Asymptotic geometry of discrete interlaced patterns: Part I by Duse, Erik & Metcalfe, Anthony
Asymptotic geometry of discrete interlaced patterns:
Part I
Erik Duse and Anthony Metcalfe
Abstract. A discrete Gelfand-Tsetlin pattern is a configuration of particles in Z2. The
particles are arranged in a finite number of consecutive rows, numbered from the bottom.
There is one particle on the first row, two particles on the second row, three particles on
the third row, etc, and particles on adjacent rows satisfy an interlacing constraint.
We consider the uniform probability measure on the set of all discrete Gelfand-
Tsetlin patterns of a fixed size where the particles on the top row are in deterministic
positions. This measure arises naturally as an equivalent description of the uniform
probability measure on the set of all tilings of certain polygons with lozenges. We prove
a determinantal structure, and calculate the correlation kernel.
We consider the asymptotic behaviour of the system as the size increases under
the assumption that the empirical distribution of the deterministic particles on the top
row converges weakly. We consider the asymptotic ‘shape’ of such systems. We pro-
vide parameterisations of the asymptotic boundaries and investigate the local geometric
properties of the resulting curves. We show that the boundary can be partitioned into
natural sections which are determined by the behaviour of the roots of a function re-
lated to the correlation kernel. This paper should be regarded as a companion piece to
the paper, [4], in which we resolve some of the remaining issues. Both of these papers
serve as background material for the papers, [5] and [6], in which we examine the edge
asymptotic behaviour.
1. Introduction
1.1. Random lozenge tilings of the regular hexagon. In this paper we consider
the asymptotic shape of random tilings of ‘half-hexagons’. We define the systems in the
next section, and note that they have a determinantal structure in section 1.4. Our moti-
vation for studying such systems is to consider the local asymptotic boundary behaviour.
Of course, in order to do this, one must first define and characterise a natural boundary.
In section 1.5, under some natural asymptotic assumptions, we note that the asymptotic
behaviour of the correlation kernel of the systems is amenable to steepest descent tech-
niques. Essentially, the correlation kernel is expressed as a double contour integral (see
equation (4)), and steepest descent techniques suggest that the asymptotic behaviour of
the expression is determined by the behaviour of the roots of a certain analytic function
(see equation (6)). In this paper, we define the edge, solely, by considering the behaviour
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2 ERIK DUSE AND ANTHONY METCALFE
of the roots of this function. The edge is a natural boundary on which universal as-
ymptotic behaviour is expected. This expectation is confirmed, using steepest descent
techniques, in the paper [5]. In this paper, we also characterise other natural parts of the
boundary. We continue this analysis in the paper [4], where we find previously unknown
parts of the boundary. Finally, we find novel edge asymptotic behaviour in the paper [6].
In this section we introduce the systems of ‘half-hexagons’ by considering the simpler
case of random tilings of a regular hexagon. The left hand side of figure 1 depicts a regular
hexagon with sides of length m ≥ 1. The middle depicts three different types of lozenges
(polygons with angles pi
3
and 2pi
3
) with sides of length 1. We label these as types A, B,
and C as shown. A complete covering of the interior of the hexagon with these lozenges
is called a tiling. An example tiling, when m = 4, is given on the right of figure 1.
Note, in the example, lozenges of type A are adjacent to the left-most and right-most
corners, lozenges of type B are adjacent to the bottom-left and top-right corners, and
lozenges of type C are adjacent to the top-left and bottom-right corners. Given such
a corner behaviour, consider a particular lozenge adjacent to a corner. The connected
component of this lozenge is defined as the area covered by the set of all adjacent lozenges
of the same type. Also, the frozen region is defined as the union of these six connected
components. The remaining tiles form the so-called disordered region, and the boundary
between the frozen and disordered regions is called the frozen boundary. The frozen
boundary of the example tiling is shown on the left of figure 2.
Impose the uniform probability measure on the set of all possible tilings of a regular
hexagon with sides of length m. Then, it is natural to consider the asymptotic behaviour
of the system as m→∞. Some interesting results were obtained in [2]: The probability
of observing the above corner behaviour converges to 1 as m → ∞. For this reason we
define:
Definition 1.1. A tiling of the regular hexagon is referred to as typical if and only if
lozenges of type A are adjacent to the left-most and right-most corners, lozenges of type B
are adjacent to the bottom-left and top-right corners, and lozenges of type C are adjacent
to the top-left and bottom-right corners.
Also, rescaling so that the sides of the hexagon are of length 1 for all m, the frozen
boundary of typical random tilings converges to the inscribed circle of the rescaled hexagon
as m → ∞. This asymptotic shape is called the Arctic circle, and is shown on the right
of figure 2. See [2] for more precise statements.
The goal of our work was to study the fluctuations of the frozen boundary around the
asymptotic limit. We wanted to show that universal edge asymptotic behaviour holds.
More exactly, we wanted to show that, when appropriately rescaled, the fluctuations of
the frozen boundary converge to the Airy process. More generally, we wished to study
the analogous question when tiling certain ‘half-hexagons’, which we define in the next
section. Convergence to the 1-dimensional Airy process, in the case of the regular hexagon,
was established by Baik et al, [1]. The analogous question for the frozen boundary of the
Aztec diamond was settled by Johansson, [9]. Convergence to the 2-dimensional Airy
process, in the case of the regular hexagon, was recently and independently established
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Figure 1. Left: A regular hexagon with sides of length m ≥ 1.
Middle: Three types of lozenges with sides of length 1.
Right: An example tiling when m = 4.
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Figure 2. Left: The frozen boundary of the example tiling of figure 1.
Right: The Arctic circle, i.e., the asymptotic shape of the frozen boundary
of a ‘typical random tiling’ as m→∞.
by Petrov, [19]. The Airy process has also been observed asymptotically at the edge of
the spectra of various ensembles of random matrices (see, for example, Mehta, [16]). It
was first observed in a study by Pra¨hofer and Spohn, [20], of certain random growth
models. See also Johansson, [8], which considers a different random growth model. It has
also appeared asymptotically in other, seeming unrelated, systems.
The key to the asymptotic analysis in this and the accompanying papers is the inves-
tigation of a saddle-point function involving a known probability measure. This type of
saddle point problem occurs in several contexts. A recent work which is closely related to
ours is that of Hachem et al., [7], which studies the asymptotic behaviour of the edge of
the spectrum of large complex correlated Wishart matrices.
1.2. Random lozenge tilings of the ‘half-hexagon’ and equivalent interlaced
particle configurations. We again begin by considering tilings of the regular hexagon.
For simplicity we now restrict to the set of all typical tilings, defined in definition 1.1. It
is not hard to see that any tiling is uniquely determined by the locations of the lozenges
of type A, i.e., the vertical lozenges. Then, placing particles in the center of each vertical
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Figure 3. Left: Equivalent interlaced particle configuration of the example
tiling of figure 1.
Right: Equivalent interlaced particle configuration with added deterministic
lozenges/particles. The unfilled circles represent the deterministic particles.
lozenge, we see that the uniform measure on the set of all typical tilings is equivalent to
the uniform measure on the set of all configurations of particles which satisfy:
• The particles are in the interior of the hexagon.
• The particles lie on 2m− 1 rows, which we label from the bottom to the top.
• Adjacent rows are a distance of
√
3
2
apart.
• There are r distinct particles on row r when r ∈ {1, . . . ,m}.
• There are 2m− r distinct particles on row r when r ∈ {m, . . . , 2m− 1}.
• Particles are in integer positions on the even rows.
• Particles are in half-integer positions (i.e., Z+ 1
2
) on the odd rows.
• Particles on adjacent rows interlace: When r ∈ {1, . . . ,m − 1}, there is exactly
one particle on row r ‘between’ each neighbouring pair of particles on row r+ 1.
Also, when r ∈ {m + 1, . . . , 2m − 1}, there is exactly one particle on row r
‘between’ each neighbouring pair of particles on row r − 1.
The particle configuration which is equivalent to the given example tiling is shown on the
left of figure 3.
A further equivalent measure is obtained by adding deterministic lozenges/particles
to each configuration in a particular way, as was done in Nordenstam, [18], and Petrov,
[19]. This is demonstrated on the right of figure 3: We trivially add two densely packed
blocks of lozenges/particles to the upper left and upper right sides of the hexagon. These
deterministic lozenges/particles are independent of the tiling. Also, specifying the po-
sitions of the deterministic lozenges/particles on the top row, the interlacing constraint
induces the positions of the deterministic lozenges/particles on the lower rows. Therefore
the uniform measure on the set of all typical tilings is equivalent to the uniform measure
on the set of all configurations of particles which satisfy:
• The particles lie on 2m rows, which we label from the bottom to the top.
• Adjacent rows are a distance of
√
3
2
apart.
• There are r distinct particles on row r for all r ∈ {1, . . . , 2m}.
• Particles are in integer positions on the even rows.
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Figure 4. Left: A ‘half-hexagon’ with sides of length n ≥ 1 and m ≥ 1.
The dotted line representing the upper boundary is considered to be ‘open’.
Right: An example tiling and its equivalent interlaced particle configuration
when n = 8 and m = 9. The unfilled circles represent the deterministic
lozenges/particles.
• Particles are in half-integer positions (i.e., Z+ 1
2
) on the odd rows.
• The particles on row 2m are in the positions {1, . . . ,m} ∪ {2m+ 1, . . . , 3m}.
• Particles on adjacent rows interlace: For all r ∈ {1, . . . , 2m− 1}, there is exactly
one particle on row r ‘between’ each neighbouring pair of particles on row r+ 1.
A natural generalisation is to allow the lozenges/particles on the top row to be in
arbitrary positions. More specifically, we consider the set of all lozenge tilings of the
‘half-hexagon’ with sides of length n ≥ 1 and m ≥ 1, as shown on the left of figure 4. We
fix n vertical lozenges/particles in arbitrary deterministic integer positions on the upper
boundary, and consider the uniform measure on the set of all possible tilings with this
top row. An example of such a tiling, and its equivalent interlaced particle configuration,
is shown on the right of figure 4.
Rescaling the sides of the ‘half-hexagon’ by 1
n
, we consider the asymptotic behaviour of
the system as n,m→∞ under the assumption that m
n
converges to a positive constant and
the empirical distribution of the deterministic lozenges/particles on the top row converges
weakly. We consider the asymptotic ‘shape’ of such systems. Petrov, [19], studied the
special case where the particles on the top row are contained in a finite number of densely
packed blocks, and the empirical distribution converges to the Lebesgue measure restricted
to a finite number of closed disjoint intervals. By adding deterministic lozenges/particles
as for the regular hexagon, this is equivalent to tiling those types of polygons shown on
the left of figure 5. The results of this paper hold for any probability measure that can
be obtained as the weak limit of the empirical distribution.
We end this section by comparing and contrasting our results to those of Kenyon et al.,
[12] and [13]. The asymptotic frozen boundaries of the polygons of figure 5, for example,
can be studied using the techniques of these papers. The boundaries are shown to be
algebraic. As stated above, this paper and [4] studies the frozen boundaries of a natural
generalisation of those polygons shown on the left of figure 5. The techniques of Kenyon
et al. do not cover such models, and our techniques do not cover the polygons shown
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Figure 5. Polygons of various shapes that can be tiled with lozenges.
Left: A ‘half-hexagon’ with V-shaped cuts on the top boundary.
Center: A regular hexagon with a corner removed.
Right: A regular hexagon with a diamond shaped hole in the center.
in the middle and on the right. In our case, the asymptotic frozen boundaries are not
necessarily algebraic. We do, however, obtain parameterisations of the boundaries, and
we perform a detailed analysis of their local geometric properties. Finally note, in [13],
the asymptotic frozen boundary of the polygon in the middle is shown to be a cardioid.
In [6], we consider a related situation, and study the asymptotic behaviour of particles
in a neighbourhood of a cusp in the frozen boundary. These do not behave as a Pearcey
point process, as previously expected. We obtain a novel point process, which we call the
Cusp Airy process. This process can also appear for those polygons studied by Petrov,
i.e., those shown on the left of figure 5. An example of such a polygon and cusp is given
in section 2.5.4. The polygon and cusp in question can be seen in figure 12.
1.3. Determinantal random point processes. In this section we give a brief in-
troduction to determinantal random point processes that suffices for our purposes. See
Johansson, [10], for a more complete treatment.
Let Λ be a Polish space. Fix N ∈ N ∪ {∞} and Y ⊂ ΛN , a space of configurations
of N -particles of Λ. Denote each y ∈ Y as y = (y1, . . . , yN). Assume, for all y ∈ Y
and compact Borel sets B ⊂ Λ, that the number of particles from y contained in B is
finite, i.e., #{yi ∈ B} < ∞. Let F be the sigma-algebra generated by sets of the form
{y ∈ Y : #{yi ∈ B} = m} for all m ≤ N and Borel sets B ⊂ Λ. A probability space of
the form (Y,F ,P) is referred to as a random point process.
Given such a process, m ≤ N , and B ⊂ Λm, define NmB : Y → N by,
NmB (y) := #{(yi1 , . . . , yim) ∈ B : i1 6= · · · 6= im},
for all y ∈ Y . In words, NmB (y) is the number of distinct m-tuples of particles from y that
are contained in B. Then define a measure on Λm by B 7→ E[NmB ] for all Borel subsets
B ⊂ Λm. Assume that this is well-defined and finite whenever B is bounded. Then,
given a reference measure λ on Λ, the density of the above measure with respect to λm,
whenever it exists, is referred to as the mth correlation function, ρm. That is,∫
B
ρm(x1, . . . , xm)dλ[x1] . . . dλ[xm] = E[NmB ],
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for all Borel subsets B ⊂ Λm.
A random point process is called determinantal if all correlation functions exist and
there exists a function K : Λ2 → C for which
ρm(x1, . . . , xm) = det[K(xi, xj)]
m
i,j=1,
for all x1, . . . , xm ∈ Λ and m ≤ N . K is called the correlation kernel of the process.
1.4. The determinantal structure of discrete Gelfand-Tsetlin patterns. For
the remainder of the paper we restrict to the study of the interlaced particle configurations
that we introduced in section 1.2. Recall that adjacent rows are a distance of
√
3
2
apart,
and that particles on adjacent rows alternate between integer and half-integer positions.
Therefore, since it is more convenient to study configurations of particles in Z2, we shift
each row r vertically by −(1−
√
3
2
)(n−r), and horizontally by 1
2
(n−r). This preserves the
interlacing constraint, and the resulting configuration is called a Gelfand-Tsetlin pattern,
which we now define rigorously:
Definition 1.2. A discrete Gelfand-Tsetlin pattern of depth n is an n-tuple, denoted
(y(1), y(2), . . . , y(n)) ∈ Z× Z2 × · · · × Zn, which satisfies the interlacing constraint
y
(r+1)
1 ≥ y(r)1 > y(r+1)2 ≥ y(r)2 > · · · ≥ y(r)r > y(r+1)r+1 ,
for all r ∈ {1, . . . , n− 1}, denoted y(r+1)  y(r). Equivalently this can be considered as an
interlaced configuration of 1
2
n(n + 1) particles in Z × {1, . . . , n} by placing a particle at
position (u, r) ∈ Z× {1, . . . , n} whenever u is an element of y(r).
A Gelfand-Tsetlin pattern of depth 4 is shown on the left of figure 6.
For each n ≥ 1, fix x(n) ∈ Zn with x(n)1 > x(n)2 > · · · > x(n)n . Consider the uniform
probability measure, νn, on the set of discrete Gelfand-Tsetlin patterns of depth n with
the particles on row n in the deterministic positions defined by x(n):
νn[(y
(1), . . . , y(n))] :=
1
Zn
·
{
1 ; when x(n) = y(n)  y(n−1)  · · ·  y(1),
0 ; otherwise,
where Zn > 0 is a normalisation constant. This measure, and the equivalent description
of Gelfand-Tsetlin patterns given in definition 1.2, induces a random point process on
interlaced configurations of particles in Z × {1, . . . , n}. This process is determinantal, a
fact which follows from the equivalent description of the system as perfect matchings of
hexagonal planar graphs (see, for example, Kenyon, [11]). This observation does not,
however, provide a convenient expression for the correlation kernel of the process. In
section 4.1, we use the Gelfand-Tsetlin description to find such an expression. We denote
the correlation kernel by Kn : (Z × {1, . . . , n})2 → C, a function of pairs of particle
positions. Ignoring the deterministic particles on row n, interlacing implies that we need
only consider those particle positions, (u, r), (v, s) ∈ Z × {1, . . . , n − 1}, which satisfy
u ≥ x(n)n + n − r and v ≥ x(n)n + n − s. For all such (u, r), (v, s), we show in section 4.1
that
(1) Kn((u, r), (v, s)) = K˜n((u, r), (v, s))− φr,s(u, v),
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Figure 6. Left: A visualisation of a Gelfand-Tsetlin pattern of depth 4.
Middle: {(χ, η) ∈ R × [0, 1] : χ ∈ [a + 1 − η, b]}, where a and b satisfy
b − a > 1 (see hypothesis 1.1). Equations (2) and (3) imply that the bulk
of the rescaled particles of the Gelfand-Tsetlin patterns lie asymptotically
in this region as n→∞.
Right: The shifted asymptotic shape of the rescaled regular hexagon. The
areas enclosed by the dashed lines represent the added regions of determin-
istic lozenges/particles, as described in section 1.2.
where
K˜n((u, r), (v, s))
:=
(n− s)!
(n− r − 1)!
n∑
k=1
1
(x
(n)
j ≥u)
v∑
l=v+s−n
∏u−1
j=u+r−n+1(x
(n)
k − j)∏v
j=v+s−n, j 6=l(l − j)
n∏
i=1, i 6=k
(
l − x(n)i
x
(n)
k − x(n)i
)
,
and
φr,s(u, v) := 1(v≥u) ·

0 ; when s ≤ r,
1 ; when s = r + 1,
1
(s−r−1)!
∏s−r−1
j=1 (v − u+ s− r − j) ; when s > r + 1.
This is a generalisation of Defosseux, [3], and Metcalfe, [17], which consider a similar
process on configurations in R× {1, . . . , n}. The kernel in [3] and [17] is recovered from
the above kernel using asymptotic arguments. The above kernel was also independently
obtained by Petrov, [19]. Our proof, based on the methods used in [3] and [17], is more
elementary than that of Petrov. We highlight the differences at the beginning of section
4.1.
1.5. Motivation and statement of main results. In this paper we study the as-
ymptotic behaviour of the determinantal system introduced in the previous section as
n→∞, under the assumption that the (rescaled) empirical distribution of the determin-
istic particles on row n converges weakly to a measure with compact support:
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Hypothesis 1.1. Let µ be a probability measure on R with compact support, Supp(µ) ⊂
[a, b]. Assume that b− a > 1, {a, b} ⊂ Supp(µ), and
1
n
n∑
i=1
δ
x
(n)
i /n
→ µ
as n→∞, in the sense of weak convergence of measures.
Remark 1.1. Recalling that {x(n)1 , x(n)2 , . . . , x(n)n } ⊂ Z, it trivially follows that mea-
sures, µ, which satisfy hypothesis 1.1 are absolutely continuous with respect to Lebesgue
measure, λ. Moreover, the density of µ takes values in [0, 1], and so µ ≤ λ. Finally,
Supp(µ) and Supp(λ− µ) contain no isolated singletons.
For each n, we now rescale the vertical and horizontal positions of the particles of
the Gelfand-Tsetlin pattern of depth n by 1
n
. Recall that {x(n)1 , x(n)2 , . . . , x(n)n } are the
(deterministic) particles on the top row of the Gelfand-Tsetlin pattern of depth n. Note,
hypothesis 1.1 easily gives,
(2) #
{
x ∈
{
x
(n)
1
n
,
x
(n)
2
n
, . . . ,
x
(n)
n
n
}
: x ∈ [a, b]
}
= n+ o(n),
for all n sufficiently large. Thus, at most o(n) of the rescaled particles on the top row are
not contained in the interval [a, b] for all n sufficiently large. Next, fix any η ∈ [0, 1], and
any {mn}n≥1 ⊂ Z with mn ∈ {1, 2, . . . , n − 1} and mnn = η + o(1) for all n sufficiently
large. Also, let {y(mn)1 , y(mn)2 , . . . , y(mn)mn } denote the (random) particles on row mn of the
Gelfand-Tsetlin pattern of depth n. Equation (2) and the interlacing constraint then give,
(3) #
{
y ∈
{
y
(mn)
1
n
,
y
(mn)
2
n
, . . . ,
y
(mn)
mn
n
}
: y ∈ [a+ 1− η, b]
}
= mn + o(n),
for all n sufficiently large. Thus, at most o(n) of the rescaled particles on row mn are
not contained in the interval [a + 1 − η, b] for all n sufficiently large. Thus, since η is
any value in [0, 1], the bulk of the rescaled particles of the Gelfand-Tsetlin patterns lie
asymptotically in {(χ, η) ∈ R × [0, 1] : χ ∈ [a + 1 − η, b]} as n → ∞. This geometric
subset of R2 is shown in the middle of figure 6. The example of the regular hexagon is
shown on the right of figure 6. This figure is obtained from figure 2 by performing the
shift described at the beginning of section 1.4. We recover this figure in section 2.5.3,
using our techniques.
The local asymptotic behaviour of particles near a point, (χ, η), in the shape in
the middle of figure 6, can be examined by considering the asymptotic behaviour of
Kn((un, rn), (vn, sn)) as n → ∞, where {(un, rn)}n≥1 and {(vn, sn)}n≥1 are sequences in
Z2 which satisfy:
Hypothesis 1.2. Fix (χ, η) in the shape in middle of figure 6, i.e., (χ, η) ∈ [a, b]×[0, 1]
with b ≥ χ ≥ χ + η − 1 ≥ a. Assume that 1
n
(un, rn) → (χ, η) and 1n(vn, sn) → (χ, η) as
n→∞.
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γn
Γn
Figure 7. Γn contains { 1nxj : xj ≥ un} and none of { 1nxj : xj ≤ un + rn −
n}. γn contains Γn and { 1nvn, 1n(vn− 1), . . . , 1n(vn + sn−n)}. Both contours
are oriented counter-clockwise.
The asymptotic behaviour of Kn((un, rn), (vn, sn)) can be examined using steepest
descent techniques. To see this, first note that equation (1) and the Residue Theorem
give,
(4) Kn((un, rn), (vn, sn)) =
(
(n− sn)!
(n− rn − 1)!
nn−rn−1
nn−sn
)
Jn − φrn,sn(un, vn),
where, dropping the superscript from x(n),
(5) Jn :=
1
(2pii)2
∫
γn
dw
∫
Γn
dz
∏un−1
j=un+rn−n+1(z − jn)∏vn
j=vn+sn−n(w − jn)
1
w − z
n∏
i=1
(
w − xi
n
z − xi
n
)
,
for all n ∈ N, where γn and Γn are any counter-clockwise closed contours that satisfy the
requirements of figure 7. Also note that the integrand can be written as
exp(nfn(w)− nf˜n(z))
w − z ,
for all w, z ∈ C \ R, where
fn(w) :=
1
n
n∑
i=1
log
(
w − xi
n
)
− 1
n
vn∑
j=vn+sn−n
log
(
w − j
n
)
,
f˜n(z) :=
1
n
n∑
i=1
log
(
z − xi
n
)
− 1
n
un−1∑
j=un+rn−n+1
log
(
z − j
n
)
,
and log denotes the principal logarithm. Finally, inspired by hypotheses 1.1 and 1.2 we
define
f(χ,η)(w) :=
∫ b
a
log(w − x)µ[dx]−
∫ χ
χ+η−1
log(w − x)dx,
for all w ∈ C \ R. Note that fn(w) → f(χ,η)(w) and f˜n(z) → f(χ,η)(z) as n → ∞ for all
w, z ∈ C \ R.
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The above expression for the integrand, and the asymptotic behaviour of the func-
tions fn and f˜n in the exponent, suggest that the contour integral representation of the
kernel is amenable to steepest descent techniques. More exactly, steepest descent analysis
suggests that, as n → ∞, the asymptotic behaviour of Kn((un, rn), (vn, sn)) depends on
the behaviour of the roots of f ′(χ,η):
(6) f ′(χ,η)(w) =
∫ b
a
µ[dx]
w − x −
∫ χ
χ+η−1
dx
w − x,
for all w ∈ C \ R. Note also that hypotheses 1.1 and 1.2 imply that µ[χ, b] ≥ 0, (λ −
µ)[χ+ η − 1, χ] ≥ 0 and µ[a, χ+ η − 1] ≥ 0, where λ is Lebesgue measure. It is therefore
natural to write,
(7) f ′(χ,η)(w) =
∫ b
χ
µ[dx]
w − x −
∫ χ
χ+η−1
(λ− µ)[dx]
w − x +
∫ χ+η−1
a
µ[dx]
w − x,
for all w ∈ C \ R. Therefore f ′(χ,η) extends analytically to
C \ (Supp(µ|[χ,b]) ∪ Supp((λ− µ)|[χ+η−1,χ]) ∪ Supp(µ|[a,χ+η−1])) .
The main result of section 3, theorem 3.1, characterises all possible behaviours of the
roots of f ′(χ,η) in this domain.
Remark 1.2. For simplicity of notation, we omit the subscript from f(χ,η) whenever
confusion is impossible. Moreover, note that the first term on the right hand side of
equation (6) is the function,
w 7→
∫ b
a
µ[dx]
w − x,
for all w ∈ C \ R. This function extends analytically to C \ Supp(µ), is conventionally
called the Cauchy transform of µ, and is denoted by C.
We now use the behaviours of the roots observed in theorem 3.1 to divide the shape
in the middle of figure 6 into regions in which different asymptotic behaviours can be
expected. An important region is the following:
Definition 1.3. The liquid region, L, is the set of all (χ, η) in the shape in middle of
figure 6, i.e., (χ, η) ∈ [a, b]× [0, 1] and b ≥ χ ≥ χ + η − 1 ≥ a, for which f ′ has non-real
roots.
In section 2 we consider the geometric interpretation of this region. First note that non-
real roots of f ′ occur in complex conjugate pairs. Theorem 3.1 then implies that (χ, η) ∈ L
if and only if f ′ has exactly 2 roots in C \R, counting multiplicities. More exactly, there
exists a unique wc ∈ H := {w ∈ C : Im(w) > 0} with f ′(wc) = f ′(wc) = 0. This
defines a map from L to H. In theorem 2.1 we show that this map is a homeomorphism
(indeed, it is a diffeomorphism, as we shall see in section 4.2). Therefore L is a non-empty,
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open, connected set. Moreover, an explicit expression is obtained for the inverse of the
homeomorphism, denoted by,
(χL(·), ηL(·)) : H→ L ⊂ [a, b]× [0, 1].
Steepest descent analysis and the above observations suggest, as n→∞, that universal
bulk asymptotic behaviour should be observed whenever (χ, η) ∈ L: Fixing (χ, η) ∈ L,
and choosing the parameters (un, rn) and (vn, sn) of hypothesis 1.2 appropriately, it should
be possible to show thatKn((un, rn), (vn, sn)) converges to the Sine kernel as n→∞. Note
that an analogous result was obtained in Metcalfe, [17], which considers similar processes
on configurations of particles in R × {1, . . . , n}. In the current situation, Petrov, [19],
confirmed universal bulk asymptotic behaviour when the measure, µ, of hypothesis 1.1 is
given by the Lebesgue measure restricted to a finite number of closed disjoint intervals.
In section 2.2 we use the above homeomorphism to examine ∂L, the boundary of L.
The main result of this section, lemma 2.3, defines a subset of ∂L for any measure, µ,
of hypothesis 1.1. This is defined by showing that (χL(·), ηL(·)) : H → L has a unique
continuous extension to the open set R ⊂ R given by,
(8) R := ( (R \ Supp(µ)) ∪ (R \ Supp(λ− µ)) )◦.
Above we take the interior of the closure of the union. The extension is denoted by,
(χE(·), ηE(·)) : R→ [a, b]× [0, 1],
and an explicit expression is given. We conclude that (χE(t), ηE(t)) ∈ ∂L for all t ∈ R,
and (χE(·), ηE(·)) : R → ∂L is a smooth curve parameterised over R. Also, as we shall
shortly see, this map is injective. Finally we define:
Definition 1.4. The edge, E ⊂ ∂L, is the image of the smooth curve (χE(·), ηE(·)) :
R→ ∂L.
Lemma 2.3, and the other results of section 2.2, give a complete description of ∂L only
when the measure µ, of hypothesis 1.1, is restricted to an interesting sub-class of possible
measures (see lemma 2.5). When µ is not restricted to the sub-class, these results only
give a partial description. Figure 8, below, depicts those sections of ∂L obtained from
these results for various examples of µ. The examples are examined in detail in section
2.5.
In section 2.3 we construct an alternative description of the edge, E , in terms of the
behaviour of the roots of f ′. This is analogous to definition 1.3 for the liquid region, L:
Definition 1.5. The edge, E, is the disjoint union E := Eµ∪Eλ−µ∪E0∪E1∪E2, where
• Eµ is the set of all (χ, η) in the shape in the middle of figure 6 for which f ′ has
a repeated root in R \ [χ+ η − 1, χ].
• Eλ−µ is the set of all (χ, η) for which f ′ has a repeated root in (χ+ η − 1, χ).
• E0 is the set of all (χ, η) for which η = 1 and f ′ has a root at χ (= χ+ η − 1).
• E1 is the set of all (χ, η) for which η < 1 and f ′ has a root at χ.
• E2 is the set of all (χ, η) for which η < 1 and f ′ has a root at χ+ η − 1.
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The fact that the above union is disjoint, and that L and E are disjoint, follows from
corollary 3.2. To see that the definitions are equivalent, note that theorem 3.1 implies
that f ′ has at most one real-valued repeated root. Then, starting with definition 1.5, we
can define a map from E to R by mapping (χ, η) ∈ E to the relevant root of f ′, i.e.,
• to the unique real-valued repeated root whenever (χ, η) ∈ Eµ ∪ Eλ−µ.
• to the root χ whenever (χ, η) ∈ E0 ∪ E1.
• to the root χ+ η − 1 whenever (χ, η) ∈ E0 ∪ E2.
Theorem 2.3 implies that this bijectively maps E to R, defined above. Moreover, the
inverse of this map is the smooth curve of definition 1.4, i.e., (χE(·), ηE(·)) : R → ∂L.
Thus the curve is a smooth and bijective map from R to the edge, E , of definition 1.5.
Therefore the definitions are trivially equivalent.
We end section 2.3 with lemma 2.6, which further clarifies the equivalence of the
above definitions. First recall that µ ≤ λ (see remark 1.1), and note that R \ Supp(µ)
and R \ Supp(λ− µ) are disjoint open sets. Equation (8) thus gives
R = (R \ Supp(µ)) ∪ (R \ Supp(λ− µ)) ∪R1 ∪R2,
where
• R1 is the set of all t ∈ R for which there exists an  > 0 with (t, t+) ⊂ R\Supp(µ)
and (t− , t) ⊂ R \ Supp(λ− µ).
• R2 is the set of all t ∈ R for which there exists an  > 0 with (t, t + ) ⊂
R \ Supp(λ− µ) and (t− , t) ⊂ R \ Supp(µ).
Intuitively, one can think of R1 as the set of all points where the density of µ jumps from
1 (on the left) to 0 (on the right), and R2 as the set of all points where it jumps from 0
to 1. Next, fix t ∈ R, and define,
(χ, η) := (χE(t), ηE(t)) and f ′t := f
′
(χ,η),
where the last term is the function given in equation (7). The equivalence of definitions 1.4
and 1.5, discussed above, implies that t is a root of f ′t . Then, letting C : C\Supp(µ)→ C
be the Cauchy transform of µ (see remark 1.2), and letting mt ≥ 1 denote the multiplicity
of t as a root of f ′t , lemma 2.6 implies that the following 9 cases exhaust all possibilities:
(1) (χ, η) ∈ Eµ, t ∈ R \ Supp(µ) with C(t) 6= 0, and mt = 2.
(2) (χ, η) ∈ Eµ, t ∈ R \ Supp(µ) with C(t) 6= 0, and mt = 3.
(3) (χ, η) ∈ Eλ−µ, t ∈ R \ Supp(λ− µ), and mt = 2.
(4) (χ, η) ∈ Eλ−µ, t ∈ R \ Supp(λ− µ), and mt = 3.
(5) (χ, η) ∈ E0, t ∈ R \ Supp(µ) with C(t) = 0, and mt = 1.
(6) (χ, η) ∈ E1, t ∈ R1, and mt = 1.
(7) (χ, η) ∈ E1, t ∈ R1, and mt = 2.
(8) (χ, η) ∈ E2, t ∈ R2, and mt = 1.
(9) (χ, η) ∈ E2, t ∈ R2, and mt = 2.
In section 2.4 we investigate the local geometric properties of the edge curve. First,
fix t ∈ R, and define the (un-normalised) orthogonal vectors, x = x(t) and y = y(t), as
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in lemma 2.7. Also define (χ, η) := (χE(t), ηE(t)). A Taylor expansion of the edge curve
then gives (see lemma 2.7),
(χE(s), ηE(s))− (χ, η) = a(s)x + b(s)y,
for all s ∈ R sufficiently close to t, where
a(s) = a1(s− t) + a2(s− t)2 +O((s− t)3),
b(s) = b1(s− t)2 + b2(s− t)3 +O((s− t)4),
and a1 = a1(t), a2 = a2(t), b1 = b1(t) and b2 = b2(t) are known. Next, we investigate
a1, a2, b1 and b2 for each of the exhaustive cases, (1-9) discussed above. In lemma 2.8 we
show that:
• a1 6= 0 and b1 6= 0 in cases (1, 3, 5, 6, 8).
• a1 = b1 = 0, a2 6= 0 and b2 6= 0 in cases (2, 4, 7, 9).
The above Taylor expansion then implies that the edge curve behaves like a parabola in a
neighbourhood of (χ, η) in cases (1, 3, 5, 6, 8), with tangent vector x and normal vector
y. Also the edge curve behaves like an algebraic cusp of first order in a neighbourhood of
(χ, η) in cases (2, 4, 7, 9), and the vector x can be said to define the ‘orientation’ of the
cusp. Also, since cases (1-9) are exhaustive, no other behaviour is possible.
In the paper, [5], we use steepest descent techniques to examine the edge asymptotic
behaviour for cases (1-4). Recall that in case (1), t ∈ R \ Supp(µ) is a root of f ′t of
multiplicity 2, and the edge curve behaves locally like a parabola in a neighbourhood of
(χE(t), ηE(t)). In case (2), t ∈ R \ Supp(µ) is a root of f ′t of multiplicity 3, and the edge
curve behaves like an algebraic cusp of first order in a neighbourhood of (χE(t), ηE(t)). In
[5], we confirm universal edge asymptotic behaviour for these cases: As n→∞, choosing
the parameters (un, rn) and (vn, sn) of hypothesis 1.2 appropriately, Kn((un, rn), (vn, sn))
converges to the Airy kernel in case (1), and the Pearcey kernel in case (2). We also
show a similar result in cases (3) and (4), except now the asymptotic behaviour of the
correlation kernel of the ‘holes’ is examined, rather than that of the particles.
In the paper, [6], we use steepest descent techniques to examine the edge asymptotic
behaviour for cases (7) and (9). In these cases, t ∈ R1∪R2 is a root of f ′t of multiplicity 2,
and the edge curve behaves like an algebraic cusp of first order. Normally, edge universality
implies the Pearcey point process at cusps, but this does not occur in these cases. As
stated at the end of section 1.2, we obtain a novel point process, which we call the Cusp-
Airy process.
Finally, we consider some examples of the measure, µ, of hypothesis 1.1. Letting
ϕ : R→ [0, 1] denote the density of µ, we consider:
(a) ϕ(x) = 1
2
for all x ∈ [−1, 1].
(b) ϕ(x) = 1
2
for all x ∈ [0, 1] ∪ [2, 3].
(c) ϕ(x) = 1 for all x ∈ [0, 1
2
] ∪ [1, 3
2
].
(d) ϕ(x) = 1 for all x ∈ [0, 1
3
] ∪ [1, 4
3
] ∪ [c, c+ 1
3
], where c := 1
12
(23 +
√
217) > 4
3
.
(e) ϕ(x) = 1− x for all x ∈ [0, 1], and ϕ(x) = 1 + x for all x ∈ [−1, 0].
(f) ϕ(x) = 15
16
(x− 1)2(x+ 1)2 for all x ∈ [−1, 1].
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For all other values of x ∈ R in the above examples, we define ϕ(x) := 0. These examples
are examined in detail in section 2.5. For each example, we give explicit expressions for
the edge curve (see definition 1.4). Moreover, we identify those sections of ∂L obtained
from the results of section 2.2. Finally, we identify which of the exhaustive cases, (1-9)
above, exist for each example. We summarise the results of section 2.5, below.
Consider example (a). We state that the results of section 2.2 give a complete descrip-
tion of ∂L in this case. This is depicted on the top left of figure 8. Moreover, the edge
is that part of ∂L excluding the (closed) straight line between (−1, 1) and (1, 1), and the
point of tangency with the lower boundary. Finally, all points of the edge satisfy case (1)
of (1-9). See section 2.5.1 for more details, and figure 9 for a more detailed depiction of
∂L. Example (a) arises, for example, when we restrict n in hypothesis 1.1 to be odd, and
take
x(n) := {n− 1, n− 3, . . . , 2, 0,−2, . . . ,−(n− 3),−(n− 1)},
for all such n. In words, every second particle position in the top row of the Gelfand-
Tsetlin patterns is occupied.
Consider example (b). We state that the results of section 2.2 give a complete de-
scription of ∂L in this case. This is depicted on the top right of figure 8. Moreover, the
edge is that part of ∂L excluding the (closed) straight line between (0, 1) and (1, 1), the
(closed) straight line between (2, 1) and (3, 1), and the point of tangency with the lower
boundary. Finally, the cusps in the edge satisfy case (2) of (1-9), the point of tangency
with the upper boundary satisfies case (5), and all other points of the edge satisfy case
(1). See section 2.5.2 for more details, and figure 10 for a more detailed depiction of ∂L.
Consider example (c). We state that the results of section 2.2 give a complete descrip-
tion of ∂L in this case. This is depicted in the middle left of figure 8. Moreover, the edge
is that part of ∂L excluding only the point of tangency with the lower boundary. Finally,
the edge contains examples from cases (1,3,5,6,8). See section 2.5.3 for more details, and
figure 11 for a more detailed depiction of ∂L. Example (c) arises, for example, when we
restrict n in hypothesis 1.1 to be even, and take
x(n) :=
{
3n
2
,
3n
2
− 1, 3n
2
− 2, . . . , n+ 1
}⋃{n
2
,
n
2
− 1, n
2
− 2, . . . , 1
}
,
for all such n. In words, the particles on the top row of the Gelfand-Tsetlin patterns exist
in 2 densely packed blocks. This is the situation for the random systems of Gelfand-Tsetlin
patterns which equivalently describe random tilings of the regular hexagon (see sections
1.2 and 1.4). Finally note that the shifted asymptotic shape of the frozen boundary of
the regular hexagon (see right of figure 6) is identical to ∂L as shown below.
Consider example (d). We state that the results of section 2.2 give a complete de-
scription of ∂L in this case. This is depicted in the middle right of figure 8. Moreover,
the edge is that part of ∂L excluding only the point of tangency with the lower boundary.
Finally, the edge contains examples from cases (1,3,5,6,7,8). See section 2.5.4 for more
details, and figure 12 for a more detailed depiction of ∂L. In particular, we emphasise
that the cusp in the edge satisfies case (7) of (1-9). Thus, as stated above, the asymptotic
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Figure 8. Those sections of ∂L obtained from the results of section 2.2 for
the examples, (a-f), defined above. The dashed lines represent the shape in
the middle of figure 6, and the solid lines represent ∂L. Example (a) is on
the top left, (b) is on the top right, (c) is in the middle left, (d) is in the
middle right, (e) is on the bottom left, and (f) is on the bottom right. In
example (d), the vertical direction has been scaled by 2 for clarity.
behaviour at this cusp is not governed by the Pearcey point process, but by the novel
Cusp-Airy process. We prove this result in the paper [6].
Consider example (e). We state that the results of section 2.2 do not give a complete
description of ∂L in this case. More exactly, the points {−1, 0, 1} ⊂ Supp(µ) do not
satisfy any of the conditions of lemma 2.4. Consequently, we show in section 2.5.5 that
the results of section 2.2 give those parts of ∂L shown on the bottom left of figure 8,
excluding the circled points. We then show via direct calculation that we get a complete
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description of ∂L by adding these points. The edge is that part of ∂L excluding the
(closed) straight line between (−1, 1) and (1, 1), and the point of tangency with the lower
boundary. Finally, all points of the edge satisfy case (1). See section 2.5.5 for more details,
and figure 13 for a more detailed depiction of ∂L.
Consider example (f). We state that the results of section 2.2 do not give a complete
description of ∂L in this case. More exactly, the points {−1, 1} ⊂ Supp(µ) do not satisfy
any of the conditions of lemma 2.4. Consequently, we show in section 2.5.6 that the
results of section 2.2 give only those parts of ∂L shown on the bottom right of figure 8,
excluding the circled points. This is clearly not a complete description of ∂L, since L is
a connected set. A complete description of ∂L, in this case, is beyond the scope of this
paper, since the technicalities involved in extending lemma 2.4 to cover this situation are
highly non-trivial. In the paper [4], we make heavy use of the theory of singular integrals
to examine this and other, surprisingly subtle, situations. The edge, in this case, is the
lower part of ∂L excluding the circled points, and the point of tangency with the lower
boundary. Moreover, all points of the edge satisfy case (1). See section 2.5.6 for more
details, and figure 14 for a more detailed depiction of ∂L.
We end this section by noting that none of the above examples have points of the edge
which satisfy either cases (4) or (9) of the exhaustive cases, (1-9), listed above. However,
we note that case (4) is of a similar nature to case (2), and case (9) is of a similar nature
to case (7).
2. Geometry
In this section we consider the geometric properties of the liquid region given in defi-
nition 1.3.
2.1. The liquid region, L. Recall (see definition 1.3) that the liquid region, L, is
the set of all (χ, η) ∈ [a, b] × [0, 1] with b ≥ χ ≥ χ + η − 1 ≥ a, for which the following
function has non-real roots (see equation (6)):
(9) f ′(χ,η)(w) = C(w) + log(w − χ)− log(w − χ− η + 1),
for all w ∈ C \ R, where log is principal value and C is the Cauchy transform of µ,
(10) C(w) :=
∫ b
a
µ[dx]
w − x.
We denote this simply by f ′ where no confusion is possible. First note that non-real roots
of f ′ occur in complex conjugate pairs. Theorem 3.1 then implies that (χ, η) ∈ L if and
only if f ′ has exactly 2 roots in C \ R, counting multiplicities. More exactly there are
2 roots of multiplicity 1, a unique root in H := {w ∈ C : Im(w) > 0}, and its complex
conjugate.
Theorem 2.1. Let WL : L → H map (χ, η) ∈ L to the corresponding root of f ′ in H.
This is a homeomorphism with inverse w 7→ (χL(w), ηL(w)) for all w ∈ H, given by,
χL(w) := w +
(w − w¯)(eC(w¯) − 1)
eC(w) − eC(w¯) and ηL(w) := 1 +
(w − w¯)(eC(w) − 1)(eC(w¯) − 1)
eC(w) − eC(w¯) ,
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where w¯ is the complex conjugate of w.
Proof. We first show:
(1) L is non-empty.
(2) L is open.
(3) WL : L → H is continuous.
(4) WL : L → H is injective.
The invariance of domain theorem then implies that WL(L) is open and WL : L → WL(L)
is a homeomorphism. We complete the result by showing:
(5) WL : L → WL(L) has inverse w 7→ (χL(w), ηL(w)) for all w ∈ WL(L).
(6) WL(L) = H.
Consider (1). Fixing w ∈ H and defining (χ, η) := (χL(w), ηL(w)), where χL and ηL
are defined as in the statement of the lemma, we show that:
(1a) f ′(w) = 0.
(1b) (χ, η) ∈ [a, b] × [0, 1] with b ≥ χ ≥ χ + η − 1 ≥ a whenever |w| is chosen to be
sufficiently large.
Thus (χ, η) ∈ L by definition whenever |w| is chosen to be sufficiently large, as required.
Consider (1a). First note, since (χ, η) = (χL(w), ηL(w)), the definitions of χL and ηL
give w − χ − η + 1 = (w − χ)eC(w). Equation (9) then gives f ′(w) = C(w) + log(w −
χ)− log((w−χ)eC(w)), where log is principal value. (1a) thus follows if we can show that
log((w−χ)eC(w)) = log(w−χ) + log(eC(w)). We prove this by showing that Arg(w−χ) ∈
(0, pi) and Arg(eC(w)) ∈ (−pi, 0).
First note that it is trivial to see that Arg(w − χ) ∈ (0, pi), since w ∈ H and χ ∈ R.
Next note that equation (10) gives,
Im(C(w)) = −
∫ b
a
Im(w)µ[dx]
(Re(w)− x)2 + Im(w)2 .
Thus, since Im(w) > 0, and since µ ≤ λ (see remark 1.1),
0 > Im(C(w)) > −
∫ ∞
−∞
Im(w)dx
(Re(w)− x)2 + Im(w)2 = −pi.
Therefore Arg(eC(w)) = Im(C(w)) ∈ (−pi, 0). This proves (1a).
Consider (1b). Recalling that χ = χL(w) and η = ηL(w), write
χ =
w(e
1
2
(C(w)−C(w¯)) − 1)− w¯(e− 12 (C(w)−C(w¯)) − 1)− (w − w¯)(e− 12 (C(w)+C(w¯)) − 1)
2 sinh(1
2
(C(w)− C(w¯))) ,
η = 1 +
2(w − w¯) sinh(1
2
C(w)) sinh(1
2
C(w¯))
sinh(1
2
(C(w)− C(w¯))) .
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Also Taylor expansions of the Cauchy transform in equation (10) give
C(w) =
1
w
+
µ1
w2
+
µ2
w3
+O
(|w|−4) ,
C(w)− C(w¯) =
(
1
w
− 1
w¯
)(
1 + µ1
(
1
w
+
1
w¯
)
+ µ2
(
1
w2
+
1
|w|2 +
1
w¯2
)
+O
(|w|−3)) ,
where µ1 :=
∫ b
a
xµ[dx] and µ2 :=
∫ b
a
x2µ[dx]. Combine the above to get
χ = µ1 +
1
2
+O
(|w|−1) and η = (µ2 − µ21 − 112
)
1
|w|2 +O
(|w|−3) .
Finally recall that hypothesis 1.1 and remark 1.1 imply that µ is a probability measure
on [a, b], that b− a > 1, and that µ ≤ λ. Also a ∈ Supp(µ), and so µ[a, a+ ] > 0 for all
 > 0. Therefore,
µ1 =
∫ b
a
xµ[dx] <
∫ b
b−1
xdx = b− 1
2
.
Similarly b ∈ Supp(µ), and so
µ1 =
∫ b
a
xµ[dx] >
∫ a+1
a
xdx = a+
1
2
.
Similarly,
µ2 − µ21 =
1
2
∫∫ b
a
(x− y)2µ[dx]µ[dy] > 1
2
∫∫ 1
0
(x− y)2dxdy = 1
12
.
Combine the above to get (χ, η) ∈ (a+1, b)×(0, 1) whenever |w| is chosen be to sufficiently
large. This proves (1b).
Consider (2). Fix (χ1, η1) ∈ L and (χ2, η2) ∈ [a, b]× [0, 1] and define
• f ′1(w) := C(w) + log(w − χ1)− log(w − χ1 − η1 + 1),
• f ′2(w) := C(w) + log(w − χ2)− log(w − χ2 − η2 + 1),
for all w ∈ C \R, where log is principal value. Let w1 := WL(χ1, η1), where WL is defined
in the statement of the lemma. Then w1 is the unique root of f
′
1 in H. We now show that
(χ2, η2) ∈ L whenever |χ1−χ2| and |η1− η2| are sufficiently small, i.e., that f ′2 has a root
in H for all such (χ2, η2). Fix  > 0 for which B(w1, ) ⊂ H. Then, since w1 is the unique
root of f ′1 in H, the extreme value theorem gives,
inf
w∈∂B(w1,)
|f ′1(w)| > 0.
Also |f ′1(w)−f ′2(w)| ≤ | log(w−χ1)−log(w−χ2)|+| log(w−χ1−η1+1)−log(w−χ2−η2+1)|.
Thus, whenever |χ1−χ2| and |η1− η2| are sufficiently small, |f ′1(w)| > |f ′1(w)− f ′2(w)| for
all w ∈ ∂B(w1, ). Rouche´s Theorem thus implies that f ′2 has a root in B(w1, ) ⊂ H.
Consider (3). Consider the same setup used in step (2). Recall that w1 = WL(χ1, η1)
and that f ′2 has a root in B(w1, ) ⊂ H whenever |χ1 − χ2| and |η1 − η2| are sufficiently
small. The above definition of WL then implies that WL(χ2, η2) is the observed root of
f ′2, and so |WL(χ1, η1)−WL(χ2, η2)| <  whenever |χ1 − χ2| and |η1 − η2| are sufficiently
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small. Finally note that we can repeat the same analysis with  replaced by any δ ∈ (0, ).
Therefore WL is continuous, as required.
Consider (4). Fix (χ1, η1), (χ2, η2) ∈ L with WL(χ1, η1) = WL(χ2, η2) = w ∈ H.
Equation (9) and the above definition of WL then gives
C(w) = − log(w − χ1) + log(w − χ1 − η1 + 1) = − log(w − χ2) + log(w − χ2 − η2 + 1).
Exponentiating and simplifying gives (η2 − η1)w = (1− η1)χ2 − (1− η2)χ1. Then w ∈ R
whenever η1 6= η2, which contradicts w ∈ H. Thus η1 = η2. Also, recalling that L is open,
η1 = η2 ∈ (0, 1). This finally gives χ1 = χ2, as required.
Consider (5). Fix (χ, η) ∈ L and let w := WL(χ, η) ∈ WL(L). Equation (9) and the
above definition of WL then give C(w)+log(w−χ)−log(w−χ−η+1) = 0. Exponentiating
and simplifying gives 1− η = (w − χ)(eC(w) − 1). Complex conjugation gives,
1− η = (w − χ)(eC(w) − 1) = (w¯ − χ)(eC(w¯) − 1).
Solving gives (χ, η) = (χL(w), ηL(w)), as required.
Consider (6). Recall that WL(L) is open and that WL : L → WL(L) is a home-
omorphism with inverse w 7→ (χL(w), ηL(w)). Assume that WL(L) is a proper subset
of H, i.e., that there exists a point w ∈ ∂WL(L) with w ∈ H \ WL(L). Choose a se-
quence {wn}n≥1 ⊂ WL(L) with wn → w as n→∞, and let (χn, ηn) := (χL(wn), ηL(wn))
for all n ≥ 1. Note that we can always choose so that {(χn, ηn)}n≥1 is convergent as
n → ∞, (χn, ηn) → (χ, η) say. Also note equation (9) and the above definition of WL
gives C(wn) + log(wn−χn)− log(wn−χn− ηn + 1) = 0 for all n ≥ 1. Letting n→∞ we
get C(w)+ log(w−χ)− log(w−χ−η+1) = 0, and so (χ, η) ∈ L and w = WL(χ, η). This
contradicts the assumption that w ∈ H \WL(L), and so WL(L) = H, as required. 
It can furthermore be shown that WL : L → H is a diffeomorphism (see section 4.2).
2.2. The boundary of the liquid region, ∂L. Note the following consequence of
theorem 2.1:
Corollary 2.2. L is a non-empty, open, simply connected set in the shape in the
middle of figure 6. Moreover, ∂L is the set of all (χ, η) for which there exists a sequence,
{wn}n≥1 ⊂ H, with (χL(wn), ηL(wn)) → (χ, η) as n → ∞, and either |wn| → ∞ or
wn → t ∈ R as n→∞.
In this section we use the above result to examine ∂L. First note:
Lemma 2.1. (1
2
+
∫ b
a
xµ[dx], 0) ∈ ∂L. Moreover (χL(wn), ηL(wn))→ (12 +
∫ b
a
xµ[dx], 0)
as n→∞ for all {wn}n≥1 ⊂ H with |wn| → ∞.
Proof. Fix {wn}n≥1 ⊂ H with |wn| → ∞ as n → ∞. The proof of step (1b) of
theorem 2.1 then gives (χL(wn), ηL(wn)) → (12 +
∫ b
a
xµ[dx], 0), and corollary 2.2 gives
(1
2
+
∫ b
a
xµ[dx], 0) ∈ ∂L. 
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Next recall that µ ≤ λ (see remark 1.1), and note that R\Supp(µ) and R\Supp(λ−µ)
are disjoint open sets. Also recall (see equation (8)) that
R := ( (R \ Supp(µ)) ∪ (R \ Supp(λ− µ)) )◦.
Hypothesis 1.1 and remark 1.1 then give,
(11) R = (R \ Supp(µ)) ∪ (R \ Supp(λ− µ)) ∪R1 ∪R2,
where,
• R1 is the set of all t ∈ ∂(R\Supp(µ))∩∂(R\Supp(λ−µ)) for which there exists an
interval, I := (t2, t1), with t ∈ I, (t, t1) ⊂ R\Supp(µ) and (t2, t) ⊂ R\Supp(λ−µ).
• R2 is the set of all t ∈ ∂(R\Supp(µ))∩∂(R\Supp(λ−µ)) for which there exists an
interval, I := (t2, t1), with t ∈ I, (t, t1) ⊂ R\Supp(λ−µ) and (t2, t) ⊂ R\Supp(µ).
Indeed, R1 ∩ R2 = ∅ and R1 ∪ R2 = ∂(R \ Supp(µ)) ∩ ∂(R \ Supp(λ− µ)). Finally, note
the following technical result:
Lemma 2.2. Let C : C\R→ C denote the Cauchy transform of µ (see equation (10)).
Then,
(a) C : C \ R → C has a unique analytic extension to C \ Supp(µ). Moreover, also
denoting the extension by C,
C(w) =
∫ b
a
µ[dx]
w − x,
for all w ∈ C \ Supp(µ). Finally, eC(t) > 0 and C ′(t) < 0 for all t ∈ R \ Supp(µ).
(b) eC(·) : C \ R → C and C ′ : C \ R → C have unique analytic extensions to
C \ Supp(λ − µ). Moreover, also denoting the extensions by eC(·) and C ′, and
fixing any interval I = (t2, t1) ⊂ R \ Supp(λ− µ),
eC(w) = eCI(w)
(
w − t2
w − t1
)
and C ′(w) = C ′I(w)−
1
w − t1 +
1
w − t2 ,
for all w ∈ (C \R) ∪ I, where CI(w) :=
∫
[a,b]\I
µ[dx]
w−x . Finally, e
C(t) < 0, C ′(t) > 0
and d
dw
eC(w)|w=t = eC(t)C ′(t) for all t ∈ R \ Supp(λ− µ).
(c) Fix t ∈ R1, and I = (t2, t1) with t ∈ I, (t, t1) ⊂ R \ Supp(µ) and (t2, t) ⊂
R \ Supp(λ − µ) (see equation (11)). Then e−C(·) : C \ R → C has a unique
analytic extension to (C\R)∪I. Moreover, also denoting the extension by e−C(·),
e−C(w) = e−CI(w)
(
w − t
w − t2
)
,
for all w ∈ (C \ R) ∪ I, where CI(w) :=
∫
[a,b]\I
µ[dx]
w−x . Finally, e
−C(t) = 0 and
d
dw
e−C(w)|w=t = e−CI(t)(t− t2)−1.
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(d) Fix t ∈ R2, and I = (t2, t1) with t ∈ I, (t, t1) ⊂ R \ Supp(λ − µ) and (t2, t) ⊂
R \ Supp(µ) (see equation (11)). Then eC(·) : C \ R → C has a unique analytic
extension to (C \ R) ∪ I. Moreover, also denoting the extension by eC(·),
eC(w) = eCI(w)
(
w − t
w − t1
)
,
for all w ∈ (C \ R) ∪ I, where CI(w) :=
∫
[a,b]\I
µ[dx]
w−x . Finally, e
C(t) = 0 and
d
dw
eC(w)|w=t = eCI(t)(t− t1)−1.
Proof. Consider (a). The required analytic extension easily follows from equation
(10). Also,
C(w) =
∫ b
a
µ[dx]
w − x and C
′(w) = −
∫ b
a
µ[dx]
(w − x)2 ,
for all w ∈ C \ Supp(µ). Thus C(t) ∈ R, eC(t) > 0 and C ′(t) < 0 for all t ∈ R \ Supp(µ).
Consider (b). Fixing I = (t2, t1) ⊂ R \ Supp(λ − µ), equation (10) gives C(w) =
CI(w) − log(w − t1) + log(w − t2) for all w ∈ C \ R, where log is principal value and
CI(w) =
∫
[a,b]\I
µ[dx]
w−x . The required analytic extensions easily follow. Also, it easily follows
from the expressions of the extensions that eC(t) < 0 and d
dw
eC(w)|w=t = eC(t)C ′(t) for all
t ∈ I. It remains to show that C ′(t) < 0 for all t ∈ I. Note, for all such t,
C ′(t) = −
(∫ t2
a
+
∫ b
t1
)
µ[dx]
(t− x)2 −
1
t− t1 +
1
t− t2 .
Then, recalling that µ ≤ λ (see remark 1.1),
C ′(t) ≥ −
(∫ t2
t2−p2
+
∫ t1+p1
t1
)
dx
(t− x)2 −
1
t− t1 +
1
t− t2 ,
where p1 := µ[t1, b] and p2 := µ[a, t2]. Integrating finally gives,
C ′(t) ≥ 1
t− t2 + p2 −
1
t− t1 − p1 =
−1
(t− t2 + p2)(t− t1 − p1) ,
where the final part follows since p1 + p2 + (t1 − t2) = µ[t1, b] + µ[a, t2] + µ[t2, t1] = 1.
Therefore C ′(t) > 0 for all t ∈ I = (t2, t1).
Consider (c). Fixing t ∈ R1 and I = (t2, t1) as in the statement, equation (10) gives
C(w) = CI(w)− log(w−t)+log(w−t2) for all w ∈ C\R, where log is principal value. The
required analytic extension easily follows. Also, it easily follows from the expression of
the extension that e−C(t) = 0 and d
dw
e−C(w)|w=t = e−CI(t)(t− t2)−1. Similarly for (d). 
The various analytic extensions of the previous result then give:
Lemma 2.3. (χE(t), ηE(t)) ∈ ∂L for all t ∈ (R \ Supp(µ)) ∪ (R \ Supp(λ− µ)), where
χE(t) := t+
eC(t) − 1
eC(t)C ′(t)
and ηE(t) := 1 +
(eC(t) − 1)2
eC(t)C ′(t)
.
Also (χE(t), ηE(t)) ∈ ∂L for all t ∈ R1 ∪R2, where
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• χE(t) := t and ηE(t) := 1− eCI(t)(t− t2) for all t ∈ R1,
• χE(t) := t− e−CI(t)(t− t1) and ηE(t) := 1 + e−CI(t)(t− t1) for all t ∈ R2.
Moreover, (χL(wn), ηL(wn)) → (χE(t), ηE(t)) as n → ∞ for all t ∈ R and {wn}n≥1 ⊂ H
with wn → t. (Above, whenever t ∈ R1 ∪ R2, I := (t2, t1) is chosen as in lemma 2.2,
CI(w) :=
∫
[a,b]\I
µ[dx]
w−x , and the result is independent of the choice of I.)
Proof. Fix t ∈ R and {wn}n≥1 ⊂ H with wn → t as n → ∞. We shall show that
(χL(wn), ηL(wn))→ (χE(t), ηE(t)) as n→∞. Corollary 2.2 then gives (χE(t), ηE(t)) ∈ ∂L,
as required.
When t ∈ R \ Supp(µ), write (see theorem 2.1),
χL(wn) = wn + (eC(wn) − 1) wn − wn
eC(wn) − eC(wn) ,
ηL(wn) = 1 + (eC(wn) − 1)(eC(wn) − 1) wn − wn
eC(wn) − eC(wn) ,
for all n. Note, as n→∞, the analytic extension of part (a) of lemma 2.2 gives,
eC(wn) → eC(t), eC(wn) → eC(t) and e
C(wn) − eC(wn)
wn − wn → e
C(t)C ′(t).
Therefore (χL(wn), ηL(wn)) → (χE(t), ηE(t)) when t ∈ R \ Supp(µ). Similarly when t ∈
R \ Supp(λ− µ), except now we use the analytic extensions of part (b) of lemma 2.2.
Also write χL(wn) and ηL(wn) as above when t ∈ R2. When t ∈ R1, write,
χL(wn) = wn − e−C(wn)(1− e−C(wn)) wn − wn
e−C(wn) − e−C(wn) ,
ηL(wn) = 1− (1− e−C(wn))(1− e−C(wn)) wn − wn
e−C(wn) − e−C(wn) ,
for all n. The analytic extensions of parts (c) and (d) of lemma 2.2 then easily give
(χL(wn), ηL(wn))→ (χE(t), ηE(t)) as n→∞ when t ∈ R1 ∪R2, as required. 
Remark 2.1. For emphasis we note that R ⊂ R is an open set, and that lemma
2.3 implies that (χE(·), ηE(·)) : R → ∂L is the unique continuous extensions to R of
(χL(·), ηL(·)) : H → L. Thus (χE(·), ηE(·)) is a smooth curve parameterised over R. In
definition 1.4 we defined the edge, E ⊂ ∂L, as the image of this curve. This is why we
have chosen the subscript E. Definition 1.5 equivalently defines the edge in terms of the
behaviour of the roots of the function f ′ of equation (7). This equivalence is shown in
corollary 2.4 of theorem 2.3.
It remains to consider the asymptotic behaviour of (χL(wn), ηL(wn)) as n→∞, when
t ∈ R\R and {wn}n≥1 ⊂ H with wn → t. This question is surprisingly subtle however, and
will be examined in greater detail in [4]. Lemma 2.4, below, is a sub-result of that paper.
However, lemmas 2.1, 2.3 and 2.4 give a complete description of ∂L when the measure,
µ, of hypothesis 1.1 is restricted to an interesting sub-class of all possible measures (see
lemma 2.5). In section 2.5 we depict L and ∂L for a number of examples in this sub-class.
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Lemma 2.4. (t, 1) ∈ ∂L for all t ∈ R \ R = Supp(µ) ∩ Supp(λ− µ) ∩ (R \ (R1 ∪ R2))
whenever there exists an  > 0 for which one of the following cases is satisfied:
(1) supx∈(t−,t+) ϕ(x) < 1 and infx∈(t−,t+) ϕ(x) > 0.
(2) supx∈(t−,t) ϕ(x) < 1, infx∈(t−,t) ϕ(x) > 0 and ϕ(x) = 0 for all x ∈ (t, t+ ).
(3) supx∈(t−,t) ϕ(x) < 1, infx∈(t−,t) ϕ(x) > 0 and ϕ(x) = 1 for all x ∈ (t, t+ ).
(4) supx∈(t,t+) ϕ(x) < 1, infx∈(t,t+) ϕ(x) > 0 and ϕ(x) = 0 for all x ∈ (t− , t).
(5) supx∈(t,t+) ϕ(x) < 1, infx∈(t,t+) ϕ(x) > 0 and ϕ(x) = 1 for all x ∈ (t− , t).
Above ϕ : [a, b]→ [0, 1] denotes the density of µ (remark 1.1 shows that ϕ is well-defined).
Moreover (χL(wn), ηL(wn))→ (t, 1) as n→∞ for all {wn}n≥1 ⊂ H with wn → t.
Proof. Fix t ∈ R \ R which satisfies one of the cases (1-5) in the statement of the
lemma. Also fix  > 0 as in the statement, and {wn}n≥1 ⊂ H with wn → t as n → ∞.
Denote un := Re(wn), vn := Im(wn), Rn := Re(C(wn)), and In := −Im(C(wn)), where C
is the Cauchy transform of µ (see equation (10)). Therefore,
(12) Rn =
∫ b
a
(un − x)ϕ(x)dx
(un − x)2 + v2n
and In =
∫ b
a
vnϕ(x)dx
(un − x)2 + v2n
,
for all n. Note that un → t and vn ↘ 0 as n → ∞, and that pi > In > 0 for all n. Also
write (see theorem 2.1),
χL(wn) = un − vn cos(In)− vne
−Rn
sin(In)
,(13)
ηL(wn) = 1− vne
Rn − 2vn cos(In) + vne−Rn
sin(In)
,(14)
for all n. We shall show that (χL(wn), ηL(wn)) → (t, 1) as n → ∞. Corollary 2.2 then
gives (t, 1) ∈ ∂L, as required. We consider cases (1) and (2), and note (3-5) are similar.
Consider (1). Letting ϕ+ := supx∈(t−,t+) ϕ(x) < 1 and ϕ
− := infx∈(t−,t+) ϕ(x) > 0,
we show that there exists a constant c > 0 such that, for all n sufficiently large,
(1a) pi − pi
2
(1− ϕ+) > In > pi2ϕ−.
(1b) vne
|Rn| < cv1−ϕ
++ϕ−
n .
Equations (13) and (14) then easily give (χL(wn), ηL(wn))→ (t, 1) as n→∞, as required.
Consider (1a). Recall that ϕ(x) ∈ [0, 1] for all x ∈ [a, b], ϕ+ = supx∈(t−,t+) ϕ(x) < 1
and ϕ− = infx∈(t−,t+) ϕ(x) > 0. Defining ϕ(x) := 0 for all x ∈ R \ [a, b], equation (12)
then gives,
In ≤
∫ t−
a−
vn(1)dx
(un − x)2 + v2n
+
∫ t+
t−
vn(ϕ
+)dx
(un − x)2 + v2n
+
∫ b+
t+
vn(1)dx
(un − x)2 + v2n
= − arctan
(
un − x
vn
)∣∣∣∣t−
a−
− ϕ+ arctan
(
un − x
vn
)∣∣∣∣t+
t−
− arctan
(
un − x
vn
)∣∣∣∣b+
t+
,
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for all n. Thus, since un → t ∈ [a, b] and vn ↘ 0 as n→∞, In ≤ piϕ+ +O(vn). Similarly,
In ≥
∫ t−
a−
(0)dx+
∫ t+
t−
vn(ϕ
−)dx
(un − x)2 + v2n
+
∫ b+
t+
(0)dx,
for all n. Proceed as before to get In ≥ piϕ− + O(vn). (1a) follows since ϕ+ < 1 and
ϕ− > 0.
Consider (1b). Recall that ϕ : R → [0, 1], ϕ(x) = 0 for all x ∈ R \ [a, b], ϕ+ =
supx∈(t−,t+) ϕ(x) < 1 and ϕ
− = infx∈(t−,t+) ϕ(x) > 0. Then, choosing n sufficiently
large that un ∈ (t− , t+ ), equation (12) gives,
Rn
≤
∫ t−
a−
(un − x)(1)dx
(un − x)2 + v2n
+
∫ un
t−
(un − x)(ϕ+)dx
(un − x)2 + v2n
+
∫ t+
un
(un − x)(ϕ−)dx
(un − x)2 + v2n
+
∫ b+
t+
(0)dx
= − 1
2
log((un − x)2 + v2n)
∣∣∣∣t−
a−
− ϕ
+
2
log((un − x)2 + v2n)
∣∣∣∣un
t−
− ϕ
−
2
log((un − x)2 + v2n)
∣∣∣∣t+
un
.
Thus, since un → t and vn ↘ 0 as n→∞, Rn ≤ −(ϕ+ − ϕ−) log(vn) +O(1). Similarly,
Rn ≥
∫ t−
a−
(0)dx+
∫ un
t−
(un − x)(ϕ−)dx
(un − x)2 + v2n
+
∫ t+
un
(un − x)(ϕ+)dx
(un − x)2 + v2n
+
∫ b+
t+
(un − x)(1)dx
(un − x)2 + v2n
,
for all n sufficiently large. Proceed as before to get Rn ≥ (ϕ+ − ϕ−) log(vn) + O(1).
Combining both inequalities gives |Rn| ≤ −(ϕ+−ϕ−) log(vn) +O(1) for all n sufficiently
large, and (1b) then easily follows.
Consider (2). Now, letting ϕ+ := supx∈(t−,t) ϕ(x) < 1 and ϕ
− := infx∈(t−,t) ϕ(x) > 0,
we show that there exists a constant c > 0 such that, for all n sufficiently large,
(2a) pi− pi
2
(1−ϕ+) > In > 14ϕ− when un− t ≤ vn, and pi− pi2 (1−ϕ+) > In > 14ϕ− vnun−t
when un − t ≥ vn.
(2b) vne
|Rn| < cv1−ϕ
+
n when un−t ≤ vn, and vne|Rn| < cvn(un−t)−ϕ+ when un−t ≥ vn.
Also note that 1
4
> 1
4
ϕ− vn
un−t > 0 when un−t ≥ vn, and so sin(14ϕ− vnun−t) > 18ϕ− vnun−t . Thus,
since un → t and vn ↘ 0 as n → ∞, equations (13) and (14) give (χL(wn), ηL(wn)) →
(t, 1), as required.
Consider (2a). Recall that ϕ(x) ∈ [0, 1] for all x ∈ [a, b], ϕ+ = supx∈(t−,t) ϕ(x) < 1,
ϕ− = infx∈(t−,t) ϕ(x) > 0, ϕ(x) = 0 for all x ∈ (t, t+ ), and ϕ(x) = 0 for all x ∈ R\ [a, b].
Equation (12) then gives, for all n,
In ≤
∫ t−
a−
vn(1)dx
(un − x)2 + v2n
+
∫ t
t−
vn(ϕ
+)dx
(un − x)2 + v2n
+
∫ b+
t+
vn(1)dx
(un − x)2 + v2n
,
In ≥
∫ t
t−
vn(ϕ
−)dx
(un − x)2 + v2n
.
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Then, since un → t ∈ [a, b] and vn ↘ 0 as n→∞, we can proceed as in (1a) to get,
pi
2
ϕ+ − ϕ+ arctan
(
un − t
vn
)
+O(vn) ≥ In ≥ pi
2
ϕ− − ϕ− arctan
(
un − t
vn
)
+O(vn),
for all n. Recall that arctan : R → R is strictly increasing with arctan(x) ∈ (−pi
2
, pi
2
) for
all x ∈ R and arctan(x) < pi
2
− 1
2x
for all x ≥ 1. Therefore,
piϕ+ +O(vn) ≥ In ≥ ϕ−
(pi
2
− arctan(1)
)
+O(vn) when un − t ≤ vn,
piϕ+ +O(vn) ≥ In ≥ 1
2
ϕ−
vn
un − t +O(vn) when un − t ≥ vn,
(2a) follows since ϕ+ < 1 and ϕ− > 0, and since un → t and vn ↘ 0 as n→∞.
Consider (2b). Recall that ϕ(x) ∈ [0, 1] for all x ∈ [a, b], ϕ+ = supx∈(t−,t) ϕ(x) < 1,
ϕ− = infx∈(t−,t) ϕ(x) > 0, ϕ(x) = 0 for all x ∈ (t, t+ ), and ϕ(x) = 0 for all x ∈ R\ [a, b].
Choose n sufficiently large that un ∈ (t − , t + ). Then, when un ≤ t, equation (12)
gives,
Rn ≤
∫ t−
a−
(un − x)(1)dx
(un − x)2 + v2n
+
∫ un
t−
(un − x)(ϕ+)dx
(un − x)2 + v2n
+
∫ t
un
(un − x)(ϕ−)dx
(un − x)2 + v2n
,
Rn ≥
∫ un
t−
(un − x)(ϕ−)dx
(un − x)2 + v2n
+
∫ t
un
(un − x)(ϕ+)dx
(un − x)2 + v2n
+
∫ b+
t+
(un − x)(1)dx
(un − x)2 + v2n
.
Also, when un ≥ t,
Rn ≤
∫ t−
a−
(un − x)(1)dx
(un − x)2 + v2n
+
∫ t
t−
(un − x)(ϕ+)dx
(un − x)2 + v2n
,
Rn ≥
∫ t
t−
(un − x)(ϕ−)dx
(un − x)2 + v2n
+
∫ b+
t+
(un − x)(1)dx
(un − x)2 + v2n
.
Then, since un → t ∈ [a, b] and vn ↘ 0 as n→∞, we can proceed as in (1b) to get,
|Rn| ≤ −(ϕ+ − ϕ−) log(vn)− 1
2
ϕ− log((un − t)2 + v2n) +O(1) when un ≤ t,
|Rn| ≤ −1
2
ϕ+ log((un − t)2 + v2n) +O(1) when un ≥ t.
Finally note that 1
2
log((un − t)2 + v2n) ≥ log(vn) and 12 log((un − t)2 + v2n) ≥ log |un − t|.
Therefore, for all n sufficiently large, |Rn| ≤ −ϕ+ log(vn) + O(1) when un − t ≤ vn, and
|Rn| ≤ −ϕ+ log(un − t) +O(1) when un − t ≥ vn. (2b) then easily follows. 
We end this section with the following trivial result:
Lemma 2.5.
(1) Assume that the measure, µ, of hypothesis 1.1 is of the form µ =
∑
k λAi, where
{A1, A2, ...} are mutually disjoint intervals. Then R = R, and lemmas 2.1 and
2.3 completely describe ∂L.
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(2) Assume that µ is such that R\R is non-empty, and each t ∈ R\R satisfies one of
the cases (1-5) of lemma 2.4. Then lemmas 2.1, 2.3 and 2.4 completely describe
∂L.
Proof. The fact that R = R in part (1) follows from equation (8). Next, recall that
corollary 2.2 implies that ∂L is the set of all (χ, η) for which there exists a {wn}n≥1 ⊂ H
with (χL(wn), ηL(wn)) → (χ, η) as n → ∞, and either |wn| → ∞ or wn → t ∈ R as
n → ∞. Lemma 2.1 covers all sequences with |wn| → ∞, and lemma 2.3 covers all
sequences with wn → t ∈ R. Finally, in part (2), lemma 2.4 covers all sequences with
wn → t ∈ R \ R, since each such t satisfies one of the cases of lemma 2.4 by assumption.
The result trivially follows. 
2.3. The edge, E. In this section we prove an analogous result for the edge, E , to
theorem 2.1 for the liquid region, L. Recall in theorem 2.1, we map L to H by mapping
(χ, η) ∈ L to the unique root of f ′(χ,η) in H. This map is a homeomorphism with inverse
w 7→ (χL(w), ηL(w)). Recall also (see remark 2.1), that (χE(·), ηE(·)) : R → ∂L is the
smooth curve, parameterised over the open set R ⊂ R (see equations (8) and (11)), which
is the unique continuous extensions to R of (χL(·), ηL(·)) : H → L. The main result of
this section, theorem 2.3, uses definition 1.5 for E to define a map from E to R which is
analogous to the map from L to H discussed above. This is shown to bijectively map E to
R with inverse t 7→ (χE(t), ηE(t)). Then, in corollary 2.4, we use theorem 2.3 to prove the
equivalence of definitions 1.4 and 1.5 for E . Lemma 2.6 further explores this equivalence.
Again we denote f ′(χ,η) simply by f
′ where no confusion is possible. Recall definition
1.5: E is the disjoint union, E := Eµ ∪ Eλ−µ ∪ E0 ∪ E1 ∪ E2, where
• Eµ is the set of all (χ, η) ∈ [a, b]× [0, 1] with b ≥ χ ≥ χ+ η − 1 ≥ a for which f ′
has a repeated root in R \ [χ+ η − 1, χ].
• Eλ−µ is the set of all (χ, η) for which f ′ has a repeated root in (χ+ η − 1, χ).
• E0 is the set of all (χ, η) for which η = 1 and f ′ has a root at χ (= χ+ η − 1).
• E1 is the set of all (χ, η) for which η < 1 and f ′ has a root at χ.
• E2 is the set of all (χ, η) for which η < 1 and f ′ has a root at χ+ η − 1.
The fact that the above union is disjoint follows from corollary 3.2 of theorem 3.1. Also,
theorem 3.1 implies that f ′ has at most one real-valued repeated root.
Theorem 2.3. Define WE : E → R by mapping to the corresponding root of f ′:
• WE(χ, η) is the unique real-valued repeated root whenever (χ, η) ∈ Eµ ∪ Eλ−µ.
• WE(χ, η) is the root χ whenever (χ, η) ∈ E0 ∪ E1.
• WE(χ, η) is the root χ+ η − 1 whenever (χ, η) ∈ E0 ∪ E2.
Then WE(E) = R and WE : E → R is a bijection with inverse t 7→ (χE(t), ηE(t)).
Proof. Let C : C \ Supp(µ)→ C be the analytic extension of the Cauchy transform
defined in part (a) of lemma 2.2. Also define R1 and R2 as in equation (11). We show:
(1) WE(Eµ) = Rµ := {t ∈ R \ Supp(µ) : C(t) 6= 0} and WE : Eµ → Rµ is a bijection
with inverse t 7→ (χE(t), ηE(t)).
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(2) WE(Eλ−µ) = Rλ−µ := R \ Supp(λ− µ) and WE : Eλ−µ → Rλ−µ is a bijection with
inverse t 7→ (χE(t), ηE(t)).
(3) WE(E0) = R0 := {t ∈ R \ Supp(µ) : C(t) = 0} and WE : E0 → R0 is a bijection
with inverse t 7→ (χE(t), ηE(t)).
(4) WE(E1) = R1 and WE : E1 → R1 is a bijection with inverse t 7→ (χE(t), ηE(t)).
(5) WE(E2) = R2 and WE : E2 → R2 is a bijection with inverse t 7→ (χE(t), ηE(t)).
Note, equation (11) implies that R is the disjoint union, R = Rµ ∪Rλ−µ ∪R0 ∪R1 ∪R2.
Parts (1-5) thus easily give the required result. In fact they are a stronger statement.
Consider (1). We prove this by showing:
(1a) Fix (χ, η) ∈ Eµ and let t := WE(χ, η). Then t ∈ Rµ and (χ, η) = (χE(t), ηE(t)).
(1b) Fix t ∈ Rµ and let (χ, η) := (χE(t), ηE(t)). Then (χ, η) ∈ Eµ and WE(χ, η) = t.
Consider (1a). Note, equation (7) and the definition of Eµ imply that t ∈ (R \ [χ +
η − 1, χ]) \ Supp(µ). Also note, equations (7) and (10) give,
(15) f ′(w) = C(w) + log(w − χ)− log(w − χ− η + 1),
for all w ∈ C \ R, where log is principal value. This has a trivial analytic extension
to (C \ [χ + η − 1, χ]) \ Supp(µ). Also, parts (a) and (b) of corollary 3.2 imply that
(χ, η) ∈ (a, b)× (0, 1) and b > χ > χ+ η− 1 > a. Finally, since t is a repeated root of f ′,
ef
′(t) = 1 and f ′′(t) = 0. Therefore,
(16) eC(t)
(
t− χ
t− χ− η + 1
)
= 1 and C ′(t) +
1
t− χ −
1
t− χ− η + 1 = 0.
The first part gives C(t) 6= 0, since η < 1, and so t ∈ Rµ. Also, the first part gives,
1
t− χ =
eC(t) − 1
1− η and
1
t− χ− η + 1 =
eC(t) − 1
(1− η)eC(t) .
Substitute into the second part and solve to get (χ, η) = (χE(t), ηE(t)) (see lemma 2.3),
as required.
Consider (1b). First note, lemma 2.3 implies that (χ, η) ∈ ∂L, and so (χ, η) ∈
[a, b]× [0, 1] with b ≥ χ ≥ χ+ η − 1 ≥ a. Also, this lemma gives,
(17) η = 1 +
(eC(t) − 1)2
eC(t)C ′(t)
, χ = t+
eC(t) − 1
eC(t)C ′(t)
, χ+ η − 1 = t+ e
C(t) − 1
C ′(t)
.
Note that eC(t) 6= 1 (C(t) 6= 0 since t ∈ Rµ), eC(t) > 0 and C ′(t) < 0 (see part (a) of
lemma (2.2)). Thus the second term on the right hand side of the expression for η is
negative, and so η < 1. Also, the second terms on the right hand side of the expressions
for χ and χ + η − 1 are non-zero and have the same sign, and so t ∈ R \ [χ + η − 1, χ].
Note, equation (15) holds as above, for all w ∈ (C \ [χ+ η − 1, χ]) \ Supp(µ). Substitute
the above expressions for χ and η into f ′ to get f ′(t) = 0. Similarly f ′′(t) = 0. Thus
(χ, η) ∈ Eµ by definition, and WE(χ, η) = t, as required.
Consider (2). We prove this by showing:
(2a) Fix (χ, η) ∈ Eλ−µ and let t := WE(χ, η). Then t ∈ Rλ−µ and (χ, η) = (χE(t), ηE(t)).
ASYMPTOTIC GEOMETRY OF DISCRETE INTERLACED PATTERNS: PART I 29
(2b) Fix t ∈ Rλ−µ and let (χ, η) := (χE(t), ηE(t)). Then (χ, η) ∈ Eλ−µ and WE(χ, η) =
t.
Consider (2a). Note, equation (7) and the definition of Eλ−µ give t ∈ (χ + η −
1, χ) \ Supp(λ − µ) ⊂ Rλ−µ, and so it remains to show that (χ, η) = (χE(t), ηE(t)). Fix
I = (t2, t1) ⊂ (χ+ η − 1, χ) \ Supp(λ− µ) with t ∈ I. Equations (7) and (10) then give,
(18) f ′(w) = CI(w) + log(w − χ)− log(w − t1) + log(w − t2)− log(w − χ− η + 1),
for all w ∈ C \ R, where log is principal value and CI(w) :=
∫
[a,b]\I
µ[dx]
w−x . This has a
trivial analytic extension to (C \ R) ∪ I. Also, since t is a repeated root of f ′, ef ′(t) = 1
and f ′′(t) = 0. Equation (16) again holds, where now eC(t) and C ′(t) are defined by the
analytic extensions of part (b) of lemma (2.2). We can then proceed as for Eµ to get
(χ, η) = (χE(t), ηE(t)), as required.
Consider (2b). First note, lemma 2.3 implies that (χ, η) ∈ ∂L, and so (χ, η) ∈
[a, b]× [0, 1] with b ≥ χ ≥ χ+ η− 1 ≥ a. Equation (17) again holds, where now eC(t) and
C ′(t) are defined by the analytic extensions of part (b) of lemma (2.2). Therefore eC(t) < 0
and C ′(t) > 0. Thus the second term on the right hand side of the expression for η is
negative, and so η < 1. Also the second term on the right hand side of the expression for
χ is positive, and the second term on the right hand side of the expression for χ+ η− 1 is
negative, and so t ∈ (χ+η−1, χ). Therefore, fixing I = (t2, t1) ⊂ (χ+η−1, χ)\Supp(λ−µ)
with t ∈ I, equation (15) holds as above, for all w ∈ (C \ R) ∪ I. This easily gives
f ′(t) = f ′′(t) = 0. Thus (χ, η) ∈ Eλ−µ by definition, and WE(χ, η) = t, as required.
Consider (3). We prove this by showing:
(3a) Fix (χ, η) ∈ E0 and let t := WE(χ, η). Then t ∈ R0 and (χ, η) = (χE(t), ηE(t)).
(3b) Fix t ∈ R0 and let (χ, η) := (χE(t), ηE(t)). Then (χ, η) ∈ E0 and WE(χ, η) = t.
Consider (3a). The definitions of E0 and WE give (χ, η) = (t, 1). Moreover f ′ has
a root at t = χ, and so equation (7) gives t ∈ R \ Supp(µ). Also equations (7) and
(10) give f ′(w) = C(w) for all w ∈ C \ R. This has a trivial analytic extension to
C\Supp(µ), and so f ′(t) = C(t). Thus, since f ′ has a root at t = χ, C(t) = 0 and lemma
2.3 gives (χE(t), ηE(t)) = (t, 1). Thus t ∈ R0 and (χ, η) = (χE(t), ηE(t)), as required.
Consider (3b). The definition of R0 gives t ∈ R \ Supp(µ) and C(t) = 0. Lemma 2.3
thus gives (χ, η) = (t, 1). Then, as before, f ′(w) = C(w) for all w ∈ C \ Supp(µ), and so
f ′(t) = C(t) = 0. Therefore (χ, η) ∈ E0 by definition, and WE(χ, η) = t, as required.
Consider (4). We prove this by showing:
(4a) Fix (χ, η) ∈ E1 and let t := WE(χ, η). Then t ∈ R1 and (χ, η) = (χE(t), ηE(t)).
(4b) Fix t ∈ R1 and let (χ, η) := (χE(t), ηE(t)). Then (χ, η) ∈ E1 and WE(χ, η) = t.
Consider (4a). Note, the definitions of E1 and WE give η < 1 and t = χ. Moreover, f ′
has a root at t = χ, and so equation (7) shows that there exists an interval, I = (t2, t1),
with t = χ ∈ I, (t, t1) ⊂ R \ Supp(µ) and (t2, t) ⊂ (χ+ η− 1, χ) \ Supp(λ− µ). Equation
(11) then implies that t ∈ R1. Moreover, equations (7) and (10) give,
(19) f ′(w) = CI(w) + log(w − t2)− log(w − χ− η + 1),
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for all w ∈ C \ R, where log is principal value. This has a trivial analytic extension to
(C \ R) ∪ I. Thus, since t = χ and f ′(χ) = 0, CI(t) + log(t− t2)− log(1− η) = 0, where
now log denotes natural logarithm. Solving gives η = 1− (t− t2)eCI(t). Lemma (2.3) then
gives (χ, η) = (χE(t), ηE(t)), as required.
Consider (4b). Note, lemma 2.3 implies that (χ, η) ∈ ∂L, and so (χ, η) ∈ [a, b]× [0, 1]
with b ≥ χ ≥ χ+ η − 1 ≥ a. Also, this lemma gives χ = t and η = 1− eCI(t)(t− t2) < 1.
Also, since t ∈ R1, equation (11) implies that we can fix I = (t2, t1) with t = χ ∈ I,
(t, t1) ⊂ R \ Supp(µ) and (t2, t) ⊂ (χ + η − 1, χ) \ Supp(λ − µ). Therefore equation
(19) holds as above, for all w ∈ (C \ R) ∪ I. This easily gives f ′(t) = f ′(χ) = 0. Thus
(χ, η) ∈ E1 by definition, and WE(χ, η) = t, as required.
Consider (5). We prove this by showing:
(5a) Fix (χ, η) ∈ E2 and let t := WE(χ, η). Then t ∈ R2 and (χ, η) = (χE(t), ηE(t)).
(5b) Fix t ∈ R2 and let (χ, η) := (χE(t), ηE(t)). Then (χ, η) ∈ E2 and WE(χ, η) = t.
Consider (5a). Note, the definitions of E2 and WE give η < 1 and t = χ + η − 1.
Moreover, f ′ has a root at t = χ + η − 1, and so equation (7) shows that there exists an
interval, I = (t2, t1), with t = χ + η − 1 ∈ I, (t, t1) ⊂ (χ + η − 1, χ) \ Supp(λ − µ) and
(t2, t) ⊂ R \ Supp(µ). Equation (11) then implies that t ∈ R2. Moreover, equations (7)
and (10) give,
(20) f ′(w) = CI(w) + log(w − χ)− log(w − t1),
for all w ∈ C \ R, where log is principal value. This has a trivial analytic extension to
(C\R)∪I. Thus, since t = χ+η−1 and f ′(χ+η−1) = 0, CI(t)+log(1−η)−log(t1−t) = 0,
where now log denotes natural logarithm. Solving gives η = 1 − (t1 − t)e−CI(t), and so
χ = t + 1 − η = t + (t1 − t)e−CI(t). Lemma (2.3) then gives (χ, η) = (χE(t), ηE(t)), as
required. Finally, (5b) follows in a similar way to (4b). 
Theorem 2.3 only uses definition 1.5 for E , and shows that (χE(·), ηE(·)) : R → ∂L
bijectively maps R to E . Definition 1.4 defines E as the image space of this map. Therefore:
Corollary 2.4. Definitions 1.4 and 1.5 of the edge, E, are equivalent.
We end this section with a result which further clarifies the above equivalence:
Lemma 2.6. Define Rµ, Rλ−µ, R0, R1, R2 as in parts (1-5) in the proof of theorem 2.3.
Also, for all t ∈ R = Rµ ∪Rλ−µ ∪R0 ∪R1 ∪R2, define the function,
f ′t := f
′
(χE(t),ηE(t)),
where the right hand side is defined in equation (7). Then,
(a) (χE(t), ηE(t)) ∈ Eµ if and only if t ∈ Rµ. Moreover, in this case, t is a root of f ′t
of multiplicity either 2 or 3.
(b) (χE(t), ηE(t)) ∈ Eλ−µ if and only if t ∈ Rλ−µ. Moreover, in this case, t is a root
of f ′t of multiplicity either 2 or 3.
(c) (χE(t), ηE(t)) ∈ E0 if and only if t ∈ R0. Moreover, in this case, the functions f ′t
and C are equal, and t is a root of f ′t of multiplicity 1.
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(d) (χE(t), ηE(t)) ∈ E1 if and only if t ∈ R1. Moreover, in this case, t is a root of f ′t
of multiplicity either 1 or 2.
(e) (χE(t), ηE(t)) ∈ E2 if and only if t ∈ R2. Moreover, in this case, t is a root of f ′t
of multiplicity either 1 or 2.
Proof. Consider (a). The fact that (χE(t), ηE(t)) ∈ Eµ if and only if t ∈ Rµ follows
from part (1) of theorem 2.3. Also, fixing t ∈ Rµ and defining (χ, η) := (χE(t), ηE(t)) ∈ Eµ,
theorem 2.3 gives t = WE(χ, η). The definitions of Eµ and WE then imply that t is a
repeated root of f ′t , i.e., t has multiplicity at least 2. Finally, theorem 3.1 implies that t
has multiplicity at most 3, as required. Part (b) follows similarly.
Consider (c). The fact that (χE(t), ηE(t)) ∈ E0 if and only if t ∈ R0 follows from
part (3) of theorem 2.3. Also, fixing t ∈ R0 and defining (χ, η) := (χE(t), ηE(t)) ∈ E0,
theorem 2.3 gives t = WE(χ, η). The definitions of E0 and WE then imply that η = 1
and t is a root of f ′t . Also, since η = 1, equations (7) and (10) give f
′
t = C. Finally,
f ′′t (t) = C
′(t) = − ∫ b
a
µ[dx]
(t−x)2 < 0, and so t is a root of multiplicity 1, as required.
Consider (d). The fact that (χE(t), ηE(t)) ∈ E1 if and only if t ∈ R1 follows from part
(4) of theorem 2.3. Also, fixing t ∈ R1 and defining (χ, η) := (χE(t), ηE(t)) ∈ E1, theorem
2.3 gives t = WE(χ, η) = χ. The definitions of E1 and WE then imply that t = χ is a
root of f ′t . It remains to show that t = χ has multiplicity at most 2. Note that part
(b) of corollary 3.2 implies that η > 0. Then, using the notation of theorem 3.1, this
theorem implies that t = χ ∈ J whenever S2 is non-empty. The result, whenever S2 is
non-empty, then follows from parts (1) and (9) of theorem 3.1. Whenever S2 is empty,
the result follows from parts (11) and (12). This covers all possibilities. Part (e) follows
similarly. 
2.4. Local geometric properties of the edge curve. Recall (see definition 1.4)
that E is the image of the smooth curve defined by t 7→ (χE(t), ηE(t)) for all t ∈ R, where
R = (R\Supp(µ))∪ (R\Supp(λ−µ))∪R1∪R2, and R1, R2 are defined in equation (11).
In this section we investigate the local geometric properties of the edge curve. We show
that the curve behaves locally either like a parabola with negative curvature, or a cusp of
first order, and this behaviour is completely determined by the multiplicities of the roots
as presented in lemma 2.6.
We begin by decomposing the image curve into orthogonal components and performing
a Taylor expansion:
Lemma 2.7. Fix t ∈ R and define the (un-normalised) orthogonal vectors, x = x(t)
and y = y(t) as,
• x := (1, eC(t)−1) and y := (eC(t)−1,−1) when t ∈ (R\Supp(µ))∪(R\Supp(λ−µ)).
• x := (0, 1) and y := (1, 0) when t ∈ R1.
• x := (1,−1) and y := (1, 1) when t ∈ R2.
Then,
(21) (χE(s), ηE(s))− (χE(t), ηE(t)) = a(s)x + b(s)y,
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for all s ∈ R sufficiently close to t, where
a(s) = a1(s− t) + a2(s− t)2 +O((s− t)3),
b(s) = b1(s− t)2 + b2(s− t)3 +O((s− t)4),
and a1 = a1(t), a2 = a2(t), b1 = b1(t) and b2 = b2(t) are defined in the proof. (Above,
when t ∈ (R \ Supp(µ)) ∪ (R \ Supp(λ− µ)), eC(t) is defined by the analytic extensions of
parts (a) and (b) of lemma 2.2.)
Proof. First suppose that t ∈ (R \ Supp(µ)) ∪ (R \ Supp(λ − µ)). Fix an interval,
I := (t2, t1), with t ∈ I, I ⊂ R\Supp(µ) whenever t ∈ R\Supp(µ), and I ⊂ R\Supp(λ−µ)
whenever t ∈ R \ Supp(λ− µ). Then, solving equation (21) gives,
(1 + (eC(t) − 1)2)a(s) = (χE(s)− χE(t)) + (ηE(s)− ηE(t))(eC(t) − 1),
(1 + (eC(t) − 1)2)b(s) = (χE(s)− χE(t))(eC(t) − 1)− (ηE(s)− ηE(t)),
for all s ∈ I. Also, lemma 2.3 and parts (a) and (b) of lemma 2.2 give
(22) χ′E(t) = −
C ′′(t)(eC(t) − 1)− C ′(t)2(eC(t) + 1)
eC(t)C ′(t)2
and η′E(t) = (e
C(t) − 1)χ′E(t).
The second part of this equation and Taylor expansions give the required result with,
• a1 = χ′E(t).
• 2a2 = χ′′E(t) + (1 + (eC(t) − 1)2)−1eC(t)(eC(t) − 1)C ′(t)χ′E(t).
• 2b1 = −(1 + (eC(t) − 1)2)−1eC(t)C ′(t)χ′E(t).
• 6b2 = −(1 + (eC(t) − 1)2)−1eC(t)[2C ′(t)χ′′E(t) + (C ′(t)2 + C ′′(t))χ′E(t)].
Next suppose that t ∈ R1. Fix an interval, I = (t2, t1), as in equation (11), i.e., with
t ∈ I, (t, t1) ⊂ R \ Supp(µ) and (t2, t) ⊂ R \ Supp(λ− µ). Then, solving equation (21),
a(s) = ηE(s)− ηE(t) and b(s) = χE(s)− χE(t),
for all s ∈ I. Also, part (c) of lemma 2.2 gives,
e−C(s) = e−CI(s)
(
s− t
s− t2
)
,
for all s ∈ I, where CI(s) :=
∫
[a,b]\I
µ[dx]
s−x . Lemma 2.3 then gives,
ηE(s) = 1− (t− t2)eCI(s) + (s− t)h1(s) and χE(s) = t+ (s− t)2h2(s),
for all s ∈ I, where
h1(s) :=
(t− t2)(s− t2)e2CI(s)C ′I(s) + (s+ t− 2t2)e2CI(s) − 2(s− t2)eCI(s) + (s− t)
−(t− t2)eCI(s) + (s− t)(s− t2)eCI(s)C ′I(s)
,
h2(s) :=
(s− t2)eCI(s)C ′I(s) + eCI(s) − 1
−(t− t2)eCI(s) + (s− t)(s− t2)eCI(s)C ′I(s)
.
Taylor expansions then give the required result with,
• a1 = −(t− t2)eCI(t)C ′I(t) + h1(t).
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• 2a2 = −(t− t2)eCI(t)C ′I(t)2 − (t− t2)eCI(t)C ′′I (t) + 2h′1(t).
• b1 = h2(t).
• b2 = h′2(t).
Next suppose that t ∈ R2. Fix an interval, I = (t2, t1), as in equation (11), i.e., with
t ∈ I, (t, t1) ⊂ R \ Supp(λ− µ) and (t2, t) ⊂ R \ Supp(µ). Then, solving equation (21),
2a(s) = (χE(s)− ηE(s))− (χE(t)− ηE(t)),
2b(s) = (χE(s) + ηE(s))− (χE(t) + ηE(t)),
for all s ∈ I. Also part (d) of lemma 2.2 gives,
eC(s) = eCI(s)
(
s− t
s− t1
)
,
for all s ∈ I. Lemma 2.3 then gives,
χE(s)− ηE(s) = t− 1− 2(t− t1)e−CI(s) + (s− t)h3(s),
χE(s) + ηE(s) = t+ 1 + (s− t)2h4(s),
for all s ∈ I, where
h3(s) := 1 +
2(t− t1)(s− t1)e−CI(s)C ′I(s)− 2(s+ t− 2t1)e−CI(s) + 3(s− t1)− (s− t)eCI(s)
t− t1 + (s− t)(s− t1)C ′I(s)
,
h4(s) :=
(s− t1)C ′I(s) + eCI(s) − 1
t− t1 + (s− t)(s− t1)C ′I(s)
.
Taylor expansions then give the required result with,
• 2a1 = 2(t− t1)e−CI(t)C ′I(t) + h3(t).
• 2a2 = −(t− t1)e−CI(t)C ′I(t)2 + (t− t1)e−CI(t)C ′′I (t) + h′3(t).
• 2b1 = h4(t).
• 2b2 = h′4(t).

The local geometric behaviour of the edge curve, as examined in lemma 2.7, depends
on the parameters a1, a2, b1, b2. The next lemma further clarifies this by classifying the
situations in which these terms are zero or non-zero. We show that these situations are
completely determined by the multiplicities of the roots as presented in lemma 2.6:
Lemma 2.8. Fix t ∈ R = Rµ ∪ Rλ−µ ∪ R0 ∪ R1 ∪ R2, and define f ′t as in lemma 2.6.
Then the following 9 cases exhaust all possibilities:
(1) (χE(t), ηE(t)) ∈ Eµ, where t ∈ Rµ is a root of f ′t of multiplicity 2.
(2) (χE(t), ηE(t)) ∈ Eµ, where t ∈ Rµ is a root of f ′t of multiplicity 3.
(3) (χE(t), ηE(t)) ∈ Eλ−µ, where t ∈ Rλ−µ is a root of f ′t of multiplicity 2.
(4) (χE(t), ηE(t)) ∈ Eλ−µ, where t ∈ Rλ−µ is a root of f ′t of multiplicity 3.
(5) (χE(t), ηE(t)) ∈ E0, where t ∈ R0 is a root of f ′t of multiplicity 1.
(6) (χE(t), ηE(t)) ∈ E1, where t ∈ R1 is a root of f ′t of multiplicity 1.
(7) (χE(t), ηE(t)) ∈ E1, where t ∈ R1 is a root of f ′t of multiplicity 2.
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(8) (χE(t), ηE(t)) ∈ E2, where t ∈ R2 is a root of f ′t of multiplicity 1.
(9) (χE(t), ηE(t)) ∈ E2, where t ∈ R2 is a root of f ′t of multiplicity 2.
Moreover, defining a1 = a1(t), a2 = a2(t), b1 = b1(t) and b2 = b2(t) as in lemma 2.7,
• a1 6= 0 and b1 6= 0 in cases (1, 3, 5, 6, 8).
• a1 = b1 = 0, a2 6= 0 and b2 6= 0 in cases (2, 4, 7, 9).
Proof. The fact that cases (1-9) exhaust all possibilities follows trivially from lemma
2.6. Next, using the various analytic extensions of lemma 2.2, we will show:
(a) In cases (1, 2, 3, 4), i.e., when t ∈ Rµ ∪Rλ−µ is a root of multiplicity 2 or 3,
a1 = −
(
eC(t) − 1
eC(t)C ′(t)2
)
f ′′′t (t) and b1 =
1
2
(
eC(t) − 1
C ′(t)(1 + (eC(t) − 1)2)
)
f ′′′t (t).
(b) In cases (2, 4), i.e., when t ∈ Rµ ∪Rλ−µ is a root of multiplicity 3,
a2 = −1
2
(
eC(t) − 1
eC(t)C ′(t)2
)
f
(4)
t (t) and b2 =
1
3
(
eC(t) − 1
C ′(t)(1 + (eC(t) − 1)2)
)
f
(4)
t (t).
(c) In case (5), i.e., when t ∈ R0 is a root of multiplicity 1,
a1 = 2 and b1 = −C ′(t) = −f ′′t (t) =
∫ b
a
µ[dx]
(t− x)2 .
(d) In cases (6, 7), i.e., when t ∈ R1 is a root of multiplicity 1 or 2,
a1 = −2(t− t2)eCI(t)f ′′t (t) and b1 = −f ′′t (t).
(e) In case (7), i.e., when t ∈ R1 is a root of multiplicity 2,
a2 = −3
2
(t− t2)eCI(t)f ′′′t (t) and b2 = −f ′′′t (t).
(f) In cases (8, 9), i.e., when t ∈ R2 is a root of multiplicity 1 or 2,
a1 = 2(t− t1)e−CI(t)f ′′t (t) and b1 =
1
2
f ′′t (t).
(g) In case (9), i.e., when t ∈ R2 is a root of multiplicity 2,
a2 =
3
2
(t− t1)e−CI(t)f ′′′t (t) and b2 =
1
2
f ′′′t (t).
The result trivially follows from (a-g). For example, in case (1), (a) implies that a1 6= 0
and a2 6= 0. Also, in case (2), (a) and (b) imply that a1 = b1 = 0, a2 6= 0 and b2 6= 0, etc.
For simplicity of notation, set (χ, η) := (χE(t), ηE(t)) for the remainder of this lemma.
Consider (a) when t ∈ Rµ. Following the proof of part (1) of theorem 2.3, η < 1, t ∈
(R\[χ+η−1, χ])\Supp(µ), and equation (15) holds for all w ∈ (C\[χ+η−1, χ])\Supp(µ).
Also equation (17) holds where C(t) and C ′(t) are defined by the analytic extensions of
part (a) of lemma 2.2. Differentiate equation (15) twice, take w = t, and substitute t− χ
and t− χ− η + 1 from equation (17) to get,
(23) f ′′′t (t) = C
′′(t)− C ′(t)2 e
C(t) + 1
eC(t) − 1 ,
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when t ∈ Rµ (note eC(t) − 1 6= 0, since C(t) 6= 0 by definition). Equation (22) then gives,
(24) χ′E(t) = −
(
eC(t) − 1
eC(t)C ′(t)2
)
f ′′′t (t).
Part (a), when t ∈ Rµ, then follows from the expressions of a1 and b1 given in the proof
of lemma 2.7.
Consider (a) when t ∈ Rλ−µ. Following the proof of part (2) of theorem 2.3, η < 1 and
t ∈ (χ+η−1, χ)\Supp(λ−µ). Also, fixing I = (t2, t1) ⊂ (χ+η−1, χ)\Supp(λ−µ) with
t ∈ I, equation (18) holds for all w ∈ (C \ R) ∪ I. Also, equation (17) holds, where eC(t)
and C ′(t) are defined by the analytic extensions of part (b) of lemma (2.2). Differentiate
equation (18) and use the analytic extension for C ′ to get,
(25) f ′′t (w) = C
′(w) +
1
w − χ −
1
w − χ− η + 1 ,
for all w ∈ (C\R)∪I. Differentiate again, take w = t, and substitute t−χ and t−χ−η+1
from equation (17) to show that equation (23) holds in this case also. Finally, we can
proceed as above to show part (a) when t ∈ Rλ−µ.
Consider (b). First note that f ′′′t (t) = 0, since t is a root of f
′
t of multiplicity 3.
Equation (23) thus gives,
C ′′(t) = C ′(t)2
eC(t) + 1
eC(t) − 1 .
Next, differentiate the first part of equation (22), and substitute the above expression of
C ′′(t) to get,
χ′′E(t) = −
eC(t) − 1
eC(t)C ′(t)2
(
C ′′′(t)− 2C ′(t)3 e
2C(t) + eC(t) + 1
(eC(t) − 1)2
)
.
Finally, differentiate equation (15) three times (when t ∈ Rµ) or differentiate equation
(25) twice (when t ∈ Rλ−µ), take w = t, and substitute t − χ and t − χ − η + 1 from
equation (17) to get,
f
(4)
t (t) = C
′′′(t)− 2C ′(t)3 e
2C(t) + eC(t) + 1
(eC(t) − 1)2 .
Therefore
χ′′E(t) = −
(
eC(t) − 1
eC(t)C ′(t)2
)
f
(4)
t (t).
Also χ′E(t) = 0 since f
′′′
t (t) = 0 (see equation (24)). Part (b) then follows from the
expressions of a2 and b2 given in the proof of lemma 2.7.
Consider (c). Recall that t ∈ R0, i.e., t ∈ R \ Supp(µ) and C(t) = 0. Following the
proof of part (3) of theorem 2.3, (χ, η) = (t, 1), and f ′t(w) = C(w) for all w ∈ C\Supp(µ).
Therefore C(t) = 0, f ′t(t) = C(t), and equation (10) gives,
f ′′t (t) = C
′(t) = −
∫ b
a
µ[dx]
(t− x)2 < 0.
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Equation (22) then gives χ′E(t) = 2. Part (c) then follows from the expressions of a1 and
b1 given in the proof of lemma 2.7.
Consider (d). Following the proof of part (4) of theorem 2.3, η < 1 and t = χ. Also,
fixing I = (t2, t1) with t = χ ∈ I, (t, t1) ⊂ R \ Supp(µ) and (t2, t) ⊂ (χ + η − 1, χ) \
Supp(λ−µ), equation (19) holds for all w ∈ (C \R)∪ I. Differentiate this equation, take
w = t, and substitute χ = t and η = 1− eCI(t)(t− t2) (see lemma 2.3) to get,
f ′′t (t) = C
′
I(t) +
1
t− t2 −
1
(t− t2)eCI(t) .
Part (d) then follows from the expressions of a1 and b1 given in the proof of lemma 2.7.
Consider (e). First note that f ′′t (t) = 0, since t is a root of f
′
t of multiplicity 2. The
above expression of f ′′t (t) thus gives,
C ′I(t) =
1
(t− t2)eCI(t) −
1
t− t2 .
Next, substitute the above expression of C ′I(t) into the expressions of a2 and b2 given in
the proof of lemma 2.7 to get,
a2 = −3
2
(t− t2)eCI(t)
(
C ′′I (t)−
1
(t− t2)2 +
1
(t− t2)2e2CI(t)
)
,
b2 = −
(
C ′′I (t)−
1
(t− t2)2 +
1
(t− t2)2e2CI(t)
)
.
Finally, differentiate equation (19) twice, take w = t, and substitute χ = t and η =
1− eCI(t)(t− t2) to get,
f ′′′t (t) = C
′′
I (t)−
1
(t− t2)2 +
1
(t− t2)2e2CI(t) .
Part (e) easily follows.
Consider (f). Following the proof of part (5) of theorem 2.3, η < 1 and t = χ+ η− 1.
Also, fixing I = (t2, t1) with t = χ + η − 1 ∈ I, (t, t1) ⊂ (χ + η − 1, χ) \ Supp(λ − µ)
and (t2, t) ⊂ R \ Supp(µ), equation (20) holds for all w ∈ (C \ R) ∪ I. Differentiate this
equation, take w = t, and substitute χ = t− e−CI(t)(t− t1) and η = 1 + e−CI(t)(t− t1) (see
lemma 2.3) to get,
f ′′t (t) = C
′
I(t) +
1
(t− t1)e−CI(t) −
1
t− t1 .
Part (f) then follows from the expressions of a1 and b1 given in the proof of lemma 2.7.
Consider (g). First note that f ′′t (t) = 0, since t is a root of f
′
t of multiplicity 2. The
above expression of f ′′t (t) thus gives,
C ′I(t) =
1
t− t1 −
1
(t− t1)e−CI(t) .
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Next, substitute the above expression of C ′I(t) into the expressions of a2 and b2 given in
the proof of lemma 2.7 to get,
a2 =
3
2
(t− t1)e−CI(t)
(
C ′′I (t)−
1
(t− t1)2e−2CI(t) +
1
(t− t1)2
)
,
b2 =
1
2
(
C ′′I (t)−
1
(t− t1)2e−2CI(t) +
1
(t− t1)2
)
.
Finally, differentiate equation (20) twice, take w = t, and substitute χ = t−e−CI(t)(t− t1)
and η = 1 + e−CI(t)(t− t1) to get,
f ′′′t (t) = C
′′
I (t)−
1
(t− t1)2e−2CI(t) +
1
(t− t1)2 .
Part (g) easily follows. 
We end this section with a result which clarifies and summaries all possible cases:
Lemma 2.9. Fix t ∈ R = Rµ ∪ Rλ−µ ∪ R0 ∪ R1 ∪ R2, and define f ′t as in lemma 2.6.
Also define, as in lemma 2.7, x = x(t), y = y(t), a1 = a1(t), a2 = a2(t), b1 = b1(t) and
b2 = b2(t). Consider the exhaustive cases, (1-9), of lemma 2.8:
Case (1): When t ∈ Rµ is a root of f ′t of multiplicity 2,
• (χE(t), ηE(t)), given by lemma 2.3, is in the interior of the shape in the middle
of figure 6.
• (χE(s), ηE(s))− (χE(t), ηE(t)) = a(s)x + b(s)y for all s ∈ R close to t.
• x = (1, eC(t) − 1) and y = (eC(t) − 1,−1).
• a(s) = a1(s− t) +O((s− t)2) and b(s) = b1(s− t)2 +O((s− t)3).
• a1 6= 0 and b1 6= 0 are given in part (a) of the proof of lemma 2.8.
• The edge curve behaves like a parabola with negative curvature in a neighbourhood
of (χE(t), ηE(t)), with tangent vector x and normal vector y.
Case (2): The set of all t ∈ Rµ for which t is a root of f ′t of multiplicity 3 is a discrete
subset of (a, b), i.e., it is composed of isolated singletons. Moreover, in this case,
• (χE(t), ηE(t)), given by lemma 2.3, is in the interior of the shape in the middle
of figure 6.
• (χE(s), ηE(s))− (χE(t), ηE(t)) = a(s)x + b(s)y for all s ∈ R close to t.
• x = (1, eC(t) − 1) and y = (eC(t) − 1,−1).
• a(s) = a2(s− t)2 +O((s− t)3) and b(s) = b2(s− t)3 +O((s− t)4).
• a2 6= 0 and b2 6= 0 are given in part (b) of the proof of lemma 2.8.
• The edge curve behaves like a cusp of first order in a neighbourhood of (χE(t), ηE(t)).
Case (3): When t ∈ Rλ−µ is a root of f ′t of multiplicity 2, the edge curve behaves
similarly to case (1).
Case (4): The set of all t ∈ Rλ−µ for which t is a root of f ′t of multiplicity 3 is a discrete
subset of (a, b). Moreover, in this case, the edge curve behaves similarly to case (2).
Case (5): R0, the set of all t ∈ R \ Supp(µ) with C(t) = 0, is a discrete subset of (a, b).
Moreover, in this case,
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• (χE(t), ηE(t)) = (t, 1).
• (χE(s), ηE(s))− (χE(t), ηE(t)) = a(s)x + b(s)y for all s ∈ R close to t.
• x = (1, 0) and y = (0,−1).
• a(s) = a1(s− t) +O((s− t)2) and b(s) = b1(s− t)2 +O((s− t)3).
• a1 6= 0 and b1 6= 0 are given in part (c) of the proof of lemma 2.8.
• The edge curve behaves like a parabola with negative curvature in a neighbourhood
of (χE(t), ηE(t)), with tangent vector x and normal vector y.
Case (6): R1 is a discrete subset of [a, b]. Moreover, when t ∈ R1 is a root of f ′t of
multiplicity 1,
• (χE(t), ηE(t)), given by lemma 2.3, satisfy χE(t) = t and ηE(t) ∈ (0, 1).
• (χE(s), ηE(s))− (χE(t), ηE(t)) = a(s)x + b(s)y for all s ∈ R close to t.
• x = (0, 1) and y = (1, 0).
• a(s) = a1(s− t) +O((s− t)2) and b(s) = b1(s− t)2 +O((s− t)3).
• a1 6= 0 and b1 6= 0 are given in part (d) of the proof of lemma 2.8.
• The edge curve behaves like a parabola with negative curvature in a neighbourhood
of (χE(t), ηE(t)), with tangent vector x and normal vector y.
Case (7): R1 is a discrete subset of [a, b]. Moreover, when t ∈ R1 is a root of f ′t of
multiplicity 2,
• (χE(t), ηE(t)), given by lemma 2.3, satisfy χE(t) = t and ηE(t) ∈ (0, 1).
• (χE(s), ηE(s))− (χE(t), ηE(t)) = a(s)x + b(s)y for all s ∈ R close to t.
• x = (0, 1) and y = (1, 0).
• a(s) = a2(s− t)2 +O((s− t)3) and b(s) = b2(s− t)3 +O((s− t)4).
• a2 6= 0 and b2 6= 0 are given in part (e) of the proof of lemma 2.8.
• The edge curve behaves like a cusp of first order in a neighbourhood of (χE(t), ηE(t)).
Case (8): R2 is a discrete subset of [a, b]. Moreover, when t ∈ R2 is a root of f ′t of
multiplicity 1,
• (χE(t), ηE(t)), given by lemma 2.3, satisfy χE(t)+ηE(t)−1 = t and ηE(t) ∈ (0, 1).
• (χE(s), ηE(s))− (χE(t), ηE(t)) = a(s)x + b(s)y for all s ∈ R close to t.
• x = (1,−1) and y = (1, 1).
• a(s) = a1(s− t) +O((s− t)2) and b(s) = b1(s− t)2 +O((s− t)3).
• a1 6= 0 and b1 6= 0 are given in part (f) of the proof of lemma 2.8.
• The edge curve behaves like a parabola with negative curvature in a neighbourhood
of (χE(t), ηE(t)), with tangent vector x and normal vector y.
Case (9): R2 is a discrete subset of [a, b]. Moreover, when t ∈ R2 is a root of f ′t of
multiplicity 2,
• (χE(t), ηE(t)), given by lemma 2.3, satisfy χE(t)+ηE(t)−1 = t and ηE(t) ∈ (0, 1).
• (χE(s), ηE(s))− (χE(t), ηE(t)) = a(s)x + b(s)y for all s ∈ R close to t.
• x = (1,−1) and y = (1, 1).
• a(s) = a2(s− t)2 +O((s− t)3) and b(s) = b2(s− t)3 +O((s− t)4).
• a2 6= 0 and b2 6= 0 are given in part (g) of the proof of lemma 2.8.
• The edge curve behaves like a cusp of first order in a neighbourhood of (χE(t), ηE(t)).
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Proof. Consider (1). First note, part (a) of corollary 3.2 implies that (χE(t), ηE(t))
is in the interior of the shape in the middle of figure 6, since, following the notation of
this corollary, S1, S2, S3 are all non-empty. Moreover, lemma 2.7 gives the required Taylor
expansion, and the Taylor expansion easily implies that the edge curve behaves like a
parabola. It remains to show that the curvature, k(t), is negative at (χE(t), ηE(t)), where
k(t) :=
χ′E(t)η
′′
E(t)− η′E(t)χ′′E(t)
(χ′E(t)2 + η
′
E(t)2)
3
2
.
Note, denoting x = (x1, x2) and y = (y1, y2), the Taylor expansion gives,
χ′E(t)η
′′
E(t)− η′E(t)χ′′E(t) = 2a1b1(x1y2 − x2y1).
Substitute the expressions for a1 and b1 from part (a) of lemma 2.8, and substitute x =
(1, eC(t) − 1) and y = (eC(t) − 1,−1) to get,
χ′E(t)η
′′
E(t)− η′E(t)χ′′E(t) =
(eC(t) − 1)2f ′′′t (t)2
eC(t)C ′(t)3
.
Part (a) of lemma 2.2 gives eC(t) > 0 and C ′(t) < 0. Also eC(t) − 1 6= 0 since t ∈ Rµ,
and f ′′′t (t) 6= 0 since t is a root of f ′t of multiplicity 2. Therefore k(t) < 0, as required.
Similarly for case (3).
Consider (2). Note, given t ∈ Rµ for which t is a root of f ′t of multiplicity 3, equation
(23) implies that t is a root of the function w 7→ C ′′(w)(eC(w)−1)−C ′(w)2(eC(w)+1). Also
lemma 2.2 implies that this function is well-defined and analytic for w ∈ (R \ Supp(µ))∪
(R \ Supp(λ − µ)). Thus, since Rµ ⊂ (R \ Supp(µ)) ∪ (R \ Supp(λ − µ)), and since the
roots of an analytic function are isolated, the set of all t ∈ Rµ for which t is a root of f ′t
of multiplicity 3 is a discrete set. Also, theorem 3.1 implies that this set is contained in
(a, b), since, using the notation of this theorem, roots of multiplicity 3 are only possible in
K, and K ⊂ (a, b). The remainder of the result for case (2) follows using similar methods
to those used for case (1). Similarly for case (4).
Consider (5). Part (a) of lemma 2.2 implies that C has a unique analytic extension
to C \ Supp(µ). Recall that the roots of an analytic function are isolated. It thus follows
that R0, the set of all t ∈ R \ Supp(µ) with C(t) = 0, is a discrete set. Also, R0 ⊂ (a, b),
since {a, b} ⊂ Supp(µ) (see hypothesis 1.1), and since C(t) > 0 for all t > b and C(t) < 0
for all t < a (see part (a) of lemma 2.2). Finally, since C(t) = 0 for all t ∈ R0, lemma 2.3
gives (χE(t), ηE(t)) = (t, 1). The remainder of the result for case (5) follows using similar
methods to those used for case (1).
Consider (6). The fact that R1 is a discrete subset of [a, b] follows from remark 1.1
and the definition of R1 given in equation (11). Also, lemma 2.3 implies that χE(t) = t
and ηE(t) < 1 for all t ∈ R1. Finally, part (b) of corollary 3.2 implies that ηE(t) > 0. The
remainder of the result for case (6) follows using similar methods to those used for case
(1). Similarly for cases (7,8,9). 
2.5. Examples. In this section we consider some examples of the measure, µ, of
hypothesis 1.1, and apply the results of the previous sections to study L and E in each
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case. We give expressions for the Cauchy transform (obtained from equation (10)), the
set R = Rµ∪Rλ−µ∪R0∪R1∪R2 (obtained from the definitions of the sets given in parts
(1-5) of theorem 2.3, and the edge curve (obtained from lemma 2.3).
Remark 2.2. Notation: In this section, log always denotes principal value, and ϕ :
[a, b] → [0, 1] denotes the density of µ. Also, whenever we say that a point (χ, η) ∈ E
corresponds to a root of multiplicity k, we mean that t := WE(χ, η) is a root of f ′t of
multiplicity k (see lemma 2.6). Finally, when describing ∂L, we will often say:
• p1 →i p2
• p1 →e p2
In both cases p1 and p2 are distinct points of ∂L. In the first case we mean that section of
∂L with end-points p1 and p2, traversed clockwise, including the end-points. In the second
case we mean that section of ∂L with end-points p1 and p2, traversed clockwise, excluding
the end-points.
2.5.1. Example 1: Take ϕ(x) = 1
2
for all x ∈ [−1, 1]. Then,
2C(w) = log(w + 1)− log(w − 1) for all w ∈ C \ R,
R = R \ [−1, 1],
Rµ = R, Rλ−µ = ∅, R0 = ∅, R1 = ∅, R2 = ∅,
χE(t) = t−
√
|t+ 1| |t− 1| (
√
|t+ 1| −
√
|t− 1|) for all t ∈ R = R \ [−1, 1],
ηE(t) = 1−
√
|t+ 1| |t− 1| (
√
|t+ 1| −
√
|t− 1|)2 for all t ∈ R = R \ [−1, 1].
Note that each t ∈ [−1, 1] satisfies one of the cases of lemma 2.4. Part (2) of lemma
2.5 thus implies that lemmas 2.1, 2.3, and 2.4 give a complete description of ∂L. Plotting
this gives figure 9. The dashed lines represent the shape in the middle of figure 6, and the
solid lines represent ∂L. In words, following ∂L in a clockwise direction from the bottom,
and using the notation described in remark 2.2:
• p0 = (12 , 0) = (12 +
∫ b
a
xϕ(x)dx, 0).
• p0 →e (−1, 1) is in Eµ and given by t 7→ (χE(t), ηE(t)) for all t ∈ (−∞,−1) ⊂ Rµ.
• (−1, 1)→i (1, 1) is given by t 7→ (t, 1) for all t ∈ [−1, 1].
• (1, 1)→e p0 is in Eµ and given by t 7→ (χE(t), ηE(t)) for all t ∈ (1,+∞) ⊂ Rµ.
Above, p0 follows from lemma 2.1, p0 →e (−1, 1) and (1, 1)→e p0 follow from lemma 2.3,
and (−1, 1)→i (1, 1) follows from lemma 2.4.
Note that part (1) of theorem 3.1 implies that each t ∈ R = Rµ = R \ [−1, 1]
corresponds to a root of multiplicity 2. Case (1) of lemma 2.9 then implies that the edge
curve behaves locally like a parabola with negative curvature in a neighbourhood of any
edge point. This can clearly be seen in figure 9.
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(0, 0) (1, 0)
(1, 1)(−1, 1)
p0
L
Figure 9. L when ϕ(x) = 1
2
for all x ∈ [−1, 1].
2.5.2. Example 2: Take ϕ(x) = 1
2
for all x ∈ [0, 1] ∪ [2, 3]. Then,
2C(w) = log(w)− log(w − 1) + log(w − 2)− log(w − 3) for all w ∈ C \ R,
R = R \ ([0, 1] ∪ [2, 3]) = (−∞, 0) ∪ (1, 2) ∪ (3,+∞),
Rµ = R \ {3/2} = (−∞, 0) ∪ (1, 3/2) ∪ (3/2, 2) ∪ (3,+∞),
Rλ−µ = ∅, R0 = {3/2}, R1 = ∅, R2 = ∅,
χE(t) = t− 2
√
|t| |t− 1|
√
|t− 2| |t− 3|
√|t| |t− 2| −√|t− 1| |t− 3|
|t− 2| |t− 3|+ |t| |t− 1| for all t ∈ R,
ηE(t) = 1− 2
√
|t| |t− 1| |t− 2| |t− 3|(
√|t| |t− 2| −√|t− 1| |t− 3|)2
|t− 2| |t− 3|+ |t| |t− 1| for all t ∈ R.
As in example 1, lemmas 2.1, 2.3, and 2.4 give a complete description of ∂L. Plotting
∂L gives figure 10. Following ∂L in a clockwise direction from the bottom:
• p0 = (2, 0) = (12 +
∫ b
a
xϕ(x)dx, 0).
• p0 →e (0, 1) is in Eµ and given by t 7→ (χE(t), ηE(t)) for all t ∈ (−∞, 0) ⊂ Rµ.
• (0, 1)→i (1, 1) is given by t 7→ (t, 1) for all t ∈ [0, 1].
• (1, 1)→e p1 is in Eµ and given by t 7→ (χE(t), ηE(t)) for all t ∈ (1, 32) ⊂ Rµ.
• p1 = (32 , 1) is in E0 and given by p1 = (χE(32), ηE(32)) where 32 ∈ R0.
• p1 →e (2, 1) is in Eµ and given by t 7→ (χE(t), ηE(t)) for all t ∈ (32 , 2) ⊂ Rµ.
• (2, 1)→i (3, 1) is given by t 7→ (t, 1) for all t ∈ [2, 3].
• (3, 1)→e p0 is in Eµ and given by t 7→ (χE(t), ηE(t)) for all t ∈ (3,+∞) ⊂ Rµ.
Above, p0 follows from lemma 2.1. Also, p0 →e (0, 1), (1, 1) →e p1, p1, p1 →e (2, 1) and
(3, 1) →e p0 follow from lemma 2.3. Finally, (0, 1) →i (1, 1) and (2, 1) →i (3, 1) follow
from lemma 2.4.
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p0
p1
L
Figure 10. L when ϕ(x) = 1
2
for all x ∈ [0, 1] ∪ [2, 3].
Above we state that p1 = (
3
2
, 1) is in E0 and given by p1 = (χE(32), ηE(32)) where 32 ∈ R0.
Case (5) of lemma 2.9 thus implies that the edge curve behaves locally like a parabola
at (3
2
, 1) = (χE(32), ηE(
3
2
)), and is tangent to the upper boundary at this point. This can
clearly be seen in figure 10. We also state that (1, 1) →e p1 is in Eµ. Note from the
figure, though we do not attempt to prove this rigorously, that this section contains a
cusp. As detailed in cases (1) and (2) of lemma 2.9, the cusp is necessarily of first order
and must correspond to a root of multiplicity 3 in Rµ, and all other points of (1, 1)→e p1
correspond to roots of multiplicity 2. Similarly for p1 →e (2, 1). Similar cusps in the edge
correspond to a root of multiplicity 3 in Rλ−µ, as detailed in case (4) of lemma 2.9, but
we do not give an example here.
2.5.3. Example 3: Take ϕ(x) = 1 for all x ∈ [0, 1
2
] ∪ [1, 3
2
]. Then,
C(w) = log(w)− log(w − 1/2) + log(w − 1)− log(w − 3/2) for all w ∈ C \ R,
R = R, Rµ = (−∞, 0) ∪ (1/2, 3/4) ∪ (3/4, 1) ∪ (3/2,+∞),
Rλ−µ = (0, 1/2) ∪ (1, 3/2), R0 = {3/4}, R1 = {1/2, 3/2}, R2 = {0, 1},
χE(t) = t− 2(t− 1/2)(t− 3/2)t(t− 1)− (t− 1/2)(t− 3/2)
(t− 1)(t− 3/2) + t(t− 1/2) for all t ∈ R = R,
ηE(t) = 1− 2(t(t− 1)− (t− 1/2)(t− 3/2))
2
(t− 1)(t− 3/2) + t(t− 1/2) for all t ∈ R = R.
Part (1) of lemma 2.5 implies that lemmas 2.1 and 2.3 give a complete description of
∂L. Plotting ∂L gives figure 11. Following ∂L in a clockwise direction from the bottom:
• p0 = (54 , 0) = (12 +
∫ b
a
xϕ(x)dx, 0).
• p0 →e p1 is in Eµ and given by t 7→ (χE(t), ηE(t)) for all t ∈ (−∞, 0) ⊂ Rµ.
• p1 = (34 , 14) is in E2 and given by p1 = (χE(0), ηE(0)) where 0 ∈ R2.
• p1 →e p2 is in Eλ−µ and given by t 7→ (χE(t), ηE(t)) for all t ∈ (0, 12) ⊂ Rλ−µ.
• p2 = (12 , 34) is in E1 and given by p2 = (χE(12), ηE(12)) where 12 ∈ R1.
• p2 →e p3 is in Eµ and given by t 7→ (χE(t), ηE(t)) for all t ∈ (12 , 34) ⊂ Rµ.
• p3 = (34 , 1) is in E0 and given by p3 = (χE(34), ηE(34)) where 34 ∈ R0.
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Figure 11. L when ϕ(x) = 1 for all x ∈ [0, 1
2
] ∪ [1, 3
2
].
• p3 →e p4 is in Eµ and given by t 7→ (χE(t), ηE(t)) for all t ∈ (34 , 1) ⊂ Rµ.
• p4 = (54 , 34) is in E2 and given by p4 = (χE(1), ηE(1)) where 1 ∈ R2.
• p4 →e p5 is in Eλ−µ and given by t 7→ (χE(t), ηE(t)) for all t ∈ (1, 32) ⊂ Rλ−µ.
• p5 = (32 , 14) is in E1 and given by p5 = (χE(32), ηE(32)) where 32 ∈ R1.
• p5 →e p0 is in Eµ and given by t 7→ (χE(t), ηE(t)) for all t ∈ (32 ,+∞) ⊂ Rµ.
Above, p0 follows from lemma 2.1, and the remainder follows from lemma 2.3.
Above we state that p5 = (
3
2
, 1
4
) is in E1 and given by p5 = (χE(32), ηE(32)) where 32 ∈ R1.
It is not difficult to show that t = 3
2
∈ R1 corresponds to a root of multiplicity 1. Thus
case (6) of lemma 2.9 implies that the edge curve behaves locally like a parabola at p5 with
tangent vector (0, 1). This can clearly be seen in the figure. Similarly for p2 = (
1
2
, 3
4
) =
(χE(12), ηE(
1
2
)) ∈ E1, where now we have drawn a dotted line to represent the tangent for
clarity. Similarly for p4 = (
5
4
, 3
4
) = (χE(1), ηE(1)) and p1 = (34 ,
1
4
) = (χE(0), ηE(0)) which
are in E2, except now the tangent vector is (1,−1) (see case (8) of lemma 2.9).
Finally, recall that the asymptotic shape of the frozen boundary of the rescaled reg-
ular hexagon is the Arctic circle, as shown on the right of figure 2. Recall that we
consider tilings of the regular hexagon as tilings of the half-hexagon by adding determin-
istic lozenges/particles, as shown on the right of figure 3. Also, recall that by shifting
these tilings, as described at the beginning of section 1.4, equivalent Gelfand-Tsetlin pat-
terns are obtained. The shifted asymptotic shape of the frozen boundary of the regular
hexagon is shown on the right of figure 6. This is identical to figure 11. We therefore
have recovered the Arctic circle boundary theorem for the regular hexagon.
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2.5.4. Example 4: Take ϕ(x) := 1 for all x ∈ [0, 1
3
] ∪ [1, 4
3
] ∪ [c, c + 1
3
], where c :=
1
12
(23 +
√
217) > 4
3
. Define c1 := (
1
2
+ c
3
) + [(1
2
+ c
3
)2 − 4
9
(c + 1
3
)]1/2) and c2 := (
1
2
+ c
3
) −
[(1
2
+ c
3
)2 − 4
9
(c+ 1
3
)]1/2). Then c1 ∈ (43 , c), c2 ∈ (13 , 1), and,
C(w) = log(w)− log(w − 1/3) + log(w − 1)− log(w − 4/3)
+ log(w − c)− log(w − c− 1/3) for all w ∈ C \ R,
R = R, Rµ = (−∞, 0) ∪ (1/3, c2) ∪ (c2, 1) ∪ (4/3, c1) ∪ (c1, c) ∪ (c+ 1/3,+∞),
Rλ−µ = (0, 1/3) ∪ (1, 4/3) ∪ (c, c+ 1/3),
R0 = {c1, c2}, R1 = {1/3, 4/3, c+ 1/3}, R2 = {0, 1, c},
χE(t) = t− 3(t− 1/3)(t− 4/3)(t− c− 1/3)A(t)
B(t)
, ηE(t) = 1− 3A(t)
2
B(t)
,
A(t) := t(t− 1)(t− c)− (t− 1/3)(t− 4/3)(t− c− 1/3),
B(t) := (t− 1)(t− 4/3)(t− c)(t− c− 1/3) + t(t− 1/3)(t− c)(t− c− 1/3)
+ t(t− 1/3)(t− 1)(t− 4/3).
Part (1) of lemma 2.5 implies that lemmas 2.1 and 2.3 give a complete description of
∂L. Plotting ∂L gives figure 12. Following ∂L in a clockwise direction from the bottom:
• p0 = (1 + 13c, 0) = (12 +
∫ b
a
xϕ(x)dx, 0).
• p0 →e p1 is in Eµ and given by t 7→ (χE(t), ηE(t)) for all t ∈ (−∞, 0) ⊂ Rµ.
• p1 = (49 + 427c , 59 − 427c) is in E2 and given by p1 = (χE(0), ηE(0)) where 0 ∈ R2.
• p1 →e p2 is in Eλ−µ and given by t 7→ (χE(t), ηE(t)) for all t ∈ (0, 13) ⊂ Rλ−µ.
• p2 = (13 , 79 + 227c) is in E1 and given by p2 = (χE(13), ηE(13)) where 13 ∈ R1.
• p2 →e p3 is in Eµ and given by t 7→ (χE(t), ηE(t)) for all t ∈ (13 , c2) ⊂ Rµ.• p3 = (c2, 1) is in E0 and given by p3 = (χE(c2), ηE(c2)) where c2 ∈ R0.
• p3 →e p4 is in Eµ and given by t 7→ (χE(t), ηE(t)) for all t ∈ (c2, 1) ⊂ Rµ.
• p4 = (119 + 227(c−1) , 79 − 227(c−1)) is in E2, given by p4 = (χE(1), ηE(1)) where 1 ∈ R2.
• p4 →e p5 is in Eλ−µ and given by t 7→ (χE(t), ηE(t)) for all t ∈ (1, 43) ⊂ Rλ−µ.
• p5 = (43 , 59 + 427(c−1)) is in E1 and given by p5 = (χE(43), ηE(43)) where 43 ∈ R1.
• p5 →e p6 is in Eµ and given by t 7→ (χE(t), ηE(t)) for all t ∈ (43 , c1) ⊂ Rµ.• p6 = (c1, 1) is in E0 and given by p6 = (χE(c1), ηE(c1)) where c1 ∈ R0.
• p6 →e p7 is in Eµ and given by t 7→ (χE(t), ηE(t)) for all t ∈ (c1, c) ⊂ Rµ.
• p7 = (c+ (c−
1
3
)(c− 4
3
)
3c(c−1) , 1−
(c− 1
3
)(c− 4
3
)
3c(c−1) ) ∈ E2, given by p7 = (χE(c), ηE(c)) for c ∈ R2.
• p7 →e p8 is in Eλ−µ and given by t 7→ (χE(t), ηE(t)) for all t ∈ (c, c+ 13) ⊂ Rλ−µ.
• p8 = (c+ 13 , 1−
(c+ 1
3
)(c− 2
3
)
3c(c−1) ) ∈ E1, given by p7 = (χE(c+ 13), ηE(c+ 13)) for c+ 13 ∈ R1.
• p8 →e p0 is in Eµ and given by t 7→ (χE(t), ηE(t)) for all t ∈ (c+ 13 ,+∞) ⊂ Rµ.
Above, p0 follows from lemma 2.1, and the remainder follows from lemma 2.3.
Above we state that p5 = (
4
3
, 5
9
+ 4
27(c−1)) is in E1 and given by p5 = (χE(43), ηE(43))
where 4
3
∈ R1. It is not difficult to show that t = 43 ∈ R1 corresponds to a root of
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Figure 12. L when ϕ(x) := 1 for all x ∈ [0, 1
3
] ∪ [1, 4
3
] ∪ [c, c + 1
3
], where
c := 1
12
(23 +
√
217). The vertical direction has been scaled by 2 for clarity.
multiplicity 2. (Here we use the fact that c, as defined above, is a root of 6c2− 23c+ 13.)
Thus case (7) of lemma 2.9 implies that the edge curve has a cusp of first order at p5
with orientation x(t) = (0, 1). This can clearly be seen in the figure. Cusps in the edge
with orientation x(t) = (1,−1) correspond to roots, t ∈ R2, of multiplicity 2, as detailed
in case (9) of lemma 2.9, but we do not give an example here.
2.5.5. Example 5: Take ϕ(x) := 1 − x for all x ∈ [0, 1], and ϕ(x) := 1 + x for all
x ∈ [−1, 0]. Then,
C(w) = (w + 1) log(w + 1)− 2w log(w) + (w − 1) log(w − 1) for all w ∈ C \ R,
R = R \ [−1, 1], Rµ = R, Rλ−µ = ∅, R0 = ∅, R1 = ∅, R2 = ∅,
χE(t) = t+
|t+ 1|t+1|t|−2t|t− 1|t−1 − 1
|t+ 1|t+1|t|−2t|t− 1|t−1(log |t+ 1| − 2 log |t|+ log |t− 1|) for all t ∈ R,
ηE(t) = 1 +
(|t+ 1|t+1|t|−2t|t− 1|t−1 − 1)2
|t+ 1|t+1|t|−2t|t− 1|t−1(log |t+ 1| − 2 log |t|+ log |t− 1|) for all t ∈ R.
Note that each t ∈ (−1, 0) ∪ (0, 1) satisfies case (1) of lemma 2.4, and so (t, 1) ∈ ∂L
for all such t. However, the points {−1, 0, 1} do not satisfy any of the cases of lemma 2.4.
Thus part (2) of lemma 2.5 does not apply, and so lemmas 2.1, 2.3, and 2.4 only give a
partial description of ∂L.
In order to get a complete description, following the proof of part (2) of lemma 2.5,
we must consider all possible limits of sequences of the form {(χL(wn), ηL(wn))}n≥1 as
n → ∞, where {wn}n≥1 ⊂ H satisfies wn → −1, 0 or 1. Denote, as in lemma 2.5,
un := Re(wn), vn := Im(wn), Rn := Re(C(wn)), and In := −Im(C(wn)). Then, using the
above expression for C, it is not difficult to see that Rn ∼ O(1). Also, for all n sufficiently
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Figure 13. L when ϕ(x) := 1− x for all x ∈ [0, 1], and ϕ(x) := 1 + x for
all x ∈ [−1, 0].
large, sin(In) > −18vn log((un + 1)2 + v2n) when wn → −1, sin(In) > −18vn log(u2n + v2n)
when wn → 0, and sin(In) > −18vn log((un − 1)2 + v2n) when wn → 1. Equations (13) and
(14) finally give (χL(wn), ηL(wn)) → (−1, 1) when wn → −1, (χL(wn), ηL(wn)) → (0, 1)
when wn → 0, and (χL(wn), ηL(wn))→ (1, 1) when wn → 1. These limits, combined with
lemmas 2.1, 2.3 and 2.4 give a complete description. Plotting this we get figure 13:
• p0 = (12 , 0) = (12 +
∫ b
a
xϕ(x)dx, 0).
• p0 →e (−1, 1) is in Eµ and given by t 7→ (χE(t), ηE(t)) for all t ∈ (−∞,−1) ⊂ Rµ.
• (−1, 1)→i (1, 1) is given by t 7→ (t, 1) for all t ∈ [−1, 1].
• (1, 1)→e p0 is in Eµ and given by t 7→ (χE(t), ηE(t)) for all t ∈ (1,+∞) ⊂ Rµ.
Above, p0 follows from lemma 2.1, and p0 →e (−1, 1) and (1, 1)→e p0 follow from lemma
2.3. Also, (−1, 1) →e (0, 1) and (0, 1) →e (1, 1) follow from lemma 2.4, and the points
{(−1, 1), (0, 1), (1, 1)} follow from the direct calculations given above.
2.5.6. Example 6: Take ϕ(x) = 15
16
(x− 1)2(x+ 1)2 for all x ∈ [−1, 1]. Then,
C(w) =
15
16
(
10
3
w − 2w3 + (w2 − 1)2(log(w + 1)− log(w − 1))
)
for all w ∈ C \ [−1, 1],
C ′(w) =
15
16
(
16
3
− 8w2 + 4w(w2 − 1)(log(w + 1)− log(w − 1))
)
for all w ∈ C \ [−1, 1],
R = R \ [−1, 1], Rµ = R, Rλ−µ = ∅, R0 = ∅, R1 = ∅, R2 = ∅,
χE(t) = t+
eC(t) − 1
eC(t)C ′(t)
and ηE(t) = 1 +
(eC(t) − 1)2
eC(t)C ′(t)
for all t ∈ R = R \ [−1, 1].
Note that each t ∈ (−1, 1) satisfies case (1) of lemma 2.4, and so (t, 1) ∈ ∂L for all
such t. However, the points {−1, 1} do not satisfy any of the cases of lemma 2.4. Thus
part (2) of lemma 2.5 does not apply, and so lemmas 2.1, 2.3, and 2.4 only give a partial
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Figure 14. Parts of ∂L when ϕ(x) = 15
16
(x− 1)2(x+ 1)2 for all x ∈ [−1, 1].
description of ∂L. This can clearly be seen in figure 14, where we have plotted those parts
of the boundary that we obtain from lemmas 2.1, 2.3, and 2.4:
• p0 = (12 , 0) = (12 +
∫ b
a
xϕ(x)dx, 0).
• p0 →e p1 is in Eµ and given by t 7→ (χE(t), ηE(t)) for all t ∈ (−∞,−1) ⊂ Rµ.
• (−1, 1)→e (1, 1) is given by t 7→ (t, 1) for all t ∈ (−1, 1).
• p2 →e p0 is in Eµ and given by t 7→ (χE(t), ηE(t)) for all t ∈ (1,+∞) ⊂ Rµ.
Above p1 := limt↑−1(χE(t), ηE(t)) ∼ (−0.004, 0.290) and p2 := limt↓1(χE(t), ηE(t)) ∼
(0.714, 0.290). Also, p0 follows from lemma 2.1, p0 →e p1 and p2 →e p0 follow from
lemma 2.3, and (−1, 1)→e (1, 1) follows from lemma 2.4.
In order to get a complete description, following the proof of part (2) of lemma 2.5,
we must consider all possible limits of sequences of the form {(χL(wn), ηL(wn))}n≥1 as
n→∞, where {wn}n≥1 ⊂ H satisfies wn → −1 or 1. This calculation is beyond the scope
of this paper, however, since the technicalities involved in extending lemma 2.4 to cover
this situation are highly non-trivial. In the paper [4], we make heavy use of the theory of
singular integrals to examine this and other, surprisingly subtle, situations. We obtain a
complete description of ∂L for a broad class of measures.
3. The behaviour of the roots of f ′
In this section we examine the behaviour of the roots of the function f ′ given in
equation (7). More generally, it is advantageous to examine the behaviour of the roots of
Cauchy transforms of signed-measures of a particular type: Let A := A1∪· · ·∪Ap (p ≥ 1)
and B := B1∪· · ·∪Bq (q ≥ 0) be unions of disjoint closed intervals. Assume that each Ai
and Bj are disjoint, except possibly at their end-points. Let ν
+ and ν− be non-negative
measures with Supp(ν+) ⊂ A and Supp(ν−) ⊂ B. Finally, assume that the end-points of
each Ai are contained in Supp(ν
+), and 0 < ν+[Ai] < ∞. Similarly for ν− and each Bj.
Therefore ν+ is a positive measure, since p ≥ 1. Also, ν− is positive when q ≥ 1, and is 0
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when q = 0. The Cauchy transform of the signed-measure, ν := ν+ − ν−, is defined by,
(26) g(w) :=
∫
A
ν+[dx]
w − x −
∫
B
ν−[dx]
w − x ,
for all w ∈ C \ (A ∪ B). The main result of this section examines the behaviour of the
roots of this Cauchy transform:
Lemma 3.1. Let I ⊂ R \ (A ∪ B) be an open interval which contains at least k ≥ 0
roots of g, counting multiplicities. First assume that ν+[A] > ν−[B]. Then, counting
multiplicities,
(1) g has at most p+ q − 1 roots in C \ (A ∪B).
(2) g has at most p + q − 2 roots in I whenever p + q − 1 is even and either
{inf I, sup I} ⊂ A or {inf I, sup I} ⊂ B ∪ {±∞}.
(3) g has at most p+q−2 roots in I whenever p+q−1 is odd and one of {inf I, sup I}
is in A, with the other in B ∪ {±∞}.
(4) g has at most p+ q−k− 2 roots in C\ (A∪B ∪ I) whenever k is even and either
{inf I, sup I} ⊂ A or {inf I, sup I} ⊂ B ∪ {±∞}.
(5) g has at most p+ q − k − 2 roots in C \ (A ∪ B ∪ I) whenever k is odd and one
of {inf I, sup I} is in A, with the other in B ∪ {±∞}.
Next assume that ν+[A] = ν−[B]. Then, counting multiplicities,
(6) g has at most p+ q − 2 roots in C \ (A ∪B).
(7) g has at most p + q − 3 roots in I whenever p + q − 2 is even and either
{inf I, sup I} ⊂ A or {inf I, sup I} ⊂ B.
(8) g has at most p+q−3 roots in I whenever p+q−2 is odd and one of {inf I, sup I}
is in A, with the other in B.
Proof. We will first show:
(a) The required results hold when ν is of the form,
ν+ :=
M∑
i=1
ν+i δai and ν
− :=
N∑
j=1
ν−j δbj ,
where M ≥ 1, N ≥ 0, {a1, . . . , aM , b1, . . . , bN} ⊂ R are distinct, ν+i > 0 and ν−j >
0 for all i, j, and each of {{ai ∈ A1}, . . . , {ai ∈ Ap}, {bj ∈ B1}, . . . , {bj ∈ Bq}}
are non-empty.
Next we consider the general case. For all n ≥ 1, define the measures,
ν+n :=
Mn∑
i=1
ν+i,n δai,n and ν
−
n :=
Nn∑
j=1
ν−j,n δbj,n ,
where {a1,n, . . . , aMn,n} ⊂ A and {b1,n, . . . , bNn,n} ⊂ B, {a1,n, . . . , aMn,n, b1,n, . . . , bNn,n} are
distinct, and ν+i,n > 0 and ν
−
j,n > 0 for all i, j. These are constructed such that ν
+
n → ν+
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and ν−n → ν− as n→∞, in the sense of weak convergence. Also define,
(27) gn(w) :=
∫
A
ν+n [dx]
w − x −
∫
B
ν−n [dx]
w − x ,
for all n ≥ 1 and w ∈ C \ (A ∪B). We will show that:
(b) Let wc ∈ C \ (A ∪B) be a root of g of multiplicity k ≥ 1, and choose  > 0 such
that B(wc, 2) ⊂ C \ (A ∪ B) and wc is the unique root of g in B(wc, 2). (This
is always possible since the roots of an analytic function are isolated.) Then, for
all n sufficiently large, gn has k roots in B(wc, ), counting multiplicities.
Finally note, part (a) implies that the required results hold for each gn. Part (b) then
easily gives the required results for g.
Consider (a). Note,
g(w) =
M∑
i=1
ν+i
w − ai −
N∑
j=1
ν−j
w − bj =
(
M∏
k=1
1
w − ak
)(
N∏
l=1
1
w − bl
)
P (w),
where P is the polynomial,
P (w) =
M∑
i=1
ν+i
(∏
k 6=i
(w − ak)
)(∏
l
(w − bl)
)
−
N∑
j=1
ν−j
(∏
k
(w − ak)
)(∏
l 6=j
(w − bl)
)
.
Note that ν+[A] = ν+1 + · · · + ν+M and ν−[B] = ν−1 + · · · + ν−N . Thus P has degree
M + N − 1 whenever ν+[A] > ν−[B], and degree at most M + N − 2 whenever ν+[A] =
ν−[B]. Also note that, since {a1, . . . , aM , b1, . . . , bN} are distinct, P has no roots in
{a1, . . . , aM , b1, . . . , bN}. Therefore the roots of P and g coincide, and so g has M +N −1
roots in C\{a1, . . . , aM , b1, . . . , bN} whenever ν+[A] > ν−[B], counting multiplicities, and
at most M +N − 2 roots whenever ν+[A] = ν−[B].
Alternatively note that we can write,
g(w) =
p∑
k=1
∑
ai∈Ak
ν+i
w − ai −
q∑
l=1
∑
bj∈Bl
ν−j
w − bj .
Note that each of {{ai ∈ A1}, . . . , {ai ∈ Ap}} contains at least 2 points since the end-
points of each interval of A = A1∪· · ·∪Ap are contained in Supp(ν+) = {a1, . . . , aM}. Also
note that, since the interiors of each Ai and Bj are disjoint and {a1, . . . , aM , b1, . . . , bN}
are distinct, there are, for example, no elements from {b1, . . . , bN} between elements of
{ai ∈ A1}. Also, letting am > al denote any two neighbouring elements of {ai ∈ A1},
(28) lim
w∈R,w↑am
g(w) = −∞ and lim
w∈R,w↓al
g(w) = +∞.
Thus g has at least 1 root in (al, am), counting multiplicities, at least |{ai ∈ A1}|−1 roots
in A1 \ {a1, . . . , aM}, and at least M − p roots in A \ {a1, . . . , aM} (recall {a1, . . . , aM} =
Supp(ν+) ⊂ A = A1 ∪ · · · ∪Ap). Similarly g has at least N − q roots in B \ {b1, . . . , bN}.
Thus g has at most M + N − 1 − (M − p + N − q) = p + q − 1 roots in C \ (A ∪ B)
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whenever ν+[A] > ν−[B], and at most p+ q − 2 roots whenever ν+[A] = ν−[B]. We have
thus shown (1) and (6) for these types of measures.
Now let I ⊂ R \ (A ∪ B) be an open interval which contains at least k ≥ 0 roots of
g, counting multiplicities, with {inf I, sup I} ⊂ A. First note that I = (al, am) for some
al > am, since the end-points of each interval of A = A1 ∪ · · · ∪ Ap are contained in
Supp(ν+) = {a1, . . . , aM}. Equation (28) thus implies that g has an odd number of roots
in I, counting multiplicities. It thus follows from (1) and (6) that g has at most p+ q− 2
roots in I whenever ν+[A] > ν−[B] and p + q − 1 is even, and g has at most p + q − 3
roots in I whenever ν+[A] = ν−[B] and p + q − 2 is even. Also, whenever k is even and
ν+[A] > ν−[B], (1) implies that g has at most p+ q− 1− (k+ 1) = p+ q− k− 2 roots in
C \ (A ∪ B ∪ I). The other possibilities of (2,3,4,5,7,8) follow in similar way. This gives
part (a).
Consider (b). This follows from Rouche´’s Theorem if we can show that |g(w)| >
|g(w) − gn(w)| for all n sufficiently large and w ∈ ∂B(wc, ), the boundary of B(wc, ).
We shall show:
inf
w∈∂B(wc,)
|g(w)| > 0 and lim
n→∞
sup
w∈B¯(wc,)
|g(w)− gn(w)| = 0.
The first part follows from the extreme value theorem, since g is analytic in B(wc, 2).
Suppose the second part does not hold. Then there exists an ξ > 0 for which, for all
n ≥ 1, there exists some pn ≥ n and zn ∈ B¯(wc, ) with ξ < |g(zn) − gpn(zn)|. Choosing
{zn}n≥1 to be convergent, and denoting the limit by zc,
ξ < |g(zn)− g(zc)|+ |g(zc)− gpn(zc)|+ |gpn(zc)− gpn(zn)|,
for all n. Then, since B(wc, 2) ⊂ C \ (A ∪B) and zn, zc ∈ B¯(wc, ), equation (27) gives
ξ < |g(zn)− g(zc)|+ |g(zc)− gpn(zc)|+
1
2
(ν+pn [A] + ν
−
pn [B])|zn − zc|,
for all n. Recall that g is analytic in B(wc, 2) and zn → zc ∈ B¯(wc, ) as n → ∞. Thus
the first term on the right hand side converges to 0 as n→∞. Also, recall that ν+n → ν+
and ν−n → ν− as n → ∞, in the sense of weak convergence. Thus the third term on the
right hand side converges to 0 as n → ∞. Finally, weak convergence and equations (26)
and (27) imply that the second term on the right hand side converges to 0 as n→∞. The
inequality thus gives a contradiction, and so the second part must hold, as required. 
We now consider the behaviour of the roots of f ′. Recall (see equation (7)) that
(χ, η) ∈ [a, b]× [0, 1], b ≥ χ ≥ χ+ η − 1 ≥ a, and
f ′(w) =
∫ b
χ
µ[dx]
w − x −
∫ χ
χ+η−1
(λ− µ)[dx]
w − x +
∫ χ+η−1
a
µ[dx]
w − x,
for all w ∈ C \ S, where S := S1 ∪ S2 ∪ S3 and
(29) S1 := Supp(µ|[χ,b]), S2 := Supp((λ− µ)|[χ+η−1,χ]), S3 := Supp(µ|[a,χ+η−1]).
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Note, hypotheses 1.1 and 1.2 imply that the measures are non-negative. Also {a, b} ⊂
Supp(µ) and b−a > 1. Thus either S1 or S3 is non-empty, or both. Also S2 is non-empty
whenever η = 0. This gives 5 possibilities:
• η > 0 and S1, S2, S3 are non-empty.
• η = 0 and S1, S2, S3 are non-empty.
• η > 0, S2 is non-empty and either S1 or S3 is empty.
• η = 0, S2 is non-empty and either S1 or S3 is empty.
• η > 0 and S2 is empty.
Next write the domain of f ′ as the disjoint union,
(30) C \ S = (C \ R) ∪ J ∪K,
where J := ∪4j=1Jj, K := R \ (S ∪ J), and
• J1 := (supS,+∞).
• J2 := (−∞, inf S).
• J3 := (supS2, inf S1) whenever S1, S2 are non-empty and inf S1 > supS2. Other-
wise J3 := ∅.
• J4 := (supS3, inf S2) whenever S2, S3 are non-empty and inf S2 > supS3. Other-
wise J4 := ∅.
Note that K ⊂ R is open, and so it can be partitioned as K = ∪∞k=1Kk, where {K1, K2, . . .}
is a set of pairwise disjoint open intervals. This partition is unique up to order, and is
either empty, finite, or countable. An example domain of f ′, with the above intervals
clearly labelled, is given in figure 15.
The behaviour of the roots of f ′ for each of the 5 possibilities is then:
Theorem 3.1. Assume S1, S2, S3 are non-empty. Then b > χ > χ + η − 1 > a,
J1 = (b,+∞), J2 = (−∞, a), χ ∈ J3 whenever χ ∈ C \ S, and χ + η − 1 ∈ J4 whenever
χ+ η − 1 ∈ C \ S. Moreover whenever η > 0, f ′ has, counting multiplicities,
(1) at most 2 roots in (C \ R) ∪ J .
(2) a root in at most one of {C \ R, J1, J2, J3, J4}.
(3) at most 3 roots in any of {K1, K2, . . .}.
(4) at least 2 roots in at most one of {K1, K2, . . .}.
(5) 0 roots in (C \ R) ∪ J whenever f ′ has at least 2 roots in one of {K1, K2, . . .}.
Also whenever η = 0, f ′ has, counting multiplicities,
(6) at most 1 root in (C \ R) ∪ J1 ∪ J2.
(7) 0 roots in J3 ∪ J4.
(8) at most 1 root in each of {K1, K2, . . .}.
Now assume that S2, S3 are non-empty and S1 is empty (similar considerations apply
when S1, S2 are non-empty and S3 is empty). Then b = χ > χ + η − 1 > a, J1 =
(supS2,+∞), J2 := (−∞, a), χ = b ∈ J1, J3 = ∅, and χ + η − 1 ∈ J4 whenever
χ+ η − 1 ∈ C \ S. Moreover whenever η > 0, f ′ has, counting multiplicities,
(9) at most 1 root in (C \ R) ∪ J .
(10) at most 1 root in each of {K1, K2, . . .}.
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Also whenever η = 0, f ′ has, counting multiplicities,
(11) 0 roots in (C \ R) ∪ J .
(12) at most 1 root in each of {K1, K2, . . .}.
Finally, assume that η > 0 and S2 empty. Then J3 = J4 = ∅. Also, whenever
χ ∈ C \ S and χ+ η− 1 ∈ C \ S, χ and χ+ η− 1 are both contained in the same element
of {J1, J2, K1, K2, . . .}. Also, (11) and (12) hold. The case η = 0 and S2 empty never
occurs.
Proof. First suppose that S1, S2, S3 are non-empty. Then, since {a, b} ∈ Supp(µ),
equation (29) gives b > χ > χ + η − 1 > a. Also equation (30) gives J1 = (b,+∞),
J2 := (−∞, a), χ ∈ J3 whenever χ ∈ C\S, and χ+η−1 ∈ J4 whenever χ+η−1 ∈ C\S.
Consider the situation depicted on the top of figure 15. Taking ν+ := µ|[χ,b]+µ|[a,χ+η−1]
and ν− := (λ−µ)|[χ+η−1,χ], f ′ satisfies the requirements of equation (26) for any choice of
A = ∪iAi and B = ∪jBj shown in figure 15. Finally note that ν+[A] > ν−[B] whenever
η > 0 and ν+[A] = ν−[B] whenever η = 0.
Take η > 0 and consider (1). Taking the first choice of A and B in figure 15, part (1)
of lemma 3.1 implies that f ′ has at most 2 roots in C \ (A∪B) = (C \R)∪ J (here p = 2
and q = 1), as required. Consider (3). Taking the second choice of A and B, part (1) of
lemma 3.1 implies that f ′ has at most 3 roots in C \ (A ∪ B) = (C \ R) ∪ J ∪K1 (here
p = 3 and q = 1). Thus f ′ has at most 3 roots in K1, and similarly for K2, as required.
Consider (2). First note that non-real roots occur in complex conjugate pairs. Thus,
whenever f ′ has a root in C \ R, part (1) implies that f ′ has exactly 2 roots in C \ R,
and 0 roots in J . Alternatively suppose that f ′ has a root in J1 = (b,+∞). Then, taking
I := J1 and the first choice of A and B in figure 15, part (5) of lemma 3.1 implies that f
′
has 0 roots in C \ (A ∪B ∪ I) = (C \ R) ∪ J2 ∪ J3 ∪ J4 (here inf I = b ∈ A, sup I = +∞,
p = 2, q = 1 and k = 1). The other possibilities of part (2) follow in a similar way.
Consider (4). Suppose that f ′ has at least 2 roots in K1. Taking I = K1 and
third choice of A and B, part (4) of lemma 3.1 implies that f ′ has at most 1 root in
C \ (A ∪ B ∪ I) = (C \ R) ∪ J ∪ K2 (here {inf I, sup I} ⊂ A, p = 4, q = 1 and k = 2).
Thus f ′ has at most 1 root in K2 whenever f ′ has at least 2 roots in K1, and vice-versa,
as required.
Consider (5). Suppose that f ′ has at least 2 roots in K1. Taking I = K1 and
the second choice of A and B, part (4) of lemma 3.1 implies that f ′ has 0 roots in
C \ (A∪B ∪ I) = (C \R)∪ J (here {inf I, sup I} ⊂ A, p = 3, q = 1 and k = 2). Similarly
f ′ has 0 roots in (C \ R) ∪ J whenever K2 contains at least 2 roots, as required.
Now take η = 0, i.e. ν+[A] = ν−[B], and consider (6). Taking the first choice of A and
B, part (6) of lemma 3.1 implies that f ′ has at most 1 root in C \ (A ∪B) = (C \R) ∪ J
(here p = 2 and q = 1), as required. Consider (7). Taking I = J3 and the first choice of
A and B, part (8) of lemma 3.1 implies that f ′ has 0 roots in I = J3 (here inf I ⊂ B,
sup I ⊂ A, p = 2 and q = 1). Similarly f ′ has 0 roots in J4, as required. Finally, consider
(8). Taking I = K1 and the second choice of A and B, part (7) of lemma 3.1 implies that
f ′ has at most 1 root in I = K1 (here {inf I, sup I} ⊂ A, p = 3 and q = 1). Similarly for
K2, as required.
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J2
a
S3 K2 S3 J4 S2 J3 S1 K1 S1
b
J1
A2 B1 A1
A3 B1 A2 A1
A4 A3 B1 A2 A1
Figure 15. A test case of S = S1 ∪ S2 ∪ S3, with the intervals given in
equation (30), and various definitions of the sets A := ∪iAi and B := ∪jBj.
Solid intervals are closed, and dotted intervals are open.
We have thus shown the required results for the example depicted at the top of figure
15. The result for the general situation when S1, S2, S3 are non-empty follows using similar
constructions of A = ∪iAi and B = ∪jBj to those used above. The other cases of the
lemma follow from similar considerations. 
Recall definitions 1.3 and 1.5 of L and E = Eµ ∪ Eλ−µ ∪ E0 ∪ E1 ∪ E2:
• L is the set of all (χ, η) ∈ [a, b] × [0, 1] for which b ≥ χ ≥ χ + η − 1 ≥ a and f ′
has non-real roots.
• Eµ is the set of all (χ, η) for which f ′ has a repeated root in R \ [χ+ η − 1, χ].
• Eλ−µ is the set of all (χ, η) for which f ′ has a repeated root in (χ+ η − 1, χ).
• E0 is the set of all (χ, η) for which η = 1 and f ′ has a root at χ (= χ+ η − 1).
• E1 is the set of all (χ, η) for which η < 1 and f ′ has a root at χ.
• E2 is the set of all (χ, η) for which η < 1 and f ′ has a root at χ+ η − 1.
We end this section by using theorem 3.1 to show the following:
Corollary 3.2. Using the notation of theorem 3.1,
(a) S1, S2 and S3 are all non-empty whenever (χ, η) ∈ L ∪ Eµ ∪ Eλ−µ.
(b) η > 0 whenever (χ, η) ∈ L ∪ E.
(c) {L, Eµ, Eλ−µ, E0, E1, E2} is pairwise disjoint.
Proof. Consider (a). First suppose that (χ, η) ∈ L. Then f ′ has non-real roots,
by definition. Therefore f ′ has at least 2 roots in C \ R, counting multiplicities, since
non-real roots occur in complex conjugate pairs. This is only possible in properties (1-5)
of theorem 3.1, and so S1, S2, S3 are non-empty. Next suppose that (χ, η) ∈ Eµ ∪ Eλ−µ.
Then f ′ has a real-valued repeated root, by definition. Again, this is only possible in
properties (1-5), and so S1, S2, S3 are non-empty.
Consider (b). Fix η = 0. Then either properties (6-8) or (11-12) of theorem 3.1 are
satisfied. First suppose that (χ, η) ∈ L. Recall that f ′ has at least 2 roots in C \ R,
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counting multiplicities. This leads to a contradiction, since it violates either (6) or (11).
Next suppose that (χ, η) ∈ Eµ ∪ Eλ−µ. Then f ′ has a repeated root, which violates either
(6-8) or (11-12). Next suppose that (χ, η) ∈ E0. This gives a trivial contradiction, since
η = 1 for all (χ, η) ∈ E0.
Finally, suppose that (χ, η) ∈ E1 ∪ E2. Then f ′ has a root in {χ, χ + η − 1}. Recall
that properties (6-8) are satisfied whenever S1, S2, S3 are non-empty. In this case b > χ >
χ+η−1 > a, J1 = (b,+∞), J2 = (−∞, a), χ ∈ J3 whenever χ ∈ C\S, and χ+η−1 ∈ J4
whenever χ+ η− 1 ∈ C \S. Thus f ′ has a root in {χ, χ+ η− 1} ⊂ J3∪J4, which violates
(7). Also recall that properties (11-12) are satisfied when S2, S3 are non-empty and S1
is empty, or alternatively, when S1, S2 are non-empty and S3 is empty. In the first case
b = χ > χ + η − 1 > a, J1 = (supS2,+∞), J2 = (−∞, a), χ = b ∈ J1, J3 = ∅, and
χ + η − 1 ∈ J4 whenever χ + η − 1 ∈ C \ S. In the second case b > χ > χ + η − 1 = a,
J1 = (b,+∞), J2 = (−∞, inf S2), χ + η − 1 = a ∈ J2, χ ∈ J3 whenever χ ∈ C \ S, and
J4 = ∅. In either case f ′ has a root in {χ, χ + η − 1} ⊂ J , which violates (11). (b) then
follows by contradiction.
Consider (c). Suppose first that (χ, η) ∈ L. Recall that f ′ has at least 2 roots in
C\R, counting multiplicities, and this is only possible when η > 0 and S1, S2, S3 are non-
empty, i.e., properties (1-5) of theorem 3.1. Thus b > χ > χ + η − 1 > a, J1 = (b,+∞),
J2 = (−∞, a), χ ∈ J3 whenever χ ∈ C\S, and χ+ η−1 ∈ J4 whenever χ+ η−1 ∈ C\S.
Thus η < 1, and so (χ, η) 6∈ E0. Also, (1) and (5) show that f ′ has exactly 2 roots in
C \ R, counting multiplicities, 0 roots in J , and at most 1 root in each of {K1, K2, . . .}.
Thus f ′ has no real-valued repeated roots, and no roots in {χ, χ + η − 1} ⊂ J , and so
(χ, η) 6∈ Eµ ∪ Eλ−µ ∪ E1 ∪ E2.
Next suppose that (χ, η) ∈ Eµ, i.e., f ′ has a repeated root in R \ [χ+ η − 1, χ]. There
are 2 possibilities (see equation (30)):
• The repeated root is contained in J \ [χ+ η − 1, χ].
• The repeated root is contained in K \ [χ+ η − 1, χ].
Either case is possible only when η > 0 and S1, S2, S3 are non-empty, i.e., properties (1-5)
of theorem 3.1. Thus b > χ > χ + η − 1 > a, J1 = (b,+∞), J2 = (−∞, a), χ ∈ J3
whenever χ ∈ C \ S, and χ + η − 1 ∈ J4 whenever χ + η − 1 ∈ C \ S. Thus η < 1, and
so (χ, η) 6∈ E0. Also, (1), (4) and (5) show that f ′ has at most one real-valued repeated
root, and so (χ, η) 6∈ Eλ−µ. Moreover, (5) shows that f ′ has 0 roots in J whenever the
repeated root is contained in K \ [χ+ η − 1, χ], and (1) shows that f ′ has no other roots
in J whenever the repeated root is contained in J \ [χ+ η − 1, χ]. Thus f ′ has 0 roots in
{χ, χ+ η − 1} ⊂ J , and so (χ, η) 6∈ E1 ∪ E2.
Next suppose that (χ, η) ∈ Eλ−µ, i.e., f ′ has a repeated root in (χ+ η− 1, χ). Similar
arguments to those used above (in the case (χ, η) ∈ Eµ) then give (χ, η) 6∈ E0 ∪ E1 ∪ E2.
Next suppose that (χ, η) ∈ E0. Then η = 1, and so (χ, η) 6∈ E1 ∪ E2.
Finally suppose that (χ, η) ∈ E1 ∩ E2, i.e., η < 1 and f ′ has a root at χ and at
χ + η − 1. We show that this contradicts theorem 3.1. First recall, whenever S1, S2, S3
are non-empty, that b > χ > χ + η − 1 > a, J1 = (b,+∞), J2 = (−∞, a), χ ∈ J3 and
χ+ η− 1 ∈ J4. Thus f ′ has a root in J3 and a root in J4, which violates either (2) (when
ASYMPTOTIC GEOMETRY OF DISCRETE INTERLACED PATTERNS: PART I 55
η > 0) or (7) (when η = 0). Also recall, whenever S2, S3 are non-empty and S1 is empty,
that b = χ > χ + η − 1 > a, J1 = (supS2,+∞), J2 = (−∞, a), χ = b ∈ J1, J3 = ∅, and
χ+ η− 1 ∈ J4. Thus f ′ has a root in J1 and a root in J4, which violates either (9) (when
η > 0) or (11) (when η = 0). Similarly whenever S1, S2 are non-empty and S3 is empty.
Finally recall, whenever η > 0 and S2 is empty, that J3 = J4 = ∅, and that χ and χ+η−1
are both contained in the same element of {J1, J2, K1, K2, . . .}. Thus J = J1 ∪ J2, and
f ′ has at least 2 roots in an element of {J1, J2, K1, K2, . . .}. This violates (11) and (12).
Thus we have a contradiction, and so E1 ∩ E2 = ∅. 
4. Appendix
4.1. Derivation of the correlation kernel. In section 1.4 we construct a determi-
nantal random point process on configurations of particles in Z×{1, . . . , n}. We now use
the Eynard-Mehta theorem (see, for example, proposition 2.13 of Johansson, [10]) to show
that this process has the correlation kernel given in equation (1). This is a generalisation
of Defosseux, [3], and Metcalfe, [17], which consider a similar process on configurations
in R× {1, . . . , n}. The kernel in [3] and [17] is recovered from the kernel in equation (1)
using asymptotic arguments. The kernel in equation (1) was also independently obtained
by Petrov, [19]. Our proof, based on the methods used in [3] and [17], is more elemen-
tary than that of Petrov. In particular, we note that Petrov also uses the Eynard-Mehta
theorem. However, he first considers the more complicated q−vol measure, which is unnec-
essary. Moreover, we note that the main technical difficulty of the Eynard-Mehta method
is to deal with a certain matrix inverse (see equation (34)). We use the finite difference
operator to rewrite the expression as a ratio of determinants (see equation (39)), whereas
Petrov constructs a diagonal matrix.
We begin by briefly recalling the model. See section 1.4 for more details. Consider all
n-tuples, (y(1), y(2), . . . , y(n)) ∈ Z× Z2 × · · · × Zn, which satisfy
y
(r+1)
1 ≥ y(r)1 > y(r+1)2 ≥ y(r)2 > · · · ≥ y(r)r > y(r+1)r+1 ,
for all r, denoted y(r+1)  y(r). Fix n ≥ 1 and x ∈ Zn with x1 > x2 > · · · > xn, and define
the following probability measure on the set of all such n-tuples:
ν[(y(1), . . . , y(n))] :=
1
Z
·
{
1 ; when x = y(n)  y(n−1)  · · ·  y(1),
0 ; otherwise,
where Z > 0 is a normalisation constant.
We now construct a related probability space, the determinantal structure of which is
more convenient to examine. Consider all tuples, (z(1), . . . , z(n−1)) ∈ Zn × · · · × Zn with
z
(r+1)
1 ≥ z(r)1 > z(r+1)2 ≥ z(r)2 > · · · > z(r+1)n ≥ z(r)n ,
for all r, also denoted z(r+1)  z(r). Fix z(0) := (xn + n− 1, . . . , xn + 1, xn) and define the
following probability measure on the set of all such (n− 1)-tuples:
(31) ν ′[(z(1), . . . , z(n−1))] :=
1
Z ′
·
{
1 ; when x  z(n−1)  · · ·  z(1)  z(0),
0 ; otherwise,
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where Z ′ > 0 is a normalisation constant.
Consider the relationship between the spaces. First note that, whenever x = y(n) 
y(n−1)  · · ·  y(1) for some (y(1), y(2), . . . , y(n)) ∈ Z× Z2 × · · · × Zn, then
x1 ≥ y(r)1 > · · · > y(r)r > xn + n− r − 1,
for all r ≤ n. Whenever x  z(n−1)  · · ·  z(1)  z(0) for some (z(1), . . . , z(n−1)) ∈
Zn × Zn × · · · × Zn,
x1 ≥ z(r)1 > · · · > z(r)r > z(r)r+1 > z(r)r+2 > · · · > z(r)n(32)
=
xn+n−r−1
=
xn+n−r−2 . . .
=
xn
for all r ≤ n − 1. We refer to z(r)1 , . . . , z(r)r as the free particles of z(r), and z(r)r+1, . . . , z(r)n
as the deterministic particles. Note the natural bijection between {(y(1), . . . , y(n)) ∈ Z ×
Z2×· · ·×Zn : x = y(n)  y(n−1)  · · ·  y(1)} and {(z(1), . . . , z(n−1)) ∈ Zn×Zn×· · ·×Zn :
x  z(n−1)  · · ·  z(1)  z(0)}: Remove y(n) from each n-tuple (y(1), . . . , y(n)) and map
the remaining components, y(r) = (y
(r)
1 , . . . , y
(r)
r ) for each r ≤ n− 1, individually as,
y(r) 7→ (y(r)1 , . . . , y(r)r , xn + n− r − 1, xn + n− r − 2, . . . , xn).
The measure ν ′ is induced by the measure ν under this bijective map. The probabilistic
structure of particles in the first space (measure ν) is therefore identical to the probabilistic
structure of the free particles in the second space (measure ν ′). From now on we restrict
to the second space.
A more convenient expression for ν ′ can be obtained from the work of Warren, [21]:
det
[
1
z
(r+1)
j ≥z(r)i
]n
i,j=1
=
{
1 ; when z(r+1)  z(r),
0 ; otherwise,
for all r. Equation (31) thus gives,
(33) ν ′[(z(1), . . . , z(n−1))] =
1
Z ′
n−1∏
r=0
det
[
φr,r+1(z
(r)
i , z
(r+1)
j )
]n
i,j=1
,
where z(n) := x, and
φr,r+1(u, v) := 1v≥u,
for all r and u, v ∈ Z.
Note, each (z(1), . . . , z(n−1)) ∈ Zn × Zn × · · · × Zn can be equivalently considered
as a configuration of particles in Z × {1, . . . , n − 1} by placing a particle at position
(u, r) ∈ Z×{1, . . . , n−1} whenever u is an element of z(r). The measure ν ′ in equation (33)
therefore defines a random point process on configurations of particles in Z×{1, . . . , n−
1}. Proposition 2.13 of Johansson, [10], proves that this process is determinantal with
correlation kernel,
(34) Kn((u, r), (v, s)) = K˜n((u, r), (v, s))− φr,s(u, v),
ASYMPTOTIC GEOMETRY OF DISCRETE INTERLACED PATTERNS: PART I 57
for all r, s ∈ {1, . . . , n− 1} and u, v ∈ Z, where
K˜n((u, r), (v, s)) :=
n∑
k,l=1
φr,n(u, z
(n)
k )(A
−1)klφ0,s(z
(0)
l , v),
and
φr,s(u, v) := 0 when s ≤ r,
φr,s(u, v) := 1v≥u when s = r + 1,
φr,s(u, v) :=
∑
z1,...,zs−r−1
φr,r+1(u, z1)φr+1,r+2(z1, z2) · · ·φs−1,s(zs−r−1, v) when s > r + 1,
A ∈ Cn×n with Akl := φ0,n(z(0)k , z(n)l ) for all k, l.
Note that, for all r, s ∈ {1, . . . , n} and u, v ∈ Z,
φr,s(u, v) =

0 ; s ≤ r,
1v≥u ; s = r + 1,∑
z1,...,zs−r−1 1v≥zs−r−1≥···≥z2≥z1≥u ; s > r + 1,
=
 0 ; s ≤ r,1v≥u ; s = r + 1,1v≥uhs−r−1((1)v−u+1) ; s > r + 1,(35)
where hr((1)
v) denotes the complete homogeneous symmetric polynomial of degree r in v
variables, evaluated at the v-tuple (1)v := (1, 1, . . . , 1). Evaluating gives,
(36) φr,s(u, v) =

0 ; s ≤ r,
1v−u≥0 ; s = r + 1,
1v−u≥0 1(s−r−1)!
∏s−r−1
j=1 (v − u+ s− r − j) ; s > r + 1.
Thus, noting that φr,s(u, v) = 0 when s > r + 1 and v − u ∈ {−1,−2, . . . ,−(s− r − 1)},
(37) φr,s(u, v) = 1v−u+s−r−1≥0

0 ; s ≤ r,
1 ; s = r + 1,
1
(s−r−1)!
∏s−r−1
j=1 (v − u+ s− r − j) ; s > r + 1.
Finally, letting ∆n−sv denote n−s iterations of the finite difference operator in the variable
v (i.e., ∆vf(v) := f(v + 1)− f(v) for any function f : Z→ R), induction gives
(38) φr,s(u, v) = 1v−u+s−r−1≥0 ∆n−sv
1
(n− r − 1)!
n−r−1∏
j=1
(v − u+ s− r − j),
for all r, s ∈ {1, . . . , n} and u, v ∈ Z.
Recall that a particle is at position (v, s) whenever v is an element of z(s). Thus, since
we are only interested in the determinantal structure of the free particles (see equation
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(32) and the following comments), it is natural to restrict to v ≥ xn + n − s. For all
r, s ∈ {1, . . . , n− 1}, u ∈ Z and v ≥ xn + n− s, recalling that z(0)l = xn + n− l,
φ0,s(z
(0)
l , v) = ∆
n−s
v
1
(n− 1)!
n−1∏
j=1
(v − z(0)l + s− j) = ∆n−sv φ0,n(z(0)l , v + s− n),
where the first part follows from equation (38), and the second part from equation (37).
Equation (34) thus gives,
K˜n((u, r), (v, s)) = ∆
n−s
v
n∑
k,l=1
φr,n(u, z
(n)
k )(A
−1)klφ0,n(z
(0)
l , v + s− n).
Recall that z
(n)
k = xk and apply Cramer’s rule to get,
(39) K˜n((u, r), (v, s)) = ∆
n−s
v
n∑
k=1
φr,n(u, xk)
det[A(k, v)]
det[A]
,
where A(k, v) ∈ Cn×n is the matrix A with column k replaced by
(φ0,n(z
(0)
1 , v + s− n), φ0,n(z(0)2 , v + s− n), . . . , φ0,n(z(0)n , v + s− n))T .
Note, equation (35) can alternatively be written as,
φr,s(u, v) = 1s>rhv−u((1)s−r),
for all r, s ∈ {1, . . . , n} and u, v ∈ Z (by convention hk := 0 whenever k < 0). Thus,
recalling that z
(0)
i = xn + n− i and z(n)j = xj, equation (34) gives
det[A] = det
[
φ0,n(z
(0)
i , z
(n)
j )
]n
i,j=1
= det
[
hxj−xn−n+i((1)
n)
]n
i,j=1
,
Similarly, for all k and v,
det[A(k, v)] = det
[
hx(k,v)j−xn−n+i((1)
n)
]n
i,j=1
,
where x(k, v)j := xj for all j 6= k and x(k, v)k := v + s− n. Therefore,
det[A(k, v)]
det[A]
= lim
q↑1
det[hx(k,v)j−xn−n+i(q
n−1, . . . , q1, q0)]i,j
det[hxj−xn−n+i(qn−1, . . . , q1, q0)]i,j
.
The above is written as a limit for computational convenience. Recall that x1 > x2 >
· · · > xn and that v ≥ xn + n − s. Therefore xm − xn ≥ 0 and x(k, v)m − xn ≥ 0 for all
m. Expression (3.7) of MacDonald, [15], thus gives,
det[A(k, v)]
det[A]
= lim
q↑1
det[q(x(k,v)j−xn)(n−i)]i,j
det[q(xj−xn)(n−i)]i,j
.
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The numerator and denominator are both Vandermonde determinants, and so
det[A(k, v)]
det[A]
= lim
q↑1
∏
1≤i<j≤n
(
qx(k,v)j−xn − qx(k,v)i−xn
qxj−xn − qxi−xn
)
= lim
q↑1
n∏
i=1,i 6=k
(
qv+s−n−xn − qxi−xn
qxk−xn − qxi−xn
)
=
n∏
i=1,i 6=k
(
v + s− n− xi
xk − xi
)
.
Combining with equations (36) and (39) gives,
K˜n((u, r), (v, s))
= ∆n−sv
n∑
k=1
1xk−u≥0
(n− r − 1)!
n−r−1∏
j=1
(xk − u+ n− r − j)
∏
i 6=k
(
v + s− n− xi
xk − xi
)
= ∆n−sv
n∑
k=1
1xk≥u
1
(n− r − 1)!
u−1∏
j=u+r−n+1
(xk − j)
∏
i 6=k
(
v + s− n− xi
xk − xi
)
,
for all r, s ∈ {1, . . . , n−1}, u ∈ Z and v ≥ xn+n−s. Finally, for any function f : Z→ R,
(40) (∆n−sv f)(v + s− n) = (n− s)!
v∑
l=v−n+s
f(l)∏v
j=v−n+s,j 6=l(l − j)
,
and so
K˜n((u, r), (v, s)) =
(n− s)!
(n− r − 1)!
n∑
k=1
v∑
l=v−n+s
1xk≥u
∏u−1
j=u+r−n+1(xk − j)∏v
j=v−n+s,j 6=l(l − j)
∏
i 6=k
(
l − xi
xk − xi
)
.
This, combined with equations (34) and (36) gives the correlation kernel in equation (1),
as required. Residue theory gives a natural contour integral representation of this kernel,
which is amenable to steepest descent analysis, as shown in equations (4) and (5).
We finish this section by finding an alternate useful expression for φr,s(u, v), for all
r, s ∈ {1, . . . , n − 1} and u, v ∈ Z. First note that we can replace 1v−u+s−r−1≥0 in
equation (38) by 1v≥u. Next note that the product in this equation can be interpreted as
a polynomial of degree n−r−1 in the variable v+s−n. Applying Lagrange interpolation
to the polynomial using the n points x1 > x2 > · · · > xn gives,
φr,s(u, v) = 1v≥u ∆n−sv
1
(n− r − 1)!
n∑
k=1
n−r−1∏
j=1
(xk − u+ n− r − j)
∏
i 6=k
(
v + s− n− xi
xk − xi
)
= 1v≥u ∆n−sv
1
(n− r − 1)!
n∑
k=1
u−1∏
j=u+r−n+1
(xk − j)
∏
i 6=k
(
v + s− n− xi
xk − xi
)
.
Equation (40) finally gives,
φr,s(u, v) = 1v≥u
(n− s)!
(n− r − 1)!
n∑
k=1
v∑
l=v−n+s
∏u−1
j=u+r−n+1(xk − j)∏v
j=v−n+s,j 6=l(l − j)
∏
i 6=k
(
l − xi
xk − xi
)
.
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4.2. Proof that WL : L → H is a diffeomorphism. In theorem 2.1 we defined the
function WL : L → H and proved that it is a homeomorphism with inverse (χL(·), ηL(·)) :
H → L. In this section we show the stronger result that WL is a diffeomorphism. More
exactly, we show that WL ∈ C∞(L,H) and (χL(·), ηL(·)) ∈ C∞(H,L). Though we do not
need it for this paper, we include the proof out of interest.
We begin by briefly recalling the relevant definitions: L is the set of all (χ, η) ∈
[a, b]× [0, 1] for which b ≥ χ ≥ χ+ η − 1 ≥ a, and for which
(41) f ′(χ,η)(w) =
∫ b
a
µ[dx]
w − x + log(w − χ)− log(w − χ− η + 1),
has non-real roots (here log is principal value). Theorem 3.1 implies that there is a unique
root in H whenever (χ, η) ∈ L, WL : L → H maps to this root, and (χL(·), ηL(·)) : H→ L
is the inverse of WL.
Define U := {(χ, η, u, v) ∈ R4 : (χ, η) ∈ L, u ∈ R, v > 0}, and Φ : U → R2 by,
(42) Φ(χ, η, u, v) = (φ1(χ, η, u, v), φ2(χ, η, u, v)) :=
(
Re f ′(χ,η)(u+ iv), Im f
′
(χ,η)(u+ iv)
)
.
Note that Φ ∈ C∞(U,R2). Note also that,
Φ(χ, η, u, v) = 0⇔ f ′(χ,η)(u+ iv) = 0(43)
⇔ WL(χ, η) = u+ iv
⇔ (χL(u+ iv), ηL(u+ iv)) = (χ, η).
The Jacobian of Φ with respect to the variables u and v is given by,
∂(φ1, φ2)
∂(u, v)
=
∂φ1
∂u
∂φ2
∂v
− ∂φ1
∂v
∂φ2
∂u
=
(
∂φ1
∂u
)2
+
(
∂φ2
∂u
)2
= |f ′′(χ,η)(u+ iv)|2,
for all (χ, η, u, v) ∈ U (the second step above follows from the Cauchy-Riemann’s equa-
tions, since f ′(χ,η) : C \ R → C is analytic). Therefore, whenever Φ(χ0, η0, u0, v0) = 0 for
some fixed (χ0, η0, u0, v0) ∈ U , equation (43) gives f ′(χ0,η0)(u0 + iv0) = 0. Finally, theorem
3.1 implies that u0 + iv0 is a root of f
′
(χ0,η0)
of multiplicity 1, and so
∂(φ1, φ2)
∂(u, v)
(χ0, η0, u0, v0) 6= 0.
The implicit function theorem (theorem 3.3.1 of [14]) thus implies that there exists func-
tions, f1 and f2, defined on a neighbourhood of (χ0, η0), which are contained in C
∞ (recall,
Φ ∈ C∞(U,R2)) and which satisfy Φ(χ, η, f1(χ, η), f2(χ, η)) = 0 for all (χ, η) in this neigh-
bourhood. Equation (43) thus gives WL(χ, η) = f1(χ, η) + if2(χ, η), for all such (χ, η),
and so WL ∈ C∞(L,H).
Also, the Jacobian of Φ with respect to the variables χ and η is given by (see equations
(41) and (42)),
∂(φ1, φ2)
∂(χ, η)
=
∂φ1
∂χ
∂φ2
∂η
− ∂φ1
∂η
∂φ2
∂χ
= − (1− η)v
((u− χ)2 + v2)((u− χ− η + 1)2 + v2) < 0.
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Thus, fixing (χ0, η0, u0, v0) ∈ U , the implicit function theorem implies that there exists
functions, g1 and g2, defined on a neighbourhood of (u0, v0), which are contained in C
∞
(recall, Φ ∈ C∞(U,R2)) and which satisfy Φ(g1(u, v), g2(u, v), u, v) = 0 for all (u, v) in this
neighbourhood. Equation (43) thus gives (χL(u + iv), ηL(u + iv)) = (g1(u, v), g2(u, v)),
for all such (u, v), and so (χL(·), ηL(·)) ∈ C∞(H,L), as required.
Acknowledgements: This research was carried out at the Royal Institute of Tech-
nology (KTH), Stockholm, and was partially supported by grant KAW 2010.0063 from
the Knut and Alice Wallenberg Foundation. Special thanks to Kurt Johansson for helpful
comments and suggestions.
References
[1] J. Baik and T. Kriecherbauer and K. McLaughlin and P. Miller. Discrete Orthogonal Polynomials:
Asymptotics and Applications. Princeton University Press. (2007), arXiv:math/0310278 [math.CA].
[2] H. Cohn and M. Larsen and J. Propp. The shape of a typical boxed plane partition. The New York
Journal of Mathematics. 4 (1998) 137–165.
[3] M. Defosseux. Orbit measures, random matrix theory and interlaced determinantal processes. Ann.
Inst. H. Poincare´ Probab. Statist. 46,1 (2010) 209–249.
[4] E. Duse and A. Metcalfe. Asymptotic geometry of discrete interlaced patterns: Part II. (In prepa-
ration. Estimated 2015).
[5] E. Duse and A. Metcalfe. Universal edge fluctuations of discrete interlaced particle systems. (In
preparation. Estimated 2015).
[6] E. Duse and K. Johansson and A. Metcalfe. Cusp Airy process of discrete interlaced particle systems.
(In preparation. Estimated 2015).
[7] W. Hachem and A. Hardy and J. Najim. Large Complex Correlated Wishart Matrices: Fluctuations
and Asymptotic Independence at the Edges. arXiv:1409.7548
[8] K. Johansson. Discrete polynuclear growth and determinantal processes. Communications in Math-
ematical Physics. 242 (2003) 277–329.
[9] K. Johansson. The arctic circle boundary and the Airy process. Ann. Probab. 33,1 (2005) 1–30.
[10] K. Johansson. Random matrices and determinantal processes. Math. Stat. Phy, Session LXXXIII:
Lecture Notes of the Les Houches Summer School, Elsevier Science. (2006) 1–56.
[11] R. Kenyon. Local statistics of lattice dimers. Ann. Inst. H. Poincare´. 33 (1997) 591–618.
[12] R. Kenyon and A. Okounkov and S. Sheffield. Dimers and Amoebae. Annals of Mathematics. 163,3
(2006) 1019–1056.
[13] R. Kenyon and A. Okounkov. Limit shapes and the complex Burgers equation. Acta Mathematica.
199,2 (2007) 263–302.
[14] S. Krantz and H. Parks. The Implicit Function Theorem: History, Theory, and Applications.
Springer. (2002).
[15] I. Macdonald. Symmetric functions and Hall polynomials. Oxford Mathematical Monographs. (1995).
[16] M. Mehta. Random Matrices. Elsevier. (2004).
[17] A. Metcalfe. Universality properties of Gelfand-Tsetlin patterns. Probability Theory and Related
Fields. 155,1-2 (2013) 303–346.
[18] Ph.D. thesis of E. Nordenstam. Interlaced particles in tilings and random matrices. KTH. (2009).
[19] L. Petrov. Asymptotics of random lozenge tilings via GelfandTsetlin schemes. Probability Theory
and Related Fields. 160, 3-4 (2014), 429–487.
[20] M. Pra¨hofer and H. Spohn. Scale invariance of the PNG droplet and the Airy process. J. Statist.
Phys. 108, 5-6 (2002), 1071–1106.
62 ERIK DUSE AND ANTHONY METCALFE
[21] J. Warren. Dyson’s Brownian motions, intertwining and interlacing. Electron. J. Probab. 12,19 (2007),
573–590.
