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Abstract
The problem of diffraction of a waveguide mode by a thin Neumann
screen is considered. The incident mode is assumed to have frequency
close to the cut-off. The problem is reduced to a propagation problem
on a branched surface and then is considered in the parabolic approx-
imation. Using the embedding formula approach, the reflection and
transmission coefficients are expressed through the directivities of the
edge Green’s function of the propagation problem. The asymptotics of
the directivities of the edge Green’s functions are constructed for the
case of small gaps between the screen and the walls of the waveguide.
As the result, the reflection and transmission coefficients are found.
The validity of known asymptotics of these coefficients is studied.
1 Problem formulation and introductory notes
Consider a planar acoustic waveguide in the plane (x, y) composed of two
acoustically hard walls located at x = (b − a)/2 and x = (b + a)/2 (see
Fig. 1). The width of the waveguide is a; the position of the walls is chosen
for convenience of computations. The Helmholtz equation
∆u˜+ k2u˜ = 0 (1)
is fulfilled inside the waveguide by the total field u˜. The time dependence of
the form e−iωt is omitted everywhere. The wavenumber k has a small positive
imaginary part corresponding to absorption in the medium. This feature
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enables us to avoid discussing trapped modes and to consider all series in the
paper as convergent. A thin acoustically hard (Neumann) screen is located
inside the waveguide, namely it occupies the segment y = 0, 0 < x < b. The
width of the screen is equal to b. Of course b < a.
Throughout the paper we use notations with tilde for values related to
the Helmholtz equation and notations without tilde for values related to the
parabolic equation.
a
b( )/2a-b ( )/2a-b
x
y
Fig. 1: Geometry of the waveguide
An incident waveguide mode falls from the domain y > 0 and is scattered
by the screen. The mode has form
u˜in = cos
(
k(x+ (a− b)/2) cos θ˜in
)
e−iky sin θ˜in (2)
for some θ˜in obeying the relation
θin = θ˜m. (3)
The angles θn, n ∈ Z, correspond to waveguide modes:
ka cos θ˜n = πn. (4)
Parameter m (the index of the incident mode) is assumed to be fixed.
The scattered field u˜sc can be represented as a linear combination of
waveguide modes. For y > 0 the scattered field is u˜sc ≡ u˜ − u˜in, and the
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expansion is as follows:
u˜sc(x, y) =
∞∑
n=0
R˜n,m cos
(
k(x+ (a− b)/2) cos θ˜n
)
eiky sin θ˜n. (5)
For y < 0 we define u˜sc ≡ u˜, and the expansion is as follows:
u˜sc(x, y) =
∞∑
n=0
T˜n,m cos
(
k(x+ (a− b)/2) cos θ˜n
)
e−iky sin θ˜n , (6)
Coefficients R˜n,m and T˜n,m are elements of the reflection and transmission
matrices. Note that Rn,m = 0 and Tn,m = 0 if n −m is odd because of the
symmetry of the problem. Our aim is to find R˜n,m and T˜n,m.
By applying the principle of reflections one can reduce the problem of
scattering in the waveguide to the problem of diffraction by an infinite peri-
odic grating composed of Neumann segments (see below). It is well-known
that such a problem leads to a 2 × 2 matrix Wiener–Hopf problem. The
Wiener–Hopf problem remains unsolved except the only particular case of
b = a/2 [1, 2, 3, 4], for which it reduces to a matrix problem with matrices
of the Daniele–Khrapkov form. The latter can be factorized explicitly. For
details see survey articles [5, 6]. For normal incidence this problem has been
solved in [7, 8] by scalar Wiener–Hopf technique using dual integral equation
formulation. For the case of arbitrary incidence this problem has been solved
first by Riemann–Hilbert method [9].
In [10, 11] the problem is reduced to a singular integral equation, which
is solved approximately. In [12] it is considered with help of eigenfunction
expansion technique.
Another method that can be applied to the problem is the method of
matching series expansions [13, 14]. For this method the values R˜n,m, T˜n,m
are unknowns of an infinite (truncated somehow) linear algebraic system.
In the current paper we are not presenting any method for solving a
general problem of diffraction by a transversal screen in a waveguide. Instead,
we study asymptotically the case of
θ˜in ≪ 1, (7)
i. e. we assume that partial Brillouin waves propagate almost normally to
the axis of the waveguide. Physically, in this case the time frequency of the
incident wave is close to the cut-off frequency of the m-th mode. Condition
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(7) leads to some interesting properties of the scattering process. A detailed
theory can be found in [15, 16]. Depending on the structure of the scat-
terer, there can occur either a general case of an almost complete reflection
(R˜m,m → −1 as θ˜in → 0), or a particular case of an anomalous transmission.
According to the classification given in [16], in the case of a thin transversal
hard screen one should observe the anomalous transmission with T˜m,m → 1
as θ˜in → 0. The classification of [16] is based on the existence of the so-
called threshold stabilizing solutions. Namely, it is proven that an anomalous
transmission takes place if and only if there exists a solution of the scatter-
ing problem having a special form at the cut-off (threshold) frequency of the
m-th mode. This solution should have structure of the non-growing m-th
waveguide mode (plus, possibly, an exponentially decaying remainder) in the
branches of the waveguide. In our case such a solution can be easily written:
u˜st = cos
(
k(x+ (a− b)/2) cos θ˜m
)
.
The solution is constant with respect to y, so it obeys Neumann boundary
conditions on the hard screen.
The anomalous transmission is a complicated and surprising phenomenon.
It is a result of a resonance interaction of gaps between the screen and each
of the walls. The phenomenon is formulated as a mathematical theorem, and
the theorem is valid for any b smaller than a. According to the theorem, it
should be T˜m,m → 1 for small but fixed (a− b)/2 and θ˜in → 0. At the same
time, for small but fixed θ˜in and (a− b)/2→ 0 it should be T˜m,m → 0 (since
the gap becomes small and the wave no longer can penetrate it). Therefore,
in the domain of two small parameters θ˜in and (a − b)/a there should be
a boundary separating these two regimes. The aim of the current paper is
to study this boundary and to describe the regimes in more details. The
problem has been formulated by S.A.Nazarov, and the authors are grateful
to him for inspiring discussions.
We should note that a total (resonance) transmission through a periodic
grating has been described by Maljuzhinets for a different physical situation.
The work of Maljuzhinets was dedicated to creation of acoustical environment
of Palace of Soviets in Moscow (was not constructed). The phenomenon of
total transmission is called now the Maljuzhinets phenomenon.
The structure of the paper is as follows. In Section 2.1 the problem of
scattering by a thin hard wall in a waveguide is transformed into the problem
of propagation on a branched surfaceR. The principle of reflection is used for
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this. The resulting branched surface has two sheets and an infinite number
of branch points of order 2. Formulae linking the transmission and reflection
coefficients for the waveguide problem and those related to the branched
surface problem are derived.
In Section 2.2 the Helmholtz equation on surface R is reduced to a
parabolic equation. The assumptions of shortness of the wave and of small-
ness of the angle of incidence are used for this. Again, transmission and
reflection coefficients are introduced for the parabolic problem. These coeffi-
cients are linked with the waveguide reflection and transmission coefficients
by simple relations.
In Section 3.1 edge Green’s functions for the parabolic problem on the
branched surface are introduced. The edge Green’s functions are generated
by point sources located near the branch points rather than by an incident
plane wave. In Section 3.2 the Green’s theorem for the parabolic equation
is derived. Using this theorem the directivities of the edge Green’s functions
are expressed through integrals of the wave fields.
In Section 3.3 the edge values of the diffraction field are introduced. They
are the values of the wave field at the branch points. The edge values play an
important role in the consideration. A formula connecting the edge values of
the wave field with the directivities of the edge Green’s function is derived.
This formula is based on the reciprocity principle, which is proven to be valid
for the parabolic equation on branched surfaces.
In Section 4.1 an embedding formula for the field is derived. The embed-
ding formula is an expression connecting the diffracted wave field (generated
by the incident plane wave) with the edge Green’s functions. A standard tech-
nique based on an embedding operator is used for derivation. Unfortunately,
the embedding formula for the field is not enough for our consideration. We
need expressions for the transmission and reflection coefficients, i. e. the em-
bedding formula for the coefficients. Sections 4.2, 4.3, and 4.4 are dedicated
to this. Formulae in Sections 4.2 and 4.3 are obtained in a standard way.
However, these formulae do not enable one to obtain the zero-order trans-
mission coefficient since the embedding operator nullifies corresponding wave.
Thus, the formula from Section 4.3 should be regularized. A regularization is
built in Section 4.4. This regularization is based on the concept of extended
directivity of an edge Green’s function. This concept requires an alternative
formulation of the diffraction problem developed in Appendix A.
Sections 5.1 and 5.2 are dedicated to estimation of the directivities of
the edge Green’s functions. The consideration is based on the model of
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scattering by a short Dirichlet or Neumann segment. Such a model is derived
in Appendix B.
In Section 6 some analytical and numerical results are presented. The
boundary between transmission and reflection regimes is found. This bound-
ary is given by formulae (114) and (115).
2 Preparatory steps
2.1 Application of the reflection principle. A problem
on a branched surface
Apply the reflection principle to the walls of the waveguide, i. e. consider the
field u˜(x, y) on the whole plane (x, y) instead of the strip
−(a− b)/2 < x < (a+ b)/2.
Since the walls are hard, we use an even continuation of the field through
the walls:
u˜(x, y) = u˜(b− a− x, y), u˜(x, y) = u˜(b+ a− x, y). (8)
Now one can study diffraction of wave (2) by a periodic set of infinitely thin
acoustically hard screens (segments y = 0, an < x < an+ b, n ∈ Z).
Apply the reflection principle to the hard screens. Namely, cut the plane
along the screens and duplicate the plane with the cuts. On the second
(unphysical) sheet define an even reflection of the wave field by the formula
u˜′(x, y) = u˜(x,−y). (9)
Attach the shores of the cuts of the unphysical sheet to those of the physical
sheet as it is shown in Fig. 2. Shores labeled by the same Roman numbers
should be linked together. As the result, get a branched surface R having
two sheets and an infinite number of branch points. Each branch point has
order 2. The positions of the branch points are xn:
x2n = an, x2n+1 = an + b, n ∈ Z. (10)
The field should obey Meixner’s conditions in the vicinities of the branch
points (the energy of the field should be locally finite there).
6
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Fig. 2: Scheme of the branched surface
Now instead of scattering by hard screens in a plane we will study prop-
agation on R. The incident field is comprised of two plane waves on R. One
is (2) existing in the upper half-plane on the physical sheet. The other is
u˜in(x,−y) existing in the lower half-plane of the unphysical sheet.
There is an alternative representation of R. Namely, the cuts can be
drawn along the half-lines x = xn, y < 0. The scheme of the surface is shown
in Fig. 3. The upper half-plane of sheet 1∗ coincides with the upper half-
plane of sheet 1, the same is valid for the upper half-planes of sheets 2 and 2∗.
However, the lower half-planes are cut differently in these representations.
To avoid misunderstanding we will denote the field on the sheets cut as in
Fig. 2 by u˜(x, y, ν), where ν = 1, 2 is the index of the sheet. If the surface is
cut according to Fig. 3 then the field will be denoted as u˜(x, y, ν∗), ν = 1, 2.
Formally, the star belongs not to ν, but to the notation u˜(·, ·, ·∗)
The cuts shown in Fig. 2 and Fig. 3 are linked by the relation
u˜(x, y, ν) = u˜(x, y, ν∗) for y > 0 or y < 0, x2m+1 < x < x2m+2
(11)
u˜(x, y, ν) = u˜(x, y, (3− ν)∗) for y < 0, x2m < x < x2m+1 (12)
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Fig. 3: An alternative representation of R
The problem of propagation on R is slightly more general than the prob-
lem of scattering by a hard wall in a waveguide. Namely, instead of two
incident cosine waves u˜in(x, y), u˜in(x,−y) existing on two sheets one can
consider a single incident exponential wave
u¯in = e
ik(x cos θ˜in−y cos θ˜in) (13)
which is present on the upper half-plane (y > 0) of sheet 1. Moreover, it is
important that for the problem on R the parameter θ˜in is an arbitrary angle,
not necessary obeying (3), (4).
Consider the problem formulated above on R. Let the incident wave (13)
be falling along the first sheet. Let θ˜in not obey (3), (4). Denote the scattered
field by u¯sc(x, y, ν). The scattered field is connected with the total field u¯ by
the relation
u¯(x, y, 1) = u¯sc(x, y, 1) + u¯in(x, y) for y > 0, (14)
u¯(x, y, 1) = u¯sc(x, y, 1) for y < 0,
u¯(x, y, 2) = u¯sc(x, y, 2).
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According to Floquet principle, the scattered field can be represented as
series. For y > 0 the series take form
u¯sc(x, y, ν) =
∞∑
n=−∞
R¯νne
ik(x cos ψ˜n+y cos ψ˜n) (15)
for some coefficients R¯νn, while for y < 0 the series take form
u¯sc(x, y, ν) =
∞∑
n=−∞
T¯ νn e
ik(x cos ψ˜n−y cos ψ˜n). (16)
Here
ψ˜n = arccos(cos θ˜in − 2πn/(ka)). (17)
The “old” field u˜(x, y) can be represented through the “new” values
u¯(x, y, ν) as follows. Consider the limit
θ˜in → θ˜m. (18)
Obviously,
u˜(x, y) =
1
2
eik cos θ˜in(a−b)/2× (19)
(u¯(x, y, 1) + u¯(x,−y, 2) + (−1)mu¯(b− x, y, 1) + (−1)mu¯(b− x,−y, 2))
and
T˜m−2n,m = e
ik(cos θ˜in−cos θ˜m+2n)(a−b)/2× (20)
(T¯ 1n + R¯
2
n + T¯
1
−n−m + R¯
2
−n−m),
R˜m−2n,m = e
ik(cos θ˜in−cos θ˜m+2n)(a−b)/2× (21)
(R¯1n + T¯
2
n + R¯
1
−n−m + T¯
2
−n−m).
Write down one more elementary properties of the coefficients T¯ , R¯. Con-
sider the field u¯(x, y, 1)+ u¯(x, y, 2). This field obeys the Helmholtz equation
on the (x, y)–plane without branch points. Thus, it is the trivial solution
comprised of the incident plane wave. Therefore
R¯1n + R¯
2
n = 0, T¯
1
n + T¯
2
n = δn,0, (22)
where δ is the Kronecker’s delta.
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2.2 Parabolic equation
Consider the problem for u¯ on R. To simplify the consideration study the
short-wave case, i. e. the values a, b and (a − b)/2 are large comparatively
to the wavelength. Moreover, assume that θ˜in ≪ 1. In this case one can
apply the parabolic approximation of diffraction theory [17, 18, 19] taking
the positive x-direction as the main propagation direction. Within this ap-
proximation the field on R is represented in the form
u¯(x, y) = eikxu(x, u). (23)
Dependence of u(x, y) on x and y is assumed to be slower than that of the
exponential factor on x. The Helmholtz equation (1) is approximated by the
parabolic equation
L[u] = 0, L ≡ ∂x + (2ik)−1∂2y . (24)
The parabolic equation describes well the Fresnel diffraction (when the angle
of scattering is small), describes badly diffraction at large angles, and it
neglects the back-scattering (there are no waves traveling in the negative x-
direction in this approximation). Fortunately, the problem of interest, i. e.
the diffraction of a waveguide wave close to the cut-off is mainly described
as the Fresnel scattering.
It is known that the parabolic approximation works well for the angles θ˜
for which the dimensionless combination
√
ka θ˜ is not large compared to 1.
Thus, we demand that
√
ka θ˜in is not large. Also we expect that the coeffi-
cients T¯n,m, R¯n,m will be estimated reasonably only for n such that
√
ka ψ˜n
is not large.
The incident wave (existing only in the upper half-plane of sheet 1) has
form
uin = e
−ikxθ2
in
/2−ikθiny, (25)
where θin is a parameter approximately equal to θ˜in, such that
1− θ
2
in
2
= cos θ˜in. (26)
One can see that in some strip |y| < const the wave (25) together with (23)
provides an approximation to u˜in.
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We look for a scattered field usc(x, y, ν) onR. The scattered field is linked
with the total field u in a way similar to (14):
u(x, y, 1) = usc(x, y, 1) + uin(x, y) for y > 0, (27)
u(x, y, 1) = usc(x, y, 1) for y < 0,
u(x, y, 2) = usc(x, y, 2).
The total field should be continuous on R (except the branch points) and it
should be bounded near the branch points. The last condition plays the role
of Meixner’s condition and guarantees the absence of sources at the branch
points.
According to the Floquet principle, the scattered field should be repre-
sented as series
usc(x, y, ν) =
∞∑
n=−∞
Rνne
−ikxψ2n/2+ikψny (28)
for y > 0, and
usc(x, y, ν) =
∞∑
n=−∞
T νn e
−ikxψ2n/2−ikψny (29)
for y < 0. These representations are parabolic approximations of (15) and
(16). The “angles” ψn are defined by
ψn =
√
θ2in +
4πn
ka
. (30)
Note that ψ0 = θin.
Obviously, for not large |n|, ψn ≈ ψ˜n, and
T¯ νn ≈ T νn , R¯νn ≈ Rνn. (31)
Moreover, we neglect the backscattering, which corresponds to the last two
terms in the sums in (20) and (21). Thus, we get from (20), (21), and (31)
T˜m−2n,m ≈ eiπn(a−b)/a(T 1n +R2n), (32)
R˜m−2n,m ≈ eiπn(a−b)/a(R1n + T 2n). (33)
The last formulae connect the solution of the parabolic problem with that of
the initial Helmholtz problem in the waveguide.
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Similarly to (22),
R1n +R
2
n = 0, T
1
n + T
2
n = δn,0. (34)
The parabolic equation of diffraction theory has one important property
making the parabolic problems much simpler than their Helmholtz proto-
types. Namely, if the strip x′ < x < x′′ is free of branch points, then for any
solution v of equation (24) in this strip
v(x′′, y) =
∞∫
−∞
v(x′, y′)G(x′′ − x′, y − y′)dy′, (35)
where
G(x, y) =
√
k
2πix
eiky
2/(2x) (36)
is the Green’s function of the whole plane, i. e. a solution of the equation
L[G] = δ(x)δ(y)
equal to zero for x < 0.
Let v be defined on R, decay as |y| → ∞, and be bounded near the
branch points. Let be xn < x < xn+1. The integral representation (35) can
be rewritten as follows:
v(x, y, ν∗) =
∞∫
0
v(xn, y
′, ν∗)G(x−xn, y−y′)dy′+
0∫
−∞
v(xn+0, y
′, ν∗)G(x−xn, y−y′)dy′ =
(37)
∞∫
0
v(xn, y
′, ν∗)G(x−xn, y−y′)dy′+
0∫
−∞
v(xn−0, y′, (3−ν)∗)G(x−xn, y−y′)dy′
Note the usage of xn + 0 and xn − 0 notations in (37). Since the surface is
cut into sheets 1∗ and 2∗ along the lines x = xn, these notations indicate
whether the values on the right or on the left shore of a cut are taken.
Below we use the principle of limiting absorption to separate the outgoing
and the ongoing waves. As we noted before, absorption corresponds to k
having a small positive imaginary part, i. e.
k = k′(1 + iǫ), ǫ→ 0, Im[k′] = 0.
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At the same time, we keep the Floquet constant e−ikaθ
2
in
/2 having absolute
value equal to 1, thus kθ2in should be real. Therefore
θin = θ
′
in(1− iǫ/2), Im[θ′in] = 0.
The combination kθin has a positive imaginary part:
kθin ≈ k′θ′in(1 + iǫ/2).
A similar reasoning shows that for each ψn the combination kψn, n ∈ Z has
a positive imaginary part (vanishing or not), while kψ2n is real. Thus, the
“plane wave”
e−ikxψ
2
n/2+ikψny
for any n oscillates in x-direction and decays in positive y-direction.
3 Edge Green’s functions
3.1 Introduction of the edge Green’s functions
Edge Green’s functions are the fields generated by sources located near the
branch points. These functions are used for derivation of embedding formulae
[20].
Introduce edge Green’s functions wn(x, y, ν∗), where n ∈ Z is the number
of the branch point, the notation of the sheets is as above. Each edge Green’s
function is generated by two sources located to the right of the point xn:
L[wn](x, y, 1∗) = δ(x− (xn + 0))δ(y), (38)
L[wn](x, y, 2∗) = −δ(x− (xn + 0))δ(y), (39)
where δ is the Dirac delta-function. The location of the sources for the edge
Green’s function w0 is shown in Fig. 4.
The notation xn + 0 indicates that the source is located to the right of
xn. According to general properties of the parabolic equation, in this case
w(x, y, ν∗) = 0 for x < xn, and
wn(x, y, ν∗) = (−1)ν−1G(x− xn, y)
for xn < x < xn+1. Since the source is located to the right of xn, the field
does not feel the cut at x = xn.
13
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Fig. 4: Sources for the edge Green’s function w0
The structure of the sources and the symmetry of surface R lead to the
relations
wn(x, y, 1∗) = −wn(x, y, 2∗), (40)
wn(x,−y, 1) = (−1)n+1wn(x, y, 1). (41)
Consider edge Green’s function w1 in the upper half-plane of sheet 1.
Similarly to the Helmholtz case, far from the source the field can be asymp-
totically represented as a Green’s function of the plane multiplied by a factor
depending only on the angle of scattering:
wn(x, y, 1∗) = Vn
(
y
x− xn
)
G(x− xn, y) + o(G(x− xn, y)). (42)
This representation defines uniquely directivity Vn(θ). Directivity Vn(θ) is
defined on the half-line θ > 0. Since θ = 0 corresponds to the x-axis, we
don’t expect that Vn(θ) can be smoothly continued through θ = 0.
Definition (42) can be used in the upper half-plane of sheet 1, or, the
same, of sheet 1∗. Using the notation of sheets of the surface, we can write
Vn(θ) = Vn(θ, 1), θ > 0. The directivities at the other three half-planes can
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be found from the symmetry relation (41):
Vn(θ, 2) = −Vn(θ), θ > 0, (43)
Vn(θ, ν) = (−1)ν+nVn(−θ), θ < 0. (44)
Since R is periodic in the x-direction, for l ∈ Z
wn+2l(x+ al, y, ν) = wn(x, y, ν) (45)
Vn+2l(θ) = Vn(θ). (46)
Thus, it is sufficient to find only V0 and V1 to know all directivities of the
edge Green’s functions.
3.2 Green’s theorem and an integral representation for
the directivities of the edge Green’s functions
Derive Green’s theorem for the parabolic equation. Introduce operator
L′ = −∂x + (2ik)−1∂2y . (47)
Let v and w be some functions obeying equations
L[v] = f(x, y), L′[w] = h(x, y). (48)
in some domain Ω of a plane having piecewise–linear boundary ∂Ω. Then
1
2ik
∫
∂Ω
[(v · n)w − (w · n)v]dl =
∫
Ω
[fw − hv]ds. (49)
where n is the external unit normal vector to ∂Ω,
v = (ikv, ∂yv), w = (−ikw, ∂yw)
are the vector–functions (the pair contains x- and y-components), “·” denotes
the scalar product.
The proof of (49) can be obtained in a straightforward manner by applying
Gauss–Ostrogradsky theorem.
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If fields v and w are defined on the whole surface R and are generated
by a finite set of point sources, then (49) can be applied to surface R and it
reads as ∫
R
[fw − hv]ds = 0. (50)
Proposition 1. Directivity Vl(θ) can be represented as follows:
Vl(θ) = 1 + 2
∞∑
n=l+1
eik(xn−xl)θ
2/2
0∫
−∞
wl(xn + 0, y, 1∗)e
−ikθydy. (51)
Proof. Consider domain Ω shown in Fig. 5. Substitute functions v(x, y) =
wl(x, y, 1∗), w(x, y) = −G(xl + X − x, y − Y ) for some X, Y , Y > 0 into
(49). Note that
L′[w] = −δ(x− (X + xl))δ(y − Y ), L[v] = δ(x− (xl + 0))δ(y),
thus the right-hand side of (49) is equal to wl(xl +X, Y, 1∗)−G(X, Y ).
Consider the limits t1, t3 → −∞, t2, t4 →∞. Due to the limiting absorp-
tion principle, the integrals along the lines x = t1, t2 and y = t3, t4 vanish,
and in the left-hand side of (49) one can leave only the integrals along the
lines x = xn ± 0, i. e. the integrals over the shores of the cuts.
sheet 1*
+
n
W X+x,Yl
xl x t= 2x t= 1
y=t4
y=t3
Fig. 5: Domain Ω
Take the limit X → ∞ with Y = Xθ. The Green’s function G can be
approximated as
G(X + xl − xn, y −Xθ) ≈
√
k
2πiX
exp
{
ik
(
X
θ2
2
− yθ + (xn − xl)θ
2
2
)}
.
(52)
16
Substituting (52) into (49) and taking into account that
wl(xn + 0, y, 1∗) = −wl(xn − 0, y, 1∗)
(following from (40)), get (51).
3.3 Edge values
Here, again, u is the solution of the parabolic diffraction problem on R
formulated in Section 2.2 (with the incident plane wave on sheet 1). Introduce
the edge values of u as follows:
Cn,ν∗ = u(xn − 0, 0, ν∗). (53)
The notation xn−0 shows that the edge values are taken at the point located
to the left of xn, i. e.
Cn,ν∗ = lim
ǫ→0
u(xn − ǫ, 0, ν∗), ǫ > 0.
The points at which the edge values are taken are shown in Fig. 6.
Proposition 2. The edge values Cn,ν∗ and the directivities of the edge
Green’s functions Vn are linked by the relation
Cn,1∗ − Cn,2∗ = e−ikxnθ
2
in
/2V1−n(θin). (54)
Proof. Formula (54) is the parabolic analogue of the reciprocity princi-
ple. Instead of a plane incident wave one can consider the field generated by
a point source located at the point (−X, θinX) as X → +∞. The amplitude
of the source should compensate the decay of G with X . I. e.
u(x, y, ν∗) = lim
X→∞
uX(x, y, ν∗), (55)
where uX(x, y, ν∗) obeys the following equation on R
L[uX ](x, y, ν∗) = A(x)δ(x+X)δ(y −Xθin)δν,1, (56)
A(X) =
√
2πiX
k
e−ikXθ
2
in
/2,
it decays as |y| → ∞ and is bounded near the branch points.
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Fig. 6: Positions of the points at which the edge values are taken
Consider the function
w(x, y, ν∗) = uX(b− x, y, ν∗). (57)
This function has the same branch points as u, i. e. it is single-valued on R.
It obeys equation
L′[w](x, y, ν∗) = A(X)δ(x− (X + b))δ(y −Xθin)δν,1, (58)
moreover
Cn,1∗ − Cn,2∗ = w(x1−n + 0, 0, 1∗)− w(x1−n + 0, 0, 2∗). (59)
Now take v = w1−n(x, y, ν∗) and apply (50) to v and w. Consider the
limit X →∞ and take into account that b− x1−n = xn. By definition (42),
lim
X→∞
w1−n(X + b,Xθin, 1∗)
√
2πi(X + xn)
k
exp
{
−ik
2
(Xθin)
2
X + xn
}
= V1−n(θin).
(60)
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Approximating the exponential factor as
exp
{
−ik
2
(Xθin)
2
X + xn
}
≈ e−ikXθ2in/2eikxnθ2in/2,
obtain (54) .
4 Embedding formulae for the field and for
the scattering coefficients
4.1 The embedding formula for the field
Proposition 3. The y-derivative of u obeys equation
L [∂yu] (x, y, ν∗) = (−1)ν−1
∞∑
n=−∞
(Cn,1∗ − Cn,2∗)δ(x− (xn + 0))δ(y). (61)
Proof. Function ∂yu obeys equation (24) everywhere on R except maybe
the branch points since operator ∂y commutes with L. To study the singu-
larities at the branch points apply integration by parts to (37):
∂yu(x, y, ν∗) =
∞∫
0
∂y′u(xn, y
′, ν∗)G(x− xn, y − y′)dy′+ (62)
0∫
−∞
∂y′u(xn − 0, y′, (3− ν)∗)G(x− xn, y − y′)dy′+
(Cn,ν∗ − Cn,(3−ν)∗)G(x− xn, y).
Since G is the field produced by a unit point source, conclude that the point
(xn + 0, 0, ν∗) contains a point source with the amplitude Cn,ν∗ − Cn,(3−ν)∗ ,
which coincides with (61) .
Now we are ready to derive the embedding formula for the field. Apply
operator
H = ∂y + ikθin (63)
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to the wave field u(x, y, ν∗). Function H [u](x, y) obeys equation
L[H [u]](x, y, ν∗) = (−1)ν−1
∞∑
n=−∞
(Cn,1∗ − Cn,2∗)δ(x− (xn + 0))δ(y) (64)
on R and contains no incident wave since H [uin] = 0. Thus, we can conclude
that
H [u](x, y, ν∗) = H [usc](x, y, ν∗) =
∞∑
n=−∞
(Cn,1∗ − Cn,2∗)wn(x, y, ν∗). (65)
The last identity is based implicitly on uniqueness of the field on R (both
sides of (65) contain no wave components coming from large |y|, and they
have the same set of sources, thus it follows from uniqueness that the fields
on the right and on the left are equal). The uniqueness for the parabolic
equation on a branched surface is established in [22] for imaginary k. Note
that for real k the uniqueness theoretically can brake due to trapped modes.
This issue is not discussed in the current paper.
Combining (65) with (54), obtain
H [usc](x, y, ν∗) =
∞∑
n=−∞
e−ikxnθ
2
in
/2V1−n(θin)wn(x, y, ν∗), (66)
which is the embedding formula for the fields.
Next, the embedding formula for the fields will be converted into the
representations of the coefficients Rνn, T
ν
n in terms of the directivities Vn(θ),
i. e. into embedding formulae for the scattering coefficients. After that the
coefficients Vn(θ) will be estimated and, thus, the initial problem will be
solved.
4.2 Representation for Rν
n
Proposition 4. The values Rνn can be represented as follows:
R1n =
V0(ψn)V1(θin) + V1(ψn)V0(θin)e
ikb(ψ2n−θ
2
in
)/2
ikaψn(ψn + θin),
(67)
R2n = −R1n. (68)
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Proof. Consider domain Ω shown in Fig. 7. Parameters t and y1 are
fixed, and the limit y2 → −∞ is taken. Apply Green’s theorem (49) in Ω.
Take v = H [u](x, y, 1∗) in the form (66), and
w = eikxψ
2
l
/2−ikyψl . (69)
b a0
n y=y1
W
y=y2
x=t x=t+a
+
+
+
sheet1
*
Fig. 7: Domain for derivation of (67)
Due to periodicity, the integrals over the lines x = t and x = t + a
in the left-hand side of (49) compensate each other. Due to the limiting
absorption principle, the integral over the segments with y = y2 tend to zero
as y2 → −∞.
Consider the integral in the left-hand side of (49) over the segment y = y1,
t < x < t + a. Function usc can be represented as (28). The terms of (28)
provide Fourier decomposition on the segment. Thus, due to orthogonality
of the exponentials, only the term with n = l results in a non-zero integral.
Finally, (49) reads as
ikaψl(ψl + θin)R
1
l − 2
∞∑
n=−∞
e−ikxn(θin)
2/2V1−n(θin)× (70)
0∫
−∞
(
wn(+0, y, 1∗) + e
ikbψ2
l
/2wn(b+ 0, y, 1∗)
)
e−ikψlydy =
V1(θin) + e
ikb(ψ2
l
−(θin)
2)/2V0(θin).
This identity can be transformed into (67) by taking into account (51),
(45), (30).
Relation (68) follows from (34) .
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4.3 Representation for T ν
n
, n 6= 0
Proposition 5. Transmission coefficients T νn for n 6= 0 can be represented
as follows:
T 1n =
−V0(ψn)V1(θin) + V1(ψn)V0(θin)eikb(ψ2n−θ2in)/2
ikaψn(θin − ψn), (71)
T 2n = −T 1n . (72)
Proof. The proof of (71) is similar to the proof of (67). Let be u′ = H [u]
on R. Make a reflection
v(x, y, ν) = u′(x,−y, ν) (73)
and substitute it into (49) as v. Take (69) as w. Note that due to the
symmetry (41), (66) reads as
u′(x, y, ν∗) =
∞∑
n=−∞
e−ikxnθ
2
in
/2(−1)n+1V1−n(θin)wn(x, y, ν∗). (74)
Thus, (70) reads as
ikaψl(−ψl + θin)T 1l − 2
∞∑
n=−∞
(−1)n+1e−ikxn(θin)2/2V1−n(θin)× (75)
0∫
−∞
(
wn(+0, y, 1∗) + e
ikbψ2
l
/2wn(b+ 0, y, 1∗)
)
e−ikψlydy =
−V1(θin) + eikb(ψ2l −(θin)2)/2V0(θin).
This results in (71). Relation (72) follows from (34) .
4.4 Representation of T ν0 . Extended directivities
It is necessary to find coefficient T ν0 since the main task of the paper is
to study the coefficients of direct transmission and mirror reflection T˜m,m,
R˜m,m, into which T
ν
0 contributes via (32), (33). The form of (75) makes it
clear why the formula does not work for n = 0: the factor (−ψl + θin) is
equal to zero for l = 0. Thus, a regularization of (71) is needed. However,
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such a regularization is not a simple task, since physically one cannot vary
ψn without changing θin (they are linked by the Floquet principle). So, a
more elaborate approach is necessary.
Proposition 6. The regularization is given by the formula
T 10 = lim
φ→θin
V0(θin, φ)V1(θin)− V1(θin, φ)V0(θin)
ikaθin(φ− θin) (76)
where Vn(θ, φ) are the extended directivities given by
Vl(θ, φ) = λl−1 + 2
∞∑
n=l+1
λn−1e
ik(xn−xl)θ
2/2
0∫
−∞
wl(xn + 0, y, 1∗)e
−ikφydy, (77)
λn = λn(θ, φ) =
{
1, even n,
exp{ik(a− b)(φ2 − θ2)/2}, odd n. (78)
The coefficient T 20 is given by
T 20 = 1− T 10 . (79)
The proof of the proposition in rather complicated and it is given in
Appendix A.
Obviously, the connection between the directivities introduced as (51)
and (77) is as follows:
Vl(θ) = lim
φ→θ
Vl(φ, θ). (80)
Introduce the derivatives of Vn(θ, φ) with respect to the second argument:
V ′n(θ) = ∂φVn(θ, φ)|φ=θ. (81)
By applying l’Hospital’s rule, (76) can be written in the form
T 10 =
V ′0(θin)V1(θin)− V ′1(θin)V0(θin)
ikaθin
. (82)
5 Estimation of V0(θ, φ) and V1(θ, φ) for small
(a− b)/a
5.1 Asymptotics of V0(θin, φ)
Consider the case of small slits between the hard screen and the walls of the
waveguide:
ε ≡ a− b
a
≪ 1. (83)
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Our aim is to estimate V0(θin, φ) (and, in the next section, V1(θin, φ)) in
this case. The resulting expressions will be put into (67) and (82). Then
approximations T˜m,m and R˜m,m will be found from (20) and (21).
Cut surface R into two sheets differently from Fig. 2 and Fig. 3. The
scheme of the new cut of the surface is shown in Fig. 8. New notations of
the sheets are (x, y, ν∗∗), ν = 1, 2. The cuts are conducted now along the
segments x2n−1 < x < x2n. The upper half-plane of sheet 1∗∗ is the upper
half-plane of sheet 1, i. e.
w0(x, y, ν∗∗) = w0(x, y, ν) for y > 0, (84)
w0(x, y, ν∗∗) = −w0(x, y, ν) for y < 0, (85)
and
w0(xn + 0, y, ν∗) = (−1)nw0(xn, y, ν∗∗) for y < 0. (86)
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Fig. 8: The third scheme of R
Rewrite expression (77) as follows:
V0(θ, φ) = λ1 + 2
∞∑
n=1
λn−1(−1)neikxnθ2/2
0∫
−∞
w0(xn, y, 1∗∗)e
−ikφydy. (87)
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Transform the sum in the right:
λ−11 V0(θ, φ) = 1+2
∞∑
n=1
eikx2nθ
2/2× (88)
0∫
−∞
(
w0(x2n, y, 1∗∗)− e−ik(a−b)φ2/2w0(x2n−1, y, 1∗∗)
)
e−ikφydy,
Applying Green’s theorem and taking v = w0(x, y), w = e
−ikφy+ikxφ2/2
rewrite (88) in the form
λ−11 V0(θ, φ) = 1−
1
ik
∞∑
n=1
eikx2nθ
2/2× (89)
x2n∫
x2n−1
∂yw0(x,−0, 1∗∗)eik(x−x2n)φ2/2dx.
Under the assumption (k(a− b)θin)≪ 1 make an approximation λ1 = 1, and
V0(θ, φ) ≈ 1− 1
ik
∞∑
n=1
eikx2nθ
2/2
x2n∫
x2n−1
∂yw0(x,−0, 1∗∗)dx (90)
Here we set eik(x−x2n)φ
2/2 ≈ 1.
Consider sheet 1∗∗. Each cut y < 0, x2n−1 < x < x2n is a scatterer on
this sheet. Due to the symmetry of w0, the field is equal to zero on the
cuts, so the scatterers are of Dirichlet type. Such scatterers are studied in
Appendix B.
Introduce the coefficients
cn = w0(x2n−1 − 0, y, 1∗∗). (91)
According to (122),
w0(x, y, 1∗∗) = G(x, y) + hD
∞∑
n=1
cnG(x− x2n, y), (92)
hD = −2
√
2i(a− b)
πk
.
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Estimate the values cn. According to (92),
cn = G(na, 0) + hD
n−1∑
l=1
clG((n− l)a, 0) (93)
or
cn =
√
k
2πia
(
1√
n
+ hD
∞∑
l=1
cl√
n− l
)
. (94)
(94) is an infinite system of linear equations for cn. Fortunately, the
system has a convolution nature (with respect to the index), so it can be
solved explicitly. Multiply (94) by eipn (Im[p] ≥ 0) and sum over n from 1 to
infinity. Change the order of summation on the right:
cˆ(p) =
√
k
2πia
Li1/2(e
ip)(1 + hcˆ(p)), (95)
where
cˆ(p) =
∞∑
n=1
cne
ipn, (96)
and
Liζ(z) =
∞∑
n=1
zn
nζ
(97)
is a polylogarithm function [23]. Solving (96) obtain
cˆ(p) =
√
k
2πia
Li1/2(e
ip)
1 + 2
√
εLi1/2(eip)/π
. (98)
Taking into account (90) and (128), obtain
V0(θ, φ) ≈ 1 + hDcˆ(kaθ2/2) =
(
1 + 2
√
ε
π
Li1/2(e
ikaθ2/2)
)−1
. (99)
Obviously,
V ′0(θ) = 0.
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5.2 Estimation of V1(θ, φ)
Again, consider the field w1 on surface R cut according to Fig. 8. Note that
due to the symmetry of the sources for w1 the segments y = 0, x2n−1 <
x < x2n can be considered as Neumann scatterers on sheet 1∗∗. Thus, the
description developed in Appendix B for small Neumann segments is valid
for this sheet.
Expression for V1(θ, φ) has form
V1(θ, φ) = 1 + 2
∞∑
n=2
λn−1(−1)neik(xn−x1)θ2/2
0∫
−∞
w1(xn, y, 1∗∗)e
−ikφydy. (100)
Using Green’s theorem rewrite (100) in the form
V1(θ, φ) = 1 + 2e
ik(xn−x1)φ2/2
0∫
−∞
w1(x2, y, 1∗∗)e
−ikφydy− (101)
φλ1
∞∑
n=2
eikx2nθ
2/2
x2n∫
x2n−1
w1(x,−0, 1∗∗)eik(x−x2n)φ2/2dx
Find function w1(x, y, 1∗∗) in the strip x2 < x < x3. Obviously,
w1(a, y, 1∗∗) = sign(y)G(a− b, y). (102)
Then, for a < x < a+ b
w1(x, y, 1∗∗) =
∞∫
−∞
w1(a, y
′, 1∗∗)G(x− a, y − y′)dy′
Repeat the argument from Appendix B and expand G(x − a, y − y′) as a
Taylor series in y′:
w1(x, y, 1∗∗) ≈
∞∫
−∞
w1(a, y
′, 1∗∗) ((G(x− a, y)− y′∂yG(x− a, y))dy′.
Note that the first term in the parentheses (the monopole term) yields zero.
Thus,
w1(x, y, 1∗∗) ≈ f0∂yG(x− a, y), (103)
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f0 = −2
∞∫
0
yG(a− b, y)dy = −
√
2i(a− b)
πk
The field (109) near the point (x3, 0) has “dipole” nature (see Appendix B),
i. e. it can be approximated as cy on a large segment x = x3, −
√
a/(kε) <
y <
√
a/(kε).
Redefine the values
cn = ∂yw1(x2n+1 − 0, 0, 1∗∗). (104)
According to the approximations developed in Appendix B, for y > a one
can write
w1(x, y, 1∗∗) ≈ f0∂yG(x− a, y) + hN
∞∑
n=1
cn∂yG(x− a(n+ 1), y), (105)
hN = −2
3
(
a− b
k
)3/2√
2
πi
A system of equations for cn has form
cn = f1
(
f0
n3/2
+ hN
n−1∑
l=1
cl
(n−m)3/2
)
, (106)
f1 = n
3/2∂2yG(an, 0) =
(
k
a
)3/2√
i
2π
.
Introduce the function cˆ(p) by formula (96). Solve (106) by Fourier trans-
form:
cˆ(p) =
f0f1Li3/2(e
ip)
1− f1hNLi3/2(eip) . (107)
According to (108), (102), and (129),
V1(θ, φ) = 1− 2eik(a−b)φ2/2
0∫
−∞
G(a− b, y)e−ikφydy+ (108)
ikφλ1hNe
ikaθ2/2cˆ(kaθ2/2)
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An elementary estimation of the first two terms yields
1− 2eik(a−b)φ2/2
0∫
−∞
G(a− b, y)e−ikφydy =
√
2(a− b)k
πi
φ+O(kaθ2).
Thus, this value is of order φ
√
ka
√
ε. Make an estimation of the third term
of (108):
ikφλ1hNe
ikaθ2/2cˆ(kaθ2/2) ∼ φ
√
kaε2.
One can see that the third term contains an additional small factor ε3/2 and
can be neglected. Thus, a usable approximation of V1(θ, φ) is
V1(θ, φ) ≈
√
2(a− b)k
πi
φ, (109)
and
V ′1(θ) ≈
√
2(a− b)k
πi
. (110)
6 Asymptotical and numerical results
First, estimate the straight transmission and mirror reflection coefficients
T˜m,m and R˜m,m for small (a − b)/a. The estimation can be obtained by
applying formulae (32), (33), (34), (67), (82). One should substitute the
approximations (99) and (109) into these formulae. A graph of |T˜m,m(θin)|,
|R˜m,m(θin)| is shown in Fig. 9. The values of parameters taken for these
computations are as follows: ak = 100, (a − b)/a = 0.05. Variation of θin
can be performed physically by slight variation of temporal frequency near
the threshold value. The index of the incident waveguide mode is equal to
m = 31. One can see that |T˜m,m| → 1 and |R˜m,m| → 0 as θin → 0. This
agrees with conclusions of the consideration developed by S. A. Nazarov [16].
One can study (99) asymptotically for small θ (such that
√
ka θ ≪ 1).
For this, use the asymptotics of Li1/2(e
µ) for small µ [23]:
Li1/2(e
µ) =
√
π(−µ)−1/2 + . . . (111)
Thus,
V0(θ, φ) ≈ 1 for θ ≫
√
ε
ak
, (112)
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Fig. 9: Transmission and reflection coefficients T˜m,m, R˜m,m
V0(θ, φ) ≈ θ
2
√
πak
2iε
for θ ≪
√
ε
ak
, (113)
Using these approximations one can obtain for small ε
T˜m,m ≈ 1, |R˜m,m| << 1 for θ ≪
√
ε
ak
, (114)
|T˜m,m| ≪ 1, R˜m,m ≈ 1 for θ ≫
√
ε
ak
. (115)
This is the main asymptotical result of the paper. This result establishes the
domain of the parameters in which the Nazarov’s anomalous transmission
can happen when the gap a− b is small.
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The formulae obtained in the paper enable one to describe the whole
process of reflection / transmission in a waveguide with a screen. Consider
the case θ ∼ √ε/(ak), i. e. neither asymptotics (114) nor (115) is valid.
Namely, take the paprameters θin = 0.045, ka = 100, (a− b)/a = 0.05. Note
that T˜n,m = −R˜n,m if m 6= n. The values |T˜n,m| are shown in Fig. 10.
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Fig. 10: Transmission and reflection coefficients T˜n,m, R˜n,m for the interme-
diate regime
7 Summary
The problem of scattering by a thin Neumann wall placed in a 2D planar
waveguide is studied. The wall is irradiated by a single waveguide mode
with frequency close to its cut-off. The main aim of the paper is to study
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the anomalous transmission, i. e. the phenomenon of an almost complete
transmission as the frequency of the incident mode tends to the mode’s cut-
off. The problems seems non-trivial when the frequency is close to the cut-off,
and the gap between the screen and the wall of the waveguide is small.
By the method of reflections the problem is first transformed into a prob-
lem of scattering by an infinite diffraction grating composed of thin Neumann
screens, and then into a problem of propagation on a branched surface having
two sheets and a periodic set of branch points of order 2.
A parabolic approximation of diffraction theory is used to describe the
wave process on the branched surface. This simplifies the consideration a lot.
The study is performed in two major steps. First, the edge Green’s func-
tions are introduced and the embedding formulae for the coefficients of reflec-
tion and transmission are derived. These formulae ((67), (71), (82)) express
the coefficients of reflection and transmission in terms of the directivities of
the edge Green’s functions. Note that formulae (67) and (71) are rather
standard (they are obtained by applying an embedding operator), while (82)
is less trivial. This formula is a regularization of (71). The regularization is
based on an extended formulation of the diffraction problem. This formula-
tion is described in Appendix A.
The second step is an estimation of the edge Green’s functions V0(θ),
V1(θ) and their extended versions V0(θ, φ), V1(θ, φ). Such an estimation is
done for a small gap, i. e. for small (a − b)/a. The estimation is based
on the description of scattering by small Dirichlet and Neumann segments
developed in Appendix B. It is shown that a Dirichlet segment under certain
conditions can be considered as a point (monopole) scatterer having known
strength. Similarly, a small Neumann segment can be considered as a dipole
scatterer of a known strength. The estimation of V0 and V1 is then built from
a description of an infinite periodic array of such scatterers.
Finally, the estimations of V0 and V1 are substituted into the embedding
formulae, and the coefficients of transmission and reflection for the initial
waveguide problem are calculated. The main result related to the anomalous
transmission is (114), (115).
Note that the same consideration can be applied to the problem of diffrac-
tion by a thin Dirichlet screen. Also, a small screen can be studied instead
of a small gap. In this case it can be shown that near the cut-off frequency
the reflection coefficient Rm,m is close to -1.
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8 Appendix A. A proof of (76)
To prove (76) introduce a new formulation of a diffraction problem on R.
The “old” formulation depends on a single parameter θin, while the “new”
formulation depends on two variables, θin and φ, i. e. it is more flexible. The
old formulation can be obtained from the new one as a result of the limiting
procedure φ → θin. Such a limiting procedure provides a regularization for
(71).
Consider the “old” diffraction problem. Redefine the scattered field (in-
troduce the new scattered field uscn):
uscn(x, y, 1∗) = u(x, y, 1∗)− uin(x, y), uscn(x, y, 2∗) = u(x, y, 2∗). (116)
The difference between (116) and (27) is that
uscn(x, y, 1∗) = usc(x, y, 1∗)− uin(x, y) for y < 0.
A direct consequence from (116) is that
u(x, 0, 1) = uscn(x, 0, 1) + e
−ikxθ2
in
/2 (117)
for b < x < a.
Our aim here is finding the coefficient of the Fourier series:
T 10 =
1
a
a∫
0
u(x,−0, 1)eikxθ2in/2dx = (118)
1
a
a∫
0
uscn(x,−0, 1)eikxθ2in/2dx+ a− b
a
.
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Since the total field is continuous on R, the new scattered field obeys
matching conditions
uscn(xn + 0, y, 2∗)− uscn(xn − 0, y, 1∗) = e−ikxnθ2in/2e−ikθiny, (119)
uscn(xn + 0, y, 1∗)− uscn(xn − 0, y, 2∗) = −e−ikxnθ2in/2e−ikθiny (120)
for y < 0. These matching conditions (taken with the parabolic equation
(24) for uscn) can be put in the basis of the new formulation of a diffraction
problem onR. It is necessary also to take into account the limiting absorption
principle, i. e. the field uscn should decay as |y| → ∞. The field should be
bounded near the branch points as well. As it is shown in [22], the field uscn
obeying these conditions is defined uniquely.
Now introduce an extended problem formulation. Find the field uext(x, y, ν)
on R obeying parabolic equation (24) everywhere except the cuts x = xn,
n ∈ Z, y < 0 and matching conditions on the cuts similar to (119), (120):
uext(xn + 0, y, 2∗)− uext(xn − 0, y, 1∗) = λne−ikxnθ2in/2e−ikφy, (121)
uext(xn + 0, y, 1∗)− uext(xn − 0, y, 2∗) = −λne−ikxnθ2in/2e−ikφy, (122)
decaying as |y| → ∞, and bounded near the points (xn, 0). Parameter λn =
λn(θin, φ) is defined by (78).
The solution of the problem for uext is also unique. This can be easily
proven by writing down an explicit solution for the case of k having a positive
imaginary part (see [22]). Function uext should obey the Floquet property
uext(x+ a, y, ν∗) = e
−ikaθ2
in
/2uext(x, y, ν∗).
Under the condition Im[k] > 0 the solution uext is smooth with respect
to parameter φ, thus
uscn = lim
φ→θin
uext, (123)
and
T 10 =
1
a
lim
φ→θin
a∫
0
uext(x,−0, 1)eikxθ2in/2dx+ a− b
a
. (124)
In the “extended” formulation (121), (122) one can choose any right-hand
side depending on parameter φ such that it tends to the right-hand side of
(119), (120) as φ→ θin. Our choice is motivated by the following:
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— The right-hand side of (121), (122) obeys the same Floquet property as u.
— Function e−ikφy is nullified by operator Hφ = ∂y+ ikφ, which is close (but
not equal) to the embedding operator H .
— Parameters λn are introduced to simplify the computations in the subse-
quent estimation of V0(θ, φ) and V1(θ, φ). The choice λn ≡ 1 is also possible,
but leads to estimation of additional terms. Of course, the result is the same.
Consider the function Hφ[uext](x, y, ν∗). defined on R. This function de-
cays as |y| → ∞. Moreover, this field is continuous on the cuts, since the
discontinuity ∼ e−ikφy is nullified by Hφ. Thus, Hφ[uext] is continuous on
R, obeys (24) on the cuts, and the only singularities it can have are some
singularities at the branch points.
Proposition A1. Field v obeys an inhomogeneous parabolic equation
L[Hφ[uext]](x, y, ν∗) = (125)
(−1)ν−1
∞∑
n=−∞
(
cn,1∗ − cn,2∗ + λne−ikxnθ
2
in
/2
)
δ(x− (xn + 0))δ(y),
where
cn,ν∗ = uext(xn − 0, 0, ν∗). (126)
Proof. Prove that the singularity on the sheet 1∗ near the point x0
is δ(x − 0)δ(y)(c0,1∗ − c0,2∗ + 1). All other branch points / sheets can be
considered similarly. Take arbitrary y and 0 < x < b. Taking into account
(120), obtain a relation
uext(x, y, 1∗) =
∞∫
0
uext(0, y
′, 1∗)G(x, y − y′)dy′+ (127)
0∫
−∞
(uext(−0, y′, 2∗)− e−ikφy)G(x, y − y′)dy′
Apply operator Hφ to (127). Performing integration by parts, obtain
Hφ[uext](x, y, 1∗) =
∞∫
0
Hφ[uext](0, y
′, 1∗)G(x, y − y′)dy′+ (128)
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0∫
−∞
Hφ[uext](−0, y′, 2∗)G(x, y − y′)dy′ + (c0,1∗ − c0,2∗ + 1)G(x, y).
The last term corresponds to the singularity of the form δ(x− 0)δ(y)(c0,1∗ −
c0,2∗ + 1) .
Proposition A2. The combination cn,1∗−cn,2∗+λne−ikxnθ2/2 is expressed
in terms of the extended directivities as follows:
cn,1∗ − cn,2∗ + λne−ikxnθ
2/2 = e−ikxnθ
2
in
/2V1−n(θin, φ) (129)
Proof. Note that by formulation (121), (122) function uext has a sym-
metry
uext(x, y, 1∗) = −uext(x, y, 2∗). (130)
Then step by step follow the proof of (54) .
Substitute (129) into (125) and apply the uniqueness:
Hφ[uext](x, y, ν∗) =
∞∑
n=−∞
e−ikxnθ
2
in
/2 V1−n(θin, φ)wn(x, y, ν∗). (131)
Proposition A3. For y < 0
Hφ[uext](x, y, 1) =
∞∑
n=−∞
Bne
−ikψny−ikxψ2n/2, (132)
Bn =
1
ψna
(
eikb(ψ
2
n−θ
2
in
)/2V1(ψn)V0(θin, φ)− V0(ψn)V1(θin, φ)
)
(133)
The proof is similar to that of (71).
Now we can prove (76). Obviously, uext(x, y, 1) for y < 0 can be repre-
sented as a sum of a regular and discontinuous component
uext(x, y, 1) = ureg(x, y) + udis(x, y). (134)
The regular component can be obtained by formal inversion of the operator
Hφ at (132):
ureg(x, y) =
∞∑
n=−∞
Bne
−ikψny−ikxψ2n/2
ik(φ− ψn) . (135)
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The singular part should be nullified by Hφ, obey equation (24), and obey
(121), (122) on the cuts. The only form for such a solution is as follows:
udis(x, y) = g(x)e
−ikφy−ikxφ2/2 for 0 < x < a, (136)
where
g(x) = g1 for 0 < x < b, (137)
g(x) = g2 for b < x < a, (138)
and function udis(x, y) should obey the Floquet property
udis(x+ a, y) = e
−ikaθ2
in
/2uext(x, y).
The constants g1 and g2 should obey equations following from the match-
ing conditions (121), (122):
(g1 − g2)eika(θ2in−φ2)/2 = 1, (139)
g1 − g2eika(θ2in−φ2)/2 = 1. (140)
One can easily find the solution of (139), (140):
g1 = 0, g2 = −eika(φ2−θ2in)/2
Substituting ureg and udis into (124) and taking the limit φ→ θin obtain (76).
Appendix B. Scattering by small segments
Consider two auxiliary problems: scattering of a locally plane wave by a
small Dirichlet segment and scattering of a “dipole” wave by a Neumann
segment. In both cases the scatterer is the segment y = 0, 0 < x < q (in our
case q = a− b), and the direction of propagation of the wave is the positive
x-direction. The problem is considered in the parabolic approximation, i. e.
the governing equation is (24).
Note that the concept of a small segment in the parabolic consideration is
different from the Helmholtz case. In the Helmholtz formulation the segment
is small if it is smaller than the wavelength: kq ≪ 1. In the parabolic
consideration there exists an angular parameter of the problem (in our case
this parameter is θin) which should be compared to the angular parameter
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associated with the segment: θseg = (kq)
−1/2. The segment is small if θin ≪
θseg. The diffraction directivity of the Dirichlet segment is approximately
constant for |θ| ≪ θseg.
Another important parameter for the auxiliary problem is the diffraction
width d =
√
q/k. This is the width (in the y-direction) of the strip, which
affects the diffraction, i. e. the diffracted field “feels” the incident wave only
in the strip −Nd < y < Nd for sufficiently large N (say N ∼ 10).
Both θseg and d are well known in diffraction theory. The first one is (up
to a constant factor) the width of the first diffraction maximum. The second
one is the width of the penumbral zone.
First, consider diffraction of a locally plane wave by by a Dirichlet strip.
The locally plane wave is the wave which is approximately constant on a
segment x = 0, −Nd < y < Nd.
Denote the field falling on the segment by uiD(x, y). Let this field obey
equation (23). Let uiD be even: uiD(x, y) = uiD(x,−y). Define
cD = uiD(0, 0). (141)
The total field can be found explicitly from (35) (see also [21]). The
Dirichlet boundary condition leads to an odd continuation of the field through
the segment, thus
u(q, y) =
∞∫
0
uiD(0, y
′)G(q, |y| − y′)dy′ −
∞∫
0
uiD(0, y
′)G(q, |y|+ y′)dy′. (142)
Using the elementary property of the parabolic equation, namely
uiD(d, y) =
∞∫
−∞
uiD(0, y
′)G(q, y − y′)dy′,
transform (142) into
u(q, y) = uiD − 2
∞∫
0
uiD(0, y
′)G(q, |y|+ y′)dy′. (143)
The second term can be considered as the diffracted field udD(x, y) on the
line x = q. This field has the following properties:
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— udD(q, y) is small comparatively to udD(q, 0) for y ≫ d.
— In the integral uiD(0, y
′) can be replaced by its value at y′ = 0, i. e. by cD.
This will not affect the integral in the area y ∼ d.
— The integral of udD(q, y) over y is equal to
∞∫
−∞
udD(q + 0, y)dy ≈ cD hD, (144)
hD = −4
∫∫
∞
0
G(q, y + y′)dydy′ = −2
√
2iq
πk
. (145)
Since for x > q the diffracted field can be written as
udD(x, y) =
∞∫
−∞
udD(q, y
′)G(x− q, y − y′)dy′,
an we can conclude that
udD(x, y) ≈ cD hDG(x, y). (146)
This approximation is valid when x≫ q and the angle of scattering is smaller
than θseg. Formula (146) means that a small Dirichlet segment acts as a
point scatterer with force hD. One can think about the scattered field as
about a solution of an inhomogeneous parabolic equation with the source
cD hDδ(x)δ(y).
Now consider diffraction of a “dipole” wave by a Neumann segment. The
position of the segment is the same as above. The dipole–type wave is an
odd field uiN(x, y) such that uiN(x, y) = −uiN(x,−y) and
uiN(0, y) ≈ cN y (147)
on some segment −Nd < y < Nd.
Instead of the odd continuation (142) one should use an even continuation.
Similarly to the consideration of the Dirichlet segment, the diffracted field
for x = q is as follows :
udN(q, y) ≈ ±2cN
∞∫
0
y′G(q, |y|+ y′)dy′, (148)
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where the upper sign is taken for y > 0, and the lower sign is taken for y < 0.
Find the field udN(x, d) for x≫ q:
udN(x, y) =
∞∫
−∞
udN(q, y
′)G(x− q, y − y′)dy′ (149)
Represent the kernel G(x− q, y− y′) as Taylor series with respect to y′ (this
representation is valid on the segment of size ∼ d). Also substitute x− q by
x:
udN(x, y) ≈
∞∫
−∞
udN(q, y
′) (G(x, y)− y′∂yG(x, y))dy′. (150)
The first term is equal to zero, since udN(q, y) is an odd function. Thus,
udN(x, y) ≈ cN hN∂yG(x, y), (151)
hN = 4
∫∫
∞
0
y′yG(q, y + y′)dydy′ = −2
3
( q
k
)3/2√ 2
πi
(152)
The scattered wave is generated by the source having form cN hNδ(x)δ
′(y),
where δ′(y) is the derivative of the delta-function.
According to Green’s theorem, formula (146) for the Dirichlet strip is
equivalent to the formula
q∫
0
∂yudD(x,+0)dx = −
q∫
0
∂yudD(x,−0)dx ≈ ıkcD hD. (153)
Similarly, for the Neumann strip and a dipole field
q∫
0
udN(x,+0)dx = −
q∫
0
udN(x,−0)dx ≈ ikcN hN. (154)
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