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ABSTRACT
After recalling the reasons for high brightness beams in linear colliders, the question
of the preservation of the tansverse emittances over long distances and in the presence
of perturbations is dealt with. In both single-bunch and multibunch modes, the
possible remedies and correction means studied so far are surveyed and discussed for
the different linacs envisaged. These means raise confidence that the transverse
emittances can be controlled in spite of the difficulties.
1. Introduction
The preservation of transverse emittances is critical in linear colliders as
performance requires small emittances, a large emittance ratio, and small energy spread,
in spite of strong wakefields. The damaging effects of these fields are related to the
misalignments of the quadrupoles, the accelerating cavities, and the position monitors,
and they are present in both single-bunch and multibunch modes. In single-bunch mode,
emittance dilution is reduced by forcing a coherent motion of the bunch, correcting the
trajectory, and preventing chromatic effects. The first remedy tends to achieve the same
betatron period across the bunch, either by imposing a given energy spread or by using
RF quadrupoles. The other two are based on step-by-step trajectory corrections, more
global and sophisticated algorithms, non-dispersive bumps, cavity displacements, and
separate scaling with energy of the lattice-cell length and the quadrupole strength. In
multibunch mode, beam breakup can be controlled either by the use of high-frequency
kickers or through an attenuation of the fields generated in the trail of each bunch. As a
rule, the latter is possible by damping and detuning the most dangerous dipole
components. In both modes, corrections must not upset the energy-spread minimization,
and depend on the choice of parameters, linac layout, and positioning tolerances.
2. Emittance Requirements
When the beams collide head-on at the interaction point of a linear collider, the
luminosity obtained is directly proportional to: the square of the bunch population Nb,
the repetition rate frep, the enhancement factors Hx, Hy due to beam disruption (or
reduction factors of the beam transverse dimensions due to the pinch effect at collision),
and to the number of bunches kb. But it is inversely proportional to the product of the
beam sizes σxσy = Rσy
2
 (if R is the beam aspect ratio σx/σy), i.e.,
L =
kb Nb
2 f rep HxHy
4 pi R σy
2 .
                                               (1)
This equation immediately shows the advantage in having a low transverse
emittance in order to achieve small beam sizes. The limit here comes from the damping
rings, presumably used to generate bright beams, and can be set between 10–6 and
2 × 10–6 rad.m for the total normalized emittance. The actual values considered range
from 1.5 × 10–6 to ~ 2 × 10–5 rad.m for the different Linear Colliders (LC) discussed1
(NLC at SLAC, JLC at KEK, the S-band based SBLC at DESY, the superconducting LC
in the TESLA Collaboration, VLEPP in Protvino, and CLIC at CERN).
Given the total emittance, the aspect ratio R can be selected — not necessarily to
optimize the luminosity, but to reduce all the beam–beam backgrounds and improve the
resolution on the centre-of-mass energy of the collision. These effects can be
characterized by the beamstrahlung parameter ϒ (fractional critical photon energy), the
fractional energy loss due to radiation δB that is a function of the enhancement factor Hϒ
for quantum effects, and the detector occupancy Ω (number of 2γ events per bunch
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Consequently, high R-values lessen the key parameters of the Eqs. (2), as required
for the experiments. Therefore, all studies of linear colliders are based on flat beams with
aspect ratios of between 15 and 500, depending on the choice of the other parameters.
In order to show how small are the emittances and how large is the aspect ratio in
the different LCs studied, Table 1 summarizes some of the main characteristics of these
design proposals2,3 (in increasing order of RF frequency fRF) for a center-of-mass
energy at the collision of 500 GeV. Note that γεx,y are termed 'normalized emittances'
and that εy  is the vertical geometrical emittance, which can be tiny.
At constant σy, increasing R induces a reduction of L because of (1), although L can
be kept the same by choosing different conditions and including the pinch effect.
Possible ways of nevertheless boosting the luminosity are to act on frep, Nb, and kb.
However, increasing frep has limitations because of the RF power it would require, and
pushing Nb may be restricted by the emittance dilution effects (see below). Therefore,
the possibility of functioning in a multibunch mode (kb > 1) is often considered. In this
mode, the effective emittance combining the single-bunch emittance with the phase-
space walk of all the bunches must be well controlled to preserve the collider
performance.
Hence, preserving the single-bunch emittance as well as the effective emittance is
critical — mainly in the vertical plane, since R is much larger than 1. And this has to be
done in the presence of many sources of imperfections. Considering quasi-static (or
slowly drifting) imperfections, one can mention the misalignments of the linac
components,
Table 1
Main characteristics of 0.5 TeV LC studies
Parameter TESL
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the possible tilts of these components, the wakefields induced by the interaction of the
beam with the cavities, and the energy-dispersion of the optics. In this case, one assumes
that drifts are slow enough for corrections to be applied, and a variety of correction
means have been studied in both single-bunch and multibunch modes. They are reviewed
in this paper and illustrated with simulation results. Turning to higher-frequency varying
imperfections (jitters), these can be associated with seismic vibrations, technically-
induced oscillations (for example, water cooling), and power supply ripples. For this,
fast-enough corrections are essentially impossible so that one mainly relies on tight
tolerances.
3. Single-Bunch Mode
The presence of strong dipole wakefields implies large kicks originating from
misalignments of the cavities and off-centred trajectories. In a single bunch, short-range
wakes generated by the leading particles act downstream, distorting the bunch. The well-
known technique for counteracting this effect consists in obtaining a coherent motion by
imposing the same oscillation period (or focusing strength k2) on all particles of the
bunch (Appendix 1, Section A1.1). The condition, called autophasing by its author4, can
be written as:




δ (z − z*)dz* ,
−∞
z∫
                                     (3)
where the point-charge wake WT
δ
 is integrated over the bunch of density ρ(z). All the
linear collider proposals (except TESLA where the wakefields are particularly weak)
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In Eqs. (3) and (4), re is the classical radius of the electron defined as e2/m0c2/4piε0.
Differences arise, however, in the way in which the variation of k2 is achieved: a)
using external magnetic focusing the change can be obtained via an imposed energy
spread δBNS, since k2 ∝ 1/p if p is the momentum; or b) the spread in k2 is created by
generating part of the transverse focusing directly from RF fields oscillating at the
frequency of the accelerating fields, in so-called microwave quadrupoles6. In CLIC,
where δBNS would be large and in conflict with the minimization of the bunch energy
spread required for the final focus system, the second solution is proposed.
With the condition of smooth focusing and the equivalence between k2 and 1/β2,
conditions (3) and (4) indicate that keeping a constant stability margin along the linac
implies scaling the β-function with γ . With a constrained phase advance, this in turn
means that both the focal distance f and the separation Lc of the lattice quadrupoles
should be scaled with γ . However, studies of discrete focusing lattice (Appendix 1,
Section A1.2) show that β-function and chromaticity dµ/dδ (µ = phase advance, δ =
energy deviation) are independent attributes with different sensitivities to a given phase





〈 d2µ / dδds 〉
Nb 〈 WT 〉beam
γ 〈 δ 〉beam
≅ 1 ,
                              (5)
and the γ -scaling of β set aside. In order to better balance the effects of energy
dispersion and strong wakefields, and to achieve approximately the phase-advance
chromaticity demanded by (5), CLIC has introduced a different scaling with energy, that
involves a variation of µ along the linac. This is done by independent and different
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With αa = 0.3 and αq = 0.6, this gave a 33% gain on the vertical emittance blow-up
with respect to standard γ  scaling. Figure 1 gives the corresponding Twiss functions
plotted against s.
Fig. 1  CLIC Twiss functions with the scaling of Eq. (6).
Although autophasing and appropriate scaling are indispensible in most linear
colliders, it is just as vital to maintain small beam excursions in the elements of the linac.
The position tolerances to prevent emittance dilution are therefore very tight. To keep
them as reasonable as possible, corrections must be implemented, and those associated
with the 'static' case are reviewed below (more extensively in Appendix 2):
1) The simplest trajectory correction (Appendix 2, Section A2.1) relies on the
individual quadrupoles, displaced transversely to centre the beam in the downstream
beam-position monitors (BPM). In a one-to-one scheme, each BPM is close to one
quadrupole that is moved to centre the beam in the next immediate BPM. In a one-
to-few scheme8, several BPMs are located between two quadrupoles and each
quadrupole is moved to minimize all deviations measured in these BPMs. Iterating
this (fast) correction centres the beam in the cavities, and brings the quadrupoles on
the beam path if the BPMs are associated with cavities rather than quadrupoles as in
CLIC (strong wakes). This method reduces the orbit by two or three orders of
magnitude and gives alignment tolerances of ~ 5 µm for an acceptable growth of γεy
— i.e., ~ 15% in the NLC, and a factor ² 4 in CLIC, for instance.
2) Powerful methods of trajectory correction have been developed at SLAC9 for
compensating the dispersion whilst correcting the orbit and minimizing the wakefield
dilutions caused by the corrected trajectory (Appendix 2, Section A2.2). They are
based on minimizing the original orbit, and the differences of between three or five
orbits created by changing quadrupole strengths by a small amount (10% say, since
an error analysis shows that the effectiveness of the technique does not increase very
much for larger values10). These methods, known under the names of dipersion-free
(DF) and wake-free (WF) corrections, are relatively fast (solution of linear systems
involving several correctors, plus iterations), and correct the misalignments at
betatron frequency. With BPMs having a resolution of better than 1 µm, these
methods helped to relax the alignment tolerances to 70 µm in the NLC, and an
interesting 10 µm in CLIC where wakefields are 20 times stronger11. A recent idea12
that applies to linacs with strong wakefields consists of additionally trying to
compensate for an orbit difference created by varying both the bunch population Nb
and the bunch length σz (the difference between wakes and no wakes). First
simulations in the NLC with only cavity misalignments indicate a promising
reduction of the emittance dilution using this method.
3) Provided that the dilutions due to energy spread and chromaticity do not induce
significant filamentation, non-local corrections of the emittance at diagnostic stations
(Appendix 2, Section A2.3) are applicable, assuming the linac is broken into three to
six sectors (to implement the energy scaling13, for instance). One possibility consists
of moving a limited number of cavities (for example, 19 pairs in the SLC
simulations). While another relies on non-dispersive (ND) bumps9 (over several
oscillations in order to limit their amplitude) with excursions in the structures (Fig.
2) optimized by trial and error in order to restrain the emittance growth at the
monitors. In the SBLC, ND bumps reduced the blow-up from a factor of two to 16%
for cavity misalignments of 100 and 60 µm, respectively14. In the NLC, with 70 µm
misalignments, the blow-up went down from a factor of ~ 10 to 10%, while in
TESLA (low wakes) the relative emittance growth15 was reduced by a factor of five
to six (Fig. 3).
Fig. 2  ND bump (solid line) with a betatron oscillation (dotted) in the NLC.
Fig. 3  TESLA emittance growth w/o and with (dotted) ND bumps.
With flat beams, betatron coupling plays an important role in the vertical beam-size
growth by exchange of transverse 'energy' (square of the amplitudes). When the lattice is
identical in the two planes (µx = µy), the effect is enhanced by resonance. Therefore,
different phase advances should be selected in each plane using two families of
quadrupoles with different focal distances. This was tried in CLIC13 with (µx – µy) =
10°, which then allows an r.m.s. tilt of 1 µrad for the quadrupoles, whilst keeping the
emittance target values (3.0 × 10–6 × 1.5 × 10–7 rad.m). The β-beating in each linac
sector (Fig. 4) shows coupling. To reduce it and relax the tolerance, one can envisage
coupling correction stations, using quadrupole rotations and emittance diagnostics, and
frequent enough to restrict the filamentation caused by betatron mismatch.
Fig. 4 Betatron beating due to residual coupling in CLIC.
Turning to jitters — i.e., rapid variation in strengths and positions of the active
elements — the total emittance is the result of single-bunch dilution and displacement in
the phase space of the centre-of-gravity of the bunch as its coordinates change from pulse
to pulse. This 'walk' of the bunch ellipse induces a situation where e+e– bunches no
longer collide exactly head-on, which correspondingly reduces the luminosity. The total
effective emittance averaged over many pulses can be called 'large' emittance, whilst the
term 'small' emittance is reserved for the single bunch16. Figure 5 illustrates the
transition from the 'small' to the 'large' emittance (30% bigger) in CLIC16, with random
jitters in quadrupole positions of 50 nm (r.m.s.). Limiting the emittance growth to 10%,
the tolerances should be ~ 30 nm in CLIC. This value agrees with the 24 nm specified
for VLEPP, and the 14 nm considered in the NLC17. They are all low enough to suggest
the study of active damping of the vibrations (using, for instance, an accelerometer
feeding back a magnet correction coil).
Fig. 5  'Small' (left) and 'Large' (right) emittances with a 50 nm quadrupole jitter in CLIC.
4. Multibunch Mode
Multibunch mode is a possible strategy for better luminosity-to-power ratio.
However, accelerating a bunch train that extends over one filling time or more may
provoke instabilities and bunch-to-bunch energy variations. Both effects can eventually
result in emittance growth and beam breakup.
The longitudinal wakefields are at the origin of inter-bunch beam loading, and the
actual RF pulse influences the energy spectrum. Consequent energy variations may
induce bunch offsets via the dispersion (and control of the energy is important for the
physics experiment). To limit bunch-to-bunch energy spreads, compensation schemes are
needed18:
1) The most promising scheme is matched filling — i.e., adjustment of the injection
timing of the bunch train with respect to the RF pulse and the appropriate choice of
bunch spacing. Hence, sufficient extra energy in the RF fill between bunches copes
with the energy lost in accelerating the preceding bunches.
2) Staggered timing involves delaying subsets of klystrons so that some accelerating
sections are partially filled during the build-up of the beam-loading voltage to its
steady-state value.
3) Modulations of the RF input are phase adjustments or small klystron variations
when the bunch train passes through cavity sections that compensate the 'sag' one
gets in the middle of the train with the matched filling method.
The first scheme applies in principle to all designs, whilst the other two, based on
klystron delays and variations, are not appropriate for a two-beam scheme (such as
CLIC). The last scheme seems to be best for trains not longer than half the filling time.
In the NLC, the resulting fractional energy deviation for a 90-bunch train is essentially
confined to ±0.001 (Fig. 6) in a long-pulse prefilling compensation scheme18.

Fig. 6 Energy deviations of bunches in the NLC with the pre-filling compensation scheme.
The transverse wakefields (mainly long-range dipole modes) are directly responsible
for emittance growth caused by cumulative beam breakup and transverse bunch offsets in
the linac. Transverse modulation is carried from accelerating section to accelerating
section through the beam, and blow-up manifests itself as an amplitude growth from the
head to the tail of the bunch train. Different remedies are possible in order to keep this
growth small enough with respect to the single-bunch emittance:
1) Damped structures are modified disk-loaded wave guides in which the power of
the undesirable wakefield modes is coupled out through radial slots in the disks or
azimuthal waveguides, thus permitting the external quality factor Q of these modes
to be lowered. This was studied in SLAC and KEK19, as well as for lower frequency
designs such as the SBLC. In the JLC cavities (11.4 GHz) the Q-values of the first
synchronous dipole modes must be in the order of 10 to 100 20, so that the emittance
growth is suppressed to within 10%, with cavity misalignments of 10 µm. For the
SBLC (3 GHz), alignment tolerances are about 80 µm if most modes are damped to
Q = 2000 in combination with mutual detuning of dipole mode frequencies14. Recent
investigations for the NLC and wakefield measurements with the test facility ASSET
of SLAC21 reactivated interest in the idea of the combination of detuning with this
mode attenuation through wave guides running parallel to the cavity cells and
coupled to them22. In practice, limitations may come from the low Q-values
required, and the large number of cells involved (at high frequency).
2) Staggered tuning is a variation in the cell dimensions resulting in a cell-to-cell
spread of the dipole-mode frequencies (a few per cent). These modes are split into Nf
frequency components, whose distribution can be varied. The best one is a truncated
Gaussian, giving strong initial roll-off of the wakes, and low recoherence within the
length of the bunch train. This method is considered for all linear colliders using
more than one bunch (again except TESLA). Detailed studies23 were made, in
particular for the NLC, and a single-particle wake function was calculated for a mean
dipole mode frequency of ~ 15 GHz and a fractional spread of ~ 10% per structure.
Using four different structure types having interleaved frequencies and being
repeatedly cycled in the linac, leads to a greater suppression of the wakefield at
longer distances23 (Fig. 7). However, at this level of attenuation, higher dipole bands
begin to contribute significantly to the transverse wakes. To separate the critical
bands and improve detuning, it has been proposed24 also to vary the iris thickness
from 1.67 to
2.45 mm (keeping constant the fundamental frequency) so that this extra contribution
remains within the residual effect of the first band. These techniques are very
complex and imply tight tolerances in the construction of the accelerating sections.
The ASSET test bench21 provides an elegant way of measuring the actual wakefields
of prototypes of such sections. The first results25 confirm the expected attenuation,
but do not fully corroborate the predicted recoherence.
Fig. 7  Envelope of wake function for four structure types in the NLC, with interleaved frequencies.
3) Fast kickers can be used for realigning multiple bunches scattered by the long-
range wakefields. Using fast kicker pairs, the kick amplitude imparted to each bunch
of the train is adjusted to annul the measurement of a downstream BPM phase-
shifted by 90°. The NLC12 needs ~ 360 MHz kickers for bunch-by-bunch correction,
and position monitors with a precision of 0.5 µm at 500 GeV (i.e., ′ σ y /4, obtained by
averaging over many pulses); the desired feedback should react within seconds and
requires several pairs of alignment stations (say three to ten). Simulations26 show
(the picture was unfortunately not available to the author) that with 10 kicker pairs
(at
250 MHz) and a cavity misalignment of 50 µm, the emittance smear is reduced to ~
10 or 20% of the single-bunch emittance (from an initial factor of five). A similar
scheme has been tried for TESLA15. Even though in this case the total dilution is
dominated by single-bunch effects, and bunch realignment is not indispensable, the
multibunch scattering is  nevertheless drastically reduced by this technique, with
three stations and
500 µm cavity misalignment (Fig. 8) illustrating its potentiality.
Fig. 8 Multibunch emittance growth before and after (dotted) fast kicker correction in TESLA.
5. Conclusion
The existence of many methods of correction applying to static perturbations of a
single bunch raises confidence that its transverse emittances can be preserved, with
alignment tolerances of between 10 and 100 µm. Nevertheless, high-resolution alignment
(correction) systems, accurate position monitors, and several emittance measurement
stations are required. The control of jitter effects is, however, more critical, and mostly
relies on tight tolerances (of the order of 10 to 30 nm). In multibunch mode and with
static conditions, means of correction exist in principle, but their implementation appears
to be difficult and technically complex. Research and development are still needed in
these areas before one can be convinced of the feasibility of the schemes proposed.
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APPENDIX 1  EQUATION OF MOTION WITHIN A SINGLE BUNCH AND
COHERENT OSCILLATION IN A LINAC
A1.1  Formulation for Smooth Magnetic Focusing
The equation of motion can be written for fully relativistic particles in an accelerated
bunch, feeling distributed focusing magnetic forces as well as the forces due to the
transverse wakefields inside the bunch. For a slice of charge at a relative position, z,
inside the bunch (z = 0 at the center of the bunch), the equation of its transverse
displacement x is
γ (s) ′ ′ x (s,z) + ′ γ (s) ′ x (s,z) + k2(s,z)(ρ)x(s,z) = re ρ(z*)WTδ (z − z∗)x(s,z∗)dz∗ .
−∞
z∫
   (7)
In this equation, the quantity γ (s) represents the energy of the bunch in the presence of
an acceleration in the linac,
γ (s) = γ 0 + Gs ,
                                         (8)
where γ0 is the energy at injection and G the accelerating gradient. The derivatives are
taken with respect to s, and the focusing parameter, k = 2pi/λβ (λβ = betatron
wavelength), is inversely proportional to the average betatron amplitude βx. The function
ρ (z) describes the charge distribution inside the bunch, whileWTδ  stands for the
transverse wake potential per unit length produced by a unit point-charge.
The questions of coherent oscillations and BNS damping were treated in several
different ways (Refs. 4, 5, 27 and 28) and the formulation proposed here follows
Ref. 28. The damping term of Eq. (7) proportional to ′ γ (s) = G can first be suppressed
by using the variable a(s,z) instead of x(s,z), defined by the following relation:
x(s,z) = a(s,z) / γ(s) .
                                              (9)
Equation (9) gives evidence of the amplitude damping due to acceleration
(displacement decreases with γ ) and indicates that the actual invariant (proportional to
the square of the amplitude a) is the normalized emittance γεx.
Inserting (9) into (7), remembering that ′ ′ γ  = 0 (constant accelerating gradient in the
linac) and dividing the whole equation (7) by γ(s) , we find














∗)WTδ (z − z∗)a(s,z∗)dz∗ .
−∞
z∫
    (10)
In order to introduce the notion of the coherent oscillation of the whole bunch, let us
redefine27 the focusing force k2(s,z) as
k2(s,z) = k02(s) [1 + f(z)] ,
                                             (11)
for keeping apart the dependence on z. With (11), Eq. (10)  now becomes













a(s, z) = re
γ(s) ρ(z




     (12)
By definition, the oscillation of all the charges is coherent if, and only if, the amplitude a
of (12) is independent of the position z inside the bunch — i.e., a(s,z) = a(s). Assuming a
priori that this is achieved, a(s,z*) can be taken out of the integral and (12) replaced by
two equations:













a = 0 ,
                                     (13)
f(z) = re
γ(s)k02(s)
ρ(z∗)WTδ (z − z∗)dz∗
−∞
z∫ .
                             (14)
Equations (9) and (13) are the equations of a weakly damped, coherent oscillation of
the whole bunch, with decreasing frequency. Equation (14) is the condition for coherent
motion, termed 'autophasing' by its author4 and implying that the wakefield effect can be
cancelled through a proper choice of the variation f(z) of the focusing force along the
bunch itself. Avoiding any contradiction with the statement that f only depends on z
leads to the following necessary condition:
γ (s)k02(s) = C ; C = cons tant ,
                                  (15)
which explains why most of the focusing systems proposed (in all studies, except CLIC)
have a 'strength' scaled down with the square root of the energy (as stated in the main
text).
The next possible approximation consists of a linearization of the function f(z)
defined by (11) and of the integral entering (14), so as to rewrite the condition (14) to the
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ρ(z∗)WTδ (z −
−∞
z∫ z∗)dz∗ ≅ Nb ∂WT (z)∂z z ,








                                    (18)
where WT is the total wake potential per unit length in the bunch. Equation (18) is one
possible expression of the condition termed 'BNS damping' by those5 who first derived
it, although with a different formulation.
A1.2 Formulation for Discrete Magnetic Focusing
Reference 29 contains the only formulation known to the author of the dynamics of
a single bunch interacting with short-range transverse wakefields in an arbitrary focusing
lattice. It is summarized here in order to derive the more general form of the BNS
damping criterion quoted in the text.
So that the linear lattice can be arbitrary, the formulation is based on the integral
equation of the motion. The transverse dipole wakefields shift the trajectories of the
particles at the position z within the bunch and over a distance, s, by
∆x(s, z) = ds1 R12(s1,s,z)
re
γ(s1)
ρ(z∗)W Tδ (z − z∗)x(s1,z∗)dz∗ ,
−∞
z∫0s∫
         (19)
where R12 (s1,s,z) is the amplitude response at s of a unit kick given at s1 (transfer
matrix coefficient), that depends on the position z within the bunch in general. Then
superposing the betatron oscillations associated with distributed dipole kicks θ(s) (due to
quadrupole misalignments, for instance) and neglecting transverse offsets for simplicity
yields the integral equation of motion:
x(s,z) = γ0
γ(s) β(s,z)εx,0 cos ψ(s,z)
+ ds1
γ (s1)





z∫ − z∗) ds10s∫ 1γ(s1) γ(s1)γ(s) β(s,z)β(s1,z) x(s1,z∗)
sin [ψ(s,z) − ψ(s1, z)] , (20)
where the R12 coefficient has been replaced by its expression in terms of β-function and
betatron phase ψ. This has the advantage that only continuous lattice functions such as β
and ψ are explicitely involved, even in the presence of lumped quadrupoles. The
following step, making it possible to further simplify Eq. (20), consists of transforming
to the canonical form using the normalized amplitude u instead of x:




                                         (21)
Introducing (21) into (20) provides the form:
u(s,z) = εx,0 cos ψ(s, z) + ds1
γ(s1)
γ 0




∗ρ(z∗)WTδ (z − z∗)
−∞
z∫ ds10s∫ β(s1,z)β(s1,z∗)γ (s1,z)γ(s1,z∗)
× sin [ψ(s,z) − ψ(s1,z)] u(s1,z∗) ,
 (22)
adding explicitly the dependence of the energy γ on z.
The motion described by (22) corresponds to a coherent oscillation of arbitrary
amplitude, a, and phase advance ∆ψ (s) independent of z — i.e., u = a exp (i ∆ψ), if the
following condition is satisfied (after dividing by a),
ei∆ψ(s,z) = ei∆ψ(s) + re dz∗ρ
−∞
z∫ (z∗)WTδ (z − z∗) ds10s1∫ β(s1,z) β(s1,z∗)γ (s1,z) γ(s1,z∗)
× sin [∆ψ(s,z) − ∆ψ(s1,z)] ei∆ψ(s1 ) .
(23)
Using the interdependence ′ ψ  = 1/β and assuming that the betatron chromaticity is
negligible, the approximations
∆ψ(s1,z) ≈ ∆ψ(s1) β(s1,z) ≈ β(s1,z∗) γ(s1, z) ≈ γ(s1,z∗)
         (24)
hold and provide the simplified condition for coherent motion which follows:
∆ψ(s,z) − ∆ψ(s) ≅ re
2
dz∗ρ(z∗)WTδ (z − z∗)
−∞
z∫ ds1 β(s1)γ(s1) .0s∫
           (25)
This is now the 'autophasing' condition for free wakefield oscillation in a strong focusing
system, which reduces to the more familiar form4 in the case of smooth focusing. The
form (25) can still be modified by presuming that the phase advance variation is
dominated by the linear chromaticity
∆ψ(s,z) − ∆ψ(s) ≅ d∆ψ(s)
dδ
δb ,
                                   (26)
where δ holds for ∆p/p and δb is the value of δ in the bunch. Then averaging the
condition (25) in z over the bunch yields the practical form of the 'autophasing' criterion
in the discrete focusing case
d2∆ψ(s)







                    (27)









                             (28)
replacing ∆ψ(s) by the more usual notation µ and taking the averages of β and µ-
derivative over the lattice. Equation (28) allows the retrieval of the results of smooth
focusing (Section A1.1) using the correspondence k2 = 2 〈d2µ / dδds 〉 / β , instead of
the simple correspondence k2 = 1/β2 used in the smooth formulation. Quoting from Ref.
29, the artificial reduction of the parameter space being made in the smooth case is
serious, in that the chromaticity has a much greater sensitivity to phase advance for
FODO lattices than the β-function, which is rather insensitive once the cell length is
chosen. In fact, the scaling
β2 ~ γ suggested in (15) holds only with a phase advance constrained to be fixed.
APPENDIX 2  REVIEW OF THE METHODS FOR TRAJECTORY
CORRECTIONS
A2.1 One-to-One and One-to-Few Schemes
The 'one-to-one' scheme provides a correction of the bunch centre-of-charge
deviation x , measured at the position (i+1) by moving transversely the preceding
quadrupole, i, in order to centre the beam at (i+1) within the measurement error ξm
(r.m.s. value) and the displacement resolution ξd (also r.m.s.). The transverse deviation
∆x at j = i + 1 of the trajectory, due to a displacement dx of the quadrupole at i, is given







γ j − γ i
ln (γ j / γ i ) .
                                    (29)
In Eq. (29),   l ij is the distance separating the positions i and j, while γi and γj are the
energies at these positions.
The beam is centred in the quadrupole, i, when the following condition is achieved:
m12ij ⋅ dxi − x j = 0 with j = i + 1 .




 the matrix coefficient that includes the transverse wakefield kicks due to
RF cavities, and adding the measurement and displacement errors, yields the actual
displacement required at i for centring the beam at (i+1), used in numerical simulations
dxi =




                                       (31)
The 'one-to-few' scheme8 provides a correction of the bunch deviations x j
measured at several positions, j, sitting between the quadrupoles i and (i+1), by moving
transversely the quadrupole i. This correction minimizes the quadratic sum of all the




∑ x j − m12ij∗ dx i[ ]2 ,
                                 (32)
where m12ij
∗
 are the transfer coefficients (29), including the wakefields. The solution of
(32) can be written explicitly, taking the errors ξm and ξd into account:
dxi =
x j + ξm,j( )m12ij*j∑
m12ij*( )2j∑
+ ξd,i .
                             (33)
This algorithm is useful when the strength of the wakefields suggests, for instance,
having substantially more position monitors than quadrupoles. Both methods, however,
use only one corrector to centre the beam in a unique or small number of pickups, sitting
before the next corrector (which is in fact a quadrupole displaced transversely).
A2.2  Dispersion- and Wake-free Corrections
These methods of correction9 are all based on the simultaneous minimization of
trajectory deviations and trajectory differences linked to variable quadrupole settings,
measured at several beam position monitors (BPM). These schemes also use several
correctors to achieve such minimization. The measured trajectory deviations at BPM
number j can be written:
x j = xaj + xrj + xbj ,
                                            (34)
where xa is the actual deviations, xr the error due to the BPM limited precision and xb the
offset in the BPM position. The trajectory differences at BPM number j, measured with a
difference, δK, of the quadrupole strength, become
∆xj(δK ) = xj(δK ) − x j = xj (δK ) − xaj + xrj(δK) − xrj .
              (35)
For the description of the methods, it is also necessary to define the trajectory
response Xj at point j to angular kicks θi produced by correctors at position i, as well as
the trajectory difference ∆Xj resulting from the same kicks and a non-zero δK:
X j =
i< j
∑ R12(i, j,δK = 0) θi
∆Xj(δK ) = Xj(δK) − X j = [R12(i, j,δK ) − R12(i, j,0)] θi
i<j
∑ .
             (36)
In the 'dispersion-free' algorithm30, the differences defined above are measured by
changing all quadrupoles by the same amount, equivalent to a relative change in energy
by δ = ∆p/p. The trajectory difference becomes proportional to the dispersion, and the















                        (37)
where the terms are weighed by the accuracy with which x and ∆x are known, σr being
the r.m.s. BPM precision and σb the r.m.s. BPM misalignment relative to the linac
centreline. This algorithm aims at the parallel correction of the trajectory and of the
dispersive error and can be iterated in order to eliminate the effect of the inexact
knowledge of some physical quantities.
In the 'wake-free' algorithm30, the differences defined in (35) and (36) are presumed
to be measured: firstly, by changing all focusing quadrupoles QF by δKF, and secondly
by changing only the defocusing quadrupoles QD by δKD. Hence, there are three terms
in the function Φ3 to minimize with the correctors:
Φ3 =
j⊂{BPM}
∑ (x j + X j)2σr2 + σb2 +
[∆xj (δKF) + ∆X j(δKF )]2
2σr
2 +











Since the QF- and QD- fields are opposite and the QF- and QD-strengths are both
supposed to be decreased when measuring ∆xj and ∆Xj (typically by 5–10%), the
difference in these two variation terms mimics the effects of the wakefields, since the
sign of the kick depends only on the side where the trajectory is off-centre and not on the
quadrupole polarity. It has to be noted that the sum of these variation terms mimics in
turn the dispersive effect or trajectory shift with momentum, just as in (37). This
algorithm then tends to correct the trajectory while reducing the dispersion and
minimizing the wakefield dilution. Its effectiveness can be enhanced by its iteration and
by modifying the relative weights of the three terms of (38).
The dispersion-free algorithm described above relies upon the resemblance between
the actual dispersive error and the measured difference orbit. One source of difference
may come from the nonlinearities in δ = ∆p/p of the dispersive error, which can only be
partly taken into account when several difference orbits are measured for various δ-
values31. Minimizing at least n differences along with the trajectory allows the inclusion
of nonlinear terms in δ, up to a certain order, n, proportional to δn. In order to show
this31, the differences ∆xj and ∆Xj must be developed in δ. Since the kicks θi are
inversely proportional to p, the second relation (36) yields
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{[R12(i, j,δ) − R12(i, j,0)] − δ ⋅ R12(i, j,0)} .
         (40)
By definition, we can now write the following developments in δ of the quantities of
interest,




R12(i, j,δ) − R12(i, j,0) = cmij δm
m
∑











(40) and (41) gives the development in δ of the ∆Xj s,
∆X j = θi [(−1)n+m
m=1







                    (42)
Again by definition, (42) can be rewritten as:









∑ Cnij = Anj δn
n
∑ .
                      (43)
First equality in (43) defines the Cn
ij
, then the two sums that are finite are swapped;
the last equality defines the coefficients A n
j
. If the an
j
 result from a fit on the trajectory
measurements (to δn), the A n
j
 may result either from an analysis of the basic optics
(negligible wakefields) or from a fit on trajectory responses measured with the beam
(strong wakefields). If the aim is to correct dispersive effects up to a given order n in δ,




∑ (x j + Xj)2σr2 + σb2 +





                          (44)
where δ0 is the particular ∆p/p-value at which the measurements have been taken
(scaling factor for a and A). Here again, iterating and modifying the relative weights of
the different terms may improve the convergence and efficiency of the method11.
The so-called 'beam-based' correction32 addresses the need to control the emittance
dilution due to the wakefields arising from misaligned cavities, particularly when these
fields are strong. To achieve this, the wakefield effect is measured by varying the bunch
charge Nb or bunch length σz or both, and by measuring the change in the beam
trajectory as well as in the trajectory response to an angular kick θi, according to
∆xj (δNb,δσz) = xj (δNb,δσz ) − xj
∆Xj(δN b,δσz ) = [R12 (i, j,δNb,
i< j
∑ δσz) − R12(i, j, 0, 0)]θ i .
                 (45)
For weak wakefields, the measurements can be taken by enhancing the effect (higher
bunch charge or longer bunch length or both), while for strong wakefields measuring is
by reducing the nominal bunch current. The correction can then be carried through in the




∑ (x j + X j)2σr2 + σb2 +










              (46)
which still includes the trajectory itself. Ideally, the changes δNb and δσz should be
made without varying the other parameters. In practice, however, the energy and the
energy spread are modified, and this creates dispersive errors, which may upset the
autophasing and BNS damping. Limiting the effect of these errors is possible by
combining the minimization of Φ5 with that of Φ2 (37) or by using nondispersive bumps
(see Section A2.3). It is also important to check that the resolution of the position
monitors is maintained if Nb is reduced.
In all these methods of correction, a finite number of correctors is used to minimize
the trajectory properties at several beam position monitors in a limited region of the
linac.
A2.3  Non-local, Emittance-based Correction
The term global correction is used at times for corrections that are applied in a
limited region of the linac to generally counterbalance the wakefield effects that arise
farther downstream. They are based on beam emittance measurements and trial-and-error
procedures in order to find out empirically the best correction setting or amplitude. One
example of such a correction is the displacement of a limited number or group of
accelerating cavities over one or several periods of a betatron oscillation; a second group
of cavities shifted in phase by 90° with respect to the first one, and displaced according
to the same pattern, may complete the scheme (orthogonality). The parameters for
minimizing the emittance dilution are the amplitudes of the displacements. The
symmetrical scheme, in which the cavities are not moved, but where strategically placed
trajectory oscillations over finite lengths are introduced, has been tried successfully in
the SLAC linear collider33. The required oscillations are in this case of a few hundred
microns and depend on the charge; they allowed an emittance reduction of 30 to 50%  in
SLC.
An alternate way to cancel, on average, the wakefield effects due to misalignment is
the use of multiple 'non-dispersive' (ND) bumps9 that induce coherent oscillations as
well as wakefields. The principle consists in creating an ND bump spread over 360° of
phase advance and with a certain number of conditions: the trajectory and the dispersion
must be closed and the bump should be antisymmetrical — i.e., with amplitudes in the
second half-period both equal and opposite to the amplitudes in the first half-period (so
that the wakefield effects or kicks are cumulative, being separated by 180° with opposed
signs). Mathematically, these conditions write as follows for an arbitrary kick θ:
xin = 0
′ x in = θ
xout = Dx,out = 0
′ x out = ′ D x,out = 0
x(quads ⊂ 1st half ) = −x(quads ⊂ 2nd half ) ,
                      (47)
where the index 'in' or 'out' means at the beginning or the end of the bump, and the last
condition can be applied at every quadrupole sitting within the bump. Such a bump can
of course be generated in any transverse plane and extended over several betatron periods
in order to limit its required amplitude. It may also be escorted by a second multiple ND
bump, pi/2 distant in phase from the first within a multiple of pi. Matching x and Dx
according to (47) has to be done in the presence of acceleration due to cavities, but
without the wakefields, which are in principle unknown. The last condition is acceptable
and the bump closure achieved within, say, a few per cent — if the wakefields can be
considered a perturbation. In the presence of strong wakefields, however (as in CLIC)
there is a strong dispersive spread along the bunch and the bumps never close for any of
the energy deviations34. This creates a significant additional blow-up of the emittance,
which may prevent the use of ND bumps.
