The problem of hypothesis testing against independence for a GaussMarkov random field (GMRF) with nearest-neighbor dependency graph is analyzed. The sensors measuring samples from the signal field are placed IID according to the uniform distribution. The asymptotic performance of Neyman-Pearson detection is characterized through the largedeviation theory. An expression for the error exponent is derived using a special law of large numbers for graph functionals. The exponent is analyzed for different values of the variance ratio and correlation. It is found that a more correlated GMRF has a higher exponent (improved detection performance) at low values of the variance ratio, whereas the opposite is true at high values of the ratio.
INTRODUCTION
For distributed detection, the so-called conditionally IID assumption is mathematically convenient and is widely assumed in the literature. The assumption states that conditioned on a particular hypothesis, the observations at sensors are independent and identically distributed. In practice, however, sensors observe correlated data, since natural spatial signals have stochastic dependence. Moreover, spatial random signals are typically acausal in contrast to temporal signals.
In the literature, the two are usually distinguished by referring to acausal signals as random fields (RF) and causal signals as random processes (RP).
In this paper, we consider the detection problem of a GaussMarkov random field. See Fig. 1 . We consider the Neyman-Pearson (NP) formulation, where the detector is optimal at a fixed false-alarm probability. For any positive fixed level of false alarm, when the miss-detection probability PM (n) of the NP detector decays exponentially with the sample size n, we have the error exponent D--_ lim -log PM (n). ( 
1)
The error exponent is an important performance measure since a large exponent implies faster decay of error probability with increasing sample size.
In this paper, we evaluate the error exponent for NP detection of GMRF, restricting to a class of GMRFs with nearest-neighbor de- applied science, including the social sciences, geography and ecology, where proximity data is often important.
We assume that the sensors observing the signal field are placed IID according to the uniform distribution. This results in a nonstationary GMRF ( for the definition of stationary GMRF, see [1, p. 57] ). We analyze the detection performance assuming access to all the observations, when the number of sensors goes to infinity, by way of the coverage area of the nodes going to infinity, while keeping the node density fixed.
Related work and contributions
The kind of hypothesis testing we consider is called testing against independence. In [2] , problems ofthis kind are considered, with rate constraints on the channels and for only two sources, with large number of samples at each source. In this paper, we assume that there are no constraints on the channel and that the observations have a specific correlation structure of the GMRF. However, our formulation is different since there is a single observation at every sensor, and the number of sensors goes to infinity.
The detection of Gauss-Markov random processes (GMRP) in Gaussian noise is a classical problem [3] . There is an extensive literature on the large-deviations approach to the analysis of detection of GMRP, but closed-form expressions have been derived only for some special cases, e.g, [4] . An approach to characterizing the GMRP via inversion algorithms for block banded matrices has been presented in [5] . However, these approaches are not amenable to the extension of the problem to planar and higher dimensional spaces, since they deal with random processes rather than random fields, or to the random placement of nodes.
To our knowledge, the asymptotic performance of detection of acausal non-stationary GMRF has not been analyzed in the past.
We pursue a graph-theoretic approach and exploit recent advances in computational geometry [6] . We provide an expression for the log-likelihood ratio of detection by exploiting the properties of the nearest-neighbor graph. By casting the error exponent as the limit of a graph functional, we are able to apply the law of large numbers for functionals on graphs derived in [6] . We then numerically evaluate the exponent for different values of the variance ratio and correla-1-4244-0728-1/07/$20.00 ©2007 IEEE tion, assuming exponential-correlation function. We conclude for a fixed node density that a more correlated GMRF has a higher exponent at low values of variance ratio whereas the situation is reversed at high values. is the set of all other nodes having an edge with it, i.e.,
Notation and organization

Nearest-neighbor graph
The nearest-neighbor function of a node i c V, is defined as,
where dist(., ) is the Euclidean distance. For the random point sets considered here, the inter-point distances are unique with probability 1. Therefore, (4) is a well-defined function for every node, almost surely. The nearest-neighbor (undirected) graph g(V, S) is given by (5) NNG is acyclic with a maximum node degree of 5 almost surely [8] .
The number of neighbors of a node i is called its degree, Deg(i). Let rij denote the Euclidean edge length of (i, j). A node with a single edge i.e., its degree is 1 is known as a leaf and the corresponding edge as a leaf edge. In this paper, we consider the terms node, vertex and sensor interchangeable. Our paper is organized as follows. We provide the description of the GMRF in section 2 and describe the nearest-neighbor graph and the correlation function in sections 2.1 and 3.1. We provide the problem statement in section 3. In section 4, we derive a closedform expression for the log-likelihood ratio. We evaluate the error exponent in section 5 and provide numerical results for the exponent in section 5.1. Section 6 concludes the paper.
GAUSS-MARKOV RANDOM FIELD (GMRF)
Gauss-Markov random fields, in addition to being Gaussian random fields, satisfy conditional-independence properties. A simple example for GMRF is the first order auto-regressive process. In this case, the conditional independence of the observations is based on causality. However, for spatial observations we need a more general definition [1, p. 
where I denotes conditional independence and Y-ij=-(Yk: k C V,k7 i,j).
This implies that the conditional distribution at a node given the observations at its neighbors is independent of the rest of the network. A common approach to formulating a GMRF is to specify the graph through a neighborhood rule, and then to specify the correlation function between these neighbors. In general the neighbors of a node are those which are in its 'proximity', usually in terms of the Euclidean distance [1, 7] . With a regular lattice structure (e.g, in image processing), a fixed set of neighbors can be specified in a straight-forward manner [7] . However, the situation is more complicated for arbitrarily placed nodes. We assume the dependency graph to be the nearest-neighbor graph (NNG), described below. Let (l3,) >1 denote a sequence of squares or circles of area ', centered at the origin, for any positive constant A. Let S1n,Ax be a binomial point process on 13l with intensity A, i.e., n nodes distributed i.i.d uniform on the region 13n with node density A. We are interested in the detection performance when the number of nodes goes to infinity, with fixed node density, i.e., n -* oc with A fixed.
Let Yn be the random vector of observation samples Yi, (6) Given a set of nodes V drawn from U,.x, the hypothesis-testing where E1,v is the covariance matrix of a GMRF, which depends on the configuration of nodes in V, described in detail in section 3.1.
We assume that the point process S1n,A\ is the same under both hypotheses and also that the node locations are known. Therefore, the optimal decision rule is a threshold test based on the conditional The error exponent under the Neyman-Pearson detection is given by the almost-sure limit of the Kullback-Leibler rate under the null hypothesis, assuming that the limit exists [9] . Therefore, the error exponent D of NP detection in (1) 
We denote the ratio between the variances under the alternative and the null hypothesis at each node by 2 K-2 (9) We assume that the correlation function between the neighbors of the nearest-neighbor graph is specified by an arbitrary function g, which has the Euclidean edge length rij as its argument i.e.,
In general, g is a monotonically non-increasing function of the edge length, and g(0) = M < 1 (defined as the nugget), in geo-statistics [10] . We assume that g(r) < 1, r e X+, e.g.,
1+[ra'I -
EXPRESSION FOR LOG-LIKELIHOOD RATIO
The inverse of the covariance matrix of a GMRF is known as the potential matrix or precision matrix or information matrix. The nonzero elements ofthe potential matrix A of a GMRF are in one to one correspondence with the edges of its graph 5(V, E) [1, Theorem 2.2] in the sense that is-j,
The simple relationship between the conditional independence of the GMRF and the zero structure of its potential matrix is not evident in covariance matrix, which is a completely dense matrix. Therefore, it is easier to evaluate the log-likelihood ratio in (7) through the potential matrix. We now provide expressions for the joint distribution of the GMRF through the potential matrix and its determinant. Note, the joint distribution can also be derived in terms of the marginal probability of the nodes and the joint probability at the edges of the acyclic dependency graph [11] . (12) and (13), we recursively derive the determinant of a component, starting at the leaf. An acyclic graph with atleast an edge has a leaf. See [12] . D Using the expressions for the coefficients and determinant, we have a closed-form expression for (7) . Furthermore, (12) (13) (14) lead to explicit data fusion and routing schemes [13] . To derive the error exponent, we need to evaluate the Kullback-Leibler rate under the null hypothesis, where the observations Yi's are i.i.d and independent of the point process l,,. To do this, we cast the error exponent as the limit of a graph functional, with the nodes drawn from a marked binomial point process with marking variable Yi. Yi rl-V\(°' (TO), (15) where Rij denotes the (random) Euclidean edge length of(i, j) e 'E, that depends on the underlying binomial point process l The condition i < j ensures that every edge is counted only once. Proof: Substitute (12-14) in (7).
D 5. ERROR EXPONENT
We showed in lemma 1 that the error exponent reduces to the limit of a graph functional. In this section, we apply the law of large numbers for graph functionals to evaluate the limit. (14) A(i, i)
The determinant ofthe potential matrix ofA is given by and is the area ofthe union oftwo unit-radii circles with centers unit distant apart.
Proof: By law of large numbers for graph functionals derived in [6, p. 287] . See [12] for details. D In (16), except for the first two f-terms which capture the correlation structure of the GMRF, the remaining terms represent the detection-error exponent for two IID Gaussian processes.
Numerical results
In this section, we focus on a specific correlation function namely the exponential-correlation function g(r) = Me-", a > O, O < M < 1. which we obtain by changing the integration variable in the expectation term in (16). Therefore, in terms of the error exponent, increasing the node density A is equivalent to a lower correlation coefficient at unit density. Here, we plot the effects of correlation coefficient a and nugget M on D.
In Fig.2(a) , we plot the error exponent at A = 1 and M = 0.5, for different values of correlation coefficient a. Note, the cases a = 0 and a -* oc correspond to constant correlation (of value M) and the independent case. We notice that a more correlated GMRF or the one with smaller a has a higher exponent at low value of K, whereas the situation is reversed at high K. Equivalently, increasing the node density A improves the exponent at low value of K, but not at high K. Also, when the variance ratio K is large enough, D appears to increase linearly with K (in dB), and the correlation coefficient a and nugget M appear to have little effect, as expected from theorem 2. In Fig.2(b) , we plot the exponent at constant correlation coefficient a = 0.5, for different values of the nugget M. We notice a similar behavior as the correlation coefficient. A higher value of M results in a higher exponent at low K, but not at high K.
CONCLUSION
In this paper, we derived a closed-form expression for the likelihood function of a Gauss-Markov random field and then employed the law of large numbers for graph functionals to derive its Neyman-Pearson detection-error exponent. Energy-efficient data fusion and routing schemes to achieve this exponent in a distributed way are currently under investigation [13] . Although, we have assumed identical variance at every sensor, a spatially-varying variance model can be incorporated into our results. We have focused on the GMRF with nearest-neighbor dependency graph, which is a simplifying assumption. Although, the law of large numbers is valid for a number of proximity graphs, which have edges between "nearby" points, the actual evaluation of the log-likelihood ratio and the exponent are intractable for most of these graphs. Moreover, GMRF with small neighborhood structure has been demonstrated to approximate the hidden GMRF [14] as well as the Gaussian field with long correlation lengths [15] , reasonably well.
