Abstract-The paper presents a practical approach for measuring the linewidth enhancement factor of semiconductor lasers and the optical feedback level factor in a semiconductor laser with an external cavity. The proposed approach is based on the analysis of the signals observed in an optical feedback self-mixing interferometric system. The parameters and are estimated using a gradient-based optimization algorithm that achieves best data-to-theoretical model match. The effectiveness and accuracy of the method has been confirmed and tested by computer simulations and experiments, which show that the proposed approach is able to estimate and with an accuracy of 6.7% and 4.63%, respectively. Index Terms-Linewidth enhancement factor (LEF), optical feedback, optimization algorithm, self-mixing interferometry, semiconductor lasers.
I. INTRODUCTION
T HE optical feedback interferometric self-mixing (OFISM) effect occurs when a small fraction of the light emitted by a semiconductor laser (SL) is backscattered or reflected by an external target (that formed the external cavity for the SL) and re-enters the laser active cavity, resulting in variance of both the amplitude and the frequency of the laser oscillating field. The OFISM effect has been studied extensively based on Lang-Kobayashi equations [1] and well-known mathematical expressions for the steady-state gain and the phase condition have been developed [2] - [4] . These expressions are used as the basic measurement model for an OFISM system [5] - [10] . With the model, the influence of the OFISM system parameters to the emitted laser intensity is described. In other words, the emitted laser intensity carries information about the OFISM system parameters, including metrological quantities of the external target as well as the parameters of the SL. Therefore, the observed laser intensity from an OFISM, also called the self-mixing signal (SMS), can be used to measure the metrological quantities [7] , [8] of the external target as well as the parameters of the SL itself [9] , [10] . Linewidth enhancement factor (LEF) (denoted as ) is a fundamental parameter of SLs as it characterizes the linewidth, the chirp, the injection lock range, and the response to optical feedback [11] . Establishing an accurate measurement of has been a challenging and active research topic that has attracted extensive research work during the past two decades [11] . Existing approaches include the direct measurement of the subthreshold optical spectrum as the injected current is varied [12] , approaches based on radio-frequency measurements [13] and techniques based on the analysis of the locking regimes induced by optical injection from a master laser [14] , [15] . Another important characteristic parameter associated with the OFISM effect is the optical feedback level factor (OFLF) , which measures the relative strength of the optical feedback. A variance in will cause significant change in the intrinsic behavior of OFISM systems [2] .
The influence of the parameters and on the emitted laser intensity has been extensively analyzed in [2] and [5] . It was indicated in [2] that and can be estimated using an OFISM system by comparing the experimental waveform with the theoretical one. However, the specifics of how the latter may be achieved are not discussed in [2] .
Recently, an approach [10] has been proposed for measuring based on the OFISM effect for moderate feedback where . With the approach in [10] , is obtained by geometrically measuring the waveforms of the SMSs on the screen of oscilloscope. The approach is simple but potentially suffers from noise effects contained within the waveforms as only four samples of the experimental data are used for each the computation of . This paper presents a generic approach for estimating both and , based on the analysis of SMS waveform observed at OFISM systems. The idea is to estimate the parameters so that the theoretical model incorporating the estimated parameter values gives the best matches to the observed SMS data. In contrast to the approach in [10] , the proposed method makes use of the whole SMS waveform and hence higher accuracy is expected when the observed SMS data contains additive noise. In addition, as the OFISM system operates at the case of , the theoretical model based on the Lang-Kobayashi equations is more accurate for describing the OFISM system as the equations were built at weak feedback regime. Hence the proposed approach is considered superior to existing methods in terms of overall accuracy performance for measuring . , where is the length of the external cavity and the speed of light, . Equation (2) gives the intensity of laser emitted by the SL, where and denote the laser intensities of the SL with and without the external cavity, respectively. It is seen that deviates from by a factor of when the external cavity exists, is called modulation index (typically ). is defined by (3) which gives the influence of the external cavity length to the laser intensity.
The above parameters can be described in more detail. The LEF is defined as , where , , are the carrier density in laser medium, the real and imaginary part of the refractive index, respectively.
, where is the power reflectivity of the SL output facet, is the reflectivity of the external target, is SL cavity length, is SL cavity refractive index, and is a coefficient that accounts for spatial mode overlap mismatch between the back-reflected light and the lasing mode (typically ). With an OFISM experimental setup, the laser intensity can be observed with respect to different values of . By intentionally varying the length of external cavity, a trace of with respect to (or time ) can be obtained which is referred to as SMS. Clearly from (1)- (3), it is evident that the observed SMS can be used to determine the parameters within the equations and some very important applications can be found based on this principle. Two examples are given as follows.
1) Measurement of the and the feedback level factor :
when is observed, and can be estimated based on (1)-(3). 2) Displacement measurement: When and are known, the observed can be used to yield the information about and hence the displacement of the target using . In this paper, we consider the situation in 1) above. As can be obtained by (2), i.e., , we can simply use to find the parameters and (and thus since ). In other words, we assume that data samples (for ) are observed by an experimental system, and our purpose is to estimate the values of and based on those data samples.
Obviously the theoretical relationship between and the parameters , , and plays a key role for achieving the measurement. In other words, it is useful to introduce the following expression for the interference function based on (1) and (3): (4) III. ALGORITHM The proposed approach is based on data fitting techniques. The idea is to find the values of and so that the (1) and (3) best fit the observed data samples. In order to achieve the best match, we define the following cost function: (5) where are the values based on computation using (1) and (3) incorporating the estimated values of and . Clearly the above-defined cost function is the summation of square errors between the observed data samples and the calculated ones using the model. and are considered as optimal if the above cost function is minimized.
We will use a gradient-based algorithm for the above optimization problem. The idea is to update the two parameters and toward the direction in which the cost functions decreases (the negative gradients) (6) (7) where , are the step size and the subscript refers to the iteration index for updating the parameters.
The gradients of with respect to parameters and can be derived as follows:
In order to use the above equations to calculate the gradients, we must get first. Given , and , the phase can be obtained by solving (1) . However, there is not direct analytical solution for . A simple way forward is to use the following iterative operation: (10) 
where denotes the steady-state value. It can be shown that the iterative operation in (10) will always yield a steadystate value which must be the solution of (1).
The gradient-based algorithm derived above is summarized in Table I. According to optimization theory, the performance of a gradient-based approach depends on the characteristics of the cost function with respect to the optimizing variables. For the proposed approach, the surface shape of the cost function in (5) with respect to the estimated parameter values and plays a key role for the convergence of the algorithm. For this reason computer simulations have been performed to evaluate the surface shape. In our simulations, (for ) is firstly created using (1) and (3) for specific values of and . The cost function is then evaluated to yield the surface shape by varying the estimated values of and . The simulations show that the cost function is always unimodal, which implies good convergence of the proposed algorithm with proper selection the step size. As an example, Fig. 1 illustrates the surface shape of the cost function for the case with the true parameters and .
IV. PERFORMANCE SIMULATION
Computer simulations were performed to test the effectiveness of the proposed algorithm. The firstly step is to create SMS samples (for ) which are used as the observed data in our simulation. We assume that the external target is subject to a simple harmonic vibration, that is, , where is the initial distance between laser emitting surface and the target, is the vibration frequency, is time variable. Letting denote the laser phase at time instances (for ), we have (12) , and is laser wavelength without feedback.
A. Simulation of SMSs
We use (12), (1)- (3) to generate a set of artificial signal samples, assuming that the true values of and are known as and , respectively. We firstly calculate using
Step 1 of Table I , and then obtain the SMS samples using (3). For example, if , and , we will have . In order to emulate the practical situation, a small white noise is also added with a preset signal-to-noise ratio (SNR). The SMS samples with the true parameters of and are plotted in Fig. 2 .
B. Estimation of
In order to employ the gradient based algorithm proposed in Section III, must be available. However is unknown in practice and must be estimated. In fact we can also use a gradient based algorithm to estimate by the following cost function:
where we use simply because is a function of as indicated by (12) . As for any integer , it is sufficient to assume that is within the range of for optimizing the cost function. However, the cost function contains and which are also unknown. Fortunately, we found that the optimal solution for is not sensitive to the values of and , which makes it possible to use preset values and for determining by (13) . In order to verify the validity of the above approach, computer simulations have been performed for various preset values and . For each actual with a set of preset values of and , we repeat simulation 15 times using the generated SMS data, each containing independent additive noise. We use the average of the estimated parameter value as the estimation result, that is . The results show that the accurate estimation of can be obtained. For illustration purpose, we present some of the simulation results in Table II . Note that denotes the standard deviation of the estimated results from over the 15 rounds of simulations, and the ratios as a percentage is used to describe the accuracy and consistency of the simulation results.
C. Simulation of the Proposed Gradient-Based Algorithm
Let us now evaluate the proposed gradient-based algorithm for measuring and . Various situations were considered using the generated data for each set of actual values of and . 1) First, we study the performance of the algorithms with fixed initial values. As the surface of the cost function is unimodal then it is appropriate to select an initial estimate in the middle of the possible range that the parameters may appear. As and generally , we can choose the initial values and . The SNR is set to be 20 dB. Based on trial and error we choose the step size as for and for . The number of iterations taken for updating and is 1000. The simulation results for different true values are presented in Table III , in which each row gives the estimated parameter values based on 15 times of data fitting using the same set of SMS data with the actual parameter values. It is seen that is always less than 5.95% and less than 1.64%. Note that the errors are different for the cases considered. This might be due to the use of constant step size and for all the situations. It is expected that better results could be achieved by more careful selection of the step sizes or using variable step-sizes. 2) Second, we investigate the effect of the initial values on the performance. In this case we keep the actual parameter values constant as , and , and run the simulations starting with different initial values of and , respectively. The SNR is set at 20dB and the step sizes are chosen as described in part 1). The results are shown in Table IV . It is seen that the approach yields very accurate parameter estimation for all of the initial values chosen. In other words, the proposed algorithm has an excellent convergence property in that the estimated parameters always converge to the actual values from all different directions.
3) Now we study the effect of noise on the accuracy of the algorithm. The actual parameter values are set to be , and , and initial values are , and . Simulations are performed with different level of SNR. The results are shown in Table V . It is seen that the accuracy is satisfactory when SNR is better than 10 dB.
V. EXPERIMENT RESULTS
The OFISM experimental setup is shown in Fig. 3 . The SL is biased with a dc current, a lens is used to focus the light emitted by the SL on the target. A metal plate is used as the target, which is made to vibrate harmonically by placing it close to a loudspeaker driven by a sinusoidal signal. The SMS is detected by the monitor photodiode (PD) and is amplified by a trans-impedance amplifier. The amplified signal is then acquired by personal computer via an A/D card with sampling frequency of 200 KHz. As an example, an experimental SMS is shown in Fig. 4 .
In the experiment, we use a laser diode (HL7851) as the test specimen. The LD is biased with a dc current of 80 mA and operates at single mode. The sinusoidal signal driving the loudspeaker is 195 Hz and has peak-to-peak (p-p) amplitude of 10 V. The temperature of LD is maintained at 25 C 0.1 C by the temperature controller. The above experiment conditions are kept fixed throughout our experiment. However, in order to get different levels, we adjusted the target position slightly, obtained four sets of SMSs with different p-p amplitudes, each containing 50 000 data samples, respectively. For each SMS, we chose ten blocks, each corresponding to a vibration period of the target. We firstly apply the proposed algorithm to each block to yield estimated parameter values for and , and then these values are averaged to over the ten blocks to obtain the final estimation. Also we use the and to measure the accuracy of the estimation. The final estimation results and their associated accuracy are given in Table VI . It is seen that the estimated values of are consistent for the four different SMSs, which is reasonable as the same laser diode should have a constant . It is also observed that the estimated values for varies a lot with respect to different SMSs, which is also true as we intentionally changed the optical feedback levels when obtaining these signals. Note that the experimental error is a little larger than the simulation results. This is due to the fact that the vibration is not a pure simple harmonic. In order to confirm the effectiveness of the proposed approach, we tested the same LD using the approach proposed in [10] and the resulting is 3.5% 7.6%, which is close to the estimated value in Table VI . Therefore we can say that proposed approach yields an effective estimation of . Moreover, we also give the estimated values as the proposed approach is able to yield both of the two parameters, and . We did not verify these values by other approaches since, to the best of our knowledge, there is no work reported in detail to accurately determine this factor experimentally yet. However, from our results, it is can be seen that value increases with the p-p amplitudes of SMSs. This is in good accordance with previously reported results in the literature indicating that the amplitude of a SMS is proportional to .
VI. CONCLUSION
In this paper, a practical approach for determining the LEF of SLs and optical feedback level factor has been proposed. The method is based on self-mixing optical feedback interferometry with an external cavity subjected a simple harmonic vibration. The proposed method estimates the parameters and using a gradient-based optimization algorithm that achieves best data-to-theoretical model match. Theoretical analysis and computer simulations show that the presented algorithm is robust in that the initial values can be arbitrarily chosen within the range of parameters, and the algorithm yields satisfied estimate accuracy in the case of additive noise environment. Specifically, computer simulation results indicate that the error is less than 5.95% for and the error is less than 1.64% for . An experimental OFISM is implemented and the experimental results show that the proposed approach is able to estimate with the accuracy of less than 6.7% for and 4.63% for .
There are a number of clear advantages associated with the proposed approach. First, it is simple in the implementation and the procedures associated with the measurements. Second, the proposed approach can be applied to all single-mode SLs operating at weak optical feedback regime. Third, the proposed is more accurate as it employs all the information contained in the SMS data. The main limitation of the proposed method is the necessity of creating a pure harmonic displacement for the external target. It is expected that higher accuracy can be obtained by making a more pure harmonic vibration for the external target. Besides, as the OFISM works at the weak feedback regime, the proposed approach is only suitable for measuring for the case of . 
