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Abstract Discontinuous Galerkin (DG) method is pre-
sented for numerical modeling of melt migration in a
chemically reactive and viscously deforming upwelling
mantle column at local chemical equilibrium. DG meth-
ods for both advection and elliptic equations provide a
robust and efficient solution to the problems of melt mi-
gration in the asthenospheric upper mantle. Assembling
and solving the elliptic equation is the major bottle-
neck in these computations. To address this issue, adap-
tive mesh refinement and local time-stepping methods
have been proposed to improve the computational wall
time. The robustness of DG methods is demonstrated
through two benchmark problems by modeling detailed
structure of high-porosity dissolution channels and com-
paction dissolution waves.
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1 Introduction
Magma dynamics deals primarily with the physics of
magma generation and migration in the Earth and plan-
etary interior and is a subject of extensive geophysical
fluid dynamics investigations. The governing partial dif-
ferential equations for conservation of mass, momentum
and energy to model magma dynamics are highly non-
linear [4,30,37] and have to be solved numerically in al-
most all geological applications. Finite difference, finite
volume (FVM) and finite element methods (FEM) are
the standard spatial discretizations to solve the mass
conservation or hyperbolic equations arising in magma
dynamics. Early numerical study of Spiegelman and
coworkers [40] used low order finite difference meth-
ods. While the spatial discretization of these problems
was very efficient and simple, these methods cannot
be easily extended to high-order methods on general
grids due to extended stencils required for reconstruc-
tion [21]. Finite volume methods have been used to
model melt migration beneath the mid-ocean ridge [15,
23], and these methods provide the aforementioned ge-
ometric flexibility for lower order. However, to increase
the order of accuracy in more than one dimension re-
quires costly reconstruction. Unlike finite difference and
finite volume methods, finite element discretization pro-
vides a very good alternative to address accuracy is-
sues as these methods assume that the solution is a
linear combination of the basis functions which can be
made arbitrarily high order [26]. The geometric flexi-
bility of FEM also makes it really useful to implement
in melt migration problems and commercially available
software packages make application of FEM to magma
dynamics straightforward [5]. While these methods are
ideal for elliptic equations, to solve the pressure equa-
tion in magma dynamics, they have some drawbacks
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for transport equations. Globally defined basis func-
tions and the symmetric structure of the basis functions
makes the semi-discrete scheme costly to implement
and causes stability issues respectively. Apart from the
standard methods, hybrid schemes have been devel-
oped to study melt migration problems such as semi-
Lagrangian algorithms [38], Mixed Fourier Collocation-
Discontinuous Galerkin Method [35] and mixed discon-
tinuous Galerkin and high-order finite difference method
[28]. However, these methods require significant amount
of coding and can be prohibitively costly when extended
to three dimensions.
The requirements of high order accuracy with geo-
metric flexibility through local approximation like finite
elements with stability requirements satisfied through
methods like FVM for transport problems can be achieved
through discontinuous Galerkin (DG) methods. DG meth-
ods are a class of finite element methods which use
completely discontinuous basis functions. DG method
was first proposed to solve the steady-state neutron
transport equation by [31]. The rigorous mathematical
framework of DG methods for time dependent problems
was carried out by Cockburn and coworkers in a series
of papers ([8] - [12]). There are several advantages of
the DG methods making them attractive for applica-
tions of the type considered here. These include their
ability for easy handling of complicated geometry and
boundary conditions (an advantage shared by FEM),
their flexibility for easy h-p adaptivity (splitting ele-
ments in space or increasing the polynomial degree) in-
cluding changes of approximation orders between neigh-
boring elements and allowing general meshes with hang-
ing nodes, their compactness (evolution of an element
depends only on information from immediate neigh-
bors) and hence efficient parallel implementation. These
properties have led to a rapid spread of diverse applica-
tions to a wide range of computational problems such
as aeroacoustics [32], electro-magnetism [22], gas dy-
namics [45], modeling of shallow water [16], reactive
transport in porous media [42] among many others.
DG methods are a combination of FEM and FVM
with the mesh generated into elements like FEM but the
solution can be discontinuous between elements. Con-
sequently the mass matrix for the transport equations
are local rather than global and hence can be easily
inverted. Stability of DG methods is ensured with suit-
able flux choices like FVM. High order methods can
be easily generated as well through local element based
basis required for DG methods while ensuring stability.
While DG methods satisfy all the requirements for high
order methods, it also results in an increase in the total
number of degrees of freedom. Also, the advantages of
DG methods do not extend to elliptic problems where
the locality of basis functions and flux choices is not as
important. On the other hand, the elliptic operator with
DG methods tends to be more sparse than the corre-
sponding FEM method. Further reference and detailed
discussions on DG methods for advection and elliptic
equations can be found in [2,8,21,42].
The main objective of the present study is to de-
velop an efficient and accurate numerical model using
DG methods that can be used to study the interaction
between the melt and solid during melt migration in
a viscously deforming, partially molten and chemically
reactive mantle column. The governing equations track
the evolution of the soluble mineral (orthopyroxene or
opx for short), porosity and pressure in an upwelling
heterogeneous mantle. While this paper concentrates
on the numerical method and so all the examples con-
sidered in this paper are in 2D for simplicity, the nu-
merical method is general enough to be extended to
3D. However, to expand to three dimensional space, it
would require significant amount of coding even if the
method is the same at the algorithmic level. Hence, use
of existing libraries makes it convenient to extend these
results to 3D and in this paper we use the software
library called deal.II (Differential Equations Analysis
Library) which gives us the flexibility of using a united
interface to write programs in a dimension independent
way and take advantage of the generic functions re-
quired for discontinuous Galerkin methods that would
otherwise have to be coded explicitly [3]. As described
in [35] we explicitly track the evolution of the soluble
mineral (opx) to understand the formation of the ob-
served opx-depletions and their spatial and temporal
relation to localized melt flow in regions of high per-
meability. We evolve the governing system by solving
the pressure equation using the current porosity val-
ues, and then explicitly evolve porosity and opx by a
time step. While this method works perfectly to study
the characteristics of melt migration, there is a signifi-
cant bottleneck in solving these problems. The time re-
quired to assemble and solve the pressure equation sig-
nificantly slows down the computational time required
to capture the characteristics of high-porosity channel
formation during melt migration with a globally refined
mesh. Since the region of interest is a small fraction
of the whole computational domain, adaptive mesh re-
finement provides a very good alternative to efficiently
resolve the essential flow features of the system. In ad-
dition to adaptive mesh refinement, since the pressure
equation weakly affects the advection equations in the
channel problem, local time-stepping can be employed
to significantly improve the computational time.
The remaining of this paper is organized as follows.
In Section 2, we outline the governing equations. In Sec-
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tion 3, we present the numerical discretization consist-
ing of a discontinuous Galerkin scheme for the given set
of equations. DG methods are checked for robustness in
handling magma dynamics problems through conver-
gence and scalability analysis. In Section 4, we discuss
benchmark cases involving high-porosity channels and
compaction-dissolution waves using DG methods. We
first consider high-porosity channels, understanding the
bottleneck in solving magma dynamics equations and
strategies that can be employed to resolve this bottle-
neck using local time-stepping methods. Next, we show
the same results as case one but with adaptive mesh re-
finement with the assumption that the location of chan-
nel formation is not known apriori and thus underscor-
ing the importance of adaptive methods for realistic
problems. In the third case of compaction-dissolution
wave problem, the performance of DG methods and
the importance of parallelization is emphasized as the
problem size is considerably bigger than channel prob-
lems. These methods are further improved by consider-
ing anisotropic refinement.
2 Physical Model
We consider a three-phase system with an intercon-
nected melt or fluid phase and a solid that consists of
an insoluble mineral, olivine (ol), and a soluble min-
eral, opx. We are interested in the spatial and temporal
variations in the volume fraction of melt (φf ), soluble
mineral opx (φopx), and the pressure difference between
the melt and the solid matrix or effective pressure p in
this system. The governing equations for our model sys-
tem have been previously discussed in [1,40], and later
extended in [19,35,36] to incorporate solid upwelling,
porosity-dependent bulk viscosity, and explicit tracking
of the soluble mineral. A reactive time scale was used in
[19], whereas an upwelling time scale was used in [36].
Below we present the non-dimensionalized equations on
an upwelling time scale (see Appendix for details of the
governing equations and their non-dimensionalization).
The evolution of the melt fraction, φf , and opx abun-
dance, φopx, are given by the mass conservation equa-
tions. In non-dimensional form, we have
∂φf
∂t
= −∂φf
∂z
+ φfp+ δΓopx, (1)
∂φopx
∂t
= −∂φopx
∂z
− φ
0
f
φ0opx
δ
(1− β)Γopx, (2)
where time t is scaled to solid upwelling time, spatial
coordinates are scaled by compaction length, and vol-
ume fractions of melt and opx are scaled to reference
or background values of φ0f and φ
0
opx at the inflow. The
other symbols denoted in the equations for porosity and
opx are the normalized solubility gradient (δ), ratio of
melt to solid velocity (R), initial melt fraction (φ0f ) and
ratio of opx dissolution rate to olivine precipitation rate
(β). Darcy’s law yields the fluid velocity v relative to
the uniform solid upwelling velocity via the equation
φfv = R
−1φfnz − φ3f (R−1∇p− nz), (3)
where nz is the unit vector in the vertical dimension.
Coupling Darcy’s law to the momentum equation for
solid matrix, the following elliptic equation is derived
for the fluid-solid pressure difference p [36] ,
−∇.[φ3f∇p] + φfp = −R
∂φ3f
∂z
. (4)
Finally, under the assumption of local chemical equilib-
rium, the dissolution rate, Γopx, is proportional to the
Darcy flux, φfv, and is computed algebraically as
Γopx =
φf (v.nz)
1− δz Iopx, (5)
where the indicator function Iopx returns 1 if φopx is
positive and zero otherwise. In this way, dissolution oc-
curs only if the soluble mineral opx is present. The three
right-hand-side terms of Eq. 1 represent solid upwelling,
compaction, and dissolution, respectively. Collectively
the three processes effectively give rise to an advection-
reaction type equation. Eq. 1 contains the dimensionless
parameter δ, representing the solubility gradient of the
equilibrium concentration of the soluble mineral in the
fluid. Here the coefficient of Γopx is the opx dissolution
rate, representing the rate at which opx is consumed in
the dissolution process. Hence, the dissolution term in
Eq. 2 carries an opposite sign as in Eq. 1; the former
represents depletion of opx whereas the latter repre-
sents generation of melt.
2.1 Parameter Values, Initial and Boundary
Conditions
Linear stability analysis and numerical simulations of
the full nonlinear problem described by Eqs. 1 - 5 re-
vealed presence of three dynamic regimes: (1) an unsta-
ble fingering regime where small perturbations in poros-
ity grows monotonically; (2) an unstable wave regime
where small perturbations in porosity grows periodi-
cally; and (3) a stable regime where infinitesimal per-
turbation in porosity decays exponentially [19,28,36].
For melt migration beneath the mid-ocean ridge spread-
ing centers, stable and wave regimes may be more rel-
evant [28,36]. Simulations of high-porosity channels in
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[27,36] were conducted in the stable regime with a pre-
scribed time independent boundary condition for poros-
ity at the inflow. In this study, we consider benchmark
problems of stable high-porosity channel formation and
unstable compaction-dissolution wave formation in Sec-
tion 4. For channel problems, we follow [36] and take
the boundary condition at the inflow (z = 0) to be a
Gaussian pulse added to unity,
φf (x; 0; t) = 1 +A1 exp(−100(x− xmax
2
)2), (6)
where A1 is a non-zero constant and xmax is the do-
main width. For an initial condition we extend Eq. 6
across the entire vertical column, although results pre-
sented in this study are independent of the initial con-
ditions except the early time (t < zmax), where zmax is
the domain height. The initial condition for φopx varies
linearly in the z direction based on the intuition ob-
tained from the steady-state solution in the equivalent
1D problem. We assume periodicity in the x dimension.
For the pressure equation, the boundary conditions are
periodic in x and y. Also from [19], we have the bound-
ary conditions at z = 0 and z = zmax,
p(x, 0, t) = − δ(1 +R)
1 + (nR)−1
, (7)
∂p(x, zmax, t)
∂z
= 0. (8)
As in [36], we set R = 100 and δ = 10−2 in the sim-
ulations presented in this study. In the wave regime,
we consider random initial and boundary conditions for
porosity while the φopx initial and boundary conditions
remain the same. The input parameters used in this
paper are listed in Table 1.
3 Numerical discretization
3.1 Numerical Schemes
To solve the system Eqs. 1 - 5 we employ a discontinu-
ous Galerkin (DG) scheme for the hyperbolic equations
(Eqs. 1, 2) and interior penalty discontinuous Galerkin
(IPDG) method for the elliptic equation (Eq. 4). The
rationale behind these choices is as follows. For the ad-
vection equations, DG methods are well suited for con-
servation laws and are robust and fast due to local-
ity. IPDG methods were used for the elliptic equation
as they are easily parallelizable and require very little
storage compared to other DG methods like local dis-
continuous Galerkin method. Complete details of the
implementation of this method are given in [33]. Pro-
ceeding by a method-of-lines approach, the spatial op-
erations in the hyperbolic equations (Eqs. 1 - 2) are
discretized to produce a system of differential-algebraic
equations that are a function of time only and can be
integrated with a 3rd-order Runge-Kutta method.
3.2 Full Numerical Method
The domain Ω is triangulated into K non-overlapping
elements such that
Ω ' Ωh =
⋃K
k=1
Dk. (9)
The function space Vh is defined as element wise dis-
continuous polynomials of degree N such that
Vh = {vh ∈ L2(Ω) : vh|Dk ∈ PN (Dk), k = 1, 2 . . .K},
(10)
where vh is the multidimensional Legendre polynomial
in the element k, L2 is the space of square integrable
functions and P is the polynomials space with N as
the degree of the polynomial chosen according to the
required order of accuracy. We look for solutions φfh
, φopxh in this function space. Following the procedure
in [21], the discretized form of the porosity evolution
equation (Eq. 1) is∫
Dk
vh∂tφ
k
fh
dx =
∫
Dk
φkfhnz.∇vhdx+
−
∮
∂Dk
vh(φ
k
fh
)∗ne.nzdx +
∫
Dk
vhpφ
k
fh
dx+∫
Dk
δvhΓ
k
opxh
dx, (11)
where ne is the outward pointing normal to the cell face
∂Dk. We choose an upwinding flux as
φk,∗f (φ
k,−
f , φ
k,+
f ) = φ
k,−
f , nz.ne ≥ 0
= φk,+f , nz.ne < 0, (12)
for the cell face ∂Dk. The quantities φk,+f correspond to
the face values of the current cell on the given face and
φk,−f are the values on the face taken from the neigh-
boring cell. The opx evolution equation is discretized in
a similar fashion∫
Dk
vh∂tφ
k
opxh
dx =
∫
Dk
φkopxhnz.∇vhdx+
−
∮
∂Dk
vh(φ
k
opxh
)∗ne.nzdx−∫
Dk
φ0f
φ0opx
δ
(1− β)vhΓ
k
opxh
dx. (13)
Lastly, the elliptic equation is a modified Helmholtz
equation and this is discretized using IPDG Method.
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Table 1 Values of model parameters used in simulations
Parameter Symbol Values for channel problem Values for wave problem
Normalized solubility gradient δ 0.01 0.01
Ratio of melt to solid reference velocities R 100 100
Initial melt fraction φ0f 0.02 0.01
Initial opx fraction φ0opx 0.15 .20
Ratio of opx dissolution rate to olivine precipitation rate β 0.5 0.5
Porosity exponent in permeability n 3 3
Non-dimensional domain length in x direction xmax 1.0 5.7
Non-dimensional domain length in z direction zmax 2.0 6.8
Referring [2,42], discretization for the pressure equa-
tion becomes,
K∑
k=1
(
∫
Dk
φ3f∇p.∇v +
∫
Dk
φfpv)+

∑
e∈∂Din∪∂Ωd
∫
e
{φ3f∇v.ne}[p]
−
∑
e∈∂Din∪∂Ωd
∫
e
{φ3f∇p.ne}[v]
+σ
∑
e∈∂Din∪∂Ωd
∫
e
[p][v]
=
K∑
k=1
∫
Dk
−R∂φ
3
f
∂z
v +
∑
e∈∂Ωd
∫
e
(φ3f∇v.ne + σv)gD.
(14)
The discretized form of the pressure equation given in
14 has notations that have special meanings. The jump
terms required for stability, correspond to variables in
square brackets and averages of variables across faces
are denoted in flower brackets. These values are calcu-
lated for every edge, e, belonging to the family of inter-
nal edges, ∂Din and edges along the boundary, ∂Ωd of
the domain. The choice of the value of the parameter,
, results in different schemes with respective advan-
tages and disadvantages[2,42]. σ is called the penalty
parameter that penalizes the jump in the function val-
ues across the cell face. As a solver, we use a matrix-
free implementation of Biconjugate gradient stabilized
(BiCGStab) iterative method with a block Jacobi pre-
conditioner for the elliptic equation [34].
The basic DG formulation suffices to solve the gov-
erning set of equations when there are no steep gradi-
ents in the time variation of porosity which is generally
true in the channel problem. But in the wave regime,
the random variation of porosity combined with the
source term, Γopx, which scales with zmax results in nu-
merical oscillations. These oscillations can be controlled
by adding an artificial viscosity. But the additional vis-
cosity term that is introduced must primarily act in re-
gions of numerical oscillations and be small in regions
where the porosity variation is smooth. We consider the
entropy viscosity proposed by [46], which is based on
the residual of the governing equations. The artificial
viscosity is a piecewise constant function defined by:
ν|k = αmin{cmaxhk, cEh2k max(D1(φh))}, (15)
where α is a stabilization constant that is tweaked to
scale the artificial viscosity according to the require-
ments of the problem. The second term D1(φh) is fur-
ther defined as:
D1(φh) = max(max
x∈k
|Rei(φh)|,max
x∈∂k
|Ji(φh)|)/Nh. (16)
The individual terms in the definition of D1(φh) are
given by:
Rei(φh) =
φnf − φn−1f
∆tn
+ ∂zφ
(a)
f − p(a)φ(a)f − Γ (a)opx, (17)
Ji(φh) = [φ
(a)
f ], (18)
Nh(φh) = var(φ
n+1
f ) = maxΩ
φn+1f −minΩ φ
n+1
f . (19)
In Eq. 17, the superscript a indicates the result obtained
by taking the average of φf , φopx and p values over the
last two time steps for the corresponding variable. Intu-
itively, the change in residuals Rei and the jump terms
Ji which is the difference in the value of the porosity
across faces of a cell with respect to the total variation
in porosity Nh determines the amount of artificial vis-
cosity to be employed for the cell. Implementation and
performance of this scheme are discussed in detail in [7,
46].
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The weak form of the porosity equation with the
artificial viscosity term is given by:
K∑
k=1
∫
Dk
dφf
dt
vdx
=
K∑
k=1
∫
Dk
(
(φnf )η · ∇v + (φnf pn + Γnopxv)
)
dx
−
∑
e∈∂Din∪∂Ωd
∫
e
((φf )
∗(n · η)v)
−
K∑
k=1
∫
Dk
ν∇φnf .∇v + 
∑
e∈∂Din∪∂Ωd
∫
e
{ν∇v.ne}[φnf ]
−
∑
e∈∂Din∪∂Ωd
∫
e
{ν∇φnf .ne}[v] + σ
∑
e∈∂Din∪∂Ωd
∫
e
[φnf ][v]
+
∑
e∈∂Ωd
∫
e
(ν∇v.ne + σv)gD.
(20)
Here η = (0, 1) is the vector field notation that results
in the advection of melt in the z direction in Eq. 1. The
diffusion term is discretized using IPDG method simi-
lar to the pressure equation. These are given by the last
5 terms on the right hand side in the weak form of the
extra diffusion term in Eq. 20. The parameters  and σ
are the same as given for the discretization of the pres-
sure equation and ν is the artificial viscosity added to
control the numerical oscillations. This equation also
results in two boundary integral terms. The periodic
boundary conditions and the Dirichlet boundary con-
ditions need to be taken into account for the diffusion
term as well. The Neumann term is taken to be zero
as we require only Dirichlet boundary conditions to be
satisfied for the original set of governing equations. The
values of  and σ were chosen to be 1 for all the sim-
ulations. The choice of value for α and consequently ν
for every cell in the mesh is discussed later.
3.3 Convergence and scaling study
To verify the convergence of the DG scheme we follow
the approach of [35] by taking the same parameter and
domain setup as in the previous section, and assuming
exact, steady solutions
φfe(x, z, t) = exp(0.04z)(1 + 0.1 cos(2pix)), (21)
pe(x, z, t) = p0 + 0.1 cos(2pi(x))z sin(0.75piz)), (22)
where p0 is the same as the Dirichlet boundary con-
dition specified in Eq. 7. Substituting these exact so-
lutions into Eq. 1 and Eq. 4 yields a residual for each
equation that is in turn added back to the equations,
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Fig. 1 Convergence study: Error analysis with the manufac-
tured solutions discussed in section 3.3 using Legendre Poly-
nomials P 1, P 2, P 3 and P 4 respectively.
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Fig. 2 Strong and weak scaling analysis: Strong scaling using
P 2 polynomials. Weak scaling for a Runge-Kutta time-step
with 900 dofs per processor using P 3 polynomials.
guaranteeing an exact solution as prescribed. We inte-
grate this system to steady state with very small time
steps. From general analysis of the DG method in [20]
we expect the error of the scheme to diminish as a poly-
nomial function of the size of the element h. This is
confirmed in Fig. 1, where it is seen that the L2-error
decays as h(N+1) where N is the degree of polynomial,
K are the number of elements and h is the diameter of
the cell. Strong scaling and weak scaling studies were
done to ensure that the computational time decreases
with an increase in the number of processors (strong
scaling) and if the load per processor is even (weak
scaling). The results in Fig. 2 show that the numerical
setup is optimally scalable. Efficiency of weak scaling is
defined as the ratio of wall time to complete the work
in one processor to the amount of time to complete ’N’
units of the same work with ’N’ processors.
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4 Results from numerical simulations
Previous studies indicate that dunite channels can be
formed through two different instabilities in an upwelling
viscously deforming column [19,28,40]. To demonstrate
the flexibility of DG methods, we consider two bench-
mark problems in this section, one is the formation of
high porosity channels (domain size: xmax = 1, zmax =
2) and the other is the formation of compaction-dissolution
waves (xmax = 5.7, zmax = 6.8). The former is used to
illustrate the importance of DG methods, local time-
stepping and isotropic adaptive mesh refinement, while
the latter highlights the importance of artificial viscos-
ity, parallelization and anisotropic mesh refinement.
4.1 Local Time-stepping
The structure of steady-state high-porosity melt chan-
nels and their associated lithologies have been studied
in 2D using high order numerical methods [27,35,36].
In this section, the efficiency of DG methods with lo-
cal time-stepping is presented by considering a refined
mesh near the channels and a coarse mesh elsewhere.
According to the 2D numerical simulations of [36], the
imposed boundary condition Eq. 6 results in high poros-
ity channels in the upper part of the simulation do-
main. Across the high porosity channel, large horizon-
tal gradients in porosity, φf , and opx fraction, φopx ,
are observed. The numerical method for these results
uses 6th order DG elements in the vertical dimension
and a Fourier collocation scheme in the horizontal di-
rection. This method consists of a uniformly high order
method in the whole domain even though the promi-
nent characteristics of φf and φopx are in a small re-
gion near the channel boundary. To better and more
efficiently resolve these horizontal gradients, we use a
non-uniform mesh. The advantage of such a variable
mesh is lesser memory usage and improvement in the
computational wall time. We can also consider a rel-
atively low order method with this variable mesh to
efficiently resolve the dynamics of the problem. In this
case, spatial refinement gives the required numerical ac-
curacy achieved through high order methods previously.
Therefore, to negate the shortcomings in the numerical
methods of [35,36] and [27], we need numerical meth-
ods where there are no restrictions on element size and
local approximation and DG methods are well suited
for problems with variable meshes.
The resulting semi-discrete hyperbolic equations with
spatial DG discretization can be integrated using an
explicit method as it is simple to implement, requiring
only function evaluations of the nonlinear right-hand
sides to Eqs. 1 and 2. Also, unlike previous numerical
Table 2 Computational time for the major segments of the
numerical scheme for 2nd degree DG polynomials with 6400
cells.
Section Walltime(s) % Total
Assemble transport equation 2.94 15.0
Assemble pressure equation 6.84 35.0
Solve transport equation 0.01 0.1
Solve pressure equation 6.97 36.0
studies [40], our model assumes local chemical equilib-
rium and thus explicit time-stepping is not restricted
by a large reaction rate constant. The terms limiting
time integration therefore are the upwelling and dis-
solution terms in Eq. 1 and are typically of compa-
rable magnitude. Time integration can thus be per-
formed with the three-stage, third-order RK method.
Each inner RK stage is concluded by discretizing the
elliptic equation 4 with the updated value of φf . How-
ever explicit time-stepping methods need to satisfy the
Courant-Friedrichs-Lewy(CFL) condition for stability
and this is given by:
∆t = C min k{hk},
where C is a constant depending on the order of the
DG polynomials and the stability region of the time-
stepping algorithm [8]. (Note that the wave speed in
the upwelling problems is one.) The drawback of ex-
plicit time-stepping methods is that this restriction has
to hold globally even if the most refined cells are only a
small fraction of the whole domain which is typical of
the channel problems in magma dynamics. While the
time step is constrained by the hyperbolic equations,
it requires us to assemble and solve the elliptic equa-
tion after every timestep which accounts for the major
computational time in evolving the system of equations
over time. This can be seen in Table 2 which gives the
time distribution for a domain consisting of 80 × 80
cells with 2nd degree DG polynomial elements for a case
with A1 = 0.1 in the inflow boundary condition Eq. 6.
Since the pressure equation weakly affects the porosity
and opx equations, local time-stepping provides a good
alternative to this problem if a method can be devel-
oped to efficiently include the constraint imposed on
the advection equations because of the pressure equa-
tion. While local time-stepping methods have been used
for hyperbolic equations before [6,13,14,17], this paper
extends the formulation with a constraint for the hyper-
bolic equations in the form of the pressure equation.
To illustrate the efficiency of local time-stepping
methods we consider four cases with refinement levels
of 1, 2, 3 and 4 respectively at the top of the domain
based on the knowledge that there is a strong corre-
lation between the boundary conditions and channel
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Fig. 3 Steady state solutions with sustained Gaussian inflow perturbation for various levels of refinement near the high-
porosity channel. From left to right, number of levels are 1,2,3 and 4 respectively. Meshes for the regions enclosed by the boxes
are shown in the top panel. All the simulations are using 3rd order DG elements with 6400 cells in the coarsest level.
Fig. 4 Local time-stepping schemata for a 3 level mesh. The number indicates the order of evaluation and head of the arrows
indicate the timestep at which the coarser neighbor needs to be extrapolated to the half timestep (see text for discussion).
formation [27]. Following [17], let nl define the number
of refinement level in the mesh. For example, the coars-
est level as shown in the top panel in Fig. 3 has nl = 4
and the most refined level has nl = 1. If ∆t is the max-
imum stable time step for the most refined level then
∆tnl = 2
nl−1∆t. For local time-stepping methods, time
integration is performed at each level nl when the CFL
condition at that level needs to be satisfied using 3rd
order Adam-Bashforth method (AB3) which is given
by:
φn+1f = φ
n
f + (∆t)nl [
23
12
fn − 16
12
fn−1 +
5
12
fn−2],
where fn are the function evaluations from the right
hand side in Eq. 11. For the function evaluations, all
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the cells that are in a particular refinement level need
only the previous solutions at the time steps corre-
sponding to that level. Solutions are required from the
coarser neighbor only for the flux terms and these can
be extrapolated using Adam-Bashforth methods by in-
tegrating the right hand side for half time step. Like
the fundamental derivation of Adam-Bashforth meth-
ods, we consider a polynomial p(t) that passes through
fnl−1 , fn−1l−1 , fn−2l−1 for the coarser neighbor as
p(t) =
2∑
i=0
fn−il−1Li(t),
where Li(t) are the Lagrange polynomials with the in-
terpolation points at the previous time steps that cor-
respond to the three previous stable time steps for that
level. Then, the flux terms at half time step required
for the flux computations of its refined neighbor can be
derived by:
φf
n+1
2
− φfn =
∫ t
n+1
2
tn
p(s)ds.
While these methods work as expected for hyperbolic
equations, the constraint of the pressure equation which
accounts for the major portion of the computational
time needs to be solved globally even though the timestep
constraint is imposed by the hyperbolic equations. The
advantage of using DG methods for the pressure equa-
tion is that the solution can be discontinuous across
cells. Since the pressure varies slowly with time, the
pressure solutions from the previous time steps can
be used to extrapolate the solution at the intersec-
tion of the coarse and refined cells. Now, to solve the
pressure equation locally, the solution from the coarse
neighbors from the current level is extrapolated to the
half time steps when necessary. These extrapolated val-
ues provide the Dirichlet boundary conditions to solve
the pressure equation locally. The local time-stepping
scheme is illustrated in Fig. 4.
Comparison of total time required to reach steady
state for global RK3 and local AB3 methods is given in
Table 3 where nL is the total number of levels for the
computation. As can be seen from the table, Adam-
Bashforth methods are not efficient for uniform meshes
as the CFL condition is 5 times smaller compared to
RK3 methods. But as the number of levels increase,
where the refined cells are only a small fraction of the
total number of cells, the CFL condition is dominated
by the number of function evaluations that are required
at every time step. Thus, as can be seen in Table 3,
when local time-stepping methods are used, the num-
ber of function evaluations are limited to the mesh that
is needed for the CFL condition to be satisfied. There-
fore, the computational wall time decreases as the num-
ber of function evaluations on the global mesh at every
time step takes a much longer time even though the
CFL condition is greater for global Runge-Kutta meth-
ods. Adam-Bashforth methods are preferred for local
time-stepping methods because these methods result in
easier calculation of function values at half time steps
as opposed to Runge-Kutta methods. While the results
are shown for 2D channel problems, the percentage gain
in computational time would be much more significant
for 3D channel problems where the function evaluations
and solver time would be significantly more than 2D.
4.2 Adaptive Mesh Refinement
While the previous section illustrated the importance
of local time-stepping methods by guessing the region
of channel formation, it is very difficult to guess the
regions of melt migration apriori. DG methods with
adaptive mesh refinement can be used if the regions
of dunite channel formation is not known. In order to
capture the porosity variation at the boundary of the
dunite channels, a uniformly refined mesh can be used
but it can be computationally prohibitive. As can be
seen in the previous case, in Fig. 3, the coarse mesh
that was considered does not show channel bifurcation
clearly. To generalize the idea from the previous case,
adaptive mesh refinement with DG methods provides
a good alternative to capture the essential features of
melt migration in a computationally efficient manner
for a general mesh that is more applicable for realis-
tic problems. Adaptive mesh refinement strategies are
employed by refining the mesh where the melt fraction
changes rapidly and coarsening the mesh where melt
fraction changes slowly. But since the solution at the
next time step is not known, the mechanism to define
the criterion for regions of refined and coarsened mesh
should be made from the values of porosity at the cur-
rent and previous time steps. This criterion is given by
developing an error indicator for porosity since we are
interested in the variation of porosity over time. In this
case, the error indicator η is based on the gradient of
porosity as a refined mesh is required to capture the
steep gradients and a coarse mesh suffices if gradient is
smooth. So for the error indicator, the gradient of poros-
ity is calculated and stored for every cell. Then, the top
20% of the cells with the highest gradient are marked
for refinement and the bottom 20% of the cells with
small gradients are marked for coarsening. In this pa-
per, mesh refinement was done once every 50 timesteps
as a trade off between the alignment of mesh and solu-
tion variation with the cost of transfering the solution
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Table 3 Wall time with local time-stepping scheme for multilevel meshes.
nL Assembling Solver Total Time (s) % Gain
RK3 AB3 RK3 AB3 RK3 AB3
1 2.19E+3 3.55E+3 1.28E+2 2.01E+2 2.32E+3 3.75E+3 -61.49
2 4.42E+3 4.73E+3 2.51E+2 3.22E+2 4.68E+3 5.05E+3 -8.06
3 1.16E+4 8.68E+3 1.58E+3 1.61E+3 1.32E+4 1.03E+4 22.21
4 4.08E+4 3.07E+4 7.81E+3 3.05E+3 4.86E+4 3.37E+4 30.53
0
0.5
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1.5
2.0
0.2 0.4
x
0.6 0.8 1.0
Fig. 5 Bottom: Time variation of fluid fraction with sustained inflow perturbation and adaptive mesh refinement using 4th
order DG elements with 5 levels of maximum refinement. From left to right, t = 0.0,1.2,2.4. Top: Mesh refinement near the
channels for the corresponding timesteps. Note: The color scale is for t = 2.4.
at every time step. As can be seen from Fig. 5, the
gradient of porosity as error indicator captures all the
essential features of channel formation and the mesh is
refined only in the region of dunite channel boundary
closer to steady state. The amplitude of the Gaussian
perturbation, A1 in Eq. 6, is set to 0.15 in this case.
Fig. 6 shows a comparison of the line profile plot of
porosity along z = 2 for uniform and adaptive mesh re-
finement. We get identical results using both the refine-
ment strategies. The major advantage of using adaptive
mesh refinement is that the number of cells and number
of degrees of freedom are substantially less to capture
the essential features of magma dynamics. The over-
all computational time also goes down by 40% with an
adaptive mesh for the simulation to run to steady state.
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Adaptive 
Uniform
Fig. 6 Line profiles of porosity at t = 2.4 along z = 2 using
uniform mesh consisting of 10000 cells and adaptive mesh
consisting of 4009 cells.
4.3 Wave regime results with uniform mesh
Nonlinear interaction among dissolution, compaction,
and solid upwelling can also give rise to compaction-
dissolution waves [19,28,35,36]. For this, we consider
reactive dissolution regime in a 5.7 × 6.8 rectangular
domain(measured in compaction length [30]). This do-
main is an approximation for the upper most part of the
upwelling mantle beneath the mid-ocean ridge. Fig. 7
shows the temporal evolution of porosity and opx abun-
dance in the simulation domain. As discussed in Sec-
tion 3, one of the important considerations for the wave
regime computations is the amount of artificial viscos-
ity to control the spurious oscillations. There is a trade
off between controlling the numerical oscillations and
the accuracy of the solution. If the viscosity per cell is
large, then the high porosity channel does not interact
with the lower part of the domain and hence presents a
very dissipated solution. On the other hand, if the vis-
cosity is less, there are spurious oscillations which give
rise to unrealistic solutions. Fig. 8 gives a comparison
between the porosity solutions at t = 10 for viscosity
parameters α = 0.3, 0.5, 0.6 respectively. As can be seen
from the plots, as the viscosity increases, the dissipa-
tion is more and the waves are not as strong as the
undissipated solution. In the present study, we set the
stabilization constant to be α = 0.3.
Fig. 7 displays spatial and temporal evolutions of
porosity (upper panels) and opx fractions in the simula-
tion domain at four selected times. Random initial con-
ditions diffuse out and the random boundary conditions
slowly result in well organized compaction-dissolution
waves before one solid overturn time (t = 6.7, the time
required for the solid to traverse through the domain
once). At the end of the second solid overturn time,
compaction-dissolution waves are fully developed at the
lower half of the domain while high porosity channels
are initiated at the top. The localization of the melt into
the channels that are formed in the top half of the do-
main dissolves the remaining opx and close to the third
overturn time (t = 20.4) six-well developed opx-free
dunite channels are formed. Downward growth of these
high porosity channels perturbs the local melt flow field
which causes continuous nonlinear interactions between
the lower part of the domain and the channels in the
upper part eventually leading to a decrease in the wave-
length of the porosity waves and an increase in the num-
ber of dunite channels to eight by the fourth overturn
time after which it reaches a pseudo-steady state. Nu-
merical simulations in the wave regime were compared
with those reported in [28]. These results are in qual-
itative agreement with those reported by [28] for an
identical problem (see their Fig. 2) for which a hybrid
numerical scheme consisting of DG and a high-order fi-
nite difference method was used. In the present study,
the domain was discretized into 80× 80 mesh with 4th
order DG methods. These simulations were run in par-
allel on 128 processors.
4.4 Wave regime results with anisotropic mesh
refinement
Adaptive mesh refinement can be used in the wave
regime context as well. But by noticing that the gradi-
ents are sharp only in the x-direction, adaptive mesh re-
finement can be further improved by making it anisotropic.
Based on the error indicators, the mesh is refined only
in the x-direction while the mesh is uniform in the z-
direction. Every cell marked for refinement is now di-
vided into two cells in the x-direction unlike isotropic
mesh refinement where the cell is refined in both the x
and z-direction which results in four refined cells. Fig. 9
shows the formation of dunite channels with three lev-
els of anisotropic mesh refinement in the background.
Based on the error indicators for each cell, the top 20%
of the cells are marked for refinement while the bot-
tom 30% are marked for coarsening. The anisotropic
mesh refinement ensures that the mesh is refined only
where the channels are formed and coarse everywhere
else. These simulations were also run in parallel with
128 processors and the wall time with anisotropic mesh
refinement leads to an improvement over uniform mesh
solutions by a factor of 2 approximately.
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T =  0.0 T =  6.4 T =  15.2 T =  36.2
Fig. 7 Time variation of solutions with 4th order DG elements and random inflow perturbation and uniform mesh refinement
with 6400 elements. From left to right, t = 0.0, 6.4, 15.2, 36.2 Top: Fluid fraction. Bottom: Opx fraction.
Fig. 8 Porosity at t = 10.0 with 4th order DG elements with 3600 cells and random inflow perturbation with different
stabilization constants α. From left to right, α = 0.3,0.5,0.6 .
5 Summary
In this paper, discontinuous Galerkin method has been
presented for the equations of magma dynamics de-
scribed by the physical models presented in [19,35,36].
This model includes a porosity-dependent bulk viscos-
ity term, a solid upwelling term and a hyperbolic equa-
tion to track the fraction of the dissolvable mineral
opx. The latter quantity is used such that upon opx
exhaustion, the mass transfer rate is taken to be zero.
Our numerical implementation consists of an upwinding
discontinuous Galerkin method for the advection equa-
tions and IPDG method for the elliptic equation. Time
integration was done using 3rd order Runge-Kutta method
except for local time-stepping methods where 3rd order
Adam-Bashforth methods were used. Artificial viscos-
ity was added to solve the porosity equation in the wave
regime. Numerical error estimates match their theo-
retically expected values and scaling studies show the
method’s efficiency in parallelization. Assembling and
solving the pressure equation was seen as the major
bottleneck in solving these problems and local time-
stepping and adaptive mesh refinement methods have
been proposed to significantly decrease the computa-
tional time. These methods are well-suited to study
high-porosity channels and compaction dissolution waves
which are predicted by linear stability analysis. We ob-
serve that the compacting boundary layers are present
outside high-porosity melt channels. In the event of
depleted opx abundance, melt channels bifurcate. The
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Fig. 9 Spatial vatiations of normalized opx fraction in the
simulation domain at t = 15.0 with anisotropic mesh refine-
ment using 4th order DG elements with a fixed number of 40
elements in the z-direction. The elements in the x-direction
are anisotropically refined with 3 levels of maximum refine-
ment.The mesh is refined only in the x-direction.
numerical method developed in this study enables the
study of an important but unresolved geological prob-
lem regarding the shape or geometry of high-porosity
channels in 2D. 2D numerical simulations of high-porosity
dunite channel formation in the stable regime suggest
a strong correlation between boundary perturbation in
porosity at the inflow and dunite channel initiation.
This higher than background porosity at the inflow
is attributed to higher abundance of fusible materials
in the upwelling mantle column [27]. The methods de-
scribed in this paper can be easily extended to 3D as
well using deal.II which provides a modern interface
for dimension independent programming and adaptive
mesh refinement [43,44]. Geological applications of re-
active melt migration in 2D and 3D using the numerical
methods outlined in this study and those in [43,44] will
be presented in a companion study.
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Appendix
Following [36], we consider an effective binary system
that consists of an interconnected melt network and a
solid matrix comprised both of a soluble mineral, opx
and an insoluble mineral, olivine (ol). Let Γopx be the
dissolution rate of opx and Γol be the precipitation rate
of ol in the melt, measured as the volume of mineral
dissolved or precipitated per unit volume of the porous
medium per unit time. Then Γol = −βΓopx, where β is
the stoichiometric coefficient for opx dissolution. Mass
conservation equations for the melt and the total solid
are given by:
∂φf
∂t
+∇ · (φfv) = (1− β)Γopx, (23)
∂(1− φf )
∂t
+∇ · [(1− φf )V] = −(1− β)Γopx, (24)
where v and V are melt and solid velocities, respec-
tively. Conservation of soluble mineral, opx, in the solid
matrix is given by
∂φopx
∂t
+∇ · (φopxv) = −Γopx, (25)
The volume fraction of olivine is derived from the vol-
ume fractions of φopx and φf as
φol = 1− φopx − φf , (26)
Eqs. 23 - 25 are derived using the Boussinesq approxi-
mation i.e., that the densities of the melt and the solid
are the same and that the velocities of opx and ol are
the same as the bulk solid velocity. Neglecting diffusion
and dispersion in the melt and assuming constant and
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uniform mineral compositions, mass conservation equa-
tion for the independent component in the melt for the
effective binary system is given by :
∂(φfcf )
∂t
+∇ · (φfvcf ) = (c0opx − βc0ol)Γopx, (27)
where cf , c
0
opx and c
0
ol are concentrations of the indepen-
dent component in the melt, opx and ol, respectively.
Mass transfer can be modelled by the first-order kinetic
approximation [1,40,41]
Γopx = αrφfφopx(c
eq
f (x)− cf , 0 < αr <∞, (28)
where coefficient of proportionality αr is a rate con-
stant. For the effective binary system considered in this
study, the equilibrium concentration, ceqf varies only as
a function of the vertical coordinate if the effect of tem-
perature is small compared to that of pressure.
ceqf (x) = c
eq
f (z) = c
0
f +∆cF (z/L), (29)
At the lower boundary of our domain the solubility
takes the value cf = c
0
f , and ∆c is the change in solubil-
ity over a compaction length L. In the limit αr → ∞,
concentration Cf tends to equilibrium value and the
dissolution rate is obtained by combining Eqs. 23 and
27 with cf = c
eq
f :
Γopx =
φf (v · nz)∂ceqf /∂z
c0opx − βc0ol − (1− β)ceqf
Iopx, (30)
where nz is the unit vector in the vertical dimension
and where the indicator function Iopx returns 1 if φopx
is positive and zero otherwise. In the equilibrium limit,
the opx dissolution rate is proportional to the vertical
melt flux and solubility gradient and is independent of
opx abundance.
Darcy’s law, relating relative melt flux to gradients
of an effective pressure and melt buoyancy is used to
determine the velocities, v and V,
φf (v −V) = −κφ
µ
[∇p−∆ρgnz], (31)
where κφ is the permeability, µ is the viscosity of the
melt, p = pf − ps is the pressure difference between the
melt (pf ) and the solid (ps), ∆ρ = ρs − ρf is the den-
sity difference between the solid (ρs) and the melt (ρf ),
g is the acceleration due to gravity. The permeability
depends on porosity through the power-law relation,
κφ = κ0
(
φf
φ0f
)n
, (32)
where κ0 is the permeability at the reference melt frac-
tion φ0f and n = 3 in the present study. The pressure
difference between the melt and the solid is related to
the compaction rate of the matrix (∇ · V ) through the
bulk velocity ξ,
p = pf − ps = ξ∇ ·V, (33)
ξ =
η
φf
, (34)
where η is the shear viscosity of the solid matrix. The
effective pressure can be solved from a Helmholtz equa-
tion obtained by combining Eqs. 23 and 24 and the
divergence of Eq. 31,
∇ · [κφ
µ
(∇p−∆ρgnz)] = φfp
η
. (35)
Eq. 24 can also be written in terms of the effective pres-
sure,
∂φf
∂t
+ V · ∇φf = (1− φf )φfp
η
+ (1− β)Γopx, (36)
To derive the working model used in this study, we non-
dimensionalize Eqs. 23 - 36 with the following substi-
tutions:
t = t0t′, x = Lx′, φf = φ0fφ
′
f , φopx = φ
0
opxφ
′
opx,
cf = c
0
f +∆cc
′
f , p = p
0p′, v = w0v′,
V = W0nz +∆V V
′, (37)
where W0 is the solid upwelling rate, w0 is the inflow
melt velocity and p0 is the pressure scale. The time,
length, pressure and velocity scales are
t0 =
L
W 0
, L =
√
κ0η
µφ0f
, p0 =
ηW0
L
,
w0 =
κ0∆ρg
φ0fµ
, ∆V =
φ0fw0(1− β)∆c
c0opx − βc0ol − (1− β)c0f
, (38)
where L is the compaction length [30], t0 is the time
needed for a matrix panel to advect a compaction length
via solid upwelling. Substituting Eqs. 37 and 38 into
Eqs. 25, 27, 31, 35 and 36 and after dropping the primes
for clarity, we have the dimensionless equations.
∂φf
∂t
= −∂φf
∂z
+ φfp+ δΓopx (39)
∂φopx
∂t
= −∂φopx
∂z
− φ
0
f
φ0opx
δ
(1− β)Γopx (40)
−∇.[φ3f∇p] + φfp = −R
∂φ3f
∂z
(41)
φfv = R
−1φnz − φ3f (R−1∇p− nz) (42)
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Γopx = R
φf (v.nz)
1− δz Iopx (43)
Eqs. 39 - 42 have three dimensionless parameters,
φ0f
φ0opx
, δ = (1− β)∆c
cˆ
, R =
w0
W0
, (44)
where cˆ = c0opx − c0ol − (1− )c0f is a characteristic coef-
ficient.
