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ABSTRACT
The Two-degree Field Galaxy Redshift Survey (2dFGRS) Percolation-Inferred Galaxy Group
(2PIGG) catalogue of ∼29 000 objects is used to study the luminous content of galaxy systems
of various sizes. Mock galaxy catalogues constructed from cosmological simulations are used
to gauge the accuracy with which intrinsic group properties can be recovered. It is found that a
Schechter function is a reasonable fit to the galaxy luminosity functions in groups of different
mass in the real data, and that the characteristic luminosity L is slightly larger for more massive
groups. However, the mock data show that the shape of the recovered luminosity function is
expected to differ from the true shape, and this must be allowed for when interpreting the data.
Luminosity function results are presented in both the bJ and rF wavebands. The variation of
the halo mass-to-light ratio, ϒ , with group size is studied in both of these wavebands. A robust
trend of increasing ϒ with increasing group luminosity is found in the 2PIGG data. Going
from groups with bJ luminosities equal to 1010 h−2 L to those 100 times more luminous, the
typical bJ-band mass-to-light ratio increases by a factor of 5, whereas the rF-band mass-to-light
ratio grows by a factor of 3.5. These trends agree well with the predictions of the simulations
which also predict a minimum in the mass-to-light ratio on a scale roughly corresponding
to the Local Group. The data indicate that if such a minimum exists, then it must occur at
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L  1010 h−2 L, below the range accurately probed by the 2PIGG catalogue. According to
the mock data, the bJ mass-to-light ratios of the largest groups are expected to be approximately
1.1 times the global value. Assuming that this correction applies to the real data, the mean bJ
luminosity density of the Universe yields an estimate of m = 0.26 ± 0.03 (statistical error
only). Various possible sources of systematic error are considered, with the conclusion that
these could affect the estimate of m by a few tens of per cent.
Key words: galaxies: clusters: general – galaxies: haloes – large-scale structure of Universe.
1 I N T RO D U C T I O N
The distribution of galaxy luminosities, along with their mass-to-
light ratios and spatial distribution, represent key observations that
should be explained by theories of galaxy formation. In the Lambda
cold dark matter (CDM) model of structure formation, these broad
brush empirical characterizations of the galaxy population result
from a complicated interplay between the lumpy growth and coa-
lescence of dark matter haloes and the radiative cooling, star forma-
tion and feedback associated with baryons within these clumps. Not
only are the galaxies signposts to locating the underlying overden-
sities in the dark matter distribution, their properties also provide
a systematic record of the processes that have taken place in those
haloes and their progenitors. To develop a deeper understanding of
the impact of these various processes, it is helpful to break down the
global constraints referred to above and to consider their variation
with halo mass.
The determination of the luminosity function of galaxies has
received much observational effort (e.g. Blanton et al. 2001, 2003;
Cole et al. 2001; Kochanek et al. 2001; Norberg et al. 2002),
and recently there have been suggestions that the distribution of
galaxy luminosities varies between rich cluster environments and
low-density regions (e.g. Christlein 2000; Zabludoff & Mulchaey
2000; Balogh et al. 2001; de Propris et al. 2003). Furthermore,
some authors find evidence that a Schechter function does not
describe the galaxy luminosity function well in groups and clusters
because of an excess of bright galaxies (e.g. Sandage, Binggeli &
Tammann 1985; Ferguson & Sandage 1991; Smith, Driver &
Phillipps 1997; Trentham & Tully 2002; Christlein & Zabludoff
2003). While these empirical results are intriguing, a systematic
study with a large set of homogenous groups would add welcome
weight to these findings. What should one expect to find? This
question has been addressed using semi-analytical prescriptions
(White & Frenk 1991; Kauffmann, White & Guiderdoni 1993;
Diaferio et al. 1999; Benson et al. 2003b). These techniques
provide a physically motivated ab initio procedure for calculating
the properties of galaxy populations, which can be compared with
the real Universe in order to constrain the physical processes and
their implementation within the models. Both Diaferio et al. and
Benson et al. find that the galaxy luminosity functions within haloes
of different mass are not well described by Schechter functions.
Instead, they have an excess in the abundance at the bright end
which arises from the different processes that are important for
the growth of the large central galaxy relative to the other galaxies
in the haloes (the satellites). In smaller haloes, where a larger
fraction of the group luminosity is typically locked up in the
central galaxy, this produces a more prominent deviation from
a Schechter function at the bright end of the galaxy luminosity
function of the group. Furthermore, the luminosity at which this
‘central galaxy bump’ occurs, increases with halo mass. Testing the
predictions from these models represents an opportunity to learn
about aspects of galaxy formation.
The mass-to-light ratios (ϒ) of groups represent another impor-
tant clue, the light-to-mass ratio essentially reflecting the efficiency
with which stars are formed within haloes of different mass. In
large haloes this should be determined by the rate of gas cooling,
whereas in small haloes other factors that cause energy to be in-
jected into the halo gas become effective at disrupting the forma-
tion of stars. The prediction of semi-analytical models is that mass
should be converted most efficiently into optical light in haloes of
mass ∼1012 h−1 M (White & Frenk 1991; Kauffmann et al. 1999;
Benson et al. 2000). One way in which this can be tested is to take a
theoretically motivated mass function and match haloes with galaxy
groups of the same abundance as inferred from an empirically deter-
mined group luminosity function. This reveals the variation of the
typical ϒ with mass. Qualitatively, Marinoni & Hudson (2002) find
a trend similar to that predicted by semi-analytical models, namely
a minimum ϒ at intermediate masses of ∼1012 h−1 M. Observa-
tionally, there have been many studies that have directly measured
ϒ for clusters and large groups of galaxies in various wavebands
(R, Carlberg et al. 1996, 2001; Tucker et al. 2000; V , Schaeffer et al.
1993; David, Jones & Forman 1995; Cirimele, Nesci & Trèvese
1997; Hradecky et al. 2000; B, Ramella, Pisani & Geller 1997;
Adami et al. 1998; Girardi et al. 2000, 2002; Sanderson & Ponman
2003; Tully 2004). Some studies suggest that the mass-to-light ratio
is larger in bigger systems, whereas other studies find no significant
variation.
In addition to the direct relevance of the mass-to-light ratio and
its dependence on halo mass for studies of galaxy formation, ϒ
is an important quantity to measure as it provides one of the tra-
ditional ways to estimate the mean matter density of the Universe
(e.g. Carlberg et al. 1996). This requires an assumption concerning
the relation between the mass-to-light ratio of the groups or clusters
and the mean cosmic value. Traditionally, it has been assumed that
the value of ϒ for the most massive clusters is representative of the
universal mean, although for a long time this assumption was chal-
lenged in biased models of galaxy formation (Davis et al. 1985). At
any rate, the value of ϒ for clusters, together with an appropriate
assumption concerning its universality and knowledge of the total
galaxy luminosity density allows a simple estimate of the mean mass
density for the Universe.
The construction of the two-degree Field Galaxy Redshift Sur-
vey (2dFGRS) Percolation-Inferred Galaxy Group (2PIGG) cata-
logue (Eke et al. 2004) from the 2dFGRS (Colless et al. 2001,
2003) facilitates a direct calculation of the galaxy content in a
large sample of homogenous groups. The purpose of this paper is to
report the results of a decomposition, by group size, of the lumi-
nosity functions of galaxies within groups, and the group mass-to-
light ratio. Mock catalogues constructed from cosmological simu-
lations are employed as a guide to the accuracy with which these
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quantities can be inferred from the 2PIGG sample. This is a vital
step in the comparison of a model prediction with the observational
results.
Section 2 contains a brief description of the group catalogue and a
quantitative study of its reliability. In Section 3 the luminosity func-
tions of galaxies within groups is shown for different halo masses.
The variation of total halo mass-to-light ratio with halo size is in-
vestigated in Section 4.
2 I N F E R R E D G RO U P P RO P E RT I E S
A detailed description of the construction of the mock catalogues,
and the group-finding algorithm applied both to these and the real
2dFGRS was given by Eke et al. (2004). Briefly, three different
CDM dark matter N-body simulations were used. They had (L ,
N p, σ 8) = (154, 2883, 0.7), (250, 5003, 0.8) and (141, 2563, 0.9),
where L is the side of the computational cube in h−1 Mpc, N p is
the number of particles and σ 8 is the rms linear density fluctuation
in 8 h−1 Mpc spheres. (The last of these is the GIF simulation de-
scribed in Jenkins et al. 1998). The semi-analytical model of galaxy
formation described by Cole et al. (2000) was implemented in the
simulations to create populations of model galaxies where the ob-
servable properties are given by the model.
Although the semi-analytical model produces a galaxy luminos-
ity function which is quite similar to that in the 2dFGRS, a small
rescaling of the bJ luminosities was applied, to produce a model lu-
minosity function which was identical to that in the 2dFGRS. Mock
2dFGRS catalogues were then constructed with the same geometry
and position-dependent flux limit as the 2dFGRS, and samples of
groups were selected by applying exactly the same cluster-finding
algorithm used to generate the 2PIGG catalogue. The effects of fibre
collisions in the 2dFGRS have been included in some mock cata-
logues. However, they have no significant impact on the quantities
studied here, so the mock catalogues presented do actually include
close pairs of galaxies that would not always be present in the real
2dFGRS. The rF-band magnitudes were rescaled in the same way as
those in the bJ band, preserving the semi-analytical galaxy colours.
Unlike in the bJ band, the resulting galaxy rF-band luminosity func-
tions for the mock and 2dFGRS catalogues are thus not identical,
as detailed in the Appendix.
Here, the focus is on describing the pertinent group properties and
quantifying the accuracy with which they are inferred. The latter
relies entirely on the mock catalogues, for which the true properties
of the haloes hosting the groups are known in the parent simulation.
As described by Eke et al. (2004), the group mass is inferred
dynamically according to
M = A σ
2r
G
, (2.1)
where A = 5.0, σ is the one-dimensional velocity dispersion, calcu-
lated using the gapper algorithm (Beers, Flynn & Gebhardt 1990)
and removing 85 km s−1 in quadrature to account for redshift mea-
surement errors, and r is the rms projected separation of galaxies
from the group centre, assuming an m = 0.3,  = 0.7 cosmolog-
ical model. The value of A has been chosen by reference to mock
catalogues in which galaxies trace the dark matter within each halo,
apart from a ‘central’ galaxy placed at the halo centre of mass. If
real galaxies trace real haloes differently from those in the mock
catalogues, then this value of A might not be appropriate. For in-
stance, either a different spatial distribution or some velocity bias
could give rise to a systematic error in the mass estimates of real
groups. There is some evidence from gravitational lensing studies
that bright galaxies do indeed trace the mass, at least in rich clusters
(Hoekstra et al. 2002; Kneib et al. 2003). However, these current
observational constraints are not yet sufficiently stringent that the
effective value of A can be empirically justified to better than a few
tens of per cent. This level of systematic uncertainty in the estimated
masses is the main potential source of error in this paper.
2.1 Calculating group luminosities
In order to calculate the total group luminosity, it is necessary to cor-
rect for the incompleteness in the 2dFGRS. When finding the groups,
galaxies from the parent catalogue that have no measured redshift
have their weights redistributed equally to the nearest 10 projected
galaxies with measured redshifts, and these galaxies are assigned a
larger linking volume accordingly. As the sets of galaxies with and
without redshifts are random subsamples (in terms of the intrinsic
galaxy properties) of the same underlying galaxy population (ignor-
ing the small level of flux-dependent redshift incompleteness), the
incompleteness can simply be taken into account by totalling the
observed group bJ luminosity according to
Lobs,bJ =
ngal∑
i
wi Li,bJ , (2.2)
where the sum extends over the ngal galaxies in the group with their
individual weights, wi. The total group luminosity is then estimated
by including the contribution from galaxies below the luminosity
limit, Lmin, at the redshift of the group. The extrapolation to zero
galaxy luminosity is performed assuming that a Schechter function
describes the number of galaxies as a function of luminosity. Given
that the Schechter function is
φ(L) dL = φ∗
(
L
L∗
)α
exp
(
− L
L∗
)
dL
L∗
, (2.3)
this operation merely involves dividing the observed luminosity by
the incomplete Gamma function (α + 2, L min/L ∗)/(α + 2).
In practice, a small correction is also applied because galaxies with
fluxes corresponding to bJ < 14 have been removed from the redshift
catalogue. This bright flux limit only makes a perceptible difference
for a few very local groups. These calculations require the additional
information that M = 5.33 in the bJ band and the adopted (k +
e)-correction is similar to that of Norberg et al. (2002),
k + e = z + 6z
2
1 + 8.9z5/2 . (2.4)
The global (M ∗, α) = (−19.725, −1.18) values are used to ex-
trapolate to the total luminosity for all groups. These values differ
slightly from those of Norberg et al. (2002) as they have been de-
rived from the recalibrated 2dFGRS (Colless et al. 2003). Using a
global Schechter function to add in the luminosity from galaxies
beneath the survey flux limit is only appropriate if the luminosity
function shapes are similar in groups of different size. This can be
tested directly using the data, and is performed in Section 3. In
practice, a halo mass-dependent extrapolation changes the inferred
luminosities by no more than ∼10 per cent.
At z > 0.12, the fraction of the total group luminosity that is ac-
tually observed drops below a half. Additionally, according to the
mock catalogues, the amount of contamination of group member-
ship increases at these higher redshifts. Thus, in all of what fol-
lows, only groups at z < 0.12 will be considered. This provides a
large number of well-sampled groups with a range of masses up
to ∼1015 h−1 M. The number of groups as a function of mass
and luminosity is shown in Figs 1 and 2 for both the mock and
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Figure 1. The number of groups at z < 0.12 and z < 0.05 as a function
of the group dynamical mass, M. Solid and dotted lines correspond to the
mock catalogues with zmax = 0.12 and nmin = 2 and 10, respectively. Filled
squares and crosses are similar for the 2PIGG catalogue. The dashed line
denotes zmax = 0.05 and nmin = 2, and the corresponding result from the
real catalogue is shown with stars.
Figure 2. The number of groups as a function of the total group bJ-band
luminosity, LbJ . The lines and symbols have the same meaning as in Fig. 1.
real catalogues, choosing the minimum group membership to be
nmin = 2 or 10. Distributions of nmin = 2 groups at z < 0.05 are also
shown in these figures. The mock and real catalogues yield broadly
similar numbers of groups with similar masses and luminosities.
There is a slight deficit of groups in the mock catalogue relative
to the 2PIGG data. This originates from the lack of low-luminosity
galaxies included at z < 0.04, as described by Eke et al. (2004).
Complications arise when using the SuperCOSMOS (Hambly,
Irwin & MacGillivray 2001) rF-band data because the 2dFGRS is a
bJ-selected survey. Different depths in the red luminosity function
are thus probed for galaxies of different spectral types. Rather than
dealing with the explicit dependence of the luminosity function on
colour, the sample was re-cut to a conservative rF limit such that
almost all 2dFGRS galaxies can be detected to the same red lumi-
nosity at a given redshift. This issue is discussed in detail in the
Appendix, which justifies re-cutting the sample at a local limit of
r F,lim = bJ,lim − 1.5.
2.2 The accuracy of measured halo properties
The typical redshift error in the 2dFGRS of ∼85 km s−1 (Colless
et al. 2001) will lead to small-mass haloes having considerable er-
rors in their estimated velocity dispersions and hence masses. For
instance, σ = 85 km s−1 and r = 100 h−1 kpc correspond to a mass
of approximately 1012 h−1 M. In order to interpret the results in
the following sections, it is important to quantify the degree of un-
certainty in the estimated halo masses and luminosities and how this
varies with properties such as the number of member galaxies, ngal,
or halo luminosity.
The ‘accuracy’ with which a halo property is estimated is defined
as a logarithmic measure of the error in the property:
accuracy ≡ log10
(
yrecovered
ytrue
)
, (2.5)
where y can denote mass, bJ or rF luminosity, ‘true’ corresponds
to the model from which the mock is constructed and ‘recovered’
stands for what is measured from the mock catalogue. Figs 3 and 4
show how the median accuracies, and the 16th and 84th percentiles
(as opposed to the mean ± 1σ ), vary as functions of ngal and LbJ , re-
spectively. Fig. 3 shows that the spread in mass accuracies becomes
very large when the number of group members is less than 10. For
more populated groups, the median accuracy is approximately zero,
meaning that the typical inferred mass is unbiased. The luminosities
are typically overestimated by a few tens of per cent even for well-
populated groups, but they can still be relatively well determined
for binaries. As the redshift space volumes of clusters also contain
galaxies not in the same real space haloes, a degree of contamination
is inevitable if all true cluster members are to be recovered. This is
discussed by Eke et al. (2004), and it is these interlopers that are
responsible for the typical overestimation of the luminosities.
From Fig. 3, one can infer that the measured group luminosity is
a better quantity than the measured dynamical mass for ranking the
groups in order of size, because it is still well determined for the
less populated systems. Note that the accuracy of rF luminosities
has a larger spread than that in the bJ band. This is the result of
using fewer galaxies to calculate the rF luminosity, so the Schechter
function correction for unobserved galaxies is slightly larger in the
rF than in the bJ band. Similar trends are visible in Fig. 4, where
the distributions of accuracies are shown as a function of group lu-
minosity for two different values of nmin. At low group luminosity,
particularly for nmin = 2, the halo masses become increasingly over-
estimated and poorly determined due to the impact of the 2dFGRS
redshift errors and contamination. Also apparent is a tail of underes-
timated group rF luminosities at low-bJ group luminosity. These are
binary groups with no members that satisfy the adopted flux limits,
and are thus assigned zero rF-band luminosity.
Armed with this quantitative understanding of the group cata-
logue, and the systematic uncertainties resulting from the group-
finding procedure, it is now appropriate to see what information can
be extracted concerning the galaxy populations in different sizes of
halo.
C© 2004 RAS, MNRAS 355, 769–784
D
ow
nloaded from
 https://academ
ic.oup.com
/m
nras/article-abstract/355/3/769/952880 by C
alifornia Institute of Technology user on 19 M
ay 2020
Luminous content of 2dFGRS galaxy groups 773
Figure 3. The median accuracies (symbols) ±34 percentiles (error bars) of the inferred group properties as a function of the number of galaxies in a group,
ngal. All groups with z  0.12 are included. The symbols correspond to the following group properties: y = M (open squares), LbJ (crosses) and LrF (filled
squares). The points have been slightly displaced either side of the true bin values for clarity.
Figure 4. The median accuracies (symbols) ±34 percentiles of the inferred group properties as a function of the inferred group luminosity, LbJ . In the top
panel, nmin = 2 and, in the bottom panel, nmin = 10. Each bundle of three symbols has the following order from left to right: y = M , L bJ and LrF . The points
have been slightly displaced either side of the true bin values for clarity.
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3 G A L A X Y L U M I N O S I T Y F U N C T I O N S
W I T H I N G RO U P S
This section addresses first the issue of how well the galaxy lumi-
nosity function in haloes of different mass can be recovered from the
mock catalogues and, secondly, the determination of these functions
for the real data. These galaxy luminosity functions are also a nec-
essary ingredient for calculating total group luminosities, because
of the need to extrapolate the detected luminosity below the flux
limit of the survey. In calculating the space density of galaxies, a
1/V max estimator has been applied to each galaxy. The variable flux
limit across the survey has been taken into account. Dynamically
inferred group masses, calculated according to equation (2.1), have
been used to split the total sample into different classes.
3.1 bJ-band results
Sets of mock catalogues have been constructed from two differ-
ent semi-analytical models of galaxy formation applied to the same
N-body simulations. Both of these models are based on the gen-
eral scheme developed by Cole et al. (2000), but they treat certain
physical processes in different ways. The first model, described by
Benson et al. (2002), is very similar to the original Cole et al. model
except that it includes detailed treatments of photoionization of the
intergalactic medium at high redshift and of the dynamics of satel-
lites in haloes. This model will be referred to as the ‘bumpy’ model
because of the shape it predicts for the luminosity function of galax-
ies in clusters. A bump is created at high galaxy luminosity as a result
of the treatment of the central cluster galaxy. Benson et al. (2003b)
used this bumpy model to predict the luminosity function of galaxies
in haloes of different mass. The second model comes from Benson
et al. (2003a) and will be referred to as the ‘superwind’ model. This
has a baryon fraction twice as high as that assumed by Cole et al., in
accordance with recent determinations, and includes a treatment of
superwinds. These suppress the growth of the overly bright galaxies,
which otherwise tend to form in high baryon fraction models.
Fig. 5 shows galaxy luminosity functions in groups of differ-
ent mass in both the semi-analytical models of galaxy formation.
The solid lines correspond to the bumpy model, while the dashed
lines correspond to the superwind model. The suppression of bright
central galaxies in the superwind model is apparent in the middle
Figure 5. Galaxy bJ luminosity functions in haloes of different mass predicted by two semi-analytical models of galaxy formation. The panels refer to haloes
with masses of 10x h−1 M, with x = 13 ± 0.5 (left), 14 ± 0.5 (centre) and 15 ± 0.5 (right). The scales at the top of the panels give the absolute bJ magnitude.
Solid lines correspond to the ‘bumpy’ semi-analytical model, whereas dashed lines correspond to the ‘superwind’ model. Note that the lines for the superwind
model in the larger groups terminate where there are no longer any bright galaxies.
and right-hand panels, which show the galaxy luminosity functions
within groups of mass M ∼ 1014 and ∼1015 h−1 M, respectively.
It is clear that the detailed shapes of the galaxy luminosity functions
in groups depend upon the assumptions that go into making a semi-
analytical model. These data can thus be used to test the models.
In what follows, the bumpy mock catalogues will be shown unless
otherwise stated.
In order to recover faithfully both the amplitude and shape of
the galaxy luminosity function in groups of different mass, it is
helpful to adopt separate values of nmin and zmax for the various group
samples. For instance, clusters that should contribute to the highest-
mass bin will have large numbers of members and be detectable
to higher redshifts compared with the smaller groups. Thus, the
following empirical choices of (nmin, zmax) were made for the 1013,
1014 and 1015 h−1 M samples, respectively: [(3, 0.08), (10, 0.12),
(80, 0.12)]. These will be used throughout this section.
The results of these selections can be seen in Fig. 6, which shows
the semi-analytical model luminosity functions in the simulations
from which the mock catalogues were created, the luminosity func-
tions actually recovered from the mock catalogues, and the lumi-
nosity functions estimated from the 2PIGG sample for the same
values of nmin and zmax. While the theoretical luminosity functions
in the simulations from which the mock catalogues were made dif-
fer substantially from Schechter functions, the bumps have been
largely smeared out in the mock recovered luminosity functions,
which now better resemble Schechter functions. This smearing is
predominantly the result of contaminating galaxies contributing to
haloes with inappropriate masses and homogenizing the samples.
Note that the original bumps occur at luminosities that vary with
halo mass. There is a tentative bump detection in the two higher-
mass group samples. This excess of luminous galaxies is sufficient
to render the Schechter function a bad fit, although it does provide
a good description of the results for the M ∼ 1013 h−1 M groups.
Overall, however, apart from the smearing out of the central galaxy
bumps, the shapes and amplitudes of the group galaxy luminosity
functions are recovered well from the mock catalogue.
Having determined the efficiency with which group mass-
dependent galaxy luminosity functions are recovered, it is now ap-
propriate to consider the real data. The 2PIGG results are shown by
the points in Fig. 6. Error bars are the Poisson errors on the number
of groups contributing galaxies to each luminosity bin. In almost all
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Figure 6. Galaxy bJ luminosity functions in groups of different mass in both mock and real 2PIGG catalogues. The group mass ranges are M ∼ 1013 h−1
M (left), M ∼ 1014 h−1 M (centre) and M ∼ 1015 h−1 M (right). In each case, a solid line shows the semi-analytical prediction from which the mock
catalogues were constructed, a dotted line shows what is actually measured in the mock groups, and the filled squares with errors depict the results from the
2PIGG data. The values of nmin and zmax are selected for each mass range, as described in the text, in order to optimize the recovery of the original galaxy
semi-analytical luminosity functions.
respects, the real 2PIGG results look very similar to those recovered
from the mock catalogue, shown as dotted lines. The main difference
is the abundance of low-luminosity (L < L ∗/3) galaxies in higher-
mass haloes. The mock groups contain more of these galaxies than
are present in high-mass 2PIGGs. This difference is apparent in the
panels showing the M ∼ 1014 and ∼1015 h−1 M results. The evi-
dence for bumps in the 2PIGG data is also only tentative. Note that,
the apparent deficit of galaxies with log10[L bJ/( h
−2 L)] < 9 in the
biggest 2PIGGs is a result of the lack of nearby massive clusters,
combined with the flux limit of the 2dFGRS. Consequently, this set
of clusters would require deeper observations in order to provide
any interesting information concerning the behaviour of the cluster
galaxy luminosity function at these low luminosities.
Fig. 7 shows the 1, 2 and 3σ contours in the L ∗–α plane for the
Sandage, Tammann & Yahil (1979, hereafter STY) fits to the 2PIGG
galaxy luminosity functions within groups of different mass. Also
shown (without a symbol marking the most likely value) are the con-
tours representing the best-fitting parameters for the whole galaxy
population out to z = 0.12. The parameters for the highest-mass
bin are much less well constrained because there are fewer total
galaxies in these groups than in the more abundant, lower-mass
haloes. The 2PIGG sample has a slightly brighter L∗ for the M
∼ 1014 h−1 M groups than the M ∼ 1013 h−1 M groups. This
trend is reproduced in the bumpy mock catalogue but not in the
superwind mock, in which the most luminous galaxies no longer
reside in the most massive haloes. Note that, for the more massive
groups, a Schechter function becomes an increasingly bad fit to the
data, so this figure should be treated with caution. The fact that
the most likely cluster Schechter function parameters almost coin-
cide with those of all z < 0.12 galaxies is little more than chance.
Fig. 8 shows how the recovered luminosity functions differ from
the suitably normalized best-fitting Schechter functions for the
2PIGGs. While the fit works well for both mock and real data in the
M ∼ 1013 h−1 M groups, it becomes an increasingly poor descrip-
tion in more massive systems, where an excess of luminous galaxies
can be seen to distort the fit. Also apparent is the overabundance of
low-luminosity galaxies in the most massive mock groups relative
to what is found in the 2PIGGs. Finally, the lack of very luminous
galaxies in the superwind mock shows that, despite the imperfec-
tions of the recovery, it is still possible to discriminate between this
and the bumpy model.
Figure 7. 1, 2 and 3σ contours showing the relative probability that different
Schechter function parameters, L∗ and α, provide a good description of
the bJ-band galaxy luminosity function within 2PIGGs of different mass.
These results were obtained by the STY estimation method using the groups
contributing to the 2PIGG luminosity functions in Fig. 6. The different group
masses have different symbols marking the most likely parameter values, as
detailed in the figure. The small ellipses with no central symbol represent
the results for all 2dFGRS galaxies at z < 0.12.
3.2 rF-band results
The same analysis performed in Section 3.1 for the bJ-band data can
be performed for the rF-band data. While all galaxies can be used
to calculate the luminosity functions using the 1/V max method, the
STY estimation of the best-fitting Schechter function parameters
requires a complete sample, so galaxies are only included if 14 <
r F < bJ,lim − 1.5 when determining L∗ and α.
Figs 9–12 are the rF-band equivalents of the previous four figures
for the bJ band. Apart from larger error ellipses on the recovered
Schechter function fits, resulting from the smaller number of galax-
ies being used to ensure a complete sample, the rF-band results are
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Figure 8. The ratios of galaxy luminosity functions to the 2PIGG best-fitting Schechter functions for the M ∼ 1013 h−1 M (left), M ∼ 1014 h−1 M (centre)
and M ∼ 1015 h−1 M (right) groups. Results are shown for 2PIGG (squares), the bumpy mock (dotted lines) and the superwind mock (dashed lines).
Figure 9. The rF-band equivalent of Fig. 5, showing the galaxy luminosity functions in groups of different mass in the two semi-analytical models of galaxy
formation. As before, the panels correspond to groups with M = 1013±0.5 h−1 M (left), M = 1014±0.5 h−1 M (centre) and M = 1015±0.5 h−1 M (right).
Solid lines correspond to the ‘bumpy’ semi-analytical model, whereas dashed lines correspond to the ‘superwind’ model.
Figure 10. The rF-band equivalent of Fig. 6 showing both how well the galaxy luminosity functions can be recovered in different sized groups, and how
the mock results compare with the real 2PIGG data. As before, the group mass ranges are M ∼ 1013 h−1 M (left), M ∼ 1014 h−1 M (centre) and M ∼
1015 h−1 M (right). In each case, a solid line shows the semi-analytical prediction from which the mock catalogues were constructed, a dotted line shows
what is actually measured in the mock groups, and the filled squares with errors depict the results from the 2PIGG data.
qualitatively very similar to those found in the bJ band. The 2PIGGs
with M ∼ 1014 h−1 M again have an average galaxy luminosity
function with L∗ approximately 25 per cent higher than that for the
M ∼ 1013 h−1 M groups, and a slightly steeper faint end slope.
The bumpy mock reproduces this scaling of L∗ with halo mass, but
again contains an excess of low-luminosity galaxies in the most
massive haloes. Once more, the superwind mock exhibits both an
excess of low-luminosity galaxies and a deficit of high-luminosity
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Figure 11. The rF-band equivalent of Fig. 7, showing the STY-determined
most likely Schechter function parameters for 2PIGG galaxy luminosity
functions. The different group masses are represented by the contours en-
closing the open square (M = 1013±0.5 h−1 M), cross (M = 1014±0.5 h−1
M) and filled square (M = 1015±0.5 h−1 M). Results for all galaxies
satisfying 14 < r F < bJ,lim −1.5 and z < 0.12 are shown by contours with
no central symbol.
galaxies in both of the higher-mass bins, relative to the 2PIGG
sample.
4 G RO U P M A S S - TO - L I G H T R AT I O S
As outlined in Section 1, the mass-to-light ratio of groups, ϒ , con-
tains clues to the nature of galaxy formation, and it can also be used
to estimate the mean mass density of the Universe. This section
contains a description of the accuracy with which ϒ can be deter-
mined from the 2PIGG catalogue, and addresses the dependence of
ϒ on group luminosity, the size of halo in which stars form most
efficiently and the estimate of the mean mass density, m.
As discussed by Benson et al. (2000), the variation of group
mass-to-light ratio with group size essentially reflects the efficiency
Figure 12. The rF-band equivalent of Fig. 8, showing the ratios of galaxy luminosity functions in the 2PIGG (squares), bumpy mock groups (dotted lines)
and superwind mock groups (dashed lines) to the best-fitting Schechter function for the 2PIGGs in each mass range. The mass ranges are: M ∼ 1013 h−1 M
(left), M ∼ 1014 h−1 M (centre) and M ∼ 1015 h−1 M (right).
Figure 13. The group mass-to-light ratios as a function of group lumi-
nosity. The solid line traces the variation of the median ϒ bJ in the semi-
analytical model from which the mock group catalogues were constructed.
The dotted line shows the ϒ bJ actually recovered from the mock catalogue
using groups with nmin = 2 that lie within a redshift of zmax = 0.07 +
0.02 [log10(L bJ / h
−2 L)−10] and have no neighbouring groups with cen-
tres at distances less than d min/ h−1 Mpc = 2 + [10−log10(L bJ / h−2 L)].
Error bars represent the 16th and 84th percentiles divided by the square root
of the number of groups contributing to each bin. This would be the stan-
dard deviation on the median if the ϒ bJ values were distributed normally
in each bin. The corresponding measurements for the nmin = 4 and nmin =
10 samples are shown by the short- and long-dashed lines, respectively. The
horizontal line indicates the mean mass-to-light ratio of the mock universe,
calculated using the luminosity function of Norberg et al. (2002), and the
appropriate value of m = 0.3.
of galaxy formation in different environments. The model predic-
tions for this behaviour, shown in Figs 13–16, exhibit a minimum
mass-to-light ratio for Local Group-sized haloes. In larger systems,
cooling becomes increasingly less efficient, leaving a higher frac-
tion of the group baryons outside of the member galaxies. For the
smaller groups, it is feedback that suppresses the conversion of gas
to stars, thus leading to the larger mass-to-light ratios seen in the
figures.
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Figure 14. The effect of the positioning of the ‘central’ galaxy on the group
mass-to-light ratio as a function of group luminosity. The solid and dotted
lines show the same quantities as in the previous figure. A dashed line traces
the nmin = 2 results recovered from mock groups where the ‘central’ galaxy
is placed at the position and velocity of a random dark matter group particle.
Figure 15. The group mass-to-light ratios as a function of group mass.
The solid line traces the variation of the median ϒ bJ in the semi-analytical
model from which the mock group catalogues were constructed. The dot-
ted line shows the ϒ bJ actually recovered from the mock catalogue us-
ing groups with nmin = 2 that lie within a redshift of zmax = 0.07 +
0.02 [log10(L bJ / h
−2 L)−10] and have no neighbouring groups with cen-
tres at distances less than d min/ h−1 Mpc = 2 + [10−log10(L bJ / h−2 L)].
The corresponding measurement from the 2PIGG sample is shown by the
filled squares, with error bars representing the 16th and 84th percentiles di-
vided by the square root of the number of groups contributing to each bin. A
line with gradient 1 is also plotted to illustrate the direction in which errors
in the inferred group masses would move the estimated values.
In trying to recover the typical group mass-to-light ratio for groups
of a particular size, there is no reason to use the entire group sample.
One merely requires an unbiased subset of groups. Experimenta-
tion with the mock catalogues has yielded an appropriate subset,
Figure 16. The median mass-to-light ratio of groups as a function of group
luminosity. Line types and symbols are the same as in the previous figure,
as are the values of nmin, zmax and dmin defining the recovered groups.
in which the bias of the results is minimized. In this scheme, the
smaller groups are only used when they are relatively nearby and iso-
lated, whereas the restrictions are less stringent for larger groups.
Specifically, of the nmin = 2 groups, only those with z < zmax =
0.07 + 0.02[log10(L bJ/h−2 L)−10] and having no neighbouring
groups with centres at distances less than d min/ h−1 Mpc = 2 +
[10−log10(L bJ/h−2 L)] were used to calculate the mass-to-light
ratios. The reasons for the success of this empirical choice are as
follows. Many of the small groups are fragments cleaved from much
bigger groups by the group-finding algorithm. These typically have
large velocity dispersions, reflecting the size of the halo to which
they really belong. Consequently, their mass-to-light ratios are un-
representatively high. The nearest-neighbour distance restriction is
intended to eliminate these spurious groups from the analysis. The
reason for the redshift limit is the desire that most underlying groups
of a particular size should contain at least two galaxies that will be
detected in a flux-limited survey. The mock catalogues used here
are such that the true mass-to-light ratio of low-luminosity groups
is typically lower for groups containing only one detectable galaxy.
Thus, in order to ensure that the low-luminosity groups are represen-
tative of the underlying distribution, only the nearby low-luminosity
examples are included.
Fig. 13 shows how the median mass-to-light ratio varies with
group luminosity for the model groups, and how well it can be re-
covered from the mock catalogues. The luminosity bins with 9.7 <
log10[L bJ/( h
−2 L)] < 11.1 all contain well over 200 groups. The
size of the 2PIGG catalogue is thus sufficient to provide small statis-
tical errors despite the large uncertainties associated with the indi-
vidual mass measurements for groups containing only two galaxies
(see Fig. 3). As the minimum number of galaxies per group is de-
creased, the recovered results trace the input model to smaller group
luminosities. For instance, at log10[L bJ/( h
−2 L)] = 10.4, where
there are groups with as many as 10 galaxies, the least biased re-
sults are returned when all groups down to binaries are included.
This occurs because the bulk of groups at this luminosity should only
contain two or three galaxies. Those containing 10 galaxies are more
likely to be projections of smaller systems that happen to lie along
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a particular line of sight and will consequently have overestimated
velocity dispersions, and therefore masses. Thus, from the point of
view of systematic errors arising from the group-finding procedure,
it is clear that using all groups down to the binaries produces a better
recovery of the underlying model than restricting the sample to the
more populated groups.
With the smaller groups, there is an additional concern that the
positioning of galaxies within haloes in the model may not be similar
to that in the real groups. For instance, the model assumes that one
galaxy in every group is positioned at the mean position and velocity
of the halo. In estimating the rms velocity dispersions and projected
sizes, an extra factor of
√
ngal/(ngal − 1) is included to correct for
the fact that one group member is not sampling the depth or size
of the group potential. If, in real groups, all galaxies are placed
randomly throughout the group potential, then this extra factor will
be applied unnecessarily, leading to overestimates of the cluster
mass. These will be larger for groups with smaller memberships.
This is illustrated in Fig. 14, where the results of mock catalogues
employing either a central or randomly placed ‘central’ group galaxy
are shown. The impact of the systematic error in the mass estimation
amounts to a shift of ∼0.2 in log10 ϒ bJ at log10[L bJ/( h−2 L)] ≈ 10.
This provides an upper limit to this particular systematic uncertainty,
because some of the real groups will effectively have the ‘central’
galaxy at the halo centre. Note that any trend of decreasing mass-to-
light ratio with decreasing group luminosity would be lessened by
the inappropriate use of this correction. Thus, any such trend that
is detected should only become stronger if this systematic error is
important. In subsequent sections, it will be shown that the 2PIGG
results exhibit a very similar trend of mass-to-light ratio with group
luminosity to those from the mock catalogues. This suggests that
no gross systematic differences exist between the mock groups and
the 2PIGGs.
A further check of systematic errors can be made by splitting
the groups into two samples based on whether they are at redshifts
above or below the median value for groups contributing to each
luminosity bin. This exercise has been performed and confirms that
no significant redshift-dependent systematic effect is evident across
the full range of group sizes probed here.
The mass-to-light ratio of the majority of the model groups is
significantly lower than the universal mean, reflecting the relatively
high efficiency of galaxy formation in these haloes. While such
groups contain many of the galaxies in the survey, the model places
a large fraction of the mass in low-luminosity haloes that are off the
left-hand side of these figures.
The following two subsections describe the bJ- and rF-band re-
sults. The redder band traces the stellar mass more faithfully than
the blue band, and ϒ rF thus provides additional useful information.
4.1 bJ-band results
Fig. 15 shows the dependence of ϒ bJ on group mass in the model
and in the 2PIGG sample. The horizontal line indicates the mean
mass-to-light ratio in the mock universe, and the other solid line
represents the variation of the median group ϒ bJ with halo mass
in the simulation with semi-analytical model galaxies from which
the mock catalogues were constructed. A dotted line traces what is
actually recovered from the mock catalogue, and the filled squares
show the results from the real 2PIGG subsample of groups. Error
bars represent the 16th and 84th percentiles divided by the square
root of the number of groups in each bin. As a result of the large
spread of accuracies in the inferred group masses for groups con-
taining only a few members, there is a strong smearing effect along
a line of gradient one. For the highest-mass groups, for which more
galaxies yield better mass estimates, this trend is reduced, but there
is sufficient contamination from low-luminosity groups with greatly
overestimated masses, that the recovered ϒ bJ is still biased high by
30–40 per cent. The main reason why the mock recovered variation
resembles the true behaviour in the parent simulation at intermedi-
ate masses is that this is where the majority of the groups are found
(see Fig. 1), so there are comparable numbers of groups biasing the
results high and low. In summary, this figure demonstrates that it
is unhelpful to plot correlated variables when they both suffer from
the same large uncertainty.
A much better method for ordering groups in terms of size is to
use their measured luminosities; these have much smaller errors than
the group masses, particularly for groups with only two members
(see Fig. 3). Now, instead of mass errors smearing out the results
along a line of gradient one, there are luminosity uncertainties that
act along a line of gradient −1. The sign of this gradient is opposite
to the trend of ϒ bJ with halo luminosity in the parent simulation,
and the amplitude of this error vector is now substantially reduced.
Fig. 16 shows the corresponding variation of group mass-to-light
ratio with group luminosity.
In the semi-analytical model, the variation of ϒ bJ reflects the ef-
ficiency of star formation in haloes of different mass. Star formation
is most efficient in haloes with L ≈ 6 × 109 h−2 L, the point at
which the minimum of the solid line occurs. The dotted line traces
the variation of ϒ bJ recovered from the group mock catalogue. It
is immediately apparent that this recovery, for haloes with L bJ 
1010 h−2 L, is very much better than was the case when group
mass was used to quantify halo size. In particular, both the rise in
ϒ bJ from small groups to clusters, and the plateau for the largest
clusters are well reproduced. There is a slight bias low, by ∼40 per
cent, during the rise. This can be understood in terms of the position
of the peak in the distribution of groups as a function of luminosity
(Fig. 2), and the typical errors being made, whereby luminosities
are slightly overestimated as a result of contamination (Fig. 4). The
recovery of the mass-to-light ratio for groups less luminous than
L∗ (for galaxies) is poor. Among the reasons for this is the fact that
the individual redshift measurement errors become comparable with
the typical group velocity dispersions in such small systems. Also,
there is insufficient volume to achieve small statistical errors while
ensuring that these groups contain more than one detectable galaxy.
One way to estimate the mean mass density of the real Universe
is to measure the mass-to-light ratio of the largest clusters, assume
that it is typical of the Universe as a whole, and then use this factor
to convert the measurable mean light density of the Universe into
an estimate of m. As Fig. 16 shows that the mass-to-light ratio of
objects depends upon the total group luminosity, the definition of a
‘large cluster’ is one that should pick only those systems that lie at
high luminosities where there is a plateau in the mass-to-light ratio.
In the model, mock recovered and 2PIGG cases, a minimum group
luminosity of log10[L bJ/( h
−2 L)] = 11.5 serves for this purpose,
while ensuring that enough clusters are available for analysis. For the
111 groups with log10[L bJ/( h
−2 L)] > 11.5 in the mock catalogue,
the recovered median and mean mass-to-light ratios are 471 and
549 ± 28 h M/L, respectively. The corresponding values in
the parent simulation are 507 (median) and 520 (mean). Thus, the
mean is overestimated in the mock values by ∼6 per cent, while the
recovered median is 7 per cent too low. As the mean is more easily
affected by outlying data points with high measurement errors, in
what follows only the median cluster mass-to-light ratio will be used.
The estimate of m from the cluster mass-to-light ratio is based on
comparing this to the mean mass-to-light ratio of the Universe. In
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the parent simulation, the mean universal value is 458 h M/L,
10 per cent lower than the median recovered mass-to-light ratio of
clusters. Thus, for this mock catalogue at least, the median mass-
to-light ratio of the recovered clusters allows a reasonably accurate
estimate of the mean mass density of the simulated universe.
The filled squares with error bars in Fig. 16 represent the real
2PIGG mass-to-light results. These are remarkably similar to what
was recovered from the mock catalogue, showing the same three
basic features: nothing useful at L  1010 h−2 L, a rise by a factor
of ∼5 up to L ∼ 2 × 1011 h−2 L, and a constant mass-to-light
ratio for the largest groups. Unlike the case when mass was used
to quantify the group size, this trend of increasing median mass-to-
light ratio with larger groups can no longer be confused with the
effect of mass measurement errors. For the log10[L bJ/( h
−2 L)]
> 11.5 groups, of which there are 96, the median ϒ bJ = 429 ±
25 h M/L, where the uncertainty represents the statistical error
on the median. This number is used later to estimate m.
4.2 Comparison with other studies
When comparing these results with other studies, it is essential to
bear in mind that there exists a variety of definitions of a group.
To reiterate, the 2PIGG analysis is designed to recover, as well as
possible, groups that resemble those identified in a CDM dark
matter simulation using the standard linking length of 0.2 times the
mean interparticle separation. Note that in Fig. 17, the raw 2PIGG
results are shown for the purpose of comparison with other studies,
despite the fact that they probably suffer from a small bias of the sort
shown in Fig. 16. In Section 4.4, this bias is corrected and functions
are given that describe the variation of the corrected median group
mass-to-light ratio with group luminosity.
Figure 17. The median mass-to-light ratio of groups as a function of group
luminosity. As in the previous figure, filled squares represent results for
the 2PIGG sample. The horizontal line indicates the mean mass-to-light
ratio determined from the mean luminosity density of Norberg et al. (2002),
assuming m = 0.3. The results of four other studies of B-band group mass-
to-light ratios are also shown, as indicated in the legend. Vertical error bars
on the data points give the uncertainty on the median ϒ bJ . The horizontal
error bars represent the 16–84th percentile range of the group luminosities
contributing to these medians.
The results of Girardi et al. (2002, G2002), which extend the data
base used by Girardi et al. (2000) with groups mostly found in the
Nearby Optical Galaxy (NOG) catalogue, contain groups from a
number of different surveys. Note that these papers both contain
a typographical error relating to the conversion between B and bJ
magnitudes (Girardi, private communication). The correct relation,
for a mean galaxy colour of (B − V ) = 0.9, is
B − bJ = 0.252. (4.1)
In conjunction with
(B − bJ) = 0.15, (4.2)
this leads to(
L/L
)
bJ(
L/L
)
B
= 1.1, (4.3)
as was correctly reported in G2002. Fig. 17 shows the data from the
(CL+PS) sample of G2002, supplemented with 500 other systems
from their set of groups found by applying a percolation algorithm
to the NOG survey (Girardi, private communication). Relative to the
homogenous 2PIGG sample, this set of groups comes from a num-
ber of different sources and, furthermore, they were analysed using
different types of mass and luminosity estimators. Yet, a broadly
similar behaviour of the mass-to-light ratio is seen. Care is needed,
however, because the percolation algorithm of G2002 will presum-
ably yield results that are biased to low mass-to-light ratios, for the
same reason that the 2PIGG results are affected. Their percolation
algorithm (Giuricin et al. 2000) employs a scaling of the linking
volume with redshift that is different from that used for the 2PIGG
catalogue (Eke et al. 2004), so the properties of the recovered groups
will be different.
Sanderson & Ponman (2003) used a sample of 32 systems with
masses inferred from their X-ray emission. These groups are con-
centrated towards the large-mass end of the distribution and show
little or no trend of mass-to-light ratio with group luminosity, com-
parable with the 2PIGG results. Again, their results yield slightly
lower values of the mass-to-light ratio than are found for 2PIGG.
Note that the point plotted in the figure differs very slightly from
that in the Sanderson & Ponman paper as a result of the correction
of an error in their B to bJ conversion for three groups.
Ramella et al. (1997) used a sample of 406 groups identified
in the northern CfA2 survey, with masses estimated from optical
data. While the median mass-to-light ratio is lower than that of the
Sanderson & Ponman groups, the CfA2 groups are typically smaller
and the 2PIGG results indicate that ϒ bJ should be smaller for such
groups. However, once more, the mass-to-light ratio in this sample
is lower than that inferred from the 2PIGG catalogue.
Marinoni & Hudson (2002) have indirectly inferred a mass-to-
light ratio variation for groups by finding the mapping between the
Press & Schechter (1974) mass function, for some assumed cos-
mological model, and the luminosity function of groups measured
from the NOG sample by Marinoni, Hudson & Giuricin (2002).
Their results are given in the B band, and have been converted to the
bJ band using equation (4.3). This curve shows a similar trend to
the 2PIGG results but, again, with an offset. In general, estimators
of the luminosity function of groups tend to be biased towards high
luminosities as a result of the inevitable inclusion of interlopers in
the groups, the statistical errors in the inferred group luminosities
and the steep decline in the abundance of objects with increasing
size. This would lead to an overestimate of the luminosity at a par-
ticular abundance (or mass), biasing low the inferred mass-to-light
ratio. Indeed, estimating the luminosity function of groups in mock
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2PIGG catalogues suggests that this bias could plausibly yield an
overestimate of the group luminosity by a factor of at least 2 at a
particular abundance (Eke et al. in preparation). If a similar size of
bias were present in the sample used by Marinoni & Hudson, then
this would account for their significantly lower mass-to-light ratios
at L ∼ 1011 h−2 L.
One factor that would bias the 2PIGG mass-to-light values
slightly high is the incompleteness in the parent 2dFGRS catalogue
(Pimbblet et al. 2001; Norberg et al. 2002; Cross et al. 2004). This
arises largely from incorrect image classification in the parent cata-
logue, and is roughly independent of galaxy magnitude. Ideally one
would want to correct the 2PIGG luminosities for this effect but, as
the effect is small (a ∼9 per cent loss of galaxies) and somewhat un-
certain, such a correction has not been applied here. Relative to the
difference between the 2PIGG and other results in Fig. 17, this factor
is insignificant. The most likely other reason why the 2PIGG results
could be systematically incorrect is if the mass estimator employed
here is not appropriate in the real world, as discussed in Section 2.
This would happen if galaxies traced real dark matter haloes in a dif-
ferent way from what was assumed in making the mock catalogues,
either because they had a different velocity dispersion to the under-
lying dark matter, or because they had a different projected spatial
distribution (De Lucia et al. 2004; Diemand, Moore & Stadel 2004).
In order for biases of this kind to give rise to the observed variation
of the mass-to-light ratio with group size, however, they would need
to depend very strongly on group size. It is difficult to imagine that
such biases could give rise to the factor of ∼5 variation seen in the
data.
4.3 rF-band results
As described in the Appendix, the 2dFGRS data combined with the
SuperCOSMOS rF data provide a well-defined sample of galaxies
with 14 < r F < bJ,lim − 1.5. While applying these flux limits reduces
the number of galaxies available to calculate the group luminosity,
the missing faint galaxies contribute little to the total, so the ac-
curacy with which group rF-band luminosities can be inferred is
comparable to that for the bJ band, as was shown in Section 2.2.
Fig. 18 shows how well the variation of ϒ rF in the parent sim-
ulation can be recovered in the mock catalogue, as a function of
group bJ luminosity. (This is a slightly better determined measure
of 2PIGG size than the rF luminosity.) The results are remarkably
similar to those shown in Fig. 16 for ϒ bJ . First, the intrinsic varia-
tion present in the parent simulation is quite accurately recovered in
the mock catalogues. Secondly, as was the case for ϒ bJ , the 2PIGG
data agree remarkably well with the behaviour seen in the mock
catalogue. The main difference between the rF and bJ results is the
size of the change in typical mass-to-light ratio over the reliably
probed range of group luminosities. This is not as extreme in the
rF band, a factor of ∼3.5 rather than the factor of ∼5 seen in the
bJ band – as one would expect if halo size has a stronger effect on
recent star formation than on the overall stellar mass.
Fig. 19 compares the 2PIGG results with those from CNOC
groups and clusters (Carlberg et al. 1996, 2001) and the LCRS
groups (Tucker et al. 2000). Unlike in the bJ-band case, there is
now some agreement between the 2PIGGs and some other work.
Note that the Carlberg et al. data points have luminosities measured
in the Gunn r band and include a correction to redshift zero, whereas
the Tucker et al. data are measured in the LCRS R band. Once again,
the horizontal error bars illustrate the 16–84th percentile range in
group luminosity contributing to each point.
Figure 18. The variation of the rF-band group mass-to-light ratio with
group bJ luminosity. A solid line traces the median behaviour in the parent
simulation, and the dotted line shows what is actually recovered in the mock
catalogue. Filled squares represent the results from the 2PIGG catalogue,
using the same redshift and minimum group separation as were applied to
the bJ-band data.
Figure 19. The variation of the R-band group mass-to-light ratio with
group luminosity. Filled squares represent the results from the 2PIGG cat-
alogue, and the other symbols show other observational determinations, as
detailed in the legend. Note that the Carlberg et al. results have luminosities
measured in the Gunn r band, and the Tucker et al. data are in the LCRS
R band.
4.4 Corrected mass-to-light results
It was shown in Sections 4.1 and 4.3 that the values of ϒ as a func-
tion of LbJ recovered in the mock catalogues are slightly biased
low relative to the values in the parent simulation. This bias is re-
producible in mock catalogues constructed from other simulations,
for example, from the less clustered mass distribution of a CDM
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Figure 20. The corrected variation of the 2PIGG group mass-to-light ratio
with group luminosity, in both the bJ and rF bands. Equations (4.4) for ϒ bJ
and (4.5) for ϒ rF are shown as solid and dashed lines. The corresponding
2PIGG data are shown with open squares and crosses.
simulation with σ 8 ≈ 0.7 analysed at z ≈ 0.1 (rather than the default
simulation with σ 8 = 0.9 and z = 0.1).
It seems plausible that a bias of this kind is also present in the
2PIGG sample results. A correction factor is defined as the ratio
between the luminosity-dependent values of ϒ measured in the par-
ent simulation and in the mock catalogues (in both the bJ and rF
bands). The 2PIGG results are simply multiplied by this factor to
obtain an estimate of the true underlying group mass-to-light ratio
variation in the real Universe. The corrected values are shown with
open squares (bJ band) and crosses (rF band) in Fig. 20. The error
bars on the data points still represent the size of the statistical un-
certainty on the median. Approximate fits to the corrected 2PIGG
median mass-to-light ratios are shown by the solid (bJ) and dashed
(rF) lines, which have the following functional forms:
log10 ϒbJ = 2.28 + 0.4 tanh{1.9 [log10(LbJ ) − 10.6]} (4.4)
and
log10 ϒrF = 2.25 + 0.27 tanh{2.4 [log10(LbJ ) − 10.75]}. (4.5)
These equations are valid for 10  log10(L bJ/ h−2 L)  12.5. As
the 2PIGG results are so similar to those recovered from the mock
catalogue, these fits to the underlying ‘truth’ in the real Universe
also provide a decent description of the behaviour in the parent sim-
ulation, as traced by the solid lines in Figs 16 and 18. The correction
is sufficiently small that all the basic features of the results discussed
above remain.
The correction changes the median mass-to-light ratio of the
98 clusters with log10[L bJ/( h
−2 L)] > 11.5 from ϒ bJ = 427 ±
24 h M/L to 466 ± 26 h M/L. Together with the global
mean bJ-band luminosity density and its uncertainty, inferred from
the luminosity function measured by Norberg et al. (2002), this
implies 1 that m = 0.31 ± 0.03. If, as was the case in the mock cat-
alogues, the median mass-to-light ratio of the largest clusters over-
1 Assuming that the galaxies trace the mass in clusters, as is customary when
using this method
estimates the mean mass-to-light ratio of the Universe by ∼11 per
cent, then this estimate should come down accordingly to m = 0.28
± 0.03 (statistical error only). While this correction factor is clearly
model dependent, the fact that the global galaxy luminosity function
and the bright end of the galaxy luminosity function in clusters are
similar in both the mock catalogue and the 2PIGG data is suggestive
that this is an appropriate thing to do. Any semi-analytical model
yielding a mock catalogue that does not reproduce these observa-
tional constraints will probably provide a different correction factor
that will very probably be inappropriate. The m estimate suffers
from a number of systematic uncertainties, each of which is of a
similar size to the overall statistical uncertainty. In addition to the
two model-dependent corrections already applied (i.e. the bias in-
troduced when measuring the mass-to-light ratio of the clusters and
the difference between the cluster and mean Universal mass-to-light
ratios), errors could arise from incorrect estimations of either cluster
luminosities or masses. The former might come from incomplete-
ness in the parent 2dFGRS catalogue. In fact, Norberg et al. (2002)
do assume a 9 per cent incompleteness in the 2dFGRS parent cat-
alogue when computing the mean bJ-band luminosity density of
the Universe, so for consistency the 2PIGG luminosities should be
similarly increased. The resulting lower mass-to-light ratios yield
m = 0.26 ± 0.03 (statistical error only). Cluster masses will only
be accurately inferred if the real galaxies populate haloes in the same
way that mock galaxies do. This is likely to be the largest systematic
uncertainty in the estimate of m and, as was discussed in Section 2,
could amount to a fractional error of a few tens of per cent.
It is interesting that both this estimate of m and its statisti-
cal uncertainty are very similar to the values quoted by Spergel
et al. (2003) from the combination of WMAP microwave back-
ground data and the 2dFGRS galaxy power spectrum. This agree-
ment, in itself, suggests that the systematic uncertainties in either
estimate are likely to be small and provides a welcome consistency
check of the entire paradigm of structure formation by hierarchical
clustering from CDM initial conditions. Further reassurance can be
gained from using the rF-band mass-to-light ratios of the same set
of the most luminous clusters and the rF-band luminosity density of
the Universe (see the Appendix). This yields an estimate of m =
0.29 ± 0.04, which is consistent with the value inferred from the
bJ-band data.
5 C O N C L U S I O N S
This paper presents an analysis of the galactic content of the 2PIGG
catalogue of groups and clusters identified in the 2dFGRS, focusing
on the galaxy luminosity function and total mass-to-light ratio in
groups of different size in both the bJ and rF bands. In constructing
the 2PIGG catalogue (Eke et al. 2004) and in the present analy-
sis, a well-defined methodology has been followed based on the
extensive use of mock catalogues. The starting points are N-body
simulations of the evolution of dark matter in a CDM universe in
which model galaxies are added with properties calculated accord-
ing to a semi-analytical model of galaxy formation based on the
precepts laid out in Cole et al. (2000). The parent simulation pro-
vides a full description of the model galaxy distribution, free from
the distortions inevitably introduced by observational procedures,
such as selection effects, observational errors, etc. These distortions
are modelled carefully in order to generate mock catalogues that
correspond to artificial 2dFGRSs. As the properties of the parent
simulation are known, the mock catalogues provide a rigorous way
to quantify the systematic uncertainties in the derived properties of
interest and a good guide to possible systematic errors. Of course,
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the mock catalogues also enable a detailed comparison between
the real data and the model from which the mock catalogues were
generated.
The main results of this paper are given as follows.
(i) The galaxy luminosity function is different in groups of differ-
ent mass. These luminosity functions are moderately well described
by Schechter functions for which, as the group mass increases, the
characteristic luminosity, L∗, increases and the faint end slope, α,
becomes more negative. However, the galaxy luminosity functions
in the groups found in the original simulations are not well described
by Schechter functions. For example, they exhibit a ‘bump’ at the
bright end where the amplitude varies with group mass, reflecting
the relative importance of the central galaxy and the satellites in the
groups. Hints of bumps are also found in the largest 2PIGG clusters.
(ii) The median group mass-to-light ratio, ϒ , also varies with halo
size (which is most robustly characterized by total bJ halo luminos-
ity). The mock catalogues indicate that, in the 2PIGG catalogue, ϒ
is reliably determined for groups of size ranging from that of the
Local Group to the richest clusters in the survey. Over this range,
which extends from L bJ = 1010 to 1012 h−2 L, ϒ bJ increases by a
factor of 5, whereas ϒ rF increases by a factor of 3.5. At the high-
est luminosities, ϒ becomes roughly constant in both bands. The
semi-analytical models predict an upturn in ϒ at luminosities lower
than L bJ ∼ 1010 h−2 L at which galaxy formation is most effi-
cient. Unfortunately, the 2PIGG catalogue does not contain enough
small groups with sufficiently accurate estimates of ϒ to locate the
theoretically expected minimum.
(iii) For the L bJ > 3 × 1011 h−2 L objects, the median mass-to-
light ratio is ϒ bJ = 466 ± 26 (statistical) h M/L, independently
of cluster size. Assuming that this value differs from the cosmic
mean in the same small way that it does in the mock catalogue allows
a determination of the mean cosmic density, m. Adopting the bJ
luminosity density inferred from the 2dFGRS galaxy luminosity
function by Norberg et al. (2002), leads to m = 0.26 ± 0.03.
(This estimate includes two small corrections derived from the mock
catalogues as discussed in Section 4.4, and a third small correction
for incompleteness in the 2dFGRS parent catalogue.) This value and
its uncertainty are in excellent agreement with the values inferred by
Spergel et al. (2003) from a combination of microwave background
data and the galaxy power spectrum in the 2dFGRS.
The agreement of the 2PIGG results with the predictions of the
simulations is impressive, and provides confidence in the basic pic-
ture of galaxy groups tracing virialized haloes of dark matter, even
for those haloes that contain only a few observable galaxies. The
simulations suggest two fruitful avenues for improving upon this
work: (i) probe smaller groups to test whether the M/L ratio does
indeed pass through the expected minimum around a group mass of
1012 h−1 M and (ii) create catalogues with better resolved groups
to see if the non-Schechter nature of the theoretically predicted lu-
minosity functions can be revealed. Both of these targets will require
new large redshift surveys that probe substantially further down the
luminosity function than is possible with the current data set.
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A P P E N D I X : C A L C U L AT I N G G RO U P R F
L U M I N O S I T I E S
As the 2dFGRS is a bJ-selected survey, extra consideration is re-
quired in order to include the SuperCOSMOS rF-band data in the
analysis. For instance, it is necessary to determine an appropriate
local flux limit to which the rF-band data are complete. The term
complete is used here without reference to the well-quantified in-
completeness in the redshifts measured for objects in the 2dFGRS
parent catalogue, and the possible incompleteness in the parent cat-
alogue itself. A local rF-band flux limit is determined from the dis-
tribution of observed galaxy colours. Fig. A1 shows the cumulative
distribution of the galaxy bJ − rF values for the sets of z < 0.12
galaxies in both the mock and the 2dFGRS data. As at least 95 per
cent of galaxies are bluer than bJ − r F = 1.5, the local minimum
rF-band flux limit is set equal to r F,lim = bJ,lim − 1.5. From this
figure, one can also infer that the bright bJ > 14 limit can essen-
tially be transferred into the rF band, such that the rF-band sample
is also complete for r F > 14. Thus, a ‘complete’ rF-limited sample
can be made to a locally defined flux limit corresponding to 14 < r F
< bJ,lim − 1.5. This lower flux limit removes approximately 29 per
cent of the galaxies from the sample, whereas only ∼0.4 per cent
were discarded for being brighter than the upper flux limit.
Having found flux limits defining a complete rF-band sample,
the intention is, as before, to total the galaxy luminosities, taking
into account the weights associated with the redshift incomplete-
ness, and then apply the appropriate Schechter function correction
for the galaxies that are too faint to make the flux cut. However,
the galaxies included above the rF flux limit are now a bright sub-
sample of the 2dFGRS parent catalogue. Thus, they are no longer
Figure A1. The cumulative distribution of galaxy bJ − rF values for all z <
0.12 galaxies in the 2dFGRS (solid line) and mock (dotted line) catalogues.
Figure A2. The rF-band luminosity functions, estimated using a 1/V max
method, for all z < 0.12 galaxies in the mock (dotted line) and 2dFGRS (solid
line). The dashed line shows the suitably normalized Schechter function
resulting from an STY fit to the 2dFGRS data.
drawn from the same population as the subsample of parent cata-
logue galaxies without measured redshifts, and so equation (2.2) is
no longer an unbiased way to correct for this redshift incomplete-
ness. This complication was sidestepped by redistributing only the
weights of galaxies without redshifts and with 14 < r F < bJ,lim −
1.5. Thus, the subsample of galaxies with redshifts and sufficiently
high rF-band fluxes is now a similar population to those galaxies
without redshifts where the weights are redistributed. As only ap-
proximately two-thirds of the 2dFGRS galaxies satisfy the rF flux
limits, the weights were redistributed to the nearest seven projected
galaxies only. This should match the angular smoothing scale with
that used in the bJ band.
In addition to the correction for redshift incompletion, galaxies
below the flux limit also need to be accounted for in determining
the total group luminosity. This was accomplished by assuming
that the galaxy luminosity function in the groups can be fitted by
a Schechter function with (M ∗, α) = (−20.84, −1.14). This is the
STY-estimated Schechter function for the rF-band galaxy luminos-
ity function of all z < 0.12 galaxies in the 2dFGRS. In calculat-
ing this, the following (k + e)-correction, derived using Bruzual &
Charlot (1993) models, was used:
k + e = 0. (A1)
Choosing a normalization to match the luminosity function ampli-
tude inferred using a 1/V max estimator leads to φ∗ = (1.4 ± 0.1)
× 10−2(h−1 Mpc)−3. This value, which neglects the incompleteness
in the parent catalogue of the 2dFGRS, gives a mean rF luminosity
density in the Universe of ρ rF ≈ 2.2 × 108 h L Mpc−3. As can be
seen in Fig. A2, the rF-band luminosity functions estimated using
the 1/V max method are similar in the 2dFGRS and the mock cata-
logue (which yields M ∗ = −20.79 and α = −1.17). For the rF band,
M = 4.57.
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