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Recently, high speed wireless LANs such as IEEE 802.11n are introduced widely. They
use new high throughput data transfer mechanisms, such as frame aggregation and block
ACK, which decrease the possibility of TCP segment losses and cause the bufferbloat
problem where delay increases due to the buffered TCP segments.
This paper proposes a new method which resolves the bufferbloat problem over IEEE
802.11n wireless LANs by weakening their powerful retransmission capability intentionally
when the data rate is low. Specifically, this paper provides three contributions. The
first is the detailed performance evaluation on the bufferbloat problem invoked by TCP
communication over IEEE 802.11n wireless LAN. The performance evaluation experiment
was performed using an actual terminal and access point by changing the distance between
them. The data rate, throughput, round-trip time, queue length, and TCP internals such
as congestion window and retransmission count are examined in detail, and the results
clarifies that, in the low data rate, no TCP segments are lost, and as a result the congestion
window increases, which makes the internal sending queue piles up.
The second contribution is that this paper shows a method to implement the proposal
in a data sending terminal. This is a straightforward implementation. The performance
evaluation shows that the proposed method successfully decrease the buffering delay, sim-
ilarly with the conventional scheme such as CoDel, which is an active queue management
technique.
The third contribution is that this paper shows a method to implement the proposal in
an access point, which works as a data receiver. Since different kinds of terminals are used
in wireless LANs, it is difficult to install schemes avoiding the bufferbloat problem in all
terminals. So, the third contribution proposes a way to allow access points to provide a
similar functionality with the second contribution. The results of performance evaluation
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応するレートのみが選択される．802.11では 1Mbpsと 2Mbpsの 2つのみの対応だが，拡
張規格である IEEE 802.11bでは 11Mbpsまで，IEEE 802.11aおよび 11gでは 54Mbpsま





ほど必要とされる SN⽐（信号雑⾳⽐，signal noise ratio）は⼤きくなる．端末同⼠が離

































































802.11nは，802.11a/gのOFDM（Orthogonal Frequency Division Multiplexing）をベー




速化を実現している．APではない端末は SISO（Single Input and Single Output）によ

















L-STF L-LTF L-SIG HT-SIG HT-STF HT-LTF1 HT-LTF2 HT-LTFn データ…
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図 2.1: 802.11nの PLCPフォーマット（Non-HTとHT-mixed）
図 2.1に 802.11nのPLCPフォーマットを⽰す．Non-HTであるPPDUのフォーマット
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MACヘッダ
図 2.3: データフレームのフォーマット









































































答を可能にする．802.11eにて Immediate Block AckとDelayed Block Ackの 2つのタイ
プのBlock Ackが規定された．Immediate Block Ackは，Block Ack Requestフレームを
受信した直後にBlock Ackの送信が⾏われる．この⽅式では受信したMPDUのデコード
や誤り検出などの処理を短時間で⾏い応答する必要があるため実装の要求が⾼い．そこで
実装の難易度を下げるため，Delayed Block Ackが規定されている．Delayed Block Ack
では，Block Ack Requestフレームに対してACKフレームで応答し，準備が整ってから
Block Ackを送信することができる．Delayed Block Ack⽅式の場合，既存の実装において
ハードウェアの変更を最⼩限に抑えることができる．802.11nでは，HT-immediate Block
AckとHT-delayed Block Ackの 2つの応答確認⽅式を規定しており，これらは 802.11eで
規定されたBlock Ackの拡張である．802.11nはHT-immediate Block Ackへの対応は必
須としている．
HT-immediate Block AckではACKポリシーがNormalの場合，A-MPDUを受信する
















































図 2.6: Block Ackの⼿順
802.11eの Immediate Block Ackと 802.11nのHT-Immediate Block Ackの⼿順につい

































































ンス番号 110であるBlock Ack Requestが到着した場合，Block Ack Requestを起点とし
たウィンドウを形成する．次にシーケンス番号 111が送信者側で期限切れとなり，新たに
開始シーケンス番号 112としたBlock Ack Requestが到着した場合，シーケンス番号 111
のデータはウィンドウ外となり，すでに受信した 112のデータが上位層に引き渡される．


































































































































































オプションは TCPの固定ヘッダ部分 20バイトに加えて，最⼤ 40バイト加えるこ
とができるヘッダ情報であり，可変⻑である．このオプションは当初はオプション
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は 32Kbpsから 40bpsへと 1,000分の 1まで低下したと報告されている．Jacobsonらは，
輻輳崩壊の原因について突き⽌め 4.3BSDの修正を⾏い [30]にて報告を⾏っている．
1988年6⽉，VAXプラットフォーム向けの4.3BSDをTahoe Power 6/32プラットフォー































トしきい値，Slow Start Threshold）を定める．タイムアウト時に現在の cwndの半分の
値が ssthreshに格納される．その ssthreshを cwndの値が超えない場合はスロースタート
による増加を，超える場合は輻輳回避による増加を⾏う．
⼀⽅，パケット損失によってタイムアウトが発⽣し輻輳が検知された場合には，輻輳状



















































































する．このような広帯域・⾼遅延ネットワークのことを LFN（Long Fat Network）




















Actual = WindowSize/SampleRTT (2.3)
これら期待されるスループットと実際のスループットの差分を dと定義し，dは 0か正の
値をとる．
d = (Expected− Actual)× SampleRTT (2.4)




increase d < α
decrease β < d





















































































































































































































































































































































Linuxディストリビューション Ubuntu 12.04 LTS server
TCP輻輳制御 CUBIC
メーカ名∕型番 Lenovo ThinkPad X61











6.5 13.5 27.0 40.5 54 81
























































































































































































ムアグリゲーション（A-MPDU）と HT-immediate Block Ackの 2つの⼯夫を⾏ってい








































































































②TCPセグメントの送信を制限 TCP small queues 〇 〇 データ滞留量 △適用不能なケースあり
③広告ウィンドウサイズを抑制 DRWA 〇 RTT ×サーバの変更は非現実的
④輻輳制御アルゴリズムの変更 Vegasなど 〇 RTT ×性能悪化の懸念








































































































































































































































































































































































































































































































































図 5.7: ネイティブのスループットの時間変化（付加遅延 100ミリ秒）




















図 5.9: 最⼤再送回数を制限した⼿法のスループットの時間変化（付加遅延 100ミリ秒）




























[Mbps] 〜25 25〜50 50〜100 100〜








































機種 Lenovo ThinkPad X61
Kernel Linux 3.2.38
Linux Ubuntu 12.04 LTS Server




NIC NEC Aterm WL300NC
Driver ath9k[36]
表 5.3: 可能なデータレート
6.5 13.5 27.0 40.5 54 81































































データレートが 216Mbpsの場合の，スループットと cwndの時間変化を⽰す．図 5.16(a)




















































































(c) 平均輻輳ウィンドウサイズ 対 平均データレート
















































































(c) 平均輻輳ウィンドウサイズ 対 平均データレート
















































































(c) 平均輻輳ウィンドウサイズ 対 平均データレート







































































































































































































































































































































(c) 平均スループット 対 平均データレート






























































DATA seq:1 DATA seq:1











DATA seq:1 DATA seq:1


























































































1 2 3 4 5 6 7 8 2 4 9 10 2 4 9 10 6 4 10 4 ✔：受信データを上位に通知
1 ✔ 保留：受信データをバッファリング
2 1 2 ✔ 紛失：MPDUがリトライアウトしたと扱う
3 保留 ✔ 無視：受信データを無視





9 1 保留 ✔
10 1 2 ✔














































AP Linux端末 Windows端末 Mac OS端末
機種 Lenovo ThinkPad X61 Apple MacBook Air (Mid 2012)
Kernel Linux 3.2.38 Linux 3.13.0 Windows 10 Mac OS 10.11
無線 LAN MAC IEEE 802.11n （5GHz）
TCP輻輳制御 - Cubic TCP OSのデフォルト設定
その他の TCPの設定 - ECN，REDなどの機能は使⽤せず，
送受信ソケットバッファはOSのデフォルト設定を利⽤
APソフトウェア hostapd 0.7.3 -





small queuesを適⽤した端末は Linux 3.13をそのまま利⽤する．Bufferbloat問題の対策
を施していない端末は Linux 3.13のTCP small queuesの制限を⼤きな値（10,000パケッ
ト）にしたものを⽤いる．CoDelを適⽤した端末は，Linux 3.13でTCP small queuesの制
限を⼤きくした上でCoDelを実装したものを利⽤する．なお，使⽤したLinuxでは，後述
の図 6.12(a)に⽰すように，輻輳ウィンドウは 1,000パケット付近に上限が設けられてい



























































































































































































































ない Linux 端末の Ping平均 RTTが，平均MACデータレートが 40Mbps程度より⼩さ







ら 700ミリ秒程度に増⼤している．このため，Windows 10やMac OS 10.11のデフォル
ト設定のTCPにおいてもBufferbloat問題が発⽣すると考えられる．これに対して，同図
の tsqおよび codelは，平均RTTを下げており，Bufferbloat問題を抑制していることがわ


































にそれぞれ⽰す．両図では提案⽅式がない場合とある場合（without / with proposal）の
双⽅を⽰している．これらから，Ping通信RTTもTCPスループットも測定の開始直後














without proposal 110 Mbps
without proposal 13.5 Mbps
with proposal 110 Mbps
with proposal 13.5 Mbps



















without proposal 110 Mbps
without proposal 13.5 Mbps
with proposal 110 Mbps























































































































































































Ping RTTの平均値がそれぞれ約 500ミリ秒，約 200ミリ秒，約 200ミリ秒であった．その
詳細を⾒ると，Bufferbloat問題に対応していない端末では 0ミリ秒から 1400ミリ秒まで
分布していた．TCP small queuesとCoDelの場合でも，それぞれ最⼤値が 800ミリ秒と
400ミリ秒であった．提案⽅式をAPに実装しない場合は，いずれもPing通信のRTTが
平均値の 2から 4倍の値まで広がっていた．これに対して，提案⽅式をAPに実装した場
合は，いずれの場合もPing RTTの平均値が 100ミリ秒以下で，分布の最⼤値も 200ミリ
秒よりも⼩さい．このためユーザレベルの応答性の悪化を解消できることが期待できる．
これらの結果は，図 6.12 に⽰したTCP輻輳ウィンドウ（congestion window: cwnd）の








平均MACデータレートが約 45Mbpsだった場合の Ping通信の RTTの累積分布を図
6.13 に⽰す．提案⽅式を使⽤しない場合（図 6.13 (a)），Bufferbloat問題に対応していな
い端末，TCP small queuesを適⽤した端末，CoDelを適⽤した端末で，Ping RTTの平均








































































































第 2章では，まず IEEE 802.11における様々な⼯夫について述べ，802.11nのフレーム






































表 7.1: 802.11n無線 LANにおけるBufferbloat問題への対応の⽐較
Westwood Vegas TCP Small Queues CoDel DRWA 提案手法（端末側） 提案手法（AP側）
端末 TCP受信側（サーバ） 端末 AP
レイヤ TCP TCP TCP 送信キュー TCP デバイスドライバ デバイスドライバ
〇 〇 × 〇 〇 〇 〇
〇 〇 〇 〇 × 〇 〇
× × × × 〇 × 〇
〇 〇 〇 〇 〇 〇 ×
追加遅延なし × △ 〇 〇 - 〇 〇
追加遅延100ミリ秒 × △ - 〇 - 〇 -
追加遅延なし × △ 〇 〇 - 〇 〇









第 4章の 802.11n無線 LANのBufferbloat問題に対する検討において，様々なアプロー





































































































































[1] IEEE 802.11 Standard. Part 11: Wireless LAN Medium Access Control (MAC) and
Physical Layer (PHY) Specifications. IEEE, 2012.
[2] J. Postel. Transmission Control Protocol. RFC793. Sept. 1981.
[3] W. Richard Stevens. TCP/IP Illustrated (Vol. 1): The Protocols. Boston, MA, USA:
Addison-Wesley Longman Publishing Co., Inc., 1993.
[4] S. Floyd and T. Henderson. The NewReno Modification to TCP’s Fast Recovery
Algorithm. RFC2582. Apr. 1999.
[5] Sangtae Ha, Injong Rhee, and Lisong Xu. “CUBIC: A New TCP-friendly High-speed
TCP Variant”. In: SIGOPS Oper. Syst. Rev. 42.5 (July 2008), pp. 64–74.
[6] Saverio Mascolo et al. “TCPWestwood: Bandwidth Estimation for Enhanced Trans-
port over Wireless Links”. In: Proceedings of the 7th Annual International Confer-
ence on Mobile Computing and Networking. MobiCom ’01. Rome, Italy: ACM, 2001,
pp. 287–297.
[7] Lawrence S. Brakmo, Sean W. O’Malley, and Larry L. Peterson. “TCP Vegas: New
Techniques for Congestion Detection and Avoidance”. In: Proceedings of the Con-
ference on Communications Architectures, Protocols and Applications. SIGCOMM
’94. London, United Kingdom: ACM, 1994, pp. 24–35.
[8] Jim Gettys and Kathleen Nichols. “Bufferbloat: Dark Buffers in the Internet”. In:
Queue 9.11 (Nov. 2011), 40:40–40:54.
[9] Kathleen Nichols and Van Jacobson. “Controlling Queue Delay”. In: Commun.
ACM 55.7 (July 2012), pp. 42–50.
120
[10] Sally Floyd and Van Jacobson. “Random Early Detection Gateways for Congestion
Avoidance”. In: IEEE/ACM Trans. Netw. 1.4 (Aug. 1993), pp. 397–413.
[11] モバイルワーク温故知新：無線 LANに託された壮⼤な夢と未来 - ITmedia エン
タープライズ. http://www.itmedia.co.jp/enterprise/articles/1208/21/
news004.html.
[12] Wolter Lemstra, Vic Hayes, and John Groenewegen. The Innovation Journey of
Wi-Fi: The Road To Global Success. New York, NY, USA: Cambridge University
Press, 2010.
[13] IEEE 802.3 Standard. 802.3-2015 IEEE Standard for Ethernet. IEEE, 2015.
[14] G. Xylomenos et al. “TCP performance issues over wireless links”. In: IEEE Com-
munications Magazine 39.4 (Apr. 2001), pp. 52–58.
[15] Matthew Gast. 802.11n: A Survival Guide. O’Reilly Media, Inc., 2012.
[16] Eldad Perahia and Robert Stacey. Next Generation Wireless LANs: 802.11n and
802.11ac. 2nd. New York, NY, USA: Cambridge University Press, 2013.
[17] J. Postel. User Datagram Protocol. RFC 768 (Standard). Internet Engineering Task
Force, Aug. 1980.
[18] R. Fielding et al. Hypertext Transfer Protocol – HTTP/1.1. RFC 2616 (Draft Stan-
dard). Updated by RFCs 2817, 5785, 6266. Internet Engineering Task Force, June
1999.
[19] J. Klensin. Simple Mail Transfer Protocol. RFC 5321 (Draft Standard). Internet
Engineering Task Force, Oct. 2008.
[20] J. Postel and J. Reynolds. File Transfer Protocol. RFC 959 (Standard). Updated
by RFCs 2228, 2640, 2773, 3659, 5797. Internet Engineering Task Force, Oct. 1985.
[21] J. Postel and J.K. Reynolds. Telnet Protocol Specification. RFC 854 (Standard).
Updated by RFC 5198. Internet Engineering Task Force, May 1983.
[22] T. Ylonen and C. Lonvick. The Secure Shell (SSH) Connection Protocol. RFC 4254
(Proposed Standard). Internet Engineering Task Force, Jan. 2006.
121
[23] V. Cerf, Y. Dalal, and C. Sunshine. Specification of Internet Transmission Control
Program. RFC0675. Dec. 1974.
[24] S. Bellovin. Defending Against Sequence Number Attacks. RFC1948. May 1996.
[25] M. Mathis et al. TCP Selective Acknowledgment Options. RFC2018. Oct. 1996.
[26] K. Ramakrishnan, S. Floyd, and D. Black. The Addition of Explicit Congestion
Notification (ECN) to IP. RFC3168. Sept. 2001.
[27] Mike Fisk andWu-chun Feng. “Dynamic right-sizing in TCP”. In: http://lib-www.lanl.gov/la-
pubs/00796247.pdf (), p. 2.
[28] V. Jacobson, R. Braden, and D. Borman. TCP Extensions for High Performance.
RFC1323. May 1992.
[29] S. Floyd et al. An Extension to the Selective Acknowledgement (SACK) Option for
TCP. RFC 2883 (Proposed Standard). Internet Engineering Task Force, July 2000.
[30] V. Jacobson. “Congestion Avoidance and Control”. In: Symposium Proceedings on
Communications Architectures and Protocols. SIGCOMM ’88. Stanford, California,
USA: ACM, 1988, pp. 314–329.
[31] J. Nagle. Congestion Control in IP/TCP Internetworks. RFC 896. Internet Engi-
neering Task Force, Jan. 1984.
[32] Keith Bostic. 4.3BSD-tahoe release. https://groups.google.com/d/msg/comp.
sys.tahoe/50ManvdM1-s/FQqaB\_0ex-YJ.
[33] S. Floyd, T. Henderson, and A. Gurtov. The NewReno Modification to TCP’s Fast
Recovery Algorithm. RFC3782. Apr. 2004.
[34] Matthew Mathis et al. “The Macroscopic Behavior of the TCP Congestion Avoid-
ance Algorithm”. In: SIGCOMM Comput. Commun. Rev. 27.3 (July 1997), pp. 67–
82.
[35] Haiqing Jiang et al. “Tackling bufferbloat in 3G/4G networks”. In: Proceedings of the
2012 ACM conference on Internet measurement conference. ACM. 2012, pp. 329–
342.
122
[36] ath9k Linux Wireless. http://wireless.kernel.org/en/users/Drivers/ath9k.
[37] tcpprobe. http://www.linuxfoundation.org/collaborate/workgroups/networking/.










情報処理学会論⽂誌, Vol.58, No.2, pp.427-438 (2017.2)
2. 全著者名
Masataka Nomoto, Toshihiko Kato, Celimuge Wu, Satoshi Ohzahata
論⽂題名
Resolving Bufferbloat Problem in 802.11n WLAN by Weakening MAC Loss
Recovery for TCP Stream
印刷公表の⽅法及び時期
Proc. of the IASTED International Conference Parallel and Distributed Com-
puting and Networks 2014 (PDCN 2014), pp.293-300, (2014.2)
3. 全著者名
Masataka Nomoto, Celimuge Wu, Satoshi Ohzahata, Toshihiko Kato
論⽂題名
Resolving Bufferbloat in TCP Communication over IEEE 802.11n WLAN by
Reducing MAC Retransmission Limit at Low Data Rate
印刷公表の⽅法及び時期
Proc. of the Sixteenth International Conference on Networks (ICN 2017),
pp.69-74 (2017.4)
4. 全著者名
Masataka Nomoto, Celimuge Wu, Satoshi Ohzahata, Toshihiko Kato
論⽂題名
A Solution for Bufferbloat Problem in Upload TCP Communication over IEEE
802.11n WLAN Only by Modifying Access Point
印刷公表の⽅法及び時期
Proc. of the Sixth International Conference on Communications, Computation,
Networks and Technologies (INNOV 2017), pp.8-13 (2017.10)
Best Paper Award
著者略歴
野元 祐孝（のもと まさたか）
平成１８年 ３⽉  電気通信⼤学電気通信学部卒業
平成１８年 ４⽉  電気通信⼤学⼤学院情報システム学研究科
          情報ネットワークシステム学専攻博⼠前期課程⼊学
平成２０年 ３⽉  同上修了
平成２０年 ４⽉  電気通信⼤学⼤学院情報システム学研究科
          情報ネットワークシステム学専攻博⼠後期課程⼊学
平成２８年 ３⽉  同上を単位取得のうえ退学
平成３０年 ３⽉  同上にて博⼠（⼯学）取得
