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Abstract: To detect changes in the mean of a time series, one may use previsible detection procedures based
on nonparametric kernel prediction smoothers which cover various classic detection statistics as special cases.
Bandwidth selection, particularly in a data-adaptive way, is a serious issue and not well studied for detection
problems. To ensure data adaptation, we select the bandwidth by cross-validation, but in a sequential way lead-
ing to a functional estimation approach. This article provides the asymptotic theory for the method under fairly
weak assumptions on the dependence structure of the error terms, which cover, e.g., GARCH(p, q) processes,
by establishing (sequential) functional central limit theorems for the cross-validation objective function and
the associated bandwidth selector. It turns out that the proof can be based in a neat way on Kurtz and Protter
(1996)’s results on the weak convergence of Itoˆ integrals and a diagonal argument.
Our gradual change-point model covers multiple change-points in that it allows for a nonlinear regres-
sion function after the first change-point possibly with further jumps and Lipschitz continuous between those
discontinuities.
In applications, the time horizon where monitoring stops latest is often determined by a random experiment,
e.g. a first-exit stopping time applied to a cumulated cost process or a risk measure, possibly stochastically de-
pendent from the monitored time series. Thus, we also study that case and establish related limit theorems in
the spirit of Anscombe (1952)’s result. This is achieved by embedding the stopped processes into a sequence
of processes, which allows us to handle the randomly determined time horizon as a random change of time
problem. The result has various applications including statistical parameter estimation and monitoring financial
investment strategies with risk-controlled early termination, which are briefly discussed.
Keywords: Empirical process; Changepoint detection; Multiple jumps; Nonparametric regression;
Risk control; Stochastic integration; Time series.
Subject Classifications: 60G10; 62G08; 62L12.
1 INTRODUCTION
Assuming a nonparametric regression model with non-vanishing mean, we study the sequential asymp-
totic distribution theory of the cross-validated bandwidth selector for a previsible kernel detection
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statistic. The nonparametric regression model assumes that the mean of a process observed in dis-
crete time is given by an unknown function belonging to some infinite dimensional function space,
providing an attractive framework for statistical estimation as well as detection problems. Estimation
and inference based on an observed (large) sample has been extensively studied in the literature. For
an overview on this topic and the most common methods such as kernel estimators, local polynomi-
als, smoothing splines and wavelets, we refer to Donoho and Johnston (1994), Eubank (1988), Ha¨rdle
(1991) and Wand and Jones (1995) and the references given therein.
However, often the data arrive sequentially and interest is in detecting changes in the mean func-
tion, for instance that the mean is too large or too small. There is growing interest in sequential
methods due to their importance for the analysis of data streams in areas such as finance, environe-
metrics and engineering. Procedures based on nonparametric smoothers form an attractive class of
methods, which has received substantial interest in the literature; we refer to Wu and Chu (1993),
Mu¨ller and Stadtmu¨ller (1999), Steland (2005) and Steland (2010), amongst others. Now invariance
principles provide a neat way to obtain distributional approximations under weak assumptions. For a
discussion of that approach we refer to Steland (2010). There is also a rich literature on the estimation
of regression functions that are smooth except some discontinuity (change-) points. See, for example,
the recent work of Gijbels and Goderniaux (2004) or Antoch et. al. (2007).
The problem how to select the bandwidth or, more generally, tuning constants, is a serious is-
sue, which is not well understood for the sequential detection problem. Here, asymptotic results for
methods such as the CUSUM, MOSUM or EWMA procedures, studied by Han and Tsung (2004),
Brodsky and Darkhovsky (2008), Aue et. al. (2008), and Moustakides (2008) amongst many others,
assume that the bandwidth parameter may depend on some size parameter, usually the time horizon or
maximal sample size, but it is chosen in a non-stochastic (deterministic) way; a notable exception is
the work of Spokoiny (1998) and Spokoiny and Polzehl (2006). For a novel consistent approach to the
selection of such tuning constants using singular value decomposition methods see Golyandina et al.
(2012). In Steland (2010) we proposed to use cross-validation, a general technique widely employed,
in a sequential way to a sequence of kernel prediction statistics related to the well known Nadaraya-
Watson estimator. Using a sequence of prediction statistics forming a previsible process and being
close to the Nadaraya-Watson estimator has the advantage that detection is based on a control statistic
which can be interpreted as a one-step ahead predictor providing sequential approximations to the
process mean. Contrary, various classic methods for change detection lack that nice interpretation.
In the sequential approach, the cross-validated bandwidth is, in principle, calculated at each time
point thus yielding a functional bandwidth estimate. Steland (2010) establishes uniform laws of large
numbers for the corresponding objective function as well as consistency theorems for the bandwidth
estimate. To guarantee wide applicability, those results are proved for i.i.d. data as well as for L2-
NED processes. The present article focuses on the relevant asymptotic distribution theory in the sense
of weak convergence. We provide sequential functional central limit theorems for the cross-validation
criterion as well as for the functional estimate of the cross-validated bandwidth. An important tool for
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our theoretical results is a general result on the weak convergence of Itoˆ integrals for integrators which
are semimartingales. We show that the results hold true under a weak α-mixing condition which is
satisfied by many processes, e.g. many linear processes, which are also known to be S-mixing, a
class of processes for which Berkes et. al. (2009) recently established a strong invariance principles
for the classic sequential empirical process. For related results for long-memory processes we refer
to Dehling and Taqqu (1989) and the work of Doukhan et. al. (2005) which allows for a weakly de-
pendent nonlinear Bernoulli shift component. Further results can be found in Dehling and Mikosch
(2002).
In a first step, we assume that the observations arrive sequentially until a non-random time horizon
T → ∞ is reached. By rescaling time to the unit interval, the Skorohod spaces of right-continuous
function with left-hand limits provide an appropriate framework to establish a weak limit theory.
However, in certain applications the time horizon is not fixed but determined by a parameterized
random experiment such as a family of random first exit stopping times. The question arises under
which conditions on those stopping times the stopped process inherits the asymptotic distribution.
Results of this type can be traced back to the seminal work of Anscombe (1952), which studied the
large-sample theory of randomly stopped stochastic processes in discrete time. Thus, in a second
step, we show that in our framework an embedding argument allows us to interpret the randomly
selected time horizon as a random change of time problem leading to a Anscombe-type theorem. We
assume the same condition on the family of random indices replacing the time horizon T as imposed
by Anscombe.
The sequential setup is as follows: We assume that observations Yn = YTn, 1 ≤ n ≤ T , arrive
sequentially until the maximum sample size T is reached and satisfy the model equation
Yn = m(xn) + ǫn, n = 1, 2, . . . , T, T ≥ 1, (1.1)
with
m(xn) = m0(xn) + δ(xn)/
√
T . (1.2)
The time horizon T is assumed to be non-random and large; it will converge to ∞ in our limit theo-
rems. Extensions to random time horizons are discussed in Section 5. The function m0 is assumed to
be known. δ is a bounded and piecewise Lipschitz continuous function on [0,∞) with at most finitely
many jumps, either δ > 0 or δ < 0, and such that
q1 = inf{s > 0 : δ(s) 6= 0} > γ
for some γ ∈ (0, 1). In detection, the primary goal is to detect changes from an assumed model,
m0, for the process, also called in-control model or null model. The departure from that in-control or
normal behavior is modeled by the function δ. Of particular interest is the detection of the first change
point q1. When δ is a smooth function, the above model is also called gradual change model, since
then the process mean smoothly drifts away from the assumed in-control behavior. But because we
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allow for δ-functions with jumps, (1.2) is very general and covers the case that there are many change-
points where the mean changes abruptly, e.g. when δ is a step function representing a finite number
of level shifts. Hence, we treat a large class of change-points models in an unified way. We consider
a sequence of local alternatives converging to the null model at the rate T−1/2, which will allow us
to establish weak limits for the quantities of interest providing a means to study local performance
properties, e.g. by simulating from the limit process. Of substantial interest is the detection of the
first change-point of δ after some initial time instance s0 where the monitoring procedure starts, i.e.
inf{s > s0 : δ(s) > 0}, respectively.
For the regressors {xn} a fixed design
xn = xTn = G
−1(n/T ), 1 ≤ n ≤ T,
induced by some design distribution function G is assumed. In many applications one can assume
that G is known or chosen by the statistician. Examples cover biostatistical dose-response studies, ap-
plications in communication engineering with equidistant sampling as well as laboratory experiments
where the design points are selected according to some external criterion, cf. also Steland (2010). For
simplicity of our exposition, we will assume that G = id, since otherwise one may substitute m0 by
m0 ◦ G−1 and δ by δ ◦ G−1. The term δT = δ/
√
T in (1.1) represents the local alternative model
describing the departure from m0.
Our results work under the weak assumption that the errors {ǫt} form a strictly stationary martin-
gale difference sequence satisfying a classic condition on the strong mixing coefficients. Some of our
results even hold true for stationary martingale difference sequences without additional assumptions.
The organization of the paper is as follows. In Section 2, we introduce the sequential cross-
validation approach. Section 3 provides some basic notation and preliminaries as well as an exposition
of a result on the weak convergence of Itoˆ integrals, which we shall use to prove the results. The main
asymptotic results are given and proved in Section 4. Section 5 discusses the extension to random
time horizons, its relationship to Anscombe’s classical result and our Anscombe-type result based on
a random change of time argument.
2 SEQUENTIAL CROSS-VALIDATION
The statistical idea of cross-validation is to choose nuisance parameters such as tuning constants
controlling the degree of smoothing of a statistic in a data-adaptive way such that the corresponding
estimates provide a good fit on average. Let us define the sequential, i.e., Fi−1 = σ(Yj : 1 ≤ j ≤
i− 1)-measureable prediction estimate
m̂h,−i = N
−1
T,−i
1
h
i−1∑
j=⌊Tγ⌋
K([j − i]/h)Yj , i = ⌊Tγ⌋, ⌊Tγ⌋+ 1, . . . (2.1)
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where NT,−i = h−1
∑i−1
j=⌊Tγ⌋K((j− i)/h) and γ ∈ (0, 1) is an arbitrary small but fixed constant. K
is a kernel function such that
K ∈ Lip([0,∞); [0,∞)), ‖K‖∞ <∞ and K > 0, (2.2)
where Lip([0,∞);R) denotes the class of Lipschitz continuous functions on [0,∞). We assume that
the bandwidth h > 0 is a function of the time horizon T in such a way that
|T/h− ξ| = O(1/T ) (2.3)
for some constant ξ ∈ (0,∞). Imposing the convergence rate T−1 rules out artificial choices such as
h = T/(ξ + T−γ), γ > 0, leading to arbitrary slow convergence.
To this end, let Fn be the natural filtration associated to {ǫn}. Substituting h in m̂h,−i by a row-
wise Fi-adapted array h∗T i, ⌊Ts0⌋ ≤ i ≤ T , T ≥ 1, of non-negative random variables yields again
an adapted array {m̂h∗
Ti
,−i} to which we apply one-sided detection procedures given by the first exit
stopping times
S+T = inf{⌊s0T ⌋ ≤ i ≤ T : m̂h∗Ti,−i > c}, (2.4)
S−T = inf{⌊s0T ⌋ ≤ i ≤ T : m̂h∗Ti,−i < c}, (2.5)
respectively, where s0 > γ determines the start of monitoring. Given the predictions m̂h,−i, we may
define the sequential leave-one-out cross-validation criterion
CVs(h) = CVT,s(h) =
1
T
⌊Ts⌋∑
i=⌊Ts0⌋
(Yi − m̂h,−i)2, h > 0,
a function of the candidate bandwidth h. In the functional cross-validation bandwidth approach the
cross-validation objective function is minimized for each s ∈ [s0, 1]. To do so, let Hs0,ξ be the family
of all arrays {hTn : ⌊s0T ⌋ ≤ n ≤ T, T ≥ 1} with
max
1≤n≤T
|T/hTn − ξ| = O(1/T ) for some ξ > 0.
We consider minimizers {h∗Tn} ∈ Hs0,ξ of the cross-validation criterion such that
CVn/T (h
∗
Tn) ≤ CVn/T (hTn), ⌊s0T ⌋ ≤ n ≤ T, T ≥ 1,
for all {hTn} ∈ Hs0,ξ. This leads to the functional cross-validated bandwidth estimator
h∗T (s) = h
∗
T,⌊Ts⌋, s ∈ [s0, 1].
Notice that, by definition, {h∗T (s) : s ∈ [s0, 1]} is F⌊Ts⌋-adapted. Steland (2010) showed that,
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under regularity assumptions, CVT,s(h) converges to some function CVξ(s) which depends on ξ =
limT/h. That result is valid for stationary α-mixing series and for L2-near epoch dependent time
series. For i.i.d. error terms one even achieves the usual O(1/
√
T ) rate of convergence in the sense of
L2 convergence. Having those results in mind, we now address the related weak convergence theory.
Since in practice the cross-validation criterion has to be minimized numerically, one may assume
that minimization is done over a finite grid of values, and we shall provide a weak convergence result
for the cross-validated bandwidth under such an assumption. Further, conducting cross-validation at
each time point can be infeasible in a practical application, such that one has to select N time points,
s0 ≤ s1 < · · · < sN , where the cross validation criterion is numerically minimized, thus yielding an
adapted sequence h∗i = h∗T (si), i = 1, . . . , N . The cross-validated bandwidth h∗i is then used during
the time interval [si, si+1), i = 1, . . . , N . Clearly, the corresponding cross-validation bandwidth
estimator is now the step function
h∗TN (s) = h
∗
T (si), s ∈ [si, si+1), i = 1, . . . , N − 1.
In such a situation, it is sufficient to know the convergence of the finite dimensional distributions (fidi
convergence).
3 PRELIMINARIES AND WEAK CONVERGENCE OF STOCHAS-
TIC INTEGRALS
Since LT and QT are random ca`dla`g functions, it is in order to recall some basic facts on the Skorohod
spaces D([a, b];Rl), l an integer, consisting of those functions [a, b] → Rl, a, b ∈ R, being right-
continuous with existing limits from the left. Let V (f) denote the (total) variation semi-norm of
a function f and ‖f‖∞ its supnorm. For a random variable X we denote by ‖X‖p the Lp-norm,
p ∈ [0,∞). The space D([a, b];Rl) can be equipped with the following Skorohod metric. For two
functions f, g on [a, b] with values in Rl define
d(f, g) = inf
λ∈Λ
max{‖f ◦ λ− g‖∞, ‖λ− id ‖∞},
where Λ is the set of all strictly increasing continuous mappings λ : [a, b] → [a, b]. Clearly,
d(f, g) ≤ ‖f − g‖∞, such that uniform convergence implies convergence in the Skorohod metric.
Weak convergence of a sequence {X,Xn} of random functions taking values in D([a, b];Rl) now
means weak convergence of the measures PXn to PX , as n→∞, denoted by Xn ⇒ X, n→∞. For
the sake of clarity of exposition, we shall also write Xn(u) ⇒ X(u), as n →∞. Further details can
be found in Bickel and Wichura (1971), Neuhaus (1971), Straf (1972) and Seijo and Sen (2011).
The framework for the weak convergence result for Itoˆ integrals is as follows. Let us first recall the
definition of the Itoˆ integral, cf. Protter (2005) or Steland (2012). Let {Hn} and {Xn} be sequences
of adapted processes on a probability space (Ω,F , P ) which is equiped with a sequence {Fn} of
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filtrations Fn = {Fnt : t ∈ I} with index set I , i.e. Hn,Xn are Fnt-adapted such that Hn(t),Xn(t)
are Fnt-measureable, t ∈ I . In general, a process X is called a semimartingale, if X = M + A for
some local martingale and a process A having bounded variation. Given a semimartingale X and a
predictable ca`dla`g process H , one may define the stochastic Itoˆ integral∫
H dX =
{∫ t
0
H(s−) dX(s) : t ∈ I
}
.
When we equip the space L(I;R) of left continuous functions possessing right-hand limits with the
topology induced by the uniform convergence on compact sets, the linear operator I(·) = ∫ · dX
is continuous on L(I;R), such that uniform convergence Hn → H on compact sets of a sequence
{H,Hn} of such adapted processes implies convergence of the Itoˆ integral, in probability, and there-
fore also weakly. The following result extends the latter fact to the much more involved case that the
integrator depends on n.
Theorem 3.1. (Kurtz and Protter, 1996)
Suppose that Xn is, for each n ∈ N, a Fnt-adapted semimartingale with Doob decomposition Xn =
Mn+An such that supn Var (Xn)+V (An) <∞, andHn isFnt-predictable. If (Hn,Xn)⇒ (H,X),
as n→∞, in the Skorohod space D([a, b];R2), then(
Hn,Xn,
∫
Hn dXn
)
⇒
(
H,X,
∫
H dX
)
,
as n→∞, in D([a, b];R3).
We will apply that result to the following framework. Assume that the ǫn are defined on a common
probability space (Ω,F , P ) which we equip with a sequence of filtrations Fnt. For simplicity, one
may consider the natural filtrations Fnt = σ(ǫi : i ≤ ⌊nt⌋), t ∈ [s0, 1], n ∈ N, in what follows, but the
results hold true for any sequence of filtrations such that ǫn isFn = Fn,1 adapted. Our assumptions on
δ ensure that t 7→ ∫(0,t] δ dλ, λ denoting Lebesgue measure, exists and defines a function of bounded
variation.
Lemma 3.1. Suppose that {ǫt} is a Fn-martingale difference sequence under P . Then the partial
sum process
ST (u) = T
−1/2
⌊Tu⌋∑
i=1
Yi, u ∈ [0, 1], T ≥ 1, (3.1)
defines a sequence of semimartingales. If, additionally, {ǫt} satisfies an invariance principle, i.e.
T−1/2
⌊Ts⌋∑
i=1
ǫi ⇒ σB(s),
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as T →∞, in D([0, 1];R), for some constant σ ∈ (0,∞) and Brownian motion B, then
ST ⇒ Bσδ =
∫
δ dλ+ σB, (3.2)
as T →∞, in D([0, 1];R).
Proof. Notice that ST attains the decomposition ST (u) = T−1/2
∑⌊Tu⌋
i=1 ǫi + AT (u), where the first
term is a martingale and AT (u) = T−1/2
∑⌊Tu⌋
i=1 E(Yi) = T
−1
∑⌊Tu⌋
i=1 δ(i/T ) is non-random. But
due to Koksma’s theorem, ∣∣∣∣AT (u)− ∫ u
0
δ(z) dz
∣∣∣∣ ≤ V (δ)T−1,
where the upper bound is independent from u. The variation of the step function AT (u) is T−1
∑T
i=1 |δ(i/T )|,
which converges if δ is piecewise Lipschitz with a finite number of finite jumps, and is therefore
bounded in T ≥ 1. Hence, ST is a semimartingale.
We shall impose mixing conditions on the innovation process {ǫt : t ∈ Z}, which is assumed to
be indexed by the integers. Recall that {ǫt} is called α-mixing, if α(k) = o(1), as k →∞, where for
k ∈ N0
α(k) = sup
A∈F0
−∞
,B∈F∞
k
|P (A ∩B)− P (A)P (B)|
denotes the α-mixing coefficient and Fba = σ(ǫt : a ≤ t ≤ b) for −∞ ≤ a ≤ b ≤ ∞. {ǫt} is called
φ-mixing, if φ(k) = o(1), as k →∞, where
φ(k) = sup
A∈F0
−∞
,B∈F∞
k
|P (A|B)− P (A)|
One can check that α(k) ≤ φ(k), see Doukhan (1994) or Athreya and Lahiri (2006).
4 ASYMPTOTIC THEORY FOR SEQUENTIAL CROSS-VALIDATION
We shall now study the weak convergence theory of the sequential cross-validation bandwidth proce-
dure.
Let us first identify the random processes which we have to investigate. Notice that for any
s ∈ [s0, 1] and h > 0 we have
CVs(h) =
1
T
⌊Ts⌋∑
i=⌊Ts0⌋
Y 2i −
2
T
⌊Ts⌋∑
i=⌊Ts0⌋
Yim̂h,−i +
1
T
⌊Ts⌋∑
i=⌊Ts0⌋
m̂2h,−i,
such that minimizing CVs(h) is equivalent to minimizing the random function
CT,s(h) = LT (s) +QT (s),
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on which we shall focus in the sequel. Here the ca`dla`g processes {LT (s) : s ∈ [s0, 1]} and {QT (s) :
s ∈ [s0, 1]} are defined by
LT (s) = − 2
T
⌊Ts⌋∑
i=⌊Ts0⌋
Yim̂h,−i,
QT (s) =
1
T
⌊Ts⌋∑
i=⌊Ts0⌋
m̂2h,−i,
for s ∈ [s0, 1]; for our study it will be convenient to omit the h in the notation.
We shall see that LT and QT have different convergence rates, QT being the leading term which
determines the asymptotics of CT,s(h) for large T . After scaling appropriately their weak limits turn
out to be functionals of the process
Bσδ =
∫
δ dλ+ σB (4.1)
which appears as the limit of the partial sum process of the observations, Yn = YTn, confer Lemma 3.1.
Recall that m0 + δ/
√
T is the regression function after the (first) change-point. Thus, the limit the-
orems show the effect of a general departure from the no-change model m0 given by the function δ,
which appears as the drift in the semimartingale (4.1).
As already mentioned in the previous section, we shall impose weak conditions on the α-mixing
coefficients of the innovation process {ǫt} of martingale differences. Indeed, those conditions are nat-
urally satisfied by many time series studied in the literature. As an example, consider theGARCH(p, q)
model given by
ǫt = σtξt, σ
2
t = α0 +
p∑
j=1
αjǫ
2
t−j +
q∑
j=1
βjσ
2
t−j ,
where {ξt} are i.i.d.(0, 1) random variables, αpβq 6= 0, α > 0 and αi, βj ≥ 0 for i = 1, . . . , p and j =
1, . . . , q. It is known that a strictly stationary GARCH(p, q) process is φ-mixing with geometrically
decreasing φ-mixing coefficients, if ξ1 attains a Lebesgue density, cf. Doukhan (1994). This implies
geometrically decreasing α-mixing coefficients, which in turn implies that the conditions imposed in
the results of the present section on the α-mixing coefficients are satisfied.
4.1 The Process QT
Let us start our theoretical investigation with the more involved process QT .
Theorem 4.1. (i) Suppose that {ǫn} is a mean zero stationary martingale difference sequence
which satisfies an invariance principle. Then, the fidi convergence of the process T 2QT is given
by
T 2(QT (s1), . . . , QT (sN ))⇒ diag
(∫ si
γ
GN (v) dBσδ (v)
)N
i=1
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as T →∞, where ∫ GN (v) dBσδ (v) is the process{∫ s
γ
1{s≤si}
(∫ si
γ
gv,si(u) dBσδ (u)
)N
i=1
dBσδ (v) : s ≥ γ
}
,
for fixed time instants s0 ≤ s1 < · · · < sN ≤ 1. Here
Bσδ (u) =
∫ u
0
δ(t) dt + σB(u), u ∈ [0, 1], (4.2)
and
gv,s(u) =
∫ s
γ
D(ξu, ξv, ξw)N−2(w) dw, u, v ∈ [0, w], s ∈ [s0, 1], (4.3)
where
D(u, v, w) =
{
K(w − u)K(w − v), u, v, w ∈ [0,∞), u, v ≤ w,
0, otherwise,
(4.4)
N(w) =
∫ w
γ
K(ξ(w − z)) dz, w ∈ [γ, 1]. (4.5)
(ii) Let {ǫn} be a strictly stationary martingale difference sequence with E(ǫ1) = 0, E(ǫ81) < ∞
for some δ > 0 and α-mixing coefficients, α(k), satisfying
∞∑
k=0
[α(k)]3/4 <∞ and
∞∑
k=1
k1+ζ [α(k)]1−ζ <∞,
for some ζ ∈ (0, 1). Then the process {QT (s) : s ∈ [s0, 1]} is tight and therefore converges
weakly.
Proof. Denote by ST the partial sum process introduced in Lemma 3.1. Either by the assumption
stated in (i) or under the moment and mixing conditions imposed in (ii), we have the weak convergence
ST (u)⇒ Bσδ (u) =
∫ u
0
δ(t) dt + σB(u),
as T → ∞, since we may apply Herrndorf (1984, Corollary 1) with β = 4 under condition (ii). In-
deed, the conditions on the mixing coefficients are stronger than required there and E(
∑n
i=1 ǫi)
2/n =
Eǫ21 < ∞ holds true for any strictly stationary martingale difference sequence {ǫt}. We shall now
apply the Skorohod representation theorem which asserts that on a new probability space equivalent
versions of the processes {ST (u) : u ∈ [s0, 1]} and {Bσδ (u) : u ∈ [s0, 1]} can be defined, which we
will again denote by ST and Bσδ , such that
‖ST −Bσδ ‖∞ → 0, a.s.,
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as T →∞. Let us consider the quadratic form QT (s). Notice that
QT (s) =
1
T 3
⌊Ts⌋∑
i=⌊Ts0⌋
∑i−1
j,k=⌊Tγ⌋,j 6=kK(i/h − j/h)K(i/h − k/h)YjYk(
1
T
∑i−1
j=⌊Tγ⌋K([i− j]/h)
)2
=
1
T 2
⌊Ts⌋∑
i=⌊Ts0⌋
⌊Ts⌋∑
j,k=⌊Tγ⌋
D(j/h, k/h, i/h)(
1
T
∑i−1
j′=1K([i− j′]/h)
)2 Yj√T Yk√T ,
where the function D : [0,∞)3 → [0,∞) is defined in (4.4). Using the fact that
1
T
⌊Ts⌋−1∑
i=⌊Ts0⌋
K(i/h − j/h)K(i/h − k/h) =
∫ ⌊Ts⌋/T−1/T
⌊Ts0⌋/T
K(⌊Tx⌋/h− j/h)K(⌊Tx⌋/h− k/h) dx,
we may represent T 2QT (s) via (Itoˆ) integrals, namely
T 2QT (s)
=
∫ ⌊Ts⌋/T
⌊Ts0⌋/T
∫ ⌊Ts⌋/T
⌊Tγ⌋/T
∫ ⌊Ts⌋/T
⌊Tγ⌋/T
D(uT/h, vT/h, ⌊Tw⌋/h)N−2T (w) dST (u) dST (v) dw
=
∫ ⌊Ts⌋/T
⌊Tγ⌋/T
∫ ⌊Ts⌋/T
⌊Tγ⌋/T
∫ ⌊Ts⌋/T
⌊Ts0⌋/T
D(uT/h, vT/h, ⌊Tw⌋/h)N−2T (w) dw dST (u) dST (v),
where
NT (w) =
1
T
⌊Tw⌋−1∑
j′=⌊Tγ⌋
K(⌊Tw⌋/h− j′/h) =
∫ ⌊Tw⌋/T−1/T
⌊Tγ⌋/T
K(⌊Tw⌋/h − ⌊Tz⌋/h) dz, w ≥ 0.
(4.6)
The first step will be to apply Theorem 3.1 to obtain weak convergence of the inner Itoˆ integral. The
second step, a diagonal argument, will then yield the fidi convergence. Lastly, we verify tightness
under the conditions given in (ii). Clearly, we expect that NT (w) converges to the function N(w) =∫ w
γ K(ξ(w − z)) dz, w ∈ [s0, 1]. Since for w ≥ γ we have N(w) ≥ N(γ) > 0 and, of course,
sup
w∈[⌊Tγ⌋,1]
|NT (w)−N(w)| ≤ V (K)T−1 (4.7)
by virtue of Koksma’s theorem, yielding |N−1T (w) − N−1(w)| → 0, as T → ∞, uniformly in
w ∈ [γ, 1]. Fix s ≥ s0 and v. Define for u ∈ [0, 1]
gv,sT (u) =
∫ ⌊Ts⌋/T
⌊Tγ⌋/T
D(uT/h, vT/h, ⌊Tw⌋/h)N−2T (w) dw,
gv,s(u) =
∫ s
γ
D(ξu, ξv, ξw)N−2(w) dw.
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For what follows, we need to verify that gv,sT → gv,s in the uniform topology, and that gv,sT has
uniformly bounded variation. Clearly, |gv,sT (u)− gv,s(u)| can be bounded by
O(T−1) +
∫ ⌊Ts⌋/T
⌊Tγ⌋/T
|D(uT/h, vT/h, ⌊Tw⌋/h)N−2T (w)−D(ξu, ξv, ξw)N−2(w)| dw.
Let AT = {(u, v, w) : ⌊Tγ⌋ ≤ u, v, ⌊Tw⌋/h ≤ ⌊Ts⌋/T}. On the set AT the above integrand equals
|K(⌊Tw⌋/h−uT/h)K(⌊Tw⌋/h−vT/h)N−2T (w)−K(ξ(w−u))K(ξ(w−v))N−2(w)|. Recall the
fact that for sequences of mappings {a, aT }, {b, bT } taking values in some normed space with norm
‖·‖, we have aT bT → fg, as T →∞, provided aT → a, bT → b and ‖a‖, supT≥1 ‖bT ‖ <∞. Apply
that result with aT (u, v, w) = K(⌊Tw⌋/h − uT/h)K(⌊Tw⌋/h − vT/h), a(u, v, w) = K(ξ(w −
u))K(ξ(w − v)), bT (w) = N−2(w) and b(w) = N−2(w). By boundedness and Lipschitz continuity
of K and due to (4.7) we may conclude that
sup
u,v∈[γ,1],w≥s0
|gv,sT (u)− gv,s(u)| → 0, (4.8)
as T →∞; that convergence is even uniform in s ∈ [s0, 1]. Before proceeding, let us check that gv,sT
is of uniformly bounded variation, such that the uniform limit gv,s is of bounded variation as well.
Clearly, gs,vT is a step function with jumps at k/T , k = ⌊Tγ⌋/T, . . . , ⌊Ts⌋− 1, of size not larger than
T−1‖K‖2∞/N(γ)2 in absolute value. Thus, for any partition {ξi}, arbitrary s ∈ [s0, 1] and v ≤ w,
the variation
∑
i
∣∣gv,sT (ξi+1)− gv,sT (ξi)∣∣ can be bounded by ‖K‖2∞/N(γ)2, yielding
sup
s∈[s0,1],γ≤v≤w
sup
T≥1
V (gv,sT ) <∞. (4.9)
By (4.8), we may conclude (take λ = id) that, for fixed v, s,
inf
λ∈Λ
max
{∥∥∥∥√(ST ◦ λ(·)−Bσδ ◦ λ(·))2 + (gv,sT ◦ λ(·) − gv,s ◦ λ(·))2∥∥∥∥
∞
, ‖λ− id ‖∞
}
= o(1),
(4.10)
as T →∞, a.s., where the o(1) is even uniform in u, v and ‖·‖∞ denotes the supnorm over [γ, 1]. This
means, d((gv,sT , ST ), (g
v,s, Bσδ )) → 0, as T → ∞, a.s., which, of course, implies weak convergence
by virtue of the second half of the Skorohod/Dudly/Wichura representation theorem, i.e.
(gv,sT , ST )⇒ (gv,s, Bσδ ),
as T →∞, in the Skorohod space D([γ, 1];R2). We may apply Theorem 3.1 to conclude that
(
gv,sT , ST ,W
v,s
T
)⇒ (gv,s, Bσδ ,W v,s) ,
in D([γ, 1];R3), as T → ∞, for the equivalent versions, where the processes {W v,s(t) : t ∈
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[γ, 1]}, {W v,sT (t) : t ∈ [γ, 1]}, T ≥ 1, are defined by
W v,sT =
∫
gv,sT (u) dST (u),
W v,s =
∫
gv,s(u) dBσδ (u).
The second step is a diagonal argument: Fix N ∈ N and points s1, . . . , sN ∈ [s0, 1] with s1 < · · · <
sN . Put for T ≥ 1
GNT (v) =
(
1{v≤s1}
∫ s1
⌊Tγ⌋/T
gv,s1T (u) dST (u), . . . , 1{v≤sN }
∫ sN
⌊Tγ⌋/T
gv,sNT (u) dST (u)
)
,
GN (v) =
(
1{v≤s1}
∫ s1
γ
gv,s1(u) dBσδ (u), . . . , 1{v≤sN }
∫ sN
γ
gv,sN (u) dBσδ (u)
)
.
Let us check that d(GT , G) = o(1), as T →∞, where d denotes the Skorohod metric onD([s0, 1];RN ).
Consider for i = 1, . . . , N ,∫ si
⌊Tγ⌋/T
gv,siT dST −
∫ si
γ
gv,si dBσδ = O(T
−1) +
∫ si
γ
(gv,siT − gv,si) dBσδ +
∫ si
γ
gv,siT d(ST −Bσδ ).
The first integral on the right side converges in probability to 0, as T →∞, since our assumptions on
δ ensure that Bσδ is a semimartingale. The second integral can be interpreted as a stochastic Stieltjes
integral, since the integrand is of (uniformly) bounded variation. Using integration by parts, (4.8) and
(4.9), we see that, with ‖ · ‖∞ denoting the supnorm over [s0, 1],∣∣∣∣∫ si
γ
gv,siT d(ST −Bσδ )
∣∣∣∣ ≤ 2 sup
v,s
‖gv,sT ‖∞‖ST −Bσδ ‖∞ + ‖ST −Bσδ ‖∞ sup
s∈[s0,1],v≤w
V (gv,sT ),
but the right side converges to 0, as T → ∞, a.s. Now d(GT , G) = o(1) follows easily. A further
application of Theorem 3.1 yields(
GNT , ST ,
∫
GNT dST
)
⇒
(
GN , Bσδ ,
∫
GN dBσδ
)
,
as T →∞, in D([s0, 1];R3), where by definition
∫
GN dBσδ is the process{∫ s
0
1{v≤si}
(∫ si
γ
gv,si(u) dBσδ (u)
)N
i=1
dBσδ (v) : s ∈ [s0, 1]
}
.
Now we sample the process
∫
GN dBσδ at the points s1, . . . , sN . Then the diagonal of the N × N
matrix with ith row given by the vector ∫ si
0
GN (v) dBσδ (v),
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i = 1, . . . , N , equals (QT (s1), . . . , QT (sN )). Consequently, we may conclude that
T 2(QT (s1), . . . , QT (sN ))⇒ diag
(∫ si
γ
GN (v) dBσδ (v)
)N
i=1
,
as T → ∞, which completes the proof of (i). Let us now verify that under the assumptions given in
(ii) tightness of T 2QT follows. Let s0 ≤ a < b ≤ 1 and notice that due to (1.1) for ⌊Ta⌋ ≤ i ≤ ⌊Tb⌋
E(m̂h,−i) =
1√
T
 i−1∑
j=⌊Tγ⌋
K((i− j)/h)E(Yj)/
i−1∑
j=1
K((i− j)/h)

≤ 1√
T
[
sups∈[a,b]
∫ s
γ K(ξ(s− z))δ(z) dz + o(1)
infs∈[a,b]
∫ s
γ K(ξ(s− z)) dz + o(1)
]
= O(1/
√
T ),
by positivity of the kernel, where the o(1) terms are uniform in s and i, by virtue of Koksma’s theorem.
We have
E(T 2[QT (b)−QT (a)])4 = T 4
⌊Tb⌋∑
i1,...,i4=⌊Ta⌋
E
 4∏
j=1
m̂2h,−ij
 .
When writing m̂2h,−ij = ([m̂h,−ij −Em̂h,−ij ]+Em̂h,−ij)2, multiplying out and collecting terms, we
see that only the terms involving
m̂h,−ij − Em̂h,−ij =
ij−1∑
l=⌊Tγ⌋
K((ij − l)/h)
 ij−1∑
l′=⌊Tγ⌋
K((ij − l′)/h)
−1 (Yl − E(Yl))
but not Em̂h,−ij have to be dealt with, since for ρ = 1, . . . , 8
E[m̂h,−ij − Em̂h,−ij ]8−ρ(Em̂h,−ij)ρ = O(T−ρ/2).
Therefore we can and will assume from now on that E(Yj) = 0. For ⌊Ta⌋ ≤ i1, . . . , i4 ≤ ⌊Tb⌋ we
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have by non-negativity of K and since NT (iν/T ) ≥ O(1/T ) for ν = 1, . . . , 4,
E
 4∏
j=1
m̂2h,−ij

=
i1−1∑
j1,k1=⌊Tγ⌋
· · ·
i4−1∑
j4,k4=⌊Tγ⌋
∏4
ν=1
∏
l∈{jν ,kν}
K(iν/h− l/h)∏4
ν=1NT (iν/T )
2
E(Yj1Yk1 · · ·Yj4Yk4)
= O
‖K‖8∞
T 8
i1−1∑
j1,k1=⌊Tγ⌋
· · ·
i4−1∑
j4,k4=⌊Tγ⌋
|E(Yj1Yk1 · · ·Yj4Yk4)|

= O(max(i1, . . . , i
′
4)
4/T 8)
Here we used the fact that a strictly stationary sequence {ξn} ensuring the imposed moment and α-
mixing conditions satisfies
∑n
i1,...,i2m=1
|E(ξi1 · · · ξi2m)| = O(nm), for m ∈ N, cf. Yokoyama (1980,
proof of Theorem 1, p. 47) and Kim (1993) for the slightly weaker conditions. Thus,
E(T 2[QT (b)−QT (a)])4 = O(|b− a|4)
Ho¨lder’s inequality now ensures that for s0 ≤ s1 ≤ s2 ≤ 1
E|T 2QT (s)− T 2QT (s1)|2|T 2QT (s2)− T 2QT (s)|2
≤
√
E|T 2QT (s)− T 2QT (s1)|4
√
E|T 2QT (s2)− T 2QT (s)|4
= O(|s − s1||s2 − s|)
= O(|s2 − s1|2),
which verifies the criterion Billingsley (1968, Theorem 15.6).
4.2 The Process LT and the Cross-Validation Criterion
The next theorem provides a functional central limit theorem for the process LT .
Theorem 4.2. Let {ǫn} is a strictly stationary sequence with E(ǫ1) = 0, E(ǫ41) < ∞ and α-mixing
coefficients, {α(k)}, satisfying
∞∑
k=0
[α(k)]1/2 <∞ and
∞∑
k=1
k1+ζ [α(k)]1−ζ <∞,
for some ζ ∈ (0, 1). Then
TLT (s)⇒ Lξ(s) = −2
∫ s
0
∫ u
0 K(ξ(u− v)) dBσδ (v)∫ u
0 K(ξ(u− v)) dv
dBσδ (u), (4.11)
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in D([0, 1];R), as T →∞. Lξ is a.s. continuous.
Proof. Again, by virtue of the Skorohod/Dudley/Wichura representation theorem, we assume w.l.o.g.
that ‖ST −Bσδ ‖∞ → 0, a.s., as T →∞. Notice that
LT (s) = − 2
T
⌊Ts⌋∑
i=⌊Ts0⌋
∑i−1
j=⌊Tγ⌋K((i− j)/h)Yj/
√
T
T−1
∑i−1
j′=1K((i− j′)/h)
Yi√
T
= − 2
T
∫ ⌊Ts⌋/T
⌊Ts0⌋/T
u 7→ ∑⌊Tu⌋−1j=1 K((⌊Tu⌋ − j)/h)Yj/√T
T−1
∑⌊Tu⌋−1
j′=1 K((⌊Tu⌋ − j′)/h)
 dST (u)
leading us to the representation
TLT (s) = −2
∫ ⌊Ts⌋/T
⌊Ts0⌋/T
IT (u) dST (u)
with
IT (u) =
∫ ⌊Tu⌋/T−1/T
⌊Tγ⌋/T
K((⌊Tu⌋ − ⌊Tv⌋)/h) dST (v)
/ ∫ ⌊Tu⌋/T−1/T
⌊Tγ⌋/T
K((⌊Tu⌋ − ⌊Tz⌋)/h) dz
=
∫ ⌊Tu⌋/T−1/T
⌊Tγ⌋/T
EuT (v) dST (v),
where NT is defined in (4.6) and
EuT (v) = K((⌊Tu⌋ − ⌊Tv⌋)/h)N−1T (u), u, v ∈ [s0, 1], v ≤ u.
Recall that NT (s), s ∈ [s0, 1], is not smaller than infs∈[s0,1]
∫ s
0 K(ξ(s − z)) dz + o(1) which is
bounded away from 0. As in the proof of Theorem 4.1, one can show that for fixed u
(
v 7→ K((⌊Tu⌋ − ⌊Tv⌋)/h)N−1T (u), ST
)⇒ (v 7→ K(ξ(u− v)), ST ),
in D([s0, u];R2), as T →∞, such that Theorem 3.1 guarantees that the process(
v 7→ K((⌊Tu⌋ − ⌊Tv⌋)/h), ST ,
{∫ ⌊Tu′⌋/T−1/T
1/T
K((⌊Tv⌋ − ⌊Tu⌋)/h) dST (v) : u′ ∈ [s0, u]
})
converges weakly in D([s0, u];R3) to the process(
v 7→ K(ξ(u− v)), ST ,
{∫ u′
0
K(ξ(u− v)) dBσδ (v) : u′ ∈ [s0, u]
})
.
Now we apply the diagonal argument given in the proof of Theorem 4.1 to obtain the fidi convergence
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of IT ,
IT (u)
fidi→ I(u) =
∫ u
0
K(ξ(u− v)) dBσδ (u)
/ ∫ u
0
K(ξ(u− v)) dv,
as T → ∞. To extend that result to weak convergence in D([0, 1];R), it remains to show tightness
of the process LT . We may argue as in the proof of Theorem 4.1. Again applying Yokoyama (1980,
proof of Theorem 1 p. 47), we obtain
E
(∫ ⌊Tb⌋
⌊Ta⌋
ET (u) dST (u)
)4
=
1
T 2
⌊Tb⌋∑
i1,...,i4=⌊Ta⌋
4∏
j=1
ET (ij/T )E(Yi1 · · ·Yi4)
≤ sup
x∈R,T≥1
|ET (x)|2 1
T 2
⌊Tb⌋∑
i1,...,i4=⌊Ta⌋
|E(Yi1 · · ·Yi4)|
= O
(
sup
x∈R,T≥1
|ET (x)|2
(⌊Tb⌋ − ⌊Ta⌋
T
)2)
= O(|b− a|2).
Thus, for s0 ≤ r ≤ s ≤ 1,
‖IT (s)− IT (r)‖4 =
∥∥∥∥∥−2
∫ ⌊Ts⌋/T
⌊Tr⌋/T
ET (u) dST (u)
∥∥∥∥∥
4
= O(|s− r|1/2).
Ho¨lder’s inequality now entails that
E|IT (s)− IT (s1)|2|IT (s2)− IT (s)|2 ≤
√
E|IT (s)− IT (s1)|4
√
E|IT (s2)− IT (s)|4
= O(|s− s1||s2 − s|)
= O(|s2 − s1|2),
thus establishing tightness. We can conclude that
IT ⇒ I in D([s0, 1];R),
as T →∞. Again considering equivalent processes on a new probability space, we may assume that
‖ST − Bσδ ‖∞ → 0 as well as ‖IT − I‖∞, as T → ∞. The same argument as used to obtain (4.10)
yields (ST , IT )⇒ (Bσδ , I) in D([s0, 1],R2), as T →∞. A further application of Theorem 3.1 yields
(ST , IT , TLT ) =
(
ST , IT ,
∫
LT dST
)
⇒ (Bσδ , I,Lξ) ,
in D([s0, 1];R3), as T →∞, which completes the proof.
We may now easily combine the results of Theorem 4.1 and Theorem 4.2. Since the convergence
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rates of QT and LT differ, the asymptotic distribution of TCT,s is dominated by the process TLT .
Theorem 4.3. Suppose that {ǫn} is a strictly stationary martingale difference sequence with E(ǫ1) =
0, E(ǫ81) <∞ and α-mixing coefficients satisfying
∞∑
k=0
[α(k)]3/4 <∞ and
∞∑
k=1
k1+ζ [α(k)]1−ζ <∞,
for some ζ ∈ (0, 1). Then the cross-validation objective function, CT,s(h) satisfies a functional central
limit theorem,
TCT,s(h)⇒ Lξ(s),
as T →∞, in the space D([0, 1];R), where the process Lξ is as in (4.11).
4.3 The Cross-Validated Bandwidth Process
To simplify the exposition, let us from now on strengthen Assumption 2.3 to
h = h(ξ) = T/ξ,
such that the problem is parameterized by ξ. Let us assume that optimization is done over a fine grid
Ξ = {ξ1, . . . , ξM},
where M ∈ N is arbitrary large but fixed. Now at each time instant s the minimum
ξ∗T (s) = argminξ∈Ξ C¯T,s(ξ)
is calculated, where C¯T,s(ξ) = CT,s(T/ξ). Here and in the sequel the operator argmina∈A f(a) for a
function f : A→ R refers to the smallest a ∈ A such that f(a) ≤ f(x) for all x ∈ A, thus leading to
an unique definition.
We obtain the following corollary.
Corollary 4.1. Given the conditions of Theorem 4.3,
{T C¯T,·(ξ) : ξ ∈ Ξ} ⇒ {Lξ(·) : ξ ∈ Ξ}, (4.12)
as T →∞, in the product space (D([s0, 1];R))M . Consequently,
ξ∗T ⇒ argminξ∈Ξ Lξ,
as T →∞, in D([s0, 1];R).
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Proof. The process {T C¯T,s(ξ) : ξ ∈ Ξ} is tight, since the coordinate processes {T C¯T,s(ξ) : s ∈
[s0, 1]} are tight for each ξ ∈ Ξ. To check convergence of the fidis, we consider a linear combination
HT (s) =
∑
ξ∈Ξ
λξT
2QξT (s)
for λξ , ξ ∈ Ξ, such that not all λξ vanish. We can represent HT (s) as∫ ⌊Ts⌋/T
⌊Ts0⌋/T
∫ ⌊Ts⌋/T
⌊Ts0⌋/T
∫ ⌊Ts⌋/T
⌊Tγ⌋/T
∑
ξ
D(uT/h, vT/h,wT/h)(N ξT )
−2(w) dw dST (u) dST (v)
We have shown in the proof of Theorem 4.3 that for fixed ξ ∈ Ξ
gv,sT (u; ξ) =
∫ ⌊Ts⌋/T
⌊Tγ⌋/T
D(uT/h, vT/h, ⌊Tw⌋/h)(N ξT )−2(w) dw dST (u)|, dST (v)
converges uniformly in u, v ∈ [γ, 1] and w ≥ s0 to
gv,s(u; ξ) =
∫ s
γ
D(ξu, ξv, ξw)(N ξ)−2(w) dw,
as T → ∞. Then the triangle inequality shows that ∑ξ∈Ξ λξgv,sT (u; ξ) converges uniformly to∑
ξ∈Ξ λξg
v,s(u; ξ), as T → ∞. Now we can apply exactly the same arguments as in the proof of
Theorem 4.3 to obtain the fidi convergence
(HT (s1), · · · ,HT (sN ))⇒ diag
(∫ si
γ
GN,ξ(v) dB(v)
)N
i=1
,
as T →∞, for fixed s1, . . . , sN . The same chain of arguments shows that the fidis of
∑
ξ∈Ξ λξTL
ξ
T (·)
converge weakly to the fidis of
∑
ξ∈Ξ λξLξ(·), such the fidi convergence of
∑
ξ∈Ξ λξC¯T,·(ξ) follows.
Again, tightness of the linear combination follows easily from the triangle inequality for the Lp norm.
Since Ξ is a finite set, we immediately obtain that {C¯T,s(ξ) : ξ ∈ Ξ} converges weakly to {Lξ : ξ ∈
Ξ}, as T →∞. But this implies the weak convergence result for the smallest minimizer.
5 AN ANSCOMBE-TYPE THEOREM FOR RANDOM TIME HORI-
ZONS
The results of the previous sections assume that monitoring stops latest at the non-random time hori-
zon T , and the theory is nicely captured by sequential empirical processes being elements of Skorohod
spaces of functions defined on [0, 1], such as D([0, 1];R). Here the unit interval corresponds to the
physical time interval [0, T ]. The limit theorems then provide approximations to the true distribution
of the sequential processes when T is fixed but large.
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Let us now assume that the time horizon T is determined by a parameterized family of random
experiments given by a family {τa : a > 0} of random variables, frequently stopping times, taking
values in the natural numbers. This may happen, if, for example, the time horizon is determined as the
time instant where cumulated costs exceed a threshold for the first time. The question arises whether
in limit theorems, say for (standardized) sums of T terms, one may replace T , assumed to tend to
∞, by a family of random variables indexed by a > 0, which behaves as λa, λ a positive constant,
as a → ∞, a condition which ensures that τa tends to ∞ as a → ∞, such that one can hope that
the asymptotics T → ∞ can be replaced by a → ∞ when replacing T by τa. This issue has been
extensively studied in the literature. Anscombe’s seminal paper on this topic, Anscombe (1952), gave
sufficient conditions for this to be true. Applied to sums of i.i.d. random variables, his result is as
follows.
Theorem 5.1. (ANSCOMBE, 1952)
Let X1,X2, . . . be i.i.d. random variables with mean 0 and common variance σ2 ∈ (0,∞) and put
Sn =
∑n
i=1Xi, n ∈ N. Suppose that the family {τa : a > 0} of random indices satisfies
τa
a
P→ λ ∈ (0,∞), (5.1)
as a→∞. Then
Sτa
σ
√
τa
d→ N(0, 1),
as well as
Sτa
σ
√
λa
d→ N(0, 1),
as a→∞.
Anscombe’s result belongs to the fundamental insights on sequential methodologies and can be
found in various monographs such as Siegmund (1985) or Gosh et al. (1997). It is worth mentioning
that in its basic form it addresses a sequence {Z,Zn} which converges weakly, i.e. Zn d→ Z , as
n→∞. Provided that given ε > 0 there exists δ > 0 and n0 ∈ N, such that
P
(
max
{k:|k−n|<nδ}
|Zk − Zn| > ε
)
< ε, (5.2)
a condition called uniform continuity in probability, Anscombe shows that Zτa d→ Z , as a → ∞.
His results have been adopted to many applications and generalized considerably. For example, when
strengthening (5.1) to
P
(∣∣∣ τa
aλ
− 1
∣∣∣ > δa) = O(δ1/2a ),
where λ−1 ≤ δa → 0, as a → ∞, then a Berry-Esseen result holds true, that is the distribution of
Sτa/(στa) converges uniformly to the standard normal distribution function, cf. Gosh et al. (1997,
Theorem 2.7.3). Gut (1991) established Anscombe-type laws of the iterated logarithm by strengthen-
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ing (5.2) to
∞∑
n=1
P
(
max
{k:|k−n|<nδ}
|Zk − Zn| > ε
)
<∞. (5.3)
For further extensions in this direction, e.g., toU -statistics, and applications we refer to Gosh and Dasgupta
(1980), Mukhopadhyay (1981), and Mukhopadhyay and Vik (1985), amongst others. Finally, it is
known that Anscombe’s central limit theorem stated in Theorem 5.1 extends to a functional central
limit theorem with Brownian motion as the limit process; we refer to Billingsley (1999), Larsson
(2000) and Gut (2009), amongst others.
Particularly having in mind complex applications where concrete definitions of the random time
horizon may be unknown to the statistician when designing the sequential procedure, it is remarkable
that the result holds true without any condition on the dependence of the increments of the partial sums
in Theorem 5.1, i.e. {Xn : n ≥ 1}, and the family of stopping times {τa : a > 0}. Even stopping
times which analyze the random increments directly can be used without affecting the asymptotic
normality for a → ∞. Indeed, a standard example for a family {τa : a > 0} satisfying Anscombe’s
condition (5.1) is the first passage time of the random walk related to an i.i.d. sequence X1,X2, . . .
with common mean µ 6= 0,
τa = inf{T ∈ N : ST > a}, a > 0,
e.g., costs associated with the continuation of the sequential procedure, where as in the above theorem
and, with some abuse of the notation used in previous sections,
ST =
T∑
i=1
Xi, T ∈ N.
Then it is well known that
τ
a
a.s.→ λ = 1
µ
,
as a→∞, cf. the proof of Lemma 2.9.2 in Gosh et al. (1997).
As a second important example let us consider the following sequential estimation setting dis-
cussed by Anscombe in his 1952 paper. That example also shows that Anscombe’s results address a
deficiency of sequential procedures such as the sequential probability ratio test, namely the fact that an
open-ended stopping rule which is applied in order to stop sampling as soon as it is possible to decide
in which subset of the parameter space a parameter lies may lead to samples sizes which are too small
for estimation of parameters, cf. the discussion in Siegmund (1985, Ch. 5). That early-stopping issue
can be approached as follows. Aiming at estimating a parameter θ from the data we sample until an
estimate of the estimator’s dispersion is less or equal some threshold ca, where ca ↓ 0 as a → ∞,
and then estimate the parameter by an estimator θ̂n which is assumed to converge in distribution after
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standardization. Given the family
τa = inf{n ∈ N : ŝ.d.(θ̂n) ≤ ca}, a > 0,
defined in this way satisfies
τa/τ
∗
a → 1, in probability, as a→∞,
where
τ∗a = inf{n ∈ N :
√
Var (θ̂n) ≤ ca}, a > 0,
is the corresponding least sample size such that the true dispersion of the estimator is less or equal than
ca, Anscombe shows that the above sequential sampling scheme yields an estimator which inherits
the asymptotic distribution with the true dispersion replaced by ca. This means, one may achieve
estimation with given small accuracy ca.
Our interest is now to extend the weak convergence results for the cross-validation criterion to the
case of a random time horizon. We shall see that the time horizon can indeed be replaced by a family
of random indices under quite general conditions, but the interpretation differs: By randomizing the
time horizon in such a controlled way instead of fixing it at a large value, we may ensure certain
properties, such as a guaranteed accuracy of some estimator of interest, in the case that a (closed-
end) stopping rule did not lead to a signal before the time horizon. This is particularly beneficial
when monitoring a time series automatically and expecting a signal indicating a change only with low
probability, such that the typically outcome is that the procedure runs until time T . Having reached
the time horizon T , one might be interested in analyzing the sample obtained in this way using classic
methods of estimation and testing.
Another motivation is that there may be events which should trigger immediate termination of a
monitoring procedure. As an example, suppose one monitors the mean of an investment portfolio by
applying the procedure S−T to the (discounted) value process of the portfolio, in order to get an alarm if
the investment strategy performs poor. But in case that the associated risk rt, which can be measured
by a dispersion statistics such as the standard deviation or by value-at-risk, cf. Steland (2012), or
the risk of some other important financial variable exceeds an upper risk limit, one should terminate
immediately. This gives rise to a family of stopping times such as τa = inf{n < T ′ + 1 : rn > ra},
where T ′ = T or T ′ =∞, and ra is the upper risk limit parameterized by a > 0.
In what follows, we shall now discuss a random time horizon limit theorem for the cross-validation
process, which is affected when applying a Anscombe-type random stopping procedure to the time
horizon of the detectors S+T and S
−
T defined in (2.4) and (2.5), respectively. However, it will turn out
that the arguments go through for many other processes as well.
Recall that the cross-validation process CT,s(h) is dominated by the process LT (s) and satisfies
C˜T (s) = TCT (s)⇒ Lξ(s),
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as T →∞. We are interested in the randomly stopped sequential processes
C˜τa = C˜T
∣∣
T=τa
, a > 0,
and
ξ∗τa = ξ
∗
T
∣∣
T=τa
, a > 0.
The following main result of this section provides an Anscombe-type theorem for C˜τa . Its proof
is based on the key observation that in our setting the random stopping can be interpreted as a random
change of time.
Theorem 5.2. Let {τa : a > 0} be a family of random variables taking values in N such that condition
(5.1) holds true for some λ ≤ 1. Then the process {C˜τa : a > 0} with random time horizon τa satisfies
the functional central limit theorem
C˜τa(s)⇒ Lξ(λs),
as a→∞, in D([s0, 1];R). Further, if Ξ = {ξ1, . . . , ξM} as in Subsection 4.3,
ξ∗τa(s)⇒ argminξ∈Ξ Lξ(λs), (5.4)
as a→∞, in D([s0, 1];R), provided the assumptions imposed there hold true.
Proof. The proof draws on Billingsley (1999), but our setting differs slightly. For constants A ≤ B
and C ≤ D let D0([A,B]; [C,D]) denote the set of those elements f of D([A,B]; [C,D]) that
are nondecreasing and satisfy C ≤ f(t) ≤ D for all t; C([A,B]; [C,D]) is defined accordingly.
Introducing the parameter T ′ = ⌈a⌉, a > 0, we can embed C˜τ into the sequence {C˜T ′ : T ′ ≥ 1} of
processes via the crucial identity
C˜τa(s) = C˜T ′
( τa
T ′
s
)
, s ∈ [s0, 1], T ′ ∈ N,
that is
C˜τa = C˜T ′ ◦ΦT ′ , T ′ ∈ N, (5.5)
where
ΦT ′(s) =
τa
T ′
s, s ∈ [s0, 1], T ′ ∈ N.
Notice that τaa → λ, as a→ ∞, and λ ≤ 1 imply that ΦT ′ takes values in C([s0, 1]; [λs0 − ε, 1]) for
large enough T ′, given any arbitrary small ε > 0. The result now follows easily from the representa-
tion (5.5). We have the joint weak convergence
(C˜T ′ ,ΦT ′)⇒ (Lξ,Φ),
as T ′ →∞, in the product spaceD([λs0−ε, 1];R)⊗D0([s0, 1]; [λs0−ε, 1]), where Φ ∈ C0([s0, 1]; [λs0, 1])
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is the multiplication with λ, i.e. Φ(s) = λs for s ∈ [s0, 1]. Indeed, ΦT ′ converges weakly to the non-
random continuous element Φ, since by virtue of Anscombe’s assumption (5.1)
sup
s∈[s0,1]
|ΦT ′(s)− Φ(s)| ≤
∣∣∣τa
a
− λ
∣∣∣ P→ 0,
as a → ∞, which implies ΦT ′ ⇒ Φ, as T ′ → ∞. Thus the result follows by an application of
the continuous mapping theorem, since the composition of mappings is a continuous functional, cf.
Billingsley (1999, p.151), and we can conclude that
C˜τa(s) = C˜T ′ ◦ ΦT ′(s)⇒ Lξ ◦ Φ(s) = Lξ(λs),
as a→∞. The proof of (5.4) is left to the reader.
Remark 5.1. The above result and its method of proof deserve some discussion.
(i) An inspection of the proof of Theorem 5.2 reveals that the arguments carry over to any empirical
process XT (s), particularly partial sum processes, such that the (functional) dependence on T
and s is via multiplication Ts.
(ii) By either restricting the domain [s0, 1] to [s0, 1/λ] or taking the natural extension of the limit
theorems of the previous section to the spaces D([A,B];R) for [A,B] ⊂ [s0,∞), one may
easily generalize the result to an arbitrary limit λ ∈ (0,∞) of τa/a.
(iii) The proof relies on the joint convergence of the process of interest, C˜T ′ , and the transformations,
ΦT ′ , which holds true if ΦT ′ converges to a non-random function. The latter is guaranteed
by condition (5.1), which already appeared in Anscombe (1952). However, the more general
condition
τa
a
d→ Λ, (5.6)
as a → ∞, for some random variable Λ, requires an explicit proof of the joint weak conver-
gence. This may require much more knowledge on C˜T ′ , the definition of τa and the dependence
between both. Only in the case that {C˜T ′ : T ′ ≥ 1} and {τa : a > 0} are independent, the joint
weak convergence again follows.
Our discussion suggests to formulate the following corollary for the important special case that
the random experiment conducted to determine the time horizon is independent from the observations,
in order to extend the scope of our results to families of stopping times satisfying (5.6).
Corollary 5.1. Let {τa : a > 0} be a family of random variables taking values in N. If {τa : a > 0}
is independent from {XTn : 1 ≤ n ≤ T, T ≥ 1} and satisfies
τa
a
d→ Λ,
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as a → ∞, for some random variable Λ taking values in (0, 1], then the randomly stopped process
C˜τa satisfies
C˜τa(s)⇒ Lξ(sΛ) = −2
∫ sΛ
0
∫ u
0 K(ξ(u− v)) dBσδ (v)∫ u
0 K(ξ(u− v)) dv
dBσδ (u)
as a→∞. Further, given the assumptions imposed in Subsection 4.3, then
ξ∗τa(s)⇒ argminξ∈Ξ Lξ(Λs),
as a→∞, in D([s0, 1];R), where Ξ = {ξ1, . . . , ξM}.
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