We deduce the signal-to-noise ratio for fluorescence lifetime imaging when using frequency-domain methods. We assume mono-exponential decay and quantum-noise-limited performance. The results are compared with Monte Carlo simulations with good agreement. We also compare our results with previous investigations of time-domain methods for fluorescence lifetime imaging. For a given number of detected photons, we find that frequency-domain and time-domain methods are equally good. The correct choice of detection technique and its parameters is important for obtaining good results.
INTRODUCTION
In the fluorescence process, a molecule absorbs a photon and, after a certain delay, emits a photon of (generally) longer wavelength. Typically, both the absorbed and emitted photons are in the visible spectrum, but ultraviolet and infrared wavelengths are also possible. Molecules displaying this behavior (fluorophores) are usually rather complex organic chemicals. When the fluorescence process is repeated, the time delay between the absorption and the emission of a photon varies statistically for a fluorophore molecule. The average time delay is called the fluorescence lifetime, denoted by . If a large number of fluorophore molecules are illuminated by a short pulse of light (Dirac pulse) at time t ϭ 0, the intensity of the emitted fluorescence will vary according to I͑t ͒ ϭ I 0 exp͑Ϫt/ ͒, t у 0.
Biomedical preparations are often labeled with fluorescent substances before microscopical study. In this way, specific labeling of interesting parts can be made. The intensity of the fluorescent light is usually studied, and images are often recorded by photography or CCD image sensors. Also, laser-scanning methods are used for recording images of the fluorescence distribution in both two and three dimensions. In addition to fluorescence intensity imaging, it has recently become popular to record fluorescence lifetime images. In a fluorescence lifetime image, the pixel values do not represent light intensity but rather represent fluorescence lifetime . [1] [2] [3] [4] [5] [6] [7] [8] [9] Such images can be useful tools in the biomedical field. [10] [11] [12] [13] [14] [15] [16] [17] [18] This trend has been stimulated by the development of probes with lifetimes that are sensitive to, e.g., Ca 2ϩ concentration or pH. 19, 20 Compared with light intensity measurements, fluorescence lifetime has the advantage of a reduced sensitivity to errors caused by light absorption, scattering, and photobleaching. A number of different techniques can be used for measuring fluorescence lifetime, many of which have been in use for a long time. These methods can be divided into two main groups: time-domain methods and frequency-domain methods. In time-domain methods, the fluorescence light intensity decay is measured after excitation with a short pulse of light. 15 In frequencydomain methods, the fluorescent sample is illuminated with light whose intensity varies periodically in time.
The fluorescent light will also display periodic intensity variations at the same frequency, and the phase angle or the degree of modulation of the fluorescent light is measured. 21 From these measurements, the lifetime can be calculated.
In many cases where fluorescence lifetime imaging is used, the number of recorded photons per pixel is relatively small. This is the case especially in confocal microscopy. In such cases, there can be a considerable uncertainty in the recorded values due to photon quantum noise. Also, other sources of noise will influence the results, but these are often of minor importance. The obvious remedy is to collect more photons, but this often leads to photobleaching, excessive recording times, and blurred images due to specimen movement. It is therefore important to record the available photons as efficiently as possible, and to process the resulting signals in the best possible way, so that losses in signal-to-noise ratio (SNR) can be kept to a minimum.
The number of photons recorded during a fixed measuring period is Poisson distributed. Denote the parameter of the distribution by N. This means that the number of photons has mean N and standard deviation ͱN. The SNR of the process is N/ͱN ϭ ͱN. This is the ultimate SNR that we can get with this number of detected photons. When fluorescence lifetime imaging is performed, multiple intensity measurements must be combined, a process that often reduces the SNR. To quantify the performance of a lifetime imaging technique, we will use the F-value introduced by Draaijer et al. 13 The F-value is defined as F ϭ ͱN /, where is the standard deviation in repeated measurements of the lifetime value . Technically, the F-value can be described as ''normalized relative rms noise,'' where the normalization is relative to an ideal intensity measurement with the same number of detected photons (i.e., SNR ϭ ͱN, yielding an F-value of unity). In all lifetime measurements, we have F у 1; and the closer the value to unity, the better the performance.
The SNR for time-domain fluorescence lifetime measurements has been investigated previously. Timecorrelated single-photon counting (TCSPC) 22 has been investigated by Köllner and Wolfrum. 23 In this technique, the measured fluorescence intensity decay function is fitted to (in the simplest case) a mono-exponential function. With the use of TCSPC, F-values arbitrarily close to unity can be obtained provided that a sufficient time resolution (number of recording channels) and total measurement time are used. This means that TCSPC has the potential to utilize the available photons as efficiently as is physically possible. In reality, both the total measurement time and the number of channels must be limited. However, it takes only eight channels to reach an F-value of approximately 1.1.
Time gating can be considered a simplified version of TCSPC, where, in the simplest case, only two measurement channels (time windows) are used. After pulse excitation, the integrated fluorescence light intensities in two consecutive time windows are measured. From the ratio of these intensities, the lifetime can easily be calculated. The performance of this technique has been investigated both theoretically and by Monte Carlo methods by Ballew and Demas. 24 In the case of two time windows of equal width, the best F-value, 1.5, is obtained for a window width of 2.5. As expected, better performance can be obtained with more than two windows. 9 Both TCSPC and time gating require short pulses of light (in the picosecond or femtosecond regime). Although longer pulses can in principle be used, this requires compensation that will compromise the performance. By using frequency-domain, rather than timedomain, methods, one can drop the requirement for short pulses. In this case, the fluorophore is illuminated by light whose intensity varies periodically in time. The traditional frequency-domain method uses sinusoidally intensity-modulated excitation with a frequency that is usually in the range from ten up to a few hundred megahertz. The sine modulation is transferred to the fluorescent light, though weakened and phase shifted. By measuring the phase shift or the degree of modulation, one can calculate the lifetime of the fluorescence process. 21 Although frequency-domain methods have been used for a long time, 25 rather little has been published concerning their SNR performance and how they can be optimized. Draaijer et al. 13 have made computer simulations, assuming detection by an image intensifier and excitation either by a sinusoid or a train of Dirac pulses. It was found that the best (i.e., lowest) F-values attainable for these two cases are 6 and 1.5, respectively. The optimum parameter settings were not reported. In another study by Carlsson and Liljeborg, 26 it was theoretically shown that, when lock-in detection is used, an F-value of 3.7 could be obtained for sine-modulated excitation. The optimum modulation frequency was found to be 0.1/ in this case. We felt that a more thorough and systematic investigation of the performance and the optimization of frequency-domain methods was needed. Therefore we have undertaken a theoretical study to assess what F-values are obtainable and how the experimental parameters should be chosen to achieve these values. In addition to the theoretical investigations, we have also performed Monte Carlo simulations to get an independent verification of the theoretical results. We recently presented some preliminary results, mainly Monte Carlo simulations, from this study in a summarized form. 27 In this paper, we will develop the full mathematical theory for different frequency-domain imaging methods and present the optimum working parameters.
We consider three measuring techniques:
1. Phase measurements using lock-in detection. In this method, a detector transforms the emitted fluorescence light into an electric output signal that is fed to two lock-in amplifiers. In each of these amplifiers, the signal is multiplied by a sinusoid and low-pass filtered. The sinusoids have the same frequency as that of the illumination, and their phase angles can be adjusted by the operator. 28 The values of the two output signals from the lock-in amplifiers are recorded and used to estimate the lifetime of the fluorescent light.
2. Phase measurements using an image intensifier. In this case, the fluorescent light is amplified, and the amplification factor is sine modulated at the same frequency as that of the illumination. The average light intensity, after amplification, is recorded for different phase angles of the sine-modulated amplification factor, and these values are used for estimating the lifetime.
3. Demodulation measurements, which are made with either an image intensifier or lock-in amplifiers. In this case, the lifetime is obtained from the degree of modulation of the fluorescence signal compared with that of the excitation.
The results presented are not restricted to the imaging case but are valid for fluorescence lifetime measurements in general. While an image intensifier is likely to be used only for imaging purposes, lock-in detection of a detector signal can be used in nonimaging applications. Our results are applicable also to such measurements. In nonimaging situations, the lifetime value is usually based on many more detected photons, so that the SNR is higher and parameter optimization is less important.
THEORY A. Accuracy Estimation
Our estimates of will be of the form ϭ u/v, where u and v are estimates of random variables U and V. We must assume that V cannot take the value zero or even small values. To estimate the accuracy of , we write
where 1 and 2 are the means, and 1 and 2 are the standard deviations, of U and V, respectively. The Y i are random variables with mean ϭ 0 and variance ϭ 1. We introduce the notation 1 ϭ 1 / 1 and 2 ϭ 2 / 2 , assume that ͉ 2 ͉ is (much) smaller than unity, and use series expansion:
The dimensionless time period will be 2. It is good mathematical practice to work with dimensionless variables. The formulas become simpler. The time and frequency dependence of a calculated can be recovered by unscaling with the formula * ϭ (T/2) ϭ /, where is the angular frequency of the light modulation.
The fluorescence caused by a Dirac pulse at time t ϭ 0 will be
which is normalized so that its integral value over the positive axis equals unity. The illumination is assumed to be a periodic function e(t), now with period 2. With such an illumination, the intensity of the fluorescent light is the convolution e * f of e and f, which also is a function with period 2 (Fig. 1) .
The fluorescent light is so weak that it cannot be thought of as a continuous flow but shall be seen as a sequence of photons. The total number of photons in a measurement can be as low as 100 or fewer. The photon generation is assumed to be a random Poisson process with a parameter proportional to e * f. The probability that a photon shall be emitted in the short time interval (t, t ϩ ⌬t) is ␥ (e * f )(t)⌬t, where ␥ is proportional to the average number of photons per period.
C. Lock-In Detection
If a photon is detected at time t, the first lock-in amplifier outputs the signal sin(t ϩ 1 ), where 1 is a parameter chosen by the operator. The sum s 1 of these signals over a measuring period is the data delivered from the measurement. The same applies to the second lock-in amplifier, but with the phase angle 2 . Being generated from the same random process, s 1 and s 2 are observations of dependent random variables.
Calculation of Mathematical Expectations for Illumination with a Train of Dirac Light Pulses
Let us consider the idealized case in which e(t) is an infinite sequence of Dirac pulses of size unity in the points t ϭ 2k, k integer. We get the periodic convolution The mathematical expectation with respect to the current probability density p(t)dt is denoted by E͕ ͖. For any function g(t), this means that
We shall use Fourier series for handling the periodic functions and define the complex Fourier coefficients by
Let the output per period from lock-in amplifier i be X i , i ϭ 1, 2. We get
( 1 1 ) We get
If the Dirac pulses have size ␥ instead of unity, the average number of photons in a measurement lasting n periods will be n␥. We shall denote this quantity by N. Using the observation s i as an estimate of NE͕X i ͖, we get the following estimator of the sought :
Ϫs 1 cos 2 ϩ s 2 cos 1 .
Let u and v be the numerator and the denominator of Eq. (13), so that ϭ u/v. Denoting the corresponding random variables by U and V, we get
Defining ⌬ ϭ 2 Ϫ 1 , we get
In the same way,
It follows that E͕U͖/E͕V͖ ϭ , but this is not the same as E͕ ͖ ϭ E͕U/V͖.
To carry out the error analysis of Subsection 2.A, we will need the second moments of U and V. To this end, we need a closer discussion of the photon process. Divide each period of the time axis into, say, M intervals of length ⌬t ϭ 2/M, where M is large. For interval number k containing the point t k , the probability that a photon is generated is p(t k )⌬t, and if that happens, the lock-in amplifier i will output sin(t k ϩ i ). The expected contributions from this interval to U and U 2 are
When summing the ⌬U and letting ⌬t → 0, we get the same integral as that in Eq. (15) . The contribution to the variance of U is ⌬U 2 Ϫ (⌬U) 2 from each interval. The second term is of the order of (⌬t) 2 and can be neglected. The contributions from disjoint intervals are independent. When summing them, we get
Inserting Eqs. (15)- (19) in Eq. (4), we get
Here N equals the expected number of photons in the measurement. From Eq. (6), we have
The F-value will be
It is counterintuitive that F is independent of ⌬, and one could believe that very small ⌬ would give higher F. However, the Monte Carlo tests confirm that even ⌬ ϭ 0.1°with N ϭ 240 photons per measurement gives approximately the same F as does a bigger ⌬. Generally, ⌬ ϭ 90°is a natural choice. The frequency dependence of F can be recovered by replacing with * in Eq. (22), where * is the fluorescence lifetime measured in seconds (Fig. 2) . F is an increasing function of , so its minimum is attained for ϭ 0. For instance, * ϭ 3 ns and f Ͻ 27 MHz give F Ͻ 1.1.
Square-Wave and ''Gauss-Like'' Pulse Excitation
Excitation by Dirac pulses is, of course, impossible to accomplish in practice. Also ''near-Dirac'' pulses often require expensive equipment. Therefore we shall consider excitation by broader pulses and start with square waves with duty cycle a. The fluorescence light intensity will be the convolution of the train of Dirac pulses e of Subsection 2.C.1, the decay function f, and the function h a :
The Fourier coefficients of the convolution are the products of the p k and the Fourier coefficients of h a . The products are
To get an estimate of and its accuracy, we replace the p k of Subsection 2.C.1 by the a k . Since h a (t) is an even function, a real factor is introduced, but, otherwise, the formulas are the same. We get
so formula (13) for is still valid. For the variance, we have
The other expectations are obtained analogously. By inserting ϭ *, we recover the frequency dependence. Figure 3 shows the F-value as a function of modulation frequency for square waves with different duty cycles a.
The best results (i.e., lowest F-values) are obtained when a is small (a ϭ 0 corresponds to a train of Dirac pulses). The best F-values obtainable for a ϭ 0.5 and a ϭ 0.1 are 2.9 and 1.2, respectively. The optimum modulation frequency also depends on a but is usually in the region 0.05/* -0.1/*. When intensity-modulated light is generated by using, for example, an electro-optic modulator, it is often not possible to shut off the light completely. We may therefore have a background intensity (ϭb), implying that h a (t) in fact has the form 
Then the a k are replaced by
and formula (13) for is still valid. The factor a(1
will enter the expression for the variance of U [compare with Eq. (26)]. For duty cycles a ϭ 0.5 and 0.1 and b ϭ 0.05, the F-values will increase by 11% and 95%, respectively, compared with those for the case of no background (Fig. 4) . The loss of performance caused by background is thus most pronounced at low duty cycles. At a background level of 5%, we can actually see that a duty cycle of 0.2 will give better performance than a duty cycle of 0.1 (Fig. 4) . Compare with Fig. 3 , showing the background-free case, where the order of the curves is reversed. Because of bandwidth limitations, practical light modulators will not be able to generate perfect square-wave pulses, with or without background. Let us consider smoothed versions of the above-mentioned excitations. We will use the following ''Gauss-like'' smoothing kernel:
Usually, we use c ϭ 2 so that the support of s c is a quarter of a period, and its FWHM is half of that (Fig. 5) . The Fourier coefficients of s c are
With the excitation h ab smoothed by s c , the factor c Ϫ2 will also enter the expression (26) for the variance of U:
With a ϭ 0.2, b ϭ 0.0, and c ϭ 2, we get an F min -value that is 12% larger than that for the corresponding nonsmoothed square waves (compare Figs. 3 and 6) . Adding a background level b of 0.05 to the smooth excitation will have an effect similar to that observed for square-wave excitation. Thus the largest increase in F-value will be at low duty cycles. The results will resemble those shown in Fig. 4 , but with 5%-10% higher F-values. Practically, this means that the loss in performance will be relatively small if a train of femtosecond illumination pulses is replaced by nanosecond pulses.
Sinusoidal Excitation
Excitation by sinusoidally intensity-modulated light is common and easy to produce. Then the illumination function will be
where m is the degree of modulation (0 Ͻ m р 1). The fluorescent light is the convolution q of e and f. We get Fig. 4 . Same as Fig. 3 , but with a background light intensity of the excitation that is 5% of that of the peak value. Note that the order of the curves with a ϭ 0.1 and a ϭ 0.2 is reversed compared with those in Fig. 3 . 2q͑t
Define ␣ ϭ arctan , and let ␣ replace as the sought parameter. Then we can write
The only Fourier coefficients of this function that are different from zero are
We get
and use the estimate
Rearranging, we obtain
As above, we put ϭ u/v, let N denote the total number of photons in a measurement, and get
We will also need
Here 
After some trigonometric manipulations, we find that E͕UV͖ ϭ 0. This gives 1 ϭ ͱ2/N/(m cos ␣ sin ␣), 2 ϭ ͱ2/N/(m cos ␣ cos ␣), and ϭ 0. From Eqs. (4) and (6), we get
giving
Note also that this F is independent of ⌬, as in the pulse excitation case. The frequency dependence of F is recovered by inserting ϭ * in Eq. (47). Figure 2 shows the F-value as a function of the modulation frequency for m ϭ 1. The best F-value, 3.7, is obtained for ϭ ͱ0.5, corresponding to a frequency of 0.11/*. In analogy with the case of square waves, we may have a background intensity level, so that the intensity never drops to zero. This means that m Ͻ 1, and the F-value will be higher by a factor of 1/m. 
D. Image Intensifier
In an image intensifier, the light amplification factor is varied with a local (phase-shifted) sinusoid. In this way, the incoming periodically varying light intensity is multiplied by the local sinusoid. The output signal s is the integral of the product. We assume that the amplification factor is 1 ϩ sin(t ϩ ), so that it is nonnegative. [Compare with the factor sin(t The situation differs from the lock-in case in which one incoming light intensity is transformed to an electric signal. This signal is fed into several mixers that use different phase angles. This makes the lock-in data dependent, while the image intensifier data are independent.
With three output data, the image intensifier technique will need three times as many photons for a measurement as that for the lock-in technique. This has been taken into account when calculating the F-values.
Dirac Pulse Excitation
The excitation is the same as that in the lock-in case.
With an image intensifier, we get [compare with Eq. (11)]
The following estimate is used [compare with Eq. (12)]:
Rearranging, we obtain the estimator [compare with Eq.
As above, we put ϭ u/v. The expressions for E͕U͖ and E͕V͖ are the same as those in Eqs. (15) and (16) . We get
We have
Insertion
Contrary to the development in former sections, these averages and variances cannot be written as functions of ⌬ ϭ 2 Ϫ 1 . We have investigated how / varies with 1 and 2 and found a ratio of approximately 5 between the largest and smallest values. The reason for this angular dependence is illustrated in Fig. 7 , which shows the distribution of Monte Carlo-simulated measurements in the u/v plane. The phase angles producing the lowest F-value depend on and are given in Fig. 8 . The frequency dependence of F is recovered by replacing with * (Fig. 9) . We get F min ϭ 2.1, attained for ϭ 0.
Sinusoidal Excitation
The excitation is the same as that in the lock-in case. We get [compare with Eq. (36)]
The following estimate is used [compare with Eq. (37)]:
Rearranging, we obtain the estimate Fig. 7 . Plot of u versus v from 100 Monte Carlo tests with Dirac excitation and image intensifier detection for ϭ 0.25 (frequency ϭ 0.04/*). The cluster uv1 to the right is for 1 ϭ 230°and 2 ϭ 280°, and the vertical band uv2 is for 1 ϭ 60°and 2 ϭ 260°. Since ϭ u/v, the spread in the angles to the points gives the spread in . uv1 is obtained with the angles given in Fig. 8 below. uv2 is an unfortunate choice of 1 and 2 .
ϭ tan ␣ ϭ
The expressions for E͕U͖ and E͕V͖ are the same as those in Eqs. (39) and (40). We get
We have 
As with Dirac pulse excitation, the relative accuracy / cannot be written as a function of ⌬ ϭ 2 Ϫ 1 . When 1 and 2 are varied, the ratio between the largest and smallest values of / is approximately 4. We get F min ϭ 7.4, attained for ␣ ϭ 35°, corresponding to ϭ * ϭ 0.69. This means that the optimum modulation frequency is 0.11/* (Fig. 9) . For any ␣, the minimal F-value is attained for 1 ϩ ␣ Ϸ 120°and 2 ϩ ␣ Ϸ Ϫ120°(compare with Fig. 8 ).
E. Demodulation
The fluorescent light varies sinusoidally with an unknown phase angle 0 [compare with Eq. (34)]:
Here the modulation degree m of the excitation light is supposed to be known, and the parameter ␣ ϭ arctan is to be determined. The idea is to determine ␣ from the degree of modulation m cos ␣ and not from the phase shift in sin(t Ϫ 0 Ϫ ␣). This is achieved by multiplying the signal by 1 ϩ sin(t ϩ i ) for three different phases 1 , 2 , and 3 , thus producing the measurements s 1 , s 2 , and s 3 . This can be done either with an image intensifier or with dc-biased lock-in amplifiers.
First, we use s 1 , s 2 , and s 3 to determine the unknown phase 0 . Then the obtained 0 is inserted in the equations with the aim of extracting the factor m cos ␣ of Eq. (60). This leads to calculating the following two complex determinants: Fig. 9 . F-value as a function of frequency when an image intensifier and sinusoidal or Dirac pulse train excitation are used. The optimal angles according to Fig. 8 were used in the calculations. Inserting Eq. (62) in Eq. (61) and doing column operations on the determinants, we obtain
We find that
As usual, the observed u and v are assumed to be estimates of E͕U͖ and E͕V͖, respectively. If the number 4͉u͉/(m͉v͉) obtained in a particular measurement is less than unity, it will be used as an estimate of cos ␣.
As is seen in Eqs. (64) and (65), the three phase angles 1 , 2 , and 3 contribute to E͕U͖ and E͕V͖ with the same real factor 
We have found empirically that Ϸ (cos ␣)/ͱ2. Inserting these quantities in Eq. (6) and skipping powers of N Ϫ1 higher than unity, we get
To get from the calculated cos ␣, we shall apply the formula
For small errors (large N), we have approximately
For the modulation m ϭ 1, we get F min ϭ 3.33, attained for cos ␣ ϭ (ͱ5 Ϫ 1)/2, corresponding to ϭ 1.27. The minimizing will increase toward ͱ2 when the modulation tends to zero. With ϭ * ϭ 1.27, the minimizing modulation frequency will be 0.20/* (Fig. 10) .
If an image intensifier is used for the detection, the s i will be measured sequentially, so that they become independent. The first moments of ͉U͉ and ͉V͉ are still independent of the phase angles, but the second moments will depend on all the phase angles, even 0 . Here it is imperative to choose the 1 , 2 , and 3 120°apart. Otherwise, the correlation between ͉U͉ and ͉V͉ can become negative, and this will ruin the accuracy. We have failed to deduce theoretical expressions for the second moments in this case with independent s i . With the i 120°apart, we have run a sequence of Monte Carlo tests with different ␣ and N and obtained the following estimates [compare with Eq. (67)]:
and Ϸ (cos ␣)/2. With the modulation m ϭ 1, the Monte Carlo tests give F min ϭ 8.64 for ϭ * Ϸ 1.4 (modulation frequency 0.22/*) (Fig. 10 ).
MONTE CARLO SIMULATION
We have compared all our theoretical results with Monte Carlo simulations of the photon generation and measuring methods. The agreement is good. An example of this is given in Fig. 11 . The simulations also give a few quantities of the demodulation technique that we could not deduce analytically. Each period of the time axis is divided into intervals of length ⌬t ϭ 2/M, M large. For each interval, a pseudorandom number is used to determine whether a photon shall be generated or not, according to, e.g., the probability density p(t)⌬t of Eq. (8) (compare with Fig. 1 ). M is chosen sufficiently large that p(t)⌬t is less than 0.01 for all t in order to keep the probability of several photons per interval low. The resulting M ranges from 30,000 to several millions depending on , N, and the method.
When we simulate lock-in detection and a photon is generated in the interval (t, t ϩ ⌬t), the number sin(t ϩ 1 ) is added to s 1 , and analogously for the other amplifiers and detection methods. The estimate is calculated according to an appropriate formula such as Eq. (13) . This simulation of a measurement is repeated several (often 1000) times, and statistics of the obtained quantities are collected. In this way, we get estimates of E͕ ͖, D 2 ͕͖, E͕U͖, E͕U 2 ͖, F, and so on. 
CONCLUSIONS
We have shown that frequency-domain fluorescence lifetime imaging methods have the potential of using the available photons efficiently, provided that the recording parameters are selected correctly. In all cases, the parameter choice is governed by the lifetime of the fluorophore to be recorded. In reality, the lifetime will vary, often in an unpredictable way, across the specimen area (this is the information that we want to record!). Therefore it is not, in general, possible to use the optimum parameter choice for all parts of the recorded lifetime image. Based on an average expected lifetime, it should, however, be possible to make a good compromise.
An interesting result of the study is that the optimum modulation frequency of the illuminating light is rather low. In general, optimum performance is obtained at a frequency of approximately 0.1/*. This means that for a typical fluorophore lifetime of, say, 3 ns, a frequency of approximately 30 MHz is optimal. The use of such a low frequency means that the bandwidth requirements for light source and electronics are moderate. As a consequence, the equipment will be less expensive.
We have also shown that the excitation waveform can be quite important and that sinusoids are not optimal. The best results are obtained with trains of Dirac pulses, but square waves with a duty cycle р0.2 also perform well. Even a square wave with a duty cycle of 0.5 is better than a sinusoid. The steep flanks of a square wave require a high modulation bandwidth. Therefore it is important to note that a strongly smoothed square wave can be used without losing much of the performance. For example, for * ϭ 3 ns the use of smooth ''Gauss-like'' excitation pulses having a FWHM of 7 ns at a pulse-repetition frequency of 28 MHz will give an F-value of 1.55. Then the bandwidth requirement for the light source is only approximately 50 MHz. With sinusoidal excitation, the corresponding F-value is 3.77.
Some lock-in amplifiers can mix the input with either a sinusoid or a square wave. Our Monte Carlo tests show that it is better to combine a sinusoidal excitation with a sinusoidal lock-in than with a square-wave lock-in. A square wave for both excitation and lock-in is not a good combination because it gives no stable way for estimating .
