Using traditional methods, especially that of eigenfunction expansions combined with the penalty method, sharp conditions are given for the existence of solutions to a general weakly elliptic linear N N second order systems subjected to obstacle type constraints. The result applies to systems with de ning coe cient matrices A and B having complex eigenvalues as well as to the case of singular systems { a situation not well treated in the literature. These conditions are placed on the matrix pencil A ? B. The e ectiveness of the result is then tested on some examples, rst in control theory and then for the systems that arise in Part II of this series, A 2 ].
Introduction
The idea behind this series of papers has been the desire to nd good su cient conditions on two N N real constant matrices A and B that guarantee the existence of a solution to a general linear second order system of variational inequalities of obstacle type. And for reasons of simplicity and convenience, these systems involve only the Laplace operator and an obstacle restriction on the rst component. Such a system is given by the problem: nd u 2 Dom ( ) \ I K such that hA u ? Bu; v ? ui 0 (1) for all v 2 I K. Here u = u(x) = (u 1 (x); :::; u N (x)); N 2; x 2 ; a bounded domain contained in Euclidean I R n ; n 1, with smooth boundary, @ . u = ( u 1 ; :::; u N ) is the usual Laplace operator on the vector u. The brackets h ; i appearing in (1) denote the duality pairing between functions in the Hilbert space X( ) and its dual X 0 ( ). Also, I K is the convex subset of X( ) where v 1 (x) (x) at least a.e. on , the obstacle { a smooth function on that satis es < 0 near @ and max > 0.
The determination of the space X( ) in (1) is of critical importance for an existence theory for problem (1). The choice depends on the nature of the matrices A and B. When the system of (1) is strongly elliptic, i.e. when ?A is positive de nite, and zero boundary values on @ are speci ed, then it generally su ces to take X( ) = H 1 0 ( ) H 1 0 ( ) = H 1 0 ( ) N , the N-fold product of H 1 0 ( ), the usual Sobolev space of functions vanishing on @ , whose partial derivatives are square integrable on . However, for more general A the space X( ) must be modi ed as the following simple example show that we can not expect the gradient ru 3 to be even locally square integrable on . Hence it is natural here to look for existence in the space X( ) = H 1 0 ( ) H 1 0 ( ) L 2 ( ). In otherwords, choosing the space X( ), here, is part of the problem.
In parts I and II ( A 1 ] and A 2 ]), the case det (A) 6 = 0 was treated, rst in the 2 2 case and then later in the N N case. In the N N case it was advantageous to reduce the matrix A ?1 B to certain canonical forms with respect to similarity using special subgroups of the general linear group that preserve the form of problem (1), at least with respect to the distinguished component subject to the obstacle constraint, the rst component in our formulation. Then with these simpler forms, an existence theory was constructed based on certain structure constants that appeared there. However, it has been recently noted that the theory su ers from two short commings:
(i) the methods were only able to treat the case of real eigenvalues of A ?1 B, and (ii) the assumption detA 6 = 0 was central. One of the results of this note is to extend the idea of A 2 ] to include complex eigenvalues as well as singular systems, i.e. when A has determinant equal to zero. This result appears nally in section 3 below. The key there is to view problem (1) in terms of eigenfunction expansions using the usual orthonormal eigenfunctions associated with in H 1 0 ( ). This appears to be a particularly fruitful approach, though to the author's knowledge, a method not often exploited in the study of variational inequalities.
The plan of the paper is to state and prove our main result on a priori estimates for the associated penalized version of problem (1), in Section 2. Then in Section 3, we apply this result to various examples in the literature including the canonical forms of A 2 ] as well as for certain control systems that characterize distributed parameter optimal control problems governed by partial di erential equations (cf. L]).
An a priori estimate
We begin by replacing problem (1) by an approximate problem, the so called \penalized problem". For this let (t) 2 C 1 (I R) for which (t) = 0 when t 0, and 0 (t) > 0 when t < 0. For > 0, we solve A u ? Bu = ? 1 (u 1 ? ) e 1 ; in
where e 1 = (1; 0; :::; 0) T , T = transpose. We seek a classical solution u = u (x) to problem (2), estimate certain norms of u and its derivatives inde-pendent of , and then pass to the limit as ! 0 in the inequality hA u ? Bu ; v ? u i 0;
for all v 2 I K, in the now quite standard way; see below. Notice that (3) is an immediate consequence of (2). Also, the fact that (2), indeed, has a classical solution is an easy consequence of the Leray-Schauder xed point theorems; see GT].
To proceed, we need to set some terminology. 
This is also the case if merely u 2 H m ( ) and j u = 0 on @ for j k or j < k for m = 2k +1 or 2k respectively. Also, the sum in (4) (9) and the sum on the right side of (9) is equivalent to the square of the H 1 ?1 0 -norm of W on .
Next, we return to (7), square both sides, and then write X 
The left side of (10) exceeds 1 M 2 X k (? k ) 2 1 +1? 1 ju 1 ; ! k )j 2 which is equivalent to the H 1 +1 0 -norm of u 1 . Finally, using the same argument on (u j ; ! k ); j = 2; :::; N, it is clear that assumption (b) implies (5).
The necessity of the hypothesis (a).
Consider the special 2 2 example of (2) ?u 2 = ? 1 (u 1 ? ) in u 1 = u 2 u 1 = u 2 = 0 in @ as can be veri ed directly upon writing out system (1).
Passing to the limit ! 0
To pass to the limit in (3) system's version of (13). But to pass to the limit in (13), one generally needs compactness. For that it is clearly su cient to assume either j > 0 when u j appears in (13) or j > ?1 when only u j appears in (13).
Some examples
(a) We rst consider a simple optimal control system that arises as a means of characterizing the solution to distributed parameter optimal control problem governed by a system of partial di erential equations. The reader might want to consult a distinguish source here, namely L]; see page 51 . Our rst example takes the simpli ed form: It then follows that the variables for this system, given by (u 2 ; y 1 (u 2 ); y 2 (u 2 ); p 1 (u 2 ); p 2 (u 2 )), where u 2 is the control, y 1 (u 2 ); y 2 (u 2 ) the state, and p 1 (u 2 ); p 2 (u 2 ) the adjoint variables, belongs to the class H 1 H 3 H 3 H 3 H 5 ;
as given by our Theorem. 
in , and v = 0 on @ ; k = 1; 2; :::; N ? 1. Here J k is the matrix J k = 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 We now reduce (16) to the form of (2) 
Thus to satisfy hypothesis (a) of our Theorem, we need to assume when k = 2. The advantage of the above approach to that given in A 2 ], Section II.11 and 14, is that now complex eigenvalues can be considered and the existence/regularity results can be expressed completely interms of the polynomialsp =p N;k ( ). And because of their importance in this problem, these polynomials have become known as the \classifying polynomials" for problem (1). We say more about them below.
In case 2, problem (2) ( I ? J 1 ) 1;j Y j is exactly like that of (18) with its numerator replaced by ?p N+1;N ( ) and the coe cients d j replaced by Y j , respectively. This puts v 1 2 H 2 ( ). Treating the other components as before yields v j 2 H 2 ( ); j = 2; :::; N, uniformly with respect to as noted earlier.
Finally, we note a simple recursion relationship for generating the polynomialsp N;k . We begin by setting q 1 (t) 1; q 2 (t; a; ) = (t ? a)q 1 (t) + ; q 3 (t; a; b : ; ) = (t ? b)q 2 (t) + ; q 4 (t; a; b; c : ; ; ) = (t ? c)q 3 (t) + , 
