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EXTENSION AND LIFTING OF OPERATORS
AND POLYNOMIALS
JESU´S M.F. CASTILLO, RICARDO GARCI´A, AND JESU´S SUA´REZ
Abstract. We study the problem of extension and lifting of operators belong-
ing to certain operator ideals, as well as that of their associated polynomials
and holomorphic functions. Our results provide a characterization of L1 and
L∞-spaces that includes and extends those of Lindenstrauss-Rosenthal [32]
using compact operators and Gonza´lez-Gutie´rrez [23] using compact polyno-
mials. We display several examples to show the difference between extending
and lifting compact (resp. weakly compact, unconditionally convergent, sepa-
rable and Rosenthal) operators to operators of the same type. Finally, we show
the previous results in a homological perspective, which helps the interested
reader to understand the motivations and nature of the results presented.
1. Introduction
Many authors have considered the problem of extension and lifting of operators
[19, 20, 28, 29, 31, 32, 33, 39], of homogeneous polynomials [2, 11, 15, 18, 23] and
holomorphic mappings [1, 2, 11, 18, 28, 40] in Banach spaces. We present here
a unifying method of proof for most of those results, and several new ones, using
some tools of homological algebra.
To this end, recall that a short exact sequence of Banach spaces and linear
continuous operators is a diagram
0 −−−−→ Y
i
−−−−→ X
q
−−−−→ Z −−−−→ 0
where the image of each arrow coincides with the kernel of the following one. The
open mapping theorem ensures that Y must then be a subspace of X (i is an injec-
tion) and Z is the corresponding quotient X/Y (q is a quotient map). The exact
sequence is said to split if Y is complemented in X ; which means that there is a
linear continuous projection p : X → Y . Let L denote the class of all linear contin-
uous operators. The projection p is, by definition, a linear continuous extension of
the identity of Y and thus “Y is complemented in X” is equivalent to “for every
Banach space E every linear continuous operator t ∈ L(Y,E) can be extended to
a linear continuous operator T ∈ L(X,E) through i; i.e., T i = t”. It is part of the
folklore –see [13, 1.1]– that this is equivalent to “for every Banach space V every
linear continuous operator t ∈ L(V, Z) can be lifted to a linear continuous operator
T ∈ L(V,X) through q; i.e., qT = t”.
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We are interested in considering the situation when we replace the class L by
another class A of operators, polynomials or holomorphic mappings acting between
Banach spaces.
Definition 1. We will say that an exact sequence 0→ Y
i
→ X
q
→ Z → 0 A-splits
if, for every Banach space E, every t ∈ A(Y,E) can be extended to a T ∈ A(Y,E)
through i; i.e., T i = t. We will say that it A-lifts if, for every Banach space V ,
every t ∈ A(V, Z) can be lifted to a T ∈ A(V,X) through q; i.e., qT = t.
We will say that an exact sequence 0 → Y
i
→ X
q
→ Z → 0 uniformly A-splits
when there exists λ > 0 such that, for every Banach space V , every t ∈ A(Y, V )
can be extended to a T ∈ A(Y, V ) through i with ‖T ‖ ≤ λ‖t‖. Analogously, we will
say that it uniformly A-lifts if there exists λ > 0 such that, for every Banach space
V , every t ∈ A(V, Z) can be lifted to a T ∈ A(V,X) through q with ‖T ‖ ≤ λ‖t‖.
Observe that when A is a closed ideal of L then A-splitting and uniform A-
splitting coincide; as well as A-lifting and uniform A-lifting. This obviously fails
for non-closed ideals: for instance, when F is the ideal of finite rank operators, all
exact sequences F-split while, as it will be clear after definition 2, not all exact
sequences uniformly F-split.
In this paper we study when an exact sequence A-splits or A-lifts for the follow-
ing choices of A: the ideal F of finite rank operators, A of approximable operators, K
of compact operators,W of weakly compact operators and L of all linear continuous
operators; for their associated polynomial ideals PK of compact polynomials and
PW of weakly compact polynomials; and for their associated classes of holomorphic
bounded mappings HK and HW (see sections 3 and 4).
The paper is organized as follows: Section 3 contains the main results about ex-
tension and lifting of operators. Given an exact sequence 0→ Y
i
→ X
q
→ Z → 0 of
Banach spaces, the Hahn-Banach theorem guarantees that the restriction operator
i∗ : X∗ → Y ∗ (i∗(x∗) = x∗|Y ) is surjective. We show that the existence of a linear
continuous operator s : Y ∗ → X∗ such that i∗s = IdY ∗ is equivalent to any of the
following conditions (see Theorem 3): the sequence locally splits (see Definition 2),
uniformly F-splits, A-splits, K-splits, W-splits, uniformly F-litfs or A-lifts. If more-
over Z has the Bounded Approximation Property (in short, BAP), the previous
conditions will be shown to be also equivalent to K-lifts. This result unifies and
extends Kaballo [28, Thm. 3.4] and Fakhoury [20, Thm. 3.1]. It is then proved
that K-splitting and K-lifting re not equivalent. The BAP has a decisive role in the
lifting of operators. In Proposition 1 it is proved: A separable Banach space Z has
the BAP if and only if for every exact sequence 0 → Y → X → Z → 0 K-spliting
and K-litfing are equivalent.
Equipped with these results and the representation of polynomials by symmetric
tensor products, section 4 is devoted to prove extension/lifting results for polyno-
mials and holomorphic bounded mappings. The injective tensor product ⊗ˇε (resp.
projective ⊗ˆπ) has deep connections with vector functions spaces since it often oc-
curs that injective (resp. projective) tensor product spaces can be represented as
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vector function spaces (see [4, 28, 16, 21]). We will prove that the notions locally
splitting, PA-splitting, PK-splitting, PW-splitting, HK-splitting, HW-splitting and
PA-lifting are all equivalent. If moreover Z has the BAP, the previous conditions
are also equivalent to PK-lifting and HK-lifting (see Theorem 4). In Section 5 we
provide characterizations of L1 and L∞-spaces that include and extend those of
Lindenstrauss-Rosenthal [32, Thm. 4.1] using compact operators and Gonza´lez-
Gutie´rrez [23, Thms. 2 and 4] using compact polynomials and Domanski [19, Thm.
4].
Section 6 contains the most interesting counterexamples in the paper. Its mo-
tivation is to make explicit the difference between “extending operators belonging
to a certain operator ideal to operators of the same operator ideal” and the same
property for liftings. This problem responds to a very natural homological problem
as we explain in Section 7. The connection between the extension/lifting problem
for operator ideals has appeared, often not explicitly, in many papers (see e.g.,
[32, 19]). We will call an operator ideal A balanced when extension and lifting are
equivalent for operators in A. For technical reasons explained in Section 6, this
notion is only meaningful for injective and surjective (see below for the definition)
operator ideals. We will then study the balanced character of the main classes of
injective and surjective operator ideals appearing in the literature: compact, weakly
compact, unconditionally convergent, separable and Rosenthal operators. The ideal
of compact operator is the only one balanced.
Section 7 puts previous results in a homological perspective, which helps the
interested reader to understand the motivations and nature of the results presented.
2. Preliminaries
For general information about operator ideals we suggest [34] or, more friendly,
[17]. Recall that an operator ideal A is a subclass of the class L such that for all
Banach spaces V and X its components A(V,X) = L(V,X) ∩ A satisfy: A(V,X)
is a linear subspace of L(V,X) which contains the finite rank operators and enjoys
the ideal property: for u ∈ L(V,X), t ∈ A(X,W ), w ∈ L(W,Y ), the composition
wtu ∈ A(V, Y ). An operator ideal A is injective (resp. surjective) whenever given
an operator t ∈ L(V, Y ) and an injection i : Y → X (resp. surjection q : X → Z)
then t ∈ A(V, Y ) if and only if it ∈ A(V,X) (resp. t ∈ A(Z, V ) if and only if
tq ∈ A(X,V ))).
All necessary background information and unexplained notation about polyno-
mials and holomorphic mappings can be found in [18]; more specific information
about homogeneous polynomial ideals can be seen in [35, 5]. For information about
homological algebra we address the reader to [26], while a sounder background on
the theory of exact sequence of Banach spaces can be found in [13]. Recall that a
Banach space X is said to have the Bounded Approximation Property (in short,
BAP) if there is a constant C > 0 such that for every ǫ > 0 and each compact
subset K of X , there is a finite rank operator T in X with ‖T ‖ < C, such that
‖Tx− x‖ ≤ ǫ, for each x ∈ K .
The push-out construction. Let us recall the push-out construction from the
theory of exact sequences. Given two operators i : Y → X and j : Y → E their
push-out is the space PO = (E × X)/∆, where ∆ = [(jy,−iy) : y ∈ Y ] endowed
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with the quotient topology. Let v : E → PO and w : X → PO be the operators
v(m) = [(m, 0)] and v(x) = [(0, x)]. One has vj = wi. Moreover, given any Banach
space W and operators a : E → W and b : X → W so that aj = bi there is a
unique operator u : PO →W given by u[m,x] = am+bx such that uv = a, uw = b
and ‖u‖ ≤ max{‖a‖, ‖b‖}. In particular, this means (see [13, 1.2, 1.3]) that given
an exact sequence 0→ Y
i
→ X → Z → 0 and an operator j : Y → E the push-out
of i, j yields a commutative diagram
0 −−−−→ Y
i
−−−−→ X −−−−→ Z −−−−→ 0
j
y
yw ‖
0 −−−−→ E −−−−→
v
PO −−−−→ Z −−−−→ 0.
The following lemma (see [13, 1.3]) establishes the fundamental connection of
the push-out construction regarding extension/lifting problems:
Lemma 1. In a push-out diagram,
0 −−−−→ Y
i
−−−−→ X −−−−→ Z −−−−→ 0
j
y
yw ‖
0 −−−−→ E −−−−→
v
PO −−−−→ Z −−−−→ 0.
the lower sequence splits if and only if j extends to X; that is, there is an operator
T : X → E such that T i = j.
3. Locally splitting vs. A-splitting
Kalton introduced in [29] the notion of locally splitting for an exact sequence as
follows (see also Fakhoury [20]):
Definition 2. An exact sequence 0 → Y
i
→ X
q
→ Z → 0 is said to locally split if
there exists a constant λ > 0 such that for every finite dimensional subspace E ⊂ X
there exists a linear continuous operator TE : E → Y such that TE |E∩Y = idE∩Y
and ‖TE‖ ≤ λ. We will also say that Y is locally complemented in X when the
corresponding exact sequence 0→ Y
i
→ X
q
→ X/Y → 0 locally splits.
The Principle of Local Reflexivity of Lindenstrauss and Rosenthal [32, Thm.
3.1.], says that every Banach space is locally complemented in its bidual. Also, it
is well known that every Banach space is locally complemented in its ultrapowers.
Other results about local complementation are the following:
If Y is an L∞−space and Y ⊂ X (or X/Y is an L1−space) then Y is locally
complemented in X (see [29]).
Thus, local splitting corresponds to uniform F-splitting. One moreover has:
Theorem 3. (Mainly Kalton-Fakhoury) Let 0 → Y → X → Z → 0 be an exact
sequence. The following are equivalent:
(1) The sequence locally splits.
(2) The sequence uniformly F-splits.
(3) The sequence uniformly F-litfs.
(4) The sequence K-splits. Equivalently, uniformly K-splits.
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(5) The sequence W-splits. Equivalently, uniformly W-splits
(6) The sequence A-splits. Equivalently, uniformly A-splits.
(7) The sequence A-lifts. Equivalently, uniformly A-lifts.
If, moreover, Z has the BAP then assertions (1) to (7) are also equivalent
to
(8) The sequence K-lifts. Equivalently, uniformly K-lifts.
Proof. The equivalences (1) to (4) were proved by Kalton [29] (and by Fakhoury
[20, III] with other terminology). Kalton also shows [29, Thm. 3.5] that a sequence
locally splits if and only if its dual sequence splits. From this (5) can be easily
derived: on one hand, it is clear that W-splitting implies K-splitting; on the other
hand, if the sequence 0 → Y
i
→ X → Z → 0 locally splits, its dual sequence
splits, hence also its bidual sequence 0 → Y ∗∗
i∗∗
→ X∗∗ → Z∗∗ → 0 splits. Let
p : X∗∗ → Y ∗∗ be a linear continuous projection. If t : Y → E is a weakly compact
operator, its bidual t∗∗ still is weakly compact and E-valued. Thus, t∗∗p : X∗∗ → E
is a weakly compact extension of t and the sequenceW-splits (see also [20, 3.1]). The
equivalence with (6) is also simple: since every approximable operator is compact,
(4) implies (6). And since A is closed, A-splitting implies uniform A-splitting, hence
uniform F-splitting, which is (2).
Observe now that K-lifting is not in the list, so the equivalence with (7) is new
and has to be proved. That (7) implies (2) is clear, so we show that (2) implies (7).
Assertion (7) exactly amounts showing that given any Banach space V the induced
sequence
0 −−−−→ A(V, Y )
i◦−−−−→ A(V,X)
q◦
−−−−→ A(V, Z) −−−−→ 0,
in which i◦ (resp. q◦) denote the operators “left-composition with i” (resp. with
q), is also exact. Thus, assume (2). That the sequence uniformly F-lifts implies
that, for each Banach space V , the sequence of normed spaces
0 −−−−→ F(V, Y )
i◦−−−−→ F(V,X)
q◦
−−−−→ F(V, Z) −−−−→ 0
is topologically exact (i.e.; q◦ is an open map). We show that the sequence formed
by the completion of those spaces, namely,
0 −−−−→ A(V, Y ) −−−−→ A(V,X) −−−−→ A(V, Z) −−−−→ 0
is also an exact sequence. Let j : F(V, Y ) → A(V, Y ) denote the canonical embed-
ding. Making the push-out of the couple j, i◦ one gets the commutative diagram
0 −−−−→ F(V, Y )
i◦−−−−→ F(V,X)
q◦
−−−−→ F(V, Z) −−−−→ 0
j
y
y ‖
0 −−−−→ A(V, Y ) −−−−→ PO −−−−→ F(V, Z) −−−−→ 0.
The universal property of the push-out applied to the operators i◦ : A(V, Y ) →
A(V,X) and j : F(V,X)→ A(V,X) (the canonical embedding) yields the existence
of the operator u : PO → A(V,X) given by u[a, F ] = i◦a + F and a commutative
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diagram
0 −−−−→ F(V, Y )
i◦−−−−→ F(V,X)
q◦
−−−−→ F(V, Z) −−−−→ 0
j
y
yw ‖
0 −−−−→ A(V, Y ) −−−−→
v
PO −−−−→ F(V, Z) −−−−→ 0
‖
yu
yu
0 −−−−→ A(V, Y ) −−−−→
i◦
A(V, Y ) −−−−→ ♦ −−−−→ 0.
The operator u has dense range since uw is the canonical dense-range embedding
j : F(V,X)→ A(V,X); so u must also have dense range. And since ♦ is complete,
it must be the completion A(V, Z) of F(V, Z).
The equivalence with (8) follows from this since when Z has the BAP then for
every Banach space V one has the identity K(V, Z) = A(V, Z). 
The following proposition explains why K-lifting is not in the list of Theorem 3.
Proposition 1. A separable Banach space Z has the BAP if and only if for every
exact sequence 0→ Y → X → Z → 0 K-spliting and K-litfing are equivalent.
Proof. Recall that James and Lindenstrauss [33, 1.d.3] proved that if Z is a sepa-
rable Banach space there exists a separable Banach space X such that both X and
X∗∗ have basis and moreover X∗∗/X = Z. So there is an exact sequence
0 −−−−→ X −−−−→ X∗∗ −−−−→ Z −−−−→ 0
which locally splits by the Principle of Local Reflexivity [32, Thm. 3.1]. If Z fails
the BAP, there exists a compact non-approximable operator K ∈ K(Z,Z) [16, 5.3].
If there would exist a compact lifting K˜ : Z → X∗∗ of K then K˜, hence also K,
would be approximable. 
It therefore follows that K-splitting and K-lifting are not equivalent notions. It
is not hard to see that K-lifting and W-lifting are also non-equivalent, even in the
presence of the BAP: indeed, it is shown in [30] (see also [9, Thm. 2.3.]) the
existence of a nontrivial exact sequence
0 −−−−→ C[0, 1] −−−−→ X −−−−→ ℓ2 −−−−→ 0;
or else, it is obtained in [27] the existence of nontrivial exact sequences
0 −−−−→ c0 −−−−→ X −−−−→ ℓ2(I) −−−−→ 0.
In both cases, recall –see also [29, 32]– that any exact sequence 0→ Y → X →
Z → 0 in which Y is an L∞-space locally splits.
4. Extension and lifting of polynomials and holomorphic mappings
For the polynomial version of Theorem 3, the basic idea is to reduce the problem
for polynomials and holomorphic maps to a problem on linear operators.
We denote by P(nX) the Banach space of all continuous n-homogeneous polyno-
mials on X , where the norm is given by ‖P‖ = sup{P (x) : ‖x‖ ≤ 1}. The natural-
isometric predual of P(nX) is the projective symmetric tensor product ⊗ˆ
n,s
πs
X and
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the mapping x→ xn = ⊗nx is a “universal” continuous n-homogeneous polynomial
on X : for every P ∈ P(nX), there is a unique linearization P̂ ∈ L(⊗ˆ
n,s
πs
X) with the
same norm, such that P (x) = P̂ (xn) for every x ∈ X (see [21, 2.2]). Similarly, we
have the vector-valued version of the previous identity P(nX,V ) = L(⊗ˆ
n,s
πs
X,V ).
Let X be a complex Banach space. We denote by Hb(X) the Fre´chet space of
all holomorphic mappings on X that are bounded on the bounded subsets of X .
Let HK(X) (resp. HW(X)) be the space of the holomorphic bounded functions in
X that are compact (respectively w-compact).
Let f be a holomorphic function on X . The Taylor series
f(x) ∼
∞∑
n=1
dnf(0)
n!
(x) (dnf(0) ∈ P(nX) ≃ Ls(
nX)).
decomposes f as a formal sum
∑
n Pn where Pn ∈ P(
nX). It is well known that
f ∈ HK(X) if and only if Pn ∈ PK(
nX) for all n (same for HW(X)), see [24, Prop.
5] or [3].
The definitions and general properties of projective and injective tensor product
spaces can be found in [16], and [21] for the symmetric tensor product. In partic-
ular, the injective tensor product ⊗ˇε has deep connections with vector functions
spaces since it often occurs that injective tensor product spaces can be represented
as vector function spaces. Some examples for this assertion: X⊗ˇεY is always a
subspace of Kw∗(X
∗, Y ) –the space of compact weak*-continuous operators– with
equality when X∗ or Y have BAP; also, the space C(K,X) of continuous X-valued
functions on a compact spaceK coincides with C(K)⊗ˇεX ; and the space PA(
nY,X)
coincides with (⊗ˇ
n
ε,sY
∗)⊗ˇεX ([16, 5.3]). Further examples of distribution spaces in
locally vector spaces can be found in [4, 28]. Especially interesting for us is the
identification
(V ⊗ˇεZ)
∗ = I(V, Z∗)
of the dual of the injective tensor product as the space I(V, Z∗) of integral operators,
see [16, §3. §4.] and the identification
(V ⊗ˆπZ)
∗ = L(V, Z∗)
of the dual of the projective tensor product as the space L(V, Z∗) of all operators.
It is well-known that the tensorization V ⊗ˇε− of an exact sequence is not neces-
sarily exact (see in Section 7 the notions of left-exact and exact functor). Kaballo
[28] defines an exact sequence 0→ Y → X → Z → 0 of locally convex spaces to be
an (εL)-triple when, for every Banach space V , the tensorized sequence
0 −−−−→ V ⊗ˇεY −−−−→ V ⊗ˇεX −−−−→ V ⊗ˇεZ −−−−→ 0
is exact. In the category of Banach spaces one has:
Proposition 2. Let 0 → Y → X → Z → 0 be an exact sequence. The following
are equivalent:
(1) The sequence is an (εL)-triple.
(2) The sequence locally splits.
(3) For every Banach space V , the sequence
0 −−−−→ V ⊗ˇεY −−−−→ V ⊗ˇεX −−−−→ V ⊗ˇεZ −−−−→ 0
is exact and locally splits.
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(4) For every Banach space V , the sequence
0 −−−−→ V ⊗ˆπY −−−−→ V ⊗ˆπX −−−−→ V ⊗ˆπZ −−−−→ 0
is exact and locally splits.
Proof. The equivalence between (1) and (2) was obtained by Kaballo [28, Thm. 2.2].
To see that (1) implies (3) it is enough to check that the adjoint operator (Id⊗q)∗ :
(V ⊗ˇεZ)
∗ → (V ⊗ˇεX)
∗ admits a linear continuous projection. Let r be a projection
for q∗; i.e., r ◦ q∗ = IdZ∗ . Under the identification of the dual of the injective
tensor space with the space of integral operators the operator (Id⊗q)∗ becomes
left-composition with q∗. Thus, the operator R : I(V,X∗) → I(V, Z∗) given by
R(I) = r◦I induces a projection through (Id⊗q)∗. The case of the projective tensor
product is analogous using the corresponding identification (V ⊗ˆπZ)
∗ = L(V, Z∗).
That (3),(4) imply (2) is clear since V ⊗ˇεZ = V ⊗ˆπZ = Z when V = K. 
A few more facts about the so-called Aron-Berner extension for polynomials will
be required. If Y is a locally complemented subspace of X , it is then clear that
there exists a linear continuous section s : Y ∗ → X∗ extending operators (i.e.;
i∗s = IdY ∗ , [29, Th. 3.5]). The operator s induce –just using induction on n–
continuous linear maps
AB : P(nY )→ P(nX).
This is the well-known Aron-Berner extension. We will use the notationAB(P ) =
P . Different descriptions of the Aron-Berner extension can be seen in [2, 11, 22, 40].
The operator AB is a section for the restriction operator R : P(nX) → P(nY ).
Thus, the following exact sequence locally splits
0 −−−−→ ⊗ˆ
n
π,sY
⊗i
−−−−→ ⊗ˆ
n
π,sX −−−−→ (⊗ˆ
n
π,sX)/(⊗ˆ
n
π,sY ) −−−−→ 0.
About what types of polynomials are preserved by the Aron-Berner extension, it
is clear that polynomials of finite type, approximable, compact and weakly compact
polynomials are preserved (see [12, 40] for more classes of polynomials).
We now define the Aron-Berner extension for vector-valued polynomials. Let
Y, V be Banach spaces. If φ ∈ V ∗, the operator
AB : P(nY ;V )→ P(nX,V ∗∗)
is defined by composition AB(P )(x)(φ) = (φ ◦ P )(x) (see [11, 12, 40]). In general,
AB does not take its values in V . It is clear that if P ∈ P(nY ;V ) has weakly
compact associated linear operator TP : Y → P(
n−1Y ;V ) then AB(P ) is V -valued
(see [12, Section 2.3]). Since the classes of finite type, approximable, compact and
weakly compact polynomials all have weakly compact associated linear operator,
their respective Aron-Berner extensions are V -valued (see [12] for details and the
consideration of other classes of polynomials).
We are thus ready to obtain extension/lifting theorems for polynomials and
holomorphic functions.
Theorem 4. Let 0 → Y
i
→ X
q
→ Z → 0 be an exact sequence of Banach spaces.
The following are equivalent:
(1) The sequence locally splits.
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(2) The sequence PA-splits.
(3) The sequence PA-lifts.
(4) The sequence PK-splits,
(5) The sequence HK-splits.
(6) The sequence PW-splits
(7) The sequence HW-splits.
If, moreover, Z has the BAP, they are also equivalent to
(8) The sequence PK-lifts.
(9) The sequence HK-lifts.
Proof. (1)⇒ (3). To lift approximable polynomials it is enough to apply Proposi-
tion 2 and tensorize with PA(V ) since PA(
nV,X) = PA(
nV )⊗ˇεX ([16, 5.3]).
(1)⇒ (2) Let P ∈ Pf (
nY ;V ) be a polynomials of finite type, say P =
∑m
i=1 φ
n
i yi
where yi ∈ Y and φi ∈ Y
∗. Then AB(P ) =
∑m
i=1 s(φ)
n
i yi. It is follows that
AB : Pf (
nY ;V ) → Pf (
nX ;V ) is a complemented embedding. Using the argu-
ments of the proof of Theorem 3, the continuity of AB and the completeness of V
yield (2).
(1) ⇒ (4) and (6). For the case of PK-splitting and PW-splitting, let P ∈
P(nX,V ) and denote by P̂ ∈ L(⊗ˆ
n
π,sX,V ) the linearization of P transforming
compact polynomials (resp. w-compact) into compact operators (resp. w-compact)
and viceversa (see [36, Lemma 4.1]). Since the sequence locally splits, the Aron-
Berner extension provides the locally splitting of the sequence (see [11, 2.6])
0 −−−−→ ⊗ˆ
n
π,sY
⊗i
−−−−→ ⊗ˆ
n
π,sX −−−−→ Q = (⊗ˆ
n
π,sX)/(⊗ˆ
n
π,sY ) −−−−→ 0.
For a given polynomial P ∈ PK(
nY, V ) (resp. PW(
nY, V )), one gets that the lin-
earization of P̂ can be extended as in the diagram
0 −−−−→ ⊗ˆ
n
π,sY
⊗i
−−−−→ ⊗ˆ
n
π,sX −−−−→ Q −−−−→ 0
P̂
y P̂
y
V = V
since the tensorized sequence K-splits (resp. W-splits) by Theorem 3.
(1) ⇒ (5) and (7). Let us show now the case of holomorphic functions. Let
f ∈ HK(Y, V ) and let f(x) =
∑
k
dkf(0)
k! (x) be its Taylor series, where d
kf(0) ∈
PK(
nX,V ) (see [3, 18]). Then we may define the extension operator Φ : HK(Y, V )→
HK(X,V ) as
Φ(f) = f =
∑
k
dkf(0)
k!
.
The convergence follows from [12, Lemma 3.1] or [40] (see [2, 3, 18] for the scalar
case). The same argument works for the case HW(Y, V ) (see [3, 12]). To obtain the
converse, we just recall that the operators are exactly the polynomials of degree 1.
We may also easily check that the map s : Y ∗ → X∗ given by s(y∗) = d(Φ(y∗))(0)
is a section for i∗ : X∗ → Y ∗.
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(1) ⇒ (8). If Z has the BAP then one gets PK(
nV, Z) = PA(
nV, Z) ([16, 5.3]),
and the result follows from (3). 
Given a closed injective operator ideal U ⊆ W the theorem above can be extended
to the classes PU using the polynomial factorization given in [25, Cor. 5]. See the
comment after [12, Cor. 2.7.] for details. Taking this into account, Theorem 4
yields.
Corollary 1. Let 0 → Y
i
→ X
q
→ Z → 0 be an exact sequence of Banach spaces.
The following are equivalent:
(1) The sequence locally splits
(2) For every dual Banach space V ∗ with the BAP the functor PKw∗(
nV ∗,−)
transforms it into an exact sequence.
(3) For every dual Banach space V ∗ with the BAP the functor HKw∗(V
∗,−)
transforms it into an exact sequence.
Proof. It is well-known [16, 21] that if V ∗ has the BAP then also (⊗ˇ
n
s,εV )
∗ has the
BAP. The result now follows from the identification
(⊗ˇ
n
s,εV )⊗ˇε− = PKw∗(
nV ∗,−).

5. Characterization of L∞-spaces and L1-spaces
A Banach space X is said to be an L∞,λ-space (resp. L1,λ-space) if every finite
dimensional subspace E ⊂ X is contained in a finite dimensional subspace F ⊂ X
that is λ-isomorphic to ℓdimF∞ (resp. ℓ
dimF
1 ). If no reference to λ is necessary we
will simply say that X is an L∞ (resp. L1-space). Lindenstrauss and Rosenthal
characterize in [32, Thm. 4.1.] the L∞ (resp. L1)-spaces through the K-splitting
(resp. K-lifting) of exact sequences (equivalences (1) ⇔ (2) in Theorems 5 and 6
below), while Gonza´lez and Gutie´rrez in [23] extend the result using PK-splitting
(resp. PK-lifting). We provide next a unified approach to these results and several
generalizations.
Indeed, L∞ and L1-spaces are necessarily involved in our study of extension/lifting
of operators. To show why, recall that a Banach space X is said to be injective if
every exact sequence 0 → X → ♦ → ♠ → 0 splits. It is on the other hand well-
known that a Banach space is an L∞-space if and only if its bidual space is injective
[32, p. 335]. One therefore has the following characterization of L∞-spaces.
Theorem 5. Let Y be a Banach space. The following conditions are equivalent:
(1) Y is an L∞-space.
(2) Every exact sequence 0→ Y → ♦→ ♠ → 0 locally splits.
(3) Every exact sequence 0 → Y → ♦ → ♠ → 0 A-lifts for any of the choices
A = K, PK or HK.
(4) Each of the functors Y ⊗ˇε−, Kw∗(Y
∗,−), PKw∗(
nY ∗,−) or HKw∗(Y
∗,−)
transform exact sequences into exact sequences.
Proof. The equivalence between (1) and (2) is thus clear from the comments before
the statement of the theorem and Kalton’s characterization of locally splitting.
(1) ⇒ (3) Let K : Z → ♠ be a compact operator. Take an index set Γ for
which there exists a linear continuous surjection Q : ℓ1(Γ) → Z. Form then the
EXTENSION AND LIFTING OF OPERATORS AND POLYNOMIALS 11
commutative diagram
0 −−−−→ kerQ
i
−−−−→ ℓ1(Γ)
Q
−−−−→ Z −−−−→ 0yK1
yK0
yK
0 −−−−→ Y
j
−−−−→ ♦
q
−−−−→ ♠ −−−−→ 0
where we can assume that K0 is a compact lifting of KQ with ‖K0‖ ≤ (1+ ε)‖K‖,
see [32, Thm. 4.1.]. Thus, K1 must also be compact. Consider then a compact
extension K˜1 : ℓ1(Γ) → Y of K1, which yields a compact operator jK˜1 − K0 :
ℓ1(Γ)→ ♦. Since (jK˜1 −K0)i = 0, the operator jK˜1 −K0 must factorize through
a (necessarily compact) operator K˜ : Z → ♦ which is the desired lifting of K we
were looking for.
The exactness of Y ⊗ˇε− can be found in [28, Thm. 1.5]; see also [16, p. 307]).
For the remaining assertions one just need to recall ([37, p. 68] and [21, 3.1]) that
when Y is an L∞ space then also ⊗ˇ
n
ε,sY is an L∞-space and that the equality
PKw∗(
nY ∗,−) = (⊗ˇ
n
s,εY )⊗ˇε− holds since Y is complemented in ⊗ˇ
n
ε,sY .
For the holomorphic case, we consider that the decomposition of f as a formal
sum
∑
n Pn where Pn ∈ PKw∗(
nY ∗,−) ( [24, Prop. 5].) The result follows from the
proof of Theorem 4 .
(3) ⇒ (1) Given a compact operator K : X → Y , consider a commutative
diagram
0 −−−−→ X
i
−−−−→ ♦
Q
−−−−→ ♠ −−−−→ 0yK
yK0
yK1
0 −−−−→ Y
j
−−−−→ ℓ∞(Γ)
q
−−−−→ ℓ∞(Γ)/Y −−−−→ 0,
where K0,K1 can be chosen to be compact. A similar argument as above works.
(4) This follows from the Proposition 2 and Corollary 1.

Remark 1.
a) The case (3) for K (resp. (2) for W) appear in Domanski [19, Thm. 4],
equivalence between (b.i) and (b.ii) (resp. between (a.i) and (a.ii)).
b) Gonza´lez and Gutie´rrez show in [23, Remark 1] that PK(
n−, Y ) does not
necessarily transforms exact sequences into exact sequences, even when Y
is an L∞-space.
Dually, it is well-known that a Banach space is is an L1-space if and only if its
dual space is injective ([32]). One therefore has.
Theorem 6. Let Z be a Banach space. The following conditions are equivalent
(1) Z is an L1-space.
(2) Every exact sequence 0→ ♠→ ♦ → Z → 0 locally splits.
(3) Every exact sequence 0 → ♠ → ♦ → Z → 0 A-lifts for any of the choices
A = K, PK or HK.
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(4) Every exact sequence 0→ R→ ♦→ Z → 0 in which R is reflexive splits.
(5) Each of the functors Z⊗ˆπ− , K(Z,−), PK(
nZ,−) or HK(Z,−) transform
exact sequences into exact sequences.
Proof. The equivalence between (1) and (2) is clear, and since L1 spaces have the
BAP, the equivalence with (3) is also clear by Theorem 4. (4) is consequence of
the W-splitting and the Davis-Figiel-Johnson-Pe lczyn´ski factorization of weakly
compact operators [16, 9.6]. The equivalence (1) and (5) follows from [16, 3.9].
The proof for PK(
nZ,−) follows from the equality PK(
nZ,−) = ((⊗ˇ
n
ε,sZ
∗)⊗ˇε−)
and from the fact that (⊗ˇ
n
ε,sZ
∗) is an L∞-space ([37, p. 68] and [21, 3.1]). 
Observe that (4) has no analogue for L∞-spaces since L∞-spaces are not char-
acterized by W-lifting, as previous examples show. L1-spaces are not characterized
by W-lifting either: given a sequence 0→ ker q → ℓ1
q
→ L1[0, 1]→ 0, no embedding
ℓ2 → L1[0, 1] can be lifted through q since every operator ℓ2 → ℓ1 must be compact.
6. Extension vs. lifting for operator ideals
The difference between K-splitting and K-lifting was remarked by Theorem 3. In
the proof of Theorem 5 commutative diagrams such as
0 −−−−→ Y1
i
−−−−→ X1
Q
−−−−→ Z1 −−−−→ 0yT
yS
yR
0 −−−−→ Y
j
−−−−→ X
q
−−−−→ Z −−−−→ 0
appeared. It is well known that for such diagrams [13, 1.2, 1.3] –see also [19,
Prop. 1]– the operator R can be lifted to an operator Z1 → X if and only if T
can be extended to an operator X1 → Y . In the proof of Theorem 5 there was
moreover exhibited a certain symmetry between “R admits a compact lifting” and
“T admits a compact extension”. One could ask about the exact nature of such
extension/lifting behaviour and if the same happens for other operator ideals.
Definition 7. An operator ideal A will be called balanced when given a commutative
diagram
0 −−−−→ ker q −−−−→ ℓ1(Γ)
q
−−−−→ Z −−−−→ 0
ϕ
y
y ‖
0 −−−−→ Y −−−−→ X −−−−→ Z −−−−→ 0
‖
y
yψ
0 −−−−→ Y
j
−−−−→ ℓ∞(Λ)
Q
−−−−→ ℓ∞(Λ)/Y −−−−→ 0
the operator ϕ can be chosen in A if and only if ψ can be chosen in A.
Observe that this does not mean that ψ must be in A whenever ϕ is in A; it rather
means that whenever ϕ is in A the operator jϕ admits an extension ℓ1(Γ)→ ℓ∞(Λ)
whose induced operator Z → ℓ∞(Λ)/Y is in A and viceversa: whenever ψ is in A
the operator ψq admits a lifting ℓ1(Γ) → ℓ∞(Λ) whose restriction ker q → Y is in
A.
For reasons hidden in the homological roots of the problem (see Section 7) this
notion is interesting only when the ideal A is injective and surjective (see [34]; see
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also Section 7). Classical injective and surjective operator ideals appearing in the
literature (see [34]) are the ideals F; K; W; U (unconditional summing operators);
R (Rosenthal operators) and X (separable range operators). We determine now
their balanced character.
Proposition 3. The ideal K is balanced. The ideals W, U, X and R are not
balanced.
Proof. The ideal K of compact operators is balanced. Assume that ψ is compact,
which makes ψq also compact. An observe that an operator T : ℓ1(Γ)→ X is com-
pact if and only if for every countable part N ⊂ Γ the restriction T|ℓ1(N) is compact.
Which occurs if and only if {T (en)}n is a relatively compact set. In conclusion,
that an operator T i : ℓ1(Γ) → X is compact if and only if given any sequence of
e′is there is a subsequence (ej) for which (Tej) converges. Let ω be a continuous
(non-linear) selection for the quotient map ℓ∞(Λ) → ℓ∞(Λ)/Y , which exists by
the Bartle-Graves selection theorem [13, p. 52]. The operator Φ : ℓ1(Γ) → ℓ∞(Λ)
defined by Φ(ei) = ωϕqei is therefore compact, and its restriction to ker q yields
a compact operator ϕ : ker q → Y that makes commutative the diagram above.
Conversely, assume that ϕ is compact. Lindenstrauss’s characterizations of L∞
spaces [31] yield a compact extension K : ℓ1(Γ)→ ℓ∞(Λ) of jϕ. The operator QK
factorizes as QK = ψq with ψ compact.
The ideal W of weakly compact operators is not balanced. Using a result of Bour-
gain and Pisier [7, Thm. 2.1], every separable Banach space X can be embedded
into a separable L∞-space L∞(X) in such a way that the corresponding quotient
L∞(X)/X has the Schur property (namely, weakly convergent sequences are norm
convergent). Consider then an exact sequence 0 → D → ℓ1 → ℓ2 → 0, apply the
Bourgain-Pisier construction to D and combine both results in a push-out diagram
0 = 0y
y
0 −−−−→ D −−−−→ ℓ1 −−−−→ ℓ2 −−−−→ 0y
y ‖
0 −−−−→ L∞(D) −−−−→ PO −−−−→ ℓ2 −−−−→ 0y
y
S = Sy
y
0 = 0
By a standard 3-space argument (see [13, Thm. 6.1.a]) the space PO has the Schur
property, hence the sequence 0→ L∞(D)→ PO → ℓ2 → 0 cannot split. Consider
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a commutative diagram
0 −−−−→ ker q −−−−→ ℓ1
q
−−−−→ ℓ2 −−−−→ 0
ϕ
y
y ‖
0 −−−−→ L∞(D) −−−−→ PO −−−−→ ℓ2 −−−−→ 0
‖
y
yψ
0 −−−−→ L∞(D)
j
−−−−→ ℓ∞
Q
−−−−→ ℓ∞/L∞(D) −−−−→ 0.
The operator ψ is always weakly compact. However, the operator ϕ cannot be
weakly compact: since the space L∞(D) has the Schur property, every weakly
compact operator with range L∞(D) must be compact, and could therefore be ex-
tended to any separable superspace. This would make the middle sequence split.
The ideal U of unconditionally summing operators is not balanced. Recall that
an operator t : X → Y belongs to U(X,Y ) (i.e., it is unconditionally summing) if
and only if it is never an isomorphism on a copy of c0. Recall from [30], or else [9],
examples of nontrivial sequences
0 −−−−→ C[0, 1] −−−−→ X −−−−→ c0 −−−−→ 0.
Consider then a commutative diagram
0 −−−−→ ker q −−−−→ ℓ1
q
−−−−→ c0 −−−−→ 0
ϕ
y
y ‖
0 −−−−→ C[0, 1] −−−−→ X −−−−→ c0 −−−−→ 0
‖
y
yψ
0 −−−−→ C[0, 1]
j
−−−−→ ℓ∞
Q
−−−−→ ℓ∞/C[0, 1] −−−−→ 0.
The operator ϕ is always unconditionally summing since L(ℓ1, Y ) = U(ℓ1, Y ) for
every Banach space Y . On the other hand, every operator on c0 is either weakly
compact or an isomorphism on a copy of c0 (see [33]); i.e., U(c0, Y ) = W(c0, Y )
for every Banach space Y ; but weakly compact operators on c0 must be compact,
hence U(c0, Y ) = K(c0, Y ) for every Banach space Y . This means that every un-
conditionally summing ψ must be compact, hence, by Theorem 5, it can be lifted
to an operator c0 → ℓ∞, which means that the middle sequence splits.
The ideal X of separable range operators is not balanced. It is well-known the
existence of nontrivial exact sequences (see [27])
0 −−−−→ c0 −−−−→ X −−−−→ ℓ2(Γ) −−−−→ 0.
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Consider a commutative diagram
0 −−−−→ ker q −−−−→ ℓ1(Γ)
q
−−−−→ ℓ2(Γ) −−−−→ 0
ϕ
y
y ‖
0 −−−−→ c0 −−−−→ X −−−−→ c0 −−−−→ 0
‖
y
yψ
0 −−−−→ c0
j
−−−−→ ℓ∞
Q
−−−−→ ℓ∞/c0 −−−−→ 0.
Every ϕ with range c0 has separable range. On the other hand, if some ψ has
separable range S one gets a commutative diagram
0 −−−−→ c0 −−−−→ ℓ∞ −−−−→ ℓ∞/c0 −−−−→ 0∥∥∥
x
x
0 −−−−→ c0 −−−−→ W −−−−→ S −−−−→ 0∥∥∥
x
xψ
0 −−−−→ c0 −−−−→ X −−−−→ ℓ2(Γ) −−−−→ 0.
But Sobczyk’s theorem [10] yields that the middle sequence splits; hence the lower
sequence must also split.
The ideal R of Rosenthal operators is not balanced. Recall that an operator t
is said to be a Rosenthal operator if it maps bounded sequences into sequences
admitting weakly Cauchy subsequences. Consider an exact sequence 0 → ker q →
ℓ1
q
→ c0 → 0 and apply the Bourgain-Pisier construction [7, Thm. 2.1] to ker q to
get an exact sequence 0 → ker q → L∞(ker q) → S → 0 in which S has the Schur
property. Combine all this in a commutative push-out diagram
0 = 0y
y
0 −−−−→ ker q −−−−→ ℓ1 −−−−→ c0 −−−−→ 0y
y ‖
0 −−−−→ L∞(ker q) −−−−→ PO −−−−→ c0 −−−−→ 0y
y
S = Sy
y
0 = 0
By a standard 3-space argument (see [13, Thm. 6.1.a]) the space PO has the
Schur property, hence the sequence 0 → L∞(ker q) → PO → c0 → 0 cannot split.
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Consider now a commutative diagram
0 −−−−→ ker q −−−−→ ℓ1
q
−−−−→ c0 −−−−→ 0
ϕ
y
y ‖
0 −−−−→ L∞(ker q) −−−−→ PO −−−−→ c0 −−−−→ 0
‖
y
yψ
0 −−−−→ L∞(ker q)
j
−−−−→ ℓ∞
Q
−−−−→ ℓ∞/L∞(ker q) −−−−→ 0.
On one hand, L(c0, Y ) = R(c0, Y ) for every Banach space Y . Hence ψ must be
a Rosenthal operator. On the other hand, assume that some ϕ is a Rosenthal
operator. Since weakly Cauchy sequences in Schur spaces are weakly convergent,
and weakly convergent sequences are convergent, the operator ϕ must be compact.
Since the ideal K is balanced, there must be some compact ψ in the diagram above.
But since ℓ∞/L∞(K) is an L∞-space [32, Prop. 5.2.(c)], it has the BAP, and thus
Proposition 1 yields that ψ can be lifted to an operator L(c0, ℓ∞), which in turn
means that the middle sequence must split. 
7. Appendix. The homological language
Several of our results admit a homological formulation, which can be clearer for
those familiar with the language and methods of homological algebra. We make
now a brief exposition.
7.1. Exact functors. Let A be a suitable space of functions/operators. Given a
fixed Banach space X the functor A(X,−) assigns to a Banach space Y the space
A(X,Y ) and to each linear continuous operator τ : Y → Y1 the “composition-by
-the-left” map, namely τ◦ : A(X,Y ) −→ A(X,Y1) defined by τ◦(f) = τ ◦ f . The
fact that the direction of arrows is preserved is usually remarked by saying that
the functor is covariant. Dually, for fixed Y one has the contravariant functor
A(−, Y ) assigning to each Banach space X the space A(X,Y ) and to each linear
continuous operator τ : X → X1 the “composition-by -the-right” map, namely
τ◦ : A(X1, Y ) −→ A(X,Y ) defined by τ
◦(f) = f ◦ τ .
A functor F is said to be left-exact (resp. right-exact) when given an exact
sequence 0 → Y → X → Z → 0 the induced sequence 0 → F(Y ) → F(X) → F(Z)
(resp. F(Y ) → F(X) → F(Z) → 0) is exact. For instance, it is well known (see
[16, 28]) that the functor V ⊗ˇε− (resp. V ⊗ˆπ−) is left-exact (resp. right-exact);
or that given an injective and surjective operator ideal (see [34]) A the functor
A(X,−) is left-exact and the functor A(−, Y ) is right-exact.
Definition 8. We say that a functor F is semi-exact if it transforms locally splitting
sequences into exact sequences. We will say it is locally exact if it transforms locally
splitting sequences into locally splitting sequences.
Theorem 3 and Proposition 2 immediately yield.
Proposition 4. Given a Banach space V one has:
• The functors K(−, V ) and W(−, V ) are semi-exact.
• The functors A(V,−) and A(−, V ) are locally-exact.
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We have shown (combine Proposition 2, Theorem 4 and Aron-Berner extension)
that
Corollary 2. The functors (V ⊗ˇε−) and (V ⊗ˆπ−) are semi-exact if and only if they
are locally exact.
7.2. Derivation. In many concrete situations, the involved functorsA(Z,−) (resp.
A(−, Y )) are not exact. Homology theory was developed to study this case. The
measure of how far a functor F is from being exact is given by the so-called derived
functor of F. The derivation process can be performed in different forms: using pro-
jective presentations (when they exist), injective presentations (when they exist),
pull-back and push-out constructions, ... [26, 13].
Such is the case when one considers the category of Banach spaces and the
functor(s) induced by the operator ideal L, namely L(X,−) and L(−, X). In which
case the derived functor(s) are called Ext. See [8] for a detailed exposition. All this
means that if one has a Banach space Z and fixes a “projective presentation” of
Z; namely, an exact sequence 0→ ker q → ℓ1(I)
q
→ Z → 0, and then fixes another
Banach space Y then there exists an exact sequence
0 −→ L(Z, Y ) −→ L(ℓ1(I), Y ) −→ L(ker q, Y ) −→ Ext
p
L
(Z, Y ) −→ 0.
This can be taken as the definition of the space Extp
L
(Z, Y ), which can be called
the first derived functor of L(−,−); or, to be more precise, the first projectively
derived functor of L(−,−). If, instead, one fixes an “injective presentation” of Y ;
namely, exact sequences 0→ Y → ℓ∞(Λ)→ Q→ 0, then there also exists an exact
sequence
0 −→ L(Z, Y ) −→ L(Z, ℓ∞(Λ)) −→ L(Z,Q) −→ Ext
i
L(Z, Y ) −→ 0.
Here ExtiL(−,−) can be called the first derived (injectively derived, to be precise)
functor of L(−,−). Classical homology theory starts with the fact [26] that injective
and projective derivations coincide; i.e.:
Extp
L
(Z, Y ) = ExtiL(Z, Y ).
In fact, a non-written rule [26] asserts that when one is working in a reasonable
category in which injective and projective presentations exist then the derived func-
tors obtained via injective presentations and via projective presentations coincide.
What happens when the functor to be derived is not the one induced by the ideal
L, but is induced by other operator ideals A. Let us show that making relative
homology with respect to an operator ideal requires to distinguish between injective
and projective derivation. Indeed, one needs to ask the operator ideal to be injective
(see [34]) in order to compute the relative Ext via injective presentations; and it
has to be projective (see [34]) in order to compute the relative Ext using projective
presentations. Let us define these functors to then show that they can be quite
different.
Proposition 5. A projective operator ideal A is left-exact.
This yields that given a projective operator ideal A, a Banach space Z and an
exact sequence 0 → ker q → ℓ1(Γ)
q
→ Z → 0, and given another Banach space Y
then there exists an exact sequence
0 −→ A(Z, Y ) −→ A(ℓ1(Γ), Y ) −→ A(ker q, Y ) −→ ♦ −→ 0.
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Straightforward computations show that ♦ does not depend on the projective
presentation of Z, and this allows us to define
Extp
A
(Z, Y ) = ♦.
Proposition 6. An injective operator ideal A is right-exact.
This yields that given an injective operator ideal A, a Banach space Y and an
exact sequence 0→ Y → ℓ∞(Λ)→ Q→ 0, and given another Banach space Z then
there exists an exact sequence
0 −→ A(Z,Q) −→ A(Z, ℓ∞(Λ)) −→ A(Z, Y ) −→ ♦ −→ 0.
Straightforward computations show that ♦ does not depend on the injective pre-
sentation of Y , which allows us to define
ExtiA(Z, Y ) = ♦.
We have thus arrived to the core of the reason behind the definition of balanced
ideal. One has.
Proposition 7. An injective and surjective operator ideal A is balanced if projec-
tive and injective derivation coincide; equivalently, if the functors Extp
A
(·, ·) and
ExtiA(·, ·) are naturally equivalent.
It is easy now to translate the results of the previous section to this language.
For instance, the fact that K is balanced means that ExtK is well defined, while
the fact that W is not balanced means that one has to consider two functors ExtiW
and Extp
W
, which can be very different. For instance, the examples in the previous
section mean:
(1) ExtiW(ℓ2,L∞(D)) 6= 0 = Ext
p
W
(ℓ2,L∞(D)).
(2) ExtiU(c0, C[0, 1]) = 0 6= Ext
p
U
(c0, C[0, 1]).
(3) ExtiX(ℓ2(Γ), c0) = 0 6= Ext
p
U
(ℓ2(Γ), c0).
(4) ExtiR(c0,L∞(ker q)) 6= 0 = Ext
p
R
(c0,L∞(ker q)).
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