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Abstract
We define a new class of Humbert’s polynomials which generalizes the well-known class of Gegenbauer,
Legendre, Pincherle, Horadam–Mahon, Kinney, Hordam–Pethe, Gould and Pathan–Khan polynomials. We
prove that these generalized polynomials are eigenfunctions of the Hamiltonian of the Calogero–Sutherland
model. We show several differential equations having these polynomials for solutions.
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1. Introduction and main results
The Legendre polynomials Pn(x) defined by 1
(1−2xt+t2) 12
=∑n0 Pn(x)tn occur naturally
in the study of potential theory since any Newtonian potential U may be written with these
polynomials (see [9, p. 124]). Humbert’s polynomials arise in the study of generalized potential
problems [8] associated with the extended Laplace equation
∂3U
∂x3
+ ∂
3U
∂y3
+ ∂
3U
∂z3
− 3 ∂
3U
∂x∂y∂z
= 0.
In [6], Gould studied a generalization of Humbert and Legendre polynomials. He consid-
ers Pn(m,x, y,p,C) defined with (C −mxt + ytm)p =∑n0 Pn(m,x, y,p,C)tn where m is
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endre, Chebyshev, Pincherle, Kinney, Humbert, Milovanovic´ and Dordevic´ [10], Pathan and
Khan [11] polynomials. A generalization of the various polynomials mentioned above is pro-
vided by the polynomials Qαn(b0, b1, b2, . . . , bn) defined by
1
(b0 + b1t + b2t2 + · · · + bktk + · · ·)α =
∑
n0
Qαn(b0, b1, b2, . . . , bn)t
n (1.1)
where b0 = 0 and the parameter α is a complex number. Qα0 = b−α0 , Qα1 = −αb
−α−1
0
1! b1,
Qα2 =
αb−α−20
2!
(
(α + 1)b21 − 2b2b0
)
,
Qα3 = −
αb−α−30
3!
(
(α + 1)(α + 2)b31 − 6(α + 1)b1b2b0 + 6b3b20
)
,
Qα4 =
αb−α−40
4!
(
(α + 1)(α + 2)(α + 3)b41 − 12(α + 1)(α + 2)b21b2b0
+ 24(α + 1)b1b3b20 − 12(α + 1)b22b20 − 24b4b30
)
.
In the following, we consider the polynomials Kpn (b1, b2, . . . , bn) := Q−pn (1, b1, b2, . . . , bn)
where p is any complex number. The polynomials Kpn (b1, b2, . . . , bn) satisfy
(
1 + b1t + b2t2 + · · · + bktk + · · ·
)p = 1 +∑
n0
K
p
n (b1, b2, . . . , bn)t
n. (1.2)
From now, we shall assume that b0 = 1 and in the following, we shall denote indifferently Kpn
or Q
−p
n meaning that Q−pn (b1, b2, . . . , bn) = Kpn (b1, b2, . . . , bn). It is interesting to see that
K
p
n (b1, b2, . . . , bn) depends only on the first n coefficients b1, b2, . . . , bn and is independent
of bn+1, bn+2, . . . . Various expressions for Kpn as polynomials in the variables (b1, b2, . . . , bn),
where p is an integer, have been given recently in [1–4] and basic properties of these polynomials
have been explicited. In particular, we have [4,1]
∂K
p
n
∂bj
= pKp−1n−j × 1jn.
The Faber polynomials (Fn(b1, b2, . . . , bn))n0 are defined by [5,12]
log
(
1 + b1t + b2t2 + · · · + bmtm + · · ·
)= − ∞∑
n=1
Fn(b1, b2, . . . , bn)
tn
n
. (1.3)
The coefficients of all the polynomials (Fn)n1 have been given in [4] as well as the first (Fn) for
1  n  11. With (1.2) and (1.3), we obtain limp→0(1/p)Kpn = −(1/n)Fn. As particular case,
the Gegenbauer polynomials Cνn (1874), see [6] and [14, (4.7.8), p. 82] can be obtained from the
following generating function (1 − 2zt + t2)−ν =∑n0 Cνn(z)tn, where ν is a complex number.
We have limν→0(1/ν)Cνn(z) = (2/n)Tn(z) and Tn are the Chebyshev polynomials of the first
kind defined by 1−zt 2 =
∑
Tn(z)t
n
.1−2zt+t n0
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T (b0, b1, b2, . . . , bn, . . .)
=
∑
k1
∑
m1
{
kbkbm +
k∑
j=1
(k −m− 2j)bk−j bm+j
}
∂2
∂bk∂bm
+
∑
k1
kbk
∂
∂bk
= −b0
∑
k1
∑
m1
(m+ k)bm+k ∂
2
∂bk∂bm
+
∑
k1
∑
m1
kbkbm
∂2
∂bk∂bm
+
∑
k2
∑
m1
(
k−1∑
j=1
(k −m− 2j)bk−j bm+j
)
∂2
∂bk∂bm
+
∑
k1
kbk
∂
∂bk
.
We denote
(b1, b2, b3, . . . , bn, . . .) := T (1, b1, b2, b3, . . . , bn, . . .) (1.4)
= b1 ∂
∂b1
+ (b21 − 2b2) ∂2
∂b21
+ 2b2 ∂
∂b2
+ (2b1b2 − 6b3) ∂
2
∂b1∂b2
+ (2b22 − 2b1b3 − 4b4) ∂2
∂b22
+ · · · .
When we apply the operator  := (b1, b2, b3, . . . , bn, . . .) to a function φ := φ(b1, b2, . . . , bN)
which depends only of the first N coordinates, we have a finite sum for φ. The first coeffi-
cients δk,m of ∂
2
∂bk∂bm
in (b1, b2, b3, . . . , bn, . . .) with m,k  1 are given by
δ1,1 = −2b2 + b21, δ2,5 = −10b1b6 − 14b7 + 4b2b5,
δ1,2 = −6b3 + 2b1b2, δ2,6 = −12b1b7 − 16b8 + 4b2b6,
δ1,3 = −8b4 + 2b1b3, δ2,7 = −14b1b8 − 18b9 + 4b2b7,
δ1,4 = −10b5 + 2b1b4, δ3,3 = −2b2b4 − 4b1b5 − 6b6 + 3b32,
δ1,5 = −12b6 + 2b1b5, δ3,4 = −6b2b5 − 10b1b6 − 14b7 + 6b3b4,
δ1,6 = −14b7 + 2b1b6, δ3,5 = −8b2b6 − 12b1b7 − 16b8 + 6b3b5,
δ1,7 = −16b8 + 2b1b7, δ3,6 = −10b2b7 − 14b1b8 − 18b9 + 6b3b6,
δ2,2 = −2b1b3 − 4b4 + 2b22, δ3,7 = −12b2b8 − 16b1b9 − 20b10 + 6b3b7,
δ2,3 = −6b1b4 − 10b5 + 4b2b3, δ4,4 = −2b3b5 − 4b2b6 − 6b1b7 − 8b8 + 4b24,
δ2,4 = −8b1b5 − 12b6 + 4b2b4, δ4,5 = −6b3b6 − 10b2b7 − 14b1b8 − 18b9 + 8b4b5.
We shall prove
Theorem 1.1. The following holds
(b1, b2, . . . , bn, . . .)Fn(b1, b2, . . . , bn) = n2Fn(b1, b2, . . . , bn). (1.5)
Theorem 1.2. Let α be a complex number and let
Lα = (b1, b2, b3, . . . , bn, . . .)− α
∑
k2bk
∂
∂bk
. (1.6)k1
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LαQαn =
(
n2 − αn)Qαn. (1.7)
We adopt the point of view of [4]. For N a positive integer, let (x1, x2, . . . , xN) be such that
ΦN(X) = 1 + b1X + b2X2 + · · · + bNXN =
N∏
j=1
(1 − xjX).
When N tends to the infinity, though it is formal and it means for arbitrary N , we put
Φ(z) = 1 + b1z + b2z2 + · · · + bnzn + · · · =
∞∏
j=1
(1 − xj z).
To the sequence (b1, b2, b3, . . . , bn, . . .) we associate (x1, x2, x3, . . . , xn, . . .). We assume for
simplicity that all the x1, x2, . . . , xn, . . . are distinct. In the case of ΦN , we have
b1 = −(x1 + x2 + · · · + xN),
b2 = x1x2 + x1x3 + · · · + x1xN + x2x3 + · · · ,
bj = (−1)j
∑
1i1<i2<···<ijN
xi1xi2 · · ·xij for 1 j N. (1.8)
For nN , the polynomials Qαn can be expressed in terms of (x1, x2, . . . , xN) as follows:
Proposition 1.3. For 1 nN ,
Qαn(b1, b2, . . . , bN) =
∑
k1+k2+···+kN=n
αk1αk2 · · ·αkN xk11 xk22 · · ·xkNN ,
where αn = α(α+1)···(α+n−1)n! .
For example, when N = 3, we get
Qα1 = α(x1 + x2 + x3),
Qα2 =
α(α + 1)
2
(
x21 + x22 + x23
)+ α2(x1x2 + x1x3 + x2x3),
Qα3 =
α(α + 1)(α + 2)
3!
(
x31 + x32 + x33
)
+ α
2(α + 1)
2
(
x21x2 + x21x3 + x22x3 + x22x1 + x23x1 + x23x2
)+ α3x1x2x3.
If we consider the Faber polynomials of the second kind Gn(b1, b2, . . . , bN) := Q1n(b1, b2,
. . . , bN) we find that
Gn(b1, b2, . . . , bN) =
∑
k1+k2+···+kN=n
x
k1
1 x
k2
2 · · ·xkNN .
In particular Gn(−z,1,0, . . . ,0) = xn1 + xn−11 x2 + xn−21 x22 + · · · + xn2 where z = x1 + x2 and
x1x2 = 1. If we set z = 2 cos θ , we get
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= sin(n+ 1)θ
sin θ
= Un(cos θ),
where Un is the Chebyshev polynomial of the second kind.
For general N , we define the two differential operators:
AN =
∑
1i<jN
xi + xj
xi − xj
(
xi
∂
∂xi
− xj ∂
∂xj
)
and BN =
N∑
j=1
x2j
∂2
∂x2j
.
We put (compare with the Hamiltonian of the Calogero–Sutherland model in [13]),
HN,α =
N∑
j=1
x2j
∂2
∂x2j
+ α
∑
1i<jN
xi + xj
xi − xj
(
xi
∂
∂xi
− xj ∂
∂xj
)
= BN + αAN.
In this work, we prove that
Theorem 1.4. For 1 nN and for α ∈C,
HN,αQ
α
n =
(
n2 + {α(N − 1)− 1}n)Qαn. (1.9)
Remark that it can be verified by an elementary calculation for small values of N . For exam-
ple, when N = 3,
B3
(
Qα3
)= α(α + 1)(α + 2)(x31 + x32 + x33)
+ α2(α + 1)(x21x2 + x21x3 + x22x3 + x22x1 + x23x1 + x23x2)
and
A3
(
Qα3
)= α(α + 1)(3α + 2)(x21x2 + x21x3 + x22x3 + x22x1 + x23x1 + x23x2)
+ 6α2(α + 1)x1x2x3 + α(α + 1)(α + 2)
(
x31 + x32 + x33
)
,
which gives (B3 + αA3)Qα3 = 6(1 + α)Qα3 .
Corollary 1.5. In Theorem 1.4, for 1 p N , we put xp = exp(2iyp) where yp ∈C. Then
DQαn = −4
(
n2 + {α(N − 1)− 1}n)Qαn, (1.10)
where
D =
N∑
k=1
∂2
∂y2k
+ 2α
∑
1k<jN
cotan(yk − yj )
(
∂
∂yk
− ∂
∂yj
)
.
The operator D is, for some value of α, the radial part of the Laplace–Beltrami operator on
the symmetric space of the noncompact type [7, Proposition 3.9].
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The polynomials Fn(b1, b2, b3, . . . , bn) defined by (1.3) are homogeneous of degree n in the
variables (b1, b2, . . . , bn) where bk has weight k, then
∑∞
k=1 kbk
∂Fn
∂bk
= nFn. Taking the square
of L0 = ∑∞k=1 kbk ∂∂bk , we obtain ∑∞k=1∑kj=1 j (k − j)bj bk−j ∂2Fn∂bj ∂bk−j = n2Fn. On the other
hand, for nN [4, Theorem 2.2],
Fn(b1, b2, . . . , bN) = xn1 + xn2 + · · · + xnN . (2.1)
It is not difficult to see that
N∑
j=1
xj
∂
∂xj
(
xn1 + xn2 + · · · + xnN
)= n(xn1 + xn2 + · · · + xnN ),
N∑
j=1
x2j
∂2
∂x2j
(
xn1 + xn2 + · · · + xnN
)= n(n− 1)(xn1 + xn2 + · · · + xnN ).
It follows that(
N∑
j=1
x2j
∂2
∂x2j
+
N∑
j=1
xj
∂
∂xj
)
Fn(b1, b2, . . . , bN) = n2Fn(b1, b2, . . . , bN). (2.2)
We denote, see (1.4),
(b1, b2, b3, . . . , bN)
:= (b1, b2, b3, . . . , bN ,0,0, . . .)
=
N∑
k=1
N∑
m=1
(
kbkbm +
k∑
j=1
(k −m− 2j)bk−j bm+j
)
∂2
∂bk∂bm
+
N∑
k=1
kbk
∂
∂bk
.
Theorem 2.1. The following hold true
∑
j1
jbj
∂
∂bj
=
∑
j1
xj
∂
∂xj
, (2.3)
(b1, b2, b3, . . . , bn, . . .) =
∑
j1
x2j
∂2
∂x2j
+
∑
j1
xj
∂
∂xj
. (2.4)
Moreover
∑N
j=1 jbj ∂∂bj =
∑N
j=1 xj ∂∂xj and
(b1, b2, b3, . . . , bN) =
N∑
j=1
x2j
∂2
∂x2j
+
N∑
j=1
xj
∂
∂xj
.
First, we prove (2.3). In (2.3), we have first-order differential operators, thus it is enough
to verify that they coincide on the function φ(z) = 1 + b1z + b2z2 + · · · + bnzn + · · · =∏
(1 − xj z). We havej1
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k1
xk
∂
∂xk
φ(z) = −
∑
k1
xkz
∏
j1; j =k
(1 − xj z) =
∑
k1
−xk
1 − xkz × z
∏
j1
(1 − xj z)
= d
dz
log
∏
j1
(1 − xj z)× z
∏
j1
(1 − xj z) = zφ′(z)
=
∑
j1
jbj
∂
∂bj
φ(z),
which gives (2.3).
In order to prove the second identity, we need the following three lemmas.
Lemma 2.2. Let Φ(z) = 1 + b1z+ b2z2 +· · ·+ bnzn +· · · , the coefficient δk,m of ∂2∂bk∂bm in (1.4)
can be obtained from
zu
(
Φ(z)Φ ′(u)−Φ(u)Φ ′(z)
z − u
)
=
∑
k1
∑
m1
δk,mz
kum. (2.5)
Proof. We have
Φ(z)Φ ′(u)−Φ(u)Φ ′(z) =
∑
i0
∑
j0
(j + 1)bibj+1ziuj −
∑
i0
∑
j0
(j + 1)bibj+1uizj ,
which can be written as
Φ(z)Φ ′(u)−Φ(u)Φ ′(z)
z − u =
∑
i0
∑
j0
(j + 1)bibj+1
(
ziuj − uizj
z − u
)
.
For i = j all terms are zeros, then if we separate the cases i > j and i < j , we get
Φ(z)Φ ′(u)−Φ(u)Φ ′(z)
z − u =
∑
i1
i−1∑
j=0
(j + 1)bibj+1zjuj
(
zi−j − ui−j
z − u
)
+
∑
i0
∑
ji+1
(j + 1)bibj+1ziui
(
uj−i − zj−i
z − u
)
=
∑
i1
i−1∑
j=0
(j + 1)bibj+1zjuj
i−j−1∑
p=0
zpui−j−p−1
−
∑
i0
∑
ji+1
(j + 1)bibj+1ziui
j−i−1∑
p=0
zpuj−i−p−1.
Now we change the order of summation and put
R1 =
∑
j0
(j + 1)bj+1zjuj
∑
ij+1
bi
(
ui−j−1 + zui−j−2 + · · · + zi−j−1),
R2 =
∑
(j + 1)bj+1ziui
j−1∑
bi
(
uj−i−1 + zuj−i−2 + · · · + zj−i−1),j1 i=0
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′(u)−Φ(u)Φ ′(z)
z−u = R1 −R2. To calculate the coefficient of zkum in R1 and R2, due to
the symmetry in z and u, we may suppose that k m. The coefficient of zkum in R1 equals
(k + 1)bk+1bm+1 + kbkbm+2 + (k − 1)bk−1bm+3 + · · · + 2b2bm+k + b1bk+m+1
and in R2 equals
(m+ 2)bm+2bk + (m+ 3)bm+3bk−1 + · · · + (m+ k + 1)bm+k+1b1
+ (m+ k + 2)bm+k+2.
Therefore the coefficient of zk−1um−1 in Φ(z)Φ
′(u)−Φ(u)Φ ′(z)
z−u equals
kbkbm +
k∑
j=1
(k −m− 2j)bk−j bm+j ,
which completes the proof. 
Lemma 2.3. Let Φ be an analytic function of (b1, b2, . . . , bn, . . .) or equivalently of the (xk)k1.
Then ∑
k1
x2k
∂2Φ
∂x2k
=
∑
j1;k1
βj,k
∂2Φ
∂bj∂bk
, (2.6)
where
βj,k =
∑
k1
x2k
∂bj
∂xk
∂bk
∂xk
. (2.7)
Proof. By the composition of differentiation,
xk
∂Φ
∂xk
= xk
∑
j1
∂bj
∂xk
∂Φ
∂bj
and xk
∂
∂xk
(
xk
∂Φ
∂xk
)
= xk ∂Φ
∂xk
+ x2k
∂
∂xk
∑
j1
∂bj
∂xk
∂Φ
∂bj
,
we obtain (2.6) and (2.7) since ∂2bj
∂x2k
= 0. 
Lemma 2.4. Let Φ(z) = 1+b1z+b2z2 +b3z3 +· · · =∏j1(1−xj z) and let βj,k be as in (2.7).
Then
zu
(
Φ(z)Φ ′(u)−Φ(u)Φ ′(z)
z − u
)
=
∑
j1
∑
kj
βj,kz
juk. (2.8)
Proof.
∑
k1 x
2
k
∂bj
∂xk
∂bq
∂xk
is the coefficient of zjuq in
∑
k1
xk
∂
∂xk
(∏
j1
(1 − xj z)
)
× xk ∂
∂xk
(∏
j1
(1 − xju)
)
=
∑ −xkz
1 − xkz ×
−xku
1 − xkuΦ(z)Φ(u)
k1
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∑
k1
xk
(
xk
(1 − xkz)(1 − xku)
)
= zu
z − uΦ(z)Φ(u)
(∑
k1
xk
1 − xkz −
∑
k1
xk
1 − xku
)
.
Hence
∑
k1 x
2
k
∂bj
∂xk
∂bq
∂xk
is the coefficient of zjuq in
zu
z − uΦ(z)Φ(u)
(
− d
dz
logΦ(z)+ d
du
logΦ(u)
)
.
This gives (2.8). 
Proof of Theorem 2.1. To prove (2.4), we apply Lemma 2.3 to obtain
∑
k1
x2k
∂2
∂x2k
=
∑
j1;k1
βj,k
∂2
∂bj ∂bk
. (2.9)
Now, if we combine Lemma 2.2 and Lemma 2.4 we get βj,k = δj,k . Hence (2.9) becomes
∑
k1
x2k
∂2
∂x2k
=
∑
j1;k1
δj,k
∂2
∂bj ∂bk
.
Finally, with the help of (2.3), the proof is completed. 
If we combine (2.2) and (2.4), we get
Corollary 2.5. For nN ,
(b1, b2, . . . , bN)Fn(b1, b2, . . . , bN) = n2Fn(b1, b2, . . . , bN). (2.10)
Proof of Theorem 1.1. If we take N = n in (2.10), the Faber polynomial Fn verify
(b1, b2, b3, . . . , bn)Fn(b1, b2, . . . , bn) = n2Fn(b1, b2, . . . , bn),
which is equivalent to (1.5). 
We conclude this section by giving another proof of the Theorem 2.1. To do this, we need
Lemma 2.6. For 1 j N , the coefficients bj given in (1.8) verify
xk
∂bj
∂xk
= bj + ∂bj+1
∂xk
and
∂b1
∂xk
= −1.
Moreover ∂
2bj
∂x2k
= 0.
Proof. Let Φ(z) = 1 + b1z + b2z2 + · · · =∏j1(1 − xj z). Differentiate with respect to xk ,∑ ∂bj
∂xk
zj = −z
∏
(1 − xj z). (2.11)
j1 j1; j =k
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∂2bj
∂x2k
= 0. In (2.11),
we multiply by xk , then∑
j1
(
xk
∂bj
∂xk
)
zj = −xkz
∏
j1; j =k
(1 − xj z) =
∏
j1
(1 − xj z)−
∏
j1; j =k
(1 − xj z). (2.12)
We multiply by z each side, Eq. (2.12) becomes
∑
j1
(
xk
∂bj
∂xk
)
zj+1 = z(1 + b1z + b2z2 + · · ·)− z ∏
j1; j =k
(1 − xj z)
= z(1 + b1z + b2z2 + · · ·)+∑
j1
∂bj
∂xk
zj . (2.13)
Then, we identify equal powers of z in (2.13). 
Proof of Theorem 2.1. To prove the formula (2.4) it suffices to show
(b1, b2, b3, . . . , bN) =
N∑
j=1
x2j
∂2
∂x2j
+
N∑
j=1
xj
∂
∂xj
.
First we prove the result for N = 2; one has
b1 = −(x1 + x2), b2 = x1x2, x21 + x22 = b21 − 2b2, (2.14)
For j = 1,2, set xj = eyj to obtain ∂2
∂y2j
= x2j ∂
2
∂x2j
+ xj ∂∂xj . On the other hand, for j = 1,2,
∂
∂yj
= −xj ∂
∂b1
+ b2 ∂
∂b2
,
∂2
∂y2j
= −xj ∂
∂b1
+ x2j
∂2
∂b21
− 2xjb2 ∂
2
∂b2∂b1
+ b2 ∂
∂b2
+ b22
∂2
∂b22
.
It follows that:
∂2
∂y21
+ ∂
2
∂y22
= (b21 − 2b2) ∂2
∂b21
+ 2b22
∂2
∂b22
+ 2b1b2 ∂
2
∂b2∂b1
+ 2b2 ∂
∂b2
+ b1 ∂
∂b1
= (b1, b2).
Hence the formula (2.4) is valid for N = 2. Then just as we did in the case N = 2, we prove the
general case. Setting xj = eyj , j = 1,2, . . . ,N , we see that
∂
∂yj
= xj ∂
∂xj
and
∂2
∂y2j
= x2j
∂2
∂x2j
+ xj ∂
∂xj
. (2.15)
We denote by DN the Laplacian
DN =
N∑ ∂2
∂y2j
. (2.16)j=1
A. Bouali / Bull. Sci. math. 133 (2009) 733–755 743To show that
DN = (b1, b2, b3, . . . , bN) (2.17)
we write ∂
∂yj
=∑Nk=1 ∂bk∂yj ∂∂bk for j = 1,2,3, . . . ,N . This gives
∂2
∂y2j
=
N∑
k=1
∂2bk
∂y2j
∂
∂bk
+
N∑
k=1
N∑
m=1
∂bk
∂yj
∂bm
∂yj
∂2
∂bm∂bk
.
It follows that the Laplacian DN can be written as
DN =
N∑
k=1
(
N∑
j=1
∂2bk
∂y2j
)
∂
∂bk
+
N∑
k=1
N∑
m=1
(
N∑
j=1
∂bk
∂yj
∂bm
∂yj
)
∂2
∂bm∂bk
. (2.18)
Because bk are homogeneous polynomials, we have
∑N
j=1 xj
∂bk
∂xj
= kbk . With (2.15) and since
∂2bk
∂x2j
= 0, we find that∑Nj=1 ∂2bk∂y2j = kbk . Then we have identified with
∑N
k=1 kbk ∂bk the first term
in (2.18). For the second term, we apply Lemma 2.6 and for k  1 we obtain
−∂bk
∂xj
= bk−1 + xjbk−2 + x2j bk−3 + · · · + xk−2j b1 + xk−1j ,
−xj ∂bk
∂xj
= xjbk−1 + x2j bk−2 + x3j bk−3 + · · · + xk−1j b1 + xkj (2.19)
and
N∑
j=1
∂bk
∂yj
∂bm
∂yj
=
N∑
j=1
(
xj
∂bk
∂xj
)(
xj
∂bm
∂xj
)
=
N∑
j=1
(
k∑
l=1
xlj bk−l
)(
m∑
q=1
x
q
j bm−q
)
=
N∑
j=1
m∑
q=1
k∑
l=1
x
q+l
j bk−lbm−q .
Hence
N∑
j=1
∂bk
∂yj
∂bm
∂yj
=
m∑
q=1
(
k∑
l=1
πq+lbk−l
)
bm−q . (2.20)
The polynomials bi are related to Newton symmetric polynomials πk =∑Ni=1 xki by
−nbn = π1bn−1 + π2bn−2 + π3bn−3 + · · · + πn−1b1 + πn, (2.21)
then
k∑
l=1
πq+lbk−l =
k−1∑
l=1
πq+lbk−l + πq+k
=
k−1∑
l=1
πq+lbk−l −
q+k−1∑
l=1
blπk+q−l − (q + k)bq+k.
If we replace the indices of summations, this expansion takes the form
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l=1
πq+lbk−l =
q+k−1∑
l=q+1
πlbk+q−l −
q+k−1∑
l=1
bk+q−lπl − (q + k)bq+k
= −
q∑
l=1
πlbk+q−l − (q + k)bq+k.
Hence (2.20) becomes
N∑
j=1
∂bk
∂yj
∂bm
∂yj
= −
m∑
q=1
q∑
l=1
πlbk+q−lbm−q −
m∑
q=1
(q + k)bq+kbm−q .
Furthermore,
−
m∑
q=1
q∑
l=1
πlbk+q−lbm−q = −
m∑
q=1
q−1∑
i=0
πq−ibk+ibm−q
=
m−1∑
i=0
bk+i
(
−
m∑
q=i+1
πq−ibm−q
)
=
m−1∑
i=0
bk+i (m− i)bm−i .
Hence, we rewrite (2.20) as
N∑
j=1
∂bk
∂yj
∂bm
∂yj
=
m−1∑
i=0
bk+i (m− i)bm−i −
m∑
q=1
(q + k)bq+kbm−q (2.22)
= mbkbm +
m∑
j=1
(m− k − 2j)bk−j bm+j .
We have obtained the second term in (2.18), we find (2.17). Finally, the use of the second iden-
tity (2.15) gives (2.4) and the proof is complete. 
3. The differential equation for Kpn
In this section, we prove Theorems 1.2 and 1.4 for any complex number α. First we prove
Theorem 1.2 in the case where α is a positive integer, let Qαn = K−αn = K−pn . For any posi-
tive integer p, the polynomials Fn := Fn(b1, b2, . . . , bN) and K−pn := K−pn (b1, b2, . . . , bN) are
related by
K
−p
n = (−1)p 1
(p − 1)!(n + p)
∂pFn+p
∂pb1
, (3.1)
see [1]. The following theorem is a consequence of (3.1).
Theorem 3.1. For any positive integer p, the polynomials K−pn (b1, b2, . . . , bN) satisfy
LpK−pn =
(
n2 − pn)K−pn , (3.2)
where Lp = (b1, b2, b3, . . . , bn, . . .)− p∑ k2bk ∂ is given by (1.6).k1 ∂bk
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(
(b1, b2, . . . , bN)− p
N∑
m=1
m2bm
∂
∂bm
)
K
−p
n =
(
n2 − pn)K−pn . (3.3)
First we observe that
(b1, b2, b3, . . . , bn, . . .) = 1(b1, b2, b3, . . . , bn, . . .)+2(b1, b2, b3, . . . , bn, . . .)
where
1(b1, b2, b3, . . . , bn, . . .) = b21
∂2
∂2b1
+ b1
∑
m2
(m+ 1)bm ∂
2
∂bm∂b1
+ b1 ∂
∂b1
− b1
∑
k2
∑
m1
(k +m− 2)bm+k−1 ∂
2
∂bk∂bm
and
2(b1, b2, b3, . . . , bn, . . .)
= −
∑
k1
∑
m1
(m+ k)bm+k ∂
2
∂bk∂bm
+
∑
k2
∑
m2
kbkbm
∂2
∂bk∂bm
+
∑
k3
∑
m1
(
k−2∑
j=1
(k −m− 2j)bk−j bm+j
)
∂2
∂bk∂bm
+
∑
k2
kbk
∂
∂bk
.
Then the commutator [, ∂
∂b1
] = [1, ∂∂b1 ] can be written as follows:[
,
∂
∂b1
]
= −2b1 ∂
2
∂2b1
−
∑
m2
(m+ 1)bm ∂
2
∂bm∂b1
− ∂
∂b1
+
∑
k2
∑
m1
(k +m− 2)bm+k−1 ∂
2
∂bk∂bm
.
Eq. (2.10) yields (b1, b2, . . . , bN)Fn+p = (n + p)2Fn+p . Differentiating this identity p-times
with respect to b1, we obtain
p
N∑
m=1
(m+ 1)bm ∂
p+1Fn+p
∂bm∂pb1
+ p
N∑
k=2
N∑
m=1
(−k −m+ 2)bm+k−1 ∂
p+1Fn+p
∂bk∂bm∂p−1b1
(3.4)
+ p2 ∂
pFn+p
∂pb1
+∂
pFn+p
∂pb1
= (n+ p)2 ∂
pFn+p
∂pb1
.
From [1], we have
∂K
−p
n = −pK−(p+1)n−k . (3.5)∂bk
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p
N∑
m=1
(m+ 1)bm ∂K
−p
n
∂bm
+ p
N∑
k=2
N∑
m=1
(−k −m+ 2)bm+k−1
∂K
−p
n−k+1
∂bm
+K−pn
= ((n+ p)2 − p2)K−pn ,
which gives that
2p
N∑
m=1
mbm
∂K
−p
n
∂bm
+ p
N∑
k=1
N∑
m=1
(−k −m+ 2)bm+k−1
∂K
−p
n−k+1
∂bm
+K−pn
= ((n+ p)2 − p2)K−pn . (3.6)
Furthermore, K−pn is a homogeneous polynomial of degree n, therefore
N∑
m=1
mbm
∂K
−p
n
∂bm
= nK−pn (3.7)
and (3.6) becomes
p
N∑
m=1
mbm
∂K
−p
n
∂bm
+ p
N∑
k=1
N∑
m=1
(−k −m+ 2)bm+k−1
∂K
−p
n−k+1
∂bm
+K−pn
= (n2 + pn)K−pn .
In the double summation we replace k − 1 by k, then
p
N∑
m=1
mbm
∂K
−p
n
∂bm
+ p
N−1∑
k=0
N∑
m=1
(−k −m+ 1)bm+k
∂K
−p
n−k
∂bm
+K−pn =
(
n2 + pn)K−pn
so that
p
N∑
m=1
bm
∂K
−p
n
∂bm
+ p
N−1∑
k=1
N∑
m=1
(−k −m+ 1)bm+k
∂K
−p
n−k
∂bm
+K−pn
= (n2 + pn)K−pn . (3.8)
From (3.5) we have
∂K
−p
n−k
∂bm
= ∂K
−p
n
∂bm+k
.
Hence the polynomials K−pn (b1, b2, . . . , bN) satisfy
N−1∑
k=1
N∑
m=1
(−k −m+ 1)bm+k
∂K
−p
n−k
∂bm
=
N−1∑
k=1
N∑
m=1
(−k −m+ 1)bm+k ∂K
−p
n
∂bm+k
=
N−1∑ N∑
(−m+ 1)bm ∂K
−p
n
∂bm
k=1 m=k+1
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N−1∑
k=1
(
N∑
m=1
(−m+ 1)bm ∂K
−p
n
∂bm
)
−
N−1∑
k=1
(
k∑
m=1
(−m+ 1)bm ∂K
−p
n
∂bm
)
.
Now
N−1∑
k=1
(
N∑
m=1
(−m+ 1)bm ∂K
−p
n
∂bm
)
= −(N − 1)
N∑
m=1
mbm
∂K
−p
n
∂bm
+ (N − 1)
N∑
m=1
bm
∂K
−p
n
∂bm
and
N−1∑
k=1
(
k∑
m=1
(−m+ 1)bm ∂K
−p
n
∂bm
)
=
N∑
m=1
(N −m)(−m+ 1)bm ∂K
p
n
∂bm
.
Hence with the help of (3.7), we obtain
N−1∑
k=1
N∑
m=1
(−k −m+ 1)bm+k
∂K
−p
n−k
∂bm
= 2nK−pn −
N∑
m=1
m2bm
∂K
−p
n
∂bk
−
N∑
m=1
bm
∂K
−p
n
∂bk
.
Then (3.8) becomes
2npK−pn − p
N∑
m=1
m2bm
∂K
−p
n
∂bm
+K−pn =
(
n2 + pn)K−pn
which is equivalent to (3.3). 
Proof of Theorem 1.2. According to Theorem 3.1, LαQαn = (n2 − αn)Qαn is true for α = p
where p is a positive integer. To obtain Theorem 1.2 in the general case, that is to prove that
LαQαn = (n2 − αn)Qαn for any complex number α, it suffices to show that Qαn are polynomials
in α. In fact, from (1.1), with b0 = 1, we get
log
(
1 +
∑
n1
Qαn(b1, b2, . . . , bn)w
n
)
= −α log(1 + b1w + b2w2 + · · · + bkwk + · · ·)= α∑
n1
Fn
n
wn. (3.9)
Then 1 + ∑n1 Qαn(b1, b2, . . . , bn)wn = exp(∑n1 αFnn wn). On the other hand, the Waring
polynomials Pn(t1, t2, . . . , tn) defined in [2], are given by
Pn(t1, t2, . . . , tn) =
∑
k1+2k2+···+nkn=n
n!
k1!k2! · · ·kn!
(−t1
1
)k1(−t2
2
)k2
· · ·
(−tn
n
)kn
(3.10)
or equivalently by
1 +
∑
Pn(t1, t2, . . . , tn)
wn
n! = exp
(
−
∑ tn
n
wn
)
. (3.11)n1 n1
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Qαn =
1
n!Pn(−αF1,−αF2, . . . ,−αFn) (3.12)
which by using (3.10) yields an explicit formula for the polynomials Qαn :
Qαn =
∑
k1+2k2+···+nkn=n
αk1+k2+···+kn
k1!k2! · · ·kn!
(−F1
1
)k1(−F2
2
)k2
· · ·
(−Fn
n
)kn
. (3.13)
This completes the proof. 
A direct proof of Theorem 1.2 can be given for any complex number α as follows:
Theorem 3.2. Let (bj )j1 and (xk)k1 be related by 1+b1z+b2z2 +· · · =∏k1(1−xkz) and
let
D =
∑
k1
xk
( ∑
j ; j =k
xj
xj − xk
)
∂
∂xk
.
Then
2D =
∑
k =j
xj xk
xj − xk
(
∂
∂xk
− ∂
∂xj
)
=
∑
j1
j (j − 1)bj ∂
∂bj
. (3.14)
Moreover, let N  2, N integer, if the variables (xk)1kN and (bj )1jN are related through
the identity
ΦN(z) = 1 + b1z + b2z2 + · · · + bNzN =
∏
1jN
(1 − xj z),
we have
AN =
∑
1j<qN
xj + xq
xj − xq
(
xj
∂
∂xj
− xq ∂
∂xq
)
=
N∑
k=1
k(N − k)bk ∂
∂bk
(3.15)
and
AN + 2D = (N − 1)
N∑
k=1
kbk
∂
∂bk
. (3.16)
Proof. Since we consider first-order differential operators, it is enough to prove that they coin-
cide on Φ(z). With Φ(z) = 1 +∑j1 bj zj , we have∑
j1
j (j − 1)bj ∂
∂bj
Φ(z) = z2Φ ′′(z).
On the other hand, with Φ(z) =∏j1(1 − xj z) and taking the logarithmic derivative, we have
Φ ′(z) =
∑ −xk
1 − xkz ×Φ(z),k1
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Φ ′′(z) =
∑
k1
−x2k
(1 − xkz)2 Φ(z)+
(∑
k1
−xk
1 − xkz
)2
Φ(z).
This gives
z2Φ ′′(z) =
∑
k,j ;k =j
xj xkz
(1 − xkz)(1 − xj z)zΦ(z) = MzΦ(z)
with
M =
∑
k,j ;k =j
xj xkz
(1 − xkz)(1 − xj z) .
Now, we calculate DΦ(z) with Φ(z) =∏j1(1 − xj z),
DΦ(z) =
∑
k1
xk
( ∑
j ; j =k
xj
xj − xk
) −z
1 − xkzΦ(z).
To identify 2D with
∑
j1 j (j − 1)bj ∂∂bj , it is enough to verify that
M = 2
∑
k1
xk
( ∑
j ; j =k
xj
xj − xk
) −1
1 − xkz .
This comes from
1
xj − xk
(
xkxj
1 − xkz −
xkxj
1 − xj z
)
= − xkxj z
(1 − xkz)(1 − xj z) .
By comparing
∑
j1 j (j −1)bj ∂∂bj Φ(z) = z2Φ ′′(z) with DΦ(z), we obtain the first identity. To
identify AN in the second identity, we have to verify that
∑
k1
k2bk
∂
∂bk
−N
N∑
k=1
kbk
∂
∂bk
= 1
2
∑
k =j
xj + xk
xj − xk
(
xk
∂
∂xk
− xj ∂
∂xj
)
.
By (3.14) and (2.3), the left-hand side L =∑k1 k2bk ∂∂bk −N∑Nk=1 kbk ∂∂bk is equal to
L =
∑
k =j
xj xk
xj − xk
(
∂
∂xk
− ∂
∂xj
)
+
N∑
k=1
xk
∂
∂xk
−N
N∑
k=1
xk
∂
∂xk
.
The last two terms
N∑
k=1
xk
∂
∂xk
−N
N∑
k=1
xk
∂
∂xk
= −N − 1
2
N∑
j=1
xj
∂
∂xj
− N − 1
2
N∑
k=1
xk
∂
∂xk
.
Thus
L =
N∑(∑( xj
xj − xk −
1
2
))
xk
∂
∂xk
+
N∑(∑( xk
xk − xj −
1
2
))
xj
∂
∂xj
k=1 j =k j=1 k =j
750 A. Bouali / Bull. Sci. math. 133 (2009) 733–755= 2
N∑
k=1
(∑
j =k
(
xj − 12xj + 12xk
xj − xk
))
xk
∂
∂xk
=
N∑
k=1
∑
j =k
(
xj + xk
xj − xk
)
xk
∂
∂xk
= 1
2
∑
k =j
xj + xk
xj − xk
(
xk
∂
∂xk
− xj ∂
∂xj
)
,
which is the desired result. 
Theorem 3.3. Let
L−p = (b1, b1, . . . , bn, . . .)+ p
∑
j1
j2bj
∂
∂bj
=
∑
j1, q1
βj,q
∂2
∂bj ∂bq
+
∑
j1
jbj
∂
∂bj
+ p
∑
j1
j2bj
∂
∂bj
and we put Φ(z)p = 1 +∑n1 Kpn zn, then for any complex number p,
L−pKpn =
(
n2 + np)Kpn . (3.17)
In the (xk) coordinates,
L−p =
∑
j1
x2j
∂
∂x2j
+ 2pD + (p + 1)
∑
j1
xj
∂
∂xj
. (3.18)
Proof. We have∑
j1, q1
βj,q
∂2
∂bj ∂bq
(
Φ(z)p
)=∑
n1
( ∑
j1, q1
βj,q
∂2
∂bj ∂bq
K
p
n
)
zn.
From [1, (1.16)], we have
∂2
∂bj ∂bq
K
p
n = p(p − 1)Kp−2n−q−j1nq+j .
Thus ∑
j1, q1
βj,q
∂2
∂bj ∂bq
(
Φ(z)p
)= p(p − 1) ∑
j1, q1
βj,q
( ∑
nq+j
K
p−2
n−q−j z
n
)
= p(p − 1)
∑
j1, q1
βj,qz
j+q
(∑
n0
K
p−2
n z
n
)
= p(p − 1)
∑
j1, q1
βj,qz
j+qΦ(z)p−2.
Since ∑
j1, q1
βj,qz
j+q = lim
u→z zu
Φ(u)Φ ′(z)−Φ(z)Φ ′(u)
u− z
= z2Φ ′(z) lim
u→z
Φ(u)−Φ(z)
u− z − z
2Φ(z) lim
u→z
Φ ′(u)−Φ ′(z)
u− z
= z2(Φ ′(z)2 −Φ(z)Φ ′′(z))
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j1, q1
βj,q
∂2
∂bj ∂bq
(
Φ(z)p
)= p(p − 1)z2(Φ ′(z)2 −Φ(z)Φ ′′(z))Φ(z)p−2. (3.19)
On the other hand,∑
j1
jbj
∂
∂bj
(
Φ(z)p
)= pΦ(z)p−1 ×∑
j1
jbj
∂
∂bj
(
Φ(z)
)= pΦ(z)p−1zΦ ′(z) (3.20)
and ∑
j1
j2bj
∂
∂bj
(
Φ(z)p
)= pΦ(z)p−1 ×∑
j1
j2bj
∂
∂bj
(
Φ(z)
) (3.21)
= pΦ(z)p−1
∑
j1
j2bj z
j
= pΦ(z)p−1
(∑
j1
(
j2 − j)bj zj +∑
j1
jbj z
j
)
= pΦ(z)p−1(z2Φ ′′(z) + zΦ ′(z)).
We add (3.19)+ (3.20)+ p × (3.21), it gives
L−p
(
Φ(z)p
)= pz2Φ ′′(z)Φ(z)p−1 + p(p − 1)z2Φ ′(z)2Φ(z)p−2
+ pzΦ ′(z)Φ(z)p−1 + p2zΦ ′(z)Φ(z)p−1.
On the other hand∑
n1
(
n2 + np)Kpn zn = z2 d2
dz2
(
Φ(z)p
)+ (1 + p)z d
dz
(
Φ(z)p
)
.
We identify these expressions of L−p(Φ(z)p) and
∑
n1(n
2 + np)Kpn zn. This proves the theo-
rem. 
Corollary 3.4. For any complex number p,(∑
j1
x2j
∂
∂x2j
+ 2pD
)
K
p
n =
(
n2 − n)Kpn , (3.22)
(∑
j1
x2j
∂
∂x2j
− pAN
)
K
p
n =
(
n2 − n+ np(1 −N))Kpn . (3.23)
Proof. The formula (3.22) follows from (3.17) and (3.18). To prove (3.23), we combine (3.14)
with (3.15) to obtain (3.16). By comparing with (3.22) the result follows. 
Proof of Theorem 1.4. The proof follows from Corollary 3.4. 
Proof of Proposition 1.3. From (1 − xit)−α =∑∞n=0 αnxni tn where the coefficient αn is given
by αn = α(α+1)···(α+n−1) , we deducen!
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1 + b1t + b2t2 + · · · + bN tN
)−α
=
N∏
i=1
(1 − xit)−α = 1 +
∞∑
n=1
( ∑
k1+k2+···+kN=n
αk1αk2 · · ·αkN xk11 xk22 · · ·xkNN
)
tn,
which gives the required result. 
Remark. Theorem 1.4 can also be proved in the following way. We observe that
x1 + x2
x1 − x2
(
x1
∂
∂x1
− x2 ∂
∂x2
)
= b1 ∂
∂b1
.
To prove the theorem, it is enough to show that
∑
1i<jN
xi + xj
xi − xj
(
xi
∂
∂xi
− xj ∂
∂xj
)
=
N∑
k=1
k(N − k)bk ∂
∂bk
. (3.24)
From (2.19), one has
−xj ∂bk
∂xj
= xjbk−1 + x2j bk−2 + x3j bk−3 + · · · + xk−1j b1 + xkj .
Thus
xi
∂bk
∂xi
− xj ∂bk
∂xj
= −(xi − xj )bk−1 −
(
x2i − x2j
)
bk−2 − · · ·
− (xk−1i − xk−1j )b1 − (xki − xkj )b0
and ∑
1i<jN
xi + xj
xi − xj
(
xi
∂bk
∂xi
− xj ∂bk
∂xj
)
= −
k∑
m=1
( ∑
1i<jN
(xi + xj )(xmi − xmj )
xi − xj
)
bk−m. (3.25)
Now
xi + xj
xi − xj
(
xmi − xmj
)=
(
m−1∑
l=0
xli x
m−l−1
j
)
(xi + xj )
= xmi + xmj + 2
m−1∑
l=1
xli x
m−l
j
and
∑
1i<jN
(
xmi + xmj
)= 1
2
N∑
i=1
N∑
j=1
(
xmi + xmj
)− N∑
i=1
xmi
= (N − 1)πm.
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∑
1i<jN
xi + xj
xi − xj
(
xi
∂bk
∂xi
− xj ∂bk
∂xj
)
= −(N − 1)
k∑
m=1
πmbk−m − 2
∑
1i<jN
k∑
m=2
m−1∑
l=1
xli x
m−l
j bk−m
= (N − 1)kbk −
k∑
m=2
(
2
∑
1i<jN
m−1∑
l=1
xli x
m−l
j
)
bk−m.
Moreover
2
∑
1i<jN
m−1∑
l=1
xli x
m−l
j =
m−1∑
j=1
πjπm−j − (m− 1)πm.
Hence ∑
1i<jN
xi + xj
xi − xj
(
xi
∂bk
∂xi
− xj ∂bk
∂xj
)
= (N − 1)kbk −
k∑
m=2
(
m−1∑
j=1
πjπm−j − (m− 1)πm
)
bk−m
= (N − 1)kbk −
k∑
m=2
m−1∑
j=1
πjπm−j bk−m +
k∑
m=2
(m− 1)πmbk−m.
Furthermore,
k∑
m=2
m−1∑
j=1
πjπm−j bk−m =
k−1∑
j=1
πj
(
k∑
m=j+1
πm−j bk−m
)
. (3.26)
Then if in (3.26) we replace (m− j) by q , we obtain
∑
1i<jN
xi + xj
xi − xj
(
xi
∂bk
∂xi
− xj ∂bk
∂xj
)
= (N − 1)kbk −
k−1∑
j=1
πj
(
k−j∑
q=1
πqbk−j−q
)
+
k∑
m=2
(m− 1)πmbk−m.
Now we apply the Newton-identities (2.21) to obtain
∑
1i<jN
xi + xj
xi − xj
(
xi
∂bk
∂xi
− xj ∂bk
∂xj
)
= (N − 1)kbk +
k−1∑
πj (k − j)bk−j +
k∑
(j − 1)πjbk−j
j=1 j=2
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k∑
j=1
πjbk−j
= (N − 1)kbk − (k − 1)kbk = k(N − k)bk
which gives (3.24). From (1.7) we have
LαQαn = Qαn − α
(
N∑
k=1
k2bk
∂
∂bk
)
Qαn = (n2 − αn)Qαn. (3.27)
Combining (2.16), (2.17) and (2.15), we find  = ∑Nk=1 x2k ∂2∂x2k +
∑N
k=1 xk ∂∂xk . With (3.24),
Eq. (3.27) becomes
(
n2 − αn)Qαn =
(
N∑
k=1
x2k
∂2
∂x2k
+
N∑
k=1
xk
∂
∂xk
)
Qαn
+ α
( ∑
1i<jN
xi + xj
xi − xj
(
xi
∂
∂xi
− xj ∂
∂xj
))
Qαn
− α
(
N
N∑
k=1
kbk
∂
∂bk
)
Qαn.
Because Qαn is a homogeneous polynomials of degree n, we have
N∑
k=1
xk
∂Qαn
∂xk
=
N∑
k=1
kbk
∂Qαn
∂bk
= nQαn. (3.28)
It follows that(
n2 + {α(N − 1)− 1}n)Qαn
=
(
N∑
k=1
x2k
∂2
∂x2k
+ α
∑
1i<jN
xi + xj
xi − xj
(
xi
∂
∂xi
− xj ∂
∂xj
))
Qαn,
which is equivalent to (1.9). 
Proof of Corollary 1.5. One observe that
cotan(yk − yj ) = i exp(i(yk − yj ))+ exp(−i(yk − yj ))
exp(i(yk − yj ))− exp(−i(yk − yj ))
= i exp(2iyk)+ exp(2iyj )
exp(2iyk)− exp(2iyj )
= i xk + xj
xk − xj .
In addition for 1 p N we have ∂
∂yp
= 2ixp ∂∂xp . We find therefore
−1
2
∑
cotan(yi − yj )
(
∂
∂yi
− ∂
∂yj
)
=
∑ xi + xj
xi − xj
(
xi
∂
∂xi
− xj ∂
∂xj
)
.1i<jN 1i<jN
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∑N
k=1 ∂
2
∂2yk
=∑Nk=1 x2k ∂2∂x2k +
∑N
k=1 xk ∂∂xk . Hence, if we combine (1.9) and (3.28),
we find Eq. (1.10). 
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