In the Supplementary Information we provide details of the derivation of the error bounds and of the application of the SVD technique for the determination of the Lagrange multipliers. Throughout we refer to the expression levels as measured by averaging the readings over several replicas. By 'noise' or 'error' we mean that the readings of the different replicas are not identical. The fold error s, defined in equation (5) of the main text, is a measure of how much, on the average, do the values measured in individual replicas differ from one another.
" (1) where X i o t ( ) is the expression level of species i in steady state, i.e., the distribution of expression levels at the thremodynamic maximum of the entropy. We show the steady state as being time dependent because in the computation we allow it to depend on time and we thereby have an internal consistency check because it must come out to be (nearly) time independent. For convenience we define ln X i o t ( ) = ! 0 (t)G i0 and this allows us to write the second line in equation (1) .
Because we must be careful to count how many parameters note that there are N different values of X i o t ( ) and there are N-1 independent values of G i0 because one value is determined by the normalization condition,
( ) is the undetermined Lagrange multiplier at time t for constraint ! (! = 0 being the steady state) and G i! are the values of constraint ! on transcript i, such that the observable G ! , the expectation value of constraint ! , is defined as
2
In the application to transcription levels, whether of mRNAs or of miRNAs, it is possible to tell how many terms will have a Lagrange multiplier that has the value zero for all times. The reason is that the number of RNAs whose level can nowadays be measured is above a thousand for miRNAs and many thousands for mRNAs.
Almost always we cannot measure for a similarly large number of times. So the index i of the RNAs is wider than the number of time points. Say that i varies from 1 to N and that the data is available at T different time points. So we have NT pieces of input data. Inspection of equation (1) shows that we need N different values of the G i! 's for each term in the sum. Unlike the situation in chemistry or physics we do not know a-priori the base line values so we have also N unknowns as the X i o 's . We can therefore determine no more than T-1 Lagrange multipliers. This need not be a small number. A formal proof that also shows that there are no more than T-1 Lagrange multipliers that are not zero is provided in the supplementary information of (2).
Furthermore, with T-1 Lagrange multipliers we obtain an exact recovery of the data.
In other words, with T-1 Lagrange multipliers the right hand side of equation (1) is exactly equal to the right hand side for all transcripts i at all time points t.
In order to estimate the error we use equation (1) to write the variation of ln X i ! ln X i t
In principle G i! is a property of species i and constraint ! regardless of any noise in the data and therefore it does not change. In practice, in applications to large biomolecules we do not know the G i! 's from ab initio considerations. They need to be determined from the data. When one determines the eigenvectors using SVD as discussed in section S2, the G i! 's can be subjected to error except that as eigenvectors they are more resilient to error than the eigenvalues. This stability is a direct implication of the Rayleigh-Ritz method. Following equations (1) and (3), we can write the variation in G ! (t)
where we used the equality
Employing the Cauchy-Schwarz inequality (
equation (4) can be rewritten as
where we define the fold error
.
From equations (4) and (5)
( ) element of the symmetric covariance matrix M .
Consequently, the error estimation in the Lagrange multiplier of constraint ! , ! " , is
Equation (7) 
Given the matrix elements Y it we construct the symmetric
The The singular matrix Y has a complementary set of eigenvectors G ! that are determined by diagonalizing the N by N matrix
The 
