Over the last two decades a considerable amount of effort has been put in the development and application of matrix geometric techniques for the analysis of queueing systems of which the (embedded) Markov chain exhibits a regzllar structure. Most of this work however has been presented in either a mathematical contat or in a purely application-oriented context.
Introduction
which is subsequently solved numerically, generally by an iterative procedure [8] . Simulation is always a p plicable, however, it suffers the drawback that it is rather costly, especially for the more intricate systems and scenarios we want to analyze today.
For a wide class of systems that do not conform the requirements for a "classical" closed-form solution, matrix geometric methods might still be applicable and also lead to closed-form solutions 19, 10, 111. These methods are mathematically very elegant, insightful, and allow for a computationally efficient implementation.
Up till now, matrix geometric methods have been used for practical modelling studies in the field of communication systems, e.g., for the modelling of complex workloads in ATM systems (see, e.g., [l] ). These case studies, however, suffer from mathematical complexity. We are only aware of one general purpose tool for matrix geometric methods, i.e., the tool MAGIC developed by Squillante [13] . To really exploit the potential of matrix geometric techniques, it is needed that more modelling tools support these techniques. Some of the above mentioned shortcomings are solved by using numerical techniques or simulation. In the former case, often a Markov chaii representation underlying the queueing system is constructed, This paper is organized as follows. In Section 2 we discuss the basic mathematics of the approach followed in matrix geometric methods. The architecture of XMGM is described in Section 3. The modelling primitives available for the user are presented in Section 4. Some implementation aspects and applications are discussed in Section and concludes the paper.
Matrix geometric methods
In this section we briefly discuss the mathematical aspects of matrix geometric techniques. For an in-depth survey we refer to the work by Neuts [lo, 111 For an MlMll queueing model with arrival rate X and service rate j l , the Markov chain underlying this queueing model is a simple birth-death process where the state variable denotes the total number of packets in the queue and server. The steady-state probability distribution of the number of packets N in the queue has a geometric form when expressed as a function of the utilization p = X / j l < 1:
(1)
From the distribution z,, i = 0,1, . . a , we can derive various performance metrics, such as the average number of packets in the queue, the average response time (via Little's law), or the probability of at least j packets in the queue. ...
Observe that, apart from the first column, all the columns are basically the same, except that "they are shifted down one TOW". We call the first column a boundary column and the other ones repeating columns. The fact that the steady-state distribution of the number of packets N in the MlMll queue exhibits a geometric solution has turned out to be intimately related to the regular structure of the matrix Q.
When we consider a PHIPHI1 queue, i.e., a generalization of an MlMll queueing model in which both the service and the interarrival times have a phasetype distribution, the underlying Markov chain again has this regular structure. Suppose that the interarrival and service time distributions are given by the representations (e, T) (size(T) = ma) and (e, S ) (size(S) = m,) respectively (see [lo, Then it can be shown that
The length of the vectors g,, i = 1,2,. . -, is mom,.
The square matrix R of size moms x mom, follows from the matrix quadratic equation
To start the recursive relation (4), the following boundary equations must be solved to obtain a and
under the usual normalization condition:
The boundary equations follow from the "boundary" of the global balance equation for the steady-state behaviour of the Markov chain. Since these linear systems are normally not too large, they can be easily solved using Gaussian elimination. The matrix R is calculated iteratively. Starting with R(0) = -AoAT1, we obtain successive approximations of R as follows:
The iteration is stopped whenever JIR(A)-R(k+l)ll <
6.
Once the matrix R and the two boundary vectors and z1 have been obtained, all types of interesting performance metrics can be derived in a way similar to the MlMll case.
Xmgm architecture
As stated already in Section 1, one of the reasons why matrix geometric techniques are not that widely used for applied performance analysis studies, might be the fact that the required mathematics is non-trivial. We therefore aim at providing high-level constructs for the definition of queueing systems. These constructs should allow users to easily specify a queueing system, without having to bother about the underlying mathematical engine. Furthermore, the users should have a large flexibility in specifying experiment series. The translation to the underlying solution modules should be both automatic and transparant. In the specification part modelling primitives are provided that allow users to specify phase-type interarrival and service time distributions, the number of servers, the size of the buffers and the measures that must be calculated. Furthermore, it allows to control internal quantities such as the required accuracy or the maximum number of iterations.
In the transformation part procedures are provided that transform the user description of the queue ing system to the Ai and B,, matrices in Equation (3), characteristic for the matrix geometric approach.
In the solution part procedures are provided that derive the matrix R and the boundary vectors a and g1 from the already derived matrices Ai and Bij, using
Equations (6) through (8).
Finally, in the evaluation part procedures are provided that derive "user-oriented performance measures" from the matrix R and the boundary vectors % and gl, such as average queue lengths, average waiting times, etc.
The four parts and their relation are depicted in 
Specificing a MlPHll queue
In the description that follows, we continuously refer to the C program in Figure 2 . A C program meant as input for XMGM may include any normal C code, but no main(). It should, however, include a procedure project0. In the body of project0 the actual model specification takes place.
First, phase-type representations of the interarrival and service time distributions have to be given. To accomplish this, three real variables are declared (lambda, mul, and mu2), as well as PH representations of the interarrival and the service time distributions (Arr and Ser respectively). Then, the variables are assigned their value, followed by the assignment of a value to the matrices. Here, the interarrival time distribution is of exponential type, with rate lambda, and the service time distribution is of hypo-exponential type, with two phases. The first phase has rate of completion mul, and the second mu2.
The measures that are to be derived by the tool are specified with the procedure COMPUTEO. This proce- Starting from these standard distributions, more complicated ones can be constructed by expanding any single state in which the residence time is exponentially distributed, in a state in which the residence time is PH distributed (see [2, 121) .
When none of the standard procedures apply, one can resort to the C language, to make procedures that correctly fill the representation matrices of the required PH distributions. In this way, more complex models with a matric geometric solution can be studied.
From 
Xmgm implementation issues
In Section 5.1 we touch upon the implementation environment of XMGM and in Section 5.2 we discuss the user-interface(s) of XMGM.
The environment of XMGM
XMGM has been developed in C for Sun 4 workstations, running the Unix operating system (or a Sun variant thereof). Basically, whenever a user has completed the specification of a project(), XMGM takes care of the compilation and execution of it. In doing so, XMGM automatically links it with predefined functions from a library.
Experience with XMGM has revealed that the calculation of R is the main performance determining factor. The size of R equals m,m,. In the current implementation of XMGM, this size is limited to 502 = 2500.
Special sparse matrix techniques exploiting the rowwise zero structure of R have been implemented to cope with such large systems [12] . The user-interface of XMGM been developed using the Motif widget set. Facilities for text-editing, compilation, execution and filehandling are provided. In principle, XMGM can be used without descending to the Unix level.
In order to enhance the compatibility of XMGM, one can also use it without a windowing system. Whenever the model is specified in a file named project .c, the computed results will become available in the file results after the call mgm -0 results project.
An Xmgm application: buffer dimensioning
Switches in telecommunication systems are, among others, characterized by the size of their buffers. Indeed, the buffer size plays an important role in the performance of a switch and determines to a large extent the blocking probabilities and switch throughput. Many analytical techniques, however, fall short when finite buffer schemes are introduced. As a consequence of this, many switches are dimensioned using models for infinite-buffer switches. This can, however, incur large errors in the dimensioning as illustrated below.
We will analyse a communication switch under bursty as well as deterministic packet arrivals and exponentially distributed packet lengths. In determining the blocking probabilities, we will make use of three models: 3. Finite buffer model. The blocking probability B$ is defined as the probability of having exactly K packets in a PHIMIlIK+l queue.
It should be noted that we misuse the term blocking probability. What we actually mean is the "system full probability". In case of a Poisson arrival stream, these two would equal due to the PASTA property.
As we deal with non-Poissonian arrivals, this equality does not hold. Also notice that, given K packets in the queue, there are K + 1 packets in the queueing system as a whole.
We fist address the case where the arrival process is very deterministic. We have chosen an Erlang-20 interarrival time distribution to represent this. Also, K + 1 = 10, i.e., there are 9 buffer places and there is one server. In Table 1 we present the three blocking probabilities for increasing utilization p. What can be observed is that approximation Bk does not yield accurate results; it highly overestimates the blocking probability. The renormalized blocking probability B$ is a good approximation of the exact blocking probability B$ .
Similar conclusions can be drawn for the case when we deal with a more bursty arrival process, i.e. the interarrival times have a 2-phase hyper-exponential distribution with squared coefficient of variation equal to 1.566 (see Table 2 ). Similar conclusions can be drawn in case the arrival process is even more bursty.
Concluding remarks
In this paper we have described a performance analysis tool based on matrix geometric methods. After [5] B.R. Haverkort, "Some Notes on Deriving Blocking For the near future, we see a number of directions that can be taken to enhance the work presented here. The class of models supported by XMGM can still be extended as well as the underlying mathematical engine, e.g., by including routines that allow for the calculation of waiting time distributions. Also, XMGM needs to be used for more realistic modelling studies. We are currently using XMGM for the analysis of ATM connection control mechanisms [6] and are including Markovian arrival processes (MAPS; see, e.g., [l]) in its "modelling world".
