Non-linear normal mode initialization (NNMI) proposed by Machenhauer (1977) is applied to the JMA spectral limited area models. The normal modes of the models are constructed using a constant map factor and Coriolis parameter, which was first performed by Briere (1982) for a grid model. The initialization procedure is carried out in spectral space. The NNMI is designed to preserve the prescribed boundary conditions of the model. By introducing a cut-off period, gravity waves with very low frequency are excluded from the procedure.
Introduction
The construction of a proper intitial state occupies an important part in numerical weather prediction systems. A high-resolution limited-area model offers a forecast of the period of generally a few days to forecasters after a few hours of the initial time. Since the analysed initial fields contain imbalances between the wind and mass fields, the early stage of the forecast is contaminated by spurious high frequency gravity waves. It is necessary to remove these gravity waves in the early stage of the forecast, otherwise one will find difficulty in extracting useful information from the forecast.
Non-linear normal mode initialization (NNMI) proposed by Machenhauer (1977) and Baer (1977) provides a balanced initial state for a global forecast model and is now widely used at a number of numerical weather prediction centers. Two problems arise when one attempts to apply NNMI to a limited-area model. The first problem is that, because of the variation of Coriolis parameter and map factor, the linearlized equations from which the normal modes are derived are not horizontally separable for the model. The second problem is concerned with the time-dependent lateral boundary of the model. Appropriate boundary conditions must be imposed in the initialization which are consistent with the corresponding boundary conditions of the model. c 1990, Meteorological Society of Japan Briere (1982) applied the normal modes of a rectangular model domain on a plane of constant Coriolis force and map factor to a limited-area model with variable Coriolis force and map factor and demonstrated the applicability of NNMI to limited area models. After subtracting from the initial states the fields which satisfy the boundary conditions, he constructed the normal modes of the domain by expanding the remaining fields as double sine Fourier series. Bourke and McGregor (1983) examined Machenhauer's balance condition for the gravity wave modes in the physical space of the model and proposed an intialization scheme which does not require explicit identification of the horizontal structure functions of a limited-area model. This method worked successfully for a case of variable Coriolis parameter and map factor. Juvanon du Vachat (1986) showed that the application of Machenhauer's scheme leads exactly to Bourke and McGregor scheme by establishing a general formulation of normal modes for a limited-area model. Temperton (1988) further extended the initialization scheme which does not explicitly use the normal modes to include the beta terms in the linearlized system.
Other approaches of initialization are also proposed for limited-area models. Browning and Kreiss (1982) applied the bounded-derivative method to a limited-area model of the shallow water equations. Dynamic normal mode initialization proposed by Sugi (1986) was applied to a limited-area model by Satomura (1988) .
Tatsumi (1986) developed a spectral limited area model (SPLAM) with time-dependent lateral boundaries, which exhibited excellent performances in forecasts with real data. The SPLAM is now e., adopted in JMA's three operational models, i,e., the Japan Spectral Model (JSM), the Asia Spectral Model (ASM) and the Typhoon Model (TYM). The SPLAM expresses a physical field as the superposition of two sets of double Fourier series: the orthogonal part and the additional, non-orthogonal part. The time changes of the coefficients in the orthogonal part are predicted by the model, and those of the non-orthogonal part which describe the boundary conditions are prescribed from the forecast of a coarser resolution model.
As shown by Briere (1982) , double Fourier series, which is used in the SPLAM, expresses the normal modes of a rectangular domain if constant values are assumed for the Coriolis parameter and the map factor. Thus, under the above assumption, we have applied the NNMI of Machenhauer (1977) to this spectral model using the normal modes. Because of the spectral representation of the SPLAM, implementation of the NNMI is straightforward, though there is a requirement to unify the expansion bases of all relevant variables. Thus the horizontal separability being retained, each normal mode can be treated separately. On the other hand, due to the assumption of constant values for the Coriolis parameter and the map factor, there seems to be a limitation in the application of this NNMI scheme to a model of very large domain.
Apart from the spectral structure of the model itself, though, there are some differences between our method and that of Briere in the spectral representation of the normal modes. We construct the normal modes from the orthogonal part of the SPLAM and take special care so that the initialization procedure does not modify the boundary conditions of the initial fields, which are externally prescribed from the forecast of a coarser resolution model. We have examined the influence of the period cut-off of gravity wave modes which excludes relatively slow modes from the initialization procedure.
In Section 2 we briefly describe the basic structure of the SPLAM and the basic method of NNMI. In Section 3 we outline the scheme of NNMI. In Section 4 we give some discussions about the period cutoff introduced in our method. In Section 5 we present the performance of the NNMI applied to JSM. Conclusions and brief discussions are given in Section 6.
2. The spectral limited-area model and its normal modes a. The spectral expansion and the normal modes
The JMA spectral limited-area model expresses a horizontal field by superposition of two sets of double Fourier series, i, e., the orthogonal part and the additional, non-orthogonal part. The coefficients of the orthogonal part, which are to be predicted, satisfy the free slip wall boundary conditions. Since these boundary conditions do not satisfy the timedependent boundary conditions of the real atmosphere the non-orthogonal part is designed to describe fluxes across the boundaries. The coefficients of the non-orthogonal part are not predicted but are given from a coarser-resolution model run prior to the model integration.
The spectral representation of a variable a (x, y) on a physical space can be given, according to Tatsumi (1986) , by a=ao+aN where the suffix O indicates a variable or an operator related to the orthogonal part and the suffix N indicates those related to the non-orthogonal part. Because the non-orthogonal part describes the boundary conditions of the model, which are prescribed by the forecast of a coarser model, it should not be modified by the initialization procedure. Therefore we modify only the orthogonal part in the initialization. Thus, the normal modes of the model are constructed from the orthogonal part. It is quite convenient to adopt the double Fourier series representation for the normal modes here, since the double Fourier series components are the normal modes of a rectangular domain on a plane of constant Coriolis force and map factor.
The normal mode construction in our method, however, includes some differences from that adopted by Briere (1982) . The normal modes are constructed in terms of velocity potential *, stream function * and geopotential *. In his method the normal modes are obtained by double sine Fourier series expansion of the fields *', *' and *' which result after subtraction of the harmonic functions *1, *1 and *1 which are equal to *, * and * at the boundaries, that is *1, *1 and *1 are solutions of the Laplace equation with Diriclet boundary condition.
The orthogonal part of the SPLAM has a similar form as (1) in that they are obtained after subtraction of the fields which satisfy the boundary conditions from the initial fields. One of the differences between our method and Briere's method arises from the terms subtracted in the right hand side of (1). The non-orthogonal part of the SPLAM, which corresponds to these terms, is expanded as a double Fourier series and does not satisfy the Laplace equations.
b. Horizontal mode expansion The prognostic variables of the SPLAM are u* = u/m, ** = */m, T, q mand * = In Ps where u and * are x and y component of wind, m is map factor, T is virtual temperature, q is specific humidity and Ps is the pressure at the model's surface. The NNMI adjusts both the mass and wind fields of the model, and the normal modes are constructed in terms of *, * and *. The specific humidity q is thus excluded from the initialization. The non-orthogonal part specifies the following boundary conditions for u*, **, T and *: wind normal to the boundary, wind shear parallel to the boundary and gradients of T and * normal to the boundary. On the other hand, the orthogonal part satisfies the free slip wall boundary conditions, The orthogonal bases for each prognostic variable are selected so that they satisfy these boundary conditions Cos (kx) Cos (ly) : T, * Cos (kx) Sin (ly) : v* Sin (kx) Cos (ly) : u* This selection leads to the specification of the expansion bases of *, * and * in the the NNMI as Cos (kx) Cos (ly) : *,* ' Sin (kx) Sin (ly) : * Because the initialization procedure is performed in spectral space and the linearization uses a constant Coriolis parameter it is necessary to ensure that the expansion bases of all relevant variables are the same. We have a choice between Cosine-Cosine (Cos(kx) Cos(ly)) expansion and Sine-Sine (Sin(kx) Sin(ly)) expansion. If the Cosine-Cosine bases are used * must be re-expanded, while if the Sine-Sine bases are used * and * must be re-expanded.
The initialization changes of the re-expanded fields are, however, not consistent with the freeslip wall boundary conditions of the orthogonal part. Briere (1982) used the Sine-Sine expansion. In that case, the horizontal gradients of * and * normal to the boundaries are modified by the initialization. Consequently the changes of * produce crossboundary wind, and the changes of * produce nonzero horizontal gradient of T and * normal to the boundaries. When the Cosine-Cosine expansion is used the changes of * produce cross-boundary wind and non-zero wind shear parallel to the boundary, while other boundary conditions are preserved.
Thus in order to preserve the prescribed boundary conditions of the model, one must apply appropriate modifications to the initialization increments, so that they do not violate the free slip wall boundary conditions. However, these modifications then tend to introduce deviations from the balanced state which is aimed by the initialization near the boundaries, hence should be minimized.
The NNMI produces large changes of * and * , compared to the changes of * , because the primary part of a gravity wave is comprised by * and * , in particular for low vertical modes.
Although both the Sine-Sine expansion and the Cosine-Cosine expansion produce the changes which violate the free slip wall boundary conditions, the Cosine-Cosine expansion seems better in its consistency with the boundary conditions. It is because the changes of wind due to the changes of * in the Cosine-Cosine expansion are expected to be less severe than those due to the changes of * in the SineSine expansion and because the boundary conditions of T and * are preserved in the Cosine-Cosine expansion. We therefore employ the Cosine-Cosine bases for the normal node expansion, and re-expand * by taking convolution of Cos(kx) Cos(ly) and Sin(kx) Sin(ly) functions.
C. The time tendency for the initialization
The NNMI by Machenhauer (1977) determines the modifications of the initial states according to the time tendencies of gravity wave modes. In the SPLAM the time tendency of a variable in physical space is decomposed into an orthogonal part and a non-orthogonal part as, * The spectral prognostic equation of the orthogonal part is written as (Tatsumi, 1986) * thus includes the time change of both the orthogonal and the non-orthogonal part. In this manner, the orthogonal part is modified so that, in physical space, the time tendency of the orthogonal part will cancel that of the non-orthogonal part for gravity wave modes. As a result the time tendency of gravity wave modes in physical space is expected to approach zero. In the process of the initialization here, change of * which results by the modification of the orthogonal part is equal to that of * , since we do not change the time tendency of the non-orthogonal part *
Process of the initialization
We employ Machenhaur's (1977) method to determine the modification of a gravity wave mode *x Fig. 1 where R is the gas constant, f is the Coriolis parameter, Cp is the specific heat at constant pressure and *=Cp/R.
a. Vertical discretization
We follow closely the procedure used in the NNMI of the JMA global spectral model (Kudo, 1982) . As a reference temperature for vertical discretization, the vertical profile of area-averaged temperature T* (*) is used. Making use of an auxilliary variable *, defined by *=* + RT * (*)*, the linearized The horizontal discretization is performed under the assumption of constant Coriolis parameter f o and map factor m0, and they are assumed to be equal to those at the center of the model domain. We introduce the stream function L and the velocity potential x which satisfy wave with the j-th vertical mode and (k, l) horizontal wavenumbers.
The gravity wave modes (n=1, 2) are modified by Machenhauer's method, while the rotational mode is left unmodified.
C. T and * change
In each iteration, we can calculate the change * (j = 1, ... , L). We need the decomposition of * ~ to temperature change *T, and surface pressure change *. Variational approach proposed by Daley (1979) is used to determine *T and ** such that where * is a weighting factor which controls the changes of temperature and surfacer pressure. We employ 0.01 for *. This re-expansion is performed under the condition that the boundary conditions for u and v will not be modified, hence only the part of ** which project on the orthogonal bases is re-expanded on the Sine-Sine bases by taking a convolution of a cos(kx) cos(ly) function and a sin(kx) sin(ly) function.
Period cutoff and vertical mode selection
In mid-latitude a gravity wave has a period shorter than about a day, from 10 min. to 1 day depending on its vertical mode and horizontal wavenumbers. Since the forecast period of a limitedarea model is generally one to a few days, a gravity wave with a period of one day may be an object of the forecast and be considered a "slow" mode compared to the entire forecast period. Then, such a slow gravity wave mode should not be initialized in order to prevent unfavorable distortion of the initial states. We therefore introduce period cutoff in the initialization procedure to exclude gravity wave modes with a longer period than a specified cutoff period Tc. The period cut-off excludes the gravity wave modes which have smaller horizontal wavenumbers and a higher vertical mode.
The period cut-off is also related to the convergence of Machenhauer (1977) 's NNMI. Let us consider a normal mode equation of the form dx/dt = iwx + NL where x denotes a gravity wave mode of the model, * denotes the natural frequency of the gravity wave mode, i, e., frequency in the atmosphere at rest, and NL is the non-linear forcing term. When the nonlinear term contains a time-dependent forcing and can be expressed as NL=i*x+NL', where i*x is the time-dependent term and NL' is a constant term, a necessary condition of convergence for Machenhaur's scheme is that the absolute value of the ratio * be smaller than unity (Kudo,1982) . This condition requires the frequency of a gravity wave mode in the real atmosphere to be not very different from that in the atmosphere at rest.
The discrepancy of the two frequencies becomes large for gravity wave modes with relatively small frequencies. The period cutoff is considered to exclude these slow modes which tend to violate the convergence condition, and may work to improve the convergence of the initialization procedure. Kudo (1982) 's discussion about the convergence of the scheme is also concerned with the vertical mode selection. For global models difficulty of convergence is reported when one attempts to initialize higher vertical modes with Machenhauer's iteration scheme. If Kudo's discussion is applied to a specific situation with the presence of mean zonal advective wind, the necessary condition for the convergence is described as (Enrico, 1983) where U is the mean zonal wind and is the phase velocity of a gravity wave mode. When the NNMI is applied to a mid-latitude limited-area model, which covers the strong westery jet, the criterion is more likely to be violated than in a model which covers weak wind area. This criterion confines the applicability of Machenhauer's scheme to the lower vertical modes which have an eigen value c2j , such that Although the period cut-off actually excludes the higher vertical modes, not all remaining vertical modes satisfy the above condition for an arbitrarilyspecified Tc. Thus we apply the NNMI to the first several modes which satisfy the condition.
Results
The initialization procedure described above is now incorporated into all three routine spectral limited area models of JMA. Here we discuss the performance of the NNMI applied to the Japan Spectral Model (JSM) (Segami et al., 1989) .
The model has 19 vertical levels and horizontal waves with an elliptic truncation at total wave number 62. The horizontal transform grid has a resolution of 40 km. The lateral boundary conditions are provided every three hours by the Asia Spectral Model (ASM). A boundary relaxation method modified from the one proposed by Davies (1976) is employed to reduce the amplitude of spurious waves near the boundaries. The model includes the following physical processes: * Convective adjustment * Large-scale condensation * Planetary boundary layer process by Mellor and Yamada's (1974) level-2 closure model * Surface flux computed by the similarity theory The initial state is obtained by a 2-dimensional optimum interpolation method with the grid interval of 80 km from analysis of geopotential height, winds, temperature and T -T d at 15 pressure levels (Segami et al., 1989) . No other initialization procedure is applied prior to the NNMI. The time tendencies which are used in the initialization procedure do not include effects by diabatic processes.
a. Convergence o f Machenhauer's scheme
We report the case of 12GMT May 3, 1988. The vertical eigen values determined from the vertical profile of area-averaged temperature are given in Table 1 . The first five vertical modes are initialized, whose phase velocities are faster than the mean zonal wind of 20 m/s.
The convergence of Machenhauer's NNMI scheme is examined in terms of sum of square of the wave tendencies of gravity wave mode (BAL = *) for each vertical mode.
The results with no period cut-off (NOPCOF) are shown in Fig. 2a . The NNMI successfully reduces the time tendencies of gravity wave modes. BAL decreases quickly for lower vertical modes (j * 3) to a value smaller by an order of 3 to 4 than the original one after four iterations. For higher vertical modes the convergence slows down; BAL for the fifth vertical mode, before decreasing to one tenth of the original value, begins to increase after 4 iterations. The results are quite similar with those reported for Machenhauer's scheme applied to global spectral models.
We then examine the convergence of the scheme with the application of period cut-off of 12 hours and 6 hours (PCOF12 and PCOF6, Fig. 2b, c) . Period cut-off of 12 (6) hours excludes small wave number components *k*2 + l*2<6.0 (12.0) for the fifth vertical mode and *k*2 + l*2 <3.9 (7.8) for the fourth vertical mode. The excluded small wave number modes are neglected in the calculation of BAL.
When the period cut-off of 12 hours is used the ratios of BAL after NNMI to BAL before NNMI are decreased by 10-40% compared to those with no period cut-off for the vertical modes except the second mode, while the convergence of the second vertical mode is not affected. The period cut-off of 6 hours results in slightly better ratios of convergence than the period cut-off of 12 hours for the second vertical mode.
In these figures we cannot readily see how the period cut-off affects the convergence of the scheme, however, because the summation in BAL is taken for different groups in each case. Inn order to make this point clear, we compare BAL of each case for gravity wave modes with periods shorter than 6 hours. Then the summation is taken for the same group of modes. The ratios of BAL of PCOF12 and PCOF6 to BAL of NOPCOF are shown in Fig. 2d for these modes. For gravity wave modes with periods shorter than 6 hours, the period cut-off of 12 hours improves the convergence for the first vertical mode, while for other vertical modes it effect is barely seen. In the PCOF6 case the convergence is improved for all five vertical modes by 10-20% in terms of BAL. These results show that the period cut-off improves the convergence of the initialization scheme to a certain extent. The effect is significant for low vertical modes. For fast gravity wave modes a shorter cut-off period seems to be more effective for improving the convergence.
b. Changes o f the initial states
We tested two versions of initialization procedure with a period cutoff of 12 and 6 hours (PCOF12 and PCOF6). Four iterations are performed for the five vertical modes in each case. First we examine the changes of initial states by the PCOF12 and the PCOF6 initializations, thus highlighting the differences due to the period cutoff. Surface pressure of uninitialized and initialized cases are shown in Fig. 3 . After the PCOF12 initialization the low pressure center around (46*N, 132*E) is deepened by 1 hPa and slightly moved northward. The intensity of a high pressure southeast of Japan is reduced about 0.5 hPa over a large area. In the 500 hPa geopotential height map (Fig.  4) the trough along 130*E is deepened and the ridge east of the trough is intensified, both slightly, resulting in a stronger contrast between the trough and the ridge. The initial states of surface pressure and 500 hPa geopotential height after the PCOF6 initialization are quite similar to those after the PCOF12 initialization.
The 500 hPa temperature change *T and wind change * v by the PCOF12 and the PCOF6 initializations are shown in Figs. 5 and 6 , respectively, together with the initial states without NNMI of T and wind at 500 hPa. The PCOF12 initialization produces marked changes of wind, exceeding 4 m/s in three areas, i, e., east of the trough, along the northern coast of western Japan and around the Sea of Pohai. The changes are to accelerate the initial wind in the former two areas, and to decelerate in the last area. Note that ** has no cross-boundary component, thus the initialization does not modify the wind normal to the boundaries as we intended. Note also that * v appears to be dominated by divergent component, which is a direct result of changing the gravity wave modes. *T by the PCOF12 initialization is large in the northern half of the domain, up to 0.6K, with a typical horizontal scale of 1000 km. A small area of very large * T is also found around (42*N, 128*E) over a high terrain, but there is no counterpart in **. The observational errors at 500 hPa are estimated for u, v and T as 2.5 m/s, 2.5 m/s and 1.0K, respectively. The largest change of wind by the initialization is slightly larger than the corresponding observational errors, while that of temperature is smaller than the observational errors.
The changes of initial states are large in the area with strong baroclinity. We wish to mention, in particular, the areas with opposite signs of *T juxtaposed along the trough. Negative *T southeast of the trough and positive *T northwest of the trough, both about a magnitude of 0.6k, work to mitigate the warm air ahead of the trough and the cold air behind the trough, respectively. Thus the initialization slightly modifies the thermal structure of the disturbance system, As seen in *v, the wind in the east side of the trough is also intensified by the initialization, accompanied by the production of divergence and convergence on its upstream and downstream side, respectively. The locations of large*v are adjacent with those of large *T. Thus the balanced state is established by mutual adjustment of wind field and mass field.
Both *v and *T by the PCOF6 initialization are considerably smaller than those by the PCOF12 initialization. There are no areas of large Ll v as found in PCOF12. However, there is apparently some resemblance in the pattern of *\T between the two initializations, especially in the northern half of the domain, though the amplitudes of the PCOF6 are about 1/3 of the PCOF12.
The vorticity field (Fig. 7) is barely changed by the PCOF6 initialization, and vorticity change of 5*10-6 s-1 by the PCOF12 initialization is found only in the area of strong wind, as expected from the divergent nature of *v. The change of vorticity in the PCOF12 case is, hence, mainly related to slower gravity wave modes. The initial vertical velocity * at 500 hPa is shown in Fig. 8 . The NNMI successfully eliminates smallscale noisy pattern in *, producing a smooth pattern which closely corresponds to synoptic scale features. The maxima of upward velocity are, however, reduced by 20-30% by the initialization. The w pattern by the PCOF6 initialization is quite similar with that by the PCOF12 initialization.
In Fig. 9 we summarize the RMS differences between the initialized and the uninitialized states at each level for u, v and T. The PCOF6 initialization produce very small changes; *u is 0.6 m/s, *v is 0.5 m/s at all levels and *T is 0.1K for lower levels and 0.3K for higher levels. These values are quite small compared to the observational errors for each variable, which is, an encouraging fact when one attempts to suppress spurious gravity wave activity in the model without causing large false changes.
The changes by the PCOF12 initialization are larger than those by the PCOF6 initialization, by 50% on the whole. The differences between the PCOF12 and PCOF6 initializations are large in the upper and lower levels, which suggests that they are mainly due to the internal modes.
C. Forecasts
We perform 12 hour forecasts with and without the initialization. Fig. 10 shows a time evolution of surface pressure at fixed points in the control (uninitialized) run and from initial states after the PCOF12 and PCOF6 initializations. High frequency oscillations with an amplitude of 3 hPa are observed in the control run. In the initialized run these spurious oscillations are effectively eliminated. Gravity wave mode oscillations in the control run, however, are gradually damped as the forecast proceeds, and the difference of surface pressure between the uninitialized and the initialized run reduces. It is confirmed by a test with a different coefficient of boundary relaxation that the boundary relaxation works quite effectively to damp gravity waves during a model integration.
There is a small difference between the time evolutions of pressure in the PCOF12 run and those in the PCOF6 run. The pressure values in the PCOF6 run follow closely the values in the control run, while those in the PCOF12 run deviate about 1 hPa. This difference is the result of the initialization of gravity wave modes with periods between 6 and 12 hours. It is not clear, though,whether the difference is attributable to the presence of "slow"" gravity waves in the PCOF6 run. Other mechanisms, such as non- linear interaction between the gravity wave modes and the rotational modes during a forecast, may cause the difference. The surface pressure after 12 hour integrations is compared in Fig. ll . The pressure pattern after the PCOF6 initialization is almost identical to that in the control run, while in the PCOF12 run there is a small difference from that in the control run. For example, the low pressure center at (43*N, 138*E) is slightly shallower than that in the other two runs. Thus the NNMI with a long cut-off period slightly affects the forecast results, while that with a short cut-off period does not.
Precipitation during the first 6 hours of the forecast is shown in Fig. 12 out modifying the forecast results to a large extent. When a relatively short cut-off period is used, the modifications are further reduced. It is difficult, however, to determine the superiority between the two cut-off periods with respect to forecast performance, because the difference between the two forecasts is not large enough for verification.
Conclusions and discussions
We applied the non-linear normal modes initialization to the JMA spectral limited-area models. The normal modes were constructed from the orthogonal part of the model. The orthogonal part satisfies the free-slip wall boundary conditions, and is expanded as double Fourier series with expansion bases which are consistent with the boundary conditions. Using linearization with constant Coriolis parameter and map factor, the normal modes were also expanded as double Fourier series, as was done by Briere (1982) for a grid model. The stream function was re-expanded in the initialization so that the expansion bases of all relevant variables are the same. Then the initialization was performed in spectral space. The method enables us to treat each normal mode separately, in contrast to the initialization methods which do not explicitly use the normal modes. By preserving the non-orthogonal part of the model, the boundary conditions of the model which describe the fluxes across the boundaries were not modified by the initialization.
Initialization by Machenhauer's (1977) method was employed to eliminate the adiabatic time tendencies of the gravity wave modes of the first five vertical modes. The convergence of the scheme was good for the low vertical modes, while it was rather poor for the higher vertical modes. The NNMI greatly reduced gravity wave oscillations in the subsequent forecasts. The influence of the NNMI on the 12 hour forecast of JSM was quite small.
Period cut-off (6-12 hour period) was introduced to exclude slow gravity wave modes from the initialization procedure, taking advantage of the normal mode expansion. The NNMI with a short cut-off period of 6 hours considerably reduced the initialization changes by 12 hours period cut-off in the area of strong baroclinity. It was also found that the period cut-off slightly improves the convergence of the scheme. It is desirable that one does not make large changes to the initial states by the initialization, otherwise the weather signals obtained by observations may be lost or severely distorted, which will result in degraded forecasts. Thus it seems reasonable to exclude the slow gravity wave modes if they are responsible for the large changes of the initial states.
However, from a prognostic aspect of the model, we still do not have sufficient data for discussing the advantage of applying the period cut-off. With regard to this aspect, it is important to investigate the behavior of gravity waves and the balanced state during a forecast. The time tendency of each gravity wave mode reached during a forecast may offer some suggestion for our selection of gravity wave mode which should be initialized.
The next step of our investigation is to include diabatic effects in the initialization procedure, as is currently performed for global models in many numerical weather prediction centers.
