We investigate the effect of a two dimensional electron gas on the linear optical properties of CdTe quantum wells. We evidence experimentally the high energy tail of the exciton and charged exciton resonances which depends on electron concentration. Based on that, we show that the scattering of electrons with excitons and charged excitons is needed to be included in the matrix transfer calculations to describe the reflectivity spectra. We demonstrate by time-resolved reflectivity experiments the importance of electron distribution in the resonance lineshapes.
I. INTRODUCTION
Past experimental studies have pictured the linear optical properties of quantum wells in the presence of a moderate background electron density. They showed that the exciton resonance is strongly affected by the electron population. First of all electrons screen the excitons and reduce their oscillator strength 1 . Then, they fill up the conduction band and contribute to shift the exciton resonance towards higher energies 2, 3, 4 . Finally they collide with electrons and broaden their absorption line 2 . Experimental comparison between exciton-electron and exciton-exciton scattering mechanism in bulk GaAs 5 , and in GaAs quantum wells 6, 7 , showed that the excitonelectron scattering efficiency is one order of magnitude larger than exciton-exciton process. Both scattering processes are enhanced for the two-dimensional excitons as compared to bulk excitons.
Linear optical spectrum of modulation-doped quantum wells also features a charged exciton (trion) resonance below the exciton resonance 8 . Theoretical calculations of the binding energy of charged excitons were performed using variational 9, 10, 11 and full solution of the three-particle Schrödinger equation 12, 13 . They showed that only the singlet state is bound in the absence of magnetic field. Considering the lineshape of the trion resonance, it was argued that the momentum of the electron initially present in semiconductor and used in the absorption process of a trion yields a low-energy tail on the trion resonance 13, 14 . A simple derivation of the trionelectron scattering was also performed in GaAs quantum wells 15 , but the overlap of the exciton and trion resonances did not allow clearing identifying if such simple model leads to correct predictions.
In this paper, we investigate the effect of a twodimensional electron gas on the optical properties of CdTe quantum wells. Due to the large energy separation between exciton and trion resonances, we are able to evidence experimentally the existence of a high-energy tail of both exciton and trion resonances. An electronexciton and electron-trion scattering model, taking into account both elastic and inelastic scattering processes, show quantitative agreement with our experimental linear spectra. These findings, even being yet far, can go in the direction of the modern theory of excitons within an electron gas, that argue that a trion is intrinsically a many-body object, made of a hole interacting with all electrons in the system 16 . We use also time-and spectrally-resolved pump-probe experiments to investigate the effect of scattering of electrons with trion and excitons on the nonlinear reflectivity spectra.
The paper is structured in the following way: We give the sample characteristics in Sec. II. After presenting the measured reflectivity spectra of the sample in Sec. III, we show, in Sec. IV, that a calculation without exciton-and trion-electron scatterings cannot possibly describe our system. Sec. V summarizes the exciton-electron and trion-electron calculation results and we demonstrate that linear optical spectra of modulation-doped quantum wells are quantitatively described by a matrix transfer calculation including both exciton-and trion-electron scatterings. In Sec. VII using time-resolved pump-probe experiment we illustrate the effect of the electron population on the exciton and trion lineshapes. We end with the conclusion in Sec. VIII.
II. SAMPLE STRUCTURE
We worked on a one-side modulation doped CdTe/Cd 0.27 Mg 0.73 Te heterostructure 17 , containing a single CdTe quantum well of 8 nm between 50 nm thickness barriers. This structure was grown on top of a 4.5 mm of CdTe which is deposited above a GaAs substrate. A remote donor layer of iodine with thikness of 49Åwas embedded in the cap layer 10 nm apart from the quantum well, yielding a population of about 4 × 10 10 cm −2 excess electrons in the QW. The electrons from the donors can either fall in the quantum well or be trapped by surface states, both processes competing. In this regime, at temperature of 5 K, two strong resonances separated by 3 meV arise below the band gap; they are attributed to heavy-hole excitons (1625.7 meV) and negatively charged excitons (trions, 1622.4 meV). A control of the electron density can be achieved by illuminating the sample with light more energetic than the energy gap of the barrier, i. e. larger than 2.03 eV. In this case, we create electronhole pairs in the barrier. Holes are attracted by electrons trapped in the surface states, while electrons are repelled towards the quantum well. By increasing the light intensity, we can increase the electron gas density. For instance, the practical electron concentration range from 4.3 × 10 10 cm −2 to 1.2 × 10 11 cm −2 is attained. The thickness of the barriers was chosen in such a way that reflectivity spectra are absorption-like and can be directly interpreted.
III. CW REFLECTIVITY EXPERIMENTS
We performed reflectivity measurements of the sample at temperature of 5 K. A white light source was spectrally filtered so that any high energy component (> 1.7 eV) likely to modify the density of the electron gas in the quantum well was suppressed. The light was collimated and focused on the sample. The reflection was then spectrally resolved by an imaging monochromator and recorded by a CCD camera. We kept the incident light intensity low and made sure we were working in linear regime. The light coming from a blue GaN light emitting diode (LED) was focused on the sample and completely covered the white light spot. By monitoring the intensity of the blue LED we could change the density of electrons in the well. The diffusion time of electrons from the barrier to the quantum well is macroscopic; it usually took 5 s to 15 s for the system to reach equilibrium whenever the LED power was tuned. Reflectivity spectra were recorded for various electron densities. Figure 1 shows the reflectivity spectra obtained for different electron densities. For increasing electron densities, we clearly observe a blue shift of the exciton resonance as reported in the literature 2, 3, 4 . It is due to the filling of the conduction band by electrons. Electron-hole pairs can only be photo-generated above the Fermi level. To a good approximation, the shift is linear in the Fermi energy E F . Thus the exciton-trion energy difference is given by E = E T 0 + αE F , where E T 0 is the trion binding energy and α is an empirical parameter. For CdTe quantum wells, α = 1.07
2 . Assuming that E T 0 = 1.7 meV, we estimate the electron concentrations in the quantum well for each spectrum in Fig. 1 . The densities that we obtained range from 4.3 × 10 10 cm −2 to 1.7 × 10 11 cm −2 . We note that in the measured spectra, also a high energy tail of exciton and trion resonances develops as the electron density increases. We will show that this finding can only be explained by considering electron interactions with excitons and trions.
IV. REFLECTIVITY CALCULATION OF THE SAMPLE
As a starting point, we chose to use the linear susceptibility proposed by 13 in the framework of density matrix theory. It includes both exciton and trion contributions, has a rather simple form and takes into account the nonzero momentum of the excess electron in the quantum well used in the process of trion photogeneration. We emphasize that it neglects any scattering with electrons. It reads
where χ X (ω) and χ T (ω) are, respectively, the contributions to the exciton and trion susceptibility. They are given by
where ω X (ω X ) is the exciton resonance energy, f X (f T ) a contribution to the exciton (trion) oscillator strength, and γ X (γ T ) the exciton (trion) homogenous broadening mainly due to phonons; n e (q) is the Fermi-Dirac distribution of the electrons and W q = 2 q 2 M X /2m e M T is a correction to the trion resonance that comprises trion center of mass energy and electron initial momentum q, with m e , M X and M T the electron, exciton and trion effective mass, respectively. For a given initial electron momentum, the strength of the integrant is weighted by the optical matrix element
where
is the trion 1s wavefunction, with ρ 1 = r 1e − r h the relative position of the first electron to the hole and ρ 2 = r 2e − r h from the second electron to the hole.
For the trion wavefunction, we relied on a simple variational function 18 with only two variational parameters λ and λ . It is given by
Where N T is the normalization factor. With this approximation, the light coupling element M (q) becomes
We evaluated, in Appendix C, the error induce by using the Chandrashekar's wavefunction. In Fig. 7 , we compare the result obtained with variational functions C1 and C2. They do not differ much and we conclude that Eq. C3 is a reliable approximation.
Exciton and trion resonance may also be inhomogenously broadened, due to quantum well interface roughness. Building on Andreani et al. 19 work, we supposed that the broadening can be described by a Gaussian distribution function. Thus, for excitons, we substituted the dielectric susceptibility (2) by the convolution function
where w is the complex error function 20 and Γ X inhom the exciton inhomogenous broadening constant. For trions the same kind of equation holds, except the convolution is performed before integrating over q:
Using the transfer matrix formalism described in Appendix A and B, we calculated the mode of the field for our sample structure. The refractive index and absorption of the CdMgTe barriers 21, 22 , CdTe quantum well, CdTe buffer 23, 24 , GaAs substrate and iodine dopant were all implemented. For each resonance, we used the following fitting parameters: spectral position, oscillator strength, homogenous linewidth and inhomogeneous linewidth. We fitted three densities: 4.9×10 10 , 6.7×10 10 , 1.2×10
11 cm −2 . Results are shown in Fig. 2 and the value of the corresponding fitting parameters in Table I .
From the fits in Fig. 2 , we see that it is impossible to reproduce both low energy and high energy tail of exciton and trion resonance because of their strong asymmetry. We note that in the measured spectra, the low-energy tail of the trion resonance predicted by 25 is marginal and can be fairly well reproduced by our fit. Conversely, a high energy tail of exciton and trion resonances develops as the electron density increases. Since we did not take into account the interaction between exciton and trion with electrons we cannot reproduce the correct exciton and trion lineshapes. In the next section, we will use a simple model of exciton-and trion-electron interaction that will fit quite well the high-energy broadening of measured resonances. 
V. NEUTRAL AND CHARGED EXCITON SCATTERING WITH ELECTRONS
A theory of neutral and charged exciton electron scattering has been proposed by Ramon et al. 15 . They investigated both elastic and inelastic scattering in GaAs quantum wells. They were able to fit their results on the high energy line shape of excitons, but failed to check their validity on the high energy tail of trions because in GaAs exciton and trion lines are not well separated.
We applied their method to calculate the linewidth broadening due to the exciton-electron scattering in our CdTe quantum well. Here, we summarize the principles and show the results.
A. Exciton-electron scattering
An electron of momentum k e can interact elastically with an exciton k X . In that case, a momentum q is transferred from the electron to the exciton
In the process, the electron bound in the exciton can be exchanged with the free electron. The exchange scattering matrix element is very strong compared to direct Coulomb interaction. Using Fermi's golden rule, it is possible to calculate the scattering rate of the process 10. Summing over all final exciton states, results -in the first Born approximation -in the exciton linewidth Γ elastic X−e (k X ) due to elastic scattering, as a function of its initial momentum. Fig. 3(a) shows the computed values of Γ elastic X−e (k X ) as a function of the exciton initial energy and the electron density. The large linewidth obtained for relatively low electron density reflects the high efficiency of the electron-scattering mechanism. This should be compared to an exciton linewidth of ∼ 0.1 meV for acoustic phonon scattering at T=5 K. It is explained by the exciton-electron interaction matrix elements that favor small energy-transfer transitions. At higher densities the effect of the phase-space filling becomes noticeable and effectively enlarges the exciton Bohr radius. Increasing the electron density further results in a shift of the maximum linewidth from k X = 0 to higher momenta.
During the scattering process, the exciton can also ionized into a free electron-hole pair. The exciton linewidth Γ inelastic X−e (k X ) due to this inelastic scattering is represented in Fig. 3(b) . Although the magnitude of Γ inelastic X−e (kx) is of the same order as Γ elastic X−e (kx), its functional dependence on the exciton in-plane momentum is very different. In particular, we note that the maximal linewidth is obtained at a very large momentum. This is due to the fact that in order for an exciton with initially small k X to be ionized, it must scatter on an electron with energy large enough to overcome its binding energy. At zero temperature this is only possible above the Fermi energy.
The two scattering processes that we described above contribute to admix states with k X > 0 to the k X = 0 state. This admixture can be easily included in our previous calculation of the absorption by convoluting the imaginary part of the exciton susceptibility (2) with a Lorentzian function whose broadening is given by the (Fig. 5) . It becomes
Use of the Kramers-Kronig relations yields the real part of the dielectric function. Since Γ X−e (k X ) is a decreasing function of k X , the Lorentzian peak is shifted to higher exciton energies. This is seen as the electron density increases.
B. Trion-electron scattering
For trions, the charge of the trion results in a divergence of its matrix elements in the limit of zero transferred momentum. This divergence, originating from the infinite range of the Coulomb potential, is treated by applying the Lindhard model for the potential screening. We use the Chandrashekar's variational function introduced above to perform the calculation. As for excitons, the broadening comes form direct and exchange scattering. The broadening Γ X − −e (k T ) obtained is shown in 
VI. ELECTRON SCATTERING CORRECTION
Using the CdTe exciton-electron and trion-electron scattering calculation performed in the previous section, we were able to fit the three cw reflectivity spectra considered in Fig. 2 . For each resonance (exciton and trion), the free parameters were the spectral line position, the oscillator strength, the electron density, the homogenous and the inhomogeneous linewidth. The fits are shown in Fig. 2 and the parameters of the fit in Table II. The fits we obtained are exceptionally good. Only a very small inhomogenous broadening had to be included, which is consistent with the high quality of our quantum well. The homogenous broadening γ X and γ T attributed to phonons remained quite small and more or less constant over the densities. This shows that we accounted for almost all electron induced broadening in our simple model. Had it been perfect, we would have expected the exciton and trion energy parameters to stay constant for all densities. Unfortunately, we could not get a perfect match of the spectrum lineshape by keeping the shift constant. Our model accounts for part of the shift but not all. We remind that it is a simple first order perturbation model and that we might expect higher order contributions to play a role. The density obtained remained quite close to those calculated with a simpler model in Sec. III.
As for the oscillator strength, not much can be said, since we did not include any dependence on the electron density in our model. We did so intentionally because current theoretical models conclude that the trion oscillator strength depends on the volume of the sample 25 . We think that it is a failure of the three-particle oversimplified trion model which is, strictly speaking, only correct in quantum dots. A correct description of the trion resonance should take into account the interaction of the excitons with all electron in the system. Such approach seems to lead to trion oscillator strength that do not depend on the volume 26 .
VII. TIME-RESOLVED REFLECTIVITY EXPERIMENT
Spectrally resolved pump and probe experiments were also performed in reflectivity geometry at 5 K in order to investigate the effect of the exciton-electron and trion-electron scattering on the nonlinear reflectivity spectra. We use the sample without illumination so with an excess electron population of about 4 × 10 10 cm
in the quantum well. The 100 femtosecond output pulses from of a Ti:Saphire laser were split into two: a small portion circulated through a delay line and probed the exciton and trion resonances, while the major portion passed through a pulse shaper to generate 4 ps long and 0.5 meV wide pump pulses, with sufficient spectral resolution to selectively pump the trion resonance. The pump/probe intensity ratio was larger than 50 so that probe reflectivity spectra remained linear in the probe field. The polarization of both pump and probe pulses could be chosen independently to investigate the counter-circular σ + σ − polarization configuration. We recorded the differential reflectivity spectrum ∆R = (R − R 0 )/R 0 for a given delay time between pump and probe pulses, R 0 and R being the unexcited and excited reflectivity spectrum, respectively.
We choose the excitation pulse to be at trion resonance, because by generating trions we induce inevitably a variation in the electron population. We decide to perform the experiments with σ + σ − circular polarization because with this configuration we avoid phase space filling effects [34] enabling us to detect changing of the exciton as well the trion resonance lineshapes. In Figure 5 , we show the differential reflectivity spectra obtained by pumping at trion resonance and probing with at delay time of 4 ps. At this short positive delay time, all coherent processes have decayed away 27 , being it then the best delay to observe nonlinearities on the exciton and trion resonances. Therefore, we can in this way check the changing in the exciton and trion resonances due to electron scattering.
Indeed, the differential reflectivity spectrum in Fig.  5 evidences variations in both trion and exciton resonances. We observe that the trion line is slightly redshifted. We attribute this redshift to the reduced amount of free electrons in the quantum well by the σ + trion generation. This induces a decrease scattering contributions from the electrons with the probed σ − trions. Therefore, the trion high energy tail absorption will reduce and as a consequence, its lineshape will change shifting a little towards lower energies. The trion generation also brings changing in the exciton resonance. We observe the expected bleaching of the high energy tail of the exciton absorption with an induced absorption of the exciton resonance. With these results, by generating a trion population and therefore altering the electron distribution, we evidence the importance of electron scattering with excitons and trions in their lineshapes and in their nonlinear signal. 
VIII. CONCLUSION
In summary, we demonstrated that in modulation doped quantum wells, electrons play an important role on both exciton and trion resonance lineshapes. We evidenced experimentally that a high energy tail develops at both excitons and trions resonances as the excess electron population is increased in the quantum well. We showed that with a model without considering exciton and trion-electron scatterings, we are not able to reproduce the optical spectra. We used then a simple first order perturbation model taking into account elastic and inelastic scatterings of electrons with excitons and trions. The model is based on calculating the exciton -and trionelectron direct and exchange interaction matrix elements to derive the trion and the exciton linewidth broadening. Finally, by including theses results in the matrix transfer calculations, we reproduced the highly asymmetrical resonance shapes of excitons and trions in the reflectivity spectra. This is fundamental for the interpretation of the linear and non-linear properties of modulation-doped quantum wells.
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APPENDIX A: MATRIX TRANSFER FORMALISM FOR A STRATIFIED MEDIUM
The layered structure of our sample needs to be taken into account in order to consistently simulate the optical properties of the quantum well. We study the propagation of time-harmonic electromagnetic wave through a stratified medium comprising successive thin plane-parallel films.
First we shall solve the wave equation
where the electric field E(ω, r , z) and the electric displacement D(ω, r , z) are expressed in term of the frequency ω, the in-plane position vector r and the position along the growth axis z. For a homogenous dielectric medium, the electric and displacement fields are linearly dependent D(ω, r , z) = (ω)E(ω, r , z). Eq. (A1) takes the form of a Helmholtz wave equation for E(ω, r , z)
The dielectric dispersion (ω) may very well be complex. Because it is constant, the electromagnetic field is invariant under in-plane translations (Bloch theorem) and solutions of (A2) are plane-waves
Here k is the in-plane wave vector and k the polarization vector. After substitution into (A2), we are left with a one-dimensional problem for the mode function
The solution represents two counter-propagating waves
The coefficient E l and E r are two complex coefficient that have to be determined by imposing Maxwell boundary conditions at the interface between adjacent layers. Let us note that if (ω) is imaginary then k z is imaginary as well and the solutions are evanescent waves. We use transfer matrices to express the propagation of the electromagnetic wave at the interface between two consecutive films with refraction index n 1 and n 2 . Then, we combine the matrices to calculate analytically the mode of the whole stratified medium. . 6 : Electric Fields at the boundary z1 and z2 of a plane layer.
In the framework of the one-dimensional problem (A4) we define for each position z in space a twodimensional vector containing the two coefficients in (A5)
For a given structure, we would like to express the relation between coefficient vectors Q (1) at z 1 and Q (2) at z 2 . Because Maxwell equations are linear, Maxwell boundary conditions will result in a linear relation, which we write as
The 2 × 2 complex matrix M thus defined is called the transfer or propagation matrix. If z 1 and z 2 were to be found in the same homogenous layer, from (A5) the transfer matrix would simply be
The Maxwell boundary conditions are invariant under time reversal. This means that the complex coefficient of a transfer matrix M do not change if we reverse the time evolution 28 . Mathematically, we write this as
whereT is the time reversal operator. We would like to calculateT Q. We remind that the amplitude of the electric field is given by the real part of its representation in terms of complex exponentials
The time reversal operator then acts aŝ
Thus, T reverse the sign of k → −k and acts on Q as
electric field is along the y-axis and (A1) becomes
with k = (ω)/ 0 ω/c. As ρ(z) is even for optical allowed transitions, it is convenient to treat separately solutions of the problem with definite parity under inversion of the z coordinate.
For odd E y symmetry, the integral in B1 is zero and there is no polarization contribution from the quantum well. The reflectivity takes the simple form
For even E y symmetry, the solution of the second order differential equation (B1) is
In this expression, the first term is the general even solution of the problem (∂ 2 z +k 2 z )E y = 0, with A(ω, k z ) a constant to be determined. The second term is a particular solution of (B1) and was simply built from the definition of the Green function (∂
which has the advantage to yield an even solution of E y . Replacing (B3) into (B1) gives
We consider Maxwell boundary condition at the interface z = −L/2. On the left side of the quantum well, we know that there are two counter-propagating plane waves propagating in the barrier given by Eqs. A and A5. The Maxwell boundary conditions give
Substituing Eq. B3 in those two equation, we obtain the reflectivity for the even solution:
where α(k z ) = Q(k z ) 2 /2k z . The total reflectivity is given by the mean of the odd B2 and even reflectivity B9:
The same kind of calculation apply for the transmissivity, which reads
If we now suppose that the quantum well has an infinite potential, the calculation of α and P functions becomes trivial. We obtain α → 1 and P → 0. We are left with the simple reflectivity and transitivity r TE = e ikzL −iχ(ω, k z )/2k z 1 + iχ(ω, k z )/2k z (B12)
t TE = e ikzL 1 1 + iχ(ω, k z )/2k z = 1 + r TE (B13)
When used in Eq. A15, these two expressions give the transfer matrix of a quantum well. The only information that is required to simulate the linear optical spectrum of our quantum well is the susceptibility.
APPENDIX C: VARIATIONAL WAVEFUNCTIONS
For the trion wavefunction, we relied on a simpler variational function 18 , given by ψ T (ρ 1 , ρ 2 ) = (e −aρ1−bρ2 + e −aρ2−bρ1 )
where R = r 1e − r 2e . The variational parameters a, b, c, d, s, R 0 were obtained by fitting the numerical solution of the Schrödinger equation 30 . They are given in Table III for both positive and negative trion in units of the bulk CdTe bulk Bohr radius (7.75 nm). The overlap with the numerical wave function is excellent (0.9981 for X − ). with only two variational parameters λ = 6.8 nm and λ = 15 nm. It is given by ψ T (ρ 1 , ρ 2 ) = N T e ρ1/λ−ρ2/λ + e ρ1/λ −ρ2/λ , (C2)
(C3) We evaluated the error induce by using the Chandrashekar's wavefunction. In Fig. 7 , we compare the result obtained with variational functions C1 and C2. They do not differ much and we conclude that Eq. C3 is a reliable approximation. 
