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A bstract
Signed-root formulae were first discussed by Lawley (1956), as a method for ap­
proximate confidence intervals in frequentist inference. Since then, they have been 
pursued by many authors, in both frequentist and Bayesian inference. Sweeting 
(1995, 1996) provides a unified framework for consideration of signed-root asymp­
totics, incorporating results such as the approximate posterior marginal probab­
ilities of DiCiccio et al. (1990) and the transformed signed-root, proposed by 
Barndorff-Nielsen (1983, 1988) in a frequentist context.
This thesis follows on from the work of Sweeting (1995, 1996), and the Bayesian 
results in particular. The emphasis is on new applications, rather than new asymp­
totic results. A mixture modelling approach is used to allow application of signed- 
root results in sub-asymptotic cases - for example, multimodal likelihoods. Al­
though the real value of asymptotic methods is in multi-parameter problems, the 
single-parameter approach is considered first for each method in order to illustrate 
the approach. Although rigorous asymptotic proofs are, by definition, not avail­
able in these sub-asymptotic applications, some justification is given and trials 
suggest that the approach is sound. The power and the limitations of the methods 
are explored with reference to the bivariate normal example of Efron (1975) and 
the hematopoiesis data of Newton et al. (1995).
In addition, the thesis aims to be a “user’s manual” for Bayesian asymptotics: 
as well as a comprehensive review of the literature, issues of implementation and 
computing are addressed in detail in the penultimate chapter.
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C h a p t e r  1
I n t r o d u c t i o n
In Bayesian inference, it often occurs that the integrals required for posterior 
calculations are not available analytically. Quadrature is an alternative that is 
feasible only when the dimensionality of the parameter space is quite small. Monte- 
Carlo simulation methods are currently popular, for their ability to solve very 
general problems, and they are also “exact” methods in the sense that they can 
be made as accurate as desired by increasing the size of the simulated sample. 
However, they tend to be quite slow. When the problem is reasonably regular, the 
slow power of Monte-Carlo Markov Chain methods is the sledgehammer for the 
proverbial nut.
Asymptotic methods are the third option: they take advantage of regularities due 
to large sample sizes to calculate accurate approximations to posterior quantities. 
In this context, “regularity” means that the sample size is large enough for the 
effect of the Central Limit Theorem to be seen, in that the posterior densities 
are reasonably approximated by normality. Chapter 2 reviews a few such meth­
ods, including those based on Laplace’s method for integrals, and those based on 
signed-root log ratio quantities. It is shown that these two methods have much 
in common, coinciding in the approximation of marginal densities, and combining 
well to approximate marginal distributions.
Asymptotics based on signed-roots were first proposed by Lawley (1956), as a 
method for approximating to the distribution of the likelihood ratio statistic. His 
derivation depends heavily on expansions of moments. In a specific regression 
context, Bliss and James (1966) mention signed-roots - as subsection (e) of a short
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appendix on asymptotics. They suggest plotting R(9), where R is the signed-root 
log-likelihood ratio, against 9: the idea later adopted by Bates and Watts (1988) 
and others as the “f-plot”, a diagnostic for near-normality of a parameterisation. 
For Bliss and James, the use of the plots is chiefly in finding improved asymptotic 
approximations to confidence intervals.
In the late 1980s, Barndorff-Nielsen and others - for example, Barndorff-Nielsen 
(1986), Barndorff-Nielsen and Cox (1989), Barndorff-Nielsen (1990) - renewed in­
terest in the use of frequentist signed-root asymptotics. A large sub-literature ex­
ists discussing signed-roots for exponential families: see Pierce and Peters (1992), 
for example, or Sun (1995) for a brief overview with useful references. For fre­
quentist applications to more general distributions, Bickel and Ghosh (1990) use 
the unsmoothing argument of Stein (1985) to derive frequentist signed-root for­
mulae via Bayesian proofs: see also Dawid (1991), including the discussion by 
Sweeting.
Bayesian use of the signed-root, on the other hand, was pioneered by Efron (1985), 
providing proof of the asymptotic posterior normality of the signed-root log-density 
ratio statistic. In the early 1990s DiCiccio and others published several papers 
on the subject: DiCiccio, Field and Fraser (1990) derive approximations to tail 
probabilities of marginal posterior distributions, DiCiccio and Martin (1991) apply 
the same formulae to a slightly more general distribution, and DiCiccio and Stern 
(1993) derive approximate Bayesian Bartlett corrections.
Sweeting (1995) provides a unifying framework for asymptotic approximations in 
single-parameter Bayesian and frequentist inference. He studies the properties of a 
class $[•••] of near-normal distributions implicit in the work of Barndorff-Nielsen 
and Cox (1986), and uses it to prove the distributional results of DiCiccio, Field 
and Fraser, and the Bartlett results of DiCiccio and Stern, as well as giving new 
Laplace-type formulae for posterior expectations and predictive densities. The 
work is done for the more general structure of DiCiccio and Martin, resulting in 
convenient forms for sensitivity analysis. In addition, Sweeting shows that the 
transformation R — |rlog q(R) of Barndorff-Nielsen and Cox (1986) is useful in a 
Bayesian context, and demonstrates the use of the same class for frequentist results 
that are proved via an unsmoothing argument. The work is extended to multi­
parameter problems by Sweeting (1994) and Sweeting (1996), and it is shown that
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the Laplace formula for marginal density approximations of Tierney and Kadane 
(1986) can be derived by a signed-root argument.
The thesis has two aims. One is the development of approximate methods for 
likelihoods that are not, due to multi-modality or some other deviation from reg­
ularity, susceptible to the asymptotic methods of Chapter 2. In each of Chapters 
3, 4 and 5, the approach is to write an irregular likelihood or density as a mixture 
of functions that can be treated as regular density functions. Then asymptotic 
formulae suggest approximations to integrals of the functions in the mixture, and 
these approximations are combined to approximate posterior quantities for the 
true density. The resulting formulae are not themselves asymptotic formulae, but 
can be regarded as approximations motivated by asymptotic formulae.
Although the value of these methods is that they can be applied to multi-parameter 
problems, where numerical integration is too slow, in each chapter the theory 
is developed first for the single-parameter case and then extended to the multi­
parameter case. This is for ease of exposition, and also allows the formulae to 
be tested where exact solutions can be found. Examples are given throughout 
Chapters 3 and 4, and in Chapter 5 a multi-parameter example is worked through.
The second aim of the thesis is to provide a comprehensive .reference manual for 
implementation of signed-root formulae. To this end, in addition to the literat­
ure review in Chapter 2, Chapter 6 discusses implementation issues, including 
diagnostics for the quality of the approximations and considerations for efficient 
programming.
Two mathematical asides are included as Appendices. It is shown in Appendix A 
that signed-roots can be seen as a specific case of a more general class of “signed- 
inverse” methods, and that they are not necessarily the optimum member of this 
class to use. However, it is not in general possible to identify any single optimum 
member for a particular problem. Appendix B explores an implementation issue 
for the signed-root, the choice of representation of the posterior density. It is 
demonstrated that although an optimal choice exists, it is not useful in practice. 
Connections with the method of Chapter 4 are also discussed. A more constructive 
resolution of this issue can be found in Section 6.1.
There is also an Appendix C, which summarises the notation introduced in Sec-
6
tions 2.3 and 2.4 as a reference guide since the same notation is used throughout 
Chapters 3 to 6.
i
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C h a p t e r  2
L i t e r a t u r e  R e v i e w
This chapter reviews existing asymptotic methods for Bayesian inference. The 
emphasis is on methods based on Laplace integrals and signed-root transforma­
tions. Throughout, we write 7r(0) for the posterior density of a parameter 9 and 
E[v(9)] for the posterior expectation of a function v(9). We use =, ex and & 
to denote, respectively, equality, proportionality and stochastic distribution to an 
asymptotic order of 0 (n~k/2), where n is the number of observations in a data set 
X = (Wi,... ,Xn). The symbols =, oc and ~ will also be used for equality, pro­
portionality and distribution to 0(n~2). For approximations of a non-asymptotic 
nature, we use oc and ~ .
2.1 T h e  F irs t -O rd e r  N o rm a l A p p ro x im a tio n
Suppose that each observation Xi is i.i.d. with density Xi ~  f{X i]9), where 9 is 
a parameter 9 E 9? and f(x i; 9) is zero for all Xi outside some sample space that 
does not depend on 9. Assume that f(xi\ 9) is smooth in 9, in the sense that all 
derivatives of / exist at all points.
Let A(0) denote the prior distribution of 9. If L(9) denotes the likelihood of 9
ngiven the data x then L(9) = fl /fe; 9). Let
i= i
Z(0)=ln(A(0)) + ln£(0).
Hence the posterior is proportional to el(/JK Then let 0 be the maximiser of 1(6),
so that the posterior is proportional to
em  _ ei(o+h)
= exp (^(9) +  hi'(9) +  ~ l " (9) +  .. ^ (2.1)
where h =  9 — 6 . By definition, l' (9) — 0, and e1^  is a constant.
Since XJ,..., Xn are independently and identically distributed, the distribution of 
X has variance Var(XTi)/n. It follows that, if the region of interest for 9 is a region 
of posterior probability of size a, then the quantity h = 9 — 9 is asymptotically
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0(n-1/2). Since 1(9) =  £  log f(x i, 9), it has asymptotic order 0 (n), and similarlyi=i
all the derivatives of I are 0 (n).
Hence, for an 0 (n~1//2) approximation, terms in equation (2.1) beyond h2 can be 
ignored, so that the posterior e1^  is approximately proportional to
e 2 W  =- e 2^
where
2 1<7 =  —i"(e)
and so
9 ~ N (§ ,t t 2) .
2.1.1 M ulti-Param eter Models
This result generalises easily to multi-parameter models, where 9 e  Ud. With the 
same conditions on f(xf, 9), let J  be the Hessian matrix of —1(9). Then
9 ± N ( 9 ,J ~ 1). (2.2)
For example, in two dimensions, if 9 = (a, (3) then
l(a,/3) = In A(o:, /3) + In L(a, (3)
9
—  Z(qj, p) +  (0 +  0) +  -
a  — a
P ~ P
\ /  \  '  / a^  a2z '
So:2 aaS/3
a2/ a2/
\  a«a/3 a/?2 /
/   ^ \  
a  — a
p - p
Let
J  — —
 ^ a2z d2l \
da2 dadP
d2l a2z
\  dotdp dp2 J 9=6
and then, using ex to denote proportionality to 0 (n“?),
ix(6) oc e x p j  — JO
from which (2.2) follows.
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2 .2  L a p la c e  A p p r o x im a tio n  M e th o d s
2.2.1 Posterior Expectation
Laplace’s method for integrals provides an approximation for the integral of a 
function F(x) when logF is 0(n) - for example, a posterior or likelihood function. 
It is described in detail in De Bruijn (1961), amongst many others. Briefly, if F(x) 
has a unique maximum at x — x, let f(x ) =  logF(x) and a 2 = — 1 /  f"(x). Then 
given sufficient regularity conditions,
J  F(x)dx = V 2ttoF(x) (1 + r) + £) (2.3)
where r) is an 0 (n~l) error term, and £ an 0 (n ~2) error. Tierney and Kadane 
(1986) apply this approximation to the posterior expectation of a positive function 
v(9),
F h m  -  f v ( W > m < n
w m -  j■
Here, 1(0) is the log-likelihood function, A(0) is the prior distribution and v(9) is 
any smooth positive function of 9.
Let F(9) =  L(9)\(9), the posterior, and G(9) =  L(9)X(9)v(9). Let / and g 
denote the logarithms of F and G respectively; let 9 be the maximiser of F(9), 
the posterior mode, and 9* be the maximiser of G(9). Define a  — — 1//"(#) and 
<j* =  —l/g"(9*). Then, from equation (2.3),
+  ( M )
where 77 and 77* are 0 (n“1), and = denotes equality to fourth order, 0 (?7.-2). 
Tierney and Kadane’s paper shows that the difference 77* — 77 is an 0(n~2) quantity, 
and so
E  [k(0)1 =
1 v n <j F(9)
is a fourth-order approximation to E[v(9)]. The intuitive explanation they offer 
is that, for well-behaved v(9), the functions F and G are similar in shape and so 
the Laplace method makes similar errors in estimating each integrand.
Tierney et al. (1989) also discuss methods for functions v(9) that are not pos­
itive. When the function is bounded below, a large constant may be added, the
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approximation applied and then the constant subtracted. Otherwise, consider the 
moment generating function
M(s) = E [exp{s,u(0)}].
Since exp{sr/(0)} is always positive, it is possible to apply equation (2.4) to ap­
proximate M(s), and then differentiate to approximate the derivative M'(s), from 
which we obtain
To approximate f(z), the predictive density at z, Tierney and Kadane write it as 
an expectation
so that equation (2.4) can be applied directly.
2.2.2 M ulti-Param eter Integrals and M arginal Densities
Consider a d-dimensional vector 0. Following the notation of Sweeting (1996), let 
(01,..., 9d) be the components of 0; let 9i be the vector of the first i components, 
(01,..., 0*), and let 0W be the vector of the last d — i +1 components, (9\ ..., 9d). 
For a function F (6) with logarithm /(0), let 0 denote the maximiser of F, and let 
J  = [— d0Tdej /(0)], the matrix of second-order partial derivatives of —f(9).
The Laplace formula for the integral of a function of a d-dimensional parameter is
function v(9) w.r.t. the posterior density F(9). As in Section 2.2.1, let (7(0) = 
F(9)v(9) and let g(9) =  log(7(0). Again, let 9* be the maximiser of (7(0). Then 
the Laplace approximation for an expectation is
jE?[v(0)] = M'(O).
f ( z )= E [ f( z \ 0)}
(2.5)
where rj =  0 (n >. It is desired to approximate the expectation of a positive
where J  and J* are the Hessians of — / and — g at 9 and 0* respectively.
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Tierney and Kadane also give a formula for the marginal posterior density of a 
subvector 0*, obtained by applying (2.5) to the numerator and denominator of
/ir(0i,0('+1))<20(i+1)
A f t ) jF ( e )d e
Let 0^ +1)(0i) denote the maximiser of the posterior density F(9) conditional on 
9i, and let j^ +1 (^9i) be the submatrix of j(9f) corresponding to 0*+1, where j(9f) is 
the Hessian of —/ evaluated at (0j,0^ +1^). Then application of Laplace’s method 
gives
« M -  f„ ' ( r o ' A r t A  (2.6)
However, (2.6) is correct only to 0{n~l). Intuitively, this is because the numerator 
and denominator integrands are of different dimensionality, and hence have quite 
different errors.
The source of second-order error in (2.6) is in the constant of proportionality. That 
is, if
k : = J  tv(9i) d9i
then
<2.2)
2.2.3 Application to Sensitivity Analysis
It follows from Tierney, Kass and Kadane (1989) that any positive factor 6(0) of 
0(1) can be omitted from F and G provided the approximation is multiplied by 
6(0*)/6(0). In Kass, Tierney and Kadane (1989) this observation is used to obtain 
a simple approximation for the expectation of v under a perturbed problem.
Suppose we wish to investigate the change in J5[u(0)] when a slightly different 
posterior is specified. Let E denote the Laplace approximation to the expectation 
under the original posterior, and let the new posterior be Fnew(9) = F(9)b(9). 
Then
A „ K 0 ) ]  =  S s N 0 ) ]
6(0)
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For example, when measuring the influence of an observation, take b(9) — 1/Ci(9), 
the reciprocal of the contribution from observation i to the likelihood of 9\ when 
measuring sensitivity to a change of prior, take b{9) — \netu {6) /m .
Hence, the formula for approximate change in expectation is
2.3 A p p ro x im a tio n s  Based on Signed R oots
As an introduction to signed-root methods, consider first Bayesian inference on 
a scalar parameter 9 with posterior n(9). In Section 2.4 the results are exten­
ded to multi-parameter inference. The notation and exposition follow Sweeting 
(1995, 1996); for quick reference when reading later chapters, the notation is also 
summarised in Appendix C.
2.3.1 Introduction
Suppose a scalar parameter 9 has a continuous, unimodal likelihood function L(9), 
which has a maximum at 9. As a motivation for signed-root methods, consider 
first the transformation
w(8) =  2 [Z(0) -
where 1(9) — log L(9). The statistic w(9) is well known to have a Xi sampling 
distribution in the limit. It is equally well-known that if X ~ JV(0,1), then 
X 2 ~  Xi' The signed-root transformation described below uses this to construct 
from w(9) a statistic that has a known distribution, and in addition, contains 
information about direction as well as distance from the mode. For this reason 
the signed-root is also occasionally referred to as a “directed likelihood-ratio” - in 
Barndorff-Nielsen and Cox (1989), for example.
If we define
r(9) = sign(0 - 9)^2 [l(9) - J(0)]
Then
w  « %  =  *m - l0) = ■
_ r2Since e 2 is the kernel of the standard normal density, it follows that the likelihood 
of 9 is standard normal in r. That is,
L(9) oc cj)(r(9)),
Now consider Bayesian inference on 9. The Signed-Root Log Likelihood Ratio 
(SRLLR) is R = r(9), a data-dependent re-parameterisation. Notice that the 
likelihood of R is L(R) a cj)(R).
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Although it is not meaningful to define a prior density on R, since R depends on 
the data, a prior A can be given for 0 and a posterior density for R calculated by 
L(9)X(9(r))^ , Since the log-likelihood is O(n), if the prior is 0(1), it is shown 
in Section 2.3.3 that when the likelihood is exactly normal, the posterior is ap­
proximately normal. The intention is to use asymptotic normality of R to find 
approximations for functions of 9.
Alternatively, R may be defined to be a Signed-Root Log Density Ratio (SRLDR): 
if we let L(9) be the posterior density of 9 instead of the likelihood, and define 
R =  r(9) as above, then the posterior density of R is
it is possible to call L(9) a density w.r.t. the measure A(9), and define a SRLDR 
R in terms of L. This form is used in Section 2.3.3, generalised still further to 
include a third-order error-term: the latter is irrelevant in the one-parameter case, 
but arises when the results are applied to marginal densities in Section 2.4. First, 
Section 2.3.2 establishes results that will be used in Sections 2.3.3 to 2.3.8, and 
then applied to multi-parameter inference in Section 2.4.
2.3.2 General Results
In this section, results are established for a class of ‘near-normal’ distributions with 
a particular asymptotic form. In Section 2.3.3 it is shown that, under quite general 
conditions on the distribution of 9, the distribution of the signed-root parameter 
R = r(9) belongs to this class. Sections 2.3.4 to 2.3.8 apply the results of this 
section to the distribution of R.
Consider any sequence of densities of the form
/(r) oc ^ (r)— .
In general, by writing the posterior of 8 as
tt(0) oc L{8)\(8)
fn{r) OC 4>(r)qn(r)(l + enr) (2.8)
where en denotes a sequence of 0 (n 3/2) correction terms, and qn(r) is of the form
1 + anr + bnr2 + cnr3 + dn(r)r4 (2.9)
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where an — 0 (n-1/2), bn — 0 (n~1), cn =  0 (n"3/2), and dn(r) — 0 {n~2) uniformly 
in some suitable region. It is shown in Sweeting (1995) that if R has density f n, 
the distribution function of R is
Fn(r) = $(r) - <£(r) — - + en J. (2.10)
Further, the same paper shows that if a transformation rn is defined by
log<7„(r)rn(r) -  r  — —  (2.11)
then Rn = rn(R) has a standard normal distribution to 0(n-3/2).
In fact, to this order of approximation, the distribution of R is already normal in 
shape; that is, to this order, the transformation to Rn is a location-scale correction. 
In the Bayesian application below, however, the transformation to Rn is more 
easily implemented than a true location-scale correction, since it does not require 
expansion of q(r).
The proof that the transformation to Rn is approximately a location-scale correc­
tion follows. Suppress dependence on n for ease of notation. To 0(n-3/2):
R = R — R~x log(l + a£ + bR2)
=  R -  R~' ((aij + 6ii2) + i(afl + 6«2)2 + ...)
1
= R — a — bR -j- - a 2R 
z
R — a ^1 + |a2 —
(l + 2a2 “ b)v6 — bj 1
R — a
1 +  (6 -  ia 2) ' 
to the same order. From this, the result is immediate.
(2.12)
2.3.3 The Signed-root Transformation
Section 2.1 considered likelihoods derived from n i.i.d. observations; the results 
of Section 2.2 were given for a posterior with logarithm of 0(n). Now consider 
densities of the form
7rn(0) oc Ln(6)\n(9) {l + r)n(9 -  0n)} (2.13)
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where 9n is the maximiser of Ln(Q), gn = 0(n~x) and An(0)/An(0n) = 0(1). 
Typically, we might take Ln to be the likelihood and Xn to be the prior, but 
other applications arise. For example, to explore sensitivity to the choice of prior, 
we might take Ln to be the likelihood times the prior, and An to be 1 in a first 
calculation and the ratio of a new to the old prior in a subsequent calculation.
Let ln(9) =  logLn(9) and let wn(9) — 2 {ln(9n) — Zn(0)}, the likelihood ratio stat­
istic. Further define j n(9) =  -Z"(0), J n = jn(Qn)> and zn(9) =  - fJ jl(9 -  9n). Let 
rn(9) =  sign(0 - 0n)\jwn(6).
Now, by definition of rn(0), Ln(9) oc e~2r2 and hence Ln(9) oc <j>(rn) - see Section 
2.3.1. Further, since zn =  \/J^(9 — 9n), dz oc d9 and so the posterior density of 
Rn =  rn(9) is
f n(r) oc cj)(r)~Xn(9) (l + 77(0 - 0n)).
It follows from Taylor expansion of ln(9) about 9n that, to 0(n-1/2), — -r2 = ln(9) — 
ln{@n) =  ~ and so to first-order rn is linear in zn\ that is, rn = zn + 0 (n“a). 
Then r)n(9 — 9n) =  ~ enrn. The posterior density of Rn is now in the form
d z
fn(r) OC (j)(r)-j^-Xn(9)(l +  enr).
In order to apply results such as (2.10), let gn(r) = dz/dr, hn(r) — Xn(9)/ Xn(9n) 
and qn(r) = gn(r)hn(r), so that
f n(r) oc ${r)qn(r)(l + enr).
Sweeting (1995) shows that both gn and hn, and hence qn, are of the form (2.9). 
It follows that /n(r) is in the form (2.8).
Notice that, since it is defined entirely on a log-likelihood scale, the signed-root 
transformation is independent of the initial parameterisation. That is, if we trans­
form from a parameter 9 to a new parameter ^(0), since l^(ip(9)) = Z<?(0), we have 
that r(-0) = r(9). It follows that all the signed-root based approximation methods 
discussed here are invariant with regard to initial parameterisation. However, the 
multi-parameter signed-root methods that follow in Section 2.4 are invariant only 
under reparameterisations that preserve the ordering of the parameters.
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2.3.4 D is tr ib u tio n a l A p p ro x im atio n s
Equations (2.10) and (2.11) can now be applied. Suppressing n in the notation 
from now on, define u(9) = —t (0)/\ fj. Differentiating the equation
2 1(9) - 1
z +  9\
V J  J
gives
dr 1
—  =  =F- dz 2 2 1(9) - I
z +
and so
V j
dz _  r(9) 
dr u{9) *
x 21 : + A  „  j _  _  
s f j  J  V J
Application of (2.10) gives
and (2.11) gives
so that
m = r  +  l l o g ^ - i l o g ^ )  
i?(0) =  $  (f(0 )).
(2.14)
(2.15)
(2.16)
2.3.5 Density Approximations
It is shown in Sweeting (1995) that the normalising constant in equation (2.8) is
5 = 1 + 6, where b is the coefficient of r2 in (2.9). Expansions are not necessary
for the calculation of s. First, observe that
« = 1 + b =  \ (A-1) + A 1)}. (2.17)
Now define 9~ by r(9~) — — 1 and 9+ by r(9+) =  1. Let
_ A (r )  -A(0+)
i'(e~) i‘{e+) ■
Then
* = l { g ( - l ) h ( - l ) + g ( l ) h ( l ) }
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1 (  - i  A(g-) i  y e + ) \
2 V"^") A(0) A(0) J
~ . n
2A(0)
since u(9) = —l (6) /V J .
(2.18)
To find the normalising constant in (2.13), transform back to 9. Since dz/d9 — y /j 
by definition of £ and cj)(r) = (27r)~1^ 2L(9)/L(9) by definition of r,
*/*£($)*
=  =  J ---- [  L(6)\(0) d0.
V 2 i \ ( e ) L ( 9 )  j  w  w
Substituting in the approximation (2.18) for s,
j  L{9)X(9)d9 =  ^ L ( 9 ) r .  (2.19)
2.3.6 B artlett Corrections
The quantity s is also important because s2 is a Bayesian Bartlett Correction; that 
is, when w(9) is the likelihood ratio statistic (as defined in Section 2.3.3).
W
(2.20)
Notice that calculation of s needs only first and second order derivatives.
2.3.7 Posterior Expectations
In the fraction
F h ( r , ] _ j m x ( 9 ) v ( 0 ) d 9
E [ v m ~  J M
the fourth-order approximation (2.19) is already available for the denominator. 
Similarly, replacing A (9) with A(0)u(0),
J  L(6)\(9)v(6)d0 =  J\L(9)T'
20
where
A(0-)«(g-) -A(fl+)t<(9+)
l'{0-)  I'(6+)
This requires the same conditions on Xv as on A: 3^ '^  — Dn(l). Since = 
On(l) is already a condition, it is sufficient that = On(l). Thus, an approx­
imation can be calculated to the expectation
£[v(9 )]  =
f l L ( 0 ) r  
7"* J t
A ( t H t )  +  -A (g + )«(g+) )
i  ( e - )  i ' (0+) J
( M t t t i )  „ r ) + ( z s a f f l )
This is a weighted average of the function v evaluated at 9 and 9+ :
E [u(0)J = a~v(9~) + afC/(0+). (2.21)
This is closely related to the approximation (2.4) of Tierney and Kadane (1986). 
However, (2.21) has the advantage that the weights a + and a~ are independent of 
v and therefore need only be calculated once when many expectations are required. 
Conversely, when assessing the sensitivity of an expectation to a change of prior, 
only a + and oT need to be recomputed: 9+ and 9~ are unchanged. Furthermore, 
the formula (2.21) is valid for a general smooth function v(9), whereas (2.4) is valid 
only for functions with a known lower bound: see Sweeting (1996) and discussion.
2.3.8 Predictive Densities
As in Section 2.2, a formula for posterior expectation can be applied to the calcu­
lation of predictive density. Application of (2.21) leads to the formula
p(y) =  a~p(y\9~) + a +p(ij\9+).
Notice that a + — 1 — oT, from their definitions. This means that, as a weighted 
average of two densities p(y\9~) and p(y|0+), this approximation is a valid density 
function.
This method also has the great advantage that for different values of y, there is 
no need to recompute either the weights a^ or the arguments 9± . This compares
21
well with the application of Tierney and Kadane’s formula in 2.2, which requires 
a re-maximisation to find 9* for each value of y.
2.3.9 T-Plots
The t-plot was first proposed by Bliss and James (1966), for whom it is a method 
for approximating confidence intervals. Bates and Watts (1988) make the same 
use of the method in a non-linear regression context. In addition, they observe 
that such plots “reveal how nonlinear the estimation situation is”.
Hills and Smith (1992) apply the latter idea to Bayesian inference. As an example, 
20 data points were sampled from the exponential distribution with mean 3. A 
log parameterisation 9 =  log E [x]-1) was taken, so that the log-likelihood is
20
1(9) =  209 — ee Y xi'
i=1
Figure 2.1 shows the likelihood for 0, and the likelihood for 0_1, while Figure 2.2 
shows the i-plots for the same parameterisations. Recall that R itself is inde­
pendent of the parameterisation. The near-normality of the 0 parameterisation is 
visible in the near-linearity of R(9). That the likelihood is further from normal 
in 0~1 is visible in the increased curvature of the plot of R(9) against 0-1. More 
examples are given in Hills and Smith (1992b).
A simple motivation is that given by Bates and Watts: that in the case that the 
likelihood of 0 is exactly normal, the plot will be exactly linear. More detail is 
given by Sweeting (1992). Although the t-plot originates as a diagnostic for the 
likelihood, it is in fact also useful for the posterior. Recall from Section 2.3.2 that 
to third order, R is a location-scale correction to R. That is, to 0(n~3/2), R itself 
has a normal distribution. To this order, the prior affects the location and scale 
of this normal distribution, but not the shape. It follows that a very linear i-plot 
implies that the posterior of 0 is near-normal: see Kass (1996) and the reply.
A limitation of this technique is that it is data-dependent. It can be used to assess 
the near-normality of the likelihood for a data-independent parameterisation: but 
it can only make that assessment for a specific data set. It might be useful, 
however, in a simulation study to find a parameterisation for general use.
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2.4 M u lti-p a ra m e te r Signed-roots
This section extends the methods of Section 2.3 to inference on a d-dimensional 
parameter 9 = (01,... , 0d). For each component 9l of 0, a signed-root paramet­
erisation Rl — rl(9) is defined: the vector R — (R1,..., Rd) of signed-roots can be 
regarded as a directed likelihood statistic, in that it is a transformation of 0 that 
measures distance and direction from the mode on a log-likelihood scale.
Consider posterior densities of the form
7rn(0) oc Ln(9)Xn(9) {l + T}1 (0 - 0n)} (2.22)
where 0 is a parameter in and 0n is the maximiser of Ln(9). As in Section 2.3, 
= On(l). Again, we might typically take Ln to be the likelihood and Xn 
to be the prior, but other possibilities are available. Once again, rjn is an 0(n-1) 
term.
Let Zn(0) = logLn(0). To recap the notation of Section 2.2.2, 01,...,0d denote 
the components of 0, 02 = (01,... ,0Z), the vector of the first i components, and 
96) — (9l, . . .  ,9d), the vector of the last d — i + 1 components. In addition to 0n = 
(0i,..., 9d), the global maximiser of Ln, we define 9^+1 (^9i) to be the maximiser of 
Ln conditional on 02. For j  >  i, 93n(9i) denotes the jth component of ( f i , 0^ +1^ (0*)).
For a function g(9), when i <  d we use g(9i) to denote g(9i, 0^ +lX (02)). For example, 
if Ln(9) is the likelihood function, then Ln(9i) is the profile likelihood of 0*.
Now define
win(9i) =  2[ln(9i_1) - l n(9i)\ 
and hence the signed-root transformation
Vn{8) = sign (2.23)
From here on, we suppress the subscript n for convenience of notation. Let /2(0) 
denote and Lj denote d£2J0j • Define j(9) to be the matrix [— kj(9)\, and j ^
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to be the submatrix corresponding to 9^  - that is, j (k)W  =  [-hj(e)]iJ=k d- Let
J  =  j(9) and J ^  =  j^(9).  Define a function
!/i(e) = A(0)|/i+1>(0)|.i (2.24)
It is shown in Sweeting (1994) that the density of R = r(9) is
f ( r )  oc cf)(r) JJ ql (r i)  (l + err) (2.25)
2=1
where each function $ can be written in terms of 9 =  9(R):
Mr) =  -  (  )(. . .
2.4.1 Density Approximations
It is also shown in Sweeting (1994) that ql is of the form (2.9), when considered 
as a function of r l for fixed x. That is,
q*(ri) -  1 +  a > r i _ i )  r l +  6l (r * - i )  ( r *)2 +  c*(r * - i )  G *)3 +  0 ( n ~ 2)
where a4(r^ i) = 0(n-1/2), 64(rj_x) = 0(n~1) and c*(fi_i) = 0(n-3/2). If sl =
1+6Z(0), it follows from Section 2.3 that the constant of proportionality in (2.25) is 
d
s = fl s1' As in the single parameter case, s’1 can be calculated without expansion.
2=1
It is immediate that sl =  | {q%(—ei) 4- (ez)}, where e* is the z-dimensional vector 
(0,0,..., 0,1). Let 9l± be the solutions to rl(0j_i, 9%) = dbl, and 9 f = (0j_i, 0iJ:). 
Then
i =  i  p<(ft~) M
2vi-i(§i- 1) \ k(@T) W t ) J
{ t ' _  +  r ' +  }
2A(0)
where ri- = Vi(9~)/li(9f) and r l+ — — v'i(9f)/li(9f). Let r l = + rz+, so that
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s' =  L + 'p rV A ^).
As in the single parameter ease, we can find the constant of proportionality in 
(2.22) by transforming (2.25) back to 9. Sweeting (1994) shows that
d d
f  <K r)f[q%{r) ( l  +  eTr) dr =  JJ 5* 
J *=i  *=i
d
-*■ /  fo T \ - r f /2 \A  A  , Trn n\\ gg _l_ TT 1
*  J {2v) £ I ) V ^ ) \ |  \ m \ x v ]) “  H
Hence,
JL(8)\(9) (l + r,T (8 -  §)) d8 = (27r)d/2 | Jp* L{8)\(8) jj si 
Since 77 = 0(n-1), it follows that
J  L(8)\{8) d8 = (2?r)<,/2 | Jp * L{6)\(6) f t  s4 ( l + 0(n“3/2)). (2.26)
This is similar to the form of (2.5) given in Tierney, Kass and Kadane (1989):
J  L(9)\(8)d8 =  (2n)d/2 |J|~i L0)X{§) ( l + 0 (n -1))
so that the fl factor can be regarded as a higher-order correction to the second- 
order Laplace formula.
2.4.2 Expectations
As in Section 2.3.7, application of (2.26) to J  L(9)X(9)v(9) d9 leads to an approx­
imation to the expectation of a function v(9). Let a f  = t 1±/tL then
E  [«(*)] = v(8) n  ( S L M .  +  ° M 8 t ) \  (2.27)
t= i V v(8) J
26
Further, it follows from s% = I + ^(e*)} that each term in brackets in
(2.27) is of the form 1 + 0(n-1): that is,
ar« (0 r)  +  “ i ' " ( 0 / )  ■ , . . .-----------~---------  =  1+7,;
m
where 7\ — 0{n~l). Hence,
£[u(0)] = v(9) JJ (1 + 7*)
j= i
=  v(8) ^1 +
v0)  ( l  +  D
2=1
d ra i v(0i ) +  (xfv(0f )
v{9)
-  1
and so, multiplying out:
E [u(0)] = v(9) + {ai v(6i ) + a t v(°t) ~  ^(0)), (2.28)
2=1
2.4.3 Marginal Distributions
It is shown in Sweeting (1996) that the Laplace approximation (2.6) to the marginal 
density of 9{ can be derived from (2.26), and further, that it is in the form:
7r(0i)ocL(0i)^(0i) (l + 77T(0i - 0*)) (2.29)
where 77 = 0{n~l). Notice that this is the form (2.22). It then follows from (2.26) 
that
JL{e)vi{ei) de =  (2 7 / 2 1 Ji\~l L0)n{§) I I  ^  (1 +  o ( n- v 2))
3~ 1
since r)T(9i — 0*) is a third-order error term. Define
k = (27r)i/2 | Ji|~i L(8)Vi{8) fi s3'
3=1
and recall from (2.7) that L(02)^ (02) can provide a third-order approximation if 
it is re-normalised. Since k is a third-order approximation to the normalising 
constant for (2.29),
7r(0,-) = k_1L(0i)^ (0i) (2.30)
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is a third-order marginal density approximation for 0*.
Taking i = 1, (2.30) is in the single-parameter density form (2.13), and so the 
distributional approximations of Section 2.3.4 are available. First, calculate the 
equivalents to quantities defined in Section 2.3:
Single-parameter / Marginal density
m  M e1)
A (0) M 01)
m  = - r i f f ) ^
J
((0) hie1)
u[B) =  _ (M
|J|S
Hence, from (2.14),
FiB1) = $(r‘) + H r1) (l- + -  1 (2.31)
Similarly, the standardised signed-root (2.15) is
f l (6) = r 1 + —  log -hie1) \ \N\o1) y lo g x je h e ^ je 1)'
. W )  .
(2.32)
leading to the approximation
F ie1) =  $  ( f 1^ 1)).
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C h a p t e r  3
B i m o d a l i t y  : S o l u t i o n  v i a  
M i x t u r e  M o d e l s
3.1 D ecom position of a B im o d a l Likelihood
In order to apply the theory of signed-root log-likelihood ratios to bimodal dis­
tributions, we aim to write a bimodal likelihood as a mixture of two unimodal 
likelihoods:
L(9) ex (1 -  a)Lx(9) +  aL2{9).
Asymptotic formulae, such as those in Chapter 2, then suggest approximations 
to integrals involving L i ,L 2. These can be combined additively to give approx­
imations to integrals involving L, such as calculation of marginal quantities and 
posterior expectations. The extension of the results to multi-modal distributions, 
by writing L as the sum of many unimodal likelihoods, is immediate.
3.1.1 Restraints on the Decomposition
There will be many such ways to decompose a bimodal likelihood. There are, 
however, several conditions that would ideally be satisfied.
Suppose L{9) has two modes, §i < 92, and a local minimum 9q that lies between 
them.
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Domains for L\ and L2
For simplicity, we will seek a decomposition where Li(9) is zero outside a range 
(—00,05), and L2(9) is zero outside a range (0a,oo), with 9a < 06- We can choose 
any 9a in (0i,0o) and 06 in (00,4 ).
An advantage of this method is that the modes of L are the modes of L\ and L2, 
so no new maximisations are needed.
Invariance
Our decomposition should not depend on our choice of initial parameterisation 0. 
Notice that this requirement includes a symmetry condition: the transformation 
from 0 to — 0 should leave results unchanged.
In order to choose 0a>06 in an invariant way, we define them in terms of 1(9), the 
log-likelihood, rather than directly in terms of 0: for example, 9a could be defined 
to be the value of 0 in (4,0o) such that 1(9) bisects Z(4) and Z(0o).
Smoothness
Existing work on signed root methods requires a continuous likelihood function 
that has continuous first six derivatives (Sweeting, 1995). For this reason we will 
seek a decomposition in which L\ and L2 are continuous to the sixth derivative.
3.1.2 Method of Decomposition
To meet the invariance requirement, first define for 0 e (0i, 02)
r*(0) = sign(0 - 0o V 2 [Z(0) - 2(0o)].
This is a signed root transformation around the local minimum 0o, and has the 
property that then L(r*) ~  ezr*2 for 9\ <  9 <  §2. Define ra =  r*(9a) and rb — 
r*(9b). Now let p : 3? — be a monotone increasing function (p will also need 
smoothness properties, detailed in the Lemma below).
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•t
Figure 3.1: Exact decomposition of a bimodal likelihood into two unimodal
likelihoods, using the method of Section 3.1.2
We define two likelihood functions as follows:
f
L)6) e oa
me) =
o eb < e
'
o
me) = . m v{H A Y) ea< e <eh
l { 8) eb< e
It is immediate that L*(0) + L i^O) = L{9). Transforming to the signed-root scale 
r* enables us to create an invariant decomposition, because this transformation,
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like the usual signed-root about a mode, is invariant under changes of initial para­
meterization. To satisfy the symmetry condition, we need 1 — p(x) = p( 1 — x). 
The smoothness condition is satisfied if p^ k\0) = 0 V/c = 0,..., 6, p(l) = 1 and 
p(fc)(l) = 0 V/c = 1,..., 6, as proved in the following Lemma.
Lemma
Suppose we have a function p(a;) with the following properties:
1. p(k\x) exists V/c = 0,..., 6 Va; € [0,1]
2. p<fc)(0) =  0VJfe =  0 , . . . , 6
3. p(l) = 1
4. p(k\ 1) = 0 V/c = 1,..., 6
5. p(x) + p ( 1 — x) = 1,
Then L\ and L2 satisfy the conditions of Section 3.1.1.
Proof
(For notational brevity, we do not state explicitly at each step that the results are 
for k < 6). Let f(x ) =  g(x)p(x). Then since
V/c > 1 f ik){x) = (^ )p^(x)g(k~l)(x)
i=o \ v
it follows that
/t*)(0) = gW(0)p(O) + ^ 0 g (':-i)(0) = OVA: (3.2)
/<*>(!) = SW(l)p(l) + £ 0 ff<^(0) = ff(*>(l)V*. (3.3)
Now let x = fnTand e(x) =  so that L)(0) =  g{x)p{x). The first six
derivatives of L2 w.r.t. x are 0 at x = 0, i.e. at 9a. At 9 — 9b, where x — 1, equation
(3.3) states that the derivatives of L *2 (9{x)) are equal to those of L(9), and hence
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Figure 3.2: (a) On the left, the function p f x ); (b) On the right, p&(x).
there are no discontinuities in the first six derivatives of L by symmetry, the 
same is true for L\(r) □.
The function pj seems natural but is computationally expensive, since it cannot 
be integrated analytically. Use of a look-up table would help, but requires much 
time to set up. It is better to use a function that can be integrated explicitly.
On the other hand, it is easy to fit a polynomial to the conditions of the Lemma. 
Notice first that if p(x) is the smallest polynomial that satisfies conditions 1-4 of 
the Lemma, it must also satisfy condition 5. To see this, define q(x) = 1 — p(l — x). 
Then <?(0) = 0, g(l) = 1, and the derivatives of q(x) satisfy conditions 2 and 4: 
it follows that q(x) is a polynomial of the same order as p(x) also satisfying the 
conditions 1-4; hence, q(x) = p(x) and so 1 — p(x) — p(l — rc).
It remains to find a function p(x) satisfying these properties. One possibility, from 
Chapter 1.7 of Billingsley (1968), is
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To satisfy the Lemma, a polynomial will have 2(k +1) coefficients, since there are 
k + 1 conditions at x — 0 and k + 1 at x — 1. Condition 2 of the Lemma forces
the first k + 1 coefficients to be 0. The equations p(l) = l,p'(l) — 0,... ,p ^  =  0 
can be solved simultaneously by backfitting.
For the signed-root properties described in Sweeting (1995), we require k = 6; the 
smallest polynomial satisfying the Lemma for k = 6 is
p6(x) =  924a;13 - 6006a;12 + 16380a;11 - 24024a;10 + 20020a;9 - 9009a;8 + 1716a;7.
In general, we will use pk to denote the order (2k + 1) polynomial that satisfies 
the Lemma for a particular k.
However, it might be unnecessary to use functions of such complexity. Possibly 
Po(x) =  x will suffice: hopefully the error due to discontinuity in the derivatives 
will be negligible compared to the gain in computability.
3.1.3 Posterior Densities
Consider a posterior density
so that Li(9)X(6) is a density for i — 1, 2. Now, f  (L* + L\) X(0) — si + s2, and so
p(6) oc L(d)X(Q)
where X(9) = On(l), and L(9) =  L\(9) + L\(9). For each i =  1,2, let
Sj = J  L*(6)\(9)de
ii(9) =  m e )
p(@) — (si + s2 ) 1 m + £ 2) a(^).
Finally,' it follows from the definition of Li that Lf = sffii, and so
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Notice that the signed-root formula (2.19), for the normalising constant of a pos­
terior, provides a mechanism for calculating each Si,S2-
35
3 .2  A p p lic a tio n
We have written
p(0) = {(1 - a)In{9) + aL 2{9)} A(0) (3.4)
where
s2o: — ----------si + s2
and
J  Li(8)\{9)dd =  J  L2(8)\(8)d8 =  =  1 .
Further, L i,L 2 have unique modes 9\ and 02, L\(9) = 0 V0 > 0f>, and L2(9) =  
0 V0 < 9a. Let li and l2 be the logarithms of Li, L2 respectively.
Define r*(0) = sign(0 — 9i)^J2 [Zi(0») — Zi(0)]: the signed-root transformation for 
the likelihood i =  1,2. Define $(r), «i(0) and fy(0) for each in the usual way 
(see Appendix C).
The intention is to apply asymptotic formulae to the two artificially constructed 
densities pi(9) = Lj(0)A(0). For asymptotic methods such as the signed-root to 
work, we usually require a posterior density that is approaching normality because 
the sample size is “sufficiently large”. It is not possible to give rigorous asymptotic 
proofs for the methods that follow, since pi and p2 are artificially constructed dens­
ities that do not truly have a sample size associated with them. Instead, we argue 
as follows. Provided pi,p2 “look” like posterior densities that approach normality, 
asymptotically derived formulae will provide accurate approximations to integrals 
just as if they were such densities, and so we can construct approximations to in­
tegrals of p(9) that are motivated by higher-order asymptotic methods, but cannot 
themselves be said to be asymptotic formulae. This justification is discussed in 
more detail in Chapter 7.
3.2.1 Distribution Function
Equation (2.14) can be seen as an approximation to an integral, for a sufficiently 
well-behaved function L;. That is,
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[" ^  (e')\(e')de'~  $ (n )  -J—oo
A(g) •
n \(§i)ui(8).
where ri denotes Ti(0). Hence, from equation (3.4),
F(9) = [°  L(9’)\(9')d9'
J — OO
= (1 — a) J  L1(9')\d[" (ff)dffJ — OO J— oo
and so,
F(0)  ~  <
(1 -a)
(1 -a)
+  a
_(l-a) + a > 9 b.
(3.5)
An equivalent formula based on standardised signed-roots is also available. For 
i =  1,2 define
n \ n J  n  \x(9i)J
Then (2.16) suggests the following approximation:
(1 - a)$[fi(0)] <
(1 - a)$ [?!((?)] + a$ [r2(0)] 8 6 (9a, 9b)
(1 - a) + a$ [r2(0)] 9 > 9 b.
(3.6)
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Let Ei [u(0)] denote the expectation of v(0) under the posterior density L*(0)A(0), 
i — 1,2. Then, from equation (2.21)
E [t/(0)] ~ (1 - a) Ei [v(0)] + aE 2 [t/(0)]. (3.7)
As in Section 2.3.8, this can be used for predictive densities.
3.2.2 E x p ec ta tio n s
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3.3 Exam ples
3.3.1 Normal Distribution with Constant Coefficient of Vari­
ation
Hinkley (1977) considers inference about the mean of a normal distribution when 
the ratio of the standard deviation to the mean is a known constant: that is, the 
single-parameter distribution iV(0,c202). The likelihood function, disregarding 
constants of proportionality, is
m - (o - V p  ( - I e  ( s ^ ) j .
Newton and Raftery (1994) apply bootstrap methods to the bimodal likelihoods 
that result: here, we shall apply signed-root methods to each of the two modes.
- 2 - 1 0  1 2 
t
Figure 3.3: Likelihood from Hinkley’s model
Figure 3.3 shows the likelihood function for 9 given 40 observations simulated 
from Hinkley’s model with c — 40: the simulation was carried out with 0 = 1. 
A reference prior ir(0) = 1 was taken. Separating this likelihood in the manner
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of Section 3.1 is trivial - in the framework described in Section 3.1.2, it is done 
by taking any 0a,9b E (—0.5,0.5), say; this is an approximation to choosing them 
by bisection of the log-likelihood (which would be awkward to compute exactly 
because of the extreme negative values of I near zero). Figure 3.4 shows the 
true distribution function for this posterior (a dashed line) with the signed-root 
approximation using (3.5) plotted on the same graph as a solid line. The accuracy 
is so high that the dashed line is barely visible.
t
Figure 3.4: Signed-root approximation to distribution 
3.3.2 Normal M ixture Model
Sweeting (1994) investigates likelihoods from a normal mixture model, by sampling 
six data points from a mixture of iV(0,1) and N(9 + 3,1) with mixing constant 
equal to Figure 3.5 shows the likelihood from one such sample, taken from 0 = 0. 
The dashed lines show the separation of the likelihood into two components using 
p(x) — p&(x) and choosing 0a,0& by bisection of log-likelihoods.
The resulting approximation to the posterior distribution using (3.5) is plotted in 
Figure 3.6, again using a dashed line for the true distribution by numerical integ-
40
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Figure 3.5: Likelihood for Sweeting’s normal mixture model
- 4 - 2  0 2
■t
Figure 3.6: Sweeting’s normal mixture model: Signed-root approximation to dens­
ity
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ration and a solid line for the approximation. The approximation for expectations 
is similarly accurate. The following table shows expectations of the first three 
moments, calculated by numerical integration and by equation (3.7).
9 92 03
Exact: -0.8408 2.8451 -6.0065
Signed-root: -0.8397 2.8749 -6.0789
3.3.3 Efron’s Bivariate Normal: First Instance
The above is a straightforward example, but the method can work for less trivial 
bimodality. Efron (1975) suggests the following example that can exhibit a vari­
ety of behaviours, including multi-modality, and unimodality that may be well- 
approximated by a normal distribution or afflicted with a heavy shoulder.
Consider a single-parameter problem embedded in a bivariate normal distribution, 
N (p, E) where p — (/*i, /z2) • F°r simplicity we assume here that the variance 
matrix E is known, and take an improper reference prior X(p) = 1. For an observed 
sample of n points, the likelihood of p is unimodal on 5ft2. However, consider a 
quadratic constraint linking px to p2 - say p2 = ap\ - b. Then the likelihood of 
Pi is the cross-section of the bivariate likelihood along the curve p2 =  ap\ — b: see 
Figure 3.7.
When the data are close to the origin so that pi ~  0, the likelihood will have two 
peaks: one close to the true value pi, and one close to —pi. Asymptotically, the 
peak near — pi is smaller and vanishes as n -» oo, but for moderate sample sizes 
it is appreciable.
Write 9 — pi. To test the methods of this chapter, twenty data points were 
sampled from the distribution
x = mu-1
Figure 3.7: Log-likelihood Contours for Efron’s Bivariate Model with Quadratic 
Constraint
with 0 = |. Let 0i < 02 be the local modes of the likelihood of 0; let 0O be the local 
minimum. Figure 3.1, in Section 3.1.2, shows the decomposition of this likelihood 
into L* and L\, when 6a and 0b are chosen to bisect (0i,0o) and (0o,02) on the 
log-likelihood scale, and p(x) is taken to be the polynomial that satisfies the 
Lemma for continuity to the sixth derivative.
The resulting approximation for F (6), via standardised signed-roots, is plotted in 
Figure 3.8, The dashed line shows the true distribution function and the solid line 
shows the signed-root approximation: the results are very good in most regions, 
but slightly erratic in the region 0 G (—0.3,0.3).
What causes the errors in the approximation? Figure 3.9 reveals an asymmetry in 
L* that looks minor on the likelihood scale: however, on the log-likelihood scale, it 
is clear that ZJ is far from quadratic. This means that the Jacobian term g(r) in the 
signed-root formulae of Section 2.3 is large, when the signed-root approximations 
depend on it being asymptotically small.
The equivalent graphs of L2 and l2 reveal the mirror image of the same problem:
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Figure 3.8: Efron’s example: signed-root approximation to density
o
t t
Figure 3.9: The likelihood L\ (left) and log-likelihood /J for the Efron example
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both components of the mixture are dropping to zero too slowly, not in the region 
where Li =  L but in the region where L{(9) = L(9)p (r*(0)). The fault is with the 
‘S’-shape of the polynomial pQ(x) - this can be confirmed by using other choices of 
p(x), such as pi(x) from Billingsley (1968).
3.3.4 Efron’s Example, Second Instance
The example described in Section 3.3.3 can give rise to a wide variety of likelihood 
shapes, when the sample size is moderately small, which allows exploration of the 
power of this method. Another data set was simulated from
N
f
\
2092 r
0 1 ) )
with 9 — 0.1. The resulting likelihood, and its breakdown into two compon­
ents using Pg(x), is shown on the left of Figure 3.10. (Note that 9a and 9b were 
chosen by bisection on the log-likelihood scale.) The right of Figure 3.10 shows 
the true distribution function as a dashed line, and the signed-root approximation 
via standardised signed-roots as a solid line.
The approximation is quite useless. The approximate distribution function is not 
even monotone increasing.1 Inspection of the log-likelihoods I* and l2 (Figure 3.11) 
shows that the reason is the same: the log-likelihoods are very far from quadratic 
in their behaviour. The log-likelihoods are so flat around their maxima that the 
Jacobean factor in the functions qi(R) is very large, so that the functions f{(0) are 
not monotone.
Other simulations from Efron’s model confirm these results. When the modes 
are reasonably well separated, the mixture method for bimodality works well, but 
when they are indistinct the results are very poor. The diagnostic methods of 
Section 6.2 can help to distinguish the two cases. It was hoped that the method 
could be adapted to deal with other deviations from asymptotic normality - in 
particular, that unimodal distributions with a heavy shoulder could be modelled
1The approximation (3 .5), based on raw signed-roots, can also be plotted, but the graph is 
not reproduced here because it is indistinguishable from that based on standardised signed-roots.
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t t
Figure 3.10: Likelihood (left), and distribution approximation, for second instance 
of Efron’s example, Section 3.3.4.
t t
Figure 3.11: The log-likelihoods Z* (left) and for the second instance of Efron’s 
example, Section 3.3.4
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in this way, by choosing arbitrary values of 0a and 9b to make the decomposition. 
Experiments with a variety of data sets from Efron’s model indicate that the same 
problem with flat log-likelihoods occurs each time, except for likelihoods with well- 
separated modes.
3.3.5 Fine-Tuning: Efron’s Example, First Instance, Re­
visited
There are two possible ways to improve the shapes of L\ and L The first is to 
move 9a and 9b further apart. Figure 3.12 shows the likelihoods L* when we choose 
9a and 9b by
l(0a) = 0.991(0!)+ 0.01 l(0o) 
l(9b) =  0.991(02) +0.011(90)
which gives 9a =  -0.423 and 9b =  0.400 - very close to the values of 9i (-0.447) 
and 02 (0.420).
As is evident from Figure 3.13, this is insufficient to make much of an improvement.2
The other possibility is to take a function p(x) that is not so flat near 0 and 
1, but drops away more quickly. Once again choosing 9a,9b by bisection on the 
log-likelihood scale, Figure 3.14 shows the signed-root approximation to the dis­
tribution function: it is remarkably good. The errors due to the discontinuities in 
L* and L2 a r e 'm smaller than the errors due to the non-normal shape of I* 
and l2 when we used p6 (a;).
This illustrates that the practical considerations - that the signed-root works best 
on functions that are not too far from normality - can outweigh theoretical con­
siderations such as continuity in higher derivatives. The quintic p2(rr) proves to 
be an excellent compromise for this example: by providing continuity of L\,L*2 in 
the first two derivatives, without forcing the very flat ends of the idealised func­
tions p&(x) and pi(x), it defines a mixture model that gives rise to the accurate
2Figures 3.13, 3 .14  and 3.15 were all plotted using the approximation (3 .5). The equivalent 
graphs using (3.6) are nearly identical.
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o- 1  - 0 + 5  0  0 + 5  1
t
Figure 3.12: Mixture model for the Efron example, with 9a and 9b further apart
-1  - 0 .5  0 0 ,5  1 -1  - 0 , 5  0 0 , 5  1
t t
Figure 3.13: Efron example: ZJ(0) (left), and the signed-root approximation to 
F(9), when 9a =  —0.423 and 0& = 0.400.
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These fine-tuning techniques allow a more accurate approximation. However, tri­
als show that no amount of adjustment will solve the problems with the second 
example described in Section 3.3.4. The assumption that a likelihood like this can 
be modelled as two near-normal likelihoods is just too crude to give accurate res­
ults. In principle, it should be possible to extend these techniques to break these 
likelihoods into more than two components in a manner susceptible to signed-root 
approximation: in practice, however, it proved impractical to the point of im­
possible to find a suitable decomposition by trial and error. Chapter 4 discusses 
an alternative approach to this mixture modelling.
distribution approximation of Figure 3.15.
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3.14: Signed-root approximation using p(x) =  x to define the mixture.
- 1  - 0 + 5  O  0 + 5  1
-t
Figure 3.15: Signed-root approximation using p2 (a) to define the mixture.
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3 .4  G e n e ra lis a tio n s
Although this chapter has used the term “likelihood” for the function L, this can 
of course be generalised to the function L(9) of equation (2.13), which may be any 
function of the same asymptotic order as the likelihood.
It is trivial to extend the methods of Section 3.1.2 to likelihoods with more than 
two modes, by choosing 9a, 9b, 9C,... between each mode.
The development here has dealt with single-parameter problems, for simplicity of 
exposition. In fact, numerical integration will nearly always be adequate for such 
problems. These methods are valuable because they can be carried over to multi­
parameter methods. Since the method is identical to that described in Chapter 4 
for the kernel method, it is described only briefly here and the reader is referred 
to Section 4.4 for more rigour.
Returning now to the notation of Section 2.4, consider inference on a parameter 
vector (91,92) where the marginal density of 91 is bimodal, but the distribution 
of 92 (possibly a vector) is unimodal given 91. Let L(9l) be the marginal density 
of 01, and define L\(9l), L2(9l) by (3.1); then define multi-parameter densities as 
follows:
d (9 \ 9 2) =  L\(91)k{92\91)
C2(9\92) = L2(91)tt(92\91).
We now have two unimodal densities to which signed-root methods can be applied, 
and the results combined additively.
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C h a p t e r  4  
K e r n e l  M i x t u r e  M o d e l l i n g
4.1 M o tiv a tio n
Chapter 3 develops an application of signed-root methods to bimodal likelihoods, 
by writing a bimodal (or multimodal) likelihood as a mixture of unimodal likeli­
hoods. This decomposition is exact, although the signed-root methods then ap­
plied are approximate. That chapter also showed the limitations of this method. 
Although it is effective for likelihoods with well-separated, well-behaved modes, it 
is not powerful enough to tackle more general non-normal likelihood behaviour, 
such as bimodality when the modes are not very distinct or a likelihood with a 
large “shoulder”.
This chapter will introduce another way to write a likelihood as the mixture of 
unimodal likelihoods. The decomposition suggested is not exact - that is, the 
mixture is only an approximation to the true likelihood, although an approximation 
that can be made arbitrarily accurate - but the method proves very powerful for 
dealing with a range of non-normal behaviours.
Again, this is not a method with an asymptotic justification: it cannot be, since 
it will only be needed for likelihoods and datasets exhibiting sub-asymptotic be­
haviour. As with the method of the previous chapter, the justification is that 
asymptotic methods can be applied to functions that “look” like posterior density 
functions exhibiting asymptotic normality just as effectively as if they were such 
posteriors: see Chapter 7.
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4 .2  K e r n e l  R e g re s s io n
This is a regression technique applied to a grid of points at which we know exact 
values. Note that it is not appropriate to use kernel density estimation here; that
would require us to sample from the posterior, whereas kernel regression only 
requires evaluation of the posterior. The kernel regression formula given here is 
from Eubank (1988).
Evaluate the posterior density f(xi) at a set of points aq,... }x k , where x i~a;2_i = 
5, a constant. Approximate the posterior density by
Here, h is an arbitrary smoothing constant: see Section 4.2.2. The approximation
need to know the posterior up to proportionality.
4.2.1 Properties
The estimate (4.1) has the important property that it is non-negative (in fact,
smoothing. It is straightforward to integrate, giving us the following approximation 
for the distribution function:
Since this approximation is not independent of the parameterisation 0, it follows 
that the approximations based on it, in Sections 4.3 and 4.4, will also depend on 
the choice of parameterisation, unlike true signed-root based approximations.
The estimator (4.1) is the “Method of Weighted Kernels” of Prakasa Rao (1983), 
with the special case of evenly spaced design points. The consistency of the estim­
ator is proved there under the conditions that K —> oo, h -> 0 and K h oo.
(4.1)
has the additional property that it is a density even if f(x ) is not - that is, we only
positive) everywhere, by definition; in this respect it differs from polynomial spline
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4.2.2 Im p lem en ta tio n
A good choice of h will be required if (4.1) is to be a reasonable approximation to 
the density. Cross-validation is an obvious suggestion, but inappropriate for kernel 
smoothing, except when the design set is large. This is because the choice of h is 
very sensitive to the design set, and cross-validation works by exploring changes 
in the design. (This is a property of kernel smoothing only. In spline smoothing, 
the choice of smoothing parameter a can be seen as independent of the design, 
which explains the popularity of cross-validation. See Stevens (1994) for a fuller 
discussion.)
On the other hand, this is an unusual application of kernel regression in that we 
have access to as many points as we like from the function to estimate. It is 
feasible to evaluate f(x ) at extra points - such as points mid-way between the 
design points - and use these to assess the quality of a given approximation. In 
this way, we can measure the appropriateness of h by a “validation” rather than 
“cross-validation” score. Define
s (h) =  J2  (A (® ) -  / M ) 2 (4-2)
xer
for some “training set” T. Like the cross-validation score, this can be seen as an 
approximation to the mean integrated squared error,1 and can be minimised in 
search of a good choice of smoothing parameter.
Trials show this method to be very effective. In general a training set chosen at 
random on the range of interest is ideal, to avoid systematic errors. The number 
of points in the training set needs a little consideration. Trials showed the choice 
of h to depend very little on the size of the training set, for reasonably smooth, 
unimodal functions /: even a training set of only one or two points will often be 
adequate. However, a larger training set, with perhaps roughly as many points as 
in the design set, will make the process more robust against “difficult” functions 
to estimate - that is, those with several local maxima and minima. Training sets 
much larger than this will be wasted, for if the function to estimate has more 
local maxima and minima than there are design points, then we cannot hope to 
approximate it well whatever smoothing parameter we use. It is possible to include
1When the training points are evenly spaced, a  numerical approximation, and when they are 
random, an asymptotic approximation.
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the design set in the training set, which may seem a natural way of extending the 
training set without requiring any extra function evaluations. However, since the 
estimate / converges to / fastest at the design points, in the region of interest in 
h-space the terms contributed by the design points will be dominated by the rest 
of the training set, so there is no real gain.
Alternatively, variations on the plug-in methods described, for example, in Wand 
and Jones (1995) would be a promising line of research: or h could be chosen by 
trial and error, using dynamic graphics in a package such as LISP-STAT to select 
the estimate that looks best to the eye. Finally, as a rough heuristic, a value of h 
slightly greater than has been found effective in trials with between 10 and 50 
design points. This approach is highly simplistic but not too unreasonable, since 
the evenly spaced design points and asymptotically vanishing errors in the model 
guarantee an unusually simple case of kernel regression. Note, however, that for
(4.1) to converge to f(x ) as K  -+ oo, h must tend to 0 slower than 5 - say h — 5*\ 
see Section 4.2.1.
Eubanlc’s formula (4.1) is one of many variations on the kernel regression idea. In 
a comprehensive survey of the field, Wand and Jones (1995) discuss alternative 
versions, based on locally weighted polynomial regression, which they show to 
have better asymptotic bias properties. Eubank’s formula is preferable for the 
application here, because it can be seen as a mixture of densities: this makes 
possible the signed-root approximations of Sections 4.3 and 4.4.
Even within Eubank’s formula there is room for variation. Eubank in fact deals 
with the more general form
/O) = Z  f[x i)K h(x -  Xi)/Z f(x j)
* 3
where Kh(x) may be any function that integrates to 1, though it can be shown 
that for optimum bias and variance properties of / we require Kk to satisfy certain 
conditions such as smoothness, unimodality and symmetry about 0. Here we use 
the normal density kernel
I<h(x) =  h~l(f> (x/h)
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1because in addition to these conditions, every derivative is continuous on the real 
line 3ft, so that the continuity conditions of Section 2.3 are satisfied.
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4.3 S ingle -param eter A p p lica tio n
The simplest application of kernel regression to a single-parameter density is as 
follows. Having written
where Wi = f(x i) /  JJj f ( xj)> we can immediately derive the approximation
for the posterior distribution F. This is not an asymptotic method but a numerical 
method, since it can be made as accurate as desired by increasing the number of 
design points.
Section 4.3.1 generalises this approach to kernel regression on L(9) for densities 
L(9)X(9). Section 4.3.2 returns to the simple form (4.3), treating it as the special 
case A = 1 and deriving a formula for posterior expectations.
4.3.1 General Case
The kernel regression formula can be used to approximate the posterior by a mix­
ture model, in a manner similar to the work on two-part mixture models in Chapter 
3. In the notation of Section 2.3, let p(9) oc L(9)X(9) be the posterior distribution. 
By application of (4.1) to L on a set of design points (0i,..., 9re), write L(9) as a 
mixture of functions Li(9):
(4.3)
(4.4)
I<
L(0) <*£«,£ i (9) where
and hence, approximate the posterior as
IC
(4.5)
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Now consider the signed-root formulae of Chapter 2 applied to densities of the 
form 4 (J A (0). The maximum of LfO) is at 0* and
so the signed-root transformation is
r»(0) = sign(0 - Oi) 1
2 V h h (4.6)
Just as Section 2.3 defines a parameter z and functions g(r) = dz/dr, h(r) = 
A(0(r))/A(0) and q(r) =  g(r)h(r), we can define
*  :=  ( 0  -  <0= h
and hence
9i(R i)  :■ dZi
hi(Ri) :=
dRi
m m
m )
Qi(Ri) • 9i(Ri)tii(Ri)
where i?* = r*(0). Then from (4.6), gi(r) =  1 and qfr) =  hi(r). We can then give 
distribution approximations for the density L*(0)A(0) motivated by the signed-root 
approximations (2.14) and (2.16). For example, defining a standardised signed- 
root
r ^ ) = n - i l o g ( M  
leads to the approximation
f °  Li(e ')\(e ')<10  ~  <I> (f i(9)).
J—oo
To calculate the posterior distribution of 0 from signed-root approximations based 
on Vi and r2, it is necessary to write the posterior as a mixture of densities: in the
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form (4.5), it is written as a mixture of functions that are proportional to densities. 
The constant of proportionality cz- is required for each JQA. Observe first that the 
solutions to ri(8) — ±1 are Of =  0i ± h i and
m
m
h2 
_1_ 
h2
I'M ) =  =
The quantities J, r, off of Section 2.3 have their equivalents for each (  -
Ji :=  =  h
r- —  _  W t )^  ^  = fcA(ft - /*) + /iA(04 + /i)
~.± ._ -T- A(0i±/i) _ h\(di±h)Ti
Li(0 i) — J</>(0) —
Then the Laplace formula (2.19) for the normalising constant is
ci — \j^ 2 Ri(@i)Ti = ^  g (^ (^ * — ^) + A(0i + /i)). (4.7)
This can be used to write (4.5) as a mixture of densities :
P(°) = Y ,fcP i(e ) (4.8)
2=1
where
Pi(0) :=  A 1Li(0)A(0)
4 =  WiCi ~  L (0i)Ci
Pi ' E  j *’jci ~ 'E j L(Oj)cJ '
Now the standardised signed-root Ri = f<(0) has approximately standard normal 
density for each L* and so, from (4.8),
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F ( 6) a  E  A#(n(fl)). 
2=1
(4.9)
In addition to the standardised signed-root form (4.9), since dzi/dRi =  1, the form 
(2.14) gives us
f(fl)!S!| A {#(ri) + ^ ( r o ( l - ^ ) } .  (4.10)
By separating out the On(l) function A(0), these formulae offer computational 
savings for sensitivity analysis as described in Section 6.1.1. Expectations can also 
be calculated, since (2.21) gives rise to
E [u(0)] ~ Z  A  ( a i~v (ei ~  h ) + o f  v(0i + /i)).
2=1
Again, this can be used to approximate predictive densities: 
p(x) =  Jp(x\6)p(6)d6 — E [p(a;|0)]
K
-  Z  A (a iP(x \°i -  h) +  oiiP{x\0i +  h)).
2=1
In Section 4.4, this idea is developed to allow approximations of marginal distri­
butions and expectations of multi-parameter functions.
4.3.2 Simplest case
Recall that it is always possible to choose A = 1 by defining L(9) to be the posterior 
density. Then kernel regression is being applied to the posterior density itself, and 
various simplifications result.
In the case A = 1, we then have q(R) =  1 and hence fy(0) = r2(0), so that (4.9) 
reduces to
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In (4.10), the bracketed part of the second term is equal to 0 and so this equation re­
duces to the same sum. Comparison with (4.4) shows that /% = L(9i)/  Y, L(9j) Vi 
Since l[(9) — and 9 f = 0* ±  h,
']-• — ------ —   — 2 h
m  -  h) m + h)
± i  ( ± i  \ , i
1 T{ \ (^0i ± h) J 2h 1 2 *
These confirm, from the Laplace approximation (4.7) to a t
In addition,
E [„(*)] ~ (!»(«, - h) + !»(«, + A)).
4.3.3 Example: Efron’s Bivariate Normal
Recall the example from Efron discussed in Section 3.3.3. Figure 3.8 on page 44 
shows the signed-root approximation to the cumulative density, using the methods 
of that chapter; the approximation is good in the tails but breaks down slightly 
nearer F(9) 0.5. For comparison, consider writing the same likelihood as a
mixture using kernel regression with six design points.
As in Section 3.3.3, take a reference prior A = 1, so that we have the simpler case 
of Section 4.3.2. Use a design set of six points (9\,..., 06) evenly spaced on the 9 
scale, where the 02 is the left-hand mode (-0.447) and 05 is the right-hand mode 
(0.420). The validation method of Section 4.2.2 chose h =  0.118, when the training 
set was taken to be the five midpoints -(0* + 0i+i), i — 1,. •., 5. Figure 4.1 shows 
the true density / as a dashed line and the kernel approximation / as a solid line. 
Applying the distribution approximation (4.9) gives an excellent estimate of F(9), 
shown as a solid line in Figure 4.2: a dashed line represents the exact value of 
F(9) by numerical integration.
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■t
Figure 4.1: Kernel density estimate with six design points including the modes
t.
Figure 4.2: Distribution approximation from the density estimate in Figure 4.1
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L
In the above example, the design points were constrained to include the modes. It 
turns out that this greatly improves the density estimate (4.3) but is not necessary 
for the distribution estimate. In a second trial with the same data, the design 
points were taken to be six points evenly spaced on [—0.5, 0.5]. Figure 4.3 shows 
the resulting density approximation as a solid line, and the true density as a dashed 
line, while Figure 4.4 compares the distribution approximation (4.9) to the exact 
value.
Formulae for expectations are similarly accurate, as Table 4.1 shows.
Method E[9] E [02] E [03]
Exact: -0.122 0.161 -0.0280
Signed-root -0.119 0.165 -0.0284
Table 4.1: Signed-root approximations to moments
For a more interesting example than the above, take a non-trivial prior on 6 such as 
iV(0, 2), so that A(0) is proportional to exp(—02/8). Figure 4.5 shows the signed- 
root approximation to the CDF when kernel regression is applied only to L, not 
the whole posterior, as in Section 4.3.1. Again, the design set was taken to be six 
points evenly spaced on [—0.5,0.5]. Expectations, shown in Table 4.2, are equally 
accurate.
Method E[9] E [02} E[93}
Exact: -0.1176700 0.16795 -0.02976
Signed-root -0.1176696 0.16791 -0.02973
Table 4.2: Approximations to moments with non-trivial A
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Figure 4.3: Kernel density estimate with six design points not including the modes
- 1 ■0*5 O
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0 * 5
Figure 4.4: Distribution approximation from the density estimate in Figure 4.3
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Figure 4.5: Distribution approximation with non-trivial A(0)
4.4 M u lti-p a ra m e te r A p p lica tio n
4.4.1 Outline
Consider now Bayesian inference on a parameter vector (0, ip), where the marginal 
distributions are multi-modal or otherwise ill-approximated by signed-root tech­
niques, but the density of ip conditional on 0 is well-behaved. Let p(9, ip) be the 
posterior density of (0, ip). We will discuss both the case that (9, ip) are the only 
parameters, and the case that they are two of many parameters. In the former 
case, as in Section 2.4, we write p{9, ip) oc L(0, ip)X(9, ip) for some 0(n) function L 
and 0(1) function A. In the latter case, p(9,ip) is a marginal distribution: we re­
place it with the Laplace approximation L (O, ip,£(9, ip) j (0, ip, |(0, ip)'), where
is the function v2 of Section 2.4.
Recall the notation of Section 2.4, where for any function f(9 , ip) of more than one 
parameter, /(0) := f(9,ip(9)) where ^ (0)) is the conditional maximiser of L(9,ip) 
given 0.
When all parameters are well-behaved, the Laplace approximation (2.30) for the 
marginal density of 0 is
p*(9) oc L(9)vg(9) (4.11)
where vq is the function of Section 2.4.
This approximation is still valid even when 0 is badly-behaved, provided that ip 
is well-behaved conditional on 0. It can be used as a basis for a kernel regression 
approximation to the marginal density p{9). Let
w[ = L{9i)ve(9i)
w i =
3
Then approximate (4.11) by
(4i2)
We have written the marginal density of 0 as an approximate mixture of densities. 
By multiplying (4.12) by p{ip\9), we can do the same for the multi-parameter
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P(°> ''P) =  Y ,wiJ l (/) pW \
When p(ip\0) is not easily available analytically, it can be approximated by use of 
the marginal density approximation (2.30):
density of (0, ip)-
to give
MO I \ ST' ,A1A\K M )  = X > X > — ) m W y(4.14)
As in Section 4.3, we can now apply asymptotic formulae to each component of 
the mixture, provided the conditional density of ^|0 is well-behaved. For example, 
let
i l ( „ , .
(4-15)
MO, ip) = [v„(6)]
so that
- l
'0) = X) (4-16)
As always, we have some choice in our definitions of Li and A: we may even 
generalise to Li and A*. In general, greater accuracy will be available by including
vq in Li :
T Id „/.\ 1 K M )
W * )  =  J i l # )
(4.17)
A(0,VO =  1 .
This approach requires extra computation. Since vq involves derivatives of L, 
derivatives of L log L* will involve third and fourth derivatives of I := logL. 
This issue is discussed in more detail in Section 6.2, and an effective compromise 
suggested, based on exponential tilting:
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£ ,(* ,* )  =  { t f ^ E M L e x p m
A(9, if)) =  vo(9) exp(—b9)
(4.18)
where b is an estimate of the gradient of log vg at the posterior mode.
There is a further computational concern here. Remember that ve(0) denotes, 
in fact, u0(9,ip(9)). Suppose ip is the parameter of interest, so that we reverse 
the parameter order and take X(ip,9) = vo(9, ip(9))~1, as in (4.15). To evaluate 
X(ip) := A(ip,9i(ip)), where 9i(ip) is defined to be the conditional maximiser of 
li(ip,9) given ip, we require ip (0»(^ )): a double maximisation step. This applies, 
unfortunately, whether we use (4.15), (4.17), or (4.18). It is for this reason that an 
exact analytic form of p(ip\9) should be used where possible. On the other hand, 
initial values for the maximisations are easy to come by since 9i(ip) — 9 In the 
example in Chapter 5, the parameters of k are independent and 9i(ip) =  9i Vip, 
resolving the difficulty altogether.
In the work that follows, results are derived for the more general case that A itself
I<may vary between components - that is, p — WiLiXi.
2=1
4.4.2 Distributional Approximations
Two-parameter case
Suppose W{, Li and A* have been defined Vi =  1,..., K , such that
I<
p{9,ip) oc Y ,wiLi(9,ip)Xi{9,ip).
1=1
As in Section 4.3, to write this as a mixture of densities we need the constant 
of proportionality c2 for each jQA;. An explicit formula will not be given here, 
because the notational complexities involved distract from the simplicity of calcu­
lation when an algorithm already exists for calculating, for example, the Laplace 
approximation (2.26).
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From here on the notation reverses the order of ip and 0, so that ip is the first 
component. Let (-0*, 4) be the maximiser of Li, and let 4 WO be the maximiser of 
Li for fixed ip. For a function fi(ip,9) that depends on i , we will write ffip) for
/iW’AWO)-
We have the mixture approximation to the posterior
K
where
PWS#) -
i—1
P i ( i p , 0 )  :=  cJ1Li(ip,9)Xi(ip,9)
Ci :=  J  Lfip, 0)\i(ip,9) dipdO
L(9i)iv0(9i)ci
(4.19)
A :=
WjCi
Y j W j C j  'LjL(Oj)ve(ej)cj
Write
k(ip,9) = log Li (ip, 9) 
r f  W>> 0) = sign(0 - ipi)yj2 [k(ipi) -  k(ip)].
The formula for r f is the application of the formula (2.23) for r1, the signed-root 
transformation of the first component of a parameter vector, to the log-likelihood 
k. Let ji(ip,9) be the matrix of second derivatives of — k, and let Ji — ji(i>i,0i). 
Let j?b denote the (a, b)th component of jp let ZJ denote the first derivative of k 
with respect to ip.
Then, the DiCiccio et al. (1990) formula (2.31) is available
K (  1 , A.-W’) ! #H+) = E  A  H rtm  + HrfW)  I -A jt + 7 + 7 ^ 4  ;  - I }. (4.20)
i= i  1 Vr i W  a  j (»,(■) O ' f ( ' 0 ) ) 2 J
-ViWO CUfWOIF 1 A WO
r f I PI 1 ibr •' i .Ai(0,0).
Alternatively, if we define the standardised signed-root for each component,
(0) = r f  T log
 ^i
then each Ri =  ffip ) has approximately standard normal distribution and so an 
alternative approximation is
A * )  =  £ /% *(*?)•  + 21)
1=1
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Approximations to the marginal distribution of 9 itself are easily available from 
numerical integration of (4.11), or from direct integration of (4.12) as follows -
2=1 \
-0 2
Presence of Nuisance Parameters
Suppose (0,ip) are not the only two parameters, but the first of many parameters, 
(0,0,£). Provided £|(0, ip) is also well-behaved, p(ip\9) can be approximated by
so that the equivalent to (4.14) is
which once again gives us a choice of representations of the form pi(9,ip) =  Li A. 
The low-computation equivalent to (4.15) is
w o )  = Vq\v)
Again, for greater accuracy, the V(o,ij))/vo could be incorporated into Li, and A 
defined to be 1 ; or a compromise, such as an exponential tilt, used to give high 
accuracy without high-order derivatives.
Once the posterior marginal of (0, ip) has been written in the form
=  Y wi Lii9^ ) Xi(e^ )
2=1
the constants c2, $  can be calculated and then the distributional approximations 
(4.20) and (4.21) apply without modification.
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4.4.3 D en sity  A p p ro x im atio n s
Up to proportionality, the density of 6 needs no kernel regression, since we already 
have the Laplace approximation (4.11); however, the kernel form (4.12) is useful 
because it is normalised. The marginal density of zp can be written as an expect­
ation:
PWO = J  p(ip\6)p(6)d0 = E  [p(ip\6)]
but the function p(ip\0) is not independent of n, and is therefore not suitable for 
approximation by formulae such as (2.28).
Instead, return to the form (4.16), but reverse the order of parameters in each Lp
= J f /w iLi('ip ,9)\(ip,9).
2=1
Then the approximation (2.30) can be applied to each component of the mixture. 
Let Pi(ip, 0) be the density proportional to Lfzp, Q)\i(ip, 0). Let Pi(zp) be the mar­
ginal density of 'ip w.r.t. pfzpff), let (ipi, 0*) be the maximiser of Lf'ip^O), and let 
0j(“0) denote the maximiser of Li{zp,6) conditional on fixed ip. Again, for a func­
tion fi(ipi 0)1 use fi(i>) to denote fi(ip ,9i(ip)). F°r generality, let the dimension of 
9 be d — 1. Then
PiW  =  /LT1A;('0HW ') (1  +  0 (n~3/2)) 
where /€* is the normalising constant f  Li(ip)vl^ (ip) dip, and
d2L
■woae2
As in Section 2.4, it is natural to approximate Ki by the third-order approximation
ki =  (27r)(d_1)/21J i| 1/2 sj
i=i
which gives rise to the approximation
p W  =  (4.22)
2=1
to the marginal density of ip.
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4.4.4 E x p e c ta tio n s
From the kernel-smoothed marginal of (4.12) and the signed-root formula for ex­
pectations (2.2 1), we can find the expectation of a function of 9\
This is comparable to the formula obtained by applying numerical integration to
Neither formula would require re-computation of the L(9j)vg(6j)s to compute the 
expectation of another function v*.
However, we can extend (4.23) to functions of (0, ip) with very little extra com­
putational cost. For greater generality, consider inference on the d-dimensional 
parameter vector 0 = (01,... ,0d), so that from (4.12) the kernel-smoothed mar­
ginal density of 01 is
where Wi oc L(9\)vi(9\) and Y ^ i — 1- Again, this can be multiplied by an
Y wiEi K#)]
(4.23)
(4.11):
3
approximation to p(9^\91), to give a mixture-model representation of the density
of 0:
Without duplicating the discussion in Section 4.4.2, note that there are a variety
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of possible ways to write this in the form
p($) =  5 > £ i ( W * )
2=1
K
where B  Wj =  1. Then, let 
2=1
a = J Li(0) de
Pi(0) =  c j 1 Li(0)\i(9)
Pi OC WiCi
I<
such that E  Pi — 1- Then pi is a density, so that (4.23) extends to 
2=1
£[«(<?)] ~  E A j ^ ) + E ( “r ^ _) + 4 + + ) - ^ ) ) l  (4-24)
i=i I i= i  J
in an obvious way. To clarify notation, the subscripts j index the d dimensions 
of the parameter vector, and the superscripts i index the K  components of the 
mixture representation, so that 9% denotes the maximiser of Li(9), and
A ( + )
'
h/+ m
11 dfp
J+
1 2 II
Ti+  11 II 1 Ji
v.
T3 ' 2 ' =  r i  -
Ti~cxl~ _ I3 T
a4+
t 3+ 
_ ' 2
3 T
where 9) , 9j+ are the solutions to rf (Oj) =  ± 1 .
The number of terms involved in computation is in the order of K d , where K  is 
the number of design points used in kernel regression and d is the dimensionality 
of the vector 9. For comparison, application of numerical integration requires 
computation involving Kd terms, where k is the number of terms used in numerical 
integration in each dimension.
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C h a p t e r  5  
E x a m p l e  : H e m a t o p o i e s i s
This example was chosen because, as it has only three parameters, it is possible 
to compare the results with exact results from numerical integration. One of 
the parameters, N, is discrete, whereas signed-root techniques are designed for 
continuous parameters: it turns out that the kernel smoother is a convenient way 
to create a continuous approximation to N. Since the range of interest of N is quite 
small, say 5 <  N <  15, an alternative signed-root based approach is possible that 
treats N  as discrete and conditions on its marginal distribution: this is discussed 
in Section 5.4.2. However, for the practical work of Section 5.5, the continuous 
approximation to N  is used, in order to illustrate the methods of Chapter 4 in 
general: as they would be applied when all parameters are continuous, or when 
the discrete parameters take significant marginal probability over many values.
5.1 Background
The bone marrow of vertebrate animals, including humans, contains a small num­
ber of cells known as hematopoietic stem cells. These cells replicate themselves to 
provide the body with blood-cells. Kay (1965) hypothesises that most stem-cells 
are inactive at any one time; in his clonal succession hypothesis, a few stem-cells 
with finite lifetime are maintaining the hematopoietic process; when one of these 
active stem-cells dies, one of the dormant cells becomes active to replace it.
Since clonal succession would have important implications for medical research, 
Newton, Guttorp, Catlin, Assuncao and Abkowitz (1995) developed a hidden
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Markov model for clonal succession. They collected data in a series of experi­
ments based on transplanting bone marrow in cats in order to test the hypothesis. 
Details of the biological interpretation of their results can be found in Abkowitz 
et al (1990); here, we concentrate on the estimation of some of the parameters of 
interest to them - in particular, the ratio T/N, where T is the lifetime of a cell 
and N is the number of cells actively proliferating.
The cats used in these experiments were Safari cats - the offspring of cross-breeding 
between the domestic cat, Felis catus, and the Geoffroy wild cat from South Amer­
ica, Leopardus geoffroyi. The cells of cats can be classified according to an enzyme 
glucose phosphate dehyrogenase (G6PD) which has either the Geoffroy type or the 
domestic type, coded by the value of a gene on the X chromosome. Each cell in 
body of the hybrid Safari cat will contain one gene of each type, since the cat has 
inherited one X chromosome from each parent: but in each cell one of the two 
G6PD genes is inactivated - apparently at random. This means that when a single 
cell is isolated - for example, in the bone marrow samples - it can be labelled either 
a domestic G6PD-type or a Geoffroy G6PD-type cell.
Newton et al. (1995) envisage stem-cells in a “stem-cell compartment” reprodu­
cing to fill a “progenitor-cell compartment” with colonies of blood cells. Each 
active stem-cell is therefore represented by a colony of descendant cells in the 
progenitor-cell compartment. Such a colony is called a “clone”. The stem-cells 
themselves cannot be isolated in the laboratory, but it is possible to isolate pro­
genitor cells descended from them, and determine the G6PD-type of these cells. 
It is then necessary to use data about samples from the progenitor-cell compart­
ment for inference about the stem-cell compartment. The data collected consists 
of progenitor-cell samples from the bone marrow of ten cats. Several samples, at 
intervals of several weeks, were taken from each cat. The data here is from Cat 
40005 after two transplant operations, referred to as dataset 40005b.
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5 .2  M o d e l
Let Pd be the proportion of domestic-type cells amongst the active cells in the stem­
cell compartment (“SC”). Over the time-span between samples pd is considered to
directly from SC.
The progenitor-cell compartment, “PC”, contains a number of clones, a clone being 
a group of cells all descended from the same ancestor stem-cell. All the cells in 
a clone are of the same G6PD type, so that a clone can be said to have a G6PD 
type. The lifespan of a clone is assumed to be random, having the exponential 
distribution with parameter A, assumed constant over all clones. The total number 
N of clones in PC is assumed to be constant over time. This latter assumption, 
equivalent to assuming that the death of one clone and the release of a new cell 
from SC to PC always occur simultaneously, is discussed in Section 8.1 of Newton 
et al. (1995).
The number X [t) of clones of domestic-type in PC is, therefore, a continuous 
time, finite-state Markov process. Page 1149 of Newton et al. gives the transition 
intensities as
Although X(t) is a continuous-time Markov process, it induces a discrete-time 
Markov process (AT =  X(ti)) by evaluation of X(t) at the sampling times (U). The 
sampling may take place at unequal intervals, so that the transition probabilities 
are not stationary but depend on A £ =  £ — If qd denotes (1 — pd) and
be near-constant over the time-span of a single sample. It is impossible to sample
x —» x +  1 with intensity (N — x)Xpd
x —> x — 1 with intensity xX(l — pd).
then the transition probabilities are
Under the assumption that the process starts in equilibrium, Xi has a binomial 
distribution B(N,pd), so that
It is not possible to observe X(t) directly. Instead, at each time t2, a number ni of 
cells were taken from PC and the number x/i of domestic-type cells in the sample 
was recorded. Note that X  is the number of clones whereas yi is a count of cells, 
so that yi can be greater than X(ti). In the absence of evidence that the growth or 
death rate of a clone is dependent on its G6PD type, Newton et al. assume that 
the chance of a given cell in the sample having domestic type is equal to X (ti)/N , 
the proportion of domestic-type clones in PC. Hence the sampling process has a 
Binomial distribution:
Let X — (X\,. . . ,  Xm) and let Y =  (Yi,. . . ,  Ym). Let S be the set of all possible 
values of X :
S =  {:£ =  (aq,. . . ,  Xm) : 0 <  Xi <  N Vi}.
Then the likelihood function of 9 =  (pa, A, N) is
L{6-y) =  J2 P (Y  =  y\ X  =  x)P(X  =  x)
Figure 5.1 shows log-likelihood contours for Cat 40005(b) (that is, Cat 40005 
after two transplant operations). The contours were plotted with Pd held at its 
maximum likelihood estimate, and they were plotted by the S +  function contour, 
which smoothes over the discrete-valued variable N. The units on the y-axis are 
T  =  1/A, the lifetime parameter.
(5.2)
(5.3)
x I P(X i =  si) J JP (X j =  Xi\Xt- i  =  Xi-i) j. (5.4)
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5 .3  L ik e lih o o d  C a lc u la tio n s
Newton et al. observe that the cardinality of S is (lV+l)m, which makes calculation 
based on (5.4) impracticable. Instead, they propose an equivalent formulation of 
the likelihood
m
L(0; y) =  P (Y i =  Vl) J ]  P (Y  =  Vi\Y i-i =  Vi-1). (5.5)
i—2
Each factor can be expressed as a sum over possible states of the unobserved X :
P(Yi =  =  Vi- i)  =  E  P (Y  =  Vi\Xi =  j) P ( X i =  j \Y i - i  =  y ^ ) .
j=o
Defining u fj)  -  P(Yi =  yjAT =  j)  and v fj)  =  P (X { =  j \Y i- \  =  y<_i), Newton et 
al. show that the latter can be calculated recursively:
N
vi(j) E  =  i|AVi =  for i >  2 .
fc=0
Equation (5.1) gives P(AT =  JlA j-j =  A), and from equation (5.3) we have 
To complete the recursion, Ui(j) is available from (5.2).
In fact, recursive calculation of v fj)  does not in itself diminish the cardinality of 
the calculation - for example, if N =  50, U14(j) requires v13(k) for 50 values of k, 
and each v13(k) requires 50 values of V12 to be computed and so on. In general, 
Vi (j) requires 0((N  +  l)1) terms to be calculated. Therefore the program should 
use an (N +  1) x m matrix to store the values of Vi(j) for all values of i and 
j .  The first stage of calculating the likelihood is to sweep through the matrix 
with 7 =  1 , then i =  2 and so on to i =  m: instead of a recursive function call, 
the computation of each v fj)  refers back to the calculated values in the previous 
row of the matrix. Further time can be saved by caching the values of u fj)  in 
a similar matrix. This saving is insignificant by comparison, since Ui(j) is not a 
recursive function: nevertheless, some time is saved by preventing duplication in 
the calculations of u, since Ui(k) is needed directly in the calculation of P(yi\yi-i) 
and indirectly, as part of the calculation of Vi+i(j). Both these savings in time are 
at the expense of a small increase in system memory requirements.
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5 .4  A p p lic a tio n  o f  K e r n e l  R e g r e s s io n
The discrete nature of the parameter N  makes possible a simplification of the 
methods in Section 4.4, by conditioning on the discrete marginal distribution of 
N. This approach is discussed briefly in Section 5.4.2. However, in order to 
demonstrate the power of the kernel formulae for continuous as well as discrete 
distributions, Section 5.4.1 shows how these formulae can be applied to the hem- 
atopoiesis problem in their general form, and Section 5.5 gives numerical results 
from this approach.
For notational simplicity, the parameter pd is denoted by p  in the rest of this 
chapter. We assume here a flat reference prior A(p, A, N) =  1.
5.4.1 General M ethod
The discrete parameter N needs a continuous approximation before signed-root 
methods can be applied. Ideally, we would like a transformation that embeds 
the original N - that is, a new likelihood /*(p, A, M) p,X,M  G 1Z such that 
/*(p, A, M) =  f(p,X ,M ) VM G M. However, this is far from straightforward 
for this density, since N  is the number of terms in a sum - how can we modify 
these sums to have a non-integer number of terms? A further consideration is 
the heavy computational intensity of this likelihood: a smoothing method that 
requires several evaluations will be impracticable.
For these reasons, it is proposed that we solve the two problems - the multi­
modality of the likelihood, and the discreteness of the parameter N - with the 
same technique, kernel smoothing.
Firstly, in the notation of Section 2.4, let 6 =  (p, X,N) and A(0) =  1 . That is, 
L(6) is proportional to the posterior of 9. Then we can approximate L by
V { 6) =  | > ( p ,  A, iVj)l 4, '
Here, the Ni are a sequence of design points in the region of IV-space for which 
the posterior probability is significantly greater than zero: for the practical work 
described in Section 5.5, (N{) =  (6,7,8,9,10,11,12,13,14) was taken.
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Then the marginal posterior density of N is approximated by 
7r(JV) oc J  J  L*(p, A, IV) dpdX
=  E W ^ ) / / i(p'Vil¥A
N - N i
/i
where uq =  7r(lV2), the marginal posterior density of AG In Chapter 4, the Laplace 
approximation (2.6) was suggested for W{. Since this likelihood L is discrete in N , 
the Laplace method cannot be applied to the denominator of
J  JL{p,X,N )dpdX
( ) JSfL(p,X,N)d( ' )
However, for w(N) to be a density we know that =  1, so it is enough that 
the Laplace approximation (2.5) can be applied to the numerator of (5.6). De­
fining ji(p,X) to be the Hessian of gi(pi X) :=  —l(p} A, JVj), and j^ (N i) to be 
ji (p(JVi), A(iVi)), write
w[ :=  27r|/2)(Vi)|“^L(p(iVi),A(iVi),iVi) (5.7)
Wi ~  w 'i/ 'Y w 'j 
3
tt(N) oc (5.8)
Then the approximations of Section 4.4 to the marginal densities and distributions, 
and to expectations, are available. Some simplifications arise from the independ­
ence of N and (p, A) w.r.t. L*.
For example, consider approximating the expectation of T/N  =  (AV)-1: 
^[(AiV)”1] & J  f  [ (X N y 1 L*{p,X,N)dpdXdN
=  J  j  j T a N) ~ N ( p ,X ,N 0 l< l , ( E = f i )  dpdXdN.
To apply (4.24), first define
1 / at — N-
L* (A, V, p) =  L(p, A, iVj) r  0/i \ h
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(Notice that this notation changes the parameter order, for convenience in the 
application of the signed-root formulae.)
Let L{ be the density proportional to L f  and let ^(A, IV, p) be the logarithm of Li. 
The logarithm of L\ is I f  A, N,p) +  k, where k, is a constant of proportionality: we 
shall omit k, in the algebra that follows, since it takes no part in the approximations.
We have
L(p, X, n) ~  L"(p, A,)V) oc £  L\ (X,N,p) =  Y . c ^ A ,  N, p)
2=1 2=1
where
a  =  J  j  J  Ll(X,N,p)dNd\dp
=  j  j  L(p,X, Ni) dXdp.
Assuming L(p, A|Nf is well-behaved Vi, we can use an approximation such as 
(2.5) for q, or (2.26). The simple way to implement this is to write a piece of 
code to calculate (2.26), say, for a density in the form (2.22), and then run the 
code for each L*. However, an explicit form of the approximation (2.26) for L| is 
given below, to illustrate the method, and because the independence of N from 
(p, A) w.r.t. L* gives rise to some simplifications. Extra effort implementing the 
simplified formulae that follow could save on run-time, though the practical work 
of Section 5.5 was found to be quite feasible without this extra economy.
For each Li, define a signed-root transformation according to (2.23). Notice that 
li is maximised by ^A(A )^, A^,p(Ai)) where (\(Ni),p(Ni)') is the maximiser of the 
true posterior L conditional on fixed Ni. In addition, due to the independence of 
the parameters w.r.t. L*, the conditional maximisers of L are easily expressed in 
terms of the conditional maximisers of I. For example, observe that for all i, the 
value of (A,p) that maximises p for given N  is (A(iVj),p(IVj)), and the value of N 
that maximises k for given A is Ni. Hence the signed-root parameterisation is
rf(A) =  sign (A -  A(iVi)) f[i( (7- U(\Ni,p(X,Ni))] 
rf(A ,N) =  sign (N — Ni) f[ + ,  A ,^p(A, N,p(\, A + ]
r?(\,N,p) =  sign (p — p(A, N,)) f[*<(a, iV,p(A, (A, JV, p)].
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Further, notice that
1 IN  -  N j 2 
k(X,N,p) =  l(p, A, Ni) -  -
2 V h
and so
*t(A)
rf(A,JV) 
rf (A, N,p)
sign (A -  \ (N i) )  f  [z (p(N{), A(JVi), ZV<) -  l{p(A, Nt), A,£ ) ]
sign (iV — JVj) ^ 2  [0 -  ( i ^ ) 2] =
sign (p -  p(A, Ni)) ^2  [z(p(A, A )^, A,iv) -  Z(p, A, # ) ] .
Then Az± can be defined to be the solutions to rf(X) =  ±1, Nl± to be the solutions 
to rif (X(Ni), N) =  ±1, and p%± to be the solutions to rf(A(AT), Ni,p) =  ±1. Notice 
that N l± =  N i ±  h. In addition, the independence of N from the other parameters 
simplifies the Hessian matrix. For any i , the Hessian of —li(X,N,p) is
(  \
ji(X,N,p) o ir2 o evaluated at (A,N,p).
Notice that the functional form of j  is independent of i , but the points at which 
it is evaluated will depend on i. For example, if ji is the Hessian of — T, then 
M A) =  ji (A, Ni) #  j*  (A, JVfc) =  j k(A) A; ^  i.
For each log-likelihood T and parameter k , the function vk of (2.24) can be defined. 
Again, use j ^  to denote the sub-matrix [jab\atb>m of j •
:<2>(A)|_1/2
- 1/2
4(A) =  |iw W|'
=  { - + Z w(A,iVilj5(A,JVi))} 
+(A,iV) = |i<3)(A,iV)|"1/2
= {-W A ,JV ilp(A,iVi))}71/2
For each parameter k and log-density define r ^ ,  r f, and sf as in Section 
4.4. Then the approximation (2.26) to the normalising constant a  for each L* is
83
ft =  f  \j
For L* to be a density, take
A := C i / Y , d3
3
I<
L*(jPi A, n) oc A A (A, Nj p).
2=1
Then the expectation of T/N  is approximately
E[(AJV)-1] =  f  J  J  L*{p ,\ N )(\ N ) - 1 dpdXdN
=  f  f  f t  Li(P< M N) (XN)~l dP dX dN 
2=1 
=  /  /  /  E  P M p , A, N) (AJV)- 1  dp 
2=1 
=  E f t / /  /  ft(p, A, iV) (AiV)- 1  dpdX dN 
2=1 J J J 
=  E f t s » [(AJV)"1]
where Ei denotes expectation w.r.t. the density L;. Assuming that L(p, A|A^ ) is 
well-behaved Vz, the approximation (4.24) can be applied:
k  „ r / c ............... v _ i  ,  ,  . v _ i  \  —iE^AiV)"1]- Eft { - (A(iVi)iVj) + at (A*-JV4) +«!+ (Ai+JVj) +
4 r  (X(Ni),Ni — ft.)- 1  +  cnjj (A(-A/i),iV; +  / i ) 1]. (5.9)
5.4.2 Partitioning
In fact, for this discrete-parameter situation, the natural approach is to consider 
several two-parameter distributions by conditioning on N. Consider a function 
g(p, A, IV). Since the true distribution is discrete in N , write
E  [tffcp, E  N)\ =  ft” 1 Z) /  /  £(p, A, Ay#(p, A, iV<) dpdA
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where k =  X)f£i I J  E(p, A, Ni)dpd\, so that n,~1L(p, A, AQ is the posterior density. 
Define LQp, A) =  L(p, A,AQ and Ci — f  J  L(p, A, AQdpdA, so that c2 oc 7r(AQ, 
the marginal posterior probability of AG Assuming as usual good behaviour of 
L(p, A|AQ, it will be possible to calculate q by a Laplace approximation. Define 
A) =  c f lLi(p, A), so that L* is a two-parameter density proportional in (p, A) 
to Li. Then
E  [.g(p, A, N)] ~  k 1 Y , CiE'i Ig(p, A, AQ]
i
where E[ denotes expectation w.r.t. the density L*. When L(p, A|AQ is suitably 
regular, signed-root approximations can be used for E[ [g(p, A, Ni)]. Calculation of 
k is trivial, since
K, = E /  / L ( p , \ Ni)dpd\  
=  E /  /  Cf^ iCPi
=  Z Cx*
i
It follows that k- 1Cj =  7r(Ar,), the marginal posterior probability of Ni, and so
E  [g(p, X, iV)] =  E  ANi)E'i [g(p, X, Nt)]. (5.10)
i
Of particular interest is the function p(p, A, N) =  T /N , where T =  1/A, the ‘cell 
lifetime’ parameter. Let h(A,p) =  logL(p, A, AG), and for each b define the signed- 
root transformation
rpA) := sign(A -  A(JV,))/2 [lf ( A ^ .p W ) )  -  1, A))]
=  sign(A -  A(JVi) ) / 2  [l (p (E ), H E ) , E )  ~  I(p(A, JVj), A, IV;)]
Notice that this definition of r} is identical to that in the previous section, illus­
trating a close relationship between the two methods.
Define Al± to be the solutions to rp(X) =  ± 1 , and let
S ( * .p )  =  J + ( A  , p )
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Hence, (2.28) suggests
E[T/N)  = X > W )  {°4+ ri+ iV j)"1 + 4 “ (V -iV ;) '1}
i
as an approximation to P  [T/iV]. The same logic, partitioning by value of N , can 
also yield formulae for marginal densities and distributions of any parameter.
86
5 .5  R e s u lts
An improper prior \(pd,\,N) =  1 was taken as a reference prior. Figure 5.2 
shows the approximation Wi =  ir(Ni\y,t,n) to the marginal posterior density of 
N, calculated from the Laplace approximation (5.7).
©
©
©
©
o ©
A-----*------ .---------- .------------1----------- .----------- ?----- -^---- ,
4  6  8  1 0  1 2  1 4  1 6
N
„ Figure 5.2: Approximate marginal posterior of N
5.5.1 Nine point design set
It is apparent from Figure 5.2 that the design set (6, . . . ,  14) will be sufficient for a 
reasonable kernel approximation. Figures 5.3a-c show kernel estimates using this 
design set and window-widths h =  0.5, h — 0.4 and h =  0.3. It is not possible to 
use the validation method of Section 4.2.2, because there is no true value of 7r(iV) 
between the design points. Instead, h must be chosen by eye.
As a first pass, take h =  <5/2 =  0.5. Figure 5.3a shows the resulting smoother, 
with the Laplace estimates #(/Vj) plotted as points on the same scale. The results 
are reasonable, but not perfect: the estimate slightly over-smoothes, especially 
between 6 and 10. Reducing the value of h, we see in Figure 5.3b that the smoother
Tqr*
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Figure 5.3a: Kernel smoother 
with h — 0.50
N
Figure 5.3c: Kernel smoother 
with h =  0.30
Figure 5.3b: Kernel smoother 
with h =  0.40
4 6 8 10 12 14 16
N
Figure 5.3d: Kernel smoother 
with h =  0.38
Figure 5.3: Kernel smoothing of the marginal density of N
for h — 0.4 approaches most of the points quite well, although it is still over­
smoothing slightly, especially for N  =  8,9,10. However, it can be seen in Figure 
5.3c, that the smoother resulting from h — 0.3 is beginning to under-smooth, in 
that local minima are appearing around N =  9.
In fact, since the true distribution of N is discrete, we could expect to get quite 
reasonable approximations from an estimate such as Figure 5.3c: extreme under­
smoothing will take us ever closer to the true, discrete distribution. However, since 
the purpose of this section is to illustrate the method in general, as it could also 
be applied to a continuous parameter, we use h — 0.38. The resulting smoother 
(Figure 5.3d) is typical of the estimate we might choose if the true distribution of 
N was continuous. It was found that even for values of h as high as 0.37 a slight 
under-smoothing effect is visible in the estimate.
The adequacy of the kernel mixture model as an approximation to the true pos­
terior can be judged from Figure 5.3d. It can be seen that the approximations to 
the expectation of a function v(9) will be best if v(9) is quite linear in the region 
7 <  N <  11: on the other hand, expectations of a function sharply quadratic 
around N =  9 would be less well approximated. Figure 5.4a shows the plot of 
(AIV)- 1  against N for T =  5.
Having decided that the kernel mixture is a reasonable approximation to the dens­
ity, we need to evaluate the behaviour of the components of the mixture. In 
Section 6.2 a comparison of R and R is suggested as a diagnostic for susceptibility 
to signed-root type approximations. For example, when first-order asymptotics are 
working well for a parameter 9k, we can expect that f k (9 f) ~  1 and rk(9j) ~  —1 . 
Figures 5.4b-d show this comparison. In each figure, the ±-axis is the index i 
of the components Li of the mixture model. For each component, Figure 5.4b 
plots rA(0^ +), rx(9) and rA(#5v~): the dashed lines are at R — ± 1 , for comparison. 
Figures 5.4c and 5.4d plot rN and rp respectively.
For the parameters A and N the points are almost exactly on the lines, demonstrat­
ing that the standardised signed-root transformation r (• ■ •) is almost identical to 
the unstandardised signed-root ?*(•••), at least around the region between R =  ±  1 . 
This demonstrates good first-order asymptotic convergence. In Figure 5.4d, the 
performance is seen to be slightly less accurate for the density of pd given A, N.
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Figure 5.4d: Diagnostic plot for p
Figure 5.4: Diagnostic plots based on -R(0± )
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The deviations of f p(9jf) from the lines ±1 indicate that first-order asymptotics 
are not effective. Notice, however, that for each component the point rp(9) is 
close to mid-way between rp{9jf) and rp(9lp~). This implies that the relationship 
between Rp and Rp is close to linear, and hence that second-order asymptotics are 
performing well.
Design point V2 E{ [(A1V)-1]
6 2.03 x 10~34 1.062
7 4.99 x 10“ 35 0.470
8 1.15 x 10- 33 0.639
9 4.44 x 10- 34 0.566
10 1.32 x 10- 33 0.503
1 1 2.51 x 10" 34 0.404
12 1.42 x 10- 34 0.355
13 4.93 x 10- 35 0.337
14 2.01 x 10 "35 0.310
Table 5.1: Location AQ constant of proportionality q and expectation Ei [T/N ] 
for each component i
The summation formula (4.24) yields the approximation
E  [(A1V)-1] =  0.568.
Table 5.1 shows the additive approximation E, [(A1V)-1] for each component L,; 
in addition, the design point Ni around which the normal density part of Li is 
centred, and the approximate normalising constant q, are recorded. Equation 
(2.26) was used to calculate the c2s.
A similar result, E  [(AV)-1] =  0.564, derives from application of the multiplicative 
form (2.27) to each component instead of the additive form (2.28).
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5.5.2 S m aller D esign  Set
With a well-chosen window-width h it is possible to get quite good results with 
fewer design points. In this section, results are given taking the design set (6,8,10,12,14).
Figure 5.5a shows the kernel smoother that results using the heuristic h =  5/2: 
here, 5 — 2 and so h — 1. That the smoother bears little relation to the data 
is due to the local minima between design points. It is too much to expect this 
ad hoc method to capture this detail, but it is possible to find a value of h that 
does, as shown in Figure 5.5b. The value of h here is 0.52, and was chosen by 
the validation method with training set T  =  (7,9,11,13). This is a peculiarly 
simple example, with the marginal density having local minima precisely half way 
between maxima, but it does demonstrate that the validation method with a well 
chosen training set can greatly extend the power of the kernel method with a quite 
small design set.
Figure 5.5c is a plot of the validation score
N £ T
against h for the training set T. Although the minimum is well-defined, the plot 
is very flat in the region h < 0.3. This is the region of £-space in which the 
kernel method is under-smoothing dramatically: the estimate tt(N) is very close 
to 0 for all N E T. Figure 5.5d shows one such estimate, taken with h =  0.025.
This behaviour of the validation score is also typical of cross-validation scores (see 
Stevens, 1994). There is a possibility that a minimisation routine will mistake 
the flat region for the minimum, if it uses gradient in a test for convergence, and 
hence there is a risk that validation with a poor initial value will produce a bad 
estimate. This is in fact how the value h — 0.025 used in Figure 5.5d was found: 
by validation, using 5/2 — 1 as the initial value for a Newton-Raphson search. As 
a precaution, the kernel estimate should always be plotted before use.
Again, it is possible to plot Rk for each density as a diagnostic for the asymptotically- 
motivated approximations. As would be expected, the plots are almost identical 
to those of Figure 5.4, and for that reason we do not reproduce them here.
Application of the additive approximation (4.24) yields E  (^AiV)_1| =  0.590, and
92
Sc
or
e(
h)
 
pi
(N
>
4 6 8 10 12 14 16
N
Figure 5.5a: Kernel smoother 
with h =  5/2 =  1
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Figure 5.5b: Kernel smoother 
with h =  0.52
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Figure 5.5d: Kernel smoother 
with h =  0.025
Figure 5.5c: Validation Score
Figure 5.5: Kernel smoothing with smaller design set
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the multiplicative version yields 0.586. Comparison with the approximations of 
Section 5.5.1 - for example, E  [(AV)-1] =  0.568 by the additive formula - shows 
that we have lost accuracy in the second decimal place, while roughly halving the 
computational burden by taking five instead of nine design points.
5.5.3 Comparison with Numerical Integration
Newton et al. (1992) discuss the difficulties in applying simulation to the hem- 
atopoiesis model. Numerical integration is extremely time-consuming, but there 
has been time for a simple study combining numerical integration with a Laplace 
approximation.
To estimate E [T/N], the marginal posterior density of (V, T) was calculated on a 
10 x 60 grid of points (V,T), using the Laplace approximation (2.30). The approx­
imation was based on the true distribution L rather than the smoothed approxima­
tion L*. Values of N =  (5,6, . . . ,  14) were taken, and T  =  (0.25,0.5,..., 14.75,15), 
where T — A-1.
The values of k(N, T) calculated on this grid were then used as the basis for 
simple numerical integration based on an open trapezoid-type rule. The result for 
the expectation was E[T/N] cx 0.531. Reducing the grid resolution to 10 x 30 
gave an approximation 0.539: this suggests that, in the T direction, the numerical 
integration formula has reached convergence to the second decimal place. Similarly, 
when the resolution was reduced to 8 x 60 by using values of N  from 6 to 13, the 
approximation was E[T/N] cx 0.532, suggesting that convergence has also been 
reached in the N  direction. It seems possible to conclude that
E [T/N] =  0.53.
Comparison with the approximations 0.568 and 0.590, of Sections 5.5.1 and 5 .5.2 
respectively, helps to assess the value of the methods of Chapter 4. On the evidence 
of this initial trial, the kernel method gives approximations of the right order of 
magnitude, and correct to at least one significant figure.
The estimate 0.53 is based on a Laplace approximation rather than the exact 
marginal density of (V, T), and so depends on the asymptotic normality of the 
density of p conditional on (V, T). The signed-root type approximations 0.568
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and 0.590 also depend on this condition, amongst others. It follows that if the 
density of p\N,T is badly-behaved, the hybrid numerical integration / Laplace 
estimate of this chapter may be making errors in the same direction as the kernel 
/  signed-root estimates. Numerical integration over all three parameters would 
be helpful but has proved too computationally intense to be completed for this 
study. Reaching a first estimate would be slow but not impossible, but assessing 
convergence proved quite impractical. However, the diagnostics shown in Figure 
5.4d suggest that the conditional density of p is very well-behaved, in terms of 
third-order asymptotics.
5.5.4 Conclusion
The numerical results of this section show the kernel mixture method giving ap­
proximations that are within about 12 % of the true value when based on 5 design 
points, and about 6% when based on 9 design points. It seems, from the diagnostics 
of Figure 5.4, that the signed-root formulae are very effective for the components 
of the mixture. The chief source of error is the kernel estimation step. This is 
inevitably a source of large error for this example as we are smoothing a discrete 
distribution, with significant probability at only handful of values, to a continuous 
distribution. From these results, it can be hoped that much higher accuracy will 
be possible when the true distribution is continuous; perhaps even when the distri­
bution is discrete but over very many values, so that a continuous approximation 
is more plausible.
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C h a p t e r  6  
I m p l e m e n t a t i o n  D e t a i l s
6.1 Choice of L  and A
The signed root method requires us to write a posterior density as the product 
of two functions, L(9) and A(0). There are almost no restrictions on this: only 
smoothness conditions on the two functions, and in particular A(0)/A(0) =  0(1), 
where 9 is the maximiser of L(9). This section addresses the choice of functions 
in the product. Perhaps the most natural choice is L — likelihood and A =  prior, 
but we can aim to make the choice for maximum accuracy or for computational 
convenience.
6.1.1 Speed of Calculation
When the same computation is to be carried out on problems that are only slightly 
different, the L{9)\(9) structure used by Tierney, Kass and Kadane (1989) and 
Sweeting (1995) allows savings in the computing time. By restricting the variation 
in the problems to variation in the A factor, L can be kept the same in each problem 
and so the maximisation step need only be carried out once. When posterior 
expectations are required, the solutions 0± to r(9) =  ± 1  are also unchanged by 
variation of the function A.
An example is the approach to sensitivity analysis discussed in Sweeting (1996). 
By taking L =  pno and A =  tt/ 7To, where 7To is a reference prior and ir a particular 
choice of prior model (and p the likelihood), it is easy to experiment with the
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effects of a change of prior. This is most true of the formulae (2.14) and (2.15), 
and their multiparameter equivalents (2.31) and (2.32), that are concerned with 
distributional approximations. For example, in equation (2.14),
F{r) =  $(r) +  Hr) f t -
w  v y , \r j
the change in prior is then reflected only in the final term. The changes in other 
formulae - for example, posterior expectation - are not quite so trivial, but the 
need to re-do the maximisation and search steps is avoided. In this way, it is easy 
and fast to explore the sensitivity of results to the choice of prior distribution.
Since likelihoods are the product of density functions, this technique can also be 
used to assess the influence of particular observations. If
n
L (* ) =  n / ( * ; * )
2=1
then we can take
a„(0) =  H
Xk(9) = ir(9)/f{xh;9)
to compare the results obtained if we choose not to include an outlying observation
xk.
6.1.2 Accuracy
When computational considerations such as those described above do not apply, 
we are free to consider the choice of A and L that will give the most accurate 
results.
Is it possible to choose A to improve the asymptotic order of accuracy of the signed- 
root approximations? For the single-parameter case, we have /jj(r) oc <f>(r)q(r) 
exactly, where q(x) =  1 +  ax +  bx2 +  cx3 +  0(n~2). In the expansion of q(x) about 
0, the coefficient of x1 is 0 (n_2//2), and expansions in r show that
f k (r) oc <J>(r)(l +  er) (6.1 )
where
1 3 , „e =  ~a — ab +  2c.
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It follows that if A and L can be chosen so that q(r) is an even function, then 
a — c =  0 and so the signed-root approximation
f ( R ) 6cf(R)
becomes correct to fourth order instead of third. There is no general choice of 
A that gives an even function q. It may be possible to find such A for specific 
models or classes of models; but even if this is so, the result does not extend to 
the multi-parameter case, where
f R(r) oc </>(r)q(r)( 1 +  eTr ), e =  0 (n-3/2).
Alternatively, we can look for a choice of A that will make the error term er in 
equation (6.1 ) as small as possible in practice, despite having the same asymptotic 
order. Appendix B explores a line of reasoning based on the probability integral 
transformation, and shows that it leads to an alternative derivation for the kernel 
method of Chapter 4. This section follows a suggestion from Sweeting (1996), 
exponential tilting of L and A: that is, replacing L(9) with L(9) exp (a +  60) and 
A(0) with A(0) exp(—a — 60). The suggestion is made in the context of marginal 
densities, but we shall explore it first for the simplest case, a single-parameter 
problem.
Single-parameter densities
Why might there be an advantage to exponential tilting of L and A? The motiva­
tion is in the effect on derivatives of log-likelihoods. If
L{9) =  Lo(0) exp(a +  60)
we can ignore a , since we need L only up to proportionality; then
1(9) =  Zo(0) +  60
and so
i(e )  =  i0(e) +  b
Now, consider the graph of ^(0). Figure 6.1 shows this plot for the likelihood in 
Figure 3.10, from Efron’s bivariate normal example. There are turning points in I
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Figure 6.1: Plot of l' (9) for a bimodal likelihood
t
Figure 6.2: Plot of l' (9) +  b
99
where the graph of l' intersects the line y — 0: at 9\ — —0.073, 0o =  —0.032 and 
02 =  0.105. When the likelihood is tilted with b — 20, the new graph is shown 
in Figure 6.2. The effect is a vertical shift that causes only one intersection with 
y — 0. In this way we can write a bimodal posterior as a unimodal “likelihood” 
multiplied by a correction factor A(0) =  exp(—200).
The same technique might be used for likelihoods that are not susceptible to signed- 
root approximation because of a large “shoulder”. The shoulder occurs when the 
graph approaches ^(0) =  0 at some 9S well distinct from the mode: by shifting 
the graph with an exponential tilt, so that l' (9S) is further from 0, the size of the 
shoulder could be reduced.
Unfortunately, the results from this method are poor in practice. In trials with a 
range of tilts, it was impossible to find a value of b that gave good approximations 
to F(9) for a wide range of 0s. Table 6.1 shows some of the results, together with 
exact values by numerical integration. They illustrate that as b is chosen to give 
a good result at 0 =  0, the approximation breaks down at 0 =  0.1 .
Tilt F(0) F(0.1)
-8 0.295 0.581
-5 0.367 0.599
-3 0.438 0.613
(Exact) 0.345 0.716
Table 6.1 : Signed-root approximations to CDF
Recall, from Section 2.3, that the signed-root formulae depend for their accuracy 
on the asymptotic behaviour of the function
,< *) =  (
\dRJ A (0) *
If b is too small, the distribution retains a large shoulder. This asymmetry in 1(9) 
makes the Jacobean factor dz/dR  large, so that q(R) dominates the likelihood. If 
b is too large, the A factor becomes large, and again q(R) dominates the likelihood. 
(For the example shown in Figure 6.2, with b — 20, the latter problem occurred).
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It may still be possible to use this technique to improve accuracy when L0(9) 
contains only a small shoulder; however, in trials with this and other instances 
of Efron’s example no cases were found where the method gave a really accurate 
approximation.
Marginal Densities
The example of exponential tilting in Table 6.1 was unsuccessful because it led 
to a large deviation from the asymptotic form g(0) =  1 in the factor q(R) — 
(idz /  dR)(X(9) /  X(9)) of equation (2.8). In other situations, q(R) may already have 
poor asymptotic properties: then exponential tilting can remove a large factor 
from A(0) and incorporate it into L(0) instead. The maximiser of L(9) will then 
be much closer to the posterior mode, so that the leading term $(R) of equation 
(2.14) will be a better approximation to F(9), and an improvement in the entire 
approximation can be expected. Since Sweeting’s (1995) standardised signed-root 
formula (2.16) is equivalent, it should also be improved in accuracy.
DiCiccio et al. (1990) make these observations with reference to the calculation 
of marginal densities. They apply signed-root methods to the marginal density 
approximation
A ^ 1) *  ( i +  -  4 ) ) .
By putting L*(01) =  L(0i) and A*(0X) =  ^i(0i), the marginal posterior of 91 is a 
single parameter density of the form (2.13), and so approximations such as (2.14) 
are available.
They remark, however, that this is not necessarily the best choice of A* and L*. 
Since vx contains the second-derivative term | j^ (01)|~2} it will grow large as the 
number of dimensions increases. The degree of accuracy resulting will depend on 
the likelihood and on the data: when there is little correlation between parameters, 
will be reasonably small. When correlation is high and v\ becomes significant, 
it should be possible to improve accuracy by incorporating the factor into
L * rather than into A*. This, on the other hand, would mean that calculation of 
second derivatives of L* would involve fourth derivatives of L : the gain in accuracy 
is at the cost of a heavy increase in computation.
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Sweeting (1996) suggests an exponential tilt as a means to approximate z>r(0i) at 
very little computational cost, as follows:
L*(9l) =  L(9l) exp(a +  bQl)
A*(0X) — V\(6l ) exp(—a — 601) ,
Again, since we need L* and A* only up to proportionality, a is irrelevant.
If the posterior mode 0M is known, it is possible to choose b so that L*(6) =  
L(9) exp(60) is maximised by 9m- Let 6 =  —t (9m)' then I*' (9m) =  l' ( 0 m )  +  6 =  0. 
Finding the posterior mode is computationally intensive. For example, in Newton’s 
method each step requires second derivatives of V\ (9) and hence fourth derivatives 
of the multi-parameter likelihood. Of course, once 6 has been found all further 
calculations involve only second derivatives as usual.
Another natural way to choose 6 is using the gradient of log(z'i). By definition,
the first derivative of log(zq) at 9m is the value t  (9 m)'- calculation still involves
derivatives of zq and hence third derivatives of L. An approximation is
log(i/x(0+)) -log(t/i(0~))
0+ - 0~
where 0± are the solutions to Rl (9) =  ± 1 , as defined in Section 2.4. This is 
effectively a numerical approximation to a third derivative, and since search steps 
are needed to find 0± this is not a particularly efficient method: better to use 
first-order normal approximations to 0+ and 9~.
In fact, even ad hoc methods can provide a good choice of 6, as the following 
example (example 4 from DiCiccio et al., 1990) shows.
Linear Regression Models
Let (3 be a parameter vector and U be a design matrix. Consider regression 
of Yi, . . . ,  Yn where E  [1*] =  {3TUi and the Yi have normal errors with standard 
deviation a. DiCiccio et al. (1990) use a six-parameter vector: here we use 
only (3 =  (/?i, /?2, Ps) so that it is practical to compare the results with numerical
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(  \ 
.566 .632 .130 .480 .669 .930 .869 .204 .961 .321
U =  0 0 0 0 0 1 1 1 1  1
integration. We use a matrix
^ .646 0 0 0 0 .255 .197 .056 .646 .317 J
which is a sub-matrix of that used in their example. Ten data points were simulated 
from the normal distribution with means (3TU and standard deviation a — 1 .
Let £(0, p) denote the multi-parameter likelihood of 9 =  log(<r) and /?, and taking 
an improper prior ir(9,p) =  1 , define v\(9) in terms of derivatives of log(£), as 
described in Section 2.4. Let L(9) denote the profile likelihood £(0,/?(0)). The 
marginal posterior of 9 was approximated by f{9) 6cL*(0)A*(0), where
L*(0) =  L(9) exp(2.70)
A*(0) =  vi(9) exp(—2.70).
The value b =  2.7 was chosen visually, by plotting ^i(0) and exp(60) for a few 
values of b. Despite this crude method, the results were very good. The maximiser 
0 of L*(0) was found to be 0.138; by contrast, the maximiser of L(9) is —0.0186, 
much further from the true posterior mode 0.160.
This improvement in approximation of the mode did indeed result in improved 
probability approximations in the tails. By numerical integration, P(9 <  —0.3) 
is 0.0138. DiCiccio’s approximation, based on (2.14) with L and iq, is P(9 <  
—0.3) =  0.0116; but using the tilted L* and A* gives P(9 <  —0.3) =  0.0142.
b 0 2.7 3.0 (Exact value)
$ [R) 0.0163 0.0143 0.0142 (0.0138)
Table 6.2: Approximations §(R) to P{9 <  —0.3)
Approximations based on R are similarly improved by the use of the tilt. Table 6.2 
compares the approximation §(R) to the exact value of F (—0.3). The penultimate 
column shows the results when the tilt is b =  3.0, the value such that 9 =  9M, the 
posterior mode, as described above; it will be seen that the extra effort in finding
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this ideal value offers very little improvement over the value 2.7 chosen by trial 
and error.
The accuracy of these results with very little extra effort in calculation should 
answer Kass’ (1994) concerns about the accuracy of (2.20) based on marginal 
density approximations.
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6 .2  D ia g n o s tic s
The proofs and derivations throughout Chapters 2, 3, 4 and 5 depend on condi-
sufficiently well-behaved”. The present section proposes techniques to assess the 
accuracy of the various formulae: not in the form of “error estimates” to attach to 
our results, but heuristics that will warn when asymptotic methods perform badly 
in a particular case, or give us confidence when the methods are performing well.
6.2.1 Standardisation of R
Asymptotically, R has standard normal distribution to first order, and R has 
standard normal distribution to third order: hence, the discrepancy between R 
and R  gives some indication of the size of first order error terms.
More usefully, the equations
from Section 2.3.4 are both third order approximations. Hence, the discrepancy 
between them is indicative of the size of third-order error, and hence of the accuracy 
of both. When the difference is significant it can be assumed that the error in each 
is of similar or greater magnitude. The converse is not necessarily true: since the 
two approximations are closely related, they may make similar errors and so give 
results more similar to each other than to the exact answer.
Comparison between R and R can be informative about higher-order asymptotic 
convergence, if based on more than one point. Consider R to be R =  r(R ), a 
function of R. It follows from (2.12) that to second-order, R — R — a for some 
a: and to third-order, r is a linear transformation of R. A possible diagnostic 
method is to plot R against R over the range R =  (—1,+1). The intercept on 
the jft-axis is the first-order quantity a. The deviation of the gradient from 1  is 
a second-order quantity. For a third-order diagnostic, plot also the straight line 
connecting (—l , f ( —1 )) to (l,f(l)) . The difference between the ^-intercept of this
tions such as “for a sufficiently regular likelihood”, and “provided this density is
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line and the point f  (0) is a measure of third-order error.
This method was used in Section 5.5.1, modified slightly to fit diagnostics for 
several densities onto one plot. For each density, the points r(—1), r(0) and f(l) 
were plotted. When f (± l)  — dbl, convergence is good to first-order: see Figures 
5.4b,c. In Figure 5.4d, r(R) < <  R at R =  —1,0,1 for all densities, indicating 
poor convergence of first-order asymptotics. However, in each case r(0) is close to 
| (fi(—1 ) +  r(l)), indicating good convergence to third-order.
6.2.2 Other Methods
The t-plots of Bates and Watts (1988), as discussed in Section 2.3.9, provide 
a diagnostic for convergence of the posterior of 6 to normality. An equivalent 
method is to plot q(R) against R. When q is nearly cubic, convergence is good 
to first-order; when it is close to quadratic, convergence is good to second-order; 
when it is close to linear, we have third-order convergence; and when it is almost 
constant, fourth-order convergence.
Equations (2.27) and (2.28) give two formulae for expectations that are, to fourth 
order, equivalent. An indication of their accuracy is given by the similarity of the 
two calculations. A significant difference between the two is an indication that 
we are far from asymptotic convergence and it is impossible be confident of the 
accuracy of either result.
6.2.3 Examples
The regression model example of Section 6.1.2 illustrates these ideas. First, con­
sider comparison of the signed-root to the standardised signed-root. Table 6.3 
compares R to R - (i) for the marginal density without tilting, using L(0) — 
L(0,/3(0)) and A(0) =  ^ ( 0, /3(0)), and (ii) for the marginal density with tilting, 
using L(0) =  L(0, P(0)) exp(2;70) and A(0) =  v\(0, P(0)) exp(—2.70). The large 
difference between R and R in the untilted case warns that the R~l logg term is 
far from zero. Comparison with Table 6.4 shows that this is indeed an indication 
of poor asymptotic results. The close agreement of the formulae (2.14) and (2.16) 
when b — 2.7, and the discrepancy when b =  0, is the clearest indication that the
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J?(—0.3) £ (-0 .3 )
(i) Without tilt -1.39 -2.14
(ii) Tilting, b=2.7 -1.96 -2.19
Table 6.3: Values of R and R at 0 =  —0.3
tilted version is very close to the true value and that the untilted version is unreli­
able. This seems to be easier to use than comparison of R to R , since on the latter 
scale it was not clear whether —1.96 and —2.19 were close enough for asymptotic 
convergence, but it is hard to mistake the closeness of 0.0142 and 0.0143. To study
Tilt <s>(R) -  MR) { qj2P } * ( 5 ) (Exact value)
6 =  0 0.0116 0.0163 (0.0138)
c4II-o 0.0142 0.0143 (0.0138)
Table 6.4: Approximations to P (6 <  —0.3) for the regression example
the expectation-based diagnostics of Section 6.2.2, we use an example with fewer 
parameters, so that numerical integration is practicable. At first, in every example 
tried, the sum-formula (2.28) and the product-formula (2.27) both agreed closely 
with each other and with the true expectation. To test the diagnostic on an ex­
ample where the formulae are not accurate, it was necessary to take an example 
with an “awkward” prior.
Returning to the model from Efron (1975) used in Sections 3.3.3 and 3.3.4, 20 data 
points (xi, y f  were simulated from
N
(
\
20/i2 <7
v° V
with /i =  0.1 and a  =  1 . The log-likelihood function is
Z(/i,cr) =  — 2nlog<r - ~  - M)2 + S  (yi ~ 20/i2)2 j.
A Xi prior was taken for <7 and a N (—0.1,0.05) prior was taken for p. The
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expectation of p +  o  was calculated by numerical integration, and by the two 
signed-root /  Laplace formulae.
The results were disappointing. Both asymptotic formulae gave E [p +  o] =  1.16, 
but the exact value by numerical integration was 1.01. It seems that agreement 
between the two formulae is not a reliable indicator of their accuracy. Instead, we 
turn to the other diagnostics. Defining Of in terms of the solutions to Rl[0f) as 
usual, we find that Rx(0fi) =  3.78, when R 1 (0fi) =  —1 (by definition). Similarly, 
R^Of) =  5.04. That r(0f)  is so far from —1  as to be highly positive indicates 
that the asymptotic properties of the posterior are very poor.
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6 .3  C o m p u tin g  C o n s id e ra tio n s
We discuss here the details of the numerical methods and algorithms that have been 
used to implement the methods in this thesis. The books by Press et al. (1986) 
and Abramowitz and Stegun (1965) have been invaluable for this investigation.
6.3.1 Search Methods
Like the first-order normal approximation, all asymptotic calculations require 
search algorithms, to find the maximiser of the likelihood, the posterior, or some 
more general function L. The signed-root formulae for expectations in Sections 
2.3.7 and 2.4.2 also require inversion of r(9).
Press et al. (1986) express reservations about the use of Newton’s method with 
numerical derivatives. Firstly, they observe, since numerical derivatives require 
extra function evaluations at every point, the rate of convergence relative to the 
number of evaluations is greatly diminished. Secondly, they warn that the method 
can be quite sensitive to the choice of A used in calculating derivatives:
/'(s ) ~  f ( x +  A) -
If A is too small, machine accuracy will swamp the difference between f(x  +  A) 
and f{x)] if A is too large, the estimate will be poor and the rate of convergence, 
consequently, even worse.
Nevertheless, Newton-Raphson is recommended for signed-root methods. In multi­
dimensional methods, Press et al. acknowledge that because “there is a paucity 
of available methods, Newton-Raphson with numerical derivatives must be taken 
more seriously”. In one dimension the rate of convergence is unlikely to be a 
significant issue: if the likelihood function is so badly behaved that Newton’s rule 
is slow to converge, then it will not lend itself to asymptotic methods anyway. In 
fact, as n -+ oo, the log-likelihood converges to a quadratic, for which Newton’s 
method converges to the exact maximum in one step.
Newton-Raphson with numerical derivatives is, therefore, recommended as the 
default optimisation method: but when convergence proves very slow, supplying
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a closed form for the derivative should always be considered. The above caution 
about choice of A should also be remembered if convergence is slow.
Sections 6.3.2 and 6.3.3 consider the choice of initial values for the algorithm, 
and Sections 6.3.4 and 6.3.5 make suggestions that can make multi-parameter 
calculations very much faster.
The LISP-STAT package by Luke Tierney (1990) provides a function newtonmax 
that incorporates back-tracking, based on an algorithm from Dennis and Schnabel 
(1983): this provides a particularly robust form of Newton-Raphson.
6.3.2 Initial Values for Maximisations
In the discussion to his paper in Bayes 5 (1995), Sweeting suggests an approxim­
ation to the conditional maximiser of I:
0(i+1) =  §(i+1) _  [ jO + i) ] - 1 jW (0 i _  fli) (6.2)
where denotes the first column of jW  omitting the first element; that is,
=  Ji+2,i • • • dd,i) •
Derivation
This is derived from a Taylor expansion of 0(*+1)(0*_i, 9l) viewed as a function of 
9\
rfNi+l)
j |i+1)( i i / l  =  ftm )(ft) +  (ft) (ft -  ft) + . . .
Note that 0^+1 (^0z) =  0(*+1L By definition,
lj(ft—!, ft,fti+1)(ft-i,ft)) =  0 Vj >  i (6.3)
where the subscript lj denotes partial differentiation w.r.t. 93. To find an expres­
sion for dd^ l) we differentiate equation (6.3) w.r.t. 9l to get
1 i V  / d@k0 i - ij^z) _  n vj-  ^ ■
jk d9i ~
Rearranging, and using square brackets to denote matrices,
d
fed d9 — [Iji] j  k — i +  1 , . .  •, d.
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(i+1)d6W 0 i) =  M  
d£i 1
Re-arranging to give
d0b+i) (§f ^  .q
do< “  r  J 1
and substituting into the Taylor expansion completes the derivation of equation
(6.2) as an approximation to 0(t+1 (^0t-i» E). □
Sweeting suggested this as part of a two-pass approach to to finding R~l (r). The 
same idea can be used to find a good initial value whenever 0b+1) (Of is required; 
that is, whenever a function such as I is being evaluated at a point Oi where i <  d. 
The derivation above is for 0b+1) (0j_i> 0*) as a function of the scalar parameter 
0\ More generally, a similar argument lets us approximate 0b+i) (Of by
f t i+ i)  (Q.) =  §(i+1) _  [ j ( i+ i ) ] _1 j f +1\0 i  -  Of (6.4)
where denotes the last (i +  1) rows of the first i columns of J . When
Oi =  (J)i_i,Q1^  this coincides with the equation (6.2).
In fact, although Sweeting (1994) defines r% for general Oi, most of the approxima­
tion formulae - for example, marginal densities, or posterior expectations - require 
only rl(0j_i, 6Q, so that (6.2) is sufficient. Only the formulae for Bayesian Bartlett 
corrections require maximisation in a more general context.
The accuracy of equation (6.4) depends on the deviation from the global maximum, 
of course. In practice, however, it also depends on the number of parameters being 
estimated compared to the number fixed. When i is very small compared to d, 
we are estimating many parameters from very few, and the approximation rapidly 
becomes unusable as Oi diverges from 6Q For example, in solving ?a (0i) =  1 for 
the non-destructive testing problem in Sweeting (1995b), maximisation failed to 
converge when using as an initial value. In this situation it is necessary to
use 0(l+1), the components of the global maximum 0, as an initial value; it may not 
be a very good approximation but it will never be so bad that the maximisation 
routine fails to converge.
Evaluating at Oi =  Ol gives
I l l
6.3.3 Inversion  of R(6)
Both the single-parameter and multi-parameter implementations of the signed-root 
require values 0+ and 9~, defined to be the solutions to r(9) =  1 and r(9) — — 1 
respectively. Since there is no explicit solution, in general, a Newton-Raphson 
search is used.
In the single parameter case, the first-order normal approximation provides a good 
initial value for the Newton-Raphson routine. In the multi-parameter case, cal­
culating rl at each 0* requires a maximisation, since r%{9i) is defined in terms 
of I (9i,(fl+l\9i)). This will make the search extremely slow; Sweeting suggests 
(1995, discussion) a two-pass method, based on the approximation 0h+i) of Section 
6.3.2. In the first pass, the approximation to 9^ l+l\9i) is used, and the equation 
rl(4 -i, 9\ 0^+1)) =  ±1 is solved. (The first-order normal approximation can be 
used as the initial value for this first pass.) The solution is then used as a start­
ing value in the solution to the real problem, rl (0t-i»0*»0^+1H^*)) =  T l. An 
alternative approach, for the case of r 1 (01), the signed-root transformation of the 
marginal, is proposed in Section 6.3.5.
One further caution is required. Sweeting (1995) suggests solving r(z) — R with 
the following approximation to Newton-Raphson:
r  (r (z i) -  R)
Zi+l = Z i ------------------- .
The exact Newton-Raphson formula is
„ _  .  + ; )  (+ « )  -  R)
i+1 4
since dR/dz — —l'(z)/r. Sweeting’s approximation is obtained by substituting R 
for one of the r(^)s - reasonable when zi is close to the solution - and taking a 
Taylor expansion of (  to show
i(9) -  l'(9) +  (9 -  9)1" (9) 
i(z) =  lM  ~  {e -  =  z.
In practice, the approximation is usually adequate but occasionally breaks down 
with a poor initial value: the programmer should be prepared to replace it with 
the exact form if the routine is slow to converge, or fails to converge at all.
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6.3.4 A Cache for Conditional Maximisations
Since the signed-root methods are based on the conditional profile likelihood, it 
is frequently necessary to find the value 0^+1)(0Q that maximises 
conditional on the value of 02. In many circumstances, the same value 0* is used 
several times in a row. For example, when calculating ^(0;) =  A(0J |i6+1)(0j) 2,
the maximiser 0^+1 (^0J  is needed not just twice but many times, once for A(0J  
and once for each entry of the matrix j^l+1\9i).
These multiple maximisations can be avoided by writing a “cache” for the maxim­
isation routine. That is, each time it performs a maximisation conditional on some 
9i, it stores both 02 and the result 0^+1 (^02). Next time it is asked to maximise 
conditional on 9j, say, it first checks whether 9j is equal to the value 0* in the 
cache; if so, it can return the 0o+1)(0j) immediately.
In practice, a multi-level cache can be better - one that records the m most recent 
maximisations rather than just the one most recent. The example given is a simple 
one that could also be caught by careful programming, but a cache is more general. 
For example, suppose a routine for calculating the posterior density Tt(9\x) calls a 
method (object-oriented) or subroutine (non-object programming) for L(9)\ then 
calls a method (or subroutine) for A(0); then returns their product. When the 
posterior is in fact the marginal of a multi-parameter density C, the call to L(0) 
will provoke a call to £ (0 ,0^ 2^ (0)), and then the call to A(0) will cause a call to 
Fl(0> 9^(9)). Both require a maximisation 9^(9): a cache will ensure that the 
maximisation only requires one search step.
6.3.5 Marginal Density Calculations
Consider the approximation (2.30) to the marginal density of 0i
7 r ( f M < r e M (2)( 0 i ) M ( M (2)( 0 i ) )  +  -Si)).
Every function evaluation in the marginal density requires a maximisation step 
in the multi-parameter density. This means that a maximisation in the marginal 
density will be very slow indeed. Suppose there is a maximisation algorithm which 
requires 0(C ) function evaluations to maximise a general function / . Maximisa­
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tion of the marginal density will require 0(C ) evaluations of the marginal and 
hence 0 (C 2) evaluations of the multi-parameter density. This can be prohibitively 
slow, depending on the density, amount of data and on the computing power avail­
able. For this reason, a short-cut is recommended. Maximisations should be car­
ried out on the multi-parameter density whenever possible and the results carried 
over to the marginals. It is trivial that if (01, .• • > 9D) maximises L(9l , . . . ,  9D) then 
01 maximises L(9\, 0^(0i)). Equally usefully, the maximiser of the tilted profile 
likelihood L(9\, 0^(0i)) exp(c01), discussed in Section 6.1 .2 , is the first component 
of the maximiser of L(9l , . . . ,  9D) exp(c01).
Iterative steps are also required to calculate 9 f  and 9(, defined by ?a (0f) =  ± 1 . 
Computational speed can be increased by defining a multi-parameter function that 
has a maximum at (9\, (9i)) such that r l (9\) =  ± 1 : for example, define
m  =  f[1$  -  [(e)]
S(6) =  k v ( e )  +  (r(8) -  +
When 9 =  (0i,0^(0i)), r(9) =  r 1 (9)i and by definition Z(2) =  0. In the log- 
likelihood surface, there is a contour along which r — 1 ; its intersections with 
Z(2) =  0 are the points where H(9) =  ±1. It follows that S(9) = 0  only at the 
solutions to H(9) =  ±1.
The methods of this section proved highly effective in the linear regression example 
of Section 6.1.2. For example, the maximiser 9 for the tilted marginal density was 
found in just under half a second by LISP-STAT’s newtonmax routine applied to 
C(9, P) exp(60), but the same routine applied to Lq(9) exp(60) took five and a half 
minutes.
The caution of Press et al. (1990) regarding the step size A for numerical derivat­
ives is particularly relevant here: if the parameters are very different in scale, an 
efficient search may require a different A for different parameters.
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Specialist languages and packages for the statistician will provide in-built fune-
6.3.6 N o rm al D is tr ib u tio n  F u n c tio n
languages, the programmer will need to write them or obtain them from a library 
such as NAG. Note that although Press et al. (1986) give series expansions for <h, 
polynomial approximations are also available in the same book and in Abramowitz 
and Stegun (1965) that are highly accurate, certainly accurate enough for use in 
asymptotic approximations.
For example, Press et al. give an approximation for the ‘Error Function’
which has fractional error less than 1 . 2 x 10 7 everywhere:
a(x) =  - x 2 -  1.26551223 +  t(z) (1.00002368 +  
t(x)(0.37409196 +  t(x)(0.09678418 +  
t(x) (-0.18628806 +  t(x) (0.27886807 +  
t (x ) ( -1.13520398 +  £(z)(1.48851587 +  
£(#)(—0.82215223 +  t(x) * 0.17087277)))))))) 
£(x) — 1 — t(x)ea(x>)
and for x <  0, use 4>(a;) =  1  — $ (—x).
6.3.7 Standardised Signed-Root at 9
Recall the definition (2.11) of the standardised signed-root:
tions for the cumulative density function 4>(0) of the normal distribution; in other
then for x >  0,
R — R - iogg(fl)R
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At 6 =  9, R =  0 and so R cannot be calculated from the above formula. The same 
is true of the form (2.15):
S  .  * + s -  lou -  j r ‘ log ( i f f l ) .
At R =  0, the second and third terms are ill-defined.
Asymptotically, i? =  R and q(R) =  1, but this is only a first order approximation. 
Recall from the derivation of (2.12) that
R =  R - a - b R  +  \a?R +  0 (rT 3/2)
where a is the coefficient of r in the expansion of q(r). Then R(9) — —a is a 
third-order approximation to R at 9. If 0+ and 9~ have been found, the solutions 
to r{9) =  ± 1 , then a can be calculated from
q(r) =  1 +  ar +  6r2 +  cr3
g(l) =  l +  a +  6 +  c
q(—1 ) =  1 — a +  b — c
=>a =  i { g ( l ) - g ( - l ) }  +  0 (n"3/2).
Since the approximation F(9) =  &(R) is itself 0 (n -3/2) the error in the approx­
imation to r(9) is still third-order.
If 9± have not been calculated, a slightly quicker alternative is to perturb 9 slightly 
from 9: that is,
F (6)~ $  (f{§ +  ft))
where h is small: however, h must not be taken so small that machine accuracy is 
compromised. The size of h is best judged on the i?-scale, since it is independent 
of parameterisation, and asymptotically the familiar standard-normal scale. An 
obvious extension is to average $  (r(0 +  h)') and $  (r(0 — £)).
In the multi-parameter case the same approaches are possible: either a slight 
perturbation of 9l, or
A —1  { 9*(e.) _ gi(„ e.)}
where is the i-dimensional vector (0, . . . ,  0 ,1 ). The former choice is faster, unless 
solutions to r(9) =  ±1  have already been found, but the latter is recommended 
because of machine-accuracy considerations regarding choice of h.
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6.3.8 P o s te r io r  E x p ec ta tio n s
As described in Section 2.4, Sweeting (1996) uses quantities
M gr) , -V iffi)  
w n
i  w n
n w n  
i j w n
n w n
to calculate posterior expectations and predictive densities. These quantities need 
to be calculated only once for any given A, and then used to find E[v(0)] for any 
function v(Q).
The greater part of the computation in calculating Vi(0) — A(9) |j^+1 (^0)| 2 is the 
matrix of second derivatives j^ +1\ which depends on the function I but not on A. 
It follows that when changing the function A but leaving I intact - for example, 
when experimenting with different choices of prior - the recalculation of r2, a f  can 
be made faster if we write instead
=
w n  
+ _  - w n  
w n  ■
Then t; — r f  +  r+, a,“ — t~/t; and a f  =  r+ /r,:. The advantage is that the new
values of r f  and i f  are just the old values multiplied by the ratio of Xmsw(8±) to 
A0m(^±)i which saves recomputing the determinant.
Even greater improvements in speed, however, come from careful handling of vec­
tors Qi where i <  D. Evaluating any function of Oi requires a maximisation step 
to find 0^+1 (^02). Well-designed code will ensure that when calculating the 
maximisation to find (Qn) is performed once and not twice. The cache de­
scribed in Section 6.3.4 would take care of this; however, in the situation described 
above, where we wish to vary A while leaving I unchanged, it is possible to do much 
better again. A small cache will be adequate to ensure that, when calculating (for 
example) (0~) followed by k(0f )  in order to find r f ,  the value 0^+1\0f )  is cal­
culated only once. But once these calculations have been done for 0~ and Of for
a,-
a.+
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many values of i, 00+U [q- ) wm have vanished from the cache by the time we come 
back to 9~ with a new function A. It is therefore better to calculate 9^+1f 9 ( )  as 
soon as 9 f itself has been found, and to store the full-length vector (9~ , 
instead of the short form 9~. The same applies, of course, to 9 f  for each i . (Note 
that this does not make the cache system redundant, since Vi may be calculated 
for a variety of values of 9i when used in the approximation (2.30) to the marginal 
density.) Implementing all these steps will make a very great difference to the 
speed of calculations, especially when D is more than 2 or 3.
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6.4 Choice of Programming Languages
Signed-root methods are straightforward enough to be tackled in any programming 
language. For a quick solution to a particular problem, no particular consideration 
of programming languages is needed - it will be straightforward to reach a quick 
conclusion in any language. The rest of this section considers the best choice of 
programming language for the larger scale problem of producing code to tackle 
problems in general, perhaps as a software package or as a library of utilities.
6.4.1 Interpreters and Compilers
Because of the low computational intensity of asymptotic methods, the relatively 
low speed of interpreted languages is not noticeable. In the work for this thesis, the 
interpreted language LISP-STAT has been fast enough for all the signed-root cal­
culations. It was necessary to use a compiled language in only two circumstances: 
firstly, for numerical integration to verify signed-root results; and secondly, in the 
hematopoiesis example described in Chapter 5, the recursive likelihood function 
is very slow to calculate even using all the computational techniques described in 
Section 5.4. For the latter, a C subroutine was used to calculate the likelihood 
but the signed-root calculations were carried out in LISP-STAT as usual.
The improved run-time speed of a compiled language, then, is unnecessary: speed 
is an inherent feature of signed-root calculations. On the other hand, certain 
interpreted languages offer advantages.
Consider approximation of a marginal probability distribution. In any language, 
the code is written, the data is entered and output can be returned including 
approximations and diagnostics. What if the diagnostics are poor, and we wish 
to try a different breakdown of the posterior into L  and A? In LISP-STAT it is 
straightforward to define the new L  and the new A in terms of the old functions, 
and run the routines again on the new functions. In C , it is necessary to write 
code for the new functions and then re-compile. That is the great disadvantage of 
a compiled language for this work: numerical (and text) data can be entered at 
run-time, but functions must be defined at compile-time. When standard asymp­
totics (Chapter 2) work, that’s fine: but when they break down, the methods in
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Chapters 3 and 4 involve experimentation with different functions passed to the 
approximation routines - replacing (L(x)i X(x)) with L(x)t(x), X(x)/t(x)), or with 
(Li, A), (1 /2? A), or whatever.
In addition, 5 +  and LISP-STAT offer large built-in libraries of statistical func­
tions and graphical facilities. These will save time in defining distributions, in 
implementing the normal density 4>(x) and distribution ^(a;), and in importing 
optimisation routines such as Newton-Raphson. The value of good graph-plotting 
facilities available at a simple command does not need re-stating to any Statisti­
cian.
For these reasons, interpreted languages may be slightly slower to crunch numbers, 
but much quicker to use.
6.4.2 Object-Oriented Programming
A posterior distribution can be seen as an object with three elements - the prior 
distribution, the likelihood function and the data - and methods for, for example, 
calculating posterior probability or expectation. This suggests that object-oriented 
programming is a natural way to implement Bayesian inference, and signed-root 
methods in particular.
For the signed-root formulae of Sections 2.3 and 2.4, a posterior also has several 
numerical constants associated with it - 0, 0± , off and so on. When applying the 
mixture-model methods of Chapters 3 and Chapter 4, there are many posterior 
functions to be considered, each with its own I, A, 0, 0± and so on. Here, the 
advantage of object-oriented programming is that it can take these constants out 
of the global scope, associating each r, for example, with the associated posterior 
object.
For example, consider the mixture modelling described in Chapter 4. Suppose 
an object class called “POSTERIOR” has been defined, and has methods for 
calculating and plotting posterior quantities both directly (perhaps by numerical 
integration) and approximately, by signed-root formulae. The posterior that is 
being modelled as a mixture could be of a child class, “MIXTURE”, that inherits 
some of its methods - numerical integration, plotting - from POSTERIOR. Other
120
methods - those based on signed-root - would over-ride those from the parent class.
Consider these new signed-root methods. Perhaps the class POSTERIOR has 
a method “F-VIA-R” that calculates posterior probabilities via the signed-root 
formula (2.14). The class “MIXTURE”, on the other hand, has been created to 
calculate posterior quantities as the weighted sum of posterior quantities in a set 
of notional posterior distributions. Therefore, MIXTURE needs a new data-slot, 
perhaps called “COMPONENTS”, containing a list of POSTERIOR objects. In 
the definition of MIXTURE, the method F-VIA-R is “send each POSTERIOR in 
COMPONENTS a message F-VIA-R; multiply the results by appropriate weights 
and add them together”. The real code will be almost as succinct as this pseudo­
code, as illustrated by the LISP-STAT code in Figure 6.3.
(defmeth mixture-proto :F-r_t (x)
(sum (* (send se lf :slot-value ’weights)
(mapcar # ’ (lambda (c) (send c :F-r_t x))
(send se lf :slot-value ’ components)) ) ) )
Figure 6.3: Sample LISP-STAT code - included here to illustrate its brevity
This succinctness is partly due to Lisp’s mapcar function, (see Section 6.4.3), but 
largely due to the self-contained nature of each object. It is also straightforward 
to study each component on its own for diagnostics, or to use the mixture object 
to extract answers. If desired, it would even be possible to use different methods 
in different components with a minimum of extra programming.
Note that this makes object-oriented programming advantageous, but by no means 
indispensable. A non-object language could cope by building arrays of the con­
stants and the functions, and representing each posterior by a row index. Lan­
guages that support associative arrays, able to be indexed by string names instead 
of numbers, would be particularly useful. However, as more and more posteri­
ors are studied, some treated as mixtures of other posteriors and some treated as 
well-behaved posteriors in their own right, the code will need to be increasingly 
complex to distinguish the different methods for different posteriors.
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6.4.3 Functional Programming
The process of constructing a “posterior” function from a “prior” function and a 
“likelihood” function suggests that it is quite natural to see Bayesian inference as 
the manipulation of functions, rather than the processing of data. In this respect, 
functional programming may be more appropriate than procedural methodology.
Consider, for example, the definitions of L(9) and A(0) in (2.13). We may wish to 
change their definitions: perhaps by multiplying L by a factor, and dividing A by 
the same factor, to produce an equivalent formulation of a problem; or perhaps by 
changing A to test for sensitivity to a prior. This is an operation on two functions, 
whose outcome is two new functions:
(L (0 ),A (0))± l (m e ) ,  X (8)).
The Laplace approximation (2.30) is also an operation on functions:
( L ( e , 4 >),A(M)) ^  (Lc(0), MO)) ■
It was shown in Section 6.1.2 that this latter pair of functions is particularly 
likely to need the tilting transformation t(9) above. In this respect the process of 
approximating a marginal density is often concerned with functions of functions, 
and with composition of these functions.
There has not been time during this project to learn a functional language and 
apply it. One purely procedural language, C + + , has been tried and one language, 
LISP (in the LISP-STAT dialect), that combines some functional programming 
features into a procedural language. In implementing the formulae of Chapter 2 
both languages were easy to use, but as programming reached the more advanced 
methods of Chapters 3 and 4, and Section 6.1, some of the features in LISP-STAT 
for manipulation of functions made the code much easier to develop than the 
parallel C + +  code. Research into the suitability of a true functional language, 
such as Miranda, would be very interesting.
6.4.4 Choice of Language
It must be emphasised that for an immediate solution to a particular problem, 
these methods will be easy to apply in any language. Of course, there will be par-
1
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ticular advantages in languages such as S +  that offer built in statistical functions 
- the normal density and distribution functions, for example.
Even for a larger, heavy-duty problem-solving package, an interpreted language 
is likely to be not just adequate but ideal - especially when it includes statist­
ical and graphical routines. Object-oriented programming also has advantages, 
particularly for the mixture-modelling methods. For these reasons, LISP-STAT 
is recommended as an excellent environment for a Bayesian asymptotics software 
package, with S +  a close second best.
The best-known compiled languages, such as C and Fortran, will do very well for 
the basic signed-root methods described in Sections 2.3 an 2.4, but will become 
harder work as the mixture methods of Chapters 3 and 4 are tackled - requiring 
much building and accessing of arrays made unnecessary by object-oriented pro­
gramming in LISP-STAT. It will also be much harder to provide the user with 
the variety of tools for exploring data, different parameterisations etc. that the 
interpreted environments have built-in. <7++ offers object-oriented programming, 
but this does not add much extra power without the facilities of LISP-STAT to 
manipulate functions. It is also an excessively elaborate language, perhaps use­
ful for large-scale commercial software development but rather clumsy for a small 
suite of statistical utilities. It seems surprising that it discards the simplicity that 
made C so successful: time will tell whether C + +  deserves its current popularity, 
or has gained it entirely by its reputation as the “object-oriented C”.
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C h ap ter 7
D i s c u s s i o n
This thesis has been largely concerned with the application of signed-root methods, 
dependent on asymptotic normality assumptions, to likelihoods and posteriors 
that are far from normal in shape. This has been achieved by modelling “badly- 
behaved” posteriors as mixtures of “well-behaved” posteriors: in Chapter 3, by an 
exact method, and in Chapter 4, by an inexact but flexible method, the power of 
which is illustrated by the example in Chapter 5.
True asymptotic proofs are available for none of these methods, since the mixture 
modelling itself is not an asymptotic method at all but a numerical method (in 
the kernel method of Chapter 4) or an arithmetic method (Chapter 3). Instead 
of rigorous asymptotics, the methods depend for their justification on a sleight of 
hand: “Asymptotic methods work well when n is so large that the distribution 
is close to normality; therefore, regardless of the sample-size n (or even whether 
the problem is a statistical one at all), if we have a function that looks like a 
near-normal probability distribution, we can pretend it is such a distribution and 
use asymptotic formulae as approximations to integration.” The functions L\ and 
L2 of Section 3.1 are not truly posterior distributions at all, but they appear to 
asymptotic formulae to be distribution functions with a large sample size, and so 
lend themselves to Laplace approximations to marginals and so on: similarly for 
the functions (L f  of Chapter 4.
This line of reasoning is hardly mathematically rigorous, but it can be defended 
in two ways. Firstly, all asymptotic methods require a sleight of hand, at least in 
practice. Consider the sequence (Ln) of densities central to the asymptotic proofs
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in the work of Sweeting, Kass et al., DiCiccio et al. Do we repeat our experiment 
many times, with ever increasing sample sizes, watching for “convergence”? Re­
porting the results from application of asymptotics to the last Ln in our observed 
sequence? Not at all: instead, we take the one sample we have, and ask ourselves, 
is the distribution near normal? If so, we pretend that it is one of the last Ln of 
a sequence of densities that we might have observed, had we repeated the exper­
iment with ever-increasing n, . ..  etc, and and apply the asymptotic formulae as 
if convergence has occurred, hoping for the best. In the same way, these mixture 
methods create a function that looks like such an Ln, and apply asymptotically 
derived techniques.
The second justification is even stronger: if it works, use it. The hematopoiesis 
example in Chapter 5, and other examples scattered through other chapters, show 
the techniques in practice. Where it has been possible to verify results by numerical 
integration, the results have been very promising, allowing for the limitations that 
Section 3.3 reports for the bimodal-decomposition method.
Several questions remain about the kernel mixture method of Chapter 4. The ex­
amples in that chapter and in Chapter 5 suggest that, given a good kernel estimate, 
the method itself can perform well in single-parameter and multi-parameter prob­
lems. However, it is first necessary to construct a good kernel estimate. The choice 
of smoothing parameter h is an issue in all applications of kernel regression and 
kernel density estimation. It would be interesting to how the “plug-in” methods 
described in Wand and Jones (1995) perform here. The “validation” method sug­
gested in Section 4.2.2 provides a very promising solution for this application. It 
does, however, open up a new problem - the choice of a training set. This is in 
addition to the problem of choosing the design set itself. It may be possible to 
use the validation score (4.2) in this latter context, as it can be regarded as an 
approximation to the mean integrated square error and hence as a general measure 
of the quality of the approximation. At least the choice of kernel function is not in 
doubt, since the normal density kernel is so useful to the signed-root application. 
That the examples are successful, often with very few design points and an ad-hoc 
choice of smoothing parameter, is encouraging since it suggests that these issues 
are by no means critical for good approximations to posterior quantities.
Another question arising from Chapter 4 is that of parameterisation. For single
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parameter problems, signed-root methods give the same results regardless of the 
initial parameterisation in which the problem is expressed, and the multi-parameter 
results of Section 2.4 are invariant with regard to changes of parameterisation that 
preserve the parameter order. In Chapter 3 it was possible to preserve this in­
variance with respect to parameterisation, but this was not the case for the kernel 
results of Chapter 4. For example, the kernel estimate is constructed in terms 
of “equally spaced design points”, but design points that are equidistant in one 
parameterisation will be unequally spaced in another. As the number K  of design 
points tends to infinity the kernel approximation is exact, and so asymptotically 
in K  all parameterisations give equivalent results, but where such invariance exists 
there is a danger of choosing a “pathological” parameterisation in which a good 
estimate is very hard to reach. Future research could investigate “best” choices 
of parameterisation for the kernel approximation. Alternatively, generalisation of 
the kernel formula to Prakasa Rao’s (1983) “Method of Weighted Kernels” would 
remove the necessity for evenly-spaced design points and might provide invariance 
of the method to reparameterisations.
Little work remains to be done on the bimodal decomposition method of Chapter 
3. No hard and fast rules have been offered for the choice of break points 0a: 0b, but 
the examples suggest that the quality of the approximation is not very sensitive 
to this choice. So much so that it proved, disappointingly, impossible to improve 
a bad approximation with a different choice of 6a and 0b. The selection model 
problem of Copas and Li (1997) has a likelihood that is bimodal in one parameter, 
p, and unimodal in the conditional densities of the other six parameters. Draper 
and Cheal (1996) applied Monte-Carlo Markov Chain methods, and reached some 
tentative conclusions. The decomposition method of Chapter 3 could be applied 
to the marginal density of p, and hence the joint density written as a mixture. It 
would be interesting to compare the results with those of Draper and Cheal, but 
unfortunately there has not been time to carry out the work for inclusion here.
It would also be interesting to explore further the hematopoiesis example of Chapter 
5. The bimodal decomposition method is unlikely to be useful here, since the ker­
nel method carries the mixture-modelling step and the smoothing of the discrete 
parameter N simultaneously. However, the partitioning method of Section 5.4.2 
should be tried; it is planned to include this method in a forthcoming paper. It
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would also be interesting to see whether the kernel method can perform well on 
data from the other cats in the study as it does on the data here. Figure 2 of 
Newton et al. (1995) suggests that all the likelihoods have a similar structure, 
with bimodality in the marginal density of N but a well-behaved density of A 
conditional on N.
The work here opens up a few more directions for future research. Signed-root 
formulae such as (2.14) have their equivalents in the frequentist literature - for 
example, Barndorff-Nielsen (1990) - and so their mixture model extensions such 
as (3.5) can also be expected to be useful in frequentist inference. In a Bayesian 
context, hybrid methods combining simulation methods with asymptotics have 
been discussed (see Kass, 1996). The mixture representations of Chapters 3 and 
4 are well-suited to this approach. For example, it would be possible to simulate 
random samples from a mixture model in the kernel form by choosing several 
components of the mixture at random, and then simulating points from each near­
normal component density. Other directions for research might include the use of 
the more general mixture form where the factor AfO) varies between components 
of the mixture, mentioned briefly in Section 4.4.2. Of particular interest would be 
a re-formulation of the method in such a way as to avoid the double maximisation 
step discussed in Section 4.4.1.
A possibility that has not been discussed in this thesis is the application of Gaus­
sian quadrature to densities in the near-normal form (2.8). Press et al. (1986) 
remark that, by choice of abscissae and weights, Gaussian quadrature formulae 
for integrals can be made “exact for a class of integrands ‘polynomials times some 
known function W(x)’ ”. When p(x) is an order 2N — 1 polynomial, calculation 
of f  W (x)p(x) dx can be made exact by use of a quadrature formula based on N 
evaluations of W(x)p(x). The approximate expectation formulae (2.21) can be 
seen as a Gaussian quadrature formula for the case W(x) = <f>(x) and N =  2, so 
that it is exact when p(r) is a third-order polynomial. Now, the signed-root results 
in Chapter 2 use the fact that q(r) =  ^  1S a cubic to fourth asymptotic
order: but the proofs in Sweeting (1995) show that q(r) is in general an order k — 1 
polynomial to 0(n~kl2). This suggests that, by application of Gaussian quadrat­
ure, expectation formulae can be derived that are exact to any desired asymptotic 
order.
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Parameterisation issues, discussed above in the context of kernel regression, are 
also in need of further research. For multi-parameter problems, the signed-root 
method is invariant with regard to reparameterisations only when the reparamet- 
erisations preserve the parameter order. There would therefore be a value into 
investigating the choices of parameter ordering that give best results. In Section 
6.3, it was also mentioned that the Newton-Raphson search method will work bet­
ter in some parameterisations than others. Finally, it may even be possible to test 
asymptotic convergence by examining the sensitivity of results to the parameter 
ordering, as an addition to the diagnostic techniques in Section 6.2.
In summary, this thesis has demonstrated that asymptotic methods do have ap­
plications even for likelihoods exhibiting behaviour that is far from asymptotic. 
The examples given show that the resulting approximations can be quite accurate 
when the right method is chosen for a problem. The motivation has been to re­
gard asymptotic methods as approximations to integrals, and the discussion here 
suggests that this approach may have many more applications than there has been 
time to investigate.
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A ppendix A
Signed-Inverse: A Generalisation  
of the Signed-Root
A .l  A New Class of Distributions
Sweeting (1995) defines a class of ‘near-normal’ distributions - essentially, a se­
quence (Fn) of distributions belongs to $ [(<fo)] if it has an effective density se­
quence satisfying
fn(r) 6c <p(r)qn(r)(l + enr) (A.l)
where en — O (n_3/2) and qn(x) = 1 + an^ x + an^ x2 + a-n^x3 + an,4(x)xA, with 
a>n,i — 0(n~1/2). We shall frequently abbreviate this notation to R *[(&)].
The intention here is to replace <j>(r) in (A.l) with some other density function e(r). 
Although the asymptotic order of the approximation is unchanged, it will be shown 
that it is possible to find a function e(r) that gives an improved approximation in 
practice in a region r E (—1, 1), for any I.
We shall take
e[r) — exp — - (r2 -j- Ar4)
where A is a parameter of order 0(n“1). Since the signed-root formulae are third- 
order approximations, they can be seen as standardisations for the first, second 
and third moments of a distribution: a motivation for the form e(r) is that it has 
the same mean, variance and skewness as 0(r), but varies according to A in the 
fourth moment. The skew-normal distribution (Azzalini and Dalla Valle, 1996) is 
an alternative possibility that varies in the third moment.
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f n{r) oce(r)g„(r)(l + enr + ^ r3) 
where en and £n are 0(n~3y/2) and independent of r.
We shall then say that R  ~  £  [(gn)] if
(A.2)
A .2 Transform ation to  Signed-Inverse
To use the results of this chapter, we show that there is a one-to-one re-parameterisation 
S(9) of any parameter 9 with unimodal posterior such that S has a distribution 
of the form (A.2). (For ease of notation, we shall suppress dependence on n in the 
subscripts from here on.)
Define w — 2 [/(0) — Z(0)]. Then let
x
s
— 1 + y/1 + 4Xw 
2A ~~ 
sign(0 — 9)y/x.
(A.3)
(A.4)
Note that x > 0 VA, so that s exists. Then,
L(9) =  e1^  oc eW ~l& = e7*w
Since (A.3) is the positive solution to
Xx2 + x — w = 0
we have that
As4 + s2 — w
and hence,
Let g(s) = f s and h{s) = so that
fs(s) oc L(s)g(s)h(s). (A.5)
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A .2.1 Proof that g E A4
In fact, we show that g(s) is proportional to a member of which will be seen 
(in Section A.2.3, below) to be sufficient for S £ [(<?/>)].
Since A = 0(n-1), the expansion y/T+~x = 1 + | — ^  + fg- + D(&4) gives
Y l  + AXw = 1 + 2Xw — 2X 2w2 + 4X3w3
—1 + \/l -T 4A'uz o=> x =    = w — Xwl2A
Taylor expansion of 1(9) around 9 gives
u>(6) =  2 [[(ft -  [(ft]
=  - 2  [1(9 -  O f f  (9) +  > 0  -  f t3/ '(ft  +  1 (9  -  e')4r ( f t  +  1 (9  -
Let z(9) =  +["(ft(0 - ft. Then § = sj-l"{9) and
w == a0z2 +  aiz3 +  a2z4 +  tt3z5
where a* = 0(n~*/2). Hence,
x =  w — Xw2
= a0z2 -f aiz3 + a2z4 + a3z5 - A(a2z4 + 2tt0a1z5)
= clqz2 + cliZ3 + (a2 — Au2 )z4 + (tt3 — 2Att0tti)z5 
= bqz2 + b\z + b2z2 + 63z3)
where, again, 6j = 0(n~1/2). Therefore
s = sign(0 — 0)v^
= ^\/1 + M  + M 2 + bsz3
=  sign(0 — 9)bfiz | l -T 2 ^ lZ 2^Z^  z^  ~  ‘/bib2z3) +  E ^ i ^ 3)}
- ■ + ! + t - ! ) ' , * ( 7 r o S M  <«>
Lemma
If g(®) is proportional to a member of A4, then q~4(x) is also proportional to a 
member of A4.
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Proof
Let
q(x) =  a0( 1 + ayx + a2x2 + a^x3 + 0 (n~2)) 
where a* =  0 (n “1/2). Then
q~l (x) = aj1(l + aix + a2x2 + a3£3)-1
= &o X(1 — (ciia; + a2x2 + a^x3) + (a2x2 + 2aia2#3) — afx3) 
=  ajx( 1 — a\X + (a2 — a2)x2 + (2aia2 — a3 — a3)#3)
which is proportional to a member of vA4D.
From Equation (A.6) it is immediate that ^  is in the form of the Lemma, when 
considered as a function of z; then, by application of the Lemma, ^  is too:
= O!o(l + c+s + ®2s2 + a3s3) a i - 0 ( n ~ 9 2)
(A.7)
=> 2: = a0(s + + «2s3 + a3s4) a i ~  0 (n~1/2).
Again, since is in the form of the Lemma, and
ds _  ds dz ds
dO dz dO dz
it follows that ^  is also in this form, as a function of z. Then j-s — \ and
so the Lemma allows us to write
ds
~  =  Po(l +  P\Z + P2Z2 + Psz3) where Pi =  0(n~l/2). (A.8)
We can then substitute Equation (A.7) into Equation (A.8) to find 
d s
g{s) — ~^ q — A>(i + Piz + faz2 + Psz3)
— Po{l +  +  oqs2 +  ck^ s3) 4- P2(Xq(s2 +  2aqs3) +  P$a,3s3)
= /?o (1 + Pi®qS + (Pi cxqol'y + p2off)s2 + (piOtQOt2 + 2P2oi^ a.\ + P^a'f)s3 
oc g(s) where g G At
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A .2.2 P roof that h G A4
Again, we need only prove that h is proportional to a member of AA.
Let
r =  sign (9 — 9)\fw{0)
(a a\ /“I T Vl T 4^W s =  sign (0 - 0) y -------- ^ --------- .
That is, r is the signed-root and s is the signed-inverse. From this,
r2 =  w(9)
0 — 1 +  y/1 +  4Au>s =  --------------------
2A
re As4 +  s2 — w =  0
re r2 = s2 4- As4
and so
r =  (s2 +  As4)^ =  s(l +  As2)a
=  s j i + ^ y + r e -2)}
=  s +  1 as?
Sweeting (1995) shows that if we define hR(r) to be A(0(r))/A(0), then hR is 
proportional to a member of M4 - say hR(x) ocl +  ax +  bx2 +  cxz +  0(n~2). Hence, 
if we write hs(s) =  A(0(s))/A(0),
hs (s) =  
oc
where h € A4.
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hR(r(s))
1  +  a(s +  L s 3) +  b(s +  L s 3)2 +  c(s +  L s 3)3
A A A
1 H- as +  bs2 -t- (c -f- — ctA)s3 
h(s)
A .2 .3  D istribution  of S
Since g and h both belong to A4, it is immediate that gh G A4. Hence, from 
equation (A.5),
fs{s) oc e(s)g(s)h(s)
and so
S ~  S [(gh)].
A .3 Closure U nder Transform ation
Given here is a generalisation of the closure property given in Section 2.2 of Sweet­
ing (1995), so that the standardised signed-root of (2.11) can be extended to a 
standardised signed-inverse.
A. 3.1 M otivation
Sweeting (1995) also defines a transformation
* , ( * )  =  * +  ! s i | M ,  ( A .9 )
Lemma 1  of that paper shows that, for g,h  G A4, if R ~  4 [(g)], then iph(R) ~  
[(gh)]. One application of this is to use the transformation
R =  ifi(R )Q
to obtain a quantity R that is, to third order, standard normal.
We wish to generalise Lemma 1 to the class £ [(?)]• First consider the case that 
e =  £ =  0: that is,
f R(r) oc e(r)g(r)
and define a transformation of r
s =  tph(r).
We wish to show that S S [(5ft)].
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Suppose R ~  £ [(<?)]; that is,
f R(r) oc e(r)g(r)(l + er + £r3)
with e and £ both third-order quantities. It is shown here that if S :=  iph{R), then 
S ~  S [gh], for g, h 6 A4.
Let /i(ic) = 1 + aa; H- 6a;2 + ca;3. Since h £ A 4, a = 0(n-1/2), 6 — Ofrr"1) and 
c =  0(n~3/2). Then
X
Now log(l — y) =  — ]£i° , so writing y =  — (oa; +  bx2 +  ca;3) gives
log£(a;) =  — — (aa; +  6a;2 +  ca;3) -{-i  (aa; +  6a;2) — i(aa;)
=  ax +  x2 ^6 — +  x3 ^c — a b +  =  0 (n ~ 2).
Define j3 = (6 — y )  ~  ^(n -1) and 7  = (c — ab + y )  = 0(n~3/2), so that
log£(a;) =  ax +  /5a;2 +  7a;3. Then
, . . lo g /ffa ;)  „ 90^  (a;) = aM = a; + a + a;/5-j-a;7
x
, , . lo g  £(a;) . 2ip i ( x ) ~ x --------------------------=  x —  a —  x(3 —  x 7,
a;
A .3 .2  C losure R esult
From which
0 1  (0 /i(a;)) =  ( r  +  fl +  ^  +  a;27 )  -  a - ( a ;  +  a ) i0 - a ;27  
=  x — a/3.
Thus 0 i  (y) =  0/i1 (?/) -  a(3, My and so
H f e )  =  0 i(y) +  a/5-a
Hence,
r =  0 0 4(s) + 0 i  (5) + a/3h
=  s -  a -  sp -  s27 + a/3. (A.10 )
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M s)
To find r 2 in terms of s, use r  =  s — log^ a) +  aft. Then
2 . 2 , 0  l0g/l(s)\ /  fog /l(  \=  s^  +  2s [ a/3-----------   I +
and since =  a2 +  2a/3s,
_ I r2 .e 2 =  exp
=  e i “2h(s)exp (—a/?s) exp ( —^ — a/3s 
1 2oc e- 2s /z(s) exp [—2a/3s]
=  e~*s2h(s) ( 1  — 2afis}.
For Ar4, write r =  s +  k,(s) say, where k (s) =  ap — a — Ps — 7 s2. Since « =  0(n~%) 
and A =  0(n _1),
A 7 * 4  =  As4 4 -  4 A s 3 k  
=  As4 — 4aAs?
So
e[r(s)] =  exp — ^ ( r 2 +  Ar4) j
-  [s2 +  As4) j h(s) (1 — 2aPs} exp [2Aas3]. (A.11)=  exp
By Taylor’s theorem,
( \ . ( \ . . \ ,, x K2g”(s) K?g'"(s)g(r) =  g(s +  k) =  g(s) +  ng (s) +  — +  — _A_i
Writing g(x) — 1 +  As +  B s2 +  Cs3,
g'(s) =  A +  2Bs +  3Cs2 =  0(n~k)
p"(s) =  2R +  6Cs =  0 (?r~1)
</"(s) =  6C =  0 (n-3/2)
and so
fl'W =  g{s) +  Kg'(s)
— g{s) +  [ap — a — Ps — 7 s2) (A +  2Bs +  3Cs2) 
=  g(s) — aA — APs — 2aBs 
=  p(s) +  0 (n_1).
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g(s) [—aA +  (aA2 — Ap — 2aP)s] = (1 + As) [— aA + (aA2 — Ap — 2a_B)s]
== — aA — APs — 2aBs
Observe that
and so
g(r) =  g(s) — aA — Aps — 2 aBs
=  g(s) [l — aA 4- (aA2 — AP — 2al?)s] (A.12)
Using r =  s — a — Ps — 7 s2 +  ap, we find
dr
— =  1 ~~ p -  27s. (A.13)
CIS
Hence, from equations (A.1 1 ), (A.12 ) and (A.13)
fs(s) =  f R (r(s))<^ o c e [ r ( s ) ]g [ r ( s ) ]~
cx e(s)p(s)^(s)P(s) exp(2Aas3)
where
P(s) =  (1 — 2aps +  2Aas3)(l — P — 27s) [l — aA +  (aA2 — A/? — 2aS)s]
=  (1 — p — 2aps — 27s) [l — aA +  (aA2 — Ap — 2aB)s\[
=  1 — (aA +  p) +  (aA2 — Ap — 2(aB +  ap +  7 )) s.
Let
e' =  aA2 - A p -  2 (aB +  ap +  7 ) =  0(n~3/2). (A.14)
Then
P(s) =  1 — (aA +  /?) +  e's
oc 1 +■ e'(l — aA —/3)~1s
= 1 + e's
and
P (s) exp [2Aas3] =  P(s) [l +  2Aas3] oc (1 -+ e's) (I +  2Aas3) =  (1 +  e's +  2Aas3). 
Hence,
dv
e(r(s))g(r(s)) — oc e(s)^(s)/i(s)(l +  e's +  2Aas3). (A.15)
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fs(s) oc e(s)p(s)A(s)(l+ e r(s )+ 0 '(s )3) ( l +  e's +  2Aas3)
= e(s)p(s)/z(s) ^ 1 + (e + e')s (£ + 2Aa)s3^ (A.16)
and so S ~  8 [(<?/*)]. In this sense, the class 8 [(.)] is closed under transformations 
of the type (A.9).
A .3.3 Application: Standardised Signed-Inverse
Section A.3.1 mentions the use of the closure result Lemma 1 (Sweeting, 1995) 
to obtain a standardised signed-root that is standard normal to third order. The 
same approach can be used to obtain a standardised signed-inverse s that has 
density function e(s) to third order. If /jj(r) cx e(r)g(r), let S =  xpi (R). Then
9
from equation (A. 15),
fs(s) =  e(s)(l 4- e's 4- 2Aas3).
Assume that q' ^  0. Then, to third order, S ~  e(s) with error
L(s) =  €'5(1 +  ^ s 2).
The signed-root method with e[r) — 0(r) has A =  0 and hence the error is L*(s) =  
e's. This is zero only at s =  0. Now, however, we consider more general e(r). 
Assuming a /  0, we can choose A such that =  — 1. This gives L(s) =  0 at 
s — — 1 and at s — 1 as well as at s =  0. Further, since L(s) =  e's(l — s2) 
it is immediate that \L(s)\ <  |L*(s)| for |s| <  1; and as |L(s)| intersects \L*(s)\ 
only at s =  — y/2,0, \/2, the approximation is an improvement on the standardised 
signed-root method for all s G (—\Z2, y/2).
In fact, we can choose A such that 2Aa =  to give us an improvement in the 
region (—Z, I) for any I >  \/2. This extends the region in which our approximation 
is an improvement, but reduces the amount of improvement.
In the notation of Section A.3, g[x) =  q(x) == 1 +  Ax +  Bx2 +  Cx3 and h(x) =  
1 /q(x), so (A. 14) can be simplified to
e' = -A3 + AP + 2AB -  27
=  -A 3 - A B  +  2C 
6
Then
138
and we can then substitute
B = ffW + 0(~1) _ i
into
A +  C =  H L _ e L 2 1  
1 =  4  +  25 +  4(7
to find A, B  and (7, and hence e'.
It is not possible to find a universally optimal e(r), but this method can be used 
to find an improvement on 0 (r); alternatively, these results can be treated as 
demonstrating that 0 (r) is not optimal and so inviting research into other choices 
of e(r).
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A ppendix B
Choice of L and A: an A lternative  
M otivation for Kernel Regression
The theory of the Probability Integral Transformation tells us that there exists a 
parameterisation in which the posterior is exactly normal. Specifically, if F(0) is 
the posterior distribution of 9, then
0 (0) =  (5(0))
has a normal posterior distribution. In fact, 0  is a signed-root transformation of 
0. To see this, write
L*(B) =  <6 ( V 1- ^ ) )
l*(9) =  log£*(0)
Avm =  /W  
y 1 <j> ( $ - lF (0))
so that
/ ( 0) =  L*(0)A 
Next define a signed-root transformation in terms of I:
R(ff) =  sign(0 -  4 ) 0  -  2*W )
where 0* is defined to be the maximiser of L*(0). Notice that A*(0) =  4^, becausede
x) =  (0(x))~1. Then
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M R ) oc IS (6 ) =
R =  ip(6).
It follows that ^  — 1; therefore || =  =  (A(0)-1) and so q(R) =  1, confirming
that the posterior density of R is exactly standard normal. Thus, ip =  ^ ($ " 1F(0)) 
is a signed-root transformation of 9 with exact posterior normality.
Since this uses the unknown F(9) it is not directly useful; but it suggests that if 
we find a simple approximation to F , we can use this to approximate this ideal 
choice of L and A, and hence improve the accuracy of the approximation methods 
based on the signed-root.
Several methods were tried to approximate F. These included variations on a two- 
pass method using signed-roots twice: calculating the signed-root Ri to estimate 
F(6), and using that to estimate R2 =  $ ~1F(9). This can be seen to offer no 
improvement on the usual signed-root formulae. For example, suppose we estimate 
F(0) by
F(9) =  Y R 1(9))
where Ri is the standardised signed-root obtained from an initial choice of L and
A. We have shown that given F, applying the signed-root to L{9) — <j> (§ ~XF(9)) 
gives R — $ ~1F(9), and so in this case
Rt(8) =  $ - 13>(R1(0 ) )= R 1(6).
This illustrates what trials demonstrate - that in order to improve accuracy we 
need to bring in new information about the density function, rather than just 
repeatedly approximating it with asymptotic normality.
and so,
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Another possibility considered was polynomial regression on a sample of points 
(a?i, f(xi)) 7 = 0,..., m. This method was unsuccessful, proving surprisingly sens­
itive to the degree of polynomial chosen; further, the fitted polynomials frequently 
go negative in the regions towards the tails, resulting in an approximation to F(x ) 
that is not monotone increasing. Attempts to fit a polynomial times the normal 
density, by polynomial regression on a sample of points (xi, f{xi)/(j)(xi)), were 
equally unsuccessful. In practice they matched the true density no better than the 
polynomial regression method 011 (xi,f(xi)) with the same order polynomial; in 
addition, they were capable of going negative anywhere across the domain.
The initial estimate F(9), therefore, must be non-negative everywhere, and easily 
integrable. The kernel estimate (4.1)
possesses both these properties (in which respect it differs from polynomial spline 
smoothing). Its integral is
where 9i is the median of F(9), and hence the maximiser of L*(9). Now, since
Now define
so that L*($)\*(6) =  j(6). Notice also that since the maximiser of </> f<3> 1 F(9)) is 
at =  0 and log (£*) =  ( $ - 1F (0))2,
R =  sign(0 -  e ,)  J 2  0 +  i  ( ^ F X # ) ) 2] =  ®“1F(e)
dR c. / »  
de $ ( $ - 1
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and so R  — R,  giving the distributional approximation
F(6) ~  $ (R(6)) = $ ($_1F(6I)) = F(6).
In this way, the kernel regression formula (4.1) can itself be seen as a signed-root 
transformation.
If A* is defined as
A‘ W  = f(9)/L '(e)
then the density /  is exactly equal to L*A*, and R(6) ~  R(0) instead of R =  R. 
This might be usable to bring extra accuracy. However, one of the regularity 
conditions for the signed-root approximations is that A(0)/A(<9) =  0 (n _1), and so 
the asymptotic proofs of Section 2.3 no longer apply.
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A ppendix C 
Summary of N otation
This appendix summarises the notation used in Sections 2.3 and 2.4 and referred 
to frequently throughout the thesis, as a quick reference guide.
A sym ptotic accuracy
For general k, =  denotes equality to 0(n~k/2), ~  denotes distribution of a random 
variable to 0{n~k/2), and oc denotes proportionality to 0(n~kl2). The symbols = , 
~  and oc denote equality, distribution and proportionality to fourth-order respect­
ively, while ca, +  and 6c denote approximate equality, distribution and proportion­
ality of a non-asymptotic nature.
S ingle- par am et er
For
f i f )  oc <p(r)q(r) (1 +  er)
where <p(x) denotes the standard normal density and e is an 0{n  3//2) term,
7r(0|a;) oc A(0) (l +  r/(0 -  0)) 
where 0 denotes the maximiser of L{6), '// — 0(n _1) and A =  0(1),
1(0) :=  logL(0)
J’W == ~ f(9 )
For
j  ■■= m  =  - i " ( 0 )
u(0) := i mVJ
zip) :=  V J ( e - § )  ~  1V(0, 1 )
ifl(0) :=  2 [i(0) -  1(0)]
r(0) ;=  sign(0 — 9))v}(ff)
90) : 
li(r) :
«f(r) :=  g{r)h(r)
dz   r
dr u(Q)
mr))
m
& 6s.t.r(0) =  —1
0+ := 0s.t.r(0) — 1 
T .= z'(0-) z'(0+)
7f(F)
Q/+ •=• t/'(0+) '
M ult i- par am et er
Parameters
We use superscripts to denote the components of a vector, as follows:
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e = (e\..,ed)
ft =
9® =  (ft 9d).
For a posterior density
7r(0|rr) oc L(0)A(0) (l +  t]T(9 — 0))
where 0 is the maximiser of L(9), r) — 0(n  x) and A(0) =  0(1),
=  argmax L(0)
=  zth component of 0
=  4 , . . . .ft)
:=  (9 \ ...,9 d) 
fti+1)(ft) :=  argmax L(9) conditional on 9i
93{9i) :=  component of 0^+1 (^0Q corresponding to 9\ for j  >  i.
Functions
Conditional maximisation with respect to L(9) is implicit in function evaluation:
For a function f(9), f(9i) : =  f  (ft,ft*+ 1)(ft))
For a function/(ft),/(ft) := /  (ft, ft+I(ft),. . . ,  ft'(ft)) Vi <
Derivatives are denoted as follows:
1(9
h(9
lij(
j(9
j (k)(9
■= log L(ff)
d9i
0 2 ■1(9)89*093
— [hj(9)]ij =1) _)d
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\i i  V )  [b j (0)]]=k  lt
j  ■= m
j ( k )  j l k ) { 8 )
J <*> :=  j f\ e ) .
The following function is defined in (2.4):
v m  :=  m  |/i+i)w | 7
Signed-roots
w'(8i) II to <s>. 1 I—1 1
R % ) = sign (0‘ - 0‘(0i_..i)) ) w l(6i)
R(8) = (R1{8l) , . . . ,R d(8))
q'(R) (  R{ \ (  Vi(6i) \
\k(9i)) W-ifa-i)/
R\0)
e'-= solution to i?z(0j_1}01) = —1
r t = (d i-u o n
gi+
St
= solution to i?l(0j_i, 0Z) = 1 
= (0i-i, H .
Constants
:= J  (j)(x)ql(x) (l + elx) dx[X
Vitfi)
Ti+ ;=  _ yM )wt)
r l :=
oif :=
r ~  +  r
T{±
Ti
i+
147
Bibliography
• J. L. Abkowitz, M. L. Linenberger, M. A. Newton, G. H. Shelton, R. L. Ott, 
and P. Guttorp (1990). Evidence for the maintenance of hematopoiesis in a large 
animal by the sequential activation of stem-cell clones. Proceedings of the National 
Academy of Science U.S.A., 87:9062-9066.
• M. Abramowitz and I. A. Stegun (1965). Handbook of Mathematical Functions. 
Dover Publications Inc., New York.
• A. Azzalini and A. Dalla Valle (1996) The multivariate skew-normal distribution. 
Biometrika, 83:715-726.
• O. E. Barndorff-Nielsen (1986). Inference on full or partial parameters based on 
the standardised signed log likelihood ratio. Biometrika, 73:307-322.
• O. E. Barndorff-Nielsen (1990). Approximate interval probabilities. Journal of 
the Royal Statistical Society, Series B, 52:485-496.
• O. E. Barndorff-Nielsen and D. R. Cox (1989). Asymptotic Techniques for Use in 
Statistics. Chapman and Hall: Monographs on statistics and applied probability.
• D. M. Bates and D. G. Watts (1988). Nonlinear Regression Analysis and Its 
Applications. Wiley: Wiley series in probability and mathematical statistics.
• P. J. Bickel and J. K. Ghosh (1990). A decomposition for the likelihood ratio 
statistic and the Bartlett correction - a Bayesian argument. Annals of Statistics, 
18:1070-1090.
• P. Billingsley (1968). Convergence of Probability Measures. Wiley: Wiley series 
in probability and mathematical statistics.
• C. I. Bliss and A. T. James (1966). Fitting the rectangular hyperbola. Biometrics, 
22:573-602.
148
• J. B. Copas and M. G. Li (1997). Inference for non-random samples. Journal of 
the Royal Statistical Society, Series B , 59:55-77.
• A. P. Dawid (1991). Fisherian inference in likelihood and prequential frames of 
reference. Journal of the Royal Statistical Society, Series B, 53:79-109.
• N. G. De Bruijn (1961). Asymptotic Methods In Analysis. North-Holland: Bib- 
liotheca Mathematica series of monographs.
• J. E. Dennis and R. B. Schnabel (1983). Numerical Methods for Unconstrained 
Optimisation and Nonlinear Equations. West Publishing Co., St Paul, MN,: 
Classics in Applied Mathematics.
• T. J. DiCiccio, C. A. Field and D. A. S. Fraser (1990). Approximations of marginal 
tail probabilities and inference for scalar parameters. Biometrika, 78:903-910.
• T. J. DiCiccio and M. A. Martin (1991). Approximations of marginal tail probab­
ilities for a class of smooth functions with applications to Bayesian and conditional 
inference. Biometrika, 78:891-902.
• T. J. DiCiccio and S. E. Stern (1993). On Bartlett adjustments for approximate 
Bayesian inference. Biometrika, 80:731-740.
• D. Draper and R. Cheal (1996). Practical MCMC for assessment and propagation 
of model uncertainty. Unpublished. Talk given at Royal Statistical Society Research 
Conference 1996.
• B. Efron (1975). Defining the curvature of a statistical problem (with applications 
to second order efficiency). Annals of Statistics, 3:1189-1242.
• B. Efron (1985). Bootstrap confidence intervals for a class of parametric problems. 
Biometrika, 72:45-58.
• R. L. Eubank (1988). Spline smoothing and nonparametric regression. Marcel 
Dekker: Statistics, textbooks and monographs.
• S. E. Hills and A. F. M. Smith (1992). Parameterization issues in Bayesian 
inference. In Bayesian Statistics pp. 227-246.
• S. E. Hills and A. F. M. Smith (1992b). Diagnostic plots for improved paramet- 
erisation in Bayesian inference. Biometrika.
149
• D. V. Hinkley (1977). Conditional inference about a normal mean with known 
coefficient of variation. Biometrika, 64:105-108.
• R. E. Kass (1996). Discussion to Sweeting (1996). Bayesian Statistics 5, pp. 
438-440.
• R. E. Kass, L. Tierney, and J. B. Kadane (1989). Approximate methods for 
assessing influence and sensitivity in Bayesian analysis. Biometrika, 76:663-674.
• H. G. M. Kay (1965). How many cell generations? Lancet, 2:418.
• D. N. Lawley (1956). A general method for approximating to the distribution of 
likelihood ratio criteria. Biometrika, 43:295-303.
• Numerical Algorithms Group, Oxford. NAG Fortran Library.
• M. A. Newton, P. Guttorp, and J. L. Abkowitz (1992). Bayesian inference by 
simulation in a stochastic model from hematology. In Proceedings of the 24th 
Symposium on the Interface: Computing Science and Statistics, pp. 449-455.
• M. A. Newton, P. Guttorp, S. Catlin, R. Assuncao, and J. L. Abkowitz (1995). 
Stochastic modelling of early hematopoiesis. Journal of the American Statistical 
Association, 90:1146-1155.
• M. A. Newton and A. E. Raftery (1994). Approximate Bayesian inference with 
the weighted likelihood bootstrap. Journal of the Royal Statistical Society, Series 
B, 56:3-48.
• D. A. Pierce and D. Peters (1992). Practical use of higher order asymptotics 
for multi-parameter exponential families. Journal of the Royal Statistical Society, 
Series B , 54:701-737.
• B. L . S. Prakasa Rao (1983). Nonparametric Functional Estimation. Academic 
Press Inc., Orlando, Florida 32887: Probability and mathematical statistics series.
• W. H. Press, B. P. Flannery, S. A. Teukolsky, and W. T. Vettering (1986). Nu­
merical Recipes: The Art of Scientific Computing. Cambridge University Press.
• C. M. Stein (1985). On the coverage probability of confidence sets based on a 
prior distribution. In Sequential Methods in Statistics, chapter 16. Banach Center 
Publications, Warsaw.
150
• R. J. Stevens (1994). Model checking through nonparametric regression with cubic 
splines. Master’s thesis, University of Bath.
• D. Sun (1996). Discussion to Sweeting (1996). Bayesian Statistics 5, pp. 440-441.
• T. J. Sweeting (1992). Discussion to Kass and Slate (1992). In Bayesian Statistics 
4, pp. 301-303.
• T. J. Sweeting (1994). Some approximation formulae for multiparameter Bayesian 
inference. Technical Report 94/5/St, University of Surrey.
• T. J. Sweeting (1994b). Discussion to Newton and Raftery (1994). Journal of the 
Royal Statistical Society, Series B , 56:29-30.
• T. J. Sweeting (1995). A framework for Bayesian and likelihood approximations 
in statistics. Biometrika, 82:1-23.
• T. J. Sweeting (1995b). Statistical models for nondestructive evaluation. Inter­
national Statistical Review, 63:199-214.
• T. J. Sweeting (1996). Approximate Bayesian computation based on signed roots 
of log density ratios. In Bayesian Statistics 5, pp. 427-444.
• L. Tierney (1990). LISP-STAT: an Object-Oriented Environment for Statistical 
Computing and Dynamic Graphics. Wiley: Wiley series in probability and math­
ematical statistics.
• L. Tierney and J. B. Kadane (1986). Accurate approximations for posterior 
moments and marginal densities. Journal of the American Statistical Association, 
81:82-86.
• L. Tierney, R. E. Kass, and J. B. Kadane (1989). Fully exponential Laplace 
approximations to expectations and variances of non-positive functions. Journal 
of the American Statistical Association, 84:710-716.
• M. P. Wand and M. C. Jones (1995). Kernel Smoothing. Chapman and Hall: 
Monographs on statistics and applied probability.
UNIVERSITY OP SURREY LIBRARY
151
