Normalizers of Operator Algebras and Reflexivity by Katavolos, A. & Todorov, I. G.
ar
X
iv
:m
at
h/
00
05
17
8v
3 
 [m
ath
.O
A]
  2
7 F
eb
 20
02
NORMALIZERS OF OPERATOR ALGEBRAS AND REFLEXIVITY
A. KATAVOLOS AND I.G. TODOROV
Abstract. The set of normalizers between von Neumann (or, more generally,
reflexive) algebras A and B, (that is, the set of all operators T such that TAT ∗ ⊆ B
and T ∗BT ⊆ A) possesses ‘local linear structure’: it is a union of reflexive linear
spaces. These spaces belong to the interesting class of normalizing linear spaces,
namely, those linear spaces U satisfying UU∗U ⊆ U . Such a space is reflexive
whenever it is ultraweakly closed, and then it is of the form U = {T : TL = φ(L)T
for all L ∈ L} where L is a set of projections and φ a certain map defined on L.
A normalizing space consists of normalizers between appropriate von Neumann
algebras A and B. Necessary and sufficient conditions are found for a normalizing
space to consist of normalizers between two reflexive algebras. Normalizing spaces
which are bimodules over maximal abelian selfadjoint algebras consist of operators
‘supported’ on sets of the form [f = g] where f and g are appropriate Borel
functions. They also satisfy spectral synthesis in the sense of Arveson.
1. Introduction and preliminaries
This paper is devoted to the study of a class of linear spaces of operators on Hilbert
space which arise as normalizers of operator algebras; we call them normalizing
subspaces.
Normalizers of von Neumann algebras (in particular, of maximal abelian selfad-
joint algebras - masas for short) are known to play an important role in various
contexts. The non-selfadjoint generalizations of von Neumann algebras are the re-
flexive algebras first introduced by Halmos in [8]. We will primarily be concerned
with normalizers of such algebras. Recall that an operator T normalizes a reflexive
(not necessarily selfadjoint) algebra A if T and its adjoint satisfy T ∗AT ⊆ A. The set
of all normalizers of A is of course not a linear space in general. However, it turns out
that the action of a normalizer T and its adjoint T ∗ on the invariant projections of
A defines a linear space of operators all of which normalize A. Moreover, this space
is reflexive in the terminology of Loginov-Shulman [12] and Erdos [6] and is closed
under the ‘triple product’ AB∗C. Thus the set of normalizers of a reflexive (not
necessarily selfadjoint) algebra (and indeed, the set of semi-normalizers between two
reflexive algebras - see section 5) appears as the union of reflexive linear spaces which
have additional algebraic structure. It is the interplay between linearity and normal-
ization that forms the subject matter of the present work. For example, we show
that every normalizer is the norm-limit of linear combinations of normalizing partial
isometries, and every compact normalizer is the limit of finite rank normalizers. We
also show that the sum of two normalizers of CSL algebras is again a normalizer only
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when both are contained in a single reflexive masa bimodule consisting of normal-
izers, and obtain generalizations of the results of Coates [3] on normalizers of nest
algebras.
These observations lead us to introduce the class of normalizing spaces, namely,
those linear spaces of operators which are closed under the ‘triple product’ AB∗C.
These subspaces are interesting in their own right; they generalize selfadjoint algebras
of operators, and share many properties in common with such algebras. For instance,
they satisfy an analogue of the bicommutant theorem: they are reflexive whenever
they are ultraweakly closed (unlike general non-selfadjoint algebras). Alternatively
given a set L of projections and a map φ defined on L, the set of all operators T
satisfying TL = φ(L)T for all L ∈ L is a normalizing subspace, and every ultraweakly
closed normalizing subspace is of this form.
A normalizing subspace U is a bimodule over the selfadjoint algebras [U∗U ] and
[UU∗] and induces a complete lattice isomorphism χ between the invariant projections
of the ‘non-degenerate parts’ of these algebras. Also, U normalizes the first algebra
into the second (that is, T (U∗U)T ∗ ⊆ UU∗ and T ∗(UU∗)T ⊆ U∗U for each T ∈ U).
Conversely, we are able to characterize when U normalizes a pair of reflexive (not
necessarily selfadjoint) algebras A and B. Apart from the obvious relations U∗U ⊆ A
and UU∗ ⊆ B, the map χ must induce a bijection between the invariant projection
lattices of the ‘non-degenerate parts’ of these algebras.
Thus, if U is a normalizing space then the non-degenerate parts of the von Neu-
mann algebras generated by [U∗U ] and [UU∗] are Morita equivalent in the sense of
Rieffel [14]. Conversely, if A and B are Morita equivalent W*-algebras, then there
are faithful representations of A and B such that the bimodule which establishes
the equivalence is represented as a normalizing space U of operators between the
respective Hilbert spaces. In this paper our concern is not with the notion of Morita
equivalence of (abstract) W*-algebras, but rather with the properties of normalizers
between (concrete) reflexive algebras and especially with the interplay between nor-
malizers and reflexivity. Notice, however, that this connection between normalizers
and Morita equivalence might not have been observed had we considered normalizers
of a single algebra.
We prove that normalizing subspaces which are bimodules over two maximal
abelian selfadjoint algebras consists of operators ‘supported’ on sets of the form
[f = g] where f and g are appropriate Borel functions. This includes the case of
normalizing subspaces which are generated by rank one operators. In case one of the
algebras [U∗U ], [UU∗] is abelian, the support of U turns out to be the ‘graph’ or the
‘reverse graph’ of a Borel function. We also show that normalizing masa-bimodules
satisfy spectral synthesis in the sense of Arveson [1]. This gives a clear geometric
description of the normalizers of a CSL algebra in terms of generalized graphs or
partial graphs. These partial graphs are analogous to the ones appearing in the work
of Feldman and Moore [7] and others. In these papers, only partial isometries nor-
malizing certain Cartan masas are considered, while in our work the emphasis is on
the whole reflexive linear space generated by each generalised graph. Also, we deal
with arbitrary (nonabelian and non-selfadjoint) CSL algebras.
The notation we use is standard; see for example [4]. We review some definitions
and facts from [6] and [12]. Let H1 and H2 be complex Hilbert spaces, Pi the lattice
of all (orthogonal) projections on Hi, i = 1, 2. We letM(P1,P2) denote the set of all
NORMALIZERS OF OPERATOR ALGEBRAS AND REFLEXIVITY 3
maps ϕ : P1 → P2 which are 0-preserving and ∨-continuous (i.e. preserve arbitrary
suprema). Erdos [6] shows that each ϕ ∈ M(P1,P2) uniquely defines semi-lattices
S1ϕ ⊆ P1 and S2ϕ = ϕ(P1) ⊆ P2 such that ϕ is a bijection between S1ϕ and S2ϕ
and is uniquely determined by its restriction to S1ϕ. Moreover, S1ϕ is meet-complete
and contains the identity projection while S2ϕ is join-complete and contains the zero
projection.
Note that the set
Opϕ = {T ∈ B(H1,H2) : ϕ(P )
⊥T (P ) = 0 for each P ∈ P1}
is also uniquely determined by ϕ|S1ϕ : if T satisfies ϕ(P )
⊥T (P ) = 0 for each P ∈ S1ϕ,
then T ∈ Opϕ.
Given a subspace U ⊆ B(H1,H2), we define its map MapU : P1 → P2 by
(MapU)(P ) = [U(P )] (P ∈ P1)
(where, here and in the sequel, the symbol [U(P )] will stand for the projection onto
the closed subspace spanned by {Sx : x ∈ P (H1), S ∈ U}).
If ϕ∗ = MapU∗, then S1ϕ = {P
⊥ : P ∈ ϕ∗(P2)} [6].
The reflexive hull Ref U of U is defined to be the space
Ref U = {T ∈ B(H1,H2) : Tx ∈ Ux, for each x ∈ H1}
[12]. A subspace U is called reflexive if U = Ref U . It is easily seen that Ref U =
OpMapU [6]. A unital algebra A ⊆ B(H) is reflexive if and only if it is of the form
A = AlgL = {A : L⊥AL = 0 for all L ∈ L}, where L = LatA is the complete lattice
of all invariant projections of A.
Given ϕ ∈M(P1,P2) the subspace
V = {T ∈ B(H1,H2) : ϕ(L)T (L
⊥) = 0 for each L ∈ S1ϕ}
is clearly reflexive. We denote its map by ϕ⊥. Thus V = Opϕ⊥ and ϕ⊥ ∈ M(P1,P2)
satisfies ϕ⊥(L⊥) ≤ ϕ(L)⊥ for each L ∈ S1ϕ.
The following simple observations, whose proofs are routine, will be used repeat-
edly.
Lemma 1.1. Let U ⊆ B(H1,H2) be a subspace and Ai ⊆ B(Hi) (i = 1, 2) be unital
algebras such that A2UA1 ⊆ U . If ϕ = MapU , then Siϕ ⊆ LatAi. Thus A1 ⊆
Alg S1ϕ and A2 ⊆ Alg S2ϕ. If additionally U is reflexive, then the algebra Alg S1ϕ
(resp. Alg S2ϕ) is the largest algebra over which U is a right (resp. left) module.
2. Normalizing spaces of operators
The notion of reflexivity for subspaces generalizes the corresponding notion defined
by Halmos [8] for unital algebras. Among reflexive algebras, the selfadjoint ones,
namely the von Neumann algebras, have of course a distinguished place. Note that a
unital algebra A is selfadjoint if and only if AA∗A ⊆ A. As the results of this paper
show, the generalization of this property to subspaces is particularly fruitful.
Definition 2.1. A subspace U ⊆ B(H1,H2) is said to be normalizing if it is closed
under the ‘triple product’ (A,B,C)→ AB∗C.
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Remark 2.2. For a subspace U ⊆ B(H1,H2), the following are equivalent:
(i) U is normalizing.
(ii) There is a unital *-algebra A1 ⊆ B(H1) such that UA1 ⊆ U and U
∗U ⊆ A1.
(iii) There is a subspace A1 ⊆ B(H1) such that UA1 ⊆ U and U
∗U ⊆ A1.
(iv) There is a unital *-algebra A2 ⊆ B(H2) such that A2U ⊆ U and UU
∗ ⊆ A2.
(v) There is a subspace A2 ⊆ B(H2) such that A2U ⊆ U and UU
∗ ⊆ A2.
Proof. (i) ⇒(ii) Let A1 ⊆ B(H1) be the linear span of U1 = {S
∗T : S, T ∈ U}∪ {I}.
Since UU∗U ⊆ U , one verifies that U1 is a unital *-semigroup and so A1 is a unital
*-subalgebra. The properties U∗U ⊆ A1 and UA1 ⊆ U are immediate.
(ii)⇒(iii) is trivial.
(iii)⇒(i) If S, T,R ∈ U then T ∗R ∈ A1 and hence S(T
∗R) ∈ U .
The implications (i)⇒(iv)⇒(v)⇒(i) are equally easy. ♦
Remark Let U be a normalizing subspace, and write A and B for the algebras
generated by U∗U and UU∗ respectively. Then U normalizes B into A, in the sense
that T ∗BT ⊆ A and TAT ∗ ⊆ B for all T ∈ U . Conversely, if U is a subspace of
operators, which normalizes an algebra into another, then, as we shall prove (see
Proposition 5.10), U is contained in a normalizing space of operators.
If A is a unital selfadjoint algebra, then its invariant subspace lattice L is ortho-
complemented; thus its map χ = Map(A) (namely, the identity map of L) preserves
orthogonality. This property characterizes maps of normalizing subspaces.
Definition 2.3. A map χ ∈ M(P1,P2) is said to be an ortho-map if χ(L)⊥χ(L
⊥)
for each L ∈ S1χ.
The following theorem shows the connection between ortho-maps and normalizing
spaces. Statement (b)(ii) corresponds to the von Neumann Bicommutant Theorem.
Theorem 2.4. (a) Let ϕ ∈M(P1,P2) and
U = {T ∈ B(H1,H2) : TL = ϕ(L)T for each L ∈ S1ϕ}.
Then U =Opϕ ∩Opϕ⊥ is a normalizing space.
(b) Let U ⊆ B(H1,H2) be a normalizing subspace. Then
(i) MapU is an ortho-map and
(ii) Ref(U) = clWOT (U) = cluw(U).
(c) Let χ ∈ M(P1,P2) be an ortho-map. Then
Opχ = {T ∈ B(H1,H2) : TL = χ(L)T for each L ∈ S1χ}.
Proof. (a) The equality U = Opϕ ∩Opϕ⊥ is easily verified.
Let S, T,R ∈ U . Then for each L ∈ S1ϕ we have
(ST ∗R)L = ST ∗ϕ(L)R = SLT ∗R = ϕ(L)(ST ∗R)
and so ST ∗R ∈ U which shows that U is normalizing.
(b) Let Ai ⊆ B(Hi) be unital *-algebras such that U
∗U ⊆ A1, UU
∗⊆ A2 and
A2UA1 ⊆ U (Remark 2.2).
(i) Let χ = MapU . We show that χ(L)⊥χ(L⊥) for each L ∈ LatA1 (this will
suffice since S1χ ⊆ LatA1 by Lemma 1.1). Indeed, for each S, T ∈ U we have
S∗T ∈ A1 and so, if ξ ∈ L and η ∈ L
⊥ then
〈Tξ, Sη〉 = 〈S∗Tξ, η〉 = 0.
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This shows that Tξ⊥χ(L⊥) for each T ∈ U and hence χ(L)⊥χ(L⊥).
(ii) The properties U∗U ⊆ A1,UU
∗ ⊆ A2 and A2UA1 ⊆ U ensure that the set
C =
(
A2 U
U∗ A1
)
=
{(
B T
S∗ A
)
: A ∈ A1, B ∈ A2, S, T ∈ U
}
is a unital *-subalgebra of B(H2 ⊕H1) and so clWOT (C) = cluw(C) = C
′′ by the von
Neumann bicommutant theorem. But, since C is a unital *-algebra, it is easy to
verify that C′′ = Alg Lat C = Ref(C). This implies in particular that clWOT (U) =
cluw(U) = Ref(U).
(c) If T ∈ B(H1,H2) satisfies TL = χ(L)T for each L ∈ S1χ, then TL = χ(L)TL
and so T ∈ Opχ since the latter is determined by S1χ. If χ is an ortho-map and
T ∈ Opχ, then for each L ∈ S1χ the relation TL
⊥ = χ(L⊥)TL⊥ gives χ(L)TL⊥ =
χ(L)χ(L⊥)TL⊥ = 0 since χ(L)⊥χ(L⊥). Adding to this the relation TL = χ(L)TL
gives TL = χ(L)T as required. ♦
We isolate two consequences of this theorem for emphasis.
Corollary 2.5. (i) The w*-closure of a normalizing subspace is reflexive and coin-
cides with its WOT-closure.
(ii) A reflexive subspace is normalizing if and only if its map is an ortho-map.
RemarksWe do not know whether a WOT-closed subspace whose map is an ortho-
map must be normalizing. Note that the map of a unital algebra is an ortho-map if
and only if it its invariant subspace lattice is orthocomplemented. Thus the question,
within the class of unital algebras, reduces to the well-known reductive algebra prob-
lem [13]: must a WOT-closed algebra whose invariant lattice is orthocomplemented
be selfadjoint?
A subspace whose map is an ortho-map need not be normalizing. Indeed there
exist nonselfadjoint transitive algebras (even triangular ones - see [10]). However,
as we show below (Corollary 4.3) an ultraweakly closed subspace whose map is an
ortho-map must be normalizing, provided it is a masa bimodule.
A crucial property of von Neumann algebras is that they are generated by their
projections. Of course, normalizing spaces need not contain any (nontrivial) projec-
tions; their role is played by the partial isometries.
Proposition 2.6. If U is an ultraweakly closed normalizing space and A = U |A| is
the polar decomposition of an element of U , then U is a partial isometry in U and
Uf(|A|) ∈ U , for every Borel function f on the spectrum sp(|A|) of |A|. Moreover,
U is the norm-closed linear span of the partial isometries it contains.
Proof. Let A1 be a von Neumann algebra with the property U
∗U ⊆ A1 and
UA1 ⊆ U . Then A
∗A ∈ A1 and so |A| ∈ A1. We have U =w
∗-limε→0A(|A| + ε)
−1
and so U ∈ U . Since |A| ∈ A1, for every Borel function f on sp(|A|), the operator
f(|A|) is in A1 as well and since U is a right A1-module, it follows that Uf(|A|) ∈ U .
Given A ∈ U and ǫ > 0, there are spectral projections P1, . . . , Pn of |A| and scalars
c1, . . . , cn such that ‖|A| −
∑
ciPi‖ < ǫ. Thus ‖A −
∑
ciUPi‖ < ǫ and each UPi is
a partial isometry in U , since the initial projection of U is the range projection of
|A|. ♦
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A w*-closed normalizing subspace need not contain (nonzero) finite rank operators.
We show that then it cannot contain compact operators, contrary to the situation in
general reflexive subspaces [9].
Corollary 2.7. Let U be an ultraweakly closed normalizing space and suppose that
K is a compact operator in U . Then K can be approximated in the norm topology by
finite rank operators in U . Moreover, if K belongs to some Schatten class Cp then it
can be approximated by finite rank operators in U in the p-norm topology.
Proof. Immediate from Proposition 2.6. ♦
Let us note that the last corollary can be inferred in a different way. Namely,
consider the “matrix” algebra C defined in the proof of Theorem 2.4. Then C is a
von Neumann algebra (Remark 2.2) and the result is clear for C.
If U is a normalizing space, then its rank one subspace (i.e. the linear span of
the rank one operators contained in U) is also normalizing. The next proposition
characterizes this subspace in terms of the map of U . We denote the rank one
operator sending ξ to 〈ξ, x〉y by the symbol y ⊗ x∗.
Proposition 2.8. Let χ be an ortho-map. A rank one operator y ⊗ x∗ belongs to
Opχ if and only if, for each L ∈ S1χ,
Lx 6= 0⇔ L⊥x = 0⇔ χ(L)⊥y = 0⇔ χ(L)y 6= 0.
Proof. By Theorem 2.4, Opχ = {T ∈ B(H1,H2) : TL = χ(L)T, L ∈ S1χ}. Suppose
that the rank one operator y⊗x∗ belongs to Opχ. Then, for each L ∈ S1χ, (χ(L)
⊥y)⊗
(Lx)∗ = χ(L)⊥(y ⊗ x∗)L = 0 and (χ(L)y) ⊗ (L⊥x)∗ = χ(L)(y ⊗ x∗)L⊥ = 0. So for
each L ∈ S1χ, (either χ(L)
⊥y = 0 or Lx = 0) and (either χ(L)y = 0 or L⊥x = 0).
If Lx 6= 0 and L⊥x 6= 0, then by the above conditions, we conclude that χ(L)⊥y =
χ(L)y = 0, so y = 0, which is impossible. Because Lx and L⊥x cannot both be zero,
we conclude that Lx 6= 0 ⇔ L⊥x = 0. In the same way χ(L)⊥y 6= 0 ⇔ χ(L)y = 0.
Similarly, if Lx 6= 0, then χ(L)⊥y = 0 and, conversely, if χ(L)⊥y = 0, then χ(L)y 6= 0
and so L⊥x = 0. The converse is trivial. ♦
We would now like to show how the general theory of Erdos [6] specializes in the
case of ortho-maps.
Definition 2.9. For a map χ, set I− = χ(I) ∈ P2 and 0+ = ∨{P : χ(P ) = 0} ∈ P1.
The map χ will be called essential if 0+ = 0 and I− = I. A subspace of operators
U will be called essential, if MapU is essential.
Theorem 2.10. Suppose that U is a normalizing space of operators and let χ =
MapU . Then the semi-lattices S1 and S2 of χ are complete ortho-lattices and χ is
a complete ortho-lattice isomorphism of S1 onto S2. Moreover, if T1 = S1|0⊥
+
H1
and
T2 = S2|I−H2, then T1 and T2 are the projection lattices of von Neumann algebras
and
(i) Alg S1 =
{(
A 0
C D
)
: A ∈ T1
′, C ∈ B(0⊥+H1, 0+H1),D ∈ B(0+H1, 0+H1)
}
and (U∗U)′′ =
{(
A 0
0 λI
)
: A ∈ T1
′, λ ∈ C
}
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(ii) Alg S2 =
{(
B C
0 D
)
: B ∈ T2
′, C ∈ B(I⊥−H2, I−H2),D ∈ B(I
⊥
−H2, I
⊥
−H2)
}
and (UU∗)′′ =
{(
B 0
0 λI
)
: B ∈ T2
′, λ ∈ C
}
.
(iii) Lat(U∗U) = {L ∈ P1 : χ(L) ⊥ χ(L
⊥)} = {L1 ⊕ L2 : L1 ∈ T1}.
Proof. Put χ∗ = MapU∗. Recall that S1 = {P
⊥ : P ∈ χ∗(P2)} and S2 = χ(P1).
First assume that U is essential. Let X = Lat(U∗U) and Y = Lat(UU∗). Since U∗U
and UU∗ are selfadjoint sets of operators, X and Y are complete orthocomplemented
projection lattices.
We will show that χ is an ortho-isomorphism from X onto Y.
First, if L ∈ X , then given T, S ∈ U we have (TS∗)(R(LH1)) = (TS
∗R)(LH1) ⊆
χ(L)H2 for all R ∈ U . Hence (TS
∗)(χ(L)H2) ⊆ χ(L)H2 and so χ(L) ∈ Y. Similarly,
χ∗(Y) ⊆ X .
Next, we show that, if L ∈ X , then χ∗χ(L) = L. For T, S ∈ U we have (T ∗S)L =
L(T ∗S) since L ∈ (U∗U)′ and so L⊥(T ∗S)L = 0 and L(T ∗S)L⊥ = 0. The first
relation gives L⊥T ∗(χ(L)) = 0 for each T ∈ U and so χ∗χ(L) ≤ L. Similarly the
second gives χ∗χ(L⊥) ≤ L⊥. But χ∗χ(L ∨ L⊥) = χ∗χ(I) = I and so χ∗χ(L) ∨
χ∗χ(L⊥) = I. The relation χ∗χ(L) = L now follows readily. Applying the same
arguments to the space U∗, it follows that, if M ∈ Y, then χχ∗(M) =M .
So we have shown that χ maps X bijectively to Y and its inverse is χ∗. But
χ preserves orthogonality (indeed if T, S ∈ U and L ∈ X then 〈TLx, SL⊥y〉 =
〈S∗TLx,L⊥y〉 = 0 since L⊥S∗TL = 0) and since it is ∨-continuous and preserves 0
and I, it follows that it is ∧-continuous as well and hence an ortho-isomorphism.
Finally, notice that S2 = Y and S1 = X . Indeed, given P ∈ P1 and T, S ∈ U we
have χ(P )⊥(TS∗)RP = 0 for all R ∈ U (since TS∗R ∈ U and [U(P )] = χ(P )), hence
χ(P )⊥(TS∗)χ(P ) = 0. Thus χ(P ) ∈ Y, for each P ∈ P1 and so S2χ = χ(P1) ⊆ Y.
Also if M ∈ Y then M = χ(L) ∈ S2χ where L = χ
∗(M). This shows that Y = S2.
The proof that X = S1 is similar.
Now relax the assumption that U is essential. Note that 0⊥+ acts as the identity
on U∗U and hence 0+ ∈ (U
∗U)′′. Similarly I− ∈ (UU
∗)′′ acts as the identity on UU∗
and U(H1) = U(0
⊥
+H1) ⊆ I−H2. Let K1 = 0
⊥
+H1, K2 = I−H2 and Uo = U|K1 ⊆
B(K1,K2). Then Uo is normalizing and essential. If χo is the map of Uo then clearly
its semilattices are S1χo = S1χ|K1 = T1 and S2χo = S2χ|K2 = T2. By what was shown
above, T1 = Lat(U
∗
oUo), T2 = Lat(UoU
∗
o ) and χo : T1 → T2 is an isomorphism. Also
(U∗U)′′ = [U∗oUo]⊕ CIK1 and (UU
∗)′′ = [UoU∗o ]⊕ CIK2 .
It follows that Lat(U∗U) = {L1 ⊕ L2 : L1 ∈ T1}, while the other equality of (iii)
is readily verified, in fact for every subspace U with map χ.
Now a projection M ∈ P2 is in S2χ = χ(P1) if and only if it is of the form
M = M1 ⊕ 0 with respect to the decomposition H2 = K2 ⊕ K
⊥
2 , where M1 ∈ S2χo .
Similarly working with U∗ we obtain that χ∗(P2) = {L1⊕0 : L1 ∈ S1χo} with respect
to the decomposition H1 = K1 ⊕K
⊥
1 . Thus
S1χ = {L1 ⊕ I : L1 ∈ T1}, S2χ = {M1 ⊕ 0 :M1 ∈ T2}.
From this we see that X ∈ Alg S1χ if and only if (L1 ⊕ I)
⊥X(L1 ⊕ I) = 0 for each
L1 ∈ T1, and claim (i) follows easily. The proof of (ii) is similar. ♦
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Remarks (i) It is not difficult to show that the von Neumann algebras T ′′1 and T
′′
2
are in fact *-isomorphic, and so the strongly closed algebras generated by U∗U and
UU∗ are Morita equivalent [14]. We have preferred the direct approach above, which
is sufficient for our needs.
(ii) The first part of the above theorem remains valid even if χ is not given as
a map of some normalizing subspace, but is an arbitrary ortho-map. That is, the
following lattice-theoretic result holds: If χ is an ortho-map, then its semi-lattices
S1 and S2 are in fact complete ortho-lattices and χ : S1 −→ S2 is a complete ortho-
isomorphism [16].
The next corollary shows that the semilattices of the map of a normalizing space
become reflexive lattices, if the extreme elements 0 and I are adjoined.
Corollary 2.11. Suppose that S1 and S2 are the (semi-)lattices of the map χ of
some normalizing subspace. Then LatAlg S1 = S1 ∪ {0} and LatAlg S2 = S2 ∪ {I}.
Moreover, in the notation of Theorem 2.10, the orthocomplemented projection lattice
generated by S1, is S1 ∪ {P1 ⊕ 0 : P1 ∈ T1}, while the orthocomplemented projection
lattice generated by S2 is S2 ∪ {Q1 ⊕ I : Q1 ∈ T2}.
Proof. Let Σ1 = LatAlg S1, Σ2 = LatAlg S2 and Σ˜1 and Σ˜2 be the orthocom-
plemented lattices generated by Σ1 and Σ2 respectively. Suppose that a projection
Q is left invariant by the algebra Alg S1. Then by Theorem 2.10 it must be con-
tained in Lat(U∗U); thus Q is of the form Q = Q1 ⊕ Q2, where Q1 ∈ T1. Since
0+Alg S1|0+H1 = B(0+H1, 0+H1), it follows that either Q2 = I or Q2 = 0. If Q2 = I
then Q ∈ S1. If Q2 = 0, then CQ1 = 0 for each C ∈ B(0
⊥
+H1, 0+H2) and it follows
that Q1 = 0. Thus we have that Σ1 = S1 ∪ {0}.
It is easy to check that the set S1 ∪ {Q1 ⊕ 0 : Q1 ∈ T1} is an orthocomplemented
lattice. Since it contains S1, it must equal Σ˜1.
The other identities are proved by the same arguments. ♦
Recall that a subspace U is called strongly reflexive [5], if there is a set of rank
one operators R such that U = RefR. We wish to describe the strongly reflexive
normalizing subspaces. The unital algebra case might be known; we include a proof
for completeness.
Lemma 2.12. Every strongly reflexive selfadjoint unital algebra contains a totally
atomic maximal abelian selfadjoint algebra (a masa).
Proof. If A ⊆ B(H) is a strongly reflexive selfadjoint unital algebra, then it is a von
Neumann algebra, since it is reflexive. If L = LatA, then L = LatR, where R ⊆ A
is the rank one subalgebra of A, by strong reflexivity. It follows from [11] that L
is completely distributive. But L is orthocomplemented, hence, by Tarski’s theorem
(see [2], p.119), it must be a complete atomic Boolean lattice. Thus, as is well-known,
L is commutative, hence L ⊆ A. Therefore there exists a totally atomic masa M
with L ⊆M ⊆ A. ♦
Proposition 2.13. Every strongly reflexive normalizing subspace U ⊆ B(H1,H2) is
a bimodule over two totally atomic masas.
Proof. Let x ∈ U∗H2 ≡ K1. If S, T ∈ U , then, since U is strongly reflexive, S
∗Tx
can be approximated by vectors of the form S∗Rx, where R belongs to the rank one
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subspace of U . The strong closure of the linear span of U∗U|K1 is therefore a strongly
reflexive von Neumann algebra acting on the space K1. Thus it must contain a totally
atomic masa by Lemma 2.12. Since B(K⊥1 ,K
⊥
1 ) also contains a totally atomic masa,
it follows from Theorem 2.10 that Alg S1 contains a totally atomic masa.
The proof that Alg S2 contains a totally atomic masa is identical. Since U is an
(Alg S2,Alg S1)-bimodule, we are done. ♦
We will in fact prove (Theorem 3.5) that normalizing strongly reflexive subspaces
are of the form ⊕λB(Hλ,Kλ), for some mutually orthogonal families of subspaces
Hλ ⊆ H1 and Kλ ⊆ H2.
3. Normalizing masa bimodules
In this and the next section, we specialize to subspaces U ⊆ B(H1,H2) which are
bimodules over maximal abelian selfadjoint algebras (for short masas) D1 ⊆B(H1)
and D2 ⊆B(H2) in the sense that D2UD1 ⊆U . As we will be using measure-theoretic
arguments, we will make the blanket assumption that from now on all Hilbert spaces
will be separable. If L1 and L2 are complete projection lattices, we let
M(L1,L2) = {ϕ ∈ M(P1,P2) : Siϕ ⊆ Li, i = 1, 2}.
Theorem 3.1. A w*-closed masa-bimodule U is normalizing if and only if there
exist nests N1,N2 and a map ϕ ∈ M(N1,N2) such that U = Op(ϕ) ∩Op(ϕ
⊥).
Proof. Every space of the form U = Op(ϕ) ∩Op(ϕ⊥) is normalizing (Theorem 2.4);
and if ϕ is a nest map, then U is a masa bimodule.
For the converse, write U as Opχ for an ortho-map χ. Recall (Theorem 2.10)
that the lattice S1o = S1χ|(0+H1)⊥ is orthocomplemented, hence, since S1χ ⊆ D1,
a (complete) Boolean lattice. There exists a complete nest No ⊆ S1o on the space
(0+H1)
⊥, generating S1o as a complete Boolean lattice [1]. Then the nest N1 =
{Q⊕I : Q ∈ No}∪{0} on H1 will generate the complete Boolean lattice Σ˜1 generated
by S1χ. We define the map ϕ to be the restriction of χ to N1. From the fact that N1
is contained in S1χ∪{0} it is clear that the left semi-lattice of ϕ, S1ϕ, equals N1 \{0}
(or N1, if 0+ = 0). If X ∈ Op(χ), then certainly X ∈ Op(ϕ) ∩Op(ϕ
⊥). Conversely,
let X ∈ Op(ϕ) ∩ Op(ϕ⊥). For each N ∈ N1, we have XNH1 ⊆ ϕ(N)H2 = χ(N)H2
and XN⊥H1 ⊆ ϕ(I)ϕ(N)
⊥H2 = χ(I)χ(N)
⊥H2 = χ(N
⊥)H2. Because N1 generates
Σ˜1 and χ preserves arbitrary unions and intersections, it follows that X ∈ Opχ. ♦
To state the next results, we need to recall some terminology from [5]. Let (X,µ),
(Y, ν) be standard Borel spaces and let D1,D2 be the multiplication masas on the
corresponding L2 spaces H1,H2, with projections denoted by E(α) ∈ D1 and F (β) ∈
D2, where α ⊆ X and β ⊆ Y are Borel sets. A bounded operator T : H1 → H2 is said
to be supported by a set κ ⊆ X × Y if F (β)TE(α) = 0 whenever (α× β) ∩ κ = ∅.
It is shown in [5] that a masa bimodule U is reflexive precisely when there exists a
set κ ⊆ X × Y such that U consists of all operators supported by κ. This set is
uniquely defined up to marginal equivalence, and is called the ω-support of U ; its
complement is (marginally equivalent to) a countable union of Borel rectangles.
Theorem 3.2. Let H1 = L
2(X,µ), H2 = L
2(Y, ν) and let U ⊆ B(H1,H2) be a w*-
closed normalizing space which is a bimodule over the multiplication masas Di ⊆
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B(Hi). Then there exist Borel functions f : X → [0, 1] and g : Y → [0, 1] such that
the ω-support of U is the set κ = {(x, y) ∈ X × Y : f(x) = g(y)}.
Conversely, the set of all operators supported by a set of the above form is a w*-
closed normalizing masa bimodule.
Proof Let χ be the map of U , and let Xo ⊆ X and Yo ⊆ Y be Borel sets such
that E(Xo) = [U∗H2] and F (Yo) = [UH1]. Theorem 2.10 shows that S1o= S1χ|E(Xo)
and S2o= S2χ|F (Yo) are complete orthocomplemented lattices, hence (since they are
commutative) complete Boolean lattices, and that χ induces a complete Boolean
lattice isomorphism χo between them. Denote by Ai the w*-closed algebra generated
by Sio (i = 1, 2), and let ψ : A1 → A2 be the *-isomorphism induced by χo. Now the
Ai are abelian separably acting von Neumann algebras, hence there exist standard
Borel probability spaces (X1, µ1) and (Y1, ν1) such that the Ai are *-isomorphic to
the corresponding L∞ spaces. Moreover, we can take both X1 and Y1 to be compact
intervals, which we take to be [13 ,
2
3 ] for notational convenience. Now the inclusion
A1 → D1 maps the identity of A1 to E(Xo), and hence induces an injective unital
*-homomorphism θ1 : L
∞(X1, µ1) → L
∞(Xo, µ). This map is implemented (see
[15]) by a Borel function f1 : Xo → X1; thus every projection E ∈ A1 is of the form
E = E(f−11 (σ)) for some Borel subset σ ⊆ X1. Since θ1 is injective, f1 can be taken to
be onto X1. Similarly, there exists a Borel onto function g1 : Yo → Y1 such that every
projection F ∈ A2 is of the form F = F (g
−1
1 (τ)) for some Borel subset τ ⊆ Y1. Now
the *-isomorphism ψ : A1 → A2 is also implemented by a Borel bijection h : Y1 → X1;
that is, for every projection E(f−11 (σ)) we have ψ(E(f
−1
1 (σ))) = F (g
−1
1 (h
−1(σ))).
Define f : X → [0, 1] by f(x) = f1(x) for x ∈ Xo and f(x) = 0 otherwise, and
define g : Y → [0, 1] by g(y) = h(g1(y)) for y ∈ Yo and g(y) = 1 otherwise. Thus
S1χ = {E(f
−1(σ)) : σ ⊆ [0, 1] Borel, 0 ∈ σ} and χ(E(f−1(σ)) = F (g−1(σ)).
Let κ = {(x, y) ∈ X×Y : f(x) = g(y)}. Pick a countable dense subset {sn} ⊆ [0, 1)
and note that κ = {(x, y) ∈ X × Y : for each n, x ∈ αn ⇔ y ∈ βn} where αn =
f−1([0, sn]) and βn = g
−1([0, sn]), so that χ(E(αn)) = F (βn) and χ(E(α
c
n)) ⊆ F (β
c
n).
Thus, the complement of κ can be written κc = ∪kγk × δk where χ(E(γk)) ⊆ F (δ
c
k)
for each k.
It is shown in the proof of Theorem 4.2 of [5] that an operator T is supported by
κ if and only if F (δk)TE(γk) = 0 for all k ∈ N. Thus if T ∈ U then T is supported
by κ.
Conversely, suppose T is supported by κ. Then for each E = E(f−1(σ)) ∈ S1χ
we have χ(E)⊥TE = F (g−1(σ)c)TE(f−1(σ)) since χ(E) = F (g−1(σ)). But the
rectangle f−1(σ)× g−1(σ)c is disjoint from κ, hence χ(E)⊥TE = 0 so that T ∈ U .
Finally, if U consists of all operators supported by a set κ of the above form, then
writing κ = {(x, y) ∈ X × Y : for each n, x ∈ αn ⇔ y ∈ βn} as above we have that
an operator T is in U if and only if F (βn)⊥TE(αn) = 0 and F (βn)TE(αn)⊥ = 0
for each n. Thus U = {T ∈ B(H1,H2) : TE(αn) = F (βn)T for each n}, and this is
clearly closed under the triple product. ♦
Corollary 3.3. In the notation of the last Theorem, if the algebra [UU∗] (resp.
[U∗U ]) is abelian, then the ω-support of U is the graph (resp. ‘reverse graph’) of
a Borel function f : Xo → Y (resp. g : Yo → X) for a suitable Borel subset Xo ⊆ X
(resp. Yo ⊆ Y ).
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Proof If [U∗U ] is abelian, then its w*-closure is maximal abelian on [U∗H2]. Hence
it must be unitarily equivalent to the multiplication algebra of L∞(Xo, µ). It follows
as in the above proof (essentially by replacing f1 by the identity Xo → Xo) that
there exists a Borel function g : Yo → X such that the ω-support of U is {(x, y) ∈
X × Yo : x = g(y)}.
Similarly, if [UU∗] is abelian, there exists a Borel function f : Xo → Y such that
the ω-support of U is {(x, y) ∈ Xo × Y : f(x) = y}. ♦
Remarks (i) The previous Theorem is based on an idea of V.S. Shulman. We take
this opportunity to thank him.
(ii) Based on the characterization of Theorem 3.1 a constructive proof of Theorem 3.2
can be given, avoiding the use of the implementability of *-homomorphisms between
L∞-spaces (see [16]).
(iii) In general, one function is not enough to describe the support of a normalizing
masa-bimodule. For an example, consider the von Neumann algebra A = M2(M),
where M is the multiplication algebra of L∞(0, 1). It is not hard to see that the
support of A is a set of the form {(x, y) : f(x) = f(y)}, where f is a certain Borel
function on [0, 2] with period 1.
It is easy to see that every finite rank operator in a von Neumann algebra with
abelian commutant is a sum of rank one operators in the algebra. Hence, for nor-
malizing masa bimodules Corollary 2.7 can be improved as follows:
Proposition 3.4. Let U be an ultraweakly closed normalizing masa bimodule and
suppose that K is a compact operator in U . Then K can be approximated in the
norm topology by sums of rank one operators in U . Moreover, if K ∈ Cp then it can
be approximated by sums of rank one operators in U in the p-norm topology. Finally,
every operator of rank n in U is the sum of n rank one operators in U .
Next we want to identify the normalizing masa-bimodules which are strongly re-
flexive. If a rank one operator R belongs to the masa-bimodule U and if ER and
FR are the smallest projections in the masas such that FRR = R and RER = R,
then FRB(H1,H2)ER ⊆ U . It was proved in [5] that, if U is a strongly reflexive
masa-bimodule, the space
span {FRB(H1,H2)ER : R ∈ U}
is weakly dense in U . Note that B(H1,H2) is a strongly reflexive normalizing masa bi-
module. More generally, if {En} ⊆ D1 and {Fn} ⊆ D2 are countable families of mutu-
ally orthogonal projections, it is easy to verify that the direct sum ⊕nFnB(H1,H2)En
is closed under the triple product, and is clearly a strongly reflexive normalizing masa
bimodule. In fact, there are no others:
Theorem 3.5. A strongly reflexive subspace U is normalizing if and only if there
are countable families {En} and {Fn} consisting of mutually orthogonal projections,
such that
U = ⊕FnB(H1,H2)En.
Proof. Let U be a normalizing strongly reflexive subspace and let Uo be its essential
part acting on K1 = 0
⊥
+H1. If A ⊆ B(K1) is the von Neumann algebra (U
∗
oUo)
′′, we
have shown (Lemma 2.12) that L = LatA is a totally atomic commutative Boolean
lattice. Let E = {En : n = 1, 2, . . . } be the set of atoms of L considered as projections
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in H1 (necessarily countable since H1 is separable). Since
∑
En = 0
⊥
+ in the strong
operator topology, each T ∈ U can be written T =
∑
TEn. Setting Fn = [UEn] =
χ(En) (where χ = Map(U)), we see that the Fn are orthogonal since χ is an ortho-
map. Since TEn = FnTEn, it follows that T =
∑
FnTEn. On the other hand, for
each n, each T ∈ FnB(H1,H2)En satisfies χ(L)
⊥TL = 0 when L is some Em, and
hence when L is in L. Thus FnB(H1,H2)En ⊆ U for each n, and this completes the
proof. ♦
The proof of the above theorem actually gives more.
Corollary 3.6. The ultraweak closure of the rank one subspace of a normalizing
subspace U ⊆ B(H,K) is of the form ⊕nB(Hn,Kn), for some mutually orthogonal
families of subspaces Hn ⊆ H and Kn ⊆ K.
Proof. Obviously the rank one subspace of U is also a normalizing space and hence
its ultraweak closure is a reflexive (Theorem 2.4) normalizing masa bimodule. Thus
the last theorem applies. ♦
According to [5], a masa bimodule is strongly reflexive if and only if its ω-support κ
is marginally equivalent to a countable union of Borel rectangles. In the terminology
of [5], κ is the ω-closure of its ω-interior. In this terminology, Corollary 3.6 says that
the ω-interior of the ω-support of a normalizing masa-bimodule can be written as a
countable union of Borel rectangles αn × βn, such that the families {αn} and {βn}
consist of disjoint Borel sets.
Let us recall that in [5] it was shown that although the rank one subspace of
a general strongly reflexive masa-bimodule is dense in the bimodule in the weak
operator topology, it need not be dense in the ultraweak topology. By Theorem 3.5,
this cannot occur for normalizing masa-bimodules.
Corollary 3.7. If a normalizing subspace U is strongly reflexive, then its rank one
subspace is ultraweakly dense in U .
4. Normalizing masa-bimodules and synthesis
Now we turn our attention to the question of spectral synthesis. Spectral synthesis
for operator algebras was introduced by Arveson [1]. It can be generalized for masa-
bimodules as follows. If L1 = P(D1), L2 = P(D2) are the projection lattices of two
masas, a map ϕ ∈ M(L1,L2) (a commutative subspace map in the terminology of
[6]) is said to be synthetic, if the only ultraweakly closed masa-bimodule S with
the property MapS = ϕ is Opϕ. There is a non trivial fact hidden behind this
definition. As was proved by Arveson (in fact, for the case of CSL algebras, but it
easily follows for masa-bimodules as well [4]), given ϕ ∈ M(L1,L2) there exists an
ultraweakly closed masa-bimoduleMmin, minimal with respect to the property that
its reflexive hull equals Opϕ. Thus a reflexive masa-bimoduleM has synthetic map
if and only if M = Mmin. Von Neumann algebras with abelian commutant have
this property. The same holds for their generalization, normalizing masa-bimodules.
Theorem 4.1. Commutative subspace ortho-maps are synthetic.
This theorem will follow from a general fact about masa-bimodules (Proposition
4.2 below), which states that for every family of ultraweakly closed masa-bimodules
with the same reflexive hull, there is a certain natural normalizing masa-bimodule
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contained in each member of the family. This bimodule corresponds to the diagonal
of a CSL algebra.
Proposition 4.2. Let U = Opϕ ⊆ B(H1,H2) be a reflexive masa bimodule, and let
U0 = Opϕ ∩ Opϕ
⊥. Then U0 is contained in Umin, the minimal ultraweakly closed
masa-bimodule with reflexive cover U .
Proof. We consider the Hilbert space H = H2 ⊕H1 and the set of projections
S = {ϕ(L) ⊕ L : L ∈ S1ϕ}
on it. We put A = Alg S1ϕ, B = Algϕ(S1ϕ) = Alg S2ϕ and V =Opϕ
⊥.
It is an easy verification to show that Alg S =
(
B U
V∗ A
)
. A similar calculation
shows also that the diagonal C ∩ C∗ of C = Alg S (i.e. the commutant of S) is
S ′ =
(
S′
2ϕ
U0
U∗0 S
′
1ϕ
)
. But Arveson [1] has shown that, for a CSL algebra C, the diagonal
C ∩ C∗ is contained in Cmin. Therefore, to show that U0 ⊆ Umin, it suffices to prove
that Cmin is contained in
M =
(
Bmin Umin
V∗min Amin
)
.
Since M is a w*-closed subspace of B(H) containing the masa D2 ⊕ D1, to show
that Cmin ⊆M it suffices to show that [Mξ] = [Cξ] for all ξ ∈ H (see Theorem 22.19
of [4]). But this can be immediately verified using the facts that B = Ref(Bmin),
U = Ref(Umin), V = Ref(Vmin) and A =Ref(Amin). ♦
Proof of Theorem 4.1. Suppose that χ is a commutative subspace map, which is also
an ortho-map. The space U = Opχ is normalizing. But then U = Opχ ∩ Opχ⊥
(Theorem 2.4), hence U ⊆ Umin by Proposition 4.2. Thus U = Umin, which means
that χ is synthetic. ♦
Corollary 4.3. If the map of an ultraweakly closed masa-bimodule U is an ortho-
map, then U is normalizing.
Proof. Since U is a masa-bimodule, its map χ is commutative, hence by Theorem
4.1 it is synthetic. Hence U =Ref U = Opχ. But since χ is an ortho-map, Opχ
must be normalizing (Theorem 2.4). ♦
We conclude this section with another result on synthesis. Let us call an ultra-
weakly closed masa bimodule synthetic if its map is synthetic. Thus a synthetic
masa-bimodule is automatically reflexive. As we will easily see, normalizing masa-
bimodules are not only synthetic, but in a sense hereditarily synthetic.
Proposition 4.4. Let U be an ultraweakly closed normalizing masa bimodule and
let S ⊆ U be an ultraweakly closed masa-bimodule. If S is a U∗U-submodule (or a
UU∗-submodule), then S is synthetic.
Proof. It suffices to show that S is normalizing. Let U = Opϕ, B1 = U
∗U and
B2 = UU
∗. Suppose that R,S, T ∈ S. Then S, T ∈ U and hence S∗T ∈ B1. If
SB1⊆ S, it follows that RS
∗T ∈ S. If B2S ⊆ S, we have RS
∗ ∈ B2 and hence
RS∗T ∈ S again. ♦
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An immediate application of the last proposition is the fact that, if A is a von
Neumann algebra with abelian commutant, every ultraweakly closed left or right
ideal of A is synthetic. Note that this can also be inferred from the results of [12].
5. Normalizers of reflexive algebras
In this section we present the relation between normalizing reflexive subspaces
and normalizers of reflexive algebras of operators. Let A and B be reflexive algebras
of operators on H1 and H2 respectively. An operator T ∈ B(H1,H2) is called a
semi-normalizer of B into A if
T ∗BT ⊆ A.
A normalizer of the algebra B into the algebra A is a semi-normalizer of B into A
whose adjoint is a semi-normalizer of A into B. We denote by SN(B,A) the set of
semi-normalizers of B into A and by N(B,A) the set of normalizers of B into A.
In [3] it is shown that the set of normalizers of a nest algebra into itself is closed
in the weak operator topology. We show that, for arbitrary reflexive algebras A and
B, the sets SN(B,A) and N(B,A) are closed in the strong operator topology, but
not always in the weak operator topology; nevertheless, Coates’ result remains valid
whenever the algebras A and B are strongly reflexive.
Proposition 5.1. If A and B are reflexive algebras, the sets SN(B,A) and N(B,A)
are strongly closed. If B is strongly reflexive (resp. A and B are strongly reflex-
ive) then SN(B,A) (resp. N(B,A)) is weakly closed. The sets SN(CI,CI) and
N(CI,CI) are not weakly closed.
Proof. Suppose that Tν −→ T strongly and that Tν ∈ SN(B,A). Then, for each
operator B ∈ B and vectors x and y, 〈BTνx, Tνy〉 −→ 〈BTx, Ty〉. This means, of
course, that T ∗νBTν −→ T
∗BT in the weak operator topology. Since T ∗νBTν ∈ A for
each ν and A is weakly closed, being reflexive, it follows that T ∗BT ∈ A. The proof
that N(B,A) is strongly closed is similar.
Now suppose that Tν −→ T weakly and that Tν ∈ SN(B,A). First note that
for each finite rank operator F ∈ B, T ∗νFTν −→ T
∗FT weakly (indeed, writing
F = F ∗1F2 where F1, F2 have finite rank, we have FiTν −→ FiT strongly for i = 1, 2).
Thus T ∗FT ∈ A. Now if B ∈ B is arbitrary and x ∈ H2, by strong reflexivity
there is a net (Fi) of finite rank operators in B such that FiTx → BTx and so
T ∗FiTx → T
∗BTx. Since each T ∗FiT is in A and A is reflexive, it follows that
T ∗BT ∈ A. This shows that SN(B,A) is weakly closed. Therefore, if A is also
strongly reflexive, the same holds for N(B,A) = SN(B,A) ∩ (SN(A,B))∗.
The final statement is a consequence of the fact that the sets of isometries and
unitaries are not weakly closed. For a specific example, we construct a sequence
Tn ∈ N(CI,CI) converging weakly to an operator T which is not in SN(CI,CI).
Let {ek : k ∈ Z} ∪ {e} be an orthonormal basis of H and let U be the bilateral
shift defined on Ho = [ek : k ∈ Z] by Uek = ek+1. Define Tn = Un ⊕ I ∈ B(H) and
T = 0⊕ I ∈ B(H). Each Tn is a unitary operator on H, and so T
∗
n(CI)Tn ⊆ CI and
Tn(CI)T ∗n ⊆ CI, i.e. Tn ∈ N(CI,CI). Since U
n → 0 weakly, Tn → T weakly. But
T ∗(CI)T = [T ] " CI. ♦
Let L1 = LatA and L2 = LatB. If ϕ ∈ M(L1,L2), we put
Uϕ = {T ∈ B(H1,H2) : TL = ϕ(L)T for all L ∈ L1}
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which is a reflexive normalizing subspace, and also a bimodule over the diagonals
B ∩ B∗ and A ∩A∗, as is readily verified.
Theorem 5.2. The set SN(B,A) of semi-normalizers of B into A is a union of
reflexive normalizing subspaces. More precisely,
SN(B,A) = ∪{Uϕ : ϕ ∈ M(L1,L2)}.
Proof. Suppose that ϕ ∈ M(L1,L2) and T ∈ Uϕ. Then, for each L ∈ L1 and B ∈ B,
L⊥T ∗BTL = L⊥T ∗Bϕ(L)T = L⊥T ∗ϕ(L)Bϕ(L)T = L⊥LT ∗Bϕ(L)T = 0
since ϕ(L) ∈ L2, so that T
∗BT ∈ A, which shows that T is a semi-normalizer of B
into A. Thus Uϕ ⊆ SN(B,A).
Conversely, let T ∈ SN(B,A). Define ϕ ∈ M(L1,L2) by
ϕ(L) = [BT (L)], L ∈ L1.
It is obvious that ϕ(L) ∈ L2. It is also easy to see that ϕ is 0-preserving and join-
continuous. We will show that T ∈ Uϕ. Let L ∈ L1. Since T (LH1) ⊆ BT (LH1), it
is clear that ϕ(L)⊥TL = 0. On the other hand, for each B ∈ B we have T ∗BT ∈ A
and so L⊥T ∗BTL = 0; hence 〈BTLx, TL⊥y〉 = 0 for each x, y. Since the closure of
{BTLx : B ∈ B, x ∈ H1} is ϕ(L)(H2), it follows that ϕ(L)(H2)⊥TL
⊥(H1). Thus
〈ϕ(L)z, TL⊥y〉 = 0 for all y ∈ H1, z ∈ H2 and so ϕ(L)TL
⊥ = 0. Adding the relation
ϕ(L)TL = TL, we obtain ϕ(L)T = TL so that T ∈ Uϕ as required. ♦
It is obvious that the intersection of several normalizing reflexive subspaces is
again a normalizing reflexive subspace. If, for each ψ ∈ M(L2,L1), we put
Vψ = {S ∈ B(H2,H1) : SM = ψ(M)S for all M ∈ L2},
the above theorem gives us the following
Corollary 5.3. The set N(B,A) of normalizers of B into A is a union of reflexive
normalizing subspaces. More precisely,
N(B,A) = ∪{Uϕ ∩ V
∗
ψ : ϕ ∈ M(L1,L2), ψ ∈ M(L2,L1)}.
This corollary was proved in [3] for the case of nest algebras.
Recall (Proposition 2.6) that w*-closed normalizing subspaces are generated in
norm by their partial isometries. Thus, the previous results have the following con-
sequence:
Corollary 5.4. Any seminormalizer (resp. normalizer) of B into A is the norm-
limit of linear combinations of partial isometries in SN(B,A) (resp. in N(B,A)).
Having shown that the set of normalizers between reflexive algebras is a union of
normalizing spaces, we now turn to the converse question: when does a normalizing
reflexive space U consist of semi-normalizers or normalizers of two reflexive algebras
A and B? For example, it is easily verified that every operator in U is a normalizer
of the algebra Alg S2χ into the algebra Alg S1χ (where χ = MapU).
We write Ad = A ∩A
∗and Bd = B ∩ B
∗. If K1 = U
∗(H2) = 0
⊥
+H1 and K2 =
U(H1) = I−H2, we denote by Ao (resp. Bo) the compression of A (resp. B) to K1
(resp. K2); we write Uo ⊆ B(K1,K2) for the restriction of U to K1 and χo for the
map of Uo.
16 A. KATAVOLOS AND I.G. TODOROV
Lemma 5.5. The following are equivalent:
(1) U∗U ⊆ A.
(2) For each L ∈ LatAd, χ(L)⊥χ(L
⊥).
(3) For each L ∈ LatA, χ(L)⊥χ(L⊥).
(4) With respect to the decomposition H1 = K1 ⊕K
⊥
1 , each L ∈ LatA decomposes
as L = L1 ⊕ L2, where L1 ∈ S1χo .
Proof. Since U∗U ⊆ A is equivalent to U∗U ⊆ Ad and hence to LatAd⊆LatU
∗U and
to LatA ⊆LatU∗U , the Lemma is an immediate application of Theorem 2.10, since
LatU∗U = {L ∈ P1 : χ(L)⊥χ(L
⊥)} = {L1 ⊕ L2 : L1 ∈ S1χo}. ♦
Theorem 5.6. Let U ⊆ B(H1,H2) be a w*-closed normalizing space. The following
are equivalent:
(1) U ⊆ SN(B,A).
(2) (i) χ(L)⊥χ(L⊥) for each L ∈ LatA and (ii) χo(LatAo) ⊆ LatBo.
(3) (i) χ(L)⊥χ(L⊥) for each L ∈ LatA and (ii) for each L ∈ LatA, there exists
a projection Q such that [Bχ(L)] = χ(L)|K1 ⊕Q.
Proof. (1)⇔(3) Suppose (1) holds. Then U∗U ⊆ A, and (i) holds by the Lemma.
For all T, S ∈ U , B ∈ B and L ∈ LatA we have
〈BSLx, TL⊥y〉 = 0 (x, y ∈ H1).
Thus [Bχ(L)] ≤ χ(L⊥)⊥ = (χ(L)⊥ ∧ χ(I))⊥ = χ(L) ∨ χ(I)⊥. Writing L = L1 ⊕ L2
where L1 ∈ S1χo we have χ(L) = χo(L1)⊕ 0. Since χ(L) ≤ [Bχ(L)] we obtain
χo(L1)⊕ 0 ≤ [Bχ(L)] ≤ χo(L1)⊕ I
which shows that [Bχ(L)] = χo(L1)⊕Q, for some projection Q, as required.
These steps can clearly be reversed.
(1)⇒(2) Again (i) holds by the Lemma. For (ii), note first that Uo ⊆ SN(Bo,Ao).
Thus for each L ∈ LatAo, S, T ∈ Uo and B ∈ Bo we have L
⊥T ∗BSL = 0. As in
the proof of (1)⇒(3), we conclude that χo(L) ≤ [Boχo(L)] ≤ χo(L
⊥)⊥ = χo(L) since
χo(I) = I. Thus χo(L) = [Boχo(L)] ∈ LatBo.
(2)⇒(1) Given B ∈ B and T ∈ U , we will prove that T ∗BT ∈ A, equivalently
that L⊥T ∗BTL = 0 for each L ∈ LatA. Since U∗U ⊆ A, we have L = L1⊕L2 where
L1 ∈ S1χo by the Lemma. It is easily seen that L1 ∈ LatAo.
Since T ∈ U , we have T (L⊥H1) ⊆ χ(L
⊥)H2 ⊆ χ(L)
⊥H2 since χ(L
⊥)⊥χ(L)
by the Lemma. Thus χ(L)TL⊥ = 0. Since also χ(L)⊥TL = 0, it follows that
TL = χ(L)T and TL⊥ = χ(L)⊥χ(I)T since the range of T is contained in χ(I). Thus
L⊥T ∗BTL = T ∗χ(L)⊥χ(I)Bχ(I)χ(L)T . But χ(I)B|K2 ∈ Bo and since χ(L)|K2 =
χo(L1) ∈ LatBo by assumption we have (χ(I)Bχ(I))χ(L) = χ(L)(χ(I)Bχ(I))χ(L)
and so L⊥T ∗BTL = 0. This shows that T ∗BT ∈ A and concludes the proof. ♦
Corollary 5.7. Let U ⊆ B(H1,H2) be an essential normalizing ultraweakly closed
subspace and χ = MapU . Then U ⊆ SN(B,A) if and only if
(i) χ(L)⊥χ(L⊥) for each L ∈ LatA and
(ii) χ(LatA) ⊆ LatB.
Proof. Immediate from Theorem 5.6. ♦
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Corollary 5.8. Let U ⊆ B(H1,H2) be a normalizing ultraweakly closed subspace and
let χ = MapU and χ∗ = MapU∗. Then U ⊆ N(B,A) if and only if
(i) χ(L)⊥χ(L⊥) for each L ∈ LatA while χ∗(M)⊥χ∗(M⊥) for each M ∈ LatB
and
(ii) χo(LatAo) = LatBo.
Proof. If U ⊆ N(B,A), then χo(LatAo) ⊆ LatBo and χ
∗
o(LatBo) ⊆ LatAo by
Theorem 5.6. But U∗oUo ⊆ Ao and hence LatAo ⊆ Lat(U
∗
oUo) = S1χo (Theorem
2.10). It follows that χo is one-to-one on LatAo into LatBo. Similarly, LatBo ⊆
Lat(UoU
∗
o ) = S2χo and hence the inverse of χo, namely χ
∗
o, maps LatBo 1-1 into
LatAo.
Suppose conversely that (i) and (ii) hold. By Theorem 5.6, U ⊆SN(B,A). As
above, (i) gives LatAo ⊆ S1χo and hence χ
∗
oχo|LatAo = id|LatAo from Theorem 2.10.
Therefore χ∗(LatBo) ⊆ LatAo and so U
∗ ⊆ SN(A,B) again from Theorem 5.6. ♦
Corollary 5.9. Let U ⊆ B(H1,H2) be an essential normalizing ultraweakly closed
subspace and let χ = MapU . Then U ⊆ N(B,A) if and only if
(i) χ(L)⊥χ(L⊥) for each L ∈ LatA and
(ii) χ(LatA) = LatB.
Proof. From Corollary 5.8 it is sufficient to show that (i) and (ii) imply that
χ∗(M)⊥χ∗(M⊥) for each M ∈ LatBd. But this is immediate from Lemma 5.5
(applied to U∗) since from (ii) we have LatB = χ(LatA) ⊆ S2 = Lat(UU
∗) and so
UU∗ ⊆ B. ♦
Note that Theorem 5.2 yields, for every T ∈ SN(B,A), a certain normalizing
subspace Uϕ, such that T ∈ Uϕ ⊆ SN(B,A). We show that this property extends
from single operators to linear spaces consisting of seminormalizers. Recall that Uϕ
is a Bd,Ad-bimodule, where Ad and Bd are the diagonals of A and B. It may be
interesting to note that all right Ad-modules U which consist of semi-normalizers of
B into A automatically satisfy a rather strong condition.
Proposition 5.10. (1) Any linear space U ⊆ SN(B,A) (resp. U ⊆ N(B,A)) is
contained in an ultraweakly closed normalizing space UA ⊆ SN(B,A) (resp. UA ⊆
N(B,A)) which is a right Ad-module.
(2) If U ⊆ SN(B,A) is a right Ad-module, then U is automatically normalizing.
Moreover, 0+ = kerU is in the centre of Ad and the restriction Aod of Ad to K1 =
0+H1 is the bicommutant of (U
∗U)|K1 . It follows that S1χ = {L⊕ I : L ∈ LatAod}.
Proof. (1) Suppose U ⊆ SN(B,A) is a linear space. Define Ua = [UAd] and UA =
[UAd]
uw
. If T1, T2 ∈ U and A1, A2 ∈ Ad, then for each B ∈ B the fact that T
∗
i BTj ∈ A
and Ai, A
∗
i ∈ A yields (T1A1 + T2A2)
∗B(T1A1 + T2A2) ∈ A. Thus Ua ⊆ SN(B,A).
Now UaAd ⊆ Ua by construction and U
∗
aUa ⊆ A since Ua ⊆ SN(B,A). Therefore
Ua is normalizing (Remark 2.2).
It follows from Theorem 2.4 that UA is a reflexive normalizing space. Also, since UA
is the strong operator closure of Ua and SN(B,A) is strongly closed, UA ⊆ SN(B,A).
That the strong closure of a right Ad-module is a right Ad-module is obvious.
The case U ⊆ N(B,A) is similar.
(2) That U is normalizing follows from Remark 2.2 as above. Let χ = MapU .
Since UAd⊆ U we have S1χ ⊆ LatAd (Lemma 1.1). On the other hand since
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U ⊆ SN(B,A) we have U∗U ⊆ Ad. Thus 0+ commutes with Ad and also 0+ ∈
(U∗U)′′⊆ Ad, so 0+ is in the centre of Ad. Hence Ad can be written Aod ⊕A1d with
respect to the decomposition H1 = K1 ⊕K
⊥
1 . Using Theorem 2.10, we have
(U∗U)′′ =
(
(S1χ|K1)
′ 0
0 CI
)
⊆ Ad ⊆ S
′
1χ =
(
(S1χ|K1)
′ 0
0 B(K⊥1 )
)
This shows that Aod equals (S1χ|K1)
′ = (U∗U|K1)
′′ and LatAod equals S1χ|K1 =
Lat(U∗U|K1). Thus S1χ = {L⊕ I : L ∈ Lat(U
∗U|K1)} = {L⊕ I : L ∈ LatAod}. ♦
It is clear that every linear space U ⊆ SN(B,A) is also contained in a w*-closed
normalizing space which is a (Bd,Ad)-bimodule (just consider the w*-closure of
[BdUAd]). This bimodule is not necessarily maximal with respect to being a lin-
ear space of seminormalizers.
For an example, consider the nest algebra A of all upper triangular 2× 2 matrices
and let U be the space of all strictly lower triangular matrices. One easily checks
that U ⊆ SN(A,A) and that U is a bimodule over the diagonal algebra (which is a
masa in this case). However, it is readily verified that the linear span of the matrix
unit E11 and U is also contained in SN(A,A).
Remark 5.11. Let U ⊆ SN(B,A) be an essential w*-closed normalizing space,
which is a right Ad-module. Then U is maximal with respect to being a linear space
in SN(B,A).
Proof. Let V ⊆ SN(B,A) be a linear space containing U and let T ∈ V. For each S ∈
U , we have S∗T ∈ V∗V ⊆ Ad. Since UAd⊆ U , if χ = MapU we have S1χ ⊆ LatAd
(Lemma 1.1). Thus L⊥S∗TL = 0 for each L ∈ S1χ and hence 〈TLx, SL
⊥y〉 = 0
for all x, y. But the closure of {SL⊥y : S ∈ U , y ∈ H1} is χ(L
⊥)H2 which equals
χ(L)⊥H2 since χ is essential; therefore TL(H1)⊥χ(L)
⊥H2. We have shown that
χ(L)⊥TL = 0 for all L ∈ S1χ and so T ∈ U . ♦
Suppose now that A and B are CSL algebras, that is, the respective invariant
subspace lattices are commutative. In this case Proposition 3.4 and Theorem 4.1
immediately yield the next corollary. The last statement was proved by Coates [3]
for the case of nest algebras.
Corollary 5.12. If A and B are CSL algebras, the set SN(B,A) (N(B,A)) of semi-
normalizers (normalizers) of B into A is a union of synthetic normalizing masa-
bimodules. Each compact operator K in SN(B,A) (N(B,A)) can be approximated
in norm by sums of rank one operators in SN(B,A) (N(B,A)). Moreover, if K ∈
Cp, then it can be approximated in the Cp-norm by sums of rank one operators in
SN(B,A) (N(B,A)). Finally, if K has finite rank, say n, it can be written as a sum
of n rank one operators in SN(B,A) (N(B,A)).
We would like to conclude this paper with a discussion of the behaviour of the set
of semi-normalizers (normalizers) with respect to addition. It is clear that, if T and
S are semi-normalizers (normalizers) of an algebra into another, the sum T +S is not
necessarily a semi-normalizer (normalizer). Proposition 5.14 below gives a necessary
and sufficient condition for this to happen, when the algebras in question are CSL
algebras. First we prove a statement, concerning arbitrary masa-bimodules.
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Lemma 5.13. Let Γ : B(H1,H2) −→ {0, 1} be such that, if Γ(T ) = 1 for some
operator T , then there is a reflexive masa-bimodule U , containing T , such that Γ(S) =
1 for all S ∈ U . Suppose that T1 and T2 are operators, such that Γ(λ1T1+ λ2T2) = 1
for all real numbers λ1 and λ2. Then there exists a reflexive masa-bimodule U ,
containing T1 and T2, such that Γ(T ) = 1 for all T ∈ U .
Proof. Represent H1 as L
2(X,µ) and H2 as L
2(Y, ν), where (X,µ) and (Y, ν) are
compact metric spaces with regular Borel measures, and let D1 and D2 be the re-
spective multiplication algebras. By the support suppT of an operator T we will
mean the (closed) support of the reflexive D2,D1-bimodule generated by T . Let
suppT1 = κ1, suppT2 = κ2 and κ = κ1 ∪ κ2. The sets κ1, κ2 and κ are compact
subsets of X ×Y . It suffices to find a real number λ such that the operator T1+λT2
has support κ. Indeed, in this case, there exists a reflexive D2,D1-bimodule U con-
taining T1 + λT2 such that Γ(T ) = 1 for all T ∈ U . Since κ ⊆ suppU it follows from
[5], Theorem 4.6 that T1, T2 ∈ U .
Put κλ = supp(T1+λT2), υλ = κ
c
λ. It is clear that υλ is an open subset of X ×Y .
We claim that, if λ 6= λ′ are nonzero, then υλ ∩ υλ′ ⊆ κ
c. Indeed whenever α and
β are open and such that α × β ⊆ υλ ∩ υλ′ , then F (β)(T1 + λT2)E(α) = 0 and also
F (β)(T1+λ
′T2)E(α) = 0. Thus (λ−λ
′)F (β)T2E(α) = 0 and hence F (β)T2E(α) = 0,
so that α×β∩κ2 = ∅. Repeating the argument to the operators
1
λ
T1+T2 and
1
λ′
T1+T2
gives α× β ∩ κ1 = ∅. It follows that υλ ∩ υλ′ ∩ κ2 = ∅ and υλ ∩ υλ′ ∩ κ1 = ∅, so that
υλ ∩ υλ′ ⊆ κ
c.
Thus the union ∪{υλ∩κ : λ ∈ R\{0}} is an uncountable union of (relatively) open
disjoint subsets of κ. Since κ is a compact metric space, no more than countably many
of them can be nonempty. Thus there exists λ ∈ R\{0} so that υλ∩κ = ∅ or κ ⊆ κλ.
But κλ ⊆ κ. Indeed if (α× β) ∩ κ = ∅ with α and β open, then F (β)TiE(α) = 0 for
i = 1, 2 so F (β)(T1 + λT2)E(α) = 0 which means that (α× β) ∩ κλ = ∅. ♦
Proposition 5.14. Let A and B be CSL algebras and T, S ∈ SN(B,A) (resp. T, S ∈
N(B,A)). Then T + S ∈ SN(B,A) (T + S ∈ N(B,A)) if and only if there is
a reflexive normalizing masa-bimodule U ⊆ SN(B,A) (U ⊆ N(B,A)) such that
T, S ∈ U .
Proof. We will consider the case of semi-normalizers, the case of normalizers is sim-
ilar. It is clear that if there exists a reflexive normalizing masa-bimodule U ⊆
SN(B,A) such that T, S ∈ U , then T + S is a semi-normalizer. Conversely, suppose
that T, S and T + S are semi-normalizers of B into A. An elementary computation
shows that then T ∗BS + S∗BT ∈ A for each B ∈ B. But then it is easy to see that
λ1T + λ2S is a semi-normalizer for all real numbers λ1 and λ2. From Theorem 5.2
we have that, if T ∈ SN(B,A), then there exists a reflexive space U ⊆ SN(B,A),
containing T . The space U is a masa bimodule, since the semi-lattices of its map are
commutative. Thus Lemma 5.13 applies with the property of being a semi-normalizer
of B into A in the place of Γ. ♦
Corollary 5.15. Let A and B be CSL algebras and T, S be semi-normalizers (nor-
malizers) of B into A, such that T +S is also a semi-normalizer (normalizer). Then
B1TA1 + B2SA2 is a semi-normalizer (normalizer) for every B1, B2 ∈ B ∩ B
∗ and
A1, A2 ∈ A ∩A
∗.
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Addendum After this paper was completed, we were informed that what we call
“normalizing spaces of operators” have been studied, from a different viewpoint, by
other authors under the names “ternary rings of operators” or “triple systems”. See
for example M. Neal and B. Russo, Contractive Projections and Operator Spaces
(preprint, arXiv: math.OA/0201187) and its bibliography. We thank J. Arazy, D.P.
Blecher and B. Russo for bringing the relevant literature to our attention. We have
chosen to retain the name “normalizing spaces” to emphasize the relation with nor-
malizers of operator algebras, which is one of the main points of our work.
We have also found out that our Proposition 2.6 is essentially contained in section
3 of the paper of L.A. Harris, ‘A generalization of C*-algebras’, Proc. London Math.
Soc. (3) 42 (1981) 331-361.
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