Equilateral triangles on a Jordan curve and a generalization of a theorem of Dold  by Blagojević, Pavle V.M. et al.
Topology and its Applications 156 (2008) 16–23Contents lists available at ScienceDirect
Topology and its Applications
www.elsevier.com/locate/topol
Equilateral triangles on a Jordan curve and a generalization of a theorem
of Dold
Pavle V.M. Blagojevic´ a,∗,1, Aleksandra S. Dimitrijevic´ Blagojevic´ b,1, John McCleary c
a Mathematical Institute SANU, Belgrade, Serbia
b Faculty for Agriculture, Zemun, Serbia
c Department of Mathematics, Vassar College, Poughkeepsie, NY, USA
a r t i c l e i n f o a b s t r a c t
Article history:
Received 14 September 2007
Received in revised form 1 April 2008
Accepted 11 April 2008
MSC:
53A04
55R80
55N91
05B30
Keywords:
Dold Theorem
Borsuk–Ulam type theorems
Equilateral triangles on Jordan curve
Borel construction
Equivariant cohomology
Serre spectral sequence
Let γ : S1 → R2 be a Jordan curve in the plane. It is a simple topological riddle to
determine if there is an equilateral triangle with vertices on γ . By reformulating this
question in the paradigm of conﬁguration spaces and test maps, we can solve this riddle
using a Borsuk–Ulam type theorem obtained using equivariant methods.
© 2008 Elsevier B.V. All rights reserved.
1. Statement of the main result
The goal of this paper is to develop new methods of a combinatorial sort to answer the following question.
Problem. Let γ : S1 → R2 denote a Jordan curve, that is, γ is injective and continuous. Suppose d :R2 ×R2 → R is an arbi-
trary metric on R2. Do there exist distinct points x, y, z on S1 for which
d
(
γ (x), γ (y)
)= d(γ (x), γ (z))= d(γ (y), γ (z))?
This problem is susceptible to various approaches, some more topological than others. We will connect the problem with
the existence of an appropriate equivariant map whose existence can be studied by methods of Borsuk–Ulam type. Study of
the equivariant problem (from Proposition 5) motivates the following generalization of Dold Theorem.
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P.V.M. Blagojevic´ et al. / Topology and its Applications 156 (2008) 16–23 17Theorem 1. Let G be a ﬁnite group acting on spaces X and Y . For a ﬁeld k and some integer l > 1, suppose:
(1) For all i, 1 i < l, either Hi(Y ,k) = {0} or Hi(Y ,k) is a free k[G]-module.
(2) There is some index i, 1 i  l for which π∗ : HiG(pt,k) → HiG(X,k) fails to be a monomorphism.
(3) There is a class x ∈ H∗(G,k) for which multiplication by x is a monomorphism H∗(G,k) → H∗(G,k).
Then there does not exist an equivariant mapping X → Y .
Here π∗ is the mapping in equivariant cohomology induced by the canonical G-map X → pt . In the context of ﬁnite
groups H∗G(pt,k) ∼= H∗(BG,k) ∼= H∗(G,k). Theorem 1 is a generalization of [5, Remark, p. 68] and [4, Theorem 6.4].
The proof of Theorem 1 is a spectral sequence argument given in the last section of the paper. The role of this theorem
in the solution to the main problem is through what has become known as the conﬁguration space/test map paradigm (CS/TM
scheme). The problem is reformulated to involve (1) a conﬁguration space X \ Y of possible nontrivial triples of points on
the Jordan curve; (2) a target space W3 × W3 and a mapping, the test map, τ : X \ Y → W3 × W3 whose image measures
whether an equilateral triangle lies on the curve; (3) an action of Z/3 on X \ Y and W3 ×W3 making τ into an equivariant
mapping. With this formulation and with appropriate generalization of the equivariant Goresky–MacPherson formula (1),
proved for rational coeﬃcients in [8, Theorem 2.5, p. 1397], Theorem 1 can be applied after a bit of tweaking.
Another beneﬁt of the use of the CS/TM scheme is that the topological input determines the crucial parameters of the
application. In particular, the role played by R2 can be taken by any Rn and more generally, contractible metric spaces of
real dimension greater than or equal to two.
2. An equivariant solution of the problem
Conﬁguration space. Let γ : S1 → R2 be a continuous injective mapping. Consider the join of circles
X = S1 ∗ S1 ∗ S1 ∼= S5.
Following [2], the join of spaces A and B may be considered as the subspace of C A × C B , the product of the cones
on A and B , given by the inverse image of 1 via the mapping C A × C B → R, (s,a) × (t,b) → s + t . Thus we can write
A ∗ B = {(s,a) × (t,b) ∈ C A × C B | s + t = 1}. For ease of notation, we denote an element (s,a) × (t,b) ∈ A ∗ B by sa + tb.
Let Y be a solid torus inside X = S1 ∗ S1 ∗ S1 given by
Y = {t1x+ t2x+ t3x ∣∣ x ∈ S1, t1 + t2 + t3 = 1, ti  0}⊂ X .
We make X into a Z/3-space with the action given by
ω · (t1x1 + t2x2 + t3x3) = t3x3 + t1x1 + t2x2,
where Z/3 = 〈ω〉. This is the action induced by the cyclic permutation on C S1 × C S1 × C S1. The subspace Y contains the
maximal Z/3-invariant subspace of X and X \ Y is a free Z/3-space.
A test map. The group Z/3 acts on R3 by the cyclic permutation of coordinates, that is,
ω · (r1, r2, r3) = (r3, r1, r2).
The subspace W3 = {(r1, r2, r3) ∈ R3 | r1 + r2 + r3 = 0} is a Z/3-invariant subspace of R3. Consider the test map τ : X →
W3 × W3 deﬁned by
t1x1 + t2x2 + t3x3 →
(
t1 − 1
3
, t2 − 1
3
, t3 − 1
3
)
× t1t2t3
(
d
(
γ (x1), γ (x2)
)− D
3
,d
(
γ (x2), γ (x3)
)− D
3
,d
(
γ (x3), γ (x1)
)− D
3
)
,
where D = d(γ (x1), γ (x2))+ d(γ (x2), γ (x3))+ d(γ (x3), γ (x1)). The restriction τ |X\Y is also called the test map. The map τ
is constructed in such a way that the following is true.
Proposition 2. The mappings τ and τ |X\Y are Z/3-equivariant mappings where Z/3 acts diagonally on W3 × W3 . Moreover, if no
continuous Z/3-equivariant map exists
S3 
 X \ Y → (W3 × W3) \
{
(0,0,0) × (0,0,0)}
 S3,
then there exists an equilateral triangle on the Jordan curve γ in the metric d.
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and represent H = C ⊕ C by q = a + jb with q ∈ H and a,b ∈ C, then Z/3 = 〈e2π i/3〉 acts on H, and hence on S3 by
e2π i/3 · (a + jb) = e2π i/3a + j(e2π i/3b).
To employ the CS/TM scheme, we develop the properties of the spaces X , Y and W3, and the test map τ . Consider the
Z/3-invariant subspace of X given by
Z = {t1x1 + t2x2 + t3x3 ∈ X | t1t2t3 = 0}.
Lemma 3. The subspace Z ⊂ X has following properties:
(1) Z 
 S3 ∨ S3 ∨ S3 ∨ S2 ∨ S2 ∨ S2 ∨ S1 ,
(2) for i = 2,3, Hi(Z ,Z) ∼= Z[Z/3] as Z/3-modules,
(3) for i = 2,3, Hi(Z ,F3) ∼= F3[Z/3] as Z/3-modules,
(4) H1(Z ,Z) ∼= Z is a trivial Z/3-module and H1(Z ,F3) ∼= F3 is a trivial Z/3-module.
Proof. (1) Cover Z with the following three subspaces:
Z1 = {0x1 + t2x2 + t3x3 ∈ X | t2 + t3 = 1},
Z2 = {t1x1 + 0x2 + t3x3 ∈ X | t1 + t3 = 1},
Z3 = {t1x1 + t2x2 + 0x3 ∈ X | t1 + t2 = 1}.
Observe that ω · Z1 = Z2 and ω2 · Z1 = Z3. Moreover,
Z1 ∼= S3, Z2 ∼= S3, Z1 ∼= S3,
Z1 ∩ Z2 ∼= S1, Z1 ∩ Z3 ∼= S1, Z2 ∩ Z3 ∼= S1,
and Z1 ∩ Z2 ∩ Z3 = ∅. The covering {Z1, Z2, Z3} generates a diagram Z over the poset P of all subsets of {1,2,3} of
cardinality 1 or 2:
Z({i})= Zi, Z({i, j})= Zi ∩ Z j,
Z({i, j} → {i}) is an inclusion Zi ∩ Z j ↪→ Zi .
The Projection Lemma [9, Lemma 4.5] implies that
hocolimP Z 
 colimP Z ∼= Z .
The Wedge Lemma [9, Proposition 3.5] provides the statement (1),
hocolimP Z 
 Δ(P ) ∨
∨
p∈P
Z(p) ∗ Δ(P<p)
= S1 ∨
∨
p∈{{1},{2},{3}}
S3 ∨
∨
p∈{{1,2},{2,3},{1,3}}
S1 ∗ S0,
where Δ(Q ) denotes the order complex of a poset Q . Statements (2) and (3) with coeﬃcients in Z follow from the related
equivariant Projection Lemma [8, Lemma 2.1, p. 1395] and an analogue of the Wedge Lemma [8, Proposition 2.3, p. 1395].
Though the Wedge Lemma of [8] is proved for rational coeﬃcients, the analogue over Z follows by the same proof in this
concrete situation. The Universal Coeﬃcient Theorem, used for passing from local coeﬃcients to tensor products [8, (2.2),
p. 1396], holds in this situation because the groups of local coeﬃcients are trivial modules over isotropy subgroups, giving
(3) and (4) with coeﬃcients in F3. 
Remark. The argument used in the proof of the previous lemma gives the following generalization of the equivariant
Wedge Lemma [8, Proposition 2.3, p. 1395] and consequently a generalization of equivariant Goresky–MacPherson formula
[8, Theorem 2.5(ii), p. 1397]:
Let D be a (P ,G) diagram satisfying (HOM) [8, p. 1394]. If k is a ﬁeld and, for every x ∈ P/G , the stabilizing group Gx
acts trivially on homology H˜∗(Dx,k), then there is an isomorphism of G-modules
H˜∗(hocolimP D,k) ∼=
⊕
x∈P/G
IndGGx
(
H˜∗−1
(
Δ( P̂<x),k
)⊗ H˜∗(Dx,k)). (1)
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T = conv
{(
−1
3
,−1
3
,
2
3
)
,
(
2
3
,−1
3
,−1
3
)
,
(
−1
3
,
2
3
,−1
3
)}
⊆ W3.
Then the boundary of a triangle ∂T does not contain the origin (0,0,0). We can now study further properties of the test
map τ .
Proposition 4. The spaces X, Y , and W3 are Z/3-spaces, the mapping τ : X \ Y → W3 × W3 \ {(0,0,0) × (0,0,0)} is Z/3-
equivariant. Furthermore, the subspaces Z ⊂ X and T ⊂ W3 are Z/3-invariant subspaces, and
τ (X) ⊂ T × W3; Z = τ−1
(
∂T × {(0,0,0)}).
Proof. Most of the proposition follows from the identiﬁcation of S1 ∗ S1 ∗ S1 with a subspace of C S1 × C S1 × C S1 and the
cyclic permutation action of Z/3 on C S1 × C S1 × C S1 and on R3. The remarks about Z follow by considering a typical
element of Z ,
t1x1 + t2x2 + t3x3, where t1 + t2 + t3 = 1, and t1t2t3 = 0.
Hence, at least one of the ti is zero, say t1 = 0. Then τ (t1x1 + t2x2 + t3x3) = (− 13 , t2 − 13 , t3 − 13 ) × (0,0,0). Thus τ (0x1 +
t2x2 + t3x3) ∈ ∂T × {(0,0,0)}. Furthermore, if τ (t1x1 + t2x2 + t3x3) ∈ ∂T × {(0,0,0)}, then at least one of the ti is zero and
t1x1 + t2x2 + t3x3 is in Z . 
To establish the existence of an equilateral triangle on the Jordan curve γ , we reformulate the mapping τ . Notice that
an equilateral triangle on γ gives some point in X with
τ (t1x1 + t2x2 + t3x3) = (a,b, c) × (0,0,0).
However, we can also get such a point in a degenerate fashion. For example, if some ti = 0, or if x1 = x2 = x3. By removing
Y from X , we avoid the case x1 = x2 = x3. By avoiding the subset Z , we prevent the case t1t2t3 = 0. Restrict τ to the
subspace of X given by X \ (Y ∪ Z).
In the subspace W3 ⊂ R3, let S(W3) = {(r, s, t) ∈ W3 | r2 + s2 + t2 = 1}, that is, S(W3) is the unit circle in the plane W3,
the intersection of the unit sphere S2 ⊂ R3 with W3. The radial projection x → x/‖x‖ takes W3 \ {(0,0,0)} to S(W3) in a
Z/3-equivariant manner. In fact, S(W3) is a free Z/3-space. We deﬁne another version of τ by
τˆ (t1x1 + t2x2 + t3x3) = (1− t1t2t3) w + t1t2t3 v‖v‖ ∈ W3 ∗ S(W3),
where w = ( 13 − t1, 13 − t2, 13 − t3) and v = (d(γ (x1), γ (x2)) − 13 D,d(γ (x2), γ (x3)) − 13 D,d(γ (x3), γ (x1)) − 13 D) and D =
d(γ (x1), γ (x2)) + d(γ (x2), γ (x3)) + d(γ (x3), γ (x1)). Then
τˆ : X \ (Y ∪ Z) → W3 ∗ S(W3)
is a Z/3-equivariant map where Z/3 acts on W3 ∗ S(W3) by ω · (t1x+ t2 y) = t1(ω · x) + t2(ω · y).
Assume that no equilateral triangles exist on γ . Then the mapping τˆ has its image disjoint from the subset
Q = {1x+ 0y ∣∣ x ∈ W3, y ∈ S(W3)}.
Since Z/3 acts freely on S(W3), it acts freely on W3 ∗ S(W3) \ Q .
Proposition 5. If there is no Z/3-equivariant mapping
β : X \ (Y ∪ Z) → W3 ∗ S(W3) \ Q ,
then there exists an equilateral triangle on the Jordan curve γ .
Proof. Since we would have an example with τˆ if no equilateral triangle exists on the curve, the proposition follows. 
Recall the following facts from the cohomology theory of groups [3].
Lemma 6. Let A = F3[Z/3] be a Z/3 from module, B = F3 be the trivial Z/3-module and C = F3[Z/3]/(1+ω +ω2)F3 , where
Z/3= 〈ω〉. Then:
(1) Hi(Z/3, A) ∼=
{
F3, i = 0,
{0}, i > 0.
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(3) Hi(Z/3,C) ∼= F3 , for all i  0.
Note that A, B and C are unique irreducible Z/3-representations of dimension 3, 1 and 2 over the ﬁeld F3.
Theorem 7. There is no Z/3-equivariant map
X \ (Y ∪ Z) → W3 ∗ S(W3) \ Q .
Proof. Denote
U = X \ (Y ∪ Z) and V = W3 ∗ S(W3) \ Q .
We recall the following facts:
(A) Z/3 acts freely on U and V ;
(B) Z 
 S3 ∨ S3 ∨ S3 ∨ S2 ∨ S2 ∨ S2 ∨ S1;
(C) Y ∼= S1 × Δ2 where Δ2 is a 2-simplex;
(D) Y ∩ Z = S1 × S1.
We ﬁrst establish that V , the codomain of τˆ is homotopy equivalent to S1 and as a free Z/3-space. Since W3 is con-
tractible, the complement of Q in W3 ∗ S(W3) may be represented as{
sx+ ty ∣∣ x ∈ W3, y ∈ S(W3), s + t = 1, t > 0}.
There is a sending t to 1/2, and contracting all of W3 to a point, leaving only S(W3) ∼= S1. This homotopy can be arranged
to be radial and so Z/3-invariant. The target of the homotopy is the free Z/3-space S(W3). Thus
H˜ i(V ,F3) ∼=
{
F3, i = 1,
{0}, otherwise.
For the space U , Alexander duality implies:
H˜i(U ,F3)
Alex.Duality∼= H˜4−i(Y ∪ Z ,F3).
The cohomology of Y ∪ Z is determined by the Mayer–Vietoris sequence
0→ H1(Y ∪ Z ,F3) → H
1(Y ,F3) ⊕ H1(Z ,F3)
F3 ⊕ F3
∼=→ H
1(Y ∩ Z ,F3)
F3 ⊕ F3
0→ H2(Y ∪ Z ,F3) → H
2(Y ,F3) ⊕ H2(Z ,F3)
{0} ⊕ F3[Z/3]
φ→ H
2(Y ∩ Z ,F3)
F3
→ H3(Y ∪ Z ,F3) → H
3(Y ,F3) ⊕ H3(Z ,F3)
{0} ⊕ F3[Z/3] →
H3(Y ∩ Z ,F3)
{0}
and the fact that map φ is surjection. More precisely, the map φ :F3[Z/3] → F3 is given by the norm:
α · 1+ β ·ω + γ ·ω2 → α + β + γ .
This can be seen from the geometric interpretation of the inclusion Y ∩ Z ↪→Z . Therefore
H˜i(U ,F3)
Alex.Duality∼= H˜4−i(Y ∪ Z ,F3)
(B)–(C)∼=
⎧⎨
⎩
F3[Z/3], i = 1,
F3[Z/3]/(1+ω +ω2)F3, i = 2,
{0}, otherwise.
(2)
Applying the Universal Coeﬃcient Theorem [7, Corollary 53.6, p. 326], [1, Theorem 7.4.8, p. 255] on the isomorphism in
Eqs. (2), we determine the cohomology of U and V as vector spaces:
H˜ i(U ,F3) ∼=
⎧⎨
⎩
F3[Z/3], i = 1,
F3[Z/3]/(1+ω +ω2)F3, i = 2,
{0}, otherwise,
H˜ i(V ,F3) ∼=
{
F3, i = 1,
{0}, otherwise. (3)
The structure of the Z/3-modules or Z/3-representations over the ﬁeld F3 on cohomology H˜∗(U ,F3) and H˜∗(V ,F3) is also
given by the isomorphisms (3). Indeed, all the Z/3-representations appearing in Eqs. (2) are irreducible Z/3-representations.
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Fig. 2. E3 = E∞-term of VZ/3.
Therefore, the dual for H∗(U ,F3), by the Universal Coeﬃcient Theorem, must be also the irreducible Z/3-representation of
the same dimension. Thus the isomorphisms (3) are isomorphisms of Z/3-modules (or Z/3-representations).
Assume that there exists a Z/3-equivariant map f :U → V . The map f induces a map [6] between
(1) Borel constructions fZ/3 :UZ/3 → VZ/3,
(2) ﬁbrations (U → UZ/3 → BZ/3) → (V → VZ/3 → BZ/3), and
(3) associated Serre spectral sequences E∗,∗∗ ( f ) : E∗,∗∗ (VZ/3) → E∗,∗∗ (UZ/3), which between the 0-rows
E∗,02 ( f ) :
(
E∗,02 (VZ/3) = H∗(Z/3,F3)
)→ (E∗,02 (UZ/3) = H∗(Z/3,F3))
is the identity, that is,
E∗,02 ( f ) = idE∗,02 = idH∗(Z/3,F3).
Both spectral sequences can be presented explicitly. Recall that the differential dr in both spectral sequences is an
H∗(Z/3,F3)-module homomorphism. Let us denote H∗(Z/3,F3) = F3[x] ⊗ Λ(e), where deg(x) = 2 and deg(e) = 1.
E∗(VZ/3). The E2 term is computed using Lemma 6:
Ei, j2 (VZ/3) = Hi
(
Z/3, H j(V ,F3)
)∼= { Hi(Z/3,F3) = F3, j = 0,1,{0}, otherwise,
and it can be pictured accordingly (Fig. 1). Moreover, in this situation Z/3 acts trivially on the cohomology of V , so
Ei, j2 (VZ/3)
∼= Hi(Z/3,F3) ⊗ H j(V ,F3). (4)
The fact that Z/3 acts freely on V implies that VZ/3 
 V /Z/3 and consequently:
For all i > 1, Hi(VZ/3,F3) = {0}. (5)
Therefore d2 = 0. The isomorphism (5) implies that d0,12 = 0. Let l ∈ H1(V ,F3) be a generator and
d0,12 (1⊗ l) = εx
for some 0 = ε ∈ F3. Then
d2i,12
((
xi ⊗ l))= d2i,12 (xi · (1⊗ l))= xi · d0,12 (1⊗ l) = εxi+1,
d2i+1,12
(((
xi ⊗ e)⊗ l))= d2i+1,12 ((xi ⊗ e) · (1⊗ l))= (xi ⊗ e) · d0,12 (1⊗ l) = εxi+1 ⊗ e,
and the E3 = E∞ term of the spectral sequence is given in Fig. 2.
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E∗(UZ/3). The E2-term is computed using Lemma 6,
Ei, j2 (UZ/3) = Hi
(
Z/3, H j(U ,F3)
)∼=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Hi(Z/3,F3), j = 0,
Hi(Z/3,F3[Z/3]), j = 1,
Hi(Z/3,F3[Z/3]/(1+ω +ω2)F3), j = 2,
{0}, otherwise,
∼=
⎧⎨
⎩
F3, j = 0,2, i  0,
F3, j = 1, i = 0,
{0}, otherwise.
Here Z/3-module C is as in Lemma 6. The E2-term is displayed in Fig. 3.
The only possibly nonzero differential on E2 is d
0,1
2 . If u ∈ E0,12 is a generator, then let d0,12 (u) = a. Considering the
H∗(Z/3,F3)-action, we have
0 = x · a = x · d0,12 (1) = d0,12 (x · 1) = 0.
Thus, d0,12 = 0 and consequently E0,12 = E0,1∞ , E2,02 = E2,0∞ .
Therefore, there is an element εx in E2,02 (VZ/3) = H2(Z/3,F3) which vanishes in the E3 term. But the same element in
E2,02 (UZ/3) = H2(Z/3,F3) cannot vanish. This leads to the contradiction
0 = εx = E2( f )
(
d2(1⊗ l)
)= d2(E2( f )(1⊗ l))= d2(1⊗ ηu) = 0.
Thus no Z/3-equivariant map U → V exists. 
Finally, the existence of an equilateral triangle on Jordan curve γ follows from Proposition 5 and Theorem 7.
3. Proof of Theorem 1
Let X and Y be G-spaces as stated in Theorem 1. Assume that f : X → Y is a G-equivariant map. Then f induces a map
between
(1) the associated Borel constructions fG : XG = EG ×G X → EG ×G Y = YG ,
(2) ﬁbrations (X → XG → BG) → (Y → YG → BG), and
(3) associated Serre spectral sequences E∗,∗∗ ( f ) : E∗,∗∗ (YG) → E∗,∗∗ (XG). Furthermore, on the E∗,02 = H∗(BG,k) row the in-
duced homomorphism is the identity, that is,
E∗,02 ( f ) = idE∗,02 = idH∗(BG,k).
Therefore, with the assumption (2) of the theorem, it is enough to prove that, for all i, 1 i < k,
d0,ii+1 : E
0,i
i+1(YG) → Ei+1,0i+1 (YG) is zero. (6)
First, we consider the spectral sequence E∗,∗∗ (YG) with coeﬃcients in the ﬁeld k. The E2 term can be partially computed:
Since Hi(Y ,k) is a free F[G]-module, we have
E j,i2 (YG) = H j
(
G, Hi(Y ,k)
)∼=
⎧⎨
⎩
{0}, 1 i  k − 1, j > 0,
k, j = 0,
?, otherwise.
Here we have used the fact that, for a free G-module M , the group cohomology H j(G,M) is zero for all j > 0. Thus, for
all i with 1 i < k, from the assumption (1) of the theorem, it follows that:
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This implies that, for 1 i < k,
E0,ii+1(YG) = E0,i2 (YG).
Let r ∈ {1, . . . ,k − 1} denote the smallest integer such that E0,rr+1(YG) ∼= E0,r2 (YG) ∼= k. If such an integer does not exist,
condition (6) is satisﬁed and the theorem is proved. Let l ∈ E0,rr+1(YG) ∼= E0,r2 (YG) ∼= k be a generator. Since the differentials d∗
are homomorphisms of H∗(G,k)-modules, the following equation holds:
0= di+1(x⊗ l) = x⊗ di+1(l)
in E∗,0i+1(YG) = E∗,02 (YG) = H∗(G,k). The assumption (3) of the theorem implies that di+1(l) = 0 and the condition (6) for all
i  r is satisﬁed. Continuing to the next “smallest” r, we apply the same argument to exhaust all choices. This shows that
the condition (6) holds for all i with 1 i < k and the theorem is proved.
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