Abstract-In this paper we present seasonal results of the effective earth radius factor distribution in South Africa using recently (2007)(2008)(2009) acquired radiosonde data from the South African Weather Service (SAWS) for seven locations in South Africa. Two data modeling methods are used to formulate the solution for the distribution of the effective earth radius factor.
INTRODUCTION

Radio Refractivity and the Effective Earth Radius Factor (k-factor)
The vertical profile of the radio refractivity is defined in terms of the atmospheric parameters of pressure, humidity and temperature and is given by [1] [2] [3] [4] [5] [6] [7] [8] :
where P is the atmospheric pressure (hPa), e is the water vapour pressure (hPa), and T is the absolute temperature (K). Equation (1) is valid for radio frequencies up to 100 GHz with errors of less than 0.5% [9, 10] . From Equation (1), we see that the radio refractivity consists of a dry and wet part [9] [10] [11] [12] :
N dry = 77.6 T P (2) and,
If the radio refractivity varies linearly with height h for the first few tenths of a kilometer above the earth's surface and doesn't vary in the horizontal direction, then the vertical refractivity gradient is given by [13] [14] [15] :
Electromagnetic waves travelling through the atmosphere are usually bent due to radio refractivity. For ease of geometrical analysis, these waves are represented as straight lines then compensation is done by assuming an imaginary earth radius, otherwise referred to as effective earth radius, r e [15] . The ratio between the effective and true earth radius is referred to as the effective earth radius factor (k-factor) and is given by [10, 16, 17] :
where k is the effective earth radius factor and r e is the effective earth radius and r o is the true earth radius and dn dh is the refractive index gradient. The k-factor is a function of the vertical refractivity gradient, dN/dh, and can also be determined from [13, 15, 18] :
Diffraction (k-factor) Fading
When a radio wave travelling from the transmitting antenna to the receiving antenna is intercepted by an obstacle, the signal is diffracted and consequently fading occurs. This type of fading occurs when the signal encounters either a single or multiple obstacles along its path. If the choice of both the median and effective values of the effective earth radius factor for link design is not appropriate for the particular topographical setting, the signal may be obstructed by the Earth and consequently little or no signal is detected at the receiver. This scenario is common when the k-factor assumes very low values (sub-refraction) and hence the need to determine the appropriate minimum k-factor for any particular link application [19] . This is the commonly referred to as the k-factor exceeded 99.9% of the time (effective k-factor) value. Both the median and effective values of the k-factor are essential in the determination of the appropriate antenna heights necessary to achieve adequate path clearance for the particular link application. ITU-R recommendation P.530-14 [20] outlines the procedure for the determination of appropriate antenna heights to avoid over or under estimations that could lead to unnecessarily long or short antennas. The procedures outlined in this recommendation underscore the need for appropriate determination of the accurate values of the k-factor for link design applications whenever local data is available. This procedure is key to avoiding wastage of resources in expensive redesigns and loss of revenue incase outage is experienced for example in Global System for Mobile communications (GSM), Universal Mobile Telecommunications System (UMTS) and Long Term Evolution (LTE) networks which are the key modes of land mobile communications currently.
Previous Work on the Effective Earth Radius Factor in Africa
Various reports have been presented on the refractivity and k-factor for Nigeria. The authors have worked on refractivity and k-factor statistics for various locations across the country using measurements from meteorological sensors either mounted on TV towers or ground measurements [2, 3, 5, 10, 18] . Palmer and Baker [13] [14] [15] have used regression analysis on data for summer inland rainfall areas of South Africa to develop a cumulative distribution model of the k-factor. Using this model they were also able to obtain contours of the k-factor exceeded 0.001 of the time annually. Odedin and Afullo [19, 21, 22] have also worked on the seasonal and annual k-factor variations and models for Durban in South Africa and Maun in Botswana. They have been able to develop curve fitting models of the k-factor for Durban and curve fitting and kernel models of the k-factor for Maun Botswana using eight months and three years data respectively. Most recently Fulgence [23] has worked on k-factor statistics for Central Africa, particularly Rwanda and North-Western Tanzania for seven locations. He was able to obtain the doubly truncated and kernel models of the k-factor for the seven locations studied. He also extended the k-factor statistics to cover the rest of the region by using kriging implementation in ArcGIS to produce contours of the k-factor not exceeded for 0.5 of the time.
DISTRIBUTION MODELING
Two different methods of modeling the seasonal k-factor statistics for South Africa have been applied. These are the kernel and the curvefitting methods.
Curve-fitting Method
The curve-fitting method used here is based on an algorithm developed by Odedin and Afullo [19, 21] for modeling the probability density function (pdf) of the k-factor. A Gaussian distribution of the measured data is assumed and then the parameters A, ∝, and µ k , as defined in [19, 21] are computed. The pdf model used has the following basic form [19, 21] :
ITU-R Recommendation P.453-12 [11] contains world refractivity gradient maps for the months of February, May, August and November but recommends that where local reliable data is available, the same should be determined. Using three years (2007-2009) recent meteorological radiosonde measurements obtained from the South African Weather Service (SAWS), k-factor curve-fitting models for the four months (seasons) of the year recommended in [11] , that is; February, May, August and November have been formulated for the seven locations studied at a height of 200 m above ground level.
Curve-fitting Results and Discussion
Figures 1-28 show the seasonal curve-fitting model plots of the kfactor distribution for the seven locations where measurements were taken. Table 1 shows the values of the parameters obtained both from August and 1.21 for November. Also, for Bloemfontein, the largest error is found to be 0.334 for the month of August while the least error is found to be 0.184 for the month of February. For Cape Town, the largest error is 0.156 for the month of August while the least error is found to be 0.104 for the month of February. For Cape Town, the Figure 15 .
Gaussian curvefitting estimate, Polokwane, August, 200 m a.g.l. Gaussian curvefitting estimate, Pretoria, November, 200 m a.g.l.
largest error is 0.156 for the month of August while the least error is found to be 0.104 for the month of February. For Durban, the largest error is 0.137 for the month of August while the least error is found to be 0.091 for the month of February. For Polokwane, the largest error is 0.178 for the month of November while the least error is found to be 0.124 for the month of February. For Pretoria, the largest error is 0.209 for the month of August while the least error is found to be 0.109 for the month of February. For Upington, the largest error is 0.223 for the month of August while the least error is found to be 0.146 for the month of February. For Bethlehem, the largest error is 1.27 for the month of August while the least error is found to be 0.333 for the month of February. Table 2 shows the curve-fitting models obtained. Table 2 . Seasonal Gaussian curve-fitting k-factor distribution models. 
Kernel Density Estimation
While histograms are traditionally the most common non-parametric method of representing data distribution, there are serious limitations associated with them. Some of these limitations are; that they depend on the width of the bins and their end points and also lack continuity (not smooth) [24] . Large bin sizes will result in only few regions being represented while very small bins will result in some empty bins. Kernel density estimators were introduced to deal with these challenges associated with histograms. This implies that, as with histograms, the kernel probability density function (pdf) is directly estimated from the data sample and therefore has no fixed data structure [24] . Thus, nonparametric methods avoid any restrictive assumptions about the form of the data distribution. Hence, non-parametric estimators have the advantage that they are able to reveal data structural features that parametric methods may miss out. To alleviate the dependence on bin end points experienced with histograms, kernel density estimators centre a kernel function at each data point thereby spreading the influence of each data point about its neighborhood. These kernel functions on each data point are then summed up together resulting in smooth curve. The kernel density estimate of a variable k whose kernel function is K(k) is then given by [24] [25] [26] [27] [28] [29] :
where n is the number of samples, h the window width, and X i the ith observation. The kernel function choice has no much influence on the final density estimate as compared to the choice of the window width, h, which determines the overall structure of the kernel density estimate. The number of data samples as well as the type of kernel function will particularly determine the optimal window width chosen for each data application. The kernel functions, their efficiencies and formulae for calculating the optimum window width for the four kernels used in this paper are shown in Table 3 [22, 26, 27] . However, none of these plug-in formulae in Table 3 will produce the global minimum of the error and so several iterations of computing the error will always be required to achieve the best result. This window width is optimum in that the error achieved between the measured and the kernel estimate is at its minimum. As the number of data samples increases, the value of the window width decreases. The most commonly used error criteria for optimizing the window width are the integral of square error (ISE) and the mean integral of square error (MISE). They are given by [28] [29] [30] :
and,
The ISE is the one chosen for this presentation. The kernel function is a true pdf centered at zero and it follows that the resulting kernel density estimate is also a true pdf. Therefore, kernels functions have the following properties [25] [26] [27] :
The four kernels in Table 3 are used to model the seasonal (February, May, August and November)median k-factor (µ k ) distribution across the seven locations in South Africa using a code programmed in MATLAB.
Kernel Results and Discussion
Due to space considerations, only kernel models that produce the least error are plotted. The ISE error criterion is used to optimize the model solutions. Figures 29-56 show the best kernel models for each season and location. In Table 4 , three values of the smoothing parameter 
have been presented in each case and the best choice of the smoothing parameter is the one which produces the least error. 
INTERPOLATION AND MAPPING
Interpolation refers to the process of predicting data values at locations where samples are not available using data from surrounding locations within a particular geographical range (area) [31, 32] . There are two broad categories of interpolation techniques namely; global and local methods. Global methods consider all known samples to estimate the value at a given location. Local methods consider only a fixed number of samples within a certain search radius to the point being estimated. Global methods are known to produce smooth estimates but are very sensitive to outliers. On the other hand, local methods produce less smooth surfaces but are less sensitive to outliers. Global methods 
Inverse Distance Weighting (IDW)
IDW is a deterministic interpolation technique. This technique is based on the proposition that things that are closer are more alike than those farther apart. As such, IDW uses a weighting policy to estimate values where data is not available with points that are closer to the prediction point assigned more weight than those farther from it [34] . The predicted estimate is then linear combination of the weighted measured values. The weight assignment in IDW is based on a power parameter, p that controls how much influence points have on the predicted value. The higher the power parameter, the more the influence closer points have on the predicted value and vice versa. Typically, the power parameter is assigned value of 2 or 3 but the choice can also be made based on error measurement resulting in optimal IDW [35] . Mathematically, the IDW predictor is given by [35, 36] :
where k(x, y) is the value to be predicted, N is the number of sample points, k(x i , y i ) is the known value at sample point (x i , y i ) and w i is the weight associated with it. The weight is given by [37] :
where p is the power parameter, d is the Euclidian distance between the prediction point and the sample point and is given by [36] :
where all parameters are as described in (14) and (15) . The weighting in IDW is such that the sum of all the weights sum to unity [35] :
Since IDW uses a simple weighting scheme, that is, it is based on the Euclidian distance between the interpolating point and the data points alone, the level of subjectivity is low hence computation speeds are faster compared to other sophisticated methods like kriging.
Kriging
Krigingis a stochastic interpolator but similar to IDW in that it also employs weighting to predict unknown values. Just as in IDW, the predicted value is a linear combination of the known weighted samples [32] . Points closer to the prediction point are also assigned more weight compared to those farther apart. However, the weighting used in kriging is more complex and involves spatial autocorrelation between the predicted point and known data points [37] . These spatial autocorrelation is modeled using the empirical semivariogram. The semivariogram is a plot of the semivariances against the separation distances (lag distances) of the known data points. The relationship that best describes the semivariogram is then used to build covariance matrices necessary for the determination of the weights. However, there are several known semivariogram models that can be fitted for the empirical semivariogram. They include the spherical, exponential, cubic, bessel, j-bessel and Gaussian and many others [33] . There are different kriging techniques; ordinary kriging, simple kriging, cokriging, kriging with trend and universal kriging [32] . The semivariance is a measure of the dissimilarity of a measured variable and is given by the average squared difference between the data values and is given by [37] [38] [39] [40] :
where N (h) is the number of data values separated by a distance h.
Of these, ordinary kriging is the most commonly used and is the only one discussed further.
Ordinary Kriging
In ordinary kriging, the mean is assumed constant and unknown in the local neighbourhood of the prediction point. The kriging weights sum to unity and are computed from [33, 40] : (19) where λ ok is the weights vector matrix, Z −1 ok is the covariance matrix for the known data points and M ok is the covariance vector matrix between the prediction data point and known data points. The kriging predictor is then given by [37, 40] :
where k oki (x i , y i ) is the data value at point (x i , y i ) and and λ oki is the weight associated with it and N is as defined in (14) . The seasonal measured values of the k-factor are gridded using PAST open source software [41] to create a smooth continuous surface (matrix). These matrices are then exported to MATLAB where contours are plotted. This procedure is repeated for four different kriging semivariogram models shown in Table 5 [40, 41] and then IDW interpolation is performed last. The Root Mean Square Error (RMSE) associated with each interpolation is computed and tabulated in Table 7 . The Root Mean Square Error is given by [37] : 
Model Model equation
Cubic
Interpolation Results and Discussion
The measured seasonal k-factor statistics are shown in Table 6 . The interpolation RMSE errors are shown in Table 7 . The kriging method that produces the best error performance and inverse distance weighting contour maps are the only ones presented due to space Figure 58 . February IDW median k-factor contours for South Africa. Figure 60 . May IDW median k-factor contours for South Africa. Figure 64 . November IDW median k-factor contour plot.
CONCLUSION
The seasonal distribution and variation of the median k-factor for South Africa has been studied in this paper. Both parametric (curve fitting) and non-parametric (kernel density estimation) methods of density modeling have been used to formulate solutions of the k-factor distribution. Parametric methods impose restrictive assumptions about the data distribution and therefore may miss out on fine structures of the data distribution. By using certain parameters to define the data distribution, they may actually not follow the measured probability density function so much and thereby resulting in larger errors as can be seen with the curve fitting results in Table 1 . The month of August produces the largest curve fitting errors for six of the seven locations, except in Polokwane where the worst performing month is November, while February produces the least error in all the seven locations. They are however easier to interpret since you can easily use parameters to summarize the data structure, for example, using the mean, median, standard deviation and variance, among others. The non-parametric technique used here is a better replacement for the traditional histograms used to represent data. Kernel methods have the advantage that they follow the measured pdf as much as possible and produce much smaller errors compared to parametric methods as can be seen from Table 4 . The optimal choice of the smoothing parameter, h is key to achieving the best kernel results. Overall, the rectangular kernel produces the best error performance for most of the seasons as can be seen in Table 4 and Figures 29-56 and is therefore the most recommended method for nonparametric modeling of the k-factor for South Africa. Also, all the four kernels used have a much superior error performance than the curve fitting method. From the distribution modeling results, we conclude that just as in [19, 21, 22] , the distribution of the effective earth radius factor for South Africa is bell-shaped, centered almost symmetrically around a median value, µ k . The interpolation of the seasonal k-factor measurements has been accomplished using four kriging semivariogram models and inverse distance weighting. The seasonal contour maps of the k-factor in South Africa have been produced for the four seasons of the year as spelt out under ITU-R recommendation P.453-12. The RMSE error performance in Table 7 shows that the IDW technique produces the least errors thus making it the most favorable. The spherical semivariogram model performs best in February, May and August and is therefore the recommended kriging method for the seasonal interpolation and mapping of the median k-factor statistics for South Africa. Results obtained in this paper will be critical for better and improved microwave and UHF link planning in South Africa as per the procedures outlined in ITU-R recommendation P.530-14 thereby addressing diffraction fading adequately.
