In this paper, the main objective was to determine whether edge details extracted from an image using edge detection techniques, with the help of image segmentation techniques, could be used to transform a particular image into a sketch. An automated sketcher system was developed and used to perform the transformation process, allowing three hypotheses to be tested and proven. In the end, it was shown that edge detection techniques can be used to obtain a sketch from an image. The success of the transformation process did not depend on the image type. Finally, a survey was conducted to determine which edge detection technique was best suited, to transform an image into a sketch.
Introduction
An intensive amount of research and development have been carried out in the field of transforming an image into a sketch and also caricaturing a sketch from an image. Among them includes [1] [2] [3] [4] [5] [6] . Most techniques used to transform an image into a sketch are techniques commonly used within the research field of face recognition. These techniques include Bayesian classifier [7] , eigenfaces [8] , principal component analysis (PCA) technique [9] , cited in [7] and elastic graph matching [10] . Some of the technique or method developed utilizes a database that consists of parts of human face templates, which are later used for matching with the original facial image, prior to producing the facial sketch.
Hough transform [11] is another commonly used technique at detecting lines and curves in pictures apart from those described above. However, almost all automated sketcher systems and techniques developed thus far have * focused on facial recognition and caricaturing a sketch of a face from an image. Not much research has been done on how to transform a general image scenario into a sketch. Besides that, using other techniques or methods such as edge detection techniques to transform an image into a sketch has not been thoroughly explored. In this paper, an automated sketcher system is described, which allows comparisons between nine different edge detection techniques, to answer these three hypotheses:
• (H1) Can edge detection techniques be used to help transform an image into a sketch? • (H2) Can the automated sketcher system be applied onto any type of image? • (H3) Which edge detection technique is best suited for transforming an image into a sketch?
Image segmentation techniques were also applied onto the edge-detected images to produce the sketch.
According to [12] , sketches are perhaps the simplest form of drawings because they consist of only lines. However, transforming an image into a sketch is considered as a very complex process because images are in bitmap format but sketches are in vector format. The two formats have different 'modalities', [13] . Nonetheless, this transformation is often an extremely useful one [14] .
Edge detection is a kind of image processing technique that is used to outline the boundaries of objects in the image plane [15] , cited in [16] . Nine different edge detection techniques, namely, Frei and Chen, Kirsch, Laplacian, Laplacian of Gaussian (LOG), Prewitt, Roberts, Roberts Cross, Robinson and Sobel, were implemented in the automated sketcher. Apart from that, other filtering techniques were also applied onto the original image and edge-detected image, respectively, for the purpose of enhancing the edges in the image and, at the same time, to reduce any unwanted noise in the image. Image segmentation can be defined as a procedure to partition an image into its constituent parts or objects, page 27 of [17] . However, according to pages 27, 567 of [17] , autonomous segmentation is one of the most difficult tasks in image processing and can determine the eventual success or failure of a computerized analysis procedure. Two image segmentation techniques were used in the automated sketcher system, a thinning algorithm [18] , and an algorithm called 'bugwalk' [19] .
The rest of this paper is organized as follows. The framework of the automated sketcher is presented in Figure 1 . The edge detection phase. Section 2. The edge detection phase is presented in Section 3. The image segmentation phase is presented in Section 4. Research findings and results from the survey are discussed in Section 5.
Framework of Automated Sketcher
The automated sketcher consists of an edge detection phase and an image segmentation phase. Figure 1 show the steps that are undertaken during the edge detection phase. The input to this phase is an original image, Oi, and the output is an edge-detected image, Ei .
• Original image, Oi, is filtered to enhance the edges in the image and at the same time reduce any unwanted noise in the image. A filtered image, Oi will be produced at the end.
• The filtered image, Oi , is used as input into the edge detection process, which will result in an edge-detected image, Ei, being produced.
• The edge-detected image, Ei, is then filtered and a grey-scale image, Ei , is produced at the end. Meanwhile, Fig. 2 shows the steps carried out during the image segmentation phase. This stage takes in the edge-detected image, Ei , and produces the sketch, S, at the end of the process.
• The edge-detected image, Ei , and a threshold value, Tv, are used as input arguments for the thinning algorithm process. During this process, all thick lines and curves in the edge-detected image, Ei , will be thinned down. At the end of this process, a thinned edge-detected image, TEi, will be produced. • Then, the thinned edge-detected image, TEi, and the same threshold value, Tv, are used as input arguments for the Bugwalk process. After the completion of this process, the sketch, S, for that particular image is produced.
Edge Detection Phase

Filtering Process
The filtering processes that are applied onto the original image and edge-detected image consists of a brightening and sharpening process, an inversing process and a Gaussian process.
Brightening and Sharpening
The brightening process was applied to the image to enhance the brightness level of the original image. The sharpening process was used to make the original image sharper.
Inverse
Implementing edge detection techniques produced images with a black background and a white foreground which contains the image details. To display the edge-detected image better, an inverse process was applied, to inverse the colours of the image.
Gaussian
The Gaussian process is a technique used to smooth the image.
Smoothing an image is a noise reduction technique [19] . The Gaussian used here is a two-dimensional Gaussian, which was implemented as two orthogonal onedimension Gaussian filters. The value of assigning σ = 0.5 was chosen after consideration of arguments of page 84 of [20] and [19] .
Edge Detection Process
In the automated sketcher system, nine different edge detection techniques were used to extract the edge details from an image that will later be used to obtain the sketch. Each edge detection technique has its own unique way to extract these edge details, using predefined mask operators with the exception of Laplacian and LoG. These mask operators are used to extract the edge details in various orientations. For techniques where more than one mask operator was used, the outcome from the different masks is combined together, thus producing one edge-detected image at the end. For each technique, the masks are applied separately to the red, green and blue colour planes of the image before being combined and thresholded to form a monochrome edge-detected image. The formulae used are given in (1)-(9).
Equations (1)-(3) are used to gather the edge details for the horizontal orientation, while (4)-(6) are used to gather the edge details for the vertical orientation. The same mathematical operations were also applied when obtaining the edge details for the diagonal orientation. After all the values for each colour plane and each orientation have been calculated, the absolute values of each newR, newG, and newB are combined. The result is then divided with the average of all the coefficient absolute values in the mask operators. This process is done to ensure that each method produces edge-detected images with similar contrast. Equations (7)-(9) are the mathematical operations that are used to produce the edge-detected images. R(x + i, y + j), G(x + i, y + j), B(x + i, y + j) are operators used to extract the current colour intensity between the underlying image and the kernel overlapping it, in terms of each colour channel. Ed(i, j), meanwhile, are the edge detection mask operator as illustrated in Table 1 .
For Laplacian and LoG, the mask combines information about horizontal and vertical edges. Another difference between these and the other methods is that they are based on the second derivatives of the image I(x, y) with respect to x and y. I(x, y) are intensity values at x and y position of the image. x refers to the width, while y refers to the height of the image. The others rely only on first derivatives. Table 1 shows the mask operators that were used for each edge detection technique to obtain the edge-detected images. Each matrix represents the operator to measure the derivative in x, y and diagonal directions of the image.
Note: avg refers to the average for the coefficient values in the mask operator.
Image Segmentation Phase
Thinning Algorithm
Thinning is a very important technique extensively used in areas of pattern recognition, visual inspection and character recognition [24] . Furthermore, thinning is also used for fingerprint analysis [25] , cited in [26] , and in biomedical systems [27] , cited in [26] . Thinning is a process that deletes dark points and transforms a pattern into a 'thin' line drawing known as a skeleton [28] . As a result, thinning is also essential in image processing and is used in the automated sketcher system to thin down the thick edges in the edge-detected image. The details of the thinning algorithm used can be found in [18] . The edge-detected image produced after the edge detection phase produces an image, which has an uneven mix of thin and thick lines and curves. As a result, the thinning algorithm was used to thin down all the thick lines and curves in the edgedetected image. However, the thinning algorithm will not thin down the already thin lines or curves in the image. The main idea is to make all the lines and curves in the edge-detected image to be one pixel thick. The thinned down edge-detected image produced is later used by the bugwalk operation.
Bugwalk
Bugwalk is a process used to perform edge tracing within the already thinned down edge-detected image. Edge tracing can be described as the process of following the edges and collecting the edge pixels into a list, page 2 of [29] . According to [30] , edge tracing is one of the most fundamental subjects of image analysis, as it plays an important role in object recognition.
The concept of the bugwalk process can be found in page 323 of [16] . However, the original process implemented a three neighbour's concept, whereby, the program will only search for points in three directions, namely, east, southeast and south only. As a result, the original program 406 
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was modified to an eight neighbour's concept, which results in a more effective tracing of the edges. The neighbourhood concept is used to traverse between points within an image and perform the bugwalk process. The three neighbouring concept in Fig. 3 only considers the three nearest neighbours surrounding the x, y position of the image. The eight neighbouring concept in Fig. 4 meanwhile considers eight nearest neighbours surrounding the x, y position of the image.
Research Findings and Survey Result
After the completion of the automated sketcher system, the three hypotheses that were outlined earlier were tested. As a result, the following conclusion for each hypothesis was reached.
(H1) Can edge detection techniques be used to help Figure 5 . Examples of transforming an image into a sketch.
transform an image into a sketch? With the success of the automated sketcher system being developed, it has proven that edge detection techniques can be used to obtain a sketch from an image. The edge details of the image were traced by using each edge detection technique and the segmentation process were used to produce a sketch by using the edge details in the edgedetected image. Some examples are shown in Fig. 5 . As a result, the first hypothesis has successfully been proven to be true.
(H2) Can the automated sketcher system be applied onto any type of image?
Different types of image were applied onto the automated sketcher system during the testing phase, as a way to justify this hypothesis. Regardless of the image type used, which could be JPEG (lossy), PNG (lossless), GIF (lossless), etc., the final outcome remained the same, as the sketch was successfully produced in the end. Furthermore, this also proves that the type of image encoding does not influence the sketch being produced. This shows that the automated sketcher system could be applied equally well to lossy and lossless images. Sample images in different type used to prove this hypothesis is shown in Fig. 6 .
(H3) Which edge detection technique is best suited for transforming an image into sketch?
Early experiments did not provide significant evidence to conclude which edge detection technique is the best suited for transforming an image into a sketch. Therefore, a survey was conducted to gather statistical evidence from respondents that would help in answering this third and final question. The survey was conducted for about a month and 80 respondents took part in the survey. The respondents were asked to utilize the automated sketcher system and answer a questionnaire. The questionnaire was organized to examine five different objectives for each edge detection technique. The five objectives were: Resemblance
• Used to determine whether or not the sketch had any resemblance to the original image.
General shape
• Used to determine whether or not the sketch had the general shape, if compared to the original image.
Preserves details
• Used to determine whether or not the sketch preserved the details, if compared to the original image. Pleasing to the eye • Used to determine whether or not the sketch produced was pleasing to the eye. Threshold range
• Used to determine whether the default threshold value used was suitable. The defaults had been selected after a small pilot survey. When the respondents utilized the automated sketcher system, they were asked to use one of the four different images that were selected as test data, as shown in Fig. 7 , to answer the entire questionnaire. The nine edge detection techniques were applied one by one onto the image to obtain the respective edge-detected images. Next, the image segmentation techniques were applied onto the edge-detected images to obtain the sketches. Realistically, artists would normally sketch a scenario based solely on their perception of the scenario using only their eyes as a guide. With this in mind, no computation was included into the system to compute the threshold range. Computing the threshold range would make the system more automated instead of allowing the user using the software to decide the proper threshold. The proper threshold is measured when the sketch appears to the user to fulfil the criteria of resemblance, general shape, preservation of detail and pleasantness to the eye. Feedback obtained from the survey contributed to an appropriate threshold range for each edge detection technique as shown in Table 2 .
The default threshold values that were used by the image segmentation phase varied between the nine different edge detection techniques. As the respondents utilized the system, they answered the questions about resemblance, shape, details and aesthetic value for each of the edge detection technique. Finally, after the respondents had tried all of the nine edge detection techniques, they were required to conclude which edge detection technique they felt was the best suited for transforming an image into a sketch.
From the 80 respondents who took part, 41% of them concluded that the LoG was the best-suited edge detection technique to transform an image into a sketch. The analysis charts produced from the survey for each objective, Figs 8 and 9 , confirm the effectiveness of LoG as the best-suited edge detection technique for transforming an image into a sketch by obtaining significantly high scores as compared to other edge detection techniques. In Fig.  8 , the x-axis represents the edge detection technique used, whereas the y-axis represents the mean values of a particular edge detection technique being chosen by the respondents. Figure 10 provides a pie chart that summarizes the respondent's choice of the best edge detection technique. 
Conclusion
Analysis results have proven that edge details extracted from an image using edge detection technique, with the help of image segmentation techniques, can be used to transform any type of image into a sketch successfully. Survey analysis have proven that edge detection techniques based on second derivatives such as Laplacian or LoG outperforms edge detection techniques based on first derivatives when rating the sketch as compared to the original image in terms of resemblance, general shape, details and pleasantness to the eye. In the future, it would be worthwhile to repeat this experiments using third or higher derivative techniques to see how well they perform.
