framework, via his category of quadratic algebras [MI, M2] . The treatment by Faddeev and Takhtajan in [FT] is the basis of the approach used in the present paper.
In separate work, Drin'feld [Dl ] and Jimbo [Jl ] found q-deformations for a large class of Lie algebras. Jimbo [Jl, 521 also found q-deformations for the finite-dimensional rational representations of X(n). Rosso [R] and later Lusztig [L] have studied Verma modules and integrable representations for q-deformations of a large class of Lie algebras. Recently, Frenkel and his student N. Jing have constructed, in a concrete manner using vertex operators, realizations of q-deformations of representations for the simply laced afline algebras.
Note. The preceding represents only that subset, available to us at the time the present paper was written, of the growing literature on the subjet of quantum groups: we ask the indulgence of the reader for any omissions or inaccuracies, with special apologies to any whose work has not been adequately cited.
In spite of so much recent attention to the concept of "quantum group," much remains to be clarified. In particular, the uniqueness of the q-deformations of a given group (for instance, in the sense suggested in [D2, p. 8071 ) seems still to be an open question; cf. [GS] . In a recent conversation, Manin has explained to us that such uniqueness certainly fails without the freeness hypothesis in [D2. p. 8011 but that it is (at present) not inconceivable that there is uniqueness (in some properly defined sense) if this freeness hypothesis is required. Such a freeness condition is, in fact, satisfied by the construction in this paper (cf. part d of Theorem 3.1.4).
In the final Chapter 13 ("Some Open Problems") in [M2], Manin proposes, as Topic 5, that "it would be very important to define non-commutative flag spaces for quantum groups." Let us note, in the "classical limit" q= 1, the following three constructs connected with Manin's problem:
(a) the "base afline space" G/U of Gelfand and Kirillov (b) the "shape-algebra" /i +G of regular functions on G/U (c) the (protective) flag variety G/B (where B is a Bore1 subgroup of the reductive group G, and U is the unipotent radical of B).
These three are closely related (e.g., G/B may be constructed from A +G by applying a suitable Proj). Perhaps future developments of the existing work on non-commutative algebraic geometry may eventually lead to the construction of quantum flag manifolds in the senses (a) or (c) above. In the present work we have taken the easier path of studying Manin's problem in the sense (b); i.e., we here follow the lead of Faddeev, Reshetikhin, and Takhtajan, who in [FRT] suggest interpreting the concept of a "homogeneous space" over a quantum group, as meaning a comodule algebra over the relevant Hopf algebra; the construction given in the present paper is of this type.
The purpose of the present paper is to construct q-deformations of certain homogeneous spaces (namely, the afline Grassmann and flag varieties) over the q-deformation described in [Ml, M2] or [D2] of GL(n), ,X(n), and the semigroup M(n) of matrices under multiplication. The constructions obtained behave well under change of rings and are valid in any characteristic.
Or course, what is deformed is not the flag variety Flag" itself, but rather the ring K[Flag"] on this variety. The generators and relations for this ring (or equivalently, a set of generators for the prime ideal of Flag"), valid in every characteristic, were first given (to the best of our knowledge) in [Tl, T2] ; our task in this paper is to q-deform K[Flag"], by q-deforming the relations in question. Curiously, the original set of equations in [Tl, T2] q-deform quite automatically (yielding equations (3.2a), (3.2b), and (3.2~ below); what was most difficult (for us) in the present construction, was the q-deformation of the relations asserting the commutativity of the ring K[Flag"]; as we pass to the non-commutative q-deformation, these become the rather intricate relations (3.2d).
Naturally, some restrictions must be imposed for this task to be a meaningful one. We have required that the deformed algebra be free over the relevant ring (which is K[q, q-~ '1 for our construction); that it reduce to K[Flag"] when q = 1; and finally that the deformed algebra be a comodule algebra over the deformed M(n) (or &L(n) or GL(n)). (This last condition has been the most formidable, in practice; so much so that we hope for some degree of uniqueness in our construction, on the grounds that this condition seems to the authors, to have forced all our choices on us. But such questions may be premature, until the uniqueness is settled for the q-deformation of the group itself.) We shall speak of a strict q-deformation when these three requirements are satisfied.
Section 1 reviews the construction of the "classical" flag scheme and of the quantum deformations (due to the authors cited above) of XL(n), GL(n), M(n). Section 2 develops the q-analogs of symmetry, alternation, and (cf. [M2]) the q-determinant. The constructions in this section of the quantum symmetric and exterior algebras are special cases of constructions in [M2], but are included to make the treatment self-contained; they will be utilized in the construction (which we believe is new) of the quantum shape algebra. Finally, Section 3 gives the construction of the q-deformation of the flag variety (Definition 3.1) together with the proof (Theorem 3.4) that this construction indeed enjoys the properties cited above.
We thank Yu. I. Manin and L. D. Faddeev for brief but extremely illuminating conversations about these matters at the December 1988 US-USSR mathematics conference at the University of Pennsylvania; we also thank L. Crane, I. Frenkel, and N. Jing for helping us find our way into some of the literature on quantum groups. The second author thanks De Paul University for sabbatical support during the time when this paper was written, and Yale University for its hospitality during this period.
PRELIMINARIES 1 A. The Affine Grassmann and Flag Schemes
Let K denote a commutative ring with 1. Assume there is given a totally ordered set (4 <I= {f,? . ..>f.) (withf, < ... <f,) and let F be K-free on B as basis.
These assumptions will remain in force for the remainder of the paper. All constructions to be described are functorial in K, i.e., behave well under change-of-rings K + K'; thus we are really dealing with group schemes and Hopf algebra schemes over K and homogeneous schemes over these, together with their q-deformations.
While the constructions of the Grassmannian and flag schemes Gr'*"(F, K), Flag"(F, K) are basis-free (and make sense even if F is an arbitrary K-module), our construction of q-deformations for GL(n, K) (and a fortiori for the associated Grassmann and flag schemes) seems to require, in an essential way, the specific choice, not only of a free basis for F, but also of an ordering for this basis.
Let us set E= Hom,(F, K). (whenever 1 d r 6 s < t d n and then for all choices of i, , . . . . i, + r, j, , . . . . j, ~ r between 1 and n; there is no real loss of generality if we only retain those equations for which 16i, < ... <i,+,<n and 1 <j,< ... <j,-,<n). We then define the aftine Grassmann scheme Gr',"(B) = Gr'," to be the closed subscheme of Flag", for whcih Gr'%"(B)(K) is the subalgebra of Flag"(B)(K) generated by the subset of (111) consisting of those elements .f(i 4) 1, ..., (i's between 1 and n)
for which r has the given value t.
Remarks. It is proved in [T2] (where Flag"(B)(K) is denoted by A'F, the "shape-algebra" on F) that these schemes Flag"(B), G+"(B) are reduced, and becomes what one would expect, when K is a field of any characteristic. Note the defining relations for Gr',"(B) (K) are the subset of (1.2), consisting of those equations for which s = t.
We note that Flag"(B)(K), Gr'*"(B)(K) should be thought of as the affine flag and Grassmann varieties belonging to the dual space E.
An important part of the structure of the K-algebra Flag"(B)(K)=/i+(B, K) involves its gradation by the semigroup P(n) (of "partitions with all elements 6 n"): DEFINITION 1.2. We define P(n) to be the semigroup, consisting of all finite non-increasing sequences a = (a,, . . . . a,), n>a,a ... >a,>0
(1.3) of positive integers not exceeding n; if also
we define M +p to be the element of P(n) obtained by rearranging the sequence (a,, . . . . a,, bl, . . . . h,) in non-increasing order. P(n) is also to include the "empty partition" c(~ (the special case of (1.3) for which s=O) and for all a in P(n) we set a+ad=a=a4+a.
We then define, for a given by (1.3),
to be the K-span of all products (while we set AQ(B, K) = K). (2) The major interest in this gradation lies in the observation that each A"(B) is a GL(n, K)-module, free of a finite rank independent of K. If K is a field of characteristic 0, this module is irreducible, and we obtain in this way each finite-dimensional irreducible polynomial representation of GL(n, K) exactly once. For general K, we obtain a K-form (the dual Weyl module) of the relevant representation (see [Tl, T2] for proof of these facts).
(3) The q-deformation constructed below for A +B (and valid in any characteristic) thus carries with it a q-deformation of all these representations A"B at the same time.
(4) See Note I at the end of the paper.
1B. q-Deformation of M(n), etc.
In the present paper, a "Hopf algebra" is always understood to possess an antipode, failing which, we speak simply of a bialgebra. If rc is in the symmetric group G,, we set, as is usual,
EXAMPLE. ~~(2, 2, 1, 2) = qp2. The q-determinant of X is then defined to be
Finally, we define the q-minor (where l<i,<...<i,dn, Z=(i,...i,}, and similarly l<j,<...< j, < n, J = {j, , . . . . j,}) to be the q-determinant of the q-generic matrix constructed from X by taking rows i,, . . . . i, (in that order) and columns j,, . . . . j, (in that order).
Remark. Conditions (1.4) are readily seen to assert, precisely that every 2 x 2 minor of X is q-generic; hence (as asserted above) so is every s x s submatrix provided the rows and columns are taken in ascending order. DEFINITION 1.4. M,(n) = M&n, K) is the bialgebra over K,, constructed as follows. As an associative K,-algebra with 1, M,(n) is generated by n* elements x(j) I (l<idn, 1 <j<n) subject to the relations (1.4); while the structure of M,(n) as K,-coalgebra is given by the coproduct (resp. counit)
Here are some well-known facts about M,(n) (cf. [FRT, Sect. 2, Theorems 2 and 33):
(a) This is indeed a hialgebra; i.e., the algebra and coalgebra structures given in Definition 1.4, are compatible, (b) det, X is a group-like element, and generates the center qf M,(n).
Facts (a) and (b) enable us to define the Hopf algebras &L,(n), GL,(n) as follows (cf. [FRT] ). As K,-algebra, X,(n) = SL,(n, K) is the quotient K,-algebra M,(n Mdet, X-1) with coalgebra structure defined by (1.5) and antipode defined by sxp = (-q)'-i Ix;:::;:::;l,.
Similarly, GL,(n, K) is, as algebra, the result of inverting det, X, i.e., is the K,-algebra defined by the symbols X, (j) together with a new symbol D, subject to the relations (1.4) together with the relations
while the coalgebra structure for GL,(n, K) is given by (1.5) and its antipode is given by SX{j)= (-q)'-j IX::::i:::ily (det, X))'.
As q -+ 1, M,(n), XL,(n), GL,(n) "become," respectively, the bialgebra
in the sense that, via the unique K-algebra homomorphism Ev: K,-+ K, q-1 (1.6) which maps q to 1, we have
(Thus there is a slight abuse of notation customary in the literature, to which this paper will also contribute; it would perhaps be more precise to write K,,[M,(n, K)], etc. for our M&n, K) = M,(n), etc.) Note the "evaluation map" (1.6) yields in an obvious way similar maps
(which will all also be denoted by Ev), and which are all relative homomorphisms of bialgebras over the ring homomorphisms Eu: K, + K. ProoJ: Case 1. Two consecutive A's coincide. We may assume Ai= 4+-l, 1 6 1 < n -1. It is claimed that, in this case, the terms in the sum (2.1) cancel in pairs: namely
. ,$.y)xyl+ 1)). . qm' with oi < g( i + 1) cancels the term
because, by (1.4b), x$,;(i+ 11)x$.4 = qx@i)x~~~~il+ 1)). If I=0 then A,=l, &=2,..., 2, = n, and (2.1) holds by the definition of det, X. Suppose now I > 0, and the result to be proved holds for sequences with I-1 inversions (which may or may not have consecutive I's equal).
There exists i with 1 d i 6 n -1 and ii > Ai+, . Let (A',, . . . . iA) result from (2 i, . . . . 1,) by interchanging lj, lli+ i, i.e., n:= &+ ,, /I;+, = A;, /I; = A, otherwise.
Then Z(A;, . . . . nk) = I-1, so, by the induction hypothesis,
As in the preceding argument, we divide the elements of G, into n !/2 pairs, matching together g and g1 if they coincide except at i and i+ 1, i.e., if o1 = a(i, i + 1). Let S denote the set of those n !/2 elements r~ of 6, for which ai -C o(i + 1); then utilizing (1.4), together with (2.2)
. . . xy
Q.E.D Note. A rather different proof of Proposition 2.1 may be given once our later Propositions 2.8 and 2.9 have been obtained; the proofs of these do not utilize Proposition 2.1, and we owe to the referee the observation that they immediately imply Proposition 2.1 (cf. the Remark following Proposition 2.9). DEFINITION 2.2. Under the hypothesis of Proposition 2.1, we denote the left side of (2.1) by IXi;f:::;x;'l y.
Remark. We could think of this as the q-determinant (in an extended sense) of the matrix (no longer a q-generic matrix) obtained from X by rearranging its rows so the original I, row is now first, the original il, row is now second, etc. in M&n, K) to be irregular if there exist integers 1, p such that 1 d I < p 6 s, i, 3 i, , andj, 3 j, with at least one of the latter two inequalities being strict. We call (2.3) "regular" otherwise and denote by B"("' the set consisting of 1 together with all regular monomials.
Then M&n, K) is K,-free on B"("'.
Proof
This is an immediate consequence of Bergman's "diamond lemma" [B, Theorem 1.21 which applies to the "reduction system" S given by (1.4a), (1.4b), and (1.4c), and taking as partial ordering < on the set of words in the symbols XI", the lexicographic ordering derived from the following partial order on these symbols:
Note. Thus, in the sense indicated in the Introduction, the scheme M&n, B) is a strict q-deformation of the scheme M(n, B). Remarks. (i) For example, if f(X, , X7, X3, X4) is q-symmetric and Xi < X, then j(X,, X,, X,, Xi) = q3f(X,, X,, X2, X,); if f is q-alternating and X,<X,<X,<X, then f(X,X,X,X,)=(-q)-3f(X,,X2,X3,X4) while j(X,, X,, X3, X4) = 0.
(ii) Example of a q-alternating function. Let X= IlXij)ll be a q-generic matrix; then (by Proposition 2.1) the expression Ix;;',;::
of Definition 2.2 is q-alternating, considered as a function of the n variables A,, . . . . A, (each with values in the ordered set { 1 < 2 < . < u}).
We shall next construct (cf. [M 1, M2, Dl, D23) several comodules over M&n, K,) (resp. CL,(n), Z,(n)) which are to be thought of as q-deformations of corresponding representations of M(n) (resp. GL(n), Z(n)). We shall concentrate on the bialgebra M,(n), for the remainder of the paper, since trivial modifications yield the two other cases for the Hopf algebras GL,(n) and SC,,(n) .
In the first place, let us denote by F, the free module over K, = K[q, q -'I on B = {f, < fi < ... <f,,}; this has a natural structure of left comodule over M,(n), given by We shall call this the basic representation of M,(n). We next describe the q-deformation of the symmetric algebra SF: Note. Let us briefly review the concept of comodule algebra (cf. [A, Chap. 3, Sect. 2.23) which will play an important role in the remainder of this paper.
Let k be a field, Ha k-bialgebra, A both a left H-comodule via the structure map p: A + HOk A and also an associative k-algebra via the multiplication m: A Ok A -+ A. Then A is said to be an H-comodule algebru provided it satisfies the following 2 properties: cp( lA) = 1 Ha 1 A, and if p(a) =Ci hima;, p(a')=x, hj@uj (all h in H, a in A) then p(aa')= Ii, j (hih,) @ (a,~:), i.e., provided that p is a k-algebra homomorphism.
Here is an equivalent reformulation, which will be useful in the proof of Proposition 2.6 (and later). Observe first that, given two left comodules E and F over a k-bialgebra H, there is a natural structure of left H-comodule on EOk F, with structure map pEOF defined to be the composite 4 WOWOECW'~, HOEOF.
Then given A as above, the assertion that A is a comodule algebra, obviously is precisely the assertion that m: A Ok A + A is a homomorphism of left H-comodules (with A Ok A given the comodule structure just explained). It follows that, if G is a generating set for an associative k-algebra A and po: G -+ HO A is any map, the necessary and sufficient condition that pO prolongs to a structure map p: A -+ HO A exhibiting A as H-comodule algebra, is that p respect all the k-relations on G, i.e., c a, g;' g;' = 0 =a c a,p(g,)"' . . . p( g,)"
and in this case the prolongation p is unique. Moreover, it suffices to verify this for a generating set of relations on the elements of ,G.
Proof of Proposition 2.6. It suffices to verify that (2.7) respects the defining relations Let us do this in some detail, since this is a model for similar, more complicated, computations which will be given more sketchily in several later parts of this paper.
To prove (2.8), it suffices to verify the two following equalities (still assuming i < j):
(2.8a) and, if s < t, then
Jyq" Of, f, + x;"xy 0 f, f, =q(x~"'x~"~f,fr+x~"xJ"'of,f,).
(2.8b)
Both of these are immediate consequences of (1.4) together with fi fr= qfsf,. Namely (2.8a) follows from J/;.sQ-y = qxy'x;"' if i < j.
Next, the left side of (2.8b) minus its right side equals [x;"'xj" + qx;Q-y -qXj"'XJ" -q*xyxj"'] @ (f,f,).
(2.9) Since s < t and i < j, A';') commutes with Xi" and X~"X~' = Xis)Xj') + (q-q-l) X~"X~"'; thus we see that (2.9) equals p-;x; + [qxy;
+ (42 -1) X:X;] -qxy; -q*x:x;-j 0 (jy,)
which (as was to be proved) equals 0.
DEFINITION 2.7. By A, =,4,(B) =A,(& B), the q-exterior algebra on (F, B) will be meant the associative algebra with 1 over KY generated by fi, .,., f, and (denoting by A the multiplication in A4) with relations generated by if l<i<j<n if 16iGn.
This has the natural gradation given by ProoJ: This is essentially the same as that of Proposition 2.6, except that now the identities to be verified are if 1 < i < j < n, 
Since p gives /1, the structure of a M,(n)-comodule algebra, by the preceding proposition, we have We owe this elegant observation to the referee; note that it gives a novel proof of Laplace's expansion even in te classical limit q = 1; cf. also the argument in Section 8.3 of [M2].
PROPOSITION 2.11. Zf X= IIXij)II 1s an n x n q-generic matrix, then so is its transpose XT, and det, X= det,(Fj.
The first part is clear for n = 2; since a matrix is q-generic if and only if its 2 x 2 minors are, the first part holds for all n.
To prove the second part, it suffices to prove xl"" 3 . . . . x(rm) = x(1) n a-l,, . ..) xg1,, forall CJEG~, for then, noting that I(a) = Z(o-'), we have The argument is by induction on r, the case r = 1 being trivial. We note that, in the term on the left side of (2.15), the factor X!' l7-with T= ~'1 commutes with all factors Xi;' (1 6 I < T) to its left (by 1.4d); we may thus move XJ' r,-l, to the left of this term, and then rearrange the remaining r -1 factors (using the induction hypothesis) to obtain the term on the right side of (2.15). 
CONSTRUCTION OF THE q-DnFoRMArroN OF THE FLAG MANIFOLD
We are now ready for the q-deformation of the shape-algebra defined in Section 1, i.e., of if 1 < i, < . . < i, < n and rc E 6,. will be meant the P(n)-graded associative Z&-algebra with 1, generated over K, by the q-exterior algebra A,(B), i.e., by the elements (3.1), with relations on these generators given by the following three sets of relations: (while for the empty partition CQ we define LIP" to be K,).
Remarks and Motivations
Remark. Note that these q-shape modules A: include as special cases fl;al, when s= 1 and c( = (a); S; when s = a and CI = (1, . . . . 1) (a repetitions).
Remark 2. How complicated are these equations (3.2), as compared to the equations in Subsection l(A) for the jlag scheme Flag"(K)? The equations (3.2a) and (3.2b), expressing the fact that f&ii, . . . . i,) is q-alternating in its indices, are the obvious q-analogs of (1.2a) and (1.2b) which express the alternation of f(il , . . . . i,) in its indices.
As already noted, (3.2~) becomes (1.2~) when q= 1. Both systems are systems of quadratic equations, all non-zero coefficients being f 1 in (1.2c), and being of the form ( -9) to some power for (3.2~).
As noted in the Introduction, the recipe for passing from (1.2~) to (3.2~) is a rather straightforward one: we note that (1.2~) is an alternating sum, i.e., of the form ;(-l) '(kl, ...y '"'f(k, , . . . . kN) taken over a certain collection S of permutations of a set k,, . . . . k, of indices; then to obtain (3.2~) we simply replace alternation by q-alternation, i.e., Proof: This boils down to proving precisely the same equality (between (3.4a) and (3.4b)) already demonstrated in the preceding lemma.
Remark. Because f, is q-alternating in its arguments, in fact (3.6) holds even if (3.5) does not; an analogous observation is valid for the preceding lemma. 
Proof
The result of applying this substitution to the Alternation Relations (3.2a) and (3.2b) is precisely Proposition 2.1.
The result of applying the indicated substitution to the Young Symmetry Relation (3.2~) is the equation which asserts that (for 1 < r Q s < t <n, l<i,< ... <i,+, < n, and 1 < j, < . . < j, _ r < n) the following expression 
. ii} c [s] c [t],
Proposition 2.1 shows that 11: ".' " "'.'.' " I4 = 0; i.e., each term in the sum on the right-hand side of (3.10) vanishes. Hence A = 0, as was to be proved. Finally, it remains to be verified that (3.2d) is satisfied by the substitution specified in Proposition 3.4, i.e., that for 1 <r <s<n, and all i,, . . . . . . Denote by C the right-hand side of (3.11); using Proposition 2.10 we may rewrite this as Note. Thus, in the sense indicated in the Introduction, A:(B) is a strict q-deformation of the coordinate ring A +(B) of Flag", over the deformation M,(n) of M(n).
ProoJ: In order to prove (a), we must show the structure-map (2.12) respects the relations (3.2). This is immediate for (3.2a) and (3.2b).
Suppose 1 < r < s < t 6 n. Let N,,,, denote the K,-submodule of Ai@, ,4", spanned by all elements of the form (3.2~). To show p respects (3.2c), it suffices to verify that N,,, is a left M,(n) sub-comodule of A: aKy ,4.;; this is an immediate consequence of the fact that N,,, is precisely the image of and that this composite map is a morphism of left M,(n)-comodules by Lemmas 3.2 and 3.3.
Similarly, we consider the submodule L,,, of spanned over Kq by the differences between the left and right sides of all the equations (3.2d); to show that the structure map p respects the commutativity relations (3.2d), and so to complete the proof of ( The proof of (a) being complete, let us next turn to the proof of (b), (c), and (d).
Observe first that maps 4, Eu+ are indeed well-defined by (3.14) resp. (3.15): for C$ this is the content of Proposition 3.4, while for Euf this is a consequence of the fact that if q is replaced by 1 in (3.2a) through (3.2d), the resulting equations are valid in the shape-algebra A +F (cf. Theorem 5.3 on p. 444 of [T2]).
We shall omit the straightforward verifications needed to establish the assertion that 4 is a morphism of left M,(n)-comodule algebras, and that the epimorphism Eu+ has the compatibility conditions asserted in (c). These assertions being granted, and since 4 and Eu + are clearly epic, all that remains to establish (b) and (c) is the proof that 4 and Eu+ are manic.
Since Eu+ is well-defined by (3.15), it follows that also Thus, the diagram (3.16) is the direct sum (over all CCE P(n)) of the commuting diagrams E; I E";
in which E ";, E;, 4' are epic, while 4"; is a K-module isomorphism.
To prove (d), we shall next construct a free &-basis for A:(& F), which we shall denote by Bi, and which is a q-deformation of the free basis B" constructed for A"F in [Tl, p. 911 , in the sense that E"; maps the former to the latter. (The proof that Bi is a basis will then involve L%(B) and the diagram (3.17),.) This construction is achieved by the followmg sequence of definitions: DEFINITION 3.6. Let c( E P(n) be given by '2 = (a,, . . . . a,) E P(n), so n>,a,B ... >a,s>O.
We then define the Young-Ferrers frame for c1 to be the set It is proved in [Tl] that B' is a K-basis for A"F, precisely the same argument utilized there to show that Ba spans ,4"F over K, may be employed without essential modification to prove that Bz spans A;(B, F) over K,. (See Note III at the end of the paper for more details.) Thus, to complete the proof of (b), (c), and (d) (and hence of Theorem 3.5) it now suffices to prove the three following assertions: (1) 4 is manic, (2) E, is manic, (3) Bz is linearly independent over K,.
If we push this generating set B; around the left part of the commuting diagram (3.17),, then (recalling that E, , E,, 4 are epic) we obtain generating sets B'=EyB;
for A"Fover K;
B; = 4B; for L; B over K, ;
B"=&E";B; for L'B over Kr and it is immediate from [Tl] that K-module isomorphism, and that B' We next claim that B; is linearly K,-basis for L;(B)).
Suppose not; suppose we had N Ba is a K-basis for AaF, that 4: is a is a K-basis for L"B. independent over K, (hence is a free ,C, Ci4a(mq(Tt))=0 (3.19) with the Ci non-zero elements of K,, and with T,, ,,,, T,,, distinct row-strict standard a-tableaux in [n] . Since (for any ground-ring K over which q is an indeterminate) q -1 is a prime element in the ring K,, we may write the Ci in the form cj=(q-l)pc;
(1 <i<N), (3.20) where p is a non-negative integer, chosen so that not all the C: are divisible by q-l in K,.
Observe next that, since M,(n) is K,-free by Proposition 2.3, it follows that q -1 is a non-zero-divisor on M,(n). Hence the equation ( We may now complete the proof of (d): indeed, since d" maps the elements of B; onto the elements of B;, the result just proved, implies that Bi is linearly independent over K,, hence (as noted above) is a free K,-basis for AZB as required.
It is now also immediate that 4 is manic. Indeed, any non-zero element o of A:(B, F) may be written as a K,-linear combination of elements of the basis B;; this is mapped by 4 into the same K,-linear combination of the corresponding elements of the basis Bz, so $0 #O, as required. This completes the proof of (b).
Finally, that E, is an isomorphism, is an immediate consequence of the fact that it maps bijectively the elements {o @ 1: o E B;} of the basis B; @ 1 for ,4; B@ K, to the elements of the basis B" for A' for A'( B, F). This completes the proof of (c) and thus of Theorem 3.5.
Note I added in proof: The referee has suggested that we clarify the equivalence between the "Young symmetry relations" (1.2~) in the present paper, and the somewhat differentlooking "Young symmetry relations" used in the earliest construction, via generators and relations over Z, of the shape-algebra A + and the shape-functors A', which was first published in [Tl] (received l-28-76). The key concept in either of these two equivalent definitions is that of "Young symmetry" of a function F(X,, . . . . X,; Y,, . . . . Y,) in two (or more) disjoint sets of variables, alternating within each set. It is stated on the first page of [T2], and proved in Theorem 5.3 of [T2, p. 441 , that these two definitions of "Young symmetry" indeed coincide. It follows that the functors A +, A=, defined in the present section, are naturally isomorphic to those constructed in [Tl] .
Here is a self-contained simplification of the proof just cited from There is still another defining set of relations for A +, the so-called "Garnir relations," equivalent to (NI.2) and so to (NI.3), given by the set of all shapes, C(i,, . . . . i,; j,, . . . . j,; I; k,, . . . . k,) = 1' (sgn n)(e,, A A e,r A P,", A A e,,,) (e,.,,+r, A A e,., A c?k, A "' A Q) (NI.7) with t > s + I > u + (t-I), all i, ,j, k between 1 and n; and where the sum x.:, is extended over the set of all A E G,, for which nl < < nl and n(l+ 1) < < of. (It is clear that the relations (NI.7) include the relations (NI.2) as the subset for which s = 0. We omit here the wellknown proof that conversely the relations (NI.4) are Z-linear combinations of the relations (NI.2); this is an immediate consequence (setting q= 1), of the more general fact proved in Note II below.
Note II added in proqf: The referee has asked that we explain in more detail, in what sense these relations (3.2~) are to be considered as q-analogs of the concept "Young symmetry" used to construct the coordinate ring of the flag manifold in [Tl] .
Indeed, we note that the left-hand sides of the relations (3.2c), which we shall take in the form and where the sum Ck is extended over the set of all B E G,, for which nl < < ~1 and n(l+ l)< "' <Tf. With this notation, we choose the "straightening relation" R(T) to be R(T) = w;. G w; with G = C,(T(P, l), . . . . T(P, Q -1); T(P + 1, l), .., T(P + 1, Q), T(P, Q), . . . . T(P, a,); ap-Q + 1; T(P+ 1, Q + l), . . . . T(P+ 1, ap+ i)) (as defined in (NII.2); note the inequalities (NII.3) are indeed satisfied in the present case). We then set S(T) = T-R(T). (That R(T) and S(T) indeed have the required properties follows as in [Tl, p. 921.) 
