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Abstract
We present a new wavefunction ansatz that combines the strengths of spin pro-
jection with the language of matrix product states (MPS) and matrix product oper-
ators (MPO) as used in the density matrix renormalization group (DMRG). Specifi-
cally, spin-projected matrix product states (SP-MPS) are constructed as |Ψ(N,S,M)SP-MPS 〉 =
PS |Ψ(N,M)MPS 〉, where PS is the spin projector for total spin S and |Ψ(N,M)MPS 〉 is an MPS
wavefunction with a given particle number N and spin projection M . This new ansatz
possesses several attractive features: (1) It provides a much simpler route to achieve
spin-adaptation (i.e. to create eigenfunctions of Sˆ2) compared to explicitly incorporat-
ing the non-Abelian SU(2) symmetry into the MPS. In particular, since the underlying
state |Ψ(N,M)MPS 〉 in the SP-MPS uses only Abelian symmetries, one does not need the
singlet embedding scheme for non-singlet states, as normally employed in spin-adapted
DMRG, to achieve a single consistent variationally optimized state. (2) Due to the
use of |Ψ(N,M)MPS 〉 as its underlying state, the SP-MPS can be closely connected to bro-
ken symmetry mean-field states. This allows to straightforwardly generate the large
number of broken symmetry guesses needed to explore complex electronic landscapes
1
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in magnetic systems. Further, this connection can be exploited in the future develop-
ment of quantum embedding theories for open-shell systems. (3) The sum of MPOs
representation for the Hamiltonian and spin projector PS naturally leads to an embar-
rassingly parallel algorithm for computing expectation values and optimizing SP-MPS.
(4) Optimizing SP-MPS belongs to the variation-after-projection (VAP) class of spin
projected theories. Unlike usual spin projected theories based on determinants, the
SP-MPS ansatz can be made essentially exact simply by increasing the bond dimen-
sions in |Ψ(N,M)MPS 〉. Computing excited states is also simple by imposing orthogonality
constraints, which are simple to implement with MPS.
To illustrate the versatility of SP-MPS, we formulate algorithms for the optimization
of ground and excited states, develop perturbation theory based on SP-MPS, and
describe how to evaluate spin-independent and spin-dependent properties such as the
reduced density matrices. We demonstrate the numerical performance of SP-MPS with
applications to several models typical of strong correlation, including the Hubbard
model, and [2Fe-2S] and [4Fe-4S] model complexes.
1 Introduction
Since its invention by White,1,2 the density matrix renormalization group (DMRG) has be-
come the computational method of choice in strongly correlated one-dimensional systems.
In quantum chemistry, despite the more complex structure of the entanglement between the
orbitals in a general molecule, the DMRG has been applied successfully to a large class of
chemical systems with strong multi-configurational effects and many open shells.3–36 Part of
its popularity in this context stems from its systematic improvability by changing a single
parameter (the bond dimension), its lower computational scaling than other tensor network
state (TNS) methods as a function of bond dimension, as well as various techniques that
have significantly enhanced its efficiency in chemical applications, such as the use of orbital
localization, reordering, point group and spin symmetry, and parallelization.10 The identi-
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fication of matrix product states (MPS) as the underlying variational wavefunction ansatz
in DMRG37,38 has further expanded the applications of DMRG and related techniques in
quantum chemistry. For example, the similarities between MPS (DMRG) and Slater deter-
minants (self-consistent field), has led to the identification of the Thouless parameterization
for MPS39 and the formulation of linear response theory and tangent space methods for
excited states and for time evolution.40–43 Another example is the use of MPS to develop
efficient multi-reference perturbation theories,44 which avoid the computation of high-order
(> 2) reduced density matrices (RDMs) by directly minimizing the Hylleraas functional
with the first-order wavefunction represented as a MPS. Finally, MPS have recently been
reformulated in Hilbert space, providing a deep connection to configuration interaction ap-
proximations and their graphical representation.45 We emphasize that the MPS and DMRG
languages are entirely complementary. The MPS language provides a precise mathematical
description of the wavefunctions used in DMRG algorithms as a product of site tensors A[k].
The DMRG language, on the other hand, is the appropriate way to describe many of the
efficient algorithms to evaluate and manipulate MPS.
In this paper, using MPS and related matrix product operator (MPO) techniques,46–50
we revisit the problem of constructing spin eigenfunctions from MPS, i.e. spin adaptation.
Previously, spin adapted MPS were formulated by imposing non-Abelian SU(2) symmetry
structure on the site tensors.24,31,51–55 This amounts to generating spin-adapted reduced
bases from direct products of two spin-adapted reduced bases during the DMRG blocking
procedure. However, although it provides a practical advantage in terms of reducing the
computational bond dimension by approximately half,24 there are some formal and practical
drawbacks to the explicitly spin-adapted MPS (SA-MPS) approach. First, for non-singlet
states, the one-site DMRG optimization leads to different MPS wavefunctions, even at the
same site of the sweep, when moving in the left and right directions. A simple example
illustrates this:24 consider a reduced triplet wavefunction written as ‖ΨS=1〉 = 1√2‖SL =
1〉 × (‖SR = 0〉 + ‖S ′R = 2〉), where ‖S〉 represents a reduced spin state with total spin
3
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quantum number S. In this case, the left reduced density matrix is ρL = [1], while the right
reduced density matrix is ρR = 1
2
 1 1
1 1
. The density matrix ρL is of rank one, which
yields a discarded weight of zero in the DMRG optimization if the bond dimension D (the
number of states to be kept) is ≥ 1. However, although the density matrix ρR is also of
rank one, in order to ensure that the renormalized states have well-defined spin quantum
numbers, only the block diagonal part of ρR (the so-called quasi-density matrix52–54,56) enters
the spin-adapted renormalization procedure, generating two renormalized states. This leads
to a truncation of the wavefunction if D = 1 and thus, even at the same site, the DMRG
wavefunctions generated by a sweep to the left or to the right are different and yield different
energies. While this is not a severe problem when D is large as the difference is very
small, the DMRG sweep no longer strictly corresponds to an energy minimization. This
complicates the computation of properties, such as the nuclear gradients, since ∂E/∂A[k]
may not be exactly zero. To avoid the above problem, one usually uses the singlet embedding
scheme24,31,57 to create a singlet total wavefunction by coupling the non-singlet physical state
to a set of noninteracting fictitious spins. Within this singlet total state, the spin quantum
numbers and dimensions of the left and right renormalized Hilbert spaces must always match,
ensuring that the one-site DMRG optimization algorithm converges to a single consistent
MPS. However, the singlet embedding scheme introduces its own complications, for example
in the evaluation of transition density matrices between two states with different spins, as
required in the state interaction treatment of spin-orbit coupling with SA-MPS.58
The second, and perhaps more important in practice, deficiency of the spin-adapted MPS
formulation is that it does not provide a simple connection to the intuitive spin structures
and charge configurations of broken symmetry Slater determinants. This connection is im-
portant to retain for two reasons. First, it helps in interpreting the wavefunction when
understanding the electronic structure of systems with many open shells, as is found in
transition metal clusters.59 Second, the connection to broken symmetry determinants can
4
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be used to easily prepare many different types of initial guess for the DMRG optimization.
In complex systems where there are many competing low-energy spin states, the ability to
systematically prepare many such initial guesses ensures that the subsequent optimization
avoids physically irrelevant local minima.
To address these issues, in this work we propose an alternative way to construct spin
eigenfunctions from MPS using spin projection. Spin projection techniques have a long his-
tory in quantum chemistry, dating back to the work by Lo¨wdin60 using a spin projector with
broken symmetry Slater determinants. The general idea has more recently been revived61–66
using group theoretical projectors rather than Lo¨wdin’s original projector. Here, we will
use the wavefunction ansatz |Ψ(N,S,M)SP-MPS 〉 = PS|Ψ(N,M)MPS 〉 to obtain spin eigenstates, where PS is
the spin projector for total spin S and |Ψ(N,M)MPS 〉 is an MPS wavefunction with given particle
number N and spin projection M . Such spin-projected matrix product states (SP-MPS)
display the following interesting features:
• They allow for a consistent energy minimization procedure for non-singlet states with-
out using the singlet embedding scheme as only Abelian symmetries are used in the
underlying state |Ψ(N,M)MPS 〉. As mentioned above, this is mainly a formal advantage over
SA-MPS.
• The underlying MPS can reduce at D = 1 to a “broken symmetry” determinant.
Although in principle, different spatial orbitals for different spins (DODS) can be used
for the underlying MPS, throughout this paper the same spatial orbitals for different
spins (SODS) will be used, to simplify the representation of the spin projector PS (see
Sec. 2.2). Thus, the term “broken symmetry” used here refers to the breaking of spin
symmetry at the level of configurations instead of orbitals. Compared with SA-MPS,
this connection to a “broken symmetry” determinant helps in the interpretation of
complex electronic wavefunctions, as well as in generating initial guesses for |Ψ(N,M)MPS 〉, to
systematically explore electronic landscapes with many competing states. Further, this
connection may be used to extend the density matrix embedding theory (DMET)67,68
5
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to overall open-shell systems, using a mean-field state and an SP-MPS state for the
low- and high-level descriptions of the open-shell system, respectively.
• It is a variation-after-projection (VAP) ansatz, where the underlying broken-symmetry
MPS can be efficiently optimized with a DMRG sweep algorithm. Unlike other spin
projected theories in quantum chemistry, it is easy to make the variational state more
accurate, as one can simply increase the bond dimension in |Ψ(N,M)MPS 〉. The resulting
spin-projected MPS retains all the advantages of conventional MPS. For example,
computing excited states is straightforward, as imposing orthogonality constraints is
simple with MPS.
• A final advantage is that the computational implementation of SP-MPS algorithms is
in many respects simpler than the implementation of algorithms involving spin-adapted
MPS. This simplicity is potentially even more advantageous when working with more
complex tensor network states, such as projected entangled pair states (PEPS).69
The remainder of the paper is organized as follows. In Sec. 2.1, we recapitulate the MPS
and MPO representations for many-body states and operators, which are essential for de-
scribing how to work with the SP-MPS ansatz. In particular, we provide an explicit recursive
algorithm to derive an MPO representation for the second quantized ab initio Hamiltonian.
The wavefunction ansatz for SP-MPS is then introduced and its properties discussed in Sec.
2.2. The DMRG-like sweep algorithm for optimizing the SP-MPS representation of ground
and excited states, as well as a parallelization scheme based on the sum of MPOs repre-
sentation for the Hamiltonian and spin projector PS, are also formulated in Sec. 2.3. The
evaluation of properties such as spin-free and spin-dependent reduced density matrices is
considered in Sec. 2.4. Pilot applications to some prototypical open shell strongly correlated
systems are described in Sec. 3. Conclusions and outlines for future directions are presented
in Sec. 4.
6
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2 Theory
2.1 Matrix product states (MPS) and matrix product operators
(MPO)
In this section, we recapitulate essential aspects of the MPS and MPO representations for
many-body states and operators. This will be necessary to formulate the theory of SP-MPS.
A more detailed description of this language can be found in Refs.50,55,70,71 As an important
example of how to work with the MPO representation, we will give an explicit algorithm to
derive the MPO representation for the second quantized ab initio Hamiltonian.
A simple way to introduce matrix product states is from the perspective of a repeated
singular value decompositions (SVDs) of a general wavefunction defined in Fock space,
|Ψ〉 =
∑
{nk}
Ψn1n2···nK |n1n2 · · ·nK〉 , (1)
where |n1n2 · · ·nK〉 (nk ∈ {0, 1}) is an occupancy basis state with K spin-orbitals. A suc-
cessive SVD for the coefficient tensor Ψn1n2···nK leads to an MPS representation with open
boundary conditions (OBC),70
Ψn1n2···nK =
∑
{αk}
An1α1 [1]A
n2
α1α2
[2] · · ·AnKαK−1 [K], (2)
where the site tensor A[k] away from the two boundaries is a three-way tensor of dimension
2 × D × D, and the two tensors at the boundary are matrices of dimension 2 × D or
D × 2. The so-called bond dimension D controls the number of retained (renormalized)
states, and therefore controls the accuracy of the representation when used as a variational
ansatz. Similarly to Eq. (1), within the occupation number representation, with basis vectors
7
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|n1n2 · · ·nK〉, an operator Oˆ is represented by its coefficient tensors On1n2···nKn′1n′2···n′K , viz.,
Oˆ =
∑
{nk}{n′k}
On1n2···nKn′1n′2···n′K |n1n2 · · ·nK〉〈n
′
1n
′
2 · · ·n′K |, On1n2···nKn′1n′2···n′K , 〈n1n2 · · ·nK |O|n
′
1n
′
2 · · ·n′K〉,
(3)
and similarly to Eq. (2), an MPO representation for the coefficient can be obtained through
successive SVDs as
On1n2···nKn′1n′2···n′K =
∑
{βk}
W
n1n′1
β1
[1]W
n2n′2
β1β2
[2] · · ·W nKn′KβK−1 [K]. (4)
To simplify the discussion of MPS and MPO, it is convenient to use a graphical represen-
tation. In Figure 1, the graphical representations for a MPS (2) and MPO (4) are shown. A
key simplification comes from the convention that the sum over auxiliary (dummy) indices is
replaced by a bond between two tensors graphically represented by dots. This notation elim-
inates the need to write out nested algebraic summations to express contractions between
MPS and MPO.
!n1 !n2 !nK. . .   . . .  
!α1 !α2 !αK−1. . .   . . .  X
{↵k}
An1↵1 [1]A
n2
↵1↵2 [2] · · ·AnK↵K 1 [K]
!β1 !β2 !βK−1. . .   . . .  !
n1 !n2 !nK. . .   . . .  
! ′n1 ! ′n2 ! ′nKX
{ k}
W
n1n
0
1
 1
[1]W
n2n
0
2
 1 2
[2] . . .W
nKn
0
K
 K 1 [K]
(a) MPS (b) MPO
Figure 1: Graphical representations for MPS (2) and MPO (4).
An important point that deserves emphasis is that in both the MPS and MPO repre-
sentations, the site tensors such as A[k] in Eq. (2) and W [k] in Eq. (4) are not uniquely
determined. Given a set of occupancies, Eq. (2) tells us that the coefficient is expressed as a
product of matrices with vectors at the boundaries. There is thus a gauge degree of freedom
8
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arising from the trivial fact that the product of two matrices AB is not affected by inserting
a pair of matrices GG−1, i.e. AB = (AG)(G−1B), if G is nonsingular. In practice, we use
certain types of gauges to simplify computations and improve numerically stability.
As an important example of the MPO formalism in practice, we now derive an explicit
MPO representation for the generic second quantized Hamiltonian written as
Hˆ =
∑
pq
hpqa
†
paq +
1
2
∑
pqrs
gpq,sra
†
pa
†
qaras, gpq,sr = 〈pq|sr〉. (5)
The MPO representation we obtain does not depend on the symmetry of the integrals hpq and
gpq,rs, and therefore also applies to other two-body operators, such as the doubles excitation
operator Tˆ2 used in correlation methods. To begin, following Ref.,
50 we rewrite Hˆ in Eq. (5)
as a sum of K operators,
Hˆ =
∑
p
Hˆp, Hˆp = a
†
p
(∑
q
hpqaq +
∑
q,r<s
gApqrsa
†
qaras
)
, gApqrs ,
1
2
(gpq,sr − gpq,rs). (6)
such that it suffices to examine the construction of the MPO for an operator Vˆ of the
following form,
Vˆ =
∑
q
hqaq +
∑
qrs
Vqrsa
†
qaras, Vq,r≥s = 0. (7)
Once the MPO form for Vˆ is obtained, we can substitute it in the bracket in Eq. (6), giving
Hˆ as a sum of K MPOs. As will be shown below, the bond dimension for representing Vˆ
exactly as an MPO is of O(K), and since a†p is a simple MPO with bond dimension 1, each
Hˆp will also be an MPO with bond dimension of O(K). Consequently, adding together the
Hˆp, we will have an exact MPO representation for Hˆ with bond dimension O(K
2), which is
the correct scaling of the bond dimension for generic two-body operators.50
Assuming one spin orbital per site, there are only four basis operators {Ik, a†k, ak, nk =
a†kak} per site. We will use the notation Vˆ [k,K] to denote the operator Vˆ defined with spin
9
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orbitals only in the range from k to K. To derive the formula for the MPO representations
of Vˆ = Vˆ [1,k] (7), we start by examining the recurrence relation for Vˆ [k,K],
Vˆ [k,K] ,
∑
k≤q≤K
hqaq +
∑
k≤qrs≤K
Vqrsa
†
qaras
= hkak ⊗ I [k+1,K] + I˜k ⊗ Vˆ [k+1,K]
+ a†k ⊗ Pˆ [k+1,K]k − ak ⊗ Qˆ[k+1,K]k +
∑
r
(Vkkrn˜k)⊗ (ar)[k+1,K], (8)
where the symbol ⊗ represents the Kronecker product, the tilde in I˜k is used to indicate the
presence of the fermionic sign factor that needs to be taken into account when going to the
matrix representation of the operator (vide post), and the intermediates (complementary
operators) Pˆ and Qˆ are defined by
Pˆ
[k,K]
l , (
∑
rs
Vlrsaras)
[k,K]
= Ik ⊗ Pˆ [k+1,K]l +
∑
r
(Vlkra˜k)⊗ (ar)[k+1,K], l ∈ [1, k − 1], (9)
Qˆ
[k,K]
l , (
∑
qs
Vqlsa
†
qas)
[k,K]
= Vklknk ⊗ I [k+1,K] + Ik ⊗ Qˆ[k+1,K]l
+
∑
r
(−Vrlka˜k)⊗ (a†r)[k+1,K] +
∑
r
(Vklra˜
†
k)⊗ (ar)[k+1,K], l ∈ [1, k − 1]. (10)
Putting Eqs. (8), (9), and (10) together, we recast these recurrence relations in a compact
10
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matrix-vector product form,

Vˆ [k,K]
(a†[k])
[k,K]
(a†[k+1,K])
[k,K]
(a[k])
[k,K]
(a[k+1,K])
[k,K]
Qˆ
[k,K]
[1,k−1]
Pˆ
[k,K]
[1,k−1]
I [k,K]

=

I˜k 0 Vkkrn˜k 0 −ak 0 a†k hkak
0 0 0 0 0 0 0 a†k
0 I˜k 0 0 0 0 0 0
0 0 0 0 0 0 0 ak
0 0 I˜k 0 0 0 0 0
0 −Vrlka˜k Vklra˜†k Ik 0 0 0 Vklknk
0 0 Vlkra˜k 0 0 Ik 0 0
0 0 0 0 0 0 0 Ik


Vˆ [k+1,K]
(a†[k+1,K])
[k+1,K]
(a[k+1,K])
[k+1,K]
Qˆ
[k+1,K]
[1,k−1]
Qˆ
[k+1,K]
[k]
Pˆ
[k+1,K]
[1,k−1]
Pˆ
[k+1,K]
[k]
I [k+1,K]

,(11)
where the subscript in operators such as Qˆ
[k+1,K]
[1,k−1] indicates the range for the index l in Eq.
(10). Since Vˆ [1,K] is the operator to be written as an MPO, one can immediately recognize
that the 2(K+ 1)-by-2(K+ 1) coefficient matrix in Eq. (11) with operator entries is just the
operator counterpart of the site tensor W [k] (2), while at the left and right boundaries, the
first row and the last column in Eq. (11) can be read off for W [1] and W [K], respectively.
To obtain the site tensor W [k], we use the matrix representations for operators such as ak
in the space of {|0〉, |1〉}. The necessary matrix representations for all the operators in Eq.
11
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(11) are as follows:
[I] = I =
 1 0
0 1
 , [I˜] = σz =
 1 0
0 −1
 ,
[a†] = σ− =
 0 0
1 0
 , [a˜†] = σ−σz =
 0 0
1 0
 ,
[a] = σ+ =
 0 1
0 0
 , [a˜] = σ+σz =
 0 −1
0 0
 ,
[n] = σ−σ+ =
 0 0
0 1
 , [n˜] = σ−σ+σz =
 0 0
0 −1
 . (12)
The Pauli matrices in Eq. (12) remind us that the above matrix representations are simply
an expression of the Jordan-Wigner transformation72 that maps fermions to spins and vice
versa. A final remark is that to obtain the MPO in the spatial orbital basis, in which the
local dimension is 4 instead of 2, one need only to merge two adjacent MPO site tensors
defined in Eq. (11), placing the α and β spin orbitals together. The resulting spatial MPO
is the one we will use in the energy minimization algorithm with SP-MPS. In the following,
we will assume the use of spatial orbitals as sites, the index k for spatial orbitals, and K for
the total number of spatial orbitals.
2.2 Spin-projected matrix product states (SP-MPS)
Based on the above MPS and MPO formalism, we can now introduce the SP-MPS wave-
function |Ψ(N,S,M)SP-MPS 〉 as resulting from acting a spin projector PS on an MPS |Ψ(N,M)MPS 〉 with
given particle number N and spin projection M , viz.,
|Ψ(N,S,M)SP-MPS 〉 = PS|Ψ(N,M)MPS 〉, (13)
12
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where its graphical representation is shown in Figure 2(a). It is possible to develop an even
more general family of MPS via additional symmetry projections, such as particle number
projection, which may allow to use smaller bond dimensions in the underlying MPS to
achieve the same accuracy. However, since our purpose here is mainly to circumvent the
problems arising from SA-MPS as mentioned in Sec. 1, we will only consider the simplest
case, where the underlying MPS uses the physical Abelian symmetries of particle number and
spin projection. We will also assume the SODS scheme which helps to significantly reduce
the bond dimension to represent the projector PS. Physically, this means that the task of
describing fluctuations around a classical broken symmetry determinant is largely performed
by the underlying MPS, similarly to as in the normal DMRG case. This is conceptually
rather different from other spin projected methods,61–66 where the spin projection itself is
essential for restoring fluctuations and correlation via a deliberate symmetry breaking and
restoration mechanism.
S=4
S=3
S=2
S=1
. . .      . . .       . . .   . . . . . .    
(a) Generic form of SP-MPS (b) SP-MPS with the Lo¨wdin’s projector PS
Figure 2: Graphical representations for SP-MPS: (a) a generic form of SP-MPS where the
MPO in red represents the projector PS, (b) an example of SP-MPS with the Lo¨wdin pro-
jector (14) for singlet states S = 0, where each layer of MPOs represent one projector PˆS′ in
Eq. (14).
There are various choices for the spin projector PS in Eq. (13). Lo¨wdin’s spin projector60
13
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takes the form,
PS =
∏
S′ 6=S
PˆS′ , PˆS′ =
Sˆ2 − S ′(S ′ + 1)
S(S + 1)− S ′(S ′ + 1) , (14)
where for given numbers of α and β electrons, assuming Nα ≥ Nβ, the allowed values for
S ′ range from Nα−Nβ
2
to
Nα+Nβ
2
, such that the projector in Eq. (14) is a product of Nβ
terms. The use of this operator is a formidable task in conjunction with standard quantum
chemistry methods due to its complicated operator form. However, within the MPS and
MPO formalism, as long as the operators involved are local, the computation is tractable
regardless of the rank of the operators. This is the case for the operator Sˆ2 in the projector
(14). Using Sˆ2 = 1
2
(Sˆ+Sˆ−+ Sˆ−Sˆ+) + Sˆ2z and following the same recursive method for Hˆ, one
can find a compact MPO representation for Sˆ2 with a bond dimension of only 5, viz.,

(Sˆ2)[k,K]
(Sˆ+)
[k,K]
(Sˆ−)[k,K]
(Sˆz)
[k,K]
I [k,K]

=

Ik Sˆ−,k Sˆ+,k 2Sˆz,k Sˆ2k
0 Ik 0 0 Sˆ+,k
0 0 Ik 0 Sˆ−,k
0 0 0 Ik Sˆz,k
0 0 0 0 Ik


(Sˆ2)[k+1,K]
(Sˆ+)
[k+1,K]
(Sˆ−)[k+1,K]
(Sˆz)
[k+1,K]
I [k+1,K]

, (15)
where both k and K represent indices for spatial orbitals. It must be emphasized that
this simplicity is associated with the SODS scheme, while using the DODS scheme would
lead to a more complicated representation for Sˆ2. The matrix representations for the
local operators appearing in Eq. (15) in the space span{|0〉, |kα〉} ⊗ span{|0〉, |kβ〉} =
14
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span{|0〉, |kβ〉, |kα〉, |kαkβ〉} are the same for all k, and are
[I] =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

, [Sˆ+] =

0 0 0 0
0 0 0 0
0 1 0 0
0 0 0 0

, [Sˆ−] =

0 0 0 0
0 0 1 0
0 0 0 0
0 0 0 0

,
[Sˆz] =

0 0 0 0
0 −1/2 0 0
0 0 1/2 0
0 0 0 0

, [Sˆ2] =

0 0 0 0
0 3/4 0 0
0 0 3/4 0
0 0 0 0

. (16)
Since adding a constant and multiplying by a factor to go from Sˆ2 to PˆS′ in Eq. (14) does
not change the MPO bond dimension in Eq. (15), we can conclude that the bond dimension
for the Lo¨wdin projector is at most 5Nβ , with its graphical representation shown in Figure
2(b). Although formally the bond dimension is exponential in Nβ, in practice one can expect
that the wavefunction PS|Ψ(N,M)MPS 〉 will be highly compressible at least for ground states, in
the sense that when one projector PˆS′ is applied to |Ψ(N,M)MPS 〉 with bond dimension D, the
resulting wavefunction should be compressible back to an MPS without increasing the bond
dimension too much in order to achieve a good accuracy, such as ca. 1mH in the ground
state energies. Thus, unlike with other quantum chemistry methods, the combination of the
Lo¨wdin projector with MPS is in principle possible. However, this ansatz does not naturally
fit into the DMRG sweep optimization algorithm, and hence needs to be optimized by other
techniques.
In this paper, we consider another form of projector that is more compatible with DMRG
sweep optimization, viz., the group theoretical projector,73
PSM,M ′ =
2S + 1
8pi2
∫
dΩDS∗M,M ′(Ω)Rˆ(Ω), Rˆ(Ω) = e
−iαSˆze−iβSˆye−iγSˆz , (17)
15
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where Ω = (α, β, γ) are the Euler angles, Rˆ(Ω) is the rotation operator, DSM,M ′(Ω) =
〈SM |Rˆ(Ω)|SM ′〉 = e−iMαdSM,M ′(β)e−iM ′γ is the Wigner D-matrix, and dSM,M ′(β) is an ele-
ment of Wigner’s small d-matrix, which can be chosen to be real for simplicity. The projector
PSM,M ′ (17) can then be rewritten as
PSM,M ′ = PM Pˆ SM,M ′PM ′ , (18)
PM = 1
2pi
∫ 2pi
0
dγ eiMSze−iγSˆz , (19)
Pˆ SM,M ′ =
2S + 1
2
∫ pi
0
dβ sin βdSM,M ′(β)e
−iβSˆy . (20)
The calligraphic symbols PSM,M ′ and PM are used to indicate that these operators are Her-
mitian idempotent projectors (if M = M ′) in the N -electron Hilbert space, whereas Pˆ SM,M ′ ,
which induces local mixtures of α and β orbitals, is not a projector. To construct the SP-MPS
using PSM,M ′ (17), we require M ′ = M in |Ψ(N,M)MPS 〉 such that Eq. (13) becomes,
|Ψ(N,S,M)SP-MPS 〉 = PSM,M |Ψ(N,M)MPS 〉 = PM Pˆ SM,M |Ψ(N,M)MPS 〉. (21)
The energy to be variationally optimized can then be considered as a functional of the
underlying MPS |Ψ(N,M)MPS 〉, and its explicit functional form reads as,
E[|Ψ(N,S,M)SP-MPS 〉] ≡ E[|Ψ(N,M)MPS 〉]
=
〈Ψ(N,S,M)SP-MPS |Hˆ|Ψ(N,S,M)SP-MPS 〉
〈Ψ(N,S,M)SP-MPS |Ψ(N,S,M)SP-MPS 〉
=
〈Ψ(N,M)MPS |PSM,MHˆPSM,M |Ψ(N,M)MPS 〉
〈Ψ(N,M)MPS |PSM,M |Ψ(N,M)MPS 〉
=
〈Ψ(N,M)MPS |HˆPˆ SM,M |Ψ(N,M)MPS 〉
〈Ψ(N,M)MPS |Pˆ SM,M |Ψ(N,M)MPS 〉
, (22)
where the fact that Hˆ is spin-free ([PSM,M , Hˆ] = 0) has been used, and PM has been dropped
in the last two identities due to the left projection to the bra state with a good quantum
16
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number M . Before proceeding to the sweep algorithm for optimizing E[|Ψ(N,M)MPS 〉], we should
point out that similar to other spin projected implementations,61–66 the integration in Pˆ SM,M
is carried out in practice by numerical quadrature. Specifically, we employ Gauss-Legendre
quadrature via the transformation x = cos β ∈ [−1, 1],
Pˆ SM,M =
Ng∑
g=1
wgd
S
M,M(βg)e
−iβgSˆy , (23)
where Ng is the number of quadrature points. Eq. (23) in the MPO language becomes a
sum of Ng simple MPOs with bond dimension 1, since the exponential e
−iβSˆy of a sum of
local operators Sˆy,k is just a product of local operators (as they commute with each other)
e−iβSˆy = e−iβ
∑
k=1 Sˆy,k =
∏
k=1 e
−iβSˆy,k , where the matrix representation of e−iβSˆy,k is
[e−iβSˆy,k ] =

1 0 0 0
0 c s 0
0 −s c 0
0 0 0 1

, c = cos(β/2), s = sin(β/2). (24)
From Eq. (24), we note that only real algebra is needed to implement Eq. (23), even though
the imaginary unit appears in the formulation. For a system of N electrons in K spatial
orbitals, the quadrature (23) is exact if Ng is chosen to be at least
Ng = d(Ωmax/2 + S + 1)/2e,
Ωmax = min(Nα, K −Nβ) + min(Nβ, K −Nα) =
 N, (N ≤ K)2K −N, (N > K) , (25)
where Ωmax is the maximal seniority number (number of singly occupied orbitals) and dxe is
the ceiling function. Eq. (25) follows from the Gauss quadrature rule, which is constructed
to be exact for polynomials of degree 2n − 1 or lower74 for an n-point quadrature, and the
17
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observation that the integrand in either 〈Ψ(N,M)MPS |HˆPˆ SM,M |Ψ(N,M)MPS 〉 or 〈Ψ(N,M)MPS |Pˆ SM,M |Ψ(N,M)MPS 〉
is a polynomial in x = cos β, see Eq. (24), whose maximal degree is Ωmax/2 + S determined
by the maximally singly occupied configurations.
Combined with the sum of MPOs representation for Hˆ (6), the operator HˆPˆ SM,M in the
numerator of Eq. (22) becomes a sum of MPOs with bond dimension 2KNg. Distributing
groups of MPOs to different processors leads to an embarrassingly parallel scheme to compute
expectation values over |Ψ(N,M)MPS 〉, which will be exploited in the following DMRG sweep
optimizations. Based on these MPO representations for both Hˆ and Pˆ SM,M , the energy
functional (22) possesses a very nice graphical representation, as shown in Figure 3(a), as a
quotient of two fully contracted tensor networks.
2.3 Sweep algorithms for ground and excited states
2.3.1 Ground-state DMRG optimization
The DMRG sweep algorithm can be used to minimize the spin-projected energy functional
(22). Specifically, assuming the one-site formalism for simplicity in this discussion, the
optimization of the set of site tensors A[k] is carried out one at a time, and at site k, the
local minimization problem corresponds to solving the following stationary condition,
∂〈Ψ(N,M)MPS |HˆPˆ SM,M |Ψ(N,M)MPS 〉
∂A∗[k]
= E
∂〈Ψ(N,M)MPS |Pˆ SM,M |Ψ(N,M)MPS 〉
∂A∗[k]
, (26)
which, when Anklk−1rk [k] is viewed as a vector, leads to a generalized eigenvalue problem,
HeffA[k] = NeffA[k]E. (27)
While the explicit algebraic form of the effective Hamiltonian Heff and the metric Neff ,
involving numerous sums of products, is very lengthy, the graphical representation introduced
earlier enables a very compact expression. This is depicted in Figure 3, where the yellow
18
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dot represents A[k], and deleting it from the Figures 3(b) and 3(c) leads to Heff and Neff ,
respectively.
(a) E[|Ψ(N,S,M)SP-MPS 〉] = E[|Ψ(N,M)MPS 〉] (b)
∂〈Ψ(N,M)MPS |HˆPˆSM,M |Ψ
(N,M)
MPS 〉
∂A∗[k] = HeffA[k] (c)
∂〈Ψ(N,M)MPS |PˆSM,M |Ψ
(N,M)
MPS 〉
∂A∗[k] = NeffA[k]
Figure 3: The ground state SP-MPS optimization problem: (a) the energy functional for
SP-MPS, (b) and (c) for the left and right hand sides of Eq. (26), respectively.
We mention here that the metric Neff does not arise from the choice of gauge for the
MPS, as it comes from the introduction of the projector, as clearly shown by Figure 3(c).
This means that during the optimization sweeps, we are free to use the mixed canonical form
for the underlying MPS as usual, which ensures that the renormalized configuration basis is
orthonormal, leading to more stable numerical algorithms. This differs from the situation
arising in the optimization of MPS with periodic boundary conditions (PBC),75,76 where
the metric arises from the impossibility of choosing an orthonormal gauge due to the cyclic
structure of the MPS with PBC. Thus, the attractive feature of SP-MPS is that almost all
the usual DMRG machinery can be reused without any modification. In particular, after
solving the generalized eigenvalue problem (27), the site tensor can be chosen in left or right
canonical form by using a SVD or density matrix renormalization in exactly the same way as
in the usual DMRG. More importantly, since the underlying MPS |Ψ(N,M)MPS 〉 possesses Abelian
symmetries only, there is no need to use the singlet embedding scheme for non-singlet states,
and the one-dot algorithm naturally leads to a consistent MPS at convergence that fully
minimizes the energy functional with respect to all site tensors(22).
The computational cost for optimizing the SP-MPS scales as O(Ng(D
3K3 + D2K4)),
which is a factor of Ng higher than the usual DMRG. By using the sum of MPO representa-
19
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tions for Hˆ (6) and Pˆ SM,M (23), the calculations can be parallelized easily over up to 2KNp
processors, where K represents the number of spatial orbitals here. In the present pilot im-
plementation, the actual cost is higher than Ng times that of a normal DMRG calculation.
This is because due to the presence of exp(−iβSˆy), the trial vector for |Ψ(N,M)MPS 〉 at a given
site needs to first be subducted to a lower symmetry with particle number symmetry only,
and only after the application of Hˆ exp(−iβSˆy) to the trial vector, is the resulting vector
projected back to the space with symmetry (N,M). Therefore, in the matrix-vector prod-
uct step, there is less symmetry to use compared with a normal DMRG calculation with
symmetries (N,M). However, this can in principle be alleviated by exploiting block data
sparsity, since it is reasonable to imagine that as the bond dimension becomes large in a
finite system, the underlying state |Ψ(N,M)MPS 〉 should be close to the target state, such that
the action of exp(−iβSˆy) will not introduce too many states in the other M sectors. This
strategy for reducing the computational cost will be explored in our future studies.
2.3.2 State-specific excited-state optimizations
One important feature of the combination of MPS with spin projection is that compared
with other spin projected methods based on Slater determinants, it is more straightforward
to compute excited states, due to the simplicity in imposing orthogonality constraints us-
ing MPS. Specifically, to compute the first excited state using SP-MPS, aside from using
the state-averaged algorithm, one can directly target the state by imposing the constraint
〈Ψ(N,S,M)SP-MPS,0|Ψ(N,S,M)SP-MPS,1〉 = 0 between the excited state |Ψ(N,S,M)SP-MPS,1〉 to be optimized and the
ground state |Ψ(N,S,M)SP-MPS,0〉, which is assumed optimized by the method introduced in the pre-
vious section. This simply requires that at each local optimization step, a vector Bnklk−1rk [k]
20
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is constructed in the following way,
0 = 〈Ψ(N,S,M)SP-MPS,0|Ψ(N,S,M)SP-MPS,1〉 =
∑
lk−1nkrk
Bnklk−1rk [k]A
nk
lk−1rk [k],
B[k] , 〈Ψ(N,S,M)SP-MPS,0|
∂Ψ
(N,S,M)
SP-MPS,1
∂A[k]
〉 = 〈Ψ(N,M)MPS,0|Pˆ SM,M |
∂Ψ
(N,M)
MPS,1
∂A[k]
〉, (28)
such that the local optimization based on Eq. (27) for A[k] is subject to the constraint (28).
The graphical representation for such a condition is shown in Figure 4. It is seen that all
the environmental tensors connected to A[k] (in yellow in Figure 4(a)) can be contracted
into a three-way tensor B[k] (open diamond in Figure 4(b)). This constraint allows to tackle
excited states within the same symmetry as the ground state, and the generalization to
multiple constraints is straightforward, viz., only a set of B[k] vectors (28) corresponding to
each constraint needs to be constructed, then a projector Q = 1 − V V T to implement the
set of orthogonality constraints can be defined within the set of orthonormal basis vectors
V , which can be obtained from the QR decomposition of the set of B[k] vectors, which are
in general not orthonormal.
(a) 〈Ψ(N,M)MPS,0|Pˆ SM,M |Ψ(N,M)MPS,1〉 = 0 (b)
∑
lk−1nkrk B
nk
lk−1rk [k]A
nk
lk−1rk [k] = 0
Figure 4: Orthogonality constraint to be imposed for optimizing excited states with SP-MPS
based on Eq. (28).
Finally, it should be mentioned that to reduce the cost of DMRG optimizations based
on SP-MPS for both ground and excited states, instead of solving the optimization problem
(27), perturbation theory can be used to approximately decompose the original optimization
problem into a variational step plus a perturbation correction step. The first step can be
carried out with a small bond dimension D0, while the latter step can be performed with
a large bond dimension D1 but using a much simpler zeroth order Hamiltonian to reduce
21
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the computational cost. Such an idea has been used in the MPSPT.44 Although not fully
explored in this paper, we present a possible generalization based on SP-MPS in Appendix
4.
2.4 Properties
While we have shown that the SP-MPS can be easily used in every situation where the
standard SA-MPS is currently used, we emphasize that the SP-MPS is not intended to be a
replacement for SA-MPS. Rather, these two classes of MPS have completely different sets of
merits and demerits, making them quite complementary in their applicability. In particular,
the unique feature of SP-MPS is its closer connection with mean-field states, which could be
exploited, for example, in the future development of DMET67,68 for open-shell systems. To
this end, we discuss here the evaluation of two essential ingredients in DMET using SP-MPS,
namely, the one-body reduced density matrix (1RDM) 〈a†pσaqτ 〉 and the energy component
for a fragment X of the whole molecule defined as a sum of expectation values for Hˆp, viz.,
eX =
∑
p∈X〈Hˆp〉.
For spin-independent (spin-free) operators Oˆsf , due to the commutation relation [PSM,M , Oˆsf ] =
0, similarly to the energy functional (22) the expectation value for Oˆsf can be simplified as
〈Oˆsf〉 = 〈Ψ
(N,S,M)
SP-MPS |Oˆsf |Ψ(N,S,M)SP-MPS 〉
〈Ψ(N,S,M)SP-MPS |Ψ(N,S,M)SP-MPS 〉
=
〈Ψ(N,M)MPS |Oˆsf Pˆ SM,M |Ψ(N,M)MPS 〉
〈Ψ(N,M)MPS |Pˆ SM,M |Ψ(N,M)MPS 〉
. (29)
Operators belonging to this case include Epq =
∑
σ a
†
pσaqσ, whose expectation value gives
rise to the spin-free 1RDM, and spin-spin correlation functions ~SX · ~SY . For the energy
component, if both the α and β orbitals for the same spatial orbital are selected in the same
group X, then
∑
p∈X Hˆp is also spin-free, such that the total energy (22) can be rewritten as
E[|Ψ(N,S,M)SP-MPS 〉] =
K∑
p=1
ep, ep =
∑
σ
〈Ψ(N,M)MPS |Hˆpσ Pˆ SM,M |Ψ(N,M)MPS 〉
〈Ψ(N,M)MPS |Pˆ SM,M |Ψ(N,M)MPS 〉
. (30)
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This expression also fits into the parallelization scheme using the sum of MPOs representa-
tion, meaning that each ep can be evaluated independently and in parallel.
The evaluation of expectation values of spin-dependent operators is in general more com-
plicated than for spin-free operators. One of the most important spin-dependent properties
is the spin density matrix for nonsinglet states 〈Ψ(N,S,M)SP-MPS |Tpq(1, 0)|Ψ(N,S,M)SP-MPS 〉. Another impor-
tant property is the spin-orbit coupling matrix element 〈Ψ(N,S,M)SP-MPS,I |HSOC |Ψ(N,S
′,M ′)
SP-MPS,J〉 between
two spin states I and J , which at the one-electron level only requires the transition density
matrices of form 〈Ψ(N,S,M)SP-MPS,I |Tpq(1, µ)|Ψ(N,S
′,M ′)
SP-MPS,J〉 (µ = 1, 0,−1). More specifically, assuming
that only the high-spin reference MPS |Ψ(N,M=S)MPS 〉 is used for each SP-MPS, then only transi-
tion density matrices of the form 〈Ψ(N,S,M)SP-MPS,I |Tpq(1, µ)|Ψ(N,S
′=S−µ,M ′=M−µ)
SP-MPS,J 〉 need be computed
by virtue of the Wigner-Eckart theorem.77 These properties can be obtained in a straightfor-
ward approach using double integrations61 to discretize both the bra and ket spin projectors,
or by using a single integration based on (29), in conjunction with higher-order spin-free den-
sity matrices.78,79 However, in both approaches, the computational scaling is higher than that
for evaluating the spin-free 1RDM (29). Fortunately, by using the transformation properties
of Tpq(1, µ) under the action of spin rotations Rˆ(Ω), the following expressions for the spin-
dependent one-body (transition) density matrices can be derived (for details, see Appendix
4),
〈Ψ(N,S,M=S)SP-MPS,I |Tpq(1, 1)|Ψ(N,S
′=S−1,M ′=S−1)
SP-MPS,J 〉 =
2S − 1
2S + 1
〈Ψ(N,M=S)MPS,I |Tpq(1, 1)Pˆ S−1S−1,S−1|Ψ(N,M
′=S−1)
MPS,J 〉, S ≥ 1,(31)
〈Ψ(N,S,M=S)SP-MPS,I |Tpq(1, 0)|Ψ(N,S
′=S,M ′=S)
SP-MPS,J 〉 = −
√
S
S + 1
〈Ψ(N,M=S)MPS,I |Tpq(1, 1)Pˆ SS−1,S|Ψ(N,M
′=S)
MPS,J 〉
+
S
S + 1
〈Ψ(N,M=S)MPS,I |Tpq(1, 0)Pˆ SS,S|Ψ(N,M
′=S)
MPS,J 〉, S ≥ 1/2, (32)
〈Ψ(N,S,M=S)SP-MPS,I |Tpq(1,−1)|Ψ(N,S
′=S+1,M ′=S+1)
SP-MPS,J 〉 =
1√
(S + 1)(2S + 1)
〈Ψ(N,M=S)MPS,I |Tpq(1, 1)Pˆ S+1S−1,S+1|Ψ(N,M
′=S+1)
MPS,J 〉
− 1√
S + 1
〈Ψ(N,M=S)MPS,I |Tpq(1, 0)Pˆ S+1S,S+1|Ψ(N,M
′=S+1)
MPS,J 〉
+〈Ψ(N,M=S)MPS,I |Tpq(1,−1)Pˆ S+1S+1,S+1|Ψ(N,M
′=S+1)
MPS,J 〉, S ≥ 0, (33)
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which are sufficient for the state interaction treatment of spin-orbit coupling58,77 as well
as the computation of spin density matrices (with Eq. (32)) for nonsinglet states. These
formulae show that rather than changing the computational scaling, the evaluation of spin-
dependent properties within SP-MPS only changes the prefactor by a small factor compared
with the evaluation of spin-free properties.
3 Numerical examples
3.1 Two-dimensional Hubbard model
As a proof-of-principle calculation, we consider the ground state of the two-dimensional
Hubbard model on a 4×4 cluster with the Hamiltonian HˆHubbard , −t
∑
〈ij〉
∑
σ(a
†
iσajσ +
H.c.) + U
∑
i niαniβ, where 〈ij〉 represents the sum over nearest neighbor pairs, for various
values of U (U = 1, 2, 4, 8, 16, t = 1) and at half-filling. This model can be solved by
exact diagonalization.80 Here we use it to compare the performance of MPS without spin-
adaptation (denoted MPS for brevity), spin-adapted MPS (SA-MPS), and spin-projected
MPS (SP-MPS) for the singlet ground state. For SP-MPS, to focus on the representational
properties of SP-MPS, we eliminate the angular integration error in (23) by using Ng = 5
in the numerical quadrature, which is exact in this model according to Eq. (25). The
convergence of the ground state energies using these three kinds of MPS in the site basis
(ordered in a zigzag ordering for rows) as the bond dimension D is increased is shown in
Figure 5. It is clear that without spin adaptation, the convergence is painfully slow, see Figure
5(a). For instance, it is not possible to converge to 10−5 (t) even for D greater than 7000. As
shown in Figure 5(b), spin adaptation significantly improves the convergence with respect to
the bond dimension due to the use of reduced renormalized states. It can be seen from Figure
5(c) that the SP-MPS also accelerates the convergence as a result of the spin projection. To
obtain a better comparison of SA-MPS and SP-MPS, the convergence for U=1, 8, and 16
is compared in Figure 6. In general, we find that SP-MPS achieves an accuracy of 10−5
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in the energy with a bond dimension 1.3-1.4 times that needed with SA-MPS. For small
U(=1), the SP-MPS yields lower energies than SA-MPS for bond dimensions in the range
4000-5000, whereas for large U , while both SA-MPS and SP-MPS converge faster than in
the corresponding U = 1 case and significantly better than MPS without spin adaptation,
the SA-MPS generally tends to perform better than SP-MPS.
(a) MPS without spin-adaptation (b) SA-MPS (c) SP-MPS
Figure 5: Energy convergence as a function of the bond dimension D for the two-dimensional
Hubbard model on a 4×4 cluster at half-filling with different values of U for three different
kinds of MPS.
(a) U = 1 (b) U = 8 (c) U = 16
Figure 6: Comparison of the convergence of three different kinds of MPS for three typical
values of U .
To understand such differences, we can compute various properties of the converged SP-
MPS wavefunctions. Figure 7(a) plots the expectation value of the seniority number operator
〈Ωˆ〉 for SP-MPS (solid lines) and its underlying MPS (dashed lines). The operator Ωˆ is used
to measure the number of singly occupied (open-shell) orbitals, which is also a sum of local
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operators,
Ωˆ =
∑
k
Ωˆk, [Ωˆk] =

0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0

, (34)
and hence can be written as an MPO with bond dimension 2. Figure 7(b) displays the von
Neumann entropy defined by Svon Neumann = −tr(ρ ln ρ) = −
∑
i λi lnλi of the underlying
MPS with bond dimension 7600 at each bond, where ρ is the reduced density matrix of the
system or environment, and λi is its associated eigenvalue. In Figure 7(c), the weight of
the singlet components in the underlying MPS 〈PS=0〉 , 〈Ψ(N,M=0)MPS |PS=0M=0,M=0|〈Ψ(N,M=0)MPS 〉,
which is also the overlap between SP-MPS, that is, the denominator of the energy functional
(22), is compared for different values of U . According to Figure 7(a), the number of open-
shell orbitals decreases as U decreases due to the enhanced hopping to other sites, and the
underlying state in the site basis becomes more entangled for small U , as demonstrated
by the increased Svon Neumann shown in Figure 7(b). [NB: We emphasize that the definition
of entanglement depends on the one-particle basis used to define the partitioning when
computing Svon Neumann. Thus, while the large U case is more entangled in the momentum
or mean-field basis, the small U case is more entangled with the site basis employed here.]
In such a situation, the underlying MPS tends to break spin symmetry, as demonstrated by
the small values of the singlet component (0.3-0.4) in Figure 7(c) at small U , in order to
describe the increased entanglement in the ground state wavefunctions and to recover more
correlation energy. Therefore, we can expect the SP-MPS to perform better than SA-MPS
in highly entangled situations, and to become less superior in less entangled systems.
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(a) seniority number Ω (b) entropy Svon Neumann (c) singlet component 〈PS=0〉
Figure 7: Representative properties of SP-MPS and its underlying MPS: (a) seniority num-
bers for SP-MPS (solid) and underlying MPS (dashed) with several bond dimensions, (b)
von Neumann entropy Svon Neumann of the underlying MPS with D = 7600 at each bond, (c)
singlet components of the underlying MPS for different values of U and bond dimensions D.
3.2 Iron-sulfur clusters
Having established the basic convergence properties and representational power of SP-MPS,
we consider two practical applications of SP-MPS to iron-sulfur clusters. These have been
discussed as typical of challenging strongly correlated systems, because they have competing
low-energy states corresponding to different kinds of spin and charge fluctuations.44 The first
application is to [Fe2S2(SCH3)4]
2–, where two different initial guesses and two different active
spaces are constructed to illustrate the ability of SP-MPS to describe the correct spin states.
The second is to a larger cluster with four iron atoms [Fe4S4(SCH3)4]
2–. Here we examine the
possibility of using different broken symmetry initial guesses in conjunction with SP-MPS
with very small bond dimensions, to construct a map of the physically relevant low energy
states in the Hilbert space.
First, a small active space, CAS(10e,10o) with only 3dFe orbitals constructed from local-
ized DFT (density functional theory) orbitals using the BP86 functional,81,82 the TZP-DKH
basis,83 and the sf-X2C (spin-free exact two-component) Hamiltonian84,85 to include scalar
relativistic effects, is considered with two different initial configurations, viz., Fe(III)-Fe(III)
and Fe(II)-Fe(IV) shown in Figure 8(a). The bond dimension D = 20 is used in all cal-
culations, and the absolute errors on a logarithmic scale are shown in Figure 8(b). While
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both the MPS without spin projection and SP-MPS for the singlet state converge to an ac-
curacy of 10−5 Hartrees, the final converged states are actually qualitatively different. This
is because while the exact energy within the active space of the singlet state is -27.887643
Hartrees, the state with S = 5 representing the ferromagnetically coupled iron centers is of
lower energy (-27.890357 Hartrees). Consequently, without the spin projection, the normal
MPS calculation without spin adaptation converges to the lowest energy (high spin) state.
Including sulfur 3pS orbitals is important to recover the correct spin-state ordering, as the
superexchange effect stabilizes the singlet state.29 Despite such deficiencies of the small ac-
tive space, it is interesting to see that while the energy of the second initial configuration is
higher as expected, after several sweeps the SP-MPS (blue line) starts to relax to the same
state as when starting from the first initial configuration (red line), showing that even with
this small bond dimension it is possible to recover from the poor initial guess.
Including sulfur 3pS orbitals gives rise to an enlarged active space CAS(30e,20o), and the
energy convergence is shown in Figure 9 as a function of the bond dimension D. In this
case, both MPS and SP-MPS converge to the same singlet ground state, while the latter
converges faster with D. For comparison, the convergence of spin-adapted MPS (SA-MPS)
is also depicted in the same figure (black lines). We see that for this case the SA-MPS
converges to an accuracy of 10−5 Hartrees much more quickly, mainly because the ground
state is not very highly entangled. However, if the accuracy required is 10−3 Hartrees, then
it may be advantageous to use SP-MPS with different initial guesses to sample the space
spanned by low-lying states, especially for larger iron-sulfur clusters with many competing
local minima in the energy landscape of MPS with a fixed small bond dimension. Here,
the connection of SP-MPS to the underlying broken symmetry determinants is crucial as it
makes it easy to setup and enumerate all the possible starting low-energy broken symmetry
configurations.
We next consider the complex [Fe4S4(SCH3)4]
2– shown in Figure 10(a) using an active
space CAS(54e,36o) with all 3dFe orbitals and 3pS orbitals. For this complex, 24(=4!) dif-
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Configuration 1 :
Configuration 2 :
(a) Active space and initial configurations
(b) Energy convergence
Figure 8: Calculations for the complex [Fe2S2(SCH3)4]
2– with CAS(10e,10o). (a) Active
space orbitals and initial configurations. (b) Absolute errors of energies (in Hartrees) on a
logarithmic scale for MPS and SP-MPS with D = 20 as a function of the local optimization
iteration step, starting from two different initial configurations. Each region separated by a
solid vertical line corresponds to a full sweep. The absolute errors of MPS and SP-MPS are
relative to the exact energies for S = 5 and S = 0, respectively.
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Figure 9: Errors of energies (in Hartrees) as a function of bond dimension D for the complex
[Fe2S2(SCH3)4]
2– with CAS(30e,20o) starting from two different initial configurations shown
in Figure 8(a).
ferent physically meaningful initial guesses can be constructed by distributing four different
kinds of iron oxidation and spin states, viz., spin-up/down Fe(II) and spin-up/down Fe(III),
in four different positions. SP-MPS calculations for singlet states with a small bond di-
mension D = 200 are carried out starting from these broken symmetry initial guesses for
|Ψ(N,M)MPS 〉. After convergence, the spin-spin correlation functions 〈~SFei ·~SFej〉 (i, j ∈ {1, 2, 3, 4})
between the four irons are computed by Eq. (29), and the results are depicted in Figure
10(a), where the odd rows contain the spin-spin correlation patterns for the SP-MPS state
with initial product state configurations, and the even rows contain the corresponding con-
verged SP-MPS results with D = 200. Clearly, there are three distinct patterns in the final
results, and in all cases the charges on the irons delocalize. In Figure 10(b), the energies
relative to the lowest SP-MPS energy (the 5th state) for all SP-MPS states are compared for
the three patterns. We observe that the blue bars are associated with lower energies. Thus,
the corresponding spin-spin correlation pattern has a higher chance to be the true pattern for
the ground state. In fact, this is indeed the case as demonstrated in an earlier study29 as well
as in a state-averaged SA-MPS calculation that we have performed for the lowest two states
with D = 2500, with the results shown in the right panel of Figure 10(a). Both calculations
demonstrate that the ground state spin-spin correlation pattern shown in Figure 10(a) is the
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same as the pattern with the lowest energy discovered using the SP-MPS, where two pairs
of parallel spins are anti-ferromagetically coupled to form a global singlet state. We thus
see that SP-MPS with small bond dimension, starting from different physically motivated
broken symmetry initial guesses, can help in identifying the low energy electronic structure
when there are many competing low-lying states. Extending this approach to study even
larger iron-sulfur clusters will be pursued in the future.
4 Conclusions and outlook
In this work, we have developed a versatile tool for strongly correlated systems by com-
bining the idea of spin projection in quantum chemistry with the simplest TNS, the MPS,
which has an underlying one dimensional connectivity. Such an approach could be even
more advantageous within two possible generalizations. The first generalization is to extend
to non-Abelian point group symmetries, which would otherwise involve the use of the gen-
eralized 6j and 9j symbols for the non-Abelian point groups if the symmetry adaptation is
carried out in a similar fashion as SA-MPS. However, using symmetry projection, only the
representation matrix DΓ(Rˆ) is needed, where Γ represents the target irreducible representa-
tion (irrep). In view of the fact that for most of the non-Abelian point groups, the dimension
of the degenerate irrep is two (actually the largest dimension is 5 for the irrep Hg of the
Ih group
86), the bond dimension to represent each symmetry operation is small so long as
orbitals belonging to the same irrep are placed in adjacent sites. The second generalization
is to construct spin eigenfunctions for higher-dimensional tensor network states such as the
PEPS.69 This is also quite straightforward due to the simple structure of the “projector”
Pˆ SM,M (23) that is a sum of products of local spin rotations. For instance, the overlap between
two PEPS with projectors (23), 〈ΨPEPS|e−iβgSˆy |ΨPEPS〉 shown in Figure 11, reveals that the
introduction of spin projectors adds no complications to the contraction of PEPS.
Regarding SP-MPS themselves, we have shown that they possess several distinct features
31
Page 31 of 48
ACS Paragon Plus Environment
Journal of Chemical Theory and Computation
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
SA-MPS [D=2500] 
SP-MPS [D=200]
D=1
D=200
D=1
D=200
D=1
D=200
1
SP-MPS [D=200]
2 3 4 5 6 7 8
9 10 11 12 13 14 15 16
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(a) Spin-spin correlation functions among four irons
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(b) Relative energies of the 24 SP-MPS states
Figure 10: Calculations for the complex [Fe4S4(SCH3)4]
2– with CAS(54e,36o). (a) Converged
spin-spin correlation functions between the four irons for 24 SP-MPS with D = 200 (even
rows) starting from 24 different initial configurations (odd rows). (b) Relative energies of
the 24 converged SP-MPS states.
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that are not shared by the spin-adapted MPS with non-Abelian symmetry, such as a simple
formulation and implementation which only requires the use of Abelian symmetries for the
underlying MPS, and avoids the use of the singlet embedding scheme. Perhaps the most
important feature is the close connection to traditional “broken symmetry” determinants.
This gives the ability to seed SP-MPS from initial “broken symmetry” determinants, provid-
ing a route to connect chemical intuition about broken symmetry configurations to realistic
calculations that properly incorporate fluctuations and correlations. This further opens up
the possibility to fully map out the low energy landscape of competing states in finite chem-
ical systems, in particular the polymetallic transition metal compounds, similar to what is
already done in condensed phase problems.87 In such applications, the computed energies of
SP-MPS can be improved by using the SP-MPS based perturbation theory, see Appendix 4.
Further, a combination of SP-MPS and SA-MPS is also possible by using the optimized SP-
MPS with small bond dimension to initialize spin-adapted DMRG calculations with larger
bond dimensions, to improve the computed energies efficiently. The connection to broken
symmetry mean-field states may also help in the future development of quantum embedding
methods for open-shell systems. Specifically, the SP-MPS can be used as an impurity solver
for the embedded system in DMET, and such a combination may help overcome the difficul-
ties in using MPS to describe very high-dimensional entanglement, as can be found in large
transition metal clusters. These directions are being explored in our laboratory.
=
(a) 〈ΨPEPS|e−iβgSˆy |ΨPEPS〉 (b) Contracted 〈ΨPEPS|e−iβgSˆy |ΨPEPS〉
Figure 11: Overlap between two PEPS with projectors (23), 〈ΨPEPS|e−iβgSˆy |ΨPEPS〉.
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Appendix 1: SP-MPS perturbation theory
We here describe how to incorporate SP-MPS into the MPSPT framework,44 and in partic-
ular, how to deal with the complications arising from the spin projectors. In the MPSPT,
once a partition of Hˆ = Hˆ0 + Vˆ is given, the first order wavefunction represented in the
MPS form is to be obtained by minimizing the Hylleraas functional44 (assuming real MPS
for simplicity),
L[Ψ1] = 〈Ψ1|Hˆ0 − E0|Ψ1〉+ 2〈Ψ1|Vˆ |Ψ0〉, subject to 〈Ψ0|Ψ1〉 = 0. (35)
In the SP-MPS case, both |Ψ0〉 and |Ψ1〉 are to be represented by the ansatz (13), and the
only slight modification is that the reference |Ψ0〉 is explicitly normalized via,
|Ψ0〉 = NPSM,M |Ψ(N,M)MPS,0〉, N = 1/
√
〈Ψ(N,M)MPS,0|Pˆ SM,M |Ψ(N,M)MPS,0〉. (36)
The orthogonality constraint in Eq. (35) can be implemented as in the excited-state cal-
culations discussed above. The key to avoid complications due to double integrations for
L[Ψ1] is to choose a good spin-free Hˆ0. Then the perturbation Vˆ = Hˆ − Hˆ0 will also be
spin-free, such that in both terms of L[Ψ1] (35), the commutator [PSM,M , Oˆsf ] = 0 can be
used to bring L[Ψ1] into a form that only involves a single integration in Pˆ
S
M,M similar to
that in the energy functional (22). Then, the stationary condition for Eq. (35) will lead to
a simple linear equation to be solved in each local optimization problem, i.e.,
∂L[Ψ1]
∂A[k]
= 2(H0,effA[k] + Veff) = 0,
H0,effA[k] , 〈
∂Ψ
(N,M)
MPS,1
∂A[k]
|Hˆ0Pˆ SM,M − E0Pˆ SM,M |Ψ(N,M)MPS,1〉,
Veff , 〈
∂Ψ
(N,M)
MPS,1
∂A[k]
|Vˆ Pˆ SM,M |Ψ(N,M)MPS,0〉. (37)
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subject to the orthogonality constraint similar to Eq. (28). Here, all MPS in Eq. (37) refer
to the underlying MPS such that the equation can be solved similarly to in MPSPT.
For spin-free Hˆ0, we propose to use a simple analog of the Epstein-Nesbet partition in
the space of determinants,
Hˆd =
∑
p
hpp
∑
σ
npσ +
1
2
∑
pq
[pp|qq]
∑
σ
npσ
∑
τ
nqτ −
1
2
∑
pq
[pq|qp]
∑
σ
npσnqσ , (38)
where hpq and [pq|rs] are the one- and two-electron integrals over spatial orbitals. However,
while the first two terms are singlet operators, which can be reexpressed by using Epq, the
last term containing
∑
σ npσnqσ is not a pure singlet operator. To show this, it is rewritten
into a combination of spin tensor operators,
∑
σ
npσnqσ = Spp(0, 0)Sqq(0, 0) + Tpp(1, 0)Tqq(1, 0), (39)
Spq(0, 0) =
1√
2
(a+pαaqα + a
+
pβ
aqβ) =
1√
2
Epq, (40)
Tpq(1, 0) =
1√
2
(a+pαaqα − a+pβaqβ), (41)
Tpq(1, 1) = −a+pαaqβ , (42)
Tpq(1,−1) = a+pβaqα , (43)
where Spq and Tpq are singlet and triplet operators, respectively. Extracting the singlet com-
ponent of Tpp(1, 0)Tqq(1, 0), viz., [Tpp(1)× Tqq(1)]00C0010,10 with CS3M3S1M1,S2M2 being the Clebsch-
Gordan coefficient, gives the following form for the singlet component of Hˆd,
Hˆsingletd =
∑
p
pEpp +
∑
pq
JpqEppEqq +
∑
pq
KpqEpqEqp,
p , hpp − 1
6
∑
q
[pq|qp]− 1
3
[pp|pp],
Jpq ,
1
2
[pp|qq]− 1
6
[pq|qp],
Kpq ,
1
6
[pq|qp], (44)
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which can be rewritten as a sum of 2K MPO by the same splitting as in Eq. (6) for Hˆ, each
of which is of bond dimension 5. Compared with the bond dimension O(K2) for Hˆ, it is
seen that Hˆsingletd is a significant simplification. For Hˆ0 used in the Hylleraas function (35),
taking into account the fact that |Ψ0〉 is not an eigenfunction of Hˆsingletd , the following form
could be chosen,
Hˆ0 = PE0P +QHˆ
singlet
d Q, P = |Ψ0〉〈Ψ0|, Q = 1− P, (45)
where E0 could be chosen as the DMRG energy for |Ψ0〉 for simplicity. The performance of
such perturbation theory will be studied in future.
Appendix 2: Derivations for Eqs. (31), (32), and (33)
To derive a general expression for 〈Ψ(N,S,M)SP-MPS,I |Tpq(1, µ)|Ψ(N,S
′,M ′)
SP-MPS,J〉, we first examine the action
of PSM,M on Tpq(1, µ),
PSM,MTpq(1, µ) =
2S + 1
8pi2
∫
dΩDS∗M,M(Ω)Rˆ(Ω)Tpq(1, µ)
=
2S + 1
8pi2
∫
dΩDS∗M,M(Ω)
(
Rˆ(Ω)Tpq(1, µ)Rˆ(Ω)
−1
)
Rˆ(Ω)
=
2S + 1
8pi2
∫
dΩDS∗M,M(Ω)
(∑
ν
Tpq(1, ν)D
1
ν,µ(Ω)
)
Rˆ(Ω)
=
∑
ν
Tpq(1, ν)
(
2S + 1
8pi2
∫
dΩ[DS∗M,M(Ω)D
1
ν,µ(Ω)]Rˆ(Ω)
)
. (46)
The term in the bracket can be recast into a linear combination of projectors, by using the
following Clebsch-Gordan series,88
DS∗M,M(Ω)D
1
νµ(Ω) = (−1)ν−µDS∗M,M(Ω)D1∗−ν,−µ(Ω)
= (−1)ν−µ
∑
S′
C
S′(M−ν)
SM,1(−ν)D
S′∗
M−ν,M−µ(Ω)C
S′(M−µ)
SM,1(−µ), (47)
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where CS3M3S1M1,S2M2 represents the (real) Clebsch-Gordan coefficients. With the decomposition
(47), Eq. (46) becomes,
PSM,MTpq(1, µ) =
∑
ν
∑
S′
(−1)ν−µCS′(M−ν)SM,1(−ν)CS
′(M−µ)
SM,1(−µ)Tpq(1, ν)PS
′
M−ν,M−µ. (48)
Using this result, the matrix elements 〈Ψ(N,S,M)SP-MPS,I |Tpq(1, µ)|Ψ(N,S
′,M ′)
SP-MPS,J〉 are derived as
〈Ψ(N,S,M)SP-MPS,I |Tpq(1, µ)|Ψ(N,S
′,M ′)
SP-MPS,J〉
= 〈Ψ(N,M)MPS,I |PSM,MTpq(1, µ)PS
′
M ′,M ′ |Ψ(N,M
′)
MPS,J 〉
=
∑
ν
∑
S′′
(−1)ν−µCS′′(M−ν)SM,1(−ν)CS
′′(M−µ)
SM,1(−µ)〈Ψ(N,M)MPS,I |Tpq(1, ν)PS
′′
M−ν,M−µPS
′
M ′,M ′|Ψ(N,M
′)
MPS,J 〉
= δM−µ,M ′CS
′M ′
SM,1(−µ)
∑
ν
(−1)ν−µCS′(M−ν)SM,1(−ν)〈Ψ(N,M)MPS,I |Tpq(1, ν)PS
′
M−ν,M ′|Ψ(N,M
′)
MPS,J 〉
= δM−µ,M ′CS
′M ′
SM,1(−µ)
∑
ν
(−1)ν−µCS′(M−ν)SM,1(−ν)〈Ψ(N,M)MPS,I |Tpq(1, ν)Pˆ S
′
M−ν,M ′ |Ψ(N,M
′)
MPS,J 〉, (49)
where the projector property PSM1,M2PS
′
M ′1,M
′
2
= δSS′δM2M ′1PSM1,M ′2 has been used. Note that the
nonvanishing condition for the Clebsch-Gordan coefficient imposes the triangular condition
for angular momentum coupling in Eq. (49), |S − 1| ≤ S ′ ≤ S + 1, otherwise the matrix
elements are zero. If M and M ′ are further limited to the high spin case, Eq. (49) simplifies
to
〈Ψ(N,S,M=S)SP-MPS,I |Tpq(1, µ)|Ψ(N,S
′=S−µ,M ′=S−µ)
SP-MPS,J 〉
= C
(S−µ)(S−µ)
SS,1(−µ)
∑
ν
(−1)ν−µC(S−µ)(S−ν)SS,1(−ν) 〈Ψ(N,M=S)MPS,I |Tpq(1, ν)Pˆ S−µS−ν,S−µ|Ψ(N,M
′=S−µ)
MPS,J 〉, (50)
which gives rise to Eqs. (31)-(33) by substituting in the value of µ = 1, 0,−1, respectively.
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