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Abstract
In this paper, we introduce Stochastic Gradient Langevin Boosting (SGLB) — a
powerful and efficient machine learning framework, which may deal with a wide
range of loss functions and has provable generalization guarantees. The method is
based on a special form of the Langevin diffusion equation specifically designed
for gradient boosting. This allows us to guarantee the global convergence even for
multimodal loss functions, while standard gradient boosting algorithms can guar-
antee only local optimum. SGLB is implemented as a part of the CatBoost gradi-
ent boosting library and it outperforms classic gradient boosting when applied to
classification tasks with 0-1 loss function, which is known to be multimodal.
1 Introduction
Gradient boosting is a powerful machine-learning method that iteratively combines weak models
to obtain more accurate ones [11]. Nowadays, this technique remains the primary method for web
search, recommendation systems, weather forecasting, and many other problems with complex de-
pendencies and heterogeneous data. Combined with decision trees, gradient boosting underlies such
widely-used software libraries like, e.g., XGBoost [8], LightGBM [20], and CatBoost [27].
For convex loss functions and under some regularity assumptions, stochastic gradient boosting
(SGB) converges to the optimal solution. However, even local optima cannot be guaranteed for
general losses. We fill this gap and build a globally convergent gradient boosting algorithm for
convex and non-convex optimization with provable generalization guarantees. For this purpose, we
combine gradient boosting with stochastic gradient Langevin dynamics (SGLD), which is a power-
ful iterative optimization algorithm [28]. It turns out that gradient boosting can be easily modified
to a globally converging method: at each step, one has to shrink the currently built model and add
a proper noise to stochastic gradient estimates. We developed a theoretical framework to prove that
the dynamics of SGLB can be approximated by a special form of the Langevin diffusion equation.
As a result, it is possible to prove the global convergence and generalization.
The proposed algorithm is implemented as a part of the official CatBoost open-source gradient
boosting library [7]. Our experiments show that the obtained method outperforms standard SGB.
Of particular importance is the ability to optimize globally and with provable guarantees such non-
convex losses as 0-1 loss, which was previously claimed to be a challenge [25].
In the next section, we briefly discuss the related research on gradient boosting convergence and
0-1 loss optimization. Then, in Section 3, we give the necessary background on gradient boosting
and stochastic gradient Langevin dynamics. The proposed algorithm is described in Section 4 and
the convergence guarantees are given in Section 5 (the main proofs are outlined in Section 6). The
experiments comparing SGLB with SGB on synthetic and real datasets are discussed in Section 7.
Section 8 concludes the paper and outlines promising directions for future research.
Preprint. Under review.
2 Related work
In this section, we discuss related work on SGB convergence and 0-1 loss optimization. Our work
is also related to stochastic gradient Langevin dynamics, which we discuss in Section 3.3.
Convergence of gradient boosting There are several theoretical attempts to study SGB conver-
gence, e.g., Boulevard [33], AnyBoost [23], or gradient boosting in general L2 setting [5, 6, 32].
These works consider a general boosting algorithm, but under restrictive assumptions like exact
greediness of the weak learners’ selection algorithm [23], Structure Value Isolation properties [33],
and, most importantly, convexity of the loss function. However, many practical tasks involve
non-convex losses like 0-1 loss optimization [25], regret minimization in non-convex games [18],
Learning-to-Select-With-Order [29]. Thus, existing frameworks fail to efficiently solve these tasks
as they strongly rely on convexity. Many practical implementations of boosting like XGBoost [8],
LightGBM [20], and CatBoost [27] use constant learning rate as in practice it outperforms dynami-
cally decreasing ones. However, existing works on the convergence of boosting algorithms assume
decreasing learning rates [32, 33], thus leaving an open question: if we assume a constant one ǫ > 0,
can convergence be guaranteed if we let ǫ→ 0+?
0-1 loss optimization For binary classification problems, convex loss functions are usually used
since they can be efficiently optimized. However, as pointed out by Nguyen and Sanner [25], such
losses are sensitive to outliers. On the other hand, 0-1 loss (the fraction of errors) is more robust
and more interpretable, but harder to optimize. Nguyen and Sanner [25] propose smoothing 0-1
loss with sigmoid function and show that an iteratively unrelaxed coordinate descent approach for
gradient optimization of this smoothed loss outperforms optimization of convex upper bounds of the
original 0-1 loss. In the current paper, we use a smoothed 0-1 loss as an example of a multimodal
function and show that the SGLB algorithm achieves superior performance for this loss.
3 Background
3.1 General setup
Assume that we are given some distribution D on X × Y , where X is a feature space (typically Rk)
and Y is a target space (typically R for regression or {0, 1} for classification). 1 We are also given
a loss function L(z, y) : Z × Y → R, where Z is a space of predictions (typically R or {0, 1}).
Our goal is to minimize the expected loss L(f |D) := EDL(f(x), y) over functions f belonging to
some family F ⊂ {f : X → Z}. In practice, the distribution D is unknown and we are given
i.i.d. samples (x1, y1), . . . , (xN , yN ) ∼ D denoted as DN , so the expected loss is replaced by the
empirical average:
LN (f) := L(f |DN ) = 1
N
N∑
i=1
L(f(xi), yi) . (1)
Typically, a regularization term is added to improve generalization:
LN (f, γ) := LN (f) + γ
2
‖f‖22 . (2)
We consider only F corresponding to additive ensembles of weak learners H := {hs(x|θs) : X ×
R
ms → R, s ∈ S}, where S is some finite index set and hs depends linearly on its parameters θs.
Linearity in θs is crucial for convergenceguarantees and is also typical for practical implementations,
where decision trees are used as base learners. A decision tree is a model built by a recursive partition
of the feature space into disjoint regions called leaves. Each leaf is assigned to a value, which is an
estimate of the response y in the corresponding region. Denoting by Rj these regions, we can write
h(x|θ) =∑dj=1 θj1{x∈Rj}. Thus, a decision tree is a linear function of leaf values θ. The finiteness
of S is a natural assumption since the training dataset is finite: e.g., in case of decision trees, there
is a finite number of ways one can split the dataset into disjoint regions. Further in the paper, we
denote byHs : Rms → RN a linear operator converting θs to (hs(xi|θs))Ni=1.
1Table 3 in Appendix lists notation frequently used in the paper.
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Due to linear dependence of hs on θs and finiteness of S, we can represent any ensemble in H as
a linear model f(x|Θ) = 〈φ(x),Θ〉2 for some feature map φ(x) : X → Rm. Here Θ ∈ Rm is
a vector of parameters of the final ensemble. To obtain this vector, for each hs ∈ H we take all
its occurrences in the ensemble, sum the corresponding vectors of parameters and concatenate the
vectors obtained for all s ∈ S. InH consists of decision trees, we sum all trees with the same leaves
Rj and φ(x) maps the feature vector to the binary vector encoding all possible leaves x belongs to.
The parameters of the model F̂τ obtained at iteration τ are denoted by Θ̂τ .2
3.2 Stochastic Gradient Boosting
A typical stochastic gradient boosting (SGB) algorithm [12] is a recursive procedure that can be
characterized by a triplet B := (H,S,P): H is a set of weak learners; S is a sampling strategy that
takes current ensemble predictions F̂τ :=
(
f(xi|Θ̂τ )
)N
i=1
and returns a weak learner index sτ (in
case of decision trees, S returns a tree structure); P is a procedure that takes the weak learner hsτ
and stochastic gradient estimates ĝτ ∈ RN , such that Eĝτ =
(
∂
∂f
L(f(xi|Θ̂τ ), yi)
)N
i=1
, and returns
the optimal parameters θsτ∗ according to the following problem:
minimize ‖Wsτ θsτ ‖22 subject to θsτ ∈ argmin
θsτ∈Rms
‖ − ǫĝτ −Hsτ θsτ ‖22 , (3)
where ǫ > 0 is a learning rate and Wsτ is a matrix of weights. Typically, Wsτ = Ims , but in
general we only assume that rkWsτ = msτ in order to make the solution of (3) to be unique.
3 After
obtaining θsτ∗ , the algorithm updates the ensemble as
f(·|Θ̂τ+1) := f(·|Θ̂τ ) + hsτ (·|θsτ∗ ) . (4)
Under the convexity of L(z, y) by z and some regularity assumptions on the triplet B [33], the
ensemble converges to the optimal one with respect to the closure of the set of all possible finite en-
sembles, so one can construct a converging SGB algorithm for convex losses. For non-convex losses,
SGB cannot guarantee convergence for the same reasons as stochastic gradient descent (SGD) — it
gives only a first-order stationarity guarantee [15] that means not only local minima points but also
saddles, which prevents effective optimization. Our paper fills this gap: we build a globally converg-
ing gradient boosting algorithm for convex and non-convex optimization with provable (under some
assumptions onH) generalization gap bounds.
3.3 Stochastic Gradient Langevin Dynamics
Our algorithm combines SGB with stochastic gradient Langevin dynamics, which we briefly intro-
duce here. Assume that we are given a functionU(θ) : Rm → R such thatU(θ)→∞ as ‖θ‖2 →∞.
SGLD [9, 14, 28, 30] aims at finding the global minimum of U(θ) and it updates θ̂τ as:
θ̂τ+1 = θ̂τ − ǫP ∇̂U(θ̂τ ) +N (0m, 2ǫβ−1P ), (5)
where ∇̂U(θ) is an unbiased stochastic gradient estimate (i.e., E∇̂U(θ) = ∇U(θ)), ǫ > 0 is a
learning rate, β > 0 is an inverse diffusion temperature and P ∈ Rm×m is a symmetric positive
definite preconditioner matrix [30]. Then, under mild assumptions [9, 28], the chain θ̂τ converges
in distribution to a random variable with density pβ(θ) ∝ exp(−βU(θ)) (Gibbs distribution) as
ǫτ →∞, ǫ→ 0+. Moreover, according to [9, 28], we have
Eθ∼pβ(θ)U(θ)− min
θ∈Rm
U(θ) = O
(
m
β
log
β
m
)
,
so the distribution pβ(θ) concentrates around the global optimum of U(θ) for large β.
The main idea behind the proof of convergence is to show that the continuous process θǫ(t) :=
θ̂[ǫ−1t] weakly converges to the solution of the following associated Langevin Dynamics Stochastic
Differential Equation (SDE) as ǫ→ 0+:
dθ(t) = −P∇U(θ(t))dt +
√
2β−1PdW (t), (6)
2We use notation Θ̂τ , F̂τ to stress that a process is discrete, while F (t) is used for a continuous process.
3Further we use notation Psτ to show the dependence on the weak learner sτ .
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whereW (t) is a standard Wiener process. The Gibbs measure pβ(θ) is an invariant measure of the
SDE, θ(t) is a solution of the SDE typically defined by the Ito integral. The process θ(t) converges
to the invariant measure pβ(θ) in Wasserstein-2 metric. If U(θ) is Lipschitz smooth, we have θ(t) ∼
pβ(θ) with an error of order exp(−Ω(tβ−1)) (see [28] for details).
Algorithm 1: SGB
input: dataset DN , learning rate ǫ > 0
initialize τ = 0, f(·|Θ̂0) = 0
repeat
estimate ĝτ ∈ RN on DN using f(·|Θ̂τ )
sample sτ ∼ S(−ǫĝτ )
estimate θsτ∗ = Psτ (−ǫĝτ)
update f(·|Θ̂τ+1) = f(·|Θ̂τ ) + hsτ (·|θsτ∗ )
update τ = τ + 1
until stopping criteria met
return: f(·|Θ̂τ )
Algorithm 2: SGLB
input: dataset DN , learning rate ǫ > 0, inverse
temperature β > 0, regularization γ > 0
initialize τ = 0, f(·|Θ̂0) = 0
repeat
estimate ĝτ ∈ RN on DN using f(·|Θ̂τ )
sample ζ, ζ′ ∼ N (0N , IN )
sample sτ ∼ S(−ǫĝτ +
√
2ǫβ−1ζ′)
estimate θ̂sτ∗ = Psτ (−ǫĝτ +
√
2ǫβ−1ζ)
update f(·|Θ̂τ+1)
= (1− γǫ)f(·|Θ̂τ) + hsτ (·|θsτ∗ )
update τ = τ + 1
until stopping criteria met
return: f(·|Θ̂τ )
4 SGLB algorithm
In this section, we describe the proposed SGLB algorithm which combines SGB with Langevin
dynamics. Surprisingly, a few simple modifications allow us to convert SGB (Algorithm 1) to a
globally converging method (Algorithm 2).
We further assume that the loss L(z, y) is Lipschitz continuous and Lipschitz smooth by the variable
z and that infz L(z, y) > −∞∀y. Since LN (F ) is a sum of several L(·, ·), it necessarily inherits all
these properties.4
First, we add regularization to the loss for two reasons: 1) regularization is known to improve
generalization, 2) we did not assume that LN (F ) → ∞ as ‖F‖2 → ∞, but we need to ensure
this property for Langevin dynamics to guarantee the existence of the invariant measure. Lip-
schitz continuity of the loss implies at most linear growth at infinity. Thus, a regularizer must
grow faster than linearly. Standard L2 regularization (2) satisfies this requirement, i.e., we optimize
LN (F, γ) = LN (F ) + γ2 ‖F‖22. Instead of fitting a weak learner on −ǫ∇̂FLN (F̂τ , γ), we observe
that −ǫ∇F
(
γ
2 ‖F̂τ‖22
)
= −ǫγF̂τ , thus we can make the exact step for γ2‖F‖22 by shrinking the pre-
dictions (1 − γǫ)F̂τ . Note that due to linearity, shrinkage of the ensemble parameters (1 − γǫ)Θ̂τ
and formal shrinkage of the predictions (1− γǫ)F̂τ is the same operation.
Second, we inject Gaussian noise directly into SGB gradients estimation procedure P . Namely,
instead of approximating−ǫĝτ by a weak learner, we approximate−ǫĝτ +N (0N , 2ǫβ−1IN ):
minimize ‖Wsτ θsτ ‖22 subject to θsτ ∈ argmin
θsτ∈Rms
‖ − ǫĝτ +
√
2ǫβ−1ζ −Hsτ θsτ ‖22 , (7)
where ζ ∼ N (0N , IN ). Adding Gaussian noise allows us to show that after a proper time inter-
polation, the process weakly converges to the Langevin dynamics, which in turn leads to global
convergence.
Finally, we add noise to the weak learners’ selection algorithm, i.e., s ∼ S(−ǫĝτ +
√
2ǫβ−1ζ′),
where ζ′ ∼ N (0N , IN ) and S(g) is some predefined distribution over the weak learners.
4We use LN (F ) and LN (f) interchangeably.
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5 Convergence of SGLB
In this section, we formulate our main theoretical results. First, we introduce some notation. Let
VB :=
{
F =
(
f(xi|Θ)
)N
i=1
∣∣∣∀ ensemblesΘ} ⊂ RN .
This set encodes all possible predictions of all possible ensembles. It is easy to see that VB is a linear
subspace in RN : the sum of any ensembles is again an ensemble.
Let us also define Psτ := HsτPsτ . For given unbiased estimates of the gradients ĝτ ∈ RN and
an index sτ ∈ S, such operation first estimates θsτ∗ according to (3) and then converts them to
the predictions of the weak learner. We have Psτ v ∈ VB for any v ∈ RN . The following lemma
characterizes the structure of Psτ and is proven in Appendix A
Lemma 1. Psτ is an orthoprojector on the image of the weak learner h
sτ , i.e., Psτ is symmetric,
P 2sτ = Psτ , and imPsτ = imHsτ .
We are ready to state the required properties of the sampling strategy S(g):
• Continuity at Zero: P(S(g + ζ) 6= S(ζ)) = O(‖g‖2) as ‖g‖2 → 0 for ζ ∼ N (0N , IN ).
Note that S can have an inner noise source different from added ζ.
• Non-degeneracy: E‖PsF‖22 ≥ m‖F‖22 ∀F ∈ VB for somem > 0, where Ps is a random
projector corresponding to the weak learner s ∼ S(ζ) and ζ ∼ N (0N , IN ).
• Zero-order Positive Homogeneity: ∀λ > 0 ∀g ∈ RN we have S(λg) ≡ S(g).
• Structure Noise Isolation: The noise ζ ∼ N (0N , IN ) used for weak learners selection,
the noise ζ′ ∼ N (0N , IN ) used for weak learner parameters estimation, and the inner noise
of S are independent.
These are formal requirements needed for our analysis. Fortunately, all of them are satisfied in the
CatBoost open-source GBDT implementation, as we show in Appendix B.
Recall that we also assume the loss L(z, y) to be Lipschitz continuous and Lipschitz smooth by the
variable z and infz L(z, y) > −∞∀y. Also, from the stochastic gradient estimates ĝτ we require
‖ĝτ − Eĝτ‖2 = O(1) with probability one. Now we can state our main theorem.
Theorem 1. The Markov chain F̂τ generated by SGLB (Algorithm 2) weakly converges to the solu-
tion of the following SDE as ǫ→ 0+:
dF (t) = −γF (t)dt− P∞∇FLN (F (t))dt +
√
2β−1P∞dW (t). (8)
where P∞ := Es∼S(ζ)Ps for ζ ∼ N (0, IN ).
Based on this theorem, we prove that in the limit LN (F̂τ ) concentrates around the global optimum
of LN (F ).
Theorem 2. The following bound holds almost surely:
limELN (F̂τ )− inf
F∈VB
LN (F ) = O
(
δΓ(γ) +
d
β
log
β
d
)
for ǫ → 0+, ǫτ → ∞, where d = dimVB and δΓ(γ) encodes the error from the regularization and
is of order o(1) as γ → 0+.
To derive a generalization bound, we need an additional assumption on the weak learners set. First,
recall that we required the set H to be finite (this is needed only for generalization guarantees). We
also have to assume independence of prediction vectors: (hs1(xi|θs1))Ni=1, . . . , (hsk(xi|θsk ))Ni=1 are
linearly independent for an arbitrary choice of different weak learners indices s1, . . . , sk ∈ S and pa-
rameters θsj ∈ Rmsj such that the vector (hsj (xi|θsj ))Ni=1 is not zero for any j. The independence
assumption can be satisfied if we assume that each feature vector x ∈ Rk has independent compo-
nents and N ≫ 1. This condition is quite restrictive, but it allows us to deduce a generalization gap
bound which gives an insight on how the choice of S and P affects the generalization.
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Theorem 3. If the above assumptions are satisfied, then the generalization gap can be bounded as∣∣EΘ∼pβ(Θ)L(f(·|Θ))− EΘ∼pβ(Θ)LN (f(·|Θ))∣∣ = O( (β + d)2λ∗N
)
,
where pβ(Θ) is the limiting distribution of Θ̂τ as ǫ → 0+, ǫt → ∞, d = dimVB is independent
fromN for large enoughN ≫ 1, and λ∗ is a so-called uniform spectral gap parameter that encodes
“hardness” of the problem and depends on the choice of L(z, y).
Note that 1/λ∗ is not dimension-free and in general may depend on d, β, Γ, and γ. Moreover,
the dependence can be exponential in d [28]. However, in the presence of convexity, we can get a
dimension-free bound for 1/λ∗. We refer to Appendix C for further details and intuitions behind the
statement of Theorem 3.
It follows from Theorems 2 and 3 that SGLB has the following performance as ǫ→ 0+, ǫτ →∞:∣∣ limL(F̂τ )− inf
F∈VB
L(F )∣∣ = O(δΓ(γ) + d
β
log
β
d
+
(β + d)2
λ∗N
)
, (9)
where δΓ(γ) encodes the error from regularization that is negligible in γ → 0+ limit. However,
1/λ∗ also depends on γ (e.g., in the convex case the dependence is of order O(1/γ)) and thus the
optimal γ∗ must be strictly greater than zero. Finally, taking large enough N , the bound (9) can be
made arbitrarily small, and therefore our algorithm reaches the ultimate goal stated in Section 3.2.
The obtained bound completely answers the question how the choice of the triplet B = (H,S,P)
affects the optimization quality. Note that our analysis, unfortunately, gives no insights on the speed
of the convergence of the algorithm and we leave this for future work.
In the next section, we prove Theorems 1 and 2. Theorem 3 is proven in Appendix C.
6 Proofs
6.1 Theorem 1
Recall that Psτ is an orthoprojector defined by the sampled weak learner’s index sτ . Let us denote
the corresponding random projector by Pτ (Pτ depends on a randomly sampled index). Then, F̂τ
conforms the following update equation:
F̂τ+1 = (1− γǫ)F̂τ − ǫPτ ∇̂FLN (F̂τ ) +
√
2ǫβ−1Pτζ .
Here we exploit the fact that Pτ is a projector:
√
Pτ ≡ Pτ . The equation clearly mimics the SGLD
update with the only difference that Pτ is not a constant preconditioner but a random projector. So,
the SGLB update can be seen as SGLD on random subspaces in VB .
Recall that we require ‖ĝτ − ∇FLN (F̂τ )‖2 = O(1) with probability one. Also, ∇FLN (F ) is
uniformly bounded due to Lipschitz continuity, so ĝτ is uniformly bounded with probability one.
Zero-order Positive Homogeneity implies S(−ǫĝτ +
√
2ǫβ−1ζ) = S(ζ + O(√ǫ)). Using Conti-
nuity at Zero, we get P
(
S(−ǫĝτ +
√
2ǫβ−1ζ) 6= S(ζ)
)
= O(√ǫ). So, sampling converges to its
stationary S∞ := S(ζ) as ǫ→ 0+.
Let us define an implicit limiting preconditioner matrix of the boosting algorithm P∞ :=
Es∼S∞HsPs : RN → RN . Such expectation exists since each term is a projector and hence
is uniformly bounded by 1 using the spectral norm. Since P (S(·) 6= S∞) = O(√ǫ), we get
Es∼SHsPs = P∞ +O(√ǫ). Using Structure Noise Isolation, we get
ǫ−1E(F̂τ+1 − F̂τ |F̂τ ) = −γF̂τ − P∞∇FLN (F̂τ ) +O(
√
ǫ),
ǫ−1Var(F̂τ+1|F̂τ ) = 2β−1P∞ +O(
√
ǫ).
Henceforth, Theorem 1, p. 464 of Gikhman and Skorokhod [16] applies ensuring the weak conver-
gence of Fǫ(t) := F̂[
ǫ−1t
] to the Langevin Dynamics as ǫ → 0+ for t ∈ [0, T ] ∀T > 0. Note that
this theorem is proved in dimension one, but it remains valid in an arbitrary dimension [22].
Finally, we need to deal with the problem of possibly singular operatorP∞ since generallyVB 6= RN .
The trick is to observe that VB = imP∞ = coimP∞ due to Non-degeneracy of the sampling S.
Henceforth, we can easily factorize VB ⊕ kerP∞ = RN and assume that actually we live in VB and
there formally P∞ > 0 as an operator from VB to VB .
6
6.2 Theorem 2
To prove Theorem 2, we study the properties of the limiting Langevin equation, which describes
the evolution of F (t) in the space VB . We consider now the following Langevin-like SDE for
P > 0, PT = P in Rd (here we assume that we live in VB = Rd):
dF (t) = −γF (t)dt− P∇FLN (F (t))dt +
√
2β−1PdW . (10)
The classic form of the equation can be obtained using an implicitly regularized loss function:5
LN (F, γ) := LN (F ) + γ
2
‖ΓF‖22 ,
where Γ :=
√
P−1 > 0 is a regularization matrix (defined implicitly by S and P in the case
of boosting). Due to the well-known properties of L2-regularization, for small enough γ > 0,
the minimization of LN (F, γ) leads to an almost minimization of LN (F ) with an error of order
O(δΓ(γ)) for some function δΓ(γ) depending on LN and Γ, which is negligible as γ → 0+.6 Thus,
the error δΓ(γ) heavily depends on Γ =
√
P−1 which, in turn, is detemined by P and S. Hence, the
effectiveness of the algorithm is detemined by the choice of B.
Using LN (F, γ), we rewrite Equation (10) as:
dF (t) = −P∇FLN (F (t), γ)dt+
√
2β−1PdW (t).
Then, the results of [9, 28] apply ensuring that LN (F̂τ , γ) converges to an almost-minimizer of
LN (F, γ) with an error of orderO
(
d
β
log β
d
)
, where d = dimVB . From this the theorem follows.
7 Experiments
7.1 Direct accuracy optimization via smooth loss approximation
To show the power of SGLB for non-convexmultimodal optimization, we select Accuracy (0-1 loss)
for the direct optimization by our framework:
0-1 loss = 1− accuracy = 1− 1
N
N∑
i=1
1{(2yi−1)f(xi|θ)>0}, (11)
where yi ∈ {0, 1}. To make this function Lipschitz smooth and Lipschitz continuous, we approxi-
mate the indicator by a sigmoid function and minimize:
LN (f) := 1− 1
N
N∑
i=1
σ(ς−1(2yi − 1)f(xi|θ)), (12)
where σ(x) = (1+ exp(x))−1 and ς > 0 is a hyperparameter. Such smoothing is known as Smooth
Loss Approximation (SLA) [25]. If f(xi|θ) 6= 0 ∀i, then LN (f) converges to 0-1 loss as ς → 0+.
To apply SGLB, we need to ensure Lipschitz smoothness and continuity. Observe that the gradient
is uniformly bounded due to
∣∣ d
dzσ(z)
∣∣ = (1 − σ(z))σ(z) ≤ 1, which in turn implies Lipschitz
continuity. Moreover,
∣∣ d2
dz2σ(z)
∣∣ = ∣∣(1−2σ(z)) · ddzσ(z)∣∣ ≤ 3 which implies Lipschitz smoothness.
7.2 Illustration on synthetic data
First, we analyze the performance of SGLB in a simple synthetic experiment: we randomly generate
three-dimensional feature vectors x ∼ N (03, I3) and let y = 1{y˜>0} for y˜ ∼ N (sin(x1x2x3), 1).
We add a significant amount of noise to the target since in this case the loss is very likely to be
multimodal. We made cross-validation with 100 folds, each containing 1000 examples for training
and 1000 examples for testing. To see the difference between the methods, we consider simple
models based on decision trees of depth 1. We optimize SLA with ς = 10−1 (see more details of
the experimental setup in Appendix D.1).
5Here we redefine the notation LN (F, γ) used before.
6IfminF LN(F ) exists, one can show that δΓ(γ) = O(λmax(Γ2)γ) withO(·) depending on LN .
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Table 1: Optimization on synthetic data
Approach 0-1 loss p-value
Logloss + GB 0.482 2 · 10−8
SLA + GB 0.475 5 · 10−3
SLA + SGB 0.474 7 · 10−3
SLA + SGLB 0.470 —
The results are presented in Table 1. Here the p-
values (according to t-test) are reported relative to
SGLB. We see that for SLA optimization, SGLB
outperforms standard gradient boosting (GB). Then,
we analyze whether a standard subsampling used in
SGB can help to avoid local optima and is able to im-
prove the performance of GB. We see that SGB with
sample rate 0.5 is indeed slightly better than GB, but
is still worse than SGLB which has a theoretically
grounded randomization. Finally, we see that optimizing the convex logistic loss instead of SLA
leads to the worst performance. This means that the logistic loss has a different optimum and, for
better performance, non-convex loss functions should not be replaced by convex substitutes.
7.3 Comparison on real data
In this section, we show that SGLB has superior performance on various real datasets. As the base-
line approach, we consider the CatBoost library, which is known to achieve state-of-the-art results
across a wide variety of datasets [27]. We mostly focus on classification task with 0-1 loss (11)
and optimize SLA L(z, y) = 1 − σ(ς−1z(2y − 1)) with ς = 10−1, which is Lipschitz smooth and
continuous and thus SGLB can be applied.
Table 2: 0-1 loss optimized via SLA
Dataset SGB SGLB p-value
Appetency 1.8 1.8 1
Churn 7.1 7.2 0.18
Upselling 4.8 4.7 0.04
Adult 13.2 12.8 0.01
Amazon 5.2 4.8 0.01
Click 16 15.9 3 · 10−6
Epsilon 11.7 11.7 0.44
Higgs 25.2 24.8 0.04
Internet 10.1 9.8 0.05
Kick 9.7 9.6 0.02
The datasets are described in Table 4 in Appendix.
We split each dataset into train, validation, and test
sets in proportion 65/15/20. We tune the parameters
on the validation set using 200 iterations of random
search and select the best iteration on the validation,
the details are given in Appendix D.3. For all algo-
rithms, the maximal number of trees is set to 1000.
The results are shown in Table 2. We use bold font to
highlight significance for the two-tailed t-test with
a p-value < 0.05. We note that SGB uses leaves
regularization, whilst SGLB is not. We see that for
the non-convex 0-1 loss, SGLB performance is supe-
rior to SGB, which clearly shows the necessity of
non-convex optimization methods in machine learn-
ing. We also conducted additional experiments for
convex logistic loss. In this case, SGLB performs
comparable or better than SGB, especially on large datasets (see Table 5 in Appendix).
8 Conclusion & Future Work
Our experiments demonstrate that the theoretically grounded SGLB algorithm also shows very
promising experimental results. However, there are plenty of directions for future research which
can potentially further improve the performance. Recall that our generalization gap estimate relies
on the restrictive assumption on linear independence of weak learners, thus a promising direction is
how to modify the algorithm so that some form of Langevin diffusion is still preserved in the limit
with good provable generalization gap guarantees. Another idea is to incorporate momentum into
boosting so that there is the Hamiltonian dynamics [13] in the limit instead of the ordinary Langevin
dynamics. There are several theoretical attempts to incorporate momentum into boosting like Histor-
icalGBM [10], so the question is: if we use HistoricalGMB approach or its modification, would that
be enough to claim the Hamiltonian dynamics equation in the limit? Finally, our research does not
investigate the rates of convergence, which is another promising direction as it would give a better
understanding of the trade-offs between the parameters of the algorithm.
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Table 3: Notation used throughout the paper.
Variable Description
x ∈ X Features, typically from Rk
y ∈ Y Target, typically from R or {0, 1}
z ∈ Z Prediction, typically from R
D Data distribution over X × Y
DN = {(xi, yi)}Ni=1 I.i.d. samples from D
L(z, y) : Z × Y → R Loss function
L(f |D) Expected loss w.r.t. D
LN (f) Empirical loss
LN (F, γ) Regularized or implicitly regularized loss
H set of weak learners
hs(x|θs) ∈ H Weak learner parameterized by θs
Hs : R
ms → RN Linear operator converting θs to (hs(xi|θs))Ni=1
Θ ∈ Rm Ensemble parameters
f(x|Θ) : X → Z Model parametrized by Θ ∈ Rm
τ ∈ Z+ Discrete time
t ∈ [0,∞) Continuous time
Fˆτ Predictions’ Markov Chain
(
f(xi|Θ̂τ )
)N
i=1
F (t) Markov process
(
f(xi|Θ(t))
)N
i=1
VB ⊂ RN Subspace of predictions of all possible ensembles
S Sampling strategy
P Weak learner parameters estimator
Ps := HsPs Orthoprojector
P∞ = Es∼S(∞)Ps Implicit limiting preconditioner matrix of the boosting
P = P∞ Symmetric preconditioner matrix
Γ =
√
P−1 Regularization matrix
δΓ(γ) Error from the regularization
pβ(Θ) Limiting distribution of Θ̂τ
λ∗ uniform spectral gap parameter
ǫ > 0 Learning rate
β > 0 Inverse diffusion temperature
γ > 0 Regularization parameter
Im ∈ Rm×m Identity matrix
0m ∈ Rm Zero vector
W (t) Standard Wiener process
A Proof of Lemma 1
Recall that Psτ : RN → Rmsτ denotes an operation that takes −ǫĝτ and maps to optimal θsτ∗ .
Lemma 2. Psτ is a linear operator.
Proof. We can rewrite Equation (3) as
θsτ∗ = lim
δ→0
argmin
θsτ
‖ − ǫĝτ,i −Hsτ θsτ ‖22 + δ2‖Wsτ θsτ ‖22 .
Taking the derivative of the inner expression, we obtain:(
HTsτHsτ + δ
2WTsτWsτ
)
θsτ − ǫHTsτ ĝτ,i = 0 .
So, Psτ can be defined as limδ→0(HTsτHsτ + δ2WTsτWsτ )−1HTsτ . Such limit is well defined and is
known as the weighted pseudo-inverse of the matrix [17].
Let us now prove Lemma 1.
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The matrix Psτ is symmetric since Psτ = limδ→0Hsτ (H
T
sτ
Hsτ + δ
2WTsτWsτ )
−1HTsτ .
Observe that ifHsτ θ
sτ = v, then Psτ v = v, since the problem in Equation (3) has an exact solution
for the argmin subproblem. As a result, imPsτ = imHsτ . Also, for an arbitrary v ∈ RN , we have
Psτ (Psτ v) = Psτ v since Psτ v ∈ imHsτ .
B CatBoost Implementation
We implemented SGLB as a part of CatBoost gradient boosting library, which was shown to provide
state-of-the-art results on a large number of datasets [27]. Now we specify the particular triplet
B = (H,S,P) such that all assumption stated before are satisfied and therefore the implementation
must converge globally for a wide range of functions, not only for convex ones. First, note thatWs
is taken to be the identity matrix Ims for any s ∈ S, so P is fully specified. Now we are going to
describe the weak learners setH used by CatBoost.
For each numerical feature, CatBoost chooses between a finite number of splits 1{xi≤cij}, where
{cij}dij=1 are some constants typically picked as quantiles of xi estimated on DN and di is bounded
by a hyperparameter border-count. So, the set of weak learners H consists of all non-trivial binary
oblivious trees with splits 1{xi≤cij} and with depth bounded by a hyperparameter depth. This set is
finite, |S| <∞. We take θs ∈ Rms as a vector of leaf values of the obtained tree.
Now we are going to describe S. Assume that we are given a vector g ∈ RN and already built a tree
up to a depth j with remaining (not used) binary candidate splits b1, . . . bp. Each split, being added
to the currently built tree, divides the vector g into components g1 ∈ RN1 , . . . , gk ∈ RNk , where
k = 2j+1. To decide which split bl to apply, CatBoost calculates the following statistics:
sl :=
√√√√ k∑
i=1
Var(gi),
where Var(·) is the variance of components from the component-wise mean. Denote also σ :=√
Var(g). Then, CatBoost evaluates:
s′l := N
(
sl,
(
ρσ
1 +N ǫτ
)2)
,
where ρ ≥ 0 is a hyperparameter defined by the random-strength parameter. After obtaining s′l,
CatBoost selects a split with a highest s′l value and adds it to the tree and then proceeds recursively
until a stopping criteria met.
Note that due to ǫτ → ∞, we can assume that the variance of s′l equals zero in the limit. Thus, the
stationarity of sampling is preserved. So, S is fully specified and one can show that it satisfies all
the requirements. Henceforth, such CatBoost implementation B must converge globally for a large
class of losses as ǫ→ 0+, ǫτ →∞ under mild conditions.
C Generalization gap (proof of Theorem 3)
We reduced the problem of convergence of a general boosting to the problem of convergence of
predictions F̂τ :=
(
f(xi|Θ̂τ )
)N
i=1
in the space of all possible ensemble predictions VB on the dataset
DN . Using the fact that |S| <∞, we define a design matrix Φ :=
[
φ(x1), . . . , φ(xN )
]T ∈ RN×m,
so we can write F = ΦΘ and LN (F, γ) = LN (ΦΘ) + γ2 ‖ΓΦΘ‖22. Note that VB can be obtained as
the image of Φ.
Let us consider the uniform spectral gap parameter λ∗ ≥ 0 for the distribution
pβ(Θ) :=
exp(−βLN (ΦΘ, γ))∫
Rm
exp(−βLN (ΦΘ, γ))dΘ
(for the definition of a uniform spectral gap see Raginsky et al. [28]).
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Table 4: Datasets description
Dataset # Examples # Features
Appetency [3] 50000 231
Churn [3] 50000 231
Upselling [3] 50000 231
Adult [21] 48842 15
Amazon [19] 32769 9
Click [4] 399482 12
Epsilon [26] 500K 2000
Higgs [31] 11M 28
Internet [2] 10108 69
Kick [1] 72983 36
In order to make this definition fully correct (i.e., to ensure that pβ(Θ) is a completely and cor-
rectly defined distribution) we need, first, to assume that kerΦ =
⊕
s∈S kerh
s, where kerhs :=
{Θs ∈ Rms : h(xi|Θs) = 0 ∀xi ∈ DN} ⊂ Rms . This condition is equivalent to the assumption
that (hs1(xi|Θs1))Ni=1, . . . , (hsk(xi|Θsk))Ni=1 are linearly independent for any choice of different
weak learners indexes s1, . . . , sk ∈ S and an arbitrary choice of Θsj ∈ Rmsj such that the vector
(hsj (xi|Θsj ))Ni=1 is not zero ∀j. Then, kerΦ has right structure, i.e., we have “basis weak learners”
for B.
Second, we use the factorization trick to factorize Rms = kerhs ⊕ (kerhs)⊥ and hence w.l.o.g. we
can assume kerhs = {0ms}. The latter implies that w.l.o.g. kerΦ = {0m}, so the distribution
pβ(Θ) is a correctly defined distribution on Rm. Moreover, observe that in that case m = d =
dimVB and thus d is independent fromN for large enoughN ≫ 1.
Note that the above condition on kernel structure is somewhat restrictive since it implies
∑
s∈S ms−
dimkerhs = dimVB and is hard to verify in practice. Such condition can be satisfied if we assume
that each feature vector x ∈ Rk has independent components andN ≫ 1. However, such restrictive
condition allows us to deduce a generalization gap bound which gives an insight on how the choice
of S and P affects the generalization.
Having pβ(Θ) ∝ exp(−βLN (ΦΘ, γ)) from Raginsky et al. [28], we can transfer a bound∝ (β+d)
2
λ∗N
for the generalization gap where λ∗ ≥ 0 is a uniform spectral gap parameter. Since we added L2-
regularizer to the loss which is Lipschitz smooth and continuous, we necessarily obtain dissipativity
and thus λ∗ > 0 [28]. This concludes the proof of Theorem 3.
Note that 1/λ∗ is not dimension-free and in general may depend on d, β, Γ and γ. Moreover, the
dependence can be exponential in d [28]. However, in the presence of convexity, we can get a
dimension-free bound for 1/λ∗. To see that, we need to bound 1/λ∗ ≤ cP (pβ), where cP is the
Poincare constant for pβ(Θ). If L(·, ·) is convex, then βLN (Θ, γ) must be strongly convex with a
constant ≥ κβγ2 , where κ := λmin(ΦΓ2ΦT ) is the smallest eigenvalue of ΦΓ2ΦT > 0. Then, p∗β is
strongly log-concave, so by transferring the Poincare inequality for strongly log-concave distribution
from [24], we obtain a dimension free-bound 1/λ∗ ≤ 1κγβ .
D Experimental setup
D.1 Synthetic experiment
We consider simple models with depth = 1 (tree depth) and border_count = 5 (the number of
different splits allowed for each feature). We set learning rate to 0.1 and ς = 10−1 for SLA. For
SGLB, we set β = 103 and γ = 10−3. Moreover, we set subsampling rate of SGB to 1/2.
D.2 Dataset description
The datasets are listed in Table 4.
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Table 5: Logloss optimization
Dataset SGB SGLB p-value
Appetency 0.074 0.073 0.6
Churn 0.229 0.230 0.02
Upselling 0.164 0.163 0.05
Adult 0.274 0.276 0.07
Amazon 0.144 0.145 0.09
Click 0.395 0.394 4 · 10−4
Epsilon 0.274 0.273 0.01
Higgs 0.480 0.479 2 · 10−35
Internet 0.226 0.225 0.26
Kick 0.288 0.289 0.04
D.3 Parameter tuning
For all algorithms, we use the default value 64 for the parameter border-count and the default value
0 for random-strength (ρ ≥ 0).
For SGB, we tune learning-rate (ǫ > 0), depth (the maximal tree depth) and the regularization
parameter l2-leaf-reg. Moreover, we set bootstrap-type=Bernoulli.
Whilst for SGLB we consider learning-rate, depth, model-shrink-rate (γ ≥ 0) and diffusion-
temperature (β > 0).
For all methods, we consider leaf-estimation-method=Gradient as our main purpose is to compare
first order optimization and option use-best-model=True.
For tuning, we use the random search (200 samples) with the following distributions:
• For learning-rate log-uniform distribution over [10−5, 1].
• For l2-leaf-reg log-uniform distribution over [10−1, 101] for SGB and l2-leaf-reg=0 for
SGLB.
• For depth uniform distribution over {6, 7, 8, 9, 10}.
• For subsample uniform distribution over [0, 1].
• For model-shrink-rate log-uniform distribution over [10−5, 10−2] for SGLB.
• For diffusion-temperature log-uniform distribution over [102, 105] for SGLB.
E Comparison for logistic regression
We also compare SGB with SGLB for the convex Logistic regression loss L(z, y) = −y log σ(z)−
(1 − y) log(1 − σ(z)). Similarly to accuracy, this loss is Lipschitz smooth and Lipschitz continuity
as ddzL(z, y) = −y + σ(z) and d
2
dz2L(z, y) = σ(z)(1 − σ(z)).
The results of the comparison are shown in Table 5. We see that in most cases, SGLB and SGB are
comparable, but SGLB is preferrable. Importantly, SGLB has better performance on large Epsilon
and Higgs datasets.
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