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Abstract—In this paper, it is found that the weights of a 
perceptron are bounded for all initial weights if there exists a 
nonempty set of initial weights that the weights of the perceptron 
are bounded. Hence, the boundedness condition of the weights of 
the perceptron is independent of the initial weights. Also, a 
necessary and sufficient condition for the weights of the 
perceptron exhibiting a limit cycle behavior is derived. The range 
of the number of updates for the weights of the perceptron 
required to reach the limit cycle is estimated. Finally, it is 
suggested that the perceptron exhibiting the limit cycle behavior 
can be employed for solving a recognition problem when 
downsampled sets of bounded training feature vectors are 
linearly separable. Numerical computer simulation results show 
that the perceptron exhibiting the limit cycle behavior can 
achieve a better recognition performance compared to a multi-
layer perceptron. 
 
Index Terms—Boundedness, limit cycle, perceptron, time 
periodically varying neural network. 
I. INTRODUCTION 
INCE the implementation cost of a perceptron is low and a 
perceptron can classify linearly separable bounded 
training feature vectors [2]-[4], perceptrons [6]-[10] are 
widely applied in many pattern recognition systems. 
However, as the values of the output of the perceptron are 
binary, they can be represented by symbols and the dynamics 
of the perceptron is governed by symbolic dynamics. 
Symbolic dynamics is very complex because limit cycle and 
chaotic behaviors may occur. One of the properties of 
symbolic dynamical systems is that the system state vectors 
may be bounded for some initial system state vectors while 
may not be bounded for other initial system state vectors. 
Hence, it is expected that the boundedness condition of the 
weights of the perceptron would also depend on the initial 
weights. In fact, the boundedness condition of the weights of 
the perceptron is not completely known yet. As the 
boundedness property is very important because of safety 
reasons, this paper aims to derive the boundedness condition 
of the weights of the perceptron. 
It is well known from the perceptron convergence theorem 
[2]-[4] that the weights of the perceptron will converge to a 
fixed point within a finite number of updates if the set of 
bounded training feature vectors is linearly separable, and the 
weights may exhibit a limit cycle behavior if the set of 
bounded training feature vectors is nonlinearly separable. 
However, the exact condition for the weights of the 
perceptron exhibiting the limit cycle behavior is unknown. 
Even when the weights of the perceptron exhibit the limit 
cycle behavior, the range of the number of updates for the 
weights of the perceptron to reach the limit cycle is also 
unknown. A perceptron exhibiting the limit cycle behavior is 
actually a neural network with time periodically varying 
coefficients. In fact, this is a generalization of the perceptron 
with constant coefficients. Hence, better performances will be 
resulted if the downsampled sets of bounded training feature 
vectors are linearly separable. Hence, by knowing the exact 
condition for the weights of the perceptron exhibiting limit 
cycle behaviors, one can operate the perceptron accordingly 
so that better performances are achieved. The range of the 
number of updates for the weights of the perceptron to reach 
the limit cycle relates to the rate of the convergence of the 
training algorithm. Hence, by knowing the range of the 
number of updates for the weights of the perceptron to reach 
the limit cycle, one can estimate the computational effort of 
the training algorithm. The details of these issues will be 
discussed in Section IV. 
The outline of this paper is as follows. Notations used 
throughout this paper will be introduced in Section II. It will 
be shown in Section III that the weights of the perceptron are 
bounded for all initial weights if there exists a nonempty set of 
initial weights that the weights of the perceptron is bounded. 
A necessary and sufficient condition for the weights of the 
perceptron exhibiting the limit cycle behavior will be derived 
in Section IV. Also, the range of the number of updates for the 
weights of the perceptron to reach the limit cycle will be 
estimated in the same section. Numerical computer simulation 
results will be shown in Section V to illustrate that the 
perceptron exhibiting the limit cycle behavior can achieve a 
better recognition performance compared to a multi-layer 
perceptron. Finally, a conclusion will be drawn in Section VI. 
II. NOTATIONS 
Denote N  as the number of the bounded training feature 
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vectors and d  as the dimension of these bounded training 
feature vectors. Denote the elements in the bounded training 
feature vectors as ( )kxi  for di ,,2,1 L=  and for 
1,,1,0 −= Nk L . Define ( ) ( ) ( )[ ]Td kxkxk ,,,1 1 L≡x  for 
1,,1,0 −= Nk L  and ( ) ( )kkNn xx =+  0≥∀n  and for 
1,,1,0 −= Nk L , where the superscript T  denotes the 
transposition operator. Denote the weights of the perceptron 
as ( )nwi  for di ,,2,1 L=  and 0≥∀n . Denote the threshold of 
the perceptron as ( )nw0  0≥∀n  and the activation function of 
the perceptron as ( )
⎩⎨
⎧
<−
≥≡
01
01
z
z
zQ . Define 
( ) ( ) ( ) ( )[ ]Td nwnwnwn ,,, 10 L≡w  0≥∀n  
and denote the output of the perceptron as ( )ny  0≥∀n , then 
( ) ( ) ( )( )nnQny T xw=  0≥∀n . Denote the desired output of the 
perceptron corresponding to ( )nx  as ( )nt  0≥∀n . Assume that 
the perceptron training algorithm [1] is employed for the 
training, so the updated rule for the weights of the perceptron 
is as follows: 
( ) ( ) ( ) ( ) ( )nnyntnn xww
2
1
−+=+  0≥∀n . (1) 
Denote the absolute value of a real number as ⋅  and the 2-
norm of a vector as ∑
=
≡
d
i
iv
1
2v , where [ ]Tdvv ,,1 L≡v . 
Denote K  as the maximum 2-norm of the set of bounded 
training feature vectors, that is ( )kK
Nk
x
10
max
−≤≤
≡ . Denote Ø as 
the empty set. 
III. GLOBAL BOUNDEDNESS PROPERTY 
Since ( ) { }1,1−∈ny  0≥∀n , the values of ( )ny  can be 
represented as symbols and the dynamics of the perceptron is 
governed by symbolic dynamics. As discussed in Section I 
that the boundedness condition of the system state vectors of 
general symbolic dynamical systems depends on the initial 
system state vectors, one may expect that different initial 
weights would lead to different boundedness conclusions. 
However, it is found that if there exists a nonempty set of 
initial weights that leads to the bounded behavior, then all 
initial weights will lead to the bounded behavior. That means, 
the boundedness condition of the weights of the perceptron is 
independent of the initial weights. This result is stated in 
Theorem 1 and is useful because engineers can employ 
arbitrary initial weights for the training and the boundedness 
condition of the weights is independent of the choice of the 
initial weights. Before we derive this result, we need the 
following lemmas: 
Lemma 1 
Assume that there are two perceptrons with the initial 
weights ( )0w  and ( )0∗w . Suppose that the set of the bounded 
training feature vectors and the corresponding set of desired 
outputs of these two perceptrons are the same, then 
( ) ( )( ) ( )( ) ( )( ) ( )( ) ( )( ) ( ) 0
2
≤−−
∗
∗ k
kkQkkQ
kk
TT
T
x
xwxw
ww  0≥∀k . 
Proof: 
If ( )( ) ( )( ) 1=∗ kkQ T xw  and ( )( ) ( )( ) 1−=kkQ T xw , then 
( )( ) ( ) 0≥∗ kk T xw  and ( )( ) ( ) 0<kk T xw . This implies that 
( ) ( )( ) ( )( ) ( )( ) ( )( ) ( )( ) ( ) 0
2
<−−
∗
∗ k
kkQkkQ
kk
TT
T
x
xwxw
ww . If 
( )( ) ( )( ) 1−=∗ kkQ T xw  and ( )( ) ( )( ) 1=kkQ T xw , then 
( )( ) ( ) 0<∗ kk T xw  and ( )( ) ( ) 0≥kk T xw . This implies that 
( ) ( )( ) ( )( ) ( )( ) ( )( ) ( )( ) ( ) 0
2
<−−
∗
∗ k
kkQkkQ
kk
TT
T
x
xwxw
ww . If 
( )( ) ( )( ) ( )( ) ( )( )kkQkkQ TT xwxw =∗ , 
then 
( ) ( )( ) ( )( ) ( )( ) ( )( ) ( )( ) ( ) 0
2
=−−
∗
∗ k
kkQkkQ
kk
TT
T
x
xwxw
ww . 
Hence, 
( ) ( )( ) ( )( ) ( )( ) ( )( ) ( )( ) ( ) 0
2
≤−−
∗
∗ k
kkQkkQ
kk
TT
T
x
xwxw
ww . 
This completes the proof.  
The importance of Lemma 1 is for deriving the result in the 
following lemma, which is essential for deriving the main 
result on the boundedness condition of the weights of the 
perceptron stated in Theorem 1. 
Lemma 2 
If ( ) ( ) ( )( ) ( )kkkk T xwwx ∗−<
2
2
, then 
( ) ( ) ( ) ( ) 22 11 +−+≥− ∗∗ kkkk wwww . 
Proof: 
( ) ( )
( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( ) ( )( ) ( )
( ) ( ) ( )( ) ( )( ) ( ) ( )( ) ( )
( ) ( ) ( )( ) ( )( ) ( ) ( )( ) ( )
( ) ( )( ) ( )( ) ( )( ) ( ) ( )( ) ( )kkkQkkQkk
k
kkQkkQ
kk
k
kkQkkQ
kk
k
kkQkt
kk
kkQkt
k
kk
TT
T
TT
TT
TT
x
xwxw
ww
x
xwxw
ww
x
xwxw
ww
x
xw
wx
xw
w
ww
2
2
2
2
22
11
2
2
2
2
2
2
−−+
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −+−=
−+−=
−−−−+=
+−+
∗
∗
∗
∗
∗
∗
∗
∗
∗
. 
If ( )( ) ( )( ) ( ) ( )( )kkQkkQ TT xwxw =∗ , then 
( ) ( ) ( ) ( ) 2211 kkkk ∗∗ −=+−+ wwww . 
If ( )( ) ( )( ) ( ) ( )( )kkQkkQ TT xwxw ≠∗ , then 
( ) ( ) ( ) ( ) ( )
( ) ( )( ) ( )( ) ( )( ) ( )( ) ( )( ) ( )kkkQkkQkk
kkkkk
TT
T
x
xwxw
ww
xwwww
2
2
11
222
−−+
+−=+−+
∗
∗
∗∗
. 
According to Lemma 1, we have 
( ) ( )( ) ( )( ) ( )( ) ( )( ) ( )( ) ( ) 0
2
≤−−
∗
∗ k
kkQkkQ
kk
TT
T
x
xwxw
ww . 
 If ( ) ( ) ( )( ) ( )kkkk T xwwx ∗−<
2
2
, then 
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( ) ( ) ( )( ) ( )( ) ( )( ) ( )( ) ( )( ) ( ) 0
2
2
2 <−−+
∗
∗ k
kkQkkQ
kkk
TT
T
x
xwxw
wwx
. 
Consequently, we have ( ) ( ) ( ) ( ) 22 11 +−+>− ∗∗ kkkk wwww . 
As a result, we have ( ) ( ) ( ) ( ) 22 11 +−+≥− ∗∗ kkkk wwww . 
This completes the proof.  
The importance of Lemma 2 is for deriving the result in the 
following theorem, which describes the main result on the 
boundedness condition of the weights of the perceptron. 
Theorem 1 
If ( ) 10 +∗ ℜ∈∃ dw  and 0~ ≥∃B  such that ( ) Bk ~≤∗w  0≥∀k , 
then 0≥′′∃B  such that ( ) Bk ′′≤w  0≥∀k  and ( ) 10 +ℜ∈∀ dw . 
Proof: 
If ( ) ( ) ( )( ) ( )kkkk T xwwx ∗−<
2
2
 for 0≥k , then by Lemma 
2, we have ( ) ( ) ( ) ( ) 22 00 ∗∗ −≤− wwww nn  for 0≥n . Since 
( )n∗w  is bounded for 0≥n , ( )nw  is bounded for 0≥n  and 
( ) 10 +ℜ∈∀ dw . If ( ) ( ) ( )( ) ( )000202 kkkk T xwwx ∗−≥  for some 
00 ≥k , then obviously ( )0kw  is bounded. Hence, 0≥′′∃B  
such that ( ) Bk ′′≤w  0≥∀k  and ( ) 10 +ℜ∈∀ dw . This 
completes the proof.  
For real applications, the weights of the perceptron are 
required to be bounded because of safety reasons. Suppose 
that there exists a nonempty set of initial weights such that the 
weights of the perceptron are bounded. Otherwise, the 
perceptron is useless. Without Theorem 1, we do not know 
what exact initial weights will lead to the bounded behavior. 
However, by Theorem 1, we can conclude that it is not 
necessary to know the exact initial weights which lead to the 
bounded behavior. This is because once there exists a 
nonempty set of initial weights that leads to the bounded 
behavior, then all initial weights will lead to the bounded 
behavior. The result implies that engineers can employ 
arbitrary initial weights for the training and the boundedness 
condition is independent of the choice of the initial weights. 
This phenomenon is counter-intuitive to the general 
understanding of symbolic dynamical systems because the 
system state vectors of general symbolic dynamical systems 
may be bounded for some initial system state vectors, but 
exhibit an unbounded behavior for other initial system state 
vectors. It is worth noting that the weights of the perceptron 
may exhibit complex behaviors, such as limit cycle or chaotic 
behaviors. 
Corollary 1 
Define a nonlinear map 11:
~ ++ ℜ→ℜ ddQ  such that 
( )( ) ( ) ( )[ ]TN nqnqnQ 10 ,,~ −≡ Lw , where 
( ) ( ) ( )( ) ( )( )⎩⎨
⎧ ≠≡
otherwisennQ
Nnjjt
nq Tj xw
,mod  
0≥∀n  and for 1,,1,0 −= Nj L . If ( ) 10 +∗ ℜ∈∃ dw  and 0≥∃B  
such that ( ) Bk ≤∗w  0≥∀k , then ( ) ( ) 0
0
=−∑
≥∀n
j nqjt  for 
1,,1,0 −= Nj L . 
Proof: 
Define IA ≡ , ( ) ( )[ ]1,,0
2
1 −≡ NxxB L , IC ≡ , 0≡D  
and ( ) ( )[ ]TNtt 1,,0 −≡ Lt . Then 
( ) ( ) ( )( )( )nQnn wtBAww ~1 −+=+  0≥∀n . 
Define ( ) ( ) Dzz +−≡ − BAICF 1 . Then the dynamics of the 
weights of the perceptron can be modeled by the feedback 
system shown in Figure 1. According to Theorem 1, if ( ) 10 +∗ ℜ∈∃ dw  and 0≥∃B  such that ( ) Bk ≤∗w  0≥∀k , then 
the weights of the perceptron are bounded for all initial 
weights. Since both t  and ( )( )nQ w~  are bounded 0≥∀n , the 
input to ( )zF  is bounded 0≥∀n . As IA ≡ , ( )zF  is 
marginally stable and the natural frequency of ( )zF  is located 
at the zero frequency component. Hence, the zero frequency 
component of the input of ( )zF  has to be zero. Otherwise, 
resonance will occur and this contradicts to the bounded 
behavior of ( )nw . This implies that ( ) ( ) 0
0
=−∑
≥∀n
j nqjt  for 
1,,1,0 −= Nj L . This completes the proof.  
This corollary states a sufficient condition for the 
boundedness of the weights of the perceptron. Hence, this 
corollary can be used for testing whether the weights of the 
perceptron are bounded or not. 
It is worth noting that the difference between the block 
diagram of the perceptron shown in Figure 1 and that of 
conventional interpolative sigma delta modulators [5] is that 
( )⋅Q~  is a periodically time varying system with period N , 
while the nonlinear function in conventional interpolative 
sigma delta modulators is a memoryless system. Moreover, 
( )⋅Q~  is not a quantization function, while that in conventional 
interpolative sigma delta modulators is a quantization 
function. Hence, the boundedness condition derived in 
Theorem 1 is not applicable to the conventional sigma delta 
modulators. 
IV. LIMIT CYCLE BEHAVIOR 
In Section III, the boundedness condition of the weights of 
the perceptron has been discussed. However, even when the 
weights of the perceptron are bounded, it is not guaranteed 
that the weights of the perceptron will converge to limit 
cycles. In this section, a necessary and sufficient condition 
for the occurrence of the limit cycle is derived and stated in 
Lemma 3. The range of the number of updates for the weights 
of the perceptron to reach the limit cycle is estimated. This 
result is discussed in Theorem 2 and Lemma 4. These results 
are important because perceptrons exhibiting limit cycle 
behaviors are actually time periodically varying neural 
networks, which are the generalization of neural networks 
with constant coefficients. Hence, it can achieve better 
performances, such as better recognition rate. By applying 
the result in Lemma 3, the perception can be operated under 
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the limit cycle behaviors and better performances could be 
achieved. In addition, by applying the results in Theorem 2 
and Lemma 4, one can estimate the computational effort of 
the training algorithm, which is also very important for real 
applications. 
Lemma 3 
Suppose that 1q  and 2q  are co-prime and M  and N  are 
positive integers. That is NqMq 21 = . Then ( )n∗w  is periodic 
with period M  if and only if 
( ) ( )( ) ( )( ) ( )∑−
=
∗
=+++−+
1
0 2
M
j
T
jkM
jkMjkMQjkMt
0x
xw  
for 1,,1,0 1 −= qk L . 
Proof: 
Since ( ) ( ) ( ) ( )( ) ( )( ) ( )nnnQntnn T xxwww
2
1
∗
∗∗ −+=+  0≥∀n , 
it implies that ( )( ) ( )
( ) ( )( ) ( )( ) ( )∑−
=
∗
∗∗
+++−+
+=+
1
0 2
1
M
j
T
jkM
jkMjkMQjkMt
kMMk
x
xw
ww
 0≥∀k . 
If ( )n∗w  is periodic with period M , then 
( )( ) ( )kMMk ∗∗ =+ ww 1  0≥∀k . This implies that 
( ) ( )( ) ( )( ) ( )∑−
=
∗
=+++−+
1
0 2
M
j
T
jkM
jkMjkMQjkMt
0x
xw  0≥∀k . 
By reducing 0≥∀k  to 1,,1,0 1 −= qk L , we have 
( ) ( )( ) ( )( ) ( )∑−
=
∗
=+++−+
1
0 2
M
j
T
jkM
jkMjkMQjkMt
0x
xw  for 
1,,1,0 1 −= qk L . This proves the sufficiency. 
If ( ) ( )( ) ( )( ) ( )∑−
=
∗
=+++−+
1
0 2
M
j
T
jkM
jkMjkMQjkMt
0x
xw  
for 1,,1,0 1 −= qk L , then ( )
( ) ( ) ( )( ) ( )( ) ( )
( )( )Mk
jkM
jkMjkMQjkMt
kM
kM
M
j
T
1
2
1
0
+=
+++−++
=
∗
−
=
∗
∗
∗
∑
w
x
xw
w
w
  
for 1,,1,0 1 −= qk L . Since ( )nx  is periodic with period N , 
this implies that ( )( ) ( )kMMk ∗∗ =+ ww 1  0≥∀k . This proves 
the necessity, and it completes the whole proof.  
Lemma 3 can be described as follows: By duplicating 
2q  
sets of bounded training feature vectors and dividing all of 
them to 1q  groups with M  bounded training feature vectors 
in each group, then the sign or the null combinations, that is, 
1 or 0 or -1, of these M  bounded training feature vectors in 
each group will be zero, where the sign or the null 
coefficients are exactly equal to half of the difference 
between the desired outputs and the true outputs of the 
perceptron. 
Lemma 3 is the generalization of the existing result on the 
necessary and sufficient condition for the weights of the 
perceptron exhibiting from the fixed point behavior to the 
limit cycle behavior with the period being any positive 
rational multiple of the number of bounded training feature 
vectors. Here, we have M  hyperplanes and N  bounded 
training feature vectors, so the weights of the perceptron 
exhibit the periodic behavior with period M . Note that 
neither the number of hyperplanes is necessarily equal to a 
positive integer multiple of the number of bounded training 
feature vectors nor vice versa, that is neither NkM 1=  for 
+∈Zk1  nor MkN 2=  for +∈Zk2  is necessarily required. 
When 1=M , Nq =1  and 12 =q , Lemma 3 reduces to the 
existing perceptron convergence theorem. In this case, 
Lemma 3 implies that ( )n∗w  is periodic with period 1 if and 
only if ( ) ( )( ) ( )( ) ( ) 0xxw =− ∗ kkkQkt T
2
 for 1,,1,0 −= Nk L . 
This is equivalent to ( )n∗w  exhibiting a fixed point behavior 
if and only if ( ) ( )( ) ( )( ) 0
2
=−
∗ kkQkt
T
xw  for 1,,1,0 −= Nk L . In 
other words, ( )n∗w  exhibits a fixed point behavior if and only 
if the set of bounded training feature vectors is linearly 
separable. 
Since the limit cycle behavior is a bounded behavior, by 
combining Lemma 3 and Theorem 1 together, we can 
conclude that the weights of the perceptron will be bounded 
for all initial weights if there exists a nonempty set of initial 
weights ( )0∗w  such that 
( ) ( )( ) ( )( ) ( )∑−
=
∗
=+++−+
1
0 2
M
j
T
jkM
jkMjkMQjkMt
0x
xw  
for 1,,1,0 1 −= qk L . However, it does not imply that the 
weights of the perceptron will eventually exhibit a limit cycle 
behavior for all initial weights. The perceptron may still 
exhibit complex behaviors, such as chaotic behaviors, for 
some initial weights. 
Suppose that the perceptron converges to a limit cycle with 
the equivalent instantaneous initial weights ( )0∗w , that is 
00 ≥∃n  such that ( ) ( )knMk ∗=+ ww  for 1,,1,0 −= Mk L  and 
for 
0nn ≥ , where ( ) ( )kknM ∗∗ =+ ww  0≥∀n  and for 
1,,1,0 −= Mk L . Then it is important to estimate the range of 
the number of updates for ( )0w  to reach ( ){ k∗w  for 
}1,,1,0 −= Mk L . This is because the number of updates for 
( )0w  to reach the limit cycle relates to the rate of the 
convergence of the perceptron and the computational effort 
of the training algorithm. 
Theorem 2 
Define ( ) ( )[ ]1,,0 −≡ NxxX L . Suppose that 
( ) 1+= drank TXX . Define ( ) 1~ −≡ TT XXXX . Denote maxλ  and 
minλ  as the maximum and minimum eigenvalues of TXX~~ , 
respectively. Define [ ]TjkNNnqNjkNNnqjkNNnq CC ++−++++ ≡ 222 ,1,0 ,, &&L&&C  { }1,,1,0 −∈∀ Nj L , { }1,,1,0 2 −∈∀ qk L  and 1≥∀n , in which 
( ) ( )( ) ( )( )
( ) ( )( ) ( )( ) ( ) ( )( ) ( )( )∑
∑∑
−
=
−
=
−
=
++
++−+++−
+++−=
1
0
22
1
0
1
0
2
,
22
2
2
2
k
l
TT
n
p
q
l
T
jkNNnqi
iikNNnqQitiilNNnqQit
iilNNpqQit
C
xwxw
xw&&
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for ji ≤ , where 1,,1,0 −= Ni L , 1,,1,0 −= Nj L , 
1,,1,0 2 −= qk L  and 1≥∀n , and 
 
( ) ( )( ) ( )( )
( ) ( )( ) ( )( )∑
∑∑
−
=
−
=
−
=
++
++−+
++−=
1
0
2
1
0
1
0
2
,
2
2
2
2
k
l
T
n
p
q
l
T
jkNNnqi
iilNNnqQit
iilNNpqQit
C
xw
xw&&
 
for ji > , where 1,,1,0 −= Ni L , 1,,1,0 −= Nj L , 
1,,1,0 2 −= qk L  and 1≥∀n . Assume that ( ) ( )jjkNNnq ∗=++ ww 2  for some { }1,,1,0 −∈ Nj L , for some { }1,,1,0 2 −∈ qk L  and for some 1≥n , where ( ) ( )kknM ∗∗ =+ ww  0≥∀n  and for 1,,1,0 −= Mk L . Define 
( ) ( )( )0~~ wwXC −≡ ∗ jj  for 1,,1,0 −= Mj L . Then 
min
2
2
max
2 ~~
2 λλ
j
jkNNnq
j C
XC
C ≤≤ ++  
{ }1,,1,0 −∈∀ Nj L , { }1,,1,0 2 −∈∀ qk L  and 1≥∀n . 
Proof: { }1,,1,0 −∈∀ Nj L , { }1,,1,0 2 −∈∀ qk L  and 1≥∀n , ( )
( ) ( ) ( )( ) ( )( ) ( )
( ) ( )( ) ( )( ) ( )
( ) ( )( ) ( )( ) ( )∑
∑∑
∑∑∑
−
=
−
=
−
=
−
=
−
=
−
=
++−
+++−
+++−+=
++
1
0
2
1
0
1
0
2
1
0
1
0
1
0
2
2
2
2
2
0
2
j
i
T
k
l
N
i
T
n
p
q
l
N
i
T
i
iikNNnqQit
i
iilNNnqQit
i
iilNNpqQit
jkNNnq
x
xw
x
xw
x
xw
w
w
. 
Hence, ( ) ( ) jkNNnqjkNNnq +++=++ 202 XCww  { }1,,1,0 −∈∀ Nj L , { }1,,1,0 2 −∈∀ qk L  and 1≥∀n . Since ( ) ( )jjkNNnq ∗=++ ww 2  
for some { }1,,1,0 −∈ Nj L , for some { }1,,1,0 2 −∈ qk L  and 
for some 1≥n , ( ) ( ) jkNNnqj ++∗ += 20 XCww  for some { }1,,1,0 −∈ Nj L , for some { }1,,1,0 2 −∈ qk L  and for some 
1≥n . This implies that ( ) ( )( ) jkNNnqTT j ++∗ =− 20 XCXwwX  for 
some { }1,,1,0 −∈ Nj L , for some { }1,,1,0 2 −∈ qk L  and for 
some 1≥n . As ( ) 1+= drank TXX , we have 
( ) ( )( ) ( ) ( ) ( )( ) ( ) ( )000~~ 1 wwwwXXXXwwXXCX −=−=−= ∗∗−∗ jjj TTj . 
Hence, the set of transpose of the rows of X
~  is a dual frame 
of the set of the columns of X . Consequently, 
( ) ( ) ( ) ( ) 2max22min 0~0 wwCww −≤≤− ∗∗ jj j λλ . This implies 
that 2
max
22
min 22
~
jkNNnqjjkNNnq ++++ ≤≤ XCCXC λλ . Hence, 
min
2
2
max
2 ~~
2 λλ
j
jkNNnq
j C
XC
C ≤≤ ++  This completes the proof.  
Although the range of the number of updates for the 
weights of the perceptron to reach the limit cycle is equal to 
12 jkNNnq ++C
, it can be reflected through 2
2 jkNNnq ++XC . 
Hence, Theorem 2 provides an idea on the range of the 
number of updates for the weights of the perceptron to reach 
the limit cycle, which is useful for the estimation of the 
computational effort of the training algorithm. In order to 
estimate the bounds for 
12 jkNNnq ++C
, denote m′  as the number 
of the differences between the output of the perceptron based 
on ( )0w  and that based on ( )0∗w , that is 
( )( ) ( )( ) ( )( ) ( )( )∑
∀
∗ −=′
n
TT nnQnnQ
m
2
xwxw . (2) 
Then we have the following result: 
Lemma 4 
If ( ) ( )jjkMMnq ∗=++ ww 1  for some { }1,,1,0 −∈ Mj L , 
for some { }1,,1,0 1 −∈ qk L  and for some 1≥n , by defining 
( ) ( )( ) ( )( ) ( )( ) ( ) ( )∑ ∑−
=
∗−
+=
−−≡
2
0
1
1
*
1 1
2
Mq
j
TMq
jk
T
j
jyjjQ
kkc x
xw
ww , (3) 
then 
( ) ( )
( ) ( )( ) KipMipM
jkMjkMc
m
q
p
M
i
T
q
k
M
j
∑∑
∑∑
−
=
−
=
−
=
−
=
∗
+−+
+−++
≥′
1
0
1
0
*
1
0
1
0
2
1
1
ww
ww
. (4) 
Proof: 
 Since ( )n∗w  is periodic with period M , according to 
Lemma 3, we have 
( ) ( )( ) ( )( ) ( )∑−
=
∗
=+++−+
1
0 2
M
j
T
jkM
jkMjkMQjkMt
0x
xw  
for 1,,1,0 1 −= qk L . As ( )nx  is periodic with period N , we 
have 
( ) ( )( ) ( )( ) ( )∑∑−
=
−
=
∗
=++++++−++
1
0
1
0
1
2
q
k
M
j
T
jikM
jikMjikMQjikMt
0x
xw
for 1,,1,0 1 −= Mqi L , 
( )( ) ( ) ( )( ) ( )( ) ( )
0
2
1
0
1
0
1
=
++++++−++∑∑−
=
−
=
∗
∗
q
k
M
j
T
T
jikM
jikMjikMQjikMt
i x
xw
w
for 1,,1,0 1 −= Mqi L , and 
( )( ) ( ) ( )( ) ( )( ) ( )
0
2
1
0
1
0
1
=
++++++−++∑∑−
=
−
=
∗q
k
M
j
T
T jikM
jikMjikMQjikMt
i x
xw
w
for 1,,1,0 1 −= Mqi L . As 0>∀n  
( )( ) ( )
( )( ) ( )( ) ( )( ) ( ) ( )( ) ( )( )
( )( ) ( )( )
( )( ) ( )( ) ( ) ( )( ) ( )( )
( )( ) ( )( )
( )( ) ( )( ) ( ) ( )( ) ( )( )
( )( ) ( )( )( ) ( )( )( ) ( )( )( ) ( )( )( ) ( )( )
( )( ) ( )( )
( )( ) ( )( )( ) ( )( )( ) ( ) ( )( ) ( )( )
( )( ) ( ) ( )( ) ( )( ) ( )( ) ( ) ( )∑ ∑∑∑∑
∑∑ ∑∑
∑∑
∑∑ ∑∑
∑∑ ∑∑
∑∑
∑∑ ∑∑
∑∑
∑∑ ∑∑
∑∑
−
=
−
=
−
=
∗
∗
−
=
−
=
∗
−
=
−
=
−
=
−
=
∗
∗
−
=
−
=
∗
−
=
−
=
−
=
−
=
∗∗
∗
−
=
−
=
−
=
−
=
∗
−
=
−
=
∗
−
=
−
=
−
=
−
=
∗
−
=
−
=
∗
−
=
−
=
−
=
−
=
∗
−
=
−
=
∗
++++−+++++++=
+++++++−−++++++++
++−+=
+++++++++−++++++++
+++++++−−+++++
++−+=
+++++++−−+++++
++−+=
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +++++++−−++++++−+=
+++
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1
1
0
1
0
1
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1
1
0
1
0
1
1
0
1
0
1
0
1
0
1
1
0
1
0
1
1
0
1
0
1
0
1
0
1
1
1
0
1
0
1
1 11
1 1
1
1 1
1 1
1
1 1
1
1 1
1
2
2
1
1
2
2
1
1
2
1
1
2
1
1
Mnq
j
q
p
M
i
T
T
q
k
M
j
T
q
k
M
j
q
p
M
i
T
T
q
k
M
j
T
q
k
M
j
q
p
M
i
TT
T
q
k
M
j
q
p
M
i
T
q
k
M
j
T
q
k
M
j
q
p
M
i
T
q
k
M
j
T
q
k
M
j
q
p
M
i
T
q
k
M
j
T
jipM
jipMyjipMjipMQ
jjkMjkM
jiMpk
jiMpkMqnyjiMpkjiMpkQ
jkM
jkMMqnjkM
jiMpk
jiMpkjiMpkQjiMpkjiMpkQ
jkM
jiMpk
jiMpkMqnyjiMpkt
jkM
jkMMqnjkM
jiMpk
jiMpkMqnyjiMpkt
jkM
jkMMqnjkM
jiMpk
jiMpkMqnyjiMpkt
jkMMqnjkM
jkMMnqjkM
x
xw
www
x
xw
w
ww
x
xwxw
w
xw
ww
xw
ww
xww
ww
and 
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( )( ) ( )
( )( ) ( )( ) ( )( ) ( ) ( )( ) ( )( )∑∑ ∑∑
∑∑
−
=
−
=
−
=
−
=
−
=
−
=
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +++++++−−++++++−+=
+++
1
0
1
0
1
0
1
0
1
1
1
0
1
0
1
1 1
1
2
1
1
q
k
M
j
q
p
M
i
T
q
k
M
j
T
jiMpk
jiMpkMqnyjiMpkt
jkMMqnjkM
jkMMnqjkM
xww
ww
 
( )( ) ( )( )
( )( ) ( )( ) ( ) ( )( ) ( )( )
( )( ) ( )( )
( )( ) ( )( ) ( ) ( )( ) ( )( )
( )( ) ( )( )( ) ( )( )( ) ( )( )( ) ( )( )( ) ( )( )
( )( ) ( )( )
( )( ) ( )( )( ) ( )( )( ) ( ) ( )( ) ( )( )
( ) ( )( )( ) ( )( ) ( )( ) ( ) ( )∑ ∑∑∑∑
∑∑ ∑∑
∑∑
∑∑ ∑∑
∑∑ ∑∑
∑∑
∑∑ ∑∑
∑∑
−
=
−
=
−
=
∗−
=
−
=
−
=
−
=
−
=
−
=
∗
−
=
−
=
−
=
−
=
−
=
−
=
∗∗
−
=
−
=
−
=
−
=
−
=
−
=
−
=
−
=
−
=
−
=
−
=
−
=
++++−++++++=
+++++++−−++++++++
++−+=
+++++++++−++++++++
+++++++−−+++++
++−+=
+++++++−−+++++
++−+=
1
0
1
0
1
0
1
1
0
1
0
2
1
0
1
0
1
0
1
0
1
1
0
1
0
1
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1
1
0
1
0
1
1
0
1
0
1
0
1
0
1
1
0
1
0
1
1 11
1 1
1
1 1
1 1
1
1 1
1
2
,mod
2
1
1
2
2
1
1
2
1
1
Mnq
j
q
p
M
i
T
T
q
k
M
j
q
k
M
j
q
p
M
i
T
T
q
k
M
j
T
q
k
M
j
q
p
M
i
TT
T
q
k
M
j
q
p
M
i
T
q
k
M
j
T
q
k
M
j
q
p
M
i
T
q
k
M
j
T
jipM
jipMyjipMjipMQ
MqjjkM
jiMpk
jiMpkMqnyjiMpkjiMpkQ
jkM
jkMMqnjkM
jiMpk
jiMpkjiMpkQjiMpkjiMpkQ
jkM
jiMpk
jiMpkMqnyjiMpkt
jkM
jkMMqnjkM
jiMpk
jiMpkMqnyjiMpkt
jkM
jkMMqnjkM
x
xw
ww
x
xw
w
ww
x
xwxw
w
xw
ww
xw
ww
where ( )Mqj 1,mod  is the remainder of 
Mq
j
1
, we have 
( ) ( )( ) ( ) ( )( )
( ) ( )( )( ) ( )( ) ( )( ) ( ) ( )
( ) ( )( ) ( )( ) ( )( ) ( ) ( )
( ) ( )( ) ( )( ) ( )( ) ( ) ( ) ( ) ( )( ) ( )( ) ( )( ) ( ) ( )∑ ∑∑ ∑
∑∑∑
∑ ∑∑
∑∑
−
=
∗
=
−
=
∗−
+=
−+
=
∗−
=
−
=
−
=
−
=
−
=
∗
∗
−
=
−
=
∗
+−−−−−−
−
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−+=
++++−++++−=
+−+++−+
2
0
1
0
*
2
0
1
1
*
2
0
1
0
1
0
*
1
0
1
0
1
0
1
1
0
1
0
1
11 1
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1 1
1
22
2
2
,mod
Mq
j
Tj
k
T
Mq
j
TMq
jk
T
MMnq
j
Tq
p
M
i
T
Mnq
j
q
p
M
i
T
T
q
k
M
j
T
j
jMnqyjjQ
kkj
jyjjQ
kk
j
jyjjQ
ipMipM
jipM
jipMyjipMjipMQ
Mqjj
jkMjkMMnqjkMjkM
x
xw
wwx
xw
ww
x
xw
ww
x
xw
ww
wwww
. Since  ( ) ( )jkMjkMMnq +=++ ∗ww 1  for some { }1,,1,0 −∈ Mj L , for some { }1,,1,0 1 −∈ qk L  and for some 
1≥n , this is equivalent to 
( ) ( )
( ) ( )( ) ( )( ) ( )( ) ( ) ( ) cjjyjjQipMipM
jkMjkM
MMnq
j
Tq
p
M
i
T
q
k
M
j
−−⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−+=
+−+
∑∑∑
∑∑
−+
=
∗−
=
−
=
−
=
−
=
∗
2
0
1
0
1
0
*
1
0
1
0
2
11
1
2
x
xw
ww
ww . 
This implies that 
( ) ( )
( ) ( )( ) ( )( ) ( )( ) ( )
( )( ) ( ) ( )
∑∑∑
∑∑
−+
≠⎟⎠
⎞⎜⎝
⎛
=
∗
−
=
−
=
−
=
−
=
∗
∗
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−+=
+−++
2
0
1
0
1
0
*
1
0
1
0
2
11
1
MMnq
jyjjQ
j
T
q
p
M
i
T
q
k
M
j
T
jjjQipMipM
jkMjkMc
xw
xxwww
ww
. 
This further implies that 
( ) ( )
( ) ( )( ) ( )( ) ( )( ) ( )
( )( ) ( ) ( )
( ) ( )( ) KmipMipM
jjjQipMipM
jkMjkMc
q
p
M
i
T
MMnq
jyjjQ
j
T
q
p
M
i
T
q
k
M
j
T
′+−+≤
+−+≤
+−++
∑∑
∑∑∑
∑∑
−
=
−
=
−+
≠⎟⎠
⎞⎜⎝
⎛
=
∗
−
=
−
=
−
=
−
=
∗
∗
1
0
1
0
*
2
0
1
0
1
0
*
1
0
1
0
2
1
11
1
ww
xxwww
ww
xw
. 
In order words, 
( ) ( )
( ) ( )( ) KipMipM
jkMjkMc
m
q
p
M
i
T
q
k
M
j
∑∑
∑∑
−
=
−
=
−
=
−
=
∗
+−+
+−++
≥′
1
0
1
0
*
1
0
1
0
2
1
1
ww
ww
. 
Hence, this completes the proof.  
The importance of Lemma 4 is to estimate the minimum 
number of updates for the weights of the perceptron to reach 
the limit cycle and it is useful for the estimation of the 
computation effort of the training algorithm. It is worth 
noting that the minimum number of updates for the weights 
of the perceptron to reach the limit cycle depends on the 
initial weights. Similar result can be obtained by generalizing 
the conventional perceptron convergence theorem with zero 
initial weights to arbitrarily initial weights when the set of 
bounded training feature vectors is linearly separable. The 
generalization is shown in the Appendix. 
V. APPLICATION OF PERCEPTRON EXHIBITING LIMIT CYCLE 
BEHAVIOR 
Since time divisional multiplexing systems are widely used 
in many communications and signal processing systems, a 
time divisional multiplexing system is employed for an 
illustration. Consider an example that sixteen voices from four 
African boys, four Asian boys, four European girls and four 
American girls are multiplexed into a single channel. As two 
dimensional bounded training feature vectors are easy for an 
illustration, the dimension of the bounded feature vectors is 
chosen to be equal to 2. Without loss of generality, denote the 
bounded training feature vectors of these voices as ( )ix  for 
15,,1,0 L=i , and the corresponding desired outputs as ( )it  for 
15,,1,0 L=i . Suppose that the voices generated by the boys 
are denoted as “-1”, so ( ) ( ) 12414 −=+=+ ntnt  for 3,2,1,0=n , 
while the voices generated by the girls are denoted as “1”, so ( ) ( ) 1344 =+= ntnt  for 3,2,1,0=n . Suppose that the means of 
the bounded training feature vectors corresponding to African 
boys are ⎥⎦
⎤⎢⎣
⎡−
1
1 , ⎥⎦
⎤⎢⎣
⎡−
1
9.0 , ⎥⎦
⎤⎢⎣
⎡−
9.0
1  and ⎥⎦
⎤⎢⎣
⎡−
9.0
9.0 , that corresponding 
to Asian boys are ⎥⎦
⎤⎢⎣
⎡
−1
1 , ⎥⎦
⎤⎢⎣
⎡
−1
9.0 , ⎥⎦
⎤⎢⎣
⎡
− 9.0
1  and ⎥⎦
⎤⎢⎣
⎡
− 9.0
9.0 , that 
corresponding to American girls are ⎥⎦
⎤⎢⎣
⎡
1
1
, ⎥⎦
⎤⎢⎣
⎡
1
9.0 , ⎥⎦
⎤⎢⎣
⎡
9.0
1  and 
⎥⎦
⎤⎢⎣
⎡
9.0
9.0 , and that corresponding to European girls are ⎥⎦
⎤⎢⎣
⎡
−
−
1
1 , 
⎥⎦
⎤⎢⎣
⎡
−
−
1
9.0 , ⎥⎦
⎤⎢⎣
⎡
−
−
9.0
1  and ⎥⎦
⎤⎢⎣
⎡
−
−
9.0
9.0 . Each speaker generates 100 
bounded feature vectors for transmission and the channel is 
corrupted by an additive white Gaussian noise with zero mean 
and variance equal to 0.5. These bounded feature vectors are 
used for testing. Figure 2 shows the distribution of these 
bounded testing feature vectors. On the other hand, the sixteen 
noise-free bounded training feature vectors are trained using 
the conventional perceptron training algorithm. 
As the set of bounded training feature vectors is nonlinearly 
separable, the conventional perceptron training algorithm does 
not converge to a fixed point and the perceptron exhibits the 
limit cycle behavior with period 4. A perceptron exhibiting the 
limit cycle behavior is actually a neural network with time 
periodically varying coefficients. In fact, this is a 
generalization of the perceptron with constant coefficients. 
Hence, better performances are resulted if the downsampled 
sets of bounded training feature vectors are linearly separable. 
The reason is as follows: Assume that ( ) ( )kknM ∗∗ =+ ww  
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0≥∀n  and for 1,,1,0 −= Mk L . Suppose that N  is an integer 
multiple of M , that is +∈∃ Zz  such that zMN = . By 
downsampling the set of the bounded training feature vectors 
by M , we have M  downsampled sets of bounded training 
feature vectors, denoted as ( ){ }ikM +x  for 1,,1,0 −= Mi L  and 
for 1,,1,0 −= zk L . For each downsampled set of bounded 
training feature vectors, if these z  samples are linearly 
separable, then ( )i∗w  for 1,,1,0 −= Mi L  can be employed for 
the classification and the recognition error will be exactly 
equal to zero. Hence, the perceptron exhibiting the limit cycle 
behavior significantly improves the recognition performance. 
Refer to the example discussed above, by defining the 
classification rule as follows: Assign ( )kx  to class “-1” if 
( )( ) ( )( ) 1=∗ kkQ T xw , and assign ( )kx  to class “1” if 
( )( ) ( )( ) 1−=∗ kkQ T xw , as well as by running the conventional 
perceptron training algorithm with zero initial weights, then it 
is found that the weights of perceptron are bounded and 
converge to a limit cycle. This implies that the weights of the 
perceptron will also be bounded if other initial weights are 
employed. We generate other initial weights randomly and 
found that the weights of the perceptron are really bounded. 
This demonstrates the validity of Theorem 1. For the zero 
initial weight, it is found that the recognition error is found to 
be 2.25%. For comparison, a two layer perceptron is 
employed for solving the corresponding nonlinearly separable 
problem. It is well known that if the weights of the 
perceptrons are selected as 
T
⎥⎦
⎤⎢⎣
⎡≡∗
2
1
2
1
2
1
1w , 
T
⎥⎦
⎤⎢⎣
⎡−≡∗
2
1
2
1
2
1
2w  and 
T
⎥⎦
⎤⎢⎣
⎡ −≡∗
2
1
2
1
03w , then the output 
of the two layer perceptron, defined as 
( ) ( ) ( )( ) ( ) ( )( )[ ] ⎟⎠⎞⎜⎝⎛=′ ∗∗∗ 321 ,,1 wxwxw TTT kQkQQky , 
will solve the XOR nonlinear problem, and it can be checked 
easily that the recognition error for the set of the noise-free 
bounded training feature vectors is exactly equal to zero. 
Hence, these coefficients are employed for the comparison. It 
is found that the recognition error based on the two layer 
perceptron is 14.56%, while that based on the perceptron 
exhibiting a limit cycle behavior is only 2.25%. This 
demonstrates that the perceptron exhibiting the limit cycle 
behavior outperforms the two layer perceptron. 
VI. CONCLUSIONS 
Unlike other symbolic dynamical systems, the boundedness 
condition of the perceptron is independent of the initial 
weights. That means, if there exists a nonempty set of initial 
weights that the weights of the perceptron are bounded, then 
the weights of a perceptron will be bounded for all initial 
weights. Also, it is suggested that the perceptron exhibiting 
the limit cycle behavior can be employed for solving a 
recognition problem when the downsampled sets of bounded 
training feature vectors are linearly separable. 
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APPENDIX 
This appendix is to show the generalization of the 
conventional perceptron convergence theorem with zero initial 
weights to arbitrarily initial weights when the set of bounded 
training feature vectors is linearly separable. 
Define ( ) ( ) ( )ktkT
k
xw∗≥∀≡ 0minδ , ( ) ( ) ( ) ( ) ( )ktkkTktky xw≠−≡ maxε  and 
( ) ( ) ( )ktkT
Nk
xw 0min
10 −≤≤≡η . Assume that 0≠δ . If 
1+∗ ℜ∈∃ dw  
such that ( ) ( )( ) ( )ktkQ T =∗ xw  for 1,,1,0 −= Nk L , then 
( )ηεδ 222
2
−−⎟⎟⎠
⎞
⎜⎜⎝
⎛≤
∗
Km
w  ( ) 10 +ℜ∈∀ dw . 
Proof: 
Since ( ) ( )( ) ( )ktkQ T =∗ xw  and ( ) 1=kt  for 1,,1,0 −= Nk L , 
we have ( ) ( ) ( ) 0>≥∗ δktkT xw  for 1,,1,0 −= Nk L . As 
( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( )⎪⎩
⎪⎨⎧ −=−−
−≠−−−+−=
⎟⎠
⎞⎜⎝
⎛ −−−−+−=
∗
∗∗
∗∗
11for 1
11for 111
1
2
11
1
kyktk
kyktktkk
k
kykt
kk
T
TT
TT
ww
xwww
xwwww
, (5) 
we have ( ) ( ) ( ) ( ) δ+−≥ ∗∗ 1kk TT wwww  for ( ) ( )11 −≠− kykt . 
Similarly, we have ( ) ( ) ( ) ( ) δmk TT +≥ ∗∗ 0wwww . This implies 
that ( ) ( ) ( )( ) δmkT ≥−∗ 0www . This further implies that 
( ) ( ) ( ) ( ) ( ) ( )( ) 2222222 0200 δmkkk T ≥−+=− ∗∗ wwwwwwww .(6) 
Since ( ) ( )( ) ( )ktkkQ T −=xw  for ( ) ( )kykt ≠ , we have 
( ) ( ) ( ) 0<ktkkT xw  for ( ) ( )kykt ≠ . As 
( ) ( ) ( ) ( ) ( )
( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( )⎪⎩
⎪⎨
⎧
−=−−
−≠−−+−−−+−=
−⎟⎠
⎞⎜⎝
⎛ −−−+−−−−−+−=
−−−−+−=
11for 1
11for 111121
1
2
11
11111
1
2
11
1
2
22
2
2
2
2
2
kyktk
kyktkktkkk
k
kykt
kkkyktk
k
kykt
kk
T
T
w
xxww
xxww
xww ,(7) 
and ( ) Kk
Nk
=
−≤≤
x
10
max , we have ( ) ( ) ε21 222 −+−≤ Kkk ww  
for ( ) ( )11 −≠− kykt . Similarly, we have 
( ) ( ) ( )ε20 222 −+≤ Kmk ww . Since 
( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )⎩⎨
⎧
−=−−
−≠−−−+−=
⎟⎠
⎞⎜⎝
⎛ −−−−+−=
11for 10
11for 11010
1
2
11
100
kyktk
kyktktkk
k
kykt
kk
T
TT
TT
ww
xwww
xwwww
(8) 
and ( ) ( ) ( )ktkT
Nk
xw 0min
10 −≤≤≡η , we have 
( ) ( ) ( ) ( ) η+−≥ 100 kk TT wwww  for ( ) ( )11 −≠− kykt . 
Similarly, we have ( ) ( ) ( ) ηmkT +≥ 200 www . Hence, we have 
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( ) ( ) ( ) ( )( ) 2222222 202020 δηε mmKm ≥−−+−+∗ wwww . 
This implies that 
( ) mK ≥−−⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∗ ηεδ 22
2
2
w . (9) 
This completes the proof.  
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Figure 1. A block diagram for modelling the dynamics of the weights of the 
perceptron. 
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Figure 2. Distribution of bounded testing feature vectors. 
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