Let K be a field of characteristic zero. We characterize coordinates and tame coordinates in K[z] [x, y], i.e. the images of x respectively under all automorphisms and under the tame automorphisms of K[z] [x, y]. We also construct a new large class of wild automorphisms of K[z] [x, y] which maps x to a concrete family of nice looking polynomials. We show that a subclass of this class is stably tame, i.e. becomes tame when we extend its automorphisms to automorphisms of K[z] [x, y, t].
Introduction
The well known theorem of Jung-Van der Kulk [10] , [12] gives that the automorphisms of the polynomial algebra in two variables K[x, y] over a field K are tame, i.e. they can be decomposed as products of affine and triangular automorphisms. The combinatorial description of AutK[x, y] as the amalgamated free product of the subgroups of affine and upper triangular automorphisms is also well known; see the book of Cohn [5] . Several algorithms have been discovered which determine whether a homomorphism of K [x, y] is an automorphism and, if it is, decompose it as a product of linear and triangular automorphisms; see [4] , [5] , [9] . Recent results of Shpilrain and the second author [17] over a field of characteristic 0 give that one can also determine whether a polynomial p(x, y) ∈ K[x, y] is a coordinate, i.e. is the image of x under some automorphism P = (p, q) of K[x, y] and to find a concrete P with this property.
On the other hand, very little is known about the automorphisms of the polynomial algebra R [x, y] where R is some commutative algebra. The first result in this direction was the famous example of Nagata [15] of an automorphism of the K[z]-algebra K [z] [x, y] which is not tame. Then Wright [20] described the structure of the group of tame automorphisms of R[x, y] over any principal ideal domain as the amalgamated free product in the same way as over a field. Wright showed as well that the group of all automorphisms of R [x, y] is also an amalgamated free product of the affine group and one more group of automorphisms which, when R is not a field, properly contains the group of upper triangular automorphisms.
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The purpose of this paper is to commence the systematic study of the K[z]automorphisms and coordinates of K[z] [x, y] when K is a field of characteristic 0. Applying the results of [20] for K [z] [x, y] and of [17] for K [x, y] , we characterize the tame coordinates of K[z] [x, y] . To specify, a polynomial p(x, y) ∈ K[z] [x, y] is a tame coordinate if and only if 1 can be obtained from the partial derivatives p x = ∂p/∂x and p y = ∂p/∂y using the Euclidean algorithm. Hence the problem whether a polynomial p(x, y) ∈ K[z] [x, y] is a tame coordinate can be solved using division of polynomials only. In particular, our algorithm produces a concrete tame automorphism of K[z] [x, y] sending x to p(x, y). We also use recent results of Daigle and Freudenburg [6] on locally nilpotent derivarions and characterize the coordinates of K[z] [x, y] , i.e. the images of x under the automorphisms of K[z] [x, y] . Namely, we shall see that p(x, y) ∈ K[z] [x, y] is a coordinate in K[z] [x, y] , if and only if p(x, y) is a coordinate as an element of K(z) [x, y] and has a unimodule gradient, which means that K[z] [x, y] is generated as an ideal by the partial derivatives p x and p y . As in the tame case, our approach allows us to solve effectively the problem whether a polynomial is a coordinate, but this time we have to apply Gröbner bases techniques instead of the Euclidean algorithm.
The Nagata automorphism was conjectured to be wild considered as an automorphism of the polynomial algebra K [x, y, z] in three variables; see [15] . On the other hand, Martha Smith [19] discovered another important property of the Nagata automorphism. She showed that it is stably tame and becomes tame if we extend it to an automorphism of K[z] [x, y, t] fixing t. Recently Alev [1] , the authors of this paper and Gutierrez [8] , and Le Bruyn [13] found some new evidence that the Nagata automorphism should be wild considered as an automorphism of K [x, y, z] . Naturally it is important to have new examples of automorphisms of polynomial algebras in more than two variables which may serve as candidates of wild automorphisms.
Considered as an automorphism of K(z) [x, y] , the Nagata automorphism is a conjugate of an elementary automorphism by another elementary automorphism. Hence, the Nagata automorphism is a product of three elementary automorphisms of K(z) [x, y] . We study automorphisms of K[z] [x, y] which have a similar presentation. In particular, we consider polynomials of the form p(x, y) = x + q(a(x) + by), where q(w) ∈ K[z] [w] , a(x) ∈ K[z] [x] , b ∈ K [z] , and study the problem when these polynomials are coordinate in K[z] [x, y] . We establish that if q(w) is divisible by all irreducible factors of b(z), then p is coordinate and is the image of x under an automorphism which is a product of three elementary automorphisms of K(z) [x, y] . In the special case when q(w) is divisible by b(z) itself, we show that p is really a "Nagata like" coordinate and is the image of an automorphism of K[z] [x, y] which is a conjugate of an elementary automorphism by another elementary automorphism of K(z) [x, y] . We also show that the automorphisms with q(w) divisible by b(z) are stably tame. In this way, our results give a new large family of automorphisms of K[z] [x, y] which may be considered as candidates of wild automorphisms of K[x, y, z].
Preliminaries
In this paper we fix a field K of characteristic 0 and, if not explicitly stated, consider commutative unitary K-algebras only. If R is an algebra, we denote by R[x, y] the polynomial algebra in two variables x, y over R. Sometimes we use the notation p x and p y , respectively, for the partial derivatives ∂p/∂x and ∂p/∂y of p ∈ R [x, y] . In what follows we assume that R is one of the algebras K, K [z] or K(z). We denote the endomorphisms of R[x, y] as F = (f 1 (x, y), f 2 (x, y)) assuming that f 1 and f 2 are respectively the images of x and y (and that F is an R-algebra endomorphism). If F is an automorphism, then its inverse is denoted by F −1 . We accept similar notation for endomorphisms of polynomial algebras in more than two variables. The Jacobian matrix of
The chain rule gives that
In particular, if F is an automorphism, then its Jacobian matrix is invertible over R. [20] states that if the Jacobian matrix of an endomorphism F of K[x, y] belongs to GE 2 (K[x, y]), then F is an automorphism. This result was generalized to coordinate polynomials by Shpilrain and the second author [17] . They showed that p(x, y) ∈ K[x, y] is a coordinate polynomial if and only if the vector (∂p/∂x, ∂p/∂y) is the first row of some matrix in GE 2 (K[x, y]). An equivalent form of this statement is that (∂p/∂x, ∂p/∂y) can be brought to (1, 0) by the Euclidean algorithm.
The results of Wright [20] and Shpilrain and Yu [17] are based on the description of Wright [20] of GE 2 (K[x 1 , . . . , x n ]) as an amalgamated free product. Recall the definition of the amalgamated free product (see e.g. [14] or [20] ). If A, B and C are three abstract groups such that φ : B → A and ψ : B → C are two embeddings, then the amalgamated free product G = A * B C is generated by A ∪ C and the defining relations of G are the defining relations of A and C together with the defining relations φ(b) = ψ(b), b ∈ B. If we consider B as a subgroup of A and C and assume that A ∩ C = B, then the elements of G = A * B C can be presented as
and ε 1 , ε 2 are equal to 1 or 0, depending on whether or not a 1 and c k participate in the expression of g. It is well known that g is different from 1, provided that a 1 , . . . , a k and c 1 , . . . , c k do not belong to B. The description of GE 2 (K[x 1 , . . . , x n ]) given by Wright [20] is the following. Theorem 1.5 (Wright [20] ). The group GE 2 (K[x 1 , . . . , x n ]) is isomorphic to the amalgamated free product of the subgroup GL 2 (K) and the subgroup B 2 (K[x 1 , . . . , x n ]) of all lower triangular matrices with polynomial entries.
We assume that we can perform concrete calculations with the elements of K. We also introduce an arbitrary ordering on the monomials of K[x, y, z] which allows induction and is preserved under multiplication. For example, we may consider the usual lexicographic ordering or the deg-lex ordering, comparing the monomials of K[x, y, z] first by total degree and then lexicographically with x > y > z. (See e.g. [2] for different orderings of K[x 1 , . . . , x n ].) We say that a matrix a = a 11 a 12 a 21 a 22 ∈ GE 2 (K[x, y, z])
can be decomposed into a product of diagonal and elementary matrices using the Euclidean algorithm if, in each step of bringing a to its diagonal form by elementary transformations, we multiply it from the right by an elementary matrix which decreases the leading terms of the first row of a. For example, if the leading term of a 11 is equal to the leading term of ba 12 for some monomial b ∈ K[x, y, z], then we are allowed to replace a by ua = a 11 a 12 a 21 a 22
In particular, if f and g are two relatively prime polynomials in K[x, y, z] and we reach 1 applying the usual Euclidean algorithm to f and g, then the corresponding operations can be written in a matrix form as
where e 1 , . . . , e k are (alternatively lower and upper) triangular matrices
We shall make use of a result of the thesis of Park [16] . Since the journal version of [16] has not been published yet, a proof for the case of polynomials in two variables can be found in [17] . A careful study of the proof in [17] shows that it works for any number of variables and any ordering. Proposition 1.6. Every matrix in GE 2 (K[x, y, z]) can be decomposed into a product of diagonal and elementary matrices using only the Euclidean algorithm. Remark 1.7 . If (f, g) is a pair of polynomials brought to (1, 0) by the Euclidean algorithm in k steps a 11 a 12 e 1 . . . e k = α 1 0 , α ∈ K * , then the matrix e 1 . . . e k belongs to GE 2 (K[x, y, z]) and one presentation as an element of GL 2 (K) * B2(K) B 2 (K[x, y, z]) can be obtained replacing the upper triangular matrices (e 11 + e 22 )+h i e 12 by the products (e 12 + e 21 )((e 11 + e 22 )+h i e 21 )(e 12 + e 21 ) if h i is not a constant.
Characterization of Tame and Wild Coordinates in K[z][x, y]
In this section we characterize tame coordinates in K[z] [x, y] . Then we give algorithms which recognize whether a polynomial p(x, y) ∈ K[z][x, y] is a tame coordinate and, if it is, find concrete tame automorphisms sending x to p(x, y). Finally, we characterize all coordinates in K[z] [x, y] and give a procedure which determines whether a polynomial is a coordinate of K[z] [x, y] . In particular, we are able to find effectively a lot of wild automorphisms of K[z] [x, y] , giving in this way new candidates for wild automorphisms of K[x, y, z], all of them fixing z as in the example suggested by Nagata.
To prove our main results on tame automorphisms, we modify the considerations in the proof of the weak Jacobian theorem in [20] and the description of the coordinate polynomials in K[x, y] in [17] . Lemma 2.1 (Compare with the proof of the weak Jacobian theorem, [20] ). Let ξ:
. . , a k be matrices in GL 2 (K) which do not belong to the lower triangular group B 2 (K) and let c i = (e 11 + e 22 ) + f i e 21 , i = 1, . . . , k, where f 1 , . . . , f k are polynomials of positive degree. Then the row-matrices
Proof. We apply induction on i. If a 1 = α 11 e 11 + α 12 e 12 + α 21 e 21 + α 22 e 22 , α 12 = 0, then concrete calculation shows that
and ξ(u 1 ) = ξ(f 1 ), ξ(v 1 ) = ξ(α 12 ) = (0, 0, 0). Similarly, if a i = β 11 e 11 + β 12 e 12 + β 21 e 21 + β 22 e 22 , β 12 = 0, then
, which completes the proof by induction.
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The following theorem is one of the main results of this section. The proof uses some ideas of the proof of [17, Theorem 1.1].
(p x p y ) can be brought to (1 0) by elementary transformations;
(iii) Applying the Euclidean algorithm to p x and p y , the result is equal to 1.
Proof. The equivalence of (ii) and (iii) follows immediately from Proposition 1.6. The implication (i) =⇒ (ii) is a consequence of the chain rule and the fact that
) and the Jacobian matrix of any affine automorphism of
depending on x, y and on the "constant" z) and let
implies that (u v) = (1 0), without loss of generality we may assume that ε = 0. Let
Replacing x and y respectively by α 11 x + α 12 y and α 21 x + α 22 y in (p x p y )g(x, y) = (1 0), easy calculations show that (p x p y )a 1 goes to (q x q y ), i.e. to the gradient of q(x, y) and we obtain a new equation
where the decomposition g = c 1 a 2 . . . c k−1 a k starts with c 1 . Let ξ be the degree function on K[x, y, z] induced by the lexicographic ordering x > y > z. Since
be a polynomial such that f y = f 1 . Replacing x by x + f (y) in the equation (q x q y )g 1 = (1 0), we obtain that (q x q y )c 1 goes to the gradient of p 1 (x, y) = q(x + f (y), y). In this way we obtain the equation
By inductive arguments we may assume that p 1 (x, y) is a tame coordinate. Since both
are tame automorphisms, we obtain that p(x, y) is also a tame coordinate. 
z by 2, we obtain the automorphism
Similarly, q x = 4, q y = 1 + 4y, q y − yq x = 1. Hence both p and q satisfy the hypothesis of Theorem 2.2 (iii). On the other hand, we shall see that N 0 is a wild automorphism of Z[x, y]. Following the proof of Wright [20, p. 247 ] for existence of wild automorphisms of R [x, y] where R is a principal ideal domain which is not a field, our considerations are the following. Let
be a set of nontrivial left coset representatives of [20] , we change left and right for cosets and lower and upper for triangular automorphisms because of the difference in the definitions of F • G and J F .) As in [20] , we can choose I as a subset of GL 2 (Z). Also let
be the set of triangular automorphisms of Q[x, y] corresponding to polynomials without linear components. Then the set W of all automorphisms 
In our case, we choose I in such a way that it contains A = (x, y + 4x), we define C = (x + y 2 /2, y) and a direct calculation shows that Step 1. Take the partial derivatives q 1 = p x , q 2 = p y .
Step 2. If the leading monomial (l.m.) of q 1 is not divisible by the leading monomial of q 2 (or vise versa), then p is not a tame coordinate. If l.m.
Step 2 upon replacing q 1 with q 1 and q 2 with q 2 .
The algorithm for constructing some tame automorphism of K[z] [x, y] which sends x to p is also contained in the proof of Theorem 2.2. For simplicity we assume that we always know that p = p(x, y) is a tame coordinate.
Step
Step 2. Take Q = (q 1 , q 2 ) = (p x , p y ).
Step 3. If one of the polynomials q 1 or q 2 is equal to a nonzero constant α, then p = αx+f (y) (or p = αy +f (x)). Replace T by T = (t 1 (αx+f (y), y), t 2 (αx+f (y))) (or by T = (t 1 (x, αy + f (x)), t 2 (x, αy + f (x)))). The automorphism T is the inverse of an automorphism of K[z] [x, y] which sends x to the initially given p(x, y).
If neither q 1 nor q 2 is a constant, then let the result of the division of q 1 with q 2 be q 1 = hq 2 + r (or q 2 = hq 1 + r). [x] such that f x = h(x)). Replace p(x, y) and T respectively by p(x + f (y), y) and T = (t 1 (αx + f (y), y), t 2 (αx + f (y), y)) (or respectively by p(x, y + f (x)) and T = (t 1 (x, αy + f (x)), t 2 (x, αy + f (x)))). Then go to Step 2.
If we want to determine all automorphisms sending x to p(x, y), we can use Remark 1.4.
Corollary 2.5.
There is an algorithm which determines whether a polynomial p(x, y) in the free associative algebra K[z] x, y is a tame coordinate and, if the answer is affirmative, produces a concrete tame automorphism sending x to p(x, y). 
Then p is a tame coordinate if and only if p 1 = p.
It is also interesting to characterize effectively all coordinates (in particular, the nontame ones) in K[z] [x, y] . The following theorem is based on recent results of Daigle and Freudenburg [6] . Recall that a derivation δ of K[X] = K[x 1 , . . . , x n ] is called locally nilpotent if for any u ∈ K[X] there exists a positive n such that δ n (u) = 0. Following [ Proof. Applying Theorem 2.2, we calculate
It is easy to see that the first steps of the Euclidean algorithm for p x and p y in K[x, y, z] are the same as for a x and b(z) in K[x, z] and in this way we cannot reach 1 because some summand a i (z)x i of a x is not divisible by b(z). Now, we apply Theorem 2.6. Since every irreducible factor of b(z) divides c(z), we obtain that no solution of the equation p y = 0 in the algebraic closure of K is a solution of the equation p x = 0. By the Hilbert Nullstellensatz this implies that the ideal of [x, y] , it is sufficient to consider the automorphisms which are products of elementary automorphisms of K(z) [x, y] . We state the following naturally arising problem. [x, y] which can be presented as a product of not more than k elementary (and preserving the augmentation) automorphisms of K(z) [x, y] . Is it true that the sequence of subgroups
New class of wild automorphisms
T 1 ⊆ T 2 ⊆ T 3 ⊆ . . .
satisfies the ascending chain condition?
Obviously, every automorphism in T 0 (K[z][x, y]) is a product of some D α,1 and an automorphism in T 1 . More generally, every automorphism of K[z][x, y] is a product of a D α,1 and an automorphism in T k . Therefore, the minimal k with this property can serve as a measure "how wild" is the automorphism. Since N ∈ T 3 and the Nagata automorphism is wild considered as an automorphism of K[z] [x, y] , by Remark 3.2 we obtain that T 2 is a proper subgroup of T 3 .
Remark 3.2. It is easy to see that
Now we start to study the automorphisms in T 3 of the form y + f (x) ) and G = (x + g(y), y) are elementary automorphisms of K(z) [x, y] . (Up to the order of the variables these automorphisms are "Nagata like".) Since
we shall also describe the corresponding coordinate polynomials x + g(y + f (x)). 
where g (k) = g (k) (y) is the k-th derivative of g(y) (with respect to y), we replace x by 0 and obtain
and since a and b are relatively prime, we obtain that
Replacing x by 0, we obtain that g b n−1 ≡ 0 (mod b n ), hence g ≡ 0 (mod b) and the coefficient of
. Now, our congruence has the form a g 1 b n−2 2! + g 1 ab n−3 3! + . . . + g (n−2) 1 a n−3 b (n − 1)! + g (n−1) 1 a n−2 n! ≡ 0 (mod b n−1 ).
Again, the coefficient of y k in g 1 (y) is divisible by b(z) for k ≥ 1 and hence the coefficient of y k+1 in g(y) is divisible by b 2 (z) for any k ≥ 1. Continuing in this way, we obtain that the coefficient of d(a(x) )) − a(x). We want to show that the polynomial d(y) is also divisible by b pi i , assuming that a(x) is relatively prime with b i . Working modulo b pi i , we obtain that d(a(x) 
, and let q be the maximal integer with this property, i.e. a 1 (0) ≡ 0 (mod b i ). Since a(0) = 0, we have that q ≥ 1. Let us first assume that d(y) is not divisible by b i . Let r be the maximal integer with
and e k (0) ≡ 0 (mod b i ). For k > q we have that
and a (k) (x)d k (a(x)) is divisible by x kqr modulo b i . If qr > 1, then the degrees t k of x t k dividing a (k) (x)d k (a(x)) modulo b i satisfy the inequalities
Hence a( x + d(a(x) 
and a 0 (0) ≡ e 1 (0) ≡ 0 (mod b i ). But this contradicts the assumption that a (x+d(a(x) 
and a 0 (0) ≡ e 1 (0) ≡ 0 (mod b i ) which is a contradiction. Hence in all cases we have that
and, if t < p i , we obtain that a (x)d 0 (a(x)) ≡ 0 (mod b i ). Since a(x) is relatively prime with b i and a(0) = 0, we obtain that a (x) is also relatively prime with b i and, hence, b i divides d 0 (a(x)). But, as above, we see that this is impossible. Therefore t ≥ p i and b pi i divides d(x). Hence b also divides d(y).
The derivation δ is called triangular if δ(x i ) ∈ K[x i+1 , . . . , x n ], i = 1, . . . , n. Clearly, every triangular derivation is locally nilpotent. For every locally nilpotent derivation δ and for any element w in the kernel of δ, the mapping of K[X] The next result describes the tame and the wild automorphisms of the form y + f (x) ) and G = (x + g(y), y) are elementary automorphisms of K(z) [x, y] ) and shows that all automorphisms of this form are stably tame, i.e. they are really "Nagata like". Also, it turns out that these automorphisms are as those considered in Example 2.7. 
then P is stably tame and becomes tame as an automorphism of K[z][x, y, t] (acting identically on t).

Proof. (i) Direct computations show that
Since P 1 is elementary with respect to the tame system of generators x 1 , y 1 , we obtain that P 1 and hence P are tame.
(iii) The statement follows immediately from the proof of the result of Martha Smith [19] that for any triangular derivation δ of K[X] = K[x 1 , . . . , x n ] and any w ∈ Kerδ, the automorphism exp(wδ) is stably tame. If we extend our δ to a derivation of K[z] [x, y, t] by δ(t) = 0, we obtain that w = q(a(x) + by) is still in the kernel of δ,
where Q = (x, y, t + w), E = exp(tδ), and Q and E are tame automorphisms of 
is not a constant. All these automorphisms can be obtained from Theorem 3.6 for
Theorem 3.6 (iii) has the following generalization which is obtained by multiple application of the idea of Martha Smith [19] and gives new stably tame automorphisms. Notice that for A = (y, x) and the triangular automorphism F = (x, y + f (x)), we have that A −1 = A and the conjugate A • F • A is equal to the automorphism (x + f (y), y) which is triangular with respect to another ordering of the variables. 
is a stably tame automorphism of K[z] [x, y] .
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Proof. Let q(t) = n j=0 c j (z)y j for some polynomials c j ∈ K[z]. Let r i , s i , i = 1, . . . , k, be positive integers and let m i = r i + (n + 1)s i . Clearly, [y] . As in the proof of Theorem 3.6 (iii), for k = 1 we fix s 1 = 1 and obtain that
, and their inverses. Continuing in this way, we obtain that the automorphism A •
. . , t k−1 } and is a composition of automorphisms of the type 
Direct calculations show that in the first two cases the composition F −1 k • G i • F k is triangular for s k sufficiently large, hence tame. In the third case we may consider
x k+2 ] and this completes the proof. Proof. We make use of the Keller theorem (see [11] or [3] ): If P is an endomorphism of K[X] which induces an automorphism of K(X) and the Jacobian matrix J P of P is invertible in GL n (K[X]), then P is an automorphism of K[X]. In our case, since P fixes z, the determinant of the Jacobian matrix of P considered as an endomorphism of K[x, y, z] coincides with the determinant of the Jacobian matrix considering P as an endomorphism of K[z] [x, y] . The proof is completed by the Keller theorem because P induces an automorphism of K(x, y, z). 
where a x = a x (x), q u = q u (a(x) + by), c v = c v (x + b 0 q(a(x) + by)). It is easy to see that the determinant of J P is equal to 1. By Lemma 3.9, the proof of the theorem will be completed if we show that r( This is equivalent to a(x) + c(x + b 0 (z)q(a(x))) ≡ 0 (mod b(z)). Since b(z) is a divisor of b n 0 (z) for some n, it is sufficient to show that the congruence Up till now, all known stably tame automorphisms of K[X] can be obtained by the method of Martha Smith [19] and are exponential automorphisms of locally nilpotent derivations; see [7] . The automorphisms of Theorem 3.6 and 3.8 are also of this kind. We do not know whether the automorphisms involved in Theorem 3.10 can be obtained as compositions (considered as automorphisms of K[z][x, y]) of stably tame exponential automorphisms of locally nilpotent derivations. 
