The assumption of homogeneity of covariance matrices is the fundamental prerequisite of a number of classical procedures in multivariate analysis. Despite its importance and long history, however, this problem so far has not been completely settled beyond the traditional and highly unrealistic context of multivariate Gaussian models. And the modified likelihood ratio tests (MLRT) that are used in everyday practice are known to be highly sensitive to violations of Gaussian assumptions. In this paper, we provide a complete and systematic study of the problem, and propose test statistics which, while preserving the optimality features of the MLRT under multinormal assumptions, remain valid under unspecified elliptical densities with finite fourth-order moments. As a first step, the Le Cam LAN approach is used for deriving locally and asymptotically optimal testing procedures φ (n) f for any specified m-tuple of radial densities f = (f 1 , . . . , f m ). Combined with an estimation of the m densities f 1 , . . . , f m , these procedures can be used to construct adaptive tests for the problem. Adaptive tests however typically require very large samples, and pseudo-Gaussian tests-namely, tests that are locally and asymptotically optimal at Gaussian densities while remaining valid under a much broader class of distributions-in general are preferable. We therefore construct two pseudo-Gaussian modifications of the Gaussian version φ N † , extends to the heterokurtic ones, that is, to arbitrary m-tuples of elliptical distributions with finite fourthorder moments. We moreover show that these tests are asymptotically equivalent to modified Wald tests recently proposed by Schott (2001) . This settles the optimality properties of the latter. Our results however are much more informative than Schott's. They also allow for computing local powers, and for an ANOVA-type decomposition of the test statistics into two mutually independent parts providing tests against subalternatives of scale and shape heterogeneity, respectively, thus supplying additional insight into the reasons why rejection occurs. Reinforcing a result of Yanagihara et al. (2005) , we further show why another approach, based on bootstrapped critical values of the Gaussian MLRT statistic, although producing asymptotically valid pseudo-Gaussian tests, is highly unsatisfactory in this context. We also develop optimal pseudo-Gaussian tests for scale homogeneity and for shape homogeneity, based on the same methodology. Finally, the small-sample properties of the proposed procedures are investigated via a Monte-Carlo study.
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1 Introduction.
Homogeneity of covariance matrices.
Denote by (X i1 , . . . , X in i ), i = 1, . . . , m a collection of m mutually independent samples of i.i.d. random k-dimensional vectors with location parameters θ θ θ i and covariance matrices Σ Σ Σ i . The assumption H 0 : Σ Σ Σ 1 = . . . = Σ Σ Σ m of covariance homogeneity is central to the theory and practice of m-sample multivariate analysis, playing a major role in such models as multivariate m-sample location (MANOVA), m-sample multiple-output regression (MANOCOVA) or multivariate discriminant analysis. Testing for H 0 therefore is a problem of fundamental importance, and for more than half a century has been a subject of continued interest in the statistical literature. The same problem moreover is of intrinsic interest in such fields as psychometrics or genetics where, for instance, the homogeneity of genetic covariance structure among species is a classical subject of investigation; see Zhang and Boos (1992) for further reference.
The most classical test for this problem is the Gaussian likelihood ratio test φ (n)
LRT (Wilks 1932 ). This test, which is based on the additional assumption that X ij ∼ N k (θ θ θ i , Σ Σ Σ i ), rejects H 0 for small values of
|W/n| n/2 =: This MLRT has been shown to be unbiased for k = 1 by Pitman (1939) , in the multivariate two-sample case by Sugiura and Nagao (1968) , and by Perlman (1980) in the general case. Much is known today about this test: monotonicity of the power function (Anderson and Das Gupta 1964, Das Gupta and Giri 1973) , null and non-null expansions (both for fixed and local alternatives) of the distributions ofΛ or −2 logΛ (Sugiura 1973, Srivastava 1974, Srivastava et al. 1978) , exact distribution ofΛ (Gupta and Tang 1984) , etc. All authors however insist on the extreme non-robustness to departures from normality of both the LRT and the MLRT, which are not (asymptotically) valid even under elliptical densities with finite fourth-order moments; see, in particular, Tyler (1983) , Yanagihara et al. (2005) , and Gupta and Xu (2006) . This non-robustness to violations of normality assumptions places a severe limitation on the applicability of φ MLRT , but is not uncommon in the context. Similar problems arise with most Gaussian likelihood ratio tests in multivariate analysis. In a classical reference, Muirhead and Waternaux (1980) provide an in-depth study of the problem of turning standard Gaussian tests about covariance matrices into pseudo-Gaussian ones remaining valid under elliptical densities (possibly with adequate moment assumptions). They clearly distinguish some "easy" cases-tests of sphericity, tests of equality of a subset of the characteristic roots of the covariance matrix (i.e., subspace sphericity), tests of block-diagonality-and some "harder" ones, among which the (apparently simpler) one-sample test of the hypothesis that the covariance matrix Σ Σ Σ takes some given value Σ Σ Σ 0 , the two-sample test of equality of covariance matrices, and the corresponding m-sample test (based on (1.1) or (1.2)). For these "hard" cases, they conclude that "it is not possible in the more general elliptical case to adjust the (Gaussian likelihood ratio) test so that its limiting distribution agrees with that obtained under the normality assumption"; see also Section 3 of Tyler (1983) and Shapiro and Browne (1987) .
In particular, for the problem under study, a recent result of Yanagihara et al. (2005) establishes that, under homokurtic elliptical densities (when referring to homo-or heterokurticity, we of course tacitly assume the existence of finite fourth-order moments), the asymptotic null distribution of Q (n) MLRT is that of
where Y 1 and Y 2 are independent chi-square random variables with m − 1 and (m − 1)(k − 1)(k + 2)/2 degrees of freedom, respectively, and κ k stands for the common kurtosis of the m underlying elliptical distributions; see Section 5 for a definition. In the multinormal case, κ k = 0, and this yields the well-known Gaussian result that Q
MLRT is asymptotically chi-square with (m − 1)k(k + 1)/2 degrees of freedom under the null hypothesis; but for κ k = 0, (1.3) is no longer chi-square (see also Gupta and Xu 2006) .
The (1 + κ k ) factor sitting in front of (1.3) is not uncommon in the context of likelihood ratio testing for covariance matrices (see Theorem 1 of Shapiro and Browne (1987) for a general result about this), and very easily is dealt with by dividing Q MLRT by some consistent estimator (1+κ k ). The presence of κ k in the coefficient of Y 1 , however, is more problematic. Several attempts therefore have been made (Zhang and Boos 1992, Goodnight and Schwartz 1997, recently followed by Zhu et al. 2002) to bootstrap the MLRT test statistic, but also other measures of covariance heterogeneity. The resampling method of Zhang and Boos (1992) , in particular, reconstructs the exact critical values of Q (n) MLRT , thus extending the asymptotic validity of the Gaussian MLRT to a broad class of non-Gaussian densities, including non-elliptical ones. In the homokurtic elliptical case, however, those bootstrapped critical values asymptotically coincide with those associated with (1.3). One of the findings of this paper (delayed, for technical reasons, until Section 6.2) is that this approach, while yielding perfectly valid pseudo-Gaussian tests, is nevertheless highly unsatisfactory.
Other Gaussian testing procedures also have been considered. Among them are the test φ (n) Nagao proposed by Nagao (1973) , and the Wald test φ (n)
Schott of Schott (2001) . The Nagao test is based on a result by Sugiura (1969) stating that, under Gaussian assumptions, as n → ∞,
Nagao then rejects the null hypothesis for large values of
Schott is based on the vector ((vec(
, and rejects the null hypothesis for large values of the statistic 
the null distribution of which is still asymptotically chi-square with (m − 1)k(k + 1)/2 degrees of freedom, but now under any homokurtic m-tuple of elliptical distributions. As for φ (n) Schott † , it allows for heterokurtic elliptical observations, and is based on
The asymptotic null distribution of this heterokurtic test statistic coincides with that of Q (n) Schott * , but still requires each population to be elliptically symmetric with finite fourth-order moments.
Apart from the bootstrapped versions of the MLRT, Schott's robustified tests φ (n) Schott * and φ (n) Schott † are the first and, to the best of our knowledge, the only tests available in the literature that do not require multinormality. Schott, however, apparently is not aware of any asymptotic optimality of his tests (his methodology cannot provide any information about local powers; nor does it provide any rationale for choosing, e.g., between φ (n) Schott * and the bootstrapped versions of the MLRT), while practitioners are not aware of the fact that φ (n) Schott * and φ (n) Schott † are, except for the bootstrapped MLRT, the only available tests which resist non-Gaussian assumptions.
Up to this point, the theory, for this seventy year old fundamental problem, is rather confusing for applied statisticians, who are facing a choice of procedures (φ
Schott , . . . ), the optimality features and respective performances of which are all but clear, along with somewhat helpless warnings about their validity that fail to point at any definite recommendation. In the absence of any clear picture, everyday practice keeps defaulting to the traditional φ (n)
MLRT , a procedure nobody would recommend ... It is high time, thus, to come up with a complete and general picture of the situation, with clear directions allowing practitioners to select a method they safely can rely on. Providing such a picture, with clear practical recommendations, not only for testing homogeneity of covariances but also for the related problems of scale and shape homogeneity, under the general assumption of heterokurtic elliptical symmetry, is the objective of this paper.
Outline of the paper.
Sections 2 and 3 mainly introduce the notation and main assumptions, with a short discussion of parametrization and invariance issues. Applying Le Cam's local asymptotic normality (LAN) methodology, we then derive (Sections 4.1 and 4.2) a locally and asymptotically optimal (at any given, possibly heterokurtic m-tuple f = (f 1 , . . . , f m ) of elliptical densities with finite Fisher information) testing procedure φ (n) f for the problem. LAN not only allows for characterizing parametric optimality at given f ; it also serves as the main tool in studying the behavior of Gaussian test statistics under non-Gaussian densities. Particularizing f , Section 4.3 provides an explicit form of the optimal Gaussian procedure (φ are the asymptotically optimal test statistics against the Gaussian subalternatives of scale and shape heterogeneity, respectively; a similar decomposition also holds for the heterokurtic Q (n) N † . In Section 5.3, we first show that under the null and any distribution with finite fourth-order moments, φ
MLRT all are asymptotically equivalent to φ N * respectively detecting scale and shape heterogeneity, the classical MLRT, in its bootstrapped version, is asymptotically equivalent to a weighted linear combination of the same, with weights that do not correspond to any sound decision-theoretic principle, and depend on the unknown underlying densities.
This, in principle, settles the problem: under Gaussian assumptions, φ
Schott and φ Under elliptical symmetry but infinite moments of order four, the problem is still tractable via the rank-based tests described in Hallin and Paindaveine (2008) , provided however that the m standardized radial densities coincide. Finally, under possibly non-elliptical densities with finite fourth-order moments, bootstrapping φ 
Main assumptions.
For the sake of convenience, we are collecting here the main assumptions to be used in the sequel. As mentioned before, we throughout assume that all populations are elliptically symmetric. More precisely, defining, for q ≥ 2,
respectively, where µ ℓ;h := ∞ 0 r ℓ h(r) dr, we require the following. Assumption (A). The observations X ij , j = 1, . . . , n i are mutually independent, with probability density function
for some k-dimensional vector θ θ θ i (location), some positive definite (k × k) covariance matrix Σ Σ Σ i , and some f i in the class F 2 1 of standardized radial densities. Define (throughout, Σ Σ Σ 1/2 stands for the symmetric root of Σ Σ Σ) the elliptical coordinates
Under Assumption (A), the U ij 's, j = 1, . . . , n i , i = 1, . . . , m are i.i.d. uniform over the unit sphere in R k , and the standardized elliptical distances d ij are independent of the U ij , with densityf ik (r) := (µ k−1;f i ) −1 r k−1 f i (r) (justifying the terminology standardized radial density for f i ) and distribution functionF ik . The condition that f i ∈ F 2 is therefore equivalent to the finiteness of d ij 's second-order moments, while f i ∈ F 2 1 implies that f i is standardized in such a way that
is the covariance matrix in population i. In the sequel, we write f for the m-tuples of radial densities (f 1 , . . . , f m ) ∈ (F 2 1 ) m . Special instances of such densities are the k-variate multinormal distribution, with radial density f i (r) = φ(r) := exp(−r 2 /2), the k-variate Student distributions, with radial densities (for ν > 2 degrees of freedom) f i (r) := (1 + a k,ν r 2 /ν) −(k+ν)/2 , and the k-variate power-exponential distributions, with radial densities of the form f i (r) := exp(−b k,η r 2η ), η ∈ R + 0 ; the positive constants a k,ν and b k,η are such that f i ∈ F 2 1 . The derivation of locally and asymptotically optimal tests at radial densities f (= (f 1 , . . . , f m )) will be based on the uniform local and asymptotic normality (ULAN) of the model at given f . This ULAN property-the statement of which requires some further preparation and is delayed to Section 4.1-only holds under some further mild regularity conditions on f . More precisely, ULAN (see Proposition 4.1 below) requires f to belong to (F 2 a ) m , where F 2 a stands for the collection of absolutely continuous and a.e. positive densities f i ∈ F 2 1 for which, letting ϕ f i := −ḟ i /f i (withḟ i the a.e.-derivative of f i ), the integrals
are finite. The quantities I k (f i ) and J k (f i ) play the roles of radial Fisher information for location and radial Fisher information for shape/scale in population i, respectively (see Hallin and Paindaveine 2006a) . Although, for the sake of notational simplicity, we do not mention it explicitly, we actually consider sequences of statistical experiments, with triangular arrays of observations of the
) indexed by the total sample size n, where the sequences n (n) i of sample sizes satisfy the following assumption.
Assumption (B). For all
Note that this assumption is weaker than the corresponding classical assumption in (univariate or multivariate) multisample problems, which requires that n i /n be bounded away from 0 and 1 for all i as n → ∞. However, the following reinforcement of Assumption (B) is assumed to hold (mainly, for notational comfort) in the derivation of asymptotic distributions under local alternatives:
3 Parametrization of elliptical families.
3.1 Covariance, scale, and shape.
Consider an observed n-tuple X 1 , . . . , X n of i.i.d. k-dimensional elliptical random vectors, with location θ θ θ, covariance Σ Σ Σ = (Σ ij ), and radial density f (∈ F 2 1 ). The model for this observation is generally parametrized by (θ θ θ, Σ Σ Σ). The asymptotic study of this model is simplified if the covariance Σ Σ Σ is decomposed into a product σ 2 V, where σ is a scale parameter (equivariant under multiplication by a positive constant) and V a shape matrix (invariant under multiplication by a positive constant). In the testing problem under study, this decomposition moreover corresponds to a decomposition of the alternative into two "natural" subalternatives: heterogeneity of scale and heterogeneity of shape, respectively. When σ 2 is chosen as |Σ Σ Σ| 1/k , this decomposition, as we shall see, plays an essential role in the interpretation and asymptotic behavior of all tests statistics considered, and induces (see Section 6.1) an ANOVA-type decomposition of the optimal ones.
Denoting by S k the collection of all k × k symmetric positive definite real matrices, consider a function S : S k → R (2008) however shows that the information matrix for θ θ θ, σ S , and V S is block-diagonal iff the normalization S(Σ Σ Σ) = |Σ Σ Σ| 1/k is considered. This block-diagonality simplifies several arguments in statistical inference, and we therefore throughout adopt it, simply writing V ∈ V k and σ for the resulting shape and scale. The parameter in our problem then is the L-dimensional vector
where L = mk(k + 3)/2 and ve
) m of admissible ϑ ϑ ϑ values, and P (n) ϑ ϑ ϑ;f for the joint distribution of the n observations under parameter value ϑ ϑ ϑ and standardized radial densities f ∈ (F 2 1 ) m . In the sequel, however, we write P (n) ϑ ϑ ϑ;φ for the multinormal case (f = (φ, . . . , φ)).
Invariance issues.
Denoting by M(Υ Υ Υ) the vector space spanned by the columns of some L × r full-rank matrix Υ Υ Υ (r < L), the null hypothesis of covariance homogeneity
where 1 m := (1, . . . , 1) ′ ∈ R m and I ℓ denotes the ℓ-dimensional identity matrix. This hypothesis is invariant under the group of affine transformations of the observations, which generates the parametric families P
A,B (ϑ ϑ ϑ) of the parameter space, where
A,B . Therefore, it is reasonable to restrict to affine-invariant tests of H 0 . Beyond their distribution-freeness with respect to the θ θ θ i 's and the common null values σ and V of the scale and shape parameters, affine-invariant test statistics (that is, statistics Q such that Q(AX 11 + b 1 , . . . AX mnm + b m ) = Q(X 11 , . . . , X mnm ) for all A, b 1 , . . . , b m ) yield tests that are coordinate-free.
4 Locally asymptotically optimal tests.
Uniform local asymptotic normality (ULAN).
As mentioned in Section 1, we plan to develop tests that are optimal at correctly specified densities, in the sense of Le Cam's asymptotic theory of statistical experiments. In this section, we provide the uniform local asymptotic normality (ULAN) result (with respect to location, scale, and shape parameters, for fixed f = (f 1 , . . . , f m )) on which optimality will be based.
Writing
, where
(under Assumption (B ′ ), we also write ν ν ν for lim n→∞ ν ν ν (n) ). Clearly, these local alternatives do not involve (v
It is natural, though, to see that the perturbed shapes
)'s) within the family V k of shape matrices: this leads to defining (v
) (see Hallin and Paindaveine 2006b , Section 4). The following notation will be used throughout. Let diag(B 1 , B 2 , . . . , B m ) stand for the blockdiagonal matrix with diagonal blocks B 1 , B 2 , . . . , B m . Write V ⊗2 for the Kronecker product V ⊗ V. Denoting by e ℓ the ℓth vector of the canonical basis of R k , let also
We then have the following ULAN result; the proof follows along the same lines as in Theorem 2.1 (which deals with the case m = 1 of one population) of Paindaveine (2008) and hence is omitted.
Proposition 4.1 Assume that (A) and (B) hold, and that
. . , m, and full-rank block-diagonal information matrix
where, defining σ σ σ :
More precisely, for any ϑ ϑ ϑ (n) = ϑ ϑ ϑ+O(n −1/2 ) and any bounded sequence τ τ τ (n) , we have, under
Via a redefinition of Σ Σ Σ i and f i (such as in Hallin and Paindaveine 2008), this ULAN result, which, since the problem of covariance homogeneity is void in the absence of second-order moments, we state for f ∈ (F 2 a ) m , is actually valid under f ∈ (F a ) m , where F a is defined in the same way as F 2 a except that finite second-order moments are not required. The null hypothesis of covariance homogeneity then is extended into a null hypothesis of scatter homogeneity.
Locally asymptotically optimal tests.
The classical theory of hypothesis testing in Gaussian shifts (see Section 11.9 of Le Cam 1986) provides the general form for locally asymptotically optimal (namely, most stringent) tests of hypotheses in ULAN models. Such tests, for a null hypothesis of the form ϑ ϑ ϑ ∈ M(Υ Υ Υ), should be based on the asymptotically chi-square null distribution of
(with ϑ ϑ ϑ replaced by an appropriate estimatorθ ϑ ϑ; see Assumption (C) below), where proj(
Whenever Γ Γ Γ ϑ ϑ ϑ;f , ν ν ν (n) and Υ Υ Υ all happen to be block-diagonal, which is the case in our problem, this projection matrix clearly is also block-diagonal, with diagonal blocks proj((Γ Γ Γ that is, against scale and shape heterogeneity, respectively. DefiningJ
and σ be associated with the null parameter value ϑ ϑ ϑ ∈ M(Υ Υ Υ). Then, by using the inversion formula
(see Lemma 5.2 in Hallin and Paindaveine 2006b), one easily obtains
where δ i,i ′ = 1 if i = i ′ and 0 otherwise. As ϑ ϑ ϑ remains unspecified under the null, we will need replacing it with some estimate. For this purpose, the traditional LAN approach generally assumes the existence ofθ ϑ ϑ :=θ ϑ ϑ (n) satisfying
ϑ ϑ ϑ;g }; (C3) locally asymptotically discrete: for all ϑ ϑ ϑ ∈ M(Υ Υ Υ) and all c > 0, there exists M = M (c) > 0 such that the number of possible values ofθ ϑ ϑ (n) in balls of the form {t ∈ R L : n 1/2 ν ν ν (n) −1 (t− ϑ ϑ ϑ) ≤ c} is bounded by M , uniformly as n → ∞, and (C4) affine-equivariant: denoting byθ ϑ ϑ (n) (A, B) the value ofθ ϑ ϑ (n) computed from the transformed
There are many possible choices forθ ϑ ϑ. Using the same notation as in (1.1), a possible choice iŝ
This estimator-which is the natural estimator in the Gaussian or pseudo-Gaussian contextclearly statisfies (C1), (C2), and (C4). After adequate discretization, it also would satisfy (C3). However, (C3) is a purely technical requirement, with little practical implications (for fixed sample size, any estimator indeed can be considered part of a locally asymptotically discrete sequence). Moreover, the highly regular form of (4.8) makes (C3) unnecessary when considering Gaussian or pseudo-Gaussian tests: see the comments after Lemma 5.2.
The locally asymptotically optimal test φ f to be ULAN, and therefore could have been made for any f ∈ (F a ) m , yielding optimal tests for scatter homogeneity (see the comment at the end of Section 4.1). We nevertheless restrict to f ∈ (F 2 a ) m , since turning Gaussian tests into pseudo-Gaussian ones requires second-, actually fourth-order moment assumptions.
Locally asymptotically optimal Gaussian tests.
In this section, we describe in more details the Gaussian version φ = (φ, . . . , φ) ).
where
is the test statistic obtained in the two-sample case (for populations i and i ′ ); see Um and Randles (1998) for a similar decomposition in MANOVA problems. Most importantly, when the Gaussian estimatorθ ϑ ϑ in (4.8) is used, one has
and
so that the Gaussian test statistic reduces to the very simple form
We show in Theorem 5.4 that this Q 
Optimal pseudo-Gaussian tests.
The Gaussian test φ (n) N of the previous section is unfortunately valid at the multinormal only. In this section, we turn this test into a pseudo-Gaussian one, that is, we extend its validity to a broad class of distributions in such a way that its optimality properties at the multinormal are not affected. We actually define two pseudo-Gaussian procedures. The first one (φ In order to be more specific, we introduce the following notation. For any g = (g 1 , .
.
Then, following e.g. Anderson (2003; see page 54), we define the kurtosis of the ith elliptic population under P (n) ϑ ϑ ϑ;g as κ k (g i ) := (k(k + 2)) −1 E k (g i ) − 1 ; note that no population-specific standardization of this kurtosis measure is required since E ϑ ϑ ϑ; 
does not depend on i = 1, . . . , m. In both cases, it is crucial to characterize the asymptotic behavior under non-Gaussian densities of (the scale and shape components of) the Gaussian central sequence, which we denote by ∆ ∆ ∆ ϑ ϑ ϑ;φ . This behavior is described in the following lemma (see the appendix for the proof). 
ϑ ϑ ϑ;g and P (n) ϑ ϑ ϑ+n −1/2 ν ν ν (n) τ τ τ ;g , respectively, and covariance matrix (under both)
further requires that g ∈ (F 4 a ) m , where F 4 a := F 2 a ∩ F 4 1 ).
In order to control for the non-specification of ϑ ϑ ϑ in the Gaussian central sequence under arbitrary g ∈ (F 4 1 ) m , we will need the following asymptotic linearity result (see the appendix for a proof).
Lemma 5.2 Assume that (A), (B), (C1)
, and (C2) hold, and that g ∈ (F 4 1 ) m . Then, for any ϑ ϑ ϑ ∈ M(Υ Υ Υ), under P (n) ϑ ϑ ϑ;g , as n → ∞,
, and
where σ 2 and V stand for the common null values of the scale and shape parameters under ϑ ϑ ϑ.
Note that the highly regular form of the Gaussian central sequences for shape and scale allows for skipping the unpleasant discreteness Assumption (C3).
From Gaussian tests to pseudo-Gaussian: homokurtic case.
The most natural idea to obtain a g-valid (valid under g ∈ (F 4 1 ) m homo ) transformation of φ 
where (σ 2 and V still stand for the common null values of the scale and shape parameters under ϑ ϑ ϑ,
Withd ij ,Û ij , andσ as in (4.9), this test statistic can be reformulated as
If the estimatorθ ϑ ϑ in (4.8) is used, this can still be written as
Of course, at the multinormal case (g = (φ, . . . , φ)), Q g(n)
N * coincides with Q (n) N given in (4.13). Clearly, in order to obtain a genuine test statistic Q (n) N * (that is, a random variable that does not depend on g anymore) which nevertheless, under any P (n) ϑ ϑ ϑ;g (with g ∈ (F 4 1 ) m homo ), is asymptotically equivalent to Q g(n) N * , it is sufficient to replace κ k (g 1 ) with a consistent (under P
N * rejects the null hypothesis (at asymptotic level α) as soon as
N * ;i,i ′ will be used in similar fashion whenκ
This test statistic is clearly affine-invariant. The following theorem summarizes its asymptotic properties; see (ii) and (iii) for its pseudo-Gaussian nature. For the sake of simplicity, asymptotic powers are expressed under Assumption (B ′ ) and perturbations τ τ τ (n) satisfying lim n→∞ ν ν ν (n) τ τ τ (n) = ν ν ντ τ τ ( / ∈ M(Υ Υ Υ)), with
For any such τ τ τ and any ϑ ϑ ϑ ∈ M(Υ Υ Υ) (still with common values σ 2 and V of the scale and shape parameters), let ϑ ϑ ϑ;g }, and (provided that (B) is reinforced into (B ′ )) asymptotically noncentral chi-square, still with (m − 1)(k 0 + 1) degrees of freedom but with noncentrality parameter
(ii) the sequence of tests φ 
From Gaussian tests to pseudo-Gaussian: heterokurtic case.
As announced, our main goal is to define a pseudo-Gaussian extension φ As an alternative test statistic, we propose (after due estimation of ϑ ϑ ϑ) N † and the test based on Q g(n) N * coincide asymptotically (we skip the formal proof of this claim, which easily follows from the algebra of projection matrices, since the same claim readily follows from the explicit expressions for Q g(n)
N † below).
In order to derive such explicit expressions for Q g(n)
N † , define the weighted harmonic means C (n)
where (σ 2 and V still stand for the common null values of the scale and shape parameters under ϑ ϑ ϑ),
compare with (5.3). Withd ij ,Û ij , andσ as in (4.9), this test statistic can be reformulated as
which, along the same steps as in the derivation of (4.10), and using (4.11) and (4.12), can be written as (if the estimatorθ ϑ ϑ in (4.8) is used)
k;i,i ′ (g), this may be written, in terms of pairwise "quadratic contrasts", as
It clearly follows from (5.11) that, as announced in the beginning of this subsection, Q g(n)
N * under homokurticity (g ∈ (F 4 1 ) m homo ). In particular, at the multinormal case, Q g(n)
N . Also note that the two-sample test statistic for populations i and i ′ is precisely
Again, in order to obtain a genuine test statistic Q (n) N † , it is sufficient to replace, in (5.11), E k (g i ) and C k (g i ) with consistent (under P
then rejects the null hypothesis (at asymptotic level α) as soon as Q ϑ ϑ ϑ;g }, and (provided that (B) is reinforced into (B ′ )) asymptotically noncentral chi-square, still with (m − 1)(k 0 + 1) degrees of freedom but with noncentrality parameter
Relation between the optimal Gaussian test φ (n)
N and other Gaussian tests.
In this section, we provide some results on the comparison between our tests and the tests available in the literature. These results are derived in Hallin and Paindaveine (2007), where we refer to for the proofs. We start with the strong links between our optimal tests φ LRT -that is, they follow from replacing n i , n, S i , and S in φ Schott † , respectively. This not only establishes the exact optimality properties of Schott's tests, but also provides their local powers, which do not follow from Schott's original derivation. Similarly, Theorem 5.4 below also applies to φ (n) Schott , which yields the optimality and (in)validity properties of the latter. Now, despite the equivalence results of Theorem 5.3, our optimal tests dominate Schott's in the following respects. First of all, the structure of our optimal test statistics makes them readily interpretable as measures of covariance heterogeneity (compare, e.g., Q 
N , by providing further insight into the reasons for eventual rejection, allows for a substantially more refined analysis than φ Nagao given in (1.5)-is less obvious. The following result establishes the asymptotic equivalence, under the null and any distribution with finite fourth-order moments (including the non-elliptical ones)-hence also under the corresponding local alternatives-of all these statistics with the optimal Gaussian one Q ϑ ϑ ϑ;g }, all are asymptotically equivalent in probability to
2)) asymptotically are independent chi-square random variables, with (m − 1) and (m − 1)k 0 degrees of freedom, respectively.
Clearly, the null distribution of (5.14) is not asymptotically chi-square unless κ k (g 1 ) = 0, that is, when g 1 and hence all g i 's have Gaussian kurtosis-in which case the five test statistics are asymptotically equivalent to the pseudo-Gaussian one Q (n)
6 Subalternatives, subhypotheses, and the bootstrapped MLRT.
Subalternatives and subhypotheses.
Subalternatives of scale and shape heterogeneity naturally enter into the picture via the blockdiagonal structure of the information matrix. This block-diagonal structure indeed induces an ANOVA-type decomposition of the optimal test statistics Q f provide locally asymptotically optimal tests, provided however that the constraints onθ ϑ ϑ are relaxed appropriatedly. More precisely, using the natural Gaussian constrained estimator
the optimal pseudo-Gaussian test for scale homogeneity φ
Similarly, when testing for shape homogeneity, the natural Gaussian constrained estimator iŝ
and the optimal pseudo-Gaussian test φ
where, lettingV :
Here,Ĉ (at asymptotic level α) whenever
where (denoting byκ
k a consistent estimator of the common value of the κ k (g i )'s)
and (ii) the test φ 
The bootstrapped MLRT.
As mentioned in the introduction, bootstrapping the MLRT test statistic is another way of obtaining valid pseudo-Gaussian critical values. Part (ii) of Theorem 5.4 and the discussion in Section 6.1 however tell us that the resulting test, under homokurticity, is asymptotically equivalent to a test based on a linear combination (5.14) of Q II(n) N * (optimal against local scale heterogeneity, locally insensitive to local shape heterogeneity) and Q III(n) N * (optimal against local shape heterogeneity, locally insensitive to local scale heterogeneity). These two subalternatives in (5.14) are weighted according to the common kurtosis κ k (g 1 ) of the m elliptical populations, in a way that does not correspond to any sound decision-theoretic principle. Although optimal under Gaussian densities (where the weights happen to be equal) and asymptotically valid under non-Gaussian densities, this test is thus highly unsatisfactory. The same conclusion would apply to a bootstrapped version of φ 
Simulations.
We conducted several simulations in the bivariate case (k = 2), for various types of alternatives and various radial densities. More precisely, we generated three couples of mutually independent absolutely continuous bivariate random vectors ε ε ε 1j , j = 1, . . . , n 1 = 200, and ε ε ε 2j , j = 1, . . . , n 2 = 50, with spherical densities centered at 0. In the first case, all ε ε ε ij 's have standard multinormal densities. In the second one (heterokurtic case), the ε ε ε 1j 's have standardized t 5 densities, whereas the ε ε ε 2j 's are multinormal. In the third one (non-Gaussian homokurtic case), all ε ε ε ij 's have standardized t 5 densities (standardized t ν here refers to the bivariate t ν distribution with unit covariance matrix, that is, the distribution of Z/(Y /(ν − 2)) 1/2 , where Z ∼ N (0, I 2 ) and Y ∼ χ 2 ν are independent). Starting from these three couples of populations with homogeneous covariances, we considered independent samples obtained from X 1j = A 1 ε ε ε 1j + θ θ θ 1 , j = 1, . . . , n 1 , and X 2j = A 2 (ℓ) ε ε ε 2j + θ θ θ 2 , j = 1, . . . , n 2 , (7.1)
The values of ℓ allow to produce distributions under the null (ℓ = 0) and increasingly heterogeneous alternatives (ℓ = 1, . . . , 20); all tests being affine-invariant, there is no loss of generality in letting A 1 = I 2 and θ θ θ 1 = θ θ θ 2 = 0.
In the first simulation ((a): pure scale alternatives), we generated N = 10, 000 independent samples, with (s 2 , (ve , (0, 0) ), and (s 2 , (ve , (0, 0) ) under Gaussian-Gaussian, t 5 -Gaussian, and t 5 -t 5 densities, respectively; these values of s 2 were chosen in order to obtain rejection probabilities of the same order under each couple of densities. In the second simulation ((b): pure shape alternatives), we similarly generated N = 10, 000 independent samples, with (s 2 , (ve N are valid when both densities are multinormal only. They both strongly overreject under t 5 -Gaussian and t 5 -t 5 densities, with Type I risks close to 11% and 30%, respectively. These tests exhibit quite similar performances in all setups, although, for the moderate sample sizes considered, φ (n) LRT seems to be less (resp., more) powerful than φ (n) N against scale (resp., shape) alternatives;
(ii) the pseudo-Gaussian test φ (n) N * has a Type I risk close to 5% at Gaussian-Gaussian and t 5 -t 5 densities, that is, under homokurticity. In the heterokurtic case, however, it is highly biased, with a Type I risk close to 2.5%;
N † has a Type I risk close to α = 5% in all cases. Quite unexpectedly, φ (n) N † seems to be more powerful than φ (n) N * , not only under heterokurtic alternatives (t 5 -Gaussian densities), but also under non-Gaussian homokurtic ones (t 5 -t 5 densities).
These conclusions somewhat contradict those of Schott (2001) . Schott indeed concludes from his simulations that φ (n) Schott * is to be preferred to φ (n) Schott † , since the former has a simpler structure and, in most cases, behaves at least as well as the latter. In view of Theorem 5.3, this statement should extend to our optimal tests φ (n) N * and φ (n) N † . However, this is not the case, since our simulations clearly show that φ (n) N * (hence also φ (n) Schott * ) may be severely biased. Schott's invalid conclusions can be explained by the fact that his simulations are restricted to equal sample sizes, irrespective of the underlying densities. In such cases, it is not very surprising that φ Finally, Figure 2 shows that (i) the pseudo-Gaussian tests φ
N † , and φ 
This notation is used throughout the proof.
Proof of Lemma 5.2. All stochastic convergences in this proof are as n → ∞ under P
where we used the fact that tr(
, then using Assumption (C2) and the fact that n 1/2
Applying repeatedly Slutzky's Lemma and taking into account the fact that (vec
(a) scale alternatives (b) shape alternatives (c) mixed alternatives N † (dot-dash line and dotted line, respectively); all tests were performed for two bivariate samples (m = k = 2), with respective sizes n 1 = 200 and n 2 = 50, generated from elliptical distributions with Gaussian-Gaussian (first row), t 5 -Gaussian (second row), and t 5 -t 5 (third row) densities, respectively. Horizontal axis: the index ℓ characterizing the null hypothesis (ℓ = 0) and increasingly heterogenous alternatives (ℓ = 1, . . . , 20; see (7.1)); vertical axis: rejection frequencies. (dashed line and long-dash line, respectively), and the pseudo-Gaussian test φ (n) N † (solid line); all tests were performed for two bivariate samples (m = k = 2), with respective sizes n 1 = 200 and n 2 = 50, generated from elliptical distributions with Gaussian-Gaussian (first row), t 5 -Gaussian (second row), and t 5 -t 5 (third row) densities, respectively. Horizontal axis: the index ℓ characterizing the null hypothesis (ℓ = 0) and increasingly heterogenous alternatives (ℓ = 1, . . . , 20; see (7.1)); vertical axis: rejection frequencies. . A straightforward evaluation of (A.5) yields the second term in (5.8). Since the two terms in (A.3) are asymptotically uncorrelated (see Lemma 5.1 again), they can be treated separately; the result follows.
(ii) The fact that φ (n) N * has asymptotic size α directly follows from the asymptotic null distribution given in part (i) of the theorem and the classical Helly-Bray theorem.
(iii) As observed in Section 5.1, the consistency ofκ A direct evaluation of this expression yields the noncentrality parameter in (5.13).
