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Abstract This paper presents the theoretical and practi-
cal fundamentals of using physiology sensors to capture
human emotion reactivity in a products or systems engineer-
ing context.We aim to underline the complexity of regulating
(internal and external) effects on the human body and highly
individual physiological (emotion) responses and provide a
starting point for engineering researchers entering the field.
Although great advances have beenmade in scenarios involv-
ing human-machine interactions, the critical elements—the
actions and responses of the human—remain far beyond
automatic control, because of the irrational behavior of
human subjects. These (re)actions, which cannot be satisfac-
torily modeled, stem mostly from the fact that human behav-
ior is regulated by emotions. The physiological measurement
of the latter can thus be a potential door to future advances
for the community. In this paper, following a brief overview
of the foundations and ongoing discussions in psychol-
ogy and neuroscience, various emotion-related physiological
responses are explained on the basis of a systematic review of
the autonomic nervous systemand its regulation of the human
body. Based on sympathetic and parasympathetic nervous
system responses, various sensor measurements that are rel-
evant in an engineering context, such as electrocardiography,
electroencephalography, electromyography, pulse oximetry,
blood pressure measurements, respiratory transducer, body
temperature measurements, galvanic skin response mea-
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overview of ongoing engineering and human-computer inter-
action projects, we discuss engineering-specific challenges
and experiment setups in terms of their usability and appro-
priateness for data analysis. We identify current limitations
associated with the use of physiology sensors and discuss
developments in this area, such as software-based facial
affect coding and near-infrared spectroscopy. The key to
truly understanding user experience and designing systems
and products that integrate emotional states dynamically
lies in understanding and measuring physiology. This paper
serves as a call for the advancement of affective engineering
research.
Keywords Affective engineering · Emotion reactivity ·
Emotion coding through arousal and valence · Sympathetic
and parasympathetic nervous systems · Physiological
measurement sensors
The need to measure emotions—a call for affective
engineering
This work is targeted at engineering design researchers
considering employing newly and readily available physi-
ological sensors to better capture and incorporate the human
emotional element, such as in human-centered design (HCD)
or interaction studies, with the aim of identifying the best
processes or user interface configurations to use, for exam-
ple.We call this affective engineering. This paper is intended
to explain the fundamentals and complexities of affective
engineering, especially from a physiology perspective. The
intent is to collect, frame, and present the state of the art
of using physiology sensors to capture somatic changes in
an engineering context. We seek in particular to underline
the complexity of regulating internal and external effects on
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the human body and highly individual physiological (emo-
tion) responses, resulting in the challenge of interpreting in
situ experimental data, which, unlike in medical or cognitive
science contexts, are prone to “noise” and uncontrollable in
situ variables. Emotions are the keys to understand varying
and sometimes irrational behavioral patterns, and the use of
physiology sensors is one potential way to capture emotional
responses.
Considerable progress has been made in measuring and
interpreting physiological responses, especially in psychol-
ogy, neuroscience, and cognitive science (“Emotion and
its expression in the form of physiological changes” sec-
tion), as well as in human factors engineering (HFE) and
ergonomics and human–computer interaction (HCI) (“Phys-
iology sensor use in engineering and engineering design
science experiments and its (future) challenges” section).
However, studies that have been conducted on such topics
as decoding mental stress, mental effort, and cognitive load
(Chen et al. 2011; De Rivecourt et al. 2008; Desmet 2003;
Hjortskov et al. 2004; Nguyen and Zeng 2014) have usu-
ally been accomplished under characteristically static and
stimuli-controllable experimental conditions, whereas engi-
neering calls for in situ setups that incorporate noise and
currently unpredictable environmental contexts (“Overview
of current studies using physiology sensors in engineering
and human–computer interaction settings” section). The key
to seeing, unlocking, comprehending, and in future inter-
preting the underlying complexities lies in understanding
the fundamentals of the physiological processes of the auto-
nomic nervous system of the human body (“The autonomic
nervous system and its regulation of the body” section).
Humans are integral parts of any engineering product or
system, as stakeholders, users, or supervisors during usage
or as engineers or designers during development, produc-
tion, installation, maintenance, and until the end of the
life of the product or system. With respect to scenarios
involving human–machine interactions in particular, great
advances have beenmade in decision support and control sys-
tems (Kouatli and Jones 1990; Albayrak and Erensal 2004;
Malakooti 2010; Fontan et al. 2005; Ruderman et al. 2011).
However, the critical elements, the actions and responses of
humans, remain far beyond automatic control because of the
irrational behavior of human subjects (Wilson andKeil 2001;
Boy 2012; Sears and Jacko 2007; Cacciabue 2004). These
(re)actions, which cannot be satisfactorily modeled, stem
mostly from the fact that human behavior is regulated by
emotions. The physiological measurement of the latter can
thus be a potential door to future advances for the community,
whether it is in cars or in critical user-controlled systems, or
in critical user experiences.
Since the early 1960s, we have come to realize that
engineering should be human centered (Fitts 1951; Birm-
ingham and Taylor 1954; McCormick 1976). This notion
has given rise to human- or user-centered design paradigms
and sophisticated system–user interaction simulations and
testing. When representing humans in engineering, both in
design and in manufacturing, we resort primarily to syn-
thesizing various data points into generic models based
on certain boundary conditions. These models or agents
are supposed to reflect, for example, the average “user”
and her behavior. A certain general and stable stimulus–
response behavior is assumed. Thus, the system and its
human response are designed accordingly in a predetermined
fashion. Many of today’s user experiences are designed in
this “static” way. Consequently, most such systems, includ-
ing decision support systems and control systems, assume a
predefined (re)action of any human in a given situation. Some
more advanced systems, such as expert advice systems, use
learning algorithms and tailor the feedback to the individ-
ual user. However, even the behavioral responses of a single
user cannot be forecasted with perfect accuracy because the
(re)actions of a single user and the (re)actions between users
shift at various times, sometimes greatly.
Nobel prize-winning research in economics, underpinned
by research in cognitive sciences (Kahneman and Tversky
1979, 1984; Kahneman 2011), points to the existence of irra-
tional exuberance (Shiller 2000), i.e., the idea that humans
behave neither fully rationally nor in stable patterns inde-
pendent of contextual situations. Depending on situational,
psychological, and physiological factors, such as personal
life issues, excessive workload, lack of sleep, or food con-
sumption, behavioral responses may vary greatly, from rapid
action taken to mitigate a crisis to freezing when confronted
with system alarms. Indeed, the physiological responses to
a stress-inducing task or situation, such as a ship docking
maneuver, refueling, take-off, or landing of an airplane or
spaceship or crisis control in a nuclear power station, vary
among individuals and are highly dependent on the indi-
vidual’s appraisal of her ability to cope with the situation
(Tomaka et al. 1997; Lukey and Tepe 2008; Mackie and
Smith 2004; Reis and Judd 2014).
One way to address this fuzziness problem is to capture
and measure all circumstantial variables related to a person
and an environment—which is not currently possible because
of the sheer number of potential factors of influence. Another
approach,whichwebelieve is potentially better, is tomeasure
the physiological response of an individual in a given situa-
tion to estimate andmodel his or her emotion reactivity at that
specific point in time. Especially noteworthy in this context
is the emergence and development of Kansei Engineering
in Japan in the 1970s, which clearly identifies the need to
include and indeed design the emotional dimension in engi-
neering (Nagamachi 1995).Most of the existingKansei tools,
however, focus on deriving insights from triangulating exter-
nal or systemic factors to, for example, lever decision support
(Matsubara and Nagamachi 1997). We believe that the key
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to unlocking the individual, situation-dependent response of
a human and the resulting effect on the situational user expe-
rience, with all its consequences, lies in measuring emotion
reactivity, as determined from the physiological responses of
the human body.
In a nutshell, the unpredictability of human behavior
drives us to explore ways to better understand the behavioral
dimensions and themechanisms of the black-box system that
is a “human”. The keys are emotions and their moderating
effects on behavior. These are crucial to understanding the
response variances and occasional irrationalities of human
behavior. Affect,1 the emotional dimension, is thus critical
to designing and engineering human–machine interactions.
Thus, transferring the relatively new human–computer inter-
action (HCI) paradigm of affective computing into “dirty”
engineering, we call for the emergence of affective engineer-
ing as a key contributor to future product and system design
and development (Balters and Steinert 2014).
Emotion and its expression in the form of
physiological changes
Psychology has provided the fundamental knowledge and
framework of emotions and primarily tells us about the exis-
tence and great importance of emotions as part of being
human. Emotions are no longer considered in relation to ran-
dom types of behavior varying from individual to individual
but rather as specific and repeatedly occurring patterns. In
this way, psychology presents emotions or affects as sorts
of moderating variables that steer human behavior. Hence,
research has been focused on explaining how humans expe-
rience emotions and how emotions affect human behavior.
The key driver is thought to be the underlying complex inter-
play of the three processes of emotion (Coan andAllen 2007;
Furlong et al. 2014), namely, (1) emotion reactivity, i.e., “the
type, magnitude, and duration of responses to changes in
the internal and external environment” (Levenson 2007); (2)
emotion regulation, i.e., “the processes by which we influ-
ence which emotions we have, when we have them, and how
we experience and express them” (Gross 1998); and (3) emo-
tion understanding, i.e., “the knowledge about whether or not
we or others are experiencing emotions” (Coan and Allen
2007).
Two opposing schools of thought exist concerning the
discrete versus dimensional classification of emotion. The
first school of thought regards (basic) emotions as dis-
crete categories that are biologically fixed and universal
to all humans (Tomkins 1962; Ekman and Friesen 1971;
1 Please note that affect goes beyond pure emotion reactivity (Russell
and Feldman Barrett 1999). It also includes situational factors, such as
moods and feelings, that influence actual behavioral responses.
Ekman et al. 1983; Ekman 1992). Plutchik (1962) considered
acceptance, anger, anticipation, disgust, joy, fear, sadness,
and surprise to be basic emotions, whereas Ekman et al.
(1972) defined six basic emotions, namely, happiness, sur-
prise, anger, sadness, disgust, and fear. In 1999, Ekman
expanded this list of basic emotions by adding amusement,
contempt, contentment, embarrassment, excitement, guilt,
pride in achievement, relief, satisfaction, sensory pleasure,
and shame (Ekman 1999). The second school of thought
regards emotions, i.e., affects, as combinations along the
dimensions of arousal and valence (Wundt and Pintner 1912;
Russell 1980; Russell et al. 1989;Watson and Tellegen 1985;
Reisenzein 1994; Lang 1995; Feldman Barrett and Russell
1998). In 1980, Russell presented his Circumplex Model
of Affect, describing a two-dimensional grid ranging from
arousal to sleepiness and from pleasure to misery (Russell
1980). He and his colleagues later called it The Affect Grid
(Russell et al. 1989). Watson and Tellegen (1985) defined
the axes of their Two-Factor Structure of Affect according
to dimensions of arousal to sleepiness and pleasantness to
unpleasantness, leading thereafter to their PANAS Scales
(Watson et al. 1988). Feldman Barrett and Russell (1998);
Russell and Feldman Barrett (1999) constructed dimensions
of activation to deactivation and pleasant to unpleasantwithin
their Schematic Structure of Affect.
Psychology employs various tools, including subjective,
behavioral, and physiological measures, to grasp emotions
quantitatively. The subjective experience of the emotional
state is typically examined using closed-question surveys
in written form. Examples are the PANAS Scales (Watson
et al. 1988) and the modified Differential Emotions Scale
(mDES; Fredrickson et al. 2003). Research on measuring
the behavioral component of emotion focuses mostly on
(1) the analysis of facial expressions, using, for example,
the Facial Affect Scoring Technique (FAST; Ekman et al.
1971), the Facial Action Coding System (FACS; Ekman
and Friesen 1978), and the Special Affect Coding System
(SPAFF; Gottman and Krokoff 1989); (2) the analysis of
amplitude and pitch of voice (Kappas et al. 1991; Cowie
and Cornelius 2003; Bachorowski and Owren 1995; Rus-
sell et al. 2003); and (3) the coding of body posture and
gesture (Coulson 2004; Dael et al. 2012). With respect to
physiological measurements of emotion, a great amount of
work has been done to attempt to decode either physiologi-
cal responses of distinct emotions (such as fear and anger) or
physiological responses that can be sorted along dimensions
of arousal and valence. For a decent overview of relevant
experiments conducted in psychology, themeasurement tools
used, and the reasoning for either approach, we suggest read-
ing the reviews of the measurement of emotion by Levenson
(2014) and Mauss and Robinson (2009). In his Emotion
SpecificityHypothesis, Levenson (2003) presents unique and
distinct profiles of physiological responses based on changes
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in the autonomic nervous system (ANS). He proposes a vari-
ety of distinct “visible ANS-mediated changes in emotion”
(Levenson 2003, 2014). Several other studies support this
approach to measuring the autonomic specificity of emo-
tion (Ax 1953; Stemmler 1989; Christie and Friedman 2004;
Stemmler et al. 2001; Ekman et al. 1983). Shiota et al. (2011)
proposed providing “evidence of differences in autonomic
nervous system responding associated with multiple positive
emotions, such as enthusiasm, love (attachment), love (nur-
turant), and awe.” However, the field of psychology has not
reached a consensus concerning the general idea of distinct
emotions being actually measurable. A meta-analysis of the
psychophysiology of emotion involving 22 measures across
almost two dozen studies could not confirm the distinct emo-
tion measurement results described above (Cacioppo et al.
2000). In accordance with Cacioppo et al. (2000), Mauss
and Robinson (2009) proposed “that measures of emotional
responding appear to be structured along dimensions (e.g.,
valence, arousal) rather than distinct emotional states (e.g.
sadness, fear, anger)” and that “different measures of emo-
tion appear sensitive to different dimensional aspects of state
(e.g., facial EMG is sensitive to valence, whereas skin con-
ductance is sensitive to arousal)”. Currently, psychology still
measures physiological changes due to ANS activation to
decode emotions—although scholars still debate whether
emotions are in fact distinctly or dimensionally measureable.
Consequently, psychology has not been able to derive a uni-
versal and reliable concept of interpretation of physiological
measures relating to emotion.
Psychology also takes various approaches to describ-
ing and chronologically arranging the cause–effect relation
between the emotion stimulus, the physiological response,
and the experience of emotion. Among these approaches
are the James–Lange theory (James 1884; Lange and
Kurella 1887), the Cannon–Bard theory (Cannon 1927), the
Schachter–Singer theory (Schachter and Singer 1962), and
the Opponent–Process theory (Solomon and Corbit 1974). A
forthcoming generation of neuroscientists might contribute
to this fundamental question by contributing insights into
the biochemical origin of emotion.Neuroscience approaches
emotions by focusing primarily on changes in brain activity
and on the (re)active interplay between the brain and the
body. In this sense, emotions are expressed through phys-
iological changes within the brain and body (Purves 2012;
Bear et al. 2007). Damasio, one of the leading neuroscientists
specializing in emotion, characterizes emotion as “a collec-
tion of changes in a body state connected to particular mental
images [thoughts] that have activated a specific brain system”
(Damasio 1994). Emotions are thought be a product of cere-
bral circuits rather than solely the functioning of one distinct
area (Gray 1982; LeDoux 2000; Panksepp 1998). However,
some brain regions seem to have major importance in spe-
cific (emotion) processes. The limbic system, which consists
of the hippocampal formation, the septal area, the amygdala,
the prefrontal cortex, and the cingulate gyrus, among others,
is thought to be essential in the experience and expression
of emotions (Siegel and Sapru 2006; Krebs 2011; Purves
2012). For instance, the amygdala is believed to play a cen-
tral role in fear response (LeDoux 2003;Whalen et al. 2001),
whereas the subgenual anterior cingulate cortex is thought to
be important in instances of sadness (Beauregard et al. 1998;
Reiman et al. 1997). The striatal system is believed to take
central part in events of happiness (Davidson and Irwin 1999;
Lane et al. 1999), as it is part of the reward system (Schultz
2000; Friston et al. 2004; Gottfried 2011). The prefrontal
cortex is thought to be involved in the process of regulating
emotions (Goldin et al. 2008; Ochsner and Gross 2005). It
should be noted, though, that there is also an ongoing discus-
sion in neuroscience concerning the measurability of distinct
emotions. Some argue for the dimensional approach (Gerber
et al. 2008).
Psychology and neuroscience agree that emotions include
physiological components in the form of (measureable)
somatic responses due to activation of the autonomic nervous
system. Neither community has yet succeeded in delivering a
universally accepted model to describe the nature and phys-
iological characteristics of emotions. Still, both inside-out
and outside-in approaches used in neuroscience and psy-
chology are valid and contribute to the quest to model the
nature and functioning of emotion. In our engineering con-
text, the setup of psychology and neuroscience experiments
as characteristically “white-box scenarios” are questionable
in terms of validity for practical implementation and con-
textual fit. Engineering is particularly dependent on specific
contexts and situations. Thus, when conducing engineering
research involving emotions, the necessary in situ nature of
experiments becomes a challenge (“Physiology sensor use
in engineering and engineering design science experiments
and its (future) challenges” section). The common and criti-
cal foundation lies in acknowledging and understanding the
complexity of how the autonomic nervous system functions
(“The autonomic nervous system and its regulation of the
body” section). Only this fundamental knowledge allows us
to engage in interpreting physiological responses in terms of
emotions and related behaviors. The next section provides an
overview of the ANS and the related measurement sensors
and techniques.
The autonomic nervous system and its regulation
of the body
The nervous system of the human body consists of the cen-
tral nervous system (CNS), including the brain and spinal
cord, and the peripheral nervous system (PNS; see Fig. 1),
which connects the CNS to the rest of the body. The PNS
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Fig. 1 The central nervous system (CNS) and the peripheral nervous
system (PNS) (SNS somatic nervous system, ANS autonomic nervous
system, symp. sympathetic, parasymp. parasympathetic)
sends sensory information to be processed within the brain
to the CNS via afferent nerve fibers and conducts “order
messages” from the brain through efferent nerves to skeletal
muscles and organs in the body (Purves 2012; Kumar et al.
2012; Tortora and Grabowski 2002). The PNS consists of
the somatic nervous system (SNS) and the autonomic ner-
vous system (ANS). The somatic part of the PNS conveys
sensations of touch, pressure, pain, and temperature, as well
as visual, auditory, gustatory, and olfactory sensory inputs,
to the brain. The SNS also regulates voluntary control of
body movement via contraction of skeletal muscles, leading
to movement and changes in posture (Martini 2007; Noback
et al. 2005). The autonomic nervous system (ANS)maintains
somatic homeostasis and regulates visceral activity, such as
the heart rate, digestion, respiratory rate, salivation, perspira-
tion, pupil diameter,micturition, and sexual arousal (Rhoades
andBell 2012; Jaenig 2006; Brodal 2010). Characteristically,
these impulses often do not reach our consciousness. The
ANS delivers internal sensory stimuli from the blood ves-
sels, thorax, abdomen, and pelvis to the brain and controls,
based on the brain’s “order messages” via the efferent path-
way, glands, cardiac muscles, and smooth muscles (Saladin
2008). The latter are found in the blood vessels, gastrointesti-
nal tract, respiratory tract, urinary bladder, female and male
reproductive tracts, and iris and ciliary body of the eye, as
well as in the arrector pilorum in the skin, where they produce
the phenomenon of erected hair (colloquially known as goose
bumps) (Seifter et al. 2005; Sembulingam and Sembulingam
2012).
The ANS consists of two major systems: the sympa-
thetic and parasympathetic systems (Loewy and Spyer 1990;
Saladin 2008). The sympathetic system recruits the body’s
resources to address periods of exertion, stress, or emer-
gency during so-called “fight or flight” states. Conversely,
the parasympathetic system is dominant under resting con-
ditions and states of relative quiescence. In these periods
of “rest and digest,” the body conserves and stores energy
(Rhoades and Bell 2012; Purves 2012; Kumar et al. 2012;
Brodal 2010; Noback et al. 2005; Siegel and Sapru 2006).
The sympathetic and parasympathetic innervations exclude
each other and function in the manner of a volume control
in either direction. The gastrointestinal system, for example,
controls digestive activity via the regulation of blood flow to
the intestines. In threatening situations, the “rest and digest”
response is overridden by the “fight or flight” response. The
sympathetic system diverts blood flow away from the gas-
trointestinal tract and pumps it toward the skeletal muscles
to respond to the threat. In nonthreatening situations, blood
flows back from the skeletal muscles to the intestines, and
digestion can take place. Equally important, the heart pumps
harder and faster during “fight or flight” mode. The heart
pushes more blood out to supply the skeletal muscles with
more “fuel” for higher performance. The heart reduces its
output, beatingmore softly and less often, in “rest and digest”
mode because less blood is neededwhen skeletal muscles are
less active. Both the sympathetic and parasympathetic sys-
tems also act on the gland system. The sympathetic pathway
activates sweat glands in our skin to secrete sweat to cool
down the body to achieve greater and faster movement in
threatening situations, whereas the parasympathetic system
stimulates saliva glands to aid in the digestion process in
nonthreatening situations.
The sensory input of an internal and/or external stimulus
(including an emotional trigger) is delivered to and processed
by the brain. The brain sends “order messages” via sympa-
thetic or parasympathetic nerve fibers to specific body parts
to respond adequately to the stimulus. The functional differ-
ences of the efferent neurons and target tissues within this
system are very diverse; only a few examples were described
above. A specific “package” of physiological changes that
occur in response to a stimulus expresses a specific emo-
tion. The emotion of “anxiety,” for example, is expressed
by physiological changes that include an increase in heart
rate, shortness of breath, dizziness, “hot and cold” flashes,
nausea-related symptoms, trembling, tensed “frozen” mus-
cles, and dry mouth (Hering 2001; Clark and Beck 2011). In
other words, an emotion expresses itself in the form of phys-
iological changes. Emotions are thus quantifiable through
technology. Physiological changes that express emotions
constitute energy in motion and can thus be measured using
various physiological sensors. In the next section, we take a
closer look at the physiological mechanisms of specific body
parts and the respective tools for measuring these mecha-
nisms.
The heart, its bloodflow, and corresponding
measurement sensors
All blood from the body enters the right atrium of the heart
via two large veins: the anterior vena cava (blood from the
upper body) and the posterior vena cava (blood from the
lower body; see Fig. 2). Once this atrium is filled, the atrium
contracts and pushes the blood through the atrioventricular
valve into the right ventricle, which contracts after being
filled. The blood is pushed through the pulmonary valve into
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Fig. 2 Anatomy of the heart (SA sinoatrial, AV atrioventricular)
the pulmonary artery, from where the blood passes on to the
lungs to absorb oxygen. Oxygenated blood leaves the lungs
and runs across the pulmonary veins into the left atrium. This
atrium contracts, pushing the blood through the atrioventric-
ular valve into the left ventricle. Immediately upon being
filled, the left ventricle contracts and pushes blood through
the aortic valve into the aorta, fromwhere the blood is finally
sent to the rest of the body. As soon as the body’s muscles
and organs absorb oxygen from the blood, the deoxygenated
blood returns to the heart via the vena cava, and the cardio-
vascular cycle continues. In fact, filling and contraction of the
heart’s right and left sides occur simultaneously. This means
that the right and left ventricles fill up at the same time during
so-called “diastole” and then contract at the same time during
“systole,” sending blood to the lungs and to the body (Ingels
et al. 1996; Sherwood 2012; Rhoades and Bell 2012; Sircar
2008; Kumar et al. 2012). Contraction of the heart is accom-
plished by the activation of cardiac muscle cells within the
atria and ventricles. All muscle cells within the atria and ven-
tricles are electrically connected.When an action potential (a
localized change in the electrical potential) is generated by
the heart’s own pacemaker, the sinoatrial (SA) node, the sig-
nal travels across the muscle cells of the right atrium and
causes contraction. The atrioventricular (AV) node slows
down the signal to ensure the full contraction and empty-
ing of the atria and sends the impulse further via purkinje
fibers (special fibers embedded in the lower cardiac walls)
throughout the ventricles, from where the blood flows to the
lungs and to the rest of the body (Courneya and Parker 2011;
Kumar et al. 2012).
These changes in the heart’s electrical potential can be
measured using electrodes placed on the body’s surface
and can be recorded over time. Electrocardiography (ECG)
measures the electrical potential difference between twoelec-
trodes caused by cardiac potential differences (and current
flows) with amplitudes up to 10 mV (Bronzino 2000; Mac-
farlane et al. 2010). The simplest version of ECG equipment
(sufficient for qualitative evaluation in in situ engineering
experiments) consists of three electrodes—positive (+), neg-
ative (−), and neutral (N)—attached to the body surface,
as shown in Fig. 3. Because, by definition, current flows
from high potential (+) to low potential (−), the electrodes
are oriented in the direction of the cardiac current flow.
A neutral electrode is needed to set a baseline that can
be used to “delete” other electrical signals detectable on
the body surface, such as those from the brain (measuring
tool: electroencephalography,EEG), the gastrointestinal tract
(measuring tool: electrogastrography,EGG), nerve potentials
(measuring tool: electroneurography, ENG), and skeletal
muscles (measuring tool: electromyography, EMG) (Macfar-
lane et al. 2010). Switching the high (+) and low (−) potential
electrodes leads in this application arrangement to a negative
output reading.
A steadily recurring pattern is measured to monitor the
electrical functioning of the heart. The P wave represents
the depolarization of the atria. The SA node sends a signal
through themuscles in the atria, resulting in their contraction.
The QRS complex (the combination of Q, R, and S waves)
represents the depolarization and therefore the contraction of
the ventricles. This effect is significantly stronger than that of
the Pwave because the ventricles are significantly larger than
the atria. Thus, when the cells in the ventricles depolarize, the
depolarization has a much greater effect on the ECG signal.
The subsequent T wave represents the repolarization of the
ventricles (Gacek and Pedrycz 2011; Roberts 1986; Tortora
and Grabowski 2002). Incidentally, the typical “lub–dup”





of the cardiac valves. The first (S1) sound is associated with
the atrioventricular valves, whereas the second (S2) sound is
associated with the semilunar (aortic and pulmonary) valves
(Tilley 2006; Williams and Wilkins 2010).
An ECG only provides information about the electrical
activity of the heart; it provides no information about the
heart’s mechanical activity or the amount of cardiac ejection
(stroke volume). An ECG allows the detection of electro-
cardiac activity, particularly R peaks, and based on these
signals, the heart rate can be determined. Reacting to inter-
nal or external triggers (particularly emotional stimuli), the
sympathetic and parasympathetic systems have the ability to
adapt the heart rhythm to a specific situation. Baroreceptors
in the vascular walls measure pressure from arterial blood
flow and facilitate feedback to the brain, which compares the
actual physiological condition with the demand. In the case
of parasympathetic response, the brain sends the neurotrans-
mitter acetylcholine (ACh) to the SA node. This leads to a
decrease in the SA node firing rate and a slower transmission
velocity of the signal from the SA node to the AV node and
to the ventricles. In contrast, in situations of anxiety, stress,
or physical exertion, sympathetic intervention results in the
neurotransmitter norepinephrine (NE) being sent to the SA
node. In response, faster firing, a higher transmission velocity
throughout the heart, and an increase in contractile strength,
with resultant higher stroke volume, all occur.
Pulse, blood pressure, and their measurement tools
Rhythmic blood waves are sent out from the left ventricle
of the heart and flow via arteries to muscles and organs.
Despite this pulsating bloodstream, caused by the rhythmic
contraction of the heart, the blood flows relatively steadily
throughout the body and supplies muscles and organs contin-
uously (the Windkessel effect; Khurana 2008; Thiriet 2007).
The (peripheral) pulse can be measured manually by sens-
ing the periodically rapid expansion of the arterial vessel
wall by palpation with finger tips on a peripheral artery, such
as the radial artery, brachial artery, femoral artery, common
carotid artery, or dorsalis pedis artery (Cooper and Gosnell
2014). Three factors can be deduced from this measurement:
(1) the pulse frequency, which is the number of impulses
per minute; (2) the pulse rhythm, which is the cadence of the
pulsation, including spaces between pulses; and (3) the pulse
quality, i.e., the strength of the pulse, which varies based on
the amount of blood leaving the heart (the stroke volume) and
is roughly categorized as thready, weak, normal, or bounding
(O’Sullivan et al. 2013). The pulse cadence is highly depen-
dent on the heart rhythm and changes with sympathetic and
parasympathetic innervation of the heartmuscles, in response
to external and internal stimuli. In addition to the innervation
of the heart, the autonomic nervous system has control over
the smoothmuscles in the vascularwalls. The release of nora-
drenaline and adrenaline from sympathetic nerve fiber ends
in response to an arousal stimulus causes vasoconstriction
of superficial blood vessels and vasodilation of peripheral
blood vessels, which supply the skeletal muscles. Blood is
withdrawn from the skin tissue and pushed toward the skele-
tal muscles in “fight or flight” mode. An inhibition of the
sympathetic innervation leads to a relaxation of the vessel
walls. The parasympathetic system has no significant impact
on the arterial system (Sherwood 2012; Brown et al. 2006).
A pulse oximeter (see Fig. 4) is a noninvasive measure-
ment sensor used to determine blood oxygen saturation and
pulse frequency, most commonly via a finger clip or ear
clip (transmission measurement) or by attachment to the
forehead (reflection measurement; Webster 1997; Irwin and
Rippe 2008). Two light-emitting diodes (LEDs) send red and
infrared light through tissue, and these types of light are
detected by a photo sensor. The measurement methodology
is based on the principle that hemoglobin, the oxygen trans-
porter in the blood, absorbs light of particular wavelengths
differently because of its oxygen-dependent coloring (the
more oxygen the blood contains, the brighter red the blood
appears). Oxygenated hemoglobin absorbs more infrared
light (in the wavelength band of 850–1000nm) and lets red
light pass, whereas deoxygenated hemoglobin absorbs more
red light (in the wavelength band of 600–750nm) and lets
infrared light pass (Webster 1997). The photo sensor detects
the different light intensities, and the pulse oximeter relates
these values to oxygen saturation (SpO2). The SpO2 value,
which indicates the proportion of oxygenated hemoglobin in
the blood, normally varies between 97 and 100% (Pinsky
et al. 2009; Dorsch 2012; Irwin and Rippe 2008). Potential
hypoxia (oxygen deprivation), caused by pathological issues
or extreme exertion of the body, can be detected in this man-
ner.
In addition to oxygen saturation, a pulse oximeter can
detect pulse waves and pulse frequencies. The method
described previously is used to measure the intensity of
transmitted or reflected infrared light, which provides infor-
mation about relative changes in vascular blood volume.
Light absorption changes depending on the amount of blood
running through an artery. Based on this principle, these
pulsations can be detected when blood waves reach the
peripheral arteries. A typical pulse waveform consists of
a systolic peak followed by a second peak, representing a
reflection wave, rebounded from vessel walls and branches
(Miller et al. 2014). The peak-to-peak interval between two
systolic peaks correlates closely to the R–R interval derived
from an ECG signal. The shape of the waveform differs
from subject to subject, with the underlying measurement
manner (transmission or reflection), and with the measure-
ment location (e.g., finger vs. ear; Webster 1997; Irwin and
Rippe 2008). Furthermore, the pattern of the pulse waveform
changes with sympathetic and parasympathetic innervations
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Fig. 4 Pulse oximeter
Fig. 5 Blood pressure
measurement
of the heart, as well as vascular lumen. The blood volume
or the amplitude of a measured finger pulse (see Fig. 4:
difference between peak and trough) decreases with stim-
ulation of the sympathetic nervous system, because of (1) an
increase in the heart rate and (2) vasoconstriction of blood
vessels (Fredrickson and Levenson 1998; Mauss et al. 2005).
A flattening of the pulse wave is often associated with stress,
anxiety, or pain (Walsh and King 2007). The main sources of
error are polished or false finger nails, bright light sources in
the surroundings, strongmovements or jolts, and blood stasis
due to clamping (Webster 1997; Irwin and Rippe 2008).
Blood pressure is closely linked to the pulse. The blood
stream applies mechanical stress continuously in the form of
shear and circumferential strain on vessel walls, particular
arteries (because blood pressure in afferent veins is signif-
icantly reduced; Safar et al. 2014; Lanzer and Topol 2002;
Aiyagari and Gorelick 2010). Blood pressure changes first
with changes in the stroke volume and second with contrac-
tion or dilation of blood vessels. Vasodilation increases blood
flow, because of the decrease in resistance, and decreases
blood pressure, whereas blood vessel contraction decreases
blood flow, because of the increase in resistance. Blood pres-
sure can change from moment to moment with changes
in posture, exercise, stress, or relaxation (Klabunde 2011).
Stress and physical activity increase blood pressure, based
on sympathetic regulation of heart output (making the heart
beat faster and harder), while physical andmental quiescence
reduce blood pressure bymeans of parasympathetic interven-
tion.
Two major types of noninvasive physiological measure-
ment techniques exist: manual auscultatory and digital
oscillometric techniques (see Fig. 5; Irwin and Rippe 2008;
Iaizzo 2009). Blood pressure is characteristically recorded
and described as a value pair, the first being the (higher)
systolic number and the second being the (lower) dias-
tolic number (Khurana 2005; Porth 2011; Irwin and Rippe
2008).Normal bloodpressure is commonlydefined as 120/80
mmHg (millimeters ofmercury, derived from the earlier prac-
tice of measuring blood pressures with mercury barometers).
Because these techniques only allow comparisons of blood
pressure values at two points in time during a potential exper-
iment and consequently do not allow continuous monitoring
of blood pressure, they are of minor importance for our pur-
poses.
Respiratory system and its measurement tools
The heart sends blood via the pulmonary artery to the lungs,
where small balloon-like structures expand and contract with
inhaled and exhaled air (Sherwood 2012; Irwin and Rippe
2008; Rhoades and Bell 2012). These alveoli structures are
surrounded by a net of very thin blood vessels (the capil-
lary bed). When air is breathed in, oxygen flows into the
alveoli, from where it is taken up via the capillary bed into
the bloodstream. Oxygen, in combination with glucose, is
needed primarily for cellmetabolism andmaintenance of cell
life. In addition, carbon dioxide, which is the waste product
of the body’s metabolism, is transported via the pulmonary
veins and capillary beds to the alveoli and is exhaled from
the body. The main homeostatic function of breathing is to
regulate the partial pressures of O2 and CO2 and the pH of





A decrease in the partial pressure of O2 and in pH and an
increase in the partial pressure of CO2 stimulate breathing,
whereas an increase in the partial pressure of O2 and in pH
and a decrease in the partial pressure of CO2 lower breath-
ing. The breathing rate is the second “clock” of the body,
in addition to the heart rate. To maintain somatic homeosta-
sis, the heart and breathing rates are adjusted to supply cells
with adequate amounts of oxygen and nutrients in response
to changes in the momentary demand. In fact, the two mech-
anisms are correlated to a great extent: the heart beats faster
during inspiration and slower during expiration (see respi-
ratory sinus arrhythmia; Conover 2004; Rhoades and Bell
2012).Whereas the heart rate and its adjustment via the auto-
nomic nervous system remain outside of direct (voluntary)
control, breathing is a physical function that is both involun-
tary and voluntary. For example, the breathing rate changes
involuntarily with an augmented level of exertion to sup-
ply muscle cells with more oxygen. Beyond this involuntary
dimension, certain voluntary breathing techniques affect the
heart rate and achieve relaxation. In “fight or flight” situations
caused by emotional or physical arousal, the sympathetic
system stimulates breathing and influences (1) the rate of
breathing, (2) the regularity of breathing, (3) the depth of
breathing, and (4) the time between exhalation and inhalation
(Chaitow et al. 2014; Carter 2007). Calm and positive emo-
tions, in contrast, cause a lower breathing rate, a more regular
breathing pattern, and characteristically, a longer exhalation
time than inhalation time.
One way to measure the breathing rate is by means of a
respiratory transducer, which is a piezoelectric device inte-
grated into a chest belt. The correct placement of the belt,
directly underneath the armpits and “slightly tight at the point
of maximal expiration” is crucial because of the maximum
circumference. The inner charge of the piezoelectric crystal
is balanced until traction or compression changes this electri-
cal balance, depending on the variation in the circumference
of the thorax. The resulting voltage is measured. A char-
acteristic output of this signal (depicted in Fig. 6) includes
the repeating pattern of inhalation, inspiratory pause time,
expiration time, and expiratory pause time (Stern et al. 2000;
Chan 2008; Edmonds and Tenenbaum 2011). The alteration
of this pattern due to sympathetic or parasympathetic inner-
vation can be described bymeans of changes in the breathing
rate, regularity, depth (amplitude), and pause time.
A temperature transducer provides a complementary
mechanism for measuring the breathing pattern. This sen-
sor consists of a thermocouple (two twisted wires of two
metals with different Seebeck constants) that is placed just
underneath the nostrils (the subject is asked to breathe only
through the nose). The inhalation of cold air and exhalation
of warmed air through the nostrils causes a temperature-
dependent thermovoltage in the thermocouple (due to the
underlying “Seebeck effect”).
Body temperature, sweat glands, and their
measurement tools
The regulation of the body’s core temperature at a constant
level of approximately 37 ◦C is crucial because most life-
dependent metabolic processes are very sensitive to changes
in temperature (Stanier et al. 1984; Martini 2007). Two types
of thermoreceptors (peripheral and internal) send afferent
sensory information to the thermoregulation center in the
preoptic area of the hypothalamus, deep inside the brain.
Peripheral thermoreceptors in the skin convey information
about external temperature conditions, whereas internal cen-
tral thermoreceptors (directly within the preoptic area of the
hypothalamus) detect internal changes in the blood temper-
ature. The hypothalamic thermoregulation center responds
with a variety of somatic regulations to keep the core temper-
ature constant at a set-point level. When the body is exposed
to a cold environment, thermoreceptors detect the change
in temperature (of the skin and blood), and the thermoreg-
ulation center innervates with two general responses: (1)
reduction of heat loss (tissue insulation) and (2) promotion
of heat gain (increase in metabolic rate; Goldstein 2008). To
conserve warmth, the blood flow close to the body surface
is reduced by arterial vessel constriction. This sympathetic
(cold) stress response is activated via the release of adrenaline
from the adrenal glands (Goldstein 2008). Because of the
constricted bloodflow to the skin surface, the face, hands, and
feet become pale and cold. To promote heat gain, the body
relies on the secretion of hormones (thyroid and epinephrine),
which increase the basalmetabolic rate (BMR).Additionally,
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the shivering center in the hypothalamus stimulates involun-
tary muscle contraction (trembling) for heat production via
the brain stem motor center (Storey 2005; Khurana 2008).
In contrast, when the body is surrounded by external heat
(heat stress), the somatic temperature rises, and skin recep-
tors and internal thermoreceptors relay this information to
the thermoregulation center, which responds (in an inverse
manner to the cold response) with (1) reduction of heat
production and (2) promotion of heat loss. To reduce heat
gain, the activity of the sympathetic nervous system is sig-
nificantly reduced, resulting in the inhibition of the release
of “metabolic process hormones”. Simultaneously, vasocon-
striction of superficial blood vessels is suppressed. Blood is
pumped to skin tissue (turning the face red) to cool down.
When a certain threshold is reached, cholinergic sympathetic
fibers release the neurotransmitter acetylcholine (Ach) and
stimulate sweat glands (Siegel and Sapru 2006; Goldstein
2008). In addition to these adaptations based on external
changes, the body temperature varies due to voluntary behav-
ior such as exercising, which can heat the body up to 40 ◦C,
and resting, which reduces the somatic temperature, because
less muscle heat is produced (Secher and Volianitis 2009).
Emotions have an impact on the body temperature caused
by the innervation of the sympathetic system, causing hor-
monal effects and increasedmuscle tension that result in heat
production (Dreeben 2006; Coon and Mitterer 2008; Uys
1999). The increase in body temperature that can result from
emotional disturbance, such as intense rage or excitement,
can be up to 2 ◦C (Khurana 2005). In fact, the temperature-
related “cold stress” symptoms described above—turning
pale, trembling, having hot and cold flashes, and sweating—
can commonly be observed in states of anxiety. “Positive
stress” activates beneficial somatic functions that increase
our performance, whereas “negative stress” or anxiety puts
the body in “frozen” survival mode, drawing away periph-
eral blood to maintain basic functioning of inner vital organs
(Goldstein 2008). The fingertip is optimal for monitoring
temperature changes, since this area is supplied with blood
via arterioles (the smallest blood vessels), which underlie
solely sympathetic regulation. Studies show that a decrease
in skin temperature is correlated with negative emotion (e.g.
sadness, disgust, fear) and that an increase in skin tempera-
ture is correlated with excitement and anger (Ekman 1993;
Philippot and Feldman 2004). The slow onset and smallmag-
nitudes of temperature changes (1◦C–2◦C) and their high
sensitivity to external factors, such as room temperature, are
disadvantages to using skin temperature to assess emotion.
One way to detect changes in temperature is with the aid
of an electronic thermometer. An integrated semiconductor
changes its resistance based on the body temperature. This
resistance is measured via aWheatstone bridge and is associ-
ated with a corresponding temperature. The relation between
resistance and temperature is approximately linear in the nar-
row range of body temperatures (Klaassen 1996; Northrop
2014). Alternatively, an infrared thermometer can be used to
measure the electromagnetic radiation (infrared light) of the
human body, which varies with its temperature (the warmer
the body is, the shorter the wavelength is). Although the body
tries tomaintain its set-point level at approximately 37 ◦C, the
somatic temperature varies during the day; it is lower in the
morning and rises throughout the day. Moreover, the mea-
surement location (mouth vs. armpit vs. ear, for example)
influences the result significantly (Carter 2007; Sherwood
2012).
Sweat glands are activated by thermal and emotional stim-
uli and are crucial for the thermoregulation of the body.
Their function is to secrete fluid, which evaporates on the
body’s surface and cools it down. Two main types of sweat
glands are found in the body: eccrine and apocrine sweat
glands (Freinkel and Woodley 2001; Krstic 1991; Singh
2008). Eccrine sweat glands are widely distributed through-
out the body but are primarily located on the forehead, the
palms of the hands, and the soles of the feet. They secrete
a watery fluid and electrolytes when they are stimulated by
the release of a cholinergic neurotransmitter by the sympa-
thetic nervous system. Apocrine sweat glands, on the other
hand, are mainly prevalent in the axillae. When stimulated
by adrenergic nerve fibers, they secrete a milky fluid, which
combines with dermal bacteria to produce the characteris-
tic odor of sweat (Krstic 1991; Singh 2008). In response
to a threatening stimulus, the sympathetic autonomic ner-
vous system activates sweat glands (either via cholinergic or
adrenergic excitation), and they secrete their corresponding
fluids. This moisture increases the conductance of the skin
tissue. The measurement sensor for galvanic skin response
(GSR) captures this variation in skin conductance. In situ-
ations involving physical exertion and/or emotional arousal
and enhanced dermal moisture as a response, decreased elec-
trical resistance (and increased electrical conductance) is
detected. A GSR sensor has two electrodes, most commonly
attached to either the medial phalanx of the index and middle
fingers or to the big toes, because these areas are thought to
be most sensitive to the arousal response. A small voltage
(e.g. 0.5 V) is applied to the electrodes, their resistance is
measured via a Wheatstone bridge (see Fig. 7), and the con-
ductance is determined from their reciprocal relation (Kim
and Suh 2007). Zero resistance corresponds to infinite con-
ductance.
A characteristic (stochastic) GSR signal is depicted in
Fig. 7. The units of conductance are microsiemens, and the
typical amplitude range is 0.2–1 µS. Dry skin produces high
resistance and low conductance, whereas moist skin pro-
duces low resistance and high conductance. The greater the
(physical and/or emotional) arousal is, the more moisture is
produced, and the higher the conductance response is. Thus,
to detect changes in GSR due to emotional stimuli, the mea-
123
J Intell Manuf
Fig. 7 Galvanic skin response
(GSR)
surement is only valid under very controlled static physical
conditions. At this stage, a stimulus is only accepted as “valid
and significant” within a delay window of 0.8–4s; slower
responses (>4s) are not interpreted as being related to the
stimulus and must be excluded from the analysis (Dawson
et al. 2007). The GSR tool is very sensitive to physiological
exertion and does allow the measurement of arousal level,
but it may not be able to distinguish between positive and
negative arousal states.
Muscle tension and its measurement tools
Oxygen is taken up from the blood within the lungs and car-
ried to themuscles,where a portion is used directly for energy
production. The remainder is stored in myoglobin (Scanlon
and Sanders 2010; Shaw 2005; Khurana 2008). Muscle cells,
also calledmuscle fibers, need oxygen to produce the cellular
energy molecule adenosine triphosphate (ATP) that empow-
ers muscle cells to contract (cellular respiration). All skeletal
muscle groups are attached to bones in such a way that a con-
traction of the muscle fibers leads to the desired movement
of the corresponding bone. During exercise, for example,
muscles work harder and consequently require more oxy-
gen. Not only during these intrinsic movements but also in
response to external threats do the muscles in the body tense
up, preparing for “fight or flight”. At this stage, more oxygen
must be supplied to the muscles, resulting in increases in the
heart and breathing rates. The increase in muscular activity
is facilitated by increased local blood flow, the movement
of blood circulating in the inner organs to the skeletal mus-
cles, increased cardiac output, increases in the breathing rate
and breathing intensity, and an increase in unloading of oxy-
gen from hemoglobin (the oxygen transporter in the blood;
Rhoades and Bell 2012;Whittemore 2009; Sherwood 2012).
Motor neurons, which are activated by the motor cortex in
the brain, stimulate the targetedmuscle fibers and cause them
to contract.
The contraction generated by electrical impulses within
the muscle cells can be measured by electromyography
(EMG) electrodes (Merletti and Parker 2004; Duffy 2008).
The noninvasive version of the EMGmethod uses electrodes
that are attached to the body surface directly on the exam-
ined muscle. As in the EEG setup, the current difference
between the (+) and (−) potential electrodes is measured,
while a neutral electrode, placed on electrically unrelated
tissue, is used for baseline definition. The exact placement
of the electrodes is highly dependent on the anatomical char-
acteristics of the observed muscle unit, including the muscle
size, muscle plane, and muscle fixation points. The signal
obtained must be enhanced using an amplifier. The resulting
output record (electromyogram) indicates a stochastic signal
in the range of 0–10mV (similar to the ECG voltage range).
Relaxedmuscles show no electrical activity, while small con-
tractions lead to an electrical potential that increases with
stronger muscle movement (Fig. 8).
A second method used to detect muscle activity and
movement (indirectly) is by means of a three-dimensional
(3-D) accelerometer belt. This system measures the magni-
tude and direction of proper acceleration in the x, y, and z
planes. In post-processing, it is even possible to create algo-
rithms for recognition of specific motion patterns. The best





Fig. 9 Pupillary response
waist, closest to the center of mass and tightly attached to
the body, to reduce the angles of freedom (Boerema et al.
2014). A third and equally indirect method of measuring
movement involves the use of pressure sensors placed on
the surface of the skin, for example under the foot soles
or on the backside. This method can be used if the subject
maintains a particular suitable position during the experi-
ment, such as being seated while driving a car. Movements
can be deduced from changes in the measured pressure
values.
Pupillary response and its measurement tools
The pupil size has been shown to change with age, the
level of retinal illumination, pupil adaptation based on near
and distance vision (the near effect), and emotional arousal
(see Fig. 9). The mechanism of widening and contraction
of the pupil is controlled by the autonomic nervous system,
which innervates two different muscles. The dilator pupil-
lae muscle is a radial (smooth) muscle in the iris. When
exposed to a threatening stimulus, the sympathetic system
response leads to pupillary dilation, temporarily letting more
light reach the iris. In contrast, parasympathetic innerva-
tion leads to pupillary constriction by activating a circular
muscle that surrounds the pupil, called the sphincter pupil-
lae (Roberts 1986; Keshav and Bailey 2012; Robertson and
Biaggioni 2012; Bolis et al. 2002; Rosenberg 2008; Purves
2012). Complementary studies also suggest a task-evoked
pupillary response (TEPR): in states of high workload, as in
recollection of memory or intense concentration, the pupils
dilate slightly and then return to their initial sizes (Klingner
et al. 2008). Eye tracking devices combine a capturing cam-
era module with infrared light to generate serial pictures with
dark pupils and high contrast to the iris. The eye tracking
software used with such devices includes an algorithm to
measure pupil size (Bradley et al. 2008).
Brain activity and its measurement tools
Twenty percent of the cardiac output (in the standing posi-
tion) is sent to the brain (Khurana 2008), where it supplies
cells with nutrients, especially oxygen and glucose for cel-
lular energy production. Increased neuronal activity leads to
increased local cerebral blood flow (Benarroch 2006; Squire
2013). Functional magnetic resonance imaging (fMRI) uses
this physiological mechanism tomeasure local brain activity.
Stimulated by the fMRI scanner, oxygenated and deoxy-
genated blood have different tendencies to magnetize. An
(increased) activation of one brain area causes more oxy-
genated blood to be carried to this area, which changes
the transversal relaxation time of hydrogen nuclear spin
and results in signal change (Sartor and Stippich 2007).
This change in signal is represented by the brain part being
“alighted” in an fMRI image. Knowledge of the topogra-
phy of brain parts and their functions is used together with
knowledge about the interconnection of brain parts and their
cause–effect relations to deduce themental activity executed.
The machine set-up only allows experimental “white room”
conditions, with very low levels of freedom regarding body
movement and metallic items such as additional measure-
ment tools, which limits the applicability of this technique to
in situ engineering experiments. fMRI has a very high spatial
resolution (in the millimeter range) but low temporal resolu-
tion (in the second range; Cohen and Sweet 2010; Stemmer
and Whitaker 2008).
In contrast to fMRI, electroencephalography (EEG; see
Fig. 10) has high temporal resolution (in the millisecond
range) and low spatial resolution (in the centimeter range).
EEG is a measurement technique used to detect electrical
brain activity from the scalp structure via attached elec-
trodes. The activation of neurons (brain cells) causes local





neurons in close vicinity. Only a proportionally large popula-
tion of simultaneously firing neurons is sufficient to generate
electrical activity recordable on the head surface (Nieder-
meyer and Lopes da Silva 2005). A characteristic EEG
pattern can range between 0.5 and 100 µV (Fred et al.
2008), which is ten times lower than the ECG signal range.
The common standardization for electrode positioning is
the ten–twenty electrode placement system (Jasper 1958),
which involves the placement of a cap with integrated elec-
trodes on the scalp. Prominent skull landmarks (nasion, both
preauricular points, and inion) are used for reference for
accurate cap placement (Tyner and Knott 1983). The elec-
trodes have holes through which conductive paste can be
injected with a syringe to enhance electrical signal conduc-
tivity. The basic principle of EEG involves detecting and
recording changes in neuronal (electrical) activity between
the (+) potential signal electrode and its corresponding (−)
potential electrode. Again, a ground electrode is needed
to establish a reference level. The electrodes of the ten–
twenty electrode system are gated and related to each other in
such a way that the desired signal outcome is produced. As
ground electrode position serves generally either the fore-
head (Fpz) or an ear location (Yamada and Meng 2012).
The electrical signals detected by the EEG electrodes are
amplified, converted from analog to digital, and finally fil-
tered for analysis purposes. Using Fourier transformation to
generate the EEG power spectrum, five levels of frequency
ranges are commonly distinguished in the final brain activity
analysis.
Delta and theta waves usually appear to occur in uncon-
scious states during deep sleep phases. Alpha waves are
thought to represent states of conscious but relaxed brain
activity with closed eyes. As soon as the eyes open or
brain activity increases due to cognitive processes such as
easy math calculation, beta waves ensue, which range up
to concentrated thinking and states of high mental effort
(Niedermeyer and Lopes da Silva 2005; Lee and Niederer
2010). Gamma waves are supposed to be associated with
(sensory) perception and represent “binding of different pop-
ulations of neurons together into a network for the purpose
of carrying out a certain cognitive or motor function” (Singh
2014). All electrodes are situated within the range of effi-
cacy for distinct functional brain areas. Electrode F7, for
instance, is positioned near the assumed center of rational
activities, while F8, T3, and T4 suppose to screen emotional
impulses and processes. Electrode Fz intents to cover the
intentional andmotivational center, alongwith electrodesC3,
C4, and Cz, close to the sensory and motor center. Potential
areas of perception and differentiation aremonitored by elec-
trodes P3, P4, and Pz. Electrodes T5 and T6 are positioned
close to the memory function area, and electrodes O1 and
O2 are close to the primary visual area (Nuwer 1990). The
occurrence of different frequencies in different topographic
areas is posit to provide information about the underly-
ing functional brain activities. As noted previously, EEG
measurement has high temporal resolution but low spatial
resolution.
This last section provided insights into the complexity
of the ANS. The problem of using emotion in engineering
research is more complicated still. Additionally, we have
to take the engineering-specific focus on contextuality into
account. Before addressing specific engineering experimen-
tal challenges (“Physiology sensor use in engineering and
engineering design science experiments and its (future) chal-
lenges” section), we provide a non-exhaustive overview of
related engineering and HCI research.
Overview of current studies using physiology
sensors in engineering and human–computer
interaction settings
The study of physiology-based measurement of emotion
reactivity in the field of affective engineering has been
gaining traction in recent years. In 2011, theUSNational Sci-
ence Foundation (NSF) funded early-stage research projects
focused on understanding the fundamentals of this interplay
(e.g., NSF grant #1153823: AnalyzeD—Analyzing Engi-
neering Design Activities; Steinert et al. 2012). The intention
of these projects has been to provide engineering design
sciences and engineering practices with a foundation for
addressing the affective engineering problem. In addition,
the HCI community conducts various projects and publishes
regularly on this subject. Additionally, several engineer-
ing research groups have been formed that are starting
to push for further integration of the field into engineer-
ing and engineering design science, notably at Stanford
University, Pennsylvania State University, Concordia Uni-
versity in Canada, and NTNU in Norway. For example
the Biometric Simulator Research Lab formed at Stanford
University in 2014 seeks to “record eye tracking, facial
expression, EEG, and many other biometric data from the
driver in sync with input events from the driving session” to
improve the understanding of the individual driving experi-
ence (Biometric Car Simulator Research Lab 2015). Table 1
presents a non-exhaustive overview of research conducted in
this area.
The HCI/CHI community in particular has made sig-
nificant inroads into the subject. However, many of the
research results obtained may not be directly transferred
to “heavy”/tangible mechanical engineering experiments
because of their boundary conditions. HCI experiments are
by nature usually limited to a single user-to-computer sce-










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Physiology sensor use in engineering and
engineering design science experiments and its
(future) challenges
Engineering design science experiments differ from tra-
ditional psychology, neuroscience, and cognitive sciences
experiments, as engineers are not necessarily looking for uni-
versal truths (such as which parts of the brain are responsible
for spatial orientation). The task of engineers is to derive
quasi-optimal solutions under certain boundary conditions,
such as limited time, resources, and manpower. Engineering
is completely context dependent by nature. Consequently,
engineering experiments ought to be conducted under condi-
tions as close to in situ as possible. Experiments in “heavy”
engineering contexts, e.g. machine operations, offshore and
marine operations, vehicle operation and other high-stress,
high-cortisol events in civilian and military situations, and
especially the direct influence of physical activity, increase
the level of experimental complexity considerably. Subjects
are not statically sitting in a controlled lab and responding
only by triggering a mouse or button. Subjects, engineers
or users, move, sweat, shout, and behave in other ways that
can be difficult to monitor. This, however, forces us to con-
sider the effects of environmental factors, such as dirt, heat,
noise, and distress due peer or supervisor pressure, among
others. The transfer from a simulated desk-driving experi-
ence to a real-life, in situ experiment results in tremendous
issues with noise and confounding variables (Steinert et al.
2012). In a driving scenario (Jung et al. 2015) inter-subject
and intra-subject data vary tremendously based on factors
such as sunshine intensity and resulting heat and light differ-
ences, the time of day, and seemingly unrelated factors such
as showering or not showering in the morning. These spe-
cific in situ considerations do not allow us to conduct very
controlled “clean lab experiments”; instead they rather force
us to engage in the specific context, experiment, and adapt,
especially concerning measurement, analysis, and interpre-
tation of the data.
Concerning measurement, a variety of types of sen-
sors and measurement techniques (see Fig. 11), including
electrocardiography (ECG), electroencephalography (EEG),
electromyography (EMG), pulse oximetry, blood pressure
measurements, respiratory transducer, body temperature
measurements, and galvanic skin response (GSR) measure-
ments have been presented and described in the preceding
sections. The engineering context and institutional review
board (IRB) protocols only allow physiological measure-
ments via noninvasive methods. Consequently, a range of
medical procedures, such as taking blood samples to analyze
hormonal stress levels, are typically excluded. Moreover,
the signal outcomes of noninvasive measurements obtained
from sensors placed on the body surface cannot be as precise
as those of invasive measurements (including, for example,
Fig. 11 Overview of physiological measurement tools
measuring blood pressure invasively using an intra-arterial
pressure transducer).
In practice, the examiner faces various challenges in try-
ing to establish a valid data gathering and analysis protocol.
The exact placement of measurement sensors and the posi-
tioning of limbs and thewhole body are crucial. For example,
to measure blood pressure precisely, the cuff has to be placed
at approximately the same vertical height as the heart, while
the subject is seated and the arm is supported. A change in
the arm’s position results in a significant value change due
to additional hydrostatic pressure in the blood pipe. More-
over, an appropriate cuff deflation rate and cuff size must
be used because oversized (undersized) cuffs lead to pres-
sure values that are too high (low) (Irwin and Rippe 2008;
Sircar 2008). A deviation from the placement of respira-
tory transducer belts just underneath the armpits (the area
of maximal change in thorax circumference during inhaling)
or from 3-D accelerometer belts closest to the center of mass
may also alter the signal outcome significantly. In ECG and
EMG testing, clean and gel-moist electrodes have to be prop-
erly attached to hairless skin because a disruption in contact
may result in measurement inaccuracy. In general, sensors
such as GSR electrodes, respiratory and accelerometer belts,
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and oximeter finger and ear clips must be attached tightly
enough to establish the contact necessary to obtain accurate
measurements but loosely enough to not constrict the finger,
ear tissue, or thorax. After the proper placement and attach-
ment of the sensors, the participants are asked to sit down,
focus on breathing, and calm themselves to achieve a com-
mon reference “resting state”. Of course, the sensors have
to be calibrated according to their respective standardization
procedures prior to an experiment.
The choice of a sampling rate may also affect the resulting
data outcome critically. The tradeoff between accuracy and
the amount of data obtained has to be optimized. A rough
guide is the Nyquist rate, which proposes using at least half
the sampling rate of the activity frequency (in our case) of the
targeted organ or physiological system (Shenoi 2005). Data
synchronization is also very important when measuring with
more than one sensor or measurement tool simultaneously.
All measurements need to be started at exactly the same time.
Otherwise, all of the data need to be synchronized in post-
processing via tracing signals to produce valid output for
further descriptive and statistical analysis.
External (room) stimuli have a major impact on the mea-
surement output and have to be taken into account, either
by eliminating their influence before starting the measure-
ment or by adjusting for their influence in the subsequent
data analysis. As mentioned earlier, different daylight levels
during the experiment may influence the pupil diameter and
thus its baseline value significantly, even in the absence of the
experimental stimuli. The room temperature, direct exposure
to sunlight, and physical bodymovementsmay activate sweat
glands and alter theGSR conductance level. Furthermore, the
use of cosmetic and cleaning products before the measure-
ment may reduce skin conductivity. Some participants may
innately produce no signal at all.
Overall, the electrical measurement tools described in
this paper are intrasystematically very noise sensitive by
nature. The movement of the limbs onto which electrodes
are attached, as well as body movement itself, may lead to
artifacts. Apart from possible disturbance due to improper
attachment of electrodes, technical challenges, such as noise
in cables and electrical noise in the surrounding area, are
common sources of error. For example, ECG recordings
are often distorted by such things as (1) baseline wander
due to respiration, electrode impedance (caused by perspi-
ration), and body movement; (2) electromagnetic radiation
from other electrical devices in the surrounding area; and
(3) muscle noise, especially in the case of in situ (engineer-
ing) experiments (Lu et al. 2009). Baseline wander affects
the frequency range below 0.5 Hz and causes noise below
the ECG frequency. Filtering out this narrow band of base-
line wander can be accomplished using either cubic spline
fitting (to estimate the baseline drift) or linear high-pass
frequency spectrumfiltering (SörnmoandLaguna 2005;Har-
gittai 2008). Electromagnetic fields due to power lines create
a narrow band of sinusoidal interference in the frequency
range of 50/60 Hz (Europe/USA). Either range lies within
the ECG frequency range, making it difficult to filter it out.
The most effective ways to reduce this effect are to minimize
the number of electrical devices nearby or shield the test-
ing location from these signals (Sörnmo and Laguna 2005).
Limb and body motion can create artifacts caused by prob-
lems in ECG electrode–skin contact and cable interference
(this noise commonly lies in the low-frequency range of 0–
20 Hz). Muscle noise is the most crucial artifact because it
usually overlaps the actual ECG data over its whole spectrum
and thus causes severe problems. Low-pass filters are utilized
to counteract these noises by reducing high-frequency com-
ponents. However, muscle noise filtering remains a largely
unsolvedproblem (Wei et al. 1999;Gacek andPedrycz2011).
Collectively, the selection of filters and their adjustments bias
the (ECG) output data significantly.
With respect to interpreting data in terms of emotional
dimension or context, the different types of sensors described
in this paper allow, either alone or in combination, mea-
surement of changes in heart rate, blood pressure, pulse,
respiratory rate, body temperature, galvanic skin response,
muscle activity, pupil size, and brain activity. However, it
remains the responsibility of the researcher to interpret this
data “emotionally”. Based on our practical experience, in
engineering-context experiment design, we propose using
the dimensional approach (arousal and valence). Thus, by
measuring somatic changes induced by the ANS, we are
able to capture arousal levels as they are expressed directly
by physiological changes. Nonetheless, and with the dimen-
sional approach of emotion classification in mind, it is not
yet possible to precisely and reliably detect and quantify
the valence level corresponding to a specific arousal value.
In other words, changes in physiological conditions (e.g.,
changes in heart rate, breathing rate, and skin conductance)
provide indications of the actual degree of arousal but leave
open whether the arousal change is of a positive or nega-
tive nature. For example, “extremely happy” and “extremely
angry” may produce similar sensor data. Hence, it is still rec-
ommended and indeed indispensable to include and consult
complementary data inputs from various valence-focused
tools, such as surveys, video analysis, and simple observa-
tion that help to interpolate along the second valence axis.
In prior experiments (Jung et al. 2015; Steinert et al. 2012;
Steinert and Jablokow 2013), we found the Affect Grid (see
Fig. 12) to be most useful, since it involves a fast and simple
inquiry of subjective emotional state requiring the subject
to mark a point indicating a combination of arousal and
valence coordinates. In addition to this time advantage,which
makes it possible to take multiple measurements during an
experiment, the Cartesian grid nature of the matrix allows
metrical statistical analysis. However, it should be noted that
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Fig. 12 The affective grid. “The subject places one checkmark some-
where in the grid. The pleasure–displeasure (P) score is taken as
the number of the square checked, with squares numbered along the
horizontal dimension, counting 1–9 starting at the left. The arousal–
sleepiness (A) score is taken as the number of square checked, with
squares numbered along the vertical dimension, counting 1–9 starting
at the bottom” (Russell et al. 1989)
survey-based tools may only be accepted as complementary
measurement methods in engineering experiments. They do
not generate continuous data at the required sampling rate.
Furthermore, if taken during the experiment, they interrupt
the interaction under investigation. Obviously, using a recall
setup, even an assisted recall setup, is also questionable. Prac-
tically, we have had acceptable experiences by showing the
subjects their ownactivity onvideo and letting themself-code
their emotional states continuously (Jung 2011). The results
are checked using FACS (Ekman and Friesen 1978), a video
coding scheme thatwasdeveloped for human interaction cod-
ing. Other coding schemes are the Rapid Couples Interaction
Scoring System (RCISS; Krokoff et al. 1989), the Marital
Interaction Coding System (MICS; Heyman et al. 1995),
and the Specific Affect Coding System (SPAFF; Gottman
and Krokoff 1989). All have been successfully employed in
engineering research situations, but all are extremely time-
and human labor-intensive, especially when controlling for
inter-coder reliability, so that the same video sequence has
to be coded multiple times. Recently, commercial computer-
based analysis systems based on similar but simplified coding
schemes have been developed. The iMOTIONS software,
for example, can be used to analyze visual facial cues. It
then codes valence and determines emotions based on facial
expressions (iMOTIONS 2014). Of course, these types of
software still require almost perfect lighting and controlled
video setups. Also, the intensity of facial expressions seems
to vary tremendously between contexts and cultures. Cur-
rently, the combination of input data of multiple types, such
as data fromvideo and voice analysis and physiology sensors,
shows the most promise. The data combination approach
allows precise measurement of arousal levels and makes it
possible to obtain various sets of collectively indicative yet
individually inconclusive data on the valence level. Signal
noise is then the key concern.
Nevertheless, even if the researcher manages to elimi-
nate all external and intra-systematic noises and artifacts,
the physiological condition of an examined participant may
still vary naturally throughout the day. Individual somatic
states shift with psychological and physiological changes;
physiological conditions thus vary from one day, hour, and
minute to the next and also vary fundamentally between
individuals. As a consequence, and because of the lack of
definition of an individual reference level, neither an intraper-
sonal nor an interpersonal classical statistical analysis seems
valid. Indeed, with respect to analysis, it is not yet possi-
ble to define a general “bundle” of physiological changes
that code into one specific emotion or valence level and is
also globally applicable to any subject at any point in time
in an engineering context. The nonlinear chaotic mecha-
nism (strong variance between subjects and for one subject
between contexts) prevents the use of classical statistics to
deduce a quantitative emotion score outside very controlled
environments. Thus, attention has shifted to using genetic
algorithms and machine learning to synthesize and ana-
lyze various data streams. Results obtained in a controlled
HCI setting using EEG, GSR, and eye-tracking data, for
example, have been documented (Fairclough et al. 2015;
Zhou et al. 2015). However, the neural network approach
does not shed light on the underlying physiology–emotion
mechanisms, if such exist, as they leave us with a black
box.
The community is increasingly combining various sen-
sor and valence measurement tools and deploying them with
learning algorithms. Because of the strong subject and con-
text dependency of emotion reactivity, it seems likely that
each subject will require a specific coding and perhaps even
specific context and environment data. More sophisticated
physiology measurement techniques, such as near-infrared
spectroscopy (NIRS) and analytics, may also make it possi-
ble to determine the valence dimension more precisely and
directly in the future. NIRS sensor setups allow us to obtain
higher-definition spatial brain activity data based on oxy-
genation level, similar to fMRI but limited to a depth of
approximately 2–3 cm. Initial advances have been reported at
CHI (Solovey et al. 2015; Maior et al. 2015) but must still be
applied to more tangible engineering scenarios. In combina-
tion with very-time-sensitive EEG data, we ought to be able
to develop an in situ, usable, real-time brain activity moni-
toring setup. This setup may allow us to look into the black
box and derive emotional states without the need for very
complex survey-assisted or video-coded experiment setups.
Thus, the tasks for the community are to further deploy and
experiment with various sensors, to combine data, and to use
learning algorithms to determine emotion values (arousal and
valence) in an in situ engineering context. Success may allow
us to develop system–user interfaces with closed-loop cycles
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that incorporate the human emotional state dynamically. The
age of affective engineering is dawning.
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