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遺伝的プログラミングをもちいた戦略知識の進化的獲得
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In血ispapeにwehave been investigating an evolutional acquisition method of a strdtcgy for the 
repeated janken game. We define a strategy for the repeated janken game as a numerical function. 
We tried to acquire function formed strategy of an opponent using Genetic Programming(GP). 
Gene evolved according to evaluation of wil1 or lose rdte. Thus， we consider to acquirc elite gene 
出atcan win opponent in lughly rate. The results， we could acquire an e.fective strategy against 
simple automatic players. In acquired gene there are models of opponent strategies. In additionラwe
investigated to be acquired human's s凶 tegy.As a result、wecould get e百ectivestrategies against 
human. 
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n = F( o(t)ラo(t-1)， ...m(t)， m(t -1)) 
• o(t):t回前の相手の手
































ID 関数名 表示名 機能。add(x，y) + x+yを返す
sub(x，y x-yを返す
2 multiple(x，y) 本 x本yを返す
3 divide(x，y x/yを返す x=Oあるいはy=Oの場合は0を返す
4 mod(x，y) % xをyで割った余りを返す
5 plus1(x) plus1 x+1を返す
6 plus2(x) plus2 x+2を返す
7 my-hand(x) my_h x手前の自分の手を返すx=Oの場合は 1手前の自分の手をう
x>N (現在の対戦回数)の場合，初期値を返す
8 opp-hand( x) opp_h x手前の相手の手を返すx=Oの場合は 1手前の相手の手を， I 
x>N (現在の対戦回数)の場合，初期値を返す
9 if-gu叫x，y1，y2) iLg xを3で割った余りが0の場合y1を，
余りが0以外の場合y2を返す
10 if-tyoki( x，y 1 ，y2) iLt xを3で割った余りが 1の場合y1をラ
余りが 1以外の場合y2を返す






F() = (if_9 (opp_h 1) (my_h 2) 
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図 12:各世代のエリート評価値
表 4:エリート個体の勝敗数
エリート個体 勝ち 敗け 引き分け
試行 1 491 48.5 24 
試行2 402 401 197 
試行3 498 414 88 
試行4 493 497 10 






































































































対戦相手 data1 data2 data3 data4 data5 data6 
学習データ 勝 敗 分 勝 敗 分 勝 敗 分 月券 敗 分 勝 敗 分 勝 敗 分
data1 
..... 、 15 ~ー』 12 3 18 7 5 16 11 3 11 5 14 12 6 12 『句、、data2 11 6 13 、 17 5 8 18 2 10 2 16 12 8 10 12 
data3 14 11 5 15 11 4 
... ~、 12 13 5 10 4 16 10 7 13 ... 
data4 7 6 17 17 4 9 10 5 15 
『、、 3 18 14 7 11 12 円、
data5 8 11 11 9 11 10 14 7 9 16 6 8 
『、
h、尚、 12 3 15 
data6 15 13 2 14 10 6 12 11 7 8 16 6 8 14 8 
-、~、、』
図 17:data1のエリート個体
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4 考察 複数のデータに共通して出ていた特徴，すなわち
その人のくせや，考え方といったものを知識とし
本研究で設定した基本関数群と整数による関数 て獲得できたと思われる.今回の実験によって，人
式でどういった戦略知識が表現できるのか，まず， 聞が出した手について本論文で設定した関数群で
プログラムで生成した簡単な戦略を相手にして知 表現することが可能だとわかった.
識獲得をおこなった.
1手前仕返し戦略に対する実験ではヲ(my_h1) 5 まとめと今後の課題
という部分木を持つ個体を獲得した.この部分木
は自分の 1手前の手を返す.すなわち， 1手前仕
返し戦略そのものである.このように，相手の戦略
そのものを内包するような個体の獲得に成功して
いる.
周期 5のGPTTP繰り返し戦略に対する実験
結果では，(pllls2(opp_h 5))というエリート個体
を獲得した.この個体はう5手前の相手の手に勝つ
手を出す戦略で、刊周期 5の繰り返し"という考え
方を知識として獲得できており，獲得対象とした
GPTTP繰り返し戦略のみならずー周期 5の繰り
返し戦略全てに対して有効な戦略知識といえる.
履歴2連鎖戦略を獲得対象とした実験では、エリー
ト評価値がほぼ半分にまでしか上昇せず，有効な
戦略知識の獲得には至らなかった.ただし，全ての
対戦結果を参照する履歴 2連鎖戦略に対して、互
角の勝負をする個体を深さ 10程度の木で表現で
きたことは評価できると思われる.
以上の結果から，履歴 2連鎖戦略はうまく表現
できなかったが、その他の簡単な戦略に対しては、
遺伝的プログラミングによって関数群がうまく組
み合わさり，獲得対象の戦略を表現できることが
わかった.
次に，人間がもっ戦略知識を獲得できるか実験
を行なった.人間に 1000回ものジャンケンをして
もらうのは，不可能ではないがヲ後半面倒になって
同じ手を出し続けるなどの問題点があり，実現は
困難である.したがって，今回は履歴2連鎖戦略と
30回の対戦をしてもらい，その対戦結果から，人
間側の手の時系列データを使って知識獲得実験を
行なった.
その結果，人聞が出した手の系列に対して有効
な手を出す個体を獲得することができた.また，獲
得したエリート個体はラ獲得対象以外の未知のデー
タに対しても有効な場合があった.このことから『
本論文では，繰り返しジャンケンゲームにおけ
る戦略を獲得する手法について検討してきた.ま
ずヲ戦略を知識として一般化するために，過去の手
を入力として次の手を決定する関数式を用いて戦
略を表現した.この関数式は基本的な関数群と整
数の組合せで構成され，S式で表した.次にう獲得
する手法としてGPを用いた.GPによって戦略の
構造自体を変化させ，対戦相手の戦略に適した知
識構造を持つ個体に進化させることができると考
えた.実際に，フログラムで生成した簡単な戦略を
対戦相手とした場合，相手の戦略の根幹となる部
分を知識構造として獲得することができた.
また，人間の手の時系列データを対戦相手とし
て知識獲得実験を行なった結果，人間が出した手に
対して有効な手を出す戦略知識を獲得できた.ま
たーその個体は，対戦相手以外の未知のデータに対
しでもある程度いい対戦結果を得ることができた.
今後は，実際に人間と対戦しながら戦略を進化
させ，対戦相手の戦略モデルを獲得する実験をお
こなう.そのためには，少ないデータからいかに相
手のモデルを獲得するかを検討しなければならな
い.またうGPによる進化には時間がかかるため，少
ない時間で効率良く学宵する手法を検討する必要
がある.
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