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Resumen
Palabras clave: Transporte pu´blico, Establecimiento de frecuencias, Seleccio´n l´ıneas de
autobuses, Programacio´n matema´tica
MSC2000: 90B06, 90B20, 90C11, 90C59, 90C90
En este trabajo, un modelo de programacio´n matema´tica para la seleccio´n de l´ıneas can-
didatas en extensiones del sistema pu´blico es propuesto a partir de la linealizacio´n del
modelo presentado por Codina-Mar´ın-Lopez (2013) y su aplicacio´n a casos en situaciones
de mediana congestio´n. As´ı mismo, se proponen diferentes me´todos de resolucio´n basados
en el me´todo del Subgradiente y el algoritmo de Cutting Plane de Dantzig.
Al me´todo del Subgradiente se le aplican dos me´todos para el ca´lculo de las longitudes de
paso para la actualizacio´n de los multiplicadores de Lagrange: el me´todo de medias ponde-
radas sucesivas (MSWA) y el me´todo de medias ponderadas autorreguladas. Al algoritmo
de Cutting Plane se le aplican dos diferentes me´todos para acelerar su convergencia: la
actualizacio´n de los multiplicadores de Lagrange a trave´s del MSWA y la reduccio´n de
cortes cada cierta cantidad de iteraciones.
El modelo propuesto minimiza los costos de implementacio´n y operacio´n del servicio ma´s
el valor econo´mico del tiempo total de viaje de los pasajeros. Las soluciones que entrega
son (a) el nu´mero de autobuses y servicios a asignar a cada l´ınea candidata, (b) las rutas
que debe seguir el pasajero entre cada par origen-destino, y (c) el tiempo de espera de los
pasajeros en las paradas.
Los me´todos de resolucio´n propuestos se han implementado en AMPL y resuelto con
CPLEX. Se ha hecho una comparacio´n del funcionamiento de estos me´todos a partir de
los ejemplos nume´ricos proporcionados por dos redes auxiliares del transporte pu´blico en
situaciones de interrupcio´n del servicio: una red de taman˜o pequen˜o que corresponde a la
interrupcio´n de un corredor ferroviario en Madrid, y una red de taman˜o mediano situada
en Barcelona durante una interrupcio´n de la l´ınea 1 del metro.
Los resultados obtenidos muestran que u´nicamente el algoritmo de Cutting Plane resuelve
el modelo. Sin embargo, solo la aplicacio´n del me´todo MSWA lo acelera.
Abstract
Keywords: Public transportation, Frequency setting, Bus lines selection, Mathematical
programming
MSC2000: 200090B06, 90B20, 90C11, 90C59, 90C90
In this paper, a mathematical programming model for selecting candidate bus lines in
extensions of public transportation is proposed based on the linearization of the model
presented by Codina-Mar´ın-Lopez (2013) and its application to cases in situations of
medium congestion. Furthermore, different solution methods are proposed based on the
Subgradient method and Dantzig’s Cutting Plane algorithm.
Two methods are used to calculate the step lengths for updating the Lagrange multipliers:
the method of successive weighted averages (MSWA) and the self-regulated averaging
method. Two different methods are applied to the Cutting Plane algorithm to accelerate
its convergence: the updating of the Lagrange multipliers through the MSWA and the
reduction of cuts every certain number of iterations.
The proposed model minimizes the total set-up/operational costs of the extension service
plus the economic value of the total user travel time. The output of the model is as follows:
(a) the number of bus units and services to assign to each of the candidate line; (b) the
routes to be followed by users passengers of each origin-destination pairs; (c) the passenger
waiting time for boarding at a line.
The proposed solution methods have been implemented in AMPL and solved using CPLEX.
A comparison of the performance of these methods has been made from the numerical
examples provided by two auxiliary public transportation networks during disruptions: a
small network that corresponds to the disruption of a railway corridor in Madrid, and a
medium-sized network located in Barcelona during a disruption on the metro line 1.
The results obtained show that only the Cutting Plane algorithm solves the model. Ho-
wever, the application of the MSWA is the only one which accelerates it.
Notacio´n
N Conjunto de todos los nodos de la red
NG Conjunto de nodos que representan la red de transbordos
NˆG Conjunto de nodos que actu´an como paradas, NˆG ⊆ NG
A Conjunto de todos los arcos de la red
AG Conjunto de arcos que representan la red de transbordos (en tierra)
Ab Conjunto de arcos cuyos nodos no esta´n en NG y que acceden a la esta-
cio´n b ∈ NˆG
A` Conjunto de arcos cuyos nodos no esta´n en NG y modelizan la l´ınea
` ∈ L
Ab,` Conjunto de arcos a ∈ Ab correspondientes a la l´ınea ` ∈ L,
Ab,` = Ab ∩A`
L Conjunto de l´ıneas de autobuses
Lb Conjunto de l´ıneas que contienen la estacio´n b ∈ NˆG,
Lb = {` ∈ L|Ab,` 6= ∅}
Π` Conjunto de paradas que definen una l´ınea ` ∈ L
W Conjunto de pares de nodos origen-destino, W ∈ NG
D Conjunto de nodos destino
b I´ndice de parada de autobu´s, b ∈ NˆG
` I´ndice de l´ınea, ` ∈ L
ω I´ndice de par origen-destino, ω = (p, q) ∈W
gω Flujo de pasajeros en cada par origen-destino ω
p Unidades de autobuses disponibles
c` Capacidad de pasajeros de la l´ınea ` ∈ L
κb Tiempo medio de servicio en la parada b ∈ NˆG
sb Ma´ximo nu´mero de a´reas de carga en la parada b ∈ NˆG
H Per´ıodo de tiempo
C` Cantidad de ciclos por l´ınea ` ∈ L
C0` Tiempo total de viaje libre entre dos paradas consecutivas de la l´ınea
` ∈ L
t0a Tiempo de viaje libre entre dos paradas consecutivas de la l´ınea ` ∈ L
w0b Tiempo medio de espera en el espacio L0 en la parada b ∈ NˆG
w1b Tiempo medio de espera en el espacio L1 en la parada b ∈ NˆG
L0b Ma´ximo nu´mero de buses permitidos en el espacio L0 en la parada
b ∈ NˆG
L1b Ma´ximo nu´mero de buses permitidos en el espacio L1 en la parada
b ∈ NˆG
η0b Factor de ocupacio´n al 95 % en el espacio L0 en la parada b ∈ NˆG
η1b Factor de ocupacio´n al 95 % en el espacio L1 en la parada b ∈ NˆG
Zˆb Ma´ximo nu´mero de servicios en la parada b ∈ NˆG
AGRADECIMIENTOS i
hmax Ma´ximo headway
fˆ Cota superior de la frecuencia de servicios
f Cota inferior de la frecuencia de servicios
χa Coeficiente de variacio´n del headway en el arco a = a(`, b), b ∈ NˆG, ` ∈ L
ηb Razo´n entre la ocupacio´n ma´xima y media al 95 % en la parada b ∈ NˆG
NˆG Ma´ximo nu´mero de pasajeros que pueden esperar en la parada b ∈ NˆG
Ta Tiempo de viaje en el arco a = (i, j), i ∈ NG, j /∈ NG
ς` Costo de alquilar un autobu´s para la l´ınea ` ∈ L [e/u. autobu´s]
γ` Costos de operacio´n de un servicio de la ` ∈ L [e/servicio]
θ Valor econo´mico del tiempo total de viaje de los pasajeros [e/u. de
tiempo.]
n` Nu´mero de autobuses asignados a la l´ınea ` ∈ L
z` Nu´mero de servicios asignados a la l´ınea ` ∈ L
λ` λ` = 1 si se asignan servicios a la l´ınea ` ∈ L, λ` = 0 si no
va Flujo total de pasajeros en el arco a ∈ A
ζa Tiempo total que los pasajeros esperan en una parada para abordar una
l´ınea, a = a(`, b), b ∈ Π`, ` ∈ L
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Cap´ıtulo 1
Introduccio´n
El transporte pu´blico es un componente ba´sico en la estructura social, econo´mica y
f´ısica de un a´rea urbana. Adema´s, se considera un eslabo´n importante del desarrollo
urbano sostenible, ya que deber´ıa permitir movimientos ma´s eficientes a lo largo de
la ciudad.
Planear, operar y controlar un sistema de transporte pu´blico puede resultar desafian-
te. Esta´n involucrados varios actores con diferentes objetivos, principalmente los
usuarios y operadores, donde las necesidades de viaje de los usuarios var´ıan signifi-
cativamente en espacio y tiempo, de acuerdo a sus caracter´ısticas socioecono´micas.
Adema´s, la congestio´n vial y la limitada capacidad vehicular tambie´n afectan la
decisio´n y experiencia de cada pasajero [1].
De acuerdo a [2] el problema de Planificacio´n de la Red de Tra´nsito (TNP, por
sus siglas en ingle´s) abarca las siguientes decisiones que deben tomarse antes de la
operacio´n del sistema:
– Planificacio´n estrate´gica: involucra decisiones a largo plazo, como el disen˜o de
rutas y redes de tra´nsito
– Planificacio´n ta´ctica: involucra decisiones a mediano plazo, como determinar
las frecuencias de servicio a lo largo de las rutas y los horarios.
– Planificacio´n operacional: involucra decisiones que se toman a corto plazo,
como la asignacio´n de buses a rutas y de conductores.
El problema del disen˜o o´ptimo de rutas y frecuencias para trasporte pu´blico se de-
nomina TNDP (Transit Network Design Problem). En general, resolver el TNDP
consiste en encontrar un conjunto de rutas del transporte pu´blico, con frecuencias
asociadas, de acuerdo a la estructura geogra´fica y la demanda, con el fin de op-
timizar los objetivos de los usuarios y operadores, bajo ciertas restricciones que
normalmente son: satisfaccio´n de la demanda, niveles de servicio y disponibilidad
de recursos.
En este trabajo el TNDP involucra tanto una planificacio´n estrate´gica como ta´ctica.
La decisio´n estrate´gica corresponde a seleccionar el conjunto de l´ıneas de autobuses
que operara´ en la extensio´n del servicio. Las decisiones ta´cticas esta´n relacionadas
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con la mejora del nivel de servicio (minimizar los tiempos de viaje y espera en las
paradas de los usuarios) y la reduccio´n de los costos operacionales.
Uno de los elementos importantes considerados para la asignacio´n de pasajeros es
el efecto de la capacidad de los veh´ıculos. Cuando una ruta esta´ muy congestionada
es necesario dimensionar los servicios, de forma que los pasajeros puedan abordar
un autobu´s y no se vean obligados a dejar pasar un autobu´s de la l´ınea (o ma´s
de uno) por no poder ascender, dado que no tienen suficiente capacidad. Por otro
lado, tambie´n se considera la capacidad de las paradas para acomodar las colas
de pasajeros que esperan abordar los autobuses. En este caso, el efecto de estas
limitaciones se incorporan en el modelado a trave´s del impacto del tiempo adicional
de espera.
1.1. Revisio´n literaria
A continuacio´n se presentan los principales modelos de optimizacio´n para el TNDP
encontrados en la literatura, de acuerdo al estudio realizado por Mautonne en [3]. El
autor considera aquellos trabajos que presentan las siguientes caracter´ısticas: tienen
como variables de decisio´n los trazados de las rutas y las frecuencias; modelan los
intereses de los pasajeros y operadores; y toman en cuenta la demanda, estructura
y costos de la red.
Debido a que los modelos para el TNDP mencionados en el estudio de Mauttone
presentan una orientacio´n paralela al modelo resuelto en este trabajo de ma´ster,
se han reproducido dichos modelos, por completitud, en la siguiente Seccio´n 1.1.2,
adopta´ndose la misma notacio´n que en [3].
1.1.1. Notacio´n
La notacio´n en comu´n utilizada para los trabajos estudiados en [3] es la siguiente.
El resto se presentara´ cuando se requiera. Parte de la notacio´n presentada se ha
modificado con el fin de que se asemeje a la utilizada en este trabajo de ma´ster.
– N : conjunto de nodos de la red.
– W : conjunto de pares origen-destino.
– R: conjunto de rutas.
– gij : demanda entre los nodos en el arco (i, j) ∈W .
– tij : tiempo total de viaje en el arco (i, j), tij = t
in
ij + t
w
ij + t
t
ij .
– tinij , t
w
ij , t
t
ij : son los tiempos de viaje en veh´ıculo, espera y transbordo, en el
arco (i, j), respectivamente.
– fk: frecuencias de los autobuses operando en la ruta k ∈ R.
– fmin: frecuencia mı´nima de los autobuses operando en cualquier ruta.
– Tk: duracio´n total (ida y vuelta) de la ruta k ∈ R.
– Tmin, Tmax: duracio´n mı´nima y ma´xima de las rutas, respectivamente.
– rmax: ma´xima cantidad de rutas permitidas.
– nk: cantidad de autobuses operando en la ruta k ∈ R, nk = fkTk.
– p: taman˜o de la flota disponible para operar.
– ρk: factor de carga de la ruta k ∈ R.
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– θi: coeficientes de conversio´n y pesos relativos en la funcio´n objetivo.
1.1.2. Modelos
A continuacio´n se presentan algunos de los trabajos relacionados a modelos para el
TNDP estudiados en [3], prestando atencio´n a la funcio´n objetivo y las restricciones.
1.1.2.1. Modelo de Ceder y Wilson (1986)
En el trabajo de Ceder y Wilson [4], se sugieren dos formulaciones matema´ticas
diferentes para el TNDP. La primera considera los intereses de los usuarios de mi-
nimizar el tiempo de viaje excesivo, expresado como la suma del tiempo de viaje
excedente ma´s el tiempo de transbordos para todos los pares origen-destino. La
formulacio´n es la siguiente:
mı´n
{ ∑
i,j∈N
gij(t
in
ij − tminij ) +
∑
i,j∈N
ttij
}
s.a
tinij
tminij
≤ 1 + αij , ∀ k ∈ R (1)
Tmin ≤ Tk ≤ Tmax, ∀ k ∈ R (2)
|R| ≤ rmax (3)
donde tminij es el tiempo de viaje ma´s corto entre i y j; y αij es el desv´ıo ma´ximo
permitido para el tiempo de viaje en veh´ıculo de los pasajeros que van de i a j.
La segunda fase presenta un desarrollo ma´s desafiante, dado que considera tanto
los intereses de los pasajeros como de los operadores. La formulacio´n propuesta es
la siguiente:
mı´n
{
θ1
( ∑
i,j∈W
gij(t
in
ij − tminij ) +
∑
i,j∈W
ttij +
∑
i,j∈W
twij
)
+ θ2
∑
k∈R
nk
}
s.a Rest. (1), (2) y (3)
fk ≥ fmin, ∀ k ∈ R (4)∑
k∈R
nk ≤ p, ∀ k ∈ R (5)
Las restricciones de la primera fase corresponden a la limitacio´n en el tiempo ma´xi-
mo de desplazamiento (como un porcentaje por encima del camino ma´s corto), la
limitacio´n de la duracio´n total de la ruta y el nu´mero ma´ximo de rutas. Las restric-
ciones que se agregan en la segunda fase tienen relacio´n con la frecuencia mı´nima
y el taman˜o ma´ximo de la flota.
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1.1.2.2. Modelo de Baaj y Mahmassani (1991)
En [5] los autores proponen minimizar una combinacio´n de los objetivos de los
usuarios y operadores. El primero se corresponde con el tiempo total de viaje que
incurren los usuarios en la red, mientras que los costos de los operadores esta´n repre-
sentados por la cantidad de autobuses requeridos para una configuracio´n particular.
La formulacio´n del modelo es la siguiente:
mı´n
{
θ1
∑
i,j∈N
gijtij + θ2
∑
k∈R
nk
}
s.a Rest. (4), y (5) en el modelo anterior
ρk =
Qmaxk
fkc
≤ ρmax, ∀ k ∈ R (6)
donde Qmaxk es el ma´ximo flujo que ocurre en cualquier arco de la ruta k ∈ R; c
es la capacidad de asientos en los autobuses; y ρmax es el ma´ximo factor de carga
permitido.
Este modelo utiliza las mismas restricciones de la segunda fase del modelo de Ceder
y Wilson y agrega la restriccio´n (6) que establece un ma´ximo valor de ocupacio´n
de los autobuses de acuerdo a la capacidad de pasajeros sentados.
1.1.2.3. Modelo de Israeli y Ceder (1993)
La formulacio´n de Ceder y Wilson (1986) fue extendida por Israeli y Ceder en [6],
donde el TNDP es formulado como un modelo de programacio´n multiobjetivo, con
dos objetivos: el costo total de los pasajeros Z1 y el taman˜o de la flota Z2.
mı´n Z1 =
{ ∑
i,j∈N
gij
(
θ1(t
in
ij + t
t
ij) + θ2t
w
ij
)
+ θ3
∑
k∈R
γk
}
mı´n Z2 =
∑
k∈R
nk
donde γk es definido como el tiempo en que los asientos de un autobu´s esta´n vac´ıos
en una ruta k ∈ R. Este te´rmino es de intere´s tanto para los usuarios, por que
permite maximizar su comodidad, como para los operadores, dado que tener una
alta desocupacio´n de los asientos disponibles no es rentable.
De acuerdo a lo estipulado en [6], en la primera etapa la dimensio´n del problema
se reduce a trave´s de la construccio´n de un esquema de ruta factible que cumple
con una restriccio´n ma´xima de tiempo de viaje. La segunda etapa se basa en un
procedimiento que incorpora procesos de optimizacio´n para derivar la funcio´n ob-
jetivo mı´nima Z1. Mientras se busca minimizar Z1, el procedimiento crea varias
soluciones Z2. Finalmente, el conjunto ma´s deseable de (Z1, Z2) se deriva a trave´s
de te´cnicas conocidas en programacio´n multiobjetivo.
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1.1.2.4. Modelo de Tom y Mohan (2003)
En [7] los autores presentan pra´cticamente el mismo modelo que Baaj y Mahmas-
sani (1991). La diferencia es que incorporan las restricciones en la funcio´n objetivo
y expresan el costo total por unidad de viaje, lo que hace ma´s fa´cil la comparacio´n
entre distintas redes. Por lo que el problema se transforma en la minimizacio´n del
costo total del sistema por viaje Z, formulado de la siguiente manera:
Z =
θ1
(∑
i,j∈N gijtij +
∑
δijH)
)
+ θ2
∑
k∈R nk∑
i,j∈N gij
donde δij es la demanda no satisfecha; y H es la duracio´n del per´ıodo de disen˜o.
El te´rmino
∑
δijH asigna una penalizacio´n igual a la duracio´n del disen˜o para
la demanda insatisfecha. Esto significa que un pasajero que no pudo abordar un
autobu´s experimenta un tiempo de espera igual a la duracio´n del disen˜o.
1.1.3. Principales caracter´ısticas de los modelos para el TNDP
Las principales caracter´ısticas de los modelos presentados en [3] para el TNDP
tienen relacio´n con que las variables de decisio´n corresponden a los trazados de
las rutas y las frecuencias; en la funcio´n objetivo se suele presentar la ponderacio´n
econo´mica de los intereses de los pasajeros (minimizacio´n de los tiempos de viaje)
y operadores (el taman˜o de la flota requerida); y las restricciones ma´s comunes son
las que acotan las frecuencias, el taman˜o de la flota, la duracio´n de las rutas y el
factor de carga.
Las diferencias ma´s importantes entre los modelos presentados corresponden a la
cantidad de fases, siendo la mayor´ıa en una sola fase; y si es un u´nico objetivo o
multiobjetivo, donde se suele resumir los intereses de usuarios y operadores en una
sola expresio´n, mediante los coeficientes de ponderacio´n.
1.2. Objetivos
El principal propo´sito de este trabajo es presentar una formulacio´n simplificada y
me´todos de resolucio´n alternativos para el modelo de asignacio´n de frecuencias a
l´ıneas auxiliares de transporte pu´blico en situaciones de elevada demanda en [8].
Con respecto a los me´todos de resolucio´n, el objetivo es estudiar algoritmos de
descomposicio´n y proponer me´todos que mejoren y/o aceleren la convergencia hacia
un resultado o´ptimo.
Por u´ltimo, este trabajo tiene como fin validar los me´todos de resolucio´n propuestos
mediante su aplicacio´n en casos de estudio reales, as´ı como comparar los resultados
obtenidos entre los distintos me´todos. Para lograr este objetivo, se utilizan dos
redes de l´ıneas auxiliares para casos de interrupcio´n del sistema de transporte del
corredor ferroviario Paseo de La Castellana (Tunel de la Risa) de Madrid y de la
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l´ınea 1 del metro de Barcelona (desde la estacio´n Plac¸a d’Espanya hasta la estacio´n
Clot).
1.3. Organizacio´n del documento
El documento se ha organizado de la siguiente forma: en el Cap´ıtulo 2 se des-
criben los me´todos de descomposicio´n que permitira´n resolver el problema. En el
Cap´ıtulo 3 se describe el problema, la notacio´n utilizada y se explica la formulacio´n
matema´tica proveniente de [8]. El Cap´ıtulo 4 explica la aplicacio´n de los me´todos
presentados en el Cap´ıtulo 2 al modelo presentado en el Cap´ıtulo 3. En el Cap´ıtulo 5
se muestran los resultados nume´ricos obtenidos al aplicar los me´todos de resolucio´n
a dos redes de transporte. Finalmente, en el Cap´ıtulo 6 se presentan las conclusiones
y posibles futuras investigaciones relacionadas.
Cap´ıtulo 2
Me´todos de descomposicio´n
En este cap´ıtulo se estudian los fundamentos y propiedades de la Relajacio´n La-
grangiana, as´ı como los me´todos que permiten resolverla, con el objetivo de tener
una mejor comprensio´n de sus caracter´ısticas al momento de la implementacio´n en
un problema de gran escala.
En primer lugar, se estudian las propiedades de la Programacio´n Lineal y la Rela-
jacio´n Lagrangiana. Luego, se presentan el Me´todo del Subgradiente y el Algoritmo
de Cutting Plane, que permitira´n resolver la Relajacio´n Lagrangiana.
2.1. Programacio´n Lineal
Un Problema Lineal (LP, por sus siglas en ingle´s) consiste en encontrar un x ∈ Rn
que satisfaga un conjunto de m restricciones lineales. Por lo general se expresa as´ı
mı´n
x
f(x) (7)
s.a Ax ≤ b (8)
x ∈ Rn (9)
donde A es una matriz (m× n) sobre R, y b ∈ Rm.
Cada x ∈ Rn es denominado una solucio´n del LP. Si x satisface las restricciones
(8) es una solucio´n factible. El valor objetivo del LP para un dado x es f(x). Entre
todas las soluciones factibles existe una solucio´n o´ptima1 x∗ que produce el mı´nimo,
es decir, el o´ptimo valor objetivo f(x∗).
Si se reemplazan las restricciones (9) con las restricciones de integridad x ∈ Nn, el
problema es llamado un Problema de Programacio´n Entera (ILP, por sus siglas en
ingle´s). Si algunas de las variables tienen un valor real y algunas son enteras ser´ıa
un Problema Entero Mixto (MIP, por sus siglas en ingle´s). Una especial variante de
1La solucio´n o´ptima no necesariamente es u´nica.
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un ILP es un 0-1 ILP (o binario), el cual es definido de la siguiente manera:
mı´n
x
f(x)
s.a Ax ≤ b
x ∈ {0, 1}n
Los LP pueden ser resueltos eficientemente, por ejemplo, por el me´todo simplex o el
me´todo del punto interior. Los ILP y MIP son ma´s dif´ıciles de resolver. Los me´todos
generales para resolver de manera o´ptima los ILP y MIP son las aproximaciones
Branch and Bound o Branch and Cut (ver [9]). En entornos de gran escala una
buena forma de obtener cotas inferiores es mediante la relajacio´n Lagrangiana, la
cual se describira´ en la siguiente seccio´n.
2.2. Relajacio´n Lagrangiana
La Relajacio´n Lagrangiana (LR, por sus siglas en ingle´s) es un me´todo que calcula
cotas inferiores para los LP2, ILP o MIP. El fundamento teo´rico del me´todo se
puede encontrar en [10], [11], [12], entre otros.
La idea de un LR es relajar algunas de las restricciones y “moverlas” a la funcio´n
objetivo. Sea (P) un problema general de optimizacio´n definido como
(P) mı´n
x
f(x) (10)
s.a Ax ≤ b (11)
Bx ≤ d (12)
x ∈ X (13)
donde (11) contiene las restricciones que se consideran complicadas, de modo que
sin ellas el problema ser´ıa mucho ma´s fa´cil de resolver. Las restricciones (12) y (13)
se mantendra´n en el problema. La expresio´n (13) contiene las restricciones de signo
e integridad.
El LR resultante de la relajacio´n de las restricciones (11) sera´
(LRµ) mı´n
x
f(x)+µ(Ax− b) (14)
s.a Bx ≤ d (15)
x ∈ X (16)
Aqu´ı µ ∈ RmA≥0 es cualquier vector positivo. Sus componentes son denominados
multiplicadores de Lagrange. Intuitivamente, se puede ver que µ puede imponer
una penalizacio´n a las restricciones violadas. El valor objetivo o´ptimo de (LRµ)
es una cota inferior para el valor objetivo o´ptimo de (P). Beasley demuestra este
hecho en [13] de la siguiente manera.
2Aunque en general los LP pueden resolverse eficientemente, el LR puede ser interesante en ciertos
LP que son extremadamente grandes o, de otro modo, demasiado complejos para ser resueltos
directamente.
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El valor objetivo o´ptimo de (P) no es menor que el valor objetivo o´ptimo de (P’)
(P’) mı´n
x
f(x)+µ(Ax− b) (17)
s.a Ax ≤ b (18)
Bx ≤ d (19)
x ∈ X (20)
dado que µ(Ax − b) ≤ 0. Esto a su vez no es ma´s pequen˜o que el valor objetivo
o´ptimo del problema (LRµ), ya que eliminar restricciones en un problema de mini-
mizacio´n solo puede conducir a un valor objetivo o´ptimo ma´s pequen˜o. En simples
palabras
v(LRµ) ≤ v(P′) ≤ v(P) (21)
El siguiente paso es encontrar el vector µ∗, que produce el l´ımite inferior ma´s grande,
es decir, el l´ımite inferior que es lo ma´s cercano posible al valor de la solucio´n o´ptima.
Este es denominado problema Dual Lagrangiano (DL).
(DL) ma´x
µ≥0
mı´nx f(x)+ µ(Ax− b)s.a Bx ≤ d
x ∈ X

Existen algoritmos heur´ısticos para encontrar buenos valores para los multiplicado-
res de Lagrange, tales como el Me´todo del Subgradiente y el algoritmo de Cutting
Plane descritos en la siguientes secciones.
2.3. Me´todo del Subgradiente
En esta subseccio´n, se describira´ un me´todo para aproximar el DL
L∗ = ma´x
µ
L(µ) (22)
de la funcio´n Lagrangiana que relaja las restricciones Ax ≤ b, que es
L(µ) = mı´n
{
f(x) + µ(Ax− b)∣∣x ∈ X} (23)
El principio de la relajacio´n Lagrangiana es incluir las restricciones “dif´ıciles” en la
funcio´n objetivo. En otras palabras, se supone que optimizar una funcio´n sobre X
es “fa´cil”. Por lo tanto, si µ es fijo, se puede calcular el valor de L(µ) y una solucio´n
o´ptima correspondiente a x ∈ X.
Hay que tener en cuenta que la funcio´n Lagrangiana es la envolvente inferior del
conjunto de hiperplanos
{
f(x) + µ(Ax− b)∣∣x ∈ X}. Por lo tanto, L(µ) es una fun-
cio´n co´ncava, lo que es equivalente a resolver el siguiente problema lineal:
ma´x z
s.a z ≤ f(x) + µ(Ax− b)
x ∈ X, µ ∈ Rn (24)
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Generalmente el nu´mero de restricciones de dicho programa es exponencial, por lo
que se utiliza un me´todo de descenso del gradiente para calcular un valor lo mas cer-
cano posible al dual Lagrangiano. Dada una funcio´n co´ncava f : Rn → R, un vector
g es un subgradiente de f en x si para cualquier y ∈ Rn, f(y) ≤ f(x) + gT (y − x).
La funcio´n f es diferenciable en x si y solo si f admite un u´nico subgradiente en x.
Si L fuera diferenciable, se usar´ıa el me´todo de descenso del gradiente para conver-
ger hacia el valor o´ptimo. Sin embargo, en este caso, L no es diferenciable en todas
partes, porque es una funcio´n lineal por partes. Por lo que se calcula una secuencia
de (µ(k)k∈N tal que L(µ(k) converge hacia la solucio´n o´ptima, usando el siguiente
algoritmo.
Algoritmo 1 Me´todo del Subgradiente
1: Hacer k = 0 y elegir µ(0 ∈ Rn
2: Calcular L(µ(k) y x(k ∈ X
3: Elegir un subgradiente g(k = Ax(k − b de la funcio´n L en µ(k
4: Si g(k = 0 entonces STOP, la solucio´n o´ptima es L(µ(k)
5: Calcular la longitud de paso α(k
6: Calcular µ(k+1 = µ(k + α(kg(k
7: Hacer k = k + 1 y volver al paso 2.
Cuando las restricciones del problema inicial que se relajan son de la forma Ax ≤ b,
en el paso 6 µ corresponde al ma´ximo entre 0 y µ+ αg, dado que µ ≥ 0.
2.3.1. Longitud de paso
Usualmente la fo´rmula para calcular la longitud de paso es
α(k =
UB − L(µ(k)
||Ax(k − b||2 , k = 1, 2, . . . (25)
donde UB es una cota superior de la solucio´n o´ptima que se quiere calcular, que
puede ser obtenida aplicando una heur´ıstica al problema primal. Sin embargo, a
veces es dif´ıcil encontrar buenas cotas superiores, que garanticen la convergencia
del me´todo, por lo que existen otras formas de calcular la longitud de paso.
En [14] se desarrollan diferentes estrategias para elegir la longitud de paso, que
pueden ser utilizadas en este contexto, tales como la utilizada en el Me´todo de
medias ponderadas sucesivas (MSWA, por sus siglas en ingle´s) y el Me´todo de
media autorregulada.
El ma´s simple es la longitud de paso para el MSWA y es de la forma
α(k =
kd∑k
i=1 i
d
, ∀ k = 1, 2, . . . (26)
donde el para´metro de ponderacio´n d ≥ 0 es un nu´mero real.
En el me´todo de media autorregulada las longitudes de paso se actualizan evaluando
una funcio´n potencial. Cuando la funcio´n potencial detecta que la longitud de paso
en la iteracio´n anterior es efectiva para la convergencia, mantiene la longitud de
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paso actual convergiendo lentamente a cero, de lo contrario, acelera la reduccio´n de
la longitud de paso.
Para el me´todo del subgradiente, la medida ma´s conveniente que se puede usar para
monitorear la convergencia es mediante la norma del subgradiente, de la siguiente
manera
β(k =
{
β(k−1 + Γ, Γ > 1, si ||g(k|| ≥ ||g(k−1||
β(k−1 + γ, γ < 1, si ||g(k|| < ||g(k−1|| (27)
siendo la longitud de paso
α(k =
1
β(k
, ∀ k = 1, 2, . . . (28)
La eleccio´n de los para´metros de incremento de la longitud de paso Γ y γ es flexible,
por ejemplo, Γ ∈ [1.5, 2] y γ ∈ [0.01, 0.5].
El me´todo de promediado autorregulado se basa en la consideracio´n de que la
longitud de paso debe ser mayor para permitir una exploracio´n ma´s agresiva del
espacio de la solucio´n cuando la iteracio´n actual converja, de lo contrario, deber´ıa
ser menor cuando las soluciones divergen. La serie de longitud de paso {α(k} en el
me´todo de promediado autorregulado satisface las condiciones de
∑
k≥0 α
(k =∞ y
l´ımk→∞ α(k = 0, que garantizan la convergencia del me´todo.
2.3.2. Criterio de parada
Cuando se resuelven problemas de gran escala suele ser dif´ıcil obtener g(k = 0 en el
algoritmo 1. Una buena alternativa para que el proceso iterativo se detenga, es el
gap relativo relgap, que se calcula de la siguiente forma
relgap(k =
gap(k
‖µ(k‖‖g(k‖+  , k = 1, 2, . . . (29)
donde gap(k = µ(kg(k, k = 1, 2, . . ., y  es un valor cercano a cero (por ejemplo
10−8) que evita un error en la ecuacio´n cuando la norma de los vectores es cero.
De esta forma, el algoritmo se detendra´ cuando relgap ≤ ε, siendo ε, por ejemplo,
10−2.
Adicionalmente, se puede establecer como criterio de parada si un nu´mero ma´ximo
de iteraciones K y/o el tiempo ma´ximo de ejecucio´n es alcanzado.
2.3.3. Recuperacio´n de la solucio´n primal
Si bien el me´todo del subgradiente puede ser bastante poderoso para proporcio-
nar de forma ra´pida un l´ımite inferior para el LP mediante el DL, la desventaja es
que una solucio´n primal o´ptima (o incluso una solucio´n factible y casi o´ptima) para
el LP no suele obtenerse a trave´s de este proceso. Para resolver esta problema´tica,
en [15] se plantea una aproximacio´n que pondera las soluciones y las longitudes de
paso obtenidas en cada iteracio´n para recuperar la solucio´n primal del problema
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original. El promedio ponderado es de la forma
x¯(k =
k∑
i=1
α¯(ixi, donde α¯
(i =
α(i∑k
j=1 α
(j
, 1 ≤ i ≤ k. (30)
Se puede observar que para cada k ≥ 1 se tiene α¯(i ≥ 0, i = 0, . . . , k y∑ki=1 α¯(i = 1.
2.4. Algoritmo de Cutting Plane de Dantzig
El algoritmo de Cutting Plane de Dantzig (1959) consiste en descomponer el proble-
ma original en un “problema maestro” (MP, por sus siglas en ingle´s) y un “subpro-
blema” (SP), de modo que la solucio´n del MP forma parte de la definicio´n del SP,
y la solucio´n del SP genera planos de corte, o simplemente cortes, para ir acotando
la solucio´n del MP.
En simples palabras, el SP resuelve la relajacio´n Lagrangiana del problema original
y la solucio´n obtenida se an˜ade al MP para actualizar los multiplicadores de La-
grange. Este proceso se repite hasta encontrar una solucio´n o´ptima. El algoritmo
se presenta a continuacio´n.
Algoritmo 2 Cutting Plane de Dantzig
1: Hacer k = 0. Encontrar un punto x(0 ∈ X
2: Resolver el MP:
ma´x
z,µ
z
s.a z ≤ f(x(i) + µ(Ax(i − b) i = 0, . . . , k
µ ≥ 0, z irrestricto
y obtener (z(k, µ(k)
3: Resolver el SP:
w(µ(k) = mı´n
x∈X
{
f(x) + µ(k(Ax− b)}
= f(x(k+1) + µ(k(Ax(k+1 − b)
y obtener (x(k+1)
4: Si z(k ≤ w(µ(k) entonces STOP, µ(k es el o´ptimo del problema dual que
satisface todas las restricciones del MP.
5: Si z(k > w(µ(k) entonces agregar al MP la restriccio´n
z ≤ f(x(k+1) + µ(Ax(k+1 − b)
y hacer k = k + 1 e ir al paso 2
2.4.1. Criterio de parada
Cuando se trabaja con problemas de gran escala, puede resultar dif´ıcil lograr que
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z(k ≤ w(µ(k), por lo que existe un me´todo alternativo para detener el proceso
iterativo mediante el ca´lculo del gap relativo:
relgap =
z(k − w(µ(k)
w(µ(k)
≤ εmp (31)
donde εmp es la tolerancia que se le exige al me´todo.
2.4.2. Obtencio´n de una solucio´n primal factible
Cabe sen˜alar que, luego de finalizar, el algoritmo de Dantzig puede que no genere
una solucio´n factible primal para el problema original. Para resolver esta situacio´n,
se genera una solucio´n factible pro´xima a la solucio´n o´ptima a partir de las solu-
ciones obtenidas en cada iteracio´n. El enunciado formal y la demostracio´n pueden
verse en [16].
Se plantea el siguiente problema de optimizacio´n
z¯(k = mı´n
α
k∑
i=0
α(if(xˆ(i)
s.a
k∑
i=0
α(ig(xˆ(i) ≤ 0
k∑
i=0
α(i = 1, α(i ≥ 0 (32)
donde g(xˆ(i) = Axˆ(i− b y xˆ(i, i = 0, . . . , k, son las soluciones que se obtuvieron con
el algoritmo de Dantzig.
Sea α∗(i, i = 0, . . . , k, las soluciones al problema anterior y si x˜ =
∑k
i=0 α
∗(ixˆ(i,
se verifica que z¯(k − w(µ(k) ≤ ⇒ f(x˜) ≤ z∗ + , donde z∗ es el valor o´ptimo de la
funcio´n objetivo
z∗ = mı´n
x∈X
f(x)
g(x) ≤ 0
2.4.3. Aceleracio´n del algoritmo de Cutting Plane
El MP en el algoritmo 2 tiene un infinito nu´mero de restricciones, correspondientes
a los cortes, del tipo z ≤ f(x(i) + µ(Ax(i − b), i = 0, . . . , k. Para evitar esto, existe
un algoritmo que permite purgar el MP y acelerarlo. De acuerdo con los estudios de
Lawphongpanich y Hearn (ver [17]) cuando el SP es fa´cil de resolver, es ventajoso
resolver ma´s subproblemas con el fin de obtener mejores cortes, es decir, aquellos
que pueden conducir a una reduccio´n en el nu´mero de MP a resolver. El algoritmo
de purgado se describe en la Figura 1.
Otro me´todo para acelerar el algoritmo, es actualizando los multiplicadores de La-
grange de la siguiente forma:
µ(k+1 = µ(k + α(kµ∗
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donde µ∗ es la solucio´n obtenida al resolver el MP, y la longitud de paso α se
obtiene mediante el me´todo MSWA, explicado en la seccio´n 2.3.1. Sin embargo, es
necesario reiniciar el valor de la longitud de paso cada cierto nu´mero de iteraciones,
por ejemplo cada 10, con el fin de evitar el estancamiento de la iteracio´n anterior.
Figura 1. Algoritmo para purgar el MP
Cap´ıtulo 3
Definicio´n del problema
En este cap´ıtulo se describe un modelo basado en programacio´n matema´tica para
ayudar con la planificacio´n eficiente de servicios para un conjunto de l´ıneas de
autobuses auxiliares. Este modelo corresponde a una simplificacio´n del presentado
en [8], el cual es capaz de cubrir casos de elevada congestio´n, mientras que el que
se presenta aqu´ı es para redes con congestio´n mediana. Por comodidad, se describe
en detalle el modelo en [8] y las simplificaciones efectuadas en e´l.
La informacio´n de entrada ba´sica que necesita el modelo es (a) un conjunto de l´ıneas
de autobuses, en un entorno urbano, identificado por sus segmentos y paradas,
que sean candidatas para operar y (b) una tabla de viajes origen-destino para las
paradas afectadas.
El modelo minimiza los costos de implementacio´n y operacio´n del servicio ma´s el
valor econo´mico del tiempo total de viaje de los pasajeros.
Las soluciones que entrega el modelo son (a) el nu´mero de autobuses a asignar
a cada l´ınea candidata, (b) las rutas que debe seguir el pasajero entre cada par
origen-destino, y (c) el tiempo de espera de los pasajeros en las paradas.
3.1. Modelo de red
Los flujos de pasajeros transcurrira´n sobre un grafo dirigido G = (N,A) cuya
estructura aparece esbozada en las Figura 2 y Figura 3. El conjunto de nodos N
se divide en dos subconjuntos: NG que son los nodos que aparecen en el plano y
por otra parte esta N \NG que son todos los dema´s y que conforman las l´ıneas de
autobuses. Los nodos en NG y los arcos a = (i, j) tales que i ∈ NG, j ∈ NG se usan
para representar la red de transbordos.
Por NˆG se designan los nodos en NG que actu´an como paradas. L es el conjunto
de l´ıneas. Por Π` se designa el conjunto de n` paradas que definen una l´ınea ` ∈ L,
es decir, Π` = {b1, ..., bn`}. Por Lb se designa el conjunto de l´ıneas que contienen la
parada b ∈ NˆG. Se define el conjunto Ab como los arcos cuyos nodos no esta´n en
NG y que acceden a la parada b:
Ab = {(i, j) ∈ A|i, j /∈ NG,∃(j, k) ∈ E(j) t.q. ` ∈ I(b)} (33)
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Figura 2. Representacio´n del grafo G = (N,A).
Por A` se designa el conjunto de arcos cuyos nodos no esta´n en NG y que modelizan
la l´ınea ` ∈ L:
A` = {(i, j) ∈ A|i, j /∈ NG, (i, j) pertenecen a la l´ınea `} (34)
Ab,` define el conjunto de arcos a ∈ Ab correspondientes a la l´ınea ` ∈ L.
Ab,` = Ab ∩A` (35)
Por AG se designa el conjunto de arcos en “tierra”:
AG = {(i, j) ∈ A|i ∈ NG, j ∈ NG} (36)
En la Figura 3 se muestra en detalle la modelizacio´n de las l´ıneas y paradas. Los
arcos a = (b, j), b ∈ Π`, j /∈ NG son para modelizar el tiempo de abordaje y el de
espera en la parada por parte de los pasajeros que abordan la l´ınea `. Dada una
parada b en la que se detenga la l´ınea `, el arco de abordaje desde b ∈ NˆG hasta la
l´ınea ` vendra´ designado por a(`, b). Para un arco de abordaje a, se designa el arco
x(a) para los pasajeros que se mantienen en el autobu´s al estacionarse en la parada
y por y(a) se designa el correspondiente arco de bajada.
El conjunto de l´ıneas que inciden en una parada b puede definirse como:
Lb = {` ∈ L|Ab,` 6= ∅} (37)
Figura 3. Detalle de los nodos y arcos que representan l´ıneas y paradas.
b, i′ ∈ NG. (k′, j′) ∈ Ab. x(a) = (j′, j), (j, k) ∈ A`.
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3.2. Flujo de pasajeros
La demanda de pasajeros esta´ representada por el conjunto de flujos positivos,
gω > 0, para cada par origen-destino ω = (p, q), durante un predefinido periodo de
tiempo de largo H unidades. El conjunto de pares origen-destino W esta´ definido a
partir de nodos dentro de NG que son paradas. D es el conjunto de nodos que son
destinos. La matriz de viajes origen-destino sera´ designada por gω, ω ∈W .
El flujo de pasajeros durante un periodo de tiempo espec´ıfico sera´ organizado en
commodities, uno por cada par origen-destino, y el flujo total de pasajeros en el
arco a ∈ A, durante ese periodo de tiempo y para un par origen-destino ω ∈ W
sera´ designado por vωa . La ecuacio´n de balance de flujos por par origen-destino
ω = (p, q) ∈W en un nodo i ∈ N sera´ la siguiente:
∑
j∈E(i)
vωij −
∑
k∈I(i)
vωki =

−g(p,q) i = q
g(p,q) i = p
0 i 6= p
(38)
Agregando las condiciones de no-negatividad vωa ≥ 0 para los flujos en los arcos de
las relaciones previas (38), el siguiente poliedro es definido:
V ω =
{
vω ∈ R|A|+ |vω =
(
..., vωij , ...; (i, j) ∈ A
)
, vωij verifica (38)
}
, ω ∈W (39)
Finalmente, el poliedro V del flujo total de pasajeros en los arcos sera´
V =
{
v ∈ R|A|+ |v =
∑
ω∈W
vω, vω ∈ V ω
}
(40)
3.3. Modelado de los tiempos operacionales
Se asumira´ que hay p unidades de autobuses disponibles a ser asignados a |L| prede-
terminadas l´ıneas candidatas, con todas las unidades de igual tipo y con capacidad
de c pasajeros. As´ı, si n` ≥ 0, n` ∈ Z, ` ∈ L es el nu´mero de unidades asignadas a
la l´ınea `, entonces ∑
`∈L
n` ≤ p (41)
3.3.1. Modelado de las paradas de autobu´s
La operacio´n de los autobuses en las paradas se modelara´ usando dos sistemas
de espera en ta´ndem con bloqueo como se muestra en la Figura 4. Los sistema de
espera de entrada y salida sera´n designados como sistema L0 y sistema L1, respec-
tivamente. En este trabajo, se asumira´ que el tiempo medio w1b que un autobu´s esta´
en el espacio L1 de la parada b ∈ NˆG es fijo, el cual incluye el tiempo de despejar el
puesto de servicio y el tiempo de reingreso al tra´fico externo. Adema´s, se asumira´
que no existe congestio´n, por lo que no hay cola de espera en el espacio L0, por lo
tanto, w0b = 0.
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Figura 4. Configuracio´n tipo de las estaciones
3.3.1.1. Tiempos de servicio de autobu´s y de pasajeros en las paradas
Se asumira´ que el tiempo promedio de servicio efectivo κb en la parada b ∈ NˆG
es conocido y se calcula de la siguiente forma:
κb =
κMb + κ
OM
b + κ
PST
b
e(sb)
, b ∈ NˆG (42)
donde κMb es el tiempo de maniobra del autobu´s para entrar y salir del puesto de
servicio, κOMb es un margen operacional y κ
PST
b es el tiempo de servicio de pasajeros
requerido para abordar/descender del autobu´s, incluyendo el tiempo de abrir/cerrar
puertas. En casos de paradas lineales en las que el largo de los puestos de servicio
permite ma´s de un a´rea de carga donde dos o ma´s autobuses pueden ser servidos
simulta´neamente, un factor de eficiencia e para el puesto debe ser utilizado, el cual
depende del ma´ximo nu´mero de a´reas de carga sb que es posible asignar.
3.3.1.2. Ciclos de l´ınea y cola de autobuses en las paradas
Asumiendo que n` autobuses han sido asignados a la l´ınea ` del total de p au-
tobuses disponibles y que ellos realizan un total de z` servicios en la l´ınea ` ∈ L,
el factor de carga ρb en la parada b para el sistema L0 de espera sera´ expresado
por la relacio´n entre las llegadas de autobuses por unidad de tiempo y la capacidad
ma´xima efectiva del puesto de servicio o la cantidad ma´xima de servicios del puesto
por unidad de tiempo:
ρb =
Llegada de autobuses por unidad de tiempo
Ma´ximo nu´mero de servicios por unidad de tiempo
, b ∈ NˆG (43)
La llegada de autobuses por unidad de tiempo a la parada b durante un periodo
de H unidades de tiempo debe ser 1H
∑
`∈Lb z
`; sin embargo, el ma´ximo nu´mero
de servicios por unidad de tiempo sera´ sb/κb. El factor de carga sera´ entonces
expresado como:
ρb =
κb
sbH
∑
`∈Lb
z`, b ∈ NˆG (44)
Los ciclos de autobu´s C` en la l´ınea ` ∈ L se obtienen de:
C` = C
0
` +
∑
b∈Π`
(
κb + w
1
b + w
0
b
)
, ` ∈ L (45)
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donde C0 es el resultado del tiempo de viaje libre entre parada y parada. Este
tiempo de viaje libre sera´ representado por t0a en el arco a ∈ A0` , el cual es fijado a
priori. Este arco a = (j`(b), j
′
`(b
′)) va desde la parada b hasta la parada b′. Por lo
tanto, t0a es el tiempo transcurrido comenzando inmediatamente despue´s de dejar
la parada b y hasta llegar a la parada b′, entonces,
C0` =
∑
a∈A0`
t0a, ` ∈ L (46)
Otro supuesto es que los tiempos muertos de los autobuses por cambiar de con-
ductor, etc. durante el horizonte temporal H son realizados en depo´sitos ubicados
fuera de cualquier parada en la red y que los autobuses son retirados de la l´ınea
durante esos tiempos muertos. Esto hace que el tiempo operacional efectivo para
los autobuses asignados a la l´ınea ` ∈ L, H` sea menor o igual que H. La relacio´n
entre el nu´mero de servicios z` y el nu´mero de autobuses n` asignados a la l´ınea
` ∈ L es
n`H` ≥ z`C`, ` ∈ L (47)
3.3.1.3. Ma´ximo flujo de entrada de autobuses en una parada
El ma´ximo flujo de entrada de autobuses que una parada puede ser capaz de servir
es determinado preliminarmente por dos factores. El primer factor es el tiempo de
servicio del autobu´s, el cual depende del flujo de pasajeros que llega a la parada y
el tiempo requerido por los autobuses para acercarse al puesto de servicio ma´s el
tiempo de despeje. El segundo factor es la limitacio´n f´ısica del espacio en el cual
los autobuses pueden hacer cola para alcanzar el puesto de servicio de la parada.
Sin embargo, como en este caso no se considera congestio´n, se asumira´ que no hay
cola de espera en el sistema L0.
El modelo limita el ma´ximo flujo de entrada de autobuses que puedan entrar en la
parada. Se utilizara´ una estimacio´n obtenida por simulacio´n de la relacio´n entre el
promedio del largo de la cola y el ma´ximo largo de la cola que es solo superado un
5 % de las veces. Con ese fin, L0,L1,η0 y η1 se definen como:
– L0: Ma´ximo nu´mero de autobuses permitidos en el espacio L0 (es decir, aque-
llos permitidos en el puesto de servicio).
– L1: Ma´ximo nu´mero de autobuses permitidos en el espacio L1 (es decir, aque-
llos que esta´n a la salida del puesto de servicio y que esperan el reingreso al
tra´fico).
– η0 y η1: Factor de ocupacio´n al 95 % o relacio´n entre el promedio de ocupacio´n
de los espacios L0 y L1 y la ma´xima ocupacio´n alcanzada el 95 % de las veces
(usualmente entre 3 y 4). Un valor de 3 es adoptado.
Aplicando la fo´rmula de Little a ambos sistemas de espera L0 y L1 en la parada
b ∈ NˆG:
(κb + w
0
b )
H
∑
`∈Lb
z` ≤ L
0
η0
, b ∈ NˆG (48)
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w1b
H
∑
`∈Lb
z` ≤ L
1
η1
, b ∈ NˆG (49)
Adema´s, si ρb es el factor de carga por parada, es deseable que ρb < 1. Tomando,
por ejemplo,  = 0.02 o 0.05:
κb
sbH
∑
`∈Lb
z` = ρb ≤ 1− , b ∈ NˆG (50)
En resumen,∑
`∈Lb
z` ≤ Zˆb , H mı´n
{
(1− )sb
κb
,
L0
η0(κb + w0b )
,
L1
η1w1b
}
, b ∈ NˆG (51)
3.3.1.4. Limitaciones en el ma´ximo headway y frecuencias admisibles en
las l´ıneas
Se requiere que las soluciones de este modelo proporcionen una serie de servicios
z` en la l´ınea ` ∈ L de modo que las frecuencias en esa l´ınea caigan dentro de un
rango predeterminado de frecuencias, digamos
[
f, fˆ
]
, siempre que z` > 0. La cota
inferior f para las frecuencias se expresara´ en te´rminos del ma´ximo headway hmax,
es decir, f = H/hmax. Las siguientes restricciones har´ıan cumplir estas condiciones:
z` ≥ λ` H
hmax
, z` ≤ λ`Hfˆ λ` ∈ {0, 1}, ` ∈ L (52)
Claramente, si λ` = 1, se asignara´ un nu´mero positivo de servicios a la l´ınea `, el
headway resultante sera´ H/z` ≥ hmax, y la frecuencia en esta l´ınea no excedera´ fˆ ,
mientras que si λ` = 0, no se asignara´n servicios a la l´ınea.
3.3.2. Tiempo total de espera de los pasajeros en la parada
El tiempo de espera de los pasajeros en la parada para abordar un autobu´s puede
no ser un componente insignificante en el tiempo total de viaje. Es comu´nmen-
te aceptado que los pasajeros que esperan en una parada de autobu´s puedan ser
modelados con un proceso de colas siguiendo las siguientes caracter´ısticas:
(1) Los pasajeros que esperan se encuentran en una cola de servicio en lotes, es
decir, las llegadas de los pasajeros son uno a uno, pero hay un servicio por
lotes para cada llegada de autobu´s a la parada. Por lo general, el tiempo total
utilizado para el servicio de autobu´s es ma´s corto que el tiempo medio entre
llegadas de autobuses en la parada.
(2) El nu´mero de pasajeros que se puede asignar en cada autobu´s que llega es una
variable aleatoria que es independiente del nu´mero de pasajeros que esperan
al momento de la llegada.
La llegada de los pasajeros a las paradas de autobu´s se ha adoptado como poisso-
niana. En el contexto de la teor´ıa de colas el modelo ma´s adecuado parece ser el
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M/G[Y ]/s. Mediante simulacio´n se han examinado diversas distribuciones de proba-
bilidad para los tiempos entre llegadas de servidores. En general, se ha encontrado
que la respuesta es parecida a la que proporciona el cla´sico modelo M/M [Y ]/1, es
decir, llegadas de pasajeros poissonianas con tasa λ pasajeros por unidad de tiem-
po, llegadas de autobuses poissonianas con tasa µ y un solo puesto de servicio para
los autobuses, s = 1. En este caso, el tiempo promedio de espera por pasajero ϕ
para una l´ınea de autobu´s en una parada viene dado como una funcio´n del factor
de carga % de la cola de la forma:
ϕ(%) = P0ξ(%) (53)
donde P0 es el tiempo de espera en la parada de autobu´s por servicio y pasajero en
una situacio´n sin congestio´n y ξ(%) es una funcio´n creciente y convexa del factor de
carga % en la parada o el cociente entre la tasa de llegadas de pasajeros y la tasa de
pasajeros que pueden aligerar los servidores que llegan a la parada. P0 depende de la
media y desviacio´n del tiempo entre llegadas de autobuses, h y σ, respectivamente:
P0 =
h
2
(
1 +
σ2
h2
)
(54)
De acuerdo a las investigaciones realizadas en [8], el coeficiente de variacio´n χ = σ/h
se asumira´ fijo a priori en el intervalo [0.40, 0.74].
Para una l´ınea ` ∈ L y una parada de autobu´s b ∈ Π`, sea a = a(`, b) el corres-
pondiente arco de la red expandida. El tiempo promedio entre llegadas sera´ H/z`.
El factor de carga %a para la cola de pasajeros dispuestos a abordar servicios de la
l´ınea ` estara´ dado como una funcio´n de los flujos en los arcos de la red expandida
por
%a(v, z) =
va
cz` − vx(a) , a = a(`, b), b ∈ Π`, ` ∈ L (55)
donde v =
∑
ω∈W v
ω . As´ı, %a(v, z) es la relacio´n entre el flujo promedio de abordaje
de la l´ınea ` en la parada b y el promedio de la capacidad disponible por servicio
durante el periodo H. Impl´ıcitamente, se asume que %a < 1. En la relacio´n (55), cz
`
es la capacidad total ma´xima de la l´ınea durante el periodo H, siendo c la ma´xima
capacidad media de los autobuses.
El tiempo promedio de cola ϕa(v, z) por pasajero esperando en la parada vendra´
dado por
ϕa(v, z) =
H
2τ `
(1 + χ2a)ξa(%a) (56)
donde τ ` = ma´x
{
n
c`
∑
ω∈W gω, H/hmax
}
, ` ∈ L.
Por consiguiente, si a = a(`, b), el tiempo total que los pasajeros esperan para
abordar una l´ınea, ζa, sera´ expresado como
ζa = vaϕa(v, z) = vaPaξa
(
va
cz` − vx(a)
)
(57)
Si la funcio´n de demora ζa(·) es no decreciente y convexa en [0,1], entonces la funcio´n
ϕa es convexa en la regio´n de R2 dada por va + vx(a) ≤ cz`, va ≥ 0, vx(a) ≥ 0 y
por lo tanto se puede aproximar mediante un conjunto finito de planos tangentes a(
ϕ(va, vx(a)), va, vx(a)
)
en R3.
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Si ϕ
(k
a = ϕ
(
v
(k
a , 0
)
, ϕˆ
(k
a = ∇vaϕ
(
v
(k
a , 0
)
, ϕ
(k
x(a) = ∇vx(a)ϕ
(
v
(k
a , 0
)
con
(
v
(k
a , 0
)
∈ S1
entonces la aproximacio´n de ϕ en una malla de puntos convenientes puede hacerse
mediante la funcio´n ψ, tambie´n convexa:
ψ(va, vx(a)) = ma´x
0≤k≤nϕ−1
{
ϕ(ka + ϕˆ
(k
a
(
va − v(ka
)
+ ϕˆ
(k
x(a)vx(a)
}
(58)
Las demoras de los pasajeros en el modelo se incluira´n de la siguiente forma al
conjunto de restricciones:
Pa
(− cβ˜kz` + β˜kvx(a) + γ˜kva) ≤ ζa, 0 ≤ k ≤ nϕ − 1 (59)
o equivalentemente,
β˜a,kvx(a) + γ˜a,kva ≤ ζa
Pa
+ c`β˜a,kz
`,
a = a(`, b), b ∈ Π`, ` ∈ L, 0 ≤ k ≤ nϕ − 1
(60)
Los coeficientes β˜a,k, γ˜a,k en la anterior restriccio´n son:
β˜a,k = %
2
a,kξ
′(%a,k)
γ˜a,k = ξ
(
%a,k
)
+ %a,kξ
′(%a,k)
a = a(`, b), b ∈ Π`, ` ∈ L, 0 ≤ k ≤ nϕ − 1
(61)
Mediante simulaciones se ha calculado una tabla de coeficientes β˜a,k, γ˜a,k a trave´s
de aproximaciones en diferencias finitas, la cual se encuentra en el Ape´ndice A.
3.3.3. Modelado de capacidad finita para pasajeros esperando en una
parada de autobu´s
Tambie´n se debe tener en cuenta la capacidad limitada de las paradas para aco-
modar las colas de los pasajeros que esperan abordar los autobuses. Supongamos
que Nˆpaxb es la cantidad ma´xima de pasajeros que la parada de autobu´s b ∈ NˆG
puede acomodar. Se supone que puede haber una cola de pasajeros para cada una
de las l´ıneas que se detienen en la parada. La suma de las longitudes de cola co-
rrespondientes no puede exceder la capacidad Nˆpaxb de la parada, al menos durante
una gran fraccio´n α del tiempo (digamos α = 0.95). La aplicacio´n de la fo´rmula de
Little a la cola de los pasajeros que esperan autobuses de la l´ınea ` en la parada de
autobu´s b ∈ Π` lleva a la siguiente fo´rmula:
va
H
ξa = n° pax. medio en cola asociado al arco a, a = a(b, `), b ∈ Π`, ` ∈ L (62)
Sea ηb la relacio´n entre la longitud de la cola excedida en solo una fraccio´n 1−α de
las veces y la longitud promedio de la cola para la parada del bus b ∈ NˆG. El modelo
1S =
{
(v
(k
a , 0) ∈ R2|v(ka ∈
[
0, cz`
[
, 0 ≤ k ≤ nϕ − 1
}
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requiere que la suma de todas las longitudes de cola no exceda la capacidad de una
parada Nˆpaxb durante una fraccio´n α del tiempo bajo las siguientes restricciones:∑
`∈L
ζa(`,b) ≤ H
ηb
Nˆpaxb , b ∈ NˆG (63)
3.4. Problema de programacio´n matema´tica
Los tiempos en los arcos del grafo expandido vendra´n dados por las funciones Ta.
Los tiempos totales de espera en las colas de pasajeros en las estaciones se suponen
que vendra´n dados por funciones ζa(`,b). El tiempo total de viaje sobre la red vendra´
dado por: ∑
a∈A
vaTa +
∑
`∈L
∑
b∈Π`
ζa(b,`) (64)
El primer te´rmino en (64) se corresponde con todos los tiempos en los arcos del
grafo expandido con la exclusio´n de los tiempos de espera en cola de los pasajeros
en las estaciones, componente que aparece en el segundo te´rmino.
La funcio´n objetivo del modelo consistira´ en dos te´rminos: el primero comprendera´
los costes de operacio´n de los servicios z` a la l´ınea ` ∈ L ma´s los costes de alquiler
correspondientes a asignar n` buses a la l´ınea ` ∈ L; el segundo te´rmino se corres-
pondera´ con una valoracio´n econo´mica del tiempo total de los usuarios de θ e/u.
de tiempo.
El modelo formulado a continuacio´n corresponde a un problema de programacio´n
matema´tica lineal entero-mixto. La simplificacio´n aplicada al modelo presentado
en [8] es que las variables que deber´ıan depender del volumen de pasajeros en los
arcos del grafo v y la cantidad de servicios asignados z, se han fijado a priori, es
decir, son constantes, tales como los ciclos de l´ınea C`, el tiempo total en los arcos
Ta, el tiempo por pasajero y servicio en cada parada Pa, el ma´ximo nu´mero de
servicios permitidos en la parada Zˆb, el tiempo de servicio en las paradas κb y el
tiempo en cola en el espacio L0 de los autobuses en las paradas w0b .
Las restricciones en el modelo M0 se han derivado en subsecciones anteriores y se
explicara´n brevemente aqu´ı. Las restricciones A1 y A2 (ve´anse (41) y (47)) relacionan
la disponibilidad de unidades de autobu´s, su asignacio´n a l´ıneas de autobu´s y el
nu´mero de servicios que la flota asignada a una l´ınea debe realizar en esa l´ınea. Las
restricciones A3 y A4 se derivan en la seccio´n 3.3.1.4 (ver (52)), y su propo´sito es
que, si una o ma´s unidades de autobu´s esta´n asignadas a una l´ınea, entonces las
frecuencias en esa l´ınea deben estar dentro del intervalo [H/hmax, fˆ ]. La factibilidad
de los flujos de pasajeros segu´n las demandas en el grafo expandido se expresa
mediante la restriccio´n B1 (ver (40)). La restriccio´n Qb1, como se deriva en la seccio´n
3.3.1.3 (ver (51)), es una limitacio´n en el flujo de entrada total que una parada
de autobu´s puede admitir para no superar la relacio´n de servicios que permite el
tiempo de servicio de autobu´s. La restriccio´n Qp1 expresa la limitacio´n impuesta
por la capacidad total de la l´ınea cz` y el flujo de pasajeros en esa l´ınea en una
estacio´n. La restriccio´n Qp2, como se deriva en la seccio´n 3.3.3 (ver (63)), tiene el
propo´sito de limitar la longitud de cola de los pasajeros que esperan en una parada
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de autobu´s de acuerdo con el espacio disponible all´ı. Finalmente, la restriccio´n Qp3,
como se deriva en la seccio´n 3.3.2 (ver (60)), corresponde a las demoras de los
pasajeros.
[M0] mı´n
n,z,λ,v,ζ
∑
`∈L
(
ς`n` + γ`z`
)
+ θ
∑
a∈A
vaTa + θ
∑
`∈L
∑
b∈Π`
ζa(`,b)
A1 s.a:
∑
`∈L
n` ≤ p
A2 n`H` ≥ z`C`, ` ∈ L
A3 z` ≤ λ`Hfˆ, ` ∈ L
A4 z` ≥ λ` H
hmax
, ` ∈ L
B1 v ∈ V
Qb1
∑
`∈Lb
z` ≤ Zˆb, b ∈ NˆG
Qp1 va + vx(a) ≤ cz`
Qp2
∑
`∈L
ζa(`,b) ≤ H
ηb
Nˆpaxb
Qp3 β˜a,kvx(a) + γ˜a,kva ≤ ζa
Pa
+ c`β˜a,kz
`, 0 ≤ k ≤ nϕ − 1
Qp4 ζa ≥ 0
a = a(`, b), b ∈ Π`, ` ∈ L en Qp1 a Qp4
Def. var. n` ∈ Z+, z` ∈ Z+, λ` ∈ {0, 1}, ` ∈ L
Cap´ıtulo 4
Aplicacio´n de los me´todos de des-
composicio´n
En este cap´ıtulo se aplican los me´todos estudiados en el cap´ıtulo 2 para resolver el
modelo M0 presentado en el cap´ıtulo 3.
4.1. Modelo relajado
En el problema de programacio´n M0 las restricciones dif´ıciles (o complicadas) co-
rresponden a las restricciones de capacidad Qp1 y de demora de los pasajeros Qp3,
dado que dependen tanto del flujo de pasajeros, que es una variable continua, como
de la cantidad se servicios, que es una variable entera. Los multiplicadores de La-
grange para Qp1 y Qp3 sera´n µˆ`a y µ˜
`
a,k, a = a(`, b), b ∈ Π`, ` ∈ L, 0 ≤ k ≤ nϕ − 1,
respectivamente. Es por esto, que el problema relajado, a trave´s del LR, queda de
la siguiente forma.
[M0LR] mı´n
n,z,λ
v,ζ,µˆ,µ˜
w
(
µˆ`a, µ˜
`
a,k
)
=
∑
`∈L
(
ς`n` + γ`z`
)
+ θ
∑
a∈A
vaTa + θ
∑
`∈L
∑
b∈Π`
ζa(`,b)
−
∑
`∈L
∑
a=a(`,b),
b∈Π`
µˆ`a
(
c`z` − va − vx(a)
)
−
∑
`∈L
∑
a=a(`,b),
b∈Π`
∑
0≤k≤nϕ−1
µ˜`a,k
(
ζa
Pa
+ c`β˜a,kz
`
)
+
∑
`∈L
∑
a=a(`,b),
b∈Π`
∑
0≤k≤nϕ−1
µ˜`a,k
(
β˜a,kvx(a) + γ˜a,kva
)
s.a: A1, A2, A3, A4, B1, Qb1, Qp2, Qp4 en M0
n` ∈ Z+, z` ∈ Z+, λ` ∈ {0, 1}, ` ∈ L
µˆ`a ≥ 0, µ˜`a,k ≥ 0, a = a(`, b), b ∈ Π`, ` ∈ L, 0 ≤ k ≤ nϕ − 1
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Se puede observar que el modelo M0LR es separable, es decir, se puede dividir en
subproblemas. En este caso, se puede dividir en un subproblema entero LRz que
contenga a las variables enteras n`, z` y λ`, y en dos subproblemas continuos LRv
y LRζ , que contengan las variables de flujo va y el las variables de tiempo de espera
ζa, respectivamente, como se muestra a continuacio´n.
[LRz] mı´n
n,z,λ
∑
`∈L
(
ς`n` + γ`z`
)
−
∑
`∈L
∑
a=a(`,b),
b∈Π`
µˆ`(ja c
`z`
−
∑
`∈L
∑
a=a(`,b),
b∈Π`
∑
0≤k≤nϕ−1
µ˜
`(j
a,kc
`β˜a,kz
`
s.a: A1, A2, A3, A4, Qb1 en M0
[LRv] mı´n
v
θ
∑
a∈A
vaTa
+
∑
`∈L
∑
a=a(`,b),
b∈Π`
µˆ`(ja
(
va + vx(a)
)
+
∑
`∈L
∑
a=a(`,b),
b∈Π`
∑
0≤k≤nϕ−1
µ˜
`(j
a,k
(
β˜a,kvx(a) + γ˜a,kva
)
s.a: B1 en M0
[LRζ ] mı´n
ζ
θ
∑
`∈L
∑
b∈Π`
ζa(`,b)
−
∑
`∈L
∑
a=a(`,b),
b∈Π`
∑
0≤k≤nϕ−1
µ˜
`(j
a,k
ζa
Pa
s.a: Qp2, Qp4 en M0
µˆ
`(i
a y µ˜
`(i
a,k son las i-e´simas soluciones obtenidas del proceso iterativo correspondiente
y son un para´metro de entrada.
4.2. Resolucio´n de M0LR mediante el me´todo del
Subgradiente
Se puede observar que, dado que los multiplicadores de Lagrange se fijan a priori,
LRv puede ser resuelto mediante el algoritmo de Camino mı´nimo.
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Habitualmente se les da valor cero a los multiplicadores de Lagrange, aunque a veces
puede ser conveniente asignar un valor relacionado con el problema a resolver. En
este caso, se inicializara´n en cero.
El algoritmo para resolver el modelo mediante el me´todo del subgradiente se pre-
senta a continuacio´n.
Algoritmo 3 Resolver M0LR mediante el Me´todo del Subgradiente
1: Hacer j = 0, µˆ
`,(j
a = 0 y µ˜
`,(j
a,k = 0, a = a(`, b), b ∈ Π`, ` ∈ L, 0 ≤ k ≤ nϕ − 1
2: Resolver MPM0 y obtener Z
(j
mp, µˆ
`(j
a y µ˜
`(j
a,k, a = a(`, b), b ∈ Π`, ` ∈ L,
0 ≤ k ≤ nϕ − 1
3: Resolver LRz y obtener n
`(j+1, z`(j+1, λ`(j+1, ` ∈ L
4: Resolver LRζ y obtener ζ
(j+1
a(`,b), b ∈ Π`, ` ∈ L
5: Resolver LRv mediante “Camino mı´nimo” y obtener v
(j+1
a , a ∈ A
6: Calcular los subgradientes de Qp1 y Qp3, gˆ y g˜ respectivamente:
gˆ`,(ja = z
`c` − va − vx(a) (65)
g˜
`,(j
a,k =
ζa
Pa
+ c`β˜a,kz
` − β˜a,kvx(a) − γ˜a,kva (66)
a = a(`, b), b ∈ Π`, ` ∈ L, 0 ≤ k ≤ nϕ − 1
7: Si relgap(j ≤ ε entonces STOP, donde
gap(j =
∑
`∈L
∑
a=a(`,b),
b∈Π`
µˆ`,(ja gˆ
`,(j
a +
∑
`∈L
∑
a=a(`,b),
b∈Π`
∑
0≤k≤nϕ−1
µ˜
`,(j
a,k g˜
`,(j
a,k (67)
relgap(j =
gap(j
‖(µˆ`,(ja , µ˜`,(ja,k )‖‖(gˆ`,(ja , g˜`,(ja,k )‖+ 
(68)
8: Calcular la longitud de paso α(j
9: Calcular µˆ
`,(j+1
a = ma´x
{
0, µˆ
`,(j
a − α(j gˆ`,(ja
}
10: Calcular µ˜
`,(j+1
a,k = ma´x
{
0, µ˜
`,(j
a,k − α(j g˜`,(ja,k
}
11: Hacer j = j + 1 y volver al paso 2.
Ambos me´todos planteados en [14] y mencionados en la seccio´n 2.3.1 sera´n utiliza-
dos para calcular la longitud de paso en el paso 7.
4.3. Resolucio´n de M0LR mediante el algoritmo de
Cutting Plane
El SP de M0LR corresponde a los subproblemas LRz, LRv y LRζ . Al igual que en el
me´todo de subgradiente, el problema LRv se resolvera´ por el algoritmo de camino
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mı´nimo. El MP queda expresado de la siguiente forma, donde n(i, z(i, λ(i, v(i y ζ(i
corresponden a la solucio´n del i-e´simo SP y j es el nu´mero de cortes.
[MPM0] ma´x
x,µˆ,µ˜
Zmp
s.a Zmp ≤
∑
`∈L
(
ς`n`(i + γ`z`(i
)
+ θ
∑
a∈A
v(ia Ta + θ
∑
`∈L
∑
b∈Π`
ζ
(i
a(`,b)
−
∑
`∈L
∑
a=a(`,b),
b∈Π`
µˆ`a
(
c`z`(i − v(ia − v(ix(a)
)
−
∑
`∈L
∑
a=a(`,b),
b∈Π`
∑
0≤k≤nϕ−1
µ˜`a,k
(
ζ
(i
a
Pa
+ c`β˜a,kz
`(i − β˜a,kv(ix(a) − γ˜a,kv(ia
)
i = 0, . . . , j
µˆ`a ≥ 0, µ˜`a,k ≥ 0, a = a(`, b), b ∈ Π`, ` ∈ L, 0 ≤ k ≤ nϕ − 1
El algoritmo de Cutting Plane de Dantzig para resolver M0LR queda de la siguiente
forma.
Algoritmo 4 Resolver M0LR mediante el algoritmo Cutting Plane de Dantzig
1: Hacer j = 0. Encontrar una solucio´n factible inicial n(0, z(0, λ(0, v(0, ζ(0
2: Resolver MPM0 y obtener Z
(j
mp, µˆ
`(j
a y µ˜
`(j
a,k, a = a(`, b), b ∈ Π`, ` ∈ L,
0 ≤ k ≤ nϕ − 1
3: Resolver LRz y obtener n
`(j+1, z`(j+1, λ`(j+1, ` ∈ L
4: Resolver LRζ y obtener ζ
(j+1
a(`,b), b ∈ Π`, ` ∈ L
5: Resolver LRv mediante “Camino mı´nimo” y obtener v
(j+1
a , a ∈ A
6: Obtener w
(
µˆ
`(j
a , µ˜
`(j
a,k
)
7: if
(
Z
(j
mp ≤ w
(
µˆ
`(j
a , µ˜
`(j
a,k
)) ∨(Z(jmp−w(µˆ`(ja ,µ˜`(ja,k)
w
(
µˆ
`(j
a ,µ˜
`(j
a,k
) ≤ εmp) then
8: STOP
9: else
10: Agregar un nuevo corte a MPM0
11: Hacer j = j + 1 e ir al paso 2
12: end if
Los procedimientos utilizados para acelerar el algoritmo anterior se explicaron en
la seccio´n 2.4.3.
4.3.1. Obtencio´n de una solucio´n factible inicial
La forma ma´s sencilla de obtener una solucio´n factible inicial es calcular el vo-
lumen de pasajeros suponiendo que todos los desplazamientos se realizan a pie, a
trave´s de los correspondientes arcos de la red, por lo que no se necesitan autobuses
y no habra´ esperas en las paradas, entonces el resto de variables del modelo M0
sera´n cero.
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4.3.2. Recuperacio´n de la solucio´n primal
Para recuperar la solucio´n primal de M0 ser´ıa conveniente seguir el procedimiento
explicado en la seccio´n 2.4.2. Sin embargo, este procedimiento funciona correcta-
mente solo con problemas lineales, y dado que el modelo M0 contiene variables
enteras y binarias, se ha hecho una modificacio´n.
Lo que se hace principalmente es agregar las restricciones
∑j
i=0 α
(i = 1, α(i ≥ 0,
donde j es el nu´mero de cortes, al modelo M0 y las variables continuas, flujos de
pasajeros v y tiempos de espera ζ, son reformulados de la siguiente forma
v˜a =
j∑
i=0
α(ivˆ(ia , a ∈ A
ζ˜a(`,b) =
j∑
i=0
α(iζˆ
(i
a(`,b), b ∈ Π`, ` ∈ L
donde vˆ(i y ζˆ(i son las soluciones del i-e´simo SP, y por lo tanto se eliminan las
restricciones B1 y Qp2. De esta forma, el nuevo modelo tendra´ como variables a
α, z, n y λ. El modelo a resolver queda representado en [M0rec].
[M0rec] mı´n
α,n,z,λ
∑
`∈L
(
ς`n` + γ`z`
)
+ θ
∑
a∈A
v˜aTa + θ
∑
`∈L
∑
b∈Π`
ζ˜a(`,b)
s.a: A1, A2, A3, A4, Qb1 en M0
Qp1’ v˜a + v˜x(a) ≤ cz`
Qp3’ β˜a,kv˜x(a) + γ˜a,kv˜a ≤ ζ˜a
Pa
+ c`β˜a,kz
`, 0 ≤ k ≤ nϕ − 1
Qp4’ ζ˜a ≥ 0
R1 v˜a =
j∑
i=0
α(ivˆ(ia , a ∈ A
R2 ζ˜a =
j∑
i=0
α(iζˆ(ia
R3
j∑
i=0
α(i = 1, α(i ≥ 0
a = a(`, b), b ∈ Π`, ` ∈ L en Qp1’, Qp3’, Qp4’ y R2
Def. var. n` ∈ Z+, z` ∈ Z+, λ` ∈ {0, 1}, ` ∈ L

Cap´ıtulo 5
Resultados nume´ricos
En este cap´ıtulo se presentan los resultados obtenidos al resolver el modelo M0 por
los me´todos de descomposicio´n propuestos, as´ı como la comparacio´n entre ellos y
su efectividad.
5.1. Casos de estudio
Para ilustrar el comportamiento del modelo y los me´todos propuestos para resolver-
lo, se han utilizado dos casos de prueba, uno de taman˜o pequen˜o y otro de taman˜o
mediano, que corresponden a las mismas redes estudiadas en [8]. Se tratan de una
propuesta de disen˜o pensadas como sustitucio´n en caso de una interrupcio´n del
sistema de transporte.
La red de taman˜o pequen˜o se ubica en la ciudad de Madrid, durante la interrupcio´n
del corredor ferroviario del Paseo de La Castellana, mientras que la de taman˜o
mediano se ubica en Barcelona, durante la interrupcio´n de la l´ınea 1 del metro
(desde las estaciones Plac¸a d’Espanya hasta Clot). En la Tabla 1 se presentan las
caracter´ısticas de cada una de ellas, as´ı como el nu´mero de variables y restricciones
para el modelo M0.
La tabla de viajes origen-destino, con ma´s de 37.000 pasajeros en un per´ıodo punta
de tres horas, para el corredor de Madrid y la l´ınea de metro de Barcelona, aparecen
en la Tablas 9 y 10 (Ape´ndice B), respectivamente.
La Figura 5 muestra una representacio´n esquema´tica del disen˜o del Paseo de la
Castellana en Madrid, donde se pretende que funcione el sistema, y la Figura 6
muestra un esquema de las arterias principales donde el sistema puede operar en
Barcelona (Gran Vı´a de les Corts Catalanes, Av. Meridiana, as´ı como algunas calles
menores).
Ambas redes de autobuses expandidas contienen un conjunto de enlaces AG (como
se define en (36)) para el movimiento de pasajeros realizado fuera de la red de
autobuses (acceso desde estaciones interrumpidas a paradas de autobu´s, transfe-
rencias entre l´ıneas de autobu´s, partes del viaje realizadas a pie). Este conjunto de
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Tabla 1. Para´metros de las redes estudiadas
Red L´ıneas Paradas Nodos Arcos Pares O-D Centroides Viajes Var. Rest.
Madrid 20 6 118 240 12 4 37000 1318 1449
Barcelona 48 17 310 640 88 10 37992 7328 5599
Figura 5. (Arriba) Representacio´n esquema´tica de la distribucio´n del Paseo de la Castellana en
Madrid. (Abajo) Representacio´n del subgrafo (NG, AG) para movimientos de pasajeros fuera de
las l´ıneas de extensio´n de autobuses. Las paradas de autobuses en Recoletos y Nuevos Ministerios
se han reflejado a ambos lados del Paseo de la Castellana
Figura 6. (Arriba) Representacio´n esquema´tica de la l´ınea 1 del metro en Barcelona. (Abajo)
Representacio´n del subgrafo (NG, AG) para los movimientos de pasajeros fuera de la extensio´n de
l´ıneas de autobu´s. Excluyendo Plac¸a d’Espanya y Clot, todas las estaciones de autobuses se han
duplicado en ambos lados de la l´ınea.
enlaces AG se representa en la parte inferior de las Figs. 5 y 6. En ambos casos las
estaciones interrumpidas se muestran como nodos marcados con una cruz.
En ambas redes de prueba, (a) se han asumido unidades de autobuses con una
capacidad de 100 pasajeros; (b) el per´ıodo de tiempo considerado es un per´ıodo
ma´ximo de H = 180 minutos; (c) el tiempo de servicios en las paradas κb se ha
establecido en 45 segundos; (d) el valor del tiempo θ se ha supuesto que es 0.081
e/min; y (e) las distancias entre paradas de autobu´s se han estimado de manera
realista y se ha supuesto que existen carriles de autobuses apropiados para mantener
los autobuses funcionando a una velocidad promedio de 26 km/h entre paradas de
autobu´s.
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5.1.1. Implementacio´n
Los algoritmos de descomposicio´n han sido implementados en AMPL, usando CPLEX
12.5.0.0 como solver. El algoritmo de camino mı´nimo se ha desarrollado en lenguaje
C, mediante la plataforma Visual Studio 2010.
Las pruebas se han ejecutado en un ordenador con procesador x64 Intel(R) Xeon(R)
de 2.4GHz y con 48 Gb de RAM, SO Windows Server 2012 Standard.
5.2. Resultados de aplicar el Me´todo del Subgra-
diente
En la Figura 7 se muestra la convergencia del gap relativo para 3.000 iteraciones, de
acuerdo a la ecuacio´n (29), cuando se resuelve el problema M0 mediante el me´todo
del Subgradiente. Los gra´ficos superiores corresponden a los resultados obtenidos
al actualizar los multiplicadores de Lagrange con el me´todo del MSWA (ver (26)) y
los gra´ficos inferiores corresponden a la actualizacio´n mediante el me´todo de media
autorregulada (ver (27) y (28)). Para el me´todo MSWA d = 2 y para el me´todo de
media autorregulada el valor de los para´metros es Γ = 1.9 y γ = 0.01.
Teo´ricamente el gap relativo deber´ıa converger a cero, sin embargo, se puede ob-
servar en la Figura 7 que para ninguno de los dos casos ocurre. De acuerdo a [18],
cuando existen o´ptimos alternativos el me´todo del Subgradiente es inestable, en el
sentido de que para diferentes puntos iniciales puede converger a diferentes solucio-
nes e incluso puede no estar garantizada la convergencia. Este tipo de problemas
pueden ser resueltos mediante un me´todo de regularizacio´n, que ser´ıa interesante
analizar en futuras investigaciones.
(a) Madrid (b) Barcelona
Figura 7. relgap obtenido mediante el me´todo del Subgradiente para ambas redes de acuerdo al
me´todo utilizado para actualizar los multiplicadores de Lagrange
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En conclusio´n, este me´todo no es el adecuado para resolver el modelo M0, inde-
pendientemente del me´todo que se utilice para actualizar los multiplicadores de
Lagrange.
5.3. Resultados de aplicar el Algoritmo de Cutting
Plane de Dantzig
A continuacio´n se presentan los resultados obtenidos al aplicar el algoritmo de
Cutting Plane de Dantzig y los me´todos de aceleracio´n, explicados en la Seccio´n
4.3, para resolver el modelo M0 en ambas redes.
En las Tablas 2 y 3 las etiquetas de la filas corresponden a los me´todos aplicados.
La fila “CP” corresponde a los resultados con el algoritmo sin aceleracio´n. La fila
“CP + MSWA” corresponde a los resultados obtenidos de aplicar el me´todo MSWA
para actualizar los mu´ltiplicadores de Lagrange y acelerar el algoritmo (ver Seccio´n
2.4.3). Por u´ltimo, la fila “CP + acel.” corresponde a los resultados obtenidos al
aplicar la aceleracio´n presentada en la Figura 1 (Seccio´n 2.4.3).
Adema´s, en ambas tablas la columna “# iter” corresponde a la cantidad de ite-
raciones requeridas por el me´todo para lograr un relgap ≤ εmp. La columna “T.
ejec.” corresponde al tiempo de ejecucio´n de todo el proceso iterativo. Las colum-
nas “Zmp” y “w(µ)” muestran el valor de la funcio´n objetivo del MP y del SP en
la u´ltima iteracio´n, respectivamente. La columna “relgap” muestra el gap relativo
alcanzado en la u´ltima iteracio´n, de acuerdo a la Eq. (31). Las columnas “f (k”
y “f∗rec” presentan el valor de la funcio´n objetivo de M0 en la u´ltima iteracio´n y
en la recuperacio´n de la solucio´n primal, respectivamente. Por u´ltimo, la columna
“ % a pie” muestra el porcentaje de viajes que se realizan a pie de acuerdo a los
resultados de la recuperacio´n.
La tolerancia exigida εmp para el gap relativo es 0.01 y 0.05, para el caso de Madrid
y Barcelona, respectivamente. Con respecto a la solucio´n factible inicial (ver Seccio´n
4.3.1), el costo total por enviar a todos los pasajeros a pie es f (0 = 237323.68 y
f (0 = 150330, 61, respectivamente. Para ambos casos en el me´todo de aceleracio´n
K = 40 y S = 3 y en el me´todo MSWA d = 2. Adema´s, se establecio´ un l´ımite de
2000 iteraciones en todas las ejecuciones.
En los resultados presentados en las Tablas 2 y 3 se puede observar que en am-
bos casos la aplicacio´n del me´todo MSWA para actualizar los multiplicadores de
Lagrange es el ma´s eficiente, dado que es el u´nico que realmente acelera el algorit-
mo de Cutting Plane. Adema´s, la solucio´n final f∗rec no se ve demasiado afectada,
con respecto al resultado del algoritmo sin aceleracio´n, y su tiempo de ejecucio´n es
razonable.
Con respecto a los resultados con la aplicacio´n del me´todo de aceleracio´n, para la red
de Madrid se puede apreciar que se logra la condicio´n del relgap < 0.01 a casi 500
iteraciones ma´s que sin utilizar ningu´n me´todo de aceleracio´n, obteniendo resultados
similares. Adema´s, para la red de Barcelona no se alcanza un relgap < 0.05 antes de
las 2000 iteraciones, aunque el resultado en ese punto es similar a los obtenidos sin
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Tabla 2. Resultados de resolver el modelo M0 mediante Cutting Plane y los me´todos de acele-
racio´n para la red de Madrid
Algoritmo # iter. T. ejec. Zmp w(µ) relgap f
(k f∗rec % a pie
CP 937 24 min. 167518.60 166067.30 0.0087 159820.21 175897.29 56.84
CP + MSWA 644 11 min. 167538.39 165983.94 0.0094 147844.44 176321.89 56.61
CP + acel. 1441 1.33 h. 167608.09 165956.78 0.01 138523.12 176150.79 57.92
Tabla 3. Resultados de resolver el modelo M0 mediante Cutting Plane y los me´todos de acele-
racio´n para la red de Barcelona
Algoritmo # iter. T. ejec. Zmp w(µ) relgap f
(k f∗rec % a pie
CP 1598 4.5 h 102412.97 97806.21 0.0471 122372.28 103866.20 39.47
CP + MSA 878 1.33 h 102591.52 97754.18 0.0495 138382.84 104573.30 39.32
CP + acel. 2000 11.33 h 102513.02 91894.26 0.1156 159148.92 103876.12 39.78
Figura 8. Tiempo de ejecucio´n (seg.) del MP y SP para el me´todo de aceleracio´n del Cutting
Plane para las redes de Madrid (izquierda) y Barcelona (derecha)
me´todo de aceleracio´n y con MSWA. Analizando los resultados, el mı´nimo relgap
alcanzado para la red de Barcelona fue a las 1875 iteraciones, con un relgap = 0.051
y una solucio´n final f∗rec = 103968.07, por lo que no hay una importante mejora
con ma´s iteraciones. Pese a que el me´todo intenta reducir la cantidad de cortes en
ciertas iteraciones y el tiempo de resolucio´n del MP, el MP puede llegar a resolverse
hasta cuatro veces, por lo que el tiempo de ejecucio´n vuelve a aumentar. En la
Figura 8 se muestra este feno´meno.
La lentitud de la resolucio´n mediante el me´todo de aceleracio´n tambie´n se puede
evidenciar en las Figuras 9 y 10, dado que los valores del MP y del SP son muy
inestables a lo largo de todo el proceso iterativo, as´ı como el relgap.
En la Figura 9 se muestra la convergencia de los tres me´todos para ambos casos
de estudio. Se puede ver que para la red de Madrid sobre las 300 iteraciones los
valores Zmp y w(µ) comienzan a ser muy cercanos, pero la tendencia a ser iguales es
lenta. En cambio, para la red de Barcelona el gap entre estos valores se reduce muy
lentamente en cada iteracio´n, e incluso para los casos de resolucio´n sin aceleracio´n
y con MSWA, el valor del SP tiene una importante ca´ıda en las u´ltimas iteraciones,
pero se recupera ra´pidamente.
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(a) Madrid (b) Barcelona
Figura 9. Convergencia del MP (Zmp) y del SP (w(µ)) para ambas redes mediante los me´todos
de resolucio´n CP: Cutting Plane puro; CP+MSWA: Cutting Plane ma´s actualizacio´n de multipli-
cadores por el me´todo MSWA; CP+acel: Cutting Plane ma´s aceleracio´n
Figura 10. relgap (en escala logar´ıtmica) para la red de Madrid (izquierda) y Barcelona (derecha)
mediante los me´todos de resolucio´n CP: Cutting Plane puro; CP+MSWA: Cutting Plane ma´s
actualizacio´n de multiplicadores por el me´todo MSWA; CP+acel: Cutting Plane ma´s aceleracio´n
La Figura 10 complementa los ana´lisis anteriores de que, tanto para la red de
Madrid como para la de Barcelona, el mejor me´todo de resolucio´n para el modelo
M0 es aplicando la actualizacio´n de los multiplicadores de Lagrange con el me´todo
MSWA al Cutting Plane. Por esto que en las Tablas 4 y 5 se presentan los resultados
obtenidos con este me´todo.
En la Tabla 4 la primera columna “L´ınea `” corresponde a las l´ıneas seleccionadas
para operar en el sistema de extensio´n. Las columnas “From” y “To” indican el
origen y destino de la l´ınea `, respectivamente. Las columnas “T. Cola” denotan
el tiempo medio de espera de los pasajeros hasta que toman un autobu´s de la l´ınea
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` en las estacio´n From y To, respectivamente. Las columnas “Occ-” y “Occ+”
denotan la relacio´n entre el flujo de pasajeros y la capacidad de pasajeros en l´ınea
en direccio´n From a To y en la direccio´n opuesta, respectivamente. “n`” indica el
nu´mero de veh´ıculos asignados y “z`” el nu´mero de servicios llevados a cabo por la
l´ınea ` durante el horizonte de tiempo. “C`” indica la duracio´n del ciclo y por u´ltimo
“head.” indica el tiempo promedio entre llegadas de autobuses en una parada de
la l´ınea. Por brevedad, solo se presentan las u´ltimas cuatro columnas para la red
de Barcelona en el la tabla 5, dado que de 48 l´ıneas, 43 son seleccionadas.
Para la red de Madrid, de 20 l´ıneas posibles, el me´todo con MSWA selecciona 11,
aunque solo tres de ellas (L4A, L8 y L9) tienen un importante nu´mero de veh´ıculos y
servicios asignados y con los menores headway. Se observa adema´s, que varias de las
l´ıneas seleccionadas tienen el mismo (o similar) recorrido, por lo que esta solucio´n
no es pra´ctica en te´rminos de implementacio´n. Esto ocurre porque la recuperacio´n
de la solucio´n primal considera todas las soluciones del proceso iterativo.
En el caso de la red de Barcelona, la solucio´n tampoco es pra´ctica, dado que se
selecciona casi el 90 % de las l´ıneas candidatas, de las cuales a 20 l´ıneas se le asigna
un veh´ıculo y a 10 dos veh´ıculos, y en la mayor´ıa de los casos la cantidad de servicios
no supera los cinco. Y ocurre lo mismo que para Madrid, muchos recorridos se
repiten. Por lo que quiza´s ser´ıa necesario aplicar una nueva restriccio´n que limite
la mı´nima cantidad de veh´ıculos a contratar por el sistema, para cada l´ınea.
Analizando la Tabla 4 para la red de Madrid, se observa que las capacidades de
l´ınea son suficientes para acomodar a los pasajeros e incluso en algunos casos el
porcentaje de ocupacio´n es bajo. Sin embargo, la espera por un autobu´s apropiado
es relevante, que al parecer se debe al elevado tiempo entre llegada de autobuses.
En el caso de Barcelona, el porcentaje de ocupacio´n no suele superar el 50 % y
los tiempos en la cola de espera son en promedio 5 minutos, debido a que existen
muchas l´ıneas que hacen el mismo recorrido.
Por u´ltimo, en las Tablas 6 y 7 se muestra la cantidad de servicios total que ope-
ran, la cantidad de servicios ma´xima admitida Zˆb, el porcentaje de ocupacio´n de
servicios y el factor de carga (ver (44)) de cada parada b ∈ NˆG, para Madrid y
Barcelona respectivamente. Se puede apreciar que para el caso de Madrid, ninguna
estacio´n atiende el ma´ximo de servicios posibles y los factores de carga ρb son re-
lativamente bajos. En cambio para el caso de Barcelona, el porcentaje de servicios
que se atienden en las paradas, respecto del ma´ximo posible, es alto, en promedio
un 84 %, que puede deberse al hecho de que la solucio´n de recuperacio´n selecciona
muchas l´ıneas con el mismo (o similar) recorrido y por lo tanto, las paradas se ven
saturadas de servicios.
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Tabla 4. L´ıneas de autobuses seleccionadas por el me´todo de Cutting Plane ma´s el me´todo
MSWA y sus para´metros para la red de Madrid
L´ınea ` From T. Cola(min.) Occ+ To
T. Cola
(min.) Occ- n
` z` C`
head.
(min.)
L1B At 7.95 69.02 Re1 4.44 15.37 2 9 37 20
L3B NM1 4.43 6.02 Ch 4.44 15.12 3 11 49 16.36
L4A At 11.69 81.23 Re1 4.43 5.14 18 38 85 4.74
L4B At 8.22 70.82 NM1 12.72 82.24 5 10 85 18
L5B At 8.22 70.82 NM1 7.15 62.21 5 10 83 18
L6A Re0 7.01 63.31 Ch 5.36 17.63 5 10 88 18
L6B Re1 8.22 70.82 Ch 5.53 50.51 5 10 88 18
L8 At 10.27 76.61 Ch 6.44 59.86 18 28 115 6.43
L9 At 11.69 81.23 Ch 5.53 50.51 27 43 113 4.19
L10 At 10.89 78.56 Ch 4.57 28.18 6 9 112 20
L11 At 4.7 32.86 Ch 33.63 15.86 6 9 109 20
Tabla 5. L´ıneas de autobuses seleccionadas por el me´todo de Cutting Plane ma´s el me´todo
MSWA y sus para´metros para la red de Barcelona
L´ınea ` From To n` z` C`
head.
(min.) L´ınea ` From To n
` z` C`
head.
(min.)
L1S1 PE Ur1 4 17 41.5 10.59 L11ES PE Cl01 2 4 77.3 45
L2S1 PU0 PC0 1 6 29.6 30 L1EAAP PE AT1 4 13 54.7 13.85
L3S1 PE PC0 4 13 52.8 13.85 L1EATP PE AT1 3 10 53.3 18
L1S2 PC0 PQ0 1 7 23.5 25.71 L2EAAP PC0 Cl01 2 4 65.5 45
L3S2 PC0 AT1 1 6 27.4 30 L2EATP PC0 Cl01 2 5 63.9 36
L1S3 AT1 Ma1 1 6 29.1 30 L3EAAP PE Cl01 4 8 85.4 22.5
L4S3 AT1 PG1 1 3 48.5 60 L3EATP PE Cl01 3 6 86.7 30
L5S3 AT1 PG1 1 3 47.5 60 L4EAAP PE Cl01 3 6 84.3 30
L6S3 Ma1 Cl01 1 4 42.2 45 L4EATP PE Cl01 2 4 87 45
L7S3 Ma1 Cl01 1 3 36.5 60 L5EAAP PE Cl01 3 6 82.3 30
L8S3 AT1 Cl01 5 15 60 12 L5EATP PE Cl01 2 4 87 45
L9S3 AT1 Cl01 2 6 58 30 L1EAA PE AT1 1 4 26.95 45
L10S3 AT1 Cl01 2 6 54.3 30 L1EAT PE AT1 2 13 25.95 13.85
L11S3 AT1 Cl01 1 3 52.3 60 L2EAA PC0 Cl01 1 6 26.65 30
L1ES PE PC0 1 3 48.2 60 L2EAT PC0 Cl01 1 3 38.85 60
L2ES PC0 AT1 1 6 26.6 30 L3EAA PE Cl01 1 4 44.35 45
L4ES PE AT1 7 23 54.4 7.83 L3EAT PE Cl01 1 3 48.95 60
L5ES PE AT1 2 6 53.6 30 L4EAA PE Cl01 1 3 43.25 60
L6ES PC0 Cl01 2 5 67 36 L4EAT PE Cl01 1 3 49.25 60
L8ES PE Cl01 12 22 94.8 8.18 L5EAA PE Cl01 1 4 41.25 45
L9ES PE Cl01 4 7 94 25.71 L5EAT PE Cl01 1 3 49.25 60
L10ES PE Cl01 4 7 92 25.71
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Tabla 6. Cantidad de servicios que atiende cada parada con respecto al ma´ximo que puede
admitir, para la red de Madrid
Parada b
∑
`∈Lb z
` Zˆb
∑
`∈Lb z
`/Zˆb ρb
At 156 240 65 % 0.0406
Ch 120 240 50 % 0.1000
NM0 178 480 37.08 % 0.0927
NM1 178 240 74.17 % 0.1060
Re0 176 320 55 % 0.1833
Re1 176 240 73.33 % 0.1467
Tabla 7. Cantidad de servicios que atiende cada parada con respecto al ma´ximo que puede
admitir, para la red de Barcelona
Parada b
∑
`∈Lb z
` Zˆb
∑
`∈Lb z
`/Zˆb ρb Parada b
∑
`∈Lb z
` Zˆb
∑
`∈Lb z
`/Zˆb ρb
AT0 234 240 97.50 % 0.4875 PG1 160 240 66.67 % 0.1667
AT1 240 240 100.00 % 0.2 PQ0 205 240 85.42 % 0.0854
Cl01 154 240 64.17 % 0.1069 PQ1 205 240 85.42 % 0.1708
Ma0 160 240 66.67 % 0.1667 PU0 202 240 84.17 % 0.2104
Ma1 166 240 69.17 % 0.0865 PU1 202 240 84.17 % 0.2104
PC0 227 240 94.58 % 0.2365 Ro0 196 240 81.67 % 0.1361
PC1 227 240 94.58 % 0.1051 Ro1 196 240 81.67 % 0.1361
PE 196 240 81.67 % 0.1633 Ur0 196 240 81.67 % 0.1361
PG0 160 160 100.00 % 0.6667 Ur1 196 240 81.67 % 0.1361

Cap´ıtulo 6
Conclusiones y futuras investigacio-
nes
En este trabajo se han propuesto diferentes me´todos de resolucio´n para la seleccio´n
de l´ıneas candidatas en extensiones de transporte pu´blico, en base al me´todo del
Subgradiente y el algoritmo de Cutting Plane de Dantzig. Este problema fue desa-
rrollado inicialmente en [8] y aqu´ı se ha realizado una simplificacio´n, dado que se
consideran casos de congestio´n mediana.
Para ambos casos estudiados, Madrid y Barcelona, quedo´ demostrado que el me´todo
del Subgradiente no es el apropiado para resolver el problema de programacio´n
matema´tica, debido a que el me´todo depende demasiado del punto inicial y por lo
tanto no es estable. De acuerdo a lo propuesto en [18], para solucionar esta situacio´n
ser´ıa necesario implementar un me´todo de regularizacio´n.
Adicionalmente, el modelo fue resuelto mediante tres variaciones del Cutting Plane,
de las cuales dos consisten en acelerar el algoritmo, donde solo el me´todo con MSWA
lo logra, reduciendo la cantidad de iteraciones en cerca de un 30 % para el caso de
Madrid y en un 45 % para el caso de Barcelona.
Asimismo, se demostro´ que el me´todo de aceleracio´n propuesto realmente ralentiza
el algoritmo de Cutting Plane, debido a que el proceso de eliminar cortes en ciertas
iteraciones lo desestabiliza, resultando en la generacio´n de ma´s iteraciones para
lograr converger.
Con respecto a los resultados nume´ricos, pese a que en te´rminos de costos y porcen-
taje de viajes a pie son relativamente apropiados, en la realidad no son pra´cticos
de implementar, dado que para ambos casos el modelo selecciona muchas l´ıneas
con muy poca cantidad de veh´ıculos y servicios, y tambie´n muchas de ellas com-
parten los mismos (o similares) recorridos, provocando que los headway sean altos,
los tiempos de espera en la cola de pasajeros para abordar un autobu´s no sean
convenientes y la cantidad de servicios que atienden las paradas alcancen el l´ımi-
te ma´ximo. Esta situacio´n se debe al hecho de que la recuperacio´n de la solucio´n
primal considera todas las soluciones obtenidas en el proceso iterativo.
A partir de este trabajo se presentan oportunidades de mejora para futuras inves-
tigaciones:
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– Con el fin de tener soluciones ma´s pra´cticas, podr´ıa ser conveniente limitar
la cantidad mı´nima de veh´ıculos y/o servicios a asignar a cada una de las
l´ıneas. As´ı como tambie´n ser´ıa interesante buscar un me´todo que seleccione
solo aquellos cortes que realmente hayan mejorado la solucio´n para realizar la
recuperacio´n de la solucio´n primal.
– Aplicar el me´todo a redes ma´s grandes.
– Considerar situaciones de elevada congestio´n.
– Considerar la asignacio´n de pasajeros bajo el concepto de estrategias.
Ape´ndice A
Valor de los coeficientes β˜ y γ˜
Tabla 8. coeficientes β˜ y γ˜ de la aproximacio´n (61) para los modelos de cola M/M [Y ]/1.
La capacidad residual c del bus se distribuye siguiendo una normal truncada en [0,100]
con un valor promedio de 50 pasajeros. Los valores son reportados para varios coeficientes
de variacio´n para c, Cc, en el rango de 0.0 a 0.5.
ρ Cc = 0.04 0.1 0.2 0.3 0.4 0.5
β˜
0.05 0.0000 0.0000 0.0000 0.0001 0.0003 0.0008
0.15 0.0015 0.0016 0.0026 0.0043 0.0073 0.0117
0.25 0.0225 0.0235 0.0270 0.0328 0.0405 0.0508
0.35 0.0952 0.0973 0.1043 0.1158 0.1312 0.1508
0.45 0.2709 0.2750 0.2880 0.3096 0.3388 0.3766
0.55 0.6694 0.6771 0.7024 0.7447 0.8036 0.8806
0.65 1.6263 1.6426 1.6972 1.7875 1.9156 2.0878
0.75 4.3380 4.3777 4.5128 4.7385 5.0655 5.5178
0.85 15.4343 15.5703 16.0344 16.8138 17.9800 19.6775
0.95 160.2669 161.6596 166.4096 174.5540 188.2396 212.0599
γ˜
0.05 1.0000 1.0000 1.0000 1.0020 1.0110 1.0310
0.15 1.0110 1.0130 1.0200 1.0380 1.0740 1.1340
0.25 1.1110 1.1170 1.1370 1.1750 1.2350 1.3250
0.35 1.3490 1.3590 1.3910 1.4480 1.5330 1.6540
0.45 1.7830 1.7970 1.8450 1.9270 2.0470 2.2120
0.55 2.5720 2.5930 2.6650 2.7880 2.9670 3.2090
0.65 4.1500 4.1860 4.3060 4.5080 4.8010 5.2010
0.75 7.9790 8.0470 8.2810 8.6740 9.2480 10.0430
0.85 21.6390 21.8260 22.4650 23.5400 25.1460 27.4730
0.95 178.3520 179.8980 185.1750 194.2170 209.3520 235.5510
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Ape´ndice B
Matrices origen-destino de Madrid
y Barcelona
Tabla 9. Matriz de viajes origen-destino (estacio´n a estacio´n) durante un periodo de H = 180
minutos para el corredor ferroviario de Madrid. La u´ltima fila y columna corresponden a las tasas
promedios de llegadas y salidas por minuto en la estacio´n
At Re NM Ch Total Or. pax/min
At 0 2011 22097 368 24476 135.98
Re 170 0 3066 230 3466 19.25
NM 4386 150 0 170 4706 26.14
Ch 2504 150 2438 0 5092 28.28
Total Dest. 7060 2311 27601 768 37740 −
pax/min 39.22 12.84 153.34 4.26 − −
Tabla 10. Matriz de viajes origen-destino (estacio´n a estacio´n) durante un periodo de H = 180
minutos para la l´ınea 1 del metro de Barcelona. La u´ltima fila y columna corresponden a las tasas
promedios de llegadas y salidas por minuto en la estacio´n
AT Cl Ma PC PE PG0 PQ PU Ro Ur Total Or. pax/min
AT 0 1764 10 1152 1476 720 10 576 144 144 5996 33.31
Cl 864 0 360 960 1230 600 576 480 120 120 5310 29.50
Ma 432 735 0 480 615 10 288 240 60 60 2920 16.22
PC 1152 1960 480 0 1640 800 10 10 160 0 6212 34.51
PE 576 980 240 640 0 400 384 320 80 80 3700 20.56
PG0 720 1225 10 800 1025 0 480 400 100 100 4860 27.00
PQ 10 1176 288 10 984 480 0 384 96 96 3524 19.58
PU 576 980 240 10 820 400 384 0 80 10 3500 19.44
Ro 144 245 60 160 205 100 96 80 0 10 1100 6.11
Ur 144 245 60 0 205 100 96 10 10 0 870 4.83
Total Dest. 4618 9310 1748 4212 8200 3610 2324 2500 850 620 37992 −
pax/min 25.66 51.72 9.71 23.40 45.56 20.06 12.91 13.89 4.72 3.44 − −
45

Bibliograf´ıa
[1] O. Ibarra-Rojas, F. Delgado, R. Giesen, and J. Mun˜oz, “Planning, operation, and control of
bus transport systems: A literature review,” in Transportation Research Part B Methodolo-
gical, vol. 77, pp. 38–75, Elsevier, 12 2014.
[2] G. Desaulniers and M. D. Hickman, “Public transit,” in Transportation (C. Barnhart and
G. Laporte, eds.), vol. 14 of Handbooks in Operations Research and Management Science,
pp. 69 – 127, Elsevier, 2007.
[3] A. Mautone, Optimizacio´n de Recorridos y Frecuencias en Sistemas de Transporte Pu´blico
Urbano Colectivo. PhD thesis, Departamento de Investigacio´n Operativa. Universidad de La
Repu´blica, Julio 2005.
[4] A. Ceder and N. H. Wilson, “Bus network design,” Transportation Research Part B: Metho-
dological, vol. 20, no. 4, pp. 331 – 344, 1986.
[5] M. Baaj and H. Mahmassani, “An ai-based approach for transit route system planning and
design,” Journal of Advanced Transportation, vol. 25, pp. 187–209, 1 1991.
[6] Y. Israeli and A. Ceder, “Transit route design using scheduling and multiobjective program-
ming techniques,” in Computer-Aided Transit Scheduling, (Berlin, Heidelberg), pp. 56–75,
Springer Berlin Heidelberg, 1995.
[7] V. M. Tom and S. Mohan, “Transit route network design using frequency coded genetic algo-
rithm,” in Journal of Transportation Engineering-asce - J TRANSP ENG-ASCE, vol. 129,
03 2003.
[8] E. Codina, A. Mar´ın, and F. Lo´pez, “A model for setting services on auxiliary bus lines under
congestion,” TOP, vol. 21, pp. 48–83, Apr 2013.
[9] H. Eiselt and C. Sandblom, Integer Programming and Network Models. Springer, 2000.
[10] A. M. Geoffrion, Lagrangean relaxation for integer programming, pp. 82–114. Berlin, Heidel-
berg: Springer Berlin Heidelberg, 1974.
[11] M. L. Fisher, “The lagrangian relaxation method for solving integer programming problem,”
Management Science, vol. 27, pp. 1–18, 01 1981.
[12] M. L. Fisher, “An applications oriented guide to lagrangian relaxation,” Interfaces, vol. 15,
pp. 10–21, 04 1985.
[13] J. E. Beasley, “Lagrangian relaxation,” in Modern Heuristic Techniques for Combinatorial
Problems (C. R. Reeves, ed.), pp. 243–303, New York, NY, USA: John Wiley & Sons, Inc.,
1993.
[14] H. Liu, X. S. He, and B.-S. He, “Method of successive weighted averages (mswa) and self-
regulated averaging schemes for solving stochastic user equilibrium problem,” in Networks
and Spatial Economics, vol. 9, pp. 485–503, 12 2009.
[15] K. M. Anstreicher and L. A. Wolsey, “Two well-known properties of subgradient optimiza-
tion,” Math. Program., vol. 120, pp. 213–220, Apr. 2009.
[16] M. Minoux, Mathematical Programming: Theory and Algorithms. Wiley-Interscience series
in discrete mathematics and optimization, Wiley, 1986.
[17] S. Lawphongpanich and D. Hearn, “Cutting plane algorithms for maximin problems,” 1991.
[18] B. Polyak, “Subgradient methods: a survey of soviet research,” in Nonsmooth Optimization,
Pergamon Press, 01 1977.
47
