We study identification in nonparametric regression models with a misclassified and endogenous binary regressor when an instrument is correlated with misclassification error. We show that the regression function is nonparametrically identified if one binary instrument variable and one binary covariate that satisfy the following conditions are present. The instrumental variable (IV) corrects endogeneity; the IV must be correlated with the unobserved true underlying binary variable, must be uncorrelated with the error term in the outcome equation, and is allowed to be correlated with the misclassification error. The covariate corrects misclassification; this variable can be one of the regressors in the outcome equation, must be correlated with the unobserved true underlying binary variable, and must be uncorrelated with the misclassification error. We also propose a mixture-based framework for modeling unobserved heterogeneous treatment effects with a misclassified and endogenous binary regressor and show that treatment effects can be identified if the true treatment effect is related to an observed regressor and another observable variable.
Introduction
Misclassified endogenous binary regressors are prevalent in applications. Examples include selfreported educational attainment (Black et al., 2003) , self-reported participation to job training (Krueger and Rouse, 1998) , health insurance coverage reported by worker (Black et al., 2000) and participation to the Supplemental Nutrition Assistance Program (SNAP) formerly known as the Food Stamp Program (Kreider et al., 2012) . For example, Black et al. (2003) find that only 66.4% of those reporting a professional degree in the 1990 Decennial Census have a professional degree, and Meyer et al. (2018) We study identification in nonparametric regression models in the presence of a misclassified and endogenous binary regressor when a binary instrument controlling endogeneity is correlated with misclassification error. We consider the following model with a misclassified and endogenous binary regressor and the instrument variable (instrument) Z:
where Y is the outcome variable (for example, wage), X is exogenous controls, and ε is an unobservable disturbance. T * is an unobservable binary regressor (for example, true educational qualification) which may be endogenous in the sense correlated with ε. T is an observable misclassified measurement of T * (for example, self-reported schooling). Here, because the regressor T * is binary, its measurement error is necessarily nonclassical, i.e., T * − T is correlated with T * . This makes identification difficult.
A number of papers have studied regression models with an exogenous misclassified binary regressor. Aigner (1973) characterizes the OLS asymptotic bias for such a model and develops a procedure to consistently estimate the coefficient of the misclassified binary regressor when the outside information on misclassification probabilities is available. More recently, Lewbel (2007) shows that the difference E[Y |X, T * = 1]−E[Y |X, T * = 0] can be identified using an instrument that is mean independent of the change in outcome variable associated with the change in T * when the instrument takes at least three values. Mahajan (2006) shows that the conditional mean of outcome variable Y given T * is identified while Hu (2008) provides related identification results when the discrete regressor takes more than two values. Battistin et al. (2014) examine the identification of the returns to educational qualifications when repeated misclassified measurements are available. Black et al. (2000) and Kane et al. (1999) show identification when repeated misclassified measurements of a binary regressor are available.
Only a few papers analyze identification of regression models when a misclassified binary regressor is endogenous. In particular, Mahajan (2006) shows that α(X) and β(X) are identified when there exists a binary instrument variable Z that satisfies the conditional independence from T * given by
in addition to the standard relevance condition and exclusion restriction as well as some other assumptions. However, DiTraglia and García-Jimeno (2019) show that the assumptions in Mahajan (2006) imply that E[ε|X, T * ] = 0, namely, T * is exogenous. As a result, identification of the model (1) under endogenous T * has remained an open question.
As pointed out by DiTraglia and García-Jimeno (2019), the reason why Mahajan (2006) can-not identify α(X) and β(X) under endogenous T * is that Mahajan (2006) uses only one binary instrument Z to control two sources of endogeneity, i.e., misclassification in T and endogeneity in T * .
Some recent studies provide related identification conditions for models with a endogenous misclassified regressor T * while maintaining the assumption (2) that the instrument Z is not only independent of ε but also independent of T conditional on T * . DiTraglia and García-Jimeno (2019, Theorem 2.3) provide the point identification of β(X) under the higher-order independence assumption Nguimkeu et al. (2019) analyze the (local) identification of a parametric model with endogenous treatment and endogenous misclassification using exclusion restrictions. Their identification argument builds on that of Poirier (1980) . Both DiTraglia and García-Jimeno (2019, Assumption 2.2.(i)) and Nguimkeu et al. (2019, Assumption 1) assume that the misclassification probability is not affected by the instrument Z conditional on other observables. Other related studies include Hu et al. (2015 Hu et al. ( , 2016 who provide the identification of nonseparable models with mismeasured endogenous regressor but their Assumption 2.1 also assumes that the instrument Z is independent of T conditional on (T * , X). In these studies, the instrument Z has to satisfy two different exclusion restrictions: one from the outcome equation and the other from the misclassification probability.
In empirical applications, a researcher chooses the instrument Z such that Z is relevant for T * and is excluded from the outcome equation; whether Z is excluded from the misclassification probability or not is often a secondary concern given the difficulty of finding a valid instrument that satisfies both the relevance condition and the exclusion restriction from the outcome equation. When an endogenous binary regressor is a self-reported variable, however, the instrument Z may be correlated with the misclassification error because an incentive to make a false statement may be affected by the instrument Z.
For example, consider analyzing returns to educational qualifications on wages, where Z is chosen to be college proximity as in Card (1993) ; Y is logarithm of wage, T * is true educational attainment, and T is self-reported educational attainment. Here, self-reported educational attainment may be misclassified when a respondent makes a false statement (Kane et al., 1999; Battistin et al., 2014) . But the probability of making a false statement on one's educational attainment may be affected by the proximity to college because a respondent might think that verifying one's educational attainment is easier if one lives in the same city as the location of college. This invalidates the assumption that Z is independent of T conditional on T * .
Another example is the effect of SNAP on health outcomes, where Y is a health outcome and T is self-reported participation to SNAP. As the instrument Z for controlling endogeneity in T * , some studies (for example, Meyerhoefer and Pylypchuk, 2008; Almada et al., 2016) use such variables as whether the state uses biometric identification technology (i.e., fingerprint scanning) and the percentage of SNAP benefits issued by direct mail rather than electronic bank transfer debit cards. These state policies may affect an individual's decision to participate in SNAP by varying the costs and burden associated with participation, but have no effect on health outcome. If the participation status is misreported, then the misreporting probability is also likely to be affected by such state policies, hence Z is not independent of T conditional on T * .
To our best knowledge, none of the existing papers establishes identification of models with a misclassified endogenous binary regressor when an instrument is correlated with misclassification errors. This paper fills this gap. Specifically, we relax the assumption (2) and show identification when one of the covariates in the outcome equation, denoted by V , satisfies an exclusion restriction from the misclassification probability, i.e.,
where the model (1) is now written as
Because E[ε|X, V, Z] = 0, V can be one of the covariates in the outcome equation. As in the existing literature, V also needs to be relevant for T * in that V changes the distribution of T * .
Unlike the existing literature, however, we allow Z to affect the misclassification probability. Figure 1 compares the relationship among Y , T * , T , Z, and V in this paper with those in some recent studies. Our Proposition 1 in Figure 1 (a) does not assume that Z is independent of T conditional on T * while the existing studies such as DiTraglia and García-Jimeno (2019) and Nguimkeu et al. (2019) assume that Z is excluded from the misclassification probability in Figure 1 (b)(c). 1 Figure 1 (d) illustrates the approach of Black et al. (2000) , Kane et al. (1999), and Battistin et al. (2014) , who use two conditionally independent measurements of T * . In our setup, Z and V can be correlated to each other conditional on T * so that our identification argument is different from theirs.
Our identification result is useful for empirical applications. To apply our identification result, a researcher needs to find one of the covariates that is correlated with endogenous regressor T * but does not affect misclassification errors. Given that there are often many covariates to choose from, finding such a covariate V is likely to be much easier than finding an instrument Z that is relevant for T * and yet is excluded from both the outcome equation and the misclassification error.
The identification of the local average treatment effect (LATE) under mismeasured treatment was studied by Yanagi (2018) , Ura (2018) , and Calvi et al. (2018) . In his Assumption 4.3, Yanagi (2018) assumes that V is excluded from both the outcome equation and the misclassification equation conditional on T * , essentially giving an instrumental variable which shifts the distribution of T * without affecting the outcome variable as well as the misclassification probability. Ura (2018) obtains bounds for LATE under mismeasured treatment and standard LATE instrument assumptions. Using two different misclassified treatment indicators, Calvi et al. (2018) provide a point identification result for, what they call, the mismeasurement robust LATE which is generally different from the standard LATE. Botosaru and Gutierrez (2018) show that the average treatment effect on the treated is identifiable from repeated cross-section data when the treatment status is observed only either before or after the implementation of a program if there is a proxy variable for the latent treatment.
The model (4) assumes that the individual treatment effect does not depend on unobservables. To examine heterogeneous treatment effects, we extend the model (4) by allowing α(·) and β(·) to depend on an unobserved random variable U * that has discrete support points. We generalize our identification result to this model with heterogeneous treatment effects when a mismeasured observable measure (proxy) for U * is available and show that the average treatment effect, the average treatment effect on the treated, the average treatment effect on the untreated, and the LATE are identified.
The remainder of this paper is organized as follows. Section 2 introduces the model and assumptions and derives identification results. Section 3 shows identification of a heterogeneous treatment effect model. Proofs are collected in Section 4.
Identification of the Model with a Misclassified Endogenous Binary Regressor
Throughout the paper, we assume that both Z and V are binary random variables with their support given by {0, 1}. X is a vector of exogenous regressors. We establish the identification of the model (4) under the following assumptions.
Assumption 2.
Assumption 1 is a straightforward generalization of the assumptions in the current literature.
Assumption 1(a) is the standard assumption of non-differential measurement error which are popular in the misclassification literature (e.g., equation (1) Once E[Y |T * , X, V ] is identified, we identify α(X, V ) and
The key assumption in Proposition 1 that is different from those in the existing papers is that we allow Z to affect the misclassification probability. Mahajan (2006) and DiTraglia and García-Jimeno (2019) use one instrument Z and assume Z is independent of T conditional on T * . In empirical applications, it is often difficult to find an instrument Z that satisfies the relevance condition and the exclusion restriction from the outcome equation; finding an instrument Z that also satisfies the exclusion restriction from the misclassification probability is even more difficult. Our identification condition relaxes the requirement for Z in the existing studies by alternatively assuming that one of the covariates in the outcome equation satisfies the exclusion restriction from the misclassification probability.
For clarification, we make the following two remarks. Remark 2. Proposition 1 holds even if α(X, V ) = α(X) and β(X, V ) = β(X). That is, the variable V may or may not be one of the covariates in the outcome equation.
We also consider an alternative set of assumptions in which V does not satisfy the relevance condition Assumption 1(e), namely, Pr(T * = 1|X, Z, V ) does not depend on V . Even in this case, we can identify the model if the misclassification probability does not depend on Z. Similarly to DiTraglia and García-Jimeno (2019) and other existing studies, Proposition 2 assumes that Z is excluded from the misclassification probability. Proposition 2 shows that the regression coefficient β(X, V ) can be identified if we have a covariate V that is excluded from the misclassification probability but can be irrelevant for T * , complementing the identification result of DiTraglia and García-Jimeno (2019) by providing an alternative assumption to the higher-order independence assumption of DiTraglia and García-Jimeno (2019) in equation (3).
Heterogeneous treatment effect
In Section 2, we assume that the effect of T * on Y does not depend on unobservables. In this section, we extend the model (4) to allow the parameter α(·) and β(·) to depend on an unobserved random variable U * . This gives a random coefficient model similar to the model in Heckman et al. (2006) :
For example, in a model of the returns to schooling, Y is logarithm of wage, U * is unobservable ability, and T * is true education attainment. V could be mother's education, X may contain experience and gender, and Z is the proximity to colleges or universities. We allow U * and T * to be correlated. Hence, α(U * , X, V ) and β(U * , X, V ) may be correlated with T * conditional on (X, V ). When α(U * , X, V ) and T * are correlated, we have "sorting on the level," which is a common form of selection bias. When β(U * , X, V ) and T * are correlated,
we have "sorting on the gain," which is called essential heterogeneity by Heckman et al. (2006) .
Carneiro et al. (2011), Heckman et al. (2006), and Heckman and Vytlacil (2007) examine the
case where T * is observable and develop procedures to estimate the summary statistics for β(U * ) via the marginal treatment effect. As in Section 2, we assume that we have an observable binary measurement T for an unobserved binary treatment variable T * . To identify the joint distribution of T * and U * from the data, we augment the model with an observable measurement U of U * . The role of U to U * is similar to that of T to T * in that U provides information on U * .
Define S = (U, T ) and S * = (U * , T * ). We assume that S is conditionally independent of V given (S * , X, Z), where V is a binary observable variable. As in Section 2, we may choose V among other covariates so that finding V is often easier than finding Z. As shown in Proposition 3 below, with additional regularity conditions (rank conditions and distinct eigenvalues), we may identify Pr(S * |X, Z, V ), Pr(Y |S * , X, V ), and Pr(S|S * , X, Z) for all (S * , Z, V, X). Therefore, α(U * , X, V ), β(U * , X, V ), and the distribution of (U * , T * ) are identified. We assume that both U * and U take K u discrete values with the support U = {u 1 , . . . , u Ku }. 2
Denote the support of S * and S by S := {s 1 , . . . , s K } with K = 2K u . We also assume that Y can take at least K different values.
s, X, Z) > Pr(S = s ′ |S * = s, X, Z) for any s ′ = s and for all Z.
Assumption 5. {λ j } K j=1 take distinct values across j = 1, . . . , K, wherẽ
Assumption 6. There exists a partition of the support of the distribution of Y , {∆ j } K j=1 , such that the matrix
is nonsingular for any V . 
(d). Assumption 4(d) assumes that S is sufficiently infor-
mative to identify the unobserved value of S * such that the probability of S = s given S * = s is higher than that of S = s ′ for any s ′ = s. Assumption 5 is similar to Assumption 2, which requires that Z and V are relevant for determining Pr(S * |Z, V ) and the changes in (Z, V ) induce sufficient variation in Pr(S * |Z, V ). Assumption 6 generalizes Assumption 1(g), requiring that the value of α(U * , X, V ) + β(U * , X, V )T * changes sufficiently across different values of (U * , T * )
given (X, V ).
Proposition 3. Under Assumptions 4-6, Pr(S * |X, Z, V ), Pr(S|S * , X, Z), and Pr(Y ∈ ∆|S * , X, V ) are identified for all (S * , X, Z, V ) and for any set ∆ on the support of the distribution of Y .
We consider identification of treatment effects from model (5). The local average treatment effect (LATE) is the average of the treatment effect on Y over the subpopulation (the compliers) whose treatment status is strictly affected by the instrument. If their Conditions 1 and 2 hold conditional on X and V , Imbens and Angrist (1994, Theorem 1) show that the local average
This can be identified from Proposition 3 because
For identifying other treatment effects, let Y 1 denote the potential outcome if the subject were to receive treatment and let Y 0 denote the potential outcome if the subject were not to receive treatment. Decompose Y j into its conditional mean given (X, V ), µ j (X, V ), and its deviation from the mean, U j , as
We consider the following assumption to identify treatment effects.
is mean independent of T * given (U * , X, V ). Therefore, T * is exogenous with respect to U 0 once U * is conditioned on, but T * may be correlated with U 0 via U * and may be correlated with U 1 conditional on U * . Then, similar to Heckman et al. (2006), we can write the observed outcome under true treatment as
with defining
where ε satisfies E[ε|S * , X, V ] = 0 from Assumption 4. Furthermore,
, and repeating the above argument
We may identify α(U * , X, V ) and β(U * , X, V ) from Proposition 3 as α(U * , X, V ) = E[Y |U * , T * = 0, X, V ] and
From Proposition 3 and Assumption 7, we can identify the average treatment effect (ATE), the average treatment effect on the treated (TT), and the average treatment effect on the untreated (TUT) conditional on (X, V ) by taking the average of β(U * , X, V ) over U * using appropriate weights as
respectively, where Pr(U * = u|T * , X, V ) is identified from Pr(S * |X, Z). 
Proofs
Proof of Proposition 1 . The proof uses eigenvalue decomposition as in Anderson (1954) , De Lathauwer 
where the third equality follows from Assumption 1(b), and the fifth equality follows from
We proceed to simplify E[Y T |T * , Z, V ] in (7). It follows from the law of iterated expectations and Assumption 1(a) that
Under Assumption 1(b)(d), the right hand side is written as E[Y |T * , V ]E[T |T * , Z]. Substituting this to (7) gives
For (Z, V ) ∈ {0, 1} 2 , define the following matrices. First, define the matrix of observable conditional moments of (Y, T ) given (Z, V ) as
Next, define the matrices of unobservables as
Then, we can collect (6)- (8) as
Evaluating (11) for (Z, V ) ∈ {0, 1} 2 gives
Observe that 
where the last equality holds because 
When E[T |T * , X, Z] does not depend on Z, the proof goes through by replacing L T (Z) with
Proof of Proposition 2. Using a similar derivation to (6) and (8), we obtain
Define Q(Z, V ) and L Y (V ) as in (9) and (10), and define
Then, we can collect (12) as
Observe that
From Assumption 3, the eigenvalues of Q(0, 0)Q(1, 0) −1 are distinct. Consequently, the columns of L T are identified as the eigenvectors of Q(0, 0)Q(1, 0) −1 .
Similarly, we have 
Consider an event {Y ∈ ∆ j } for j = 1, . . . , K, where {∆ j } K j=1 satisfies Assumption 6. Evaluating (14) at different values of (∆, s) given (Z, V ) and stack them into matrices, we have 
