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АДАПТИВНЫЙ ГЕНЕТИЧЕСКИЙ АЛГОРИТМ ДЛЯ РЕШЕНИЯ КЛАССА ЗАДАЧ 
РAСПЕРЕДЕЛЕНИЯ РЕСУРСОВ ЦОД 
 
Предложен адаптивный вариант генетического алгоритма, основанный на циклическом применении 
двух генетических алгоритмов, решающих задачи параметрической и алгоритмической адаптации, что поз-
воляет определить стратегию выбора параметров генетических алгоритмов и вероятность их применения. 
Приведена последовательность этапов работы алгоритма, предложены модифицированные операторы му-
тации и кроссовера, введены понятия наград и производительности, которые позволили регламентировать 
последовательности применения генетических операторов и корректировать вероятность их применения. 
Эффективность предлагаемого алгоритма продемонстрирована на примере решения задачи распределения 
виртуальных машин в центре обработки данных. 
 
Аn adaptive version of the genetic algorithm is proposed. Algorithm is based on the simultaneous use of two 
genetic algorithms that solve the problem of parametric and algorithmic adaptation. This allows you quickly select 
and adjust the strategy selection parameters for genetic algorithms and the likelihood of their use. Sequential steps 
of the algorithm are given, introduced the modified parameters of mutation and crossover, introduced the concepts 
of rewards and performance parameters that are allowed to regulate the sequence of genetic operators, and to adjust 
the probability of their use. 
 
Введение 
 
Для эффективного использования дорого-
стоящих вычислительных ресурсов центров об-
работки данных (ЦОД), хранилищ данных и 
других информационных и телекоммуникаци-
онных ресурсов необходимо, чтобы соответ-
ствующие системы управления ИТ-инфраст- 
руктурой обеспечивали рациональное распре-
деление виртуальных машин (ВМ), осуществ-
ляли управление нагрузкой и решали множе-
ство других подобных задач. В [1] показаны 
преимущества применения генетических алго-
ритмов (ГА) по сравнению с эвристическими 
методами для решения задач такого рода. В то-
же время требует прояснения ряд фундамен-
тальных проблем, обусловленных спецификой 
этих алгоритмов, поскольку ГА одновременно 
используют несколько типов генетических опе-
раторов: унарных, бинарных и множественных. 
Трудно подобрать стратегию генерации значе-
ний вероятностей использования отдельных 
операторов таким образом, чтобы их примене-
ние давало положительный результат на про-
тяжении всего времени работы ГА. Кроме того, 
каждый из операторов имеет множество пара-
метров, оказывающих влияние на результаты 
работы алгоритма, и найти оптимальные значе-
ния этих параметров достаточно сложная зада-
ча. Решение этих проблем ГА в общем виде не 
представляется возможным, поэтому необхо-
димо разработать эффективную стратегию под-
бора параметров операторов и определения ве-
роятностей применения этих операторов в про-
цессе эволюции ГА. Решению такой задачи и 
посвящена данная статья. 
 
Анализ исследований и публикаций 
 
В работах [2, 3] показано, что применение 
ГА для решения задач распределения вычисли-
тельных ресурсов позволяет получать доста-
точно производительные решения. В этих ис-
следованиях сформулирован список проблем, 
которые необходимо выяснить при использова-
нии ГА для решения задач различной размер-
ности и ограничений. 
В [4, 11] предложена идея адаптации генети-
ческих операторов и подстройки вероятностей 
их использования. Недостатком этих работ яв-
ляется адаптация только одного оператора — 
кроссовера и использование возможных подхо-
дов к адаптации независимо друг от друга. 
В [1] предложен управляемый генетический 
алгоритм (УГА), позволяющий корректировать 
параметры работы алгоритма на всех этапах 
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решения задачи. Помимо этого УГА решает 
проблемы классического ГА: вырождение по-
пуляции, попадание в локальные экстремумы и 
т. д. Главными недостатками УГА являются 
необходимость участия администратора и при-
вязка к узкому классу задач. 
Для решения этих проблем предлагается ис-
пользовать разработанный в данной работе 
адаптивный генетический алгоритм (АГА). 
АГА является обобщенным ГА, способным ди-
намически изменять вероятности использова-
ния и значения параметров каждого из операто-
ров. 
Целью работы является разработка разно-
видности генетического алгоритма, способного 
самостоятельно изменять вероятности исполь-
зования операторов ГА и значения параметров 
этих операторов в зависимости от результатов, 
получаемых в ходе решения задачи, и характера 
решаемых задач, а также проверка эффективно-
сти работы предлагаемого АГА на примере за-
дачи распределения ресурсов ЦОД. 
 
Основные положения 
 
В задачах распределения ресурсов часто 
необходимо использовать целевые функции, 
являющиеся нелинейными и не унимодальны-
ми, ограничения – нелинейные и невыпуклые, 
при этом переменные могут быть булевыми, 
целыми, непрерывными либо смешанными. Во 
многих случаях реализация традиционных 
стратегий требует огромных объемов вычисле-
ний, а «время жизни» полученного результата 
зачастую невелико, поскольку ситуация без-
остановочно изменяется и постоянно требует 
новых решений. В таких случаях особый инте-
рес представляет применение генетических ал-
горитмов, имеющих ряд привлекательных   
свойств, обусловленных их природой, которые 
могут дать хорошие результаты при решении 
задач с такими свойствами. 
Идея, реализуемая в этой работе, довольно 
проста: можно ли придать генетическим алго-
ритмам свойства классических алгоритмов по-
иска, которые были популярными при решении 
инженерных задач в 70-80-х годах прошлого 
столетия? Генетический алгоритм, «стреляя» по 
области решений и отбирая лучшие популяции, 
постоянно улучшает решение. То же самое де-
лают и алгоритмы поиска. Однако последние 
используют некоторую дополнительную ин-
формацию для увеличения скорости сходимо-
сти. Нельзя ли наделить алгоритмы поиска 
свойствами генетических алгоритмов? В [1] 
был предложен УГА, использование которого 
позволяет получать хорошие результаты. Ско-
рость сходимости увеличивается за счет подбо-
ра вероятностей основных операций ГА на ос-
нове результатов, полученных на предыдущих 
шагах работы. В УГА специальные правила, 
используя параметры давления отбора, ско-
рость сходимости и коэффициенты прироста 
популяции позволяют изменять вероятности 
применения генетических операторов и тем са-
мым увеличить скорость сходимости. 
Следующим естественным шагом должна 
быть адаптация ГА путем отбора тех же веро-
ятностей, но на основе некоторого критерия 
оценки популяции. Таким критерием может 
служить вероятность получения оптимального 
решения на основе популяции либо скорости 
сходимости. 
Поиск эффективной стратегии выбора часто-
ты применения генетических операторов и па-
раметров этих операторов для решения задач, 
возникающих при управлении ИТ-инфраст- 
руктурой, является прямой задачей адаптации 
генетического алгоритма. 
Выделяют три типа адаптации: структурную, 
параметрическую и адаптацию алгоритма [13]. 
Структурная адаптация предполагает измене-
ние структуры объекта. Для класса задач, реша-
емых в данной работе, такой возможности не 
существует, поэтому будут использованы толь-
ко два оставшихся типа адаптации. Параметри-
ческая адаптация позволяет корректировать па-
раметры работы в процессе поиска решения, в 
то время как адаптация алгоритма подразуме-
вает внесение изменений в ход алгоритма. 
Общая постановка задачи адаптации ГА сво-
дится к минимизации некоторой функции F , 
которая служит критерием адаптации для ГА и 
зависит от таких параметров как: типы опера-
торов, которые следует использовать в эволю-
ционном процессе, частота применения этих 
операторов и значения параметров, с которыми 
применяются операторы. Определим функцию 
адаптации следующим образом 
( , , , , , ),
M C M C
F M C      
где M , C – параметры, регламентирующие 
применение операторов мутации и кроссовера, 
и принимающие значения из множества {0, 1}, 
причем равенство параметра нулю означает, 
что данный оператор не участвует в эволюци-
онном процессе, а единица означает, что опера-
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тор принимает участие в процессе эволюции; 
,
M C
  – частоты использования операторов, 
принимающие значения из интервала [0;1]; 
,
M C
  – множества возможных значений опе-
раторов мутации и кроссовера. 
Нахождение явного вида функции F даже 
для простых случаев требует огромного коли-
чества вычислений, что сведет на нет все пре-
имущества ГА. Использование структурной 
адаптации в рамках решения задач управления 
ИТ-инфраструктурой невозможно, поэтому при 
осуществлении адаптации предлагается исполь-
зовать некоторую информацию касательно 
свойств функции F . Такой информацией будут 
типы операторов и параметры этих операторов, 
с которыми они принимают участие в эволю-
ционном процессе. 
В данной работе решение задачи создания 
АГА осуществляется последовательным цикли-
ческим использование двух ГА. Первый приме-
няется с целью параметрической адаптации и 
используется для настройки параметров гене-
тических операторов, увеличивающих скорость 
сходимости. Второй служит для алгоритмиче-
ской адаптации и осуществляет подстройку ГА 
в зависимости от результатов, получаемых в 
ходе решения задачи. Таким образом, в работе 
используются два механизма адаптации опера-
торов АГА, один из которых обеспечивает ди-
намическое изменение значений вероятностей 
применения операторов, а второй подстраивает 
значения его параметров. В первом случае опе-
раторы, которые в процессе работы позволили 
улучшить решение, чаще применяются при ге-
нерации следующих поколений. Во втором — с 
момента запуска АГА контролируются и изме-
няются значения параметров операторов. 
Математическая 
модель задачи
Адаптивный 
генетический 
алгоритм
Блок проверки 
условий
Решение
Ввод 
начальных 
данных
Ввод условий 
окончания работы
 
Рис. 1. Схема работы адаптивного генетического алгоритма 
Схема работы предлагаемого АГА представ-
лена на рис. 1. Математической моделью зада-
чи являются задачи линейного программирова-
ния. К этому классу задач относится большин-
ство задач, возникающих при управлении ИТ-
инфраструктурой, например, задача распреде-
ления ресурсов, задача эффективного размеще-
ния файлов на серверах хранилища данных и 
т. п. Блок проверки условий служит для задания 
критериев остановки работы АГА. Это могут 
быть ограничения по времени работы либо по 
количеству эпох эволюционирования. Блок 
АГА – программная реализация предлагаемого 
алгоритма. 
Как правило, для адаптации ГА [8] под ре-
шаемые задачи используется некоторый пара-
метр управления [9]. Эффективность детерми-
нистического управления была доказана для 
некоторых задач [4], однако его обобщение яв-
ляется проблематичным. Адаптивное управле-
ние [5] использует обратную связь, чтобы 
определить, как должны измениться параметры. 
Под адаптивным управлением [11] понимается 
введение дополнительной информации, позво-
ляющей корректировать поведение операторов. 
На сегодняшний день основные усилия ис-
следователей ГА направлены на одновремен-
ную адаптацию только одного параметра. 
Наиболее полное сочетание форм управления 
[9] было представлено в работе [7], адаптация 
производилась одновременно по трем парамет-
рам: вероятности мутации, кроссовера и разме-
ра популяции. Остальные формы адаптивных 
алгоритмов представлены в работах [6, 10, 12]. 
В данной работе предлагается обобщенная 
схема ГА, способного по ходу своей работы 
решать задачи параметрической и алгоритми-
ческой адаптации – динамически адаптировать 
как вероятность использования, так и значения 
параметров каждого из операторов. Вероятно-
сти применения операторов адаптированы де-
терминистическим способом. В этом случае все 
операторы применяются поочередно, а опера-
тор, который в процессе работы позволил 
улучшить решение, автоматически будет ис-
пользован в следующих эпохах. Таким образом, 
операторы, способствующие сходимости зада-
чи, при генерации следующих поколений при-
меняются чаще. 
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Приведем базовые определения и введем не-
которые обобщения для классических операто-
ров. 
Кодирование данных. Каждая хромосома 
представляет собой последовательность бит. 
Все хромосомы 
1
chrom = ( , ..., , ..., ),
i n
b b b  
  = 2 ,
k
n    > 0,k {0,1},
i
b   для всех   1,i n , 
имеют длину 2 k , где k константа. 
Мутация. Стандартный оператор мутации 
изменяет гены, путем инвертирования. Этот 
тип оператора имеет параметр alter_rate, кото-
рый определяет количество генов в хромосоме, 
подлежащих инвертированию. 
Предлагается традиционный алгоритм мута-
ции усовершенствовать таким образом, чтобы 
вместо решения задачи для каждого гена о 
необходимости его инвертирования, произво-
дить инвертирование значения гена, равного 1, 
в 0 с вероятностью
10
p , а 0 замещать 1 с веро-
ятностью
01
p . Такой подход позволяет приме-
нять ГА для подбора наилучших значений па-
раметров генетических операторов. Например, 
если в родительской хромосоме некоторые зна-
чения вероятностей 
10
p  и 
01
p  не дали произво-
дительного решения, то в хромосоме потомка 
эти параметры обмениваются значениями, что 
может привести к улучшению результата. 
Кроссовер. В работе предлагается использо-
вать модифицированный оператор кроссовера, 
который генерирует c , 1 c n  , различных то-
чек кроссовера, делящих хромосомы на с+1 
участков. При этом одно потомство наследует 
четные участки хромосомы первого родителя и 
нечетные участки второго родителя, второе 
потомство получается противоположным обра-
зом. 
 
Суть предлагаемого адаптивного  
генетического алгоритма 
 
Основным отличием предлагаемого алго-
ритма является использование двух стратегий 
адаптации, в связи с чем процесс получения 
решения происходит путем циклического по-
вторения двух этапов. На первом этапе с помо-
щью параметрической адаптации выбираются 
наиболее производительные значения парамет-
ров для каждого из используемых типов опера-
торов. На втором этапе оценивается параметр 
производительности и с учетом результатов ал-
горитмической адаптации выбирается наиболее 
производительный тип оператора. Если полу-
ченное в результате решение не удовлетворяет 
заданным критериям, процесс повторяется с 
первого этапа. 
Генетические алгоритмы используют не-
сколько типов операторов, такие как унарные 
(мутация), бинарные (кроссовер), множествен-
ные (многоточечный кроссовер). Каждый тип 
оператора имеет набор параметров, влияющих 
на его поведение, а работа ГА начинается с 
определенными значениями параметров. 
Пусть задано множество типов операторов
1
{ , ..., , ..., }
j J
T t t t , где 1,j J  — количество 
типов операторов, применяемых в ГА. Напри-
мер, модифицированный оператор кроссовера 
или модифицированный оператор мутации. 
Каждый тип оператора , 1,jt j J , имеет набор 
параметров 
,1 , ,
( ) ( , ..., , ..., )
j
j j k j K
P t p p p ,  
1,k K . Например, оператор модифицирован-
ной мутации имеет два параметра, которым со-
ответствуют вероятности 
10
p  и
01
p , а кроссовер 
только один параметр – количество точек крос-
совера. 
Для генерации новых поколений ГА исполь-
зует генетические операторы с параметрами, 
соответствующими его типу, причем парамет-
ры принимают значения из некоторого множе-
ства или интервала. Так, для модифицирован-
ного оператора мутации значения его парамет-
ров будут выбираться из интервала (0, 1), тогда 
как параметр оператора кроссовера может при-
нимать любое положительное целочисленное 
значение, меньшее ( 1)n  . 
Для увеличения шансов на выживание и 
размножение операторов со значениями пара-
метров, показавших лучшие результаты, при-
меняется параметрическая адаптация. Рассмот-
рим АГА, который использует типы операторов 
из множества T . Для каждого оператора типа 
j
t T , 1,j J  строится популяция значений 
его параметров. Например, если для АГА опре-
делены два оператора: модифицированный 
оператор мутации и модифицированный опера-
тор кроссовера, то фиксированным набором эк-
земпляров операторов могут быть – для мута-
ции 
10 01
( _ , , ) {(0,1; 0,1; 0, 9),alter rate p p   
(0, 7; 0,8; 0),  (0, 4; 0,1; 0,1)}  для кроссовера –
( ) {(1), (2), ( 1)}c n  . 
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Обозначим набор используемых операторов 
АГА как 
1
{ , ..., , ..., }
h H
O op op op , 1,h H , где 
Н – количество операторов АГА. 
Поведение каждого оператора корректирует-
ся изменением значений его параметров с ис-
пользованием для каждого оператора эволюци-
онной процедуры, функционирующей в про-
странстве возможных значений оператора. Для 
каждого оператора с момента запуска АГА 
производятся изменения значений его парамет-
ров. Поскольку оптимизируется относительно 
небольшое пространство поиска, то для поиска 
набора значений операторов, приводящих к 
улучшению результатов работы АГА, для каж-
дого отдельного оператора также используется 
ГА. ГА, осуществляющий поиск лучших значе-
ний операторов, обозначим ОГА. 
Популяция для каждого оператора будет со-
стоять из хромосом, которые представляют со-
бой набор возможных значений параметров 
этого оператора. Для генерации новых популя-
ций используется одноточечный кроссовер. 
ОГА, применяемый для поиска в пространстве 
значений отдельного типа оператора наилуч-
ших значений, запускается как процедура ГА, 
обозначаемого далее ГГА и работающего над 
непосредственным поиском решения задачи. 
Полученное в результате использования ОГА 
решение служит исходными данными для ГГА. 
При этом АГА рассматривается как совокуп-
ность циклов ОГА и ГГА. 
На этапе работы ГГА решается задача алго-
ритмической адаптации – увеличение вероят-
ностей использования операторов, которые да-
ют лучшие решения. Для оценки работы опера-
торов введем следующие понятия. 
Событие – применение конкретного генети-
ческого оператора. Абсолютное улучшение – 
событие, когда значение целевой функции но-
вого поколения больше, чем значение целевой 
функции предшествующих поколений. Улуч-
шение – новое поколение имеет значение целе-
вой функции лучшее, чем у родителей. Стаби-
лизация решения – значение целевой функции 
нового поколения незначительно отличается от 
родительского на протяжении ряда эпох. Вы-
рождение – новое поколение имеет худшее 
значение целевой функции, чем родители, и ни 
одно из поколений не лучше, чем родительское. 
Введем параметр производительности, пока-
зывающий эффективность использования опе-
ратора в текущем поколении и используемый в 
качестве обратной связи для эволюционного 
процесса. Основываясь на значениях показате-
лей производительности, АГА корректирует 
значения вероятностей использования операто-
ров. Параметр производительности для опера-
тора 
h
op , 1,h H определим как функцию че-
тырех переменных ( , , , )
hop
ae e pw w , где ae – ко-
личество абсолютных улучшений, e – количе-
ство улучшений, pw – количество стабилизиро-
ванных решений, w – количество вырождений. 
Общее количество событий на шаге работы 
АГА определяется как N ae e pw w    . 
Параметр производительности введен с це-
лью определения, какой из операторов дает 
лучшее решение на данном шаге работы АГА. 
Частота использования операторов учитывается 
относительными частотами появления событий 
определенного типа. При 0N   относительные 
частоты рассчитываются так: для абсолютного 
улучшения – /
ae
ae N  ; улучшения – /
e
Ne 
; стабилизированного решения – /
pw
pw N  ; 
вырождения – /
w
w N  . 
В данной работе принят следующий порядок 
сравнения параметров производительности, ко-
торый на примере двух операторов будет фор-
мулироваться следующим образом. Более про-
изводительным будет оператор, параметр про-
изводительности которого характеризируется 
большим числом абсолютных улучшений. Если 
количество абсолютных улучшений одинаково, 
сравнение производится по количеству улуч-
шений. Если количество улучшений также оди-
наково, сравниваются количества плоских со-
бытий. Если последнее не позволяет выделить 
лучшего оператора, то более производитель-
ным будет тот оператор, у которого меньше ко-
личество вырождений. При равном количестве 
вырождений используется мутация. 
Для определения порядка использования 
операторов при работе АГА введено понятие 
награда. Каждому оператору 
h
op O , 1,h H  
приписывается награда ( )
h
op , которая увели-
чивается в результате накопления положитель-
ного опыта. В первую очередь используется 
оператор, который имеет наибольшую награду. 
Значение параметра ( )
h
op , 1,h H  постоянно 
обновляется, а опыт, приобретенный при по-
следних испытаниях, рассматривается как бо-
лее актуальный. 
Вісник НТУУ «КПІ» Інформатика, управління та обчислювальна техніка №54 
 
169 
Пусть ( )
h
op , 1,h H  ранг оператора hop , 
присваиваемый в зависимости от производи-
тельности таким образом, что наивысший ранг 
получает наиболее производительный тип опе-
ратора. Причем присвоение ранга производится 
после завершения работы ОГА. Награды об-
новляются в конце каждой эпохи АГА согласно 
формуле 
( ) ( ) ( ), 1,
h h h
op op op h H        
где   – коэффициент ослабления, являющийся 
константой из множества {0, 1}. Причем 0   
для оператора, только вступившего в работу, а 
1   означает, что весь предыдущий опыт опе-
ратора полностью учтен. Коэффициент усиле-
ния   служит для награждения лучших опера-
торов. Коэффициент  , обычно имеющий зна-
чение меньше  , используется для гарантии 
того, что оператор будет обязательно использо-
ван на этапе АГА. 
Ниже приведен пример предлагаемого АГА 
для двух операторов – кроссовера и мутации, а 
также ограничений на продолжительность вы-
полнения в виде количества эпох работы. 
Шаг 1. Задать условия остановки алгоритма, 
которыми могут быть количество эпох эволю-
ционирования генетического алгоритма или 
время работы алгоритма. Шаг 2. Инициализи-
ровать начальную популяцию случайным обра-
зом с учетом ограничений (1)–(3) и следующего 
правила: каждый раз при обращении к популя-
ции для решения задачи ее особи отсортировы-
ваются в порядке убывания значения целевой 
функции. Наилучший представитель популяции 
– хранимое решение задачи. Лучшая из попу-
ляций запоминается как хранимая популяция. 
На начальном этапе хранимой является первич-
ная популяция. 
Шаг 3. Случайным образом инициализиро-
вать популяцию значений операторов с учетом 
ограничений, накладываемых для каждого типа 
операторов. Например, для параметров мутации 
и кроссовера могут использоваться следующие 
значения 
10 01
( _ , , ) {(0,1; 0,1; 0,1),alter rate p p   
(0, 2; 0, 2; 0, 2),  (0, 3; 0, 3; 0, 3)}  и ( ) {(1), (2), (3)}c   
соответственно. 
Шаг 4. Использовать каждое из значений со-
ответствующих типов операторов для генера-
ции промежуточных популяций. С помощью 
целевой функции выбрать значения, позволив-
шие достичь наибольших показателей произво-
дительности для каждого из типов операторов. 
Например, для мутации это может быть
10 01
( _ , , ) (0,1; 0,1; 0,1)alter rate p p  , для кроссо-
вера – ( ) (1)c  . В случае улучшения получен-
ных результатов изменить хранимую популя-
цию, используя результаты, полученные по-
средством самого производительного их двух 
операторов, и перезаписать хранимое решение 
задачи. При равенстве операторов по произво-
дительности выбрать оператор мутации. Если 
не удалось улучшить начальное решение, пе-
рейти к шагу 3 и использовать ОГА для коррек-
тировки значений параметров применением 
оператора кроссовера. Если не удалось улуч-
шить параметры операторов путем кроссовера, 
применить мутацию во избежание возможного 
попадания в локальные экстремумы. Примене-
ние параметра мутации при корректировке зна-
чений параметров операторов производится по 
циклу с помощью следующих правил: для 
кроссовера – увеличить на единицу количество 
точек кроссовера, а если количество точек рав-
но ( 1)n  , принять следующее количество точек 
кроссовера равным 1; для мутации – увеличить 
каждое из значений параметров мутации на 0,1, 
а если значение любого из параметров равно 
0,9, принять следующее значение равным 0,1. 
Если решение не улучшается, закончить работу 
и считать полученное решение наиболее произ-
водительным. 
Шаг 5. Присвоить ранги операторам, рассчи-
тать награды, применить операторы М раз (об-
щее количество этапов работы ГГА будет равно 
2×М на первой эпохе и 3×М на всех последу-
ющих) в порядке уменьшения величины награ-
ды. Если применение оператора улучшило ре-
шение, то использовать решение в качестве но-
вого хранимого решения задачи, после чего 
продолжить работу с улучшенной популяцией. 
Шаг 6. По истечении заданного числа этапов 
ГГА обновить значение параметров производи-
тельности и выбрать наиболее производитель-
ного оператора. Например, если 
10 01
( _ , , ) (0,1; 0,1; 0,1)alter rate p p   оказался 
наиболее производительным, то необходимо 
сохранить его и использовать в следующих 
эпохах. Перезаписать хранимое решение зада-
чи. 
Шаг 7. Если условия остановки АГА не вы-
полнены, то перейти на шаг 3 и начать новую 
эпоху. На этапе работы ОГА выбрать наиболее 
производительные значения для всех типов 
операторов. Например, если 
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10 01
( _ , , ) (0, 2; 0, 2; 0, 2)alter rate p p   и ( ) (1)c   
для мутации и кроссовера соответственно, то на 
этапе ГГА работа над популяцией будет прово-
диться для трех операторов (оператор мутации 
10 01
( _ , , ) (0,1; 0,1; 0,1)alter rate p p   переходит из 
предыдущей эпохи). По окончании работы ГГА 
пересчитать и сравнить параметры производи-
тельности, выбрать лучшего из трех операторов 
и перейти к следующей эпохе (шаг 3). 
Шаг 8. Если условия остановки АГА выпол-
няются, то завершить работу, использовать те-
кущее хранимое решение в качестве решения 
задачи, иначе перейти на шаг 3 и продолжать 
работу до выполнения условия остановки. 
 
Пример применения предлагаемого АГА 
 
Пример применения предлагаемого алгорит-
ма рассмотрим на задаче распределения ВМ в 
ЦОД. 
Математическую модель задачи распределе-
ния ВМ по серверам представим следующим 
образом. 
ЦОД содержит упорядоченное множество 
серверов N = {N1, …, Nn}, где n – количество 
физических серверов; подлежит распределению 
упорядоченное множество виртуальных машин 
K = {K1, …, Km}, где m – количество ВМ; каж-
дый сервер Nі, і = 1, …, n, характеризуется дву-
мя параметрами, определяющими его вычисли-
тельную мощность: Ωі – мощность процессора 
сервера Nі; і – емкость ОЗУ сервера Nі; каждая 
ВМ Kj, j=1, …, m, имеет потребности в вычис-
лительных ресурсах: j – в процессорном вре-
мени; j – в ОЗУ; матрица R распределения ВМ 
по серверам, 
ji
R r размера m×n, где 
1 если ВМ располагается на сервере
0 в противном случае
j i
ji
, K N ,
r
, .

 

Матрица R является решением задачи и опре-
деляет распределение множества K ВМ на 
множестве N физических серверов. 
Считаем, что все серверы множества N име-
ют идентичные технические характеристики и, 
следовательно, одинаковые вычислительные 
ресурсы, поэтому полагаем, что Ωі = 1 и і = 1 
для всех і = 1, …, n, т. е. 
 {Ωі, і}Ni = {1, 1}, для всех і = 1, …, n. (1) 
Таким способом делаем переход от измере-
ния вычислительных ресурсов серверов в абсо-
лютных единицах, когда память измеряется в 
ГБ, а частота процессора в ГГц, к относитель-
ным. 
Тогда потребности ВМ определяются как ча-
сти от ресурсов сервера, нормированные отно-
сительно максимально возможной величины, 
равной единице. 
Считаем, что потребности каждой ВМ в ре-
сурсах не превышают возможностей сервера 
 1
j
   и 1
j
  , для всех j = 1, …, m (2) 
При решении задачи распределения ВМ для 
всех серверов множества N должно выполнять-
ся следующие ресурсное ограничение  
 
1
1
m
ji j
j
r 

  и 
1
1
m
ji j
j
r 

 , для і = 1, …, n. (3) 
Введем вектор 
i
y y , і = 1, …, n, где 
1 если на сервере располагается
хотя бы одна ВМ
0 в противном случае
i
i
, N
y ,
, .


 


 
 Тогда критерием оптимальности при реше-
нии задачи размещения ВМ на физических сер-
верах будет  
 
1
n
i
i
m in y ,

  (4) 
т. е. сервера должны заполняться так, чтобы 
было задействовано минимальное их количе-
ство. 
При выполнении критерия (4) будут мини-
мизированы суммарные затраты S на обслужи-
вание и энергоснабжение парка серверов ЦОД. 
Целевую функцию можно представить сле-
дующим образом 
 
1
n
i i
i
S s y

   (5) 
где si – затраты на обслуживание и энергоснаб-
жение i-го сервера. 
В случае, когда сервера в ЦОД имеют иден-
тичные технические характеристики, выраже-
ние (5) примет вид  
 
1
n
i
i
S s y

   (6) 
где s – стоимость поддержания и затраты на 
энергоснабжение для одного сервера. 
С учетом вышеизложенного задачу распре-
деления множества K ВМ можно сформулиро-
вать следующим образом: необходимо разме-
щать ВМ на серверах ЦОД таким образом, что-
бы выражение (5) или (6) достигало минималь-
ного значения. 
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Результаты экспериментальных  
исследований 
 
В работе произведены экспериментальные 
исследования на примере решения задачи рас-
пределения ресурсов ЦОД с помощью трех ал-
горитмов: классического ГА, управляемого ге-
нетического алгоритма [1], предлагаемого  
адаптивного генетического алгоритма. 
По аналогии с [1–3] в данной работе иссле-
дования проводятся для различных вариантов 
соотношения ВМ и ресурсов серверов, на кото-
рых размещаются ВМ. Для исследований рас-
сматриваются три варианта соотношений ре-
сурсов, наиболее приближенные к реальным 
ситуациям:  
— случай непропорциональных потребно-
стей в ресурсах, когда в относительных едини-
цах запрашиваемая величина процессорного 
времени (ЦП) значительно превышает запра-
шиваемый объем ОЗУ, т. е. j>>j, для всех 
j = 1, …, m. Подобный тип задачи возникает 
при наличии большого количества приложений, 
требующих сложный вычислений; 
— также случай непропорциональных по-
требностей в ресурсах, когда запрашиваемая 
величина ЦП значительно меньше запрашивае-
мого объема ОЗУ, т. е. j<<j, для всех 
j = 1, …, m. Такая задача возникает, когда на 
серверах ЦОД размещаются ВМ с приложени-
ями, требующими обработки больших объемов 
данных; 
— наиболее распространенный на практике 
случай, когда количество запрашиваемых ЦП и 
ОЗУ для всех ВМ распределено случайным об-
разом в диапазоне [0,05; 0,6]. 
Пределы, в которых изменяются запрашива-
емые ресурсы ВМ для различных эксперимен-
тов, представлены в таблице 1. 
Табл. 1. Характеристики ВМ 
№  
эксперимента 
Ограничения, 
ОЗУ 
Ограничения, 
ЦП 
1 0,3—0,45 0,05—0,15 
2 0,45—0,6 0,05—0,15 
3 0,05—0,15 0,3—0,45 
4 0,05—0,15 0,45—0,6 
5 0,05—0,6 0,05—0,6 
В [1] доказано, что при количестве ВМ 
меньше пятидесяти эвристические и генетиче-
ские алгоритмы дают приблизительно одинако-
вые результаты, а с увеличением количества 
ВМ выигрыш ГА становится все более ощути-
мым. 
Отображение результатов работы КГА, УГА 
и АГА приводится с помощью количества вы-
свобожденных серверов. Предполагается, что 
изначально для развертывания каждой ВМ вы-
деляется отдельный сервер. Далее с помощью 
исследуемых алгоритмов производится опти-
мизация размещения ВМ на серверах с оценкой 
максимального количества высвобожденных 
серверов для каждого из алгоритмов. На рис. 2 
представлен график зависимости количества 
высвобожденных серверов от размерности за-
дачи (количества ВМ) для случая, когда коли-
чество запрашиваемых ЦП и ОЗУ для всех ВМ 
распределено случайным образом в диапазоне 
[0,05; 0,6]. По оси абсцисс откладывается коли-
чество ВМ, по оси ординат – количество вы-
свобожденных серверов. 
Для сравнения результатов работы УГА и 
АГА предлагается ввести понятие дополни-
тельно высвобожденных серверов 
В
N . Значе-
ние 
В
N  определяется как разность между коли-
чеством серверов 
КГА
N , высвобожденных в ре-
зультате работы классического ГА, и количе-
ством серверов 
УГА
N  и 
АГА
N , высвобожденных 
в результате применения УГА и АГА соответ-
ственно. Таким образом, на графиках рис. 3 по-
казан выигрыш УГА и АГА относительно ГА в 
виде зависимости количества дополнительно 
высвобожденных серверов 
В
N  от размерности 
задачи для различных вариантов соотношений 
запрашиваемых ресурсов. По оси абсцисс от-
кладывается количество ВМ, которые необхо-
димо расположить на серверах ЦОД. По оси 
ординат – количество дополнительно высво-
божденных серверов для каждого из алгорит-
мов. 
Данные для экспериментов генерировались 
случайным образом с равномерным законом 
распределения. Результаты экспериментальных 
исследований представлены на рис. 3. 
Анализ графиков на рис. 3 позволяет сделать 
следующие выводы: 
— использование УГА и АГА эффективнее, 
чем использование классического ГА; 
— предлагаемый АГА является однознач-
ным лидером независимо от условий экспери-
мента; 
— при наличии ВМ с большими требовани-
ями к ОЗУ либо ЦП (графики рис. 3,б, и 
рис. 3,г) эффективность использования УГА и 
АГА выравнивается, однако преимущество 
остается за АГА. 
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— для случая разброса требований в широ- 
ком диапазоне [0,05; 0,6] (график на рис. 3,д), 
использование АГА наиболее эффективно. 
  
Рис. 2. Зависимость количества высвобожденных серверов от размерности задачи 
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Рис. 3. Зависимость количества дополнительно высвобожденных серверов от размерности 
задачи, когда требования к запрашиваемым ресурсам лежат в диапазонах: а) к ЦП – [0,05; 
0,15], к ОЗУ – [0,3; 0,45]; б) к ЦП – [0,05; 0,15], к ОЗУ – [0,45; 0,6]; в) к ЦП – [0,05; 0,15], к ОЗУ – 
[0,3; 0.45]; г) к ЦП – [0,05; 0,15], к ОЗУ – [0,45; 0,6]; д) к ЦП – [0,05; 0,6], к ОЗУ – [0,05; 0,6] 
 
Выводы 
 
Разработан адаптивный генетический алго- 
ритм, позволивший решить проблему подбора 
значений для параметров генетических опера-
торов и вероятностей применения этих опера- 
торов в процессе эволюции генетического ал-
горитма. Фундаментальной особенностью пред- 
ложенного адаптивного генетического  алго-
ритма является одновременное применение па-
раметрической и алгоритмической адаптации. 
При проектировании адаптивного генетическо-
го алгоритма введены следующие понятия: мо-
дифицированные операторы кроссовера и му-
тации, параметрическая и алгоритмическая 
адаптация генетического алгоритма, сформи- 
рованы правила сравнения операторов и  поня-
тия параметра производительность генетиче-
ского оператора. На примере решения задачи 
распределения ресурсов доказана работоспо-
собность и эффективность предлагаемого адап-
тивного генетического алгоритма. Доказано, 
что предлагаемый алгоритм позволяет за рав-
ное количество эпох получать лучшие резуль-
таты по сравнению с классическим и управляе-
мым вариантом генетического алгоритма. 
В следующих публикациях планируется раз-
витие положений адаптивного генетичес- 
кого алгоритма, составление рекомендаций по  
настройке параметров алгоритма для конкрет-
ных задач, проведение экспериментальных ис-
следований для других задач ИТ-сферы. 
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