ABSTRACT Blocking phenomenon occurs in a flowshop that has a limited buffer between any two successive machines. Once the buffer is full, the upstream machine is forbidden to release a finished job. The job has to remain on the machine until the buffer can accommodate it. This study investigates a blocking flowshop scheduling problem, in which each job has its own release date, with the optimal criterion of minimizing the total cubic completion time. Given that the problem is NP-hard, a metaheuristic algorithm can efficiently achieve a near-optimal solution within a due time. On the basis of the properties of job sequencing, simulated annealing, tabu search, and genetic algorithm are presented to obtain high-quality solutions for medium-scale problems. A series of random experiments are conducted to show the effectiveness of the proposed algorithms.
I. INTRODUCTION
In the modern manufacturing industry, production scheduling, as a decision-making process, plays a key role in the effective utilization of enterprise resources (Pinedo 2012) . In comparison with the other scheduling models, the flowshop scheduling model is very significant in the manufacturing industry (Li and Ma 2016, Wang and Li 2017, Ying et al. 2018) . The intermediate storage (called buffer) between any two successive machines is usually assumed to be unlimited. However, in many industrial settings, the system buffer is typically limited. A flowshop with zero capacity buffers is called a blocking flowshop. In the production system, a machine may be blocked by a job when the downstream machine is not available for the job, that is, the blocked machine cannot process other jobs even if the operation of the job has been completed, because there is no intermediate storage for the job to stay. A blocking flowshop model is common in many production processes, such as chemical production, steel making and food processing. For example, in the production of concrete blocks, intermediate storage is unavailable in some stages of the manufacturing process.
Previous studies on the blocking flowshop scheduling problems mainly focus on minimizing the maximum completion time (i.e., makespan). Hall and Sriskandarajah (1996) reported that the blocking flowshop makespan (BFSM) problem is NP-hard when m > 2. Ronconi (2005) presented a branch and bound algorithm to prevent blocking as early as possible and to obtain the optimal makespan. Grabowski and Pempera (2007) developed a fast tabu search (TS) algorithm, in which multi-moves are used, that is, several moves are performed simultaneously in a single iteration for the BFSM problem. Pan and Wang (2012) investigated the effect of combining the PF (profile fitting) and NEH (Nawaz, Enscore, Ham) heuristics, on which six heuristic algorithms were based and established. Ribas et al. (2011) introduced an iteration-based greedy algorithm with initial solution generated by the NEH heuristic. Within a given time horizon, the metaheuristic algorithm usually achieves high-quality solutions for the BFSM problem efficiently. To handle the BFSM problem, Caraffa et al. (2001) employed the genetic algorithm (GA), proposed a hybrid modified global-best harmony search algorithm and Liang et al. (2011) presented a dynamic multi-swarm particle swarm optimizer. Han et al. (2011) utilized a discrete artificial bee colony algorithm for the problem and indicated that it is superior to the TS and discrete differential evolution algorithms in simulation experiments. Han et al. (2016) introduced a modified fruit fly optimization algorithm to handle the BFSM problem. Ribas (2017) discussed a parallel BFSM problem, in which each stage includes a series of parallel machines. Two constructive procedures were used as the initial solution procedures of an iterated local search and an iterated greedy algorithm, both of which were combined with a variable neighborhood search. Apart from the makespan problem, the total flow time is also a hotspot in the research on blocking flowshop. Wang et al. (2010) developed three harmony-search-based algorithms, namely, hybrid harmony search, hybrid global-best harmony search and hybrid modified global-best harmony search algorithms for solving the blocking flowshop to minimize the total flow time. Moslehi and Khorasanian (2013) presented two mixed binary integer programming models for the blocking flowshop scheduling problem to optimize the total completion time (TCT) and designed a branch and bound algorithm based on some lower bounds and dominance rules. Ribas and Compans (2015) proposed two constructive heuristics combined with the insertion phase of the NEH heuristic for the blocking flowshop problem of minimizing the total flow time.
The known studies on the blocking flowshop scheduling model have mainly focused on the problems where all jobs are available at time zero (i.e., without release date consideration, see Burdett and Kozan, 2000 , 2003 , which was an impractical hypothesis for production scheduling. This paper considers that each job has its own release date, which accurately simulates the industrial production environment. Furthermore, the common criteria used in the blocking flowshop scheduling were makespan (aiming to reduce machine loads) and total completion/flow time (aiming to save workin-process inventory). This paper discusses the criterion of total cubic completion time (TCCT) which serves as a tradeoff between makespan and total completion/flow time (TCT). A mathematical interpretation is that fixing k = 3 for a general criterion, i.e. total k-power completion time, which is equal to makespan as k → ∞ and is equal to TCT as k = 1, can obtain the cubic objective. With the standard three-field notation (Pinedo 2012 ), the problem is denoted as Fm|r j , blocking| C 3 j . As the NP-hardness of problem Fm|r j | C 3 j was reported by Bai and Zhang (2015) , the blocking flowshop TCCT problem with release dates must be as difficult as the unblocking version. Furthermore, the Fm|r j , blocking| C 3 j problem cannot be solved by a polynomial algorithm, unless P = NP. As the metaheuristic algorithm does not depend on specific field of the problem and has a strong robustness, it is an effective way to solve a scheduling problem. The metaheuristic algorithm for blocking flowshop scheduling problem is a frontier research direction in both academic and industrial fields. This paper employs metaheuristic algorithms to achieve a near-optimal solution for the blocking flowshop TCCT problem within a given time. On the basis of the properties in job sequencing, simulated annealing (SA), TS and GA are presented to obtain high-quality solutions for moderate-scale problems. A series of random experiments is conducted to show the effectiveness of the proposed algorithms.
The remainder of this paper is organized as follows. The formulating expression of the blocking flowshop scheduling problem is given in section II. The two properties are explained in Section III. Sections IV and V present the metaheuristic algorithms and some computational results of the proposed algorithms, respectively. This paper is concluded in Section VI.
II. PROBLEM SPECIFICATION
In a blocking flowshop scheduling problem, n jobs must be processed on m different machines in an identical sequence. Release date r j of job j (j = 1, 2, . . . , n) is the earliest available time. Processing time p i,j (a non-negative constant) denotes the execution time of job j on machine i (i = 1, 2, . . . , m). Once an operation is started, it cannot be interrupted until it is completed. The buffer between any adjacent machines is zero, i.e., the finished job must be reserved on the current machine until the downstream machine becomes available. No machine processes more than one operation, and no job is assigned to more than one machine at any time. The machine processes the jobs on a first come, first served manner, i.e., the permutation schedule. Starting time S i,j denotes the time when job j starts its processing on machine i. Departure time C i,j denotes the time when job j departs from machine i, and C j is the departure time when job j leaves the final machine. The objective is to find a feasible job schedule that optimizes the maximum completion time of all the jobs, that is, min C max .
Define N = {1, 2, . . . , n} and M = {1, 2, . . . , m} as the set of jobs to be scheduled and the set of machines in the shop, respectively. For a schedule π , the variable is set as 0-1 as follows:
Let Y be a sufficiently large number. The problem Fm|r j , blocking| C 3 j is formally stated as the following mixed integer programming model:
Constraints (1) and (2) ensure that each job has its unique position in a given queue. Constraint (3) guarantees that a job is not permitted to be processed until its release date. Constraints (4) and (5) enforce the flowshop processing mode for each job. Constraint (6) describes the blocking phenomenon. Constraint (7) restricts the precedence relationship between adjacent jobs on each machine. Constraint (8) specifies the binary and non-negative variables.
III. SCHEDULING PROPERTIES
For the two-machine blocking flowshop scheduling TCCT problem, some dominance properties are presented and incorporated into the TS algorithm to reduce the search space and accelerate the convergence of the algorithm.
Property 1: For the F2|blocking| C 3 j problem, if max{p 1,j } ≤ min{p 2,j } (j = 1, 2, 3, . . . , n), then the optimal solution can be obtained by selecting job k which satisfies P k = min j {P j } as the first job, and scheduling the remaining jobs in non-decreasing order according to the processing times on the second machine, where P j = p 1,j + p 2,j .
Proof: According to these condition max{p 1,j } ≤ min{p 2,j }, the critical path of the scheduling problem is composed of the operations on the second machine except for the first job. Therefore, for the first job in an optimal schedule, the sum of the processing times on the two machines must be minimum. Suppose that schedule π , which does not satisfy the scheduling rule, is optimal. In the schedule, at least two adjacent jobs must be included. For example, x is followed by y, such that
Assume that the starting time of job x on the second machine is t. Then, the objective value of π contributed by jobs x and y is
An adjacent pairwise interchange is performed on jobs x and y. The received schedule is denoted as π . Obviously, in the new schedule, job y starts its processing at time t, and the positions of the jobs are unchanged, except those of jobs x and y. Therefore, the objective value of π contributed by jobs x and y is
With assumption (9), a comparison of equalities (10) and (11) yields
Inequality (12) contradicts the optimality of schedule π . Thus the proof is completed.
. . , n), then the optimal solution can be obtained by scheduling the jobs in a non-decreasing order according to the sum of the processing times on the two machines.
Proof: According to condition min{p 1,j } ≥ max{p 2,j }, the critical path of the scheduling problem is composed of the operations on the first machine, except for the last job. Suppose that schedule π, which does not satisfy the scheduling rule, is optimal. In the schedule, there must be at least two adjacent jobs. For example, x is followed by y, such that
Assume that the starting time of job x on the first machine is t. Then, the objective value of π contributed by jobs x and y is
An adjacent pair-wise interchange is performed on jobs x and y. The received schedule is denoted as π . Obviously, in the new schedule, job y starts its processing at time t, and the positions of the jobs are unchanged, except those of jobs x and y. Therefore, the objective value of π contributed by jobs x and y is
With assumption (13), a comparison of equalities (14) and (15) yields
Inequality (16) contradicts the optimality of schedule π which completes the proof.
Property 3:
, then the optimal solution can be obtained by scheduling the jobs in a non-decreasing order according to the sum of the processing times.
IV. METAHEURISTIC ALGORITHMS
Given the NP-hardness of the model, a metaheuristic algorithm can provide a high-quality solution within a specified time for a medium-scale problem. This section introduces TS, SA algorithm and GA to obtain a near-optimal solution to the problem.
A. TS ALGORITHM
The TS algorithm (Pinedo 2012 ) is an enhanced local search method in which (1) worsening moves can be accepted if no improving move is available at each step and (2) prohibitions VOLUME 6, 2018 are introduced to discourage the search from returning to the previously visited solutions. This algorithm is widely used in handling combinatorial optimization, production scheduling and other fields because of its advantages of avoiding local optimum and easy implementation. The TS algorithm is presented for the blocking flowshop TCCT problem with release dates, and its procedure is formally expressed as follows.
Step 1: Select the initial sequence π 0 = {J 1 , J 2 , . . . , J n }, set maximum iteration K = 200 and empty the tabu list. Set initial iteration k = 1 and current optimal solution π 1 = π 0 .
Step 2: Choose a candidate sequence π x with the minimum objective value from the neighborhood of π k . If the move π k → π x is prohibited by a mutation on the tabu list, then select an available sequence π y with the minimum objective value from the remaining neighborhood, and set π k+1 = π y . Otherwise, set π k+1 = π x .
Step 3: Enter the reverse mutation at the top of the tabu list. The other entries in the list are pushed down a position sequentially. If the length of the current tabu list exceeds the threshold, then delete the entry at the bottom of the tabu list. If the objective value satisfies the condition f (π k+1 ) < f (π k ), then set π k+1 = π k and proceed to Step 4.
Step 4: Determine the termination condition. If k = K , then terminate program. Otherwise, set k: = k + 1, and return to Step 2.
A numerical example (Example 1) is presented below for better understanding of the TS algorithm.
Example 1: A blocking flowshop TCCT problem involves three machines and four jobs. The processing times and release dates are listed as follows.
The initial solution is selected as π 1 = {J 1 , J 2 , J 3 , J 4 } and the maximum iteration is K = 3. The current optimal solution is π * = π 1 . The aspired objective value is f (π 1 ) = 4 j=1 C 3 j = 40062. The inserted neighborhoods of π 1 are
As the current tabu list is empty, all the sequences need to be checked. Therefore, the objective values of these solutions are: f (π 11 ) = 50056, f (π 12 ) = 68762, f (π 13 ) = 155701, f (π 14 ) = 38801, f (π 15 ) = 86527, and f (π 16 ) = 43967. The solution with the minimum objective value is π 14 {J 1 , J 3 , J 2 , J 4 }. Then, move (J 2 , J 3 ) is stored in the tabu list and π 2 = {J 1 , J 3 , J 2 , J 4 }. Given f (π 2 ) < f (π 1 ), the current optimal solution is updated to π * = π 2 . As the termination condition is not satisfied, that is, k < K , then set k = 2. The neighborhoods of π 2 are π 21 {J 3 , J 1 , J 2 , J 4 }, 
B. SA ALGORITHM
The SA algorithm is a search process inspired by the annealing technique in metallurgy, where a slow decrease in the probability of accepting worse solutions as the solution space is explored. In this section, a SA algorithm is used for the blocking flowshop TCCT problem with release dates. The number of inner loop times is 100, which means the inner loop iterates 100 times at each temperature. The cooling function is T k+1 = T k b (0 < b < 1), where b is the descent factor, and the temperature drops 200 times. The advantage of this algorithm is that it is easy to implement and the steps of the cooling process can be easily controlled. The procedure is formally expressed as follows.
Step 1: Initialization: Generate an initial solution s 0 with the given heuristic algorithm. Set initial temperature T 0 = 10 × m × n, iteration k = 0, and T k = T 0 .
Step 2: Generate a neighborhood solution π j ∈ N (π k ) randomly, where N (π k ) represents the neighborhood of solution π k . Calculate the increment of the objective value where
Step 3: If f < 0, then set π k = π j and proceed to Step 4. Otherwise, ξ = U (0, 1) is generated randomly.
Step 4: If the number of inner loop times reaches the maximum value of n(T k ), then proceed to Step 5. Otherwise proceed to Step 2.
Step 5: Lower the temperature T k , where k = k + 1. If k = 200, terminate the procedure. Otherwise, return to Step 2.
C. GA
The GA (Pinedo 2012 ) is a metaheuristic method inspired by the biological evolution process. When a GA handles an optimization problem, a population including a number of candidate solutions (called individuals) is evolved toward better solutions. The evolution usually commences from a population generated by random individuals. Every evolution is an iterative process. In an iteration, the obtained population is called a generation. In each generation, the fitness (i.e., the objective value in the optimized problem) of every individual in the population is evaluated by a given criterion. A number of fit individuals are stochastically selected from the current population. A new generation is formed by modifying the genome of each individual. The algorithm uses the candidate solutions in a new generation in the next iteration. Commonly, the procedure is terminated when either the maximum number of iterations has been reached or a satisfactory fitness level has been achieved for the population. The initial solutions can be generated by a given scheduling rule. The initial population is composed of a set of initial solutions. The procedure is formally expressed as follows.
1) ENCODING
In a permutation flowshop model, the sequence in which the jobs pass through the first machine is maintained throughout the remaining machines. Therefore, the processing sequence on the first machine is denoted by a permutation {1, 2, . . . , n}, in which each element corresponds to a job. For example, when four jobs are processed on three machines, in which the jobs are indexed as {1, 2, 3, 4}, chromosome X = (2341) is a feasible schedule for the problem, where each of the numbers in the sequence is a gene on the chromosome. The coding method is not only easy to understand but also suitable for the crossover and mutation operations for the chromosomes.
2) CROSSOVER OPERATOR
As a parent, each individual X k (k = 1, 2, . . . , K ) in the population has to execute a crossover operation with another parent X r , which is randomly selected from the rest of the individuals. The chromosome of the new offspring is a combination of the two gene fragments (subsequences) of the parents. One of the subsequences is selected from X i and copied to the corresponding position in the new offspring. The elements that are already in the subsequence are deleted from parent X r . The elements in the remaining subsequence are placed in the unfilled positions of the new offspring from left to right in the order where they appeared in parent X r . Each crossover operation randomly generates a starting point p and length l to determine the subsequence that is retained from parent X i . Length l (l ∈ [1, n − 1]) is the subsequence that is to be retained. Starting point ρ (ρ ∈ [1, n − l + 1]) is the starting position of the reserved subsequence. An example with six jobs is presented to show the crossover operation (Fig. 1) . Set sequence length l = 3 and starting point p = 3. The elements {2, 3, 5} in parent X k are copied to the corresponding positions in the offspring. Then these elements are deleted in parent X r , and the remaining elements {4, 1, 6} are placed into the unfilled positions in the offspring from left to right. The crossover operation ensures that the offspring sequence is still a feasible solution, and the feature of the parents can be inherited by the offspring.
3) MUTATION OPERATOR
Mutation operation is important to generate new solutions. For each offspring individual U k obtained by the crossover operation, a random number rand is generated. If rand < Y , then the mutation operation is executed for the offspring. Two subsequences are randomly selected from the individuals. The mutation operation is executed on them, and they are exchanged to obtain a mutation individual V k .
4) SELECTION STRATEGY
In minimization problem, the method to determine whether an individual is selected is to compare the objective value. The individual with the minimum objective value is dominant. If the mutant individual U k is better than its parents X k , then it is added to the next generation as a new individual. Otherwise, the parent X k is retained in the next generation.
V. COMPUTATIONAL RESULTS
This section designs a series of simulation experiments to reveal the performances of the proposed algorithms. All the proposed algorithms were coded in C++ and implemented on a PC with an Intel Core i7-4770 (3.40GHz × 4) CPU and 8 GB RAM. The release dates of the jobs were randomly generated from a discrete uniform distribution on [1, 5n] . Ten different random tests for each combination of parameters were performed individually, and the averages are reported in the following subsections.
A. PARAMETERS DETERMINATION
A number of parameters should be determined for the TS algorithm, GA and SA algorithm. For the TS algorithm, the maximum iteration and the length of the tabu list are the parameters to be determined. For the GA, the maximum iteration, the population size and mutation probability need to be determined. For the SA algorithm, the maximum iteration, the coefficient of cooling function and the initial temperature coefficient are the candidate parameters. During the parameter tests, one or several parameters are fixed to obtain the optimal combination of parameters. The numbers of machine and jobs are set as 3 and 50, respectively. The processing times or the jobs were randomly generated from a discrete uniform distribution on [1] and [10] . The value of a parameter is determined with the maximum improvement percentage of the objective value, which is expressed as GAP = [(initial solution − final solution)/(final solution)]×100%.
1) TS ALGORITHM
(1) Maximum number of iterations for TS algorithm. Fig. 2 shows the downtrend of the objective values when the number of iterations T 1 increases from 100 to 500. The results reveal that a decrease in the objective value can be negligible when T 1 ≥ 400. Therefore, the procedure is terminated after 400 iterations. (2) Length of tabu list. TL = 100, 200, 300, 400 and 500 are selected to test. For one thing, loop iteration may appear if the number of entries in TL is insufficient. For another, the search scope may be excessively restrained if TL is too large. On the basis of the data shown in Fig. 3 , TL = 100 can serve as the trade-off value.
2) GA
(1) Maximum number of iterations of the GA. Fig. 4 provides the declining trend of objective values when the number of iterations T 2 increases from 100 to 500. The results reveal that a decrease in the objective values can be negligible when T 2 ≥ 400. Therefore, the procedure is terminated after 400 iterations. tested. In a mutation individual, lower mutation probability may provide less element updates. This case is not beneficial to population evolution. On the basis of the data shown in Fig. 6 , Y = 0.4 can serve as the trade-off value.
3) SA
(1) Maximum number of iterations of the SA algorithm. Fig. 7 provides the downtrend of the objective values when the number of iterations T 3 increases from 100 to 500. The results reveal that a decrease in the objective values can be negligible when T 3 ≥ 300. Therefore, the procedure is terminated after 300 iterations. required for the initial temperature. On the basis of the data shown in Fig. 9 , β = 7 can serve as the trade-off value.
B. PERFORMANCE ANALYSIS FOR THE PROPOSED ALGORITHMS
This subsection provides a series of experiments to indicate the performance of the proposed algorithms. Combinations of 3, 5, and 10 machines with 50, 100, 150, and 200 jobs were tested. The processing times of the jobs were randomly generated from a discrete uniform distribution on [1] and [10] and a discrete normal distribution with expectation 5 and variance 4.
1) PERFORMANCE ANALYSIS
The data in Table. 1, Tables 2 and 3 are the GAP values of the TS, SA and GA, respectively. For the TS algorithm, the GAP ranges are approximately 357% ± 120% and 76% ± 18% for the uniform and normal distributions, respectively. For the GA, the GAP ranges are approximately 44% ± 11% and 23% ± 8% for the uniform and normal distributions, respectively. For the SA, the gap ranges are approximately 203% ± 104% and 62% ± 20% for the uniform and normal distributions, respectively. Obviously, the GAP values obtained with uniform distribution are larger than their counterparts obtained with normal distribution. The reason for this phenomenon is that the processing times generated by uniform distribution are more dispersed than the ones generated by normal distribution. The data also indicate that the improvements of the TS and SA algorithms dominate that of the GA. It may be true that the performance of a single-point search algorithm may be better than that of a populationbased search algorithm for the problem. The lower bound is used as a substitute for the optimal solution due to the NP-hardness of the problem. The lower bound value is expressed as The data in Tables 4, 5 × 100%. To save computing time, only the uniform distribution is tested. The error ranges for TS, GA and SA are approximately 184% ± 112%, 596% ± 236% and 357% ± 239%, respectively. For a fixed number of jobs, the ratio increases with the number of machines, which indicates that the performance of the proposed algorithms deteriorates for multi-machine problems. A possible explanation may be that the idle and blocking times are not involved in the lower bound, which enlarges the error between the objective values of the algorithms and those of the lower bound. For the largest scale problems, the CPU times of TS, SA and GA are 792s, 0.6s, and 193s, respectively. In terms of performance and running time combined, the SA algorithm dominates the other two ones.
For 10-machine and 20-job instance (10×20), the proposed metaheuristics are compared with the CPLEX optimizer, where the stipulated time is 3600 seconds. The objective values obtained by the GA, TS and SA are 5.98×10 7 , 6.20×10 7 and 5.98 × 10 7 . The associated objective values obtained by the CPLEX optimizer are 1.08 × 10 8 , 1.56 × 10 8 and 1.27 × 10 8 . This result indicates that the optimisation behavior of the metaheuristics are more effective than the CPLEX optimizer. Moreover, the CPLEX is invalidated when problem scale is larger than 10 × 20. This result indicates that the optimisation behavior of these metaheuristics are more effective than the CPLEX optimizer for handling real-world problems.
2) INDUSTRIAL DATA TESTS
Concrete block that is mainly produced by concrete and industrial waste is a new type of material for wall building. This type of material allows for the recycling of industrial waste, controlling environmental pollution, and protecting farmlands. As such, concrete blocks are an ideal building material. During the production process of concrete block, two procedures: (1) the half-finished blocks are processed in still kettle for curing (2) the finished products need to be transported from the still kettle to stocking yard; can be modeled as a two-machine flowshop scheduling problem, in which no buffer can be used. According to the available data, curing the half-finished block takes [25], [50] minutes, and transporting the finished blocks to the yard takes [12] , [35] minutes.
TABLE 7. Results of industrial data tests (%).
The data in Table 7 are the GAP values of the TS, SA and GA, respectively. The GAP ranges for GA, TS and SA are about 11.97% ± 1.15%, 7.45% ± 2.09% and 20.14% ± 2.64%, respectively. Obviously, the performance of SA algorithm dominates the other ones, showing that the neighborhood function improvement of this algorithm is remarkable and can effectively increase the perturbation of the solution and prevent the algorithm from premature convergence. Moreover, the standard deviation coefficients of the three algorithms were calculated as 8.47%, 35.20% and 14.90%, respectively. This result indicates that the optimization behavior of the GA is more stable than those of the other two algorithms. As the size of the problem increases, the computation time increases significantly. Therefore, when the number of jobs is more than 200, the ways in which heuristic and local search methods are combined will greatly improve the efficiency of solution searching.
VI. CONCLUSION
In this study, minimising the TCCT in a blocking flowshop scheduling problem is investigated where each job has its own release date. For using business optimization software, a mixed integer programming model is established to formulate the problem. In order to further discuss the characters of scheduling model, two properties of job sequencing are proven for the two-machine blocking flowshop problem. Given the NP-hardness of the problem, metaheuristic algorithms, namely, simulated annealing, tabu search and genetic algorithm, are introduced to obtain high-quality solutions for medium-scale problems. The purpose of the study is to analyze the computing performance between single-point and population-based search algorithms, and to provide valuable insights for using metaheuristic to handle flowshop scheduling with blocking and release date constraints. Numerical simulations and industrial data tests reveal the effectiveness of the proposed algorithms. In future research, the performance of these heuristics will be enhanced to solve multi-machine problems and their execution times will be controlled within a reasonable range. Furthermore, the LS strategy will be improved to obtain better solutions for moderate-sized problems. JIE LIANG received the B.S. degrees in software engineering from Tianjin Chengjian University, Tianjin, China, in 2016. He is currently pursuing the master's degree in software engineering from Northeastern University, Shenyang, China. His current research interests include intelligent optimization algorithm and production scheduling.
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