The fundamental identity of quadratic Jordan algebras Q Qab = QaQ b Qa is commonly proven as a consequence of MacDonalds theorem or using more analytic methods. In this short note we give a self-contained purely algebraic proof using just a few easily proven identities and a Python script that follows a simple randomised logic to reduce expressions of Jordan operators.
Introduction
A Jordan algebra (V, * ) is a vector space over a field F (that we will always take to have any characteristic except 2) equipped with a bilinear operation * such that for any a, b ∈ V we have a * b = b * a (commutativity) and a * (b * a 2 ) = (a * b) * a 2 (the Jordan identity) where a 2 := a * a. If (V, ·) is a associative algebra (not necessarily commutative) then it becomes a Jordan algebra when equipped with the product a * b := 1 2 (a · b + b · a). A Jordan algebra arising from an associative algebra in this way is called special.
For an element a ∈ V in a Jordan algebra we define its quadratic representation by Q a b := 2a * (a * b) − a 2 * b. If V is special this reduces to Q a b = a · b · a, which is why its called quadratic. It is a well-known fact that the quadratic representation satisfies the fundamental identity: Q Qab = Q a Q b Q a . This identity is readily seen to be true for special Jordan algebras as it becomes (a · b · a) · c · (a · b · a) = a · (b · (a · c · a) · b) · a. Many textbooks [4, 1, 2, 5] prove the fundamental identity as a consequence of MacDonalds theorem. This theorem states that any polynomial identity in 3 variables that is linear in at least one variable is true for any Jordan algebra if and only if it is true for any special Jordan algebra. Other textbooks prove it when the field is the real numbers using methods from analysis [3] .
In this note we give a fully algebraic proof of the fundamental identity that only uses a few basic identities derived from the Jordan identity. We use a straightforward Python script (available on GitHub [6] or in the source code listing below) that applies these identities as rewrite rules in a random, mostly greedy way to reduce expressions. And in this way we can show that the fundamental identity is derived. Although using a script might not be the most elegant way, it does show that you don't need much cleverness to derive the fundamental identity, and that instead it can be derived in a mostly mechanical way.
For the rest of this note we will let (V, * ) be a Jordan algebra over a field F not of characteristic 2 and a, b, c, d ∈ V . We let λ always denote a scalar from F . We will write ab for a * b and a 2 b for a 2 * b. We let T a : V → V be the multiplication operator T a (b) := a * b, so that Q a = 2T 2 a − T a 2 . The operator Q a is a special case of the triple product Q a,b := T a T b +T b T a −T ab where Q a = Q a,a . We let [A, B] := AB − BA denote the commutator of maps A, B : V → V . Using commutativity we can recast the Jordan identity to a * (a 2 * b) = a 2 * (a * b). Written this way it is clear that this identity is equivalent to [T a , T a 2 ] = 0.
By bilinearity we of course have T a+λb = T a + λT b and we can expand (a + λb) 2 = (a + λb) * (a + λb) = a 2 + λ 2 b 2 + 2λab. With these observations in hand we can prove the linearised Jordan equations:
Lemma 2.1. Let a, b, c be arbitrary elements of a Jordan algebra, then
Proof. We will take the equality [
After expanding the terms we are left with
Subtracting the equation for d = a + b from the equation for d = a − b and dividing the result by 2 (here we use that the field is not of characteristic 2) we have the desired equation. We prove the second equation by taking the first equation and replacing a by a ± c and using the same trick.
By exploiting a symmetry in equation (3) we can prove the following equation as well.
Lemma 2.2. Let a, b, c be arbitrary elements of a Jordan algebra, then
Proof. Apply the operators of (3) to an element d and bring all the negative terms to the right to get
Observe that the righthandside is invariant under an interchange of a and d so that the lefthandside must be as well. This leads to the equality
where we have used the commutativity of the product to move d to the end in the last equality. Translating this back into multiplication operators, using that this equality holds for all d, and bringing some terms to the other side then gives the desired equation.
this equation any product operator can be normalised to a polynomial of product operators of double and single terms. We need to find some more commutator identities. We can already express the commutator of T b and T a 2 and that of T a and T ab using equation (2). Using (3) we can find the other commutators we need.
Lemma 2.3. Let a and b be arbitrary elements in a Jordan algebra, then
Proof. For the first equation we start with (3) with a replaced by a 2 and c by a. This expression involves a T a 2 b and T a 3 term that need to be normalised using equation (4). Grouping the terms in a clever way the equation is then
which agrees with the desired equation except for the term
For the second equation we take (2) with b replaced by
By interchanging a and b in equation (2) we get [T a , T b 2 ] + 2T b T ab = 2T ab T b , which when applied to the displayed equation gives the desired result.
a . This can at a glance be seen to be equal to Q 2 a by usage of the Jordan equation 1. With a few more applications of the normalisation equation (4) we can also derive that Q 3 a = Q a 3 . We will now linearise these equations to get some new identities.
Lemma 2.4. Let a and b be arbitrary elements in a Jordan algebra.
We will replace a with a + λb in this equation. Note that
The desired equation is the λ 2 term of this equation. By varying λ we see that each term separately has to be zero which proves the equation.
The second equation follows in exactly the same way by collecting the λ 2 term of the equation
Theorem 2.5. Let a and b be arbitrary elements in a Jordan algebra.
,a 2 b and thus that the righthandside of (8) 
On the lefthandside we will use (7) to replace both instances of 4Q 2 a,b which turns the lefthandside into
Equation (8) can therefore be transformed into
It therefore remains to show that the righthandside of this equation is zero. This can be done with a clever combination of the normalisation equation and the commutator identities as is showing using the Python script described in the next section.
Automated rewriting
Since the final equation of the previous section is rather involved we use an automated tool to reduce it to zero. This tool takes the expression and applies certain rewrites to it. The normalisation equation (4) gives the rewrite rule
and the Jordan equation (1) gives the rewrites
while equations (2), (5) and (6) give the rewrite rules
The tool applies the following strategy:
1. Apply the normalisation rewrite (9) in no particular order until it can no longer be applied, and apply the commutation rewrites (10) until they can no longer be applied.
2. Count the number of terms in the expression. Do the following a hundred times: Randomly apply a rewrite rule from (11) anywhere in the expression. Apply rewrites (10) until they can no longer be applied. Check how many terms are left. If the amount of terms is lower than it has been since starting the set of 100 rewrites, store the current expression for the next step.
3. If the expression has been reduced to zero we are done. If it is not zero, reset the expression to the one found in the previous step that had the least amount of terms and repeat the previous step.
Since we have proven that all the rewrite rules come from equalities that hold in any Jordan algebra we know that if the tool manages to reduce an expression to zero that the expression must also be zero in any Jordan algebra.
A demonstration of how this works. We will first show how it is able to represent all the necessary components. Note that 'a', 'b', 'aa', 'ab', etc. are predefined objects corresponding to the terms used above, while 'Q' is a function that acts like the quadratic representation. First, we can represent methods by how they would act on an element 'c' in a special Jordan algebra:
We can use this functionality to check that our normalisations and rewrites do what we expect them to do:
And we can also use it to verify that the equations we have derived are correct. For instance, recall equation (7)
>>> to special(r) {'abcab': 1.0 , 'bacba ': 1.0 , 'bbcaa ': 1.0 , 'aacbb ': 1.0} >>> to special(l) == to special(r)
True
And in fact we can prove that they are equal using the algorithm described above: But as established in the previous section, the expression we really want to be able to reduce to zero is the following: So the simple algorithm described above is indeed enough to prove the fundamental equality with the reductions we have made. An obvious question to ask is if the manual rewrites we did in lemma 2.4 and theorem 2.5 were necessary. Couldn't we just put the fundamental equality directly in this program and derive its correctness? If we expand Q Qab as Q a 2 b + 4Q a(ab) − 4Q a(ab),a 2 b we can represent the fundamental equality directly in the program: The algorithm gets stuck at 12 terms 1 . Scalar multiplying r by 0.5 and printing the latex output gives:
This is an equation that should reduce to zero, but which the algorithm doesn't seem to be able to handle. Unfortunately, I haven't been able to reduce this expression to zero by hand either, which is why the extra steps in theorem 2.5 were necessary. 
References

Source code listing
Below is listed the full source code for producing the reductions above. Also available on [6] . 
if isinstance(L, str): '''Wether the normalisation equation can be applied ''' return ( isinstance( self. L , JMSingle ) and isinstance( self. R , JMSingle )) def normalise step (self ):
'''The product operator is of the form T {a(bc)}.
Apply the normalisation rewrite and return the result ''' if not isinstance( self. R , JMProduct ): 
def format word ( self, word):
'''Formats the expression suitable for LaTeX output '''
def add(self, scalar , word ):
'''Adds scalar amount of the specified word to the expression''' w = Words . normalise word ( word) dict add (self.terms ,w, scalar ) if abs( self. '''Does a specified amount of random rewrites . Returning the expression with the minimal amount of terms it has found in its random path.
If list rewrites is True it also outputs the rewrites it has done ''' minterms = len( self. 
