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First, this thesis summarizes the state of the art in modeling invariant object
recognition. Second, it investigates the VisNet model developed by Rolls and
colleagues [Wallis and Rolls, 1997]. Third, it develops a neural network model
for object identification invariant under image shifts, scalings, and two dimen-
sional rotations within the image plane. The model is based on a logarithmic-
polar Fourier transform with an adaptive bandpass. The mathematics of the
model are developed and the model is implemented in a neurophysiologically
plausible neural network. Solutions to common problems in the implementation
process are presented.
1.1. Motivation
The recognition of objects is a task that humans can solve without any effort
and do so thousands of times a day, mostly without even noticing it.
Object recognition consists of two different tasks: classification and identifi-
cation. Classification is the recognition of two different objects as members of
the same object category. Identification is the recognition of a specific individ-
ual. Identification and categorization can be done easily by the human visual
system, although in both tasks it has to struggle with a large variability.
Regarding classification, this means that the human visual system is able to set
up categories that are so robust that all members of a category can be classified
correctly, despite the fact that they can look very different. Therefore, the hu-
man visual system has to generalize between all the different existing category
instances.
Regarding identification, the human visual system can identify objects under
various circumstances subjecting them to a lot of different distortions. The dis-
tortions changing the object appearance are caused by the environment and by
the observer itself. Possible changes of the object appearance include scalings,
rotations, shifts, illumination changes, and partial occlusions by other objects.
In the following, we refer to object recognition as being the combination of
categorization and identification.
The focus of this work is on object identification under the basic geometri-
cal transformations shift, scaling, and rotation. The human visual system can
achieve shift, size, and rotation invariant identification. Evidence for a full
shift and size invariance comes from psychophysics and neurophysiology [Bie-
derman and Cooper, 1991a, 1992; Furmanski and Engel, 2000; Ito et al., 1995;
Tovee et al., 1994] - summarized in [Wiskott, 2006]. Regarding object shifts,
experimental results indicate a complete shift invariant identification across the
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whole visual field with minor performance losses at its edges [Biederman and
Cooper, 1991a, 1992]. Regarding scaling, evidence for scale invariant identifi-
cation comes from a perceptual learning task. In learning gray-scale images of
common objects, no change in recognition performance can be observed when
the object size in the images is changed suddenly [Furmanski and Engel, 2000].
These experimental results suggest that for shifting and scaling, the human vi-
sual system generalizes from the positions and sizes of the training exemplars
to all possible positions and sizes. In that way, a full shift and scale invariant
identification is achieved.
Regarding rotations, the situation is different. Experimental data suggest that
the human visual system interpolates between the rotation angles given by the
training exemplars [Forster et al., 1996; Shepard and Metzler, 1971]. In this
way, a rotation invariant identification can be achieved. In contrast to shifts
and scalings, for rotations not all dimensions are equal for the human visual
system. Experimental data reveal a dramatic change in identification perfor-
mance when major parts of an object come in or out of view [Biederman and
Gerhardstein, 1993; Hayward, 1998; Hayward and Tarr, 1997]. Such an appear-
ing and/ or vanishing of object parts occurs only in rotations perpendicular
to the image plane and not in shifts, scalings, and two dimensional rotations
within the image plane. This hints that the visual system treats in-depth image
rotations substantially different from two dimensional rotations within in the
image plane, shifts, and scalings.
Invariant object identification is the most basic and fundamental property of
our visual system. It is the basis of other cognitive tasks, like motor actions
and social interactions. Thus, the theoretical understanding and modeling of
invariant object identification is one of the central problems in computational
neuroscience.
1.2. Overview
This thesis consists of three parts. In the first part (chapter 2), we will re-
view the relevant literature on modeling object recognition. Many models of
invariant object recognition exist. They differ, for example, in the extent of
neurophysiology or in the way they achieve invariance. We will group the ex-
isting models according to the approach they use. Each group of models has its
own specific advantages and limitations. Up to now, there is no optimal model.
Each might be adequate in one context and less so in a different context.
In the second part (chapters 3 and 4), we will present and discuss the VisNet
model proposed by Wallis and Rolls [1997]. It is a four layer, feedforward net-
work with lateral inhibition in each layer, a trace learning rule, and an image
preprocessing by Difference of Gaussians filters. In the first half of chapter 3,
we will give a detailed mathematical description of VisNet’s setup. Up to now,
a detailed mathematical description of VisNet is not available. Our description
closes this gap. In the second half of chapter 3, we will summarize VisNet’s
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properties from the literature. As we will see, many open questions remain.
Therefore, we will investigate VisNet in chapter 4 with our own experiments.
These experiments will focus on the question whether VisNet’s object identifi-
cation is invariant under the basic geometric transformations shift, scaling, and
rotation.
In the third and main part (chapters 5 and 6), we will develop a new model
for shift, scale, and rotation invariant object identification. It is based on the
classical Fourier transform with a logarithmic-polar coordinate system and an
adaptive bandpass. In chapter 5, we will formalize the mathematics of the
model, prove its invariance properties, and demonstrate its implementation as
a neural network model. Here, the neurophysiological plausibility receives spe-
cial attention. In chapter 6, we will conduct some experiments showing the
invariance properties of the network for simple, artificial objects and complex,
natural images. Additionally, we will investigate the model performance under
a change of the relative position of image features and noise in the image. Both
are typical problems for the human vision system.
To finish this thesis, we will summarize the results achieved in this work and
propose open questions for further research (chapter 7).
4
2. Previous Models of Object
Recognition
In this chapter, we review existing models of object recognition. The focus of
this thesis is on object identification invariant under the basic geometric trans-
formations shift, scaling, and rotation. Therefore, we restrict our review to such
models. Object classification is out of the scope of this thesis. Thus, we discuss
classification models only marginally. Most models are not developed for pure
object identification or classification. Therefore, we speak of recognition in the
following.
Over the years many, models of invariant object recognition have been pro-
posed. This variety of models can be separated in two main fields: machine
and computational vision. These two main fields can be further divided accord-
ing to the following three aspects. First, the existing models can be grouped
according to the role attention plays in them. Second, they can be separated
in models that do or do not incorporate figure ground separation. Third, the
existing models can be divided in models that are specialized for face processing
and in models that are designed to handle general, non-facial objects. We will
discuss these aspects in the following. The following discussion will reveal that
we are particular interested in models that are computational vision models,
do not include attention nor figure ground separation, and can identify general,
non-facial objects.
This class of models can be further divided according to the methods they use.
We discuss the advantages and limitations of the different methods in more
detail in the sequel.
2.1. Gestalt Theory and Transformation Groups
The theoretical understanding of invariant object recognition is based on the
gestalt theory. The gestalt concept originated from cognitive psychology. It
started with the foundational paper by von Ehrenfels [1890]. Since then, the
term gestalt has been interpreted in various ways [Grelling and Oppenheim,
1937; W. Köhler, 1921; Wertheimer, 1912]. Here, we use the definition of a
gestalt given in Breidbach and Jost [2006].
Definition 2.1 (Gestalt [Breidbach and Jost, 2006])
A gestalt is defined as the invariants of a collection of patterns that can mutu-
ally be transformed into each other through a class of transformations encoded
by, or conversely, determining that gestalt.
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This definition is based on the interpretation of the term gestalt introduced by
Grelling and Oppenheim [1937]. Naturally, it hints towards a relation between
the gestalt principle and the mathematical concept of transformation groups.
The work of Breidbach and Jost [2006] formalizes and investigates this relation-
ship. Here, we summarize their main ideas.
According to the above definition, a gestalt is specified by a class of transforma-
tions, which has to satisfy structural regularities. These can be, for example,
the ones of the mathematical structure of a group. Hence, a gestalt is more than
a pattern. It expresses what is common in a collection of patterns, what char-
acterizes them. The gestalt concept makes it possible to relate these patterns
to each other according to similarity criteria. Thus, a gestalt is an equivalence
class of patterns under a predefined transformation group. The group laws de-
fine how patterns may be changed and what regularities those changes have
to satisfy. Thereby, the group laws determine what is essential and what is
inessential for the gestalt. In summary, the transformation group determines
what patterns belong to a given gestalt and which ones do not belong to it. For
every transformation of the group invariants exist. Invariants are properties
that do not change under the considered transformation. These invariants give
the structure characterizing the gestalt.
In order to make the gestalt concept useful, not only for an abstract under-
standing, but also for a concrete modeling of object recognition, one has to
construct an algorithm that can assign an input pattern to one of several inter-
nally encoded or stored structures, i. e. to a gestalt. Breidbach and Jost [2006]
formulated two possible, alternative principles on which this algorithm should
be based:
1. From a given transformation group a transformation has to be determined
which transforms the input pattern into an internally stored representative
of the gestalt.
2. From the input pattern quantities have to be compute or identify which
are transformation invariant and characterize the gestalt that corresponds
to the input pattern.
The first concept corresponds to the idea of storing prototypes for object recog-
nition. Prototypes are concrete representatives of the underlying gestalt. The
process of transforming the input pattern into a stored prototype is often coined
normalization. The second concept corresponds to idea of extracting invariant
features from the input image.
In the following, our review will point out that models exist that employ either
the first principle or the second principle and hybrid models that combine both
principles.
Like features and objects, gestalts can be organized in hierarchies. Lower level
gestalts can be combined to form higher level ones. In order to ascend in this
hierarchy one has to give up some of the structural relations defining a gestalt.
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Giving up relations results in enlarging the transformation group of a gestalt.
This makes a gestalt more abstract and general, which corresponds to a higher
level in the hierarchy.
2.2. Machine and Computational Vision
The field of modeling object recognition splits in two main fields: machine and
computational vision.
Both fields have the same goal but different motivations. In both fields, the
goal is to achieve invariant object recognition.
Regarding machine vision, the motivation is to mimic the abilities of the human
visual system.
Regarding computational vision, the motivation is to model the exact mech-
anisms that are utilized by the visual system in order to achieve invariance.
These different motivations result in different methods used in modeling.
Machine vision is not interested in how the visual system achieves its invari-
ance. Hence, in machine vision the natural way to achieve invariance is to find
an invariance operation. An invariance operation is a transformation whose
output is invariant under changes in the input image. In machine vision, it is
not of interest whether this invariance operation can be realized by the visual
system.
In computational vision the approach is different. First, psychological experi-
ments are used to investigate the behavior of the visual system. Additionally,
single neuron recordings are used to investigate the computational abilities and
the structure of the visual system. Second, one tries to incorporate all these
experimental evidences into a theoretical model.
Experimental findings indicate that the computational abilities of neurons are
limited. Therefore, the mathematical operations that can be used in computa-
tional vision models are limited. In contrast, in machine vision the whole range
of mathematics can be used. Consequently, computational vision and machine
vision models are naturally different. We will discuss this point in more detail
in chapter 5 when developing our object identification model.
A crucial aspect that discerns machine and computational vision is the im-
portance of learning. In computational vision, as in the human visual system,
learning plays a central role. Most computational vision models learn their
recognition abilities. In machine vision, learning is not important. In machine
vision, the invariant recognition is a result of a very careful filter design, i. e. a
built-in feature of the model.
Another aspect in which machine and computational vision models differ is
the types of task they try to solve.
Most machine vision models are developed for special, artificial tasks. In these
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tasks only a limited range of objects can occur. Those machine vision models
are very good in the specific task they are designed for. They can reliably han-
dle the task specific variability and transformations. However, their design is
so specialized that they can hardly handle other objects or solve tasks in which
different variabilities or transformations are involved.
The scope of computational vision is different. The human visual system is
very flexible. It can easily handle different objects and solve different tasks.
Computational vision models want to resemble this flexibility. Therefore, com-
putational vision models are designed to cope with a lot of different objects.
Consequently, they are most of time for one specific object class or task worse
than a machine vision model designed for that specific purpose. However, com-
putational visions models are far more flexible than machine vision models.
Computational vision models can, different from machine vision models, deal
with nearly all objects occurring in our daily life.
This thesis is placed in the field of computational vision. Therefore, we fo-
cus our following literature review on computational vision models.
However, our model, which we will develop in chapter 5, will be based on the
Fourier transform. The Fourier transform is a common tool in machine vision.
Hence, we will give a short review of previous machine vision models based
on the Fourier transform at the beginning of chapter 5. In contrast to these
machine vision models, we are especially interested in how our model can be
realized by the visual system. Therefore, we will develop not only the math-
ematics of our model. We will also discuss how it can be implemented in a
neurophysiologically plausible neuronal network. Implementing an invariance
operation in a neurophysiologically plausible neural network is in general not
easy. Due to the limited computational power of neurons, they presumably
perform only simple mathematical operations. Thus, an implementation can-
not be done straight forward according to the mathematics of the invariance
operation. In the implementation process, several problems can occur and have
to be solved. For example, the widely discussed multiplication problem. Often,
some mathematical details of the invariance filter have to be changed to make
an implementation in a neurophysiologically plausible neural network possi-
ble. Consequently, one cannot assume that all machine vision models can be
implemented in a neurophysiologically plausible neural network.
2.3. The Role of Attention
The term attention refers to the selection of a subset of available information
for enhanced processing. It occurs in all senses, including vision. Attention cor-
responds to a sudden allocation of processing resources. This allocation can be
initiated both conscious and unconscious. The unconscious initiation is done by
bottom-up process. A saliency map of the image is computed in a pre-attentive
manner. Attention is then attracted by visually salient image parts. The con-
scious initiation is done by a top-down process. Higher brain areas, including
the frontal lobes, send information back to the lower visual areas. This feed-
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back information directs the attention to certain points in the image. It has
been suggested that the phenomenon of gaze following, i. e. the human ability
to infer where someone else is looking and to orient to the same location, may
explain how humans learn to incorporate this feedback information [Jasso and
Triesch, 2008].
Attention can be divided in overt and covert attention [Wright and Ward, 2008].
Overt attention refers to directing sense organs towards a stimulus source.
Covert attention refers to mentally focusing on one of several sensory stim-
uli.
Many years of research revealed that the role attention plays in object recogni-
tion is complex and not understood in detail yet. One the hand, tasks seeming
complicated can be performed in the absence of attention, for example, deciding
whether an arbitrary, complex natural scene contains an animal or not [Fei-Fei
et al., 2002]. On the other hand, tasks seeming easy do require attention, for
example, discriminating between bisected, colored discs and their mirror images
[Fei-Fei et al., 2002].
Attention is known to facilitate object recognition [Eriksen and Eriksen, 1974].
It plays an important role in both feature selection [Bundesen, 1998] and visual
binding [Schneider, 1995; Treisman, 1982; Treisman and Gelade, 1980; Wojci-
ulik and Kanwisher, 1998]. However, an object can be recognized if it is not
in the attentional focus [Fei-Fei et al., 2002; Tipper, 1985; Tipper and Driver,
1988; Tresiman and DeSchepper, 1996]. Thus, the presence or absence of at-
tention does not determine whether and object will be recognized. Instead, it
affects the qualitative form of the visual representations build for recognition
[Stankiewicz et al., 1998]. Attention tunes the object representations that the
visual system builds. This attentional tuning helps to answer the question of
how humans can recognize objects at multiple levels of abstraction. Attention
alters the object representations between coarse and fine. Coarse or categorical
representations are used for categorization. Fine or detailed representations
are used for identification. This intuitive concept has been proposed in several
similar forms [Biederman, 1987; Hummel and Stankiewicz, 1996; Marr, 1982;
Olshausen et al., 1993].
Attention is related to invariant object recognition. In visual perception, bring-
ing a point into the focus of overt attention results in directing the gaze at this
point. Therefore, an object which is in the focus of overt attention appears
in a central, non-shifted position. Thus, recognition of objects that are in the
focus of overt attention is naturally shift invariant. However, shift invariant
recognition occurs also for objects which are not in the focus of overt attention.
Common objects can be recognized independent of their position when they
are in the focus of covert attention or are not in the attentional focus. Conse-
quently, overt attention is not the only mechanisms used in the visual system
to achieve shift invariant recognition.
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In summary, early object recognition, we are interested in, can be modeled with-
out attention. Attention can be modeled as separate module. This attention
module interacts for higher visual processes with the modules for early visual
processes, such as basic object recognition. Consequently, we will not discuss
in this review models that are specialized for attention. Likewise, we will not
worry about attention when developing our own model for early invariant object
identification (chapter 5).
2.4. The Role of Figure Ground Separation
Figure ground separation is a central problem in object recognition. Usually,
objects are not seen in front of a uniform background. Instead, they are seen
in front of other objects making up a complex background. Before the visual
system can recognize a specific object in the visual scene, it has to figure out
what belongs to the object. Thus, before object recognition is possible, a figure
ground separation has to be done. This it not a problem for the human visual
system. However, it is not clear how the figure ground separation is realized by
the human visual system. A whole field of research is concerned with under-
standing and modeling figure ground separation - see [Bruce et al., 2003] for a
review. Although, a lot of advances have been made in recent years, one is still
far away from a full understanding of the process of figure ground separation.
It seems reasonable to assume that the figure ground separation process is
realized in the visual system by a separate preprocessing module. This module
interplays with the modules for invariant object recognition in which we are
interested. Therefore, figure ground separation can be treated separately in
modeling object recognition. Consequently, we will not discuss models that are
specialized for figure ground separation in this review. Likewise, we will not
worry about figure ground separation when developing our own object recog-
nition model (chapter 5). We will assume that figure ground separation took
place as a separate preprocessing. Thus, we can work with objects presented
on a uniform black background.
2.5. The Role of Face Perception
For the human visual system, not all objects are equal. To be precise, faces
are special. There is evidence that faces are processed in a spatial way and
activate a special brain area called fusiform face area [Kanwisher et al., 1997;
Sergent et al., 1992]. Additional to this theory of domain-specificity [Yin, 1969],
the theory of visual expertise [Diamond and Carey, 1986; Gauthier and Nel-
son, 2001] further supports the idea of a special face processing. The theory
of visual expertise points out that faces play a prominent and special role in
our daily life. The fast, robust, and easy identification of individual faces is
the bases of all our social interactions. In contrast to other objects, we seldom
have to categorize a face. However, we have to identify it many times a day. A
remarkable feature of faces is that they show, compared to other objects, a very
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small variability within the category. However, the small differences between
two faces are very important to identify one of them.
In summary, it seems plausible that over the years of evolution humans de-
veloped a special processing for faces. Therefore, it is reasonable to treat faces
and non-facial objects different in modeling object recognition. Modeling face
perception became an own field within computational vision. Many models
specialized for faces have been developed - see [Li and Jain, 2005; Zhao and
Chellappa, 2005] for an overview. The focus of this thesis is on general ob-
ject identification under geometric transformations. Hence, we do not discuss
models specialized for face processing in this review.
2.6. Grouping of Computational Models
The variety of existing computational vision models for invariant object recog-
nition can be discussed under several aspects. First, pure feedforward models
can be compared with models including feedback. Second, probabilistic and
deterministic models can be compared. Third, one can look at the differences
between structural description models and view-based models. All view-based
models can be further grouped into template matching models, feature space
models, and feature hierarchy models. The feature hierarchy models can be
divided according to the method they use to achieve invariance: temporal as-
sociation, interpolation, skeleton descriptions, and hard-wired invariance.
The grouping described above is widely used in literature, for example, in the
review books of Rolls and Deco [2002] and Ullman [1996]. The above group-
ing does not define unique, non-overlapping classes in a mathematical sense.
Here, the term class or group is used in a colloquial understanding which allows
classes to overlap. Indeed, the groups defined above are highly overlapping.
The above grouping rather highlights different aspects and methods in model-
ing object recognition. This helps to understand the differences between the
groups of models and their importance in modeling object recognition. The
transitions between the different groups of models are smooth. For many mod-
els, it is hard to tell to which group they belong. It often depends on what
aspects of a model are considered as being more important. Additionally, there
exist many mixture models that utilize several different methods. Naturally,
these mixture models belong to several groups at the same time.
In the following sections, we discuss each group of models in several steps.
First, we define a group by describing the properties that all models in this
group have in common. Second, we give a summary of the most important
models belonging to that group. Third, we discuss the advantages and limi-
tations of the models in that group. The discussion closely follows the review
books of Rolls and Deco [2002] and Ullman [1996].
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As mentioned before, the focus of this thesis is on early, invariant object identi-
fication. For reasons discussed previously, we can restrict our review to models
that do not incorporate attention, face perception, and figure ground separa-
tion. Most likely, these aspects are realized in the visual system by separate
modules. Depending on the task, these separate modules interplay with the
module for invariant object identification.
2.7. Feedback Models
The variety of existing computational vision models of invariant object recogni-
tion can be divided in pure feedforward models and models including feedback.
The role of feedback is still lively discussed - see [Gazzaniga, 2009] for a review.
As summarized in [Gazzaniga, 2009], it is known that recurrent connections are
very important for cognitive processing. However, recent data show that object
recognition happens on such a fast time scale that most likely no feedback can
be involved [Fei-Fei et al., 2002; Thorpe et al., 1996]. As discussed in [Hochstein
and Ahissar, 2002], it may be that processing along the feedforward hierarchy,
which leads to increasingly complex representations, is automatic and implicit.
The conscious perception begins at the hierarchy’s top. Via feedback connec-
tions, it returns gradually downwards as needed. Recently, it was shown that a
pure feedforward architecture can successfully account for rapid categorization
[Serre et al., 2007a].
In summary, it seems reasonable that for modeling early object recognition
one can concentrate on pure feedforward networks. Hence, we do not discuss
the large variety of existing feedback models in detail. Here, we roughly sum-
marize only the main aspects of modeling object recognition with feedback.
The variety of existing feedback models uses the feedback for different pur-
poses. Feedback models include architectures that perform recognition by us-
ing an analysis-by-synthesis or hypothesis-and-test approach. Examples are the
adaptive resonance theory (ART) of Carpenter and Grossberg [1987] and other
models [Mumford, 1992; Rao and Ballard, 1997; Ullman, 1996]. In the analysis-
by-synthesis approach, recognition splits in four steps. First, the system makes
a guess about the object in the image. Second, it synthesizes a neural repre-
sentation of it relying on stored memories. Third, it measures the difference
between the hallucination and the actual visual input. Fourth, it corrects the
initial hypothesis if necessary.
Other feedback models use the feedback to normalize the input image in posi-
tion and scale. This normalized input is then matched to a database of stored
objects. This concept is used, for example, in the so called shifter circuits [An-
derson and Van Essen, 1987; Olshausen et al., 1993]. Conversely, the feedback
can be used to tune the recognition system depending on the object’s trans-
formed state, for instance, by matching filter to object size [Gochin, 1994].
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2.8. Probabilistic Models
The variety of existing computational vision models for invariant object recog-
nition can be divided in deterministic and probabilistic models. In this section
we describe and discuss the probabilistic models. Probabilistic models treat
object perception as visual inference problem [von Helmholtz, 1867]. Precisely,
they treat it as statistical inference [Kersten, 1999; Knill and Richards, 1996;
Rao et al., 2002]. Probabilistic models use the Bayesian probability theory to
handle the complexity and ambiguity in natural scenes. Bayesian probability
theory combines prior knowledge about visual scenes with knowledge about
image features in order to infer the most probable interpretation of the image.
Bayesian inference of object properties relies on probabilistic descriptions of im-
age features as a function of their causes in the world. Possible causes are, for
example, the object shape, material, and illumination. Additionally, Bayesian
inference relies on prior descriptions of these causes independent of the images.
The Bayesian framework has its origins in von Helmholtz’s idea of perception
as unconscious inference. Von Helmholtz [1867] realized that retinal images are
ambiguous and that prior knowledge is required to account for perception. He
proposed that the visual system resolves ambiguity through built-in knowledge
about the scene and about how retinal images are formed. His idea was that
this knowledge is used by the visual system to automatically and unconsciously
infer the properties of objects.
Bayesian statistical decision theory formalizes von Helmholtz’s idea of percep-
tion as inference - see the following, recent reviews [Kersten et al., 2004; Kersten
and Schrater, 2002; Kersten and Yuille, 2003; Knill et al., 1996; Maloney, 2002;
Mamassian et al., 2002; Pizlo, 2001; Yuille and Bülthoff, 1996; Yuille and Ker-
sten, 2006]. In a probabilistic model approach the observer bases its decision on
the posterior probability distribution p(S|I). The posterior probability p(S|I)
is the probability of each possible true state S of the scene given the retinal
image I. According to Bayes’ theorem, the posterior probability is proportional
to the product of the prior probability p(S) and the likelihood p(I|S). The prior
probability p(S) is the probability of each possible state S of the scene prior
to receiving the image. The likelihood p(I|S) is the probability of the retinal
image I given each possible state S of the scene.
p(S|I) = p(I|S) p(S)
p(I)
Here, p(I) is the probability of each possible retinal image. An ideal observer
infers the most probable value of S given I. That is, the value of S that maxi-
mizes p(S|I).
In many probabilistic models, prior probability distributions represent knowl-
edge of the regularities of possible object shapes, materials, and illumination.
Likelihood distributions represent knowledge of how images are formed through
projection onto the retina. Recent studies of natural image data showed that
statistics can:
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• provide and efficient characterization of homogeneous textures [Portilla
and Simoncelli, 2000; Simoncelli and Olshausen, 2001; Zhu et al., 1997],
• help to discount the illuminant [Golz and MacLeod, 2002; Judd et al.,
1964],
• find object boundaries [Fine and MacLeod, 2001],
• contribute to scene recognition [Oliva and Schyns, 2000],
• and constrain the context for object recognition [Torralba and Sinha,
2001].
One consequence of Bayes formula is that perception is a trade-off between im-
age feature reliability, as embodied by p(I|S), and the prior knowledge p(S).
The less reliable the image features, the more the perception is influenced by
the prior knowledge. This trade-off was illustrated for a variety of visual phe-
nomena [Bülthoff and Yuille, 1991; Feldman, 2001; Mamassian and Goutcher,
2001; Weiss et al., 2002].
Experiments showed that Bayesian observers are a surprisingly effective ap-
proximation to human performance [Knill, 1998; Legge et al., 2002; Schrater
and Kersten, 2002].
Examples of probabilistic models for object recognition are [Chen et al., 2005,
2008; Fei-Fei et al., 2003, 2004, 2007; George and Hawkins, 2005; Hinton et al.,
1995; Knill, 2007; Lee and Mumford, 2003].
The main advantages of probabilistic models are their flexibility and robust-
ness. They incorporate all previous knowledge that they have about the world,
the objects, and the possible transformations. Therefore, they can even in
ambiguous situations make a best guess about the object identity. Ambigu-
ous situations include cluttered scenes, partly occluded objects, or novel object
views.
The prior knowledge enables probabilistic models to handle the classification
problem, i. e. the variability between different class members. Probabilistic
models can build up new classes from only a few training exemplars [Fei-Fei
et al., 2004]. They have, compared to other object recognition approaches,
fewer problems to generalize from few training exemplars to other, unseen class
members.
Bayesian models are not fixed to a special kind of transformation. They can
incorporate into their prior knowledge any transformation. This makes them
even more flexible. By definition, Bayesian models make full use of the informa-
tion contained in the retinal image. Hence, they extract all information about
any transformation present in the image.
Probabilistic models have two main problems. First, how can the prior be
learned? Second, how can probabilistic models be implemented in neurophysi-
ologically plausible neural networks.
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Probabilistic models highly rely on the prior. However, it is not clear how the
human visual system learns the appropriate statistical priors. Probably, some
priors as well as strategies for learning priors are rooted in our genes [Fiser
and Aslin, 2002; Geisler and Diehl, 2002], but certainly not all. As long as the
question of how to learn priors is not answered, Bayesian models cannot be
plausible models of the human visual system.
The implementation of Bayesian models in neurophysiologically plausible neu-
ral networks is not trivial. The mathematics of the Bayesian inference are
relatively complex. Due to the limited computational power of neurons, these
mathematics cannot be computed directly by a neurophysiologically plausible
neural network.
The probabilistic approach to object recognition is relatively young. And
Bayesian inference is a very powerful piece of mathematics. This gives strong
hope that in near future probabilistic models will overcome the problems they
have at the moment. This would turn them into a not only very fast, robust,
and flexible, but also realistic model of human object recognition - or of visual
perception in general. The flexibility of the Bayesian approach offers the pos-
sibility to apply it not only to object recognition but also to other aspect of
visual perception or cognition - see the book of Rao et al. [2002] for an overview.
The Bayesian approach offers a framework to integrate different aspects of vi-
sual perception or cognition, like visual cues for motor action. This integration
could result in a unified model of cognition. However, up to this point it s still
a long way to go. And a lot of work has to be done in the next decades.
2.9. Structural Description Models
Object recognition models can be grouped according to their ability to account
for recognition at different levels of abstraction. On the one hand, the group of
structural description models provides a natural account of the human ability
to recognize objects as members of general classes. However, it does not pro-
vide a clear basis for distinguishing similar members of the same class. On the
other hand, the group of view based models is adapted to identify objects as
individual instances. However, is not well-suited to account for our ability to
recognize novel instances of known object classes.
Structural description models are models that decompose objects into, mostly
predefined, parts and produce a structural description of the objects out of the
relations between those parts. The basic assumption of all these models is that
each object can be decomposed into a small set of generic components. Here,
generic means that all objects can be described as different combinations of the
same set of components. The generic parts used differ for the existing struc-
tural description models. Some use line segments or surface patches, others use
primitive volumes.
Structural descriptions represent objects in an object-centered coordinate sys-
tem. This object-centered coordinate system causes the object perception to
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be independent of the direction in which an object is viewed by the observer.
Thus, the structural description of an object are stable, that is, preserved across
views. One often speaks of structural description models as object-based or
view-invariant models.
The motivation of the structural description approach is that it is presum-
ably easier to capture object invariance at a level where object parts have been
identified and a stored three dimensional model, i. e. a structural description,
exists. Structural description models fragment the process of object recognition
in the following steps:
1. parsing / segmenting a scene into objects,
2. segmenting the objects into parts,
3. producing a structural description of the object(s) by,
a) locating the parts,
b) classifying the parts into the different types of generic components,
c) describing the object in terms of its constituent parts and their in-
terrelations,
4. testing whether the obtained structural description matches the stored
description of any other object.
The major problems, that structural description models have to solve, is how
to construct, store, and match structural descriptions.
The most prominent examples of structural description models are the ones
of Marr and Nishihara [1978] and Biederman [1985].
The perceptual theory of Marr, which he developed in his famous book [Marr,
1982], is the core of most of the work on structural description models. It
strongly influenced the theoretical understanding of object recognition in gen-
eral.
The central idea of Marr was that the correct apprehension of the 3D features
for the structural description is achieved in three consecutive steps [Marr, 1982].
First, the primal sketch is extracted. It contains significant changes in luminos-
ity across the image. It is two dimensional. Second, a 212 sketch is extracted. It
contains information about surfaces and their depths relative to the observer.
Third, a three dimensional representation of space and the objects within it is
built.
A good description of Marr’s work can be found in the review article of Peis-
sig and Tarr [2007]. More details are provided by the original articles of Marr
[1982]; Marr and Nishihara [1978].
The most sophisticated structural description model is the recognition by com-
ponents (RBC) model of Biederman [1985]. It is often called geon model. Most
likely, it is the most well-known successor of Marr’s model. The central idea of
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Biederman’s model is that any object can be segmented into an arrangement of
small set of simple geometric components, called geons. Geons are small cylin-
ders of varying length and diameter. A good description of Biederman’s model
can be found in the review articles of Peissig and Tarr [2007]; Rolls and Deco
[2002]. More details are provided by the articles of Biederman et. al. introduc-
ing the RBC model [Biederman, 1985, 1987; Biederman and Cooper, 1991a,b,
1992; Hummel and Biederman, 1992]. Models similar to the RBC model can
be found in [Binford, 1981; Brooks, 1981].
Many other structural description models have been proposed, for example [Bin-
ford, 1981; Brady et al., 1985a; Dane and Bajcsy, 1982; Dickinson et al., 1992;
Faugeras, 1993; Faugeras and Hebert, 1986; Hummel and Stankiewicz, 1996;
Milner, 1974; Sutherland, 1968; Winston, 1975]. Early computational examples
are [Clowes, 1967; Grimsdale et al., 1959; Winston, 1975]. Early psychological
models using edges and line segments as object parts are given in [Milner, 1974;
Sutherland, 1968]. Not all structural description models use small three dimen-
sional volume elements as object parts - like the models of Marr and Nishihara
[1978] and Biederman [1985]. Some models use edges and line segments [Suther-
land, 1968; Winston, 1975], curvature minima like the codon model [Hoffman
and Richards, 1986], or two dimensional surface patches [Brady et al., 1985b;
Dane and Bajcsy, 1982; Faugeras, 1984; Faugeras and Hebert, 1986; Potmesil,
1983] as their primitives.
Structural description models have several advantages. These make them pleas-
ant candidates for modeling object recognition.
First, for a variety of objects a structural description is easy and natural. For
example, a table is a flat surface supported from below by four legs. For such
objects the structural description seems simpler than other invariant properties.
Second, experimental results show that for humans it is often easy to identify
the parts of an object even when the object is unfamiliar [Biederman, 1985;
Hoffman, 1983; Palmer, 1977].
Third, the recognition in structural description models is naturally view inde-
pendent. Once a structural description of an object has been extracted and
stored the object can be recognized in any other, previously unseen view.
Fourth, structural description models are well-suited for object categorization.
The variability between different instances of the same object category can be
captured easily on the level of abstract, structural descriptions. Provided that
structural descriptions are established at different levels of abstraction simul-
taneously, they can capture both categorization and identification. On the one
hand, structural descriptions can be coarse enough to be invariant for different
exemplars of one object class. On the other hand, they can be fine enough to
capture the differences between two exemplars of one class.
Fifth, structural description models utilize a many-to-one mapping. In struc-
tural description models, the number of representations needed to be stored is
limited to one per distinguishable object. This is less than for many other ob-
ject recognition approaches. The reasons is that structural description models
do not have to store multiple views per object.
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Sixth, structural description models make use of the information contained in
the spatial relations between the object parts. Therefore, they can distinguish
between objects that consists of the same parts but in different arrangements.
This is a fundamental capacity of the human visual system. It distinguishes
the human visual system from other visual systems where this capacity is only
rudimentary developed, like in pigeons [Cerella, 1986; Herrnstein, 1984].
Structural description models suffer from several problems. A good discus-
sion of these problems can be found in the books of Rolls and Deco [2002] and
Ullman [1996]. Here, we summarize here the main points.
First, it is not always easy to decompose objects into parts, for example, a cat
curled up asleep. Many objects do not split naturally into a union of clearly
distinct parts, for example, a shoe or a loaf of bread. It is not always easy
to identify the natural main parts of an object in the image, like head, torso,
limbs of an animal. For such objects, it is difficult to decompose them into
parts that are sufficient to characterize them and are at the same time generic.
Here, generic means that the parts have to be common to many objects. One
possible solution would be to include in the description very simple generic
parts, such as edges and lines segments. However, this would result in highly
complex structural descriptions which would be hard to handle.
Second, the identification of parts is difficult when three dimensional objects
are seen from different viewing angles. It may be that key parts are invisible
or highly distorted. However, structural description models need to extract a
full three dimensional description of the object in order to start the recogni-
tion process. Thus, being committed to produce a correct three dimensional
description of the object parts before other processes in object recognition can
operate seems to make a too strong commitment early on in the recognition
process.
Third, many objects that can be easily distinguished by humans have rather
similar structural descriptions, for example, many four-legged animals like a
dog, a fox, and a cat. Thus, the human visual system seems to use more than
a structural description to recognize such objects.
Fourth, it is not obvious how to implement the syntax needed for structural
descriptions. Syntactical relations, like above, below, or next to, are difficult to
implement in neuronal networks. Such a network would have to produce the
syntax of a structural description on the fly, i. e. in real time and with poten-
tially great flexibility of the possible arrangement of the parts. Additionally,
such a network would have to compare the syntactic description of an object
in the image to all the stored representations in order to find a match. Such a
network implementation is very hard to create.
Fifth, metric information, i. e. relative size of object parts, needs to be speci-
fied in the structural descriptions. This complicates the parts that have to be
syntactically linked.
In summary, the structural description approach can work only in an environ-
ment where unlimited syntactic binding can be implemented easily and only a
limited number of different types of objects can occur. This does not correspond
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to the natural world in which the visual system has to operate. For many ob-
jects, the attempt to construct a structural description results in making strong
commitments too early in the recognition process. The structural description
approach forces a categorization of shapes and relations into a small set of dif-
ferent types. It assumes that the details of shapes and relations that are not
captured by the structural description are unimportant for object recognition.
However, several experimental evidences suggest that structural descriptions
are used by the visual system [Biederman and Gerhardstein, 1993; Gerhardstein
and Biederman, 1993]. Beside this, it seems unlikely that object recognition in
the visual system is solved by a structural description approach.
The discussed limitations of the structural description approach do not imply
that structural descriptions are not useful in object recognition. Structural de-
scriptions can be useful for the modeling of particular aspects of object recog-
nition, for example, in establishing a correspondence between the image and
stored model. Humans can provide verbal, syntactic descriptions of objects
in terms of the relations of their parts. These verbal, syntactic descriptions
are often a useful type of description. Thus, humans seem to use structural
descriptions for some purposes. However, it seems clear that this structural
description approach by itself is insufficient for object identification.
2.10. View-Based Models
Structural description models imply that human object recognition performance
is view-independent. This idea gets often criticized [Tarr and Bülthoff, 1995].
Growing psychological evidence from humans [Bülthoff and Edelman, 1992;
Bülthoff et al., 1995; Tarr, 1995; Tarr et al., 1998] and monkeys [Logothetis
et al., 1994] suggests that not all views of an object are equally easy to recognize
[Biederman and Gerhardstein, 1993; Edelman and Bülthoff, 1992; Lawson et al.,
1994; Palmer et al., 1981] - see also the reviews of Logothetis and Sheinberg
[1996] and Tarr and Bülthoff [1998]. It seems that object recognition perfor-
mance of humans is strongly view dependent across rotations in depth [Bülthoff
and Edelman, 1992; Edelman and Bülthoff, 1992; Humphrey and Khan, 1992;
Tarr, 1995]. The time human subjects need to name a given object is related to
how far it was rotated from its upright position [Jolicoeur, 1985; Shepard and
Cooper, 1982]. This effect diminishes with repeated presentations of the object
[Jolicoeur, 1985; Shepard and Cooper, 1982]. Additionally, observers exhibit
a significant cost in response time and error rates when recognizing trained
shapes in new orientations [Tarr and Pinker, 1989]. These costs depend on the
distance from a trained view [Tarr and Pinker, 1989]. Further evidence for view
dependence comes from single cell recordings in monkey inferior temporal (IT)
cortex. Recordings show that IT neurons are tuned to specific views of complex
objects [Bruce et al., 1981; Desimone, 1991; Logothetis et al., 1995].
From a pure computational perspective these experimental results are rather
surprising. View-dependent object representations are naturally less stable
than view-invariant ones. However, the experimental data implies that hu-
mans rely on image-based representations that are viewpoint-dependent. Con-
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sequently, the visual system has a method to cope with the reduced stability
of view-dependent object representations. And maybe it even benefits from
view-dependent object representations.
The experimental evidence described above led to the development of view-
based object recognition models. View-based models represent objects as col-
lections of view-specific features. This leads to a recognition performance that is
a function of previously seen object views. Here, view is used in the broad sense
of image-based appearance. Object representations encode visual information
as it appears to the observer from a specific vantage point under specific en-
vironmental conditions. This implies that features, regardless of their content,
are view-dependent. A view is not restricted to contain just two dimensional
information. It can contain three dimensional information as well. For instance,
three dimensional information can come from stereo vision or structure-from-
motion.
View-based models and structural description models are substantially different.
In contrast to structural description models, view-based model do not explicitly
decompose objects into parts. In structural description models object features
are represented in their syntactic relation to each other. In view-based models
object features are represented in the numerical coordinates which they have in
the object view.
How can view-based models achieve invariant recognition?
The idea of view-based models is that the ability to recognize an object across a
range of different views arises as a result of storing several views of each object.
In contrast to structural description models, it arises not through the storage of
view-invariant object models. In view-based models the recognition of a novel
view can be either achieved by aligning it with one of the already stored views
[Bülthoff and Edelman, 1992; Tarr, 1995; Tarr and Pinker, 1989; Ullman, 1989].
This leads to the group of so called alignment or template matching models.
Or the recognition of a novel view can be achieved by using the set of discrete,
stored views to encode the novel view [Edelman, 1995; Ullman, 1998]. This
leads to the groups of feature space and feature hierarchy models. In the fol-
lowing paragraphs we describe these different groups of view-based models and
discuss their advantages and limitations.
Note, that there are two general problems that all those subgroups of view-
based models have in common. First, for all subgroups of view-based models it
is not trivial to achieve class generalization based on the stored views and to gen-
erate categorial representations. However, class generalization and categorial
representations are needed for a robust categorization [Tarr and Bülthoff, 1998].
Second, the natural fidelity of view-based models makes them well suited for ob-
ject identification. However, it subjects them to the curse of hyper-sensitivity,
inflexibility, and combinatorial explosion [Tarr and Bülthoff, 1998]. In the fol-
lowing paragraphs, we describe how the different types of view-based models
try to solve these problems.
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2.10.1. Template Matching Models
The basic idea of template matching models is that the image on the retina
is compared with a stored model image. To compare retina and model image
the system has to compensate for the transformation separating them. Tem-
plate matching models are sometimes called alignment or normalization models.
The book of Ullman [1996] gives the following abstract formulation of the tem-
plate matching idea.
Template matching models split the recognition process in the following three
steps. First, for each object a model Mi is stored. Second, for each model Mi
there exists a set of allowed transformations T ij. Third, a function F exists
that measures the degree of fit between a given object view V , i. e. a retinal
image, and a stored object model Mi given the allowed transformations T
i
j .
The recognition result is given by the maximum of this fit measure.
recognition result ≡ {i : F (V, (Mi, T ij))maximal}
In order to model this recognition process two major problems have to be solved.
First, appropriate object models Mi have to be found. Second, the associated
transformations T ij have to be identified. With these two major problems, two
minor problems are associated. First, how can the object models Mi be stored?
Second, how can the model compensate for the transformations T ij?
Template matching models are hybrid models in the sense that they combine
two strategies. The first one is to store several different views per object. The
second one is to utilize for each stored view its local transformation invariance.
Per object so many view have to be stored that the transformation needed to
get from view to the next closest one is not far away from the identity.
The main work on the template matching or alignment approach comes from
Ullman [1996]. Other examples of template matching models are [Grimson,
1990; Huttenlocher and Ullman, 1990; Lowe, 1985; Poggio and Edelman, 1990;
Shashua, 1995; Ullman, 1996].
A special type of template matching models are the ones using matching dy-
namics. Maybe, the most prominent neural model of this kind is the dynamic
routing model by Olshausen et al. [1993]. It is a model for shift and size in-
variant recognition based on a normalization. It implements the normalization
in a rather direct fashion. The connectivity between two successive layers is
controlled by routing control units, which can turn on or off certain subsets
of connections. If the appropriate connections are activated, a region in the
input layer, called window of attention, is projected to the output layer in a
standardized size. This provides a normalized representation of the attended
region, based on which recognition can be performed. The connections between
the different layers are organized such that small shifts and scalings can be real-
ized at lower stages. Larger shifts and scalings are realized at the higher stages.
A closely related model has been presented in [Konen et al., 1994; Postma et al.,
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1997].
A more sophisticated template matching model is the one of Serre et al. [2007b].
It is a feature hierarchy model that only partly relies on template matching.
With this mixed approach, it can overcome some of the problems pure template
matching models have.
Template matching models suffer from three major problems. First, it is not
clear how to identify the transformations the image was subjected to. Second,
it is not obvious how to compensate for these transformations. Third, it is not
trivial to implement these compensation or inverse transformation in a neuro-
physiologically plausible neural network model.
Beside those problems, template matching models have, from a computational
viewpoint, some nice advantages.
First, in template matching models the where information is made explicit. For
a normalization of the retinal image, the information about size and location
of the object has to be available to the system at any time [Wiskott, 2006].
Second, template matching models have a minimal information loss. The reason
is that shifts and scalings are simple operations. Thus, the necessary normal-
ization of the retinal image can be achieved with minimal information loss and
great generality [Wiskott, 2006].
Third, in template matching models unfamiliar stimuli can be represented in
an invariant way [Wiskott, 2006]. This makes template matching models very
flexible.
Fourth, in template matching models not all possible views of an object have
to be stored. The reason is that the template matching approaches assumes
that observers can compensate for changes in viewpoint by a normalization pro-
cess [Tarr and Pinker, 1989]. One example of this normalization process is the
mental rotation. This normalization process enables template matching models
generalize from a small number of stored, viewer-centered representations to
any possible view.
It seems that some animals with a less developed visual system work at least
partially with a template matching model. These animals do not attempt to
transform an image into canonical coordinates. Instead, they attempt to solve
the alignment problem by actively moving their heads or eyes to see what tem-
plate fits. This active vision approach has been described in [Land, 1999; Land
and Collett, 1997].
2.10.2. Feature Space Models
In so called feature space models, N different features are used to describe each
object. Thus, an object or object view is a point in an N dimensional feature
space [Tou and Gonzalez, 1974]. Features of different objects may have over-
lapping ranges. However, by defining a sufficient number of different features,
so by increasing the dimensionality N of the feature space, each object can be
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defined uniquely. An object is identified by checking which of the N features
are present in the image. These features are not restricted to be simple image
parts as line segments. They can be relatively complex and abstract.
Feature space models are based on the idea that objects have certain features
that are common to some or all of their views [Pitts and McCulloch, 1947]. In




In the first step, a set of units with identical receptive fields is distributed over
the input layer. These units extract a number of different object features. In
a second step, invariance is achieved by spatial pooling. Pooling is done over a
neighborhood of units sensitive to the same local feature at different locations.
This yields a feature specific response invariant to local shifts. Size invariance
will be achieved analogously if common features of different size are extracted
[Gochin, 1994]. In the third step, a final decision is made based on the pooled
features. All three steps are computationally simple.
The variety of feature space models splits in two different groups.
The first group of feature space models assumes that for each object a set a
features with the following properties exists. First, the feature set specifies the
object uniquely. Second, the feature set is view-invariant. Hence, all views of
one object can be described by the same feature set. All views of one object
collapse to a single point in the N dimensional feature space.
In the second group of feature space models the above assumptions are loosed
a bit. It is assumed that for each object view a set of features exist that spec-
ifies this view uniquely. Therefore, each object view is a unique point in the
N dimensional feature space. All different views of one object correspond to a
cloud of points in the feature space. It is assumed that the clouds of different
objects are non-overlapping. The recognition process splits in two steps. First,
the retinal image is transferred into a point in the N dimensional feature space.
Second, the retinal image is classified as belonging to the object in which fea-
ture cloud this point falls.
A large number of different feature space models does exist - for instance the
higher-order neural network of Reid et al. [1989] and the weight-sharing back-
propagation network of LeCun et al. [1989]. Other examples are [Bolles and
Cain, 1982; Gibson, 1950, 1979; Khalil and Bayoumi, 2000; Mel, 1997; Mundy
and Zisserman, 1992; Selfridge, 1959; Tou and Gonzalez, 1974].
A special type of models extracts so called interest points from the image in
order to recognize different views [Ferrari et al., 2004; Lazebnik et al., 2004;
Lowe, 1999, 2004; Matas et al., 2002; Murphy-Chutorian and Triesch, 2005;
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Rothganger et al., 2003]. These models can be considered as belonging to the
class of feature space models. The most prominent example of this model type
is the SIFT model of Lowe [1999, 2004]. Lowe’s algorithm extracts interesting
points, called SIFT features, from the image. The SIFT features provide a
feature description of the object. Such descriptions are extracted from training
images and stored. They are then used to identify the test objects. Lowe’s
method can robustly identify objects even among clutter and under partial oc-
clusion. The reason is that the SIFT feature descriptor is invariant to scale,
orientation, and affine distortion, and partially invariant to illumination changes
in the image.
The main advantage of feature space models is that recognition does not re-
quire to know where the object is and what size it has. In contrast to template
matching models, no normalization is needed in feature space models. There-
fore, feature space models are potentially faster [Wiskott, 2006].
The main problem of feature space models is that the pure checking of feature
existence does not take the relative feature position into account. Therefore,
feature space models are not sensitive to spatial jumbling of the features. The
lack of spatial information in feature space models can cause confusions between
objects composed of the same local features in different spatial arrangements
[Mel and Fiser, 2000; Ullman and Soloviev, 1999]. However, recording from
monkeys show that responses of IT neurons are sensitive to the spatial ar-
rangement of features [Rolls et al., 1994]. The capacity to use shape in object
recognition is fundamental to primate vision. Here, according to Ullman [1996],
shape is a spatial arrangement of features within an object. This capacity is
not fully implemented in other animals with a less developed visual system.
For example, pigeons fail to distinguish a figure from a scrambled version of
it [Cerella, 1986; Herrnstein, 1984]. Other birds, which have been trained to
discriminate between images in a large set of pictures, seem to rely on some
chance detail of each picture. This can be a spot appearing by mistake. They
do not rely on the object shape for recognition [Watanabe et al., 1993].
The fact that the spatial relation between features are not encoded in fea-
ture space models is a major problem. The feature hierarchy models, which we
will describe next, try to overcome this problem by combining several feature
space modules at different locations and different levels of abstraction. This
combination results in hierarchical networks that extract features of increas-
ing complexity and invariance. Thereby, the transition between feature space
model and feature hierarchy model is very smooth.
Nevertheless, checking the existence of features is a useful strategy in object
recognition. Most likely, it is used in the human visual system. It is just not
the only strategy the human visual system relies on.
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2.10.3. Feature Hierarchy Models
In so called feature hierarchy models, the system starts with some low level
description of the visual scene. One example are oriented straight line seg-
ments. They are thought to be represented in V1. Next, the model creates in
repeated hierarchical layers more complicated features. The creation of those
complicated features is based on what is represented in previous layers. Thus, a
feature in a higher layer is defined as a combination of features in the previous
layer. For example, a corner or a longer, curved line is a collection of specific
line segments. Ascending in this hierarchy neurons respond to more complex
trigger features, like two parts of a complex figure in the correct spatial arrange-
ment. Further on, neurons respond to combinations of several such intermediate
level features. As a result, higher level neurons come to respond systematically
different to distinguishable objects. Thereby, higher level neurons can convey
information about which object is present in the image. For example, as most
basic, low level features straight line segments in different orientations can be
extracted from the image. This can lead to the detection of corners in inter-
mediate layers. Finally, it can lead to the detection of specific combinations of
these corners, which may build triangles, in higher layers. The features which
are utilized in hierarchy models are not restricted to shape descriptors like line
segments. They can also be different textures or colors. Even more abstract
image properties can be used. Consequently, feature hierarchy models can uti-
lize hybrid representations. Hybrid representations combine shape descriptors,
as metric and formation, and non-shape descriptors, as texture and color [Edel-
man, 1999].
An early and well-known feature hierarchy model is the neocognitron proposed
by Fukushima [Fukushima, 1975, 1980, 1989]. It combines a lot of the early dis-
cussion on the feature hierarchy approach [Barlow, 1972; Milner, 1974; Selfridge,
1959; Sutherland, 1968]. The neocognitron is a multi-layered network with at
maximum eight layers. Each layer consists of a set of simple cells followed by
a set of complex cells. Simple cells are neurons that have a defined position,
orientation, etc. sensitivity for the stimuli to which they respond. Complex
cells generalize a bit over positions, orientations, etc. The pairing of simple and
complex cells in each network layer provides some invariance. Additionally,
translation invariance is given by the non-local replication of a feature analyzer
throughout the layer. This non-local replication is done as soon as the feature
analyzers learned a particular feature combination. With competitive learning,
the neocognitron can learn to differentiate letters with some translation, scal-
ing, or distortion. Most of the translation invariance in the neocognitron is not
learned but hard-wired in the network by the non-local replication process.
Other examples of feature hierarchy models are given in [Anderson and Van
Essen, 1987; Mel, 1997; Olshausen et al., 1993; Perrett and Oram, 1993; Riesen-
huber and Poggio, 1999; Wallis and Rolls, 1997].
Feature hierarchy models have several, nice advantages.
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First, they have all the advantages of feature space models as they naturally
incorporate feature lists. However, feature hierarchy models are more sophis-
ticated than pure feature space models. Therefore, feature hierarchy models
can overcome some of the problems feature space models have. Thus, feature
hierarchy models have some additional advantages which we describe in the
following.
Second, feature hierarchy models can operate fast. This makes them plausible
as models of the human visual system.
Third, feature hierarchy models can be implemented easily in rather simple,
neurophysiologically plausible, competitive networks. Usually, those networks
use a local learning rule and do not need any external teacher.
Fourth, feature hierarchy models can, once trained on subset features common
to many objects, learn new objects quickly.
Fifth, they can use self-organization [Rolls and Stringer, 2000]. This enables
feature hierarchy models to represent the statistics of natural images [Field,
1994]. Thus, they do not have to represent every possible feature that can be
constructed by randomly combining pixels in the retina.
Sixth, the use of competitive networks in feature hierarchy models enables the
models to still produce a best guess about what is in the image under non-ideal
conditions. This is important when, for example, parts of the object are oc-
cluded.
Seventh, feature hierarchy models do not need a figure ground separation as
preprocessing. Therefore, they can operate in cluttered scenes. The reasons is,
that once they learned to map low-level features to a high-level object repre-
sentation, this mapping can also operate in an cluttered environment.
A number of problems have to be solved for feature hierarchy models.
First, a way has to be found to control the number of different feature neurons.
On the one hand, it has to be high enough to be realistic as model of the visual
system. On the other hand, a combinatorial explosion has to be avoided. N
binary features have 2N different combinations. Feature hierarchy models solve
this problem with different tools. One solution tool is the given hierarchy that
builds features in higher layers as combinations of lower layer features. Another
tool is the use of the statistics of the visual world. Since these statistics contain
many redundancies [Field, 1994], not every possible combination of pixels in
the retina has to be encoded separately. A third tool is the use of locality.
Locality refers to the fact that in feature hierarchy models each neuron receives
connections only from neurons in a small region in the preceding layer. Over
multiple layers convergence can be produced such that the same neurons in the
top layer can be activated by an image of an effective object anywhere in the
retina.
The second problem of feature hierarchy models is a fundamental problem of all
view-based models. All possible views of each object have to be mapped onto
each other. The mapping has to be such that different views of one object have
the same activation in the top layer and different objects have distinguishable
activations. By nature, the recognition of feature hierarchy models is extremely
view-dependent. At the beginning, each object view is for the model a new ob-
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ject. A way has to be found to bind together views that belong to the same
object. Feature hierarchy models try to solve this view-binding in different ways





Before we discuss these subgroups of feature hierarchy models, we want to clar-
ify another important aspect. The question of how to associate different two
dimensional object views is not purely a problem of feature hierarchy models. It
also hints to an advantage feature hierarchy models, or in general all view-based
models, have over structural description models. Feature hierarchy models, dif-
ferent from structural description models, do not need a full three dimensional
description of an object. They can operate with two dimensional views. This
offers view-based models a way to overcome the limitations and restrictions
structural description models are subjected to by needing a three dimensional
object description. Even if feature hierarchy models cannot succeed in binding
the different two dimensional views of one object, they will recognize an object
in a limited view-range. This becomes possible by an extrapolation from the
stored views.
Next, we describe and discuss the different view-binding approaches mentioned
above.
Temporal Association Networks
The basic idea of temporal association networks is that invariance can be learned
in hierarchical networks based on temporal proximity [Wallis and Rolls, 1997;
Wiskott, 1999]. Learning is based on the assumption that the external world
changes slowly while the primary sensory signals change quickly. The quick
changes of the primary sensory signals are caused by saccades and the limited
size of the receptive fields of the photoreceptors in the retina. Unsupervised
learning of invariance can be based on the objective of extracting slowly chang-
ing features from the quickly varying sensory input [Földiák, 1991; Wiskott and
Sejnowski, 2002]. This leads to a robust and invariant representation of the en-
vironment.
This concept is in clear correspondence with our daily life experience. In our
daily life it is highly probable that retinal images occurring close together in
time belong to the same object. Thus, two succeeding images are most likely
different views of the same object. Only with a very low probability, they stem
from two different objects. The reason is that we move and make saccades most
of the time. Due to this movements and saccades the retinal image, i. e. the
view, we perceive of the object changes all the time. However, the object stays
the same. Sudden object changes occur rarely in our daily life. This concept
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can help the hierarchy to learn image transformations and to build up view-
invariant representations.
Additionally, experimental evidence suggests that a temporal association is re-
ally used in the visual cortex in order to learn invariance [Miyashita, 1993;
Wallis, 1996a,b].
The principle of temporal association is sometimes also called slowness learning
or temporal stability. It gave rise to a whole class of models and learning algo-
rithms [Becker and Hinton, 1992; Földiák, 1991; Mitchison, 1991; O’Reilly and
Johnson, 1994; Peng et al., 1998a,b; Stone and Bray, 1995; Wallis and Rolls,
1997].
The most prominent temporal association model is the slow feature analysis
(SFA) of Wiskott and Sejnowksi [Sprekeler et al., 2007; Wiskott and Sejnowski,
2002]. The goal of SFA is, given multidimensional input signal and a finite
dimensional function space, to find the input-output function that generates
the most slowly varying output signal. This function is required to be an in-
stantaneous function of the input signal. It cannot be generated by low-pass
filtering the input signal. The idea is that SFA enables invariant recognition
by exploiting the fact that object identities typically vary more slowly in time
than contextual variables or noise. Wiskott and Sejnowski [2002] introduced a
hierarchical network of SFA modules as a simple model of the visual system.
The same unstructured network can learn translation, size, rotation, contrast,
or, to a lesser degree, illumination invariance for one dimensional objects. The
type of invariance the network learns depends only on the training stimuli. Sur-
prisingly, only a few training objects suffice to achieve a good generalization to
new objects. The performance degrades if the network is trained to learn mul-
tiple types of invariance simultaneously.
A similar, but more sophisticated model for invariant object recognition based
on the SFA can be found in [Franzius et al., 2008]. This more elaborate model
recognizes natural, three dimensional objects.
Another highly developed temporal association network is the VisNet model
of Wallis and Rolls [1997]. VisNet tries to learn scale, shift, and rotation in-
variance with the help of temporal association. The temporal association is
implemented by a so called trace rule. A trace rule is a Hebbian learning rule
with an additional trace term that is a time running average of the layer activa-
tion in the previous time steps. The trace rule is supposed to associate different
views presented in succeeding time steps during training.
Other examples of models based on learning invariance from temporal input
sequences are the ones of Földiák [1991] and others [Becker, 1993; Becker and
Hinton, 1992; Bethge et al., 2007; Mitchison, 1991; Miyashita, 1993; O’Reilly
and Johnson, 1994; Peng et al., 1998a,b; Stone, 1996; Stone and Bray, 1995].
A special kind of temporal association model is the one of Rao and Ruder-
man [1999]. It tries to clarify in more abstract and mathematical terms that
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learning from temporal associations corresponds to the learning of the generator
of an infinitesimal transformation. With the help of this infinitesimal transfor-
mation, larger transformations can be extrapolated.
The formal concept of temporal association learning has a correlate on the
basic level of single neurons - the spike-timing-dependent plasticity (STDP).
The STDP refers to changes in neurons and their synapses that are sensitive
to the timing of action potential [Levy and Steward, 1983]. Typically, STDP
refers to increases or decreases in the efficacy of synaptic transmission, known
as synaptic plasticity. However, STDP can also refer to other function changes,
such as altered dendritic integration. It is widely believed that STDP underlies
learning and information storage in the brain, as well as the development and
refinement of neuronal circuits during brain development [Bi and Poo, 2001;
Sjöström et al., 2008]. A recent work that uses STDP for modeling object
recognition is the one of Masquelier and Thorpe [2007].
Sprekeler et al. [2007] showed that the trace rule, the SFA and the STDP
are related. The SFA for a continuous model neuron can be interpreted as a
quadratic approximation of the trace rule. To what extent this approximation
is valid depends on the power spectra of the input signals [Sprekeler et al.,
2007]. If most of the input power spectrum is concentrated at low frequencies,
where the power spectrum resembles a parabola, the learning rules will result
in very similar weight vectors [Sprekeler et al., 2007]. Furthermore, Sprekeler
et al. [2007] showed that for linear Poisson neurons slowness learning can be
implemented by STDP with a specific learning window. This relates the trace
rule used by Rolls to the STDP principle. Sprekeler et al. [2007] also derived
STDP learning windows that implement SFA and the trace rule.
Interpolation Models
Invariant recognition in view-based models can be realized by an interpolation
between stored views [Poggio and Edelman, 1990] or a linear combination of
them [Ullman and Basri, 1991].
Across a wide range of adjacent viewpoints, there are only small qualitative
changes in the retinal image perceived of an object. Therefore, an object can
be recognized in an unfamiliar view by interpolating between already stored
views [Poggio and Edelman, 1990] or by a linear combination of them [Ullman
and Basri, 1991]. View-interpolation and combination are mechanisms measur-
ing the visual similarity rather than executing a transformation as in template
matching models [Poggio and Edelman, 1990; Ullman and Basri, 1991]. The
problem is that most likely this interpolation or combination will fail when dra-
matic changes in the image do occur, for example, when major parts comes in
or out of view. This is also a problem for the human visual system [Biederman
and Gerhardstein, 1993; Hayward, 1998; Hayward and Tarr, 1997]. Psycholog-
ical evidence supports the idea that a view interpolation is used in the visual
system [Bülthoff and Edelman, 1992; Edelman and Bülthoff, 1992].
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The idea of interpolation and combination can help view-based models to partly
overcome the problems they naturally have with classification. An unknown
class exemplar can be recognized through interpolation to a visually similar ex-
emplar [Beymer and Poggio, 1996; Edelman et al., 1996; Lando and Edelman,
1995] or by a linear combination of already stored class exemplars. Psycholog-
ical evidence supports this idea [Gauthier and Tarr, 1997; Tarr and Gauthier,
1998].
Skeleton Models
A third method to achieve invariance in view-based models is to construct
skeleton object representations. These skeletons are then used to bind different
views of one object.
Skeletonisation is the process of peeling off of a pattern as many pixels as possi-
ble without affecting the general shape of the pattern. In other words, after the
pixels have been peeled off the pattern should still be recognized. The skeleton
obtained must be as thin as possible, connected, and centered. Skeletons can,
depending on the specific algorithm used, be both the outline of an object or
the abstract inner bones.
The idea behind the skeleton approach is that the more abstract skeleton de-
scription of an object emphasizes geometrical and topological properties of the
object shape and eliminates some of the view-based variability. Therefore,
view-binding will be easier if the more abstract skeletons are used instead of
the original object images.
Skeleton descriptions can also be used in the context of template matching
models. The matching of object and template will be easier if the object is re-
duced to a skeleton. The creation of a skeleton description eliminated already
some of the transformations separating object and template. The remaining
transformations will be easier to detect if two skeletons, the one of the object
and the stored template skeleton, are compared instead of the full images of
object and template.
Examples for skeleton models are Blum’s grassfire model [Blum, 1967] and
others [He et al., 2004; Kimia et al., 1995; Siddiqi et al., 1998; Zhu and Yuille,
1996].
Hard-Wired Invariance
A fourth way to achieve total or partial invariance is to build it directly into the
network architecture. This is, for example, done in Fukushima’s neocognitron
[Fukushima, 1980] and the model of LeCun et al. [1989]. The idea of built-in
invariance works especially well for shift and size invariance. Built-in invari-
ance can be realized in many different ways. Shift invariance can be achieved
by, for example, distributing neurons with identical receptive fields all over the
input layer and laterally connecting them. Consequently, when one neuron
detects a certain feature, it passes this activation to all other neurons in the
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layer. This makes the information about the existence of the detected feature
position-independent. Of course, one has to make sure not to lose all spatial
information in order not to run in the feature-jumbling-problems feature space
models have. Size invariance can be realized in an analogous way with neurons
that are sensitive to different sizes of the same feature.
Most of the time it will be not so easy to hard-wire transformation invari-
ance into a model if the motivation, as for all models in computational vision,
is to work as neurophysiologically plausible as possible. The problem is that
neurophysiologically plausible models have to cope with the limited computa-
tional power of real neurons.
Another problem is that models with hard-wired invariance are not very flexi-
ble. They can only deal with the transformations they are designed for. They
will fail badly if other transformations occur in the image. This problem can be
solved by adding learning. The desired invariance, for example, shift invariance,
is only partially hard-wired. The remaining part of the invariance is learned.
Thereby, the it can be adapted flexible to what is present in the training images.
A clear advantage of models with hard-wired invariance is that they are very
reliable and robust in handling the transformations they are designed for. Their
recognition performance does not depend on any specific set of training exem-
plars.
In chapter 5, we will show a neurophysiologically plausible way to hard-wire
shift, size, and two dimensional rotation invariance in a neural network.
2.11. Summary
We have seen that the variety of existing object recognition models can be
grouped according to the techniques they use. This grouping should not be
understood as a strict categorization. The borders between the groups are all
very loose and flexible. The groups overlap in many respects. For many exist-
ing models it is not clear to which group they belong. Additionally, there exist
many hybrid or mixture models that combine approaches of different groups.
Hybrid models try to combine the advantages of different methods. This may
help them to overcome the specific problems of each, single method.
Describing and discussing all these different groups of models revealed that
each one has specific advantages and limitations. None of the models is best
general. Each is adequate in one context and less in a different context. Up to
now, no model resembles all aspects of object recognition equally perfect.
In the next part of thesis, starting with the following chapter, we will pick
one special model out of the variety of object recognition models - the VisNet
model proposed by Wallis and Rolls [1997]. We will describe and investigate
this model in detail.
Why do we choose the VisNet model? Our model review revealed that at the
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moment feature hierarchy models seem to be the best candidates for a realis-
tic model of human object recognition. Of course, for the future probabilistic
models are very promising. Most likely, one day they will be outstanding good.
However, due to the problems they have at the moment, they are unfortunately
not plausible as object recognition models. At the moment, the most plausible
and sophisticated object recognition models are the feature hierarchy models.
Why do we choose VisNet among all the different feature hierarchy models?
VisNet’s flexibility and plausibility make it especially interesting and promising
as object recognition model. Before setting up VisNet, Rolls developed, based
on experimental findings, a theory of how object recognition might work in the
visual cortex. Next, he developed VisNet in order to implement his theory.
Therefore, VisNet is in its whole design made to include as much experimental
findings as possible. This makes VisNet highly plausible as object recognition
model. A special aspect of the high degree of plausibility of VisNet is its out-
standing flexibility. Like the visual system, VisNet can handle all different kinds
of objects and transformations. This flexibility has its origin in the fact that
VisNet is purely based on learning. No features or transformations are hard-
wired in it. Everything is learned via temporal associations from the training
images. As our visual system, VisNet extracts what is present in the training
images. Therefore, VisNet is a very interesting and plausible model of object
recognition.
In summary, Rolls proposal is that VisNet can, with the help of its temporal
association learning and feature flexibility, learn to handle any kind of transfor-
mation or object. Rolls claims that what VisNet learns depends only on what
is present in the training images. But is Rolls proposal really true? If yes, it
would be a great success. This question should definitely be investigated in
more detail. This is what the second part of this thesis, consisting of chapter 3
and 4, is dedicated to.
In the next chapter we will first describe the theory behind VisNet. Second, we
will introduce step by step its setup. Finally, we will describe some of VisNet’s
properties that Rolls found. In the next chapter after that, we will investigate
VisNet with our own experiments. Our own experiments concentrate on the
question whether VisNet’s object identification is invariant under the basic ge-
ometric transformations shift, scaling, and rotation. We will start with shift
invariance of simple geometric stimuli. A shift is the simplest and most ba-
sic transformation. Investigating the easiest transformation and stimuli should
give a good impression of the real properties of VisNet. In this case the chance
that hidden complexities, as in natural images, spoil the network performance
is minimized.
After investigating and discussing VisNet, we will develop an own model for
shift, rotation, and scale invariant object identification. Here, rotations are re-
stricted to two dimensional rotations within the image plane. Our model will
be in many respects a complement of VisNet. VisNet’s is special for its high
degree of flexibility and for totally relying on temporal association learning.
The invariance of our model will be totally hard-wired. This will show that it
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is possible to hard-wire shift, scale, and two dimensional rotation invariance in
a neurophysiologically plausible neural network.
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3. VisNet – The Model of Rolls
Before proposing VisNet, Rolls [1992] developed a theory of how cortical net-
works might implement invariant object recognition. Based on this theory,
Wallis and Rolls [1997] proposed their VisNet model. It is a four layer feedfor-
ward network with lateral inhibition in each layer, a trace learning rule, i. e. a
Hebbian learning rule with an additional trace term, and an image preprocess-
ing by several Difference of Gaussians (DoG) filters. The trace term is a time
running average of the layer activation in previous learning steps.
In this chapter, we first summarize Rolls’ theory of visual processing from Rolls
[1992]. This theory gave him the motivation and the frame to develop VisNet.
Second, we describe the setup of VisNet according to [Rolls and Milward, 2000;
Wallis and Rolls, 1997] in detail and discuss several possible performance mea-
sures, such as invariant neurons, stimulus specific information, and multiple
cell information [Rolls and Milward, 2000]. Third, we give an overview of the
experiments and properties presented in the literature [Elliffe et al., 2002; Rolls
and Milward, 2000; Rolls and Stringer, 2006; Stringer and Rolls, 2000, 2002;
Stringer et al., 2007; Wallis and Rolls, 1997]. Finally, we explain why the exper-
iments already done by Rolls et al. do not answer all questions one naturally has
about such a model. Especially, Rolls et al. did not answer the question whether
VisNet object identification is invariant under the basic geometric transforma-
tions shift, rotation, and scaling. For a transformation invariant recognition
VisNet has to identify an object in any possible pose, when it was trained with
this object in a sufficient number of different poses. Here, pose refers to a spe-
cific combination of positions, size, and orientation. We will investigate this
point with our own experiments in the next chapter.
Let us start with describing Rolls’ theory behind his model.
3.1. VisNet – The Theory
3.1.1. Motivation
For readers, who are not familiar with the visual processing in the human brain
along the so called visual pathway, it might be a bit complicated to follow
Rolls’ theory and to understand in detail why it gave him a good framework
for developing a neurophysiologically plausible model of invariant object iden-
tification. For those readers it might be helpful to recall the basics of human
visual processing from the summary given in chapter A of the appendix. They
might then get a better and deeper understanding of Rolls’ theory which we
summarize now.
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According to Rolls, cortical visual processing is considered to be organized
as a set of hierarchically connected, cortical regions consisting at least of visual
areas V1, V2, V4, posterior inferior temporal cortex (TEO), inferior temporal
cortical areas (IT), and anterior temporal cortical areas. There is convergence
from each small part of a layer to the succeeding layer in the hierarchy. In such a
way the receptive field sizes of neurons, starting with 1 degree near the fovea in
V1, become larger by a factor of approximately 2.5 with each succeeding layer.
These zones of convergence overlap continuously with each other. Each layer is
considered to act partly as a set of local self-organizing, competitive neuronal
networks with overlapping inputs. These competitive networks operate by a
single set of forward inputs leading to (typically nonlinear, e. g. sigmoid) ac-
tivation of output neurons. These output neurons compete mediated by a set
of feedback, inhibitory interneurons. This back-projection serves to decrease
the firing rates of the less active neurons relative to the rates of the more ac-
tive neurons. The last component of these competitive networks is a synaptic
modification by a modified Hebbian rule. A plausible form of this learning rule
is:
Δωij = k mj (ai − ωij)
Here:
k ≡ constant
Δωij ≡ change of synaptic weight
ai ≡ firing of the i’th axon
mj ≡ nonlinear output function which mimics
the operation of NMDA receptors in learning
Such competitive networks operate to detect correlations between the neurons
to respond to each cluster of such correlated inputs [Barlow, 1985; Barlow et al.,
1989]. Thus, these networks act as categorizers. In relation to visual informa-
tion processing, they remove redundancy from the input representation and
develop low entropy representations of the information.
The competitive scheme suggested by Rolls will not result in the formation
of winner-take-all or grandmother cells but in a sparse and distributed encod-
ing with a small ensemble of active neurons representing each input [Rolls,
1989a,b,c]. This has two advantages. First, a distributed encoding is more
stable than a single neuron encoding. Second, the sparseness of the formed
representations allows a higher number of representations to be stored [Rolls,
1989b,c; Rolls and Treves, 1990]. The spreading of the output neurons through-
out the inputs space, which is needed to form the distributed and sparse repre-
sentation, is achieved by graded competition, possibly with some guidance from
back-projections.
The finite width and the overlap of the receptive field of each neuron are impor-
tant for enabling the system to generalize smoothly from its training exemplars
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[Poggio and Girosi, 1990a,b]. This helps the system to respond with the correct
invariance.
In such a system, translation invariance, for example, can be achieved by a
competitive learning scheme that detects regularities in the inputs when the
object is translated. Rolls hypothesis is that, since objects have continuous
properties, an object at one place on the retina might activate feature ana-
lyzers at the next stage of cortical processing. If the object was translated
to a nearby position, the membrane of the postsynaptic neuron would still be
in its Hebb-modifiable state, since the translation would occur in a short pe-
riod (e. g. 0.5 s). The Hebb-modifiable state can be caused, for example, by
calcium entry as a result of the voltage-dependent activation of NMDA recep-
tors. As a consequence, the presynaptic afferents, which got activated with the
object in its new position, would thus become strengthened on the still acti-
vated postsynaptic neurons. Rolls suggested that the short temporal window
of Hebb-modifiability helps neurons to learn the statistics of objects moving in
the physical world. At the same time, it helps the neurons to form different
representations of different feature combinations or objects, as these are physi-
cally discontinuous and present less regular correlations to the visual system.
Rolls also suggested that other types of invariance, for example, size, spatial
frequency, and rotation invariance, can be learned by a comparable process.
According to Rolls, this process takes place at each stage of the multiple layer
cortical processing hierarchy, so that invariance is learned first over small re-
gions of space, and then over successively larger regions. This limits the size of
the connection space within which correlations must be sought.
Note, that the trace rule used by Rolls is only one version of what in the
literature is called slowness learning or temporal stability. We discussed this
idea in the review of object recognition models under the label of temporal
association models. We have seen in section 2.10.3 that this important princi-
ple gave rise to a whole class of learning algorithms [Becker and Hinton, 1992;
Földiák, 1991; Levy and Steward, 1983; Masquelier and Thorpe, 2007; Mitchi-
son, 1991; O’Reilly and Johnson, 1994; Peng et al., 1998a,b; Sprekeler et al.,
2007; Stone and Bray, 1995; Wallis and Rolls, 1997; Wiskott and Sejnowski,
2002]. Beside the trace rule, the most prominent example is the slow feature
analysis (SFA) [Sprekeler et al., 2007; Wiskott and Sejnowski, 2002]. For more
details see section 2.10.3.
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3.1.2. Summary
Out of all these considerations, Rolls selected the following points as basic ele-
ments for the design of VisNet [Rolls, 2007].
According to Rolls, cortical visual processing for object recognition is considered
to:
1. be organized as a set of hierarchical connected cortical regions consisting
at least of
V1 - V2 - V3 - V4 - TEO - IT,
where TEO stands for posterior inferior temporal cortex and IT for infe-
rior temporal cortex,
2. consist of a series of competitive networks, organized in hierarchical layers
exhibiting mutual inhibition over a short range within each layer,
3. consist of a convergent series of connections from a localized population
of cells in preceding layers to each cell of the following layer, where the
receptive field size of cells to increases through the visual processing areas
/ layers,
4. consist of a modified Hebb-like learning rule incorporating a temporal
trace of each cell’s previous activity.
These basic elements gave Rolls the framework to develop an object recognition
model which is, in terms of his theory, as realistic as possible. He termed the
model he came up with VisNet. In the following section, we describe its design
in all mathematical details.
3.2. VisNet – The Setup
Based on Rolls’ theory of visual processing [Rolls, 1992], which we summarized
in the previous section, Wallis and Rolls [1997] developed the VisNet model.
VisNet is a four layer, feedforward network [fig. (3.1)] with lateral inhibition
in each layer, a trace learning rule, i. e. a Hebbian learning rule with an addi-
tional trace term, and an image preprocessing by several Difference of Gaussians
(DoG) filters .
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Figure 3.1. Network Structure of VisNet according to [Wallis and Rolls,
1997].
Next, we describe the different components of VisNet in all mathematical detail.
The description starts with the input, travels along the different processing and
learning steps to the output and the final classification. Of course, the model
setting is described in many of Rolls publications. A good overview of the model
setting can, for example, be found in [Rolls and Milward, 2000]. Unfortunately,
none of Rolls publications offers a detailed mathematical description of VisNet.
Our description closes this gap.
3.2.1. Input Filtering
The input image is first converted into a gray-scale image and then scaled
(by conserving the width-to-height ratio) such that the longest side has 128
pixels. Before passing the obtained input image to the first network layer, it is
preprocessed by a filter layer. This filter layer is supposed to resemble V1. It
contains 32 different filters which are all Difference of Gaussians (DoG) filters
[fig. (3.2)].
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Figure 3.2. Examples of Difference of Gaussians (DoG) filters Γkl(i, j,Θ, f, ρ)
in different scales f , orientations Θ, and signs ρ.
Here:
(k, l) ≡ position of the center of the filter
(i, j) ≡ position at which the filter is evaluated
Θ ≡ filter orientation
f ≡ filter frequency
ρ ≡ filter sign
Rolls and Milward [2000] chose DoG filters since elongated orientation-tuned in-
put filters accord with the general tuning profiles of simple cells in V1 [Hawken
and Parker, 1987]. According to Hawken and Parker [1987], DoG filters are
superior to Gabor functions or to the second differential of a Gaussian, which
are often proposed as alternatives. The two different filter signs used model the
different kinds of simple cells one can find in V1 - center on / surround off and
center off / surround on cells.
The 32 different filters result from four different scales f , four different ori-
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Each of the different filters Γkl(Θ, f, ρ) consists of 128 × 128 neurons. Since
VisNet has 32 different filters, the filter layer consists in total of 128× 128× 32
neurons. For each filter, the 128 × 128 neurons are distributed evenly over the
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input image. For each neuron, the filter is calculated by centering the filter
Γkl(Θ, f, ρ) in the image at the position of that neuron and convoluting the
filter with the image I. The result is the activity F (k, l, θ, f, ρ) of that neuron.






I(i, j) · Γkl(k + i, l + j, θ, f, ρ) (3.1)
Here, k, l = 1, . . . , 128.
The parameter γ specifies the filter size. Thus, the filter is a (2γ+1)× (2γ+1)
matrix. For the convolution the image is padded with zeros at the borders such
that the convolution can be calculated everywhere. The filter size γ was not
specified by Rolls et al. in the literature. On the one hand, to be mathemati-
cally strict, the filter size should range from −∞ to +∞. On the other hand,
to make the computation time for calculating the filter output short enough for
practical purposes, one has to restrict the filter size. However, by restricting
the filter one risks cutting off something important.






















Figure 3.3. Profile of the DoG filters Γkl(i, j,Θ, f, ρ).
Looking at the profile of the filter [fig. (3.3)], one can see that the filter should
be large enough for the zero crossings to be within the range specified by the
filter size γ. For a filter with Θ = 0 the zero crossings are at:
Γ00(i, j,Θ = 0, f, ρ)
!









The position of the zero crossings depends linearly on the inverse of the filter
frequency f . Hence, one gets the largest distance between the two zero crossings
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. Since we want to have one filter size for all
different filters, i. e. for all different filter frequencies, we have to choose the
highest bound given by the lowest frequency. This gives us the lower bound for










Therefore, we finally set:
γ = 25
In general, the output of the filters can have negative and positive values. How-
ever, the idea is that the filter output corresponds th the firing rates of neurons,
which are always positive. Hence, the filter output has to be thresholded at zero
to eliminate the neurophysiologically implausible, negative values. For all filter
layer neurons (k, l, θ, f, ρ), with k, l = 1, . . . , 128, one computes:
F (k, l, θ, f, ρ)+ =
{
F (k, l, θ, f, ρ) if F (k, l, θ, f, ρ) ≥ 0
0 if F (k, l, θ, f, ρ) < 0
Additionally, these filter outputs are normalized across scales to compensate for
the low-frequency bias in the images of natural objects [Elliffe et al., 2002]. As
explained in [Wallis, 1994], the intensity of light reflecting from natural images
is locally correlated. Therefore, there is more power in low spatial frequencies
than in higher ones. On average low frequency filters give stronger outputs than
high frequency filters. In order to prevent this natural bias, which lowers the
connectivity from layer one neurons to high spatial frequency filters, the outputs
of the filters are normalized. For each of the 32 different filter sublayers, which
are all 128 × 128 matrices, the normalized filtered-image F̂ (k, l, θ, f, ρ), where
k, l = 1, . . . , 128, is calculated from the filtered image F (k, l, θ, f, ρ)+ by:
F̂ (k, l, θ, f, ρ) =
F (k, l, θ, f, ρ)+ − minkl[F (k, l, θ, f, ρ)+]
maxkl[F (k, l, θ, f, ρ)+]− minkl[F (k, l, θ, f, ρ)+] (3.2)
Does equation (3.2) really give the desired normalization of the filter output
F (k, l, θ, f, ρ)+?
By definition, for all matrix elements (k, l, θ, f, ρ) holds:
F (k, l, θ, f, ρ)+ ≥ min
kl
[F (k, l, θ, f, ρ)+]
F (k, l, θ, f, ρ)+ ≤ max
kl
[(F (k, l, θ, f, ρ)+]
min
kl
[F (k, l, θ, f, ρ)+] ≤ max
kl
[F (k, l, θ, f, ρ)+]
Hence, one gets for all matrix elements (k, l, θ, f, ρ):
F (k, l, θ, f, ρ)+ − min
kl
[F (k, l, θ, f, ρ)+] ≥ 0
max
kl
[F (k, l, θ, f, ρ)+]− min
kl
[F (k, l, θ, f, ρ)+] ≥ 0





















Figure 3.4. Gaussian function Gkl(i, j, r) with r = 6 and k = l = 20.
F (k, l, θ, f, ρ)+−min
kl
[F (k, l, θ, f, ρ)+] ≤ max
kl
[F (k, l, θ, f, ρ)+]−min
kl
[F (k, l, θ, f, ρ)+]
Inserting this in the right hand side of equation (3.2) finally gives:
F̂ (k, l, θ, f, ρ) ∈ [0, 1] for all k, l, θ, f, ρ
This is the desired normalization.
Up to this point, VisNet produced in the filter layer 32 filtered, positive, nor-
malized versions of the input image, each 128 × 128 neurons in size.
Note that in the experiments, as long as not stated otherwise, only DoG filters
with a positive sign (ρ = 1) and no negative (ρ = −1) filters will be used.
Consequently, we will have only 4 × 4 × 1 = 16 different filters and only 16
filtered, positive, normalized versions of the input image. Of course, the filter
computation described above will not change in this case.
Next, we describe how the connections between all layers, including the filter
layer, are set.
3.2.2. Connection Setting
The four network layers have 32 × 32 neurons each. For each neuron in these
layers, the connections to the next lower layer are set according to a Gaussian
distribution Gkl(i, j, r) with a certain radius r [fig. (3.4)]. For a neuron (k, l) in
the upper layer, the Gaussian distribution gives the probability that it has a
connection to a neuron (i, j) in the lower layer.
Gkl(i, j, r) =
1
2π
· e− 12 r2 [(i−k)2+(j−l)2]
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The Gaussian distribution corresponds to the receptive field of the neuron with
a receptive field size given by r. The receptive field size increases from layer to
layer.
Layer 1 : r = 6
Layer 2 : r = 6
Layer 3 : r = 9
Layer 4 : r = 12
The connections are set in the following way. First, the Gaussian distribution
is centered in the neuron (k, l) in the upper layer for which one wants to set the
connections. At each position (i, j) in the lower layer, it gives the probability
that the neuron in the higher layer has a connection to the neuron at this
position in the lower layer. A fixed number of connections is set by drawing it
from the Gaussian distribution. The number n of connections a neuron in one
layer has to the neurons in the lower layer is for the different layers given by:
Layer 1 : n = 272
Layer 2 : n = 100
Layer 3 : n = 100
Layer 4 : n = 100
The connections are set with toroidal boundary conditions on the layer edges.
This means that the connections are wrapped around to the other side of the
layer, when the position sampled from the Gaussian is lying outside the layer.
At a first glance, it may seem unnaturally to use periodic boundary conditions
for the connections. However, they prevent the edges of the layers to play an
unwanted, prominent role in the learning process. And note that in the human
brain there are no such edge problems. Thus, in an artificial model it is natu-
ral to make the boundaries as invisible as possible. This is best achieved with
periodic boundary conditions.
The connections from layer 1 down to the filter layer are special since the filter
layer consists of 32 sublayers (the 32 different filtered versions of the input im-
age). Thus, for each neuron in layer 1 one has to distribute its 272 connections
among these 32 sublayers. According to Rolls, the connections are distributed
among the sublayers corresponding to different filter frequencies in the following
way:
f = 12 → 201 connections
f = 14 → 50 connections
f = 18 → 13 connections
f = 116 → 8 connections
However, there are still 8 filter sublayers per frequency, i. e. four orientations
and two signs. One has to distribute the connections for each frequency among
these 8 sublayers. This is done evenly, an eventual rest is distributed randomly.
Finally, one obtains the number of connections per sublayer. This number of
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connections is set according to the Gaussian distribution in the way described
above. Note, that in the case of using only positive filters (ρ = 1), the con-
nections per filter frequency have to be distributed only among four filters.
However, the general construction scheme is the same.
Before training, the weights for the connections are initialized randomly be-
tween one and two and are normalized such that for each neuron the Euclidean
norm of the weights of its incoming connections is one (see equation (3.4)).
At first glance, is seems more natural to initialize the weights between zero
and one. However, this offers the possibility that a connection, which was set
previously, gets a zero initial weight. The assignment of a zero initial weight
to a connection corresponds to deleting this connection. Thereby, the actual
number of initial connections would be decreased. To avoid this possibility, the
connection weights are initialized between one and two instead. This guaran-
tees that every connections gets a non-zero initial weight. It is not important
to chose exactly the interval [0, 1]. It only matters that the interval is above
zero. The exact range is not important since the initial weights are normalized
anyway.
3.2.3. Layer Activation
Now that the connections are set, the input image is processed through the
network layer by layer in the following way. First, each neuron computes the
weighted sum of the input it receives through its incoming connections. The








(i, j) ≡ index of the neurons in the lower layer,
(k, l) ≡ index of the neurons in the upper layer,
o(i, j) ≡ output of neuron (i, j) in the lower layer,
ωij,kl ≡ weight of the connection from neuron (i, j) in the lower layer
to neuron (k, l) in the upper layer,
N ≡ size of the lower layer,
here, N = 32 or N = 128 for the filter layer,
a(k, l) ≡ activity of neuron (k, l) in the upper layer.
After computing the activity values a(k, l) for all neurons in one layer, a lateral
inhibition filter, depicted in figure [3.5], is applied.
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Figure 3.5. Lateral inhibition filter Λnm(k, l, δ, σ) with δ = 1.5 and σ = 4
Here:
(n,m) ≡ filter center, i. e. position of the neuron
for which the lateral inhibition is computed,
(k, l) ≡ position for which the filter is evaluated,
i. e. positions of the other neurons in the layer,
δ ≡ contrast parameter,
σ ≡ width parameter.
For the different layers Rolls set δ and σ arbitrarily as:
Layer 1 : δ = 1.5 , σ = 1.38
Layer 2 : δ = 1.5 , σ = 2.7
Layer 3 : δ = 1.6 , σ = 4.0
Layer 4 : δ = 1.4 , σ = 6.0
Next, the convolution of this lateral inhibition filter with the activity matrix
(akl) is calculated for each neuron in the layer. The result is a new activity
matrix (bnm), where n, m = 1, . . . , 32, for the layer.





a(k, l) · Λnm(n− k,m − l, δ, σ)
Here, the parameter λ specifies the filter size. The filter is a (2λ+1)× (2λ+1)
matrix. Rolls et al. did not specify the filter size λ in the literature. Hence,
we have to choose a filter size. On the one hand, a large filter size would be
optimal since it takes into account as much of the filter as possible. On the
other hand, a large filter size would result in a computation time which is too
long for practical purposes. Consequently, we are faced with a trade-off between
short computation time and optimal filter evaluation. In contrast to the DoG
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input filters, no natural lower bound exists for the size of the lateral inhibition
filter. Therefore, we can choose it arbitrarily. We set it to the value Woo [2007]
used.
λ = 8 σ
As a last step, this new activity matrix is passed through a sigmoid output
function. This gives the resulting output o(n,m) for each neuron (n,m), where
n, m = 1, . . . , 32:
o(n,m) =
1
1 + exp [−2β (b(n,m)− α)]
Here, β is the slope and α is the shift of the sigmoid function. Rolls set β for
the different layers as follows:
Layer 1 : β = 190
Layer 2 : β = 40
Layer 3 : β = 75
Layer 4 : β = 26
The choice of the parameter α is more complicated. Rolls decided to use α
to fix the sparseness S ∈ [0, 1] of each layer. The sparseness of a layer is the















Each layer has N ×N (here 32× 32) neurons.
Rolls chose S for the different layers as follows:
Layer 1 : S = 0.008
Layer 2 : S = 0.02
Layer 3 : S = 0.12
Layer 4 : S = 0.09
As one can see in figure [3.6], adjusting the shift α of the sigmoid function
determines whether the activity b(n,m) of a neuron results in a zero or non-
zero output o(n,m). Since the same sigmoid function is used for all neurons
in a layer, adjusting the shift α determines how many neurons get a zero or
non-zero output. This number can only by determined approximately due to
the slope of the sigmoid. Since the slope β is very steep, the resulting error is
not too big.
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Figure 3.6. Sigmoid functions with α = 0 and α = 2
How can α be calculated from S? The answer is given by the following scheme.
For each layer an N ×N activity matrix (bnm) is given (here, N = 32). First,
all matrix entries are sorted into a vector in increasing order:
b = (b1, b2, . . . , bN2) with b1 ≤ b2 ≤ . . . ≤ bN2
The number n0 of neurons in the layer that is supposed to have zero output is
given by the sparseness parameter:
n0 = (1− S) ·N2
The questions is now which data point b0, i. e. layer activity value, corresponds
to n0. Since n0 is not necessarily an integer an interpolation between the two
neighboring data points is needed. A linear interpolation results in the following
data point:
b0 = bn̂ + (n0 − n̂) · (bn̂+1 − bn̂)
Here, n̂ is the integer obtained by rounding n0 off. The above interpolation
formula states that the sought data point b0 has to be at least bn̂ plus an
additional part corresponding to the part lost by rounding off. This additional
part is obtained by a linear interpolation between the two neighboring data
points bn̂ and bn̂+1. Of course, a linear interpolation between the data points
is not absolutely correct and results in an error. Since the slope of the sigmoid
produces an error in the layer sparseness anyway, this additional error does not
matter.
By setting the shift of our sigmoid function to b0,
α = b0
,one ensures that approximately (1−S) ·N2 of the N2 neurons in the layer get
a zero output and approximately S ·N2 get a non-zero output.
This calculation of α is done for every layer separately in every time (learning)
step. This ensures that for each layer in every time (learning) step approxi-
mately the same fixed number of neurons is active.
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3.2.4. Training
After setting the connections in the network, it is now time to describe how to
train them.
As mentioned above, before training all weights are initialized randomly be-
tween one and two to ensure that no connection, which has been set previously,
gets an initial weight of zero. The initial weights are normalized according to
equation (3.4).
The network is trained using the trace rule discussed before. A trace rule
is a learning rule which is based on the classical Hebbian learning rule. The
current neural activation term is replaced by a running, time averaged measure
of previous activity called trace.
Rolls’ biological reasoning for using the trace rule can be found in [Rolls, 2007;
Wallis, 1998]. Here, we summarize the main points.
First, neurons fire for as long as 100 - 400 ms after the presentations of stimuli
for 16 ms [Rolls and Tovee, 1994]. This provides a time window within which
subsequent images can be associate to each other. Wallis [1998] supposed that
this is, under natural circumstances, time enough for views of the effective ob-
ject to be seen and learnt. Hence, firing at the soma should not only propagate
along the axon but also be capable of affecting learning in the dendritic tree.
Evidence to support this claim has been reported in rat neocortical layer V
pyramidal neurons [Markram et al., 1995]. Maintained activity may poten-
tially be implemented by recurrent connections [Rolls and Deco, 2002; Rolls
and Treves, 1998].
Second, the binding period of glutamate in the NMDA channels lasts for 100
ms and more. This binding period may implement a trace rule by producing
a narrow time window over which the average activity at each presynaptic site
affects learning [Földiák, 1992; Hestrin et al., 1990; Rhodes, 1992; Rolls, 1992;
Spruston et al., 1995].
Third, chemicals, like nitric oxide, may be released during high neural activity
and gradually decay in concentration over a short time window. In this time
window learning could be enhanced [Földiák, 1992; Montague et al., 1991].
Fourth, several studies found a short-term synaptic enhancement which in-
creases firing. It is a result of repeated input within a short time window of
approximately 100 ms - see [Fisher et al., 1997] for a review. This phenomenon
has been shown to facilitate sensitivity to temporal sequences [Buonomano and
Merzenich, 1995]. This could in turn lead to long-term synaptic enhancement
of the sort simulated with the trace rule.
The exact mechanism involved may alter the precise form of the trace rule
which should be used. Földiák [1992] describes an alternative trace rule which
models individual NMDA channels.
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Learning Rule
For VisNet Rolls chose the following trace rule. It specifies how for each layer
the strength ωij,kl of the connection from a neuron (i, j) in the lower layer to a
neuron (k, l) in the higher layer is updated in learning time step τ .
ω ij, kl
τ = ω ij, kl
τ−1 +Δω ij, kl τ
Δω ij, kl





= (1− η) o(k, l)τ + η o(k, l) τ−1
Here:
τ = current learning time step,
τ − 1 = previous learning time step,
ω ij, kl
τ = strength of the connection from neuron (i, j)
to neuron (k, l) at time step τ ,
Δω ij, kl
τ = weight change in time step τ ,
μτ = learning rate at time step τ ,
o(k, l)
τ
= trace of neuron (k, l) at time step τ ,
o(k, l) τ = output of neuron (k, l) at time step τ ,
η = strength of the trace, η ∈ [0, 1].
The necessary boundary conditions are given by:
τ ≥ 0 and o(k, l) τ=0 = 0 (3.3)







τ )2 = 1 (3.4)
Here, N = 32 for layer one to four and N = 128 for all filter sublayers.
The learning rule used here was originally proposed by Sutton and Barto [1981].
Its relevance to object recognition learning [Földiák, 1991] and its role in creat-
ing representations in the primate temporal lobe (or inferior temporal cortex)
is more recent [Földiák, 1992; Wallis and Rolls, 1997].
The above trace rule produces only positive weight changes. Since η ∈ [0, 1] by








= (1− η) o(k, l) + η o(k, l) τ=1 ≥ 0
By induction one gets for any τ ≥ 1 that:
o(k, l)
τ ≥ 0
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From this one clearly gets:
Δω ij, kl = μ
τ︸︷︷︸
≥0
· o(k, l) τ︸ ︷︷ ︸
≥0
· o(i, j) τ︸ ︷︷ ︸
≥0
≥ 0
Since the weights have positive initial values, no negative, i. e. biological implau-
sible, weight values can occur during training. However, having only positive
weight changes does not imply that the weights cannot decrease during train-
ing. Due to the normalization (equation (3.4)), which is done after every time
(learning) step, a weight decrease is possible. In order to satisfy the normaliza-
tion, the sum of the squared weights has to be equal to one. For strict positive
weights, increasing one weight obviously results in decreasing another one.
Training Procedure
After initializing all weights randomly between one and two and normalizing
them, VisNet is trained with the trace learning rule and the normalization layer
by layer according to the following scheme.
Let us assume that the training images belong to C different objects with Kc
different views for each object c, where c ∈ {1, . . . , C}. Starting with the con-
nections from the filter layer to layer one, the network connections are trained
layer by layer for a fixed number M (usually, M = 100) of epochs. One epoch
consists of presenting all C objects in a random order c1, . . . , cC . Thereby, first
all Kc1 views of object c1 are presented, second all Kc2 views of object c2, and so
on. The order of the views of each object is specially chosen for each experiment
and is the same for all objects. However, it is random in some experiments.
For each object view the weights are updated according to the trace rule and
normalized. After the M epochs for one layer, the next higher layer is trained
in the same way until all layers are trained.
Rolls decided to decrease the training rate epoch by epoch from one to zero









Obviously, the trace rate is zero in the last epoch. Thus, the network cannot
learn in the last epoch. Consequently, for M epochs, the effective number of
epochs is M − 1. This is just a matter of choosing M .
Trace Reset
Rolls et al. used a manual trace reset in many of their VisNet experiments.
A manual trace reset means that the trace in the learning rule is set back to
zero by an external signal when training moves from the views of one object to
the views of another object. In fact, a trace reset corresponds to an external
signal telling the system when the learning of a new object starts. In a totally
unsupervised system, this is not natural. Therefore, we will not use this trace
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reset in our experiments. Unfortunately, for the experiments presented by Rolls
et al. in the literature, it is not always stated explicitly whether a trace reset
was used. In one paper, Rolls and Milward [2000] investigated the effect of
this trace reset. We will describe their results in a later section. A further
discussion of the optimal value and time course of the trace is provided by
Wallis and Baddeley [1997].
3.2.5. Classification
Up to this point, we described in detail Rolls’ setup and training of VisNet.
Next, we describe how the network output can be classified. Rolls suggested to
use so called invariant neurons as classifier.
Definition 3.1 (Invariant Neuron)
An invariant neuron for a certain object i is a layer 4 neuron whose output
activity satisfies one of the following two conditions:
1. The output activity is zero for all training views of object i and non-zero
for all training views of any other object j = i, where i, j = 1, . . . , C.
2. The output activity is non-zero for all training views of object i and zero
for all training views of any other object j = i, where i, j = 1, . . . , C.
A test view is classified as belonging to the object for which it activates the
most invariant neurons.
By definition, invariant neurons apply only to single neuron responses. There-
fore, an invariant neuron classifier cannot access the information that is con-
tained in the correlation between responses of individual neurons. It can only
measure the quality of single neuron responses. Hence, an invariant neuron
classifier cannot provide the full information about the network quality. It is
neglecting the crucial property of distributed representations. In distributed
responses the major information is not contained in responses of single neurons
but in the relative activity of the whole output layer. During the development
of VisNet, it was important for Rolls et al. that their model will not generate
winner-take-all or grandmother cells but distributed representations of the in-
put instead [Rolls, 1989a,b,c]. Consequently, one should rather use a classifier
that can access the distributed representation optimally, like a support vector
machine. Therefore, we will use a support vector machine in our experiments
which we will present in the next chapter. Strictly speaking, we will use the
Lagrangian support vector machine algorithm designed by Mangasarian and
Musicant [2000a,b].
3.3. Performance Measures
To evaluate the performance of VisNet a measure is needed. The simplest mea-
sure one can think of is the number of correct classified test images. This simple
performance measure is not always optimal. If an experiment is conducted twice
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with different parameters sets, it can happen that VisNet classifies all test im-
ages correctly in both cases. In such a situation, the number of correct classified
test images is not sufficient to answer the question for which parameter set the
network performed better. One would have to repeat the experiment with a lot
of different sets of test images until one finds a set in which the number of correct
classified test images is different for the two parameter sets under considera-
tion. This can take a lot of time. Therefore, it is better to have a more abstract
measure of the network performance or, to be more precise, the network quality.
Rolls and Milward [2000] defined the stimulus specific information and the
multiple cell information as more abstract performance measures. Both are
based on classical information theory and independent of the chosen classifier.
First, we introduce their definitions and discuss how they are related to clas-
sical terms of information theory, like the Shannon information. Second, we
investigate how they are related to the infomax principle of Linsker and the
support vector machine.
According to Rolls, neuronal responses, which are real values in [0, 1], are binned
into equispaced bins for the calculation of the stimulus specific information and
multiple cell information. Thereby, the number of bins is lesser or equal the
number of training views per object. This binning does not play a role in our
discussion of the stimulus specific and multiple cell information. Therefore, we
do not consider it further.
3.3.1. The Stimulus Specific Information
Definition 3.2 (Stimulus Specific Info. [Rolls and Milward, 2000])
The stimulus specific information of a neuron for an object s out of the set









For a given neuron it is the amount of information that its set R of responses
has about a specific object s ∈ S.
The Shannon information for each neuron is the information that the neuron’s












By inserting P (r, s) = P (r|s)P (s), it becomes clear how the stimulus specific


















Most of the time one is interested in the maximum amount of information that
a neuron provides about any of the objects.
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Definition 3.3 (Max. Stimulus Specific Info. [Rolls and Milward, 2000])




Lemma 3.1 (Upper Bound)
For the stimulus specific information the following upper bound exists:
I(s,R) ≤ log2(NS) (3.5)
This holds for all s ∈ S and NS := |S| being the number of possible objects.
The proof can be found in the appendix.
Remark 3.1 (Invariant Neuron)
It is obvious that any invariant neuron for a certain object has maximal stimulus
specific information for this object.
3.3.2. The Multiple Cell Information
As a second performance measure Rolls suggested the multiple cell information,
sometimes called multiple cell analysis [Rolls and Milward, 2000].
Definition 3.4 (Multiple Cell Information [Rolls and Milward, 2000])











It is the mutual information of the whole set S of objects and the set S′ of
estimated objects.
Remark 3.2
Usually, the set of N neurons that have the highest stimulus specific information
is chosen for the calculation of the multiple cell information. N can be chosen
arbitrarily.
In order to find the set S′ of estimated objects for each multiple cell response
r ∈ RN , where RN is the set of all possible multiple cell responses, the object
s′ that gave rise to the specific multiple cell response r is estimated on each
trial. For the estimation a decoding procedure is used [Panzeri et al., 1999;
Rolls et al., 1997].
Decoding Procedure
To find the object s′, which gave rise to a certain multiple cell response r ∈ RN ,
Rolls et al. introduced a decoding procedure [Panzeri et al., 1999; Rolls et al.,
1997].
Based on repeated recordings of neural responses to a known set of object
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views, one can estimate the conditional probability distribution P (r|s) of the
responses given the object. The conditional probability distribution P (s|r) of
the object given an observed response can be derived using Bayes’ rule.






How does this expression change when the responses of more than one neuron
are considered? For two neurons assumed to respond independently one gets:
P (s|r1, r2) = P1(r1|s)P2(r2|s)P (s)∑
s∈S
P1(r1|s)P2(r2|s)P (s)
Consequently, for N neurons assumed to respond independently one gets:









Rolls’ assumption of independent responding neurons is crucial. The above
equation does not hold without it. Due to this independence assumption, the
decoding procedure can only detect the object that most likely gave rise to the
individual neuron responses. The decoding algorithm cannot utilize the infor-
mation about the object that is contained in the whole population code, like
in the activity of neurons relative to each other and in correlations between
individual responses.
For an easier notation one compromises the single neuron responses r1, . . . , rN
of all neurons in one vector r := (r1, . . . , rN )
T .
P (s|r1, . . . , rN ) ≡ P (s|r)
Rolls assumed that all neurons have the same probability distribution.
Pi(ri|s) = P (ri|s) for all i = 1, . . . , N




Why does one have to use this decoding procedure?
Consider the responses r1, . . . , rN of N different neurons. These responses are
real, scalar values. They can be compromised into one vector r which is an
element of the N-dimensional space RN . Let R ⊂ RN denote the space of all
multiple neuron responses r. The mutual information of the whole stimuli set











56 3. VisNet – The Model of Rolls
For sampling P (s, r) accurately enough, the number of required trials grows
exponentially with N . Thus, an accurate sampling is not possible for N ≥ 2, 3
[Panzeri et al., 1999; Rolls et al., 1997]. Therefore, I(S,R) cannot be calculated
directly. In order to avoid this problem, one can apply a transformation to the
space of responses. One possible transformation is a decoding algorithm, like
the maximum likelihood algorithm Rolls et al. used and which we described here.
Decoding means to apply a transformation that derives a predicted object from
the response vector. Of course, the predicted object s′ is not necessarily the
same as the actual one. Therefore, the term decoding should not be taken to
imply that the algorithm identifies the actual object every time successfully.
Indeed, the predicted object is a function of the response. The exact function
depends on the chose decoding algorithm.
s′ = f(r(s))
With this decoding procedure it is possible to calculate the mutual information
of actual and predicted object, instead of the original mutual information of
stimuli and responses. A transformation can only loose information and cannot
create it. Therefore, the information measured with the help of the decoding al-
gorithm necessarily lower than the real information contained in the responses.
An efficient decoding algorithm can preserve nearly all the information con-
tained in the raw responses.
Lemma 3.2 (Upper Bound)
For the multiple cell information the same upper bound as for the single cell
information holds.
I(S, S′) ≤ log2 (NS)
The proof can be found in the appendix.
3.3.3. Relation to the Infomax Principle
Linsker [1987] proposed an information theoretic optimization principle for neu-
ral networks. His principle of maximum information preservation, infomax prin-
ciple for short, states that the input-output mapping at each stage of a neural
network is chosen from the set of admissible mappings such that it maximizes
the information the outputs jointly convey about the inputs. The set of admis-
sible mappings is specified by certain constraints, like the architecture of the
network.
On the one hand, according to Linsker, a network should develop such that
it maximizes its Shannon information. On the other hand, according to Rolls,
a network has developed optimal when its stimulus specific information is maxi-
mal. The question is whether Linsker and Rolls refer to the same interpretation
of optimal. Can a network be optimal in the sense of both definitions at the
same time? The following lemma relates the stimulus specific information to
the infomax principle.
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Lemma 3.3
A neuron having maximal stimulus specific information has maximal Shannon
information.
I(s,R) = log2(NS) ⇒ I(S,R) = log2(NS)
Proof
In the notation of Rolls, the Shannon or mutual information used by Linsker




























In the case that the network has developed such that there exists a neuron whose













s∈S P (s) = 1 since P (s) is a probability. For the Shannon information
the following upper bound exists (details can be found in the appendix):
I(S,R) ≤ log2(NS)
Thus, we can conclude that maximizing the stimulus specific information re-
sults in maximizing the Shannon information. 
We showed that Rolls’ principle of maximizing the stimulus specific information
implies Linsker’s infomax principle.
3.3.4. Relation to Support Vector Machines
Next, we investigate how the stimulus specific information is related to support
vector machines (SVMs). This is important since we plan to use a SVM classifier
in our VisNet experiments. If we can relate the stimulus specific information
to the SVM classifier, we are able to judge the network performance directly
from the output of the SVM classifier without calculating the stimulus specific
information additionally.
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Lemma 3.4 (SVM)
Output patterns that can be correctly classified by a support vector machine do
not necessarily contain a neuron whose stimulus specific information is maximal.
The proof will be done by giving an simple example of activity patterns that
can be classified by a support vector machine and do not have maximal stimulus
specific information.
Proof
Given are an output layer with only two neurons and two objects (s = 1, 2)
with five (k = 1, . . . , 5) views each. The responses of the two neurons for this
ten different images are assumed to be as follows:
s , k k = 1 k = 2 k = 3 k = 4 k = 5
s = 1 0 0.5 0 0.5 0.5 1 0.5 1 0.5 1
s = 2 0.5 0 0.5 0 1 0.5 1 0.5 1 0.5
From this one gets the following probabilities:
P (r) neuron 1 neuron 2
P (r = 0) 0.2 0.2
P (r = 0.5) 0.5 0.5
P (r = 1) 0.3 0.3
P (r|s) neuron 1 neuron 2
P (r = 0|s = 1) 0.4 0
P (r = 0.5|s = 1) 0.6 0.4
P (r = 1|s = 1) 0 0.6
P (r = 0|s = 2) 0 0.4
P (r = 0.5|s = 2) 0.4 0.6
P (r = 1|s = 2) 0.6 0
With the help of those probabilities one can calculate the stimulus specific
information I(s) according to definition 3.2.
I(s) neuron 1 neuron 2
I(s = 1) ≈ 0.5578 ≈ 0.4712
I(s = 2) ≈ 0.4712 ≈ 0.5578
As one can see, none of the neurons has for any of the two objects the maximal
stimulus specific information Imax = log2(2) = 1. Hence, the network has not
developed optimal in terms of Rolls stimulus specific information.
If we interpret the neuron responses as point in a 2 dimensional, Cartesian
coordinate system [fig. (3.7)], it is obvious that they can be separated by a line.


























Figure 3.7. For two different object, the responses of two neurons for can be
interpreted as points in a two dimensional Cartesian coordinate
system.


























































Thus, all responses are classified correctly. 
Remark 3.3
The above proof reminds us of the fact that the stimulus specific information by
definition can only measure the response quality of each neuron separately. It
cannot access the quality of distributed response patterns consisting of several
neurons. Hence, it can happen, like in the above example, that for two neurons
which are not optimal on their own their combined response is optimal. This has
two consequences. First, both neurons do not have maximal stimulus specific
information. Second, the combined response can be correctly classified by a
support vector machine. The stimulus specific information requires that in
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an optimal network the information about the object is optimally stored in
single neuron responses. It does not allow the information to be contained in
a distributed set of neurons, as it is possible for the SVM. In this sense one
could say that, on the one hand, the stimulus specific information is a stricter
measure for the network performance than the SVM. On the other hand, one
can interpret this as the stimulus specific information neglecting some important
aspect.
3.3.5. Summary
In the previous subsections we introduced several performance measures for
VisNet. First, we introduced the ones defined by Rolls:
• number of invariant neurons,
• maximal stimulus specific information,
• multiple cell information.
Second, we introduced the maximal Shannon information used by Linsker in his
infomax principle and the correct classification by a support vector machine,
which we will use in our experiments. We proved several lemmas relating all
these performance measures. In summary, we showed that:
• maximal stimulus specific information ⇒ maximal Shannon information,
• SVM classification  maximal stimulus specific information,
• invariant neuron ⇒ maximal stimulus specific information.
For a full understanding of how the above performance measures are related,
some more relationships have to be investigated.
• Max. Shannon information ⇒ max. stimulus specific information ?
• Max. stimulus specific information ⇒ SVM classification ?
• Max. stimulus specific information ⇒ invariant neuron?
• Multiple cell information ⇔




We learned that the performance measures of Rolls either can be applied only
to single neurons, like the invariant neurons and stimulus specific information,
or assume independently responding neurons, like the multiple cell information.
Therefore, all performance measures of Rolls cannot access the information that
is contained in the correlation between responses of individual neurons. They
can only measure the quality of single neuron responses. This they do well. A
neuron that is optimal in the sense of Rolls performance measures can classify
all object views correctly. However, it is possible that a network, which is not
optimal according to Rolls performance measure, can classify all object views
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correctly. This situation can occur if, for example, a support vector machine
is used as classifier. Support vector machines do not measure single neuron
responses only. And they do not assume that the neurons respond indepen-
dently. In contrast, support vector machines are able to optimally access the
information contained in high-dimensional, distributed representations and in
relative neuron activities. In summary, Rolls performance measures cannot pro-
vide the full information about the network quality. They are neglecting the
crucial property of distributed representations. In distributed responses the
major information is not contained in responses of single neurons but in the
relative activity of the whole output layer. In the development of VisNet, it
was important for Rolls et al. that their model will not generate winner-take-
all or grandmother cells but distributed representations of the input instead
[Rolls, 1989a,b,c]. Consequently, one should rather use a classifier or perfor-
mance measure that can access the distributed representation optimally, like a
support vector machine. Therefore, we will use a support vector machine in
our experiments, which we will present in the next chapter.
In this section, we discussed several, different performance measures, their re-
lationships, and their specific problems. In the next section, we will summarize
VisNet’s properties from the literature.
3.4. VisNet’s Properties – An Overview
Over the last years, Rolls et al. conducted many different experiments in order
to investigate the properties of VisNet. They tested VisNet in a lot of different
tasks, like translation, rotation, scale, and lightning invariance, feature bind-
ing, operation in cluttered background, coping with partially occluded stimuli,
multiple objects in a scene, and stimuli with super- and subset of feature com-
binations. In the following, we describe some of their experiments. This thesis
focuses on object identification invariant under the basic geometric transfor-
mations. We want to investigate the properties of VisNet in this regime fur-
ther. Therefore, we restrict the following description to the experiments with
which Rolls et al. investigated the ability of VisNet to do transformation in-
variant identification. A comprehensive overview of all experiments that Rolls
et al. conducted with VisNet can be found in [Rolls, 2007].
3.4.1. Transformation Invariance
Translation Invariance
The most basic and simplest transformation is translation. Rolls investigated
the ability of VisNet to do translation invariant identification in several exper-
iments in which they used +, T, L, and face stimuli [Elliffe et al., 2002; Wallis
and Rolls, 1997].
Rolls was motivated to choose +, T, and L as stimuli by the fact that they
all contain the same fundamental features - namely, a horizontal bar conjoined
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Figure 3.8. Order of the training exemplars during training (Z-shaped path)
for a translation invariant object identification task.
with a vertical bar. Consequently, the input filters cannot distinguish these
stimuli on the basis of which feature is present. The network has to account for
the relative position of this fundamental feature.
In the first experiment concerned with translation invariant object identifi-
cation, VisNet was trained with +, T, and L stimuli [Wallis and Rolls, 1997].
Each object was presented during training at nine different locations arranged
in a 3 × 3 square grid in the retina. The trajectory followed by each object
consisted of sweeping left to right horizontally across three locations in the top
row, then sweeping back, right to left across the middle row, before returning
to the right hand side across the bottom row - tracing out a Z-shaped path
across the retina [fig. (3.8)]. During training this Z-shaped path was used both
in the forward and in the backward direction. Forward and backward direction
were chosen randomly in each training epoch. Training consisted of 800 epochs.
Wallis and Rolls [1997] found that after training some of the layer four neurons
responded strongly to one of the objects independent of its location but only
weakly to other objects. These invariant responses were built up gradually over
the layers of the network [Wallis and Rolls, 1997].
In the second experiment concerned with translation invariant object identi-
fication, VisNet was trained with seven faces, each in nine different positions.
The face images were smoothed by an oval Hamming distance window before
training in order to remove any hard edges of the image relative to the plain
background. This minimizes the effect of cast shadows. The training was done
in the same as in the previous experiment. Wallis and Rolls [1997] found that,
different from the previous experiment, with more stimuli the neurons did not
respond to only one stimulus independently of location, but a more distributed
representation was found instead [Wallis and Rolls, 1997]. These distributed
representations contained enough information about stimulus identity for a per-
fect identification [Wallis and Rolls, 1997].
In the third experiment, Wallis and Rolls [1997] extended the analysis of VisNet
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to investigate whether it can still form invariant responses when much more lo-
cations are used in training. They trained VisNet with seven faces at 49 training
locations. Each face was a 32× 32 pixel image with 256 grey scale values. Dur-
ing training each image was presented in each of 49 locations arranged in a 7×7
square grid in a 64 × 64 part of the 128 × 128 retina. Wallis and Rolls [1997]
found that, with a trace value of η = 0.6, the trace effect remaining from a
previous presentation of a stimulus decays to a small value after seven different
retinal locations. Therefore, Wallis and Rolls [1997] decided not to present the
49 locations for an image during training in a standard serial sequence, but
instead to use a set of short-range movements across the retina, followed by
a longer jump. Additionally, a trace reset was used in combination with each
longer jump. Their idea was that during the inspection of an object during
learning, there is a set of small eye movements, followed by a longer saccade
to another part of the object, which occurs several times. Each of the 49 loca-
tions was visited once per training epoch for each face. Training lasted for 2000
epochs. During testing each face was presented at the 49 training locations.
The responses of the neurons in layer 4 were measured to determine whether
they showed responses which displayed selectivity for one of the faces but in-
variance with respect to face location. Wallis and Rolls [1997] found layer four
neurons that responded to one of the faces at all locations only and not to any
of the other faces at any location.
In the fourth experiment, Elliffe et al. [2002] tested the ability of VisNet to
generalize to new locations. The stimuli used for this experiment were con-




At each position either a horizontal bar (− ), a vertical bar ( | ), a diagonal
bar ( / ), or no bar could be present. The length of all bars was eight pixels.
No feature could be used twice. Hence, 4 · 3 · 2 = 24 different objects could
be generated from this feature set. Objects with two features present were
called pairs and stimuli with three features present triples. Each object could
be presented in nine possible locations arranged as a 3× 3 squared grid in the
128 × 128 retina. The center location was in the center of the retina and the
eight other locations were offset 8 pixels horizontally and/ or vertically from the
center. Rolls et al. used a special training protocol for this experiment. First,
they trained layer one and layer two with all 18 pairs in all nine locations.
Second, they trained layer three and layer four with all six triples in only seven
of the original nine locations. The crucial test was whether VisNet could form
top-layer neurons that responded invariantly to the six triples when presented
at all nine locations, not just the seven at which the triples had been presented
during training. Rolls et al. found that the stimulus specific information and the
multiple cell information both reached their maximum, indicating that VisNet
could solve this generalization task optimally [Elliffe et al., 2002].
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Rotation Invariance
The next more complicated transformation is rotation. In order to investigate
how well VisNet can solve the task of rotation invariant object identification,
Rolls and colleagues trained VisNet on the problem of three-dimensional stim-
ulus rotation. We will describe three different experiments conducted by Rolls
et al. [Stringer and Rolls, 2002; Wallis and Rolls, 1997].
In the first experiment, seven different views of three different faces were pre-
sented centrally on the retina. The same faces as in the experiment for learning
translation invariant face identification were used. To use the capacity of the
network fully, given that the images were presented only centrally, the images
presented were twice as large as those used in the translation experiment. This
permitted the model to discern finer feature details in the individual faces.
Training lasted for 800 epochs. Rolls et al. found that after training VisNet
was able to solve the view invariance problem. In the translation invariance ex-
periments the neurons in the first layer did not show translation invariance at
all [Wallis and Rolls, 1997]. In contrast, in this rotation invariance experiment
some neurons in the first layer showed limited tolerance to changes in the view-
ing angle. This limited tolerance is to be expected since slightly rotated views
of a face will share many of the same basic features in the same location. True
generalization across all views was not achieved until higher layers. Although
view invariance was partially solved by layer three of the network, a further
improvement was found in layer four neurons. Rolls et al. showed that VisNet
could solve the task only if it was trained with a trace rule. The untrained
version of VisNet and a version trained with a pure Hebbian rule performed
equally poorly [Wallis and Rolls, 1997].
In the second experiment, Stringer and Rolls [2002] showed that VisNet is able
to learn three dimensional rotations and to generalize to new rotation angles.
They used the same 24 stimuli (see equation (3.6)) as in the generalization to
new locations experiment [Elliffe et al., 2002]. They were placed on a 3 di-
mensional sphere. The stimuli used were then 2 dimensional pictures of the
sphere. The picture background was set to the same grey value as the sphere.
Thereby, the sphere actually disappeared in the pictures and only the pictures
of the rotated stimuli remained. These pictures were scaled to the retina size
of 128× 128 and centered in the middle of the retina. For each of the 24 stim-




• ±0◦ = surface features facing directly towards VisNet’s retina
• +30◦
• +60◦
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The idea of this experiment was to test whether the network could learn view
invariant representations and whether the learning would generalize to new
views of objects (triples) after pre-training on feature subsets (pairs). To realize
this idea, Rolls et al. trained VisNet in two stages. In the first stage, the
18 feature pairs were used as training objects. Each object was presented in
a randomized sequence of the five orientations. During this stage, learning
was allowed to take place only in layers one and two. In the second stage,
the six triples were used as training objects. Each triple was presented only
in the first four orientations. Learning was allowed only in layers three and
four. The number of training epochs for layer one through four were 50, 100,
100, and 75, respectively. After the two stages of training were completed,
Rolls et al. examined whether VisNet formed top-layer neurons that responded
invariantly to the six triples when presented in all five orientations, not just
the four in which the triples had been presented during training. They found
that VisNet can solve this task, since both the single cell information and the
multiple cell information reached their maximum [Stringer and Rolls, 2002].
Scale Invariance
The last transformation to consider is scaling. Using the face stimuli of the view
invariance experiment described in the previous paragraph, Wallis and Rolls
[1997] trained VisNet successfully to produce size invariant representations.
VisNet could perfectly discriminate all seven faces. Each was presented during
training in seven different sizes (from 14 to
7
4 of the normal size).
3.4.2. Trace Reset
As discussed before, Rolls et al. used a trace reset in many experiments. A
trace reset is the process of setting the trace during training back to zero when
the views of a new object are shown. Unfortunately, Rolls et al. did not always
state explicitly whether a manual trace reset was used in an experiment. In
one paper, Rolls and Milward [2000] investigated the effect of this trace reset.
They found that for most trace parameter values (η = 0.6, . . . , 0.9) the trace
reset has nearly no effect. For higher values of η, such as η = 0.95, the network
performance was better with trace reset. The reason is that for a value of η as
high as 0.95, the effect of the trace without trace reset will last from the end
of the presentation of one object well into the presentation of the next object,
thereby producing interference by the association of two different objects. This
is not the case for small trace parameter values. A further discussion of the
optimal value of the trace parameter and the time course of the trace is provided
by Wallis and Baddeley [1997].
3.4.3. Summary and Open Questions
Rolls et al. investigated VisNet’s behavior in a wide range of tasks: translation,
rotation, scale, and lightning invariance, feature binding, operation in cluttered
background, coping with partially occluded stimuli, multiple objects in a scene,
and stimuli with super- and subset of feature combinations. This thesis focuses
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on object identification invariant under the basic geometric transformations
shift, scaling, and rotation. In the previous section, we described the related
experiments of Rolls et al. in detail. Next, we sum up what we learned from
these experiments and what open questions remain.
For the basic geometric transformations shift, scaling, and rotation, Rolls et
al. showed that VisNet identifies its training exemplars. Additionally, Rolls et
al. showed that VisNet generalizes from exemplars trained in all four layers to
exemplars trained only in the lower layers. Since VisNet operates unsupervised,
identifying the training exemplars is not trivial for the network. However, these
results of Rolls et al. do not answer the question whether VisNet can do trans-
formation invariant identification. For a transformation invariant identification,
one expects the network to identify an object in any pose if it was trained with
that object in a sufficiently high number of different poses. Here, pose refers
to a combination of position, size, and orientation. Transformation invariant
identification requires that the network solves one of the following to tasks. It
either has to generalize from the poses given by the training exemplars to all
possible poses; or it has to interpolate between the poses given by the training
exemplars. It was not clear from the literature, whether VisNet is able to show
such a transformation invariant object identification.
As known today, the visual system can achieve shift, size, and rotation in-
variance. Evidence for full shift and size invariance comes from psychophysics
and neurophysiology [Biederman and Cooper, 1991a, 1992; Furmanski and En-
gel, 2000; Ito et al., 1995; Tovee et al., 1994] - summarized in [Wiskott, 2006].
For object shifts, experimental results indicate a completely shift invariant
recognition across the whole visual field with minor performance losses at its
edges [Biederman and Cooper, 1991a, 1992]. For scaling, evidence for scale
invariant recognition comes form a perceptual learning task. In learning gray-
scale images of common objects no change in recognition performance can be
observed when the object size in the images is changed suddenly [Furmanski
and Engel, 2000]. These experimental results suggest that for shifting and scal-
ing, the human visual system generalizes from the positions and sizes of the
training exemplars to all possible positions and sizes. In that way a full shift
and scale invariant recognition is achieved.
For rotation the situation is different. The experimental data suggests that
the human visual system interpolates between the rotation angles given by the
training exemplars [Forster et al., 1996; Shepard and Metzler, 1971]. Thereby,
a rotation invariant recognition can be achieved.
In summary, the visual system can, with different schemes, achieve full trans-
formation invariant recognition. In order to resemble the visual system, VisNet
should have this ability too. However, Rolls et al. could only show that VisNet
can identify its training exemplars. If this is all VisNet can achieve, VisNet will
have to learn each stimuli in every pose separately. It is not very plausible that
the human visual systems operates like this. It would need far too much time.
As discussed above, the experimental data suggests different schemes. There-
3.4. VisNet’s Properties – An Overview 67
fore, it has to be tested whether VisNet can achieve transformation invariance
with a sufficient, but manageable number of training exemplars. In the next
chapter, we will investigate this question with our own experiments.
A second very interesting question, that arises naturally and has not been
investigated by Rolls et al., is how the order of the images during training
influences VisNet’s category building and its ability to generalize to other ex-
emplars within a category. As Rolls et al. pointed out when developing VisNet,
the trace learning rule relies on the proximity in space and time of training
exemplars of one category. According to Rolls et al., this space-time proximity
is a crucial ingredient for the network to build invariant representations. How-
ever, this could become a trap. Imagine that the learning relies so strongly on
the space-time proximity that the similarity of the training pictures does not
matter at all. In this case, it would be possible to fool the network by pre-
senting two totally different pictures in successive time steps at the same retina
position. The network would then build a category representation out of these
two totally different pictures. Rolls et al. did not look at this point at all. They
simply ordered the training images such that views of the same object followed
each other. In the next chapter, we will investigate this question with our own
experiments.
A third interesting and still open question is how the value of the trace rate η
influences the network performance. If the performance is best for a medium
range value of η, the network will rely strongly on the fact that through the
trace term in the learning rule current and previous time step are mixed during
learning and can thereby interact. However, if learning is best for very low
(near zero) or very high (near one) values of η, learning will rely only on the
current (η near zero) or only on the previous (η near one) learning time step. A
trace rate η = 1 does not result in a maximal interaction between current and
previous stimuli. Indeed, it implies that only the previous stimuli influences the
actual learning step. In this case, the time scale for learning is just shifted by
one step. In fact, the maximal interaction between actual and previous stimuli,
i. e. a maximal influence of the fact that the learning rule is a trace learning
rule, occurs for η = 0.5.
A fourth open point is the question whether a more regional filtering scheme
can improve the network performance. Rolls designed VisNet such that all fil-
ters, especially the DoG filters, work globally on the whole image. However,
the invariant recognition may benefit from in a regional filter scheme. In a
regional filter scheme features are extracted locally and the their activation is
then passed on to other image regions. A regional filter scheme corresponds
to local receptive fields with lateral interactions which are thought to be the
basic element of the visual cortex. In the next chapter, we will investigate this
question with our own experiments.
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These four open problems make it definitively worthwhile to further investigate
VisNet. In the next chapter, we will try to find answers to these open problems
by conducting own experiments with VisNet.
4. VisNet - Our Own Experiments
Despite a large number of experiments done by Rolls et al. , some open ques-
tion remain. As discussed at the end of the last chapter, four main points
have to be investigated. First, is VisNet able to do translation invariant object
identification? Second, does the order of the training exemplars influence the
identification performance? Third, can a regional filter scheme improve the
identification performance? Fourth, does the value of the trace rate influence
the identification performance? Fifth, is VisNet able to do to scale invariant
object identification?
Unless stated otherwise, in all experiment in this chapter the network is trained
for 100 epochs with only positive filters (ρ = 1) and a trace rate η = 0.8. For
each epoch the training images are presented in the same natural order given by
the transformation process. Excluded are experiments in which the influence of
training exemplar order is investigated. These experimental parameters were
used by Rolls et al. in most of their experiments. In contrast to the work of
Rolls et al., we do not use an external trace reset between the training exem-
plars of different objects. The term trace reset refers to manually setting the
trace back to zero (equation (3.3)). It corresponds to an external signal that
tells the system when the learning of a new object starts, i. e. the learning
switches from the exemplars of one objects to the ones of another object. For a
unsupervised system this is not natural. Therefore, we do not to use this trace
reset. In order to get reliable results, several independent runs are conducted
for each experiment. Most experiments are repeated for 20 independent runs.
For the discussion of the experiments, the identification results are average over
those independent runs.
As noted in a previous section, we do not use the invariant neurons suggested
by Rolls et al. as classifier. Instead, we use a support vector machine. As
discussed in paragraph 3.3.5, the invariant neuron classifier has substantial dis-
advantages. It can only capture the optimality of single neuron responses. It is
not able to access the information that is contained in the distributed responses
optimally. Hence, if an invariant neuron classifier is used, the network perfor-
mance can look much worse than it actually is. Thus, we use a support vector
machine instead. Support vector machines are optimal in high dimensional
spaces. The output layer of VisNet has 32 × 32 neurons. It corresponds to a
1024 dimensional space. Additionally, support vector machines can optimally
discriminate distributed representations, like the ones VisNet develops [Rolls,
1989a,b,c]. The support vector machine is trained with those responses which
the trained network gives for the training exemplars. Here, response refers to
the output matrix of the fourth layer.
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Our simulations are be based on the MatLab code for VisNet written by Myung
Chul Woo. He published the main part of his code in his master thesis [Woo,
2007]. His supervisor Dr. Roger Gaborski was so nice to give us the subfunc-
tions not published there. We change Woo’s code a bit. The original code reads
in image files. We change it, such that our version works with the images given
directly as matrices. In our experiments, we work with simple stimuli. It is easy
to construct those simple stimuli directly as matrices. Reading in image files
can cause errors and artifacts and needs additional computation time. In the
case of stimuli which are given directly as matrices these errors and artifacts are
avoided and no additional computation time is needed. Additionally, we change
Woo’s code such that it becomes easier to alter the network parameters. Lastly,
we exchange the classifier. Woo’s code works with a invariant neuron classifier.
For reasons discussed above, we use a support vector machine instead. Strictly
speaking, we use the Lagrangian support vector machine algorithm designed by
Mangasarian and Musicant [2000a,b].
4.1. Translation Invariance
First, we want to answer the question whether VisNet can do translation invari-
ant object identification. For a translation invariant identification, one expects
the network to identify an object at any position when it was trained with that
object at a sufficiently high number of different positions.
4.1.1. One Dimension
To answer the question whether VisNet has this ability at all, we test the sim-
plest case. The simplest stimuli that one can create are horizontal and vertical
bars extended over the whole width or height of the retina. We will refer to
such bars as one dimensional (1D) bars [fig. (4.1)]. In the following experiments,
VisNet is trained with those 1D bars at several positions. After training, we
test whether VisNet can identify those 1D bars at any possible position.
In the first experiment, VisNet is trained with 1D bars at four different po-
sitions – 11, 41, 71, 101 [fig. (4.2)].
To specify these positions the pixels in the retina are consecutively numbered
both in the horizontal and in the vertical direction. The numbering starts in
the upper, left corner with one [fig. (4.1)]. The position x of a horizontal 1D
bar refers to the row number of the upper edge of the bar [fig. (4.2) on the left].
The position x of a vertical 1D bar refers to the column number of the right
edge of the bar [fig. (4.2) on the right].
The network training is done for each layer separately. The training of each
layer consists of 100 epochs. One epoch refers to first presenting all training
exemplars of the horizontal 1D bar and second presenting all training exemplars
of the vertical 1D bar. Both for the horizontal and vertical 1D bar, the training
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Figure 4.1. The simplest objects one can create are so called one dimensional
(1D) bars. Here, the bars consists of white pixels, which have
activity one, and the background consists of black pixels, which
have activity zero. The retina is 128 pixels wide and 128 pixels







11 41 71 101
vertical bar
Figure 4.2. In the first experiment, VisNet is trained with 1D bars, which
are 20 pixels wide, at four different positions – 11, 41, 71, 101.
The bars consists of white pixels, which have activity one. The
background consists of black pixels, which have activity zero.
exemplars are presented in an sequence ordered according to their positions.
After training, the support vector machine is trained with the responses that
the trained network gives for the training exemplars. Here, response refers to
the output of the fourth network layer.
After training, VisNet is tested with the horizontal and vertical 1D bar at
all 109 possible positions. The number of 109 possible positions stems from a
retina width of 128 pixels and a bar width of 20 pixels. In order to test the
network, its output for all test exemplars is computed. This output is then fed
into the support vector machine classifier. This gives the identification result
for the test exemplars.
The identification results, averaged over 20 independent runs, indicate that
VisNet can identify 1D bars independent of their position, except some small
performance losses at the edges [fig. (4.3)]. These performance losses at the
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average percentage of correct identification
overlap/10000 with correct training exemplars
overlap/10000 with wrong training exemplars
Figure 4.3. Percentage of correct identification in the first experiment aver-
aged over 20 runs and plotted against the position of the test
bar. Prior to testing, VisNet was trained with 1D bars, which
were 20 pixels wide, at four different positions – 11, 41, 71, 101.
edges of the retina corresponds to the behavior of the human visual system
found in experiments [Biederman and Cooper, 1991a, 1992].
From the results of this first experiment, we can conclude that VisNet is able
to do translation invariant object identification.
4.1.2. Two Dimensions
How will the recognition performance of VisNet change if VisNet has to gener-
alize to new positions in two dimensions? To test this, more complex stimuli are
used [fig. (4.4)]. In the second experiment, VisNet is trained with each object
presented in nine overlapping positions (17, 47, 44) which are arranged in a
regular 3 × 3 grid. After training, VisNet is tested with each object presented
in 144 test positions (6, 12, . . . , 84, 90) which are arranged in a regular 12× 12
grid. Testing all possible positions would take too long. Although all test po-
sitions are different from the training positions, an object at any test position
overlaps with one of its training exemplars. The experiment is repeated for ten
independent runs to get reliable results.
On average, VisNet identifies only 26.44% of the test exemplars correctly. The
translation invariant identification is clearly worse than in the previous experi-
ments. The current experiment differs from the previous one in several aspects.
First, the objects are more complex. Second, the number of different objects is
increased from two to three. Third, VisNet has to generalize to new positions in
two dimensions instead of one. All these changes lead to a degrade of VisNet’s
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Figure 4.4. In the second experiment, +, T, and L stimuli are used to test
the generalization of VisNet to new positions in two dimensions.
Each object has a size of 36 × 36 pixels and a coat thickness of







Figure 4.5. In the third experiment, VisNet is trained with one dimensional
bars, which are 20 pixels wide, at three different positions – 18,
55, 92. The bars consists of white pixels which have activity one.
The background consists of black pixels which have activity zero.
recognition performance.
Next, we investigate how VisNet’s performance in a translation invariant iden-
tification task depends on the specific selection of training exemplars. We test
how VisNet’s identification performance changes when the number of training
exemplars, their position, or the distance between them is altered?
4.2. Number of Training Exemplars
4.2.1. Experiments
In the third experiment, we investigate the influence of the number of training
exemplars on VisNet’s identification performance. Therefore, the first exper-
iment is repeated. However, the number of equidistant training exemplars is
decreased from four to three while the bar width is kept constant. In the third
experiment, VisNet is trained with 1D bars at three different positions – 18, 55,
92 [fig. (4.5)].
After training, VisNet is tested with 1D bars at all 109 possible positions.
The identification results, which are averaged over 20 independent runs, indi-
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Figure 4.6. Percentage of correct identification in the third experiment av-
eraged over 20 runs and plotted against the position of the test
bar. Prior to testing, VisNet was trained with 1D bars, which
were 20 pixels wide, at three different positions – 18, 55, 92.
cate that VisNet can generalize only to some of the positions that were not
presented during training [fig. (4.6)].
Comparing figure [4.3] and figure [4.6] reveals that the generalization perfor-
mance in the third experiment is worse than in the first experiment. Thus, the
generalization ability seems to depend on the number of training exemplars.
However, the first and the third experiment differ not only in the number of
training exemplars. They differ also in the distance between the training ex-
emplars. Therefore, it is possible that the reduced generalization ability in the
second experiment is caused partly, or even totally, by the increased distance
between the training exemplars and not by the reduced number of training ex-
emplars. Before we test this hypothesis with further experiments, the following
definitions specifies what we mean by distance.
Definition 4.1 (Distance between 1D Bars)
The distance D refers to the region between two succeeding training exemplars
which are either both horizontal 1D bars or both vertical 1D bars. The first
training exemplar is given at position x and a the second training exemplar
at position y, where y > x. The 1D bars are d pixels thick. The distance D
between these two training exemplars is defined as:
D := y − (x+ d)
The distance is measured in pixels. It corresponds to the number of zeros pixels
between two neighboring bars [fig. 4.7].







Figure 4.8. In the fourth experiment, VisNet is trained with 1D bars, which
are 20 pixels wide, at three different positions – 25, 55, 85. The
bars consists of white pixels which have activity one. The back-
ground consists of black pixels which have activity zero.
Figure 4.7. The distance D refers to the region of zero pixels between two
succeeding training exemplars at positions x and y with x <
y. The training exemplars are either both horizontal or both
vertical 1D bars and are d pixels wide.
The above hypothesis is tested in the fourth experiment. In the fourth exper-
iment, VisNet is trained with 1D bars at three different positions – 25, 55, 85
[fig. (4.8)]. The bar width is the same as in the previous experiments. Com-
pared to the first experiment, the number of training exemplars is decreased
and the distance between the training exemplars is the same. Compared to
the third experiment, the number of training exemplars is the same and the
distance between the training exemplars is decreased.
The identification results, which are averaged over 20 independent runs, in-
dicate that VisNet can interpolate new positions that lie between two training
exemplars. However, VisNet cannot extrapolate new positions which lie in front
of the first training exemplar or behind the last training exemplar [fig. (4.9)].
Thus, we can conclude that VisNet ability to generalize to new positions does
not only depend on the number of training exemplars. It seems also to depend
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X = 3
Figure 4.9. Percentage of correct identification in the fourth experiment av-
eraged over 20 runs and plotted against the position of the test
bar. Prior to testing, VisNet was trained with 1D bars, which
were 20 pixels wide, at three different positions – 25, 55, 85.
on the distance between the training exemplars.
To test this hypothesis further, VisNet is trained in a fifth experiment with 1D
bars at four different positions – 11, 41, 71, 101. These are the same positions
as in the first experiment. In contrast to the first experiment, the width of the
bars is reduced from 20 to 10 pixels [fig. (4.10)]. A reduction of the bar width
implies an increase of the distance between the training exemplars. Although,
the same number of training exemplars is used in the fifth and the first exper-
iment, the distance between the training exemplars is in the fifth experiment
higher than in the first one.
The identification results, which are averaged over 20 independent runs, show
that the generalization behavior in the fifth experiment is worse than in the
first one [fig. (4.11)].
In summary, we can conclude that VisNet’s generalization ability is related
to the distance between the training exemplars. For a perfect generalization,
the distance has to be small enough. Thus, a maximal distance Dmax exists
which allows perfect generalization to all positions. A certain number N of
training exemplars is needed to cover the retina with training exemplars such
that they do not have a distance larger than Dmax. This number N is minimal
for equidistant training exemplars and obviously depends on the bar width.
From the previous experiments, we can conclude that the maximal distance
Dmax is independent of the bar width. These dependencies can be captured,
for example, by the overlap that a test exemplar has with the training exem-
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(b) vertical bar
Figure 4.10. In the fifth experiment, VisNet is trained with 1D bars, which
are 10 pixels wide, at four different positions – 11, 41, 71, 101.
The bars consists of white pixels which have activity one. The
background consists of black pixels which have activity zero.
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Figure 4.11. Percentage of correct identification in the fifth experiment av-
eraged over 20 runs and plotted against the position of the test
bar. Prior to testing, VisNet was trained with 1D bars, which
were 10 pixels wide, at four different positions – 11, 41, 71, 101.
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(a) horizontal (b) vertical
Figure 4.12. A horizontal test exemplar (white) overlaps with the horizontal
and vertical training exemplars (grey).
plars. Next, we formalize this idea.
Let a horizontal 1D bar at a certain position be given as test exemplar. Its
position was not used during the training. The reverse situation with a verti-
cal 1D bar as test exemplar is completely analogue. The test exemplar has a
certain overlap with the vertical and horizontal training exemplars [fig. (4.12)].
The overlap Ow with the wrong (here, vertical) training exemplars is indepen-
dent of the position of the (here, horizontal) test exemplar. It is given by the
number Nw of wrong (here, vertical) test exemplars and the bar width d.
Ow = Nw · d2
The overlap Oc with the correct (here, horizontal) training exemplars depends
on the position of the horizontal test exemplar.
Oc = h · R
Here, R is the width of the square retina (usually, R = 128) and h is the overlap
with the training exemplar measured perpendicular to the bar, where 0 ≤ h ≤ d
[fig. (4.12)]. From the previous experiments, we can conclude that the following
holds:
Ω := Oc −Ow +X ·R
{ ≥ 0 then P (correct identification) ≈ 1
< 0 then P (correct identification) ≈ 0.5 (4.1)
This can be written as:




{ ≥ 0 then P (correct identification) ≈ 1
< 0 then P (correct identification) ≈ 0.5
Here, X is a constant. In the previous experiments [fig. (4.6), (4.9), (4.11)], it
turned out that:
X ≈ 4
In summary, a correct identification occurs in all runs if the overlap Oc with
the correct training exemplars is larger than the overlap Ow with the wrong
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training exemplars minus a threshold X ·R.
The analogue holds for a vertical test exemplar, as well.
Two effects remain unexplained. First, it is not clear where exactly the con-
stant X originates from and why it had the specific value X ≈ 4 in the previous
experiments. This has to be investigated by further experiments. Second, it
is not clear why in the case of Ω < 0 the test exemplar is identified wrongly
with a probability of 0.5. For Ω < 0, one would expect that the probability for
a wrong identification is one, if equation (4.1) was the only criterion that the
trained network used for the identification. One possible explanation for this
effect is that not the overlap between training and test exemplars in the retina
but rather in the filter layer is used as identification criterion. The overlap in
the filter layer will increase if wider filters, i. e. lower filter frequencies, are used.
It will decrease if thinner filters, i. e. higher filter frequencies, are used. An in-
crease of the overlap should improve the identification performance. A decrease
of the overlap should worsen the identification performance. This hypothesis
can be tested in a further experiment.
In the following experiment, the influence of the filter frequencies is tested.
1D bars are chosen as stimuli. Two training exemplars per category at posi-
tions 30 and 80 and a bar width of 20 pixels are used. The following eight
different sets of four filter frequencies are tested:
f1 =
1





4 fnormal f4 = fnormal
f5 =
5





4 fnormal f8 =
8
4 fnormal
Here, fnormal = [1/2, 1/4, 1/8, 1/16] is the standard filter frequency set that
Rolls chose for VisNet.
In figure [4.13], the percentage of correctly identified test exemplars, which
is summed over all test positions and averaged over 20 independent runs, is
shown. For all different frequencies and for all runs, the minimum percentage,
the mean percentage plus/ minus one standard deviation, and the maximum
percentage of correct identification are plotted. One can see that the identifi-
cation results do not differ much for the different frequency sets and that the
standard deviation is very large. For f5, i. e. slightly higher frequencies than
the original ones, the identification performance is best. For wider and thinner
filter, i. e. lower and higher filter frequencies, it is worse. This is in contradiction
to the hypothesis we started with.
4.2.2. Summary
We showed that VisNet can achieve perfect translation invariant identification
in one dimension with a reasonable number of training exemplars. This was
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Figure 4.13. Percentage of correct identification for four different sets of filter
frequencies averaged over 20 runs and summed over the posi-
tion of the test exemplar. Prior to testing, VisNet was trained
with 1D bars, which had a width of 20 pixels, at two different
positions – 30, 80.
tested with the easiest stimuli one can construct - horizontal and vertical bars
extended over the whole width or height of the retina. We revealed that the
identification performance depends on the distance between the training ex-
emplars. A maximal distance exists which training exemplars are allowed to
have such that VisNet can perfectly generalize to all positions. Given a certain
bar width, this maximal distance corresponds to a minimal number of training
exemplars needed to cover the whole retina. The maximal distance between
training exemplars can be described by the difference of the overlap of a test
exemplar with the training exemplars of the correct and of the wrong object
(equation (4.1)). It turned out that VisNet does not use the pure difference
as identification criterion. There exists an offset X. This offset and the fact
that the probability for correct identification is not zero below the threshold
are hints that the overlap difference is not the only identification criterion the
network uses. To explain these effects, we set up the hypothesis that the net-
work relies on the overlap in the filter layer and not in the retina. In this case
the identification performance should improve for wider filters, i. e. lower fil-
ter frequencies. This hypothesis was tested in a simple translation invariant
identification task with 1D bars. It turned out that the identification perfor-
mance does not significantly change with the filter frequencies. Consequently,
our hypothesis was wrong. The offset X and the non-zero probability for cor-
rect identification below the threshold remain unexplained.
Additionally, we showed that the identification performance becomes worse if
the number of objects is increased, more complex objects are used, and VisNet
has to generalize to new positions in two dimensions instead of one.
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Figure 4.14. Percentage of correct identification averaged over 20 runs and
plotted against the position of the test bar. Prior to testing,
VisNet was trained with 1D bars, which were 20 pixels wide,
at four different positions – 11, 41, 71, 101. The training ex-
emplars were presented either in random or non-random order
during training.
4.3. Order of the Training Exemplars
4.3.1. Experiments
In all previous experiments, the training exemplars were presented in the same
order naturally given by the transformation process, i.e. translation, that gen-
erated the training exemplars. Consequently, it is possible that VisNet’s ability
to generalize to new locations originates from the fact that VisNet extracts the
transformation mechanism from the training exemplars. This can be done by
the trace rule which associates the steps of the transformation sequence given
by the training exemplars. However, if the network learns the transformation
mechanisms, its ability to generalize to new locations should be much worse
for training exemplars which are presented randomly during training. In this
case, it should be much harder for the network to extract the transformation
mechanism.
To test this hypothesis, the first experiment is repeated. However, the four
training exemplars are presented in each of the 100 training epochs in random
order. After training, VisNet is tested with both horizontal and vertical 1D
bars at all 109 possible positions.
The averaged identification results reveal that the identification performance is
as prefect as in the first experiment [fig. (4.14)]. Thus, the order of the training
exemplars within a category is not important for the network.
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(a) category 1 (b) category 2
Figure 4.15. By rearranging the training exemplars used in the first exper-
iment [fig. (4.2)], one can build new categories called fool cate-
gories.
As result of the previous experiment, an influence of the order of the train-
ing exemplars within a category on the generalization ability can be excluded.
However, it is still possible that the overall order, i. e. over categories, influences
what the network learns. For example, the training exemplars of the previous
experiment [fig. (4.2)] can be rearranged into new categories [fig. (4.15)], called
fool categories.
In the next experiment, called fool experiment, we test what representations
the network will learn if it is trained with these fool categories. For a horizontal
bar, a perfect generalization of the fool categories [fig. (4.15)] implies that each
horizontal bar above the middle belongs to category one and each horizontal
bar below the middle belongs to category two. For a vertical bar, it implies
that each vertical bar left from the middle belongs to category one and each
vertical bar right from the middle belongs to category two. In the case of per-
fect generalization, the two categories divide the retina along the diagonal into
two halves. During training, the training exemplars [fig. (4.15)] are presented
in random and non-random order. In the case of two categories, the percentage
of correct classification in category two is one minus the percentage of category
one.
The averaged recognition results reveal that VisNet can perfectly generalize
these artificial fool categories to new positions [fig. (4.16)]. Hence, the over-
all order of training exemplars seems to determine the categories the network
learns.
Logically, the next question to ask is what will happen if the eight training
exemplars, i. e. four vertical and four horizontal 1D bars, used to train the
normal and fool categories [fig. (4.2), (4.15)] are presented in a totally random
order during training? Will the network then build categories at all? Will the
normal, i. e. horizontal and vertical, or the fool categories emerge? One can
think of the categories the network will build in such a training scheme as the
natural categories of the network.
To test this idea, VisNet is trained with the eight training exemplars used in the
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Figure 4.16. Percentage of correct classification for the new fool categories
averaged over 20 runs and plotted against the position of the
test bar. Prior to testing, VisNet was trained with 1D bars,
which were 20 pixels wide, at four different positions – 11, 41,
71, 101. The training exemplars were arranged in the fool cate-
gories [fig. (4.15)] and were presented either in random or non-
random order within their category.
first experiment [fig. (4.2)]. The order of these training exemplars is chosen to-
tally random for each training epoch. To obtain stable results the experiment is
repeated for 15 independent runs over which is averaged. The SVM classifier is
either trained with the eight training exemplars sorted in the normal categories
[fig. (4.2)] or in the fool categories [fig. (4.15)]. VisNet is tested with horizontal
and vertical 1D bars, which are 20 pixels wide, in all 109 possible positions.
The averaged recognition results reveal that VisNet can classify all test exem-
plars correctly [fig. (4.17)]. The category in which a test exemplar falls depends
only on the categories the SVM classifier is trained for. Hence, the SVM classi-
fier is much stronger than the association effect of the trace rule. This indicates
that the association, which the trace rule builds between training exemplars in
successive training time steps, is relatively weak.
4.3.2. Summary
In this section, we showed that the order of the training exemplars within a
category does not influence how good the trained network can generalize the
categories. At the beginning, we got the impression that the overall order of
the stimuli shown during training directly influences the categories the network
builds. However, a further experiment revealed that the effect of the trace rule
is so weak that it can be dominated by the training effect of the SVM classifier.
Consequently, the external sorting of the training exemplars done to train the
SVM classifier defines the categories VisNet establishes. This effect seems to
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Figure 4.17. Percentage of correct classification averaged over 15 runs and
plotted against the position of the test bar. Prior to testing,
VisNet was trained with 1D bars, which were 20 pixels wide, at
four different positions – 11, 41, 71, 101. During training the
exemplars were presented in a totally random order. In order to
train the SVM classifier, the training exemplars were arranged
either in normal [fig. (4.2)] or fool categories [fig. (4.15)].
be very strong. It seems to dominate the network behavior. A repetition of the
experiment with more complex, natural images (pictures of cats, dogs, humans,
and Buddha statues) confirmed these results.
4.4. Regional Filtering
One idea to improve VisNet’s performance in translation invariant identification
tasks is to include an additional layer between filter layer and the first network
layer. This additional layer extracts translation invariant features locally from
the filter layer and pass them to the rest of the layer such that this feature gets
activated globally [fig. (4.18)]. With a regional filtering scheme, translation in-
variance maybe achieved in an early processing stage.
This regional filter scheme resembles the visual system. It corresponds to the
idea of local receptive fields and lateral interactions between them.
Repeating the previous experiments, which investigated the translation invari-
ant identification of 1D bars, shows that the regional filtering cannot improve
the identification performance.
4.5. Influence of the Trace Rate
Next, we investigate the influence of the trace rate η on VisNet’s translation
invariant identification performance.
For this test, the 1D bars are used again. The network is trained with the
1D bars at three different positions [fig. 4.6]. After training, VisNet is tested
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(a) First, a stimulus, here a
black bar, is presented
in the retina.
(b) Second, the retina is di-
vided into grid cells for
a local feature extrac-
tion.
(c) Third, local filter with
different orientations
are applied in each grid
cell.
(d) Fourth, the most active
local filter is selected in
each grid cell.
(e) Fifth, the selected fil-
ter of each grid cell acti-
vates the corresponding
filters in all other grid
cells.
Figure 4.18. A regional filtering scheme: the process of global activation of
local features.
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Figure 4.19. Average percentage of correctly identified test exemplars for
different values of the trace rate η. Prior to testing, VisNet
was trained with 1D bars at three different positions [fig. (4.6)].
with 1D bars in all 109 possible positions. The experiment is repeated for six
different trace rate values η = [0, 0.2, 0.4, 0.6, 0.8, 1.0]. For each value of the
trace rate η, ten independent runs are conducted. The identification results are
averaged over these independent runs.
VisNet can identify all training exemplars correctly for any value of the trace
rate. This is mainly an effect of the SVM classifier which is trained with the
responses the trained gives for the training exemplars. The percentage of cor-
rectly identified test exemplars marginally depends on the value of the trace
rate. The sole exception is η = 1. Especially, the pure Hebbian learning rule,
i. e. η = 0, is as good as the trace rule. Hence, for the translation invariant
identification of 1D bars a trace learning rule is not needed. In this case, a
pure Hebbian rule is sufficient. However, it remains to be explained why in the
case η = 1 the performance of the trained network is slightly worse than the
performance of the untrained network.
4.6. Scale Invariance
Next, we test whether VisNet is able to perform scale invariant object iden-
tification. To answer the question whether VisNet has this ability at all we
test the simplest case. Thus, we use again the most simple stimuli one can
construct - horizontal and vertical 1D bars. We train VisNet with 1D bars in a
certain width and test it with 1D bars in several different widths. For a scale in-
variant identification, VisNet has to generalize from one bar width to all others.





































training: bar width = 5
training: bar width = 10
training: bar width = 20
Figure 4.20. Percentage of correctly identified test exemplars for different
bar widths averaged over 20 independent runs and summed
over the all possible positions of the test exemplar.
To test VisNet for scale invariant identification, we conduct three experiments
in a row. In each experiment VisNet is trained with 1D bars at four different
positions – 11, 41, 71, 101. However, the bar width d of the training exemplars
is different in each of the three experiments: d = [5, 10, 20] pixels.
After training, VisNet is tested with 1D bars in all three widths at all possible
positions.
The identification results are averaged over the 20 runs and summed over all
positions of the text exemplar. In figure [4.20] the mean plus/ minus one stan-
dard deviation is plotted. The x-axis corresponds to the bar width of the test
exemplars. The different curves correspond to the bar widths of the training
exemplars.
The averaged identification results show that for each width of the test ex-
emplars the best identification result is not necessarily achieved for training
exemplars that have the same width as the test exemplars [fig. (4.20)]. For any
width of the test exemplars, the identification performance is the best for a
training bar width of 20 pixels [fig. (4.20)]. Training with wide bars leads to a
good translation invariant identification for different bar widths. In summary,
VisNet can solve this simple scale invariant identification task.
This result leads to the question what happens in the extreme case of only one
training exemplar which is a very wide bar. The maximal possible bar width,
for which horizontal and vertical bars are not identical, is d = 128−2 = 126 pix-
els, where 128 pixels is the retina size. However, in this case the network can no
longer differentiate between horizontal and vertical bars. During training only
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one category emerges in which all test exemplars are classified independent of
their bar width and their positions. In conclusion, wide training bars facili-
tate scale invariant recognition. However, for extreme bar widths the network
training is not longer successful.
4.7. Summary and Outlook
Our experiments described in the previous sections revealed several important
and interesting details about the behavior of VisNet.
First, we showed that VisNet can do translation invariant identification. If
VisNet is trained with a 1D bar at a sufficient number of different positions,
VisNet will correctly identify 1D bars at any position. The number of training
exemplars needed for a perfect translation invariant identification depends on
the bar width. Precisely, the number of training exemplars has to be so large
that for any test exemplar the overlap with the training exemplars of the correct
category is larger than the overlap with the training exemplars of the wrong
category minus a certain threshold. The overlap is measured in the retina. The
necessary number of training exemplars depends only slightly on the filter fre-
quencies used in VisNet.
VisNet’s performance in a translation invariant identification task is worse if it
has to generalize to new positions in two dimensions.
Second, we showed that the categories which VisNet builds out of the training
exemplars do not depend on the order of the exemplars during training. Indeed,
the external sorting of the training exemplars done to train the SVM classifier
defines the categories VisNet establishes. This indicates that the SVM classifier
dominates the association the trace rule is supposed to build between training
exemplars. We observed this effect both for simple objects and for complex,
natural images.
Third, we investigated the influence of a regional filter scheme on VisNet’s
performance in a translation invariant identification task. In the case of 1D
bars the regional filter could not improve VisNet’s performance in a simple
translation invariant identification task.
Fourth, we investigated the influence of the trace rate η on the performance
in a translation invariant identification task. The percentage of correctly iden-
tified 1D bars depends marginally on the trace rate η. The sole exception is
η = 1. In this case the network performance is clearly worse. Especially, the
pure Hebbian learning rule, i. e. η = 0, is as good as the trace rule. Hence, for
the translation invariant identification of 1D bars a trace rule is not needed. A
pure Hebbian rule is sufficient. However, it remains to be explained why in the
case η = 1 the performance of the trained network is slightly worse than the
performance of the untrained network.
4.7. Summary and Outlook 89
Fifth, we showed that VisNet can identify 1D bars at different scales.
In summary, we showed that VisNet has good learning abilities. It is very
flexible and reliable in building categories. Thereby, a main ingredient is the
power of the SVM. However, VisNet’s generalization behavior displays major
problems. Only under specific conditions, VisNet can correctly identify an ob-
ject shown in a different positions and sizes than in training. The reason may
lay in the fact that VisNet does not extract transformation invariant features
from the images. VisNet purely relies on the temporal association, given by
the trace learning rule, to extract the transformation from the input image.
We showed that the temporal association established by the trace learning rule
is not very strong. The temporal association can easily be dominated by a
SVM. The weak temporal association might cause the problems in VisNet’s
generalization behavior.
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5.1. Motivation
As we have seen in the previous chapter, VisNet shows quite good learning abil-
ities. It is very flexible and reliable in building categories. However, VisNet’s
generalization behavior displays major problems. Only under specific condi-
tions, VisNet identifies an object shown in a different positions and sizes than in
training. The reason may lay in the fact that VisNet does not extract transfor-
mation invariant features from the images. VisNet purely relies on the temporal
association, given by the trace learning rule, to extract the transformation from
the input image. We showed that the temporal association established by the
trace learning rule is not very strong. The temporal association can easily be
dominated by a SVM. This weakness of the temporal association might cause
the problems in VisNet’s generalization behavior. One way to get an improved
generalization behavior is to find an operation which extracts from the image
position, scale, and rotation invariant features.
While searching for such an invariance operation, one has to take into account
that not all geometric transformations are equal. It seems that our visual sys-
tem treats rotations different from shifts and scalings. To be more precise, for
rotations not all three dimensions are qualitatively the same. The reason is
that only under rotations within the image plane all image features remain vis-
ible. For rotations perpendicular to the image plane some of the image features
disappear and new ones become visible. Hence, the resulting image can no
longer be identified by checking the features collected from the original image.
Therefore, three dimensional rotations require a recognition mechanism that is
in principle different from the one used for shifts and scalings. For shifts and
scalings a recognition mechanisms based on extracting invariant image features
could work. The mechanisms used for shifts and scalings should be able to han-
dle rotations within the image plane since for them all image details stay visible.
So, invariant features can be extracted and used for recognition. Therefore, we
will consider only two dimensional rotations within the image plane here.
In summary, the task is to find a filter, sometimes called invariance operation,
that transforms the image in an output pattern that is invariant for transla-
tions, scalings, and 2D rotations in the input image.
Before we start to search for this invariance operation, we want to recall four
aspects: figure ground separation, attention, face processing, and feedback. We
already discussed them in chapter 2. For reasons discussed in detail in chapter
2, we impose the following restrictions on our model. First, it is purely feed-
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forward. Second, it incorporate neither attention nor figure ground separation.
Third, it does not model the special aspects of face processing.
It is well-known that the power spectrum of the continuous Fourier transform is
translation invariant. This property makes the Fourier transform an interesting
candidate for the invariance operation we are searching for.
On the one hand, psychological findings suggest that a Fourier analysis is used
in the visual cortex for invariance purposes [Blakemore and Campbell, 1969;
Campbell and Robson, 1968; Cavanagh, 1978; Maffei and Fiorentini, 1973, 1977;
Pollen et al., 1971; Pollen and Ronner, 1975; Vol et al., 1990]. On the other
hand, various studies point to several flaws in the concept of a Fourier trans-
form in visual perception [Burton, 1976; Cavanagh, 1978; Pollen et al., 1972;
Tolhurst, 1972]. While the final status of the hypothesis that the visual cor-
tex uses a Fourier analysis awaits further evidence, many object recognition
models using the Fourier transform have been proposed [Carl and Hall, 1972;
Casasent and Psaltis, 1976; Chen et al., 2009; Direkoğlu and Nixon, 2008; Kelly
and Magnuski, 1975; Persoon and Fu, 1977; Wolberg and Zokai, 2000] - an
overview is found in [Wood, 1996]. Also models based on related transforms
like the Fourier-Mellin [Lee and Lee, 2008; Sheng and LeJeune, 1991; Wang
et al., 2009, 2007], Walsh, and R-transform [Reitboeck and Altmann, 1984;
Wang et al., 2007] exist. The work on Fourier based models for object recogni-
tion converged in an own field within machine vision called Fourier descriptors.
All these models do not solve the whole problem of modeling invariant recog-
nition in the visual cortex. Some models operate in the continuous space, for
example [Wang et al., 2007], and neglect the fact that the visual system is
discrete. Other models require extensive preprocessing of the image. Such an
extensive preprocessing is neurophysiologically implausible. The retina does
a bit of preprocessing. In modeling object identification or visual perception
in general, a better approach is to include the retina and the processing done
there. So, no additional preprocessing is necessary.
More crucial is that all previous Fourier based models do not provide a neural
network implementation. One reason is that there is, up to now, no acceptable
solution for computing the discrete Fourier transform in a neural network. The
sole proposal by Velik [2008] requires complex weights and is thus neurophysi-
ologically implausible. However, for a plausible model of the visual system its
implementation in a neurophysiologically plausible neural network is the most
fundamental requirement.
In summary, when modeling invariant object recognition based on the Fourier
transform one has to solve two classes of problems. First, one has to work out
the problems which arise due to the discrete space. Second, one has to find
a neurophysiologically plausible neural network implementation of the Fourier
based invariance operation. Probably, the second problem is much harder to
solve.
This chapter consists of two parts. In the first part, we construct a discrete
operation based on the shift invariance of the power spectrum of the continuous
Fourier transform. Thereby, the important aspect is that we solve the problems
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occurring in a discrete space. We prove that our discrete operation is shift and
rotation invariant and approximately scale invariant. In the second, and maybe
more crucial part, we show how the invariance operation found in the first part
can be implemented in a neurophysiologically plausible neural network. We
show how it is possible to overcome the problems occurring thereby.
5.2. Problem Setting
The visual system has to identify a discrete input image although it can be
translated, scaled, or rotated. As discussed before, we consider only two di-
mensional rotations within the image plane, since rotations perpendicular to
the image plane are qualitatively different. The task is to find a discrete filter
that is invariant under these image transformations. A good candidate for this
filter is the Fourier transform. It is well known that it has nice invariance prop-
erties in the continuous space. The most prominent one is the shift invariance of
the power spectrum. However, the problem is that due to the discrete structure
of the retina the visual system does not operate in a continuous space but in a
discrete space. The discrete and the continuous Fourier transform have different
invariance properties. In this section, we first describe the well-known invari-
ance properties of the continuous Fourier transform. Second, we discuss how
these invariance properties change when a discrete space is considered. In the
next section, we will develop an operation based on the discrete Fourier trans-
form that overcomes the invariance problems of the classical, discrete Fourier
transform.
5.2.1. Continuous Space
In the continuous case the input image is a two dimensional, real function:
f : R× R → R , (x, y) → f(x, y)
Its Fourier transform F [f ] is defined as [Pinsky, 2002]:
F [f ] : R× R → C , (k, l) → F [f ](k, l)





f(x, y) e−2π i (k x+l y) dx dy
The corresponding power spectrum is defined as [Pinsky, 2002]:
P : R× R → R , (k, l) → P [f ](k, l)
P [f ](k, l) := F [f ](k, l) F [f ](k, l)
= Re(F [f ](k, l))2 + Im(F [f ](k, l))2 (5.1)
Here, F denotes the complex conjugation, Re(·) the real part, and Im(·) the
imaginary part, respectively.
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Next, we study how the Fourier transform and its power spectrum behave under
shifts, rotations, and scalings of the input image.
It is known, that a shift in the image space corresponds to a complex fac-
tor in the Fourier space. Thus, the power spectrum is shift invariant [Pinsky,
2002].
h(x, y) = f(x+ a, y + b)
⇒ F [h](k, l) = e2π i (k a+l b) F [f ](k, l)
⇒ P [h](k, l) = P [f ](k, l)
(5.2)
This is one of the most prominent properties of the Fourier transform. There-
fore, the Fourier transform is good candidate for a transformation invariant,
discrete operation.
A scaling in the image space leads to an inverse scaling in the Fourier space
[Pinsky, 2002].

















Therefore, we can immediately conclude that a scaling in the image space cor-
responds to a shift in a logarithmic Fourier space.
h(x, y) = f(c x, c y)
⇒ Flog[h](log(k), log(l)) = 1c2 Flog[f ](log(k)− log(c), log(l)− log(c))
⇒ Plog[h](log(k), log(l)) = 1c4 Plog[f ](log(k)− log(c), log(l)− log(c))
The shift invariance of the power spectrum, see equation (5.2), leads to:
h(x, y) = f(c x, c y)
⇒ F [Plog[h]](n,m) = 1c4 e−2π i (n log(c)+m log(c)) F [Plog[f ]](n,m)
⇒ P [Plog[h]](n,m) = 1c8 P [Plog[f ]](n,m)
(5.3)
A two dimensional rotation in the image plane leads to a rotation in the Fourier
space.
h(x, y) = f(cosα · x+ sinα · y,− sinα · x+ cosα · y)
⇒ F [h](k, l) = F [f ](cosα · k + sinα · l,− sinα · k + cosα · l)
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Let the Fourier space be given in polar coordinates. Then, a rotation in the
image space corresponds to a shift in the angular coordinate of the Fourier
space.
h(x, y) = f(cosα · x+ sinα · y,− sinα · x+ cosα · y)
⇒ Fpolar[h](r, θ) = Fpolar[f ](r, θ − α)
⇒ Ppolar[h](r, θ) = Ppolar[f ](r, θ − α)
Next, one applies a second Fourier transform in Cartesian coordinates. The
shift invariance of the power spectrum, see equation (5.2), leads to:
h(x, y) = f(cosα · x+ sinα · y,− sinαx+ cosαy)
⇒ F [Ppolar[h]](n,m) = e−2π imα F [Ppolar[f ]](n,m)
⇒ P [Ppolar[h]](n,m) = P [Ppolar[f ]](n,m)
(5.4)
From equations (5.2), (5.3), and (5.4) one can conclude the following. In a
continuous space computing first the power spectrum of a Fourier transform in
polar coordinates with a logarithmic scale for the radial coordinate and second
the power spectrum of a classical Fourier transform results in an output being
invariant, up to a constant factor, under shifts, rotations, and scalings in the
input image. The constant factor can be erased by a normalization.
h(x, y) = f(x+ a, x+ b)
h(x, y) = f(c x, c y)
h(x, y) = f(u, v)
u = cosαx+ sinα y
v = − sinαx+ cosα y
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
⇒ P [P̃ [h]](n,m) = 1
c8
P [P̃ [f ]](n,m)
Here, the log-polar Fourier transform F̃ is given by:





e−2π i (x log(r) cos(θ)+y log(r) sin(θ)) f(x, y) dx dy
The corresponding log-polar power spectrum P̃ is given by:
P̃ [f ](log(r), θ) := F̃ [f ](log(r), θ) F̃ [f ](log(r), θ)
= Re(F̃ [f ](log(r), θ))2 + Im(F̃ [f ](log(r), θ))2
The array of photoreceptors gives the retina a discrete structure. Therefore,
the visual system operates in a discrete space. Hence, we have to use a discrete
Fourier transform as invariance operation. The question is what happens to the
invariance properties of the continuous Fourier transform when we consider a
discrete space.
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5.2.2. Discrete Space
In contrast to the continuous setting, the power spectrum of the discrete Fourier
transform is not shift invariant. In order to obtain a shift invariant power spec-
trum in the discrete case one has to impose periodic boundary conditions on
the shift. What are the consequences of these boundary conditions for the in-
variance properties of the power spectrum of the discrete Fourier transform?
Regarding image shifts, it is natural and reasonable to assume that all active
image pixels stay in the image range. Thus, only non-active pixels, i. e. zeros,
are shifted in and out of the image. Consequently, the image borders have
quasi-periodic boundary conditions. The power spectrum is invariant for image
shifts with quasi-periodic boundary conditions [Briggs and van Emden, 1995].
Regarding image rotations, the invariance properties of the continuous and
discrete Fourier transform are similar. As in the continuous space, in the dis-
crete space a two dimensional rotation in the image plane corresponds to a
shift in the angular coordinate in the Fourier space given in polar coordinates.
This shift has naturally periodic boundary conditions, since a rotation is per
definition 2π-periodic. Consequently, computing first the power spectrum of a
discrete Fourier transform in polar coordinates and second the power spectrum
of a Fourier transform in cartesian coordinates leads to an output being invari-
ant under two dimensional rotations in the image plane.
Regarding image scalings, continuous and discrete Fourier transform have very
different properties. It turns out that the image scaling, which was easy to
handle in the continuous space, causes large problems in the discrete space.
As in the continuous space, in the discrete space a image scaling corresponds
to a shift in the logarithmic Fourier space. However, this shift does not have
periodic boundary conditions. Thus, the power spectrum of a second Fourier
transform will not be invariant. As we will show later on, this problem can be
solved by using an adaptive bandpass for the first, logarithmic Fourier trans-
form. This bandpass imposes periodic boundary conditions on the shift caused
by an image scaling.
Another aspect distinguishes the continuous and the discrete Fourier transform.
In the discrete space, a so called filling is needed for a correct scaling [fig. (5.1)].
This filling is not needed in the continuous space. An exact description and a
detailed discussion of the effect this filling has will be given in section 5.7.
Taking the above discussion as starting point, the invariance filter, which we
introduce in the following sections, is based on the Fourier transform. Its com-
putation consists of three steps:
1. a logarithmic polar Fourier transform with an adaptive bandpass,
2. a classical Fourier transform,
3. a normalization.
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The output of this invariance filter is fed into a minimal distance classifier with
one randomly chosen reference view per object. We describe this classifier in
section 5.9.
As discussed before, there is a lot of evidence that the visual system uses a
Fourier transform to achieve invariant object recognition. In addition, there
is evidence that a logarithmic-polar frequency mapping is used [Albus, 1975;
Campbell et al., 1970; Cavanagh, 1978; Glezer et al., 1976; Maffei and Fioren-
tini, 1973, 1977].
The rest of the chapter is organized in the following way: First, in section
5.3, we recall the well-known definition of the discrete Fourier transform and
its power spectrum. Second, in section 5.4, we define our Fourier based filter.
Third, in sections 5.5, 5.6, 5.7, we prove step by step that its output is invariant
under shifts and rotations and approximately invariant under scalings. Fourth,
in section 5.8, we show how the developed filter can be implemented in a neu-
rophysiologically plausible neural network. Fifth, in section 5.9, we define the
minimal distance classifier for the filter output. Finally, in chapter 6, we will
conduct several experiments investigating the properties of our neural network.
5.3. Basic Definitions
Before we start to introduce our filter, we want to recall the definition of the
classical, discrete Fourier transform and its power spectrum. Those are the
basic operations our filter uses.
Definition 5.1 (Input Image)
An input image (Inm), where n = 0, . . . , N − 1 and m = 0, . . . ,M − 1, is a
real, nonnegative N ×M matrix.
Definition 5.2 (Fourier Transform)







−2π i(nkN +mlM ) (5.5)
Here, k = 0, . . . , N − 1 and l = 0, . . . ,M − 1.
Definition 5.3 (Power Spectrum)
The corresponding power spectrum, is defined by:
P [I]kl := F [I]kl F [I]kl
= Re(F [I]kl)
2 + Im(F [I]kl)
2
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Here, k = 0, . . . , N − 1 and l = 0, . . . ,M − 1.
F denotes the complex conjugate, Re(·) the real, and Im(·) the imaginary part,

































Recall, that our goal is to define a filter that is invariant under shifts, scalings,
and rotations of the image. Before we can do so, we first have to make precise
what is meant by shift, rotation, and scaling.
Definition 5.4 (Shift)
Shifting the input image (Inm) by μ = (μ1, μ2) with μ1 ∈ [1 −N,N − 1] ⊂ Z
and μ2 ∈ [1−M,M − 1] ⊂ Z results in a new input image (Înm) given by:
Înm =
{
In−μ1,m−μ2 if (n− μ1) ∈ [0, N − 1] , (m− μ2) ∈ [0,M − 1]
0 else
Remark 5.1 (Boundary Conditions for Shifts)
The shift defined above has no periodic boundary conditions. It fills the image
with zeros at the borders. To make sure that during a shift the object stays
within the image range, we assume that the shift μ is such that all non-zero
image pixels stay within the image range.
(n− μ1) ∈ [0, N − 1] and (m− μ2) ∈ [0,M − 1]
for all n = 0, . . . , N − 1 and m = 0, . . . ,M − 1 with Inm = 0 (5.8)
This imposes quasi-periodic boundary conditions on the image shift since during
a shift only zero image pixels are shifted in and out at the image borders.
Definition 5.5 (Rotation)
Rotating the image (Inm) by α ∈ [0, 2π) results in a new input image (Înm)
given by:
Î(n,m) = I(cosα · n+ sinα ·m,− sinα · n+ cosα ·m)
Remark 5.2 (Rotation in a Discrete Space)
Since we are operating in a discrete space, principal problems occur when ro-
tating an image. For calculating the activity Înm of an image pixel (n,m) in the
rotated image one has, according the above definition, to evaluate the original
image (Inm) at the rotated coordinate
(cosα · n+ sinα ·m,− sinα · n+ cosα ·m).
However, the rotated coordinates are in general not a pair of integers. As the
original image (Inm) is discrete, we have only access to integer coordinates.
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So, in general we cannot evaluate the rotated coordinate. Therefore, one has to
interpolate between the image values at the nearest integer coordinates to obtain
the image value at the rotated coordinate. Unfortunately, this interpolation can
cause some artifacts in the rotated image.
Definition 5.6 (Scaling)
For a given input image (Inm) the scaled input image Înm, obtained by scaling
the original image by a factor λ ∈ N, is given by:
1. Înm = Inm if there exists a n ∈ [0, Nλ] ⊂ N and a m ∈ [0,Mλ] ⊂ N such
that n ∈ (λ(n− 1), λ n] and m ∈ (λ(m− 1), λm]. Thereby:
Nλ ≡ integer obtained by rounding off N−1λ
Mλ ≡ integer obtained by rounding off M−1λ
2. Înm = 0 else.
For n = 0, . . . , N − 1 and m = 0, . . . ,M − 1.
This definition looks at the first glance a little bit complicated. However, it is
very easy to understand when looking at the example depicted in figure [5.1].
Scaling an input image by a factor λ, according to the above definition, can be
understood as a two step process. First, any active pixel (n,m) in the original
image is moved to its new position (λn, λm). Second, the gaps between the
moved pixels are filled. This is done by expanding any moved pixel such that
it covers the λ× λ region given by:
[λ(n − 1) + 1, λ n]× [λ(m− 1) + 1, λm]
Definition 5.6 specifies this scaling process in the other direction. For any pixel
(n,m) in the scaled image, definition 5.6 specifies to which pixel (n,m) in the
original image it belongs and sets its activity Înm to Inm accordingly.
Remark 5.3 (Boundary Conditions for Scalings)
We assume that the scaling factor λ is chosen such that all non-zero image
pixels stay within the image range during scaling. For all (n,m) with Inm = 0
holds that:
λn ∈ [0, N − 1] and λm ∈ [0,M − 1]
Another basic definition that we will need for developing our invariance filter
is the image activity.
Definition 5.7 (Image Activity)
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Figure 5.1. Scaling an input image (on the left) by a factor λ (here λ =
2) according to definition 5.6 can be understood as a two step
process. First, as depicted in the middle, any active pixel (here
black) in the original image is moved from its old position (n,m)
to its new position (λn, λm). Second, as depicted on the right,
the gaps between the moved pixels are filled (here in gray). This
is done by expanding any moved pixel such that it covers a λ×λ
region given by [λ(n − 1) + 1, λ n]× [λ(m− 1) + 1, λm] .
Here, δ̂ (Inm) is given by:
δ̂ (Inm) :=
{
1 for Inm = 0
0 for Inm = 0
The image activity A[I] corresponds to the number of active, i. e. non-zero,
pixels in the image.
Remark 5.4 (Image Activity under Transformations)
The activity of a given input image changes only under scalings. The image
activity is constant under shifts or rotations of the input image. From the
definitions of shifts and rotations it clearly follows that the number of active
pixels in the image does not change under this transformations. However, for
image scalings the number of active pixels in the image does change. The reason
is the filling needed for a correct scaling. When scaling an input image (Inm)
by a factor λ the activity of the new image (Înm) is given by:
A[Î] = λ2A[I] (5.9)
This is clear from definition 5.6 and definition 5.7.
It will turn out that equation (5.9) is crucial for our filter. It ensures that in the
adaptive bandpass the correct frequency range is selected. For our filter design
selecting the correct frequency range is the basis of scale invariant recognition.
As explained in the following remark, equation (5.9) holds only under specific
circumstances.
Remark 5.5 (Image Activity and Image Background)
Any input image consists of an object and a background. Since both the back-
ground and the image can contain black (zero) and white (non-zero) pixels, four
different cases can occur:
1. The background contains white pixels and the object not.
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2. Both the background and the object contain white pixels.
3. The background contains only black pixels and the object contains white
pixels.
4. Both the background and the object contain only black pixels.
It is obvious that the last case is trivial, since it results in totally black images.
From definition 5.7 clearly follows that only in the third case equation (5.9)
holds. Consequently, only in the case of a totally black background equation
(5.9) can be used to compute the scale λ of the object shown in the image.
Therefore, we allow in the following only images having a totally black back-
ground. The pixels of the object are allowed to have arbitrary values. Espe-
cially, there can be black (zero, non-active) pixels in the object. Indeed, in
definition 5.6 black pixels in the object are treated as background.
For ease of reading we introduce the following notation.
Definition 5.8 (N̂)
Given an N ×M image matrix, we define the longer side as:
N̂ := max(N,M)
Definition 5.9 (N̂ ↑)
N̂ ↑ is the integer obtained from rounding ̂N2 up.
5.4. The Filter Scheme
Now, we introduce our Fourier filter in detail. Its structure is depicted in figure
[5.2]. Its computation consists of three steps:
1. a logarithmic polar Fourier transform with an adaptive bandpass,
2. a classical Fourier transform,
3. a normalization.
The filter output is fed into a minimal distance classifier with one randomly
chosen reference view per object (section 5.9).
In the next paragraphs, we first introduce the different filter steps in detail.
Second, we prove that the output of this filter is invariant under shifts and
rotations in the input image and approximately invariant under scalings.
102 5. The Fourier Model
Figure 5.2. Schematic structure of our Fourier filter. Its output is shift and
rotation invariant and approximately scale invariant.
5.4.1. Logarithmic-Polar Fourier Transform with an Adaptive
Bandpass
Let an input image (Inm) be given. In the first filter step, a logarithmic-polar










· Θ(ru −R1[I]) · Θ(R2[I]− ru) (5.10)
Here:
• u, v = 0, . . . , N̂ − 1.
• Θ(x) is the Heaviside step-function defining the adaptive bandpass:
Θ(x) :=
{
0 for x < 0
1 for x ≥ 0
• kuv, luv are the Fourier frequencies in logarithmic polar coordinates:
kuv := ru · cosϕv and luv := ru · sinϕv (5.11)
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The above definition gives us a linear coordinate system for ϕv, since it evalu-
ates the space at equidistant points. For ru the above definition gives a discrete,
logarithmic coordinate system, since it evaluates the continuous space at loga-
rithmic spaced points. The number of points evaluated for the logarithmic-polar
Fourier transform is given by the longer image side N̂ . Therefore, we get an
N̂ × N̂ Fourier matrix evaluated in polar coordinates with a logarithmic scale
for the radius. The logarithmic-polar coordinates are defined on the following
intervals:






Due to the bandpass it holds that:
F [I]uv = 0 only for u ∈ [0, N̂ − 1] such that ru ∈ [R1[I], R2[I]]
The adaptive bandpass is defined by the two Heaviside step-functions in equa-
tion (5.10). The range of the adaptive bandpass is specified by the two bandpass











Here, A[I] is the image activity given in definition 5.7. Λ and A0 are the only
two parameters of our filter. They have to be set externally. However, the
values for both of them arise naturally. Λ is the maximal scaling factor and
A0 the minimal image activity that can occur during any experiment. It is
reasonable to assume that the smallest pattern that can be generated for any
experiment is 3 × 3 in size. This assumption leads to A0 = 9. Under this
assumption the maximal possible scale is Λ =
̂N











Setting A0 = 9 implies that our filter cannot identify images that contain less
than nine non-zero pixels. Since for the experiments the retina will have at
least a size of 100 × 100 pixels, this seems reasonable.
The parameters R1[I] and R2[I] depend directly on the image activity. Ac-
cording to remark 5.4, the image activity only changes during scalings and
not during shifts and rotations. Therefore, the bandpass parameters R1[I] and
R2[I] are only different for images that are scaled versions of each other and
not for shifted or rotated versions. For an discrete input image I and a version








This relation will be important when proving shift, rotation, and scale invari-
ance of our filter in the next sections. When, as for only shifted or rotated
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images, we know for sure that the image activity does not change for the image
under consideration, we write R1 and R2 instead of R1[I] and R2[I]. Especially,
for the proofs of shifts and rotations invariance this makes the notation much
easier to read.
Before proceeding with the next filter step, the power spectrum of this logarithmic-
polar Fourier transform is computed.
P̃ [I]uv := F̃ [I]uv · F̃ [I]uv
= Re(F̃ [I]uv)
2 + Im(F̃ [I]uv)
2 (5.15)
Here, u, v = 0, . . . , N̂ .
5.4.2. Classical, Discrete Fourier Transform
As a second filter step, a classical, discrete Fourier transform is applied.










Here, k, l = 0, . . . , N̂ ↑. N̂ ↑ is given in definition 5.9. Due to the symmetry in
the Fourier transform, it is sufficient to evaluate only these frequencies. The
Fourier transform for the other frequencies k, l = N ↑+1, . . . , N̂ can be obtained
from symmetry relations and complex conjugation and are not needed here.
Next, the corresponding power spectrum is computed.
P [P̃ [I]]kl := F [P̃ [I]]kl · F [P̃ [I]]kl
= Re(F [P̃ [I]]kl)
2 + Im(F [P̃ [I]]kl)
2 (5.17)
Here, k, l = 0, . . . N̂ ↑.
5.4.3. Normalization
In the third and last filter step, the power spectrum is normalized.
P [P̃ [I]]normkl :=
P [P̃ [I]]kl
P [P̃ [I]]00
with k, l = 0, . . . , N̂ ↑ (5.18)
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P [P̃ [I]]kl is as a sum of two squares non-negative. Therefore, P [P̃ [I]]
norm
kl is






































From this follows easily that:





















= P [P̃ [I]]00
Consequently, equation (5.18) leads to the following normalization:
P [P̃ [I]]normkl ∈ [0, 1] for all k, l = 0, . . . , N̂ ↑
The normalized filter output P [P̃ [I]]norm is fed into the minimal distance clas-
sifier described in section 5.9.
In the following sections, we prove that the filter scheme defined above leads to
an output P [P̃ [I]]norm that is shift and rotation invariant and approximately
scale invariant. We start with the shift invariance being the simplest transfor-
mation.
5.5. Shift invariance
It is well known that the power spectrum of the discrete Fourier transform is
invariant under a shift of the input image [Briggs and van Emden, 1995]. This
fact was for us the main reason for choosing the Fourier transform as basic
operation for our invariance filter.
Theorem 5.1 (Shift Invariance)
Let (Inm) be an input image and (Înm) a shifted version of it.
For all k, l = 0, . . . , N̂ ↑ holds that:
P [P̃ [Î]]kl = P [P̃ [I]]kl (5.19)
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(c) Power spectrum of the logarithmic-polar
Fourier transform with the adaptive











(d) Power spectrum of the logarithmic-polar
Fourier transform with the adaptive














(e) Power spectrum of the logarithmic-polar
Fourier transform without the adaptive














(f) Power spectrum of the logarithmic-polar
Fourier transform without the adaptive
bandpass for the shifted stimulus.
Figure 5.3. The power spectrum P̃ [I]uv of the logarithmic-polar Fourier
transform F̃ [I]uv is invariant for shifts in the input image. P̃ [I]uv
is shift invariant for both the logarithmic-polar Fourier transform
with (second row) and without (third row) the adaptive band-
pass.
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Proof
Let (Inm) be an input image. Shifting it by μ = (μ1, μ2) results in a new input
image (Înm) given by definition 5.4. The shift is constrained by the boundary
conditions given in remark 5.1.
As explained in remark 5.4, the adaptive bandpass parameters do not change
during a shift of the image. Therefore, we can use the following convention in
order to simplify the notation in this proof:
R1 := R1[I] = R1[Î]
R2 := R2[I] = R2[Î]



















(n kuv+m luv) · Θ(ru −R1) · Θ(R2 − ru)
Here, u, v = 0, . . . , N̂ − 1.
Next, we substitute the index variables by:
n = n− μ1 and m = m− μ2
Due to the boundary conditions defined in remark 5.1, this substitution can be
done without changing the summation range. The boundary conditions ensure
that during a shift all non-zero image pixels stay in the image range given by:



























(μ1 kuv+μ2 luv) F̃ [I]uv
In summary, a shift in the input image space results in a multiplication by a
complex factor in the Fourier space.
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For the power spectrum, defined in equation (5.15), we get:




(μ1 kuv+μ2 luv) F̃ [I]uv · e+
2π i
̂N
(μ1 kuv+μ2 luv) F̃ [I]uv
= F̃ [I]uv F̃ [I]uv
= P̃ [I]uv
Inserting this in equation (5.16) and the result in equation (5.17) obviously
yields:




The property that a periodic shift in the image space results in a complex factor
in the Fourier space is not special for the logarithmic-polar Fourier transform
used here. Indeed, it is the most basic property of the discrete, classical Fourier
transform [Briggs and van Emden, 1995].
Remark 5.7
The proof above shows that the shift invariance of our filter does not depend on
the adaptive bandpass. We have shift invariance with and without the adaptive
bandpass in our filter.
5.6. Rotation Invariance
Theorem 5.2 (Rotation Invariance)
Let (Inm) be an input image and (Înm) a rotated version of it.
For all k, l = 0, . . . , N̂ ↑ holds that:
P [P̃ [Î]]kl = P [P̃ [I]]kl (5.20)
In order to prove this theorem the following lemma is needed.
Lemma 5.1 (N̂-Periodicity)




= F̃ [I]uv with u, v = 0, . . . , N̂ − 1
Clearly, the same holds for the power spectrum.
P̃ [I]
u,v+ ̂N
= P̃ [I]uv with u, v = 0, . . . , N̂ − 1
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(c) Power spectrum of the logarithmic-polar
Fourier transform with the adaptive










(d) Power spectrum of the logarithmic-polar
Fourier transform with the adaptive









(e) Power spectrum of the logarithmic-polar
Fourier transform without the adaptive









(f) Power spectrum of the logarithmic-polar
Fourier transform without the adaptive
bandpass for the rotated stimulus.
Figure 5.4. A rotation in the image space leads to a horizontal shift of
the power spectrum P̃ [I]uv. The shift occurs both for the
logarithmic-polar Fourier transform with (second row) and with-
out (third row) the adaptive bandpass. The shift has in both
cases periodic boundary conditions.
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Proof: N̂-periodicity









= ru cosϕv+ ̂N = ru cos(ϕv + 2π) = ru cosϕv = kuv
lu,v+ ̂N = ru sinϕv+ ̂N = ru sin(ϕv + 2π) = ru sinϕv = luv
With this easily follows that:





















(n kuv+m luv) · Θ(ru −R1) · Θ(R2 − ru)
= F̃ [I]uv
Inserting this in equation (5.15) clearly gives the N̂ -periodicity of the power
spectrum.
P̃ [I]u,v+ ̂N = P̃ [I]uv for all u, v = 0, . . . , N̂ − 1

5.6. Rotation Invariance 111
Remark 5.8
The periodicity property is not special for the logarithmic-polar Fourier trans-
form with the adaptive bandpass used here. It is a basic property of the classical,
discrete Fourier transform [Briggs and van Emden, 1995].
After we have proven the N̂ -periodicity of the logarithmic-polar Fourier trans-
form and its power spectrum, we can now prove the rotation invariance theorem.
Proof: Rotation Invariance
Rotating the input image (Inm) by an angle α ∈ [0, 2π) results in a new input
image (Înm) given by definition 5.5.
Înm = I(cosα · n+ sinα ·m,− sinα · n+ cosα ·m)
As explained in remark 5.4, the adaptive bandpass parameters do not change
ruing a rotation of the image. Therefore, we can use the following convention
in order to simplify the notation in this proof:
R1 := R1[I] = R1[Î]
R2 := R2[I] = R2[Î]
















I(cosα · n+ sinα ·m,− sinα · n+ cosα ·m) e− 2π îN (n kuv+m luv)
· Θ(ru −R1) · Θ(R2 − ru)
We replace the the Cartesian coordinates (n,m) by polar coordinates (R, β)
given by:
n = R cos β and m = R sinβ
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Figure 5.5. The range of the polar coordinates (R, β) has to be chosen such
that it captures the whole input image (Inm). It does not matter
if a larger range is captured. Outside the image range holds by
definition that Inm = 0.
Before we can insert this polar coordinates in the Fourier transform, we have
to specify the ranges for R and β. The ranges of R and β have to be chosen
such that they cover at minimum the [0, N − 1]× [0,M − 1] image range. From
figure [5.5] it is clear that this is the case for
R ∈ [0,
√
2(N̂ − 1)] and β ∈ [0, 2π].
These ranges for R and β cover more than the input image. However, by
definition holds that:
Inm = 0 for n /∈ [0, N − 1], m /∈ [0,M − 1]
Consequently, it does not matter that the polar coordinates (R, β) cover a space
larger than the [0, N − 1]× [0,M − 1] input image.
Using the polar coordinates (R, β) and the polar coordinate representation for







I(R cos(β − α), R sin(β − α)) e− 2π iR rûN (cos β cosϕv+sinβ sinϕv)
· Θ(ru −R1) · Θ(R2 −Ru)
Here, we used the symmetry of the cosine and the difference and sum formulas
for sine and cosine.
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I(R cos γ,R sin γ) e
− 2π iR ru
̂N
(cos(γ+α) cosϕv+sin(γ+α) sinϕv)







I(R cos γ,R sin γ) e
− 2π iR ru
̂N
cos(γ−(ϕv−α))







I(R cos γ,R sin γ) e
− 2π i
̂N
[R cos γ ru cos(ϕv−α)+R sinγ ru sin(ϕv−α)]







I(R cos γ,R sin γ) e
− 2π i
̂N
[R cos γ k̂uv+R sin γ l̂uv]







I(R cos γ,R sin γ) e
− 2π i
̂N
[R cos γ k̂uv+R sin γ l̂uv]
+ Cuv −Duv · Θ(ru −R1) · Θ(R2 − ru)
Here:








I(R cos γ,R sin γ) e
− 2π i
̂N







I(R cos γ,R sin γ) e
− 2π i
̂N
[R cos γ k̂uv+R sinγ l̂uv]
The 2π-periodicity of sine and cosine yields obviously that:
Cuv = Duv for all u, v = 0, . . . , N̂
Therefore, we get:






I(R cos γ,R sin γ) e
− 2π i
̂N
[R cos γ k̂uv+R sin γ l̂uv]
· Θ(ru −R1) · Θ(R2 − ru)
Going back to cartesian coordinates
n = R · cos β and m = R · sin β
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gives:








(n k̂uv+m l̂uv) · Θ(ru −R1) · Θ(R2 − ru)
Considering the definition of k̂uv and l̂uv, we get from this:
F̃ [Î ]uv = F̃ [I]u,v−x(α) for α ∈ [0, 2π], u, v = 0, . . . , N̂
Inserting this in equation (5.15) gives clearly:
P̃ [Î ]uv = P̃ [I]u,v−x(α) for α ∈ [0, 2π], u, v = 0, . . . , N̂
Here, x(α) is the discrete coordinate corresponding to the continuous rotation
angle α. To make the notation easier we will write in the following x instead of
x(α).
In summary, a rotation in the image space corresponds to a shift in the angle
in the Fourier space in polar coordinates. Computing a second Fourier trans-
form and its power spectrum should give us rotation invariance, sine the power
spectrum is shift invariant under periodic boundary conditions. We prove this
in the following.
Applying a second Fourier transform to the power spectrum obtained from the
first logarithmic-polar Fourier transform gives us for the original, non-rotated
image (Inm):









with k, l = 0, . . . , N̂ ↑
Similarly, for the rotated image (Înm):


















We use the same trick as in the proof for the shift invariance and substitute
z = v − x. This leads to:


























F [P̃ [I]]kl +Akl −Bkl
}




















Next, we will prove that:
Akl = Bkl






P̃ [I]u,y− ̂N e
− 2π i
̂N
[u k+(y− ̂N) l]









[u k+(y− ̂N) l]









Since l ∈ N it follows from the Euler formula that:
e 2π i l = cos(2π l) + i sin(2π l) = 1 + 0 i = 1
And so:



























= F [P̃ [I]]kl F [P̃ [I]]kl
= P [P̃ [I]]kl

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5.7. Scale Invariance
Scaling the input image causes a shift in the radial coordinate in the logarithmic-
polar Fourier transform [fig. (5.6)]. This shift, different from the one induced
by an image rotation, does not naturally have periodic boundary conditions.
However, we can use an adaptive bandpass in order to overcome this problem.
The adaptive bandpass yields periodic boundary conditions for the shift (com-
pare second and third row of figure [5.6]). This shift is not the only effect of
scaling. The filling [fig. (5.1)] needed during scaling spoils the shift with an
activity change by a multiplicative factor [fig. (5.7)]. The effect of this factor
can be reduced by a normalization. This gives us an approximative scale in-
variance of the filter. With the help of several experiments, see chapter 6, we
will show that this approximation is good enough to get a scale invariant object
identification.
In the following, we prove two theorems formalizing the approximate scale in-
variance of our filter described above. The first theorem shows that a scaling
in the image results in a shift in the radial coordinate of the logarithmic-polar
Fourier transform and a multiplication by a constant factor. The proof of this
first theorem reveals that we crucially need the adaptive bandpass in order to
get periodic boundary conditions for the shift induced by scaling. The second
theorem shows that for a scaling without filling [fig. (5.1)] the power spectrum
of a second Fourier transform is scale invariant. The second theorem implies
that the output of our filter is approximately invariant under correct scalings
with filling.
Theorem 5.3 (Scaling I)
Let (Inm) be an input image and (Înm) a version of it scaled by a factor λ. For
all u, v = 0, . . . , N̂ − 1 holds that:
P̃ [Î]uv = P̃ [I]u+x(λ),v |Kλuv|2














The scaling in the image results in a shift in the radial coordinate in the
logarithmic-polar Fourier space and an additional multiplicative factor.
Theorem 5.4 (Scaling II)
With the notation of theorem 5.3 and assumption Kλuv = 1 holds for all
k, l = 0, . . . , N̂↑ that:
F [P̃ [Î]]kl = e
− 2π i x
̂N F [P̃ [I]]kl
P [P̃ [Î]]kl = P [P̃ [I]]kl
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(c) Power spectrum of the logarithmic-polar
Fourier transform with the adaptive










(d) Power spectrum of the logarithmic-polar
Fourier transform with the adaptive












(e) Power spectrum of the logarithmic-polar
Fourier transform without the adaptive











(f) Power spectrum of the logarithmic-polar
Fourier transform without the adaptive
bandpass for the scaled stimulus.
Figure 5.6. A scaling in the image results in a shift in vertical direction
in the power spectrum P̃ [I]uv of the logarithmic-polar Fourier
transform F̃ [I]uv defined in equation (5.10). The shift occurs
both for the logarithmic-polar Fourier transform with (second
row) and without (third row) the adaptive bandpass. The shift
is not periodic if the adaptive bandpass is not used (third row).
However, if the adaptive bandpass is used, the shift becomes
periodic (second row). Comparing the left and right column of
the figure (note the scales!) reveals that scaling in the stimulus
causes not only a shift in the power spectrum of the logarithmic-
polar Fourier transform. It also causes a change of the activity
values by a multiplicative factor.
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In other words, in the case Kλuv = 1 a second Fourier transform turns the scaling
into a complex factor. Therefore, the power spectrum of this second Fourier
transform is invariant under scalings in the input image.
Remark 5.9 (Role of the Adaptive Bandpass)
The shift induced by an image scaling is substantially different from the one
induced by a rotation. A rotation causes a shift in the angular coordinate index
v. Since the angular coordinate ϕv is 2π-periodic by definition, we get a N̂ -
periodicity for the angular coordinate index v according to lemma 5.1. Hence,
the shift induced by a rotation has periodic boundary conditions. Since the
power spectrum is invariant for shifts with periodic boundary conditions, the
power spectrum of a second Fourier transform generates a rotation invariant
pattern.
For a scaling the situation is different. A scaling induces a shift in the ra-
dial coordinate index u. Since the radial coordinate ru is not periodic, this
shift does not have periodic boundary conditions (see third row of figure [5.6]).
Consequently, the power spectrum of a second Fourier transform would not be
invariant. This is the point were the role of the adaptive bandpass, given by
the two Heaviside functions and the parameters R1[I] and R2[I] (see equation
(5.10)), comes in. The adaptive bandpass imposes periodic boundary conditions
on the shift in the radial coordinate. This is done by setting the right parts at
the image borders of the Fourier transform F̃ [I]uv to zero [fig. (5.6)]. The border
regions being zero ensures that during the shift only zeros are shifted in and out
of the image. This simulates periodic boundary conditions for the shift. With
this simulated periodic boundary conditions for the shift, the power spectrum
of the second Fourier transform becomes approximately scale invariant.
Remark 5.10 (Role of assuming Kλuv = 1)
Assuming Kλuv = 1 corresponds to a scaling without gap-filling [fig. (5.1) in the
middle]. Thus, theorem 5.3 states that filling the gaps during scaling spoils the
shift with a multiplicative factor |Kλuv |2 [fig. (5.7)]. The reason is that filling
the gaps increases the number of non-zero pixels in the image by a factor λ2.
Consequently, filling the gaps causes more Fourier frequencies to give a non-zero
contribution to the power spectrum.
Because of the multiplicative factor |Kλuv|2 in P̃ [I]kl, the power spectrum P [P̃ [I]]uv
of the second Fourier transform F [P̃ [I]]uv is not totally invariant for a correct
image scaling with gap-filling. After the normalization done in the last filter
step the scale invariance is approximated good enough to get correct identi-
fication results from the minimal distance classifier. We demonstrate this in
experiments which we present in chapter 6.













(b) Power spectrum of the logarithmic-polar
Fourier transform with the adaptive
bandpass for the original stimulus.










(d) Power spectrum of the logarithmic-polar
Fourier transform with the adaptive
bandpass for the stimulus scaled with
filling.








(f) Power spectrum of the logarithmic-polar
Fourier transform with the adaptive
bandpass for the stimulus scaled without
filling.
Figure 5.7. A scaling in the input space causes a vertical shift in the power
spectrum of the logarithmic-polar Fourier transform. This shift
is made periodic by the adaptive bandpass. Additional to the
shift, a scaling in the input space induces an activity change in
the power spectrum. Comparing the power spectra obtained for
the stimulus scaled with and without filling with the power spec-
trum of the unscaled stimulus reveals that the activity change is
an artifact of the filling needed for a correct scaling.
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Proof: Scaling I
Let a discrete input image (Inm) be given and a version (Înm) of it scaled by a
factor λ. According to equation (5.10) the logarithmic-polar Fourier transform
















(n kuv+m luv) · Θ(ru −R1[I]) · Θ(R2[I]− ru)
Note, that it is enough to take the sum over all non-zero image pixels.












































(λ n kuv+λ m luv)









(λ n kuv+λ m luv)
· Θ(ru −R1[Î]) · Θ(R2[Î ]− ru)
The step from the first equation to the second becomes clear from remark 5.3
and figure [5.1]. A scaled image Î consists of λ× λ regions given by:
[λn − (λ− 1), λ n]× [λm− (λ− 1), λm]
All pixels in one region have the same activity Inm given by the original, non-
scaled image I.
As discussed in remark 5.4, the image activity changes during scaling and so do
the bandpass parameters R1[I] and R2[I]. They depend, according to equation
(5.14), on the image activity.
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From equation (5.11) defining the logarithmic-polar Fourier frequencies and
equation (5.12) defining the logarithmic-polar coordinate sampling, we get:
















log λ (N̂ − 1)
log N̂ − log√2
(5.21)
The scaling factor λ can be absorbed into a shift in the logarithmic-radial
coordinate. Here x(λ), or simply x, is the coordinate index corresponding to
this shift. Clearly, the same holds for the second Fourier frequency luv. With
this we can write the logarithmic-polar Fourier transform of the scaled image
as:











· Θ(ru −R1[Î ]) · Θ(R2[Î]− ru) (5.22)
It remains to study how the adaptive bandpass of the scaled image Î is related
to the one of the original image I. First, we study when the argument of
Θ(ru −R1[I]) becomes zero. Equation (5.12) yields:
ru −R1[I] != 0
⇒ ru = R1[I]
⇒ u = logR1[I] ( ̂N−1)
log ̂N−log√2
Second, we get from equation (5.14) that:
ru −R1[Î] != 0
⇒ ru = R1[I]λ
⇒ u = (logR1[I]−logλ) ( ̂N−1)
log ̂N−log√2
⇒ u = logR1[I] ( ̂N−1)
log ̂N−log√2 − x(λ)
We can conclude that:
ru −R1[Î] = ru+x(λ) −R1[I]
⇒ Θ(ru −R1[Î ]) = Θ(ru+x(λ) −R1[I])
(5.23)
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Here, x(λ) is given by equation (5.21).
In the same way we can analyze the second Heaviside-function. Analogue, we
get:





Again, x(λ) is given by equation (5.21).
Inserting equations (5.23) and (5.24) in equation (5.22) gives us:











· Θ(ru+x −R1[I]) · Θ(R2[I]− ru+x)
= Kλuv F̃ [I]u+x,v
Finally, we have the first theorem:
P̃ [Î]uv = F̃ [Î]uv F̃ [I]uv
= F̃ [I]u+x,v K
λ
uv F̃ [I]u+x,v K
λ
uv





= P̃ [I]u+x,v · |Kλuv|2

Proof: Scaling II
The second scaling theorems assumes that Kλuv = 1. In this case, we get from
the previous theorem that:
P̃ [Î]uv = P̃ [I]u+x,v
To prove the second theorem we now apply another Fourier transform. For the
original image this results in:









For the scaled image we get:
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We substitute w = u+ x. This yields:

















































Next, we prove that:
Akl = Bkl






P̃ [I]z− ̂N,v e
− 2π i
̂N














Here, we used the N̂ -periodicity of the power spectrum given in lemma 5.1.
With Akl = Bkl equation (5.26) turns into:





Finally, we get scale invariance for the power spectrum under the no-filling
assumption Kλuv = 1.










= F [P̃ [I]]kl F [P̃ [I]]kl
= P [P̃ [I]]kl

Remark 5.11
Equation (5.23) and (5.24) show nicely how the adaptive bandpass works.
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5.8. The Neural Network Implementation
5.8.1. Problem Setting
After we have developed the mathematical properties of our invariance filter in
the previous sections, we now describe how our filter can be implemented in a
neurophysiologically plausible neural network.
As we summarized at the beginning of this chapter, there have been many
attempts to model invariant recognition using the Fourier transform [Carl and
Hall, 1972; Casasent and Psaltis, 1976; Chen et al., 2009; Direkoğlu and Nixon,
2008; Kelly and Magnuski, 1975; Persoon and Fu, 1977; Wolberg and Zokai,
2000]. However, none of those approaches provides a neural network implemen-
tation. One reason is that up to now in the literature no acceptable solution
can be found how to compute the discrete Fourier transform in a neurophysi-
ologically plausible neural network. The sole proposal by Velik [2008] cannot
be accepted in terms of a neurophysiologically realistic model since it requires
complex weights. However, the most fundamental requirement for a realistic
model of the visual system is to provide an implementation of the invariance
filter in a neurophysiologically plausible neural network. To our knowledge we
are the first proposing a neurophysiologically plausible neural network imple-
mentation of an invariant filter based on a Fourier transform.
Before we start to develop the neural network implementation of our filter,
we want to recall that, for reasons discussed in detail in chapter 2, we can
restrict our model to be purely feedforward. In addition, we neither have to
incorporate attention nor figure ground separation in our model. And we do
not have to model the special aspects of face processing. As a consequence, the
images that we will use in order to test our model in chapter 6 contain general,
non-facial objects on a uniform, black background.
In developing a neural network implementation of our filter, the first step is
to make precise what particular model of a single neuron and its connections
we use. Furthermore, we have to specify what our model neurons can or cannot
do. It seems reasonable to assume that the neuron activity can be any positive
real value. This activity value corresponds to the firing rate of a neuron. An-
other reasonable assumption is that our neurons can have incoming connections
from several neurons and outgoing connections to several neurons. These con-
nections correspond to the axons and dendrites of a neuron [Churchland and
Sejnowski, 1992]. The connections have a certain weight, i. e. strength, which
can be any positive or negative, real value. The connection weights correspond
to the strength of the synapses of a neuron [Churchland and Sejnowski, 1992],
where positive and negative weights correspond to excitatory and inhibitory
synapses, respectively. The last assumptions our single neuron model makes
are that neurons can compute the weighted sum of their inputs and that they
can apply a threshold to them. The assumptions our single neuron model makes
so far are standard in artificial neural networks and are widely accepted in the
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field of modeling object recognition.
In the development of a network implementation of our Fourier based filter
out of the model neurons defined above, we face several problems. In the math-
ematical correct formulation of our filter, as derived in the previous sections,
the following situations occur:
1. From equation (5.10) and equation (5.16), it follows that some weights in
the Fourier transforms are complex.
2. From equation (5.15) and (5.17), it is obvious that a squaring operation
is needed to compute the power spectra.
3. Equation (5.18), shows that a division is needed to compute the normal-
ization.
The first problem of having complex weights can be easily circumvented by
computing the real and imaginary part of each Fourier transform in two sep-
arate populations of neurons. Thus, the weights are real since real and the
imaginary part are separated.
The second and third point in our problem list both rely on the same basic
mathematical operation, namely multiplication. Multiplication is one of the
most basic and important mathematical operations offering a large compu-
tational power. For example, the Stone-Weierstrass Theorem states that any
function can be accurately approximated by polynomials [Weierstrass, 1885a,b].
Hence, once a multiplication is implemented, and thus powers can be calculated,
it becomes possible to approximate any continuous function. Consequently, the
question whether a multiplication mechanisms is realized in the nervous sys-
tem is not only of interest for the network implementation of our filter but is
a general question concerning the computational abilities of the nervous system.
Over the years a lot of experimental data accumulated showing that there is
multiplicative behavior in neuronal systems. The evidences for multiplication
in the nervous system come from very different fields.
Motion detection [Gabbiani et al., 2002] and motor planning [Hwang et al.,
2003; Sohn and Lee, 2007] both indicate the use of multiplication. Another ex-
ample associated with motion is the lobula giant movement detector of locusts.
The lobula giant movement detector is a neuron in the locust visual system,
which responds well to objects looming on a collision course toward the animal
[Gabbiani et al., 2004, 2002]. Multiplication can be used for the computation of
an angular threshold that prevents collision with those looming objects [Gab-
biani et al., 2002]. By using selective activation and inactivation of pre- and
postsynaptic inhibition, it was found out that postsynaptic inhibition plays a
very important role, suggesting that multiplication is implemented within the
neuron itself [Gabbiani et al., 2004].
Another area from which evidence for the use of multiplication in the nervous
system arises is the direction selectivity. For example, the extraction of direc-
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tional motion in insects [Hassenstein and Reichardt, 1956] by so called elemen-
tary movement detectors. The biophysical implementation of the elementary
movement detectors remains still unclear in spite of more than 40 years of work
[Borst and Haag, 2002], [Gabbiani et al., 2004].
Further directional selective responses thought to involve multiplicative inter-
action have been found in rabbit ganglion cells [Barlow and Levick, 1965] and
cortical neurons [Anderson et al., 1999; Livingstone, 1998].
A large field bringing further evidence for the use of multiplication is the gain
modulation [Andersen et al., 1997], like in head and gaze direction gain fields
[Andersen et al., 1985; Brotchie et al., 1995] and binocular interaction [Free-
man, 2003].
Closely related to the gain modulation is the attentional modulation. The
modulation of receptive field properties by attention in area V4 and MT of
the monkey visual cortex seems to be of multiplicative nature [McAdams and
Maunsell, 1999; Treue and Maunsell, 1999]. The same holds for the attentional
modulation of neuronal responses found in the visual cortex [Braun et al., 2001;
Cook and Maunsell, 2004; Desimone and Duncan, 1995; Treue, 2003]. This at-
tentional modulation is thought to operate in a multiplicative manner and not
in changing the stimulus selectivity [McAdams and Maunsell, 1999; Recanzone
and Wurtz, 2000; Treue and Martinez-Trujillo, 1999].
Another system suggesting the existence of multiplication is the optomotor re-
sponse in the beetle and fly [Geiger, 1974; Götz, 1972, 1975; Kirschfeld, 1972;
Poggio and Reichardt, 1973; Reichardt, 1969, 1987]. Similar experimental ob-
servations exist for pigeons [Sun and Frost, 1998].
The strongest evidence that multiplication can be done accurately in the ner-
vous system comes from the barn owl auditory system [Fischer et al., 2007;
Peña and Konishi, 2001, 2004; Schnupp and King, 2001].
Although there is this large amount of experimental data suggesting the ex-
istence of multiplication in the nervous system, the exact biophysical mecha-
nisms implementing multiplication remains still unclear [Gabbiani et al., 2002].
Recent experimental advances have clarified a bit the involved biophysical mech-
anisms [Chance et al., 2002; Euler et al., 2002; S. Fried and T. Munch and F.
Werblin, 2002]. And significant progress has recently been made in understand-
ing the biophysics of neural multiplications in several different model systems
[Chance et al., 2002; Euler et al., 2002; Gabbiani et al., 2002; Peña and Kon-
ishi, 2001; S. Fried and T. Munch and F. Werblin, 2002]. Over the years various
mechanisms underlying the multiplication in neurons have been suggested. A
good overview can be found in [Koch and Poggio, 1992]. Here we just mention
the most important mechanisms since a detailed discussion is out of the scope
of this thesis. The most important proposals are:
1. multiplication via silent inhibition [Koch and Poggio, 1992],
2. multiplication via a spike coincidence detector [Srinivasan and Bernard,
1976],
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3. approximative multiplication by networks of integrate and fire neurons
using the minimum function [Nezis, 2008; Nezis and van Rossum, 2008],
4. performing non-linear computation in a single neuron using the interac-
tion of excitatory and inhibitory inputs [Mel, 1992, 1993],
5. implementing a gain modulation through
a) dendritic interactions [Larkum et al., 2004; Mehaffey et al., 2005]
b) or balanced [Chance et al., 2002] and unbalanced synaptic input
[Murphy and Miller, 2003],
6. and, in population coding networks, recurrent excitation and inhibition
have been suggested to be used to multiply inputs that are additive to
the single neuron [Salinas and Abbott, 1996].
There exist a lot of different ideas about how to construct a biophysical im-
plementation of the multiplication. However, the most obvious implementation
of the multiplication is given by the logarithmic and the exponential function.
The properties of these functions imply that:
x2 = exp(2 lnx) and
x
y
= exp(lnx− ln y)
Thus, the squaring corresponds to a multiplicative constant and the division to
a subtraction. Both summation and subtraction are plausible operations in a
neural network. Several studies support this ln-exp solution [Gabbiani et al.,
2004; Hatsopoulos et al., 1995; Mead, 1989; Rao, 2005]. It has been suggested
that neurons compute as effective input the logarithm of their input [Laugh-
lin, 1987; Maffei and Fiorentini, 1973]. This idea is further supported by the
classical, well-known Weber-Fechner-Law describing the relationship between
stimulus intensity and the intensity of the sensation experienced by the subject
[Martin, 1991].






I ≡ subjectively experienced intensity
S0 ≡ threshold
S ≡ suprathreshold stimulus used to estimate stimulus magnitude
K ≡ constant
Numerous investigations showed that the Weber-Fechner-Law holds for most
senses, including visual perception, unless the stimulus intensity is too close to
the threshold [Engen, 1972; Gescheider, 1976; Goldstein, 2002]. Based on the
evidences summarized here, we will use the ln-exp solution of the multiplication
problem to design our network.
In summary, we found a way to circumvent all the problem on our list. Next,we
can define the artificial neurons our network will consist of. Our network will
consists of two different types of artificial neurons.
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Definition 5.10 (Artificial Neuron - Type 1)
An artificial neuron of type one is a computational unit (k, l), with
k = 0, . . . ,K − 1 and l = 0, . . . , L− 1,
that has several incoming connections from neurons (n,m), with
n = 0, . . . , N − 1 and m = 0, . . . ,M − 1.
Each connection has a weight ωklnm ∈ R. The input Inkl ∈ R to the type-1-
neuron (k, l) is given by:






Here, akl, bkl ∈ R are constants which are allowed to depend on the index
pair (k, l) but not on the index pair (n,m). Outnm is the output of the neurons
(n,m) to which the neuron (k, l) is connected. The neurons (n,m) can be either
of type one or type two. The output of the type-1-neuron (k, l) is given by:
Outkl = [Inkl]
+
Here, the threshold function [x]+ is defined by:
[x]+ :=
{
1 if x > 0
0 if x ≤ 0
for all x ∈ R
Definition 5.11 (Artificial Neuron - Type 2)
An artificial neuron of type two is a computational unit (k, l), with
k = 0, . . . ,K − 1 and l = 0, . . . , L− 1,
that has several incoming connections from neurons (n,m), with
n = 0, . . . , N − 1 and m = 0, . . . ,M − 1.
Each connection has a weight ωklnm ∈ R. The input Inkl ∈ R0+ to the type-2-










If Inkl = 0, the following effective input is computed:
Ineffkl := akl + bkl ln (Inkl) + ck′l′ ln (Ik′l′) (5.27)
Here, akl, bkl, ck′l′ ∈ R are constants which are allowed to depend on the index
pair (k, l) or (k′, l′), but not on the index pair (n,m). Outnm is the output of
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neurons (n,m) to which the neuron (k, l) is connected. The neurons (n,m) can
be either of type one or type two. The threshold function [·]+ is defined by:
[x]+ :=
{
x if x ≥ 0
0 if x < 0
for all x ∈ R (5.28)
The output Outkl of the type-2-neuron (k, l) is given by:
Outkl :=
⎧⎨⎩ 0 if Inkl = 0exp(Ineffkl ) if Inkl = 0 (5.29)
Remark 5.12 (Zero Input)
The above definition implies that artificial neurons of type two do not react if
their input is zero.
Remark 5.13 (Bounded Output Function)
The exponential output function, which is used in the above definition, is in
general unbounded. However, an unbounded output function is neurophysio-
logically implausible. In the following only bounded inputs are used. Thus, the
support of the exponential function is restricted to a certain interval. On a given
interval the exponential function is bounded and therefore neurophysiologically
plausible.
How can this artificial neuron compute the squaring needed for the computation
of the power spectrum?
In symbolic terms the power spectrum is given by:
P = Re2 + Im2 = x2 + y2
Both x and y can be negative. Therefore, the output of our artificial neuron is
not equal to the squares of x and y.
exp(2 ln[x]+) = ([x]+)
2 = x2
exp(2 ln[y]+) = ([y]+)
2 = y2
One way to get the squares of x and y as neuronal output is to use for each
the real and the imaginary part two parallel populations of neurons. For the
real part one population computes x and the other one −x. Analogue, for the
imaginary part one population computes y and the other one −y. This yields:
v+ := exp(2 ln[x]+) = ([x]+)
2
v− := exp(2 ln[−x]+) = ([−x])2
z+ := exp(2 ln[y]+) = ([y]+)
2
z− := exp(2 ln[−y]+) = ([−y])2
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Using this as input of another layer of neurons gives us:
exp(ln[v+ + v− + z+ + z−]+) = exp(ln(v+ + v− + z+ + z−))
= v+ + v− + z+ + z−
= ([x]+)
2 + ([−x]+)2 + ([y]+)2 + ([−y])2
= |x|2 + |y|2
= x2 + y2
In summary, the artificial neurons of type two can compute the power spectrum.
In order to do so, both the real and the imaginary part of the Fourier transform
has to be split in its positive and negative part. Negative and positive part
have to be processed by two separated populations of neurons.
5.8.2. The Neural Network
After we solved all principle problems, we can now construct a network im-
plementation of our filter [fig. (5.8)]. The network is purely feedforward and
consists of six layers. Some of those layers have several sublayers. Furthermore,
the fourth and the sixth layer exhibit a lateral interaction.
Figure 5.8. Schematic structure of the neural network implementation of our
Fourier filter.
In our neural network, the input layer corresponds to the input image. We have
an N × M input layer in which the activity of neuron (n,m) is given by the
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image value Inm. The image can contain arbitrary, non-negative, real values,
so Inm ∈ R0+.
The first layer consists of five parallel populations (1A, 1B, 1C, 1D, 1Y ) of
neurons. Layer 1A and 1B compute the real and layer 1C and 1D the imag-
inary part of the logarithmic-polar Fourier transform. These four populations
contain only neurons of type two. Layer 1Y computes the image activity. It
consists only of neurons of type one. Each of the five populations consists of
N̂ × N̂ neurons, where N̂ = max(N,M). The input of each neuron in the four
sublayers of layer one which compute the Fourier transform is given by:




































Here, u, v = 0, . . . , N̂ − 1.
The weights α uvnm and β
uv
nm are given by:




[n cosϕv +m sinϕv ]
)




[n cosϕv +m sinϕv ]
)




̂N−1 and ϕv :=
2π · v
N̂
With respect to the network, ru and ϕv are constants that depend on the index
(u, v) of the neuron only.
The output of all four sublayers of layer one which compute the Fourier trans-
form is given by an exponential output function.
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Here, u, v = 0, . . . , N̂ − 1.










Here, u, v = 0, . . . , N̂ − 1.
The second layer consists of a single layer having N̂×N̂ neurons of type two. It
computes the inverse of the image activity. The input to each layer two neuron
is given by:
Z inuv = 1− ln (Yuv) with u, v = 0, . . . , N̂ − 1
The output of each layer two neuron is given by an exponential output function:




with u, v = 0, . . . , N̂ − 1
The third layer consists of two sublayers (3Γ, 3Υ). Each sublayer consists of
N̂×N̂ neurons of type one. These two sublayers compute the adaptive bandpass
according to equation (5.4.1). The input to each neuron in layer three is given
by:
Γ inuv = auv − buv Zoutuv
Υ inuv = −auv + cuv Zoutuv
Here, u, v = 0, . . . , N̂ − 1 and auv, buv, cuv are constants , where auv depends
on the index u of the neuron. They are given by:
auv = ru , buv = N̂ , cuv =
3N̂√
2
The output of each neuron is given by a Heaviside step function according to









The fourth layer computes the power spectrum of the logarithmic-polar Fourier
transform. It consist of N̂ × N̂ neurons of type two. The input of each neuron
is given by:











with u, v = 0, . . . , N̂ − 1
In the fourth layer, the adaptive bandpass is included via a lateral interaction.









with u, v = 0, . . . , N̂ − 1
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Layer four consists only of neurons of type two. Therefore, the lateral interac-
tion does not react if it has a zero input.
The output of each neuron is obtained by applying an exponential output func-
tion.




with u, v = 0, . . . , N̂ − 1
The fifth layer consists of four parallel populations (5F , 5G, 5H, 5J) of neurons.
Each has N̂ ↑ × N̂ ↑ neurons of type two. Here, N̂ ↑ is the integer obtained by
rounding
̂N
2 up. Layer 3F and 3G compute the real and layer 3H and 3J the
imaginary part of the classical Fourier transform defined in equation (5.16).
The input to each sublayer is given by:
































Here, k, l = 0, . . . , N̂ ↑.
The weights γ kluv and δ
kl
uv are given by:
γ kluv = cos
(
2π [u k + v l]
N̂
)
δ kluv = sin
(
2π [u k + v l]
N̂
)
The output of all four sublayers of layer five is given by an exponential output
function.
















Here, u, v = 0, . . . , N̂ ↑.
The sixth layer consists of N̂ ↑ × N̂ ↑ neurons of type two. It computes the
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power spectrum of the second Fourier transform defined in equation (5.17).
The input of each neuron is given by:











with k, l = 0, . . . , N̂ ↑
As a next step a lateral interaction takes place. It results in the following layer
six activation:
X latkl = X
in
kl −X in00 with k, l = 0, . . . , N̂ ↑
This lateral interaction performs the normalization defined in equation (5.18).
The output of each layer six neuron is given by an exponential output function.




with k, l = 0, . . . , N̂ ↑
The network outputX outkl is the input of the classifier. The classifier is described
in the next section.
5.9. The Classifier
The classification or identification of the network output X outkl is done by a
minimal distance classifier. The number of objects for the classifier has to be
fixed in advance. For each object one reference view is selected at random.
Definition 5.12 (Minimal Distance Classifier)
Let J different output patterns Xj , where j = 1, . . . , J , be given. Each output
pattern is a normalized (N̂ ↑+1)× (N̂ ↑+1) matrix. These output patterns are
views of S different objects s = 1, . . . , S. For each object one output pattern
belonging to this object is randomly selected as reference pattern. The reference
pattern for object s is denoted by Xj,s. For each output pattern Xj its distance
to all reference patterns is computed. The distance d sj of the output pattern






∣∣∣X j,skl −X jkl∣∣∣ (5.30)
The output pattern Xj is classified as belonging to the object ŝ to whose ref-








In order to judge the quality of the network performance given the results of
the minimal distance classifier, a suitable performance measure is needed.
Definition 5.13 (Within-Category Distance)
Let S different objects, s = 1, . . . , S, be given. Object s has Ns views. For
any object s the within-category distance is the distance all views of this
object have to its reference exemplars. The distance is calculated according to
equation (5.30).
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If the output of our model was perfectly invariant, the within-category distance
would always be zero. A non-zero within-category distance indicates that the
network output is only approximately invariant. As larger the within-category
is as lower is the degree of invariance of the network output. The maximal
within-category distance that occurs during an experiment indicates how in-
variant the network output is in this experiment. This is especially interesting
since the output of our model is only approximately scale invariant. A small
maximal within-category distance indicates that our model approximates the
scale invariance well.
Definition 5.14 (Between-Category Distance)
Let S different objects, s = 1, . . . , S, be given. Object s has Ns views. For
any object s the between-category distance is the distance all views of this
object have to the reference exemplars of all other objects. The distance is
calculated according to equation (5.30).
The between-category distance measures how distinct the network output is
for different objects. If the minimal between-category distance is high, this
indicates that the network output exhibits a robust object separation. Addi-
tionally, it implies that the effect of which exemplar for each object is chosen as
reference exemplar is chosen for the minimal distance classifier is small. This
is good, since we want to choose the reference exemplar at random and do not
want the network performance to rely on a specific reference exemplar. This
corresponds to the human visual system which does not built an object identity
by a specific view of the object.
5.10. Summary
In this chapter, we developed the mathematical formulation of a discrete filter
based on the Fourier transform. We proved that its output is invariant for shifts
and two dimensional rotations in the input image and approximately invariant
for scalings. Furthermore, we presented a neurophysiologically plausible net-
work implementation of the developed filter. This implementation overcomes
all problems that arise when implementing a discrete, invariance filter in a neu-
rophysiologically plausible neural network.
After we investigated the mathematical properties of our Fourier filter in this
chapter, two questions are still open.
First, from the mathematic properties of the filter, it is clear that the its out-
put is shift and rotation invariant. However, what about scale invariant object
identification? For the filter output we could only prove approximate scale
invariance. Hence, it has to be tested with simulations whether this approxi-
mation is good enough for a scale invariant object identification.
Second, we do not know yet how good our network implementation of the filter
is. Due the neurophysiology of real neurons we had to impose some restrictions
on the mathematical operations our artificial neurons can compute. Therefore,
the network implementation does not realize the mathematics of the filter in a
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one to one fashion. Hence, it has to be tested whether the network implemen-
tation can achieve the transformation invariance we could prove for the filter.
In the next chapter, we will investigate these two questions first with simple
geometric objects, basically the same we used for testing the transformation in-
variance of VisNet, and second with more complicated, real images taken from
the Caltech database [Fei-Fei et al., 2004].
6. The Fourier Model - Experiments
In the previous chapter, we developed a model for invariant object identification
and its implementation in a neurophysiologically plausible neural network. In
this chapter, we test our model and its network by conducting several exper-
iments. First, we test the network with simple geometric figures. This shows
us whether the network can perform shift, rotation, and scale invariant identi-
fication at all. Second, we test whether the network can handle more complex,
natural images. Third and fourth, we test whether our model can cope with the
changes of the relative positions of object features and noise in the input images.
All simulations are done in MatLab. For rotating the images, the MatLab func-
tion imrotate is used. As discussed in remark 5.2, rotations in discrete space
can be done only approximately. Therefore, all computer algorithms for image
rotations exhibit some artifacts due to the necessary interpolation. Hence, it is
preferable to use images of objects in different orientations instead of rotating
them. Unfortunately, there exists no database that contains images of objects
presented in different 2D orientations, i. e. rotations within the image plane, on
a uniform background. However, stimuli generated by rotating object images
should be good enough for a first network test.
Regarding the simulations, we are faced with a trade-off between computa-
tion time and quality of the input images. On the one hand, the larger the
retina is the longer is the computation time. Hence, it is important to make
the retina as small as possible. On the other hand, the smaller the retina is the
worse is the image resolution. Consequently, the artifacts produced by rotating
the image become larger. Thus, the retina should not be too small.
The input images for our network have to full-fill two conditions. First, as
discussed in remark 5.5, our model can only handle images in which an ob-
ject is presented on a totally black background consisting only of zero pixels.
Thereby, the object can consist of pixels that have arbitrary, positive, real val-
ues. Second, as discussed in the context of equation (5.13), our model can only
handle images that contain at least nine non-zero pixels.
6.1. Simple Geometric Shapes
In the first experiment, a retina of 100× 100 pixels and seven simple geometric
objects [fig. (6.1)] are used. Each object is scaled by λ = 1, 2, 3, 4, rotated by
θ = 60◦, 40◦, 20◦, 0◦, and shifted into one of the retina corners. Four shifted,
rotated, and scaled views per object are generated. In figure [6.2] the four views
of one object are shown as example. The ones for the other objects are analog.
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Figure 6.1. In the first experiment simple geometric objects are used. The
retina size is 100× 100 pixels. In the following, black always in-
dicates non-active, i. e. zero, pixels belonging to the background
and white active, i. e. one, pixels belonging to the object.
(a) λ = 1, θ = 60◦ (b) λ = 2, θ = 40◦ (c) λ = 3, θ = 20◦ (d) λ = 4, θ = 0◦
Figure 6.2. For the first experiment, four different shifted views scaled by a
factor λ = 1, 2, 3, 4 and rotated by θ = 60◦, 40◦, 20◦, 0◦ are gen-
erated for each of the seven simple geometric objects [fig. (6.1)].
Here, the different views of one object are shown as an exam-
ple. The ones for the other objects are analog. For each object
the first view, here shown on the far left, is chosen as reference
exemplar for the minimal distance classifier.
The first view of each object acts as reference view for the minimal distance
classifier. The first view is a non-scaled (λ = 1) version of the object which is
rotated by θ = 60◦ and shifted to the upper left corner of the retina [on the far
left in fig. (6.2)].
The network can identify all object views correctly. Hence, it is able to perform
shift, scale, and rotation invariant identification.
In the previous chapter, we proved that the output of our model is both trans-
lation and rotation invariant but only approximately scale invariant. However,
the results of our first experiment demonstrate that the approximation of the
scale invariance is sufficient to identify simple geometric objects in different
sizes.
How invariant is the output of our model really? This can be investigated with
the help of the within-category and between-category distance which we defined
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Figure 6.3. In the first experiment, the bar has the maximal within-category
distance d inmax ≈ 3.5082. On the left, the reference view, a non-
scaled bar rotated by 60◦, and on the right the maximal distance
exemplar, a horizontal bar scaled by λ = 2 and rotated by 60◦,
is shown.
in the previous chapter.
In the first experiment the within-category distance is:
d in ≈
⎛⎜⎜⎝
0 0 0 0 0 0 0
1.0859 0.8164 0.6102 0.5437 0.5472 0.4242 3.5082
1.1208 1.0263 1.2257 0.8301 1.2466 0.4245 3.3901
0.8754 0.7867 0.8035 0.5912 0.8389 0.5725 3.2020
⎞⎟⎟⎠ ↓ views
−→ objects
The within-category distance din for the different objects is relatively small.
This indicates a good invariance of the network output. The only exception is
the last object, i. e. the bar, which has a maximal within-category distance of
d inmax ≈ 3.5082. This maximal within-category distance occurs for the second
view of the bar [fig. (6.3)]. It is not obvious why exactly this pair of views has
the highest within-category distance.
The between-category distance indicates how good the network can separate
the different objects. In the first experiment, the minimal distance between
two different objects is d overmin ≈ 3.3901. It occurs for the fourth view of the
box and the reference exemplar of the square [fig. (6.4)]. It is not obvious why
exactly this pair of views has the minimal between-category distance. The min-
imal between-category distance is in the range of the maximal within-category
distance. This indicates that the category separation is not very robust.
6.2. Natural Images
The first experiment showed that our model can identify simple geometric ob-
jects. Next, we investigate the identification of more complex, natural images.
In the second experiment, 18 pictures [fig. (6.5)], in the following referred to as
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Figure 6.4. In the first experiment, the square and the box have the mini-
mal between-category distance d overmin ≈ 3.3901. On the left the
reference view of the square, i. e. a non-scaled square rotated by
θ = 60◦, is shown. On the right, the fourth view of the box,
i. e. a non-rotated box scaled by λ = 4, is shown.
Figure 6.5. For the second experiment, 18 pictures from six categories of the
Caltech 101 database [Fei-Fei et al., 2004] are chosen.
objects, from the Caltech 101 database [Fei-Fei et al., 2004] are used. These pic-
tures stem from six different categories. As discussed in remark 5.5, our Fourier
model is designed to process images of object presented in front of a uniform,
black background. Therefore, we pick from the Caltech database images with
a uniform background which we change into being black. In order to make the
computation time short enough for practical purposes, we resize the chosen Cal-
tech images with the MatLab function resize such that the longer image side
has 80 pixels and the width-to-height ratio is conserved. The resulting stimuli
are depicted in figure [6.5]. Each object is scaled by λ = 1, 2, 3, 4, rotated by
θ = 60◦,−20◦, 20◦, 0, and shifted into one of the corners of a retina which is
320 × 320 pixels in size. Thereby, four scaled, rotated, and shifted versions,
in the following referred to as exemplars, are generated for each object. As
example, figure [6.6] shows the exemplars produced for one object. The others
are analog. The first view of each object acts as reference view for the minimal
distance classifier. The first view is a non-scaled (λ = 1) version of the object
which is rotated by θ = 60◦ and shifted to the upper left corner of the retina
[on the far left in fig. (6.5)].
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(a) λ = 1, θ = 60◦ (b) λ = 2, θ = −20◦ (c) λ = 3, θ = 20◦ (d) λ = 4, θ = 0◦
Figure 6.6. In the second experiment, 18 pictures chosen from the Caltech
101 database Fei-Fei et al. [2004] are used [fig. (6.5)]. For each
object four different exemplars are generated in the following
way. Each object is scaled by a factor λ = 1, 2, 3, 4, rotated
by θ = 60◦,−20◦, 20◦, 0, and shifted into one of the corners of
the retina. Here, the four exemplars of one object are shown
as an example. The exemplars of the other objects are analog.
The first view, here shown on the far left, of each object acts as
reference view for the minimal distance classifier.
The network can identify all exemplars correctly. Hence, it is able to perform
shift, scale, and rotation invariant identification not only in the artificial case
of simple geometric objects but also in the case of more complex, natural images.
Next, we look at the within-category distance and the between-category dis-
tance to see how invariant the network output is and how robust the category
separation is.
The maximal within-category distance is d inmax ≈ 0.8167 and is reached for
the stimuli shown in figure [6.7]. The maximal within-category distance is rel-
atively low. This indicates that for each object the network output exhibits a
high degree of invariance. Additionally, it implies that the effect of which ex-
emplar for each object is chosen as reference exemplar for the minimal distance
classifier is relatively small. Note that the maximal within-category distance
in the case of natural images is smaller than in the case of simple artificial ob-
jects. Although, the retina size is in the first case larger than in the second case.
The minimal between-category distance is d overmin ≈ 0.8120. It is reached for
the stimuli depicted in figure [6.8]. These two stimuli belong to the same cat-
egory motorbikes. The chosen motorbikes are so similar that the network can
classify all 3 · 4 = 12 motorbike exemplars into one category. Taking the mo-
torbike pictures out of the experiment increases the minimal between-category
distance to d overmin ≈ 1.0932. The minimal between-category distance is in the
range of the maximal within-category distance. This indicates that the cate-
gory formation is not very stable. The minimal between-category distance is in
the same range as in the first experiment with simple artificial objects.
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Figure 6.7. Stimuli having the maximal within-category distance d inmax ≈
0.8167 in the second experiment. Left: reference exemplar.
Right: test exemplar.
Figure 6.8. Stimuli having the minimal between-category distance d overmin ≈
0.8120 in the second experiment. Left: reference exemplar.
Right: test exemplar.
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Figure 6.9. A + and a  are used as reference exemplars. The vertical bar
is fixed. Test exemplars are generated by moving the horizontal
bar pixel by pixel from top to bottom. This process transforms
a  into a + and finally into a ⊥.
6.3. Relative Positions of Object Features
In this section, we investigate how our network reacts to changes of the relative
positions of object features. A change of the relative positions of object features
can change an object dramatically. It can even become a member of another
category. The simplest case, in which changing the position of an object feature
has a very clear and strong effect on the object appearance, is the  and the
+ . Keeping the position of the vertical bar fixed and moving the horizontal
bar from the top pixel by pixel to the bottom transforms the  step by step
into a + and finally into a ⊥ [fig. (6.9)]. Our model should identify a ⊥ as a
 since its output is rotation invariant. We choose the  and ⊥ as reference
exemplars for the minimal distance classifier. The question is as what the other
stimuli are identified by our model. It is plausible to expect that the models
uses a similarity criterion to identify the stimuli. This similarity criterion mea-
sures how similar a stimulus is to the reference exemplars (here,  and + ). A
stimulus is identified as the object to whose reference exemplar the stimulus is
more similar. For the simple stimuli which we use here the similarity criterion
is easy to specify. It corresponds to the position of the horizontal bar. Hence,
we expect that a stimulus is identified as + if the position of the horizontal
bar is close enough to the middle position. If the position of the horizontal bar
is too far from the middle position, we expect that the stimulus is identified as
. Next, we test this hypothesis in an experiment.
For the third experiment, the retina size is set to 100 × 100 pixels. The 
and + have a size of 80 × 80 pixels. Two different coat thicknesses, b = 6, 20
pixels, are used [fig. (6.10)]. Thereby, it can be tested whether the network
performance depends on the coat thickness of the stimuli. The coat thick-
ness directly determines the number of different stimuli that can be generated,
i. e. the number of possible positions of the horizontal bar.
{positions of the horizontal bar} = 80− coat thickness + 1
The identification results [fig. (6.11)] show that as which object a stimulus is
identified depends on the distance of the horizontal bar from the middle. How-
ever, the exact form of this dependence depends itself on the coat thickness.
The network performance for a coat thickness of b = 20 pixels is as expected.
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Figure 6.10. First, two different coat thicknesses, b = 6, 20, are used.
Thereby, it can be tested whether the network performance
depends on the coat thickness of the stimuli.














bar width = 6
bar width = 20
Figure 6.11. Identification results for two coat thicknesses, b = 20, 6 pixels.
The  is indicated by +1 and the + by −1. One can see that
as which object a stimulus is identified depends on the distance
of the horizontal bar from the middle. However, the exact form
of this dependence depends itself on the coat thickness.
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The network performance for a coat thickness of b = 6 pixels looks strange.
Let d be the distance the position of the horizontal bar has from its middle
position. Here, a horizontal bar in its middle position corresponds to a perfect
+ . The network behaves as expected for |d| ≤ 8 pixels and |d| ≥ 28 pixels. A
stimulus is identified as + for |d| ≤ 8 pixels. For |d| ≥ 28 pixels, a stimulus is
identified as . However, the network behavior is problematic for 8 < |d| < 28.
First, for 8 < |d| ≤ 19, a stimulus is identified as . Second, for 19 < |d| < 28,
a stimulus is identified as . This does not fit to our hypothesis that model
uses the distance of the horizontal bar from its middle position as similarity
measure and identification criterion.
In order to get a better understanding of this problematic network behavior, we
repeat the previous experiment with other coat thicknesses. Thereby, we can
test whether the problematic behavior only occurs for one special coat thickness
or for all that are low enough. Testing coat thickness b = 1, 2, 3, . . . , 28, 29, 30
pixels reveals that for a coat thickness b ≥ 9 pixels the good classification be-
havior and for a coat thickness b ≤ 8 pixels the bad classification behavior
emerges. It is not clear why the transition happens at b = 8, 9 pixels.
Where does this problematic network behavior originate from? It is possible
that it is an artifact of the filling which is done during scaling. For scalings, we
get different activity values in the filter output [fig. (5.6)]. To test our hypoth-
esis that the bad network behavior is an artifact of the filling, we repeat the
previous experiment. However, this time we tell the network that the stimuli
have scale λ = 1. For a non-scaled image, there is by definition no filling and
so the filling cannot affect the behavior of the network. In order to tell the
system that the scale is λ = 1, one has to set the bandpass parameters R1[I]
and R2[I], which are defined in equation (5.13), to the values corresponding to
a non-scaled image. Repeating the previous experiment reveals that without
filling only the good network behavior emerges for all coat thicknesses. This is
a strong indication that the problematic network behavior is an artifact of the
filling procedure. Therefore, the only possibility to get rid of this problematic
network behavior is to find a way, for example in the form of an improved nor-
malization, to fully eliminate the effect of the filling and thereby to make the
filter output really scale invariant.
Further experiments have do be done to understand the emergence of these
two kinds of identification behavior and to find a way to make the filter output
really scale invariant. It is still not clear why the transition between the good
and the problematic network behavior happens at a coat thickness of b ≈ 8
pixels.
6.4. Noise
In this section, we investigate how our network reacts to noise in the input
image. Can it still identify objects if they contain noise? Identifying objects in



















(c) noise density 0.5
Figure 6.12. For the fourth experiment, test exemplars are generated by
adding a random noise with varying density. The noise density
increases from 0 to 0.5 in steps of 0.05. Here, three examples
are shown.
the presence of noise is a remarkable property of the human visual system.
In the fourth experiment, the simple geometric stimuli depicted in figure [6.1]
are used. A random noise with varying density level is added to them [fig. (6.12)].
The noise is generated with the MatLab function sprand. Noise-free images are
chosen as reference exemplars for the minimal distance classifier. The 101 test
images contain random noise with a density increasing from 0 to 0.5 in steps
of 0.05. In order to obtain sable results, the experiment is repeated for five in-
dependent runs. The identification results averaged over all runs are shown in
figure [6.13]. They reveal that our model can identify simple geometric objects
in the presence of noise as long as the noise density is low enough. How much
noise our model can bare depends on the object it has to identify. The fact
that our model can identify object in the presence of noise, as long as the noise
density is low enough, makes it further realistic as model of the visual system.
In the next experiment, we test whether the identification performance depends
on the noise density of the reference images which is used in the minimal dis-
tance classifier. In the previous experiment, the reference images were noise-free
images. Now, the previous experiment is repeated. However, in each run the
identification performance is measured for each of the 101 exemplars being ref-
erence image once and all other 100 images being test exemplars. For each of
the 101 test situations the identification performance is at the end averaged
over all five runs.
In principle, the noise density of the reference image can have several effects
on the identification performance. All of the possible effects give a hint at how
our model works. First, it is possible that the performance is the best for a
noise-free reference image. This implies that our model needs to build a non-
disturbed memory. Second, it is possible that the performance is the best for
a middle range noise density. In this case our network relies on the fact that
all test images are not too far away from the reference exemplars. Third, it is
possible that the network performance is best for a high noise density. In this
case our network benefits from the fact that all test exemplars have a lower
noise density than the reference exemplars.
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Figure 6.13. Percentage of correct identification in 5 independent runs of a
test exemplar depending on its noise level. Reference exemplar
in all runs and for all stimuli was an noise-free image. One
can see that for all object images with a noise density below a
certain threshold are identified correctly. The threshold varies
between the object.
The identification results averaged over five runs are depicted in figure [6.14].
Unfortunately, the averaged performance rates do not show a consistent behav-
ior for all objects. For the , a low noise density in the reference image is the
best. For the + , the rectangle, the box and the , a middle range noise density
in the reference image is the best. For the bar and the L, a very high noise
density in the reference image is the best. Since we do not observe a consistent
behavior for all objects, non of the ideas mentioned above can help us to gain a
deeper understanding of how our model works. In summary, the noise density
in the reference exemplar has no overall influence on the network performance.
6.5. Summary
In this chapter, we showed that our model can identify both simple geometric
objects and more complex, natural images independent of their positions, size,
and orientation. In both cases, simple objects and natural images, the within-
category distance is relatively low. This indicates that the exact choice of the
reference exemplar has nearly no effect. This is very important since we want
the reference exemplar to be chosen at random. It also correspond to the fact
that in the real visual system an object identity is not built by a specific view
of the object.
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Figure 6.14. Identification results for simple geometric object [fig. (6.1)] with
101 different noise levels σ = 0, 0.005, . . . , 0.495, 0.5. The iden-
tification performance is averaged over five independent runs
and evaluated for each of the 101 exemplars being once refer-
ence image for the minimal distance classifier.
We revealed that a change of relative feature positions can be problematic
for our model. Most likely, this is a consequence of the fact that our model is
only approximately scale invariant (see theorem 5.3). This approximate scale
invariance is in turn caused by the filling needed during scaling [fig. (5.1)]. Fur-
ther experiments have to be conducted in order to fully understand the effects
of the filling. It may then be possible to come up with a way, for example an
improved normalization, to get rid of these effects and to make the filter really
scale invariant.
We showed that our network can cope with noise in the input image. It can
identify simple geometric object in the presence of random noise as long as the
noise density is not too high. This is surprising. Our model has no built-in
mechanism to deal with noise and or to eliminate it from the image. Dealing
with noise is a crucial property of the human visual system. The ability to
identify images in presence of noise makes our model further realistic as model
of the visual system.
7. Summary and Outlook
7.1. Summary
This thesis consists of three parts. In the first part (chapter 2), we gave a review
of existing models of invariant object recognition. We grouped the wide variety
of models according the approach they use. Discussing the different groups of
models revealed that each group has its specific advantages and limitations.
None of the models is best over all. Each is adequate in one context and less
so in a different context. Up to now, no model resembles all aspects of object
recognition equally well.
In the second part (chapters 3 and 4), we presented and investigated the VisNet
model proposed by Wallis and Rolls [1997]. It is a four layer, feedforward net-
work with lateral inhibition in each layer, a trace learning rule, and an image
preprocessing by Difference of Gaussians filters. In the first half of chapter 3, we
gave a detailed mathematical description of VisNet’s setup. Up to now, there
was no detailed mathematical description of VisNet available. Our description
closes this gap. In the second half of chapter 3, we reviewed VisNet’s properties
from the literature. Since the focus of this thesis is on transformation invariant
object identification, we concentrated our summary on experiments related to
object identification under the basic geometric transformations shift, scaling,
and rotation. For these basic transformations Rolls et al. showed that VisNet
identifies its training exemplars. Additionally, Rolls et a. showed that VisNet
generalizes from exemplars trained in all four layers to exemplars trained only
in the lower layers. Since VisNet operates unsupervised, identifying the train-
ing exemplars is not trivial for the network. However, these results of Rolls et
al. do not answer the question whether VisNet can do transformation invariant
identification. For a transformation invariant identification, one expects the
network to identify an object in any pose if it was trained with that object in a
sufficiently high number of different poses. Here, pose refers to a combination of
position, size, and orientation. Transformation invariant identification requires
the network to solve one of the following to tasks. It either has to generalize
from the poses given by the training exemplars to all possible poses, or it has
to interpolate between the poses given by the training exemplars. It was not
clear from the literature, whether VisNet is able to show such a transformation
invariant object identification.
The experiments that we conducted in chapter 4 revealed the following prop-
erties of VisNet:
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1. Under specific circumstances, VisNet shows translation invariant identifi-
cation (section 4.1). Namely, when trained with one dimensional bars in
a sufficient number of different positions VisNet can identify them in any
position. The number of training exemplars needed for a perfect transla-
tion invariant identification depends on the bar width (section 4.2). We
derived a formal criterium specifying the minimal number of training ex-
emplars (equation (4.1)). We found that the necessary number of training
exemplars depends marginally on the frequencies used in the difference of
Gaussians filters (section 4.2).
2. The categories VisNet builds out of the training exemplars do not depend
on the order of the exemplars during training (section 4.3). Instead,
the external sorting of the training exemplars done to train the SVM
classifier defines the categories VisNet establishes. This indicates that
the SVM classifier dominates the association the trace rule is supposed to
build between training exemplars. We observed this effect both for simple
objects and for complex, natural images.
3. VisNet’s performance in a simple translation invariant identification task
with one dimensional bars could not be improved by a regional filter
scheme (section 4.4).
4. The performance of VisNet in a simple translation invariant identifica-
tion task with one dimensional bars depends marginally on the trace rate
(section 4.5). The sole exception is η = 1. In this case the network
performance is clearly worse. Especially, the pure Hebbian learning rule,
i. e. η = 0, is as good as the trace rule. Hence, for the translation invariant
recognition of 1D bars a trace learning rule is not needed. In this case a
pure Hebbian rule is sufficient.
5. A test with one dimensional bars in different widths showed that VisNet
is in principle able to perform scale invariant identification (section 4.6).
In section 3.3, we discussed several performance measures for VisNet. Rolls
proposed two different performance measures for VisNet: the stimulus specific
information and the multiple cell information [Rolls and Milward, 2000]. Com-
paring them with the classical information theory and a support vector machine
revealed that:
1. Maximizing the stimulus specific information results in maximizing the
Shannon information. Therefore, a network maximizing the stimulus spe-
cific information fulfills Linsker’s infomax principle.
2. The stimulus specific information and the multiple cell information access
only the information contained in responses of single neurons. They do not
capture the information contained in the correlation between responses of
different neurons. Therefore, even if a network does not have maximal
stimulus specific information, its responses can be classified correctly by
a support vector machine. A support vector machine optimally uses the
distributed responses generated by VisNet.
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In summary, we showed that VisNet has good learning abilities. It is very
flexible and reliable in building categories. A main ingredient for this is the
power of the support vector machine. However, VisNet’s generalization behav-
ior displays major problems. VisNet identifies an object shown in a different
positions and size than in training only under specific conditions. The reason
for this may be that VisNet does not extract transformation invariant features
from the images. VisNet purely relies on the temporal association, given by
the trace learning rule, to extract the transformation from the input image.
We showed that the temporal association established by the trace learning rule
is not very strong. The temporal association can easily be dominated by a
support vector machine, which we used as classifier. The weak temporal asso-
ciation might cause the problems in VisNet’s generalization behavior.
The generalization problems of VisNet triggered our development of a new
neural network model for invariant object identification. Starting point for an
improved generalization behavior was the search for an operation that extracts
image features that are invariant under shifts, rotations, and scalings. Extract-
ing invariant features guarantees that an object seen once in a specific pose can
be identified in any pose.
In the third and main part of this thesis (chapters 5 and 6) we developed a
Fourier filter (section 5.4) that processes an image in the following steps:
1. a logarithmic polar Fourier transform with an adaptive bandpass,
2. a classical Fourier transform,
3. a normalization.
The filter output is identified by a minimal distance classifier with one randomly
chosen reference exemplar per object (section 5.9).
We proved that this filter is invariant under shifts and two dimensional rotations
within the image plane and approximately invariant under scalings (sections 5.5,
5.6, and 5.7).
On the one hand, psychological findings suggest that a Fourier analysis is used
in the visual cortex for invariance purposes [Blakemore and Campbell, 1969;
Campbell and Robson, 1968; Cavanagh, 1978; Maffei and Fiorentini, 1973, 1977;
Pollen et al., 1971; Pollen and Ronner, 1975; Vol et al., 1990]. On the other
hand, various studies point to several flaws in the concept of Fourier transform
in visual perception [Burton, 1976; Cavanagh, 1978; Pollen et al., 1972; Tol-
hurst, 1972]. While the final status of the hypothesis that the visual cortex
uses Fourier analysis awaits further evidence, many object recognition models
using the Fourier transform have been proposed [Carl and Hall, 1972; Casasent
and Psaltis, 1976; Chen et al., 2009; Direkoğlu and Nixon, 2008; Kelly and Mag-
nuski, 1975; Persoon and Fu, 1977; Wolberg and Zokai, 2000] – an overview is
found in [Wood, 1996].
All these models do not solve the whole problem of modeling invariant recog-
nition in the visual cortex. Some models operate in the continuous space, for
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example [Wang et al., 2007], neglecting the fact that the visual system is dis-
crete. Other models require extensive preprocessing of the image. Such an
extensive preprocessing is neurophysiologically implausible. The retina does a
little bit of preprocessing. A better approach in modeling is to include the
retina and the processing done there, so that there is no reason for any addi-
tional preprocessing.
More crucial is that all previous Fourier based models do not provide a neural
network implementation. One reason is that there is, up to now, no acceptable
solution for computing the discrete Fourier transform in a neural network. The
sole proposal by Velik [2008] requires complex weights and is thus neurophysi-
ologically implausible. However, for a plausible model of the visual system its
implementation in a neurophysiologically plausible neural network is the most
fundamental requirement.
Therefore, we developed an invariant filter, that is in addition implemented
in a neurophysiologically plausible network (section 5.8). Due to the limited
computational power of neurons, they presumably perform only simple mathe-
matical operations. Thus, we had to cope with the following problems:
1. There are complex weights in the computation of the Fourier transforms.
2. A squaring operation is needed for computing the power spectra.
3. A division is needed for the normalization.
We circumvented these problems and developed a neurophysiologically plausi-
ble neural network that implements our Fourier filter.
In order to judge the quality of the performance of our network given the
results of the minimal distance classifier, we defined two suitable performance
measures: the within-category distance and the between-category distance (sec-
tion 5.9).
In chapter 6 of this thesis we investigated the properties of our neural net-
work model. Our neural network model shows translation, two dimensional
rotation, and scale invariant identification both for simple geometric objects
and for complex, natural images. This result is particulary interesting since
the mathematics of our model prove exact shift and two dimensional rotation
invariance, but only an approximate scale invariance. However, experiments
demonstrated that the approximation of the scale invariance is sufficient to
identify even complex objects in different sizes. Experiments revealed that
both for simple objects and complex, natural images the within-category dis-
tance is low. This indicates that the exact choice of the reference exemplar,
used in the classifier, has nearly no effect. This is important because the refer-
ence exemplar is usually chosen at random. And in the human visual system,
an object identity is not built on the basis of specific object view. Additionally,
we showed that our model can handle a limited amount of noise in the image.
It can identify simple geometric object in the presence of random noise as long
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as the noise density is not too high. This is surprising. Our model has no built
in mechanism to deal with noise and or to eliminate it from the image. Dealing
with noise is a crucial property of the human visual system. The ability to
identify images in presence of noise makes our model further realistic as model
of the visual system.
7.2. Outlook
There is still further work to do both for Rolls’ VisNet model and for our Fourier
model.
Regarding VisNet, the influence of the trace rate η on the network perfor-
mance is still not known. As we discussed before, VisNet strongly depends on
the temporal association given by the trace learning rule to achieve invariance
and category building. We showed that for η = 0.8 the temporal association is
so weak that it can be easily dominated by a support vector machine classifier.
Additionally, we revealed that VisNet’s in a simple translation invariant identi-
fication task depends only marginally on the trace rate. Especially, we showed
that a pure Hebbian rule is as good as the trace rule. The sole exception was
the case η = 1. It is still unclear why in this case the network performance is
clearly worse. A full understanding of how the network performance does de-
pend on the trace value η is missing. Further experiments have to be conducted.
Regarding our Fourier model, the crucial point to work on is learning. At
the moment, our does not exhibit learning. Up to now, invariant object identi-
fication is achieved by hard-wired connections in the neural network. However,
a plausible model of human object identification should be able to learn these
connections. In our neural network only four different types of connections have








A. The Neurophysiology of Vision
This chapter summarizes the basics of the neurophysiology of visual processing
in humans. Some of the reasoning done in this thesis relies on a basic knowledge
visual neurophysiology, for example, the review of object recognition models
(chapter 2) and the description of Rolls’ theory of visual processing (chapter 3).
A.1. The Visual Pathway
Most likely, the best way to describe the neurophysiology of human vision is to
follow the visual pathway of the central nervous system, along which a visual
percept is processed. This visual pathway transmits information along two pri-
mary pathways, called the dorsal and ventral stream [fig. (A.1)].
The dorsal stream starts in the visual areas of the occipital cortex (V1,
V2), traverses along V5 / MT areas, and ends in the posterior parietal cor-
tex [fig. (A.1)]. The dorsal stream is often called where or how pathway and
thought to be associated with motion, representation of object locations, and
control of the eyes and arms, especially when visual information is used to guide
saccades or reaching [Goodale and Milner, 1992].
The ventral stream starts in the visual areas of the occipital cortex (V1, V2),
traverses along area V4, and ends in the inferior temporal cortex [fig. (A.1)].
The ventral stream is often called what pathway and thought to be associated
with form recognition, object representation, and with storage in long-term
memory.
This dichotomy of the dorsal and ventral pathways was first defined by In-
gle et al. [1982]. A lot of research on the dorsal and ventral pathways and
the structures associated with them generally confirms the idea of two parallel
pathways that serve different functions [Desimone and Ungerleider, 1987; DeYoe
and Van Essen, 1988; Felleman and Van Essen, 1991; Goodale and Milner, 1992;
Kaas and Garraghty, 1991; Livingstone and Hubel, 1987, 1988; Martin, 1988;
Maunsell, 1987; Maunsell and Newsome, 1987; Van Essen et al., 1992; Zrenner
et al., 1990]. Most of the research on the idea of parallel pathways is based
on experiments with monkeys. Studies based on functional magnetic resonance
imaging (fMRI) confirm the idea that these parallel pathways exist in humans
as well [Haxby et al., 1994].
Although there is strong evidence that the ventral and dorsal pathways serve
different functions, the two pathways are not as separated as they may seem
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Figure A.1. Schematic structure of the visual pathway with dorsal and ven-
tral stream - adapted from Kandel et al. [1991].
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from figure [A.1]. There are many anatomical connections that create cross-
talk between the pathways [Boussaoud et al., 1990; Felleman and Van Essen,
1991; Nakamura et al., 1993; Ungerleider and Haxby, 1994; Van Essen et al.,
1992]. For example, signals from both the magno and parvo LGN layers reach
V4 in the ventral pathway [Maunsell et al., 1990; Merigan and Maunsell, 1993].
Neurophysiological studies demonstrate functional intermixing [Malpeli et al.,
1981; Nealey et al., 1991]. Behavioral studies contradict some of the proposed
functional segregation [Schiller et al., 1990b].
The most common method to evaluate the function of a specific brain area
is to search the patterns of light that is most effective in influencing it. These
patterns may no longer be the most effective at the next stage. From differ-
ences in responses at successive stages along the pathway one can gain some
understanding of the role each stage plays in visual perception.
In the following, we describe what is known about the function of the dif-
ferent stages of the visual pathway. According to the method mentioned above,
we emphasize what are the most effective stimuli in the different areas.
The description begins with the starting point of the visual experience – the
eye.
A.2. The Eye
The visual process begins when light reflected from objects enters the eye and is
focused by the cornea and lens to form a sharp image on the retina [fig. (A.2)].
The backs of our eyes are covered with an array of photoreceptors forming the
retina. These photoreceptors transform light photons into electrical impulses.
The retina contains two different types of photoreceptors - rods and cones. Pho-
toreceptor cells exhibit varying specificity to light wavelength, i. e. color, and
light intensity. Rods and cones are distributed differently on the retina. A small
area of the retina, the so called fovea, contains only cones. The density with
which the photoreceptors are packed onto the retina decreases as a function of
eccentricity from the fovea, i. e. the focal point of the incident light. This results
in a general drop in visual acuity [Tessier-Lavigne, 1991]. The point where the
optic nerve leaves the eye contains no photoreceptors and is therefore called the
blind spot.
Signals generated by the photoreceptors are passed via two intermediate neuron
types, i. e. bipolar and amacrine cells, to retinal ganglion cells [fig. (A.3)]. Reti-
nal ganglion cells are a type of neuron sitting in the retinal ganglion layer, a layer
near the inner surface of the retina. There are about 1.5 million retinal ganglion
cells in the human retina. With about 105 million photoreceptors per retina, on
average each retinal ganglion cell receives inputs from about 100 photoreceptors
sitting in a circular symmetric cluster. However, due to the changing density
of the photoreceptors, these number varies greatly as a function of retinal lo-
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Figure A.2. Schematic anatomy of the human eye from [Kandel et al., 1991].
cation. In the center of the retina, a single ganglion cell communicates with
approximately five photoreceptors. In the extreme periphery, a single ganglion
cell receives input from many thousands of photoreceptors.
Kuffler [1953] showed that ganglion cells have concentric, center-surround re-
ceptive fields, with an on center and an off periphery, or vice versa [fig. (A.4)].
The on and off areas within a receptive field are mutually counteractive. So,
a spot restricted to the center of the field is more effective than one covering
the whole receptive field [Barlow et al., 1957]. The great majority of cortical
cells gives little or no response to light stimuli covering most of the retina. In
contrast, small spots in a restricted retinal region evoke quick responses [Hubel,
1959]. The regions on the retina over which the ganglion cells respond vary and
overlap with those of many other cells. Although locally variable, the overall
trend is for the size of the sensitive region, i. e. receptive fields, of these cells
to become larger as their focus is centered more into the periphery of the vi-
sual field. This is in accord with the drop in the number of photoreceptor cells
mentioned above.
Retinal ganglion cells vary significantly in terms of their size, connections, and
responses to a visual stimulation. Based on their projections and functions,
there are at least five main classes of retinal ganglion cells [Kandel et al., 1991]:
• midget (parvocellular / P pathway / A cells),
• parasol (magnocellular / M pathway / B cells),
• bistratified (koniocellular, K pathway),
• other ganglion cells projecting to the superior colliculus for eye move-
ments,
• photosensitive ganglion cells.
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Figure A.3. Schematic anatomy of the primate retina from [Bruce et al.,
2003].
(a) center off – surround on (b) center on – surround off
Figure A.4. Schematic description of the center-surround receptive fields of
retinal ganglion cells.
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The midget and the parasol retinal ganglion cells are the most important ones.
The midget retinal ganglion cells project to the parvocellular layers of the lat-
eral geniculate nucleus (LGN). They receive inputs from relatively few rods and
cones. They have slow conduction velocity and respond to changes in color, but
respond only weakly to changes in contrast unless the change is great.
Parasol retinal ganglion cells project to the magnocellular layers of the lat-
eral geniculate nucleus. They receive inputs from relatively many rods and
cones. They have fast conduction velocity, and can respond to low-contrast
stimuli, but are not very sensitive to changes in color. And they have much
larger receptive fields.
A.3. The Lateral Geniculate Nucleus
The retinal ganglion cells project their information via the optic nerve directly
to the lateral geniculate nucleus (LGN). Both the left and the right hemisphere
of the brain have a LGN. Each LGN gets one half of its retinal input from one
eye and the other half from the second eye.
Ninety percent of the fibers in the optic nerve arrive at the LGN. The other
ten percent travel to the superior colliculus, a structure involved in controlling
eye movements. However, not only retinal input arrives at the LGN. The LGN
also receives input from the cortex, from the brain stem, from other neurons
in the thalamus, and from other neurons in the LGN [fig. (A.5)]. Thus, the
LGN receives information from many sources, including back-projections from
the cortex. The LGN receives more input back from the cortex than it receives
from the retina [Sherman and Koch, 1986; Wilson et al., 1984]. The LGN sends
its output to the cortex [Goldstein, 2002]. The output the LGN sends to the
cortex is weaker than the input it receives from the retina. This is a hint that
one of the purposes of the LGN is to regulate neural information flows from the
retina to the cortex [Goldstein, 2002].
Although the LGN itself also receives inputs from cortical as well as retinal
cells, the receptive fields of LGN cells mirror those of the retinal ganglion cells
in both their symmetry and selectivity [Derrington et al., 1984; Derrington and
Lennie, 1984; DeValois et al., 1966; Wiesel and Hubel, 1966].
The LGN has a special, laminar structure [fig. (A.7)]. Both the right and the
left LGN consist of six different layers. Layers two, three, and five of each LGN
get their signals form the eye on the same side of the body as the LGN. Layers
one, four, and six get their signals from the eye on the opposite side of the
body. By sorting the signals from the two eyes in different layers within the
two LGNs, the information from the right and the left eye is kept separated in
both LGNs.
The six layers of the LGNs can be grouped in two classes according to the type
of retinal ganglion cells that projects to the layer [Mason and Kandel, 1991].
The inner two layers (one and two) of the LGNs are called magnocellular layers
A.3. The Lateral Geniculate Nucleus 161
Figure A.5. Schematic structure of the inputs and outputs of an LGN cell
adapted from [Goldstein, 2002]. Inputs come from the optic
nerve (retina), from the thalamus (T), other LGN neurons (L),
and the brain stem. Excitatory synapses are indicated by −⊂
and inhibitory ones by .
and the outer four layers (three, four, five, six) are called parvocellular lay-
ers. The magno- and parvocellular layers convey a very different type of visual
information [Schiller et al., 1990a]. Their properties can be summarized as
follows:
magnocellular
– large cell bodies
– rapid response time
– highly sensitive to variations in luminance
– large receptive fields, i. e. low acuity
– insensitive to the precise wavelength of incident light, i. e. color blind
parvocellular
– small cell bodies
– slow response time
– low sensitivity to small luminance differences
– small receptive fields, i. e. high acuity
– highly sensitive to light wavelength, i. e. color sensitive
The LGN is organized in a so called retinotopic map. The connections enter-
ing the LGN are arranged such that connections carrying information from the
same area of the retina end up in the same area of the LGN. By this structure,
a map of the retina on the LGN is created such that each location on the LGN
corresponds to a location on the retina, and neighboring locations on the LGN
correspond to neighboring locations on the retina. This retinotopic map occurs
in all six layers in both LGNs. The retinotopic maps of the different layers are
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Figure A.6. Receptive field of a simple cell. It responds best to a vertical
bar covering the excitatory area of the receptive field (A) and
responds less as the bar is tilted so that it covers the inhibitory
area (B), (C). Figure adapted from [Goldstein, 2002]
lined up with one another, such that cells addressing the same retina location
lie on-top of each other [Mollon, 1990].
A.4. The Primary Visual Cortex
The LGN projects directly to the primary visual cortex V1. The V1 is vastly
more complex than the LGN. The V1 contains over 250 million neurons, com-
pared to one million in the LGN [Connolly and Van Essen, 1984; Spear et al.,
1996]. The neurons in V1 are specialized to respond best to specific, basic
aspects of stimuli, such as orientation, movement, and size.
A.4.1. Receptive Fields in V1
The cells in V1 can be divided according to their type of receptive field into
three categories: simple cells, complex cells, hypercomplex cells.
Simple Cells
Simple cells have center-surround receptive fields with elongated excitatory and
inhibitory areas lying adjacent and parallel to each other [Hubel and Wiesel,
1962, 1968]. In some cells, there is just one excitatory and one inhibitory area,
while in others there are three or more parallel antagonistic areas. These cells
perform a linear summation of light intensity in their fields. This makes a
simple cell sensitive to the contrast and position ,or phase, of a grating. And,
because of the elongated form of the receptive field, it responds best to a bar of
light with a particular orientation, in which the bar is aligned with the length
of the receptive field [fig. (A.6)]. This orientation tuning is very narrow and
fine, so that turning the stimulus by more than 20◦ away form the preferred
orientation of the simple cell will greatly reduce the cell’s firing rate.
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Complex Cells
Complex cells, like simple cells, respond best to bars of a particular orientation.
In contrast to simple cells, the defining property of complex cells is that they
respond to a suitably oriented stimulus no matter where it lies in the receptive
field. This property is called phase invariance and implies that the receptive field
cannot be divided into distinct excitatory and inhibitory areas. This property
was tested by DeValois et al. [1982] with a grating moving through the receptive
field. It turned out that for a simple cell the response will rise and fall as the
peaks and troughs of the grating pass the boundaries between the excitatory
and inhibitory areas in the receptive field of the simple cell. In contrast, it
turned out that the response of a complex cell will stay constant at a high
level. Furthermore, many complex cells respond best to particular direction of
movement of the grating.
Hypercomplex cells
The third of class of cells in V1 are so called hypercomplex or end-stopped
cells [Hubel and Wiesel, 1965]. They respond best to moving lines of a specific
length or to moving corner or angles. They will not fire if the stimulus is too
long.
On the way from the retina trough the LGN to V1, we described different
types of cells: retinal ganglion cells, simple cells, complex cells, and hypercom-
plex cells. Comparing the different types of cells reveals that as farer one travels
from the retina, neurons fire to more complex stimuli. Retinal ganglion cells
respond best to spots of light, whereas end-stopped cells respond best to bars
of a certain length moving in a certain direction. Later on, it will turn out that
the preferred stimuli get even more complex as moving further along the visual
pathway [Goldstein, 2002].
A.4.2. Functional Architecture of V1
The most basic property of the functional architecture of V1 is an orderly retino-
topic mapping of the visual world onto the surface of V1 [Talbot and Marshall,
1941], like in the LGN. Thereby, the left LGN maps to the left V1 and the right
LGN to the right V1. The retinotopic map is not metrically accurate. The
cortical area devoted to the central part of the visual field is proportionally
much larger than that devoted to the periphery. This is mainly a consequence
of the greater density of retinal ganglion cells in the central retina. In V1, as
in the retina, receptive fields corresponding to the center of the visual field are
smaller than that corresponding to the periphery of the retina.
Perpendicular to its surface V1 is organized into so called oriented columns
[fig. (A.7)], which have been discovered by Hubel and Wiesel [1972]. All cells in
one column have a receptive field that corresponds to the same retina position
and is tuned to the same orientation.
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Figure A.7. Laminar structure of V1 – from [Kandel et al., 1991].
Additionally, V1 has a laminar structure [fig. (A.7)]. Parallel to the surface
V1 is organized in six different layers. Layer four consists of three sublayers
4A, 4B, 4C. The sublayer 4C itself consists of two sublayers 4Cα, 4Cβ.
In V1 the segregation of the magno- and parvocellular pathway is perpetu-
ated [Hubel and Wiesel, 1972]. Cells in the magnocellular LGN layers project
to layer 4Cα, which projects to layer 4B and then projects to V2.
LGN magnocellular layers → 4Cα → 4B → V 2
In the magnocellular pathways neurons appear orientation selective and sensi-
tive to the direction of movement of stimuli. This is typical for complex cells.
In layer 4B hypercomplex cells are found, which appear most responsive not
only to directed movement, but to termination of the oriented contour as well.
The cells in the parvocellular LGN layers project to V1 layer 4Cβ , which projects
to layer two and three, and from there to V2.
LGN parvocellular layers → 4Cβ → layer 2 and 3 → V 2
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In layer two and three of V1 stimulus form and color appear segregated.
Layer two, three, and to some extend layer 4A, are divided into distinct re-
gions called blob and interblob regions [Livingstone and Hubel, 1988]. The
blob regions contain color and brightness sensitive, orientation insensitive neu-
rons [Hendrickson et al., 1981; Livingstone and Hubel, 1984; Ts’o and Gilbert,
1988]. The interblob region is the region surrounding the blobs. The interblob
region contains orientation sensitive cells tuned to detect edges in both contrast
and color, although the precise choice of color forming the contour is usually
unimportant [Gouras and Krüger, 1979]. Incorporating the blob and interblob
regions in the parvo- and magnocellular pathway gives the following scheme
[Livingstone and Hubel, 1988]:
LGN magno → 4Cα → 4B → V 2
LGN magno → 4Cα → blob → V 2
LGN parvo → 4Cβ → interblob → V 2
LGN parvo → 4Cβ → blob → V 2
Cells in V1 have most often monocular receptive fields. Therefore, they re-
spond more strongly to stimuli in one eye than in the other. They are said
to show ocular dominance [LeVay et al., 1975]. This distinguishes V1 from
other stages of the visual pathway having binocular receptive fields, responding
to a stimulus if it is presented in either eye. In V1 cells sharing the ocular
dominance (either for the left or the right eye) are grouped together into bands
that form an alternating pattern of right- and left-eye band running across the
cortex.
Another important point to note about the functional architecture of V1 are
the horizontal connections within V1. The systems of oriented columns in V1
communicates by means of horizontal connections that link cells within a layer
[Gilbert et al., 1990; Gilbert and Wiesel, 1989; Rockland and Lund, 1983; Ts’o
et al., 1986]. The functional importance of these horizontal connections lies in
the integration of information over many millimeters of cortex [Gilbert et al.,
1990; Gilbert and Wiesel, 1989]. As a result, a cell can be influenced by stimuli
outside its normal receptive field.
To summarize V1 has at least three major functions [Kandel et al., 1991]:
• It splits the visual world into short line segments of various orientations,
as an early step in the process thought to be necessary for discrimination
of form and movement.
• It segregates information about color from that about form and move-
ment.
• It combines the input from the two eyes as a step in a sequence of trans-
formations necessary for depth perception.
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Figure A.8. V2 consists of thick an thin dark stripes separated by paler inter-
stripes containing form, color and stereoscopic depth sensitive
cells [Livingstone and Hubel, 1982]. The stripes and interstripes
receive their input from different layers in V1 [Sharp and Philips,
1997].
Although there is a significant direct projection from V1 to the middle temporal
area MT, the major projection site is V2. Next, we describe what is know about
the neurophysiology of V2.
A.5. V2
The visual area two (V2), also called prestriate cortex, receives strong feedfor-
ward connection from V1. V2 has strong forward connections to V3, V4, and
V5, but also strong feedback connections to V1.
V2 consists of thick and thin dark stripes separated by paler stripes, so called
interstripes [Livingstone and Hubel, 1982], as depicted in figure [A.8].
The thick stripes contain form cells. They receive their input form the M cells
of layer 4B in V1 [Sharp and Philips, 1997]. They are orientation and direc-
tionally sensitive, but are seldom end stopped. They show a strong response to
retinal disparity.
The thin stripes receive their input form the blob cells of the P system in layers
2 and 3 of V1. The thin stripe cells show no orientation selectivity, but a high
proportion of them are color coded, with double opponent center-surround type
receptive fields.
The interstripes of V2 receive their input from the P cells in the interblobs
of layers two and three of V1. The interstripes cells are orientation, but not
directionally selective and approximately half of them are end-stopped. And
interstripe cells They respond to difference in color or luminance, but are not
specifically color coded.
An interesting property of V2 cells, studied by Peterhans and von der Heydt
[1989a,b], is their response to illusory contours – a psychophysical phenomena
extensively studied earlier by Kanizsa [1979]. In their studies 32 % of cells in V2
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Figure A.9. Examples of illusory contours seen across gaps (left) and due to
the collinearity of line terminations (right) as studied by Peter-
hans and von der Heydt [1989a] - figure from [Wallis, 1994].
responded to contours extending across gaps and 44 % responded to contour
defined by the collinearity of line terminations [fig. (A.9)]. In contrast, only
around 2 % of cells tested in V1 showed any response to such contours.
In summary, V2 has many functional properties in common with V1. Cells
are tuned to simple properties such as orientation, spatial frequency, and color.
The responses of many V2 neurons are also modulated by more complex prop-
erties, such as the orientation of illusory contours and whether the stimulus is
part of the figure or the ground [Qiu and von der Heydt, 2005].
Recent research revealed additional properties of V2 cells. V2 cells show a
small amount of attentional modulation (more than V1, less than V4). They
are tuned for moderately complex patterns. And they may be driven by multi-
ple orientations at different subregions within a single receptive field.
A.6. V3
Visual area V3 receives its inputs from V1, mainly from layer 4B, and from V2
[Burkhalter et al., 1986; Felleman and Van Essen, 1987; Van Essen et al., 1986;
Zeki, 1978a,b]. The input to V3 comes both from the magno- and parvocellular
pathway. There is evidence for mixing of parvo- and magnocellular LGN signals
in V3 [Gegenfurtner et al., 1997]. Therefore, V3 may represent an important
site for integration and transformation of visual signals [Gegenfurtner et al.,
1997]. Zeki [1993] suggested that V3 is important for dynamic form analysis.
V3 contains many directionally selective cells [Felleman and Van Essen, 1987],
more in fact than any other area, except MT [Albright, 1984; Dubner and Zeki,
1971]. Since no strong directional selectivity can be found for cells in layer 4 of
V3, the layer in which the bulk of V1 and V2 inputs terminate, this property
seems to be developed within in V3 [Gegenfurtner et al., 1997]. Similar to area
V2 most cells in V3 are orientation selective. The distribution of orientation
bandwidths is similar to that found in V2 [Gegenfurtner et al., 1997]. Neurons
in V3 prefer lower spatial and higher temporal frequencies than V2 neurons.
Contrast thresholds of V3 neurons are extremely low. Achromatic contrast sen-
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sitivity is much higher than in V2, and similar to that found in MT. Several
properties related to higher level motion analysis first appear in area V3. Evi-
dence for higher-order form analysis done in V3 has been found [Felleman and
Van Essen, 1987]. Other experimental results suggest that area V3 might be
an important side for the development of pattern motion selectivity. Cells exist
in V3 that are pattern selective only. But V3 contains also a greater number
of cells that respond to the pattern motion as well as the component motion
[Gegenfurtner et al., 1997]
The presence of these different kinds of selectiveness for stimulus attributes
is consistent with the pattern of V3’s cortical connections to both areas V4 and
MT.
A.7. V4
V4 consists at least of four regions: left and right dorsal V4, left and right
ventral V4. The cells of V4 receive their input from the thin stripes and inter-
stripes of V2 (P pathway). Thus, V4 cells are involved both in color and form
vision [Sharp and Philips, 1997]. The firing properties of V4 were first described
by Semir Zeki in the late 1970s, who also named the area. He found a strong
color selectivity in V4 [Dubner and Zeki, 1971]. It is not known whether the
segregation of color and orientation selectivity seen in the P pathway of V2 is
maintained within V4. V4 is in many aspects similar to V1. Unlike V1, V4
is tuned for object features of intermediate complexity, like simple geometric
shapes. V4 is not tuned for complex objects such as faces, as are area in the IT.
V4 is the first area in the ventral stream with strong attentional modulation
[Moran and Desimone, 1985]. So, it seems that V4 contributes to several dif-
ferent aspect of visual information processing, including higher level functions
that involve stimulus selection and attentional mechanisms [Schiller, 1994].
A.8. V5 / MT
The visual area V5 is also known as visual area MT (middle temporal). It is
thought to play a major role in the perception of motion, the integration of
local motion signals into global percepts, and the guidance of eye movements
[Felleman and Van Essen, 1991].
MT is connected to a wide array of cortical and subcortical brain areas. Cortical
feedforward inputs to MT come from several areas, including V1 (here mainly
from layer 4B), V2 (mainly from the thick stripes), and V3 [DeYoe and Van
Essen, 1985; Felleman and Van Essen, 1991; Maunsell and Van Essen, 1983c;
Shipp and Zeki, 1985, 1989a,b]. The indirect input to MT, i. e. input not coming
directly from V1, also originates in V1 but from a mostly separate population
of neurons within layer 4B [Sincich and Horton, 2003]. A small input to MT
comes directly form the LGN, mainly form koniocellular neurons [Sincich et al.,
2004; Stepniewska et al., 1999]. A standard view is that V1 provides the most
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important input to MT [Born and Bradley, 2005]. However, several studies
showed that neurons in MT are capable of responding to visual information
after V1 has been destroyed [Rodman et al., 1989]. Semir Zeki et al. suggested
that some visual information may reaches MT before it enters V1.
MT is retinotopically organized, each hemisphere containing a more or less
complete map of the contralateral visual hemifield with a marked emphasis of
the fovea and a bias toward the lower quadrant of the visual field [Maunsell
and Van Essen, 1987]. Within this relatively crude retinotopic map, there exist
at finer spatial scales several other organizations concerning natural tuning for
different stimulus parameters [Born and Bradley, 2005]. MT is organized in
direction columns with smooth changes in the preferred directions of neurons
in the different columns [Albright et al., 1984; Dubner and Zeki, 1971]. Su-
perimposed on the directional columns are columnar zones of strong and weak
binocular disparity tuning. Within the zones of strong disparity tuning the
preferred disparities vary in a smooth manner [DeAngelis and Newsome, 1999].
The visual responses of MT neurons are determined principally by five proper-
ties of the stimulus [Born and Bradley, 2005]:
• retinal position,
• direction of motion [Dubner and Zeki, 1971; Maunsell and Van Essen,
1983a],
• speed of motion [Dubner and Zeki, 1971; Maunsell and Van Essen, 1983a],
• binocular disparity [Maunsell and Van Essen, 1983b],
• stimulus size (due to surround suppression).
Overall, MT does not appear to detect or measure visual motion. This com-
putation occurs in V1. It also does not elaborate substantially on this basic
signal. For example, direction tuning is not much sharper in MT, and speed
tuning is not much broader. However, MT can do more than V1. One of MT’s
main functions above and beyond V1 is integration and segmentation [Movshon
et al., 1985]. Having larger receptive fields than V1, MT can combine infor-
mation over space, integrate V1 inputs and combine them to compute pattern
motion. Its opponent mechanisms probably have a noise reducing effect [Born
and Bradley, 2005]. This fits to lesion studies suggesting that MT plays an
important role in motion perception and eye movements [Baker et al., 1991;
Hess et al., 1989]. However, the idea that MT deals only with segmentation
and integration is not sufficient. MT is also involved in the computation of
structure [Siegel and Andersen, 1988].
There is still much controversy over the exact form of the computation car-
ried out in MT [Wilson et al., 1992]. And some research suggests that feature
motion is in fact already available at lower levels of the visual system such as
V1 [Pack et al., 2003; Tinsley et al., 2003].
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Figure A.10. Neurons in the same column of IT cortex tend to respond to
similar stimuli [Young, 1995] - figure from [Goldstein, 2002].
A.9. The Inferior Temporal Cortex
In the inferior temporal cortex (IT), the receptive field size increases dramat-
ically as a function of the distance along the temporal lobe. It is around 4◦
just before IT in V4. It rises to about 16◦ in posterior IT. And it ultimately
reaches as much as 150◦ in the more anterior section of IT [Perrett and Oram,
1993; Rolls, 1992]. These huge receptive field sizes mirror the cells’ tolerance to
changes in the position of their preferred stimuli. Other transformations which
may be tolerated by IT cells include changes in viewing angle, image contrast,
size, depth and the spatial frequencies present in visual images [Azzopardi and
Rolls, 1989; Hasselmo et al., 1989; Perrett et al., 1982; Rolls and Baylis, 1986;
Rolls et al., 1985; Schwartz et al., 1983].
The IT contains both neurons selective for simple shapes, called primary cells,
and neurons selective for complex shapes, called elaborate cells [Ito et al., 1995;
Kobatake and Tanaka, 1994; Tanaka, 1993; Tanaka et al., 1991]. Within the
IT, a special area, called fusiform face area, which contains neurons that are
selective for faces. As depicted in figure [A.10], the IT neurons are arranged
in columns with cells responding to similar shapes in the same column [Fujita
et al., 1992].
Lesion studies showing that damages of IT result in different forms of agnosia,
e. g. face agnosia [Damasio et al., 1990], support the idea that IT is selective
for complex objects and exhibits a broad transformation invariance.
B. Elements of Information Theory
In this chapter, we recall those basics of information theory which are used in
the discussion of the information theoretic performance measures in section 3.3.
B.1. The Shannon Information
The following standard definition of the Shannon information can be found, for
example, in the comprehensive book of Cover and Thomas [1991].
Definition B.1 (Shannon Information [Cover and Thomas, 1991])
The Shannon information I(S,R) is the information between the stimulus











Here, P (r, s) is the joint probability of the response r ∈ R and the stimulus
s ∈ S, P (r) is the probability of the response r ∈ R, and P (s) is the probability
of the stimulus s ∈ S.
The following lower and upper bounds for the Shannon information can be
found in [Cover and Thomas, 1991].
Lemma B.1 (Lower Bound [Cover and Thomas, 1991])
For the Shannon information the following lower bound exists:
I(S,R) ≥ 0
Lemma B.2 (Upper Bound [Cover and Thomas, 1991])
For the Shannon information the following upper bound exists:
I(S,R) ≤ log2(NS) where NS := |S|
B.2. The Stimulus Specific Information
The following definition of the stimulus specific information was introduced by
Rolls [2007].
Definition B.2 (Stimulus Specific Information [Rolls, 2007])
The stimulus specific information I(s,R) of a neuron for a specific stimulus
s ∈ S is the information between this stimulus and the set R containing all
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Here, P (s|r) is the probability that the considered neuron has the response
r ∈ R given that the stimulus was s ∈ S.
Lemma B.3
For the stimulus specific information the following lower bound exists:
I(s,R) ≥ 0
Proof
Since P (r|s) is a probability mass function, for all s ∈ S and for all r ∈ R holds
that:
0 ≤ P (r|s) ≤ 1
According to [Cover and Thomas, 1991], for n positive numbers a1, . . . , an and








































Rolls and Milward [2000] proved the following lemma that relates the stimulus
specific information to the Shannon information.
Lemma B.4 ([Rolls and Milward, 2000])






With this relationship, we can easily prove the following upper bound for the
stimulus specific information of a neuron.
Lemma B.5
For the stimulus specific information the following upper bound exists:
I(s,R) ≤ log2(NS) where NS := |S|
Proof




P (s)I(s,R) ≤ log2(NS)
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Since P (s) ≥ 0 as probability function and I(s,R) ≥ 0 according to lemma B.3,
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W. Köhler (1921). Intelligenzprüfungen an Menschenaffen. Springer.
Wallis, G. (1994). Neural Mechanisms Underlying Processing in the Visual
Areas of the Occipital and Temporal Lobes. PhD thesis, Oxford University.
Wallis, G. (1996a). How Neurons Learn to Associate 2D-Views in Invariant
Object Recognition. Technical Report 37, Max Planck Institute for Biological
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