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Zusammenfassung
Verallgemeinerte Eigenwertprobleme von großen, dünn besetzten Matrizen treten in vielen Be-
reichen auf. Anwendungen hierfür findet man beispielsweise in der Finite-Elemente-Methode der
Mechanik. Die Dimension eines solchen Problems entspricht der Anzahl der Freiheitsgrade im
Finite-Elemente-Modell.
Zur Lösung eines solchen verallgemeinerten Eigenwertproblems sucht man ein möglichst effizien-
tes Verfahren, das die Struktur der Steifigkeitsmatrix und der Massenmatrix, die sehr dünn besetzt
sind, ausnutzt.
Ein Verfahren, das genau diese Problemstellung behandelt, ist das Jacobi-Davidson QZ Verfahren
für verallgemeinerte Eigenwertprobleme. Hierbei wird das verallgemeinerte Eigenwertproblem in
einen Unterraum projiziert, dessen Dimension viel kleiner ist als die des ursprünglichen Problems.
Das verallgemeinerte Eigenwertproblem wird in diesem Unterraum gelöst und diese Lösung ist
dann eine Näherungslösung des ursprünglichen Problems. Um das Ergebnis zu verbessern, muss
der Unterraum geeignet erweitert werden. Im nächsten Schritt wird das Problem in diesen erweiter-
ten Unterraum projiziert und wieder eine Näherungslösung bestimmt.
So erhält man schließlich die gewünschten Näherungen der Eigenwerte, ohne das ursprüngliche,
hochdimensionale Eigenwertproblem direkt lösen zu müssen.
Im Rahmen dieser Diplomarbeit wurde die bestehende Programmbibliothek PES (Parallel Eigen-
solver Library) um das Jacobi-Davidson QZ Verfahren erweitert, so dass jetzt auch verallgemeinerte
Eigenwertprobleme gelöst werden können.
Abstract
Generalized eigenvalue problems of large, sparse matrices turn up in many areas. For instance, re-
spective applications may be found in the finite element method of mechanics. The dimension is
equal to the number of degrees of freedom of the corresponding finite element model.
Solving such a generalized eigenvalue problem requires an efficient method using the sparse struc-
ture of both the stiffness and the mass matrix.
Amongst others the Jacobi-Davidson QZ method for generalized eigenvalue problems deals exactly
with this problem. Here it is projected into a subspace with a much lower dimension than that of the
original problem. So it can be solved with much better perfomance and approximates the solution
of the original problem. In order to get a more accourate approximation, the subspace has to be
extended suitably. Then the problem is projected in the now extended subspace again and another
approximation is calculated. Finally one gets the desired approximation of all eigenvalues without
having to solve the original, high dimensional eigenvalue problem directly.
In this diploma thesis the Jacobi-Davidson QZ method has been added to the existing library PES
(Parallel Eigensolver Library) so now generalized eigenvalue problems can be solved now as well.
Kapitel 1
Einleitung
Verallgemeinerte Eigenwertprobleme von großen, dünn besetzten Matrizen treten z.B. bei der An-
wendung von Finiten Elementen in der Mechanik auf. Dabei wird das Verhalten eines bestimm-
ten Materials unter Einwirkung von Kräften untersucht. Im Verlauf der Modellbildung treten dann
Gleichungen der Form
Ku = ωMu
auf. K ist die Steifigkeitsmatrix und M die Massenmatrix. Die i-te Komponente des gesuchten
Vektors u gibt die Auslenkung des i-ten Freiheitsgrades auf dem Finiten-Elemente-Gitter an.
ω steht dabei für die gesuchte Schwingfrequenz.
Die Dimension des Problems entspricht der Anzahl der Freiheitsgrade im Finite Elemente Modell.
Da zur genauen Beschreibung eines Materials Gitter mit ungefähr einer Million Punkte verwendet
werden, muss zur Lösung des verallgemeinerten Eigenwertproblems ein möglichst effizientes Ver-
fahren benutzt werden. Andererseits sind die Matrizen K und M nur sehr dünn besetzt und M hat
häufig sogar Diagonalstruktur. Diese Eigenschaften sollten bei der Wahl des Verfahrens berücksich-
tigt werden.
Häufig werden nur einige Eigenwerte nahe einem gegebenen Wert τ benötigt. Ein Verfahren, das
genau diese Problemstellung behandelt, ist das Jacobi-Davidson QZ Verfahren für verallgemeinerte
Eigenwertprobleme. Bei diesem Verfahren wird das verallgemeinerte Eigenwertproblem in einen
Unterraum projiziert, dessen Dimension viel kleiner ist als die des ursprünglichen Problems. Das
verallgemeinerte Eigenwertproblem wird in diesem Unterraum gelöst. Diese Lösung ist dann eine
Näherungslösung des ursprünglichen Problems. Um den Unterraum geeignet zu erweitern, muss
eine Korrekturgleichung gelöst werden. Anschließend wird das Problem in den erweiterten Unter-
raum projiziert und wieder die Näherungslösung bestimmt.
So erhält man schließlich die gewünschten Näherungen der Eigenwerte, ohne das ursprüngliche,
hochdimensionale Eigenwertproblem direkt lösen zu müssen.
Das Ziel dieser Arbeit ist, die bestehende Programmbibliothek PES (Parallel Eigensolver Library)
zu modifizieren, so dass auch verallgemeinerte Eigenwertprobleme gelöst werden können. Mit der
im Jülich Supercomputing Centre entwickelten Bibliothek PES war es bisher nur möglich Standard-
Eigenwerte von großen, dünn besetzten Matrizen zu berechnen. Bei allen Modifikationen sollte
identischer Code mit verschiedenen Compileroptionen sequentiell auf einem vorhandenen Linux-
Cluster oder parallel auf dem Superrechner JUMP, JUelich Multi Prozessor, ausführbar sein.
Für Standard-Eigenwerte benötigt man nur eine Systemmatrix, während das verallgemeinerte
Eigenwertproblem, wie oben dargestellt, aus zwei Systemmatrizen besteht. Daher musste zuerst
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3die zweite Matrix in das Programm integriert werden, bevor die eigentliche Implementation des
Verfahrens folgen konnte.
Kapitel 2 beschreibt die mathematischen Grundlagen. Hier wird z. B. der Unterschied zwischen
dem Standard-Eigenwertproblem und dem verallgemeinerten Eigenwertproblem erklärt.
In Kapitel 3 wird das Jacobi-Davidson Verfahren für verallgemeinerte Eigenwerte vorgestellt. Das
Kapitel beginnt mit einer kurzen Beschreibung des Verfahrens für Standard-Eigenwerte, das in PES
bereits verwirklicht ist. Anschließend folgt das Verfahren für verallgemeinerte Eigenwerte und der
dazu gehörende mathematische Hintergrund. Das Kapitel schließt mit einer Ausarbeitung der Unter-
schiede zwischen den beiden vorgestellten Verfahren zur Lösung des Standard-Eigenwertproblems
bzw. des verallgemeinerten Eigenwertproblems.
Kapitel 4 geht auf die Änderungen in der Speicherung und Aufteilung der Matrizen ein. Diese er-
geben sich aus der Integration der zweiten Systemmatrix.
Das Kapitel 5 beinhaltet die konkrete Realisierung des Verfahrens. Dazu werden Aufbau und Funk-
tionalität der neu entwickelten Unterprogramme und des gesamten Programms dargestellt.
In Kapitel 6 erfolgt eine Dokumentation der Testläufe und die daraus resultierende Performance
Analyse.
Kapitel 7 stellt die Benutzeranleitung für das modifizierte Programm bereit.
Kapitel 2
Mathematische Grundlagen
In diesem Kapitel werden die grundlegenden mathematischen Begriffe für das Jacobi-Davidson
Verfahren definiert. Dabei beziehen sich alle Definitionen auf die Menge der reellen Zahlen. Sie
können jedoch genauso auf den komplexen Zahlen betrachtet werden.
2.1 Das Eigenwertproblem
Definition 1. Seien A ∈ Rn×n eine Matrix, x ∈ Rn, x 6= 0 ein Vektor und λ ∈ R ein Skalar, die
die Gleichung
Ax = λx
erfüllen, dann nennt man λ Eigenwert und x Eigenvektor der Matrix A.
(λ, x) wird als Eigenpaar bezeichnet.
Die Programmbibliothek PES berechnet die gesuchten Eigenwerte mit Hilfe des Jacobi-Davidson
Verfahrens. Dieses Verfahren gehört zur Klasse der Unterraumverfahren.
Definition 2. U ⊂ Rn heißt Unterraum des Rn, falls gilt:
• U 6= ∅
• x+ y ∈ U ∀x, y ∈ U (Additivität)
• α · x ∈ U ∀x ∈ U, α ∈ R (Homogenität)
Ein Unterraum wird durch seine Basis festgelegt.
Definition 3. Seien U ⊂ Rn ein Unterraum und ui ∈ Rn, i = 1, ..., k, k < n Vektoren, dann heißt
{u1, ..., uk} Basis des Unterraums U , falls
• die Vektoren ui linear unabhängig sind
• die lineare Hülle L =
{∑k
i=1 αiui, αi ∈ R, i = 1, ..., k
}
= U ist.
Weiterhin bezeichnet man mit dim(U) = k die Dimension des Unterraums.
Projiziert man das n-dimensionale Problem in einen geeigneten Unterraum, so erhält man ein
m-dimensionales Problem. Hierbei ist m viel kleiner als n, damit eine einfachere Berechnung
möglich ist. Dies ist das Grundprinzip der Unterraumverfahren.
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Definition 4. Seien das Eigenwertproblem aus Definition 1 und die Unterräume U1, U2 ∈ Rn×m
gegeben, dann ist
UT1 (A− λ)U2s = 0 mit s ∈ Rm
das projizierte Eigenwertproblem.
Bemerkung 1. Sei (θ, x˜) die Näherung eines Eigenpaars. U2 heißt Suchunterraum, da x˜ ∈ U2
gesucht wird. U1 heißt Testunterraum, da für das Residuum r = Ax˜− θx˜ ⊥ U1 gilt.
Entspricht der Suchunterrraum dem Testunterraum, also U1 = U2 = U , so erhält man durch die
Projektion Ritzwerte.
Definition 5. Seien U ⊂ Rn ein Unterraum, A ∈ Rn×n eine Matrix, z ∈ U, z 6= 0 ein Vektor und
θ ∈ R ein Skalar, die die Ritz-Galerkin-Bedingung
Az − θz ⊥ U
erfüllen, dann nennt man θ Ritzwert und z Ritzvektor zu A bezüglich des Unterraums U . (θ, z) wird
auch als Ritzpaar bezeichnet.
Die Eigenwerte des projizierten Problems können z.B. durch eine Schurzerlegung bestimmt werden.
Definition 6. Eine teilweise Schurform der Dimension k der Matrix A ∈ Rn×n ist die folgende
Zerlegung:
AQk = QkRk
wobei Qk eine orthogonale (n× k) Matrix ist und Rk eine obere (k × k) Dreiecksmatrix.
Die Spaltenvektoren qi der Matrix Qk heißen Schurvektoren und das Paar (qi, λi) mit λi = Rk(i, i)
heißt Schurpaar.
Bemerkung 2. Sollen die Eigenwerte der Matrix A durch eine Schurzerlegung bestimmt werden,
so entspricht k aus Definition 6 der Anzahl der gesuchten Eigenwerte.
Gilt k = n, so spricht man von einer vollständigen Schurform und es werden alle n Eigenwerte
bestimmt.
Spezielle Unterräume sind die sogenannten Krylov-Räume.
Definition 7. Seien A ∈ Rn×n eine Matrix und r0 ∈ Rn ein gegebener Vektor, dann bezeichnet
Kk+1(A, r0) = span(r0, Ar0, . . . , A
kr0)
den von A über r0 erzeugten Krylov-Raum.
Bemerkung 3. Multipliziert man die Systemmatrix A von links mit einem Vektor q, der sich im
Krylov-Raum befindet, so liegt das Ergebnis im nächstgrößeren Krylov-Raum beziehungsweise im
gleichen Krylov-Raum, falls dieser A-invariant ist. Eine Erweiterung ist dann nicht mehr möglich.
Einige Verfahren, die mit diesen Krylov-Räumen arbeiten, sind die CG-artigen Verfahren. Zwei
dieser Verfahren (QMR, TFQMR) wurden unter anderem bisher zur Lösung der Korrekturgleichung
beim Jacobi-Davidson Verfahren für Standard-Eigenwerte verwendet.
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2.2 Das verallgemeinerte Eigenwertproblem
Definition 8. Seien A,B ∈ Rn×n Matrizen, x ∈ Rn, x 6= 0 ein Vektor und λ ∈ C ein Skalar, die
die Gleichung
Ax = λBx
erfüllen, dann nennt man λ Eigenwert und x Eigenvektor des Matrizenpaars (A,B).
(λ, x) wird als Eigenpaar bezeichnet.
Eigenwerte nach Definition 1 werden im weiteren Verlauf der Arbeit als Standard-Eigenwerte be-
zeichnet, damit der Unterschied zu den verallgemeinerten Eigenwerten deutlich wird.
Ist B regulär, so kann das verallgemeinerte Eigenwertproblem auf das Standard-Eigenwertproblem
B−1Ax = λx
zurückgeführt werden. Jedoch ist die Invertierung der Matrix B bzw. die Matrixmultiplikation
B−1A mit sehr hohem Aufwand verbunden. Darum wird die veränderte Problemstellung des ver-
allgemeinerten Eigenwertproblems gesondert untersucht.
Ist B singulär, kann es passieren, dass λ nicht endlich ist. Um auch unendliche Eigenwerte behan-
deln zu können, setzt man λ = α
β
. Den Eigenwert ∞ repräsentiert dann β = 0.
Bemerkung 4. Setzt man λ = α
β
in Definition 8 ein, so erhält man:
Ax = λBx ⇔ (βA− αB)x = 0
Das Paar 〈α, β〉 wird dann auch Eigenwert genannt.
Allerdings ist mit 〈α, β〉 keine eindeutige Darstellung gegeben, da (ξα, ξβ) für verschiedene ξ 6= 0
den gleichen Bruch bezeichnet. Daher soll zusätzlich gelten
β ∈ [0, 1] und |α|2 + |β|2 = 1
Analog zum Standard-Eigenwertproblem wird auch hier in einen Unterraum projiziert.
Definition 9. Seien das verallgemeinerte Eigenwertproblem aus Definition 8 und die Unterräume
U1, U2 ∈ Rn×m gegeben, dann ist
UT1 (A− λB)U2s = 0 mit s ∈ Rm
das projizierte, verallgemeinerte Eigenwertproblem.
Im Gegensatz zum Standard-Eigenwertproblem arbeitet man beim verallgemeinerten Eigenwert-
problem meist mit unterschiedlichem Such- und Testraum.
Bemerkung 5. Stimmen die Unterräume nicht überein, spricht man von Petrov-Paaren. Dabei wird
der Zusammenhang zum Petrov-Galerkin Ansatz deutlich.
Definition 10. Seien V,W ⊂ Rn Unterräume, A ∈ Rn×n eine Matrix, z ∈ V, z 6= 0 ein Vektor
und θ ∈ C ein Skalar, dann lautet die Petrov-Galerkin Bedingung beim verallgemeinerten Eigen-
wertproblem:
Az − θBz ⊥W
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Auch die Schurzerlegung kann auf das verallgemeinerte Eigenwertproblem übertragen werden.
Definition 11. Eine teilweise, verallgemeinerte Schurform der Dimension k eines (n × n) Matri-
zenpaars (A,B) ist die folgende Zerlegung:
AQk = ZkSk, BQk = ZkTk
wobei Qk und Zk orthogonale (n×k)Matrizen sind und Sk und Tk obere (k×k) Dreiecksmatrizen.
Die Spaltenvektoren qi der Matrix Qk heißen verallgemeinerte Schurvektoren und das Paar
(qi, 〈αi, βi〉) mit 〈αi, βi〉 = 〈Sk(i, i), Tk(i, i)〉 heißt verallgemeinertes Schurpaar.
Bemerkung 6. Sollen die verallgemeinerten Eigenwerte des Matrizenpaars (A,B) durch eine
Schurzerlegung bestimmt werden, so entspricht k aus Definition 11 der Anzahl der gesuchten
Eigenwerte.
Gilt k = n, so spricht man von einer vollständigen, verallgemeinerten Schurzerlegung.
Kapitel 3
Das Jacobi-Davidson Verfahren
Nach den mathematischen Grundlagen aus dem vorherigen Kapitel folgt nun das darauf aufbau-
ende Verfahren. Damit die Unterschiede zwischen dem Standard-Jacobi-Davidson Verfahren und
dem Jacobi-Davidson Verfahren für verallgemeinerte Eigenwertprobleme deutlich werden, wird im
folgenden kurz das Verfahren zur Bestimmung von inneren Standard-Eigenwerten beschrieben. Es
folgt eine ausführliche Darstellung des Verfahrens für innere, verallgemeinerte Eigenwerte und eine
Ausarbeitung der Unterschiede. Hierzu werden [1], [2], [3] und [4] herangezogen.
3.1 Jacobi-Davidson Verfahren für Standard-Eigenwerte
Das Jacobi-Davidson Verfahren für Standard-Eigenwerte basiert auf der Projektion in einem Such-
unterraum V = span(v1, ..., vm), wobei die vi orthonormal sind. So wird aus dem ursprünglichen
Eigenwertproblem der Dimension n
(A− λ)x = 0
das projizierte Eigenwertproblem
(V TAV − θV TV )u = 0.
der Dimension m. Aus der Lösung des projizierten Eigenwertproblems (θ, u) lässt sich dann das
Ritzpaar (θ, x˜ ≡ V u) berechnen. Dieses stellt eine Näherung des ursprünglichen Problems mit
Residuum r = (A− θI)x˜ dar.
Um die m Eigenwerte und -vektoren von M = V TAV berechnen zu können, wird folgende Schur-
zerlegung durchgeführt:
MS = ST, STS = I und T obere Dreiecksmatrix.
Die Eigenwerte von M sind nun die Diagonalelemente von T . Die Eigenvektoren sind die Spalten-
vektoren der Matrix S. Da wir uns nur für die Eigenwerte in der Nähe von τ interessieren, muss
die Konvergenz gegen einen anderen Eigenwert vermieden werden. Deswegen werden S und T so
sortiert, dass gilt:
|T1,1 − τ | ≤ |T2,2 − τ | ≤ . . . ≤ |Tm,m − τ |
Die Dimension des Unterraumes ist aus speichertechnischen Gründen auf mmax beschränkt. Sollte
diese Schranke erreicht sein, so muss ein Neustart durchgeführt werden. Damit wichtige Infor-
mationen über die Eigenwerte nicht verloren gehen, beträgt die Unterraumdimension nach einem
Neustart mmin. Der Unterraum, der die beste Information über die mmin Eigenwerte in der Nähe
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von τ beinhaltet, wird durch das Produkt der Matrix V mit den ersten mmin Spalten von S erzeugt.
Die neuen Basen vi müssen demnach wie folgt aus den alten Basen berechnet werden:
vi = V si,
wobei si die i-te Spalte von S bezeichnet.
Die Näherung für ein Eigenpaar wird akzeptiert, wenn die Norm des Residuums kleiner als ǫ ist.
Am Ende jeder Iteration wird eine orthogonale Korrektur t für die aktuelle Näherung u des Eigen-
vektors x berechnet, so dass
A(u+ t) = λ(u+ t).
So erhält man schließlich die Korrekturgleichung [5]
(I − uuT )(A− θI)(I − uuT )t = −r ≡ −(A− θI)u.
Diese wird näherungsweise gelöst. Im nächsten Iterationsschritt wird V mit Hilfe von t erweitert,
anschließend eine neue Projektion bestimmt und ein neuer Eigenwert berechnet.
Nach Beendigung des Jacobi-Davidson Verfahrens ist die Matrix A in ihre Schurform AQ = QR
zerlegt, wobei Q eine n × kmax orthogonale Matrix und R eine kmax × kmax Dreiecksmatrix ist.
Die gesuchten Eigenwerte stehen auf der Diagonalen von R und die zugehörigen Eigenvektoren
sind die Spaltenvektoren von Q.
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t = random, k = 0,m = 0, Q = [ ], R = [ ];
while k < kmax
w = (A− τI)t
for i = 1, ..,m
γ = wTi w, w = w − γwi, t = t− γvi
m = m+ 1, wm =
w
‖w‖2
, vm =
t
‖w‖2
for i = 1, ..,m− 1
Mi,m = w
T
i vm, Mm,i = w
T
mvi
Mm,m = w
T
mvm
Schurzerlegung M = STST mit S orthogonal und
T obere Dreiecksmatrix mit |Ti,i − τ | ≤ |Ti+1,i+1 − τ |
x = Sy, u˜ = V s1, µ = ‖u˜‖2,u = u˜µ2 , θ =
T1,1
µ2
, w˜ =Ws1,r =
w˜
µ
− θu,
a˜ = QT r, r˜ = r −Qa˜
while ‖r˜‖2 ≤ ǫ
R =
(
R a˜
0 θ + τ
)
Q = [Q,u], k = k + 1
if k = kmax then
stop
m = m− 1
for i = 1, ..,m
vi = V xi+1, wi =Wxi+1, xi = ei
M = unterer m×m Block von T
µ = ‖v1‖2, θ = T2,2µ2 , u = v1µ , r = w1µ − θu, a˜ = QT r, r˜ = r −Qa˜
if m ≥ mmax then
for i = 2, ..,mmin
vi = V si, wi =Wsi
M = führender mmin ×mmin Block von T
v1 = u˜, w1 = w˜, m = mmin
Q˜ = [Q,u]
löse t(⊥ Q˜) näherungsweise über : (I − Q˜Q˜T )(A− (θ + τ)I)(I − Q˜Q˜T )t = −r˜
Abbildung 3.1: Jacobi-Davidson QR Verfahren zur Berechnung von kmax inneren Eigenwerten bei τ
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3.2 Jacobi-Davidson Verfahren für verallgemeinerte Eigenwerte
Zur Herleitung des Verfahrens zur Berechnung von verallgemeinerten Eigenwerten wird zunächst
ein kurzer Überblick gegeben. Anschließend folgt der vollständige Algorithmus im Detail und die
Herleitung der Korrekturgleichung.
3.2.1 Überblick
Es sollen die k verallgemeinerten Eigenwerte und Eigenvektoren des Matrizenpaars (A,B) be-
stimmt werden, wobei A,B ∈ Rn×n.
A B
Ziel des Algorithmus ist, eine verallgemeinerte Schurform zu erhalten, so dass die Eigenwerte auf
den Diagonalen von RA und RB stehen und die Eigenvektoren die Spaltenvektoren von Q sind.
Dabei soll gelten: Q,Z ∈ Rn×k orthogonal und RA, RB(k × k) obere Dreiecksmatrizen.
A
B
Q = Z R A
Q = Z R B
Dazu projiziert man das Matrizenpaar (A,B) in einen geeigneten Unterraum. Dabei stehen auf
W ∈ Rn×m die Basen des Testunterraums und auf V ∈ Rn×m die Basen des Suchunterraums. Es
gilt k < m << n.
A
B
W V
W V M B=
M A=T
T
In diesem Unterraum wird das verallgemeinerte Eigenwertproblem des Matrizenpaars (MA,MB)
duch eine verallgemeinerte Schurzerlegung gelöst. Das heißt, dass MA,MB in Abhängigkeit von
einander zerlegt werden, so dass gilt MASR = SLTA und MBSR = SLTB [1].Dies ist ein Eigen-
wertproblem der Dimension m, da MA,MB ∈ Rm gilt. Auf den Diagonalen von TA, TB stehen
die k verallgemeinerten Eigenwerte von (MA,MB) und SL, SR ∈ Rm×k.
M
M
A
B
S R S L
S R S L
=
=
TA
TB
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Setzt man in diese Lösung das ursprüngliche Matrizenpaar (A,B) ein, so ergibt sich
A
B
W V
W V
M B
M
=
T
T
S R S L TA
=S R S L TB
A
=
=
und man erhält die gewünschte QZ-Zerlegung
A V =S R S L TAW
B V =S R S L TBW
mit Q = V SR und Z =WSL.
3.2.2 Der vollständige Algorithmus
Wie bereits gesehen, ist das verallgemeinerte Eigenwertproblem Ax = λBx für λ = α
β
äquivalent
zu
(βA− αB)x = 0. (3.1)
Beim Jacobi-Davidson Verfahren für verallgemeinerte Eigwertprobleme wählt man den Petrov-
Galerkin Ansatz. Das bedeutet, dass mit zwei verschiedenen Unterräumen gearbeitet wird. In jedem
Schritt wird die Eigenvektornäherung u aus dem Suchunterraum span(V ) gewählt. Dabei liegt das
Residuum ηAu− ζBu orthogonal zum Testunterraum span(W ). Beide Unterräume haben die Di-
mension m und werden im Laufe des Verfahrens Schritt für Schritt aufgebaut.
Mit diesem Ansatz wird aus Gleichung (3.1) das projizierte verallgemeinerte Eigenwertproblem
(β˜W TAV − α˜W TBV )u = 0.
Der Unterraum W setzt sich aus der Linearkombination der in V projizierten Matrizen A und
B zusammen span(W ) = span(ν0AV + µ0BV ). Die Gewichte ν0 und µ0 beeinflussen dabei
das Konvergenzverhalten. Für den Eigenvektor x gilt Gleichung (3.1). Die Vektoren Ax und Bx
besitzen die gleiche Richtung, da
βAx = αBx setze Ax = αz
⇔ βαz = αBx
⇔ βz = Bx.
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ν0 und µ0 sollen so gewählt werden, dass der Testunterraum optimal in die Richtung von z erweitert
wird. In Abhängigkeit von x bedeutet das, dass
‖ν0Ax+ µ0Bx‖2 = |ν0α+ µ0β| ‖z‖2
maximal werden muss. Die optimale Wahl der Gewichte ist dann
ν0 =
α¯√
|α|2 + |β|2 und µ0 =
β¯√
|α|2 + |β|2 . (3.2)
ν0 und µ0 müssen jedoch zu Beginn des Verfahrens bestimmt werden. Zu diesem Zeitpunkt ist der
verallgemeinerte Eigenwert 〈α, β〉 nicht bekannt. Wir wissen nur, dass der Eigenwert in der Nähe
von τ liegt. Es hat sich gezeigt, dass die folgende Näherung sehr effizient ist:
ν0 =
1√
1 + |τ |2 µ0 =
−τ√
1 + |τ |2
Eine andere Möglichkeit ist, Darstellung (3.2) zu verwenden und ν0 und µ0 in jedem Schritt durch
bessere Näherungen von 〈α, β〉 anzupassen.
Ein Sonderfall stellt die Bestimmung der größten oder kleinsten Eigenwerte dar. Hierbei kann τ
nicht angegeben werden, da das Spektrum der gesuchten Eigenwerte unbekannt ist. Es muss also
adaptiv vorgegangen werden.
Definiert man die Projektionen von A und B als
MA ≡W TAV und MB ≡W TBV,
dann werden nun die Eigenpaare von (MA,MB) gesucht. Dazu werden die beiden Matrizen in
verallgemeinerte Schurform gebracht, so dass gilt
MASR = SLTA und (3.3)
MBSR = SLTB (3.4)
bzw.
MA = SLTA(SR)T und
MB = SLTB(SR)T .
Die beiden Gleichungen (3.3) und (3.4) sind dabei als eine Zerlegung in Abhängigkeit von MA und
MB zu sehen. Daher bezeichnet SR in beiden Gleichungen die gleiche Matrix. Dasselbe gilt für SL.
Anschließend muss diese Zerlegung in Abhängigkeit von τ wie folgt sortiert werden
|TA1,1/TB1,1 − τ | ≤ |TA2,2/TB2,2 − τ | ≤ . . . ≤ |TAm,m/TBm,m − τ |
(siehe Kapitel 5.1). So erhält man mit s ≡ sR1 , ζ ≡ TA1,1, η ≡ TB1,1 den verallgemeinerten Petrov-
Wert 〈ζ, η〉. Der zugehörige Petrov-Vektor ist u ≡ V s. Da V und W orthonormale Basen haben,
gilt ‖u‖2 = 1. Erfüllt das Petrov-Paar die Bedingung, dass die zugehörige Norm des Residuums
kleiner als ein vorgegebenes ǫ ist, wird es als Lösung akzeptiert.
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Auch beim verallgemeinerten Eigenwertproblem kommt es zu einem Neustart, wenn die maximale
Unterraumdimension mmax erreicht ist. Die neuen Unterräume werden in der Dimension mmin mit
Hilfe der linken und rechten Schurvektoren aufgebaut
vi = V s
R
i wi =Ws
L
i .
Die Vektoren vmmin+1 bis vm werden verworfen, da die zugehörigen Schurvektoren nach der Sor-
tierung die ungenauesten Näherungen bilden.
Nach Beendigung des Jacobi-Davidson Verfahrens ist das Matrizenpaar (A,B) in seine verallge-
meinerte Schurform AQ = ZTA, BQ = ZTB der Dimension kmax zerlegt. Das heißt, Q,Z sind
orthogonale (n × kmax) Matrizen und TA, TB(kmax × kmax) obere Dreieckmatrizen. Die verall-
gemeinerten Eigenwerte sind auf den Diagonalen von TA und TB abgespeichert.
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(1) t = random, k = 0, ν0 = 1/
√
1 + |τ |2, µ0 = −τν0,m = 0;
Q = [ ], Z = [ ]
while k < kmax
(2) for i = 1, ..,m
t = t− (vTi t)vTi
m = m+ 1, vm =
t
‖t‖2
, vAm = Avm, v
B
m = B vm, w = ν0v
A
m + µ0v
B
m
for i = 1, ..,m − 1
w = w − (wTi w)wi
wm =
w
‖w‖2
(3) for i = 1, ..,m − 1
MAi,m = w
T
i v
A
m,M
A
m,i = w
T
mv
A
i ,M
B
i,m = w
T
i v
B
m,M
B
m,i = w
T
mv
B
i
MAm,m = w
T
mv
A
m,M
B
m,m = w
T
mv
B
m
(4) Schurzerlegung: MA SR = SL TA,MB SR = SL TB,
mit SR, SL unitär und TA, TB obere Dreiecksmatrizen,
mit |TAi,i/TBi,i − τ | ≤ |TAi+1,i+1/TBi+1,i+1 − τ |
u = V sR1 , p =W s
L
1 , u
A = V A sR1 , u
B = V B sR1 , ζ = T
A
1,1, η = T
B
1,1
r = ηuA − ζuB , a˜ = ZTuA, b˜ = ZTuB , r˜ = r − Z(ηa˜− ζb˜)
(5) while ‖r˜‖2 ≤ ǫ
RA =
(
RA a˜
0 ζ
)
, RB =
(
RB b˜
0 η
)
Q = [Q,u],Z = [Z, p], k = k + 1
if k = kmax then
stop
(6) m = m− 1
for i = 1, ..,m
vi = V s
R
i+1, v
A
i = V
AsRi+1, v
B
i = V
BsRi+1
wi =Ws
L
i+1, s
R
i = s
L
i = ei
MA,MB = unterer m×m Block von TA, TB
z u = v1, p = w1, u
A = vA1 , u
B = vB1 , ζ = T
A
1,1, η = T
B
1,1
r = ηuA − ζuB, a˜ = ZTuA, b˜ = ZTuB , r˜ = r − Z(ηa˜− ζb˜)
(7) if m ≥ mmax then
for i = 2, ..,mmin
vi = V s
R
i , v
A
i = V
AsRi , v
B
i = V
BsRi , wi =Ws
L
i
MA,MB = führender mmin ×mmin Block von TA, TB
v1 = u, v
A
1 = u
A, vB1 = u
B, w1 = p,m = mmin
Q˜ = [Q,u], Z˜ = [Z, p]
(8) löse t(⊥ Q˜) näherungsweise über : (I − Z˜Z˜T )(ηA− ζB)(I − Q˜Q˜T )t = −r˜
Abbildung 3.2: Jacobi-Davidson QZ Verfahren zur Berechnung von kmax inneren Eigenwerten bei τ
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Die Hauptphasen des Algorithmus aus Abbildung 3.2 gliedern sich wie folgt:
1. Da eine Eigenwertapproximation in der Nähe von τ in der Mitte des Spektrums gesucht ist,
wird
ν0 = 1/
√
1 + |τ |2, µ0 = −τν0
initialisiert.
2. Der neue Vektor t wird gegenüber dem aktuellen Suchraum V orthogonalisiert. Analog wird
der Vektor w = (ν0A + µ0B)t gegenüber dem Testraum W orthogonalisiert. Dies kann
wie im dargestellten Algorithmus durch das Verfahren von Gram-Schmidt oder durch das
numerisch stabilere modifizierte Gram-Schmidt Verfahren geschehen.
Als Ergebnis erhalten wir die Unterräume V, V A ≡ AV, V B ≡ BV undW . Dabei bezeichnet
V die Matrix, deren Spaltenvektoren vi die Basis des Suchraums darstellt. In gleicher Weise
sind die anderen Matrizen definiert.
3. Die m-te Zeile und m-te Spalte der Projektionsmatrizen MA ≡W TAV und MB ≡W TBV
werden berechnet.
4. Die QZ-Zerlegung des m × m Matrizenpaares (MA,MB) wird mit Hilfe der LAPACK
Routine DGGES durchgeführt. Dabei bezeichnet QZ-Zerlegung eine verallgemeinerte Schur-
zerlegung. Diese wird anschließend durch Givens-Rotationen so umgeordnet, dass gilt:
|TAi,i/TBi,i − τ | ≤ |TAi+1,i+1/TBi+1,i+1 − τ |
5. Damit eine Eigenwertnäherung akzeptiert wird, muss die Norm des Residuums kleiner ǫ sein.
Als Eigenvektornäherung werden hier die rechten Schurvektoren benutzt. Das bedeutet, dass
eine Ungenauigkeit für die berechneten verallgemeinerten Eigenwerte von O(ǫ) akzeptiert
wird.
Es ist nicht sichergestellt, dass alle gewünschten Eigenwerte nahe τ gefunden werden. Das
kann beispielsweise der Fall sein, wenn keine Komponente des Startvektors v0 in Richtung
des zugehörigen Eigenvektors zeigt. Für zufällig gewählte Startvektoren ist dies allerdings
sehr unwahrscheinlich.
6. Wurde ein Petrov-Paar akzeptiert, wird die Suche für das nächste Paar fortgesetzt. Dabei
dienen die restlichen Petrov-Vektoren als Basis für den initialisierenden Suchraum.
7. Aus Speichergründen muss ein Neustart durchgeführt werden, wenn der Suchraum die Di-
mension mmax erreicht. Beim Neustart werden die Unterräume durch die mmin linken und
rechten Ritz-Vektoren, deren zugehörige Eigenwerte den kleinsten Abstand zu τ haben, auf-
gespannt. In der Implementation, die in dieser Arbeit beschrieben wird, entspricht mmin der
Anzahl der gesuchten Eigenwerte.
8. Alle berechneten rechten Schurvektoren sind als Spaltenvektoren von Q gespeichert. Die Ma-
trix Q˜ entspricht Q erweitert mit dem aktuellen rechten Schur-Vektor u. Dementsprechend
sind alle linken Schur-Vektoren in Z gesammelt. Diese Matrix wird mit dem aktuellen linken
Schur-Vektor p erweitert zu Z˜. So entsteht dann die kompakte Formulierung der Korrektur-
gleichung:
(I − Z˜Z˜T )(ηA− ζB)(I − Q˜Q˜T )t = −r˜
Die Lösung t muss zu den Spalten von Q und zu u orthogonal sein.
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3.2.3 Die Korrekturgleichung
Am Ende einer jeden Iteration erhält man als Näherung der gewünschten QZ-Zerlegung
AV SR =WSLTA und BV SR =WSLTB.
Wie bereits beschrieben, liegt die Näherung, deren Abstand zu τ am kleinsten ist, an erster Position.
Das heißt, es gilt
AV SRe1 =WS
LTAe1 ⇔ AV sR1 =WsL1 ζ
und
BV SRe1 =WS
LTBe1 ⇔ BV sR1 =WsL1 η
Setzt man nun u = V sR1 ∈ V und p =WsL1 ∈W wird daraus
Au = pζ und Bu = pη. (3.5)
Für den nächsten Iterationsschritt wird erneut die Lösung des Problems
(βA− αB)x = 0
gesucht. Die Näherungen u = V sR1 , ζ und η lösen das durch den Petrov-Galerkin-Ansatz projizierte
Problem
W T (βA− αB)V sR1 = 0 ⇔ W T (βA− αB)u = 0
Gesucht wird nun eine Verbesserung t, mit x = u+ t und t ⊥ u, so dass gilt
(βA− αB)(u+ t) = 0 (3.6)
⇔ (βA− αB)t = −(βA− αB)u
⇔ (βA− αB)t = −(ηA− ζB)u− (βA− αB)u+ (ηA − ζB)u
⇔ (βA− αB)t = −r + [(η − β)A+ (α− ζ)B]u
Dazu betrachtet man die Orthogonalprojektion
P = I − pp
T
pT p
auf p⊥.
Gleichung (3.6) wird also orthogonal auf p⊥ projiziert zu
P (βA− αB)t = −Pr + P [(η − β)A+ (α− ζ)B]u, (3.7)
wobei
−Pr = −(I − pp
T
pT p
)r
⇔ −Pr = −r − pp
T
pT p
r nach Petrov-Galerkin-Bedingung
⇔ −Pr = −r (3.8)
und
P [(η − β)A+ (α− ζ)B]u = P (η − β)Au+ P (α− ζ)Bu.
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Aufgrund von Gleichung (3.5) hat Au bzw. Bu die gleiche Richtung wie p. Daher folgt
P (η − β)Au+ P (α− ζ)Bu = 0 (3.9)
Insgesamt folgt aus den Gleichungen (3.7), (3.8) und (3.9)
(I − pp
T
pT p
)(βA − αB)t = −r.
Da α und β nicht bekannt sind, verwendet man ihre Näherungen ζ und η. Zusätzlich muss die
Bedingung t ⊥ u noch berücksichtigt werden. Dies führt schließlich zur Korrekturgleichung
(I − pp
T
pTp
)(ηA − ζB)(I − uuT )t = −r.
3.3 Unterschiede
Die Unterschiede der in Kapitel 3.1 und Kapitel 3.2 vorgestellten Verfahren lassen sich wie folgt
zusammenfassen:
• Das Jacobi-Davidson Verfahren für das verallgemeinerte Eigenwertproblem arbeitet mit zwei
unterschiedlichen Unterräumen. Suchraum V und Testraum W sind verschieden
u ∈ V, r = Au− θBu ⊥W (Petrov-Galerkin Ansatz).
Beim Jacobi-Davidson Verfahren für das Standard-Eigenwertproblem entspricht der Test-
raum dem Suchraum (W = V )
u ∈ V, r = Au− θIu ⊥ V (Ritz-Galerkin Ansatz).
• Da das Standard-Eigenwertproblem nur ein Sonderfall des verallgemeinerten Eigenwert-
problems für B = I ist, müssen beide Matrizen in den Unterraum projiziert werden.
• Zur Bestimmung der Schurvektoren des projizierten Eigenwertproblems muss nun eine ver-
allgemeinerte Schurform verwendet werden. Aus dieser können dann analog zum Standard-
Eigenwertproblem die Eigenwerte des ursprünglichen Problems bestimmt werden.
• Durch die verschiedenen Projektionen in den beiden Verfahren sind auch die linken Seiten
der Korrekturgleichungen verschieden.
Für das Standard-Eigenwertproblem erhalten wir die Gleichung
(I − uuT )(A− θI)(I − uuT )t = −r.
Hier wird von rechts und von links orthogonal auf u⊥ projiziert, da für u ∈ V gelten soll:
t ⊥ u und r ⊥ u.
Beim verallgemeinerten Eigenwertproblem wird von links orthogonal auf p⊥ projiziert, da
gelten soll: r ⊥ p ∈W . Von rechts wird analog zum Standard-Eigenwertproblem orthogonal
auf u⊥ projiziert, damit t ⊥ u ∈ V ist. So erhält man folgende Korrekturgleichung
(I − pp
T
pT p
)(ηA− ζB)(I − uuT )t = −r.
• Nach Beendigung des Verfahrens erhält man eine sogenannte QZ-Zerlegung der Matrizen
A,B. Dabei handelt es sich um eine verallgemeinerte Schurform der Dimension kmax. Beim
Verfahren zur Bestimmung der Standard-Eigenwerte erhält man eine QR-Zerlegung, die eine
einfache Schurform der Dimension kmax darstellt.
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Die vorgestellten Vorgehensweisen stellen nur eine Möglichkeit dar, die gewünschten Eigenwerte
zu berechnen. Oft wird beim Standard-Eigenwertproblem für innere Eigenwerte auch ein Petrov-
Galerkin-Ansatz verwendet. Der Ritz-Galerkin-Ansatz macht bei der Berechnung von verallgemei-
nerten, extremen Eigenwerten auch Sinn. Als extremen Eigenwert bezeichnet man den kleinsten
oder größten Eigenwert. Zusätzlich gibt es zur Berechnung von Eigenwerten noch andere Ansätze
wie z.B. die Minimierung des Residuums.
Kapitel 4
Aufteilung und Speicherung
der Matrizen
Die Programmbibliothek PES stellt zwei Formate zur Speicherung der Matrizen zu Verfügung. Das
CRS-(Compressed Row Storage)-Format für dünne, willkürlich besetzte Matrizen und das Band-
format für Matrizen mit Bandstruktur [6]. In beiden Formaten werden nur die Nicht-Null-Elemente
der Matrizen abgespeichert.
Im Moment ist das verallgemeinerte Eigenwertproblem noch so strukturiert, dass die Matrizen A
und B im gleichen Format vorliegen müssen. Es bietet sich jedoch an, das Programm zu einem
späteren Zeitpunkt so umzustrukturieren, dass auch Matrizenpaare mit verschiedenen Formaten be-
arbeitet werden können. In den meisten Anwendungen ist A dünn besetzt und sollte demnach im
CRS-Format abgespeichert werden. B hat Diagonalstruktur, wozu sich das Bandformat anbietet.
Wie schon in der Einleitung erwähnt, sind einige Modifikationen bei der Aufteilung und Speiche-
rung der Matrizen durchzuführen, bevor das eigentliche Verfahren implementiert werden kann.
4.1 Anpassungen beim CRS-Format
Beim CRS-Format wurde die Matrix A bisher zeilenweise auf die Prozessoren aufgeteilt, so dass
auf jedem Prozessor gleich viele Nicht-Null-Elemente liegen.
Beispiel 1. Die Matrix
A =


99 0 98 0
0 97 0 0
0 0 96 0
95 94 93 92


soll auf zwei Prozessoren aufgeteilt werden.
Prozessor 0: 99 98 97 96
Prozessor 1: 95 94 93 92
Für das verallgemeinerte Eigenwertproblem müssen beide Matrizen in Abhängigkeit voneinander
auf die Prozessoren aufgeteilt werden, so dass insgesamt gleich viele Zeilen von A und B auf den
Prozessoren liegen. Das ist notwendig, damit Matrix-Vektor-Multiplikationen mit beiden Matri-
zen möglich sind. Zusätzlich sollten ungefähr gleich viele Nicht-Null-Elemente auf den einzelnen
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Prozessoren liegen, damit jeder Prozessor die gleiche Anzahl an Operationen auszuführen hat. Zu
Beginn des Programms wird die Anzahl der Gesamtoperationen abgeschätzt. Dabei wird nur der
Aufwand der Matrix-Vektor- und Vektor-Vektor-Operationen berücksichtigt, da alle anderen Ope-
rationen nur einen vernachlässigbar kleinen Teil ausmachen. Sei eA die Anzahl der Nicht-Null-
Elemente der Matrix A, dann sind eA Multiplikationen bei einem Matrix-Vektor-Produkt mit A
nötig. Dem entsprechend werden eB Multiplikationen bei einem Matrix-Vektor-Produkt mit der
Matrix B durchgeführt, wenn eB die Anzahl der Nicht-Null-Elemente ist. n ist die Dimension des
Eigenwertproblems und damit auch die Dimension des Vektors bei einem Vektor-Vektor-Produkt.
Ein Maßstab für die Gesamtoperationen setzt sich aus
eA + eB + n
zusammen. Sollen die Zeilen auf p Prozessoren verteilt werden, so wird eine Schranke
Ω =
eA + eB + n
p
bestimmt. Insgesamt werden die n Zeilen nach folgendem Prinzip verteilt
j = 0 gibt den Prozessor an
ω = 0 gibt die aktuelle Anzahl der Operationen an
i = 1 ≤ n Schleife über alle Zeilen
Sei ai Anzahl der Nicht-Null-Elemente der Matrix A in Zeile i
Sei bi Anzahl der Nicht-Null-Elemente der Matrix B in Zeile i
ω < (j + 1) ∗Ω Zeile auf Prozessor j
ω = ω + ai + bi
i = i+ 1 nächste Zeile
Y
ω > (j + 1) ∗Ω war Zeile doch zu lang für
Prozessor j ?
N
i = i− 1 Zeile nochmal
ω = ω − ai − bi
j = j + 1 auf nächsten Prozessor
Abbildung 4.1: Aufteilung der n Zeilen von A und B auf p Prozessoren
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Das vorherige Beispiel wird nun auf ein verallgemeinertes Eigenwertproblem abgebildet, damit die
beschriebene Aufteilung deutlich wird.
Beispiel 2. Die Matrizen
A =


99 0 98 0
0 97 0 0
0 0 96 0
95 94 93 92

 , B =


80 79 0 0
0 78 0 0
0 0 77 0
0 0 76 75


sollen auf zwei Prozessoren aufgeteilt werden.
eA = 8, eB = 6, n = 4, Ω =
8 + 6 + 4
2
= 9
So erhalten wir:
Prozessor 0: Matrix A 99 98 97 96 Matrix B 80 79 78 77
Prozessor 1: Matrix A 95 94 93 92 Matrix B 76 75
Prozessor 0 erhält demnach drei Zeilen von A und B, während Prozessor 1 nur jeweils eine Zeile
erhält.
Die Anzahl der Nicht-Null-Elemente ist auf beiden Prozessoren verschieden. Bei größeren Pro-
blemen und einer höheren Anzahl von Prozessoren gleicht sich dieses jedoch aus. So hat jeder
Prozessor ungefähr gleich viele Operationen auszuführen.
Die Umsortierung der Matrizen in ihre lokalen und nicht lokalen Blöcke erfolgt analog zum Standard-
Problem [6]. Diese Trennung ist notwendig, damit später das Kommunikationsschema für Matrix-
Vektor-Multiplikationen mit den Systemmatrizen leichter erstellt werden kann.
Beispiel 3. Die Matrizen A,B sollen mit einem beliebigen Vektor x multipliziert werden.
A =


99 0 98 0
0 97 0 0
0 0 96 0
95 94 93 92

 , B =


80 79 0 0
0 78 0 0
0 0 77 0
0 0 76 75

 , x =


x1
x2
x3
x4


Die Zeilen der Matrizen werden wie im vorherigen Beispiel auf die Prozessoren aufgeteilt. Zum
besseren Verständins stehen die zugehörigen xi über den jeweiligen Koeffizienten.
x1 x3 x2 x3 x1 x2 x2 x3
Prozessor 0: Matrix A 99 98 97 96 Matrix B 80 79 78 77
x1 x2 x3 x4 x3 x4
Prozessor 1: Matrix A 95 94 93 92 Matrix B 76 75
Eine Umsortierung bzw. Markierung der lokalen Elemente ergibt:
x1 x3 x2 x3 x1 x2 x2 x3
Prozessor 0: Matrix A 99 98 97 96 Matrix B 80 79 78 77
x4 x1 x2 x3 x4 x3
Prozessor 1: Matrix A 92 95 94 93 Matrix B 75 76
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Die rot markierten Koeffizienten stellen den lokalen Block dar. Dieser wurde zuvor gegebenenfalls
an den Beginn der jeweiligen Zeile umsortiert.
Auch das Kommunikationsschema des CRS-Formats muss angepasst werden, da nun in Abhängig-
keit von A und B Daten an die jeweiligen Prozessoren geschickt werden. Dabei wird für Matrizen
der Dimension n auf jedem Prozessor p wie folgt vorgegangen:
i = 1..n Schleife über alle Zeilen bzw. Spalten
Y
Haben A oder B einen nicht-lokalen Eintrag in
Spalte i?
N
Sende xi zur Matrix-Vektor-Multiplikation an p
Abbildung 4.2: Erstellen des Kommunikationsschemas für CRS-Format
Eine andere Möglichkeit ist, für jede Matrix ein einzelnes Kommunikationsschema zu erstellen. Da
jedoch in der Praxis meist die Struktur von B in A enthalten ist, führt dies zu unnötigem Mehrauf-
wand.
Bei Beispiel 3 werden nun die Daten x1, x2 und x3 an Prozessor 1 geschickt. Prozessor 0 benötigt
keine Daten. Anschließend kann jeder Prozessor lokal das Matrix-Vektor-Produkt berechnen.
4.2 Anpassungen beim Bandformat
Beim Bandformat ist die Anpassung weniger aufwändig, da die Anzahl der Elemente pro Zeile
gleich ist. Es wird einmal berechnet, wieviele Zeilen jeweils auf einem Prozessor liegen, anschlie-
ßend werden entsprechend viele Zeilen von A und B auf diese verteilt. Da beim Bandformat nur
Kommunikation mit den direkten Nachbarprozessoren stattfindet, kann das Schema für das verall-
gemeinerte Eigenwertproblem sehr einfach angepasst werden.
Seien nAl und nAr die Anzahl der Sub- bzw. Superdiagonalen von A und nBl , nBr entsprechend
von B. Dann werden die Vektorkomponenten der Nachbarprozessoren von x benötigt und in einen
Hilfsvektor abgespeichert. Dessen erste nAl Komponenten bestanden bisher aus den Komponenten
von Prozessor p− 1 und die letzten nAr Komponenten stammten von Prozessor p+ 1. Dazwischen
lagen die lokalen Komponenten von x auf Prozessor p.
Beispiel 4. Die Matrix A soll mit einem beliebigen Vektor x multipliziert werden.
A =


99 98 0 0
0 97 96 0
0 0 95 94
0 0 0 93

 , x =


x1
x2
x3
x4


Die Matrix wird nun zeilenweise auf vier Prozessoren aufgeteilt. Dementsprechend werden auch
die Komponenten von x verteilt. Zum besseren Verständnis werden die Koeffizienten der Matrix A,
die zu der lokal auf dem Prozessor vorhandenen Komponente von x gehören, farbig gekennzeichnet.
24 KAPITEL 4. AUFTEILUNG UND SPEICHERUNG DER MATRIZEN
Prozessor 0: Matrix A 99 98 Vektor x x1
Prozessor 1: Matrix A 97 96 Vektor x x2
Prozessor 2: Matrix A 95 94 Vektor x x3
Prozessor 3: Matrix A 93 92 Vektor x x4
Da nAl = 0 und nAr = 1, sieht der Hilfsvektor wie folgt aus. Auch hier ist die Komponente, die ohne
Kommunikation bereits auf dem Prozessor vorhanden war, farbig markiert.
Prozessor 0: Hilfsvektor x1 x2
Prozessor 1: Hilfsvektor x2 x3
Prozessor 2: Hilfsvektor x3 x4
Prozessor 3: Hilfsvektor x4
Für das verallgemeinerte Eigenwertproblem mit den MatrizenA undB benötigt man nunmax(nAl , nBl )
Elemente von Prozessor p− 1 und max(nAr , nBr ) von Prozessor p+ 1.
Beispiel 5. Die Matrizen A,B sollen mit einem beliebigen Vektor x multipliziert werden.
A =


99 98 0 0
0 97 96 0
0 0 95 94
0 0 0 93

 , B =


80 0 0 0
79 78 0 0
0 77 76 0
0 0 75 74

 , x =


x1
x2
x3
x4


Dass nun eine zweite Matrix vorhanden ist, ändert nichts an der Aufteilung von A und x. Matrix B
wird analog zu A mit jeweils einer Zeile auf die vier Prozessoren aufgeteilt. Nur das Kommunikati-
onsschema muss wie oben beschrieben angepasst werden. Da nBl = 1 und nBr = 0 gilt
max(nAl , n
B
l ) = 1 max(n
A
r , n
B
r ) = 1
und der Hilfsvektor hat die folgende Form
Prozessor 0: Hilfsvektor x1 x2
Prozessor 1: Hilfsvektor x1 x2 x3
Prozessor 2: Hilfsvektor x2 x3 x4
Prozessor 3: Hilfsvektor x3 x4
Kapitel 5
Realisierung des Verfahrens
Durch die im vorigen Kapitel beschriebenen Modifikationen sind nun beide Systemmatrizen und
das zugehörige Kommunikationschema auf den Prozessoren verteilt. Der theoretische Hintergrund
des Verfahrens ist aus Kapitel 3 bekannt. Aufbauend darauf wird in diesem Kapitel die konkrete
Realisierung des Verfahrens beschrieben. Schwerpunkte sind dabei die Sortierung der Schurwerte
und die Lösung der Korrekturgleichung. Anschließend folgt ein Überblick über den Aufbau und die
Funktionalität des Programms.
5.1 Sortierung der Schurwerte
Die eigentliche Zerlegung der Matrizen MA,MB führt die LAPACK Routine DGGES durch. An-
schließend gilt:
MASR = SLTA und MBSR = SLTB.
Mit Hilfe von Givens-Rotationen kann die Zerlegung so umgeformt werden, dass
|TA1,1/TB1,1 − τ | ≤ |TA2,2/TB2,2 − τ | ≤ . . . ≤ |TAm,m/TBm,m − τ |
gilt und die Struktur erhalten bleibt. Dabei ist m die Dimension der jeweiligen Matrizen.
Die ganze Sortierung hat dann folgenden Ablauf
i = 1, ...,m − 1
Suche j, so dass gilt: |TAj,j/TBj,j − τ | = min
k=1..m
|TAk,k/TBk,k − τ |
Vertausche TAi,i mit TAj,j und TBi,i mit TBj,j durch Givens-Rotationen
Abbildung 5.1: Sortierung der verallgemeinerten Schurwerte
Bei konjugiert komplexen Eigenwerten müsste die letzte Anweisung des Struktogrammes in Ab-
bildung 5.1 eigentlich eine Vertauschung von (2 × 2) Diagonalblöcken sein. Das Programm ist im
Moment jedoch noch nicht auf komplexe Eigenwerte ausgerichtet und arbeitet deswegen nur mit
normalen Matrizen.
Eine Matrix A ∈ Rn×n heißt normal, wenn gilt:
ATA = AAT
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Sollten im Laufe des Programms durch die Projektionen trotzdem komplexe Eigenwerte auftreten,
so wird der Imaginärteil abgeschnitten und nur mit dem Realteil weitergerechnet. Diese Näherung
ist zwar nicht besonders effizient, aber kann mit sehr geringem Aufwand bestimmt werden. Daher
kann die Vertauschung wie im Struktogramm dargestellt formuliert werden.
Die Vertauschung durch die Givens-Rotationen wird an folgendem einfachen 2×2 Beispiel erklärt:
TA =
(
α1 γ
A
0 α2
)
=
(
1 2
0 3
)
, TB =
(
β1 γ
B
0 β2
)
=
(
4 5
0 6
)
Es soll nun α1 mit α2 und β1 mit β2 vertauscht werden. Dazu stellt man folgenden Hilfsvektor auf:
x =
(
β2γ
A − α2γB
β2α1 − α2β1
)
=
(−3
−6
)
und berechnet die Givens-Rotation GR, so dass die zweite Komponente des Vektors GRxNull wird.
Wir erhalten
GR =
(−1
5
√
5 −2
5
√
5
2
5
√
5 −1
5
√
5
)
Zur Probe:
GRx =
(−1
5
√
5 −2
5
√
5
2
5
√
5 −1
5
√
5
)(−3
−6
)
=
(
3
√
5
0
)
Diese erste Givens-Rotation wendet man nun von rechts auf die Matrizen TA und TB an
TAGR =
(
1 2
0 3
)(−1
5
√
5 −2
5
√
5
2
5
√
5 −1
5
√
5
)
=
(
3
5
√
5 −4
5
√
5
6
5
√
5 −3
5
√
5
)
TBGR =
(
4 5
0 6
)(−1
5
√
5 −2
5
√
5
2
5
√
5 −1
5
√
5
)
=
(
6
5
√
5 −13
5
√
5
12
5
√
5 −6
5
√
5
)
.
Anschließend wird die Givens-Rotation GL bestimmt, welche die zweite Komponente der ersten
Spalte von TAGR Null werden lässt. Also
x =
(
3
5
√
5
6
5
√
5
)
und GL =
(
1
5
√
5 2
5
√
5
−2
5
√
5 1
5
√
5
)
Probe:
GLx =
(
1
5
√
5 2
5
√
5
−2
5
√
5 1
5
√
5
)(
3
5
√
5
6
5
√
5
)
=
(
3
0
)
Dies ergibt insgesamt
GLTAGR =
(
3 −2
0 1
)
GLTBGR =
(
6 −5
0 4
)
.
Die Schurwerte sind also vertauscht, ohne dass die Dreiecksstruktur verändert wurde. Diese Ver-
tauschung muss auch für die Schurvektoren durchgeführt werden. Deswegen werden die Givens-
Rotationen auch auf die übrigen Matrizen angewendet. Das bedeutet für den nächsten Schritt
TA = GLTAGR, TB = GLTBGR, SL = GLSLGR, SR = GLSRGR.
Die Vertauschungen bei größeren Matrizen erfolgt analog.
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5.2 Lösen der Korrekturgleichung
Ziel dieses Abschnitts ist, eine Lösung der aus Kapitel 3.2.3 bekannten Korrekturgleichung herzu-
leiten. Diese lautet
(I − pp
T
pTp
)(ηA − ζB)(I − uuT )t = −r.
Das kann folgendermaßen umgeformt werden
(I − pp
T
pT p
)(ηA− ζB)t = −r und t ⊥ u
⇔ (ηA− ζB)t− ppT
pT p
(ηA− ζB)t = −r und t ⊥ u
⇔
(ηA− ζB)t−p
T (ηA− ζB)t
pT p︸ ︷︷ ︸
ǫ
p
= −r und t ⊥ u
⇔ (ηA− ζB)t+ ǫp = −r und t ⊥ u.
Daraus ergibt sich das Gleichungssystem(
(ηA− ζB) ǫ
uT 0
)(
t
p
)
=
( −r
0
)
.
Unter Berücksichtigung von r = (ηA− ζB)u ergibt sich damit folgende Lösung für t:
(ηA− ζB)t+ ǫp = −r
⇔ (ηA− ζB)t+ ǫp = −(ηA− ζB)u
⇔ t+ ǫ(ηA− ζB)−1p = −u
⇔ t = −u− ǫ(ηA− ζB)−1p. (5.1)
Allerdings ist ǫ noch abhängig von der gesuchten Lösung t. Mit Hilfe der Orthogonalitätsbedingung
t ⊥ u ist es möglich ǫ so zu bestimmen, dass gilt
uT t = 0
⇔ uT [−u− ǫ(ηA− ζB)−1p] = 0
⇔ −ǫ uT (ηA− ζB)−1p = uTu
⇔ ǫ = − u
Tu
uT (ηA − ζB)−1p da u normiert
⇔ ǫ = − 1
uT (ηA − ζB)−1p. (5.2)
Insgesamt ergibt sich aus den Gleichungen (5.1) und (5.2) die Lösung der Korrekturgleichung
t = −u+ 1
uT (ηA− ζB)−1p(ηA− ζB)
−1p.
Die Korrekturgleichung wird am Ende jeder Iteration gelöst. Dabei jedes Mal die Inverse von
(ηA − ζB) zu berechnen, ist mit einem zu großen Aufwand verbunden. Außerdem wird nicht
die exakte Lösung der Korrekturgleichung benötigt, sondern nur eine Näherung. Daher werden zu
Beginn des Programms einmal die Diagonalen der beiden Systemmatrizen bestimmt
DA = diag(A) und DB = diag(B).
Bei der Invertierung erfolgt dann eine Approximation der Systemmatrizen durch ihre Diagonalen
(ηA− ζB)−1 ≈ (ηDA − ζDB)−1.
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5.3 Aufbau und Funktionalität des Programms
Der Ablauf des Programms ist in Abbildung 5.2 dargestellt. Er wird durch das Hauptprogramm
jada15 gesteuert. Zunächst liest die Funktion setpar alle Parameter aus der Parameterdatei (siehe
Kapitel 7) und setzt die entsprechenden Variablen. Das Einlesen und Abspeichern der Matrizen
wird vom Modul readmat übernommen. Anschließend folgt der Hauptalgorithmus basierend auf
dem Jacobi-Davidson Verfahren.
jada15
setpar
readmat
resout
jada_gen jada
?
?
? ?
?
Abbildung 5.2: Modulplan des gesamten Programms
Soll das verallgemeinerte Eigenwertproblem gelöst werden, so wird schon beim Einlesen der Pa-
rameter die logische Variable generalized auf true gesetzt. So ist den Funktionen des Moduls
readmat bekannt, dass zwei Matrizen eingelesen werden müssen und dass die in Kapitel 4 be-
schriebenen Änderungen bei der Speicherung und Aufteilung der Matrizen vorliegen. Ist die Auf-
teilung der Matrizen auf die Prozessoren abgeschlossen, so wird zur Lösung des verallgemeinerten
Eigenwertproblems die Funktion jada_gen aufgerufen. Handelt es sich bei dem zu lösenden Eigen-
wertproblem um das Standard-Eigenwertproblem, so wird weiterhin die Funktion jada aufgerufen.
Am Schluss gibt die Funktion resout die Ergebnisse aus.
Abbildung 5.3 zeigt das Modul readmat im Detail. In Abhängigkeit vom Format der Matrizen wer-
den unterschiedliche Funktionen aufgerufen. Eine Übersicht der Aufgaben jeder einzelnen Funkti-
on ist im ersten Teil von Tabelle 5.1 angegeben. Im zweiten Teil sind die wichtigsten Funktionen,
die für den Hauptalgorithmus benötigt werden, aufgelistet. Dabei entspricht die Reihenfolge der
Reihenfolge der Aufrufe im Programm. Die Bezeichnung ’xxx’ steht für ’crs’ oder ’band’, entspre-
chend dem verwendeten Matrizenformat.
In Abbildung 5.3 ist zu sehen, dass die Speicherung und Aufteilung der Matrizen im CRS-Format,
wie in Kapitel 4 beschrieben, sehr komplex ist. Dies wird schon durch die Anzahl der zu durch-
laufenden Routinen deutlich. Das Band-Format ist weniger komplex organisiert, ist allerdings auch
nicht so flexibel, da für dessen effiziente Nutzung eine Diagonalstruktur der Matrizen nötig ist.
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readmat
matopen
jada_gen
matvecdiscrs
matinccrs
ordspi
combuf
comscheme
locnloc
indtrans
bestdiagcrs
matvecdisband
matincband
bestdiagband
?
?
?
?
?
?
?
?
?
?
?
?
?
?
CRS-Format
Band-Format
Abbildung 5.3: Modulplan zum Einlesen der Matrizen
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Unterprogramm Aufgabe
matopen öffnet die zwei als Parameter angegebenen Binärdateien, aus de-
nen die Matrizen eingelesen werden sollen und liest Dimension
und Anzahl der Elemente
matvecdisxxx berechnet die Zeilenaufteilung der Matrizen im Format xxx, so
dass jeder Prozessor gleich viele Operationen durchführt
matincxxx liest die Koeffizienten der zwei Matrizen im Format xxx aus den
Dateien ein und sendet die Zeilen an die entsprechenden Prozes-
soren
ordspi ordnet die Indizes der Spalten in jeder Zeile in aufsteigender Rei-
henfolge an und verschiebt Elemente mit lokalem Zugriff an den
Anfang der Zeilen
combuf bestimmt, wie viele Nachrichten gesendet und empfangen werden
comscheme erstellt ein Kommunikationsschema für beide Matrizen
locnloc ordnet die Matrizen in ihre lokalen und nicht lokalen Blöcke an
indtrans transformiert die Spaltenindizes beider Matrizen, so dass direkt
auf den komprimierten Vektor zugegriffen werden kann
bestdiagxxx speichert die Diagonalen der beiden Matrizen im Format xxx in
jeweils einem Vektor
jada_gen realisiert den Jacobi-Davidson Algorithmus für verallgemeinerte
Eigenwertprobleme
mvm berechnet ein Matrix-Vektor-Produkt mit Matrix A für ein be-
liebiges Format. Dafür werden die Funktionen mvmband bzw.
lmvmcrs und nlmvmcrs aufgerufen
mvmband berechnet ein Matrix-Vektor-Produkt mit der Matrix A für Band-
format
lmvmcrs berechnet den lokalen Teil des Matrix-Vektor-Produkts mit der
Matrix A für das CRS-Format
nlmvmcrs berechnet den nicht lokalen Teil des Matrix-Vektor-Produkts mit
der Matrix A für das CRS-Format
mvm_B berechnet ein Matrix-Vektor-Produkt mit Matrix B für ein belie-
biges Format. Dafür werden die Funktionen mvmband_B bzw.
lmvmcrs_B und nlmvmcrs_B aufgerufen
mvmband_B berechnet ein Matrix-Vektor-Produkt mit der Matrix B für Band-
format
lmvmcrs_B berechnet den lokalen Teil des Matrix-Vektor-Produkts mit der
Matrix B für das CRS-Format
nlmvmcrs_B berechnet den nicht lokalen Teil eines Matrix-Vektor-Produkts
mit der Matrix B für das CRS-Format
DGGES (LA-
PACK)
berechnet für ein Matrizenpaar die zugehörige Schurform
qzsort sortiert die Schurzerlegung durch Givens-Rotationen
DGEMV
(BLAS)
berechnet ein Matrix-Vektor-Produkt, wobei Matrix und Vektor
jeweils lokal auf dem Prozessor vorhanden sind
DGEMM
(BLAS)
berechnet ein Matrix-Matrix-Produkt, wobei beide Matrizen je-
weils lokal auf dem Prozessor vorhanden sind
diagprec_gen stellt einen einfachen Löser für die Korrekturgleichung zur Ver-
fügung
Tabelle 5.1: Übersicht der verwendeten Unterprogramme beim verallgemeinerten Eigenwertproblem
Kapitel 6
Performance Analyse
Nach der Beschreibung der Implementierung des Verfahrens folgt nun die Dokumentation der Test-
läufe. Dabei wurden die Aspekte Skalierung, Performance und Konvergenzverhalten mit Matrizen-
paaren verschiedener Dimensionen untersucht.
6.1 Skalierung
Für die Tests, wie das Programm skaliert, wurde ein Matrizenpaar nach dem folgenden Schema
erstellt. Die Matrix A ist unsymmetrisch und tridiagonal mit den Nicht-Null-Elementen
Aij =


i ,wenn j = i
1 ,wenn j = i+ 1
−1 ,wenn j = i− 1
(6.1)
Die Matrix B ist pentadiagonal mit den Nicht-Null-Elementen
Bij =


2 ,wenn j = i
−1 ,wenn j = i+ 1
−1 ,wenn j = i− 1
1 ,wenn i = 1 und j = n
1 ,wenn i = n und j = 1
(6.2)
Damit ergibt sich für die getesteten Matrixdimensionen der folgende Besetzungsgrad:
Matrix A Matrix B
Dimension Elemente 6= 0 Besetzungsgrad Elemente 6= 0 Besetzungsgrad
10000 29998 2.9998 ∗ 10−2% 30000 3 ∗ 10−2%
100000 299998 2.99998 ∗ 10−3% 300000 3 ∗ 10−3%
Tabelle 6.1: Anzahl Nicht-Null-Elemente und Besetzungsgrad der nach (6.1) und (6.2) erzeugten Matrizen
Da das Spektrum der gesuchten Eigenwerte unbekannt ist und die Korrekturgleichung bisher nur
ungenau gelöst wird, ist es nicht möglich mehr als einen Eigenwert zu bestimmen. Für beide Bei-
spiele wurden maximal 500 Iterationen durchgeführt bei einer vorgegebenen Genauigkeit von 10−4
und einer maximalen Unterraumgröße von 100. Zur Zeitmessung wurden jeweils fünf Messungen
durchgeführt und anschließend daraus der Mittelwert bestimmt. So sollen Schwankungen vermie-
den werden. Diese können entstehen, wenn gleichzeitig andere Programme auf dem ausführenden
Knoten agieren bzw. durch unterschiedliche Belastung des Netzwerks.
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Anzahl verwendeter Prozessoren
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Abbildung 6.1: Skalierungsverhalten für Dimension 10000
Anzahl verwendeter Prozessoren
1 2 4 8 16 32 64
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Abbildung 6.2: Skalierungsverhalten für Dimension 100000
Wie man Abbildung 6.1 und Abbildung 6.2 entnehmen kann, skaliert das Programm bis zu einer
bestimmten Prozessoranzahl. Bis zu einer Anzahl von 8 bis 16 Prozessoren halbiert sich die Lauf-
zeit bei Verdopplung der Prozessoranzahl. Danach kann keine Minimierung der Laufzeit mehr er-
reicht werden, da die Grenze der Parallelisierbarkeit des Programms erreicht ist. Die Erhöhung der
Prozessoranzahl führt dann zu einem größeren Kommunikationsaufwand zwischen den einzelnen
Prozessoren und die Laufzeit stagniert bzw. steigt sogar wieder an. Welcher Teil des Programms die
meiste Kommunikation und damit verbunden auch die längste Laufzeit verursacht, wird im nächs-
ten Unterkapitel genauer untersucht.
Aus den Abbildungen wird auch deutlich, dass das Laufzeitverhalten abhängig von der Dimension
bzw. von der Anzahl der Elemente in den beiden Matrizen ist. Das Matrizenpaar aus Abbildung 6.2
hat die 10-fache Dimension des Matrizenpaars aus Abbildung 6.1. Damit ergibt sich auch ungefähr
die 10-fache Anzahl an Nicht-Null-Elementen. Genaueres ist Tabelle 6.1 zu entnehmen. Dies er-
klärt, warum die Laufzeit für alle verwendeten Prozessoren ungefähr doppelt so hoch ist.
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6.2 Performance
Für die Zeit- und Performance-Messungen in diesem Abschnitt wurde das Hardware Performance
Monitor (HPM) Toolkit von IBM benutzt [9]. Das verwendete Beispiel zur Performance Analyse
MHD4800 stammt aus der Magnetohydrodynamik [8].
Matrix A Matrix B
Dimension Elemente 6= 0 Besetzungsgrad Elemente 6= 0 Besetzungsgrad
4800 102252 4.438 ∗ 10−1% 27520 1.195 ∗ 10−1%
Tabelle 6.2: Anzahl Nicht-Null-Elemente und Besetzungsgrad des Matrizenpaars MHD4800
Gesucht werden 20 Eigenwerte nahe bei τ = 2750 in maximal 2000 Iterationen mit einer Genauig-
keit von 10−6. Die maximale Unterraumdimension beträgt 50.
Dann erhält man bei Verwendung von 64 Prozessoren die in Abbildung 6.3 dargestellte Perfor-
mance, angegeben in Mflip/s (Mega Floating point instructions per second). Diese Mflip-Rate gibt
die Rate von Floating-Point-Anweisungen plus die Anzahl ausgeführter Multiplikation-Addition-
Anweisungen an. Als Multiplikation-Addition-Anweisung wird hier die Kombination einer Additi-
on mit einer Multiplikation bezeichnet [7].
Abbildung 6.3: Performance des Jacobi-Davidson Verfahrens am Beispiel MHD4800
Die Aufteilung des Gesamtalgorithmus erfolgt nach seinen in Abbildung 3.2 auf Seite 15 beschrie-
benen Hauptphasen. Die sechste Phase stellt dabei einen Sonderfall dar. Dieser tritt ein, wenn ein
Eigenwert akzeptiert wird. Die Phase gliedert sich erneut in Erweiterung, Projektion und Berech-
nung der Eigenwerte.
Die Ergebnisse der Performance Analyse müssen unbedingt im Zusammenhang mit dem Laufzeit-
verhalten der Programmteile in Abbildung 6.4 gesehen werden.
Die größte Performance wird beim Restart erreicht. Das ist auch naheliegend, da dort nur einige we-
nig zeitaufwändige Umspeicherungen und Matrix-Vektor-Multiplikationen durchgeführt werden.
Die Matrix-Vektor-Multiplikationen können ohne Kommunikation lokal auf den einzelnen Prozes-
soren von einer für den JUMP optimierten LAPACK-Routine übernommen werden. Der Restart
macht den kleinsten Teil der Laufzeit des Programms von nahezu 0 % aus. Ein Restart wird nicht
in jeder Iteration durchgeführt, sondern nur, wenn eine vorgegebene Anzahl an Iterationen erreicht
ist. Daher sagt die hier erhaltene Performance über das Verhalten des Gesamtprogramms wenig aus.
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Abbildung 6.4: Laufzeitverhalten des Jacobi-Davidson-Verfahrens am Beispiel MHD4800
Die Berechnung der Eigenwerte stellt den größten Teil der Laufzeit mit 44 % dar und ist mit 400
Mflip/s gut optimiert. Auch hier wird eine spezielle LAPACK-Routine verwendet. Allerdings müs-
sen anschließend die Werte sortiert werden. Dies übernimmt eine selbstgeschriebene Routine. Da-
durch wird insgesamt nur etwa ein Drittel der Performance des Restarts erreicht.
Die Projektion und Erweiterung des Unterraums nehmen den restlichen Teil der Laufzeit ein. In
diesen beiden Teilen des Programms werden viele Skalarprodukte und Normen benötigt. Dafür
müssen Summen über alle Prozessoren gebildet werden und es fällt sehr viel Kommunikation an.
Das ist auch der Grund für die schlechte Performance.
Die Lösung der Korrekturgleichung erfolgt direkt, also nicht iterativ. Dadurch fällt nur ein Bruch-
teil der Laufzeit für diesen Teil des Programmes an. Auch hier ist ein Skalarprodukt nötig, was
die schlechte Performance erklärt. Anders würde das Verhalten bei einem komplizierteren iterati-
ven Verfahren zur Lösung der Korrekturgleichung aussehen. Dann wäre mit einer deutlich höheren
Laufzeit zu rechnen.
Die Performance des gesamten Algorithmus ist mit 183 Mflip/s zufriedenstellend.
6.3 Konvergenz
In diesem Abschnitt wird das Konvergenzverhalten anhand der schon vorgestellten Beispiele un-
tersucht. In Abbildung 6.5 und Tabelle 6.3 wird das Konvergenzverhalten des Algorithmus beim
verallgemeinerten Eigenwertproblem MHD4800 gezeigt. Zur besseren Darstellung werden hier nur
fünf Eigenwerte berechnet. Es ist gut zu erkennen, wann das Residuum die vorgegebene Grenze
von ǫ = 10−6 erreicht hat und ein Eigenwert akzeptiert wird.
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Abbildung 6.5: Konvergenzverhalten des Algorithmus am Beispiel MHD4800
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Eigenwert Iteration Residuum
1 13 0.665366801554614381E-06
2 100 0.772800074473372610E-06
3 106 0.479387276679552959E-06
4 135 0.610787556891961276E-06
5 152 0.650457245762973266E-06
Tabelle 6.3: Anzahl der benötigten Iterationen und jeweiliges Residuum
Das Beispiel der Dimension 100000 in Abbildung 6.6 benötigt 189 Iterationen bis die vorgegebene
Genauigkeit von ǫ = 10−4 erreicht ist.
Die Verschlechterung der Konvergenz ab der 100. Iteration lässt sich durch den Neustart erklä-
ren, der zu diesem Zeitpunkt durchgeführt wird. Dafür müssen wichtige Informationen verworfen
werden. Dies nimmt man in Kauf, um Speicherplatz zu sparen. Zusätzlich wird auch das Lauf-
zeitverhalten durch einen Restart verbessert. Wenn die maximale Unterraumdimension 100 beträgt,
wird auch maximal eine Schurzerlegung dieser Dimension durchgeführt. Diese relativ kleinen Zer-
legungen können leichter und schneller ausgeführt werden als größere. Ohne Restart könnte die
maximale Unterraumdimension bis zur Anzahl der gewünschten Iterationen anwachsen, wenn die
gewünschten Eigenwerte nicht gefunden werden. Dies würde die Laufzeiten sehr erhöhen.
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Abbildung 6.6: Konvergenzverhalten des Algorithmus am Beispiel der Dimension 100000
Die Abbildungen 6.7 und 6.8 zeigen das Verhalten der Eigenwertnäherungen für verschiedene An-
wendungen. Der eigentliche Eigenwert besteht aus dem Quotienten α
β
. Daher ist die Konvergenz der
αi und βi jeweils zusammen zu betrachten. Aus Gründen der Übersicht wird die maximale Unter-
raumdimension sehr klein gewählt. In der Praxis sind diese Werte jedoch nicht sinnvoll. Zusätzlich
werden Näherungen, die zu weit vom Konvergenzziel entfernt liegen, nicht in den Graphiken abge-
bildet.
Abbildung 6.7 zeigt das Verhalten der Eigenwertnäherungen, wenn ein Eigenwert berechnet wird
und die maximale Unterraumgröße fünf ist. Das bedeutet, dass es maximal fünf Näherungen für
α bzw. β gibt. Ist die maximale Unterraumgröße erreicht, wird ein Neustart durchgeführt. Die mi-
nimale Unterraumgröße nach einem Neustart entspricht der Anzahl der gesuchten Eigenwerte, in
diesem Fall eins.
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Abbildung 6.7: Verlauf der Eigenwertnäherung am Beispiel MHD4800 für einen Eigenwert
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Abbildung 6.8: Verlauf der Eigenwertnäherung am Beispiel MHD4800 für fünf Eigenwert
Abbildung 6.8 bezieht sich auf das gleiche Beispiel. Allerdings werden hier fünf Eigenwerte berech-
net und die maximale Unterraumdimension beträgt 15. Wie man den beiden Abbildungen entnimmt,
beeinflussen die beiden Parameter ’Anzahl der gesuchten Eigenwerte’ und ’maximale Unterraum-
dimension’ entscheidend das Verhalten des Programms. Obwohl es sich in beiden Abbildungen um
das gleiche verallgemeinerte Eigenwertproblem handelt, ist der Verlauf der Eigenwertnäherungen
unterschiedlich.
Auffällig ist in beiden Fällen, dass die βi ihr Konvergenzziel sehr schnell erreichen, während die αi
noch variieren, bis die gesamte Eigenwertnäherung die gewünschte Genauigkeit von 10−6 erreicht
hat.
Kapitel 7
Benutzeranleitung
Das Programm kann sowohl sequentiell als auch parallel auf dem Supercomputer JUMP aufgerufen
werden. Ein sequentieller Aufruf auf einem Linux-Rechner hat die Form:
./jada15.exe 〈 Parameterdatei 〉
Zur Vereinfachung eines parallelen Aufruf wurde im Jülich Supercomputing Centre (JSC) das Kom-
mando llrun entwickelt. Dieses bildet automatisch eine auf den angegebenen Optionen basierende
Kommandodatei für den LoadLeveler und führt das Programm aus. Damit gliedert sich ein einfa-
cher Aufruf des Programms wie folgt:
llrun -p〈 #Prozessoren 〉 jada15.exe 〈 Parameterdatei 〉
Parameter Aufgabe Wertebereich
numevs Anzahl der gesuchten Eigenwer-
te
numevs ∈ N, 1 ≤ numevs ≤ n,
mit A,B ∈ Rn×n
itm maximale Unterraumdimension numevs < itm
outlev Bildschirmausgabe 0: keine Ausgabe,
1: nur Endergebnis,
2: zusätzlich Zwischenergebnis-
se,
3: zusätzlich Beginn und Ende
der wichtigsten Unterprogram-
me,
4: Detailausgabe
mat_sym Matrix A symmetrisch? 0 = nein, 1 = ja
mat_sym_B Matrix B symmetrisch? 0 = nein, 1 = ja
matformat Format des Matrizenpaars
(A,B)
1 = CRS, 2 = Band
tau Bereich τ um den die Eigenwer-
te gesucht werden
τ ∈ R
reseps Genauigkeit ǫ ǫ ∈ R, ǫ > 0
filename Name der Datei für Matrix A maximal 48 Zeichen
filename_B Name der Datei für Matrix B maximal 48 Zeichen
Tabelle 7.1: Parameter beim verallgemeinerten Eigenwertproblem
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Die Parameterdatei muss für das verallgemeinerte Eigenwertproblem die in Tabelle 7.1 angegebe-
nen Parameter enthalten. Die Sortierung erfolgt anhand des Wertebereichs der Parameter. Dabei
sind im ersten Teil der Tabelle die ganzzahligen Werte, im zweiten Teil die Gleitkommawerte und
im dritten Teil die Zeichenketten zu finden. Diese Reihenfolge muss in der Parameterdatei beibe-
halten werden. Das Format der jeweiligen Trennzeilen sind der Beispieldatei in Abbildung 7.1 zu
entnehmen.
’numevs’ 1
’itm’ 100
’outlev’ 1
’mat_sym’ 1
’mat_sym_B’ 1
’jditmax’ 500
’matformat’ 1
’#########’ 0
’tau’ 0.4
’reseps’ 1.d-4
’#########’ 0
’filename’ "../matrices/A_dim_100000.crs"
’filename_B’ "../matrices/B_dim_100000.crs"
Abbildung 7.1: Beispiel einer Parameterdatei AB_dim100000.par
Ein Aufruf mit dieser Parameterdatei und 16 Prozessoren sieht auf dem JUMP folgendermaßen aus:
llrun -p16 jada15.exe AB_dim100000.par
Es wird ein Eigenwert in der Nähe von τ = 0.4 gesucht. Beide Matrizen A und B sind symmetrisch
und liegen im CRS-Format vor. Maximal 500 Iterationen werden durchgeführt und die maximale
Unterraumdimension ist 100. Wenn ein Eigenwert gefunden wird, erfüllt er die Genauigkeit von
10−4.
Kapitel 8
Zusammenfassung und Ausblick
Durch diese Arbeit ist es nun möglich, hochdimensionale, verallgemeinerte Eigenwertprobleme zu
lösen. Dazu wurde die Abspeicherung und Aufteilung auf die Prozessoren so angepasst, dass sie
sowohl für eine als auch für zwei Systemmatritzen durchgeführt werden können. Zusätzlich wurden
Routinen zur Matixmultiplikation mit der zweiten Systemmatrix zur Verfügung gestellt. Mit deren
Hilfe und unter Verwendung von bereits vorhandenen Routinen wurde anschließend das Jacobi-
Davidson-Verfahren zur Berechnung innerer, verallgemeinerter Eigenwerte implementiert.
Wie die Performance Analyse gezeigt hat, könnte das Konvergenz- und Laufzeitverhalten noch
verbessert werden. Dies ist durch eine exaktere Lösung der Korrekturgleichung möglich. Bisher
ist für das verallgemeinerte Eigenwertproblem nur ein direkter, sehr einfacher Diagonallöser vor-
handen. Dieser ist in seinem Laufzeitverhalten nicht sehr aufwändig, erzielt allerdings keine hohe
Genauigkeit. Die für das Standard-Eigenwertproblem vorhandenen Löser Quasi-Minimal-Residual-
Methode (QMR) und Transpose-Free-Quasi-Minimal-Residual-Methode (TFQMR) konnten leider
nicht als Löser für das verallgemeinerte Eigenwertproblem verwendet werden. Die Problematik
liegt in der speziellen Implementation, die auf das Standard-Eigenwertproblem abgestimmt ist.
Ähnliche CG-artige Verfahren könnten in Zukunft zur Lösung der Korrekturgleichung beim ver-
allgemeinerten Eigenwertproblem verwendet werden.
Eine andere sinnvolle Erweiterung ist eine Umstrukturierung der Speicherung und Aufteilung des
Matrizenpaares (A,B). Aus den schon erwähnten Gründen bietet es sich an, in Zukunft die Matrix
A im CRS-Format und die Matrix B im Bandformat abzuspeichern. Bisher ist nur eine Speicherung
der beiden Systemmatrizen im gleichen Format möglich. Dadurch können die speziellen Strukturen
und damit verbundenen Eigenschaften der Matrizen nicht flexibel genug ausgenutzt werden.
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