Abstract. We prove the 2D KPZ equation with a logarithmically tuned nonlinearity and a small coupling constant, scales to the Edwards-Wilkinson equation with an effective variance.
1. Introduction 1.1. Main result. We are interested in the 2D KPZ equation driven by a mollified spacetime white noise and starting from flat initial data:
ϕ(
x−y ε )Ẇ (t, y)dy, withẆ a spacetime white noise built on the probability space (Ω, F, P) and 0 ≤ ϕ ∈ C ∞ c (R 2 ). The covariance function ofẆ ε is formally written as (1.2) and ∫ R 2 ϕ(x)dx = 1. The following is our main result: Theorem 1.1. There exists β 0 depending on ϕ such that if β < β 0 ≤ √ 2π, then for any t > 0 and test function g ∈ C ∞ c (R 2 ), we have
H (t, x)g(x)dx
in distribution as ε → 0, where H solves the Edwards-Wilkinson equation
with the effective variance
There is a lot of activities on the study of the 1D KPZ equation over the past decade. We refer to the reviews [7, 17] for a summary of some recent developments. Progresses in d ≥ 3 can be found in [8, 13] , where results similar to Theorem 1.1 were proved. In two dimensions, the tightness of {h ε } ε∈ (0, 1) , as a sequence of random distributions, was proved in the recent work of Chatterjee-Dunlap [5] . To prove Theorem 1.1, we implement the same strategy laid out in [8] .
The convergence in (1.3) is expected to hold for all β ∈ (0, √ 2π), and our proof seems to only work for β small enough. After the completion of this paper, we learnt the very recent work of Caravenna-Sun-Zygouras [4] which proved Theorem 1.1 for all β ∈ (0, √ 2π), using a different method. While their result is more general and covers the entire "subcritical" regime, the proof presented here seems to be simpler and offers another perspective. We compare the two approaches in Section 2.4.
At the critical β = √ 2π, the early work of Bertini-Cancrini [1] identified the limiting covariance function of the corresponding stochastic heat equation. While the limiting distribution remains an open question, we refer to the work of [3, 9] in this direction. From now on, we focus on log u ε rather than h ε .
Our proof of Theorem 1.1 implies a similar result of u ε : for β < β 0 , (1.8) β
in distribution. This was previously proved in [2, Theorem 2.17] for all β ∈ (0, √ 2π). Let us explain the mechanism behind the convergence of (1.8) for the stochastic heat equation (SHE) and how it relates to the convergence for KPZ in (1.3).
First, the variance of the l.h.s. of (1.8) is (1.9)
The covariance is written explicitly by the Feynman-Kac formula:
where B 1 , B 2 are independent Brownian motions starting from the origin and E B denotes the expectation with respect to the Brownian motions. Here F solves the deterministic PDE
Similar to u, we have omitted the dependence of F on ε. The above equation can be written in the mild formulation as
where we denote G t (x) = (2πt) −1 exp(− x 2 2t) as the standard heat kernel. After a change of variable ↦ ε 2 , we have
By the Feynman-Kac representation of F in (1.10), we know that F ( ε 2 , w) measures the intersection time of the two Brownian motions during [0, ε 2 ]. By a classical result of Kallianpur-Robbins [12, Theorem 1], for β > 0, > 0 and w ∈ R 2 , the following convergence in distribution holds: (1.12)
Exp (1),
where we used the fact that ∫ R = 1. Together with some uniform integrability we will establish later, this implies
for small β, as ε → 0. Combining (1.11) and (1.13), the variance in (1.9) converges: (1.14)
The above calculation and the convergence in (1.13) interprets the effective variance ν 2 eff in terms of the intersection of two Brownian paths. Now we explain the origin of the Gaussianity. It is important to note that the main contribution to the integral in (1.12) comes from s ∈ [0, K ε ] provided that log(ε 2 K ε ) ≪ log ε . Actually, the heat kernel in d = 2 satisfies that G t (x) ∼ t −1 for those x around the origin, so we have
Thus, we can e.g. pick
Recall that
The r.h.s. of (1.16) shows the main contribution to the variance of our interested quantity, from the perspective of Brownian paths intersections. In microscopic variables, we have two Brownian paths, starting from respectively and running backwards in time. After first meeting each other at the time (t − ) ε 2 for some ∈ (0, t), the two paths spend K ε = o(ε −2 ) amount of time "intersecting" before splitting again. As a result, the random environment involved in this "intersection" only consists ofẆ (s, ⋅) with
, which induces a temporal decorrelation for different 1 ≠ 2 ∈ (0, t) and creates the Gaussianity. Together with the variance convergence in (1.14), this implies the Edwards-Wilkinson limit in (1.8). The results in [10] for d ≥ 3 is based on the above heuristics.
For the KPZ equation, the Gaussianity comes from a similar temporal decorrelation discussed above (we will prove it by a different method though). The convergence of the variance
is however more involved. While we do not have a Feynman-Kac representation for Cov[log u ε (t, x), log u ε (t, y)] as (1.10), an application of the Clark-Ocone formula will help us express the covariance in terms of an integral of
Here D is the Malliavin derivative with respect to the random noise and F r is the filtration generated by {Ẇ (s, ⋅), s ≤ r}. The key difficulty in analyzing (1.17) is to deal with the factor u −1 ε and to evaluate the conditional expectation given F r . By the same discussion for (1.15), the random variable u ε (t, ⋅) mainly depends on the noisė
, so we could replace the factor u −1 ε (t, ⋅) in (1.17) with a small error by something that is independent of F r for those r < t ε 2 − o(ε −2 ). The rest of the discussion is similar to the SHE case.
1.3. Notation. We use the following notation and conventions.
(i) We use a ≲ b for a ≤ Cb for some constant C independent of ε.
(ii) We use (p, q) to denote the Hölder exponents (v) We use ⋅ p to denote the L p norm of the probability space (Ω, F, P) for p ≥ 1.
. .} is a family of standard independent 2−dimensional Brownian motions built on another probability space (Σ, A, P B ). We will use E B , P B when taking the expectation and the probability with respect to B.
(vii) We use d TV (⋅, ⋅) to denote the total variation distance between two distributions.
(viii) We let ⋅ op denotes the operator norm.
Sketch of the proof
The main result (1.3) is equivalent with the convergence in distribution of
We rely on the Feynman-Kac representation of the solution to (1.5):
which has the same distribution, if viewed as a random field in x with t fixed, as
We keep in mind that M, Z depend on ε through the small factor β ε defined in (1.6) but omit its dependence to simplify the notation. For fixed B and x, M (⋅, x) is a martingale. Defining
), and
The convergence in (2.1) is equivalent to
Throughout the paper, we fix the variable t > 0 and sometimes omit its dependence. Define
where we recall that G t (x) is the standard heat kernel. The proof of Theorem 1.1 consists of two steps:
⇒ N (0, 1).
Negative moments.
Throughout the paper, we rely on the existence of negative moments of Z ε (t, x) for small β.
Proposition 2.3. There exits
The proof is presented in Appendix B.
The Clark-Ocone representation.
For each realization of the Brownian motion B, we can write 
and the Clark-Ocone formula says
Here F s is the filtration generated byẆ ( , ⋅) up to ≤ s.
with some α > 0 to be determined, we decompose the stochastic integral in (2.4) into three parts: β
and (2.8)
F s dx dW (s, y).
, the contribution from I 1,ε , I 2,ε is small compared to that from I 3,ε . For I 3,ε , the integration is in s ≥ K ε , so the random variable Z(K ε , x ε) is F s −measurable, and (2.9)
Note that the procedure we took here is slightly different from the heuristics provided in Section 1.2 due to the time reversal and the fact that we considered Z(t, x) rather than u(t, x). Mathematically they are equivalent.
The second order Poincaré inequality.
To simplify the notation, we define
.
To show that Y ε ⇒ N (0, 1), we apply the second order Poincaré inequality, which was originally proved in the discrete setting in [6] and generalized to the continuous setting in [15] . 
where
, and Var[X ε ] ∼ log ε −1 from Proposition 2.1, to show d TV (Y ε , ζ) → 0 using (2.10), we only need to prove
Another possible way to prove the Gaussianity is to utilize the fast temporal mixing, as explained heuristically in Section 1.2 and implemented in d ≥ 3 in [10]. [4] . The basic ideas behind both approaches are similar, and the key is to modify the partition function so that log Z(
A comparison with
) can be "linearized" in some sense. As we will prove later, I 3,ε is the main contribution to the random fluctuations, which essentially corresponds to the partition function of a directed polymer {B s } s≥0 that interacts only with the random environmentẆ (s, ⋅) in s ≥ K ε . The initial layer in s < K ε only determines the starting point B Kε for this interaction. By our choice of
, it is easy to show that in the weak disorder regime (β small), εB Kε → 0 as ε → 0 under the polymer measure, indicating that the initial layer plays no role in the limit. Given this heuristics, if we ignore the factor Z(K ε , x ε) −1 in (2.9), then I 3,ε becomes Another difference between the two approaches is the proof of the Gaussianity. After the "linearization" in [4, Proposition 2.3] , the convergence to the EdwardsWilkinson limit follows from the convergence of SHE proved in [2, Theorem 2.17], which was based on a polynomial chaos expansion and the fourth moment theorem [14, 16] . In our case, we directly employ the second order Poincaré inequality to the KPZ equation, which simplifies some analysis. On the other hand, the fourth moment theorem covers more general distributions of the random environment and the convergence of a discrete directed polymer model to the Edwards-Wilkinson limit was proved in [4, Theorem 1.6], while we only deal with the continuous Gaussian environment in our setting.
Variance convergence
where {B j } j are independent Brownian motions. For any set I ⊂ R + , x ∈ R 2 and Brownian motions B i , B j , we define
as the intersection time of B i , B j during the interval I, and x is the initial distance.
The following lemma will be used repeatedly and is taken from [8, Lemma 3.1].
Lemma 3.1. For any n ∈ Z + and q > 1, there exists
Proof. By the Cauchy-Schwarz inequality and Proposition 2.3, the square of the l.h.s. of (3.2) is bounded by
, where x j+n = x j for j = 1, . . . , n. Evaluating the expectation with respect toẆ , we obtain
, Lemma A.1 shows that the r.h.s. of the above expression has an L p norm that is bounded uniformly in ε and x j , provided that β is chosen small. We apply Hölder inequality to complete the proof. ◻ 3.1. The analysis of I 1,ε . Recall that I 1,ε is defined in (2.6).
Lemma 3.2. For
Using the fact that
where we recall that R(x) = ∫ ϕ(x + y)ϕ(y)dy, we have
By Lemma 3.1, we have
We apply Lemma A.2 to deduce
Proof. By the same calculation as in the proof of Lemma 3.2, we have
Applying Proposition 2.3, Hölder inequality, and the fact that Z(t, x) is stationary in x, we have for some δ ′ > 0 that is sufficiently close to zero. Now we apply Lemma 3.1 to derive
where the second ≲ comes from Lemma A.2. The proof is completed by choosing
Proof. By the second moment calculation, we have 
x,B (s, y)]dx dW (s, y).
For any T > 0, x 1 , x 2 ∈ R 2 and a standard 2-dimensional Brownian motionB, we define the deterministic function
We introduce the following notation: for any x, y ∈ R 2 , the expectationÊ x,y is defined asÊ
for any random variable F . In particular, we will consider functional of
Note that we have omitted the dependence of the expectationÊ x,y on ε to simplify the notation.
The following three lemmas combine to show the convergence of (3.6) E[I 
Lemma 3.6. There exists β 0 > 0 so that there exists γ ∈ (0, 1) such that, for all β < β 0 , G ε (s) ≲ s −γ for s ∈ (0, t).
Lemma 3.7. For any s
The proof of Lemmas 3.5 and 3.6 is the same as [8, Lemma 3.5, 3.6].
Proof of Lemma 3.7. Recall that
Since s > 0 is fixed and the term H ε is uniformly bounded by Lemma A.1, the expectation in the above expression is bounded uniformly in x, y, w, ε, so we only need to pass to the limit of the expectation for fixed x, y, w ∈ R 2 and w ≠ 0. The proof is divided into three steps.
it suffices to showÊ −w ε,0 [ εX Kε ] → 0. We apply Lemma 3.1 to derive
(ii) Define s ε = s ε 2 log ε and
We first note thatH ε can be written more explicitly by conditioning onB 2sε : YU GU Lemma A.1 ensures the uniform integrability, and we pass to the limit to obtain (3.9).
(iii) We show that
as ε → 0. For the fixed w ≠ 0, define the event A w ∶= { εX Kε > w 2}. First, we have
where we applied Lemma A.1. Thuŝ
The first term on the r.h.s. goes to zero as ε → 0 by (3.8) . For the second term, we havê
The conditional expectation can be bounded by (3.11)
In the event A c w , we have εX Kε ≤ w 2, thus c 1 w ≤ εX Kε − w − εy ≤ c 2 w for some c 1 , c 2 > 0 (note that y is fixed). Recall that s ε = s ε 2 log ε , we apply Lemma A.3 to derive
uniformly in εX Kε ≤ w 2, so we pass to the limit in (3.11), then obtain (3.10).
To summarize, we have
which completes the proof. ◻
Proof of Proposition 2.1. Recall that
. We combine Lemmas 3.2, 3.3 and (3.6) to derive
Gaussianity
Recall the goal is to show
we have
Using the Feynman-Kac representation (2.2),
Thus we can write
where 
Proof. A direct calculation gives
with R defined in (3.1). Taking the expectation and applying Lemma 3.1, we have
YU GU
We can view the factor g(x 1 )g(x 2 ) as a weight (without loss of generality assume
, so the integral
2 ) with x 1 , x 2 independently sampled from the density g . Therefore, by the L p −interpolation inequality and arguing similarly as (3.5), we have (4.1)
. Applying Lemma A.2, we know that the first factor on the r.h.s. is uniformly bounded and the second factor is bounded by log ε θ 2 . Thus,
By choosing q sufficiently close to 1, we can make θ arbitrarily small, which completes the proof. ◻ 4.2. The second derivative. To estimate P k op , we use the contraction inequality [15, Proposition 4.1], which says that
4.2.1. The case k = 1. A direct calculation gives
where we write x 1 = x 2 = x, x 3 = x 4 = y to simplify the notations. Thus,
Proof. Applying Lemma 3.1, we have
for some q > 1 and we used the simplified notation a q . Again we apply the L p −interpolation inequality as in (4.1), with θ = 2 − 2 q , we have
Thus we have a 1 ≲ 1 and a 2 ≲ log ε 2 , which implies a q ≲ log ε 2θ . By choosing q sufficiently close to 1 so that θ is sufficiently close to 0, we complete the proof. ◻ 4.2.2. The case k = 2. In this case,
and
with the setÕ = {(1, 2), (3, 4), (1, 3), (2, 4)}. 
Proof. By Lemma 3.1 and the fact that g is compactly supported, we have
Arguing in the same way as in the proof of Lemma 4.2, we have a q ≤ a
. By Lemma 4.4, we know that a 1 ≤ log ε . For a 2 , to simplify the notation we write
Applying Hölder inequality and Lemma A.2, we derive 
Proof. Without loss of generality, assume h is even. We write
) dη,
where we changed variables s j ↦ s j ε 2 , η j ↦ εη j and used the scaling property of the Brownian motion. Without loss of generality, consider the set
In the last "≲" we bounded f (η 1 − η 4 ) ≲ 1 and changed variables η j − η j−1 ↦η j , j = 2, 3, 4. The last integral can be computed explicitly, and we use the fact that . Since 
The proof essentially follows Portenko's lemma and we sketch it here for the convenience of readers. For any n ≥ 1, we can write
By conditioning on B sn−1 and applying (A.3) to the integral in s n , we have
Iterating this procedure yields
which completes the proof of (A.2). 
with some constant C independent of t, ε. Fix t > 0, n ∈ Z + , we also have
with some constant C independent of x, ε.
Proof. To prove (A.4), we write the expectation explicitly: (A.6)
Integrating in s and y yields )dzdu.
We estimate the integral in u by For the integral in z, recall that R(z) = 0 for z ≥ 1, we have
log εz −x dz ≲ 1+ log x +1 x ≤3ε log ε ≲ 1+ log x .
The proof is complete. ◻ Since w ≠ 0 and t > 0 is fixed, and R is compactly supported (so the x−variable in the above integral is bounded), we have 
R(x)R(y)G u (y)G s−u (x − y)dxdyduds.
By the same proof as for Lemma 3.4, the above integral bounded by log(t 2 − t 1 ) log t2 t1
≲ log ε (log log ε ), which completes the proof. ◻
Appendix B. Negative moments of Z ε (t, x)
The goal is to show there exists β 0 > 0 such that if β < β 0 and n ∈ Z + , we have ) and is stationary in the x−variable, it suffices to estimate the small ball probability P[u( t ε 2 , x) ≤ r] for r ≪ 1. From now on, we will fix ε > 0 and derive an estimate that is uniform in ε > 0 and t ∈ [0, T ]. We fix t > 0, x ∈ R 2 .
We first define an approximation of the spacetime white noisė 
