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A SYSTEM OF PARABOLIC EQUATIONS IN 
NONEQUILIBRIUM THERMODYNAMICS INCLUDING 
THERMAL AND ELECTRICAL EFFECTS 
By Pierre DEGOND, Wphane GI?NIEYS and Ansgar JUNGEL 
ABSTRACT. - The time-dependent equations for a charged gas or fluid consisting of several components, exposed 
to an electric field, are considered. These equations form a system of strongly coupled, quasilinear parabolic 
equations which in some situations can be derived from the Boltzmann equation. The model uses the duality 
between the thermodynamic fluxes and the thermodynamic forces. Physically motivated mixed Dirichlet-Neumann 
boundary conditions and initial conditions are prescribed. 
The existence of weak solutions is proven. The key of the proof is (i) a transformation of the problem by using 
the entropic variables, or electro-chemical potentials, which symmetrizes the equations, and (ii) a priori estimates 
obtained by using the entropy function. Finally, the entropy inequality is employed to show the convergence of 
the solutions to the thermal equilibrium state as the time tends to infinity. 
1. Introduction 
We consider a gas or fluid consisting of n components (species), which is influenced by 
thermal, electrical and diffusive forces. Each component, labeled by i and with density p7,, 
has the charge e; per particle. The evolution of the particles is governed by the conservation 
laws of the mass and of the energy (see, e.g., [18], [25]) : 
(1.1) 
(1.2) 
dt + div ,Ji = Wi, % = 1.“‘) n, 
where 12 c Rd (d 2 1) is the (bounded) domain occupied by the gas or fluid and T > 0. 
The carrier flux density of the i-th component is denoted by Ji, the energy flux density 
or heat flux is denoted by Jn+r, and U is the internal energy density. The functions W; 
are source terms, and Fi are external forces. We assume the situation where the external 
forces are due to the electric potential V, i.e. 
(1.3) FL = -eiVV~ i = 1,. . . ,n,, 
1991 Muthematics Subject ClassiJication: 35 K 55, 65 M 20, 78 A 35. 
JOURNALDE MATHBMATIQIJES PURES ET APPLlQU6ES. - 0021-7824/1997/10 
0 Elsevier. Paris 
992 I? DEGOND, S. Gl?NlEYS AND A. JLjNGEL 
solving the Poisson equation 
(1.3) av = - 2 f:kpk - C(x) in 62 x (0,~). 
A,=1 
The given function C(Z) models fixed charged background particles. 
The thermodynamic fluxes ,I; (% = 1. . . , 11, + 1) are assumed to depend on the 
thermodynamic forces X; = V(~L;/T) + eiOV/T (‘i = 1,. . . n) and Xn+r = ‘V-l/T) 
where CL; denotes the chemical potential and T the temperature of the gas or fluid: 
.I; = *1,(X1.. . .X7,+1). % = 1.. . . ,11+ 1. 
For sufficiently small deviations from the thermal equilibrium state .I, = 0 (i = 
1, . . . . TL+ l), the phenomenological relations between the fluxes and the forces are given by 
IIt1 
k= 1 
From Onsager’s principle, the symmetry of the coefficient matrix L = (Lik) can be 
concluded. The second law of thermodynamics requires that &k) is positive definite [25]. 
We refer to the monographs [18], [19], [25] for a discussion of the choice of the fluxes 
and forces and the relation between them. Furthermore, we mention that recently, in the 
context of semiconductor theory, the model (1 .l)-( 1.5) is derived from the Boltzmann 
equation [l], [3]. This justifies the relation (1.5). 
Setting 
IL = (Ul, . . . . u,, , ~,,+r) = (pl/T,. .pn/T. -l/T) and /)n+l = L’ 
the particle densities pi and the internal energy density pn+l are assumed to depend on U: 
p; = p;(u), i = 1,. . . . n + 1. The main assumption on p = (pl. . . . . P?,+~) is that 
(1.6) p is strongly monotone and 3x : /-’ = QX. 
The thermodynamic model (1. I)-( 1.5) occurs in many applications of charged particle 
transport, for instance in semiconductor theory [l], [23], in electro-chemistry [lo], [13], 
and alloy solidification processes [8], [20]. We only present the energy-transport model for 
semiconductors as an important example for (1. I)-( 1.5) and refer to [l l] for the details 
of other examples. 
Example: energy-transport model for semiconductors. - This model consists of equations 
for the electron density p1 with charge p1 = -1, the electron temperature T > 0, and 
the electric potential V: 
i3t + div J,, = 0. 
g + div .I,. = -,I,, OV + W(IA~.T), 
av = p1 - C(x). 
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where the electron and energy current densities are given by 
J,, = -L@F) - 7) - L,?B( - f,, 
.r,,; = -L21(v($) - 7) - L?,V( - $). 
The model describes the flow of electrons through a doped semiconductor crystal which is 
characterized by the doping profile C(X). It can be derived rigorously from the Boltzmann 
equation incorporating electron-electron and elastic collisions [l], [2], [16]. The energy 
relaxation term W(pL1, T) satisfies 
W(I-ll. T)(T - TI,) L 0, 
where TL is the lattice temperature. The variables pi, U and the coefficients Lik depend 
on /Lo and T. In the case of Boltzmann statistics and parabolic band structure, under an 
additional hypothesis on elastic collisions with transition matrix independent of the energy 
of the particle, the diffusion matrix L can be written explicitly in terms of p1 and T [l]: 
where CO > 0, and 
p1 = T”/2exp(/~1/T). p2 = U = ” 
apl 
T. 
The energy-transport model corresponds to (l.l)-( 1 S) for n = 1. Notice that 
PC4 = -$ ( > 3’2 exdud . ( +;2),r2 > 
is strongly monotone and a gradient, i.e. x(u,) = (-l/~~)~/~ exp(ul) satisfies Vx = p. 
The model (with various choices for the expression of the diffusion coefficients) is 
investigated numerically in many papers, see, e.g., [7], [9], [30]; in the mathematical 
literature, however, only the stationary model was analyzed [5], [I 11. No results are 
available for the time-dependent equations. 
This paper is concerned with the existence and long-time behavior of the solutions to 
(l.l)-( 1.5). Introducing e,,+l = 0 we can rewrite (l.l)-(1 S) as 
(1.7) &pi(u) + div Ji = W’~(U. V), % = 1. . . , n, 
(l.!)) 
(1.10) 
AV = - 2 ekpk(u) - C(x) in 0 x (0,7), 
k=l 
?L+l 
Ji = - c L;k(?L; v)(v?& - ekt&+lvv), % = 1.. . . , r), + 1. 
k=l 
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The equations have to be supplemented with physically motivated initial and boundary 
conditions. The boundary 362 of the domain 12 consists of two disjoint subsets r~ and 
I‘,\:. The electric potential, the chemical potentials, and the temperature are fixed at rn, 
whereas rAv models the union of insulating boundary segments (zero outflow): 
(1.11) ‘!I, = ?LD ~ V = Vu on ru x (0,~). 
(1.12) .I;.v=VV.I/=Oonrn;x(O.r): i=l....:~~,+l, 
where v denotes the exterior normal vector of i362. Thanks to the relation between p and 
U, the carrier densities and the temperature instead of ‘U can be prescribed at Tu. Thus 
the boundary condition: 
p = PD. T = To. V = VD on To x (0-r). 
is equivalent to (1.11) (note that P(U) is invertible since it is strongly monotone). The 
initial condition is given by 
(1.13) /(u(O)) = p(u”) in 12. 
Mathematically, there arise two main difficulties in the analysis of (1.7)-( 1.13). First, the 
variable of the time differential operator, i.e. p, and the variable of the space differential 
operator, i.e. u, are different and related by the algebraic relation p = O(U). For a single 
equation with p(O) = 0, this type of differential equation is called doubly-degenerate [27]. 
For more than one equation, this type of equation with V = 0 is studied in, e.g., [6], [14]. 
Secondly, the equations form a system of strongly coupled parabolic equations and 
maximum principle arguments cannot be used in general to derive L” bounds for the 
variables u;. Now, the term .Jk. . VV on the right hand side of (1.8) contains the term 
hi%+1 (VV12 which is quadratic in the gradient. Note that, due to the mixed boundary 
conditions (1.1 I)-(1.12), we cannot expect to get “regular” solutions, and generally, 
IVV12 E L1(R) only holds. But then, IL,,+] not being in L”(R), the term Ll~u,,+rlVV12 
is not defined. 
The key of the proof of the existence as well as the long-time behavior is (i) to 
use another set of variables which symmetrizes the problem and (ii) to obtain a priori 
estimates by using the entropy function (see below). 
(i) Transformation of variable. - Define the entropic variables, or electro-chemical 
potentials, 
(1.14) Ill; = I& - e;u,,+1v (i = 1,. . . . 11,). ‘!fl,,+1 = TLn+1 
and set UJ = (WI,..., w,+~). To simplify the notation, we set e = (<:I,.. . , ~‘,~+r) = 
(e1,. . , e,, 0) and define: 
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Then the problem (1.7)-( 1.13) is equivalent to: 
(1.15) &bi(w, V) + div1, = Qi(w, V). i= 1,...:71. 
&b,,+~(w. V) + div I,+, = QrL+l(w. V) + vc Q(w, V) 
(1.16) +gr.h(ra,q 
(1.17) AV = -e G b(~: V) - C(x) in Q x (0, T), 
n+l 
(1.18) I, = - c Di,&u, V)Vwk, i = l:...,rL+ 1. 
k=l 
subject to the initial and boundary conditions: 
(1.19) ‘t!l = WD; v = VD on r0 x (0,~)~ 
(1.20) Ii . V = V1’ ’ I/ = 0 on INx(O,r). %=l...., n+l, 
(1.21) b(w(O), V(0)) = b(u)“, V”) in 12, 
where 
bi(W, V) = Pi(U), % = 1,. ,71, 
hLfl(W, V) = &+1(U) + ve . P(U), 
Q&,V)=Mqu,V), %=l,... ;7L+l, 
WD = UD - e~~g,,,+lV~. 
w O = lLO - eu~+,VO, 
V” is the solution of AV” = -e . ~(11’) - C(,.) .L under the mixed boundary conditions 
V” = VD(O) on I’D and VV . 11 = 0 on Ix, and finally, the new diffusion coefficients 
are given by 
Dirt = Lik, i, k = 1.. . . : 71. 
&+I = Dn+l,i = L.n+l + I’~~&> i= l,...;?L, 
k=l 
1L 11 
D 11+1,n+1 - - Ln+l,n+l + 2v c ekL’n+l,k + v2 c eLek&k. 
k=l i.k=l 
The equivalence of (1.7)-( 1. IO) and (1.15)-( 1.18) can be shown by elementary computations. 
Strictly speaking, the two problems are only equivalent if the corresponding solutions are 
regular enough. The used notion of solution as well as the needed assumptions on the 
nonlinear functions are stated in the following section. 
The diffusion matrix D = (Dik) is symmetric and positive definite. Indeed, it holds 
D = PTLP, where P = (P&) is the regular matrix defined by 
1 if ~=/sE{1,....7~+1}, 
Pik = ekV if % = rr,+ 1, /iz E (1,. ,rr,}, 
0 else. 
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Thus, if L is symmetric, positive definite. then D is symmetric, positive definite, too. 
We note that the transformation ( 1.14) is well known in nonequilibrium thermodynamics 
([IS], $53) and is also used in the drift-diffusion model for semiconductors (i.e. 7 = const.). 
where ~1; is called quasi-Fermi potential. Recently, this transformation appears naturally in 
the derivation of an energy-transport model for semiconductor heterostructures 1121. The 
symmetrization property of the transformation (1.14) is also observed by Albinus [4] in the 
case of the energy-transport model. The system (1.7)-( 1.13) is mathematically investigated 
here for the first time. 
(ii) Entropyfunction. - To derive a priori estimates we use the entropy function: 
s(t) = . / (p(u) . (If, - ~//,u) - (x(u) - ,y(,f/,D))) - ;I,,.-1 i’ IG(V - VD)j”. 
. 62 . !2 
where ~o.,,+i = const. < 0 and 0 = Px (see above). In Section 4 we show that S(t) is 
non-negative and satisfies the so-called entropy inequality (if ?~g = const.): 
and for some c > 0. (If Oslo does not vanish then the right hand side of (1.22) has 
to be replaced by S(tl) + C(UJD).) Indeed, introducing the entropy density s(t. :I:) by 
S(t) = ,fC2 s(t, z)d:r, it holds 
$ + div 
rt+ 1 n+1 
(1.23) c I,(,fl,. - 7frD.k.) = c I/( V(.Wk. - 7fiD.k) 5 0 
k,= 1 k=l 
and equation (1.23) leads (formally) to equation (1.22) since the matrix n is symmetric, 
positive definite. Therefore we can interpret Ck I~.(wk - ?~~,l;) as the entropy current and 
C, I,, . O(UI~ - UIU,~) as the entropy production rate with the thermodynamic fluxes I, 
and the generalized thermodynamic forces V(PIJI, - ,cIJ~,~) [25]. Furthermore, if I’ = 0, 
the entropy density relates the extensive variables pl. . . . /jr,+1 and the intensive variables 
‘~1,~. . . .u,,+~ by ds/i)r), = II,, - ~l,rl,; for i = 1,. . . 71, + 1. Mathematically, s(t. ~1:) can be 
interpreted as the Legendre transform of x. 
The plan of the paper is as follows. In Section 2 we state the assumptions and the existence 
theorems. We get existence of weak solutions (76, V) under mixed boundary conditions in 
two space dimensions, and under Dirichlet boundary conditions in three space dimensions. 
In two dimensions, we get the regularity V(t) E W1.“(f2) for some 11 > 2 [17], 1261. 
Since ,714) E P(O) * Lq( 0) for all (1 < w, this implies .&(t) E L2(R) and hence, the 
product TV(t) J;(t) is defined. In three dimensions, we need more regularity. Indeed, 
if V(t) E W’,“(O), then J,,(t) E L*(62) and VV(t) . J;(t) E L1(R). However, for mixed 
boundary conditions this regularity can only be obtained under restrictive assumptions on 
the data [28] so that we take Dirichlet boundary conditions. 
Section 3 is devoted to the proof of the existence theorems. The method of the proof 
is a semidiscretization of time (or method of lines, or Rothe’s method) as in [15] (see 
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also the monographs [21], [24]). The resulting elliptic problems are solved by employing 
Leray-Schauder’s fixed point theorem. The convergence of the discrete solution to the 
continuous solution is obtained by compactness arguments (see, e.g., [21]). 
In Section 4 the long-time behavior of the solutions is studied. Assuming that the 
boundary functions (uo: VD) are in thermal equilibrium (i.e. .I, = 0 for i = 1. . . , n, + 1 
or. equivalently, VW = O), we show that the solution constructed in Section 3 converges 
to the thermal equilibrium state. More precisely, 
?L(t) i ?LD in L2(fl), v(t) + vD in H1(f2) (t + x). 
The proof is based on the entropy inequality (1.22). In particular, S(t) is non-increasing 
and S(t) -+ 0 as t + cc. Thus S(t) can be interpreted as a Lyapunov functional. Similar 
results for T = const. (or u,,+~ = const.) are proved in [15], [22]. 
2. Assumptions, existence results, semidiscretization 
We start with some notations. Denote by WJ’y(Q), W”,Q(0; R”+l) the usual 
Sobolev space of real-valued, vector-valued functions, respectively. The norm of 
w,‘>Y(fl) and W”,Y(R; EP+l) is denoted in both cases by 11 . ll,~,rl,~~. We abreviate 
W,s>q(X) ‘gf W”,Y(O, T; X) if X is a Banach space. Furthermore, set V = Hi (62 U I’,v: R) 
and V I’+’ = H,‘(fl U I’,,,; IT’+‘) (see [32]), and denote by V* the dual space to V. Then 
(.. .)v+,v is the d ua tty pairing between V* and V. Finally, we set Q,. = 62 x (0. r). 1’ 
We impose the following hypotheses: 
(Al) 62 c R” (1 5 d 5 3) is a bounded domain with Lipschitzian boundary 
362 = ru u rN, I’D n rN = @, measd-r(ro) > 0, and rav is open in XI. 
(~A2) /I = (pr, . . , /jn+l) E W1.30(Rn+1; lP+’ ) is strongly monotone and a gradient, i.e. 
(p(u) - p(u)) . (u - II) > coIu - ?!I2 for IL, %i E IW”+l> 
where cn > 0, and there exists a (convex) function x E C1(Wn+l; R) such that 
p = vx. 
(A3) L = (L,k) E Lcr?(QT x R’l+l x R: R(“+l)x(“+l)) is a Carathhlory function 
(see [32]) and a symmetric, uniformly positive definite matrix. 
(A4) W, : Q7. x EP”+l x R i R (% = 1:. . . . 7), + 1) are Caratheodory functions satisfying 
k=l 
e W(u, V) = 0, Wn+l(z, t, ?L, V)(TL,,+1 - ‘ii;) I 0, 
IW;(:r, t; u, V)( < ~(1 + 11~1 + IV]), % = 1,. . . .,n + 1. 
for all II,, V, 6, ?‘, with 71, < 0 and e = (et, , . . , e,,, . 0). 
(A5) ?JD E c’([O, r]; H1(Q Rn+’ ))nHl(O,c L2(f2: P+l)), VD E C”([o,~]: Lc*‘o(bl))n 
H1(W1~po(il)) with p0 > 2 if d = 2 and p. = 3 if d = 3; 11,’ = (u:, . . . ,~,,+r) 6 
L”(f2; .b!“‘l) n H1(f2; Rn,+‘); G E La(R), cl.. .P,, E iw, and ?LD,,L+l = U. 
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In the papers [6], [14] the hypothesis (A2) is also used. It is satisfied in the energy- 
transport model for semiconductors (see above) if the particle density and the temperature 
are bounded. The assumption (A3) follows from basic physical principles, as explained in 
Section 1. The monotonicity condition for Wn+l in assumption (A4) means that lV,,+i 
is a “relaxation” term. For the energy-transport model for semiconductors, this condition 
is verified as can be proven rigorously ]I], [3]. We assume that the temperature SU,~+~ is 
constant at the contacts, i.e. we neglect surface thermal effects. The term lVn+i relaxes to 
the constant temperature at the boundary (assumption (A4)). 
In the case of the bipolar energy-transport model for semiconductors (i.e. r), = 2 and pl. 
,02 are the electron and hole density, respectively), usually the Shockley-Read-Hall term 
IV1(r~) = W2(u) = (P~(u)I)~(,u) - l)/(cipl(~u) + c2p2(~~/) + Q) is used as source term. 
Since cl = -1, ez = +l, we get ell/Til + f:zWz = 0. Furthermore, Wi is monotone in the 
sense of (A4). Therefore, the hypothesis (A4) is satisfied in this case. 
Now we can state the existence theorems: 
THEOREM 2.1. - Let (AI)- hold and let r > 0. if d 2 2 there exists p > 2 and a 
solution (u, V) qf (I. 7)-(I. 13) with 
(2.1) ‘fL - IAD E L2(vr’+1 ) n CO([O, 71; P(12: w+l)). 
(2.2) l)(u) E H1((v*)T’+l) n L2(Q,), 
(2.3) 1’ - v> E L”(V) n L”(WIJq. 
THEOREM 2.2. - Let {Al)-(A.5) hold. Let d = 3 and 82 = l?~ E C1,l. Then 
there exists a solution (u, V) of (1.7)-(1.13) such that (2.1)-(2.3) holds and, moreover, 
v E P(Q7) n P(WlJ). 
Notice that our regularity results are sufficient to conclude that the product VV . Jj 
is integrable in Q7. 
As mentioned in Section 1, the proof of the theorems is based on a semidiscretization 
of time. This method is also of interest from a numerical point of view. We introduce 
partitions 0 = to < ti < . < tN = r of [O; r] such that k,j d’f tj - t,j-i < 1 and 
(2.4) 
h%f 
1nax hj ----f 0 (N -+ m), 
< x j=l,....AV 
For instance, uniform partitions satisfy (2.3). We denote by Cjv(O. ‘T; X) (for a Banach 
space X) the space of all functions u(~) : (0, r] + X which are constant on (ti-l.tj], 
and we set ~(~1 (t) = d for t E (tJPl. tj], j = 1.. . N. 
Let UT’, Vi”’ E Cni (0 , 7: H1(0)) be defined by: 
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for j = l;.. . ? N. Furthermore, define the shift operator IT,~ : C,(O, r: L2(R)) -+ 
C.v(O. T-: L2(62)) by 
and the linear interpolation of r~(~~) E CN(O, 7: L2(62)) by 
li,(“‘(1:: t )  = h3l(tj -  t)(d -  U’-l) + Uj for II: E (2, i E (tj-l,tj]! 
for j = 1,. . . ? N, where ,u” is the initial value of (A5). Then, thanks to (2.4) (see [21], 
Lemma 5.25) 
(N) 
UD -+ UD in L2(H1), 
-(N) 
UD -+ UD in H1(L2), 
VP) 
D --+ VD in II’ as N -+ m. 
The time discretization of (1.7)-( 1.13) is, for j = 1! . . . , N 
(2.5) rt,;‘(&(uj) - p&L-l )) +div Jy = Wi(d.Vj), % = 1,. . .!n; 
(2.6) ~~J’(p,,+l(uj) - p,+~(uj~‘)) + divJA,+, = Wn+l(uY, VI) - 2 ekVV3 . Ji, 
k=l 
(2.7) 
(2.8) 
AVj = -e. p(d) - C(xg in 0, 
n+1 
-TI’ = - c &k( d, v’)(vu; - ek”;,+lVvJ), i = 1:. . . ,n+ 1: 
k=l 
with boundary conditions 
(2.9) uj = uj D, vj=v; on rD, 
(2.10) .Jj . v 1 vvj . v = 0 on !?)v. 
For given p(u”) and V” (computed from AT/’ = e . p(u’) - C with mixed boundary 
conditions), the equations (2.5)-(2.10) define recursively (uj; VJ), for j = 1, .‘. . , N. Using 
the discrete transformation 
(2.11) wj = uJ - eufz+,Vj, j 2 0, 
the above discrete system is (formally) equivalent, for j = 1, . . . , N, to 
(2.12) fLj’(h(W’, V’) - bi(~‘-‘, Vj-‘)) + div1: = Qi(J, Vj); i = 1:...,71, 
(2.13) hjl(b,+l(wj, Vj) - bn+l(w-l, If-‘)) + divIj+, 
= Qn+l(wj, Vj) + Vje . Q(wj, Vj) + h;‘(Vj - V.j-l)e. b(d-‘, Vj-‘), 
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(2.14) AVJ = -e . b(wJ. Vj) - C(x) in 12, 
I!+1 
(2.15) 1; = - c Dl&Uj, v’pw;.. i=l...., 1,>+1, 
k= 1 
subject to the boundary conditions 
(2.16) WJ = PllJ D, l-v; on r0, 
(2.17) I+=~V~.,,=O on Tl\i. 
where wJ, = ~LJD - er& ,L+lVA E H1(12: IWn+‘) thanks to (A5). 
For given (VI-~, Vi-’ ), the problem (2.12)-(2.17) is a system of strongly coupled elliptic 
equations for (wj; V.i). If (~j. VJ) E H1(R; FP+’ ) x L” (62) is such that V.j E W1’p(62) 
with p > 2 if d < 2 and p = 3 if d = 3, then ‘ILJ E H1(R; R”+t), and the problems 
(2.12)-(2.17) and (2.5)-(2.10) are equivalent. 
3. Proof of the existence results 
To prove Theorems 2.1 and 2.2 we proceed as follows. First we solve recursively 
(2.14)-(2.17) to get functions ~II(~~) E CN(O, T; H1) and V(“) E C,v(O,T: H1) where 
UP) = (201,. . . : w”) and V(A~) = (VI, . . V”). Then, setting TL(~“) = w(.~) - 
cw~~~~V(“) E CL~i(O, T; L’), we prove that (IL cn;). If(“)) solves (2.5)-(2.10). Using 
compactness arguments we let N -+ 30 to get a solution to the continuous problem 
(1.7)-( 1.13). 
The proof of the existence of solutions to (2.12)-(2.17) is based on estimates on the 
discrete entropy function 
Notice that, since uD,lL+l = ?I < 0, we have Sj 2 0 for all j 2 0. 
The following lemma provides a priori estimates for the existence of solutions to the 
discrete system (2.12)-(2.17) as well as for the proof of Theorems 2.1 and 2.2. 
LEMMA 3.1. - Let (Al)-(A5) hold and let (wJ; VJ) E H’(R; IF!“+‘) x (H1(i2) n L”(12)) 
he a solution to (24)-(29) such that II~ E H1(C2; R”+l). Then 
where ~1 > 0 is independent of ( 1111. V3) and c2 > 0 is independent of(u~(.~). V(“)) and N. 
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Proof. - Using the convexity of x, which implies 
x(d) - x(&l) - vx(1LJ-1) . (uj - uj-1) 2 0 
and the fact that (&, V3) solves (2.12), (2.14), we can estimate as follows: 
SJ - sj-l 5 
I . 
(Ox(d) - VX(?P)) . (d - ,tLj,) 
<cl 
- E sl V(Vj - vj-‘) . V(VJ - Vi) 
J 
+ .I R ( - p(ze) . (uj, - z&l) + X(?&) - x(2&l)) 
+ u 
J 
(V(W’ - vp, . V(VA - If;-‘) - ‘IV(Vj - l+)12) 
2 D 
=K1 + i’. . + K4. 
First we estimate the integrals K1 and K2. Since (wJ i Vj) solves (2.12), (2.14), we obtain 
+ , I’ p+1(7r’) - Pn+lw1M4~+1 - &,,+,, 
- 71, 
I 
e. (p(d) - p(&‘))(Vj - VL). 
1 Sl 
Taking into account (2.13), we get 
Kl + K2 = - hj e J div IjJ(zui - wj,,,) - hj 2 J div Iieh (V’(w;‘;+, - wD,~+~) 
k:l ” k=l fl 
+ WD,n+l(V’ - vi,) + hj 2 / Q&A V”)(u”, - &.,, 
k=l ” 
+ J (&+1(d Vj) - &+1(wj? vj-‘))(wh+1 - wD,n+l) 11 - R .I( e. (p(d) - p(&'))Vj + e ' p(d-')(v' - vJml)) (wi+, - wD,,,+l) 
- U sl e. (p(d) - p(&‘))(V - Vi) J n+l 
=-hjx J div$(wi -w’ k=l ’ D,k) - hj 2 I’ div I& ( V3 (wh+l - WD,*~+I) kzl’ n 
+ ?llD,n+l(v’ - vi)) + hj 2 / Q&J’, V’)(u; - &,) 
k=l Cl 
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+ hj I VJe Q(wj. vj)(wl,+l - ,7flg.n+1) R 
- 
.I’ 
e (p(u’) - ,,(,~,~-‘))v-I(7”~~+l - ‘wg.n+l) 
R 
-u 
I 
e. (p(d) - p(TJ-‘))(Vj - vg. 
1 62 
Using (2.12) again and the assumption (A4), we obtain: 
+ C(E, t&j> v;)hj 2 I’ wk(‘&> VA)‘, 
k=l * ” 
employing Young’s inequality, where E > 0. Taking into account the symmetry of D, 
we obtain: 
1 n+1 . 
--cl 2 
DJ&(w’, vJ)v(w; - 7&) . v(1lJ; - rw&,k) 
k,t=l ” 
1 
71+1 
-- 
2 cl 
&(w’, v.j)vw; . v D&wj, v’)vw$ v . VW;,,. 
k.E=l ’ s2 
By Stampacchia’s estimate (see [31]), we get, since d < 3, 
IIv~Ilo,co,sl F 41 + llu3 Ilo,2,n). 
Since the matrix D is positive definite, there exists S(u3) > 0 such that 
7a+1 
(3.3) c D,k(wj, V’)<;& > 6(uj)l<l” for all < E Rnfl. 
I,k=l 
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Indeed, 6 depends on the L”(n) norm of Vj, by the definition of D, and thus on the 
L,‘(0) norm of u j, by the above elliptic estimate. Taking into account Vw~,~,+i = 0 
due to (A5), the positive definiteness of L, and Dik = L;k for all i, k = 1,. . . ) n by the 
definition of D, we get further: 
This implies 
Kl + K2 I -gj gJ s(u”)pw~12 + &hJ / Iv? - &I2 + C(&pj. 
k=l ’ .Q 
Now we estimate the remaining integrals KS and K4. Recalling that hj < 1, we employ 
(A2) and Young’s inequality with E > 0 to get 
K3 = - 
s 
((p(lhj-l) - p(7Lg1)) . (u& - t&l) + p(&,-l) . (~j, - 7~;‘) 
- J&:,) + x(2&‘)) 
<de1 
.I 
lu+ - u$‘12 + c(#, 1~; - ug112 + +j,-‘) 
R I R 
and 
& I E&-l 
I 
jV(V+ - Vi-‘)I” + c(&)h;:, lV(VA - IQ-‘)\“. 
* R I .R 
We proceed by estimating 
<-;ghjF/ 
j=l k=l ’ 
s(uj))vw~(2 + EF hj / /u;’ - ujD12 
j=o s1 
111 
+ E c h 
j=O 
/ IV(V’ - V;)l” + c(E) 2 h;l / I& - @I2 
D ‘j=l , $1 
1IL 
+ C(E) c h;’ (V(Vj - Vi-‘)/’ -t C(E) 2 h,j, 
j=l .I’ Q .j=l 
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where we have used the fact that fij /hzj-1 is bounded independently of j and N (see (2.4)). 
Since 
independently of N (see Section 2), we get finally 
On the other hand, since p is strongly monotone, 
.l 
S’” z.z 
SJ 
(p(P) - p(su”’ 
(1 0 
+ (1 - s)uyj)) (7P - (SIP + (1 - ,)uS))& 
1 
- -UD,n+l 2 I’ 
(V(V - vgy2 
. 61 
/ 
p(vl - V;;“)12. 
. (1 
The above two estimates imply 
Applying the maximum over ~1 = 1, . , N yields 
This implies, for sufficiently small E > 0, 
where c > 0 only depends on the given data. In particular, 
ll~~llO.2.62 + IIVj(ll.2,Q 2 c. ,j=l...., N. 
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It can be seen that therefore 
1005 
S(d) 2 61) > 0 forj = l,....N. 
Hence we conclude from (3.4) 
with c > 0 only depending on the data. This finishes the proof. 0 
We are now able to prove the existence of solutions to the discrete problem (2.12)-(2.17). 
LEMMA 3.2. - Let (AI)-(A.51 hold and let (wj-‘,Vj-‘) E H1(f2;Wf1) x (H’(0) n 
L”(R)) be given. Then there exists a solution (wj, Vj) E H1(62; R”+l) x (H1(n)nLm(n)) 
to (2.12)-(2.17). 
Proof. - The proof is based on the Leray-Schauder fixed point theorem. To define the 
fixed point operator, let ii E L2(0t; 6P+l ) and let V E H1 (a) be the unique solution of: 
l3V = -e . p(G) - C(z) in 0, V = VL on l?~, VV . u = 0 on Ilv. 
From Stampacchia’s estimate for elliptic equations [31] follows that V E L”(Q). Thus 
ui ‘zf ii - ViirL+le E L2(f2; RIL+l ). Now consider the linear system for ‘w: 
-divx A( -, > D. w v VWk =a( - h;‘(b&E, V) - bi(w+, W-l)) + Qi(G, v,). 
k=l 
n+1 
-div c DpL+r,k(6: v)vwk =c( - hj’(h,+~(G~ V) - b+~(w-‘, V’i-‘)) 
k=l 
+ Qn+1(@ V) + ve. d?(G? VI 
+ h;‘(V - Vj-l)e. p(&l)), 
where i = l,..., n, subject to the boundary conditions 
where 0 E [0, 11. By Lax-Milgram’s theorem, there exists a unique solution w E 
H1(R; Wn+‘), since the right-hand side of this elliptic problem lies in L2(02; R”‘l). 
Finally, define u = u) + Vw,+le E L2(s2; R”+l). 
Hence the fixed point operator 5’ : L2(Q; iR”+l) x [0, l] -P L2(R; IP+‘), (ii, u) ++ ?I,, 
is well-defined. It holds S(ii, 0) = 0 for all 6 E L2(R; R”+l). Every fixed point u of S 
with g = 1 solves (2.12)-(2.17). Indeed, let S(u, 1) = u then we only have to show that 
w = 6. Now, I&,+~ = u~+~ = w,+~ and Wi = U+ - Vw,+le = wi for i = 1, . ! n. 
Therefore, w = u - Vu,+le. 
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To show that S is a compact operator, let II, E L2(12; lFP+l) be a fixed point of S with 
(T E [0, I]. Similarly as in the proof of Lemma 3.1 we get the estimates: 
where c > 0 is independent of U, ?u, V. and TT. Thus 
llWlO,3/2 I 4llwlO.2 + IIWI , II 0 2 T1)77+1(I0,0 + l~vl10,6~(~711~~~+1110,2) 
5 ~~(JI'u~II1.2 + IIV/I1.2) 
2 c, 
using H1 (0) c-$ L”( 12). Standard arguments show that S is continuous and compact, 
noting that the embedding W1,3/2(R) c--i L2(0) is compact (for cl 5 3). Leray-Schauder’s 
theorem gives the desired result. 0 
COROLLARY 3.3. - Let (AI)-(A5) hold and let (u-‘, V.j-‘) E H1(R; lW’+l) x (H’(0) n 
L”(Q)) be given. Then there exists a solution (u?. Vj) E H1(12; lR”+l) x (H1(R)nLm(al)) 
to (2.5)~(2.10). 
Taking into account the estimate (3.2) for u (“1, the regularity result for elliptic problems 
of [17], [26], and Stampacchia’s elliptic estimate [31] 
IIVjll0.d 5 41 + ll~410,2.62) 
we conclude: 
LEMMA 3.4. - There exists p > 2 such that: 
where c > 0 is independent qf N. Furthermore, p = 3 if d = 3. 
We proceed now by proving further a priori estimates independent of N. From (3.2) 
and (3.5) follows: 
LEMMA 3.5. - It holds 
(3.6) llU(“)II~“(H’) <r:. 
(3.7) II<J~A~)ll~l(~2i SC. % = 1. . , ‘f), + 1, 
where J!N) E Cav(O, T; L*) is such that <J!“’ = ’ 
is indepkdent of N. 
Ji on (t,j-l,t,], ,j = 1,. . N, and c > 0 
Proof. -We have for i = l!...,rr, 
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where y > 2 and q = 2p/(p - 2) if d = 2, and p = 3, q = G if a! = 3. Since the 
embedding Wt (0) w L’J(R) is continuous, we obtain (3.6). To prove (3.7), we use that 
L is bounded in Qr x IWrr+’ x R: 
where 1: = l,..., n, + 1 and p and q are as above. 0 
Our final a priori estimates are necessary for the compactness argument. For this, define 
the linear interpolation of p(l~(~)) by 
p)(:r:, t) = Ir,jl(t,, - t)(p(uj) - p&?-l )) + p(d) for :I: E R, t E (tj-t>t,,], 
for all j = l,...: N. Recall that h = max,i h, and that (TN is the shift operator defined 
by (m-1~ cn;))j = Cl for j = 1: . . . , N. 
LEMMA 3.6. - It holds,for a positive constant c independent of N: 
Proof. - Use ?LJ - ?LJ-’ - (P& - r&l) as test function 
(2.S)-(2.6) and use the monotonicity of p (see (A2)) to get: 
r r 
1 , . . . , n+l. 
in the weak formulation of 
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with p and q as in the proof of Lemma 3.5. Summing this inequality over j from 1 
to N yields: 
using Lemmas 3.4 and 3.5. This proves (3.9). To prove (3. IO) observe that for 
% = 1.....71>+ 1 
IIVii)yll&L2, < i:k /” (/Iv1Ljll;.2 + IIv’Ljq;,*) < r:(l + (l’L(AV)11;2(H,,) 5 C’ 
.j=l * t,. I 
by Lemma 3.5. Since for % = 1:. ~ II + 1 
we get immediately for % = 1, . . . ,YI, 
For % = n + 1, observe that VV-j . J/ is bounded in IC~(L*P/(J’+~)) independently of N 
with p as in Lemma 3.4 and that L2P/(“+2) L, V*, and therefore 
This proves the Lemma. 0 
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Prosf of Theorems 2.1 and 2.2. 
First step: strong convergence of u cN). - We choose partitions of [0, r] satisfying (2.4). 
From Lemma 3.6 follows that for all 1: = 1,. . ,rr + 1 the sequences (plLCN)):v are bounded 
in L2(H1) n Hl(V*) and therefore relatively compact in L2(Q,) (by Aubin’s lemma, 
see [21], [29]). Taking into account Lemma 3.5, there exists a subsequence of N, not 
relabelled, such that 
(3.11) 1L(T - u weakly in L2(H1), 
(3.12) pov i 7 weakly in L*(H’) and in Hl((V*)“+l). 
(3.13) pw + T in L”(Q,; IW”+l) (N --+ 00). 
Now we identify r’ with p(u) by using a monotonicity argument. From Lemma 3.6 we 
conclude 
16LY - (l\,u(w -+ 0 in L2(Q,:Iw”+1) (IV -+ 30): 
thus, p being uniformly Lipschitz continuous, 
#o(‘/P) - p(aj&N)) -+ 0 in L2(Q,;R7’+l) (N -+ co). 
Recalling that 
p(N)(~, t) = /lT1(tj - t)(p(d) - p(uj-l)) + p(d) for 2 E 0, f E (tj-1, t.,]: 3 
for all j = 1. . i IV, we conclude 
Ilp) - p(,u(-ylL”(L”) < (Ip(&l’)) - p(aiVU(qlLZ(L’) + 0 (N + cm). 
which implies 
(3.14) P(U q -3 r in L2(Q7; Iwn+l). 
It holds for all 71 E L2(QT; Iw”+l) 
.I’ 
(p(u’“‘) - p(w)) . (ZP) - w) 2 0. Q 
T 
Letting N -+ cc gives, taking into account (3.11) and (3.14), 
(r - p(w)). (u - TJ) > 0 
and hence T = p(u) by the strong monotonicity of p. Since 
(:I) 
I’ 
I*P) - 1L12 5 
.i 
(p(u’“‘) - p(u)) (*fP - 11) --+ 0 (N+co). 
’ QT Q7 
we get finally 
(3.15) JN) --+ u in L”(Q,; lFYcl) 
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Second step: convergence of If(“) und J(lY). - By Lemma 3.1 the sequence (V(“‘)) is 
uniformly bounded in L2(H1), i.e. there exists a subsequence (not relabelled) such that: 
(3.16) V(‘V i v weakly in L2(H1) 
and therefore 
av = --c . p(u) - CT> v - v, E L2(V). 
since Vf’ -+ VD in L2(H1) (see Section 2). This result implies, together with (3. IS), 
(3.17) \d”) + v- in L”(Wl). 
The strong convergence of v(“) and V(“) in L2(L2) implies &(u(“), V(Av)) + ,Cik(lh, V) 
in L2(L2). From (3.5) and (3.6) we conclude that TL,,+~ (N) VW”) -+ ~~,+rVv in L’(Ll). 
Hence, since L~~(TL, V) E L”(Q,), .J(“) d .J weakly in L1(QT;W’+l), where 
.I = (Jt,...,J,,+t) and 
In view of the bound (3.7) this yields (for a subsequence) 
(3.18) ,J(N) - .I weakly in L2(L2) (N + ‘CC). 
Third step: the limit N -+ CC in the equations. - The weak formulation of (2.5) is 
for 4 E L’(V), where % = 1.. . . i 71,. Using (3.12), (3.15)-(3.18), we can let N 4 CC to get 
the weak formulation of (1.7). In order to get the weak formulation of (1.8) we observe 
that for C$ E L2(V) n L”(L”) 
using (3.17) and (3.18). Finally, IL - ?l.D E L2(U”+l) and p(u(0)) = p(?r’) in 62, since the 
bound (3.10) implies p(7~) E C”([O,r]; L”(0)), and /?(“)(1; = 0) = p(l~‘). Furthermore, by 
the strong monotonicity, r*. E C”( [O. 71: L2(f2)). The Theorems are proved. 0 
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4. Long-time behavior of the solution 
In this section we show that the solution constructed in the previous section converges to 
the thermal equilibrium state if the boundary data are in thermal equilibrium. The thermal 
equilibrium state is defined by J, = 0, i = 1, . . . , n + 1, which is equivalent to Y’w; = 0 
for Z = l,..., n + 1. In particular, the temperature T = -l/~,,+~ is constant in ft. 
The following assumptions are needed: 
k=l 
(A7) ?LD E H’(bl), vj, E H1(i2) n L”(bl), v WD = 0, and flV, = -e . /)(?LD) - c. 
The first assumption is needed to show that the entropy function S(t) introduced in Section 1 
is non-increasing. In the case of the bipolar energy-transport model for semiconductors (see 
Section 2), it holds WI (U D, VD) = Wz(uD, VD) = 0, so the assumption (A6) is satisfied 
for this model. The second assumption means that the boundary data is time-independent 
and in thermal equilibrium. Setting ck: = ?llD,k = const., the differential equation for r/D 
is equivalent to: 
avD = -e p(cI; + ek?iVD) - c. 
Using mixed boundary conditions for V D as in Section 2, we see that this problem is 
uniquely solvable in H1(R) since p is monotone and u < 0. 
THEOREM 4. I. - Let (AI)-(A7) hold. Then there exist c, 1-1 > 0 such that for t > 0 
where (u, V) is the solution constructed in Section 3. Furthermore, S(t) > 0 is non- 
increasing and S(t) --+ 0 as t + 00. 
Proof. - In the proof we use ideas of [15]. First, introduce the entropy density 
S(t) ‘gfp(U(t)) ’ (u(t) - UD) - (X(‘+)) - x(uD)) - &,,lI~(v(t) - vD)I”. 
Thanks to (A2) and ?LD,Ta+l = U < 0 it holds 
(4.1) s(t) 2 cJu(t) - 7hDi2 + lo(v(t) - vD)[*); 
(4.2) s(t) < c2(l’u(t) - uD12 + lo(v(t) - vD)I”). 
where cl, c2 > 0. Set 
S,(t) = s,,(u(t)) +if ll (&u(t)) ’ (U(t) - UD) - (X(u(t)) - xb))>. 
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Using methods of convex analysis as in [ 151, p. 15 and the convergence results of the 
previous section, it can be seen that for a.e. 0 < 71 < rz < CC 
‘7, n+J , 
(4.3) So(72) - So(n) L I c( $&(tj). uk.(t) - u,,,) cit. 7, k=, v .v 
This result also follows directly from the convexity of x. Indeed, let 0 = to < fr < 
. . < t!v = 7 be a partition of [O. 71 and. let 8, m be such that 71 E (tl-r. TV] and 
r2 E (&-r; t,,,]. Then 
and thus 
Letting N + CC (thus h, --f 0) gives (4.3). 
Now we estimate similarly as in the beginning of the proof of Lemma 3.1. Employing 
(1.7)-( 1 .lO), we get for all 11, > 0. 
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where we have used (A4), (A6), (4.2) and (3.3) for the last inequality. If I-L = 0 we 
get, using (4.1). 
with c > 0 independent of r > 0. Therefore, p(u) E L”(O! oc;L2(Q)) and, by 
Stampacchia’s elliptic estimate, I/ E La(O, eo; L”(0)). Hence there exists 60 > 0 such 
that h(V(t)) > So. For p > 0 we obtain from (4.4): 
Now, if we can show that 
(4.5) , 
I 
$u - TLg12 + lV(V - VD)I”) 5 c3 I’ 7z pyW$ - 711D,k)/2. 
’ 0 k=l 
then the Theorem follows after choosing p 5 hO/(c2cs). To prove (4.5) we use (A2), 
(A7), and (1.9): 
where c(V) > 0 depends on the L”(C2 x (0, CC)) norm of V. Employing Poincare’s 
inequality and observing ?L < 0, we obtain (4.5). Cl 
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