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Sharp inequalities are derived for certain (polynomial-like) functions of the real 
variables pi (i= l( 1)~) by interpreting pi as the probabilities that various switches 
be thrown in certain directions. Parameters m, in the inequalities are at first taken 
to be integers; later the inequalities are established when m, are arbitrary real num- 
bers. The side condition C pE = 1 occurs throughout analysis, so there are many 
corollaries. Examples of the inequalities established are 
i (1 -p:)“>k-1, valid if m > 1 (1.01) 
I 
4) /=o ; p’“(l-pm)“-‘+ 1- i [ 0 ,=o 
7 p’(l-p-s)-~ m>1+SmaCm.n3, 1 
valid ifm>l, nlrfl, O<p,s, pfs41, and also valid ifO<m<l, O<n<r+l 
(l-x)U+x’/“<l, if f<x<l,u>l. 
0 1985 Academic Press, Inc. 
(1.03) 
2. INTRODUCTION 
In an earlier article, [l] the Boolean proposition Pr(A) + Pr(B) - 
Pr(A n B) = Pr(A u B) was used to establish some fairly sharp inequalities; 
the parameters m, ,..., m,, I 1,..., I, in those inequalities were then 
generalized to be arbitrary real numbers. For example 
2.01. THEOREM. Suppose m,,...,m,> 1; S=m,m,. . ‘m,,; V,[li=S/mi]; 
0 < p1 ,..., p, < 1; CT pi = 1. Then C( 1 - pf)mz > k - 1. 
2.02. COROLLARY. If O<p, q<l, q=l-p, m,n>l, then (l-p”)“+ 
( 1 - 4”)” > 1. The same inequality holds if 0 < m, n < 1, 0 c p, q < 1, 
4=1-p. 
Note that the complement was essentially proved in [l], but slightly 
misstated. 
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2.03. THEOREM. Zf a, b> 1, m,n>l, then [(a+b)“-a”]“+ 
[(a + b)” - b”]” > (a + b),“. 
2.04. THEOREM. Zf aij, b, > 0 (i = l(1 )m, i = l(1 )n), then 
3. SUMMARY 
Section 4 focuses on inequalities that involve just two variables p, q, with 
0 <p, q, p + q= 1. The results are Theorems 4.01, 4.05, 4.06408. These 
theorems sharpen corresponding theorems in [ 11, partly by introducing 
new ideas. The analytic proofs are given in more detail than in [ 11. 
Section 5 shows how to generalize a number of inequalities in Section 4 
from two variables p, q with p + q = 1 to k positive variables pi (i = l( l)k), 
Cpi= 1. The results are Theorems 5.01, 5.06, 5.09, 5.10. This last can be 
further generalized; since a more general statement would be rather 
awkward, it is not explicitly given. 
Section 6, “Some Boolean Arguments,” gives the initial considerations 
that led to the inequalities of this article. Some special cases of each 
theorem (like the themes of a musical composition) arise from exploiting 
certain logical arrangements of objects endowed with one or another of 
several mutually exclusive properties. After the special cases are noted, the 
music develops its own momentum. 
The embryonic forms of additional results also appear in Section 6; they 
are 6.07, 6.11, and 6.12. The ideas in 6.07, 6.11 are not developed further, 
although they could be. 
Section 7 is devoted to applications of the various inequalities. Only 
illustrative examples are given-trigonometric, Legendre, and Bessel 
functions. Other applications will quickly be found by any interested 
reader. 
4. INEQUALITIES FOR Two VARIABLES p,q, O<p,q< 1 
The first result is a sharpening of 2.02. 
4.01. THEOREM. Zfm,n>l andifO<p, q<l, p+q<l, then 
(1 - p”)” + (1 - 4”)” > 1 + (1 - p - q)“““[“.“‘. (4.02) 
(Note that 4.01 reduces to 2.02 if p + q = 1.) 
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Proof. Define s= l-p-q, so that q= l-p-s, 0~s~ 1. Set 
F(p)= (1 -p”)“+ (1- [l -p-S]ym, 
so that F(p) is the left member of (4.02). To establish (4.02), it will be 
enough to show that 
on the range 0 < p < 1 -s, F(p) increases to a 
maximum and then decreases, and that if s > 0, 
F(0) > 1 + (1 - p - q)max[m,n’, 
F( 1 - s) > 1 + (1 - p - q)“““[“~“‘. 
(4.021) 
(4.022) 
(4.023) 
As to (4.022), note that (if s>O) (1 ---s)~ < 1 -s, so that F(0) - 1 = 
( 1 - [ 1 - s]“)” > Srn > p--n’; and similarly (if s > 0) F(1 -s) - 1 > 
smaxCm,nl. On the other hand, if s = 0, then F(0) = F( 1) = 1. 
(4.021) amounts to the statements 
F(O+)>o, (4.024) 
F’(p) changes sign (at most) once on 0 d p < 1 - s. (4.025) 
The form of F’(p) useful to reach these conclusions is 
F’(p)=mnp”-‘[l -p-s]“-’ 
i( 
The next step is to establish 
If n > 1, 0 < p < 1 -s, the function 
F,(p) = (1 - [ 1 - p - s]“)/p decreases with p. (4.026) 
Indeed, F;(p) can be written in the form p-‘( - 1 + [l -p-s]” + 
np[l-p-s]“-‘). From the relation (p)+(l-p-s)<1 and from the 
binomial series for [(p) + (1 - p - s)]” (with n > l), (4.026) follows. 
By symmetry, it can be seen that 
Ifm>l, O<p<l--s, thefunction 
F,(p)=(l -p”)/(l -p-s) increases with p. (4.027) 
(Interchange m, n, set p = 1 -q-s, and note that if q increases, 
0 < q < 1 - s, then p decreases.) 
To investigate F’(0 + ), there are two cases: s = 0, s > 0. If s = 0, then 
sgnF’(O+)=sgn[F,(0)“-l-F,(O)“-l]=sgn[n”-l-l], and n”-‘> 1 
since m, n b 1. 
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If s > 0 the argument is similar, except that F,(O)“- * = +co. The proof 
of 4.01 is complete. 
4.03. COROLLARY. IfO<m,n<l andifO<p, q-cl, p+q<l, then 
(1 - p”)” + (1 - qy, > 1 + (1 - p - q)“““C”J? 
The proof of 4.03 follows step by step the proof of 4.01. 
4.04. COROLLARY. Ifm>O,m#l,O<p, q<l, p+q<l, then 
(l-p”)“+(l-q”)“>l+(l-p-q)“. 
The next theorem gives a substantial generalization, that reduces to 4.01 
in case r = 0. 
4.05. THEOREM. If r>O is an integer, if man>r+l, O<p, q<l, 
p+q< 1, then 
G(p)= i (‘) ~“‘(1 -pm)+j 
j=O .I 
+[l-$$)qYl-qY] 
> 1 + (1 - p - q)“““c”‘“‘. 
Proof: Set s= 1 -p-q. If s=O, then G(O)=G(l)= 1. If s>O, then as 
in 4.01, G(0) > 1 + s~~~[“‘.~], G( 1 -s) > 1 + ~~~~~~~~~~ That is, the inequality 
holds at the end-points of the interval 0 d p Q 1 - s, except that if s = 0, the 
inequality reduces to equality at these end-points. The following additional 
assertions (when proved) will establish 4.05. 
dG(p)/dp changes sign at most once in the 
interval 0 < p Q 1 - s. 
dG(p)/dp is positive at p = 0 +. 
(4.051) 
(4.052) 
The value of G’(p) can be written 
0 ): (n-r)mq”-‘P’ pm(rf’)-1[Gl(p)m~f-GG2(p)n-‘-1], 
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where 
(l-q)‘q”-’ 1’ f+‘, 
G,(P) = Cl- p”)/q. 
It is routine to check that G,(p) decreases for 0 < p < I -s, and that G,(p) 
increases for 0 -C p < l-s. This establishes (4.051). As to (4.052), the value 
of G,(p)“-’ -G2(p)n-‘-1 at p=O+ is+co if s>O, and is (,:,)“-‘-1 if 
s=o. 0 
The argument is not altered if 0 <m -C 1, 0 <n < r + 1. This gives 4.06: 
4.06. COROLLARY. Zf rB0 is an integer, $ O-cm-c 1, O<n<r+ 1, 
0 < p, q < 1, p + q < 1, then the inequality of Theorem 4.05 also holds. 
4.07. THEOREM. Let k, I be positive integers, I odd > 3, k < l/2, Zf 
O<P, 49 and if p+q< 1, then (1 -p’)(l -P’-‘)~. . .(l -P’-~)~+ 
(1-q’)(l-qg’-‘)2.. .(1_qk+(1/2)(l+1))2>1. 
This theorem does not seem to follow from the preceding ones. It is 
proved in Section 6, using Boolean logic. 
4.08. COROLLARY. Zfl~1,Z~1mod4,ifO<p,q,andifp+q~1, then 
(1 _ p’)( 1 _ p!- 72. . . (1 _ pw4)(31+ 192 
+ (1 - q')( 1 - q1- 72. . . (1 - q(‘/4)(3’+ 192 > 1. 
This corollary does in fact follow from (and is weaker than) the relation 
Cl-P (1/4x3/+ l)]ww+ 1) + [l _ qw4)(31+ l)](m+ 1) > 1, 
which in turn follows from 
II1 -P (l/2)(1+ 1qw2w+ 1) + [l _ qw2)u+ l~]u/2w+ I) > 1, 
a special case of 4.01. 
5. INEQUALITIES INVOLVING MORE THAN Two VARIABLES pI,..., pk 
Although 2.01 is sharp, there is a sharper result when m, = . . . = m,; it 
is 5.01. 
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5.01. THEOREM. Supposem>l,O<p, ,..., pk<l, P=Cfpidl. Then 
LEi(l-pyy>k-1+(1-P)” [>k- 11. (5.02) 
Proof: For k = 2, this is 4.04. Use induction on k. Think of L as a 
function of the variable p1 ; the other letters are parameters. For p1 = 0, 
(5.02) is true by induction hypothesis. If p2 = p3 = . . . = pk = 0, so that 
p1 = P, L has the value k - 1 + (1 - Pm)“, and (5.02) holds, since P” < P. 
The rest of the proof mimics the proof of 4.01; the variable p1 
corresponds to p; the variable pz corresponds to q; the other parameters 
are costants; p1 varies kfrom 0 to 1 - pz - . . . - pk; and s corresponds to 
1 -pi - pz, as it does in 4.01. 
5.03. THEOREM. Ifm,>m>l, O<p,,p,,p,, p1+p2+p3<11, then 
Lz(l-py’)“+(l-py’)“+(l-p;ty 
> 2+(1-p,-pa-p3)maxCm+l’. (5.04) 
Proof. For p3 = 1, p, = p2 = 0, (5.04) reduces to equality. For p3 = 0, 
(5.04) follows from 4.01, since 1 - py’ 3 1 - py. 
Take p1 fixed, 0 < p, < 1, and investigate (5.04) as a function of p3 on 
the range 0 < p3 < 1 - p,. If p3 = 1 - p,, then p2 = 0 and (5.04) is true. If 
O<p,<l-p,, p2+p3<1-pL, (5.04) becomes 
(1 -pF’)“+(l -pY)“’ 
3 2 + (1 - p, - p2 - p3)maxCm~ml’ - (1 - pyy. (5.05) 
The theorem follows from the fact that as p3 increases in the interval 
0 < p3 < 1 - p,, the left member of (5.05) first increases and then decreases. 
See the proof of 4.01. 0 
5.06. THEOREM. If m, n > 1, 0 < pi, t, P E 2’; p, + t d 1, then 
~(l-p~)“+(l-t”‘)“>k+(l-P)“““C”~“’. (5.07) 
Proof The .proof is an inductive application of the proof of 5.03; the 
induction parameter is k (k > 2). 0 
5.08. THEOREM. Zfm,n>l,O<p,q,t,u, P=p+q+t+u<l, then 
(l-p”)“+(l-q”)“+(l-t”)“+(l-u”)” 
> 3 + (1 - pyx(-m,n’. (5.081) 
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Proof. If u = 0, (5.081) is true by 5.03. If u = 1, (5.08) reduces to 3 = 3. 
Let u be arbitrary, 0 < u -C 1, and write (5.081) in the form 
L(p)s(l-p”)“+(l-q”)“+(l-t”)” 
3 3 + (1 - pyxCm.nJ - (1 - py. (5.082) 
L(p) must now be examined on the range 0 < p < 1 - u, with p + q + t < 
1 -u. If p = 1 -u (and hence q = t = 0), (5.082) is valid by 4.01. Also for 
fixed u, L(p) either increases throughout 0 < p < 1 - u, or else increases 
and then decreases-this is clear from the discussion in the proof of 5.03. 
This proves 5.08. 0 
5.09. THEOREM. Zfm,n>l,O<pi,ti,P~C:pi+-C:tiQ1, then 
$ (1 - p;)” + $ (1 - t’“)” > k + I - 1 + (1 - P)max[mJ’. (5.091) 
Proof. If I= 1, this is 5.06. Use induction on 1. If t, = 0, (5.091) holds 
because of the induction hypothesis. If t, = 1, (5.091) reduces to k + I- 1 = 
k + I - 1. Let t, be arbitrary, 0 < tl -=c 1, and follow the pattern of the proof of 
5.08. 0 
5.10. THEOREM. Zf m, > 1, v = l,..., CJ ( > 1 ), and if piy > 0 for v = l,..., 6, 
i = I,..., k,, then if P = C C pi,, ,< 1, the inequality 
~~(l-pj:.)“V>Ck,-l+(l-P)M (5.101) 
Y 
holds. Here, M=max,m,; l,= ni.+” mi. 
5.102. Remark. Note that 5.10 specializes to 2.01, 2.02, 4.01, 5.03, 5.06, 
5.08 (but not to 4.05) by appropriate choice of the parameters. 
The pattern of the proof of 5.10 will be to establish it first for k, = 
k,=... = k, = 1, and then to proceed by o-fold induction. In fact if kj s 1 
a sketch of the proof was given in [l]; it is now desirable to supply the 
details. 
Take k,=k,= .. = k, = 1, and use induction on g. If rs = 2, the 
inequality is true by 4.01 (to which it reduces). Now take 0 > 2. If pb = 0 
the inequality is true by the induction hypothesis. If pc = 1 the inequality 
reduces to cs - 1 > c - 1. Let p0 have a fixed value, 0 < p0 < 1, and set 
G(p,)=i(l-p$)“‘.- ik,+(l-P)” . 
1 1 1 
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If pi = 0, then G(p,) > 0 by the induction hypothesis. If p1 = 1 - pO, then 
p2= . . . = pg ~ i = 0 and G( pl) > 0 by 4.01. The argument will be com- 
pleted by showing that on 0 < p1 < 1 - po, the function G(p,) increases to 
a unique maximum and then decreases. Here the point of view is that for 
0 > 2, p. is (i.e., p3 ,..., p0 are) fixed, and only p,, p2 vary, with the sum 
CT pg constrained to be constant: p2 = 1 - p, -C; py. 
Abbreviate C; py =s, so that p2 = 1 -p, -s. Since m,l, = m21,, the 
derivative of G(p,) with respect to p1 is 
The derivative of the fraction 
1-p:’ 
(1 -P2-$1 (~2h--lv(~l~2--l) 
with respect to pz is 
(5.11) 
1 
(I-P,-s) 1 + (m2/2 - m, Mm1mz - ml) 
According to the binomial series for [ (p2) + (1 - p2 - s)]12, the derivative 
just computed is a positive number (because (m1m2 - m1)/(Z2m2 - m,) < 1). 
Thus the fraction (5.11) increases as p2 increases, so it decreases with pl, 
on 0 < p1 < 1 -s. Therefore the first summand in the [ ] above, which is 
the m2 - 1 power of the fraction (5.11), decreases with p, on 0 < p1 < 1 - s. 
In the same way, the second summand in the same [ ] increases with p1 on 
0 < pi < 1 - s. Thus the bracket has the value 0 for at most one value of p 1. 
To complete the proof that G(p,) increases to a unique maximum and 
then decreases on 0 < p1 < 1 -s, it is only necessary to compute that the 
[ ] has the value IT-’ - 1 if s = 0, and a somewhat greater value if s > 0. 
This completes the discussion of the case k, = k, = . . . = k, = 1. From now 
on, 0 is fixed, and one or another of the ki will increase (by one unit). This 
is the a-fold induction mentioned earlier. Wolg assume as an induction 
hypothesis that 5.10 is true for a certain set of values k,, k2,..., k,, and try 
to prove it for the set k, + 1, k2,..., k,. It has to be proved that 
Wp,,)=$;$, (l-p::)“.-[~k,-l+(l-p)“] (5.12) 
is positive whenever C C piy < 1. 
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Set s = 1 - Cy C; pi”, so that pii + pzl + s = 1. Because of the induction 
hypothesis, (5.12) is positive when pii = 0; it is 0 when pi, = 1. By the 
induction hypothesis, (5.12) is also positive or zero when pli = 1 - s. 
AnalysisofH(p,,)ontherangeO<p,,<1-s,withp,,=1--pll--s,and 
all other parameters piv constant, is parallel to the analysis in the proof of 
5.01, which uses in turn the method in the proof of 4.01. This completes the 
proof of 5.10. 
Note that if two of the m, in [l, Theorem 3.41 are equal, the new 
inequality 5.101 of this article is much sharper than the old one. For exam- 
ple (0 < pl, p2, p3; p1 -t- p2 + p3 = l), the relation 
(1 - p?O)6 + ( 1 - &0)6 + ( 1 - pi6)1° > 2 
is sharpened to 
(1 -p;o)6+(1 -piO)6+(1 -p!)‘O>2. 
Also, (1 - p:)’ + (1 - p”,)’ + (1 - p$)’ > 2 is sharpened to 
I(1 -py>2. (5.13) 
In the next section, a direct Boolean argument is used to establish (5.13). 
Discovery of this argument prompted the writing of this article. So, in the 
case of this investigation, the lid of the black box is lifted to show how the 
starting motor initiated the machinery. 
6. SOME BOOLEAN ARGUMENTS 
6.01. One set of Boolean arguments is based on a set of three or 
four arrays of n2 objects (n is an integer > 1). If n = 3, the four arrays are 
A B c D 
1 2 3 1 4 7 1 5 9 1 6 8 
4 5 6, 2 5 8, 2 6 7, 2 4 9. 
7 8 9 3 6 9 3 4 8 3 5 7 
Assign each of the numbers l,..., 9 a color: 
(I) red with probability pi, 
(II) green P2, 
(III) blue P3? 
(IV) yellow P4,P=P1+P*+P3+P‘tGL 
no color 1 -P. 
409/106/2-10 
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It can be checked directly that the following four events are mutually 
exclusive. 
[a, b, c, d]: At least one row in array [A, B, C, D] 
is monochromatic of color [I, II, III, IV]. 
Now Pr(a) is 1 - (1 - p:)‘, since p: is the probability that row 1 in array A 
is all red; 1 - p: is the complementary probability; (1 - p:)’ is the 
probability that no row in array A is all red. From the formula 
Pr(a) + Pr(b) + Pr(c) + Pr(d) < 1, 
valid for mutually exclusive events, it follows that 
(1 -&)‘+(l-pZ)+(l -p:)+(1-pp:)3>3+P5. (6.02) 
(The extra term P5 on the right comes from a fifth event: all of 1,2,3,6,9 
are uncolored.) 
If n is odd, the generalization 
&p”)“>3+P2”-l (6.03) 
is also provable by a Boolean argument. But sadly, the inequality 
Ci( 1 - ~7)~ > 4, though true, cannot be proved from square arrays by a 
Boolean argument. Furthermore it would be out of the question to prove 
6.03 with irrational exponent from an array. 
6.04. Another Boolean argument starts with a rectangular array of 
mn points, consisting of m rows of n points (beads) each, See Fig. 6.05. 
Color each bead 
(I) [ = red] with probability p; 
(II) [ = green] 4, 
(III) [ = uncolored] s=l-p-q. 
c\ O 0 0 0 
\ 
\ 
0 ‘\ 0 0 0 
6 0 \o----+---+J 
FIG. 6.05. The broken line in case m = 3, n = 5. 
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Then the following three events are mutually exclusive. 
(A) At least one row is entirely red. 
(B) At least one column is entirely green. 
(C) The broken line consists entirely of uncolored beads. 
If m> 1, n> 1, then Pr(A)+Pr(B)+ Pr(C)< 1. The three probabilities 
are, respectively, 
1 -(l-p”)“, 1 - ( 1 - q”)“, SmaxCm.nl 
This proves (4.02) in case n?, n are integers. 
6.06. Take 0 <r < m - 1. Another set of events that are mutually 
exclusive is 
(A) There are at least r rows that are all red. 
(B) There is at least one column that has at least m - r + 1 green 
beads. 
(C) The broken line consists entirely of uncolored beads. 
A Boolean argument now leads to 4.05 (in case m, n are integers). 
6.07. There is a Boolean argument for 5.10 (in case all m, are 
integers). The argument parallels the preceding one, except that lines (rows 
or columns) are replaced by planes or hyperplanes. The broken line of 
Fig. 6.05 again becomes a broken line. Its first segment starts in one corner 
of a box or hyperbox, and makes equal angles with all the edges that meet 
in that corner. This first segment ends in a face (or hyperface). The second 
segment of the broken line proceeds in the same face in which the first 
segment terminated, in a direction that makes equal angles with the coor- 
dinate axes in that face, until it ends on a face (or line) of lower dimension, 
etc. If v = 3, the direction numbers of the three segments of the broken line 
can be (1, 1, I), (0, 1, 11, (O,O, 1). 
Further details are omitted. Note that in case m, =m,, the sharper 
inequality (6.03) is not obtainable by a Boolean argument. 
6.08. Let Y be an integer, r 2 0. Suppose m,m2m3 beads to be placed 
on the lattice points of a box (in three dimensions) of side-lengths 
m, x m2 x m,, with m, > r + 1. Color the beads as follows: 
Color [I, II, III] with probability [p,, p2, p3], uncolored with 
probability s= 1 -p, -pz-pj. The following events are mutually 
exclusive. 
(A) At least r + 1 of the planes (of dimension m, x m3) perpendicular 
to the x-axis are all monochromatic of color (I). 
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(B) At least one plane rc (of dimension m, x rn3) perpendicular to the 
y-axis is r-almost monochromatic of color (II), that is, except for at most r 
lines (of length m,) parallel to the x-axis in some plane that is perpen- 
dicular to the y-axis, all beads in rc are of color (II). 
(C) At least one plane (of dimension ml x m2) perpendicular to the 
z-axis is r-almost monochromatic of color (III). 
These events generalize the analogous two-dimensional set of events in 
6.06. The probabilities of these three events are, respectively, 
l+(A) = 1 - i 
/=O ( > 
y’ p;WW( 1 - ~~2”3)~t -1, 
Pr(~)=l-[l-~o(~l)p~(l-p,)“l~~~~, 
Pr(C)=l-[l-~~(~l)~;(l-~~)~l-r]m’. 
This leads to the result 
6.081. THEOREM. Zfr>,Oisaninteger,andifm,~r+1,m,~1,m,~1, 
o<Pl~P2~P3~ p1+p2+p3<1? then 
(6.082) 
The proof given is valid only if m, , m2, m3 are integers, but the result is 
valid for real m,, m2, m3 that satisfy the hypotheses. 
The result is also valid if O-cm, <r+ 1, O<m,< 1, O<m,< 1. 
The notation should make it fairly clear how to generalize 6.08 to the 
case 0 > 3. In this first generalization, there is still just one direction (the 
x-axis) that is different from the others (leading to a line like the first line 
of (6.082)). The other coordinates give rise to symmetric terms (like the last 
two lines of (6.082)). 
There are further generalizations, and variations on them, in which the 
term r-almost monochromatic is modified. Although intricate notation 
would be needed to explain the “most general” theorem, it is nevertheless 
conceptually attractive. See [4]. 
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6.09. Inequalities can be derived from the triangular tessellation of a 
regular hexagon. See Fig. 6.10, which illustrates the case I= 6, There are an 
even number 1 of subdivision points interior to each side. Color the lattice 
points inside or on the boundary of the hexagon in three colors 
[(I), (II}, (III)] with respective probabilities pI, p2, p3, p, + p2 -I- p3 6 1. 
For any integer k, 0 < k < I, the following events are mutually exclusive. 
(a) At least one of the 2k -k 1 lines parallel to AD (AD and k lines 
adjacent to and on each side of AD) is monochromatic of color (I). 
(fl) At least one of the 2(1- k)t 3 lines parallel to BE (BE and 
f-k -k 1 lines on each side of and immediately adjacent to BE) is 
monochromatic of color (II). 
(y) At least one of the 2(1-k)+ 3 lines parallel to CF (CF and 
i-k + 1 lines on each side of and immediately adjacent to CF) is 
monochromatic of color (III). 
(6) No bead on either AD or CF is colored. 
FIG. 6.10. Triangular tessellation of a regular hexagon. 
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The respective probabilities are 
Pr(a)=1-(1-p:‘+3)(1-pP:l+2)2.. .(l-~f’-~+~)~, 
Pr(B)=1-(1-p:‘+3)(1-pp:1+2)2.. .(l-~k+~+*)*, 
pr(y)=l-(1-p~1+3)(1-p~1+2)2.~ .(l-~:+~+~)*, 
Pr(6) = (1 - p1 - p2 - P~)~‘+ ‘. 
With changed notation 1’ = 21+ 3, k’ = k, the inequality Pr(cr) + Pr(B) + 
Pr(y) + Pr(6) < 1, together with the specialization p1 + p2 = 1, p3 = 0, gives 
4.07. 
More generally, 6.11 is proved: 
6.11. THEOREM. Let 1, k be integers, I> 1 odd, k > 1. Suppose 
0 < pl, p2, p3, p1 + p2 + p3 G 1. Then 
(l-p;‘+3)(1-p ;/+2)2.. . (1 -pfl-k+3)2 
+(1-p;‘+3)(1-pp:[+*)*. . .(1-p:+k+2)* 
+(1-pp:~+3)(1-pp:~+3)*. . .(l-p:+k+*)* 
>2+(1 -pI-p2-p3y/f5. 
An analytic proof of 6.11 would be interesting, since it might show how 
to generalize it to the case of several numbers p, , p2,..., py, v > 3. A special 
case is 
6.12. COROLLARY. Let k be an integer, k>O. Zf 0 < pl, p2, p3, 
pl+p2+p3<1, then 
In particular if k = 1, then 
In fact 6.12 follows easily from 5.01. This makes it seem likely that 6.11 
can indeed be generalized. (Not all special cases of 6.11 follow from 5.01. In 
fact the relation 
(1 - PT)(l - P:)2+ (1 - PZ)(l - P;)*(l -p:)*(l - p:,* 
+(l-p;)(l-p;)*(l-p;)*(l+J*>2 (6.13) 
does not follow from either of C( 1 - p;)” > 2, C( 1 - ~7)’ > 2.) 
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7. APPLICATIONS OF THE INEQUALITIES 
There are several places in mathematics where positive quantities arise 
whose sum is < 1. 
7.01. THEOREM. Zf 0 <x < n/2, m > 1, n > 1 [0 < m < 1, 0 <n < 11 then 
(1 -2-(U2)m COP x)” + (1 - 2 -(1/2)n sinn x)” > 1. 
7.02. THEOREM. Zf m> 1, n> 1 [O<m< 1, O<n< l] then ij”x is not an 
integral multiple of 42, the relation 
(1 - ~0s~‘~~)~ + (1 - sin2nx)m > 1 (7.03) 
holds. 
7.04. THEOREM. Zf m> 1, n> 1, x>O, J,(x)>O, J,(x)>O, J,(x)>O, 
then 
(1 - (+xJl(x)/J2(x))m)n + (1 - ($xJ3(x)/J2(x))n)m > 1. 
(J, , J2, J, are the Bessel functions.) 
7.05. COROLLARY. 
[164(x) - x’J:(x)]* + [ 16J$(x) - x2G(x)12 > 256J;(x). 
7.06. THEOREM. If Odd$71/2, oGeGn/2, m,>l, m,>l, m,>l, 
I, = m2m3, l2 = mIm,, 1, = m1m2, then 
(1 - ~0s~~’ fj sin*” ey- + (1 - sin212d sin2’l ep + (1 - cos2h ep > 2. 
From PC- 1 (2)/P:+ r(z) + (2v + 1)(z2 - l)“‘Pf:- *(z)/Pf+ 1(z) = 1 there 
follows 
7.07. THEOREM. If -1 <z< 1, 
PK l(Z)lP~, l(Z) > 0, f?- WP~+ l(Z) > 0, 
2v + 1 > 0, then the relation 
(1 - (PK l(Z)lfY, 1bW 
+ (1 - ((2v + l)(z2 - l)“‘Py(zyP~+ ,(z))“)“> 1 
holds whenever m > 1, n > 1. 
(PC(z) is the Legendre function.) 
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