Abstract. The inverse scaling and squaring method for evaluating the logarithm of a matrix takes repeated square roots to bring the matrix close to the identity, computes a Padé approximant, and then scales back. We analyze several methods for evaluating the Padé approximant, including Horner's method (used in some existing codes), suitably customized versions of the PatersonStockmeyer method and Van Loan's variant, and methods based on continued fraction and partial fraction expansions. The computational cost, storage, and numerical accuracy of the methods are compared. We find the partial fraction method to be the best method overall and illustrate the benefits it brings to a transformation-free form of the inverse scaling and squaring method recently proposed by Cheng, Higham, Kenney, and Laub [SIAM J. Matrix Anal. Appl., 22 (2001), pp. 1112-1125. We comment briefly on how the analysis carries over to the matrix exponential.
Introduction. Any nonsingular matrix A ∈ R
n×n having no eigenvalues on the negative real axis has a real logarithm, that is, a real matrix W such that e W = A [12, Thm. 6.4.15], [13] . Among all real logarithms there is a unique one whose eigenvalues have imaginary parts lying strictly between −π and π; this is the principal logarithm, which we denote by log A.
One of the most effective ways to compute log A is by inverse scaling and squaring combined with Padé approximation. The idea is to compute Z = A 1/2 k , with k large enough so that Z is close to the identity, and then to compute a Padé approximant of log Z. The logarithm of A is then obtained from the identity [5] , [13] log A = 2 k log A 1/2 k . (1.1)
We will refer to this method as the inverse scaling and squaring method. The method was proposed by Kenney and Laub [13] , who suggested obtaining the square roots by computing a Schur decomposition of A and then taking square roots of the triangular Schur factor, using the methods of [2] , [10] . Recently, Cheng, Higham, Kenney, and Laub [5] developed a transformation-free form of the inverse scaling and squaring method in which the square roots are approximated using a matrix iteration and certain parameters are chosen dynamically to minimize the computational cost subject to achieving a specified accuracy. This new version can be implemented using only matrix multiplication, LU factorization, and matrix inversion. The methods of [5] and [13] at a matrix argument X with X < 1. Here, p m and q m are polynomials of degree m whose coefficients are known, and m ≤ 16 in practice. The norm is any subordinate matrix norm. The question we consider here is how to evaluate the Padé approximant for a given m. Evaluation of r m (X) by applying Horner's method to the numerator and denominator polynomials is the most obvious approach and was used in [13] and during the initial work of [5] . However, several alternatives are available and a hint that the use of a different representation of the rational r m may be profitable is given by Dieci, Morini, and Papini [7] , who comment that "for diagonal Padé approximants, it might instead be more desirable to pass to their quadrature formula equivalent . . . to avoid ill-conditioning in the denominator of the rational function."
In the next section we describe the Paterson-Stockmeyer method for evaluating the p m /q m form and Van Loan's variant of it, together with methods based on continued fraction and partial fraction representations. We count the operations and storage required. The effect of rounding errors on the methods is described in section 3 and numerical experiments are given in section 4. We finish, in section 5, with a recommendation on the choice of method and a brief discussion of how the analysis carries over to the evaluation of Padé approximants of the matrix exponential.
Methods of evaluation.
We consider methods of evaluating the Padé approximant r m (X) at X ∈ R n×n based on three representations. We note that in several of our equations matrices can be reordered, since rational functions of a matrix X commute, but such changes have no effect on the computational cost or accuracy. When counting storage we will include that for X and r m (X) and assume that X cannot be overwritten.
Rational evaluation.
In this method the polynomials p m (X) and q m (X) are evaluated and Y = r m (X) is computed by solving q m Y = p m . We consider three possibilities. First, Horner's method can be used for the polynomial evaluations, as in [5] , [13] . Thus
and similarly for q m (X). The total cost is 2(m − 1)M + I, where we denote by M the cost of a matrix multiplication and I the cost of a matrix inversion or of solving a linear system with n right-hand sides.
Instead of using Horner's method we could explicitly compute the powers X 2 , . . . , X m and evaluate p m and q m as linear combinations of the powers, at a cost of (m − 1)M + I (note that if the polynomial coefficients were matrices rather than scalars, this method would cost 50 percent more than Horner's method). However, a potentially greater reduction in cost over Horner's method is offered by a method of Paterson and Stockmeyer [9, sect. 11.2.4], [16] . It writes p m as
where s is an integer parameter and 
This expansion can be evaluated at the matrix X in two ways. Top-down evaluation (which converts the continued fraction to rational form) is effected by the recur-
Using bottom-up evaluation, r m (X) is evaluated by
√ m is chosen, which minimizes the cost of evaluating pm or qm alone, but not both together.
Table 1 Cost of evaluating rm(X). The optimal s are described in the text and f is defined in (2.3).

Method
Computational cost Storage Horner
This evaluation costs (2m − 1)I. Although the top-down evaluation is computationally expensive, it merits further consideration as it is well suited to situations in which the whole sequence r 1 (X), r 2 (X), . . . , needs to be evaluated; in this case the bottom-up evaluation has to start afresh each time.
Partial fraction.
The Padé approximant r m can be expressed in partial fraction form as
where the α n and the coefficients can of course be precomputed and stored. The cost of evaluating (2.4) at the matrix X is mI. An advantage of (2.4) is its suitability for parallel evaluation; see [4] for a discussion and extensive bibliography on parallel evaluation of matrix partial fraction expansions. Table 1 The sensitivity of the methods to rounding errors is another important factor in the choice of method and we examine it in the next section.
Effects of rounding errors.
Before beginning the error analysis we state some properties of r m = p m /q m that will be needed [14] . 
. Total number of matrix multiplications and inversions to evaluate rm(X).
It is straightforward to derive an error bound for Horner's method for evaluating a polynomial p m of the form (2.1). The following result is a generalization of one for the scalar case [11, 
where
The bound in the lemma is not the sharpest that can be obtained, but it is adequate for our application, in which X < 1.
In view of the lemma, the system that is solved to determine Y = r m (X) is
where we have used the fact that our particular p m and q m have nonnegative coefficients. Assuming the system is solved by a stable method, the overall forward error bound will be of the form
where d j (m, n) denotes a constant depending on m and n and η is given by
Kenney and Laub [14] show that
and this bound is easily evaluated for particular m and x.
For the Paterson-Stockmeyer and Van Loan methods it is not difficult to show that a bound of the same form as that in Lemma 3.1 holds, but with different constants. Therefore (3.1) applies to these methods too.
Next, we consider top-down evaluation of the continued fraction. We can express the recurrence for the B j as
From a standard error bound for matrix multiplication [11, Prob. 3.8] we have
Similarly,
Therefore (3.1) holds with η given by
For the bottom-up evaluation of the continued fraction, in which Y j is computed by solving (I + Y j+1 )Y j = c j X j , errors in Y j+1 can potentially be magnified by κ(I + Y j+1 ) in passing to Y j . Therefore it is essential that max j κ(I +Y j ) is small. Assuming Y j < 1, we have
and the Y j satisfy, with Y 2m = c 2m X ,
For a particular bound on X we can therefore compute a bound on κ(I + Y j ) and the overall error will be roughly bounded by max j κ(I + Y j )u.
For the partial fraction method the accuracy is again dependent on the condition of the linear systems that are solved, and we expect the normwise relative error to be bounded approximately by d 4 (m, n)uφ, where 
4) are terms from the Horner and top-down continued fraction methods; the bound for κ(qm(X)) is from (3.3)
and that for κ(I + Y j ) from (3.5) and (3.6); φ for the partial fraction method is defined in (3.7). 
Approx. to Bounds for
and since β (m) j ∈ (0, 1) the condition number is guaranteed to be small provided that X is not too close to 1.
The two key parameters to consider when investigating the accuracy of the methods are the degree m of the Padé approximant and the norm of the matrix argument, X. In practice, these parameters are chosen so that r m (X) approximates log(I + X) to the desired accuracy, with either a fixed choice of m [7] , [13] or a dynamic choice intended to minimize the overall computation time [5] . For a given X with X < 1 the bound
from [14] enables a suitable m to be determined.
In Table 2 we compare approximations to and bounds for the quantities arising in our analysis for a range of X and m, with m chosen as the smaller of 16 and the minimal value for which (m, X ) ≤ tol, where tol is a tolerance. The values of tol used for the table correspond to single and double precision accuracy in the Padé approximant, and for the η values we approximated Y = log(I + X) ≈ X and q m (X) ≈ q m (0) = 1. The table implies that the effect of rounding errors on the bottom-up evaluation of the continued fraction and the partial fraction methods is negligible for all m and X of interest. But Horner's method, the Paterson-Stockmeyer method, Van Loan's method, and the continued fraction evaluated top-down are all potentially unstable unless X is much less than 1, as the denominator polynomial q m has a condition number bound that grows rapidly with X and the η terms from the error bounds also become significant for X close to 1. The last line of the table justifies a restriction on X and m used in an earlier version of [5] in conjunction with Horner evaluation of r m .
In the next section we check the actual errors via numerical experiments. Table 2 . The "exact" logarithm was obtained using the variable precision arithmetic of MATLAB's Symbolic Math Toolbox. The results are shown in Table 3 .
The results confirm that the Horner, Paterson-Stockmeyer, Van Loan, and topdown continued fraction methods do indeed suffer instability when X is close to 1 and m is large, though the level of instability is much less than the bounds for κ(q m (X)) in Table 2 would suggest. The actual κ(q m (X)) values in this experiment are less than the square root of the bounds, showing that the bound (3.3) can be very weak. As expected, the bottom-up continued fraction and partial fraction methods give perfect accuracy.
Next we illustrate how the choice of method for evaluating the Padé approximant can affect the efficiency of Cheng, Higham, Kenney, and Laub's version of the inverse scaling and squaring method [5] . The implementation in [5] uses the partial fraction expansion with the restrictions that X ≤ 0.99 and m ≤ 16. An earlier implementation used Horner's method with the stronger restrictions that X ≤ 1/2 and m ≤ 8. In view of our analysis in the previous section and the value of φ in the first line of Table 2 these two implementations should have similar accuracy properties. We used both implementations to compute the logarithm of the 7 × 7 Frank matrix (MATLAB's gallery('frank',7)). The results are shown in Table 4 for two choices of tolerance in the method corresponding to approximation of the logarithm to single precision and double precision accuracy (all computations are carried out in double precision arithmetic). The partial fraction-based implementation is about 10 percent more efficient than the Horner-based implementation in this example. The improvement accrues from the algorithm being able to take fewer square roots and use a higher degree Padé approximant, as well as from the more efficient evaluation of the Padé approximant.
5. Conclusions, and comments on the matrix exponential. We have analyzed alternatives to Horner's method for evaluating Padé approximants to the matrix logarithm. All but two of the alternatives are less expensive than Horner's method and the bottom-up continued fraction method and the partial fraction method have more favorable accuracy properties. Based on operation counts the choice narrows down to the Paterson-Stockmeyer method, Van Loan's version of it, and partial fraction expansion. For the degrees m of practical interest (m ≤ 16), the methods have similar computational cost, but the Paterson-Stockmeyer and partial fraction methods are rich in level 3 BLAS operations whereas Van Loan's method is inherently level 2 BLASbased. If storage of size ( √ 2m + 2)n 2 is not available then the Paterson-Stockmeyer method must be ruled out. The partial fraction method has the advantage of being readily parallelizable and of allowing X to be much closer to 1 without any loss of stability. Therefore the partial fraction expansion emerges as the best overall method.
In special cases a different choice may be appropriate. For example, if matrix multiplication is significantly faster than matrix inversion, as may be the case on certain high-performance machines, if sufficient storage is available, and if X can be kept significantly less than 1, the Paterson-Stockmeyer method may be the most attractive choice.
An investigation similar to that given here can be done for the matrix exponential. Padé approximants r m = p m /q m of the matrix exponential e A need to be evaluated in the scaling and squaring method, which approximates e can be very large [4] , leading to numerical instability in the evaluation of the expansion. However, the techniques of [4] can be used to obtain an incomplete partial fraction expansion with suitably bounded coefficients. Ill conditioning of the denominator polynomial q m is not an issue, as 
