ABSTRACT In this paper, we propose a new natural language generation (NLG) method for spoken dialog systems and demonstrate its capacity. Studies on NLG often employ sequence decoding, which generates the words comprising a sentence in sequential order and uses the input generated by each word in the previous step. In contrast, we propose a decoding method that employs a sequence generated by traversing a dependency tree with feed input to a pair consisting of a parent and sibling in the dependency tree. As a result, the most important words are generated first, thereby enabling words with greater relevance to be fed into the process. At prediction time, our model generates dependency trees and converts the trees into sentences. The proposed decoding method was evaluated by re-implementing a semantically controlled long short-term memory structure for NLG, and the input and predicted sequence were converted to allow dependency tree decoding. The experimental results indicated that our suggested approach, i.e., dependency tree decoding, dramatically elevates the BLEU-score and naturalness. Furthermore, when creating sentences with n-best using dependency tree decoding, the word diversity of the output sentences was increased by approximately 6%, offering a more diverse sentence pattern.
I. INTRODUCTION
The spoken dialog system (SDS) is a computer system that was designed to converse with users using speech and natural language, and plays a crucial role in humanmachine interaction. As shown in Fig. 1 , SDS is generally composed of automatic speech recognition (ASR), natural language understanding (NLU), dialog management (DM), natural language generation (NLG), and text-to-speech synthesis (TTS) [1] , [2] . NLG in SDS components generates natural language sentences that correspond to structured semantic representations. The semantic expression includes the intention and the information an SDS intends to convey. Thus, effective NLG dramatically improves the usability of human-machine interaction.
In recent years, various deep neural network (DNN) technologies have been applied to natural language processing tasks. Specifically, the recurrent neural network (RNN) has demonstrated unequivocal advantages in tasks such as machine translation [3] , [4] , image captioning [5] , [6] , video captioning [7] - [9] , video action recognition [10] , [11] video retrieval [12] , information extraction [13] , [14] , and NLG [15] , [16] . Among these applications, NLG is a particularly challenging task in an SDS. In this scenario, RNNbased approaches have not yet replaced the template-based approach because they do not provide stable performance. Template-based NLG provides reliable performance and is conceptually intuitive [17] . However, template-based NLG requires the construction of templates for each type of dialog act the dialog manager could potentially return as output. Furthermore, responses obtained from template-based NLG are constrained to the same type of dialog act as the input, which can be tedious for an SDS user. We suggest that the adaptation of DNN-based NLG to provide stable performance would reduce the cost of template building and it would also increase the variety of sentences generated from the same dialog at the same time. Thus, DNN-based NLG could improve the quality and performance of the output in scenarios such as the SDS use case.
Currently, conventional DNN-based NLG usually employs a sequence decoding method that generates the words of a sentence in sequential order, moving forward or backward, using input generated by the word in the preceding step [18] . Sequence decoding is the simplest way to generate a sentence using RNN. However, an inherent disadvantage of this method is the possibility that, despite the likelihood of the words forming the input and output of the RNN cell being related, they may only be weakly correlated. Thus, in this pattern-rich environment, sequence decoding can degrade the performance.
In this paper, we propose dependency tree decoding as a novel decoding method capable of mitigating the disadvantages of sequence decoding. Dependency tree decoding constructs the words that form the input feed and those that form the output in the order in which the nodes are visited by the breadth-first search when constructing the dependency tree of the sentence. Then, the dependency tree can be obtained using a dependency parser. Dependency tree decoding has two advantages over sequence decoding. First, dependency tree decoding outputs words in the closest order, which promotes the tendency to output important words first. Second, dependency tree decoding connects the input word to parent and sibling words, which encourages a stronger correlation between the input feed and output word.
II. RELATED WORK
Template-based NLG is the most commonly applied approach in the field of NLG [17] . The main advantages of the template-based NLG method are the low number of errors and the ease with which developers can control the system. However, because template-based NLG requires the definition of sentences for all possible dialog acts, the cost of the dialog system grows in proportion to its cost. Machinelearning-based NLG has attracted increasing attention as a potential solution to the constraints of template-based NLG. For example, in Bayesian networks-based NLG [19] , new tags, referred to as semantic stacks, were defined by dividing a natural language sentence into phrase units. Then, a sentence was created using the Bayesian network. This method achieved improved performance even when annotating small datasets using active learning. However, existing research has primarily relied on a corpus consisting of only dialog acts and sentences because tagging the semantic stack is a relatively expensive annotation task.
Recurrent neural networks are another current focus in NLG research. One study [15] proposed a method to generate sentences that employed the one-hot encoded representation of the dialog act as the initial hidden state of the RNN in a manner similar to that of image captioning [5] . A subsequent study [18] improved the performance by proposing a semantically controlled Long Short-Term Memory (SC-LSTM) neural network structure to prevent the inclusion of words that have the same meaning or the inclusion of information that specific dialog act values are not present in sentences. Another study [20] demonstrated that a conditional variational auto-encoder offers good output with relatively less data in terms of the cross-domain. Then, Press et al. [21] showed that the generative adversarial network (GAN), known for its efficacy in image recognition, could also be employed for NLG.
Dependency parsing [22] analyzes syntactic structures such as dependency relations between words in a sentence. Dependency parsing is widely employed in natural language processing technologies such as opinion mining [23] and information extraction [24] . Deep neural networks have recently been an active research topic, mainly with respect to the implementation of a dependency tree on a sentence feature or RNN encoding. Sennrich and Barry [25] demonstrated that using the parent label as a feature in a dependency tree effectively improves the machine translation (MT) performance. Furthermore, Tai et al. [26] encoded a tree-structured topology LSTM for instead of using sequence topology LSTM encoding, which improved the performance in terms of measuring the semantic relatedness as well as sentiment classification. Dependency parsing is also being actively used in encoding based on convolutional neural networks (CNNs). Yang et al. [27] applied a dependency tree to a positionencoding CNN, demonstrating that this implementation successfully provides semantic and syntactic representation in a VOLUME 7, 2019 FIGURE 2. Preprocessing for dependency tree decoding: this is a necessary step to generate training data. The generated data include errors from the sentence analyzer, which may influence the performance of NLG. relation extraction task. Other studies [28] , [29] suggested an encoder with an applied dependency tree in a graph convolutional network, demonstrating that semantic and syntactic information is well represented in both MT and semantic role labeling (SRL) tasks.
Most of these studies used dependency parsing either as an important feature to analyze sentences or as a method to encode sentences. In contrast, our study applies dependency parsing to the decoding step of sentence generation. The suggested method is especially characterized by its ability to create a dependency tree rather than sentences.
III. NATURAL LANGUAGE GENERATION USING DEPENDENCY TREE TRAVERSAL
Most existing NLG studies employ sequence decoding. However, the disadvantages of sequence decoding include a bottleneck in performance improvement, as described in Section I and II. To provide the input and output feeds, dependency tree decoding employs breadth-first search for the dependency tree instead of sequentially scanning a sentence.
A. PREPROCESSING
The proposed preprocessing method is schematically shown in Fig. 2 . Preprocessing is executed using slot-value chunking, a sentence analyzer, dechunking, and delexicalization. Slot-value chunking simply converts the word sequence matched with the slot-value to the most appropriate word. Slot-value chunking is used to prevent problems caused by dependency parsing errors. For example, in the sentence of Fig. 2 ., if 'great' becomes a child of 'recommend' due to dependency parser error, delexicalization cannot work normally. The application of dependency tree decoding requires the dependency tree of a sentence to be constructed. To counteract the fact that most NLG corpora contain only sentences, and not dependency trees, we used sentence analyzers such as sentence segmentationers, part-of-speech taggers, and dependency parsers, which are often required when using part-ofspeech taggers. In our experiments, we employed the Google Cloud Natural Language Processing API [30] , [31] as the sentence analyzer because it provided all three of these functions. Next, we restored the chunked words and delexicalized for the slot-value.
B. DEPENDENCY TREES TO SEQUENCE
Learning and predicting using an RNN-based model requires us to sequentially feed the input and output; thus, it is not possible to feed the input and output directly into a dependency tree. In an attempt to overcome this problem, we employed a breadth-first search algorithm to convert the dependency trees into a sequence. For the purposes of the proposed algorithm, it was crucial that we were able to restore the elements of the generated sequence to the original trees. We defined several special markers to accomplish the restoration task, as detailed below:
• _start_,_root_: beginning of the tree;
• _ls_: start traversal of children to the left of the parent;
• _le_: traversal of the children to the left of the parent ended, and begin that of the children to the right;
• _re_: traversal of the children to the right of the parent ended;
• _ended_: no more trees. Algorithm 1 provides the pseudocode of the breadth-first search procedure we modified to convert dependency trees into sequences. The inputs for the procedure are the dependency trees produced during preprocessing. Because the input could contain multiple sentences, the routine is repeated from line 2 in tree2seq for each sentence. Although the tree2seq procedure resembles a common breadth-first algorithm, the proposed method is distinguished by the inserted lines that assign special markers to the input and output of the sequence. The procedure generates the children to the left in lines 9 to 16, and the children to the right in lines 17 to 23. Fig. 3 demonstrates the working flow of Algorithm 1 more intuitively. The upper part of Fig. 3 indicates the order in which each word is generated, which is the same as the traversal order of the breadth-first-search. Thus, dependency tree decoding generates the first word near the root on the dependency tree, resulting in the generation of a relatively more important word first in a sentence. The lower part of Fig. 3 demonstrates how the in/output of the RNN Cell is composed in the decoding process. As shown in the figure, the input of the RNN cell becomes the nearest sibling of the parent that was generated in the previous history, with the output being the child. The parent, sibling, and child are closely related to each other and this characteristic is an important feature, a second-order feature, in dependency parsing [32] , [33] . Consequently, the proposed method increases the relevance of the input and output of the RNN Cell compared to existing sequence decoding, enabling sentences to be generated more accurately. An example of the conversion from dependency trees to a sequence is shown in Fig. 4 . However, the length of the sequences generated by Algorithm 1 was always three times the length of the corresponding input sentence. This last attribute could be problematic as increasing the length of the RNN could degrade performance by placing an increased burden on learning and prediction.
C. SEQUENCE TO DEPENDENCY TREES
At the time of word prediction, the RNN-based model that was trained using the dependency trees generates a sequence containing special markers. We then construct the dependency tree using the predicted sequence by using an approach similar to that of Algorithm 1. However, incorrect special marker predictions produced by the model may disturb the structure of the dependency tree. For instance, when the tree state is generating children to the left, i.e., lines 12 to 18 of Algorithm 1, the model can only generate_le_ special markers. Additionally, if the model generates a slot-key, such as__name__,__pricerange__, that is not listed in the input dialog act, then the generated sentences will be incorrect because the model would be unable to process the lexicalization. To avoid this situation, we defined the following constraint rules on the predictions:
• First prediction != {_ended_,_le_,_re_};
• Prediction of children to the left != {_ended_,_re_};
• Prediction of children to the right != {_ended_,_le_};
• First prediction of next sentence != {_le_,_re_}; VOLUME 7, 2019 • All prediction != {slot-keys unlisted in input dialog act,_start_,_root_,_ls_}.
According to the preceding rules, we excluded constrained special markers from the prediction candidates. The generated dependency trees are easily converted into sentences using the depth-first search algorithm. Finally, the sentences are completed by lexicalizing the slot-key to a value. The dependency tree decoding process can employ beam search in a way similar to sequence decoding. Note that the tree, queue, and head must be copied and maintained separately when each state is expended during the beam search.
IV. SEMANTICALLY CONTROLLED LONG SHORT-TERM MEMORY (SC-LSTM)
The SC-LSTM neural network model [18] was employed to learn and predict for the sequenced dependency tree because this RNN-based model is well suited to time-sequence tasks.
However, as the length of a sequence increases, it becomes increasingly difficult to process vanishing and exploding gradients. To overcome this limitation, a variant of LSTM, which adopts the concepts of a memory cell, and input, output, and forget gates, was proposed and successfully applied in various tasks. The conventional LSTM structure [34] , [35] is expressed as (1) to (7), where i t is the input gate, o t is the output gate, f t is the forget gate and c t is the memory cell at time t. The sigmoid function is represented by σ , tanh denotes the hyperbolic tangent, and is the elementwise multiplication operator. The input and forget gates determine the way in which the memory cell is updated using the input embedded word x t and the hidden layer h t−1 at the current time t. The memory cell outputs the hidden layer h t by the output gate. Finally, a word probability distribution is generated using the softmax function.
The SC-LSTM model contains an additional dialog act cell (DA-cell) and control gate, as compared to the conventional LSTM structure. The definitions of the DA-cell, control gate, and modified LSTM-cell are shown in (8) to (10) , where r t is the control gate, d t is the DA-cell, and c t is the modified LSTM-cell. The DA-cell memorizes the generation history as a semantic representation and conveys this information to the modified LSTM-cell. Then, the modified LSTM-cell reflects this information in the resulting prediction. The control gate regulates the generation history by reducing the features to be discarded in the DA-cell. The advantage of SC-LSTM is that it provides the generation history the semantics already generated and those not yet generated. Therefore, SC-LSTM prevents over-generation, repeated generation of the same semantics, as well as under-generation, or failure to generate the semantics. The structure of the SC-LSTM approach is depicted in Fig. 5 .
Similar to a conventional LSTM, an SC-LSTM may be stacked in multiple layers. As an SC-LSTM stacked in two layers outperforms a single-layer SC-LSTM [18] , we applied a two-layer SC-LSTM to dependency tree decoding. Stacking the SC-LSTM required (11) to be adjusted to the definition of the control gate, where l is the hidden layer index and α l is the weight value for each layer. 
V. EXPERIMENTS A. EXPERIMENTAL SETUP
The experiments that were used to evaluate the proposed SC-LSTM network were conducted on a spoken dialog system corpus used to suggest venues in San Francisco [36] . We used the Restaurant and Hotel domains in the corpus. The statistics for each dataset are provided in Table 1 . These two domains have similar objects of conversation, the sizes of their datasets are similar, average length of sentence, and they have similar semantic tag types. The Google Cloud Natural Language Processing API was used to analyze the sentences of the corpus, and the dataset was reconstructed as described in Section III-B. We evaluated the dependency tree decoding by re-implemented the SC-LSTM model using TensorFlow 1.7 [37] . The hyper-parameters of the re-implemented SC-LSTM are listed in Table 2 . To pre-train the embedding of words, we applied GloVe word2vec [38] as pre-trained by Wikipedia 2014 + Gigaword 5 [39] . The model was trained by optimizing the cross-entropy cost function via Adam [40] . The learning rate was reduced by half if the total cost in the validation set did not decrease for five epochs. Model training was executed iteratively until the learning rate was less than 10 −5 . We also applied dropout to input x and the LSTM-cell to prevent over-fitting of the model [41] , [42] . We randomly shuffled the corpus for each training epoch to prevent the model from over-fitting the rearward data in the corpus. The baselines applied in the experiments for SC-LSTM with sequence decoding may be downloaded from GitHub [36] . Our model and the baseline model used the same dialog act feature vector, but we used the hyper-parameters of the baseline.
We evaluated the performance of the proposed model using the bilingual evaluation understudy algorithm BLEU-4 [43] and human evaluation. BLEU-4 metric is defined in (12) , where prec n is the n-gram precision between the predicted 
Human evaluation was conducted by averaging the scores given by two English language majors to 50 randomly selected data from the test corpus. The evaluators applied two scoring metrics, informativeness and naturalness, each on a scale of 1 to 3, with 3 being the optimum.
B. RESULTS AND ANALYSIS
The results of the BLEU-4 evaluation are provided in Table 3 .
In the results, the beam property is the width of the beam search. Further, top-1 property is the result of the sentence with the highest score of the generated candidates, and top-5 averages the five highest scores of the candidates. These results demonstrate that although the proposed model, with dependency tree decoding, provides an overall improvement in performance, certain cases did exhibit lower performance.
Considering the results for each domain, the overall performance improved in the restaurant domain, and equal performance is provided in the hotel domain. Two factors could have reduced the performance of the dependency tree decoding model. The first factor is error propagation within the sentence analyzer. The dependency trees of the training corpus were generated with the errors of the sentence analyzer, thus errors from that point onward make it more difficult for the model to learn the pattern. The second factor is that the length of the RNN was increased compared to other methods. As discussed in Section III-B, the way the model uses dependency tree decoding was a substantial burden with respect to learning patterns, because the RNN was three times longer than usual. Nevertheless, the model based on dependency tree decoding achieved an overall improvement in performance. We suggest that this improvement can be extended by further development of the sentence analyzer and RNN model. The results of human evaluation are detailed in Table 4 . Note that the model that employed dependency tree decoding improved the naturalness while reducing the informativeness compared to the model that used conventional sequence decoding. However, reduction of the informativeness can be avoided as the informativeness of the output of top-1 offers almost the same performance. Closer examination of these results highlights several key features. The first is that sentences generated by dependency tree decoding more often exhibit under-generation for the slot-value, as seen in the first example provided in Table 5 . In this example, the 1 st , 2 nd , 4 th , and 5 th -ranked results indicate that the model with dependency tree decoding did not generate slot semantics in a one-by-one manner. This resulted in the low informativeness values. The second feature is that the sentences that were produced using sequence decoding were more likely to have an incorrect meaning, as also illustrated by the first example in Table 5 . In this example, there could be a misunderstanding related to the fact that ''near glen park'' modifies the meaning of ''kid'' in this context. This may be because the proposed model represents the grammar of the dependency tree more effectively. The third feature of these results is that sentences that were produced using sequence decoding more often underwent over-generation, as illustrated by the second and third examples in Table 5 . Finally, in very rare cases, dependency tree decoding produces the exact same sentence for the top n candidates. This phenomenon occurs when the generated trees are different, but the converted sentences are the same.
C. WORD DIVERSITY
Key characteristics related to word diversity may be observed in the generated sentences. Sentences produced using dependency tree decoding exhibited more diverse patterns. One of the primary objectives of NLG is to increase the variety in sentences generated for the same dialog act. The third example in Table 5 reveals that the sentences produced using dependency tree decoding exhibited greater variation in their sentence pattern than those produced using sequence decoding. The reason for this phenomenon is that the branching of sentence patterns occurs near the root, when sentences are generated with a beam search. To measure this effect more precisely, we defined the Word Diversity (WD) metric as (13) , where n is the number of sentences generated.
WD =
size of word set of generated sentences n i=1 num of word in sentence i (13) WD is the number of types of words appearing in a sentence divided by the total number of words. Thus, a higher WD value indicates greater variety. The results of WD evaluation are provided in Table 6 . These results confirm that the proposed dependency tree decoding method realizes substantial improvement in WD.
D. CROSS-DOMAIN EVALUATION
We conducted experiments using the same dataset as [20] to verify that dependency tree decoding works well in a cross-domain environment. The metric used in experiments is BLEU-4, and the results are provided in Table 7 .
The results demonstrate that the proposed method, with dependency tree decoding, provides an improvement in performance on dataset of restaurant and hotel domains as compared to sequence decoding. Though it is difficult to make a direct performance comparison with SCVAE (Semantically Conditioned Variational Autoencoder) [20] because of different experimental environment, the results suggest that the proposed method provides improved performance compared to the existing methods on restaurant and hotel domains. On the other hand, the results on laptop and TV domains demonstrate that the performance of the proposed method provides lower performance than sequence decoding and SCVAE. The laptop and TV domains consist of more complex sentences as the average sentence of the data is approximately twice longer than restaurant and hotel domains (laptop is 23.42, TV is 21.44). The accuracy of dependency parser and recurrent neural network model tends to decrease as the sentence length increases. The experimental results show that these data characteristics may be significant disadvantages for the proposed method because of dependency parsing errors and issues with long RNNs. Therefore, the proposed method should be used considering the environment of the target spoken dialog systems. In addition, we can prevent the performance degradation of the proposed model with a more improved dependency parser and neural network model in the future.
VI. CONCLUSION
In this paper, we proposed the use of dependency tree decoding to generate natural language. The proposed method generates a dependency tree instead of a sentence in the decoding process. Dependency tree decoding improved the correlation between the words that were used as input and those that were predicted and it generated the words near the root node earlier in the process. The experimental results demonstrated that the proposed model generates sentences that were improved in terms of over-generation, naturalness, and diversity.
In the future, we intend to address the problem of undergeneration. Another important task is to extend the proposed dependency tree decoding method to enable it to perform other tasks, such as machine translation and image captioning, effectively.
