A simple variation-iteration principle for the wave function is given that is stationary at every value of the coordinate r. Both analytical and numerical applications are discussed using a popular charmonium potential as an example.
INTRODUGTION
It has been pointed out by Gerjuoy, Rau, and Spruch' that variational principles can be derived for a large class of physically interesting functionals "with little exercise in ingerm@+. Their work was based on a *general observation by Borowitz and Gerjuoy. 2 The constraints on trial functions are included in this scheme by means of Lagrange multipliers. Stationary functionals of this general form had been derived earlier for application to the Schrcedinger equation3,%5,6,7 t and to relativistic Bethe-Salpeter equations8 but the generality of the approach had not been realized.
In this short note, we would like to call attention to this general method by considering a specific problem-the construction of a variational principle for the SchroAinger wave function that is stationary at each value of the coordinate, r. Once this problem has been solved, it is then possible to use the resultant wave functions in variational estimates of arbitrary operators; two important such operators are the Hamiltonian and transition (decay) operators. We shall derive a variation-iteration scheme for the wave function and energy which is very suitable for both analytical and numerical evaluation and shall give examples of both. Our primary example is the combination of coulomb and linear potential that has been used to describe the spectrum of charmonium. 9
First, a variational treatment of a general, first order, nonlinear differential equation will be derived and then applied to the Schrcedinger equation.
Both bound states and scattering states5 will be discussed. Finally, a very brief description of a numerical treatment of ground and excited states for the charmonium potential will be given as an illustration of the simplicity and convergence of the method. 10 -3-
II. GENERAL VARIATIONAL PRINCIPLE
We wish to write down a variational solution 11 to the first order nonlinear equation
for 0 < r < R, with the boundary condition that f(R) is fixed. We also define h(f, r) = &-W, r) (2) for later use.
Since we wish to write down an expression for f(r) which is stationary at each value of r, the simplest way to proceed is to enforce Eq. 
in which Ln is to be computed from Eq. (5) 
which again does not involve derivatives of the-functions f n. It is therefore convenient for numerical analysis.
An important property of Eq. (8) is that after (fn+l -fn) becomes sufficiently small, depending on the concavity of H(f), the iteration sequence becomes monotonic; the sign of the approach depends upon the second derivative of H with with respect to f. 11 For example, if H is quadratic in f, H=Af2+g(r), then which has a definite sign, as does the integral L,+,(z, r). Thus the sequence is monotonic at every stage.
III. SCHRCEDINGER EQUATION-BOUND STATES
It is convenient to apply the previous treatment to the second order bound state equation by writing the wave function as ,
and hence
The polynomial P(r) contains the zeroes of the wave function at finite r and its Q+l behavior at the origin, r O The Schrcedinger equation takes the form
where V(r) is the effective potential, including the centripetal term. Now h(f, r) = -2 f(r) + 2PT/P and hence
The variational expression for f is (using Eq. (6))
It is convenient to choose R=co for formal arguments (but not for numerical analysis since the upper limit must of necessity be finite). The iteration procedure discussed earlier then becomes
Since fn+l(r) is finite, in particular at the zeroes of P,(r), their values are determined by the requirement that the integral over z vanishes at these points.
Since the integrand also vanishes automatically because of the explicit factor of P,(z), these zeroes are of second order, as required.
The value of the eigenenergy E is determined by the requirement that the integral be zero at the origin.
There are several ways to proceed at this point. One can fix E, iterate until f(r) converges and then repeat with different E values until the integral vanishes at r=O and f(0) is finite. A more efficient procedure is to choose E at each stage to satisfy the boundary condition at the origin:
/mh QJz, 0) k;(z) (vW+f;tz)) -P,(z) P;(",l This is, of course, just the Rayleigh-Ritz stationary estimate of E using the trial function Gn(r) given in terms of P,(r) and f,(r). Thus, if fl is in error of order E , then f, is in error of order E to the power 2 n-l , and the error in En is of order E to the power 2n; clearly if E is small, the convergence can be quite rapid. Explicit numerical examples of this procedure will be given in a later section.
Finally note that if V(r) grows as r--c 00, f(r)-,// for large r and this can be used in Eq. (12) as the boundary condition on f(R). This boundary condition can be used to improve the accuracy of numerical treatments of the equation (with a finite upper limit R) since one does not require the wave function to vanish at this finite point.
IV. CHARMONIUM EXAMPLE
We will now give an analytical treatment of the ground state in the coulomb plus linear potential used to describe the bound states of charmonium':
v= -:+a.
.
For a trial function fl, we will choose a constant fl = (rL/2, and P(r)=r. This 
and g/A(r) = -$ sin 2B(r) . The variational principle is completely determined and is equal to that given by Calogero.
VI. NUMERICAL EXAMPLES
A. There are two exactly solvable examples that can be used as illustrations for this variational analysis, the coulomb potential and the simple harmonic oscillator.
In the former case, one has V=-c~/r, and f(r) =a/2=constant.
Since V vanishes at large r, E = -f2(m) = -a2/4. Choosing cy = 2 and the initial trial function to be f l(r) = r, a rather poor choice, we find that after 3 iterations, given by (19) is then estimated to be -5% both from the above energy estimate and our direct numerical iterations. One also finds that the value of the wave function at the origin is changed by Ni/Nf z 0.88, which is consistent with the above estimates. As one would expect, the simple harmonic oscillator choice is more accurate, the simple gaussian choice being in error by only ~10%.
2. The excited states for the charmonium potential are also easy to discuss.
The lowest P-state has no radial nodes and can be treated by choosing P=r2.
We have tested two choices for the trial function, fl(r)=cr with c=O. 312 as before, and also the choice fI(r)=c$r. The final energy turns out to be 1.59 f . 01 after 3 iterations for both choices.
The first excited S-state has one radial node, at d say, so some discussion on the procedure for determining its position is in order. Rewriting Eq. It is a simple matter to form the function I,(r, r) and to search for its (double) zero. This zero is defined to be at r=d. Now that d is known, the function I,(r, d) can be formed and finally, fn+I(r) can be computed.
For the charmonium example, we found that for fl(r) = c&, c=O. 312, the sequence converged after three iterations and the values achieved were d=2.29, and E=l. 94.
VII. CONCLUSION
A simple variational principle for the wave function is given that is stationary for each value of the coordinate r. It is suitable to both analytic and numerical evaluation and improvement of approximate wave functions, energies, and arbitrary matrix elements.
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