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In the era of big data, it is becoming increasingly common for researchers to consider incor-
porating external information from large studies to improve the accuracy of statistical inference
instead of relying on a modestly sized dataset collected internally. We consider a general statistical
problem where there are some known regression models or risk calculators to predict an outcome
of interest from a set of commonly used predictors. Different types of summary information are
available for these external models. An internal modest-sized dataset containing individual-level
data for the variables in the known models and some new variables is available for our current anal-
ysis. In all three chapters below, we consider different settings to achieve the same goal–to build an
improved prediction model that includes the new variables, using both the internal individual-level
data and summary information obtained from the known external model(s).
In Chapter 2, we focus on the simple case where there is only one large, well-characterized
previous study from the external population. We propose a synthetic data approach, which first
converts the external information into synthetic data, and then analyzes a combined dataset con-
sisting of the observed internal data and the synthetic data. A theoretical justification and extensive
simulation studies establish the efficiency gain and improved prediction performance of the pro-
posed data integration method. We also illustrate that even under less restrictive requirements
on the information that is available externally, the combined estimates have the same asymptotic
properties as an alternative constraint maximum likelihood estimation approach.
In Chapter 3, we consider a more complicated but quite plausible situation where several ex-
ternal prediction models are available to aid inference and prediction for the internal study. We
assume that each of the external studies developed a prediction model for the same outcome but
may use a slightly different set of covariates. We propose a meta-inference framework using an
empirical Bayes estimation approach, which adaptively combines the estimates from the external
models. This adaptive approach diminishes the influence of information that is less compatible
with the internal data while balancing the bias-variance trade-off. The estimators we proposed are
more efficient than the naive analysis of the internal data.
In Chapter 4, we first extend the synthetic data method from Chapter 2 to accommodate the
situation with multiple external prediction models, and further allow for heterogeneity of covariate
effects across the external populations. Each external model could potentially be built on slightly
xiv
different subsets of covariates that are measured in the internal study. The proposed approach
generates synthetic outcome data in each population, uses stacked multiple imputation to create
a long dataset with complete covariate information, and finally analyzes the imputed data with
weighted regression. Leveraging multiple sources of auxiliary information from a broad class of
externally fitted predictive models or established risk calculators based on parametric regression or
machine learning methods, this new strategy can make statistical inference more accurate for both
the internal population and the external populations.
We evaluate the proposed methods through extensive simulations and apply them to improve




Increasingly, researchers are considering incorporating external information from large-scale stud-
ies to improve statistical inference rather than using the limited-sized data that are available to
each investigator. Examples of this are borrowing strength from historical control data to lever-
age the treatment effect in small-sample clinical trials [Viele et al., 2014, Dejardin et al., 2018, Li
and Song, 2020], combining separate probability samples [Bycroft, 2011, Yang and Kim, 2020]
and incorporating external data sources for improved causal inference [Yang and Ding, 2020a].
However, challenges exist, such as data sharing, storage, and privacy issues to access publicly
available individual-level large data, so often only the summary information is reported. Examples
of such data sources include publications, online risk calculators, census data and population-
based biobank data. Therefore, general frameworks that integrate the individual-level data and the
summary-level external information are needed.
As a motivating example, it is common in predictive modeling that researchers want to include
new predictors to update the traditional risk models in clinical biomedicine, such as adding genetic
risk variants and mammographic density to the breast cancer risk calculator [Gail et al., 1989].
These traditional models are usually constructed from large datasets using principled statistical
methods to predict a measure of risk or disease state, treating the patient characteristics as predic-
tors. The patient characteristics, denoted by X, can range from traditional epidemiologic, clinical
and behavioral variables to well-known imaging, genetic and other molecular biomarkers. The
predicted outcome variable Y, and the predictors X, are often assumed to be connected through a
regression model of the form Y|X. The individual-level original data that were used to construct
this model are usually not available to the public, but what are accessible are certain forms of
summary-level information. This information can be available in the form of coefficient estimates
for the fitted model [Thompson et al., 2006, Roobol et al., 2012] or individual prediction proba-
bilities, of which the underlying model may or may not be known, especially when the external
information comes in the form of a “black box” algorithm, i.e. an algorithm that provides a pre-
dicted probability, but the underlying model is not necessarily simple or transparent or even known
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[Stephan et al., 2003, Osareh and Shadgar, 2010, Estiri et al., 2021]. Furthermore, different ex-
ternal models predicting the same outcome may use different sets of predictors [Thompson et al.,
2006, Roobol et al., 2012].
While these existing models are often based on traditional epidemiologic and behavioral risk
factors and well-established biomarkers, wider availability of high throughput data and novel assay
technologies are generating new candidate biomarkers, say B, for possible inclusion in existing risk
prediction models. Due to the potential improvement of prediction accuracy of the current model, it
is ideal to incorporate B into the well-established model Y|X, and construct an expanded prediction
model of interest Y|X,B. However, it is very likely that B and X are assessed only on participants
in a study of moderate size and cannot be retrospectively measured on the much larger population
used for Y|X model. It is natural to consider using the information from the well-established model
to increase the accuracy of the expanded model. This represents a general statistical challenge to
build a good model for Y|X,B that uses both the known external information from the Y|X model
and the individual-level data from a small sample dataset of Y, X and B.
There exist proposals in the literature to incorporate external information into regression estima-
tion. Imbens and Lancaster [1994] investigated how aggregate data (e.g. the population average of
the response) could be used to improve maximum likelihood estimates in a regression model. Grill
et al. [2015] proposed a simple method of incorporating new markers into an existing calculator
via Bayes Theorem. Studies on this topic begin with incorporating external auxiliary information
from large data, such as census or population-based biobank data, to improve the statistical infer-
ence of the internal study, assuming the model that relates the variables is fully or partially shared
between data sources. The topic of whether distributions are similar between populations is called
transportability [Bareinboim and Pearl, 2013] and is crucial to consider in the field of data integra-
tion. Qin [2000], Han and Lawless [2019] proposed possible solutions using empirical likelihood,
Chatterjee et al. [2016], Cheng et al. [2018] demonstrated it from the perspective of constrained
maximum likelihood while Cheng et al. [2019] proposed to use the Bayesian approach. The per-
formance of various approaches was assessed in a simulation study by Grill et al. [2017]. Estes,
Mukherjee, and Taylor [2017] then relaxed the transportability assumption of Chatterjee et al.
[2016]’s by constructing an empirical Bayes estimator that protected against the potential bias.
Recent studies started to tackle challenges such as accommodating multiple external data
sources and/or heterogeneity exists among data sources. Kundu, Tang, and Chatterjee [2019]
extended the work of Chatterjee et al. [2016] to a meta-analysis setting. Chen et al. [2020] harmo-
nized the difference of aggregate information among data sources through a penalty function while
Yang and Ding [2020b] employed a sensitivity parameter to quantify such systematic differences.
Moreover, there could be other sources of information variation across the models. For example,
different external studies may use a different subset of covariates and the underlying prediction
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model may be parametric or constructed by machine learning approaches. The summary-level
information may contain estimated regression coefficients or fitted predictions.
In this dissertation, we consider a general statistical problem where there are some known
regression models or risk calculators to predict an outcome of interest from a set of commonly used
predictors. Different types of summary information are available for these external models. An
internal modest-sized dataset containing individual-level data for the variables in the known models
as well as some new variables is available for our current analysis. In all three chapters below,
we consider different settings aiming to achieve the same goal–to build an improved prediction
model that includes the new variables, using both the internal individual-level data and summary
information obtained from the known external model(s).
In Chapter 2, we focus on the simple case where there is only one large, well-characterized
previous study from the external population. We propose a synthetic data approach, which first
converts the external information into synthetic data, and then analyzes a combined dataset con-
sisting of the observed internal data and the synthetic data. A theoretical justification and extensive
simulation studies establish the efficiency gain and improved prediction performance of the pro-
posed data integration method. We also illustrate that even under less restrictive requirements
on the information that is available externally, the combined estimates have the same asymptotic
properties as an alternative constraint maximum likelihood estimation approach.
In Chapter 3, we consider a more complicated but quite plausible situation where several ex-
ternal prediction models are available to aid inference and prediction for the internal study. We
assume that each of the external studies developed a prediction model for the same outcome but
may use a slightly different set of covariates. We propose a meta-inference framework using an
empirical Bayes estimation approach, which adaptively combines the estimates from the external
models. This adaptive approach diminishes the influence of information that is less compatible
with the internal data while balancing the bias-variance trade-off. The estimators we proposed are
more efficient than the naive analysis of the internal data.
In Chapter 4, we first extend the synthetic data method from Chapter 2 to accommodate the
situation with multiple external prediction models, and further allow for heterogeneity of covariate
effects across the external populations. Each external model could potentially be built on slightly
different subsets of covariates that are measured in the internal study. The proposed approach
generates synthetic outcome data in each population, uses stacked multiple imputation to create
a long dataset with complete covariate information, and finally analyzes the imputed data with
weighted regression. Leveraging multiple sources of auxiliary information from a broad class of
externally fitted predictive models or established risk calculators based on parametric regression or
machine learning methods, this new strategy can make statistical inference more accurate for both
the internal population and the external populations.
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In all the chapters, we evaluate the proposed methods through extensive simulations and apply
them to improve models for predicting the risk of high-grade prostate cancer.
4
CHAPTER 2
Synthetic Data Method to Incorporate External
Information into a Current Study
2.1 Introduction
In Chapter 1, we introduced some of the existing methods to solve this genre of problem. In gen-
eral, the constrained maximum likelihood (CML) approaches require a specific form for the exter-
nal information, e.g. estimated coefficients from a correctly specified mean model and assumptions
regarding the transportability of the distribution of Y,X,B across the internal and external sample.
The CML approach proposed in Cheng et al. [2018] also requires the specification of a model for
B|X and relies on some parametric assumptions. Chatterjee et al. [2016] described a constrained
semi-parametric maximum likelihood (CSPML) method by converting the external summary-level
information into a constraint and then maximizing the internal data likelihood subject to this con-
straint. Although this CSPML approach does not require the Y|X model to be correctly specified
or a model for B|X, it requires the transportability of the joint distribution of Y,X,B. Estes,
Mukherjee, and Taylor [2017] and Cheng et al. [2018] have found that violation of this assumption
and the small sample size in the internal data will cause sensitive and unstable estimation.
In this chapter, we propose a synthetic data framework as a more flexible alternative solution to
the CML approach, motivated by methods developed in the survey methodology literature [Raghu-
nathan et al., 2003, Reiter and Kinney, 2012, Reiter, 2002]. In this approach, synthetic data for
X and Y are generated from the observed data and the Y|X model, respectively, and then added
to the observed data, then from this combined dataset a model for Y|X,B is built. Our method
relaxes the requirement on the information that is available from the external model such that the
only requirement is the ability to generate predictions of Y given X, which can make use of exter-
nal information that comes in the form of a “black box” algorithm, i.e., an algorithm that provides
a predicted probability, but the underlying model is not necessarily simple or transparent or even
known.
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The following is the structure of the remainder of this chapter: in Section 2.2, we introduce the
notation, assumptions and implementation of the proposed synthetic data method. In Section 2.3,
under various simulation scenarios, we evaluate the performance of the synthetic data method. We
demonstrate the proposed method through an application to the Prostate Cancer Prevention Trial
data in Section 2.4. We provide some theoretical justification and insight for the synthetic data
method in Section 2.5. In two special cases we show that with a very large number of synthetic
observations, our approach gives identical asymptotic variances for the parameters of the Y|X,B
model as the CML estimation approach that exists in the literature. Because the CML is a maxi-
mum likelihood estimator, it is optimal if the models are correctly specified. Since the synthetic
data method has the same asymptotic variance, it can also be considered optimal. Concluding
remarks are presented in Section 2.6.
2.2 Method
2.2.1 General Description of the Problem
Let Y denote the outcome of interest, which can be either continuous or binary. X is a set of
p standard variables and let B denote a new biomarker. There are two populations, an external
population for which we do not have individual-level data and an internal population for which we
do have a dataset of size n with subject-level data. We will assume that the distributions of Y|X,B
are the same in the two populations, and likewise for the Y|X distribution. Our target of interest is
the mean structure of Y|X,B:
g[E(Y|X,B)] = γ0 + γX1X1 + ...+ γXpXp + γBB, (2.1)
where g is the known link function. We assume that a small dataset of size n with variables Y,X
and a new covariate B is available to us for building the model of interest.
We assume a large, well-characterized previous study from the external population describes
the provided information on the calculated distribution of Y|X. This information can come in
various forms, including partial or full knowledge of the distribution of the Y|X model.
2.2.2 Synthetic Data Method
We propose an algorithmic approach that can produce synthetic data on (Y,X,B), by using the
combination of the available information from the established model and the observations from the
current dataset. The synthetic data would incorporate the external information as well as enlarge
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the sample size, and thus it helps improve the inference about coefficients γ in model 2.1, compared
to just analyzing the small dataset based on the observed data.
The synthetic data approach consists of creating m additional synthetic data observations, and
then analyzing the combined dataset of size n+m to estimate the parameters of model 2.1. The
synthetic data are created in two steps as shown in Figure 2.1. In step 1, we replicate X a large
number (say S) times in blocks of n rows to create m = nS additional records. In step 2, we
generate pseudo data called Y∗ from the known Y|X distribution for these new m records. Finally,
we combine the synthetic observations with the original dataset, and we note that the combined
data will now have missing values of B for m observations. The combined data is then analyzed to
give an estimate of γ.
Figure 2.1: Two steps to create the synthetic data
There may be different ways in which the combined data can be analyzed. In Section 5 we
present two special cases for which a closed-form MLE of γ exists for the combined dataset of
size n+m. In other cases, like the simulation study settings in Section 3, no closed-form solution
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for the MLE of γ exists, and our proposed approach to deal with missing data is to use multiple
imputation to impute the m missing values of B. Multiple imputation is a general procedure for
analyzing datasets with missing values. It consists of defining a procedure to fill in the missing
values, then applying that procedure many times to create many separate complete datasets. Each
completed dataset is then analyzed and the results of these separate analyses are combined to give
final estimates. In this particular case the multiple imputation approach requires us to specify a
parametric model (B|X,Y), from which we draw 50 values of B to give 50 completed datasets.
Then we fit model 2.1 for each complete data (Y, X, B) of size n+m. We then average the estimates
of γ from the 50 complete datasets, and compute the total variance using Rubin’s rules [Rubin,
1987]. We then proceed with inference.
Multiple imputation has the additional advantage of being able to handle multiple biomarkers
in B, some of which may be discrete and some continuous. It also allows for flexible structure
for the conditional mean model for each biomarker in B given all other variables in the dataset,
such as the possibility to incorporate non-linearity and interactions. For implementing multiple
imputation, we use the R package MICE [Van Buuren and Oudshoom, 2011]. We use the function
mice with imputation algorithm logreg (the Bayesian logistic regression model with flat prior) for
the imputation of a binary B and the imputation algorithm norm (the Bayesian linear regression
model) for the imputation of a continuous B. In the situation in which there are multiple B’s,
say B1 and B2, imputations are done sequentially. That is, first draw B1 from the B1|X,Y,B2
distribution, then draw B2 from the B2|X,Y,B1 distribution, and iterate between B1 and B2.
2.3 Simulation Study
To assess the performance of the proposed synthetic data method for both estimation and predic-
tion, we conduct simulation studies under four different scenarios. Each scenario has a different
true distribution for Y|X,B and for B|X for the internal data. For both the outcome and the
predictors, we consider both continuous and binary variables to illustrate the computational im-
plementation in a range of situations. We also consider the situation of multiple B’s to evaluate
the applicability of the synthetic method in multi-dimensional cases. In some cases a misspeci-
fied imputation model is used within the synthetic data approach, thus allowing us to evaluate the
robustness of the method. Only in special cases (see Section 2.5) can we provide a theoretical jus-
tification for the synthetic data approach, thus the simulations are intended to provide numerical
properties of the synthetic data approach in situations where the relevant theoretical properties are
not yet available.
In real situations, we expect a moderate number of X variables, and their joint distribution could
be quite complex with skew distributions and correlations between different X’s. To achieve this
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we adopted a procedure of generating X’s as described in Xu, Daniels, and Winterstein [2016]. We
generate 9 correlated X’s in each of the four simulation scenarios as described below:
uj ∼ N(0, 1), j=1...5, X1 ∼ N(0, 1)
Xj |u1 , ..., u5 =

u1uj + εj , εj ∼ 23N+(0, 0.2) +
1
3
N−(0, 0.1) j = 2, ..., 5
u2uj−3 + εj , εj ∼ 14N+(0, 0.1) +
3
4
N−(0, 0.3) j = 6, ..., 8
u3uj−5 + εj , εj ∼ 45N+(0, 0.4) +
1
5
N−(0, 0.1) j = 9
where N+ and N− represent half normal distributions, and either one or the other is selected with
the shown probability. We then generate B from the B|X distribution, and finally generate Y from
the Y|X,B distribution. For scenario 1 (where Y is continuous, as described below) the form of the
external model for Y|X is readily available. For cases (scenarios 2, 3, and 4 where Y is binary, as
described below) where the closed-form of model Y|X is not available, we numerically derive the
external model Y|X. Specifically, we generate an independent dataset of (Y,X,B) of size 10000
and fit a linear or logistic regression model g[E(Y|X)] depending on the type of Y. The estimated
coefficients of this model serve as the external information we obtained from the established model
Y|X.
For each simulation scenario, we first simulate 500 datasets of size n. Then we create the
synthetic data following the steps introduced in Section 2, and combine them with the original data
to get 500 datasets of size n+m with m missing B values. For each simulated dataset, we create
50 complete datasets by imputing the missing B values given Y and X. In all four scenarios,
we use linear additive models for imputing from the B|X,Y distribution, without including any
interaction terms. We compare the results of the synthetic data method to the direct MLE, which
uses the complete dataset of size n, in terms of estimation accuracy and prediction ability. We
report the average estimated coefficients, standard deviation and 95% coverage rate for γ̂. To
measure the predictive performance, we generate a new dataset of size 1500 for each scenario, and
evaluate the prediction Ŷi on this new dataset. In the new validation dataset, let p̂ or Ȳ denote the
average of the generated Y values. For the continuous Y, we use the mean squared error (MSE)
defined as
∑1500
i=1 (Ŷi − Ȳ)2/
∑1500
i=1 (Yi − Ȳ)2. For binary Y, we use AUC and scaled Brier score,
defined as
∑1500
i=1 (Yi − Ŷi)2/
∑1500
i=1 (Yi − p̂)2, as measures of discrimination and calibration.
The four simulation scenarios and results are described as follows:




Xji + Bi + ei, ei ∼ N(0, 3), and Bi is simulated as Bi = 0.2
9∑
j=1
Xji + fi, fi ∼ N(0, 1).
The reduced Y|X model is Yi = 0.7
9∑
j=1
Xji + Bi + ki, ki ∼ N(0, 4). The current data sample
size n = 200, replication number S = 10, and thus the synthetic data sample size m = nS =
2000.
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Results: The results in Table 2.1 of scenario 1 show that compared to the direct MLE, the
synthetic data method leads to an obvious reduction in the standard deviation of γX’s and
good coverage rates of confidence intervals. In addition, it can reduce the MSE closer to the
true value by 50%.
Table 2.1: Simulation results for scenario 1 with Gaussian Y, one Gaussian B and nine correlated
X’s. For each method, we report mean (SD) [95 % coverage rate] and MSE across 500 simulated
datasets.
Not including B True value Direct MLE Synthetic Data Method
γ0 0 0 -0.04 (0.14) [97%] 0.00 (0.18) [96%]
γX1 0.7 0.5 0.50 (0.13) [94%] 0.51 (0.08) [95%]
γX2 0.7 0.5 0.48 (0.13) [94%] 0.50 (0.07) [95%]
γX3 0.7 0.5 0.49 (0.12) [95%] 0.50 (0.07) [95%]
γX4 0.7 0.5 0.50 (0.11) [98%] 0.50 (0.07) [95%]
γX5 0.7 0.5 0.50 (0.13) [93%] 0.50 (0.08) [93%]
γX6 0.7 0.5 0.50 (0.12) [94%] 0.50 (0.07) [95%]
γX7 0.7 0.5 0.50 (0.12) [94%] 0.50 (0.07) [95%]
γX8 0.7 0.5 0.50 (0.11) [97%] 0.50 (0.07) [95%]
γX9 0.7 0.5 0.50 (0.13) [94%] 0.51 (0.07) [95%]
γB - 0.5 1.00 (0.13) [95%] 1.00 (0.11) [95%]
MSE 0.464 0.334 0.355 0.345
• Scenario 2: Y is binary and B is Gaussian distributed. The true model of Y|X,B is
logit[Pr(Yi = 1|Xi,Bi)] = 1+2
9∑
j=1
Xji−3Bi, which gives the prevalence Pr(Y = 1) ≈ 0.67.
Bi is simulated as Bi = 0.5
9∑
j=1
Xji + ei, ei ∼ N(0, 0.1). The current data sample size n = 400,
S = 10, and m = nS = 4000.
Results: As shown in Table 2.2, including B into the regression model can reduce the scaled
Brier score by 15%, and improve the AUC by 9%.
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Table 2.2: Simulation results for scenario 2 with binary Y, one Gaussian B and nine correlated
X’s. For each method, we report mean (SD) [95 % coverage rate], average scaled Brier score and
AUC across 500 simulated datasets
Not including B True value Direct MLE Synthetic Data Method
γ0 0.849 1 1.00 (0.17) [94%] 0.96 (0.08) [92%]
γX1 0.435 2 2.01 (0.29) [96%] 1.92 (0.24) [94%]
γX2 0.432 2 2.00 (0.28) [96%] 1.90 (0.23) [94%]
γX3 0.437 2 2.01 (0.28) [95%] 1.90 (0.23) [95%]
γX4 0.433 2 2.01 (0.30) [96%] 1.91 (0.24) [95%]
γX5 0.422 2 2.02 (0.28) [95%] 1.90 (0.24) [93%]
γX6 0.421 2 2.01 (0.28) [97%] 1.89 (0.23) [93%]
γX7 0.431 2 2.01 (0.29) [96%] 1.91 (0.23) [94%]
γX8 0.415 2 2.00 (0.27) [97%] 1.89 (0.23) [94%]
γX9 0.445 2 2.01 (0.29) [96%] 1.92 (0.23) [95%]
γB - -3 -3.02 (0.45) [97%] -2.85 (0.43) [95%]
Scaled Brier score 0.801 0.680 0.702 0.686
AUC 0.767 0.837 0.828 0.835
• Scenario 3: Y and B are both binary. The true model of Y|X,B is logit[Pr(Yi =









Xji + 1.5Bi, and Bi is simulated as






Xji. The prevalence of Y and B are around
0.5 and 0.55, respectively, where n = 400, S = 8, and m = nS = 3200.
Results: The simulation results in Table 2.3 for scenario 3, where both Y and B are binary,
show that including B in the regression model can reduce the scaled Brier score by 10.8%,
and increase the AUC by 5%.
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Table 2.3: Simulation results for scenario 3 with binary Y, one binary B and nine correlated X’s.
For each method, we report mean (SD) [95 % coverage rate], average scaled Brier score and AUC
across 500 simulated datasets
Not including B True value Direct MLE Synthetic Data Method
γ0 -0.328 -1 -1.00 (0.21) [94%] -1.00 (0.15) [96%]
γX1 0.305 0.2 0.20 (0.13) [94%] 0.20 (0.05) [96%]
γX2 0.318 0.2 0.21 (0.13) [95%] 0.21 (0.05) [94%]
γX3 0.296 0.2 0.20 (0.13) [95%] 0.21 (0.05) [95%]
γX4 0.296 0.2 0.19 (0.13) [93%] 0.20 (0.05) [95%]
γX5 -0.066 -0.2 -0.21 (0.13) [94%] -0.19 (0.05) [96%]
γX6 -0.405 -0.2 -0.20 (0.13) [96%] -0.20 (0.06) [96%]
γX7 -0.420 -0.2 -0.19 (0.13) [96%] -0.21 (0.06) [95%]
γX8 -0.698 -0.5 -0.50 (0.15) [93%] -0.51 (0.06) [96%]
γX9 -0.713 -0.5 -0.51 (0.14) [95%] -0.52 (0.06) [94%]
γB - 1.5 1.50 (0.28) [96%] 1.49 (0.28) [95%]
Scaled Brier score 0.750 0.666 0.687 0.669
AUC 0.789 0.833 0.823 0.831
• Scenario 4: Y is binary and two mixed types of B are included, one binary and another







Xji − 0.1X6 − 0.3X7 + 0.3
9∑
j=8
Xji + 2B1i − B2i, of which the prevalence







Xji, which gives the prevalence Pr(B1 = 1) ≈ 0.56. The Gaussian












Xji + ei, ei ∼ N(0,
0.1). In this scenario, n = 400, S = 8, and m = nS = 3200.
Results: The results in Table 2.4 show that the synthetic data method improves the scaled
Brier score and AUC compared to the MLE, where these metrics almost attain the best pos-
sible values listed in the true value column. In addition, the coverage rates of the confidence
intervals for the γ’s close to 95% as desired.
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Table 2.4: Simulation results for scenario 4 with binary Y, binary B1 and continuous B2 and nine
correlated X’s. For each method, we report mean (SD) [95 % coverage rate], average scaled Brier
score and AUC across 500 simulated datasets
Not including B True value Direct MLE Synthetic Data Method
γ0 0.250 -0.2 -0.197 (0.21) [96%] -0.13 (0.15) [93%]
γX1 0.441 -0.2 -0.19 (0.19) [96%] -0.14 (0.13) [94%]
γX2 0.779 0.2 0.21 (0.21) [94%] 0.23 (0.13) [94%]
γX3 -0.132 0.2 0.19 (0.17) [95%] 0.17 (0.10) [94%]
γX4 -0.218 0.1 0.09 (0.17) [95%] 0.08 (0.10) [95%]
γX5 1.047 0.1 0.10 (0.26) [96%] 0.15 (0.21) [95%]
γX6 0.705 -0.1 -0.10 (0.28) [94%] -0.06 (0.21) [94%]
γX7 0.529 -0.3 -0.29 (0.27) [94%] -0.25 (0.21) [93%]
γX8 -0.750 0.3 0.29 (0.25) [97%] 0.23 (0.21) [95%]
γX9 -0.757 0.3 0.30 (0.25) [96%] 0.22 (0.21) [94%]
γB1 - 1 0.996 (0.31) [96%] 0.88 (0.30) [93%]
γB2 - 2 1.99 (0.45) [95%] 1.83 (0.43) [93%]
Scaled Brier score 0.637 0.575 0.598 0.582
AUC 0.849 0.876 0.868 0.873
In summary, the results of simulation studies show that: (1) the synthetic data method can im-
prove the efficiency of estimating γX’s while reduce the MSE of the predictions and increase the
AUC for binary Y; (2) In scenario 1 where the imputation model B|X,Y is correctly specified,
the estimates of γX’s and γB are unbiased; (3) In scenarios 2, 3 and 4 where the imputation model
B|X,Y is misspecified, despite the improved predictive performance, there is some bias when
estimating γX’s and γB. In future work, we will investigate if we can achieve even further im-
provements in performance using alternative or more flexible or more nonparametric approaches
for imputing B.
2.4 Prostate Cancer Prevention Trial Data Example
To assess the performance of the synthetic data method in a real data example, we apply it to the
Prostate Cancer Prevention Trial calculator. The high-grade prostate cancer calculator (PCPThg)
[Thompson et al., 2006], predicts the probability of high-grade prostate cancer derived from a
logistic regression based on standard clinical variables – PSA level, age, DRE findings, prior biopsy
result and ethnicity. The equation for the model is:
logit(pi) = −6.25 + 0.03agei + 0.96racei + 1.29log(PSAi) + 1.00DREi − 0.36biopsyi. (2.2)
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where pi is the probability of observing high-grade prostate cancer for subject i given covariates.
A detailed description of the calculator and the external and internal and a validation dataset are
given in Tomlins et al. [2015] and Cheng et al. [2018]. We consider incorporating two addi-
tional biomarkers that have been shown to be predictive of prostate cancer into model 2.2. One is
prostate cancer antigen 3 (PCA3), a continuous variable, and the other is the indicator variable of
TMPRSS2:ERG (T2:ERG) gene fusions. We consider 3 different expanded models, one with the
addition of PCA3 only, one with the addition of T2:ERG only and one with the addition of both
PCA3 and T2:ERG. To compare the coefficient estimation across methods, we show the estimated
coefficients and standard errors in Table 2.5 from 679 observations in the internal dataset. To com-
pare prediction power, we calculate the scaled Brier Score and the AUC based on an independent
validation dataset with 1,218 observations.
Table 2.5: Results of the expanded PCPThg model. For each method, point estimate (standard
error) from the internal dataset, and the scaled Brier score and the AUC from the validation dataset.
The sample size of the internal dataset is 679. The sample size of the validation dataset is 1,218.
Replicate number S=10 giving m=6,790 in the synthetic data method.
Model PSA Age DRE Prior biopsy Race PCA3 T2:ERG Scaled Brier AUC
findings history Score
Original PCPThg 1.29 0.031 1.00 -0.36 0.96 – – 0.933 0.707
Estimated PCPThg 1.06 (0.18) 0.033 (0.012) 1.15 (0.26) -1.44 (0.27) 0.44 (0.29) – – 0.975 0.716
Expanded model with PCA3 score
Direct regression* 0.97 (0.19) 0.009 (0.013) 1.06 (0.27) -1.27 (0.27) 0.05 (0.31) 0.56 (0.08) – 0.953 0.767
Synthetic data method 1.30 (0.08) 0.012 (0.006) 0.91 (0.13) -0.56 (0.12) 0.50 (0.14) 0.57 (0.08) – 0.878 0.765
CSPML 1.22 (0.08) 0.007 (0.005) 0.86 (0.10) -0.20 (0.08) 0.58 (0.11) 0.56 (0.097) – 0.888 0.759
Expanded model with binary T2:ERG
Direct regression* 0.98 (0.18) 0.032 (0.012) 1.02 (0.26) -1.41 (0.27) 0.57 (0.29) – 0.76 (0.20) 0.930 0.744
Synthetic data method 1.21 (0.07) 0.030 (0.005) 0.96 (0.10) -0.59 (0.09) 0.99 (0.11) – 0.76 (0.22) 0.897 0.741
CSPML 1.14 (0.07) 0.032 (0.004) 1.06 (0.14) -0.52 (0.11) 0.80 (0.17) – 0.72 (0.20) 0.931 0.742
Expanded model with PCA3 score and binary T2:ERG
Direct regression* 0.94 (0.19) 0.010 (0.010) 1.00 (0.28) -1.27 (0.28) 0.15 (0.31) 0.52 (0.08) 0.47 (0.21) 0.928 0.776
Synthetic data method 1.23 (0.09) 0.008 (0.007) 0.83 (0.13) -0.53 (0.11) 0.63 (0.15) 0.55 (0.10) 0.45 (0.20) 0.867 0.773
CSPML 1.20 (0.08) 0.008 (0.005) 0.78 (0.11) -0.21 (0.09) 0.67 (0.12) 0.52 (0.10) 0.48 (0.27) 0.879 0.769
*Firth corrected MLE is used
As shown in Table 2.5, for both of the expanded PCPThg models incorporating PCA3 score or
binary T2:ERG, if we compare the standard errors across different methods, it is easily seen that
the synthetic data method can reduce the standard errors of regression coefficients compared to
direct regression by at least 50%.
The expanded PCPThg model incorporating both PCA3 score and binary T2:ERG fitted to the
training dataset again shows that the proposed method can reduce the standard errors of regression
coefficients compared to direct regression. The results in Table 2.5 show no improvement in AUC
from using the synthetic data approach compared to direct MLE, but noticeable improvement in
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the scaled Brier score.
We also include in Table 2.5 the estimates from applying the CSPML, a published method that
can be applied in this case. We see it gives similar predictive performance as the synthetic data
method, but the estimated coefficients differ.
2.5 Algebraic Justification in Two Special Cases
2.5.1 Estimation and Variance of γ
To establish that the synthetic data approach is asymptotically as efficient as CML approaches, we
consider two special cases where closed-form results of MLE for the combined dataset of size n+m
in the synthetic data approach are available, so multiple imputation does not need to be used. For
these cases, we compare the synthetic data approach to the basic CML method [Cheng et al., 2018]
and the CSPML method [Chatterjee et al., 2016]. These two maximum likelihood approaches
are optimal based on their assumptions. The standard maximal likelihood approach based on
just the observed data without incorporating external information is also provided for reference
comparison. For each approach, we derive the explicit formulas for the asymptotic variance of
estimated coefficients, namely, γ̂ in model (2.1).
The rationale for studying these two examples in depth is to establish some theoretical un-
derpinning for the synthetic data approach. Given its broad applicability to other more general
situations with a mixed set of continuous and categorical multivariable predictors in X and B, a
justification in simpler cases that can be studied analytically makes the approach more plausible in
other situations where studying the analytical properties is not immediate.
As needed, we will be considering three different likelihoods, one based on the distribution
Y|X,B, one based on the distribution (Y,B)|X and one based on the joint distribution of Y,X and
B. When writing distributions, we will include the parameters when necessary, e.g. f(Y|X,B;γ),
but parameters will be excluded when not necessary.
For this study we either know the full form of the distribution of Y|X, the mean of which may
be characterized by a linear combination of X’s, as given in equation 2.3, with known β’s and a
known link function g1:
g1[E(Y|X)] = β0 + β1X1 + ...+ βpXp. (2.3)
or we just know the mean structure but not the full distribution of Y|X.
As mentioned earlier, our interest lies in building the mean structure of the Y|X,B distribution
as given in model 2.1. For some approaches, we will also need to consider the relationship between
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X and B for which we specify a model, the mean of which is given by
g2[E(B|X)] = θ0 + θ1X1 + ...+ θpXp. (2.4)
We note that for all of these models there may be additional parameters necessary to define the
full distributions (e.g. the variance σ2β for Gaussian Y). But for ease of notation we will not include
these additional parameters unless it is necessary, thus we denote the distributions as f(Y|X;β),
f(Y|X,B;γ) and f(B|X;θ).
As a reference comparison, we will also present results for standard MLE on a complete dataset
of size n. In this approach, we estimate the parameters of model 2.1 using the internal dataset of
Y,X, and B without taking the external summary-level information into account. We obtain the
estimates by maximizing the likelihood
n∏
i=1
f (Yi|Xi,Bi;γ) over γ. Then the asymptotic covariance
matrix of γ̂ is obtained from the inverse of the Fisher information matrix.
• Approach 1: The synthetic data method. In special cases in which a direct solution is possi-













f (Yi|Xi). This likelihood is then maximized over γ and
θ to obtain the MLE and the asymptotic variance is obtained from the inverse of the Fisher
information.
• Approach 2: CML on a complete dataset of size n. For this approach we posit a model
f(B|X;θ) then maximize the likelihood
n∏
i=1




subject to a constraint on the parameters that is derived from the external information. The
equality f (Y|X;β) =
∫
f (Y|X,B;γ)f (B|X;θ)dB gives a relationship between the un-
known parameters γ, θ and the known parameter β. Assuming θ can be written as a func-
tion of γ and β, i.e. as θ(γ, β), then since β is known the optimization problem becomes
an unconstrained optimization problem, specifically maximization of
n∏
i=1
f (Yi|Xi,Bi;γ)f (Bi|Xi;θ(γ, β = β∗))
with respect to γ using the known value β∗ of β. We consider two variations of the CML
method: Approach 2.1 where only the coefficients β are known, and Approach 2.2 where
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both β and its variance σ2β are known.
• Approach 3: CSPML method applied to a dataset of size n. For this method, the estimates are
obtained by maximizing the likelihood
n∏
i=1
f (Yi,Xi,Bi) over γ and the empirical distribution
of (X, B), subject to a constraint [Chatterjee et al., 2016]. In this approach the distribution
of (X, B) is treated nonparametrically, and the constraint is derived from the integrated score








The constrained optimization problem is implemented via Lagrange multipliers and gives
both an estimate of γ and the non-parametric MLE of the distribution of (X, B). The asymp-






























Intuitively, the asymptotic variance of this estimator is the inverse of information matrix I
of f (Y|X,B;γ) plus the additional information due to knowing β from the external study
CL−1CT.
2.5.2 Description of Two Special Cases
In the following two special cases, the goal is to derive the asymptotic efficiency of γ̂ = (γ̂X, γ̂B)T
through a closed-form expression for Var(γ̂), and then compare the efficiency gain among all three
approaches through the Asymptotic Relative Efficiency (ARE) of Var(γ̂)’s, compared to Var(γ̂)
from the standard MLE. This will show how much efficiency we can gain by incorporating the
external information from the external Y|X model and what determines that gain. We describe the
settings in this section and summarize the results in the subsequent section. For special case 1,
the detailed algebraic derivation for each of the three approaches can be found in Appendix A.1.2,
A.1.3 and A.1.4, respectively. Similarly for special case 2, the detailed algebraic derivation can be
found in Appendix A.2.1, A.2.2 and A.2.3.
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2.5.2.1 Special Case 1: Y and B are Gaussian Distributed
In this section, we assume that Y and B are continuous and have a Gaussian distribution, and
assume the identity link for g1 and g2 in models 2.3 and 2.4.
Without loss of generality, we consider a simplified situation where there is only one X, i.e. p
= 1. We also assume zero marginal means for Y,X and B, thus we will have no-intercept models
as shown below. Let σ2X denote the variance of X. Then
Y|X ∼ N(βX, σ2β) (2.5)
Y|X,B ∼ N(γXX + γBB, σ2γ) (2.6)
B|X ∼ N(θX, σ2θ) (2.7)
Depending on the information available from the external model Y|X, we consider two possible
situations which correspond to two different constraints. The first situation is when the estimated












For the standard MLE of the complete dataset of size n, it is easy to show that the asymptotic











2.5.2.2 Special Case 2: Y,X,B are All Binary
Assume we are interested in a saturated model:
logit [Pr(Y = 1|X,B)] = γ0 + γXX + γBB + γXBXB (2.8)
describing the joint effect of X,B on Y, when Y,X,B are all binary variables. The external
information from model 2.3 can be expressed as:
logit [Pr(Y = 1|X)] = β0 + β1X (2.9)
The association between B and X is defined through the model:
logit [Pr(B = 1|X)] = θ0 + θ1X
We denote P(X = a,Y = b) as the probability of (X = a,Y = b) combination and P(B = 0,X =
a,Y = b) as the probability of (B = 0,X = a,Y = b) combination, where a, b ∈ {0, 1}.
18
2.5.3 Summary
Based on the derivation listed in Appendix A.1 and A.2, we summarize the methods and the as-
sumed forms of the summary-level external information for each approach in Tables 2.6 and 2.7
for special case 1 and 2, respectively.
Table 2.6: Summary of the special case 1 (Y and B are Gaussian)
Approach Method for including Available form of the ARE(γ̂)∗
external information external information γ̂X γ̂B
Standard MLE (ref) None NA 1 1
1: Synthetic data method m additional synthetic Ability to draw Y values






D‡ 1 − D
regardless of the form
2: Constrained MLE Cheng et al. [2018] Constraint 2.1: The estimated 1 − A 1
coefficient β is known.
2.2: Both of the estimated






D 1 − D
standard deviation σβ
are known.
3: CSPML Chatterjee et al. [2016] Constraint Known expectation of 1 − A 1
Y|X
* ARE(γ̂) = VarM(γ̂)/VarMLE(γ̂), M ∈ {Synthetic Data,CML,CSPML}































Table 2.7: Summary of the special case 2 (Y, X and B are binary)
Approach Method for Available form ARE(γ̂)∗
including external of the external γ̂0 γ̂X γ̂B
information information (γ̂XB)
Standard MLE (ref) None NA 1 1 1
1: Synthetic data method m additional Ability to draw Y
synthetic data values from Y|X 1 − F† 1 − G‡ 1
observations distribution,
regardless of the form
2: Constrained MLE Cheng et al. [2018] Constraint Known estimated 1 − F 1 − G 1
coefficient β
3: CSPML Chatterjee et al. [2016] Constraint Known expectation
of Y|X 1 − F 1 − G 1
















denotes the asymptotic relative efficiency under ap-
proach M relative to the standard MLE (without external information), where
M ∈ {Synthetic Data,CML(2.1),CML(2.2),CSPML} for Gaussian Y, and M ∈
{Synthetic Data,CML,CSPML} for binary Y.
Result 1. Special case 1: Y and B are continuous and normally distributed (Table 2.6)






ARECSPML(γ̂X) = ARECML(2.1)(γ̂X) = 1− A
• ARESynthetic Data(γ̂B) = ARECML(2.2)(γ̂B) = 1−D
ARECSPML(γ̂B) = ARECML(2.1)(γ̂B) = 1





























. In summary, the
synthetic data method has the same asymptotic variance as the CML (approach 2.2), and both
are more efficient than the CSPML and the CML (approach 2.1). For γ̂X the CSPML and the
CML (approach 2.1) are more efficient than the standard MLE. For γ̂B the CSPML and the CML
(approach 2.1) have the same efficiency as the standard MLE.
Result 2. Special case 2: Y, X, and B are all binary (Table 2.7)
• ARESynthetic Data(γ̂0) = ARECML(γ̂0) = ARECSPML(γ̂0) = 1− F
• ARESynthetic Data(γ̂X) = ARECML(γ̂X) = ARECSPML(γ̂X) = 1−G
• ARESynthetic Data(γ̂B) = ARECML(γ̂B) = ARECSPML(γ̂B) = 1













. In conclusion, the syn-
thetic data method, CML and CSPML all converge to the same asymptotic variance. We notice
that γ̂0 and γ̂X are more efficient than the standard MLE while γ̂B and γ̂XB have the same efficiency
as the standard MLE.
2.5.4 Justification from Another Perspective
In the two special cases, we show that using the synthetic data approach with very large m (i.e.
total size of synthetic data) gives identical asymptotic variance for the parameters of model 2.1
as the constrained ML approach. Below we provide a different intuitive justification for the syn-
thetic data approach, for a more general situation, if certain conditions apply. Assume that Y
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and B are scalar random variables and that X is a vector of covariates. We will assume para-
metric models for all the conditional distributions, and these can be written as f (Y,B|X,φ),
f (Y|X,B;γ), f (Y|X;β), f (B|X; θ) and f (B|X,Y;κ). Assume that f (Y|X,B;γ) is the model
of interest, and that f (Y|X;β) is the form of the model that was fit to the external data, and that
the estimate of β from the external data approximates the true value of β. We assume that all
these models represent the true distributions and are compatible with each other in the sense that
f (Y,B|X,φ) = f (Y|X,B;γ) × f (B|X;θ) = f (B|X,Y;κ) × f (Y|X;β). We assume there is a
1-to-1 mapping between φ and (γ, θ) and between φ and (κ,β), and that κ and β are distinct and
that γ and θ are distinct. With these conditions, we can write f (Y,B|X;φ) as f (Y,B|X;κ,β).




over φ, subject to the known β. This can be rewritten as maximizing the likelihood
n∏
i=1
f (Yi,Bi|Xi;κ,β) over κ, subject to the known β. Then from the combination of the estimate
of κ and the known β we can obtain the estimate of γ.














over κ and β. When optimizing over β for fixed κ, the second term
n+m∏
i=n+1
f (Yi|Xi;β) will dom-
inate the optimization procedure when m is very large. Thus the estimate of β will essentially
reproduce the known value from the external data (since this was the value used to generate the
synthetic data). Thus the synthetic data method will reduce to the maximization of the remaining
part of the likelihood
n∏
i=1
f (Yi,Bi|Xi;κ, β) with β fixed, which is exactly the CML method.
The requirement that all the conditional distributions are compatible with each other will not
usually be true, but maybe a reasonable approximation if flexible enough models are being used.
The conditions do hold for the normal and the tri-binary examples in Section 2.5.2.1 and 2.5.2.2.
Another case where they hold is when Y and B follow a bivariate normal distribution given X,












. Then the CML is to maximize the likelihood
n∏
i=1
f(Yi,Bi|Xi;β,θ, σβ, σθ, ρ) over θ, σθ and ρ subject to the known β and σβ .
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2.6 Discussion
In this chapter, we introduced the synthetic data method for incorporating summary-level informa-
tion from well-established external models into the regression model estimation based on internal
data. We demonstrate in some special cases that with a large number of synthetic data observations,
the synthetic data approach is asymptotically as efficient as the CML approach. This provides some
justification for what at first sight might seem to be an ad-hoc approach. In a simulation study, we
demonstrate the ability of the method to improve the predictive ability of the model.
A key advantage of the synthetic data method is that it naturally incorporates the prior knowl-
edge into the internal data by creating large “fake” data that is compatible with the Y|X established
model. By creating pseudo-data from Y|X instead of constrained optimization, the synthetic data
method not only simplified the task from solving complex constrained optimization, but also pro-
vides a potentially more flexible and general framework to handle this problem. The only require-
ment for the synthetic data approach is the ability to generate Y values given X from the informa-
tion of the external models, without the need to know the exact form of the model. It is broadly
applicable for general data types for Y,X and B, and when B is more than one new biomarker.
It can be extended to the situation where more than one external model is available, i.e. Y|X1,
Y|X2,...,Y|Xk. In this setting, a combination of external studies that measured overlapping but
necessarily identical covariates can provide joint information to develop a model for Y|X model,
where X is the union of X1,X2, ...,Xk. We will elaborate this in Chapter 4.
The CSPML approach is also broadly applicable, and can handle multiple B’s, and it has some
optimality properties. But it does require knowledge of the form of the Y|X model and requires
that the distribution of the X’s are identical in the external and the internal populations, which
seems unlikely to be satisfied in practice. When analyzing the synthetic dataset, the value of B can
be considered as missing, which converts the problem of incorporating external information into a
problem of analyzing data with missing values. If multiple imputation procedures are to be used to
impute the value of B, then further research would be needed to suggest efficient and robust ways
in which this should be implemented. There is the potential to improve even further on the method
by using different ways of imputing B, beyond the approach we illustrated in the simulation study.
Another interesting issue that will need to be investigated is the size of m. The theoretical result
in this chapter suggests that m should be very large, but this is under the assumption that the Y|X
and Y|X,B models are compatible with each other. In practice, they are unlikely to be exactly
compatible, which would suggest limiting the size of m. A pragmatic suggestion is to make m
equal to the size of the external data, if that is known. By doing this the amount of information in
the synthetic data about the relationship between Y and X is similar to the amount of information
in the external data about the relationship between Y and X.
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2.7 Publication




A Meta-Inference Framework to Integrate Multiple
External Models into a Current Study
3.1 Introduction
In Chapter 2, we introduced a synthetic data method as a flexible alternative to the constrained
maximum likelihood (CML) approach. In two special cases and extensive simulation studies,
we showed that the synthetic data method had the same asymptotic properties as a constrained
semi-parametric maximum likelihood (CSPML) approach [Chatterjee et al., 2016], who converted
the external summary-level information into a constraint and then maximized the internal data
likelihood subject to this constraint.
Several methods were built upon the work of Chatterjee et al. [2016], e.g. Zhang et al. [2020]
extended CSPML to account for parameter uncertainty of the external model while Kundu, Tang,
and Chatterjee [2019] extended CSPML to a generalized meta-analysis approach. However, the
CSPML method requires the joint distribution of (Y, X, B) to be the same in the internal and the
external population, a strong assumption, which although unverifiable, we expect would be fre-
quently violated, and can cause bias when violated. Estes, Mukherjee, and Taylor [2017] later
proposed a matrix-weighted average remedy by constructing an empirical Bayes (EB) estimator
that can reduce the potential bias. As an extension and adaption of Estes et al. [2017], in this chap-
ter, we propose a meta-inference framework using a composite of EB estimators to accommodate
the situation where multiple external prediction models are available to help improve the inference
of the current study.
We consider the situation in which there are K external studies (K≥ 2), each of which developed
a prediction model for the same outcome. The parameter estimates of the external models are
known, but the individual-level data are not available. The goal is to develop a prediction model
that uses all the possible covariates, using data from an internal study and the parameter estimates
from the external models. The parameters of this model are the quantities of interest. Each of
the external studies may use a slightly different set of covariates but the internal data are assumed
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to contain all available covariates, as well as the new biomarkers that are not included in any of
the external models. We propose a meta-inference framework using an empirical Bayes estimation
approach, which first separately incorporates the different summary information from each external
study into the internal study, and then takes a weighted average of the resulting estimators to give
a final overall estimate of the parameters of interest. We show that the proposed final estimators
are more efficient than the simple analysis of the internal data, as well as outperform the estimators
that integrate the information from a single external model.
The rest of this chapter is organized as follows: In Section 3.2, we introduce two key exist-
ing estimators before introducing the proposed methodology along with two weighted estimators,
followed by corresponding large sample results. In Section 3.3, we demonstrate the potential of
our proposed method through a simulation study. In Section 3.4, we apply the proposed method
to predict the risk of high-grade prostate cancer incorporating information from two existing risk
prediction models. We present a discussion in Section 3.5.
3.2 Models and Methods
3.2.1 General Description of the Problem
Let Y denote the outcome of interest, which can be either continuous or binary. X is a set of p
standard variables and let B denote a new biomarker. Our target of interest is the mean structure
of Y|X,B:
g(E(Y|X,B)) = XγX + BγB = γX0 + γX1X1 + ...+ γXpXp + γBB, (3.1)
where g is the known link function. We assume that a small dataset of size n with variables Y,X
and a new covariate B is available to us for building model 3.2.1. For each external study k, k
∈ {2, ...,K}, a prediction model for the same outcome Y has been built using predictors Xk, a
subset of the internal X. Each external model may use slightly different predictors to predict Y:
g(E(Y|Xk)) = Xkβk = β0 + β1X1 + · · ·+ βpkXpk ,
where pk ≤ p is the dimension of Xk. We assume that the distribution of Y|X,B is correctly
specified, but the external Y|Xk distributions need not be.
We assume K large, well-characterized previous studies from the external populations describe
the provided information on the calculated distribution of Y|Xk. These information will come in
the forms of estimated model parameters β̂k. The goal is to develop a framework, in which we can
utilize all K external β̂k’s to improve the estimation efficiency of the internal study.
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We introduce some of the important notation that will frequently appear in later sections:
• fβ(Y|Xk): the study-specific distribution of the kth external model Y|Xk;
• fγ(Y|X,B): distribution of the target model Y|X,B;
• γ̂I: the unconstrained estimator by using the internal data only;
• γ̂CSPML: the constrained semi-parametric maximum likelihood estimator (CSPML) pro-
posed by Chatterjee et al. [2016];
• γ̂EB: the empirical Bayes (EB) estimator proposed by Estes et al. [2017].
3.2.2 Two Existing Estimators
The proposed method was developed on the foundation of two existing methods, the CSPML
approach [Chatterjee et al., 2016] and the EB approach [Estes et al., 2017]. The CSPML estimator
considered the same problem described here in a special case where K=1; and EB estimator applied
the empirical Bayes method to CSPML, calibrating the potential bias due to non-transportability.
Therefore, it is necessary to introduce these two core methods first before considering the K > 1
situation.
In the CSPML, the proposed estimator γ̂CSPML incorporates the external regression coefficients
to calibrate the current regression model. Denote Uβ(Y|X) as the score function of the external
Y|X; β model. It converts the external model parameter β̂ to a constraint by connecting the external
score function with the target distribution fγ(Y|X,B):













where dF(X,B) is the empirical probability distribution pi = Pr(X = Xi,B = Bi) for the internal
observations and
∑n
i=1 pi = 1. Then γ̂CSPML was obtained using Lagrange multipliers by solving
the following Lagrangian function:














Chatterjee et al. [2016] provided the asymptotic variance of γ̂CSPML, showing the efficiency gain
of γ̂CSPML compared to γ̂I.
Estes et al. [2017] showed that in the CSPML approach, the strict assumption of the identical
joint distribution of (Y,X,B) between the internal and the external population (also known as the
full transportable assumption of the joint distribution of [Y,X,B]) is hard to satisfy in reality, and
ignoring it can lead to substantial bias. Assuming the target conditional distribution (Y|X,B; γ) is
correctly specified in the internal study and the underlying true parameter γ follows a stochastic
framework, Estes et al. [2017] proposed an empirical Bayes (EB) estimator γ̂EB, which can be
viewed as a matrix-weighted average of the internal estimate γ̂I and the CSPML estimator γ̂CSPML.
The EB estimator uses the difference γ̂I − γ̂CSPML to measure the distributional similarity of the
joint distribution (Y, X, B) between the internal and the external population, and will down-weight
γ̂CSPML if the lack of full transportability leads to a poor estimate. Therefore, the EB estimator
is robust to departures from full transportability assumption in specific external populations. The
features and assumptions for the CSPML, the EB and the proposed estimators are summarized in
Appendix B.1.
Specifically, the EB approach first posits a stochastic framework connecting the internal esti-
mator γ̂I and the underlying true parameter γ ∼ N(γ0,A) for some covariance matrix A. Sinceγ ∼ N(γ0,A)γ̂I|γ N(γ,Σ) , the posterior Bayes estimate of γ equals to A(Σ+A)−1γ̂I +Σ(Σ+A)−1γ0.
Replacing γ0 with the CSPML estimator γ̂CSPML and empirically estimating A and Σ, we obtain
the EB estimator γ̂EB = Â(Σ̂ + Â)−1γ̂I + Σ̂(Σ̂ + Â)−1γ̂CSPML
def
= Ŵγ̂I + (I − Ŵ)γ̂CSPML,
where Â = (γ̂I − γ̂CSPML)(γ̂I − γ̂CSPML)T quantifies the difference between γ̂I and γ̂CSPML, Σ̂
is the MLE of the variance of γ̂I, and Ŵ = Â(Σ̂ + Â)−1 is the empirical weights. Therefore,
the EB estimator can be viewed as a matrix generalization of a weighted average of vectors γ̂I and
γ̂CSPML, of which the empirical weights will shrink the EB estimator towards γ̂I when γ̂CSPML is
biased. The EB estimator’s shrinkage effect limits the impact of external model information that is
not compatible with the internal data and thus protects against the severe bias. Furthermore, when
the joint distribution of (Y,X,B) is similar in the two populations, more precision will be gained by
incorporating the external model.
3.2.3 Proposed Meta-Framework for Inference
We build upon the empirical Bayes work by Estes et al. [2017] and generalize it to accommodate
the situation where we can combine multiple external model estimates into the internal study. Our
proposed meta-inference framework allows each established model to have different dimensions.
The framework consists of generating an EB estimator for each of the external β̂k from the fitted
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regression Y|Xk, and then constructing the final estimates of the target through a weighted average,
considering the correlation structure among all the EB estimators.
The proposed framework contains two steps:
• Step 1: For each of the K external model estimates β̂k, first apply the CSPML method
[Chatterjee et al., 2016], and then apply the EB method [Estes et al., 2017]:
Internal data + External β̂k
CSPML−−−−→ γ̂CSPMLk
EB−→ γ̂EBk = Ŵkγ̂I + (I− Ŵk)γ̂CSPMLk ,
after which we obtain a total of K γ̂EB’s.
• Step 2: We propose two estimators of γ to be the weighted average of γ̂EB’s, of the form∑K
k=1 wkγ̂EBk , in which each element of the final estimate is the weighted average of the
K separate estimates for that element. One composite estimator is called the optimal co-
variance weighted estimator (OCWE) and another is called the selective coefficient learner
(SC-Learner).
In step 1, we separately integrate each of the external β̂’s with the internal data, and the EB
method accounts for the potential bias caused by the heterogeneity of the internal and that specific
external population. This first step also unifies the disparate dimensions of the external models to
be the same as the target model 3.1, and improves the efficiency of parameter estimates for those
covariates that were used in the external models.
In step 2, the challenge is to combine K correlated vectors of EB estimators while maximizing
the efficiency gain of the overall prediction. The simplest, yet not the most attractive, solution




k=1 γ̂EBk . Better weighting approaches take into account
the variance and/or correlation among γ̂EB′s. One option is to use the inverse of the prediction









, with the same wk used for all ele-
ments of γ. This method incorporates the within-estimator variance while ignoring the between-
estimator covariance (i.e. ignoring the fact that the γ̂EB’s are not independent). Other popular
design criterions that seek the optimal γ̂ to minimize the variance-covariance matrix of γ include
D-optimality that minimizes the determinant of the matrix, A-optimality that minimizes the trace
of the matrix, I-optimality (also known as V- or IV- or Q-optimality) that minimize the average
prediction variance and G-optimality that minimizes the maximum prediction variance [Goos and
Jones, 2011]. Since all criterions had similar performance in this study, we consider an adaptive




i=1 V̂ar[(Xi,Bi)γ̂]. We propose two weighted estimators that accounts for both within and
between variances among γ̂EB’s:
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1. The optimal covariance weighted estimator (OCWE): OCWE views each γ̂EB as a whole
and provides the same weight wk to each covariate coefficient within γ̂EBk that minimizes








k=1 wkγ̂EBk and w = (w1, . . . ,wK)
T denotes the positive weights that add
up to one.
2. The selective coefficient learner (SC-Learner): Instead of seeking a fixed weight for each
γ̂EB as in OCWE, SC-Learner attempts to find a set of weights separately for each covari-
ate coefficient (from intercept γ̂0 to slopes γ̂X1 , ...γ̂Xp , γ̂B) that minimize the corresponding
variance, and thus each coefficient in one γ̂EB can have different weights. Let Ej denotes the
index set of the external models that included the predictor Xj. For each predictor Xj (j ∈
0,...,p), SC-Learner first selects γ̂Xkj from γ̂EBk which used Xj as a predictor in the external











estimate of each γXj is an inverse variance-weighted estimator using selective coefficients
from γ̂EB’s: γ̂∗Xj =
∑
k∈Ej wkjγ̂Xkj . We will use γ̂B from the direct regression γ̂I as the final
estimate for the B variable, since B is only available from the internal data and no external








To illustrate this method, consider a hypothetical example with three external models–Model
1 Y|X1,X2,X3, Model 2 Y|X1,X2, and Model 3 Y|X1,X3 available to build the target model
Y|X1,X2,X3,B together with the internal data. When considering the final estimated coef-
ficient of X3, γ̂X13 and γ̂X33 from the external models 1 and 3 will be used, while γ̂X23 that did
not add extra information to X3 will be excluded.
In both proposed estimators, we use the asymptotic variance-covariance structure derived from the
large sample theory to capture the correlation among γ̂EB′s, which will be discussed in detail in
Section 3.2.4.
3.2.4 Asymptotic Normality and Large Sample Results
The following proposition extends the asymptotic normality of the CSPML estimator [Chatterjee
et al., 2016] to higher dimension, as well as showing the correlation structure between γ̂CSPML and
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γ̂I.










the true value of γCSPML and γI. Under regularity conditions described in Chatterjee et al. [2016],
as the internal sample size n→∞,
√
n(η̂ − η0) converges in distribution to a normal distribution
with zero-mean and covariance matrix given by
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−1, and j, k ∈ {1, . . . ,K}.
As shown in Proposition 1, as well as in Chatterjee et al. [2016], the asymptotic variance of
γ̂CSPML will decrease from B−1 to (B + CTk L
−1
kk Ck)
−1 after incorporating the kth external model
information. We further show additional two conclusions: (i) the covariance between γ̂CSPMLk
and γ̂I is equivalent to the variance of γ̂CSPMLk , i.e. Cov(γ̂CSPMLk , γ̂I) = Var(γ̂CSPMLk); (ii) the


















−1. In Appendix B.2, we show the extension of Proposition 1 when the uncertainty
of the external β̂ is known. As expected, this modification makes a difference only when the
uncertainty is large.
Proposition 2. Let Z ≡ γ̂I − γ̂CSPML and V̂I ≡ V̂ar(γ̂I). We can re-parameterize γ̂EB as a
function of Z and γ̂CSPML:
γ̂EB = γ̂CSPML + Z(1−
1
1 + ZTV̂−1I Z
),
where ZTV̂−1I Z is a scalar. Equivalently, γ̂EB can be written as a function of Z and γ̂I, i.e. γ̂EB =
γ̂I − Z 11+ZTV̂−1I Z . The proof is listed in Appendix B.3.
In the proposed method, we use the asymptotic variance-covariance structure derived from
Proposition 1 and 2 to capture the correlation among γ̂EB′s. Under the assumption that the
external population is representative of the target population of interest, the mean of Z con-
verges to zero. In Appendix B.3, we show that Z and γ̂CSPML are independently normal-
distributed with closed-form mean and variance, from which it is easy to simulate many values
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of Z and γ̂CSPML. Therefore, according to Proposition 2 and denote f(Z) as Z(1 − 11+ZTV̂−1I Z),
we can easily obtain the numeric values of Var(γ̂EBk) through the equation Var(γ̂EBk) =
Var(γ̂CSPMLk)+Var[f(Z)]+2Cov[γ̂CSPMLk , f(Z)], using the simulated values of Z and γ̂CSPML. A
similar idea can be applied to obtain Cov(γ̂EBj , γ̂EBk). In the simulation results, we show that
when γ̂CSPML differs from γ̂I, i.e. Z 9 0, the impact on the variance calculation is moderately
acceptable and lead to desirable results.
3.3 Simulation Studies
3.3.1 Simulation Settings
We evaluated the performance of our proposed estimators through simulation studies in various
settings and compared it to MLE from the direct regression, CSPML estimators and individual EB
estimators, which incorporate single external model information. In each simulation, we compared
six methods (direct regression, CSPML, EB, IVW, OCWE and SC-Learner) considering both
overall and covariate-wise performance. We used the estimated standard error (ESE) to assess the
precision gain of point estimates compared with the direct regression, and evaluated three overall
metrics on a validation dataset of size Ntest=1,000:




i=1 V̂ar[logit(p̂i)], where p̂ denotes the estimated probability and
logit(p) = log( p
1−p) = (X,B)γ;
• Sum of squared errors: SSE = 1
Ntest
∑Ntest
i=1 (p̂i−pi0)2, where p̂i0 denotes the true probability
of Yi = 1 given Xi and Bi;
• Scaled Brier score: BS = 1
Ntest
∑Ntest




i=1 (Yi − Ȳ)2.
A summary of all the simulation settings is listed in Figure 3.1. In the first four simulation
scenarios (I, II, III, IV), we assumed that a logistic regression model with the following form
could describe the relationship among a binary outcome Y and five covariates (X1,X2,X3,X4,B),
where X1,X2,X3,X4 had been used in at least one external model while B was only available
in the current study: logit[Pr(Y = 1|X1,X2,X3,X4,B)] = −1 − 0.5
∑4
i=1 Xi + 0.5B. Here
X1,X2,X3,X4 and B followed a standard multivariate normal distribution with 0.3 correlation and
the prevalence of Y = 1 was 0.32.
• Simulation I evaluated the idealized case where the internal and the external models were
fitted on the homogeneous population.
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• Simulation II assessed the performance of the proposed method when external model 1 had
biased β̂ estimates fitted from Y|X, where we obtained the incorrect model estimates by
fitting external model 1 on a small dataset of size 500.
• Simulation III aims to show the impact of heterogeneous covariate distribution (X, B) in the
external population. As Estes et al. [2017] assessed, the disparity of the (X, B) distribution
between the two populations can come from (i) a different conditional distribution B|X, (ii)
a different marginal B distribution, (iii) a different marginal X distribution, or a combination
of these reasons. In this simulation scenario, we showed the combination of (i) and (ii) as an
example, but we will discuss the result of other scenarios in Simulation Results in Section
3.2.
• Simulation IV evaluated the situation where the outcome model was misspecified in external
model 3.
We assumed that there was an internal study of size n=200 and three external models had been
fitted to a very large synthetic dataset (sample size m1 = m2 = m3 = 30, 000 for simplicity)
that is sampled from the true data generating mechanism and gives precise estimates of the model
parameters (except external model 1 in Simulation II). The external sample size need not be as
large as 30,000 to achieve good performance as long as the estimated model parameters are close
to the true parameters. Sensitivity analysis (results not shown) using external sample size m1 =
m2 = m3 = 1, 000 showed small numerical differences compared with m1= m2= m3=30,000.
In simulation V and VI, we considered the outcome model with higher dimension and homo-
geneous populations between the internal and the external models. In these two scenarios, the
internal sample size n=500 was used.
• Simulation V evaluated the situation where the outcome model contained nine X’s and one
B: logit[Pr(Y = 1|X1, ...,X9,B)] = −1− 0.5
∑9
i=1 Xi + 0.5B. Specifically, external model
1 only contained two predictors, X1 and X2, external model 2 contained seven predictors,
X1, ...,X7, and external model 3 contained six predictors X1,X2,X3,X4,X7 and X8.
• simulation VI evaluated the situation where the full model contained three X’s and five B’s:
logit[Pr(Y = 1|X1,X2,X3,B1, ...,B5)] = −1− 0.5
∑3
i=1 Xi + 0.5
∑5
i=1 Bi, using the same
external models as simulation I.
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Figure 3.1: Simulation settings snapshot
3.3.2 Simulation Results
In Table 3.1 simulation I, we see that all CSPML and EB estimators are unbiased as expected. The
estimated standard error (ESE, in square brackets) accurately reflect the true standard deviation
(SD, in round brackets) from 500 simulations. Both OCWE and SC-Learner had better overall
performance than single EB estimators, while SC-Learner outperformed OCWE with respect to

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 3.2: Visualization of the metrics to evaluate the performance in simulations I-IV. Scatter plot
shows the covariate-wise relative MSE improvement compared with the direct regression (x axis
represents γ̂X; γ̂B not shown since no external information incorporated; larger y values represent
larger MSE loss) while the line plots represent the relative efficiency/SSE/BS improvement com-
pared with the direct regression fitting on a validation dataset of size 1,000 (longer lines represent
larger improvement).
In Table 3.1 simulation II, CSPML1 was biased with poor 95% coverage rate due to biased esti-
mation of β̂. Although trading off most of the precision gain, EB1 corrected the bias in CSPML1.
The bias of CSPML1 also caused underestimation of the standard error of EB1 as highlighted in
yellow, which was because γ̂CSPML1 differed from γ̂I as pointed out in Section 3.2.4. Despite that,
both OCWE and SC-Learner detected the least efficiency gain of EB3 among all EB estimators
and provided unbiased overall estimates. Moreover, OCWE and SC-Learner had the largest rel-
ative efficiency gain compared with the direct regression than other methods, as well as the best
performance regarding the relative SSE and BS gain only second to EB3 (Figure 3.2).
Results of simulation III and IV in Table 3.1 indicates that when incorporating discordant exter-
nal information from heterogeneous populations (one with different distribution of the joint [X,B]
and another with different outcome model), EB estimators are able to correct the bias of CSPML
estimators by trading off some precision gain, and the proposed estimators could further identify
and down-weight that particular EB estimators. Estes et al. [2017] provided comprehensive sim-
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ulation results to show that the EB estimator can protect against the bias due to heterogeneous
(X, B) distribution from the external model. Their results indicated that CSPML estimator would
have a substantial bias when the difference came from the conditional distribution B|X or marginal
distribution B, and marginal distribution X when the X-B interaction term is involved in the true
Y|X, B model. When evaluating these scenarios (summary and results in Appendix B.1), we found
a similar pattern and conclusion as simulation III. In summary, these simulation results provided
evidence that the proposed approach is robust to the heterogeneous covariate distribution (X, B) of
the external population.
In addition to simulation IV, we have assessed different forms of misspecified outcome model
in the external population listed in Appendix B.4, including different intercept only and different X
coefficients only, which showed similar conclusions. Simulation IV also showed that although the
higher dimension of the external model will lead to a better overall prediction when the internal and
external has the same population (simulation I and II), it is not the case when the transportability
assumption is violated: OCWE identified that external model 3 came from a different distribution
than the internal study and thus assigned the smallest weight to EB3, even though it had the greatest
number of predictors compared with the other two external models. In both simulations, OCWE
and SC-Learner had similar covariate-wise and overall performances (Figure 3.2).
Table 3.2 further shows that the proposed estimators have decent performance when the number
of predictors in the external models has large differences (simulation V) and when the dimension
of B is larger than X’s (simulation VI). In simulation V, compared with other external models that
included more than six predictors, external model 1 only used two predictors and thus provided
the least amount of extra information. We see that OCWE assigns the minimum weight to EB1
and achieves the largest relative efficiency gain among all estimators (Figure 3.3). The fact that
SC-Learner outperformed OCWE with respect to decreasing the covariate-wise variance of γ̂5 to
γ̂9 reveals that SC-Learner is flexible enough to select the external information on the covariate-
level when pk (the number of predictors used in the kth external model) is very different from
others. Simulation VI showed that when the dimension of B was much larger than X, the overall
benefit of combining multiple EB estimators would be limited due to the small amount of external

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 3.3: Visualization of the metrics to evaluate the performance in simulations V-VI. Scat-
ter plot shows the covariate-wise relative MSE improvement compared with the direct regression
(x axis represents γ̂X; γ̂B not shown since no external information incorporated; larger y values
represent larger MSE loss) while the line plots represent the relative efficiency/SSE/BS improve-
ment compared with the direct regression fitting on a validation dataset of size 1,000 (longer lines
represent larger improvement).
3.4 Application to Prostate Cancer Data
To assess the performance of the proposed estimators in a real data example, we developed a model
for predicting the risk of high-grade prostate cancer (Gleason score > 6) using a combination of
a set of internal individual-level data and two external risk calculators from different studies. The
first risk calculator was developed based on the Prostate Cancer Prevention Trial in the United
States [Thompson et al., 2006]. This calculator, denoted as PCPThg, is built on five clinical vari-
ables including prostate-specific antigen (PSA) level, digital rectal examination (DRE) findings,
age, race (African American or not) and prior biopsy results using the following model:
logit(pi) = −6.25 + 1.29log(PSAi) + DREi + 0.03Agei + 0.96Racei − 0.36Biopsyi, (3.3)
where pi is the probability of observing high-grade prostate cancer for subject i. The second
risk calculator is the European Randomized Study of Screening for Prostate Cancer (ERSPC) risk
calculator 3 [Roobol et al., 2012], which uses slightly different clinical variables to predict the same
risk as PCPThg: PSA level, DRE findings, and transrectal ultrasound prostate volume (TRUS-PV)
in a logistic regression model shown as below:
logit(pi) = −3.15 + 1.18log2(PSAi) + 1.81DREi − 1.51log2(TRUS-PVi), (3.4)
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where TRUS-PV was categorized as a 3-category variable described in Roobol et al. [2012]. In
addition to all the predictors used in the external model 3.3 and 3.4, we considered adding two
more log-2-transformed biomarkers that had not been widely used but shown to be predictive of
prostate cancer [Tomlins et al., 2015, Truong et al., 2013], prostate cancer antigen 3 (PCA3) and
TMPRSS2:ERG (T2:ERG) gene fusions to our target model:
logit(pi) = γ0+γ1log2(PSAi) + γ2DREi + γ3Agei + γ4Biopsyi + γ5Racei
+γ6log2(TRUS-PVi) + γ7log2(PCA3i + 1) + γ8log2(T2:ERGi + 1), (3.5)
Using the data from Tomlins et al. [2015], we had 678 male patients in the internal dataset who
had complete data of all eight covariates listed in model 3.5 and an independent validation data of
size 1,174 (sample size reduced from the initial 679 and 1218 patients, respectively due to missing
TRUS-PV that was not previously used in Tomlins et al. [2015]). Details of the individual-level
data, including the description of the internal and the validation dataset, and the recent applications
using the same setting can be found in Tomlins et al. [2015] and Cheng et al. [2019].
PCPThg utilizes standard clinical and demographic variables that have been widely used while
ERSPC additionally considers the prostate volume that was shown to be related to PSA level
[Bohnen et al., 2007]. In addition, similarities of prostate-specific antigen patterns between the
United States and European populations prostate-specific antigen patterns have been shown [Simp-
kin et al., 2016]. Therefore, incorporating information from both risk calculators can potentially
provide more accurate estimation of the risk parameters and narrower confidence bands, which
could in turn yield better prediction performance and improved inference.
In order to reconcile the discrepancy between the covariates used in the external models and
have a compatible interpretation of the intercept, we centered all variables in the original models
3.3 and 3.4, and log2-transformed PSA and TRUS-PV by adjusting the corresponding intercepts
a-priori (details in Appendix B.5). We present the estimated coefficients and standard errors in
Table 3.3. Similar to the simulation study, we calculated the scaled Brier Score and the average
estimated variance of logit-transformed predicted probability based on the validation dataset as the
prediction metrics.
As shown in Table 3.3, OCWE assigns almost zero weight to the ERSPC, which indicated a
large population discrepancy between the internal data and the underlying European population
possibly due to the difference in the intercept, which reflects that the prevalence of high-grade
prostate cancer is higher in the European population compared with patients in the United States
who had average covariate values. Even though, SC-Learner was able to make the most of the
little improvement provided by ERSPC and augment the point-wise precision gain for covariate
PSA, DRE and TRUS-PV (3%, 4% and 12% more compared with OCWE, respectively), which
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led to the largest overall improvement as well (17.2 % decrease of the average prediction variance
compared with the direct regression).
3.5 Discussion
The proposed framework along with two weighted estimators, OCWE and SC-Learner, adds to the
evolving research on using external summary-level information to bolster the statistical efficiency
of the internal study for improved inference. This new method is flexible and robust in the ways that
(i) it is capable of incorporating external models that use a slightly different set of covariates; (ii) it
is able to identify the most relevant external information and diminish the influence of information
that is less compatible with the internal data; and (iii) it nicely balances the bias-variance trade
off while preserving the most precision gain. Moreover, our extensive simulation studies and the
real data example show that the proposed estimators are more efficient and robust than the naı̈ve
analysis of the internal data and other naı̈ve combinations of external estimators in both idealized
and non-idealized settings.
Compared with a single EB estimator, the proposed composite estimators can have up to 32%
more improvement in MSE regarding one covariate (Figure 3.2) and decent improvement regard-
ing the overall metric such as 20% further decrease in SSE and 11.5% further decrease in estimated
prediction variance (Figure 3.2). In some cases, several single EB estimators that showed limited
gains mitigate another single EB estimator’s excellent performance during integration, e.g. Simu-
lation II. In reality, the proposed composite estimators will be preferred over a single EB estimator,
since it is often difficult to pick the best external model that contains the most useful information
to boost the inference of the internal study among several available external models.
In practice, the choice of SC-Learner or OCWE mainly depends on the features of the external
models and the user’s research goal. As shown in simulation V, if at least one of the external
models used very few predictors compared to the full dimension of (X, B), i.e., pk << p, we
suggest using SC-Learner as it can adapt the external information being considered covariate-
wise and thus prevent the gain in certain covariates from being washed away when the dimension
of predictors are uneven. Similarly, we would recommend using SC-Learner if the researcher
cares about maximizing the precision gain on the covariate-level or improving precision in certain
covariates are of particular interest. On the other hand, if the research goal involves ranking the
usefulness/relevancy of the external model, OCWE would be a good choice as it provides one
unified weight for all covariates in the same model and outperforms comparable estimators such
as IVW (inverse variance-weighed estimator).
A different approach to estimating the weights in OCWE would be cross-validation. For ex-






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































could randomly split the data into training and testing data, and choose the weights that mini-
mize the objective function over the testing data only, then average this over different data splits.
This approach could potentially prevent overfitting, give more stable estimates of the weights and
improve the predictive performance.
As is typical of shrinkage estimators, in finite-sized samples, the EB method sacrifices a small
amount of efficiency when the assumption of full transportability is satisfied, but reduces the po-
tential bias of the CSPML when full transportability is not satisfied, while still being more efficient
than the simple estimate from the internal data. In the proposed method, the magnitude of the pre-
cision gain depends on the degree of the distributional similarity between the internal and external
populations, i.e., the more similar, the more benefit we will gain by incorporating the external
models. In the extreme case when these populations are completely different, our approach is
very similar to analyzing the internal data only. On the contrary, when these populations share the
identical joint distribution of (Y, X, B), we will achieve near to the maximum possible benefit.
Note that the proposed framework is not suitable if some predictors used in the external mod-
els are completely unmeasured in the internal study. In addition, the proposed framework is con-
structed based on parametric regression models, which requires the exact form of the external mod-
els and common covariates shared across different external models. In some cases, such as the real
data example in this study, the authors were able to reconcile the discrepant transformations (i.e.
one used natural-log PSA and the other used mean-centered log-2 based PSA) by reparametrizing
the intercept. But this may not always be feasible, in which case we suggest considering methods
that only require the predicted probability or the ability to estimate the probability given predictors
without knowing the exact models, such as the synthetic data method proposed in Chapter 2. It
is plausible that the assumed parametric model is not a good approximation of the internal data’s
underlying distribution. In the simulation (results not shown here), we saw that when the effect
of non-linear terms was small, the proposed method could still correctly estimate the main effect.
Besides, some reassurance about the selected structure of the parametric internal model can be ob-
tained from the external models. The external models determine the X variables that are included
and how they are included. For example, in our prostate cancer example, the external models took
a log transformation of PSA, thus the parametric model for the internal data also includes a log
transformation of PSA. Since the external datasets are typically large, we might surmise that if
a large non-linearity or a strong interaction amongst the X variables were needed, it would have
been included in the external model.
Recently, Zhang et al. [2020] proposed a general framework as the extension of Chatterjee
et al. [2016] to solve the same genre of problem when the external parameter uncertainty cannot
be ignored. In the situation where the external study population differs from the internal one, the
performance of their method depends on the availability of high-quality reference data from the
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external population, similar to in Chatterjee et al. [2016]. Our method also provides the option
of incorporating external parameter uncertainty but more importantly it provides valid internal
inference when it is in general hard to obtain the right reference data in reality. In addition, Kundu
et al. [2019] proposed a generalized meta-analysis framework building from the Chatterjee et al.
[2016] approach to combine information of multiple regression models with disparate covariates
using a method of moment approach. Different from our goal, their method is an extension of the
fixed-effect meta-analysis that also relies on the existence of reference data, and the performance
of the proposed estimator depends on the quality and representativeness of the reference data.
One possible extension of the proposed method is the application in causal inference. If
the treatment indicator was available as one of the X covariates, one could directly calculate
the estimated average causal effect through the formula EX,B[E(Y|treatment = 1,X,B) −
E(Y|treatment = 0,X,B)] using the regression estimates obtained from the proposed method.
Yang and Ding [2020a] considered a similar setting, where they view the internal data as the val-
idation data with richer covariates while the external data serves as the main dataset with fewer
covariates, aiming to improve the efficiency of the initial estimator γ̂I from the internal dataset by
incorporating a constructed zero-mean error-prone estimator β̂I− β̂E, where β̂I and β̂E are the es-
timators using X only from the internal and external population, respectively. Using notation from
Estes et al. [2017], we can also reparametrize Yang and Ding’s estimator as a weighted average
of γ̂I and γ̂CSPML, where the only difference is that the EB estimator has the shrinkage effect by
empirically estimating the variance-covariance matrix that plays an important role in the weights.
It is worth noting that there is a popular field in machine learning called ensemble learning
with a large and evolving literature, aiming to combine several base models to produce the opti-
mal predictive model. Some representative ensemble methods include but not limited to Boosting
[Schapire, 1990], Bagging [Freund and Schapire, 1997] and Stacking [Breiman, 1996] with some
examples being random forest [Breiman, 2001] and Super Learner [van der Laan et al., 2007]. The
key difference of our proposed method is that we have a specific parametric model of interest,
and we are taking the weighted average of the estimated coefficients of that model from several
estimators such that we can measure the impact of each predictor and its uncertainty, instead of
directly weighting the predicted outcomes as in these ensemble methods. The proposed method
can provide competitive and robust estimators for statistical inference. Moreover, the proposed
estimators have improved efficiency compared with direct regression using the internal data only
or naı̈ve inverse variance-weighted estimator. However, if the research goal is to find the optimal
predictive model with the minimum prediction error solely, especially when the underlying mecha-
nism is not of interest, it would be worthwhile to explore the field of ensemble methods mentioned
above, which is beyond the discussion of this study.
Last but not least, the issue of transportability of risk prediction models is a critical one and
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one that is often encountered in practice. While it is plausible that the association between pairs of
variables or even the joint distribution of all the variables is similar between populations, it is also
plausible that they could differ, not just due to biological or behavioral differences in populations
but also due to being collected in different parts of the world or different decades. The EB strategy
will be a good choice, balancing between bias and efficiency when one is unsure about whether
transportability assumptions hold for risk models across time, space or cohorts.
3.6 Software and Publication
R package MetaIntegration is available at https://github.com/umich-biostatistics/MetaIntegration.




Regression Inference for Multiple Populations by
Integrating Summary-Level Data using Stacked
Imputations
4.1 Introduction
In Chapter 3, we proposed a meta-inference framework using an empirical Bayes approach, which
adaptively weighted the estimates from multiple external models to incorporate the most compat-
ible information with the internal data while balanced the bias-variance trade-off. In this chapter,
we revisit and extend the synthetic data method proposed in Chapter 2, and further allow for het-
erogeneity of covariate effects across the external populations, one of the key challenges in data
integration and ignoring which would lead to potential estimation bias and misleading inference.
Efforts have been made to address the issue of population difference across studies. The meta-
inference framework proposed in Chapter 3 assigns larger weights to the more compatible external
data sources to incorporate valid supplementary information into the internal study. Chen et al.
[2020] used a penalty function to identify the difference of aggregate information among data
sources. Yang and Ding [2020b] employed a sensitivity parameter to quantify such systematic
differences. However, the facts that different external studies may use different subsets of covari-
ates and the underlying prediction model may be parametric or constructed by machine learning
approaches add to the difficulties when making valid inference of both the internal and the exter-
nal populations in data integration, let alone the external summary-level information may contain
estimated regression coefficients or fitted predictions.
Although some of the existing approaches have considered heterogeneity across data sources,
the main focus has been on improving the statistical efficiency of the internal dataset with little
attempts to make statistical inference on external populations or allowing heterogeneous covariate
effects across data sources. Wang, Wang, and Song [2012a] proposed a joint estimating proce-
dure to merge longitudinal datasets while allowing different study-specific coefficients. The meta-
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analysis approach proposed by Kundu, Tang, and Chatterjee [2019] used a generalized method
of moments to estimate study-specific effects but only allows covariates that were measured in
at least one of the external studies. Antonelli, Zigler, and Dominici [2017] proposed a unified
Bayesian imputation framework built upon the work by Wang, Parmigiani, and Dominici [2012b],
taking into account the prior odds of including a predictor in the outcome model given that it is in
the exposure model, and allowing heterogeneous treatment effects by positing different population
indicators in the outcome model.
In this chapter, we consider the situation where moderately sized individual data is available
from the internal study, and there are K populations (K ≥ 1), each of which provides some infor-
mation about the relationship between the same outcome and a slightly different set of predictors.
We propose an imputation-based methodology where the goal is to fit an outcome regression model
with all available variables in the internal study while utilizing summary information from external
models that may have used only a subset of the predictors. The method allows for heterogeneity of
covariate effects across the external populations, by first generating synthetic outcome data in each
population, then using stacked multiple imputation to create a long dataset with complete covariate
information, and finally analyzing the imputed data with weighted regression. This flexible and
unified approach attains the following four objectives: (i) incorporating supplementary informa-
tion from a broad class of externally fitted predictive models or established risk calculators based
on parametric regression or machine learning methods, as long as the external model can generate
outcome values given covariates; (ii) improving statistical efficiency of the estimated coefficients
in the internal study; (iii) improving predictions by utilizing even partial information available
from prediction models that uses a subset of the full set of covariates used in the internal study;
and (iv) providing valid statistical inference for the external population with potentially different
covariate effects from the internal population.
The rest of this chapter is organized as follows: In Section 4.2, we introduce the proposed
methodology. In Section 4.3, we evaluate the performance of our proposed approach in a simu-
lation study. In Section 4.4, we apply the proposed strategy to a data example, where we build
an expanded risk model to predict high-grade prostate cancer borrowing information from two
existing risk prediction models. Concluding remarks are presented in Section 4.5.
4.2 Models and Methods
4.2.1 Notation
Let Y denote the outcome variable of interest, either continuous or binary. Consider X a set of P
routinely measured variables and B a set of Q new variables, e.g. newly discovered biomarkers,
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where B is only available in the internal study (i.e. B are unmeasured variables in all of the external
studies). Let Sk, k=0,...,K, denote the indicators of the K+1 study populations, where S0 represents
the internal population and Sk’s represents the K external populations.
We assume that a moderate dataset of size n with complete variables Y,X and B is available
to us from the internal study. For each external population k ≥ 1, a well-established reduced
model for the same outcome Y is also available, each of which may use a slightly different set of
predictors Xk, a subset of X. For example, if linear regression is used, the prediction model may
look like: E(Y|Xk) = β0 + Xkβk, where the dimension of Xk is Pk ≤ P. We do not have access
to the underlying individual-level data that was used to fit the external model but only the summary
information. This summary information can come in different forms that we summarize into two
categories:
Category 1: Directly available in the form of an externally fitted parametric regression model,
along with the estimated model parameters β̂k;
Category 2: Any parametric or non-parametric models without knowing the exact form e.g. es-
tablished risk calculators that provide the risk probability P(Y = 1|Xk), for any Xk.
We assume the target model of interest Y|X,B,S is a generalized linear model (GLM):















where g is a known link function and the terms that contain Sk indicate the changes from the
internal study. We assume that the distribution of Y|X,B,S is correctly specified, which indicates
that each external population can potentially differ in intercept and X covariate effect as long as
those X’s were used in the external model. For covariates that are unmeasured in the kth external
model (partial X and B), we assume the covariate effects are the same as the internal study, i.e.
no such population-interaction terms in model 4.1. In practice, we would force some γSkXp to be
zero based on prior knowledge, e.g. set γSkX1 = 0 if we believe study k has the same X1 effect as
the internal study or maybe there is not enough power to distinguish a binary X1 effect in study k.
Similarly, if we believe the marginal effect of study k is the same as the internal study, we could
force γSk0 to be zero.
Model 4.1 is the general form of the target model as it is a saturated model allowing all intercept
and possible X covariates to differ across populations. A special case of model 4.1 is a logistic
regression model that only allows intercept differences among populations, which represents dif-
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ferent prevalence and the same covariate effect in each population:










We assume that the external models Y|Xk’s are the best-fitted models in the class of the reduced
models that was considered, but this class of reduced models may not contain the true distribution
of Y|Xk. One such example is when the full model is the logistic model shown in equation 4.2, but
the true distribution for Y|Xk’s are not logistic models as collapsibility does not hold for the logit
link. We consider the fitted logistic model as the best-fitted model in the class.
4.2.2 Proposed Data Integration and Analysis Strategy
Figure 4.1 illustrates the proposed five-step strategy, along with the required assumptions in each
step. We will first briefly introduce the steps and then expand upon the details.
• Step 1: Convert each external summary-level information into a set of synthetic data accord-
ing to Section 2.2.2 in Chapter 2 and append each of the synthetic data sets to the internal
data, from which we create a longer dataset as illustrated in Figure 4.1. The synthetic data
for external study k constitutes of observed Xk and the simulated value of Y. Unmeasured
variables in the external populations (all B and some X’s) will be treated as missing data.
For example, since the external study S=1 used X1 and X2 to predict Y, we first replicate
the observed (X1, X2) in S=0 a large number of times (see details of the replication number
in the following descriptive paragraph for step 1); we then utilize the summary information
Y|X1,X2 from external model 1 to generate the synthetic ŶS=1 values given X1 and X2; and
lastly, the unmeasured variables X3 and B will remain missing (Figure 4.1). Similarly for
the external study S=2, we replicate the observed (X1, X3), and create synthetic ŶS=2 values.
The combined dataset is of size N × (P+Q+2).
• Steps 2-3: For the combined dataset created in step 1, multiply impute the missing covari-
ates ignoring the outcome Y through multiple imputation by chained equation (MICE) to
create M complete datasets, and then stack these M datasets to create a stacked dataset.
These two steps are identical to step 1-2 of the stacked imputation approach proposed
by Beesley and Taylor [2020], where the authors proposed to decompose the imputa-
tion model into two parts: f(Xmiss|Xobs,Y) ∝ f(Y|X)f(Xmiss|Xobs) while we modify it as
f(Xmiss|Xobs,B,Y, S) ∝ f(Y|X,B, S)f(Xmiss|Xobs,B, S). The stacked dataset is of size MN
× (P+Q+2).
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• Step 4: Calculate weights for each row of the stacked dataset with the weights proportional
to the target model density f(Y|X,B,S). Note that all weights need to be re-scaled to 1
within individuals in the stacked dataset. Initial parameter estimates are needed for each
population as discussed in subsequent paragraphs.
• Step 5: Estimate the parameter γ of the target model 4.1 through a weighted GLM using the
stacked dataset. The estimated variance of γ can be obtained numerically through bootstrap
or analytically through several existing estimators, such as the Louis information estimator
or the Jackknife estimator [Beesley and Taylor, 2020, 2021].
Figure 4.1: Diagram of the proposed data integration and analysis strategy.
Step 1 converts the original problem to regression modeling with missing data using a combined
dataset of the internal and the synthetic data. In Chapter 2, we provided theoretical justification in
special cases to show that the synthetic data method is equivalent to a constrained semi-parametric
maximum likelihood approach proposed by Chatterjee et al. [2016], and it assumed the external
models were the best-fitted models in the class, but the class may not contain the true distribution
(Assumption 1). In finite sample size, the larger the number of replicates in each synthetic dataset
(denoted as rk in Figure 4.1), the more precision gain in the estimated coefficient of X; when rk
goes to infinity, the precision gain by incorporating external information will converge to a constant
(see details in Chapter 2). In practice, it is reasonable to set the synthetic data size, i.e. n∗rk, similar
to the external study’s actual study size. We will assess the performance of the proposed strategy
by varying the number of replicates in the simulations described in Section 4.3.
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To implement steps 2 and 3, we require some quantities to be shared across populations, since
the missing covariates are completely unobserved in one population, also known as block-wise
missing structure. Assumption 2 contains two parts: (i) Xmiss ⊥⊥ S|Xobs; and (ii) B ⊥⊥ S|X. These
two assumptions imply that the conditional distribution of the missing covariates conditional on the
observed covariates is the same across populations, and thus observed information can be shared
across populations to impute missing covariate information. Therefore, the imputation models are
f(Xmiss|Xobs) and f(B|X) for missing X and missing B, respectively (e.g. Xmiss = [X2,X3] and
Xobs = X1 in Figure 4.1). The missing at random (MAR) assumption required by MICE is natu-
rally satisfied as we have designed missingness, i.e., missing covariates are completely unobserved
due to not being collected in the study, which is by design not related to the missing observations.
In step 4, initial parameter estimates, γ̂0 for the internal population and γ̂k’s for the external
populations, are needed to calculate weights that are proportional to f(Y|X,B, S). For the inter-
nal population S=0, we replace f(Y|X,B, S = 0) with f(Y|X,B, S = 0; γ̂0), where γ̂0 is the
internal-data-only estimates fitted on model 4.1. For external populations S=k, γ̂k from model
f(Y|X,B, S = k; γ̂k) is not directly available since we only have the summary information on the
reduced model Y|Xk; β̂k. As described in Section 4.2.1, the summary information will be avail-
able in the form of either parameter estimates β̂k (Category 1) or a risk calculator of unknown
form that has the ability to estimate the probability of Y=1 given Xk (Category 2). In the case of







T, where γ̂Sk0 and
γ̂SkX are bias-corrected estimates of intercept and X coefficients from β̂k according to Neuhaus and
Jewell [1993] while γ̂S0B are estimated coefficients of B using only the internal data. Assumption
2 is used again in this step, e.g. E(B|X, S = 0) = E(B|X), so that we use the internal data to
estimate the mean profile of B|X in the external populations (see Appendix C.1 for details). In the
case of Category 2 where β̂k does not exist, we follow the same procedure as in Category 1 but use
β̂
synthetic
k instead. Specifically, we first create a large size of synthetic data (Ŷ
S=k, Xsynthetick ) as de-
scribed in Step 1, and then we fit a GLM ŶS=k|Xsynthetick with main effect using only the synthetic
data and ignoring the missing data, from which we obtain β̂
synthetic
k . Note that this main-effect
GLM is mis-specified but the best linear model in the class. Further assessment can be found in
simulation II of Section 4.3.
Step 4 extends Beesley and Taylor [2020] to allow multiple populations with potentially
different covariate effects in the target model. Beesley and Taylor [2020] reduces to a spe-




to each observation i in the mth imputed dataset, where




As mentioned in Section 4.2.1, step 5 assumes that the target outcome model is linear and is
correctly specified (Assumption 3). After obtaining the point estimates γ̂ by fitting the weighted
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GLM, several variance estimators are available to measure the variation of γ̂. Beesley and Taylor
[2020, 2021] proposed three variance estimators including a bootstrap estimator by resampling
the imputed datasets in step 2 and repeating steps 3-5. We propose a new bootstrap procedure
by resampling the internal data and repeating all the steps 1-5, which is more computationally
intense but empirically we find it gives more accurate estimation of the variance. We assess the
performance of different variance estimators in simulations in Section 4.3.
4.3 Simulation Studies
Although our proposed approach can handle any target model that belongs to the class of GLM,
we focus on a binary outcome and logistic regression to evaluate the performance of the proposed
approach and comparison methods. In all scenarios, the internal data is of size 200, while we vary
the synthetic data size from one times the internal data size (i.e. r1 = r2 = 1 and N=n*[1 +
r1 + r2]=600) to 10 times (i.e. r1 = r2 = 10 and N=n*[1 + r1 + r2]=4,200) for each external
population. We implement four methods, where method (1) is the benchmark, method (2) is the
proposed approach, and methods (3) and (4) are two common approaches to analyze the combined
dataset created in step 1 of Section 4.2.2:
1. Internal data only: fit the target model on the internal data S=0 only, without incorporating
external information;
2. Proposed method: we implement it through MICE in R software. For example, in Figure
1 step 1, the imputation models for X2, X3 and B are (X2|X1,X3,B), (X3|X1,X2,B), and
(B|X1,X2,X3), respectively. Weights are calculated after imputation;
3. FCS: imputation through fully conditionally specification (FCS) by specifying an imputation
model for each missing variable conditional on all the observed covariates and the outcome
Y, and iteratively generate imputed values [Van Buuren et al., 2006]. For example, in Figure
1 step 1, the imputation models for X2, X3 and B are (X2|X1,X3,B,Y), (X3|X1,X2,B,Y),
and (B|X1,X2,X3,Y), respectively;
4. IMB: “imputation by ordered monotone blocks (IMB)” strategy to handle block-wise miss-
ingness proposed by Li et al. [2014]. In our case, it sequentially imputes missing covariates
starting with the variable with minimum missingness conditional on the observed data, out-
come, and newly imputed data. We implement IMB through MICE by specifying a different
imputation model compared with FCS, e.g. in Figure 1 step 1, the imputation models for X2,
X3 and B are (X2|X1,Y), (X3|X1,X2,Y), and (B|X1,X2,X3,Y), respectively.
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M=100 imputations are used for all multiple imputation. For FCS and IMB, we fit the same
target model as the proposed method but without weights, and calculate the variance via Rubin’s
combining rules [Little and Rubin, 2002].
4.3.1 Simulation Settings
We provide two representative examples in Simulation I and II to illustrate how to handle the two
categories of external summary-level information, respectively (Figure 4.2). Additional simulation
results to assess various settings and violations of assumptions can be found in Appendix C.2.
Figure 4.2: Simulation settings snapshot.
• Simulation I: Idealized case where the internal data contains (Y,X1,X2,B1[continuous],
B2[binary]), and two external models have been fitted to very large datasets that is sampled
from the true data generating mechanism. The external models provided parameter estimates
β̂1 and β̂2 from logistic regression models Y|X1 and Y|X1,X2, respectively. In all three
populations, X1,X2 and B1 follows a standard multivariate normal distribution with zero-
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mean, standard deviation 1, and 0.3 correlation, while B2 follows a Bernoulli distribution
B2|X1,X2,B1 ∼ Ber([1 + exp−1(0.1X1 + 0.2X2 + 0.3B1)]). As shown in Figure 4.2, the
three populations have similar generative outcome models with different intercepts, i.e. -1,
1 and 3, which give prevalence of Y=1 of 0.3, 0.57, and 0.81, respectively. The target model
is a logistic regression with different intercepts of the form logit[Pr(Y = 1|X,B,S)] =
γS00 + γ
S1
0 S1 + γ
S2













Evaluation metrics: We assess this simulation in terms of absolute bias, the estimated vari-
ance from bootstrap and other comparisons, and the empirical variance of point estimates.
• Simulation II: External model 2 was derived by fitting a random forest model to a large
dataset where the underlying true generative model is a logistic regression model that con-
tained quadratic and interaction terms. Specifically, the internal study contains complete
data of (Y,X1,X2,X3,X4, B1[continuous], B2[binary]), and the two external models are
available in different forms of summary information, external model 1 that provides β̂1
from a logistic regression model Y|X1,X2,X3 and external model 2 that can provide the
estimated probabilities of Y=1 given X1,X2,X3 and X4 through a fitted random forest
model. In all three populations, X1,X2 and X3 follows a standard multivariate normal
distribution with zero-mean, standard deviation 1, and 0.3 correlation, while X4 and B1
each follows a conditional normal distribution, X4|X1,X2,X3 ∼ N(0.2
∑3
p=1 Xp, 1) and
B1|X ∼ N(0.2
∑3





p=1 Xp + 0.1(X4 + B1)]}
)
, respectively. Similar to simulation I, the
true generative distributions of Y in the internal and external population 1 shared the same
main covariate effect but have different intercepts (-1 and 2, which corresponds to preva-
lence 0.3 and 0.65), while external model 2 additionally contains a quadratic term and an
interaction (with intercept 3 that corresponds to prevalence 0.73). The target model is a lo-














As described in step 4 of Section 4.2.2, β̂1 can be directly used to calculate weights for
S=1 while we need to estimate βsynthetic2 to calculate weights for S=2. To obtain β
synthetic
2 ,
we first generate a large synthetic data set (ŶS=2,Xsynthetic1 , ...,X
synthetic
4 ) by replicating the
observed (X1,X2,X3,X4) and generating ŶS=2 values through the available random forest
model, and then fit a main effect logistic model ŶS=2|Xsynthetic1 , ...,X
synthetic
4 using only the
synthetic data and ignoring the missing B1 and B2.
Evaluation metrics: Since prediction accuracy will be the main goal in such situation in prac-
tice, we evaluate this simulation using three prediction metrics over a validation data of size





2, where p̂i and pi0 denotes the estimated and true probability of Yi = 1 given Xi and










Figure 4.3 shows the average results of the target model parameter estimates across 500 simulated
datasets for simulation I, including point estimates in Figure 4.3a, variance estimators versus the
empirical variance of the point estimates in Figure 4.3b, and the comparison of different variance
estimators for the proposed strategy in Figure 4.3c. This figure appears in color in the electronic
version of this article, and color refers to that version. Figure 4.3a shows that FCS (dark blue curve)
and IMB (light blue curve) have similarly biased estimates, indicating these traditional imputation
strategies can not distinguish heterogeneous population effects, while the proposed method (red
dotted curve) always shows close results to the truth (grey dashed curve) for all covariates, espe-
cially X2 and external intercepts S=2 where other methods show severe bias. For example, the
absolute bias of X2 coefficient estimates can be up to 0.2 for both FCS and IMB while it’s only
0.01 for the proposed method.
As shown in Figure 4.3b, each color denotes one distinct method, along with one solid curve
represents the variance estimator, and one dashed curve represents the Monte Carlo empirical
variance of the point estimates. If the variance is correctly estimated, the solid curve should be
approximately equal to the corresponding dashed one, which is true for all methods. As expected,
all methods show precision gain in estimated X coefficients compared to the internal data only
(the longer the distance to the black internal-data-only curve, the larger the precision gain) while
no precision gain is found in B covariates and the intercept due to no external added informa-
tion and allowing population-specific effects, respectively. The proposed method has over 50%
efficiency gain in estimated X coefficients compared to the internal data. We see FCS and IMB
have larger precision gain in both estimated X coefficients than the red proposed curve, which may
be explained by bias-variance trade-off as they also have larger bias in the corresponding point
estimates in Figure 4.3a. We will discuss the underlying statistical reason in Section 4.5.
As shown in Figure 4.3c, we show the result of the Louis information estimator (StackImpute-
Louis), one of the three variance estimators proposed by Beesley and Taylor [2020] as they always
have similar performances. We have shown in Chapter 2 that when the synthetic data size goes to
infinity, the precision gain we achieve in X covariates will converge to a constant, which is shown as
the gradually stable trend of the grey curve (Monte Carlo empirical variance of the point estimates,
also serves as the empirical truth here). When the synthetic data size increases from one times the
internal data size to 10 times for each external study (i.e. total missing rate increases from 66.6%
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to 95%), the StackImpute variance estimator and Rubin’s rule variance continuously underestimate
the empirical truth. On the contrary, the proposed variance estimator by bootstrapping the whole
proposed procedure is always close to the empirical truth, especially in X covariates where the
bias in other methods can be 10 times higher than the proposed method (i.e. 0.02 versus 0.002 in
absolute bias) and could be even larger when the synthetic data size keep increasing. Moreover,
in estimating the variation of the coefficient corresponding to B2, the proposed method has stable
bias around 0.035 while the other methods exhibit substantially larger bias. Note that the internal-
data-only results (black solid curve) does not exist in external intercepts as they were not available
in the internal data, whereas the bias of the internal data estimates is due to the small sample bias
compared with the simulation truth.
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(a) Point estimates
(b) Variance estimators vs. the empirical variance
(c) Different variance estimators of the proposed method
Figure 4.3: Visualization of simulation I results over increasing synthetic data size (a) point es-
timates (b) variance estimators vs. the empirical variance (c) different variance estimators of the
proposed strategy.
56
Figure 4.4 shows the performance of each method in Simulation II over increasing synthetic
data size on a validation dataset that follows the true data generating mechanism, with three pre-
diction metrics on the row and three populations on the column. In general, the results in Figure
4.4 are in line with Figure 4.3a, implying that the proposed method has better overall prediction
performance compared with others. Specifically, in the first column (internal population S=0), all
methods incorporating external information have consistently better prediction ability (larger AUC,
smaller SSE and smaller BS) than using the internal data only (the dashed grey line). While all
methods have similar performance in terms of AUC (first row) and predicting internal population
(first column), the proposed approach outperforms others in terms of SSE and BS in predicting
external populations, especially external study 2 where the true parameter values are quite differ-
ent from the internal study values (the proposed method has up to 41% more improvement in SSE
and 19% more improvement in BS compared with FCS and IMB). The proposed method shows a
modest improvement in performance as the size of the synthetic data increases, e.g. for S=2, SSE
decreases 12.9% from 9.3 to 8.1 in the proposed method when the synthetic data size increases
from one to 10. In this particular scenario, there is little gain in performance with synthetic data
more than 4 times the internal data size. Note that it is hard to distinguish FCS and IMB in the
figure as they have very close results.
Figure 4.4: Visualization of prediction metrics over increasing synthetic data size for simulation
II. Larger AUC, smaller SSE and smaller BS represents better prediction.
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4.4 Application to Prostate Cancer Data
We apply the proposed method to predict the risk of high-grade prostate cancer (Gleason score
over 6) using an internal dataset containing patients from three United States academic institutions
[Tomlins et al., 2015] and two external risk calculators, one Prostate Cancer Prevention Trial risk
calculator established from a United States population [Thompson et al., 2006] and another Eu-
ropean Randomized Study of Screening for Prostate Cancer risk calculator 3 established from a
European population [Roobol et al., 2012].
The external risk calculators each used slightly different predictors to predict the same outcome
through logistic regression, which we will denote as PCPThg and ERSPC, respectively. PCPThg
and ERSPC both used prostate-specific antigen level (PSA) and digital rectal examination findings
(DRE) as one of the predictors, and PCPThg also used age, race (African American or not) and
prior biopsy results while ERSPC additionally used transrectal ultrasound prostate volume (TRUS-
PV):
• PCPThg: logit(pi) = −3.69+0.89log2(PSAi)+DREi+0.03Agei+0.96Racei−0.36Biopsyi;
• ERSPC: logit(pi) = −3.16 + 1.18log2(PSAi) + 1.81DREi − 1.51log2(TRUS-PVi),
where pi is the probability of observing high-grade prostate cancer for subject i. A more detailed
description of the above two equations can be found in Appendix B.5 of Chapter 3.
In the internal individual-level data, in addition to all the predictors used in PCPThg and
ERSPC, we also have data on two new biomarkers, prostate cancer antigen 3 (PCA3) and TM-
PRSS2:ERG (T2:ERG) gene fusions, that were prognostic of prostate cancer [Tomlins et al., 2015,
Truong et al., 2013]. Therefore, in Table 4.1, we present the results of two target models using a
total of eight predictors, including these two new biomarkers, one model only allows the intercept
to be different across populations (“different intercept only” model corresponds to model 4.2), and
another flexible model allows all possible covariates that used in the external populations to have
population-specific effects (“different intercept and covariates” model that corresponds to model
4.1). The detailed model forms can be found in the table legend. A total of 678 male patients
who had complete data were included in the internal data set provided by Tomlins et al. [2015],
and an additional 1,174 patients’ data were independently collected from seven community clinics
throughout the United States for validation.
The grey empty blocks in Table 4.1 imply that these predictors were not used in the certain
external model, and thus in the proposed method we assume they have the same coefficient as the
internal population (grey blocks with values). Results in Table 4.1 show (i) we will gain precision
of the estimated coefficients by incorporating external model information (smaller SE highlighted






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































0.146 to 0.070 while it reduces for DRE from 0.299 to 0.139, compared with direct regression;
(ii) when allowing population-specific effects (yellow blocks), we will not expect to see much
precision gain due to variance-bias trade-off, e.g. both precision gain of log2(PSA) and DRE we see
in the different-intercept-only model diminishes in the different-intercept-and-covariates model;
and (iii) similar to the results in simulations, the analytical SE (in the round parenthesis) tends
to provide a smaller estimation than the bootstrap SE (in the squared parenthesis) and potentially
underestimates the true variability of the estimates.
In the prediction metrics row, we show AUC (higher value represents better discrimination) and
scaled Brier score (smaller value means better calibration) calculated using the validation cohort,
where the red blocks implies slightly worse overall predictive performance of PCPThg population
compared to direct regression, e.g. 0.9% reduction of AUC. This may be because that the validation
cohort may represent a moderately different population than the training cohort as it has different
baseline distribution as noted by Tomlins et al. [2015], which may also explain why the fitted
model for the European population has better performance on the validation data.
4.5 Discussion
Flexibility in external models and populations: The proposed approach adds to the existing
research on integrating external summary information into the internal study. It can develop im-
proved models and provide statistical inference not only for the internal population but also for
the external populations. The parameters of the external population models are allowed to differ
from those of the internal population. This new strategy has the appealing feature of being able
to make use of external information that comes in the form of a “black box” algorithm, i.e. an
algorithm that provides a predicted probability, but the underlying model is not necessarily simple
or transparent or even known. The key aspect is that the external information allows the creation
of synthetic data. We further summarize some key points and concluding remarks of the proposed
strategy in the subsequent paragraphs.
Using partial information through data integration: The proposed method can integrate
summary information from multiple external models that each uses different covariates Xk ∈ X
into the current study. The simulation and real data analysis showed expected results that we
can only gain precision on the estimated coefficient of X but not the B coefficients that are only
available internally, even when X and B are correlated. This is consistent with the theoretical
results in Dai et al. [2012] that the MLE estimator β̂ and γ̂B are always asymptotically independent
under regularity conditions, where β̂ is the estimates of intercept and X coefficients in model
Y|X;β and γ̂B is the estimated coefficient of B from model Y|X,B;γ, respectively.
Principled inference post-imputation: Since the proposed strategy uses the stacked multiple
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imputation (StackImpute) proposed by Beesley and Taylor [2020], it also borrows strengths from
StackImpute to avoid incompatibility between the imputation model and the analysis model, and
can accommodate complicated outcomes such as the time-to-event outcome in survival models.
In the proposed method, we introduced two types of variance estimation, the proposed bootstrap
variance and the analytical variance estimators proposed in Beesley and Taylor [2020, 2021]. In
general, the bootstrap variance can provide more valid variance estimation but may be more com-
putationally intense compared with others, while analytical estimates are fast to compute but may
be biased. Based on simulation results, when the predictors have small covariate effects (simulation
in Appendix C.2.2), the bias of the analytical variance estimates is small.
Improve not just current study but external model predictions: To our knowledge, very
few existing approaches can allow different population effects through regression analysis in data
fusion, let alone improving external model predictions. It is worth noting that this same prob-
lem setting has a wide range of applications beyond regression analysis. Several approaches are
proposed in the causal inference field to estimate the average causal effect, aiming to incorporate
the supplementary information from the validation dataset to the main dataset and allowing het-
erogeneous treatment effects among different data sources. For example, Antonelli et al. [2017]
proposed a unified Bayesian imputation framework built upon the work by Wang et al. [2012b],
introducing a dependence parameter to represent the prior odds of including a predictor in the out-
come model given that it is in the exposure model, and assuming different population indicators
in the outcome model. Yang and Ding [2020b] posited a stochastic framework on the estimators
from different data sources which flexibly leverages the supplementary information from valida-
tion datasets and they used a sensitivity parameter to quantify the systematic difference among data
sources. Similarly, Huang and Qin [2020] and Chen et al. [2020] addressed this same problem in
the implementation of survival data without assuming comparability among data sources.
Allow for violation of transportability assumption: The transportability assumption is com-
mon in data integration and causal inference when certain variables are not mutually observed
across populations [Rassler, 2004, Reiter, 2012, Bareinboim and Pearl, 2013]. Compared with
more strict transportability assumed in the literature, e.g. Chatterjee et al. [2016] assumed trans-
portability of the joint distribution of Y, X, B while Antonelli et al. [2017] assumed conditional
transportability of Xmiss|Xobs,Y, we only require conditional transportability among covariates
(Assumption 2). While the simulation results (Appendix C.2.4) suggest that violating this assump-
tion could have a mild impact, one can consider applying additional shrinkage methods such as the
empirical Bayes approaches proposed by Estes et al. [2017] and us (in Chapter 3) after obtaining
estimates from the proposed approach, which can empirically strike a balance between bias and
efficiency when the transportability between populations is unclear.
Limitations: While the results of the simulation study suggest that the proposed strategy has
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promising performance in providing both accurate statistical inference and prediction compared
with comparison methods, some limitations are worth noticing. Particularly, the proposed method
relies on good initial estimates for each external population. We propose to use a geometric ap-
proach by utilizing the observed data relationship to map the parameter estimates in the reduced
model (i.e. Y|X;β) to the target model (i.e. Y|X,B;γ). While the simulation results show promis-
ing performance, caution must be exercised during implementation when the true underlying re-
lationship is hard to verify. In a special case where the external study has the same population
distribution as the internal population, the internal data estimates can directly serve as the initial
estimates for the external population.
Future directions: An interesting extension of the proposed method is to accommodate the sit-
uation where selection bias exists and selection probability or survey weights are available for each
observation in the internal population. In theory, the proposed method can be adapted to accom-
modate this by replacing the synthetic Y values with the inverse probability-weighted or survey
weights-weighted synthetic Y values in step 1 of the proposed strategy. Alternatively, instead of
copying the whole internal X’s multiple times to create the same X distribution as the internal
population, one can consider proportionally creating synthetic X through the given weights to re-
covery the representative distribution in the external populations. Further investigation is needed
to evaluate this. Furthermore, if the exposure indicator is available as a covariate in all populations,
one can also use the regression estimates from the proposed method to calculate the estimated av-
erage causal effect by averaging over the joint distribution of (X,B). On the contrary, it is unclear
whether we can directly use the intermediate parameter estimates from causal inference methods
for regression inference. For example, the causal inference approach–guided Bayesian method
adjusting for unmeasured confounding [Antonelli et al., 2017] aimed at obtaining unbiased causal
effects by averaging selective regression models, can also produce the regression estimates for all
covariates, which is the same as our goal. We attempted to modify their method and code to serve
our purpose but the results did not seem promising, this may have been because a direct comparison
of the performance of two approaches is not appropriate when they have different goals.
4.6 Software and Publication
R package SynDI implementing the proposed method can be found on GitHub at
https://github.com/umich-biostatistics/SynDI. The content of this chapter has been submitted for




In this dissertation, we propose three statistical methods in Chapter 2, 3 and 4, respectively, to
incorporate external summary-level information into the regression analysis of a current study. In
Chapter 2, we propose a novel synthetic data method that can convert the external model infor-
mation into synthetic data, where the only required external model information is the ability to
generate predictions of the outcome given covariates. We introduce the synthetic data method
under the setting of one single external study. In Chapter 3, we propose a meta-inference frame-
work using an empirical Bayes (EB) approach considering multiple external studies, where each
of the external models provides a set of regression estimates. The meta-inference framework is ef-
ficient and robust to make valid inference of the internal study as it selects the compatible external
model estimates for the internal study and adaptively assigns weights according to compatibility.
In Chapter 4, we extend the synthetic data method to accommodate the situation with multiple
external models and further allow for heterogeneous covariate effects across external populations.
Different approaches to solve the same genre of problem: The chapters of this dissertation
form a coherent whole, with the consistent goal to solve the same data integration problem but each
has different priorities. All three proposed methods are flexible to incorporate external models that
use a slightly different set of covariates, as long as the covariates are the subset of the observed
covariates in the internal study. The synthetic data method proposed in Chapter 2 relaxes the re-
quirements of the information that is available externally compared with the traditional constrained
maximum likelihood approaches. In Chapter 3, the meta-inference framework focuses on making
robust inference for the internal study, i.e. selecting the most comparable information to the inter-
nal study when multiple external models are available for use, aiming to strike a balance between
efficiency gain and making valid statistical inference for the internal study. In Chapter 4, in addi-
tion to the features we captured in the previous two chapters (i.e. leveraging auxiliary information
from a broad class of externally fitted model or established risk calculators of unknown form as
in Chapter 2; and accommodating multiple external model information in Chapter 3), we further
allow heterogeneous covariate effects across the external populations by extending the synthetic
data method proposed in Chapter 2.
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In summary, (i) Chapter 2 considers one single external study while Chapter 3 and 4 consider
the situation where summary-level information from multiple external studies are available for use;
(ii) Chapter 2 and 3 focus on making improved inference for the internal study while Chapter 4
can also make inference for the external populations; (iii) Chapter 2 and 4 can handle more flexible
external information, from parametric regression model estimates to any machine learning models
of unknown form, compared with Chapter 4, where regression model estimates are needed; and
(iv) due to EB estimator’s robust feature from shrinkage effect, Chapter 3 has less requirement on
similarities across populations (i.e. collapsibility and transportability assumptions) compared to
others, which we will discuss in details in the subsequent paragraph.
Transportability and collapsibility assumptions in data integration: The issues of trans-
portability of distributions and collapsibility of prediction models are critical and inevitable in data
integration. Transportability concerns the distributional similarity across the populations while
collapsibility relates to the models being used within the population. In this dissertation, collapsi-
bility is concerned with whether the distribution implied by the Y|Xk model is compatible with
the distribution implied by the Y|X,B model. In Chapter 2 and 4, the collapsibility assumption
asks for that the external models Y|Xk’s were the best-fitted models in the reduced class that was
considered, but this class of reduced models might not contain the true distribution of Y|Xk. Full
or partial transportability assumption (i.e. transportability of the joint distribution Y, X, B or condi-
tional transportability of Y|X,B distribution) is commonly assumed in the literature when certain
variables are not mutually observed across populations [Antonelli et al., 2017, Chatterjee et al.,
2016, Estes et al., 2017] yet hard to verify in practice. In Chapter 4, we require mild conditional
transportability among covariates X and B for valid imputation, violating which had a mild im-
pact as shown in simulations. No specific transportability or collapsibility assumption is needed in
Chapter 3 as the EB estimator’s shrinkage effect limits the impact of external model information
that is not compatible with the internal data and thus protects against the severe bias. Another
advantage of the proposed methods is that in all three methods, we do not require the marginal X
distribution to be the same across populations, as is assumed in other literature [Chatterjee et al.,
2016, Kundu et al., 2019].
In practice, one can consider applying additional shrinkage methods such as the EB approaches
proposed by Estes et al. [2017] or in Chapter 3 after obtaining estimates from other proposed
approaches, which can empirically strike a balance between bias and efficiency when the trans-
portability between populations is unclear. However, as we saw in simulations, the efficiency will
decrease in order to trade for some level of robustness.
Gaining efficiency by using partial information through data integration: The proposed
methods can integrate summary information from single or multiple external models that each
uses different covariates Xk ∈ X into the current study. The simulations and real data analysis
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in all three chapters show that we can gain around 10% to over 50% efficiency on the estimated
coefficient of X compared with the internal-data-only analysis, where the factors that limit the
efficiency gain include that too few external models used certain covariate, the internal sample size
is large so that the largest possible improvement is small, or the shrinkage method is applied to
protect the potential bias. When we evaluate the prediction metrics such as SSE, the improvement
compared with others is around 16%–40% while the magnitude of improvement in AUC or Brier
score is relatively small around 1%–20%. We also notice an expected result that we can only
gain precision on the estimated coefficient of X but not the B coefficients that are only available
internally, even when X and B are correlated. This is consistent with the theoretical results in
Dai et al. [2012] that the MLE estimator β̂ and γ̂B are always asymptotically independent under
regularity conditions, where β̂ is the estimates of intercept and X coefficients in model Y|X;β
and γ̂B is the estimated coefficient of B from model Y|X,B;γ, respectively.
Novelty of the synthetic data method: It is worthy to highlight the advantages of the synthetic
data method we proposed in Chapter 2. By creating large pseudo-data that is compatible with
the externally established model, the synthetic data method naturally incorporates the external
summary-level information into the internal data. Compared with converting the external infor-
mation into constraint as in CML approaches, the synthetic data method not only simplified the
task from solving complex constrained optimization, but also provides a potentially more flexible
and general framework to handle this problem. Any tools that can handle missing data, including
the multiple imputation technique we used, can be applied to analyze the combined dataset of the
internal and the synthetic data. The only requirement for the synthetic data approach is the ability
to generate outcome values given covariates from the information of the external models, without
the need to know the exact form of the model. The extension to multiple external populations in
Chapter 4 further allows researchers to make statistical inference on both the internal and the ex-
ternal populations. It is broadly applicable for general data types for the outcome and covariates,
when covariates are of multi-dimension, and when each of the external models uses a different
subset of covariates. These features are particularly appealing when both the parametric regression
modeling and the machine learning algorithms with non-trivial form have been widely used in risk
prediction modeling.
Size of the internal and external studies: In this dissertation, we assume the external models
are well-established on large data that produce credible estimates or predicted outcomes. In the
synthetic data methods (Chapter 2 and 4), the theoretical results suggest creating a very large size
of synthetic data for each external study in order to gain the maximum possible efficiency gain
on the condition that the external model Y|Xk is compatible with the target model Y|X,B. In
practice when the exact compatibility is hard to satisfy, we recommend limiting the synthetic data
size similar to the external study’s actual study size. In Chapter 3, we provide an option to account
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for the external model uncertainty by taking into account the variance-covariance matrix of the
external model estimates.
Design of the internal and external studies: We have considered various sources of infor-
mation variation across the models and populations in this dissertation, e.g. different forms of
external model information, different subsets of covariates used by each of the external models,
and heterogeneous covariate effects across populations. Caution must be exercised as there could
still be fundamental variability due to design and sampling differences across studies. Examples of
these include case-control studies, outcome-dependent sampling, selection bias in who is included
in the dataset (either internal or external) and measurement bias during data collection, ignoring
which could lead to biased inference in data integration.
Future directions: One possible extension of the proposed method is the application in causal
inference. In all three chapters, regression estimates of the target model are our ultimate product.
If the treatment indicator was available as one of the X covariates, we could directly calculate
the estimated average causal effect by averaging over the joint distribution of (X,B) through the
formula EX,B[E(Y|treatment = 1,X,B) − E(Y|treatment = 0,X,B)] using the regression
estimates obtained from the proposed methods.
Another interesting extension is to modify the proposed methods to accommodate electronic
health record (EHR) data under a slightly different setting and goal. Instead of having a
moderately-sized unbiased internal dataset and several external models fitted on large data as in
the current setting, we would then consider having a massively large number of internal EHR data,
which could provide us potentially biased results due to selection bias, a common issue in EHR
data. The goal would become to correct the bias from EHR data by incorporating the external in-
formation from models that are fitted on smaller sample sizes (compared to the large size of EHR
data).
Another point of future consideration is to derive the asymptotic variance estimates of the target
point estimates in Chapter 4 (i.e. the point estimates from the weighted GLM using the stacked
dataset after multiple imputation). We showed in simulations that the existing fast-to-calculate
variance estimators [Beesley and Taylor, 2020, 2021] only had unbiased results when the covariate
effect is small or the synthetic data size is small (e.g. one times the internal data size), which
contradicts the fact that larger synthetic data size can guarantee the efficiency gain. Future inves-
tigation studying the impact of the proposed weights on both the between-imputation and within-
imputation variation may help researchers better understand the inference in the stacked imputation
and possibly provide faster tools to estimate the variation.
In this dissertation, we consider the problem under the setting that we have a moderate-
dimensional internal data, and each of the external models uses a subset of covariates in the in-
ternal study. Although the proposed methods are applicable in high-dimensional settings in theory
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and we evaluated them in the settings of multi-dimension X and B, e.g. dim(X)=9 and dim(B)=5,
the performance of applying our methods to higher dimensional data such as the genetic data is




Appendix of Chapter 2




l = l(γ, σ2γ) =
n∑
i=1









Yi − γXXi − γBBi
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Then we can obtain the asymptotic covariance matrix of γ̂ by taking the inverse of I:
























A.1.2 Approach 1: Synthetic data method
If the synthetic data approach is applied, and under the assumption that the true value of β and σβ
are used to generate the synthetic data, then the combined data will have the same distribution as a
dataset of size n+m in which m values of B have been removed. For this particular data structure, it
is possible to obtain formulas for the asymptotic variance of the MLE of γ. In particular, Gourier-
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oux and Monfort [1981] gave the exact expression of the MLE and the corresponding asymptotic













f (Bi|Xi,Yi). Based on this likelihood, they intro-
duced a set of transformed parameters, and re-parameterized the distributions 2.5–2.7. They then
identified the 1-to-1 relationship among the original parameters and the new set of parameters,
which we will explain in the subsequent paragraph.
We obtain the estimators of the original parameters by the re-parameterization method, and then
apply the delta method to get the asymptotic variance of γ̂B and γ̂X. According to Gourieroux and
Monfort [1981], we introduce a set of transformed parameters a, b, c, d, and e, and re-parameterize
the distributions 2.5–2.7 as follows:
Y|X ∼ N(bX, a2)
B|Y,X ∼ N(dY + eX, c2)
Then we identify the 1-to-1 relationship among the original parameters and the new set of param-
eters:
















e = θ − db
(A.3)
The MLE of a, b and their asymptotic variances are easy to obtain from the linear model Yi =
bXi +ui ,Var(ui) = a
2, where i = 1,...,n+m. Similarly, the MLE of c, d, and e and their asymptotic
variances are easy to obtain from the linear model Bi = dYi + eXi + vi ,Var(vi) = c2 where i
= 1,...,n. The estimators of the original parameters are obtained through the relationship derived
from equations (A.3), where




































Therefore, we find the relative efficiency gain of Var(γ̂) = Var(γ̂X, γ̂B)T by adding m synthetic
data observations compared to the original dataset of size n is
ARE[Var(γ̂)] = 1− (1− λ)








where θ = β−γX
γB




































. This demonstrates some
gain in efficiency for both γX and γB.
A.1.3 Approach 2: Constrained MLE
Depending on the information available from the external model Y|X, two possible situations
correspond to two different constraints:
• Approach 2.1: Only the estimated coefficient β is known from model 2.5
From model 2.5–2.7, it is easy to see that the constraint is θ = β−γX
γB
, describing the relation-
ship between the unknown variable θ, the known variable β and the target variable γ. The
log-likelihood is given by









logf (Yi|Xi,Bi; γ, σ2γ) +
n∑
i=1





















The goal is to maximize the log-likelihood A.4 over γ, σγ and σθ subject to the constraint
θ = θ∗ = β
∗−γX
γB
. By replacing θ with θ∗, taking the second derivative over γ, and taking the
inverse of the information matrix, we obtain the asymptotic variance of γ̂:







































where we notice that there is some gain in efficiency for γX but no gain in efficiency for γB.
We can see that the largest gain in efficiency is when γB, θ and σX are small.
• Approach 2.2: Both of the estimated coefficient β and the standard deviation σβ are known
from model 2.5
In this situation, knowing the true σβ gives us more information which is incorporated
through an additional constraint. In addition to the constraint θ = θ∗ = β−γX
γ∗B
de-








. Then we maximize log-likelihood A.4 with respect to γ and σ2γ at fixed
values σ2θ = σ
∗2
θ , θ = θ
∗. Note that different from approach 2.1, σ2γ and γ are not indepen-
dent anymore. Thus, we need to consider σ2γ in the information matrix, and take the inverse






















































































































Thus, we can obtain the identical ARE to the synthetic data method (approach 1 in Appendix
A.1.2). This demonstrates the asymptotic equivalence of the synthetic data approach with
large m compared to the constrained ML approach that uses knowledge of all the parameters
in the Y|X distribution.
A.1.4 Approach 3: CSPML
This approach assumes that β is known, but does not assume that σβ is known. To calculate the
asymptotic variance of γ̂ in this approach, we need three matrices I, C and L. After some algebra,
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which is identical to approach 2.1 in Appendix A.1.3.
A.2 Derivation of asymptotic variances for special case 2: bi-
nary
A.2.1 Standard MLE
We will be using the following notation: S ≡ Sγ(X,B) = γ0 + γXX + γBB + γXBXB, M ≡









[YiSi − log{1 + exp(Si)}]
}
.
In the tri-binary case, since X = X2, and B = B2, the Fisher information matrix has the
following form:




1 X B XB
X X XB XB
B XB B XB




There are four possible combinations of binary (X,B), i.e. (0,0), (0,1), (1,0) and (1,1). Thus, the




I(a, b)P(X = a,B = b).































where P(BXY = 0ab) is the probability of the (B=0, X=a, Y=b) combination, and P(B = 1|XY =
ab) is the probability of B=1 given X=a and Y=b, a,b∈ {0, 1}.
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A.2.2 Approach 1: Synthetic data method






















where f(Bi|Xi,Yi) and f(Xi,Yi) are independent from each other. The goal is to maximize likeli-
hood A.6 over γ.
Let P(XY = ab) ≡ Pr(Xi = a,Yi = b), a, b ∈ {0, 1}, i = 1,...,m+n. With the constraint∑
a,b∈{0,1}




a, b ∈ {0, 1}. Denote P(B = 1|XY = ab) ≡ Pr(Bi = 1|Xi = a,Yi = b), i = 1,...,n. Simi-
larly, since there are four different combination of a and b, there are four unknown parameters in
n∏
i=1
f(Bi|Xi,Yi), i.e. P(B = 1|XY = ab), each of which is independent of others. By plugging in
the four possible combinations of X and B into model 2.8 in Chapter 2, we can easily derive the
expressions for γ as presented in Table A.1.
Table A.1: Formulas of γ in terms of P(B|XY) and P(XY)
(X,B) combination Transformation of model 2.8
(0, 0) γ0 = log
P(B=0|XY=01)P(XY=01)
P(B=0|XY=00)P(XY=00)
(1, 0) γ0 + γX = log
P(B=0|XY=11)P(XY=11)
P(B=0|XY=10)P(XY=10)
(0, 1) γ0 + γB = log
P(B=1|XY=01)P(XY=01)
P(B=1|XY=00)P(XY=00)
(1, 1) γ0 + γX + γB + γXB = log
P(B=1|XY=11)P(XY=11)
P(B=1|XY=10)P(XY=10)
Let mn(a, b) denote the number of observations with (X = a,Y = b) in the sample size of m+n.
Since mn(a, b) ∼ Multinomial(m + n,P(XY = ab)), we can easily obtain the MLE of P(XY),
and the corresponding estimated covariance as follows:
P̂(XY = ab) = mn(a,b)
m+n
Var[P̂(XY = ab)] = P̂(XY = ab)[1− P̂(XY = ab)]
Cov[P̂(XY = ab), P̂(XY = a′b′)] = −P̂(XY = ab)P̂(XY = a′b′)
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Let n(a,b) be the number of observations with (X = a,Y = b) in the sample of size n, and
n(B = 1|XY = ab) be the count of B = 1 given (X = a, Y = b). Since n(B = 1|XY = ab) ∼
Bin(n(a, b),P(B = 1|XY = ab)), the MLE of P(B|X,Y) and its estimated covariance can be
expressed as: 
P̂(B = 1|XY = ab) = n(B=1|XY=ab)
n(a,b)
Var(P̂(B = 1|XY = ab)) = P̂(B=1|XY=ab)P̂(B=0|XY=ab)
n(a,b)
Cov(P̂(B = 1|XY = ab), P̂(B = 1|XY = a′b′)) = 0





















According to the delta method and replacing the estimated proportions by the corresponding prob-









































where P(BXY = 0ab) = P(B = 0|XY = ab)P(XY = ab).
Therefore, we find that the ARE of Var(γ̂) by adding m synthetic data observations compared
to the original dataset of size n is
















A.2.3 Approach 2: Constrained MLE
When the summary-level information from model 2.9 is available in the form of coefficient esti-
mates β, the constrained MLE is the solution of maximizing
n∏
i=1
f (Yi|Xi,Bi;γ)f (Bi|Xi;θ) subject
to the constraint that Pr(Y = 1|X = x;β) =
1∑
b=0
Pr(Y = 1|X = x,B = b;γ)Pr(B = b|X = x;θ).






[YiSi − log{1 + exp(Si)}+ BiKi − log{1 + exp(Ki)}]
}




θ1(γ) = logit{ expit(β0+β1)−expit(γ0+γX)expit(γ0+γX+γB+γXB)−expit(γ0+γX)} − θ0 (γ)
Then K becomes Kγ(X) = θ0(γ) + θ1(γ)X. Denote
σβ0j ≡ ∂∂γj θ0(γ)σβ1j ≡ ∂∂γj θ1(γ) where j = 0, 1, 2, 3.










(σβ00 + σβ10X)(B− expit(K)) + Y − expit(S)
(σβ01 + σβ11X)(B− expit(K))) + (Y − expit(S))X
(σβ02 + σβ12X)(B− expit(K))) + (Y − expit(S))B
(σβ03 + σβ13X)(B− expit(K))) + (Y − expit(S))XB

Since all Y,X and B are binary variables, there are eight possible combinations of (Y,X,B). Thus,







γ P(Y = a,X = b,B = c).
A variation of the above approach is when the external summary information comes in the
form of the predicted probability, for any given X, i.e. we are simply provided with P̄(Xi) =
P̂r(Yi = 1|Xi). In such case, it is easy to construct an estimation method that uses the estimated
probability as a constraint. In addition, in the special case being considered here where Y and X are
binary, it is easy to see that knowing P̄(0) and P̄(1) is equivalent to knowing β0 = logit[P̄(0)] and
β1 = logit [P̄(1)]− logit [P̄(0)], so this also fits into the above framework to obtain the asymptotic
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variance of γ̂.
A.2.4 Approach 3: CSPML
By implementing the specific distribution into the given formulas for I, C and L, we find that I is
the same as the information matrix in approach 1 in Appendix A.2.2, where C4×2 is the first two
columns of matrix I4×4, and
L = EXB
{






where S ≡ Sγ(X,B) = γ0+γXX+γBB+γXBXB and M ≡ Mβ(X) = β0+β1X. The calculation of
L is simple under the situation where X and B are both binary. Then I, C and L can be combined
to give the variance of γ̂.
Although we do not write out the formulas of ARE[Var(γ̂)] for approaches 2 and 3 in Appendix
A.2.3 and A.2.4, respectively, they are numerically identical to the equation A.7 when λ = 0.
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APPENDIX B
Appendix of Chapter 3
B.1 Summary of Features and Assumptions
Figure B.1 summarizes the key features and assumptions required in the internal-data-only regres-
sion, CSPML, EB, and the proposed approaches.
In the CSPML approach, the estimated Y|X model from the external data is assumed to be the
best fitted model in the class, but that class of models may not include the true model. A common
example is that when the true Y|X,B model belongs to the generalized linear model (GLM) family,
it does not necessarily imply the Y|X model belongs to the same class of GLMs (e.g. when Y|X,B
is linear model, Y|X could still be linear model if B|X is linear; but when Y|X,B is logistic model,
it is common to fit a logistic model for Y|X, but the truth is not a logistic model as collapsibility
does not hold for the logit link).
As showed in Figure B.1, the CSPML approach implicitly requires the joint distribution of (Y,
X, B) to be identical in the internal and the external population, so it requires more than the mean
exchangeability assumption, i.e. it requires more than the conditional distribution of Y|X,B to
be the same. The CSPML will essentially always be biased if the Y|X,B distributions differ. As
demonstrated in simulations, the CSPML can also be biased if the two populations only differ
in the (X,B) distribution. The bias can be small or it can be large depending on the details of
the situation. The EB estimator ameliorates differences between the population distributions by
down-weighting the CSPML estimator if the data suggests it is biased.
Because the EB will down-weight the CSPML estimator if the lack of transportability leads to
a poor CSPML estimate, it is robust to departures from the assumption of full transportability in
specific external populations. The EB estimator is a shrinkage estimator that posits an additional
stochastic framework for the underlying true parameter γ ∼ N(γ0,A). The stochastic framework
connects the internal estimator γ̂I and the CSPML estimator γ̂CSPML, and the difference γ̂I −
γ̂CSPML is a measure of the distributional similarity of the joint distribution (Y, X, B) between the
internal and the external population.
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Figure B.1: Summary of features and assumptions required in the direct regression, CSPML, EB
and the proposed approaches.
B.2 Derivation of the asymptotic Distribution
Let Si(γ) denote the score function of Y|X,B distribution, and u,B,C and L defined in equation
3.2 from Section 3.2.4. The MLE of internal data solves 1
n
∑n











to obtain γ̂CSPML and λ̂. We obtain the
asymptotic distribution of target parameter η = (γCSPML, λ,γI)T by the following steps:
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−B C 0C L 0
0 0 −B










γCSPML − γ0λ− 0
γI − γ0
 = −












3. Asymptotic covariance under two conditions:


























−B C 0C L 0
0 0 −B

−1B 0 B0 L 0
B 0 B









TL−1C)−1 0 (B + CTL−1C)−1
B(B + CTL−1C)−1 −(C + BTC−1L)−1
B−1

• When the uncertainty of β̂ is not ignorable
Assume that the external β estimator β̂ is derived from a finite sample of size N, whose
variance is Vβ
N
. We incorporate the uncertainty from β̂ by applying the first order Taylor
series expansion at the true β0 to the only β-related parameter ui(γ0) in step 2. Let
ρ = lim n
N






















−B C 0C L 0
0 0 −B

−1B 0 B0 L + ρNQTVar(β̂)Q 0
B 0 B








−B C 0C L 0
0 0 −B

−1B 0 B0 L + ρQTVβQ 0
B 0 B


















term2 = BVar(γ̂CSPML) + BVar(γ̂CSPML)(ρQ
TVβQ)Var(γ̂CSPML)B.
B.3 Re-parameterize γ̂EB
Based on matrix 3.2 in Proposition 1 of Section 3.2.4, we can show that












Cov(Z, γ̂CSPML) = 0 can also be derived from the conclusion that Cov(γ̂I, γ̂CSPML) =
Var(γ̂CSPML) in Proposition 1. Thus, we can use Z, the scalar ZTV
−1
I Z and Woodbury formula
[Golub and Loan, 1996] to re-parameterize γ̂EB:
γ̂EB = Â(Σ̂ + Â)
−1γ̂I + Σ̂(Σ̂ + Â)
−1γ̂CSPML
= ZZT(V̂I + ZZ
T)−1(Z + γ̂CSPML) + V̂I(V̂I + ZZ
T)−1γ̂CSPML
= γ̂CSPML + ZZ
T(V̂I + ZZ
T)−1Z
= γ̂CSPML + Z(1−
1
1 + ZTV−1I Z
).
Or equivalently, γ̂EB = γ̂I − V̂I(V̂I + ZZT)−1Z = γ̂I − Z 11+ZTV−1I Z .
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B.4 Additional Simulation Results
Figure B.2 summarizes the additional simulation settings we assessed regarding simulation III in
Section 3.3. The goal is to evaluate the performance of proposed approach and the comparisons
when the joint distribution of (X, B) is misspecified in the external model 1. Scenario (1) is the
same as simulation III in the main manuscript; scenario (2) assesses different (X, B) in external
model 1 through the different conditional distribution B|X; and scenario (3) varies the joint distri-
bution of (X, B) through the marginal distribution of X.
Figure B.2: Simulation settings of additional scenarios for simulation III in Chapter 3: the joint
distribution of (X, B) is misspecified in the external model 1.
For simulation IV in Section 3.3, we have additionally assessed different forms of misspecified
outcome model in the external population listed in Figure B.3, including different intercept in
scenario (1), different X coefficients in scenario (2), and different intercept and X coefficients in
scenario (3). Scenario (3) is the same as simulation IV in the main manuscript.
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Figure B.3: Simulation settings of additional scenarios for simulation IV in Chapter 3: the outcome
model is misspecified in the external model 3.
The results in Figure B.4 corresponding to Figure B.2 indicate that CSPML estimators would
have substantial bias when the difference comes from the conditional distribution B|X or marginal
distribution B, but not troublesome when the marginal distribution X is different. In the cases where
CSPML estimators are biased, the EB estimator will protect against the bias by downweighting the
CSPML estimator and sacrificing some precision. In summary, these simulation results provided
the evidence that the proposed approach is robust to the heterogeneous covariate distribution (X,
B) of the external population.
The result in Figure B.5 corresponding to Figure B.3 indicates that when the misspecification
gets worse (from misspecified intercept only to both misspecified intercept and X coefficients), the
EB estimator will trade more efficiency gain to correct the bias from the CSPML estimator and thus
we obtain less efficiency by incorporating this external model (OCWE assigned smaller weights
on the corresponding estimator EB3). More specifically, when we had mild misspecification in
the external model 3 (only the intercept, i.e., the prevalence in the external population is different
from the internal population), the external model 3 can still contribute 40% in the final OCWE.
However, when the misspecification gets worse (both intercept and X coefficients are misspecified),
the OCWE basically rejects the wrong information from the external model 3 by incorporating only
4% of it.
B.5 External Calculators in Prostate Cancer Data Example
In the real data analysis in Section 3.4, we incorporate two external risk calculators of high-grade
prostate cancer, the Prostate Cancer Prevention Trial (PCPThg) [Thompson et al., 2006] and the


















































































The proposed framework requires the consistent type of the common parameters shared across
different external models (e.g. if one external model used mean-centered continuous age as a
predictor, then all other external models including the target outcome model need to use the same
age variable). Since PCPThg used log-based PSA and ERSPC used mean-centered log2-based
PSA, we need to reconcile the different transformation by adjusting the reported intercept. In
PCPThg, the authors only reported median PSA [Thompson et al., 2006] while ERSPC reported
both median and mean PSA in their Table 1 [Roobol et al., 2012]. Therefore, we decided to
use median-centered log2-based PSA, mean-centered continuous age, and mean-centered biopsy
variable throughout.
We adjusted the originally reported estimated coefficients and intercept as follows:








• Adjusted β̂0 = β̂0 + β̂log2(PSA) × [median log2(PSA)] + β̂AgeAge + β̂BiopsyBiopsy
= −6.25 + 0.8941599× log2(1.5) + 0.03× 69.66− 0.36× (753/5519)
= −3.686268
where median PSA can be found in the first paragraph of Results, and mean age (i.e. Age) and
mean biopsy (i.e. Biopsy) can be estimated from Table 2 in Thompson et al. [2006].
Similarly, since the log2(PSA) in the original ERSPC risk calculator was mean-centered, we
need to transform it to median-centered by adjusting the intercept as follows:
• Original ERSPC: logit(pi) = −3.51+1.18log2(PSAi)+1.81DREi−1.51log2(TRUS−PVi)
• Adjusted β̂0 = β̂0 + β̂log2(PSA) × [median log2(PSA)− log(PSA)]
≈ β̂0 + β̂log2(PSA) × [log2(median PSA)− log(PSA)]
= −3.51 + 1.18× [log2(4.3)− log(6.1)]
= −3.16
where mean and median PSA can be found in Table 1 from Roobol et al. [2012].
For other estimated coefficients that are not mentioned here, we used the originally reported
values in the analysis.
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APPENDIX C
Appendix of Chapter 4
C.1 Deriving the Initial Estimates for the External Populations
In this section, we will show how to obtain the initial parameter estimates of external population





T be the direct regression estimates of Y|X,B, S = 0 using internal data




fitted model Y|Xk;βk. We assume that all predictors, X and B, are centered, and the true target





T, assuming the coefficient of
the unobserved variable B is the same as the internal population, i.e. γSkB = γ
S0
B .
The goal of estimating γSk0 and γ
Sk
X from model Y|X,B, S = k;γSk is equivalent to correcting
the bias of β̂k in the reduced model Y|Xk;βk considering covariates X(−k) and B as omitted. To
simplify notation, we assume B is the only omitted covariate in the derivation below. Neuhaus and
Jewell [1993] provided a Taylor-series-expansion approximation to show that the ratio of coeffi-
cients remains constant in both the reduced and the full model when the omitted B is independent




, indicating that the relative effect size among regression co-
efficients remains consistent across models. In their Table 3 and equation 9, Neuhaus and Jewell
[1993] provided the algebraic relationship between γSkX and βX for exponential family when the
omitted B and the observed X are correlated. In the subsequent paragraphs, we will explain in de-
tail how to estimate γSk0 and γ
Sk
X in linear regression (continuous Y) and logistic regression (binary
Y), respectively.
1. Linear Regression: Suppose E(B|X;θ)= θX. We start by replacing B with the conditional
expected value E(B|X;θ) in the mean profile of the target model:
E(Y|X,B;γ) = γSk0 + γ
Sk
X X + γ
S0




X X + γ
S0
B θX = E(Y|X;γ,θ)
Since Ê(Y|X;β) = β̂0 + β̂XX is available through the externally fitted model, we can obtain the
estimation of γSk0 and γ
Sk
X by matching the intercept and X coefficient between Ê(Y|X;γ,θ) and
Ê(Y|X;β), respectively: γ̂Sk0 = β̂0 and γ̂
Sk
X = β̂X−θ
Tγ̂S0B . In a special case where the internal and
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the external population only differ in intercept and S is independent of X and B, we can directly






2. Logistic Regression: In logistic regression where g() is the logit link function, we con-
nect the intercepts β0 and γ
Sk
0 through the equation logit
−1(β0) = EB|X(µ
Sk
0 ), where µ
Sk
0 =
g−1(Y|X,B;γSkX = 0) = logit−1(γ
Sk
0 + B
TγS0B ). For the right hand side, we expand B, a vector
of length Q, at E(B|X) using the third-order Taylor series expansion as follows:
EB|X(µ
Sk




































where w = γSk0 + E(B
T|X)γS0B . Given β̂0, γ̂
S0
B , Ê(B|X) and V̂ar(B|X), we can easily obtain γ̂
Sk
0
by solving the equation EB|X(µ
Sk
0 )− logit−1(β̂0) = 0.






)T according to the following equa-

















where 1p is a zero vector with the pth term equals to 1 and p ∈ {1, ...,Pk}. Similar to equation C.1,





















, together with EB|X(µ
Sk
0 ), we
then obtain an approximation of VB|X(µ
Sk
0 ) = EB|X[(µ
Sk
0 )
2]−EB|X(µSk0 ). Given β̂X, γ̂S0B , Ê(B|X),




















using the internal data by regressing each B on X with appropriate link function g′() based on the
type of B, e.g., when B is continuous, linear regression and identity link is used; when B is binary,
logistic regression and logit link is used. Given θ̂, Ê(B|X) = θ̂
T
E(X) is used.
C.2 Additional Simulation Results
In this section, we show the results of additional simulations to assess the performance of the
proposed strategy for point estimates and variance estimation.
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C.2.1 Continuous outcome Y (a supplement to Simulation I in Chapter 4)
Goal: To examine the proposed method when the outcome is continuous and the target model is
linear regression.
Simulation setup: This simulation is the same as Simulation I in Chapter 4, except the generative
outcome model now follows Gaussian distribution:
Internal: Y|X,B ∼ N(−1− X1 − X2 − B1 − B2, 1);
External 1: Y|X,B ∼ N(1− X1 − X2 − B1 − B2, 1);
External 2: Y|X,B ∼ N(3− X1 − X2 − B1 − B2, 1).
The target outcome model (model 2 in Chapter 4) is now a linear regression:










Results: Figure C.1 shows similar pattern as those in Simulation I in Chapter 4, where the proposed
method (red dotted curve) has the smallest bias among all for all covariates (Figure C.1a), largest
precision gain compared with others (Figure C.1b), and the closest variance estimation to the
Monte Carlo empirical variance (Figure C.1c).
C.2.2 Smaller covariate effect (a modification to Simulation I in Chapter 4)
Goal: To assess our approach when the magnitude and the difference of covariate effects are small
across different populations in the target outcome model.
Simulation setup: This simulation is the same as Simulation I in Chapter 4, except the coefficient
effect is now -0.5 instead of -1, and the intercept difference is smaller among populations:
Internal: logit[Pr(Y = 1|X,B)] = −1− 0.5
(
X1 + X2 + B1 + B2
)
, prevalence=0.28;
External 1: logit[Pr(Y = 1|X,B)] = −0.5− 0.5
(
X1 + X2 + B1 + B2
)
, prevalence=0.36;
External 2: logit[Pr(Y = 1|X,B)] = 0− 0.5
(
X1 + X2 + B1 + B2
)
, prevalence=0.45.
Results: Figure C.2a shows that compared with larger covariate effects in Simulation I in Chapter
4, when the X covariate effect is small, FCS and IMB have smaller bias in estimating X coefficients
but still lack the ability to identify population-specific effects (i.e. intercepts of external popula-
tions). Similarly, Figure C.2b shows smaller bias of variance estimation. Note that the Rubin’s rule




(b) Variance estimator vs. the empirical variance
(c) Different variance estimators of the proposed method
Figure C.1: Results of Simulation C.2.1 over increasing synthetic data size (a) point estimates




(b) Different variance estimators of the proposed method
Figure C.2: Results of Simulation C.2.2 over increasing synthetic data size (a) point estimates (b)
different variance estimators of the proposed method.
C.2.3 Different X covariate effects in the outcome model (a more flexible
outcome model compared with Simulation I in Chapter 4)
Goal: In Chapter 4, we only present the simulation results allowing the target model’s intercept to
differ across populations. In this simulation, we additionally show the performance of the proposed
method when all possible X covariates coefficients are allowed to differ across populations (similar
to model 1 or “different intercept and covariates” model in the real data example in Chapter 4).
Simulation setup: This simulation is the same as Simulation I in Chapter 4 except now that the
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generative outcome models are as follows:
Internal: logit[Pr(Y = 1|X,B)] = −1− X1 − X2 − B1 − B2, prevelance= 0.3;
External 1: logit[Pr(Y = 1|X,B)] = 1 + X1 − X2 − B1 − B2, prevelance= 0.58;
External 2: logit[Pr(Y = 1|X,B)] = 3 + 3X1 + 3X2 − B1 − B2, prevelance= 0.70.
Results: Similar to the results of Simulation I in Chapter 4, the results in Figure C.3 shows out-
standing performance of the proposed method in both point estimates and variance estimation
compared with others. For example, the proposed method has small bias less than 0.02 when es-
timating X2 in population S=1 while the bias in FCS and IMB can go up to 0.78 (i.e. almost 40
times of the proposed method).
(a) Point estimates
(b) Different variance estimators of the proposed
method
Figure C.3: Results of Simulation C.2.3 over increasing synthetic data size (a) point estimates (b)
different variance estimators of the proposed method.
C.2.4 Violation of transportability assumption
Goal: To examine the proposed method when Assumption 2 (Xmiss|Xobs and B|X are transportable
between the internal and the external populations) is violated. We present two examples where the
violation only causes ignorable bias in case 1 while it has larger impact in case 2.
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C.2.4.1 Case 1: different B|X distribution in external population 2
Simulation setup: This simulation is the same as Simulation I in Chapter 4 except that now
the external model 2 has different marginal B1 distribution and different conditional distribution
B2|X1,X2,B1:
• B1 has mean 1.5 and standard deviation 1.5 in external population 2 while in other popula-
tions B1 has mean 0 and standard deviation 1;
• B2|X,B1 ∼ Ber{[1 + exp−1(0.2X1 + 0.3X2 + 0.4B1)]} in external population 2 while in
other populations B2|X,B1 ∼ Ber{[1 + exp−1(0.1X1 + 0.2X2 + 0.3B1)]}.
Note that both B1 and B2 are only observed in the internal study and multiple imputations are
needed for them, where B2|X and B2|X,B1 should be the same across populations according to
Assumption 2.
Results: Figure C.4a indicates that the violation of transportability assumption in the proposed
method has limited impact of point estimation with ignorable bias while Figure C.4b shows similar
pattern of variance estimations as before.
(a) Point estimates
(b) Different variance estimators of the proposed method
Figure C.4: Results of Simulation C.2.4.1 over increasing synthetic data size (a) point estimates
(b) different variance estimators of the proposed method.
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C.2.4.2 Case 2: different marginal X1 distribution in external populations
Simulation setup: This simulation is the same as Simulation I in Chapter 4 except now that in
the external studies, X1 ∼ N(1, 1.5) while in the internal study X1 ∼ N(0, 1). This will lead to
different distribution conditional on X1 and thus violates Assumption 2.
Results: Figure C.5a shows that such violation leads to some bias of estimated coefficient X1, i.e.,
0.2 absolute bias. Besides that, the proposed method has nearly unbiased point estimates for other
parameter (i.e. up to 0.014 absolute bias) while the bias in FCS and IMB can be up to 15 times the
bias of the proposed method. Similarly, Figure C.5b shown unbiased variance estimation of the
proposed bootstrap estimator.
(a) Point estimates
(b) Different variance estimators of the proposed method
Figure C.5: Results of Simulation C.2.4.2 over increasing synthetic data size (a) point estimates
(b) different variance estimators of the proposed method.
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