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Abstract
The purpose of this work is to simulate Off-shore oil operations accounting for
weather-incidences.
Much work has been conducted in order to simulate Off-shore oil opera-
tions. Given the high cost involved in such operations, the aim is to optimize
the schedules. One of the main concerns in building optimal schedules, is the
robustness of such.
The speed of a supply vessel during its voyage as well as during loading or
unloading operations of the supply vessel at the offshore installation are signif-
icantly impacted by the weather. Due to this stochastic factor the operations
and the sailing can be delayed, which can lead to high costs, given that the
installations depend on timely supplies.
In this work we will simulate the voyage of one vessel, servicing three instal-
lations before returning to the base. This will be done by using a discrete event
simulation, with a submodel for the stochastic component, the significant wave
height.
To account for the volatility in the weather data, the weather submodel is
based on univariate Garch models, and a multivariate DCC model, both paired
with an Ornstein-Uhlenbeck process.
The robustness measure evaluated is the percentage of times that a vessel is
able to complete the voyage on time.
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Chapter 1
Introduction
1.1 Robustness of Service Vessel Operations
Cargo transports to and from offshore installations are critical operations in the
offshore oil industry, which require careful planning of service vessel operations.
Offshore installations depend on timely supplies for ongoing activities. To
provide these, oil and gas producers use specialized supply vessels. These vessels,
loading cargoes on one common onshore supply base and discharging cargoes at
the offshore installations, are a costly resource in the offshore supply chain.
Because of time-varying activity levels at the installations, the number of
served installations varies, and so it is common practice amongst energy com-
panies to charter the vessels, the cost of which amounts to tens of thousands of
Euros for each trip. Failing in the provision of supplies can lead to temporary
shutdowns of operations at the offshore installations, resulting in huge losses of
income.
The robustness of the supply vessel-schedule, the capability of a schedule
to be executed in the presence of unforseen events, is key to achieving a cost
efficient supply service and avoiding losses caused by supply interruptions. Ac-
cording to Norlund (2015), robust schedules may yield cost reductions due to
reduced need for replanning and to a less frequent use of extra vessels in the
actual execution of the schedules. Moreover, robust schedules may be envi-
ronmental friendly if the voyage slack can be utilized for speed optimization,
yielding less fuel consumption.
Energy companies determine a weekly sailing schedule, which consists of
consecutive voyages and is repeated on a weekly basis until the demand of the
installations changes. A voyage is defined by: the start day, a minimum and
maximum duration and a minimum and maximum number of installations to
be visited. It starts and ends at the supply depot and consists of a number of
visits to offshore installations.
Halvorsen (2012) explains that the supply vessel planning problem consists
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of identifying the optimal fleet composition of supply vessels that are to service
a given number of offshore installations from one common onshore depot, while
at the same time determining the weekly routes and schedules for these vessels.
The problem of optimal fleet composition and periodic routing of offshore
vessels has been an intense subject of research, namely with the purpose of creat-
ing robust weekly sailing plans, Shyshou (2010), Halvorsen-Weare and Fagerholt
(2010), Halvorsen-Weare et al. (2012).
1.2 Stochastic Weather Incidences
According to Norlund (2015), for supply vessel operations, weather influences
both sailing and service at offshore installations. The planners of offshore sup-
ply consider wave height as the most important weather factor, since it affects
sailing time, service duration, and may cause waiting time at installations at the
start of service due to safety regulations for loading and unloading operations.
A major stochastic factor of transporting cargo to and from offshore instal-
lations is the uncertainty of weather conditions. It may lead to the interruption
of offshore opertions, due to delays associated with rough weather conditions,
leading to some installations not being serviced within the planned voyage du-
ration, and ultimately causing vast losses of income. Weather conditions also
affect the number of vessels needed to maintain the planned service, as extra
vessels may be required, which can significantly increase total cost of the fleet.
To account for the stochastic weather component, weather events have been
simplified or classical probability models have been applied in past work. How-
ever the problem is highly stochastic.
Halvorsen (2010) describes the situation as follows: The energy company
Statoil, that operates offshore installations in the North Sea and the Norwegian
Sea, experiences that the supply service is highly affected by weather conditions.
Especially during winter season there may be delays in the service due to rough
weather conditions.
Previous studies such as Halvorsen (2010), approached the supply vessel
problem by the means of a deterministic model. According to Halvorsen (2010)
this model has provided valuable decision support to the planning process, and
savings of 3 million USD were reported. However, the planners discovered that
the planned schedules are too often difficult to execute in real life, resulting in
replanning and extra costs involved when demand from installations need to be
met in order to avoid production shut-downs.
In this work we will restrict the quantification of the weather conditions to
significant wave height (SWH). SWH is the average height of the one-third high-
est waves at a single point on the surface of the sea over a period of 3 hours,
during which, for the purpose of this work, the sea conditions are assumed to
be constant. The three hour period is called the sea state.
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Operations of a supply vessel at offshore installations can be performed dur-
ing a low-sea period, which is the period in which the SWH is less than 4.4
meters. During a high-sea period it will not, due to safety regulations, be pos-
sible to perform offshore loading and unloading operations, and a supply vessel
will have to wait until the weather conditions improve before starting such op-
erations. This is called waiting on weather (WOW). Rough weather conditions
with significant wave heights of less than 4.5 meters may also make offshore
loading/unloading operations challenging, and will thus increase the time re-
quired to perform such services. Rough conditions also lead to a reduction in
sailing speed, relative to the SWH. As such we can understand the speed of the
supply vessel as a direct function of the SWH.
Halvorsen (2010) defines four weather states based on the SWH, see Fig-
ure 1.1, which shows the reduction in sailing speed (in knots) and percentage
increase in service time for loading and unloading operations at offshore instal-
lations. These are the conditions Statoil acts in accordance with in their supply
vessel service.
Figure 1.1: Table 1: Weather-States based on SWH
Waves are mainly a product of wind and direction changes, but also inter-
secting wave systems, varying depths of the sea, and the nature of the seabed
introduce irregularities. This can lead to extreme waves making it impossible to
realistically simulate the behaviour of waves. A famous example for such an ex-
treme wave is the ’New Year Wave’ which hit the Draupner Platform on January
1st of 1995. The SWH was 12 meters. However during the sea state a wave of 26
meters from through to crest with a maximal amplitude of 18.5 meters occurred.
1.3 Weather Data Models
The submodel for the Input Data lies at the core of all discrete-event simulation
approaches, to overcome the drawbacks and limitations of deterministic mod-
els, to properly account for the behavior of a system so strongly influenced by
the occurrence of stochastic events. In this particular case the main stochastic
componenent is provided by the the weather events influencing the possibility
and time of occurrence of installation visits and travel durations, due to their
impact on vessel speed.
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In previous work within the field, weather models have been built based on
the analysis of large data sets of meteorological observations supplied by the
Norwegian Meteorological Institute, which maintains a grid of of meteorological
buoys with sensors in the Norwegian Sea, registering SWH amongst other vari-
ables.
Three predominant approaches have been utilized to model the weather in
the context of the addressed problem:
The analysis of statistical distributions for the occurrence of the weather
events, explicit modeling of interdependencies of weather events in terms of
Markov processes, and the explicit modeling of such interdependencies in terms
of autoregressive models of a higher order.
Distribution-based models provide probabilities of occurrence of independent
events at random points in time, and the durations of operative and inopera-
tive weather from a set of estimated probability distributions with respect to
offshore location and the month of the year.
However these models assume that the subsequent observations are indepen-
dent of each other, which according to Linvy (1990) can lead to poor performance
measures in a simulation study. In particular, in the presence of positive au-
tocorrellations, the results of waiting times will be underestimated when using
such an approach.
Time series-based models, such as ARMA models, take into consideration
autocorrelation between the consecutive events, and provide an opportunity to
build more realistic models based on the corresponding discrete or continuous
timebased stochastic processes. These models yield several advantages: Since
the statistical properties of these models are well known the choice of the or-
der of ARMA models and their validation are straight forward, and according
to Montbet (2006) these methods provide a good description of the marginal
distribution and the second order structure of the time series. However, they
cannot restore some nonlinearities which exist in many natural phenomena, such
as conditional volatility.
In this work we will simulate weather incidences, using univariate GARCH
models and multivariate GARCH models. This class of models are appropriate
for generating a synthetic series that restores the the volatility of time-series that
fluctuates conditionally. The multivariate models imitate the co-movement of
multivariate time-series with a varying conditional covariance matrix and thus
account for both the autoregressive and heteroscedastic nature of the significant
wave height.
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Chapter 2
Methodology
2.1 Simulation
In this work, a methodology for the simulation of Off-shore oil operations ac-
counting for weather incidences is developed and implemented, with the aim to
evaluate the robustness of a voyage.
While the formulation of the trip schedule is a deterministic problem, and as
such has an exact mathematical solution, the weather effect introduces a stochas-
tic component to the supply services problem and makes an exact quantification
impossible. A numerical technique which can be applied in such situations is
simulation modeling. This assumes that we can describe a system in a way that
can be quantified and that facilitates the numeric estimation of changes.
According to Barcelo (1996), system simulation is the process of represent-
ing a system by the means of a formal model. This model can be manipulated
by means of computation to generate numeric results. The manipulations are
made to evaluate the reaction of all components of the system, as a small change
may affect many related parts. The computation allows to numerically evaluate
the simulation model during an amount of time, big enough to be significant for
the objective of the study. During this time data is collected from the system,
allowing to estimate the characteristics of the model and changes in the system
that have been triggered by manipulations.
A simulation model is built and implemented in Arena Simulation Software
(2015), and simulates a voyage consisting of three consecutive installation visits
at the installtions Grane, Sleipner and Draupner. The ulitmate aim is to mea-
sure the robustness of the voyage, given the uncertainty in the weather. For
the purpose of this work, robustness is defined as the percentage of times that
the voyage can be completed within the maximum voyage window. If this time
frame is exceeded, the delay of the voyage affects the next voyage.
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2.2 Discrete Event Simulation
For the vessel trip schedule, the most sensible approach is to model the system
as it evolves over time, with the state variables changing instantaneously at sep-
arate points in time. In a discrete system simulation, the changes are discrete.
This quantification is based on the system state.
We can understand a simulation as a representation of a system-dynamic,
or a part of it, as it is moving from one state to the other within the framework
defined by the rules of operation.
While in this work we will use the simulation model to imitate the voyages
and services of the supply vessels to conduct inference about the robustness of
the vessel-schedule, it could also be employed to test and compare various design
alternatives of the system to design an optimal schedule.
The system state is characterised by the configuration of the system in a
given moment, which is defined by the activities of the entities and the value of
their attributes. The state changes as a consequece of events. The sequence of
events and system changes represent the dynamic behaviour of the system.
2.3 Time Advance Mechanism
Since our system evolves over time, we have to track and advance the value of
the simulated time as the simulation proceeds. The current value of simulated
time is called a simulation clock.
The change of the variable wave height in our model is determined by time.
Thus we could using a fixed-increment time advance mechanism to advance the
simulation clock. However this approach would ignore the changes in the wave
state variables triggered by changes in the location, and therefore a next-event
time advance also seems like a reasonable choice for the time advance mecha-
nism.
To allow for the system state to be updated in intervals of 3 hours and ad-
ditionally during events, we will adapt the next-event time-advance mechanism
using an a priori event list with event notices of wave height changes scheduled
every 3 hours.
2.4 Flow of Control
Figure 2.1 below shows the components of a simulation model and their logical
relationship (flow of control) as conceptualized by Law (2007).
Law (2007) describes the relationship as follows: The simulation begins at
time 0 with the main program invoking the initialization routine, where the
simulation clock is set to zero, the system state and the statistical counters
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are initialized, and the event list is initialized. After control has been returned
to the main program, it invokes the timing routine to determine which type of
event is most imminent. If an event of type i is the next to occur, the simulation
clock is advanced to the time that event type i will occur and control is returned
to the main program. Then the main program invokes event routine i, where
typically 3 types of activities occur.
(1) The system state is updated to account for the fact that an event of type i
has occurred; (2) information about system performance is generated, and this
information is added to the event list.
After all processing has been completed a check is made, to see if the simulation
should be terminated. If it is time to terminate the simulation the report gen-
erator is invoked from the main program to compute estimates of the measures
of performance of interest.
Figure 2.1: Flow of control for next-event time-advance approach
2.5 Weather Submodel
To account for the stochastic weather, the weather incidences are simulated as
input data for the simulation model. Before we proceed to built the models,
the properties of data collected at the Norwegian Continential Shelf are inves-
tigated, which indicated that using formulations of univariate GARCH models
and multivariate GARCH models is a sensible approach. We chose the time
frame of the first 4 weeks in january, as in this time period the highest sea state
prevails, and also the highest volatility is present, thus it represents the worst
case scenario for the robustness of a schedule.
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Chapter 3
Input data analysis
3.1 The Data
The available data represents time series of 3 hour frequent observations of
significant wave heights and wave directions collected at the locations of the
Norwegian continental shelf depicted in Figure 3.1, from 06:00 of 01.09.1957 to
18:00 of 30.06.2013. This is a total of 152928 observations for each parameter
at each location. Locations are specified by latitude and longitude degrees. The
locations are displayed in the grid in figure 3.1. Starting from point 5 point 6,
7, 8 and 9 lead to the platforms Glitne, Sleipner and Draupner, and point 4, 3,
2 and 1 lead to the platforms Heimdal and Grane.
Figure 3.1: karte
Figure 3.2 below depicts the yearly evolution on the basis of the monthly
average of the Sea-State of all the coordinates. We can see from the trendlines
that there is a clear increase in the level of the sea-state year on year.
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Figure 3.2: Yearly Evolution of Sea-State
Visualising all observations, and not just the monthly average, we need to
restrict the view to 10 years, for the eye to recognise the pattern (see the plot
below). We chose the past 10 years, because the most recent observations are
more relevant in the context of the problem. Furthermore we chose point 1,
examplary for all the coordinates which will be justified in section 3.3.
We can see that the variance is higher in winter when the mean of the sea-state
is higher, than in summer, when the mean of the sea-state is lower. It is clear
that the variance of our data is time dependent.
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The plot below decomposes the time series into its components.We can see
that the data has a trend which increases over time. The data has a very clear
yearly seasonal trend.
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3.2 Choice of a Representative Time Frame
To fit the parameters of volatility models a maximum of 2000 observations
should be used to prevent the phenomenon of overfitting. We will choose a pe-
riod of time which is representative of the worst case scenario, bearing in mind
that the objective of this work is to test the robustness of a vessel schedule, this
is the period with the highest and most volatile sea-state.
3.2.1 Cluster Analysis
A hierarchical cluster analysis has been conducted on the set of euclidean dis-
similarities in the data.
The Cluster Dendogramm of the sea-state data from 2002 to 2013 can be
seen in Figure 10.1 in the Appendix. Due to the vast amount of observations,
the representation of the Dendogramm on a DinA 4 space, the allocation of the
observations within the clusters is not recognisable. However we can see that
observations can be clustered into 2-5 Clusters based on the height of of the
sea-state.
The table below displays the means for each location, by cluster, applying 4
clusters. We can see that the first cluster contains the second highest sea-states,
the second cluster groups the highest sea-states together, the third cluster rep-
resents the low sea-states and the fourth cluster the second lowest sea-states.
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Sleipner Glitne Draupner Grane Heimdal P1 P2 P3
1 5.745899 5.885410 5.608473 6.064839 6.040462 6.064205 6.012279 5.854237
2 3.652713 3.752060 3.560986 3.857136 3.880048 3.849196 3.785155 3.666635
3 2.305183 2.378713 2.241153 2.438924 2.478591 2.422726 2.366786 2.285937
4 1.214042 1.249396 1.176633 1.260037 1.299862 1.233854 1.182296 1.129299
P4 P5 P6 P7 P8 P9 AVG
1 5.545582 4.5654735 5.625102 5.899683 5.873403 5.815768 5.757201
2 3.454972 2.8092442 3.494543 3.670756 3.679666 3.677932 3.627932
3 2.152403 1.7341078 2.170943 2.277453 2.296971 2.310469 2.275740
4 1.061068 0.8629453 1.071355 1.130315 1.160868 1.194268 1.159017
To facilitate the selection of the period to use for the simulation scenarios,
the period that best represents the various states of volatility and sea-states, a
graphical aid is employed, see figure 3.3. The graphic displays a bar for each
day of the year, with 80 subsections; 8 subsections for each year from 2002 to
2012. Those subsections are coloured according to the cluster that they belong
to.
Having applied a clustering with 4 centers, we can divide the observations
of the past 5 years into their corresponding cluster and mark them with a cor-
responding colour code. Cluster 1 is represented by blue, 2 is orange, 3 is green
and 4 is red.
We can see that during January observations corresponding to all 4 clusters
are present, indicating a high volatility of the sea-state.
Figure 3.3: Yearly Cluster Colour Code - 4 Centers
The table below displays the means for each location, by cluster, applying 5
clusters.
Sleipner Glitne Draupner Grane Heimdal P1 P2 P3
1 4.388139 4.500565 4.284129 4.627450 4.635753 4.616408 4.550325 4.414968
2 6.320810 6.468502 6.170607 6.670931 6.625830 6.678300 6.637166 6.470202
3 2.023125 2.087863 1.964708 2.132592 2.173947 2.111640 2.055158 1.979762
4 1.119780 1.151579 1.086064 1.159654 1.198852 1.133577 1.083406 1.033642
5 3.042616 3.133299 2.960610 3.222834 3.256672 3.215610 3.156105 3.055756
P4 P5 P6 P7 P8 P9 AVG
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1 4.163428 3.3907936 4.218300 4.437362 4.445072 4.428099 4.364342
2 6.136194 5.0538462 6.227611 6.528583 6.487206 6.407126 6.348780
3 1.863156 1.4988101 1.879224 1.974651 2.000290 2.019990 1.983208
4 0.971127 0.7930179 0.980989 1.035790 1.065812 1.099185 1.065177
5 2.879506 2.3379360 2.906541 3.044709 3.052616 3.059549 3.023169
Having applied a clustering with 5 centers, we can divide the observations
of the past 5 years into their corresponding cluster and, just like before, mark
them with a corresponding colour code, see Figure 3.4. Cluster 1 is represented
by blue, 2 is orange, 3 is green, 4 is red and 5 is purple. This can aid in de-
ciding which period represents the worst case scenario for the robustness of the
schedule.
We can see that during January, observations corresponding to all 5 clus-
ters are present, while in the month of July only observations corresponding to
cluster 4,2 and 5 are present. In July most observarions belong to cluster 4,
representing the group of low sea-states. Furthermore we can see that in Jan-
uary there is much more variability, as observations belonging to each cluster
are present.
Figure 3.4: Yearly Cluster Colour Code - 5 Centers
3.2.2 Descriptive Statistics
Figure 3.5 below displays the average by month of each point. We can see that
they all move together, which is due to their positive correllation structure. We
can also see that Point 5 has the lowest values troughout the year. The mean is
highest between week 50 and week 6 of the year. From week 6 on it decreases
until week 24, where it stabilizes until week 32. After week 32 the mean of the
sea-state increases gradually, until week 50, where it remains on the same level
until week 6.
The graph on the bottom shows the variance of each point by week. The
overall behaviour is similar to the mean, which clearly shows that the variance
is not constant but dependent on the mean. The variance is higher in the winter
than during the summer months, however the differences between summer and
winter are more extreme. Furthermore the time span of the highest variance
during the year, is during week 1-4. After week 4 the variance decreases until
week 23 where it remains on one level until week 34. From week 34 on the
weekly variance increases rapidly until the end of the year.
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Figure 3.5: Weekly Average and Variance
The highest mean and the highest variance prevail in January and Decem-
ber. The mean and the variance decrease gradually every month until July and
then increase gradually month by month until December, as we can see from
the month plot below.
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Figure 3.6 below shows the 4 week moving average of the time-series data
for the past 10 years for all coordinates.
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Figure 3.6: Four weeks moving-average
We can see that the highest average during the winter period prevails during
week 1-4.
Figure 3.7 below shows the 4 week moving variance of the time-series data
for the past 10 years for all coordinates.
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Figure 3.7: Four weeks moving-variance
We can see that the 4 consecutive weeks with highest variance are week 48
to 51.
To see which period is has led to weater-states that are more likely to inter-
fere with the robustness of the vessel schedule, we calculated the probability of
each state during both periods.
Figure 3.8 below displays the weather state probabilities for week 1-4. 51.01%
of the time the weather is in state 2, 20.77% it is in state 3, and 28.22% in state
20
4.
Figure 3.8: Weather State Probabilities Week 1-4
Figure 3.9 below displays the weather state probabilities for week 48-51.
61.16% of the time, the weather state is 2, 14.53% it is in state 3, and 24.31%
in state 4.
Figure 3.9: Weather State Probabilities Week 48-51
We established that week 1-4 are the most disruptive for the robustness of
the vessel schedule during the winter period. Thus for this work we will be using
the time period of week 1 to 4 as the basis to generate our input data, because
this represents the worst-case scenario for robustness.
3.3 Choice of the Most Representative Coordi-
nates
We can see in the boxplot below that P5 has, on average, the lowest sea-states,
then followed by P4 and P6, which are closest to the shore. Draupners sea-state
is slightly lower than the sea-states at the other platforms, however it is here
where the most variance prevails. These differences are likely to be due to dif-
ferences in depth of the sea and the nature of the seabed.
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A principal component analysis has been conducted to graphically uncover
the correllation structure of the points on the grid. The output is displayed
below.
Importance of components:
Comp.1 Comp.2 Comp.3 Comp.4
Standard deviation 3.7848750 0.65703595 0.367619032 0.273506059
Proportion of Variance 0.9550186 0.02877975 0.009009584 0.004987038
Cumulative Proportion 0.9550186 0.98379835 0.992807937 0.997794975
Comp.5 Comp.6 Comp.7 Comp.8
Standard deviation 0.1168868200 0.0849556173 0.0678126860 0.0479984094
Proportion of Variance 0.0009108352 0.0004811638 0.0003065707 0.0001535898
Cumulative Proportion 0.9987058100 0.9991869738 0.9994935445 0.9996471343
Comp.9 Comp.10 Comp.11 Comp.12
Standard deviation 3.859227e-02 3.187124e-02 3.059982e-02 2.610849e-02
Proportion of Variance 9.929087e-05 6.771838e-05 6.242325e-05 4.544354e-05
Cumulative Proportion 9.997464e-01 9.998141e-01 9.998766e-01 9.999220e-01
Comp.13 Comp.14 Comp.15
Standard deviation 2.545377e-02 2.284624e-02 3.639488e-07
Proportion of Variance 4.319295e-05 3.479673e-05 8.830583e-15
Cumulative Proportion 9.999652e-01 1.000000e+00 1.000000e+00
The first dimension is clearly the magnitude of the waves. We can see that
98% of the variability in the data is explained by only 2 components, and thus
we can represent the information of the correllation structure quite accurately
in the biplot displayed below.
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We can see that all the variables are positively correllated, as none of the
angles are higher than 90 degrees. Furthermore there are groups of points which
have high correllation with each other.
Point 5, which in the grid is at the shore, is the point least related with the
other points. It is closer related to point 4 and 6, which are closer to the shore.
The further away from the shore the points are, the smaller the correlation with
point 5.
We can see that Sleipner, Glitne, Draupner and Point 9 have a very high
correlation, and Grane with Heimdal.
The correllation matrix displayed below confirms the relationship described
visually in the biplot. The correllation matrix will be used in chapter 5 to gen-
erate the simulated multivariate data.
For the investigation of the data that requires a univariate time series Point
1 will be used, as it is most similar to the average. It is preferable to using the
average, as the average is smoothed out by aggregation.
Sleipner Glitne Draupner Grane Heimdal P1 P2
Sleipner 1.0000000 0.9955324 0.9933152 0.9691453 0.9459165 0.9418230 0.9237275
Glitne 0.9955324 1.0000000 0.9831524 0.9824152 0.9647758 0.9574338 0.9376968
Draupner 0.9933152 0.9831524 1.0000000 0.9571155 0.9265203 0.9323690 0.9203544
Grane 0.9691453 0.9824152 0.9571155 1.0000000 0.9913505 0.9917850 0.9782098
Heimdal 0.9459165 0.9647758 0.9265203 0.9913505 1.0000000 0.9892728 0.9724434
P1 0.9418230 0.9574338 0.9323690 0.9917850 0.9892728 1.0000000 0.9942988
23
P2 0.9237275 0.9376968 0.9203544 0.9782098 0.9724434 0.9942988 1.0000000
P3 0.8949230 0.9071537 0.8976525 0.9532140 0.9454865 0.9774134 0.9929015
P4 0.8501194 0.8602470 0.8592372 0.9104071 0.9013483 0.9421814 0.9670762
P5 0.7244275 0.7320275 0.7408199 0.7810990 0.7726393 0.8198894 0.8538127
P6 0.8761514 0.8846282 0.8862312 0.9287858 0.9146926 0.9541075 0.9759895
P7 0.9355339 0.9400656 0.9451614 0.9647734 0.9406664 0.9711226 0.9804666
P8 0.9723488 0.9711407 0.9812830 0.9734536 0.9436316 0.9630632 0.9607500
P9 0.9922332 0.9898663 0.9943339 0.9771757 0.9497549 0.9573212 0.9462639
AVG 0.9636137 0.9703366 0.9632496 0.9880580 0.9732555 0.9894570 0.9893328
P3 P4 P5 P6 P7 P8 P9
Sleipner 0.8949230 0.8501194 0.7244275 0.8761514 0.9355339 0.9723488 0.9922332
Glitne 0.9071537 0.8602470 0.7320275 0.8846282 0.9400656 0.9711407 0.9898663
Draupner 0.8976525 0.8592372 0.7408199 0.8862312 0.9451614 0.9812830 0.9943339
Grane 0.9532140 0.9104071 0.7810990 0.9287858 0.9647734 0.9734536 0.9771757
Heimdal 0.9454865 0.9013483 0.7726393 0.9146926 0.9406664 0.9436316 0.9497549
P1 0.9774134 0.9421814 0.8198894 0.9541075 0.9711226 0.9630632 0.9573212
P2 0.9929015 0.9670762 0.8538127 0.9759895 0.9804666 0.9607500 0.9462639
P3 1.0000000 0.9882893 0.8933806 0.9922563 0.9787150 0.9461750 0.9237688
P4 0.9882893 1.0000000 0.9433834 0.9952637 0.9574819 0.9132419 0.8844960
P5 0.8933806 0.9433834 1.0000000 0.9203171 0.8451403 0.7926933 0.7621279
P6 0.9922563 0.9952637 0.9203171 1.0000000 0.9773581 0.9388187 0.9102526
P7 0.9787150 0.9574819 0.8451403 0.9773581 1.0000000 0.9855119 0.9642078
P8 0.9461750 0.9132419 0.7926933 0.9388187 0.9855119 1.0000000 0.9916640
P9 0.9237688 0.8844960 0.7621279 0.9102526 0.9642078 0.9916640 1.0000000
AVG 0.9797063 0.9544146 0.8485546 0.9686568 0.9880345 0.9855938 0.9797417
AVG
Sleipner 0.9636137
Glitne 0.9703366
Draupner 0.9632496
Grane 0.9880580
Heimdal 0.9732555
P1 0.9894570
P2 0.9893328
P3 0.9797063
P4 0.9544146
P5 0.8485546
P6 0.9686568
P7 0.9880345
P8 0.9855938
P9 0.9797417
AVG 1.0000000
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3.4 Time Series Analysis
We have previously chosen to use the data from the first 4 weeks of the year
2002 to 2012 as input for the weather generating submodel of the simulation.
We will now examine the stochastic process underlying the data in more detail.
The plot below shows the evolution of this time-series.
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The plot below is the boxplot by year, for the data of weeks 1-4 at Point 1.
We can see that the mean varies substantially from year to year.
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Boxplot by Year 2002−2012
We will now transform the data, so it becomes an integrated series. The plot
below shows the logarithm of the input data.
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The plot below displays the first order differenced logarithm of the input
data.
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The plot below displays the second order differenced logarithm of the input
data.
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The table below displays the variances of each of the transformed series. We
can see that applying the logarithm and differencing the series for the first time
substantially decreases the variance, however the second difference only yields
a very small reduction in the variance. Thus we will continue to investigate the
properties of the time series with the first difference logarithm of the series.
[,1]
var(jandat) 2.7674
var(lnjandat) 0.2282
var(d1lnjandat) 0.0156
var(d1d1logdat) 0.0154
The figure below shows the sample autocorrellation function of the differ-
enced logarithm of the wave series. The sample ACFs decrease exponentially
and up until the 11th are all outside the two standard error limits.
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The figure below shows the partial autocorrellation function of the differ-
enced logarithm of the wave series. Also the PACFs are exponentially decreas-
ing.
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Unit root tests have been conducted to test for stationarity in the data. The
output can be found in Appendix 10.2. Neither of the transformed series is
stationary, which rules out the use of ARMA or ARIMA models for the purpose
of this work. Clearly, as we demonstrated before, the variance of this data series
is not constant.
The stochastic process of the SWH is a non-stationary, autoregressive pro-
cess.
3.5 Heteroscedasticity
In the presence of rough weather conditions, given that the mean sea state is
high, the sea state fluctuates strongly. Such a phenomena is well known from
financial data, where the volatility of the assets is time-varying due to the fi-
nancial markets reacting nervously to crises, wars or other events that introduce
risk. During such periods, which in our scenario would be equivalent to stormy
periods, the prices of financial assets fluctuate more than during calm periods,
leading to the conditional variance not being constant, given the past, and so
the underlying stochastic process is conditional heteroscedastic. In plain english
this means that the volatility changes over time.
The plot below shows the variance plotted against the mean of the sea-state
data from 2002-2012 for all coordinates. We can see that the variance tends to
be higher when the mean is higher, thus we can conclude that heteroscedasticity
is present in the data. This will be a main consideration when choosing a model
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to simulate the sea-state.
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The plot below shows the same plot using the logarithm of the data. We can
see that the data is still heteroscedastic, violating the stationarity assumption
of a stable variance.
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Due to the heteroscedasticity of the time series, although models such as
ARMA or ARIMA are fit for modeling the autoregressive component of the
data, they are not appropriate. ARCH and GARCH models take heteroscedas-
tic disturbance terms and treat them as their own data set to be modeled. ARCH
and GARCH models utilize heteroscedasticity as a parameter to be modeled,
where the variance of these disturbance terms is considered to be the volatility.
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Chapter 4
Modeling Weather Events
In this chapeter we will estimate univariate and multivariate volatility models
and employ them to generate synthetic data imitating the behaviour of the
original data examined in the previous chapter.
4.1 Validation and Comparison Method
To choose amongst the proposed models and measure their ability to realisticly
simulate the data, a general validation method is implemented.
Monbet (2006) states that the most widespread method for model valida-
tion consists of comparing certain statistics calculated from the observations
with those corresponding to the considered model. In general, several criteria
are used, such as the matching of the mean and the variance of the marginal
distributions, or more generally its cdf. When the temporal dependence is im-
portant for the applications, other features are also considered, for example the
autocorrellation functions or the distribution of the time duration of soujourns
below or above given levels.
After the generation of the data for each model we will conduct graphical
comparisons of the time series plot, the histogram, the qqplot, the plot of the
cumulative distribution function, the plot of the autocorrellation function and
a plot of the partial autocorrellation function.
Furthermore, to etablish the validity of the synthetic data, we will employ
Theil’s (1966) inequality coefficients, which provide an index to measure the
relative differences between simulated and observed data. All three coefficients
vary between 0 and 1, and add up to one.
The coefficient Um,is formulated as:
Um = n((¯yˆ)− y¯)/
∑
(yˆi− yi)2)
It quantifies the bias proportion in the simulated data series, and as such is
a measure of the systematic error. If the Um is higher than 0.2 it means that
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the bias is unacceptable.
The coefficient Us,is formulated as:
Um = n(σˆ)− σ)/
∑
(yˆi− yi)2)
It quantifies the variance proportion, and as such measures the data genera-
tion models ability to reproduce the variability of the observed time series. The
Us coefficient being close to 1 indicates that a big part of the variability of the
synthetic series does not match the original series.
The coefficient Uc,is formulated as:
Um = 2(1− ρ)nσˆσ/
∑
(yˆi− yi)2)
The last of Theil’s coefficients (Uc) quantifies the covariance proportion,
which is a measure of non systematic error.
According to Dixon (1987), altough not a statistial test, Theil’s inequality
coefficient can confirm the results of statistical tests or be used where assump-
tions required for statistical tests cannot be met.
4.2 Univariate Volatility Models
Generally the standard deviation of of a stochastic process is regarded as its
volatility. The volatility as such is not observable as we can only observe the
innovations at which consist of the volatility σt and the random error term t.
The volatility σt is changing over time. Conditional heteroscedasticity mod-
els are concerned with the evolution of the conditional variance σ2t.
The error term t follows a distribution based on an assumption. Generally
 ∼ N (µ, σ) or  ∼ T -Student.
The assumption made regarding the distribution of t for the parameter
estimation, influences the distribution of the residuals of the model, since the
estimation process operates on the basis of making the residuals conform with
the assumed distribution.
In this chapter various models accounting for conditional heteroscedasticity
will be presented and fit to the differenced logarithm of the data.
4.2.1 Model building
The method for building the volatility models follows the approach developed
by Tsay (2010). It consists of four steps:
Firstly the mean equation is specified.
Next the residuals of the mean equation are tested for ARCH effects.
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Given that the effects are significant we perform a joint estimation of the mean
and the volatility equations, followed by model checking.
We will then simulate a process on the basis of that model, with the simu-
lation algorithms explained in this section, and measure their equality with the
original process by employing Theil’s inequality coefficients.
By working with the data of week 1-4, seasonality is not an issue. The mean
follows a reverting process and thus we can model it with an Ornstein-Uhlenbeck
process.
To choose the most appropiate univariate model for the data, we will use the
series of P1, as it has been found in section 3.3 to be the most representative
series for the dataset.
Once the best univariate model has been found, the data for the simulation
is generated for each point of the grid in section 3.1.
4.2.2 Generalized Autoregressive Conditionally Heteroscedas-
tic Processes
A Garch Process can take many forms. Since the waves are mean reverting, we
choose to use a mean-reverting GARCH process. In discrete time the mean-
reverting GARCH(1,1) process with normal residuals is written as:
dPt = Pt− 1 + ν(µ− P )dt+ σ2t
where
σ2t = ω + α2t− 1 + βσ2t− 1
and  ∼ N (0, 1)
The average variance of the process is:
V ar(Pt) = ω/(1− α− β).
(Bollerslev, 1986)
If α = β = 0, the mean-reverting GARCH process is equivalent to a geomet-
ric Ornstein-Uhlenbeck process, we can estimate the mean-reversion parameters
utilizing the parameter estimation for a geometric Ornstein-Uhlenbeck process.
The Ohrnstein-Uhlenbeck Process can be estimated by the means of Regres-
sion, which has the advantage that it yields the residulas of the process, which
are needed to estimate the parameters of the volatility. To estimate the param-
eters via regression we follow the approach as outlined in Dixit and Pindyck
(1994).
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Call:
lm(formula = dataou[2:224] ~ dataou[1:223])
Residuals:
Min 1Q Median 3Q Max
-1.00959 -0.27511 -0.06573 0.28028 1.22071
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 0.11870 0.06611 1.795 0.074 .
dataou[1:223] 0.97212 0.01504 64.647 <2e-16 ***
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 0.4177 on 221 degrees of freedom
Multiple R-squared: 0.9498, Adjusted R-squared: 0.9495
F-statistic: 4179 on 1 and 221 DF, p-value: < 2.2e-16
The intercept is the parameter for mean reversion, and the mean is calcu-
lated by dividing the mean reversion parameter by the coefficient for the lagged
serie.
We now conduct a Beusch-Pagan test to see that the heteroscedasticity is
still present in the residuals of the mean function. The output of the test is
displayed below.
studentized Breusch-Pagan test
data: modOU
BP = 20.509, df = 1, p-value = 5.936e-06
As expected, the test statistics fail to reject the null hypothesis of no condi-
tional heteroscedasticity for the residuals. The residuals of the mean function
are heteroscedastic.
The simulation algorithm built for the geometric Ohrnstein Uhlenbeck Pro-
cess is:
> OU.sim<-function(T=224, mu=3.574483, eta=0.1320962, sigma=0.07){
+ P_0=mu
+ P=rep(P_0,T)
+ for(i in 2:T){
+ P[i]=P[i-1]+eta*(mu-P[i-1])+sigma*rnorm(1)*P[i-1]
+ }
+ return(P)
+ }
The parameters for the equation of σ2 will be obtained by estimating a the
parameters of a GARCH model for the residuals of the mean-reversting compo-
nent of the process. These can be obtained by regressing the lagged wave-serie
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with the wave-serie.
4.2.3 Arch Models
The Arch model, introduced by Engle (1982), was created to capture het-
eroscedasticity in data that is clustered into periods of high volatility and periods
of low volatility.
The ARCH model splits the time series into a mean equation and a residual
term. It specifies a stochastic process for the residual that predicts the average
size of the residuals.
The mean equation of ARCH models takes the following form:
Zt = µ+ at., t = 1, ..., T
Where µ is the mean of the time-series Zt and at is the residual term, also called
the innovation. T represents the number of observations.
The variance process of the innovation can modeled by:
at = σt ∗ t
where  ∼ N (0, 1) and σ2t is modeled by:
σ2t = α0 + α1 ∗ a2t− 1 + ...+ αq ∗ a2t− q,
with α > 0 and αi > 0, for all i > 0.
The ARCH model is described here because it helps to understand the op-
eration of the GARCH processes. However it underlies the assumption that
negative and positive fluctuations behave the same way, which is not the case
considering that the process we are modeling is the weather.
Further the ARCH model requires many parameters to be estimated, depending
on the order of the ARCH process selected, and is not necessarily parsimonious.
4.2.4 Garch Models
In the GARCH models the many lags of the innovations are replaced by a
limited number of lags of the conditional variance σ. Thereby they simplify the
lag structure and thus the estimation process.
4.2.5 Garch (1,0), Normal Residuals
The Garch (1,0) model takes the following form:
dPt = Pt− 1 + ν(µ− P )dt+ σ2t
dP t = Pt− 1 + ν(µ− P )dt+ at, at = σt ∗ t,  ∼ N (µ, σ) (4.1)
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The conditional variance is calculated from ω which represents the long-run
average variance, and the lagged terms of the innovation at.
σ2t = ω + α ∗ a2t− 1 (4.2)
The parameter values are estimated by fGarch package with the command
garchFit, as developed by Tsay (2010). To obtain the estimation we use the
residuals from the regression model used to fit the Ohrnstein-Uhlenbeck Pro-
cess as described in section 4.2.2.
Title:
GARCH Modelling
Call:
garchFit(formula = ~garch(1, 0), data = res, trace = F)
Mean and Variance Equation:
data ~ garch(1, 0)
<environment: 0x7fab56380348>
[data = res]
Conditional Distribution:
norm
Coefficient(s):
mu omega alpha1
-1.0271e-16 5.8716e-03 6.4348e-01
Std. Errors:
based on Hessian
Error Analysis:
Estimate Std. Error t value Pr(>|t|)
mu -1.027e-16 1.189e-02 0.000 1.000000
omega 5.872e-03 1.335e-03 4.398 1.09e-05 ***
alpha1 6.435e-01 1.790e-01 3.595 0.000325 ***
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Log Likelihood:
177.8939 normalized: 0.7977303
Description:
Sun Jun 5 15:15:30 2016 by user:
Standardised Residuals Tests:
Statistic p-Value
Jarque-Bera Test R Chi^2 8.805658 0.01224265
Shapiro-Wilk Test R W 0.9825486 0.007477298
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Ljung-Box Test R Q(10) 114.4386 0
Ljung-Box Test R Q(15) 121.8058 0
Ljung-Box Test R Q(20) 126.0806 0
Ljung-Box Test R^2 Q(10) 4.955953 0.8941009
Ljung-Box Test R^2 Q(15) 10.46178 0.789732
Ljung-Box Test R^2 Q(20) 13.08965 0.8735046
LM Arch Test R TR^2 4.46313 0.9735579
Information Criterion Statistics:
AIC BIC SIC HQIC
-1.568555 -1.522718 -1.568910 -1.550051
Using those parameters we created a simulation algorithm combining the
mean equation explained in section 4.2 and the volatility following the GARCH(1,0)
process, which is displayed below.
> OU.sim.Garch10N<-function(T=15000, mu=4.257532, eta=0.1187, omega=5.872e-03, alpha1=6.435e-01){
+ P_0=3.2
+ P=rep(P_0,T)
+ et = rnorm(T)
+ inno = rep(0,T)
+ sigma = rep(0,T)
+ for(i in 2:T){
+ sigma[i] = omega + alpha1 * inno[i-1]^2
+ inno[i] = sqrt(sigma[i]) * et[i]
+ P[i]=P[i-1]+eta*(mu-P[i-1])+inno[i]*P[i-1]
+ }
+ return(P)
+ }
The simulation of the synthetic data proceeds as follows: A vector t is gen-
erated where each element is N (0, 1) distributed. Using equation 4.2 the value
for σ2t is generated, which is used to obtain at+ 1 via equation 4.1. Given the
value of at+ 1 we obtain Pt+ 1, which is the simulated data.
The plot below shows 224 observations generated with this simulation algo-
rythm, and below for comparison the original data series.
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Theils Um coefficient takes the value:
[1] 0.0253426
Theils Us coefficient takes the value:
[1] 0.1016635
Theil’s Uc Coefficient takes the value:
[1] 0.8729939
The figure below shows the historgam of the simulated data vs. the his-
togram of the original data.
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The figure below shows the qqplot of the simulated data vs. the qqplot of
the original data.
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The table below is a summary of the cumulative distibution function of sim-
ulated data, of the original data restricted to the last 224 observations and of
the original data for the past 10 years, in this order.
Empirical CDF: 224 unique values with summary
Min. 1st Qu. Median Mean 3rd Qu. Max.
2.080 3.539 4.059 4.315 4.994 9.446
Empirical CDF: 67 unique values with summary
Min. 1st Qu. Median Mean 3rd Qu. Max.
1.300 2.950 4.600 4.787 6.250 9.400
Empirical CDF: 96 unique values with summary
Min. 1st Qu. Median Mean 3rd Qu. Max.
0.700 3.075 5.450 5.554 7.825 12.400
The graph below shows the cdf of the simulated data at the left, the cdf of
the original data restricted to the last 224 observations and cdf of the original
data for the past 10 years.
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The graph below shows the acf of the simulated data at the left, the acf of
the original data.
42
0 10 20 30 40
−
0.
6
−
0.
4
−
0.
2
0.
0
0.
2
0.
4
0.
6
Lag
AC
F
Series  ou
0 10 20 30 40
−
0.
6
−
0.
4
−
0.
2
0.
0
0.
2
0.
4
0.
6
Lag
AC
F
Series  dataou
The graph below shows the pacf of the simulated data at the left, the pacf
of the original data.
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4.2.6 Garch (1,0), T-Student Residuals
The Garch (1,0) model takes the following form:
dPt = Pt− 1 + ν(µ− P )dt+ at, at = σt ∗ t,  ∼ T − dist.
σ2t = ω + α ∗ a2t− 1
The parameter values are estimated in the same way as for the model with
the gaussian error term, using t-innovations.
Series Initialization:
ARMA Model: arma
Formula Mean: ~ arma(0, 0)
GARCH Model: garch
Formula Variance: ~ garch(1, 0)
ARMA Order: 0 0
Max ARMA Order: 0
GARCH Order: 1 0
Max GARCH Order: 1
Maximum Order: 1
Conditional Dist: std
h.start: 2
llh.start: 1
Length of Series: 223
Recursion Init: mci
Series Scale: 0.1204385
Parameter Initialization:
Initial Parameters: $params
Limits of Transformations: $U, $V
Which Parameters are Fixed? $includes
Parameter Matrix:
U V params includes
mu -8.52759e-16 8.52759e-16 -5.649485e-14 TRUE
omega 1.00000e-06 1.00000e+02 1.000000e-01 TRUE
alpha1 1.00000e-08 1.00000e+00 1.000000e-01 TRUE
gamma1 -1.00000e+00 1.00000e+00 1.000000e-01 FALSE
delta 0.00000e+00 2.00000e+00 2.000000e+00 FALSE
skew 1.00000e-01 1.00000e+01 1.000000e+00 FALSE
shape 1.00000e+00 1.00000e+01 4.000000e+00 TRUE
Index List of Parameters to be Optimized:
mu omega alpha1 shape
1 2 3 7
Persistence: 0.1
--- START OF TRACE ---
Selected Algorithm: nlminb
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R coded nlminb Solver:
0: 460.26973: -8.52759e-16 0.100000 0.100000 4.00000
1: 305.24986: -8.52759e-16 0.918958 0.673761 4.01028
2: 300.97849: -8.52759e-16 0.665978 1.00000 4.63514
3: 298.88987: -8.52759e-16 0.560051 1.00000 6.43372
4: 296.18053: -8.52759e-16 0.264071 1.00000 10.0000
5: 295.84670: -8.52759e-16 0.480552 0.799401 10.0000
6: 294.99148: -8.52759e-16 0.413038 0.815413 10.0000
7: 294.83918: -8.52759e-16 0.345781 0.820673 10.0000
8: 294.77752: -8.52759e-16 0.374264 0.804699 10.0000
9: 294.77516: -8.52759e-16 0.371672 0.800940 10.0000
10: 294.77497: -8.52759e-16 0.371525 0.798440 10.0000
11: 294.77497: -8.52759e-16 0.371697 0.797952 10.0000
12: 294.77497: -8.52759e-16 0.371742 0.797892 10.0000
13: 294.77497: -8.52759e-16 0.371743 0.797893 10.0000
Final Estimate of the Negative LLH:
LLH: -177.2304 norm LLH: -0.7947551
mu omega alpha1 shape
-1.027050e-16 5.392292e-03 7.978928e-01 1.000000e+01
R-optimhess Difference Approximated Hessian Matrix:
mu omega alpha1 shape
mu -13247.133322 6.358219e+04 -147.9404895 4.84648917
omega 63582.191854 -1.098551e+06 -3392.7030094 -60.07928611
alpha1 -147.940490 -3.392703e+03 -43.1466122 -0.77096978
shape 4.846489 -6.007929e+01 -0.7709698 -0.07576102
attr(,"time")
Time difference of 0.0109551 secs
--- END OF TRACE ---
Time to Estimate Parameters:
Time difference of 0.04002595 secs
Title:
GARCH Modelling
Call:
garchFit(formula = ~garch(1, 0), data = res, cond.dist = c("std"))
Mean and Variance Equation:
data ~ garch(1, 0)
<environment: 0x7fab5651e358>
[data = res]
Conditional Distribution:
std
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Coefficient(s):
mu omega alpha1 shape
-1.0271e-16 5.3923e-03 7.9789e-01 1.0000e+01
Std. Errors:
based on Hessian
Error Analysis:
Estimate Std. Error t value Pr(>|t|)
mu -1.027e-16 1.411e-02 0.000 1.00000
omega 5.392e-03 1.683e-03 3.203 0.00136 **
alpha1 7.979e-01 2.608e-01 3.060 0.00222 **
shape 1.000e+01 4.368e+00 2.289 0.02206 *
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Log Likelihood:
177.2304 normalized: 0.7947551
Description:
Sun Jun 5 15:15:30 2016 by user:
Standardised Residuals Tests:
Statistic p-Value
Jarque-Bera Test R Chi^2 11.17693 0.003740757
Shapiro-Wilk Test R W 0.9821518 0.00646862
Ljung-Box Test R Q(10) 104.7454 0
Ljung-Box Test R Q(15) 112.1282 1.110223e-16
Ljung-Box Test R Q(20) 116.3851 1.332268e-15
Ljung-Box Test R^2 Q(10) 5.361623 0.8657502
Ljung-Box Test R^2 Q(15) 11.90741 0.6860236
Ljung-Box Test R^2 Q(20) 14.37022 0.8112398
LM Arch Test R TR^2 4.842883 0.9630218
Information Criterion Statistics:
AIC BIC SIC HQIC
-1.553636 -1.492521 -1.554264 -1.528964
The simulation algorithm is the same as in section 4.2.5, however generating the
vector t with each element being T − dist. distributed.
> OU.sim.Garch10T<-function(T=224, mu=4.257532, eta=0.1187, omega=5.392e-03, alpha1=7.979e-01, df=7){
+ P_0=3.2
+ P=rep(P_0,T)
+ et = rt(T,df)
+ inno = rep(0,T)
+ sigma = rep(0,T)
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+ for(i in 2:T){
+ sigma[i] = omega + alpha1 * inno[i-1]^2
+ inno[i] = sqrt(sigma[i]) * et[i]
+ P[i]=P[i-1]+eta*(mu-P[i-1])+inno[i]*P[i-1]
+ }
+ return(P)
+ }
The plot below shows 224 observations generated with the simulation algo-
rithm, and the original data series.
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Theils Um takes the value:
[1] 0.008972303
Theils Us takes the value:
[1] 0.07181161
Theils Uc takes the value:
[1] 0.9192161
The plot below shows the histogram of the simulated data vs. the histogram
of the original data.
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The figure below shows the qqplot of the simulated data vs. the qqplot of
the original data.
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The table below is a summary of the cumulative distibution function of sim-
ulated data, of the original data restricted to the last 224 observations and of
the original data for the past 10 years, in this order.
Empirical CDF: 224 unique values with summary
Min. 1st Qu. Median Mean 3rd Qu. Max.
0.5637 3.3230 4.1370 4.1920 4.8990 9.4530
Empirical CDF: 67 unique values with summary
Min. 1st Qu. Median Mean 3rd Qu. Max.
1.300 2.950 4.600 4.787 6.250 9.400
Empirical CDF: 96 unique values with summary
Min. 1st Qu. Median Mean 3rd Qu. Max.
0.700 3.075 5.450 5.554 7.825 12.400
The graph below shows the cdf of the simulated data at the left, the cdf of
the original data restricted to the last 224 observations and cdf of the original
data for the past 10 years.
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The graph below shows the acf of the simulated data at the left, the acf of
the original data.
49
0 10 20 30 40
−
0.
6
−
0.
4
−
0.
2
0.
0
0.
2
0.
4
0.
6
Lag
AC
F
Series  ou2
0 10 20 30 40
−
0.
6
−
0.
4
−
0.
2
0.
0
0.
2
0.
4
0.
6
Lag
AC
F
Series  dataou
The graph below shows the pacf of the simulated data at the left, the pacf
of the original data.
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4.2.7 Garch (1,1), Normal Residuals
The Garch (1,1) model takes the following form:
dPt = Pt− 1 + ν(µ− P )dt+ at, at = σt ∗ t,  ∼ N (µ, σ)
σ2t = ω + α ∗ a2t− 1 + β ∗ σ2t− 1
The simulation algorithm has been modified to include the beta parameter.
See below.
> OU.sim.Garch11N<- function(T=224, mu=4.257532, eta=0.1187, omega=4.181e-03, alpha1=6.353e-01, beta1=1.400e-01){
+ P_0=3.2
+ P=rep(P_0,T)
+ et = rnorm(T)
+ inno = rep(0, T)
+ sigma = rep(0, T)
+ sw = rep(0,T)
+ for (i in 2:T) {
+ sigma[i] = omega + alpha1 * inno[i-1]^2 + beta1 * sigma[i-1]
+ inno[i] = sqrt(sigma[i]) * et[i]
+ P[i]=P[i-1]+eta*(mu-P[i-1])+inno[i]*P[i-1]
+ }
+ return(P)
+ }
The Garch(1,1) Model with normal residuals is displayed below.
Title:
GARCH Modelling
Call:
garchFit(formula = ~garch(1, 1), data = res, trace = F)
Mean and Variance Equation:
data ~ garch(1, 1)
<environment: 0x7fab58962628>
[data = res]
Conditional Distribution:
norm
Coefficient(s):
mu omega alpha1 beta1
-1.0271e-16 4.1805e-03 6.3527e-01 1.4000e-01
Std. Errors:
based on Hessian
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Error Analysis:
Estimate Std. Error t value Pr(>|t|)
mu -1.027e-16 1.922e-02 0.000 1.0000
omega 4.181e-03 2.602e-03 1.607 0.1081
alpha1 6.353e-01 2.577e-01 2.465 0.0137 *
beta1 1.400e-01 1.350e-01 1.037 0.2996
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Log Likelihood:
178.7411 normalized: 0.8015295
Description:
Sun Jun 5 15:15:30 2016 by user:
Standardised Residuals Tests:
Statistic p-Value
Jarque-Bera Test R Chi^2 15.42254 0.0004477529
Shapiro-Wilk Test R W 0.976537 0.000909534
Ljung-Box Test R Q(10) 113.5404 0
Ljung-Box Test R Q(15) 120.682 0
Ljung-Box Test R Q(20) 125.1259 0
Ljung-Box Test R^2 Q(10) 3.948497 0.9496404
Ljung-Box Test R^2 Q(15) 10.86792 0.7619
Ljung-Box Test R^2 Q(20) 13.41256 0.8589898
LM Arch Test R TR^2 4.178395 0.9799978
Information Criterion Statistics:
AIC BIC SIC HQIC
-1.567185 -1.506069 -1.567813 -1.542513
The plot below shows 224 observations generated with the simulation algo-
rithm, and the original data series.
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Theils U takes the value:
[1] 0.02256408
Theils Us takes the value:
[1] 0.1022118
Theils Uc takes the value:
[1] 0.8752241
The figure below shows the historgam of the simulated data vs. the his-
togram of the original data.
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The figure below shows the qqplot of the simulated data vs. the qqplot of
the original data.
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The table below is a summary of the cumulative distibution function of sim-
ulated data,of the original data restricted to the last 224 observations and of
the original data for the past 10 years, in this order.
Empirical CDF: 224 unique values with summary
Min. 1st Qu. Median Mean 3rd Qu. Max.
2.136 3.505 4.025 4.301 4.898 9.253
Empirical CDF: 67 unique values with summary
Min. 1st Qu. Median Mean 3rd Qu. Max.
1.300 2.950 4.600 4.787 6.250 9.400
Empirical CDF: 96 unique values with summary
Min. 1st Qu. Median Mean 3rd Qu. Max.
0.700 3.075 5.450 5.554 7.825 12.400
The graph below shows the cdf of the simulated data at the left,the cdf of
the original data restricted to the last 224 observations and cdf of the original
data for the past 10 years.
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The graph below shows the acf of the simulated data at the left,the acf of
the original data.
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The graph below shows the pacf of the simulated data at the left,the pacf of
the original data.
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4.2.8 Garch (1,1), T-Student Residuals
The Garch (1,1) model assuming that the random term follows a T-Student
distribution takes the following form:
dPt = Pt− 1 + ν(µ− P )dt+ at, at = σt ∗ t,  ∼ T − dist.
σ2t = ω + α ∗ a2t− 1 + β ∗ σ2t− 1
The Ohrnstein-Uhlenbeck Process with Garch(1,1) Innovations with T-Student
errors simulation algorithm is displayed below.
> OU.sim.Garch11T<- function(T=224, mu=4.257532, eta=0.1187, omega=2.566e-03, alpha1=7.491e-01, beta1=2.422e-01){
+ P_0=3.2
+ P=rep(P_0,T)
+ et = rt(T,7)
+ inno = rep(0, T)
+ sigma = rep(0, T)
+ sw = rep(0,T)
+ for (i in 2:T) {
+ sigma[i] = omega + alpha1 * inno[i-1]^2 + beta1 * sigma[i-1]
+ inno[i] = sqrt(sigma[i]) * et[i]
+ P[i]=P[i-1]+eta*(mu-P[i-1])+inno[i]*P[i-1]
+ }
+ return(P)
+ }
>
The output below is generated using Tsays parameter estimation function
for the Garch(1,1) model with t-distribued error terms.
Series Initialization:
ARMA Model: arma
Formula Mean: ~ arma(0, 0)
GARCH Model: garch
Formula Variance: ~ garch(1, 1)
ARMA Order: 0 0
Max ARMA Order: 0
GARCH Order: 1 1
Max GARCH Order: 1
Maximum Order: 1
Conditional Dist: std
h.start: 2
llh.start: 1
Length of Series: 223
Recursion Init: mci
Series Scale: 0.1204385
Parameter Initialization:
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Initial Parameters: $params
Limits of Transformations: $U, $V
Which Parameters are Fixed? $includes
Parameter Matrix:
U V params includes
mu -8.52759e-16 8.52759e-16 -5.649485e-14 TRUE
omega 1.00000e-06 1.00000e+02 1.000000e-01 TRUE
alpha1 1.00000e-08 1.00000e+00 1.000000e-01 TRUE
gamma1 -1.00000e+00 1.00000e+00 1.000000e-01 FALSE
beta1 1.00000e-08 1.00000e+00 8.000000e-01 TRUE
delta 0.00000e+00 2.00000e+00 2.000000e+00 FALSE
skew 1.00000e-01 1.00000e+01 1.000000e+00 FALSE
shape 1.00000e+00 1.00000e+01 4.000000e+00 TRUE
Index List of Parameters to be Optimized:
mu omega alpha1 beta1 shape
1 2 3 5 8
Persistence: 0.9
--- START OF TRACE ---
Selected Algorithm: nlminb
R coded nlminb Solver:
0: 314.32270: -8.52759e-16 0.100000 0.100000 0.800000 4.00000
1: 311.80406: -8.52759e-16 0.118430 0.140554 0.818057 4.00162
2: 309.53384: -8.52759e-16 0.0939924 0.158689 0.780840 4.00297
3: 305.87059: -8.52759e-16 0.0750790 0.251588 0.766360 4.01035
4: 304.97354: -8.52759e-16 0.0530319 0.256488 0.738929 4.01149
5: 304.04978: -8.52759e-16 0.0612748 0.290405 0.743185 4.01673
6: 302.92450: -8.52759e-16 0.0266537 0.338375 0.708394 4.03531
7: 301.53810: -8.52759e-16 0.0739359 0.369257 0.667813 4.05011
8: 300.69926: -8.52759e-16 0.0421564 0.425023 0.640775 4.06441
9: 299.96639: -8.52759e-16 0.0438201 0.484019 0.665801 4.19135
10: 298.53560: -8.52759e-16 0.0785079 0.508852 0.578773 4.29540
11: 298.36217: -8.52759e-16 0.0647008 0.524814 0.569419 4.30004
12: 298.17770: -8.52759e-16 0.0744295 0.539911 0.570719 4.31521
13: 297.90119: -8.52759e-16 0.0678919 0.557431 0.552000 4.35416
14: 295.68194: -8.52759e-16 0.123922 0.705868 0.393121 5.06328
15: 294.77296: -8.52759e-16 0.126274 0.716007 0.355053 5.80605
16: 293.87877: -8.52759e-16 0.156170 0.789500 0.251856 7.01216
17: 293.49547: -8.52759e-16 0.171449 0.786463 0.220988 7.98847
18: 293.07594: -8.52759e-16 0.178203 0.734157 0.230185 9.46773
19: 292.93261: -8.52759e-16 0.186500 0.761264 0.230104 10.0000
20: 292.92634: -8.52759e-16 0.181393 0.749413 0.237380 10.0000
21: 292.92550: -8.52759e-16 0.178390 0.747171 0.240998 10.0000
22: 292.92531: -8.52759e-16 0.177068 0.748109 0.242242 10.0000
23: 292.92529: -8.52759e-16 0.176853 0.748984 0.242288 10.0000
24: 292.92529: -8.52759e-16 0.176887 0.749099 0.242218 10.0000
25: 292.92529: -8.52759e-16 0.176892 0.749106 0.242209 10.0000
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Final Estimate of the Negative LLH:
LLH: -179.0801 norm LLH: -0.8030496
mu omega alpha1 beta1 shape
-1.027050e-16 2.565898e-03 7.491061e-01 2.422086e-01 1.000000e+01
R-optimhess Difference Approximated Hessian Matrix:
mu omega alpha1 beta1 shape
mu -13607.573939 1.443152e+05 -120.6426363 601.648573 6.12831443
omega 144315.159896 -2.492466e+06 -8307.9264855 -24243.214741 -73.24315882
alpha1 -120.642636 -8.307926e+03 -70.5378208 -110.841349 -0.94427113
beta1 601.648573 -2.424321e+04 -110.8413486 -291.245274 -1.41595810
shape 6.128314 -7.324316e+01 -0.9442711 -1.415958 -0.07101424
attr(,"time")
Time difference of 0.01467299 secs
--- END OF TRACE ---
Time to Estimate Parameters:
Time difference of 0.09001493 secs
Title:
GARCH Modelling
Call:
garchFit(formula = ~garch(1, 1), data = res, cond.dist = c("std"))
Mean and Variance Equation:
data ~ garch(1, 1)
<environment: 0x7fab547508e8>
[data = res]
Conditional Distribution:
std
Coefficient(s):
mu omega alpha1 beta1 shape
-1.0271e-16 2.5659e-03 7.4911e-01 2.4221e-01 1.0000e+01
Std. Errors:
based on Hessian
Error Analysis:
Estimate Std. Error t value Pr(>|t|)
mu -1.027e-16 NA NA NA
omega 2.566e-03 NA NA NA
alpha1 7.491e-01 1.797e-01 4.169 3.06e-05 ***
beta1 2.422e-01 1.234e-01 1.964 0.0496 *
shape 1.000e+01 3.474e+00 2.878 0.0040 **
59
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Log Likelihood:
179.0801 normalized: 0.8030496
Description:
Sun Jun 5 15:15:31 2016 by user:
Standardised Residuals Tests:
Statistic p-Value
Jarque-Bera Test R Chi^2 34.6377 3.009664e-08
Shapiro-Wilk Test R W 0.9685898 7.437693e-05
Ljung-Box Test R Q(10) 103.6211 0
Ljung-Box Test R Q(15) 110.6393 1.110223e-16
Ljung-Box Test R Q(20) 115.1769 2.220446e-15
Ljung-Box Test R^2 Q(10) 4.332129 0.9311228
Ljung-Box Test R^2 Q(15) 12.02433 0.6771868
Ljung-Box Test R^2 Q(20) 14.18446 0.8210217
LM Arch Test R TR^2 4.872542 0.9621011
Information Criterion Statistics:
AIC BIC SIC HQIC
-1.561256 -1.484862 -1.562233 -1.530416
The plot below shows 224 observations generated with the simulation algo-
rithm, and the original data series.
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Theils U takes
the value:
[1] 0.009998861
Theils Us takes the value:
[1] 0.01136924
Theils Uc takes the value:
[1] 0.9786319
The figure below shows the historgam of the simulated data vs. the his-
togram of the original data.
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The figure below shows the qqplot of the simulated data vs. the qqplot of
the original data.
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The table below is a summary of the cumulative distibution function of sim-
ulated data, of the original data restricted to the last 224 observations and of
the original data for the past 10 years, in this order.
Empirical CDF: 224 unique values with summary
Min. 1st Qu. Median Mean 3rd Qu. Max.
-0.1601 3.2930 3.9220 4.2270 5.0150 10.4500
Empirical CDF: 67 unique values with summary
Min. 1st Qu. Median Mean 3rd Qu. Max.
1.300 2.950 4.600 4.787 6.250 9.400
Empirical CDF: 96 unique values with summary
Min. 1st Qu. Median Mean 3rd Qu. Max.
0.700 3.075 5.450 5.554 7.825 12.400
The graph below shows the cdf of the simulated data at the left, the cdf of
the original data restricted to the last 224 observations and cdf of the original
data for the past 10 years.
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The graph below shows the acf of the simulated data at the left, the acf of
the original data.
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The graph below shows the pacf of the simulated data at the left, the pacf
of the original data.
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4.2.9 IGarch Model
In the above model α + β is close to 1. Thus the AR polynomial of the
GARCH representation has a unit root. If α + β = 1 the simulation of σ
would tend to a straight line with slope ω. Substituting α and β repeatedly into
σ2t− 1 = ω + (α+ β) ∗ σ2t would give σ2t− 1 = σt+ (L− 1) ∗ ω and thus the
effect of σ2t is persistent (all future shocks depend on it). In situations like this
the IGARCH model, which is a unit-root GARCH model, is more appropriate.
The IGARCH model takes the following form:
dPt = Pt− 1 + ν(µ− P )dt+ at, at = σt ∗ t,  ∼ N (µ, σ)
σ2t = ω + (1− β) ∗ a2t− 1 + β ∗ σ2t− 1
The parameter α is not used in the model, and so unconditional variance
is not accounted for in the equation. The IGarch accounts for occasional level
shifts, not for autoregression.
Estimates: 0.003125846 0.1835808
Maximized log-likehood: -177.8069
Coefficient(s):
Estimate Std. Error t value Pr(>|t|)
omega 0.00312585 0.00106554 2.93357 0.0033508 **
beta 0.18358082 0.12769466 1.43765 0.1505321
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
The simulation algorithm:
> OU.sim.IGarch11N<- function(T=224,mu=4.257532, eta=0.1187, omega=0.00312585, beta1=0.1835804){
+ P_0=3.2
+ P=rep(P_0,T)
+ et = rnorm(T)
+ inno = rep(0, T)
+ sigma = rep(0, T)
+ sw = rep(0,T)
+ for (i in 2:T) {
+ sigma[i] = omega + (beta1*sigma[i-1])+((1-beta1)*inno[i-1]^2)
+ inno[i] = sqrt(sigma[i]) * et[i]
+ P[i]=P[i-1]+eta*(mu-P[i-1])+inno[i]*P[i-1]
+ }
+ return(P)
+ }
The plot below shows 224 observations generated with the simulation algo-
rythm, and the original data series.
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Theils Um takes the value:
[1] 0.01981267
Theils Us takes the value:
[1] 0.04164818
Theils Uc takes the value
[1] 0.9385392
The figure below shows the historgam of the simulated data vs. the his-
togram of the original data.
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The figure below shows the qqplot of the simulated data vs. the qqplot of
the original data.
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The table below is a summary of the cumulative distibution function of sim-
ulated data, of the original data restricted to the last 224 observations and of
the original data for the past 10 years, in this order.
Empirical CDF: 224 unique values with summary
Min. 1st Qu. Median Mean 3rd Qu. Max.
2.040 3.353 3.944 4.305 4.863 10.350
Empirical CDF: 67 unique values with summary
Min. 1st Qu. Median Mean 3rd Qu. Max.
1.300 2.950 4.600 4.787 6.250 9.400
Empirical CDF: 96 unique values with summary
Min. 1st Qu. Median Mean 3rd Qu. Max.
0.700 3.075 5.450 5.554 7.825 12.400
The graph below shows the cdf of the simulated data at the left, the cdf of
the original data restricted to the last 224 observations and cdf of the original
data for the past 10 years.
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The graph below shows the acf of the simulated data at the left, the acf of
the original data.
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The graph below shows the pacf of the simulated data at the left, the pacf
of the original data.
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The table below shows the AIC values and the value of Theils’U for each
of the models. The values confirm what we have already seen on the graphical
comparisons. On the basis of the AIC the Garch (1,0) model with the normal
residuals provides the best fit for the original series. In the previous comparison
we saw that it was this model that was able to reproduce the autoregressive
structure of the original data. For this reason, this model will be used for the
input data generation.
We can see that all the Theils Us coefficients, measuring the systematic er-
ror, are very low. The rule of thumb for this coefficient is, that it must be lower
than 0.2, a criterion that is met by all the series. Theils Um, measuring the
ability to reproduce the variability of the observed time series, are also very low
for all the series. The Us coefficient being close to 1 indicates that a big part of
the variability of the synthetic series does not match the original series, however
in this case the values are far away from 1. The last of Theil’s coefficients, Uc, is
high for all the data series, indicating that the proportion of the non systematic
error is the highest source of error in the synthetic data.
Figure 4.1: AIC and Theil’s U Comparison
The ability to induce heteroscedastic behaviour into the simulated data was
the main consideration when choosing a model to simulate the sea-state. The
plot below shows the variance plotted against the mean of the synhtetic sea-
state data at point 9. We can see that the variance is still higher when the
mean is higher, thus we can see that heteroscedasticity has been induced into
the synthetic data.
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4.3 Modeling Weather Events with Multivariate
Garch Models
As we have seen in section 3.3 the variables collected at the different locations
have very high positive correllations. The univariate approach for generating
the input data of the simulation model ignores these.
The problem with estimating a multivariate volatility model is that the num-
ber of parameters in such a model increases rapidly with the number of series
(dimension of the model). For the estimation of the model it is better if the
model is parsimonious. However we might sacrifice dynamics in the correlation
matrix. We are aiming to parameterize the covariance matrix, so that it is
computationally feasible but at a minimum loss of generality. It is a trade off
between detail and parsimony.
To find a balance between capturing detail and and parsimony we will try
to employ a simulation algorithm with a co-moving correlation matrix that cap-
tures the correlation of all the series at a time. Multivariate Garch models
impose the restriction of definite positivity on the correlation matrix.
A specific group of multivariate GARCH models are correlation models,
which are based on the decomposition of the conditional covariance matrix into
conditional standard deviations and correlations. We will use the DCC model,
mainly for its parsimony.
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4.3.1 The DCC-GARCH Model
The DCC model is adapted from the Constant Conditional Correlation Model
(CCC) of Bollerslev (1990), which specifies the conditional covariance matrix by
Ht = Dt ∗Rt ∗Dt
In this model Rt is simply the sample correlation matrix of at, and thus
underlies the assumption of the conditional correlations to be constant. Dt is a
diagonal matrix, with the diagonal elements representing the square root of the
estimates of the univariate GARCH volatilities of the corresponding series.
However the assumption of a constant conditional correlation is impractical.
Engle (2002) modified the CCC model to the Dynamic Conditional Correlation
model (DCC). The model takes the following form:
Ht = Dt ∗Rt ∗Dt (4.3)
Rt = diag(Qt)(1/2) ∗Qt ∗ diag(Qt)(1/2)
Qt = S ∗ (1− α− β) + α ∗ ηt− 1 ∗ η′t− 1 + β ∗Qt− 1
η = D−1t ∗ at
where α and β are parameters, such that 0 < α + β < 1. If α and β
are both zero the model es equal to the CCC model. S is the unconditional
covariance matrix of Rt. Qt is a positive definite matrix, and diag(Qt) =
diagsqrt(q11, t), ..., sqrt(qkk, t) is a normalisation matrix. η = D−1t ∗ at are
the standardized innovations, with conditional variances equal to 1, but they
are correlated with the conditional correlations represented by Rt.
The mean function will be modeled by the Ornstein-Uhlenbeck process, just
as was done for the univariate data. The DCC model is then fit to the residuals
of the model for the mean function.
To estimate the parametes of the DCC model we use the procedure as sug-
gested by Tsay using the commands dccPre and dccFit. The command dccPre
function fits univariate GARCH(1,1) models to each column of the residual ma-
trix and obtains the marginally standardized series η i neeeded for the DCC
parameter estimation.
The output below shows the coefficients of the univariate GARCH(1,1) mod-
els. We can see that the residual means are virtually zero.
[1] 4.048681
Sample mean of the returns: -5.848787e-17 -5.454505e-17 -9.076303e-17 6.72856e-17 1.031018e-16 1.239323e-16 6.888725e-17 7.801222e-17
Component: 1
Estimates: 0.065975 0.94288 0
se.coef : 0.018561 0.151267 0.100023
72
t-value : 3.554579 6.233211 0
Component: 2
Estimates: 0.044371 0.986686 0
se.coef : 0.016168 0.16817 0.132204
t-value : 2.74434 5.867185 0
Component: 3
Estimates: 0.04902 0.959607 0
se.coef : 0.017911 0.193262 0.180111
t-value : 2.736829 4.965327 0
Component: 4
Estimates: 0.04605 1 0
se.coef : 0.021309 0.146354 0.131597
t-value : 2.161072 6.832766 0
Component: 5
Estimates: 0.053629 0.995829 0
se.coef : NaN NaN NaN
t-value : NaN NaN NaN
Component: 6
Estimates: 0.09134 0.901559 0
se.coef : 0.032913 0.253898 0.262812
t-value : 2.775146 3.550868 0
Component: 7
Estimates: 0.083765 0.927535 0
se.coef : NaN NaN NaN
t-value : NaN NaN NaN
Component: 8
Estimates: 0.067548 0.963662 0
se.coef : 0.048966 0.203964 0.276921
t-value : 1.379477 4.724658 0
Length Class Mode
marVol 1792 -none- numeric
sresi 1792 -none- numeric
est 24 -none- numeric
se.coef 24 -none- numeric
The table below shows the coefficient matrix of the GARCH models, which
will be used to generate the volatility series of the synthetic data, extracted
from the above estimation.
omega alpha1 beta1
[1,] 0.06597527 0.9428805 1e-08
[2,] 0.04437143 0.9866860 1e-08
[3,] 0.04902005 0.9596071 1e-08
[4,] 0.04604951 1.0000000 1e-08
[5,] 0.05362895 0.9958287 1e-08
[6,] 0.09133964 0.9015586 1e-08
[7,] 0.08376508 0.9275346 1e-08
[8,] 0.06754801 0.9636622 1e-08
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The output below was obtained estimating the specified DCC model, using
the dccFit function operating on the marginally standardized series. Its sub-
command type was used to specify the type of DCC model to be Engle. The
innovations are specified to be Gaussian.
Estimates: 0.7455528 0.079999
st.errors: 0.03325051 0.01092908
t-values: 22.4223 7.31983
Length Class Mode
estimates 2 -none- numeric
Hessian 4 -none- numeric
rho.t 14336 -none- numeric
The simulation algorithm built is displayed below.
> DCC<- function(alpha,beta,coeff,sres,MU,ETA){
+ h1 = rep(0.3, 2400)
+ h2 = rep(0.3, 2400)
+ h3 = rep(0.3, 2400)
+ h4 = rep(0.3, 2400)
+ h5 = rep(0.3, 2400)
+ h6 = rep(0.3, 2400)
+ h7 = rep(0.3, 2400)
+ h8 = rep(0.3, 2400)
+ n1 = rep(0.3, 2400)
+ n2 = rep(0.3, 2400)
+ n3 = rep(0.3, 2400)
+ n4 = rep(0.3, 2400)
+ n5 = rep(0.3, 2400)
+ n6 = rep(0.3, 2400)
+ n7 = rep(0.3, 2400)
+ n8 = rep(0.3, 2400)
+ NT = matrix(rep(0.3,19200), ncol = 8)
+ AT = matrix(rep(0.3,19200), ncol = 8)
+ OU = matrix(rep(0.3,19200), ncol = 8)
+ PT = matrix(rep(0.3,64), ncol = 8)
+ QT = matrix(rep(0.3,64), ncol = 8)
+ HT = matrix(rep(0.3,64), ncol = 8)
+ for (i in 2:2400) {
+ covariance <- matrix(c(sqrt(h1[i]),0,0,0,0,0,0,0,
+ 0,sqrt(h2[i]),0,0,0,0,0,0,
+ 0,0,sqrt(h3[i]),0,0,0,0,0,
+ 0,0,0,sqrt(h4[i]),0,0,0,0,
+ 0,0,0,0,sqrt(h5[i]),0,0,0,
+ 0,0,0,0,0,sqrt(h6[i]),0,0,
+ 0,0,0,0,0,0,sqrt(h7[i]),0,
+ 0,0,0,0,0,0,0,sqrt(h8[i])
+ ), ncol=8,nrow=8)
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+ NT[i,1:8] = mvrnorm(1,c(0,0,0,0,0,0,0,0),HT)
+ h1[i] = coeff[1,1] + coeff[1,2] %*% AT[i-1,1]^2 + coeff[1,3] %*% h1[i-1]
+ h2[i] = coeff[2,1] + coeff[2,2] %*% AT[i-1,2]^2 + coeff[2,3] %*% h2[i-1]
+ h3[i] = coeff[3,1] + coeff[3,2] %*% AT[i-1,3]^2 + coeff[3,3] %*% h3[i-1]
+ h4[i] = coeff[4,1] + coeff[4,2] %*% AT[i-1,4]^2 + coeff[4,3] %*% h4[i-1]
+ h5[i] = coeff[5,1] + coeff[5,2] %*% AT[i-1,5]^2 + coeff[5,3] %*% h5[i-1]
+ h6[i] = coeff[6,1] + coeff[6,2] %*% AT[i-1,6]^2 + coeff[6,3] %*% h6[i-1]
+ h7[i] = coeff[7,1] + coeff[7,2] %*% AT[i-1,7]^2 + coeff[7,3] %*% h7[i-1]
+ h8[i] = coeff[8,1] + coeff[8,2] %*% AT[i-1,8]^2 + coeff[8,3] %*% h8[i-1]
+ AT[i,1]= (sqrt(h1[i]))*NT[i,1]
+ AT[i,2]= (sqrt(h2[i]))*NT[i,2]
+ AT[i,3]= (sqrt(h3[i]))*NT[i,3]
+ AT[i,4]= (sqrt(h4[i]))*NT[i,4]
+ AT[i,5]= (sqrt(h5[i]))*NT[i,5]
+ AT[i,6]= (sqrt(h6[i]))*NT[i,6]
+ AT[i,7]= (sqrt(h7[i]))*NT[i,7]
+ AT[i,8]= (sqrt(h8[i]))*NT[i,8]
+ QT = ((1-alpha-beta)* cov(sres)) + (alpha*(QT)) + (beta*(NT[i,1:8]%*%t(NT[i,1:8])))
+ JT <- matrix(c(sqrt(QT[1,1]),0,0,0,0,0,0,0,
+ 0,sqrt(QT[2,2]),0,0,0,0,0,0,
+ 0,0,sqrt(QT[3,3]),0,0,0,0,0,
+ 0,0,0,sqrt(QT[4,4]),0,0,0,0,
+ 0,0,0,0,sqrt(QT[5,5]),0,0,0,
+ 0,0,0,0,0,sqrt(QT[6,6]),0,0,
+ 0,0,0,0,0,0,sqrt(QT[7,7]),0,
+ 0,0,0,0,0,0,0,sqrt(QT[8,8])),ncol=8,nrow=8)
+ PT<- JT %*% QT %*% (JT)
+ HT<- covariance %*% PT %*% (covariance)
+ OU[i,1:8]<-(OU[i-1,1:8]+(ETA*(MU-OU[i-1,1:8])))+(AT[i,1:8]*OU[i-1,1:8])
+ ll<-OU
+ }
+ return(ll)
+ }
The simulation of the synthetic data proceeds as follows. Given Jt, η is gen-
erated as η = D−1t ∗at. Using the equations for Rt and Qt, a value for Rt+1 is
in turn used to obtain ηt+1. The conditional variances are then computed using
the conditional variances which are constructed iteratively using the univariate
garch equations as the covariance matrix for the normal random number gen-
erator. The conditional variance is then incorporated into the generation of the
mean function, working exactly as in the univariate case, just simulataneously
for all the series. In total, 2400 sea states are generated for each series.
The plot below shows the correllation of the original data which is attempted
to be recreated in the synthetic data.
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The plot below shows the correllation structure of the data generated with
the above function. We can see that the generated data nicely resembles the
correllation structure of the original data.
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dataou1 dataou3 dataou4 dataou5 dataou6 dataou7 dataou8
dataou1 1.0000000 0.9242680 0.9230115 0.9269598 0.9293877 0.9180892 0.9196639
dataou3 0.9242680 1.0000000 0.9898809 0.9545039 0.9130115 0.8781481 0.8629134
dataou4 0.9230115 0.9898809 1.0000000 0.9802702 0.9428223 0.9076156 0.8951971
dataou5 0.9269598 0.9545039 0.9802702 1.0000000 0.9840741 0.9552478 0.9492012
dataou6 0.9293877 0.9130115 0.9428223 0.9840741 1.0000000 0.9879117 0.9865169
dataou7 0.9180892 0.8781481 0.9076156 0.9552478 0.9879117 1.0000000 0.9941882
dataou8 0.9196639 0.8629134 0.8951971 0.9492012 0.9865169 0.9941882 1.0000000
dataou9 0.9249167 0.8758172 0.9084503 0.9601652 0.9888014 0.9807179 0.9928361
dataou9
dataou1 0.9249167
dataou3 0.8758172
dataou4 0.9084503
dataou5 0.9601652
dataou6 0.9888014
dataou7 0.9807179
dataou8 0.9928361
dataou9 1.0000000
[,1] [,2] [,3] [,4] [,5] [,6] [,7]
[1,] 1.0000000 0.9010174 0.9066269 0.9046344 0.9064500 0.8945357 0.8947396
[2,] 0.9010174 1.0000000 0.9836946 0.9308797 0.8775435 0.8315982 0.8112692
[3,] 0.9066269 0.9836946 1.0000000 0.9695364 0.9263349 0.8811186 0.8645791
[4,] 0.9046344 0.9308797 0.9695364 1.0000000 0.9809899 0.9439047 0.9335960
[5,] 0.9064500 0.8775435 0.9263349 0.9809899 1.0000000 0.9855310 0.9803103
[6,] 0.8945357 0.8315982 0.8811186 0.9439047 0.9855310 1.0000000 0.9933705
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[7,] 0.8947396 0.8112692 0.8645791 0.9335960 0.9803103 0.9933705 1.0000000
[8,] 0.9009271 0.8297572 0.8824218 0.9498129 0.9848490 0.9816473 0.9929439
[,8]
[1,] 0.9009271
[2,] 0.8297572
[3,] 0.8824218
[4,] 0.9498129
[5,] 0.9848490
[6,] 0.9816473
[7,] 0.9929439
[8,] 1.0000000
The plot below shows 224 observations of the syntetic data, and below for
comparison the original data series.
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The values below are the three Theil coefficients calculated for each of the
data series. We can see that the Theils Um, describing the systematic error is
up to 10 times bigger than for the univariate data. The values for the Us coef-
ficients are also substantially higher, indicating that the variance is resembled
better by the univariate model. However the values are below the acceptable
treshold of being unacceptable.
[,1] [,2]
[1,] "TheilsUm" "TheilsUs"
[2,] "0.125690285165236" "0.031329657020976"
[3,] "0.117793655837621" "0.219251280192075"
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[4,] "0.141313915603175" "0.183664274652645"
[5,] "0.0850589700358057" "0.286114976968733"
[6,] "0.0930696355072826" "0.209603676553878"
[7,] "0.10408505261143" "0.0541843411729022"
[8,] "0.105894289208745" "0.0526216117423358"
[9,] "0.0924162564589404" "0.123412472216667"
[1] "TheilsUc" "0.842980057813788" "0.662955063970303"
[4] "0.67502180974418" "0.628826052995461" "0.697326687938839"
[7] "0.841730606215668" "0.84148409904892" "0.784171271324393"
Appendix 9.3 shows the histograms of each points´ synthetic and original
data. We can see that there are differences in the distributions of each pair.
The simulated data is closer to a normal distribution than to the empirical dis-
tribution of the original series.
The QQ-Plots of the simulated series vs. the QQ-Plots of the original series
can be seen in Appendix 9.4, they confirm what we saw on the histogramm.
The synthetic data is closer to a normal distribution than the original series,
which is due to the normal distribution, with the conditional correllation matrix
being used as a random number generator.
Appendix 9.5 shows the summaries of the cumulative distribution function,
and appendix 9.6 the plots of the generated data and the original series. We
can see that there are vast differences in the empirical distribution of each.
The acf plots in appendix 9.7 show that the method fails in reproducing
the autocorrellation structure prevalent in the underlying series. The same is
observed from the pacf plots in appendix 9.8.
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Chapter 5
Simulation Model
5.1 System Description
The installations at the nordic continental shelf require periodic visits, that are
planned by a weekly sailing plan, starting at a discrete point in time/at a de-
fined start day and is repeated for the duration of the simulation. The vessel
sails several chronologically scheduled voyages per week. The scenario of several
vessels performing the voyages in the sailing plan is not considered, due to the
limited scope of this work.
The model in this work, simulates the voyage of one vessel, subsequently
executed, which a vessel sails during 3 days, starting and ending at the supply
depot.
The voyage is characterised by its start time, planned duration, voyage end
time, and the sequence of installations to visit. The voyage window, the voyages
maximum duration, is the period of time until the next voyage.
The voyage starts with the vesselA¨oˆs unloading and loading operations at
the base (8am). After completing the unloading and loading operations at the
supply base, the vessel sails to the first installation on the voyage.
The Installation Process is described in detail in section 6.1.1. Upon termina-
tion of the operations at the installations, the vessel sails to the next installation.
The sailing process is described in detail in section 6.1.2.
Safety regulations require the operations performed at the offshore installa-
tions to be ceased during periods of time in which the SWH exceeds 4.5 meters.
The onshore supply depot is closed from 16:00 pm to 8:00 am. Given that
the time it takes to prepare a vessel for a voyage is 8 hours, the consequence of
these opening times is that the vessel has to arrive before 8:00 am to leave the
depot on the same day, otherwise it will have to wait over night, and would lose
16 hours.
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Generally installations with drilling operations are open 24 hours a day,
while installations with only production activities are closed at night and are
only available from 7:00 am to 19:00 pm. The Installations Draupner, Sleipner,
Glitne and Heimdal are available for loading and unloading operations from 7:00
am to 19:00 pm. Grane is open for operations all day. In this simulation setup
we will allow service that has already started to continue after 19:00 pm.
While in reality the actual service time at the installations depends on the
actual demand as well as on the current weather conditions, for this simulation
study we are assuming the service time under good weather conditions (SWH
<3.5m) to be 2.24 hours at Draupner, 4.9 hours at Sleipner and 4.0 at Glitne.
Both, sailing to the installation and the installation visit itself evolve over
time, and are thus defined as processes. For each a submodel is in place which
will be explained in the subsequent sections. The duration of these two sequen-
tially alternating processes defining the vessel voyage are subject to uncertainty
induced by the weather, which makes the problem highly stochastic.
The performance measure of interest for this simulation is the robustness of
the voyage. As a robustness measure we use the Percentage of Voyages com-
pleted within time, specifically in 64 hours.
5.1.1 The Sailing Process
Figure 5.1 below shows the flowchart of the conceptual sailing model.
The difficulty of the Sailing Process is that the wave height has to change
on the call of two events, the time advancing to the time of the next weather
change, and is based on the change of the location of the vessel. The weather is
changing as soon as the distance of the vessel to the next coordinate is smaller
than to the previous coordinate, and every three hours.
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Figure 5.1: VoyageFlowchart
The concept is the following: At the beginning of the voyage the system clock
and the SWH are updated. Using the SWH we can calculate the speed of the
vessel, as this is a function of the SWH. Furthermore we update the kilometers
until the next ”Checkpoint”, the point on the grid, where the vessel is closer to
the next point than to the previous point.
The next step is to see if the sailing duration until the next geographically
triggered weather change is smaller or larger than the time to the next weather
change.
If it is smaller, the next event on the list is the arrival at the checkpoint. The
arrival time is the sum of the current SystemClock and the km to the checkpoint
divided by the speed. Once the time has proceeded to the arrival time at the
checkpoint, the SWH is changed. If the next stop is not a platform, then the
vessel goes back to the start.
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If the sailing duration until the next geographically triggered weather change
is longer than the time to the next weather change, the next event on the list
is the weather change at time System Clock plus time to next weather change,
from there the vessel goes back to the start.
If after the wave change based on geographic location the next station is an
installation, we proceed to the exit of the system, by updating the System Clock
for the last time, updating the SWH, and calculating the speed. The arrival at
the platform occurs at SystemClock, incremented by the km to the platforms
divided by the speed, at which point in time the vessel leaves the Voyage model
to begin the service.
5.1.2 The Installation Process
Figure 5.2 below shows the flowchart of the conceptual installation model.
Figure 5.2: InstallationFlowchart
When the vessel arrives at the Installation, the SystemClock is updated.
Next we need to check if the installation is open. If not, the time until the
installation opens is calculated and the system clock is advanced by the same
and the SWH is updated accordingly.
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Next we check the SWH. During periods of time in which the SWH ex-
ceeds 4.5 meters, the service at the installation is delayed until the next weather
change, to account for the Wait on Weather. After the time is advanced to the
next weather change the criterion SWH<4.5 is checked again. This continues
until the criterion is met.
If SWH is smaller than 4.5, we calculate the service time which is, just like
the speed in the previous section, a function of SWH. If the service time is longer
than the time to the next weather change, we change SWH at the time of the
next weather change which we update the system clock to, from there the vessel
gets sent back to check the WOW criterion.
If the service time is shorter than the time to the next weather change, we
update the system clock to the time that the service would be completed, and
we leave the sub system to continue the voyage.
5.1.3 The Voyage
Figure 5.3 describes the route the vessel is going to perform, which consists of 3
consecutive visits at the Installations Glitne, Sleipner and Draupner. The vessel
will pass from the base through point 5,6,7,8 and 9 to arrive at Glitne, there
it will stop to service the installation. From here it sails to Sleipner, where it
stops to service the installation. It then sails to Draupner, for another service
stop. And finally it sails back to the base passing through point 9, 8,7,6 and 5.
The graphic below shows the distances between the points.
Figure 5.3: Route with Installation Visits and Distances between Coordinates
Whenever the vessel is closer to the next point than to the last point on the
grid it enters the geographic weather zone. Figure 5.4 shows the distances to be
sailed until the next geographically triggered weather change.
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Figure 5.4: Route with Installation Visits and Distances between geographical Weather
Change
The departure from the depot is assumed to always take place at 16:00 pm
and should be evenly spread throughout the week, because the installations re-
port their demand continuously. According to Norlund the normal duration of
a voyage is limited to 2-3 days, because installations prefer short lead times and
frequent deliveries.
Once all installations on the voyage schedule have been visited the vessel returns
to the supply base. With the aim to reduce slack, in the model the voyage is
designed to end at the earliest start for unloading operations after returning to
the base.
The voyage starts at the Base at 16:00 pm on day 1, from there the voyage
starts with the sailing to the Installation Glitne, where it proceeds service the
installation for 2.24 hours if the weather conditions are good. After the oper-
ations at Glitne have ended the vessel sails to the Installation Sleipner, where
it performs operations of 4.9 hours under good weather conditions. The vessel
continues to sail to the Installation Draupner, to service the Installation for
4.00 hours (again under good weather conditions. The schedule is illustrated in
figure 5.5 below.
Figure 5.5: Deterministic Schedule in Good Weather
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5.1.4 Experiment Design
We will run the simulation for 43 independent runs, each representing 3 days as
this is the approximate validity of a schedule.
The length of each simulation run is 150 hours, which should be sufficient
time for any voyage to terminate, given that it is more than 3 times bigger than
the deterministic voyage time under good weather.
There is no warmup period for the system, as this is not appropiate for the
problem.
5.2 Model Description
To facilitate the analysis of the robustness of the voyage by simulation, an Arena
model has been created, with the aim to simulate the conceptual model outlined
above.
5.2.1 The Global model
Figure 5.6 displays the Global simulation model for the voyage.
Figure 5.6: Voyage Model - Arena
One single Voyage Entity is created at 16:00 pm in the Create Voyage create
block. This is the time the ship can start sailing and servicing the Installations,
given that the loading time at the base is 8 hours and commences at 8:00 am.
From there it proceeds to the assign block labeled Assign Variables and At-
tributes. Here we assign the attribute Creation Time as TNOW, which is needed
to measure the voyage duration at the end of the voyage. We also assign the
attribute entity.sequence to be Sequence 1. This sequence is used to route the
voyage entity through the system, the steps can be seen in figure 5.7 below.
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Figure 5.7: Station Sequence - Arena
We assign value 1 to the variable LocationCounter. This value indicates the
Column in the Sailing Distance Matrix, containing the distances to be sailed
until the next geographically triggered weather change, as shown in Figure 5.4.
The first column corresponds to the distances to be sailed during the first sail-
ing, the second one to the second sailing and so forth. We further assign the
variable MaxLocations which indicates how many distances have to be sailed in
each sailing process. After the variables and attributes are assigned, the voyage
entity is routed according to its sequence to the Sailing Station.
At the Sailing Station the Voyage Entity passes through the decide module
labeled Decide to measure separate times each of the 4 sailing processes takes.
This module has the sole purpose of sending the Voyage Entity to the corre-
sponding assign blocks, depending on the value of the variable LocationCounter.
If the variable LocationCounter is 1, then the entity proceeds to the block As-
sign 1st Sailing Time, where the value of the attribute 1stSailingTime is set to
be TNOW. This is done to record the time it takes the entity to pass through
the Sailing Station the first, second, third and fourth time.
After the corresponging SailingTime attribute has been assigned the Voyage
Entity passes through the Sailing Submodel, explained in detail in Section 5.2.1.
Subsequently the entity is routed by the route block Route 2 to Glitne Sta-
tion, which is the first installation it will service, as defined in Sequence 1.
Once the Voyage Entity has arrived at the Station Glitne, the record block
Record 1st Sailing Time is recording the time interval between the 1stSailing-
Time and TNOW.
Now the Voyage Entity goes through the Glitne Submodel, which is ex-
plained in section 5.2.4. Once this submodel has run to its end the entity passes
through the assign block Assign Distance column 2 where the value of the Lo-
cationCounter is updated to be 2.
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From here it is routed to the Sailing Process, sailing its second Distance
column. Then it passes through Sleipner Station in a similar fashion as outlined
above. It continues to sail the third column of distances, and proceeds to the
Draupner Station from where it is finally routed for a final time to the Sailing
Station, the LocationCounter now indicating the 4th column in the Distance
Matrix. Finally the voyage entity is routed to the Base station.
Upon arrival at the Base we record the 4thSailingTime at the assign block
Record 4th Sailing Time, then we proceed to record the Total Voyage Time, cal-
culating the time intervall betweeen TNOW and Create Time, then we record
the Total Distance Sailed at the assign block Total Distance Sailed, and finally
we dispose the voyage.
The sailing process and the installation process are modeled as submodels
of the simulation model.
Figure 5.8 provides a table of all the variables created in the simulation
model.
Figure 5.8: Variables - Arena
5.2.2 The Weather Submodel
Figure 5.9 shows the submodel for the weather generation process as imple-
mented in Arena.
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Figure 5.9: Weather Submodel - Arena
One single Weather Entity is created at time 0. After its creation it proceeds
to the Assign Initial Attibutes block.
Here the Variable WaveHeightColumn and WaveHeightRow are set to 1. These
two variables are used to navigate through the file WeatherData, to select the
previously generated weather corresponding to the simulation time via the vari-
able WaveHeightRow, and to the location assigned via the variable WaveHeight-
Column.
Furthermore the attribute RunTimeIncrement is set to 3 hours. This vari-
able will be used to advance the simulation clock to the time of the next weather
change.
For assigning the variable WaveHeightColumn, the submodel Assign Loca-
tion, as can be seen in figure 5.10 below, has been created.
Figure 5.10: Assign Location Submodel - Arena
The submodel consists of a decide block operating by N-way Condition based
on the variable TotalDistanceSailed. The variable TotalDistanceSailed is up-
dated after each sub distance in the Sailing Submodel. From the decide module
Decide Location, the voyage entity proceeds to the corresponding Location As-
sign Block depending the TotalDistanceSailed, where the WaveHeightColumn
corresponding to its current location is assigned.
From there the Weather Entity proceeds to the assign block Update Wave
Height. In this block the variable WaveHeightTemp, the current wave height
at the location the vessel is currently located, is updated by the expression
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WaveHeight(WaveHeightRow,WaveHeightColumn). The variable WaveHeight
is a matrix containing all the generated weather states, namely SWH, the Wave
Height. Through the expression, the variable WaveHeightTemp is set to the
current value, corresponding to the current simulation time and current vessel
location.
The next assign block updates the variable Time of next Weather Change,
which will be used in the sailing model and in the installation model. The new
value of this variable is TNOW + 3.
The next block on the Weather Entities way through the weather generating
model is a decide block checking whether TNOW is greater than or equal to
224 hours. In the case of this being true the weather entity is disposed. If the
simulation has not yet reached this time, the weather entity proceeds to the
delay block Delay till WeatherChange, a process which delays the system time
by the RunTimeIncrement, previously set to 3 hours.
The next step is to update the WaveHeightRow by the means of the assign
block Update WaveHeightRow. The new value of the WaveHeightRow equals
WaveHeightRow + 1.
After this the Weather Entity is sent back to the submodel assign Location.
The Weather Entity loops through this weather generating model until the
simulation clock has reached 224 hours, at which point the weather entity will
be disposed.
5.2.3 The Sailing Submodel
The difficulty in designing the Sailing Submodel is that the Waveheight has to
change dependent of two different types of events, the time advancing to the
Time of the next weather change and based on the change of the location of the
vessel.
Figure 5.11 below shows the submodel for the sailing process as implemented
in Arena.
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Figure 5.11: Sailing Submodel - Arena
The weather is changing as soon as the distance of the vessel to the next
coordinate is smaller than to the previous coordinate.The distances between the
points have been calculated and translated into a distance matrix, representing
the distance to the next weather change.
The distance matrix for the distance to the next weather change is linked via the
file DistanceforVoyage.xls. The corresponding Recordset is called Route1Distance.
This matrix contains four columns, one for each time the voyage entity enters
the sailing model. In each column are the distances to be sailed until the next
weather change triggered by location change.
The first variable to be assigned upon entry into the Sailing Submodel at
the Assign Initial Distance Row assign block is DistanceRow, which is set to 1
and advances throughout the Sailing.
Next, at the assign block Assign Distance to Sail, the current DistancetoSail
is defined by the expression Distance(DistanceRow,DistanceLocation) which in-
dicates the location of the current distance to be sailed under the weather con-
ditions of the current location. A change in the DistanceRow is equivalent to a
change in the location, as at this point a change of the location in the weather
matrix will be triggered.
From there the Voyage entity is sent to the assign block Assign Initial Dis-
tance Sailed. This variable is set to zero here.
At the Decide Speed decide block, the Voyage entity is sent to 3 different
assign blocks depending on the current SWH. The variable WaveHeightTemp is
examined. If it is smaller than 3.5, the entity is sent to the assign block Assign
12 knots, where it is assigned a speed of 22.224 kmh equivalent to 12 knots. If
WaveHeightTemp is smaller than 4.5 the entity is sent to the assign block As-
sign 10 knots, where it is assigned a speed of 18.52 kmh, equivalent to 10 knots.
If the WaveHeightTemp is higher than 4.5 knots the entity is passed on to the
assign block Assign 9 knots, where it the variable Sailing Speed is updated to
become 16.668 kmh, equivalent to 9 knots.
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In either case the Voyage Entity proceeds to the assign block Assign Travel
Duration, where the variable Travel Duration is set to the expression (Distance
to Sail - Distance Sailed)/Sailing Speed.
Next the criterion Travel Duration is smaller or equal to Time of next
Weather Change - TNOW is checked at the decide block TD smaller then T
to WC.
If the criterion is true, the Voyage Entity continues to the assign block Assign
Distance Sailed, where the variable Distance Sailed is updated to the expression
Distance Sailed + (Travel Duration * Sailing Speed).
At the assign block Assign Total Distance Sailed2, we update the variable
TotalDistanceSailed, which is needed to update the column in the weather ma-
trix, indicating the current location of the vessel. The variable is updated by
the expression TotalDistanceSailed+Distance Sailed.
From there the Voyage Entity enters the process block Delay by TD. The
process operates on the basis of a simple delay by the variable Travel Duration.
Now the entity proceeds to the decide block Checkpoints Complete, which
checks if the variable DistanceRow is equal to the variable MaxLocations, which
is set in the global model, depending on the number of locations to be sailed
during the sailing process. If the locations are complete the entity exits the
submodel. If there are more distances to be sailed, the entity passes the assign
block Assign Station number where the variable DistanceRow is updated by the
expression DistanceRow+1, to then return to the assign block Assign Distance
to Sail.
If the criterion Travel Duration smaller or equal to Time of next Weather
Change - TNOW is not met, the Voyage Entity continues to the decide block
Time to WC zero.
The purpose of this block is to implement a mechanism to prevent the sim-
ulation clock infinetly advancing the time by zero units. In the case of the
criterion Time of next Weather Change equals TNOW being met, the entity
is sent to the assign block Assign Time of next WC where the variable Time
of next Weather Change is set to TNOW + 3 so the simulation continues to run.
If the criterion Travel Duration is smaller than or equal to Time of next
Weather Change - TNOW is not met, and the time to the next weather change
is different from zero, the Voyage Entity can continue to the assign block As-
sign Distance Sailed till WC. Here we update the variable Distance Sailed by
the expression Distance Sailed + ((Time of next Weather Change - TNOW) *
Sailing Speed).
Next the Voyage Entity travels to the process Delay by Time to next WC, de-
laying the simulation clock by the value of the expression (Time of next Weather
Change - TNOW).
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From here the Voyage Entity returns to the decide module Decide Speed. It
loops through the Sailing Submodel until all the distances in the current col-
umn of the distance matrix are sailed, so that the variable DistanceRow equals
MaxLocations.
5.2.4 The Installation Vistit Process
Figure 5.12 shows the submodel for the installation visit process.
Figure 5.12: Installation Submodel - Arena
When the Voyage Entity enters the Installation Submodel, it is first assigned
the variable Service Delivered at the assign block Assign Initial % Service De-
livered. This variable is set to zero, because at the beginning of the installation
0% of the Services to be delivered.
The Voyage Entity then proceeds to the decide block Decide Service Speed,
where, based on the 4 way condition subject to the SWH, the service speed is
assigned.
At a wave height of 2.5 the Voyage entity proceeds to the assign block Assign
no Impact, where the variable Service Impact is set to 1, being equivalent to
no impact at all. If the SWH is smaller than 3.5 the Voyage Entity is sent to
the assign block Assign 20% Impact, where the variable Service Impact is set
to 1.2. If the variable SWH is smaller than 4.5 the Voyage Entity proceeds to
the assign block Assign 30% Impact, where the variable Service Impact is set to
1.3.
If the SWH is higher than or equal to 4.5 the Voyage Entity will proceed to the
process WOW, where it is delayed by 3 hours, until the next weather change.
After this the variable Service Duration is updated/assigned at the assign
block Assign Service Duration. The variable is calculated by the expression
(Draupner Service Duration - (Draupner Service Duration * Service Deliv-
ered))*Service Impact. The variable Draupner Service Duration is set to 2.24
hours, this is how long it takes to perform a service under good weather condi-
tions at the Draupner platform. It varies in the Installation Submodel, depend-
ing on which Station each model represents. In the submodel for the Sleipner
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Installation it has the Name Sleipner Service Duration and is set to 4.9 hours.
In the submodel for the Glitne Installation it has the Name Glitne Service Du-
ration and is set to 4.0 hours.
Next the Voyage Entity proceeds to a decide block named Service Duration
less than Time to next Weather Change hours. As the name gives away it tests
the criterion Service Duration is smaller than Time of next Weather Change -
TNOW.
If the Service Duration is smaller than the time to the next weather change
the Voyage Entity proceeds to the process called Delay by SD, which seizes the
Resource Installation. The availability of the Resource is based on the schedule,
which is the same for Draupner, Sleipner and Glitne. To imitate the opening
times of the Installations, the Installation resource is only available between
7:00 am and 19:00pm. In the case of the resource not being available the entity
waits in the queue until the Installation becomes available. When the resource
is available it gets delayed by the variable Service Duration, which represents
the outstanding service time in the corresponding Installation Submodel.
If the Service Duration is longer than the time to the next weather change,
the Voyage Entity proceeds to the assign block Assign Service Delivered. Here
the variable Service Delivered is updated to the new value following the expres-
sion Service Delivered + ((Time of next Weather Change - TNOW)/Service
Impact * Service Duration)), it represents the % of the Service Delivered until
this point in time.
Now the entity proceeds to a decide block evaluating the criterion time to
next weather change is zero. The purpose of this block is to implement a mecha-
nism to prevent the simulation clock to infinetly advance the time by zero units.
In the case of the criterion Time of next Weather Change equals TNOW being
met, the entity is sent to the assign block Assign Time of next Weather Change
Fix where the variable Time of next Weather Change is set to TNOW + 3 so
the simulation continues to run.
If the time to the next weather change is not zero, then the entity continues
to the process block Delay by Time to next Weather Change. During this pro-
cess it gets delayed for the time defined by the expression Time of next Weather
Change - TNOW.
From here it gets sent back to the decide block Decide Service Speed. The
entity loops through the Installation Submodel until the service at this instal-
lation is performed.
5.2.5 Run Setup
Figure 5.13 below shows the run setup for the simulation. We will run the sim-
ulation for 43 independent runs, thus the number of replications is set to 43.
The replication length is 150 hours, which should be sufficient time for any
voyage to terminate, given that it is more than 3 times larger than the deter-
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ministic voyage time under good weather.
To navigate through the wave height data, it is necessary that the variable
WaveHeightRow continues to count on for all replications, and it should not be
set back to its starting value at the beginning of each replication. Therefore
we specified the variable Clearing Option to be ”System” and indicate not to
initialize the system variables between replication runs.
Figure 5.13: Run Setup
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5.2.6 Validation
The model has been validated by removing the stochastic component from it,
and comparing the deterministic outcome to the calculated values. To remove
the stochastic component, the weather data has been replaced with a spread-
sheet of good weatherstates. That way the Sailing Speed will always be 12
knots, and the variable Service Impact will always be 1. There is no WOW
occurring. The Service Times at Glitne, Draupner and Sleipner have been set
to be 4 hours, 4.5 hours and 2.25 hours respectively. For validation the instal-
lations are assumed to be open all night.
The output of the validation run can be seen in figure 5.14. We can see that
each time frame takes exactly the amount of time it is supposed to. The model
is working.
Figure 5.14: Deterministic Outcome
5.2.7 Statistics Collection
In the description of the model, we saw that before the voyage starts the cre-
ation time attribute was assigned, having the value TNOW in the Assign Arrival
Times module. This has been done so that a record module can tally the time
elapsed since the time stored in the unit entity attribute myArrivalTime. The
unit entity attribute myArrivalTime stores its arrival time in the system. Having
set the type of the TallyFlowTime record module to Time Interval, we obtain
the Voyage Entity flow time through the system.
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Chapter 6
Results and Discussion
Figure 6.1 shows the Histogram of the voyage times from the simulation runs,
using the historic wave height. The red bar marks the maximum voyage win-
dow, that cannot be exceeded for the schedule not to be interrupted. 63.41% of
the voyages are shorter than 64 hours, and thus the schedule is 62.41% robust
with respect to weather incidences.
Figure 6.1: Voyage Time Histogramm with Historical Data
Figure 6.2 below shows the table with the frequencies and cumulative fre-
quencies of the voyage times with the historic data, confirming the above state-
ment.
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Figure 6.2: Voyage Time Frequencies with Historical Data
Figure 6.3 below shows the histogram of the voyage times produced by the
simulation runs, using the wave heights generated with the univariate Garch
(1,0) model.
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Figure 6.3: Voyage Time Histogramm with Univariate SimDat
Figure 6.4 below shows the absolute and cumulative frequencies of the voy-
age duration by hour. We can see that 61.54% of the time the voyage duration
is shorter than the maximum voyage window. Thus the voyage is 61.54% robust.
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Figure 6.4: VoyageTime Frequencies with Univariate SimDat
Figure 6.5 below shows the histogram of the voyage times produced by the
simulation runs, using the wave heights obtained with the multivariate approach.
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Figure 6.5: Voyage Time Histogramm with Multivariate SimDat
Figure 6.6 below shows the absolute and cumulative frequencies of the voy-
age duration by hour. We can see that 48.78% of the time the voyage duration
is shorter than the maximum voyage window. Thus the voyage is 48.78% robust.
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Figure 6.6: Voyage Time Histogramm with Multivariate SimDat
We can see that the output of the model using the univariately generated
input data is much closer to the output obtained with the model using the his-
toric wave heights as input data, than the output from the model using the
input data generated with the multivariate model.
The cause of this is, that although the multivariate data generation approach
is taking into account the correllation structure between the various points, the
univariate model is superior in reproducing the autoregressive component and
the volatility present in the data, as has been shown during the validation stage
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of the input data.
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Chapter 7
Recommendation and
Conclusion
The model simulated in this work is very simplified. A more complex simula-
tion model would be more realistic and could serve to build and analyse the
robustness of the vessel schedules, to optimise the size of an oil companys´ vessel
fleet or to incorporate speed optimisation to reduce emissions from supply vessel
operations.
In this paper, we consider a simple approach to generate the input data
for the simulation model. The proposed Garch model can handle the volatility
found in the data. The output of the proposed method was validated using
several statistical techniques, and by applying the Theil’s coefficients. However
the model could be extended by employing a more sophisticated approach than
the Ornstein-Uhlenbeck process for generating the bahaviour of the mean.
The synthetic data genaration with the Ornstein-Uhlenbeck mean function
and DCC model for volatility substantially simplifies the underlying stochastic
process. The model is able to reproduce the correllation structure of the data
to a great extent, however the univariate model employed is superior in repro-
ducing the autocorrellation in the data. While the parsimony of this model was
the main reason it was chosen for this work, the quality of the syntetic data
could significantly be improved by fitting more complex and computationally
more intensive models.
Furthermore, the input data generation focuses on models for time series ex-
clusively for the sea-state, neglecting the influence of the direction of the waves,
the occurrence of extreme waves, the wind direction and speed. Taking such
aspects of metocean studies into account could significantly improve the model.
Also the simulation model, used in this work is very simplified. A more
sophisticated study would consider other factors such as the overall demand re-
lated to the deck capacity of the vessels, which lies between 600 and 1100 square
meters. The deck capacity is the capacity measure that should be taken into
account, because it has proven to be a limiting resource. The weekly demands
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might exceed the capacity of the vessel sailing the voyage, and thus the demand
is another stochastic component that should be taken into account in a more
sophisticated study.
Further measures that could be considered in a more extensive study are
the cost of chartering vessels, the penalisation-cost for non-performed visits, the
cost of downtime at the installation due to supply not being delivered on time
and the number of non-performed visits due to weather, to name some examples.
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Appendix
10.1 Cluster Dendogramm
Figure 10.1: hbjhbj
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10.2 Unit Root Tests - Output
###############################################
# Augmented Dickey-Fuller Test Unit Root Test #
###############################################
Test regression none
Call:
lm(formula = z.diff ~ z.lag.1 - 1 + z.diff.lag)
Residuals:
Min 1Q Median 3Q Max
-1.36750 -0.05164 -0.00647 0.04013 1.80149
Coefficients:
Estimate Std. Error t value Pr(>|t|)
z.lag.1 -0.53107 0.01997 -26.593 < 2e-16 ***
z.diff.lag 0.07287 0.02009 3.627 0.000292 ***
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 0.1073 on 2459 degrees of freedom
Multiple R-squared: 0.2521, Adjusted R-squared: 0.2515
F-statistic: 414.4 on 2 and 2459 DF, p-value: < 2.2e-16
Value of test-statistic is: -26.5931
Critical values for test statistics:
1pct 5pct 10pct
tau1 -2.58 -1.95 -1.62
###############################################
# Augmented Dickey-Fuller Test Unit Root Test #
###############################################
Test regression drift
Call:
lm(formula = z.diff ~ z.lag.1 + 1 + z.diff.lag)
Residuals:
Min 1Q Median 3Q Max
-1.36739 -0.05153 -0.00637 0.04024 1.80160
Coefficients:
Estimate Std. Error t value Pr(>|t|)
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(Intercept) -0.0001054 0.0021637 -0.049 0.961145
z.lag.1 -0.5310739 0.0199745 -26.588 < 2e-16 ***
z.diff.lag 0.0728706 0.0200933 3.627 0.000293 ***
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 0.1073 on 2458 degrees of freedom
Multiple R-squared: 0.2521, Adjusted R-squared: 0.2515
F-statistic: 414.2 on 2 and 2458 DF, p-value: < 2.2e-16
Value of test-statistic is: -26.5876 353.4542
Critical values for test statistics:
1pct 5pct 10pct
tau2 -3.43 -2.86 -2.57
phi1 6.43 4.59 3.78
###############################################
# Augmented Dickey-Fuller Test Unit Root Test #
###############################################
Test regression trend
Call:
lm(formula = z.diff ~ z.lag.1 + 1 + tt + z.diff.lag)
Residuals:
Min 1Q Median 3Q Max
-1.36708 -0.05146 -0.00632 0.03990 1.80163
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) -4.791e-04 4.332e-03 -0.111 0.911953
z.lag.1 -5.311e-01 1.998e-02 -26.582 < 2e-16 ***
tt 3.033e-07 3.046e-06 0.100 0.920696
z.diff.lag 7.287e-02 2.010e-02 3.626 0.000294 ***
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 0.1074 on 2457 degrees of freedom
Multiple R-squared: 0.2521, Adjusted R-squared: 0.2512
F-statistic: 276 on 3 and 2457 DF, p-value: < 2.2e-16
Value of test-statistic is: -26.5823 235.5445 353.3139
Critical values for test statistics:
1pct 5pct 10pct
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tau3 -3.96 -3.41 -3.12
phi2 6.09 4.68 4.03
phi3 8.27 6.25 5.34
###############################################
# Augmented Dickey-Fuller Test Unit Root Test #
###############################################
Test regression none
Call:
lm(formula = z.diff ~ z.lag.1 - 1 + z.diff.lag)
Residuals:
Min 1Q Median 3Q Max
-1.43507 -0.05324 -0.00402 0.04893 1.78311
Coefficients:
Estimate Std. Error t value Pr(>|t|)
z.lag.1 -1.38041 0.03076 -44.883 < 2e-16 ***
z.diff.lag 0.15782 0.01992 7.924 3.45e-15 ***
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 0.1203 on 2458 degrees of freedom
Multiple R-squared: 0.6062, Adjusted R-squared: 0.6059
F-statistic: 1892 on 2 and 2458 DF, p-value: < 2.2e-16
Value of test-statistic is: -44.8834
Critical values for test statistics:
1pct 5pct 10pct
tau1 -2.58 -1.95 -1.62
###############################################
# Augmented Dickey-Fuller Test Unit Root Test #
###############################################
Test regression drift
Call:
lm(formula = z.diff ~ z.lag.1 + 1 + z.diff.lag)
Residuals:
Min 1Q Median 3Q Max
-1.43490 -0.05307 -0.00386 0.04909 1.78327
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Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) -0.0001633 0.0024253 -0.067 0.946
z.lag.1 -1.3804124 0.0307617 -44.874 < 2e-16 ***
z.diff.lag 0.1578248 0.0199207 7.923 3.49e-15 ***
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 0.1203 on 2457 degrees of freedom
Multiple R-squared: 0.6062, Adjusted R-squared: 0.6059
F-statistic: 1891 on 2 and 2457 DF, p-value: < 2.2e-16
Value of test-statistic is: -44.8744 1006.856
Critical values for test statistics:
1pct 5pct 10pct
tau2 -3.43 -2.86 -2.57
phi1 6.43 4.59 3.78
###############################################
# Augmented Dickey-Fuller Test Unit Root Test #
###############################################
Test regression trend
Call:
lm(formula = z.diff ~ z.lag.1 + 1 + tt + z.diff.lag)
Residuals:
Min 1Q Median 3Q Max
-1.43487 -0.05306 -0.00380 0.04929 1.78330
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) -4.663e-04 4.856e-03 -0.096 0.924
z.lag.1 -1.380e+00 3.077e-02 -44.865 < 2e-16 ***
tt 2.461e-07 3.416e-06 0.072 0.943
z.diff.lag 1.578e-01 1.992e-02 7.921 3.53e-15 ***
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 0.1203 on 2456 degrees of freedom
Multiple R-squared: 0.6062, Adjusted R-squared: 0.6057
F-statistic: 1260 on 3 and 2456 DF, p-value: < 2.2e-16
Value of test-statistic is: -44.8654 670.9673 1006.451
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Critical values for test statistics:
1pct 5pct 10pct
tau3 -3.96 -3.41 -3.12
phi2 6.09 4.68 4.03
phi3 8.27 6.25 5.34
##################################################
# Phillips-Perron Unit Root / Cointegration Test #
##################################################
The value of the test statistic is: -77.1438
1pct 5pct 10pct
critical values -3.435942 -2.863214 -2.567685
[1] -77.14381
##################################################
# Phillips-Perron Unit Root / Cointegration Test #
##################################################
The value of the test statistic is: -77.1438
1pct 5pct 10pct
critical values -3.435942 -2.863214 -2.567685
[1] -77.14381
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10.3 Histogramms - Multivariate Simulated and
Original
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Distribution Sim Data Sleipner
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10.4 QQplots - Multivariate Simulated and Orig-
inal
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10.5 Cumulative Distribution Function Summary
- Multivariate Simulated and Original
Empirical CDF: 2400 unique values with summary
Min. 1st Qu. Median Mean 3rd Qu. Max.
0.300 2.519 3.121 3.220 3.790 15.140
Empirical CDF: 55 unique values with summary
Min. 1st Qu. Median Mean 3rd Qu. Max.
0.800 2.250 3.600 3.633 4.950 6.600
Empirical CDF: 2400 unique values with summary
Min. 1st Qu. Median Mean 3rd Qu. Max.
0.300 3.404 4.034 4.100 4.671 12.760
Empirical CDF: 60 unique values with summary
Min. 1st Qu. Median Mean 3rd Qu. Max.
1.100 2.975 4.550 4.622 6.150 8.400
Empirical CDF: 2400 unique values with summary
Min. 1st Qu. Median Mean 3rd Qu. Max.
0.300 3.480 4.168 4.267 4.901 15.470
Empirical CDF: 66 unique values with summary
Min. 1st Qu. Median Mean 3rd Qu. Max.
1.100 2.725 4.350 4.403 5.975 8.200
Empirical CDF: 2400 unique values with summary
Min. 1st Qu. Median Mean 3rd Qu. Max.
0.300 3.442 4.060 4.132 4.692 16.180
Empirical CDF: 64 unique values with summary
Min. 1st Qu. Median Mean 3rd Qu. Max.
1.100 2.675 4.250 4.294 5.850 7.800
Empirical CDF: 2400 unique values with summary
Min. 1st Qu. Median Mean 3rd Qu. Max.
0.300 3.348 3.987 4.090 4.651 18.890
Empirical CDF: 62 unique values with summary
Min. 1st Qu. Median Mean 3rd Qu. Max.
1.100 2.725 4.250 4.229 5.775 7.300
Empirical CDF: 2400 unique values with summary
Min. 1st Qu. Median Mean 3rd Qu. Max.
0.300 3.131 3.888 4.099 4.804 23.570
Empirical CDF: 55 unique values with summary
Min. 1st Qu. Median Mean 3rd Qu. Max.
1.300 2.650 4.000 4.078 5.450 7.000
Empirical CDF: 2400 unique values with summary
Min. 1st Qu. Median Mean 3rd Qu. Max.
0.300 3.106 3.797 3.992 4.655 25.820
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Empirical CDF: 57 unique values with summary
Min. 1st Qu. Median Mean 3rd Qu. Max.
1.200 2.700 4.100 4.111 5.600 7.200
Empirical CDF: 2400 unique values with summary
Min. 1st Qu. Median Mean 3rd Qu. Max.
0.300 3.179 3.798 3.949 4.545 24.540
Empirical CDF: 62 unique values with summary
Min. 1st Qu. Median Mean 3rd Qu. Max.
1.000 2.525 4.050 4.058 5.575 7.400
10.6 CDF Plots - Multivariate Simulated and
Original
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10.7 ACF plots - Multivariate Simulated and
Original
0 10 20 30 40
−
0.
6
−
0.
4
−
0.
2
0.
0
0.
2
0.
4
0.
6
Lag
AC
F
Series  synt[, 1]
0 10 20 30 40
−
0.
6
−
0.
4
−
0.
2
0.
0
0.
2
0.
4
0.
6
Lag
AC
F
Series  DATA[, 1]
0 10 20 30 40
−
0.
6
−
0.
4
−
0.
2
0.
0
0.
2
0.
4
0.
6
Lag
AC
F
Series  synt[, 2]
0 10 20 30 40
−
0.
6
−
0.
4
−
0.
2
0.
0
0.
2
0.
4
0.
6
Lag
AC
F
Series  DATA[, 2]
127
0 10 20 30 40
−
0.
6
−
0.
4
−
0.
2
0.
0
0.
2
0.
4
0.
6
Lag
AC
F
Series  synt[, 3]
0 10 20 30 40
−
0.
6
−
0.
4
−
0.
2
0.
0
0.
2
0.
4
0.
6
Lag
AC
F
Series  DATA[, 3]
0 10 20 30 40
−
0.
6
−
0.
4
−
0.
2
0.
0
0.
2
0.
4
0.
6
Lag
AC
F
Series  synt[, 4]
0 10 20 30 40
−
0.
6
−
0.
4
−
0.
2
0.
0
0.
2
0.
4
0.
6
Lag
AC
F
Series  DATA[, 4]
128
0 10 20 30 40
−
0.
6
−
0.
4
−
0.
2
0.
0
0.
2
0.
4
0.
6
Lag
AC
F
Series  synt[, 5]
0 10 20 30 40
−
0.
6
−
0.
4
−
0.
2
0.
0
0.
2
0.
4
0.
6
Lag
AC
F
Series  DATA[, 5]
0 10 20 30 40
−
0.
6
−
0.
4
−
0.
2
0.
0
0.
2
0.
4
0.
6
Lag
AC
F
Series  synt[, 6]
0 10 20 30 40
−
0.
6
−
0.
4
−
0.
2
0.
0
0.
2
0.
4
0.
6
Lag
AC
F
Series  DATA[, 6]
129
0 10 20 30 40
−
0.
6
−
0.
4
−
0.
2
0.
0
0.
2
0.
4
0.
6
Lag
AC
F
Series  synt[, 7]
0 10 20 30 40
−
0.
6
−
0.
4
−
0.
2
0.
0
0.
2
0.
4
0.
6
Lag
AC
F
Series  DATA[, 7]
0 10 20 30 40
−
0.
6
−
0.
4
−
0.
2
0.
0
0.
2
0.
4
0.
6
Lag
AC
F
Series  synt[, 8]
0 10 20 30 40
−
0.
6
−
0.
4
−
0.
2
0.
0
0.
2
0.
4
0.
6
Lag
AC
F
Series  DATA[, 8]
130
10.8 PACF plots - Multivariate Simulated and
Original
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10.9 Go-Garch Models
The generalized orthogonal Garch Model is often reffered to as generalised prin-
cipal components Garch method. It is popular because feasible for large covari-
ance matrixes, as it employs PCA techniques which reduce the dimension.
at = M ∗ bt
Stemms from O-Garch which is based on orthogonal invertible linear maps.
The Go Garch is allowing the linkage to be given by any possible invertible map,
and so the fluctuating volatility can be expressed by few principal components.
However this requires the assumption that the transformation matrix M is time
invariant. As a consequence the volatility martix of at becomes
∑
t = A ∗ V t ∗A′
Vt is a diagonal matrix with the elements following a univariate garch pro-
cess.
The estimation process uses PCA and for non-gaussian data it employs ICA.
Nonlinear combination of univariate Garch models. The multivariate normal
distribution is the random number generator, using covariance matrix generated
by the univariate garch models.
at = zt-mu, for estimating mu use Var(p) model (obtain mean function)
where bt follows N(0,Ht) Ht = diag(h1t, h2t, h3t) where each component is
described by a Garch process hit= omega + alpha * b t-1 + beta * h t-1
For the estimation of the parameters, and the transformation matrix M, we
use tsays code.
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