Essays on Monte Carlo Methods for State Space Models by Scharth Figueiredo Pinto, M.
ESSAYS ON MONTE CARLO METHODS FOR
STATE SPACE MODELS
ISBN 978 90 361 0326 8
Cover design: Crasborn Graphic Designers bno, Valkenburg a.d. Geul
This book is no. 546 of the Tinbergen Institute Research Series, established through
cooperation between Thela Thesis and the Tinbergen Institute. A list of books which
already appeared in the series can be found in the back.
VRIJE UNIVERSITEIT
ESSAYS ON MONTE CARLO METHODS FOR STATE SPACE
MODELS
ACADEMISCH PROEFSCHRIFT
ter verkrijging van de graad Doctor aan
de Vrije Universiteit Amsterdam,
op gezag van de rector magnificus
prof.dr. L.M. Bouter,
in het openbaar te verdedigen
ten overstaan van de promotiecommissie
van de Faculteit der Economische Wetenschappen en Bedrijfskunde
op maandag 17 december 2012 om 15.45 uur
in de aula van de universiteit,
De Boelelaan 1105
door
Marcel Scharth Figueiredo Pinto
geboren te Rio de Janeiro, Brazilie¨
promotoren: prof. dr. S. J. Koopman
prof. dr. A. Lucas
Acknowledgements
Of all the people who were fundamental for making this thesis possible, I would first
and foremost like to express my gratitude to Siem Jan and Andre´. I am very lucky
to have worked with you. You have been incredibly insightful, accessible and generous
supervisors, despite your busy schedules, and I have truly enjoyed doing research with
you. I hope we will keep collaborating for many years to come.
I would like to take this opportunity to thank Marcelo for his superlative contribution
to my career as an econometrician. You taught me so much and encouraged me to
do research since I was an undergraduate student. Another special thanks to my co-
author David for his invitations to Australia, his great hospitality, his openness, and
his optimism. I would also like to thank Marcelo F., Michael and Walter, who have
also played important roles in my research trajectory.
Over the years, my colleagues at the VU supported me and contributed to an environ-
ment rich with learning experiences. A big thanks to my office mate Pawel for sharing
his deeply informed views on the volatility literature. My discussions with him have
greatly improved Chapter 3 of this thesis. Falk and Istva´n have inspired me with their
enthusiasm and knowledge, thank you for the fun times. Chico, Geert and Xin, it was
great to have you around. I am grateful to Charles, Guilherme, Jacques, Kasia, Kris,
Lennart, Marius and Michael for the interesting conversations and all the lunches.
I thank the Tinbergen Institute for the financial and academic support it has offered me
through its PhD track program. I am also grateful to the Netherlands organization for
international cooperation in higher education (NUFFIC) for funding my initial years
in Amsterdam.
The scale of the computational work in this thesis would not have been achievable
without the support of SARA Computing and Networking Services by providing me
with access to the Lisa Computer Cluster.
Another thanks to Andre´, Eva, Geert and Siem Jan for helping with the Dutch trans-
lation of the summary of the thesis.
Outside of work, my years in Amsterdam would not have been as amazing without the
fantastic friends I have made in that city: thank you so much Eva, Jolanda, Lygia,
Marcel, Stephen and Thomas for all the unforgettable dinners, parties, barbecues and
so many other fond memories. Thank you Da Mata, Diego, Fa´bio, Guga, Mariana,
Mario, Rapha, Vinicius and Vitor, your visits to Amsterdam meant a lot to me.
I am thankful to Caroline R. for warmly welcoming me to her home in Veneto on
numerous occasions during my PhD years. Castelnuovo always gave me the boost I
needed. I am also grateful to Caroline M., Dom, Franci, Leo, Peach, Sara, Veronica
and Ze´ for all their kindness and hospitality.
I will always be thankful to my parents and my brother for their unconditional support
and their confidence in me. None of this would have been possible without them.
Most of all, I would like to thank Amanda for these happy years.
Sydney, September 2012
Contents
1 Introduction 1
1.1 State space models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Why Monte Carlo methods are necessary . . . . . . . . . . . . . . . . . 5
1.3 State space models and financial econometrics . . . . . . . . . . . . . . 9
1.4 Thesis overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2 Numerically accelerated importance sampling for nonlinear non-Gaussian
state space models 15
2.1 Importance sampling for state space models . . . . . . . . . . . . . . . 18
2.1.1 Nonlinear and non-Gaussian state space model . . . . . . . . . . 18
2.1.2 Likelihood evaluation via importance sampling . . . . . . . . . . 19
2.1.3 The Gaussian importance density . . . . . . . . . . . . . . . . . 20
2.1.4 Selecting the importance sampling parameters . . . . . . . . . . 22
2.2 Numerically Accelerated Importance Sampling . . . . . . . . . . . . . . 23
2.2.1 The construction of the importance sampler via numerical inte-
gration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.2 Importance sampling and control variables . . . . . . . . . . . . 26
2.2.3 First new control variable . . . . . . . . . . . . . . . . . . . . . 28
2.2.4 Second new control variable . . . . . . . . . . . . . . . . . . . . 29
2.3 Monte Carlo and empirical evidence . . . . . . . . . . . . . . . . . . . . 30
2.3.1 Likelihood estimation . . . . . . . . . . . . . . . . . . . . . . . . 30
2.3.2 Three models . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.3.3 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.3.4 Parameter estimation for a higher dimensional model . . . . . . 40
2.3.5 Empirical application . . . . . . . . . . . . . . . . . . . . . . . . 43
2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.A Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.A.1 Specifications with analytical solutions . . . . . . . . . . . . . . 48
2.A.2 The high-dimensional EIS method . . . . . . . . . . . . . . . . . 50
2.A.3 The bias in the EIS method . . . . . . . . . . . . . . . . . . . . 52
3 The analysis of stochastic volatility in the presence of daily realised
measures 55
3.1 Stochastic Volatility and Realised Measures . . . . . . . . . . . . . . . 58
3.1.1 A general discrete time stochastic volatility model . . . . . . . . 58
3.1.2 Stochastic volatility with leverage . . . . . . . . . . . . . . . . . 60
3.1.3 Stochastic volatility with long range dependence . . . . . . . . . 61
3.1.4 Realised Stochastic Volatility . . . . . . . . . . . . . . . . . . . 62
3.1.5 Conditional return distribution . . . . . . . . . . . . . . . . . . 64
3.1.6 The dependence between daily returns and measurement errors 65
3.1.7 Overnight returns . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.2 Maximum likelihood estimation . . . . . . . . . . . . . . . . . . . . . . 67
3.2.1 The likelihood function based on full information . . . . . . . . 67
3.2.2 A likelihood function based on selected information . . . . . . . 69
3.2.3 Two-step estimation for the model without leverage . . . . . . . 70
3.2.4 Two-step estimation for the model with leverage . . . . . . . . . 73
3.2.5 Simulation study . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.3 Empirical Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.3.1 Data and measurement . . . . . . . . . . . . . . . . . . . . . . . 76
3.3.2 Model specification . . . . . . . . . . . . . . . . . . . . . . . . . 78
3.3.3 Estimation and filtering . . . . . . . . . . . . . . . . . . . . . . 78
3.3.4 Forecasting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
3.3.5 The distribution of return innovations . . . . . . . . . . . . . . . 90
3.A Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
3.A.1 Deletion Smoothing . . . . . . . . . . . . . . . . . . . . . . . . . 96
4 Predicting time-varying parameters with parameter-driven and observation-
driven models 99
4.1 Modelling time-varying parameters . . . . . . . . . . . . . . . . . . . . 103
4.1.1 Dynamic model specifications . . . . . . . . . . . . . . . . . . . 103
4.1.2 Observation densities . . . . . . . . . . . . . . . . . . . . . . . . 106
4.1.3 Parameter-driven versus observation-driven models . . . . . . . 107
4.2 Observation-driven continuous mixture models . . . . . . . . . . . . . . 110
4.2.1 Weibull-gamma and exponential-gamma mixture models . . . . 110
4.2.2 Double gamma mixture models . . . . . . . . . . . . . . . . . . 113
4.3 Maximum Likelihood Estimation . . . . . . . . . . . . . . . . . . . . . 113
4.3.1 Observation-driven models: maximum likelihood . . . . . . . . . 114
4.3.2 Parameter-driven models: simulated maximum likelihood . . . . 114
4.4 Predictive analysis: a Monte Carlo study . . . . . . . . . . . . . . . . . 115
4.4.1 Design of the Monte Carlo study . . . . . . . . . . . . . . . . . 116
4.4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
4.4.3 Analysis based on model confidence sets . . . . . . . . . . . . . 121
4.4.4 Multi-step forecasting . . . . . . . . . . . . . . . . . . . . . . . 122
4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
4.A Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
4.A.1 Numerically accelerated importance sampling . . . . . . . . . . 129
4.A.2 Forecasting for the parameter-driven models . . . . . . . . . . . 131
5 Efficient likelihood evaluation for non-Gaussian measurement state
space models with multiple time-varying parameters 135
5.1 Basics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
5.1.1 State Space model . . . . . . . . . . . . . . . . . . . . . . . . . 139
5.1.2 Importance sampling . . . . . . . . . . . . . . . . . . . . . . . . 140
5.1.3 Approximating linear state space model . . . . . . . . . . . . . 141
5.2 Efficient likelihood evaluation . . . . . . . . . . . . . . . . . . . . . . . 142
5.2.1 Importance parameters . . . . . . . . . . . . . . . . . . . . . . . 142
5.2.2 An efficient algorithm . . . . . . . . . . . . . . . . . . . . . . . . 144
5.2.3 Diagonalising the approximating linear state space model . . . . 146
5.3 Illustrations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
5.3.1 Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
5.3.2 Likelihood evaluation . . . . . . . . . . . . . . . . . . . . . . . . 151
5.3.3 Accuracy for parameter estimation . . . . . . . . . . . . . . . . 154
5.3.4 Empirical application . . . . . . . . . . . . . . . . . . . . . . . . 157
5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
6 Conclusion 169
6.1 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
6.1.1 Importance sampling for state space models . . . . . . . . . . . 169
6.1.2 Realised stochastic volatility . . . . . . . . . . . . . . . . . . . . 170
6.1.3 Parameter-driven and observation-driven models . . . . . . . . . 171
6.2 Extensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
Bibliography 175
Samenvatting (Summary in Dutch) 187


Chapter 1
Introduction
This thesis studies the state space approach to time series analysis as a flexible frame-
work for modelling time-changing parameters in economics and finance. We focus on
the methodological issues related to the simulation-based methods which are necessary
for analysing these models outside the simplest settings. We also develop new econo-
metric models that can increase our understanding of the dynamic nature of economic
risks and the instability of financial parameters.
We explore three main research objectives. The first is to develop numerically and
computationally efficient likelihood evaluation methods applicable to a wide class of
nonlinear non-Gaussian state space models for purposes of simulated maximum likeli-
hood estimation, state smoothing and Bayesian inference. The second is to establish a
systematic modelling and estimation framework for the analysis of stochastic volatility
models in the presence of high-frequency based realised measures, accompanied by an
empirical investigation of stock return data under this framework. The third is to study
the predictive ability of state space models compared to other classes of time-varying
parameter models, as well as acquiring a better understanding of the relations between
these different specifications. The rest of this introduction illuminates each of these
technical terms, provides the scientific background, discusses the main contributions,
and offers a summary of the four main chapters of the thesis.
1.1 State space models
Let y1, . . . , yn denote a time series sequence of l × 1 dependent outcomes of interest.
In applications, these variables may represent daily stock returns, interest rates, the
time between firm bankruptcies, liquidity measures, credit ratings, inflation and many
other types of data. We are interested in understanding how the statistical behaviour of
these series change over time. In particular, we want to say something about the mean,
covariance matrix or another relevant characteristic of the conditional distribution of
yt given all the data up to time t − 1. Throughout the thesis, we assume that the
statistical distribution of the observations depends on a p× 1 time-varying parameter
vector θt. Formally, yt is generated by a parametric observation density
yt|θt ∼ p(yt|θt;ψ), t = 1, . . . , n, (1.1)
where we refer to θt as the signal vector. The density p(yt|θt;ψ) may contain nonlinear
transformations of θt. The static parameter vector ψ collects the fixed and unknown
coefficients from the model.
We further assume that θt follows a linear dynamic process with Gaussian distur-
bances
θt = ct + Ztαt,
αt+1 = dt + Ttαt +Rtηt, α1 ∼ N(a1, P1), ηt ∼ N(0, Qt), (1.2)
where αt is the m × 1 state vector, and Zt is the p × m selection matrix; the p × 1
vector of intercepts ct, the m× 1 vector of intercepts dt, the m×m transition matrix
Tt, the m× r disturbance selection matrix Rt and the r× r variance matrix Qt jointly
determine the dynamic properties of the model. The mean vector a1 and the variance
matrix P1 determine the initial distribution of the state vector. The system matrices
Zt, Tt, Rt, and Qt are time-varying in a deterministic way. We can further extend
this specification to include explanatory variables in both the state and observation
equations. However, we make no use of additional variables in the thesis, so that we
leave them out of the notation.
Equations (1.1) and (1.2) together characterise what we refer to in this thesis as
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the general class of state models. This nomenclature is standard in the time series
literature; see for example Durbin and Koopman (2001). However, authors in other
fields may also apply the term “state space model” as referring to any Markov chain
observed in noise (Cappe´, Moulines, and Ryde´n 2005). When p(yt|θt;ψ) is a normal
density with mean θt and some variance matrix which does not depend on θt, equations
(1.1) and (1.2) lead to the subclass of linear state space models. This thesis concerns
nonlinear non-Gaussian state models, which encompass the remaining cases within this
framework.
As we discuss in the next section, the analysis of nonlinear non-Gaussian models
requires the use of Monte Carlo methods. Nonetheless, many of the ideas on this thesis
build on the contributions by Shephard and Pitt (1997) and Durbin and Koopman
(1997), who have introduced the insight that linear state space methods can be in-
strumental for the simulation-based analysis of nonlinear non-Gaussian measurement
models. We are therefore able to rely on many results that have been developed for
linear models, such as the Kalman filter (see for example Harvey 1989 and Durbin and
Koopman 2001). Furthermore, an interesting special case appears in Chapter 3, in
which we consider a model which is partly linear. We derive new results that make
estimation simple and intuitive in this situation, despite the non-Gaussianity in the
model.
The specification of the dynamics of the state vector is flexible in the state space
model. The formulation above can accommodate autoregressive integrated moving av-
erage, random walk, cyclical and seasonal dynamic processes and combinations thereof,
among other alternatives. However, the more elaborate the dynamics of the model, the
larger the state vector tends to be, which can create computational difficulties for the
analysis of models which display complex time series behaviour. We contribute to the
literature by proposing methods that are computationally less sensitive to the relative
size of state vector, advancing the feasibility of considering such models in empirical
work.
One recurrent example of this feature in this thesis is in the modelling of the
long memory property of financial volatility series, documented for example in Ding,
Granger, and Engle (1993) and Andersen, Bollerslev, Diebold, and Labys (2003). In-
tuitively speaking, long memory refers to the persistence of contemporaneous shocks
to a time series far into the future. In technical terms, we characterise long memory
3
as a hyperbolic decay in the autocorrelation function of a time series. In Chapters 2, 3
and 5, we account for this empirical phenomenon by allowing the log-volatility process
(θt) to be a superposition of independent autoregressive processes of order one (each
an element of the state vector αt); see Barndorff-Nielsen and Shephard (2002).
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It is important to recognise that while we have full flexibility in the specification
of the observation density p(yt|θt), the assumption of Gaussian state innovations ηt is
fundamental to the methodological contributions of this thesis. There are two main
reasons why the present setting is relevant. First, the nonlinear non-Gaussian state
space model class includes a substantial number of important discrete time models
considered in the econometrics literature. We refer to and consider several examples
throughout the thesis. Comparatively, examples of specifications with non-Gaussian
or nonlinear states are harder to find.2 Such models are difficult to validate empirically
since any inference must go through the noisy observations. Second, methods devel-
oped for Gaussian states typically remain instrumental when the state equation is only
conditionally Gaussian; see for example Carter and Kohn (1996). The conditionally
Gaussian model would allow us for example to approximate general innovation distri-
butions by mixtures of normals and to model jumps in the time-varying parameters.
Specifications in which parameters change over time as dynamic processes with
idiosyncratic innovations, such as state space models, are known as parameter-driven
models after the classification introduced by Cox (1981). An alternative approach for
modelling time-varying parameters is to consider observation-driven models. In this
class of models, current parameters are deterministic functions of lagged dependent
variables as well as contemporaneous and lagged exogenous variables. In this setting,
parameters evolve randomly over time but are perfectly predictable one-step-ahead
given past information. This means that in contrast with most state space models, the
likelihood function for observation-driven models is available in closed-form through
the prediction error decomposition, so that the classical analysis of these specifications
does not require simulation methods.
1Barndorff-Nielsen (2001) has formalised the role of superpositions for modelling long memory,
while the relation between long-range dependence and aggregations of dynamic equations has originally
been studied by Granger (1980). However, we note that the term “long memory” is often associated
with the class of fractionally integrated processes, which does not fit our state space framework.
2One example is the stochastic volatility model with an inverted Gamma state density in Richard
and Zhang (2007).
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In the applied sections of this thesis we do not assume that the parameter-driven
models are necessarily the best approach for a given problem. In Chapter 4, we ex-
plore the modelling relations between state space models and the recently developed
observation-driven generalised autoregressive score (GAS) class of Creal, Koopman,
and Lucas (2012). We show that even when the data generating process is a state
space model, GAS models can achieve similar levels of predictive accuracy to the cor-
rectly specified parameter-driven model if they are able to reproduce the features of the
conditional distribution of the observations implied by the state space specification. In
Chapter 3, we show that the state space approach is a natural framework for modelling
stock returns in the presence of high-frequency based realised measures of volatility, em-
pirically comparing our parameter-driven specification to existing observation-driven
models. The model confidence set of Hansen, Lunde, and Nason (2011b) is instrumen-
tal for our model comparisons.
1.2 Why Monte Carlo methods are necessary
A central objective in this thesis is to carry statistical inference on the parameter vector
ψ or the time-varying parameters θ = (θ′1, . . . , θ
′
n)
′ for given a series of observations
y = (y′1, . . . , y
′
n)
′. We may also be interested in predicting θn+1. To for example estimate
the parameter vector ψ by the method of maximum likelihood, we need to be able to
compute the likelihood
L(y;ψ) =
∫
p(θ, y;ψ) dθ =
∫
p(y|θ;ψ)p(θ) dθ1 . . . dθn, (1.3)
where p(θ) is the signal density following from the dynamic model.
The likelihood of the state space model is a high-dimensional integral because the
time-varying parameters are unobserved, so that we need to integrate them out to
obtain the desired quantity. In the case of linear state space models, the Kalman filter
is able to analytically compute the above integral in a sequential way. For nonlinear
non-Gaussian state space models, however, the likelihood is with very few exceptions
analytically intractable. The evaluation of a high-dimensional integral is also a chal-
lenge for state inference and forecasting in the state space framework. More generally,
it is indeed a fundamental scientific problem for researchers in a myriad of fields, from
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statistical physics and bioinformatics to artificial intelligence, engineering and quanti-
tative political science.
We now concisely summarise the essential principles which underlie the use of simu-
lation methods. The basic ideas below appear in standard references such a Liu (2008).
We focus on the example of evaluating the likelihood (1.3). Suppose we are able to
generate independent and identically distributed (i.i.d.) trajectories for the time vary-
ing parameter vector denoted by θ(s) for s = 1, . . . , S. We can then obtain a simple
estimate L̂(y;ψ) for the integral (1.3) by computing
L̂(y;ψ) = S−1
S∑
s=1
p(y|θ(s)) (1.4)
The law of large numbers for i.i.d. variables with finite variance ensures that under
regularity conditions this estimate converges to the likelihood with probability one
P
(
lim
S→∞
S−1
S∑
s=1
p(y|θ(s)) = L(y;ψ)
)
= 1, (1.5)
while the central limit theorem says that the estimate is asymptotically normal
√
S(L̂(y;ψ)− L(y;ψ)) −→ N(0,Var p(y|θ(s))), (1.6)
as long as Var p(y|θ(s)) is bounded.
The probabilistic approximation error associated with this Monte Carlo (MC) es-
timate is therefore of order S−1/2, while the computational cost is O(S), no matter
the dimension of integration (the number of time periods times the number of time-
varying parameters, n× p). To understand the significance of this result, it is helpful
to consider the alternative of deterministic numerical methods. One such method is
the Gauss-Hermite quadrature rule, which approximates the likelihood as a weighted
sum of function values of p(y|θ) at carefully chosen nodes within the its support as a
function of θ. With a Gaussian quadrature, we need to evaluate O(Mnp) grid points
to achieve an error rate of O(M−1).
When there is one time-varying parameter and one time period, the Gauss-Hermite
quadrature clearly outperforms the Monte Carlo method by achieving an error of order
M−1 at a computational cost which is O(M). Nevertheless, we can immediately verify
6
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that this strategy scales unfavourably to higher dimensions: the number of necessary
calculations grows exponentially. This example illustrates the fact that numerical meth-
ods do not constitute a viable approach to high-dimensional integration; all existing
deterministic alternatives are inflicted by the curse of dimensionality.3
Our basic results establish the potential of simulation-based methods as the only
viable option by assuring us that L̂(y;ψ) will be a reasonable estimate of the likelihood
as long as we draw a sufficiently large Monte Carlo sample to compute it. However,
for practical purposes “sufficiently large” can still mean an impossibly large number of
simulations since the variance of p(y|θ(s)) will be too high when dealing with state space
models in high dimensions. In this thesis we overcome this problem by considering the
method of importance sampling.
In extreme cases, attempting to estimate the likelihood by means of the simple
Monte Carlo method we have described is a bit like playing darts in complete dark:
with limitless patience, one may eventually hit the bull’s eye by randomly aiming
at many different directions. In contrast, importance sampling tries to explore the
interesting region of the state space, namely, the dartboard itself. The equivalent of
turning on the lights in our case is using the data y to construct an efficient sampling
density g(θ|y).
We can rewrite the likelihood as
L(y;ψ) =
∫
p(y|θ;ψ)p(θ) dθ =
∫
p(y|θ;ψ)p(θ)
g(θ|y) g(θ|y) dθ, (1.7)
which suggests that by drawing S samples from the importance density g(θ|y) we can
estimate the likelihood as
L̂IS(y;ψ) = S−1
S∑
s=1
p(y|θ(s))p(θ(s))
g(θ(s)|y) . (1.8)
Under technical conditions, a law of large numbers and a central limit theorem also
3Strictly speaking, the practical implementation of Monte Carlo methods is also deterministic due
to the inability of standard computers to produce genuine random numbers. The best we can do is to
generate pseudorandom data that look random enough for our purposes. I have ignored this subtlety
above. Quantum random number generators may change this situation in the future. Generating true
randomness is a difficult problem since this is in a strict sense not possible under classical physics
(“God does not play dice with the world”, Einstein famously said).
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apply to this new estimator; see Geweke (1989). If g(θ|y) is a good approximation to
p(y|θ;ψ)p(θ) the new estimate can be accurate enough for our purposes.
Using an analogy suggested in another context by MacKay (2003), we can say that
the basic idea of importance sampling is much like playing chess in that it is almost
trivial, except for the computational details. For example, which form should the
importance density g(θ|y) take? What parameters should be chosen for this density?
Are the computational costs involved in constructing a good approximating density
and obtaining accurate likelihood estimates acceptable?
This thesis introduces several contributions related to these questions as they arise
in the context of nonlinear non-Gaussian state space models. We highlight two key
ideas that do not require further technical background. First, we show that it is often
the case that only a small part of the likelihood evaluation problem actually requires
simulation. This idea appears in Chapters 2, 3 and 5, in which we rely on a synthesis
of Monte Carlo, numerical and Quasi-Monte Carlo integration approaches to develop
new estimation methods for state space models. Despite the fact that deterministic
methods play a significant role in our methodology, our approach is not subject to
the curse of dimensionality. Even though the loose idea of mixing Monte Carlo and
numerical approaches has been applied in methods such as simulated annealing and
Riemannian simulation (see for example Robert and Casella 2005), our framework is
original.
Second, we design new importance sampling methods which take full advantage
of the state space structure of the model, while building on the efficient importance
sampling principle of Richard and Zhang (2007). This last paper introduces the insight
that the choice of sampling parameters can (in theory) explicitly minimise the variance
of the target estimates. We contribute to the literature by bringing this principle
closer to its theoretical ideal within our framework, while developing results which
substantially reduce the computational complexity of our methods.
The central methodological contributions of this thesis for general nonlinear non-
Gaussian state space models are in Chapters 2 and 5.
8
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1.3 State space models and financial econometrics
Applications in the area of financial econometrics constitute a significant part of this
thesis, from the numerous Monte Carlo and empirical illustrations of the new impor-
tance sampling methods in Chapters 2 and 5 to a full article dedicated to the analysis
of stochastic volatility models using high-frequency data in Chapter 3 and the large
scale simulation study we conduct to answer the research question of Chapter 4. In this
thesis, we not only consider a wide range of established nonlinear non-Gaussian state
space models, but also develop original and empirically relevant models when appro-
priate. A frequent theme is how these models seamlessly fit the overarching framework
of the thesis and therefore are easy to estimate at the margin.
Stochastic volatility models for asset returns receive a great deal of attention in
this thesis, specially in Chapters 2, 3 and 5. In this last chapter we also consider a
multivariate stochastic volatility specification. The stylised facts of asset return data
are well documented; see for example Malmsten and Tera¨svirta (2004). First, volatility
clusters over time: large returns tend to be followed by large returns, either positive of
negative. Moreover, we have mentioned in our discussion of state space representations
that volatility exhibits long memory: periods of high and low volatility may persist for
a long time. Second, negative returns are associated with higher subsequent volatility,
a relationship known as the leverage effect. This empirical regularity was originally
identified by Black (1976). Recent evidence (see Chapter 5) suggests that this effect is
stronger in periods of high volatility. Finally, return innovations are often heavy-tailed:
given volatility, very negative or positive returns occur more frequently than would be
the case under the Gaussian distribution.
In Chapters 3 and 5 of this thesis, we propose general stochastic volatility (SV)
specifications which simultaneously account for all of these features. We do so by
allowing for multiple volatility components, any suitable distribution for the return
innovations, and by specifying leverage effects through copula functions. In Chapter
3 this specification is part of a new framework for the joint modelling of daily returns
and realised measures of volatility constructed from high-frequency data (see for ex-
ample Barndorff-Nielsen and Shephard 2002). In that chapter we identify and address
important estimation issues which emerge in this setting. In Chapter 5, we consider
the case in which only return data is available. The biggest challenges in this case
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are computational; we consider the stochastic volatility model in the context of the
importance sampling method developed in that chapter.
We consider stochastic copula models in Chapters 2, 4 and 5. This class of specifi-
cations was introduced by Hafner and Manner (2011) for the modelling of time-varying
and possibly non-linear dependence between multiple time series. Some applications
are multivariate stochastic volatility models and credit risk. Stochastic conditional
durations models as in Bauwens and Veredas (2004) appear in Chapters 2 and 4. This
class of models has been developed for the analysis of financial transactions. In Chapter
4, we also propose new observation-driven GAS models based on continuous mixtures
for the analysis of durations. Finally, we consider two models for count data in Chapter
4.
1.4 Thesis overview
The core of this thesis contains four self-contained chapters. Chapter 2 is titled “numer-
ically accelerated importance sampling for nonlinear non-Gaussian state space models”
and is based on Koopman, Lucas, and Scharth (2012). In this chapter, we start by
mostly focusing on specifications with a single time-varying parameter and introduce a
new efficient importance sampler for nonlinear non-Gaussian state space models. We
propose a general and efficient likelihood evaluation method for this class of models via
the combination of numerical and Monte Carlo integration methods. Our methodology
explores the idea that only a small part of the likelihood evaluation problem requires
simulation. We refer to our new method as numerically accelerated importance sam-
pling (NAIS). We show that the NAIS method is computationally and numerically
efficient, facilitates parameter estimation for models with high-dimensional state vec-
tors, and overcomes a bias-variance trade-off encountered by other sampling methods.
An elaborate simulation study for stochastic volatility, stochastic conditional duration
and stochastic copula models as well as an empirical application for U.S. stock returns
reveal large efficiency gains for a range of models used in financial econometrics.
Chapter 3 is titled “the analysis of stochastic volatility in the presence of daily
realised measures” and derives from Koopman and Scharth (2011). In this chapter we
develop a systematic framework for linking a general class of discrete time stochastic
volatility (SV) models to realised measures of volatility such as the two time scales
10
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estimator of Zhang, Mykland, and Aı¨t-Sahalia (2005), the realised kernel of Barndorff-
Nielsen, Hansen, Lunde, and Shephard (2008) and the pre-averaging based realised
variance estimator of Jacod, Li, Mykland, Podolskij, and Vetter (2009). Our analysis
considers a fully specified time series model for both the returns and the realised
measures. We assume a linear state space representation for the log realised measures,
which are noisy and biased estimates of the log integrated variance, at least due to
Jensen’s inequality. We incorporate filtering methods for the estimation of the latent
log volatility process.
We contribute to the literature by recognising that the dependence between daily
returns and measurement errors affects the estimation of the model. We develop a two-
step estimation method for the parameters in our specification which overcomes this
problem. This method is computationally straightforward even when the stochastic
volatility model contains non-Gaussian return innovations and leverage effects. We
perform a detailed empirical study of the realised SV model using data for nine Dow
Jones index stocks in the period between 2001 and 2010. We find that measurement
errors account for between 24% and 53% of the variance of daily innovations in the
log realised kernel and pre-averaging based realised variance series. We show that
time series filtering leads to important reductions in the variance of the log volatility
estimates. We also find that forecasts from our model outperforms those from a set of
recently developed alternatives.
Chapter 4 is titled “Predicting time-varying parameters with parameter-driven and
observation-driven models” and is based on joint work with Siem Jan Koopman and
Andre´ Lucas. In this chapter we study whether and when parameter-driven time-
varying parameter models lead to forecasting gains over observation-driven models.
We consider dynamic count, intensity, duration, volatility and copula models, includ-
ing specifications which have not been studied earlier in the literature. In an extensive
Monte Carlo study, we find that observation-driven generalised autoregressive score
(GAS) models have similar predictive accuracy to correctly specified parameter-driven
models. In most cases, differences in mean squared errors are smaller than 1%, so that
model confidence sets (Hansen, Lunde, and Nason 2011b) have low power when com-
paring these two alternatives. We also find that GAS models outperform many familiar
observation-driven models in terms of forecasting accuracy. The results point to a class
of observation-driven models with comparable forecasting ability to parameter-driven
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models, but lower computational complexity.
Chapter 5 is titled “Efficient likelihood evaluation for nonlinear non-Gaussian mea-
surement state space models with multiple time-varying parameters” and also derives
from joint work with Siem Jan Koopman and Andre´ Lucas. In this chapter we re-
turn to the methodological questions which first appeared in Chapter 2. We propose
a new likelihood evaluation method based on importance sampling for nonlinear non-
Gaussian state space models with multiple time-varying parameters in the observation
density. Our sampler consists of an efficient approximating linear state space model
for which we estimate optimal parameters by solving series of low dimensional inte-
grals using a quasi-Monte Carlo method. We develop new results that substantially
reduce the computational complexity of the algorithm as a function of the number of
time-varying parameters in the state space model. We provide several Monte Carlo
and empirical illustrations of our method in challenging settings. We consider stochas-
tic volatility models with leverage effects and non-Gaussian return innovations and
a multivariate stochastic volatility specification. Our results reveal up to 95% gains
in the time normalised variance of the likelihood estimates over a standard efficient
importance sampling (EIS) approach. We also show that the method leads to small
Monte Carlo errors for parameter estimation in practice, even in large sample sizes.
Finally, Chapter 6 summarises the main contributions and concludes the thesis.
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Chapter 2
Numerically accelerated
importance sampling for nonlinear
non-Gaussian state space models
The evaluation of analytically intractable likelihood functions is a challenging problem
for a variety of statistical and econometric models. The difficulty is the numerical
calculation of a high-dimensional integral, which we may typically carry out by the
method of importance sampling. Advances in importance sampling over the past three
decades have contributed to the interest in state space models that in many cases
lack a tractable likelihood expression. Examples include stochastic volatility models
as in Ghysels, Harvey, and Renault (1996), stochastic conditional intensity models
as in Bauwens and Hautsch (2006), non-Gaussian unobserved components time series
models as in Durbin and Koopman (2000), and flexible non-linear panel data models
with unobserved heterogeneity as in Heiss (2008).
In this chapter we propose a new importance sampling method with a high level
of computational and numerical efficiency for a general class of nonlinear and non-
Gaussian state space models. Our proposed methodology explores the idea that we
can solve a substantial part of the likelihood evaluation problem by fast numerical
integration rather than by Monte Carlo integration only. The contribution consists
of two parts. First, we use numerical integration methods for the construction of an
importance density that efficiently approximates the likelihood function. Second, we
develop new control variables which we use as efficient variance reduction tools in
evaluating the likelihood via importance sampling. Numerical integration is highly
accurate when applicable, but its feasibility is typically limited to low dimensional
problems. Monte Carlo integration, by contrast, is subject to simulation error but is
more easily applicable in high-dimensional problems. By relying on both methods, we
carry the virtues of numerical integration over to high-dimensional state space models.
As a result, we depart from the numerical approaches of Kitagawa (1987) and Fridman
and Harris (1998) as well as from the simulation based methods of Danielsson and
Richard (1993) and Durbin and Koopman (1997). We refer to our new method as
numerically accelerated importance sampling (NAIS).
We integrate two different importance sampling approaches into our method. The
approach of Shephard and Pitt (1997) and Durbin and Koopman (1997) (referred
to as SPDK) is based on an approximating linear Gaussian state space model that
generates importance samples using Kalman filter and smoothing (KFS) methods.
The approximation model of SPDK is optimal in providing the mode estimate of the
signal but it is also a local approximation of the entire likelihood integral. The efficient
importance sampling (EIS) approach of Liesenfeld and Richard (2003) and Richard
and Zhang (2007) establishes a global approximation of the likelihood. Koopman and
Nguyen (2011) show how to implement the EIS method using the KFS methods of
SPDK.
The NAIS method provides an accurate numerical solution for obtaining the optimal
importance parameters leading to a global approximation of the likelihood function.
The method of Liesenfeld and Richard (2003) and Richard and Zhang (2007) relies
instead on Monte Carlo simulations for estimating the optimal sampling parameters.
At the same time, the NAIS method generates additional computational efficiency
via the synthesis of fast numerical integration techniques with the KFS methods of
SPDK. Finally, by using NAIS we eliminate a bias-variance trade-off inherent to the
EIS method. We show that the practice of re-using random numbers both to select
the optimal importance parameters and to estimate the likelihood function induces
a bias in the resulting estimate. We avoid this problem by replacing the first step
by numerical integration. For Bayesian inference based on the simulated likelihood,
unbiasedness becomes fundamental; see Flury and Shephard (2011).
We conduct an extensive simulation study to analyse the efficiency gains of the
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NAIS method. To validate the robustness of our results, we consider three different
model specifications: the stochastic volatility model, for example, see Ghysels, Harvey,
and Renault (1996); the stochastic duration model of Bauwens and Veredas (2004);
and the stochastic copula model of Hafner and Manner (2011). Each of these models
requires likelihood evaluation by numerical techniques such as importance sampling.
We show that we can efficiently implement our methods for each of these different
models.
The Monte Carlo study reveals three major findings. First, we show that the lin-
ear state space model approximation always performs substantially faster than the
standard implementation of the EIS method. This holds even without considering nu-
merical acceleration. Second, when we increase the number of importance sampling
trajectories, our NAIS method proves to be faster and more accurate than the standard
EIS method: the NAIS method significantly improves the trade-off between computa-
tional and numerical efficiency in choosing the number of Monte Carlo samples. Third,
for the different classes of models we consider in our simulation study we are able to
reduce the variance of the likelihood estimates by more than 40% with the use of our
new control variables, relative to the use of antithetic variables as a variance reduction
device.
To illustrate the NAIS method in an empirical setting, we consider a two-component
stochastic volatility model for the time series of returns of a set of major U.S. stocks.
The two-component structure of the volatility specification makes estimation by means
of EIS a non-trivial and time-consuming operation which is frequently subject to numer-
ical instability. However, we are able to implement the NAIS approach using standard
hardware and software without further complications. The NAIS method reduces the
estimation times in this application by as much as 90% and results in Monte Carlo
standard errors for the estimated parameters which are small compared to the respec-
tive statistical standard errors. This application hence illustrates that we can use the
NAIS method effectively for estimation and inference in many practical situations of
interest.
The structure of the chapter is as follows. Section 2.1 presents the nonlinear non-
Gaussian state space model, introduces the necessary notation, and reviews the key
importance sampling methods. Section 2.2 develops the new numerically accelerated
importance sampling (NAIS) method, identifies the finite sample bias in EIS, and
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provides the details for the computation of the importance sampling parameters and
our new control variables. Section 2.3 presents our simulation study and our empirical
application. Section 2.4 concludes.
2.1 Importance sampling for state space models
2.1.1 Nonlinear and non-Gaussian state space model
The general ideas of importance sampling are well established and developed in the
contributions of Kloek and van Dijk (1978), Ripley (1987), Geweke (1989) and others.
Danielsson and Richard (1993), Shephard and Pitt (1997), Durbin and Koopman (1997)
and others explore the implementation of importance sampling methods for the analysis
of nonlinear non-Gaussian time series models. Richard and Zhang (2007) provide
a short review of the literature with additional references. For the application of
importance sampling in the context of time series, the main task is to evaluate the
likelihood function for the nonlinear non-Gaussian state space model as given by
yt|θt ∼ p(yt|θt;ψ), θt = Ztαt, t = 1, . . . , n,
αt = dt + Ttαt−1 + ηt, α1 ∼ N(a1, P1), ηt ∼ N(0, Qt),
(2.1)
where yt is the p × 1 observation vector, θt is the q × 1 signal vector, αt is the m × 1
state vector, and Zt is the p×m selection matrix; the m×1 vector of intercepts dt, the
m ×m transition matrix Tt and the m ×m variance matrix Qt jointly determine the
dynamic properties of the model. The system matrices Zt, Tt and Qt are time-varying
in a deterministic way. The unknown fixed parameter vector ψ contains the unknown
coefficients in the observation density and in the system matrices.
The nonlinear non-Gaussian state space model as formulated in equation (2.1) al-
lows the introduction of time-varying parameters in the density p(yt|θt;ψ). The time-
varying parameters depend on the signal θt in a possibly nonlinear way. The signal
vector θt depends linearly on the state vector αt, for which we formulate a linear dy-
namic model. Our general framework can accommodate autoregressive moving average,
long memory, random walk, cyclical and seasonal dynamic processes and combinations
thereof. Harvey (1989) and Durbin and Koopman (2001) provide a detailed discussion
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of state space representations and unobserved components time series models.
We emphasise that the integration methodology we propose in this chapter relies
on the low dimensionality of the signal θt, which contrasts with the typically higher
dimensionality of the state vector αt. The shift of focus from αt to θt enables large
computational gains and eases many of the computational complications in the speci-
fication of the dynamic model for θt when compared to existing methods.
2.1.2 Likelihood evaluation via importance sampling
Define θ′ = (θ′1 , . . . , θ
′
n) and y
′ = (y′1 , . . . , y
′
n). If p(yt|θt;ψ) is a Gaussian density
with mean θt = Ztαt and some variance Ht, for t = 1, . . . , n, Kalman filtering and
smoothing methods analytically evaluate the likelihood and compute the minimum
mean squared error estimates of the state vector αt together with its mean squared
error matrix. In all other cases, the likelihood for (2.1) is given by the analytically
intractable integral
L(y;ψ) =
∫
p(θ, y;ψ) dθ =
∫ n∏
t=1
p(yt|θt;ψ)p(θt|αt−1;ψ) dθ1 . . . dθn, (2.2)
where p(θ, y;ψ) is the joint density of y and θ following from (2.1). Kitagawa (1987)
has developed a numerical integration method for evaluating the likelihood integral
above. This approach is in practice only practical when yt, θt and αt are scalars.
To evaluate the likelihood function in a feasible manner by means of importance
sampling, we consider the Gaussian importance density g(θ, y;ψ) = g(y|θ;ψ)g(θ;ψ)
where g(y|θ;ψ) and g(θ;ψ) are both Gaussian densities. It follows from (2.1) that
p(θ;ψ) = g(θ;ψ). We then express the likelihood function as
L(y;ψ) =
∫
p(θ, y;ψ)
g(θ, y;ψ)
g(θ, y;ψ) dθ
= g(y;ψ)
∫
p(θ, y;ψ)
g(θ, y;ψ)
g(θ|y;ψ) dθ
= g(y;ψ)
∫
ω(θ, y;ψ)g(θ|y;ψ) dθ, (2.3)
where g(y;ψ) is the likelihood function of the Gaussian importance model and where
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the importance weight function is given by
ω(θ, y;ψ) = p(y, θ;ψ) / g(y, θ;ψ) = p(y|θ;ψ) / g(y|θ;ψ). (2.4)
The last equality is valid since p(θ;ψ) = g(θ;ψ). We estimate the likelihood func-
tion (2.3) by generating S independent trajectories θ(1) , . . . , θ(S) from the importance
density g(θ|y;ψ) and by computing
L̂(y;ψ) = g(y;ψ)ω¯, ω¯ =
1
S
S∑
s=1
ωs, ωs = ω(θ
(s), y;ψ), (2.5)
where ωs is the realised importance weight function in (2.4) for θ = θ
(s). Under standard
regularity conditions, the weak law of large numbers ensures that
L̂(y;ψ)
p−→ L(y;ψ), (2.6)
when S → ∞. A central limit theorem is applicable only when the variance the
importance weight function exists, see Geweke (1989). The failure of this condition
leads to slow and unstable convergence of the estimate. Monahan (1993) and Koopman,
Shephard, and Creal (2009) have developed diagnostic tests for validating the existence
of the variance of the importance weights based on extreme value theory. Richard and
Zhang (2007) discuss more informal methods for this purpose. We argue in Section
2.2.1 that the importance sampler proposed in this chapter is robust to this problem.
2.1.3 The Gaussian importance density
We represent the Gaussian importance density as
g(α, y;ψ) =
n∏
t=1
g(yt|θt;ψ)g(αt|αt−1;ψ), (2.7)
where g(αt|αt−1;ψ) is the transition density for the state vector as implied by (2.1)
and where
g(yt|θt;ψ) = exp
{
at + b
′
t θt −
1
2
θ′tCt θt
}
, (2.8)
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with at, bt and Ct defined as functions of the data vector y and the parameter vector
ψ, for t = 1, . . . , n. The constants a1, . . . , an ensure that g(θ, y;ψ) integrates to one.
The set of importance sampling parameters is
χ = {b1, . . . , bn, C1, . . . , Cn}. (2.9)
Shephard and Pitt (1997) and Durbin and Koopman (1997), which we refer to
as SPDK, treat the importance density (2.8) as equivalent to the density function
associated with observation y∗t = C
−1
t bt and the linear Gaussian observation equation
y∗t = θt + εt, εt ∼ N(0, C−1t ), t = 1, . . . , n, (2.10)
where we specify θt as in (2.1). We can easily verify the equivalence of (2.8) with the
Gaussian logdensity log g(y∗t |θt;ψ) for y∗t in (2.10) since
log g(y∗t |θt;ψ) = −
1
2
log 2pi +
1
2
log |Ct| − 1
2
{(C−1t bt − θt)′Ct (C−1t bt − θt)}
= at + b
′
t θt −
1
2
θ′tCt θt,
(2.11)
where the constant at collects all the terms that are not associated with θt. It follows
that g(yt|θt;ψ) ≡ g(y∗t |θt;ψ) for t = 1, . . . , n. Hence, we have g(θt, yt;ψ) ≡ g(θt, y∗t ;ψ)
for t = 1, . . . , n. Shephard and Pitt (1997) and Durbin and Koopman (1997) choose χ
such that the mean (or mode) estimate of θ with respect to g(θ|y∗;ψ) equals the mode
estimate of θ with respect to p(θ|y;ψ), where y∗ = (y∗ ′1 , . . . , y∗ ′n )′.
The SPDK method is based on the linear state space model (2.10) with θt specified
by (2.1) to sample θt from g(θ|y∗;ψ), for t = 1, . . . , n. de Jong and Shephard (1995)
and Durbin and Koopman (2002) have developed simulation smoothing methods for
the sampling of θ from g(θ|y∗;ψ) in a computationally efficient way. The vector θ(s)
collects the simulations to compute the importance sampling weights ωs in (2.5) for
s = 1, . . . , S. The evaluation of the Monte Carlo estimate of the likelihood is similar
to (2.5) but with g(y;ψ) ≡ g(y∗;ψ). The Kalman filter calculates g(y∗;ψ) via its
evaluation of the likelihood function for the linear state space model (2.10).
Jungbacker and Koopman (2007) argue that the individual matrices Ct only need
to be non-singular for the sampling density g(θ|y∗;ψ) to be well defined. When any
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matrix Ct is not positive definite, we adopt their simulation smoothing scheme and
modifications for computing the simulated likelihood function.
2.1.4 Selecting the importance sampling parameters
The choice of importance parameters in χ determines the efficiency of the importance
sampling procedure. Koopman and Nguyen (2011) apply the EIS method of Liesenfeld
and Richard (2003) and Richard and Zhang (2007) to the SPDK importance model
and consider the selection of the importance parameters in χ of (2.9) based on a global
approximation to p(y|θ;ψ). We obtain this approximation via the minimisation of the
variance of the log-weights logω(θ, y;ψ) where we have defined ω(θ, y;ψ) in (2.4). The
variance minimisation problem is given by
min
χ
∫
λ2(θ, y;ψ)ω(θ, y;ψ)g(θ|y;ψ) dθ, (2.12)
where
λ(θ, y;ψ) = log p(y|θ;ψ)− log g(y|θ;ψ)− λ0, (2.13)
g(y|θ;ψ) = ∏nt=1 g(yt|θt;ψ), and g(yt|θt;ψ) is given by (2.8). The normalising constant
λ0 sets the mean of λ(θ, y;ψ) to zero.
The minimisation (2.12) is high-dimensional and numerically not feasible in most
cases of interest. We follow Richard and Zhang (2007) and approximate the min-
imisation problem (2.12) by considering each time point t separately. The efficient
importance parameters χt = {bt, Ct} are therefore the solutions of the minimisation
problem
min
χt
∫
λ2(θt, yt;ψ)ω(θt, yt;ψ)g(θt|y;ψ) dθt (2.14)
where
ω(θt, yt;ψ) =
p(yt|θt;ψ)
g(yt|θt;ψ) , (2.15)
and
λ(θt, yt;ψ) = log p(yt|θt;ψ)− log g(yt|θt;ψ)− λ0t, (2.16)
for t = 1, . . . , n, where λ0t is the normalising constant.
The EIS method of Richard and Zhang (2007) and its modification by Koopman
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and Nguyen (2011) rely on simulations and least squares computations for obtaining
importance parameters; see Appendix 2.A.2 for further details.
2.2 Numerically Accelerated Importance Sampling
When a continuous function ϕ(x) is known analytically for any x, we can efficiently
evaluate integrals of the form ∫
ϕ(x) dx, (2.17)
by numerical integration methods which are fast, reliable, and accurate. Numerical
integration is not prone to simulation uncertainty and conforms to any desired degree
of precision.
The numerical evaluation of the integral in (2.17) via a Gauss-Hermite quadrature
designates a set of M abscissae zj and associated weights h(zj) with j = 1, . . . ,M . We
compute the numerical approximation as
∫ ∞
−∞
ϕ(x) dx =
∫ ∞
−∞
e−x
2
[ex
2
ϕ(x)] dx ≈
M∑
j=1
h(zj)e
z2jϕ(zj), (2.18)
where M is typically between 20 and 30. We can tabulate the weights h(zj). For a
more detailed discussion on Gauss-Hermite quadrature, we refer to Monahan (2001).
Even though we always refer to numerical integration in our discussion, we aim
to work with Gaussian integrals for which analytical solutions may be available in
specific applications. In Appendix 2.A.1, we show that a fully analytical approach
is indeed feasible for certain stochastic volatility, stochastic conditional duration and
stochastic count models. In such cases, the use of analytical expressions will bring
further efficiency to the importance sampling procedure. However, in line with the
general approach we follow in this chapter we do not make use of these results in the
illustrations of Section 2.3.
Our exposition below focuses on model (2.1) with a scalar signal θt, that is q = 1.
Although all results are valid for a high dimensional vector θt, this setting brings
additional computational challenges that are beyond the scope of this chapter. We
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note, however, that our treatment below still allows for a high dimensional state vector
αt. We provide an empirical illustration of this advantage in Section 2.3.
2.2.1 The construction of the importance sampler via numer-
ical integration
Our importance sampler is the global approximation associated with the minimisation
of the variance of the log-weights logω(θt, yt;ψ) in (2.14). The key insight leading to our
method is that the marginal density g(θt|y∗;ψ) is available analytically for the linear
state space approximation (2.10) from the output of the Kalman filter and smoother
(KFS). This result allows us to directly minimise the low dimensional integral (2.14)
for each time t by means of a Gauss-Hermite quadrature. In previous methods, only
high dimensional importance densities g(θ|y;ψ) or g(α|y;ψ) were available for similar
purposes; see Appendix 2.A.2. In contrast with the resulting Monte Carlo approaches
based on simulated trajectories for the signals or the states, we therefore obtain our
likelihood approximation entirely by numerical integration. In practical settings, our
solution for (2.14) will be virtually exact.
For a given set of values in χ = χ+ =
{
b+1 , . . . , b
+
n , C
+
1 , . . . , C
+
n
}
of (2.9), we have
that the smoothed importance density g(θt|y;ψ) = g(θt|y∗;ψ) based on the linear
Gaussian model (2.10) is given by
g(θt|y∗;ψ) = N(θ̂t , Vt) = exp
{
−1
2
V −1t (θt − θ̂t)2
}
/
√
2pi Vt, (2.19)
where we compute θ̂t and Vt by KFS methods applied to the importance model (2.10)
for y∗t = (C
+
t )
−1b+t and θt specified as in (2.1), for t = 1, . . . , n. For χ = χ
+, we evaluate
the integral in (2.14) numerically as in (2.17) with x = θt and
ϕ(θt) = λ
2(θt, yt;ψ)ω
∗(θt, yt;ψ)g(θt|y∗;ψ), t = 1, . . . , n,
where ω∗(θt, yt;ψ) = p(yt|θt;ψ) / g(y∗t |θt;ψ). The minimisation is with respect to χt.
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We express the minimisation in (2.14) as
min
χt
M∑
j=1
λ2(θ˜tj, yt;ψ)wtj, wtj = g(θ˜tj|y∗;ψ)ω∗(θ˜tj, yt;ψ)h(zj)ez2j , (2.20)
where θ˜tj = θ̂t + V
1/2
t zj, for j = 1, . . . ,M . It follows from (2.19) that
g(θ˜tj|y∗;ψ) = exp
{
−1
2
z2j
}
/
√
2pi, t = 1, . . . , n.
The minimisation (2.20) takes place via an iterative method. For a given χ = χ+,
we obtain θ̂t and Vt from the KFS applied to (2.10), for t = 1, . . . , n. Minimisation
(2.20) for a scalar θ˜tj reduces to weighted least squares computations, for each t, with
dependent variable p(yt|θ˜tj;ψ), explanatory variables θ˜tj, θ˜2tj (including a constant) and
weights wtj. We obtain the minimum in (2.20) by setting χt = {bt, Ct} equal to the least
squares estimates associated with explanatory variables θ˜tj and θ˜
2
tj, respectively. The
new value for χt becomes χ
+
t in the next iteration. The iterative procedure terminates
after convergence. We initialise the recursion by choosing an appropriate starting
value for χ. The mode estimate of SPDK provides efficient initial parameters for this
problem. We can also set arbitrary starting values for the parameters in χ; convergence
typically takes only a few iterations even if the initialisation is inaccurate.
Richard and Zhang (2007) argue that their EIS method becomes numerically more
stable when they omit the term ω∗(θ˜tj, yt;ψ) from the weight wtj at the initial iterations.
We can also remove this term from wtj as it does not lead to any important loss of
numerical efficiency. This option has the advantage of increasing the computational
speed of the algorithm. The weight wtj becomes
wtj = wj = (2pi)
− 1
2h(zj) exp(
1
2
z2j ), j = 1, . . . ,M.
The use of parallel computing techniques reduces the computing time required for
the iterative optimisation procedure. For a given χ = χ+ and having θ̂t and Vt, with
t = 1, . . . , n, calculated by KFS, we can compute θ˜tj for j = 1, . . . ,M in parallel over
all t.
Our variance minimisation procedure based on numerical integration is guaranteed
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to evaluate the log importance weights at all the extremes of the sampling space. This
implies that the NAIS algorithm is more robust to numerical instability than earlier
approaches, since it is not directly confronted by unusual draws from the importance
density at the sampling stage. In case the importance sampling procedure is altogether
inappropriate, the auxiliary regressions are likely to crash. Hence we have implicitly in-
troduced an automatic numerical diagnostic checking procedure for the infinite variance
problem discussed in Section 2.1.2. However, we have not encountered this problem
for any of the several importance samplers we construct in Section 2.3.
Given the optimal importance parameter values in χ, we use model (2.10) for draw-
ing samples θ(s) ∼ g(θ|y∗;ψ), for s = 1, . . . , S, via a simulation smoothing method. We
estimate the likelihood function of the nonlinear non-Gaussian state space model as
in (2.5) on the basis of this set of draws. This procedure is the first ingredient of
our numerically accelerated importance sampling (NAIS) method. We introduce the
second ingredient of NAIS in Section 2.2.2.
The NAIS approach brings further advantages to the importance sampling esti-
mation of likelihood (2.2). In Appendix 2.A.2, we show that the linear state space
approximation (2.10) leads to faster procedures in comparison to the EIS method of
Richard and Zhang (2007). In Appendix 2.A.3, we show that the Monte Carlo ap-
proach to obtain the importance sampling parameters in the EIS method results in a
bias-variance trade-off in the importance sampling procedure. The NAIS method does
not entail the same issue.
2.2.2 Importance sampling and control variables
We introduce a new set of control variables to improve the numerical efficiency of
our importance sampling procedure. The control variable is constructed from the
simulated trajectories such that it is negatively correlated with the likelihood estimate.
In contrast to earlier applications, which have relied on analytical results, we adopt
control variables that evaluated by numerical integration. We then use the difference
between the Monte Carlo estimate of the mean and the mean evaluated via numerical
integration to reduce the variance of the importance sampling estimate. This method
of variance reduction replaces the use of antithetic variables such as those developed
by Ripley (1987) and Durbin and Koopman (2000).
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The likelihood estimate (2.5) is the sample average ω¯ = S−1
∑S
s=1 ωs multiplied by
g(y;ψ) where
ωs = ω
∗(θ(s), y;ψ) =
n∏
t=1
ωts, ωts = ω
∗(θ(s)t , yt;ψ), t = 1, . . . , n, s = 1, . . . , S,
for a sample of S draws of θ we generate from the smooth importance density g(θ|y∗;ψ).
We denote these draws by θ(1), . . . , θ(S), with θ
(s)
t as the tth element of θ
(s). The Kalman
filter computes the density g(y;ψ) = g(y∗;ψ). The densities g(y∗;ψ) and g(θ|y∗;ψ)
refer to the importance model (2.10) with θt specified as (2.1) and with the importance
parameter set χ obtained as in Section 2.2.1. The variance of the sample average ω¯
determines the efficiency of the importance sampling likelihood estimate (2.5).
To reduce the variance of ω¯, we construct control variates based on
x(θ, y;ψ) = logω∗(θ, y;ψ) = log p(y|θ;ψ)− log g(y∗|θ;ψ).
The tth contribution of x(θ, y;ψ) is given by x(θt, yt;ψ) = logω
∗(θt, yt;ψ) such that
x(θ, y;ψ) =
∑n
t=1 x(θt, yt;ψ). Given the draws θ
(1), . . . , θ(S), we have xs = log(ωs) =∑n
t=1 xts where
xts = log(ωts), ωts = exp(xts),
for t = 1, . . . , n and s = 1, . . . , S. We can express the sample average of ωs in terms of
xs = logωs by means of a Taylor series around some value x, that is
ω¯ = exp(x)
1
S
S∑
s=1
(
1 + [xs − x] + 1
2
[xs − x]2 + . . .
)
. (2.21)
We adopt the terms involving xts, t = 1, . . . , n, in this expansion as control variables.
Our method consists of replacing the highest variance terms of the Taylor series by
their probability limits, which we compute efficiently via the NAIS algorithm. This
step further reduces the reliance of the method on simulation, improving the numerical
efficiency of the importance sampling estimate at a low computational cost.
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2.2.3 First new control variable
We base our first control variable on the first order term (xs−x) of the Taylor expansion
(2.21). Under the same regularity conditions required for importance sampling, we have
x¯ =
1
S
S∑
s=1
xs
p−→ x̂, (2.22)
where x̂ = Egx(θ, y;ψ) and where Eg is expectation with respect to density g(θ|y;ψ).
The Taylor expansion (2.21) around x = x̂ can now be used to construct a first order
control variable.
Since
x̂ =
n∑
t=1
Eg [x(θt, yt;ψ)] ,
we can evaluate x̂ by means of the Gauss-Hermite quadrature method for each t sepa-
rately as discussed in Section 2.2.1, that is
x̂t = Eg [x(θt, yt;ψ)] =
∫
x(θt, yt;ψ)g(θt|y;ψ) dθt ≈
M∑
j=1
x(θ˜tj, yt;ψ)g(θ˜tj|y;ψ)h(zj)ez2j ,
where θ˜tj = θ̂t + V
1/2
t zj and with the numerical evaluation as in (2.18). The Kalman
filter and smoother computes θ̂t and Vt for t = 1, . . . , n. Furthermore, we have x̂ =∑n
t=1 x̂t.
The likelihood estimate (2.5) corrected for the first control variable is given by
L̂(y;ψ)c = g(y;ψ)
(
exp(x̂)x̂+
1
S
∑
s
[ωs − exp(x̂)xs]
)
= L̂(y;ψ) + g(y;ψ) exp(x̂) (x̂− x¯).
It follows from (2.6) and (2.22) that
L̂(y;ψ)c
p−→ L(y;ψ).
When the importance model (2.10) provides an accurate approximation to the likeli-
hood, ωs is close to one and xs is close to zero, such that ωs ≈ 1 + xs. Hence ωs and
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exp(x̂)xs are typically highly and positively correlated. When the importance model
is a less accurate approximation, the positive correlation remains, but at a more mod-
erate level. Therefore L̂(y;ψ)c is a more efficient estimate of the likelihood function
compared to L̂(y;ψ).
2.2.4 Second new control variable
We base our second control variable on the second order term (xs − x)2 of the Taylor
expansion (2.21). We aim to correct for the sample variation of (xts − x̂t)2 within the
sample of draws θ
(1)
t , . . . , θ
(S)
t for each t individually, where x̂t is the tth element of x̂.
Using the same arguments as in Section 2.2.3, we write
σ¯2t
p−→ σ̂2t ,
where
σ¯2t =
1
S
(xts − x̂t)2, σ̂2t = Eg(xts − x̂t)2 =
∫
(xts − x̂t)2g(θt|y;ψ) dθt.
We compute the variance σ̂2t using the Gauss-Hermite quadrature. Define
L̂(y;ψ)cc = L̂(y;ψ)c +
1
2
g(y;ψ) exp(x̂)
n∑
t=1
(σ̂2t − σ¯2t ),
from which it follows that L̂(y;ψ)cc
p−→ L(y;ψ). Since we can replace the sample
variation of (xts − x̂t)2 by its probability limit, we can expect estimate L̂(y;ψ)cc to be
more efficient than L̂(y;ψ) and L̂(y;ψ)c.
The Taylor expansion (2.21) justifies the weights of 1 and 1
2
for the first and second
control variables respectively. However, these values may not be optimal as they do
not fully take into account the covariances between L̂(y;ψ), x¯ and
∑n
t=1 σ¯t. For a finite
sample θ(1), . . . , θ(S), we can estimate the variance minimising weights β1 and β2 by
ordinary least squares applied to the regression equation
exp(−x̂)ωs = β0 + β1(x̂− xs) + β2
n∑
t=1
(σ̂2t − [x̂t − xts]2) + s,
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where βk are regression coefficients for k = 0, 1, 2 and s is an error term. We denote the
resulting estimator as L̂(y;ψ)∗cc. The use of least squares estimates for assigning weights
to control variables is due to Ripley (1987). A drawback of this modification is the
introduction of a small sample bias, which arises because the least squares regression
involves random independent variables.
2.3 Monte Carlo and empirical evidence
2.3.1 Likelihood estimation
We examine the performance of the importance sampling methods we list in Table 2.1
for likelihood estimation. The design of the simulation study is as follows. We consider
fifty random time series of the three stochastic models we discuss below. We have taken
fifty simulations to avoid the dependence of our conclusions on particular trajectories of
the observed series. For each simulated time series, we estimate the loglikelihood func-
tion at the true parameters a hundred times using different common random numbers.
Each cell in the subsequent tables therefore reflects 5, 000 (= 50 × 100) simulations.
For each method, we report average bias, standard deviations, computation times, and
root mean square error (Rmse) values over all 5, 000 simulations. We use different
sample sizes n = 1, 000 and n = 3, 000 and different numbers of importance samples
S = 20 and S = 200.
To measure the bias, standard deviation and Rmse for the estimated loglikelihood
values, we require the true loglikelihood value which is unknown. We approximate it by
the average of loglikelihood estimates from the NAIS and NAIScc methods for S = 200.
This is similar to an NAIS likelihood estimate based on S = 200 × 2 × 100 = 40, 000
importance samples. The approximation error of the true likelihood is hence negligible.
We compute the reported statistics as given by
Bias = 5000−1 ·∑50i=1∑100j=1 (log L̂j(yi;ψ)− logL(yi;ψ)) ,
Stand.dev = 50−1 ·∑50i=1 [100−1 ·∑100j=1 (log L̂j(yi;ψ)− logL(yi;ψ))2]1/2 ,
Rmse = 50−1 ·∑50i=1 [100−1 ·∑100j=1 (log L̂j(yi;ψ)− logL(yi;ψ))2]1/2 ,
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Table 2.1: Importance sampling methods.
The table presents the importance sampling methods with their acronyms that are
adopted in the simulation and empirical studies.
SPDK the method of Section 2.1.4 by Shephard and Pitt (1997) and
Durbin and Koopman (1997).
EIS the high-dimensional efficient importance sampling method by
Richard and Zhang (2007) and described in Appendix 2.A.2.
MEIS the method Koopman and Nguyen (2011) (see Appendix 2.A.2).
NAIS the method of Section 2.2.1.
NAIScc the method of Section 2.2.1 with the two control variables of
Sections 2.2.3 and 2.2.4.
NAIScc∗ the estimate L̂(y;ψ)∗cc of Section 2.2.4.
where yi is the ith simulated time series, log L̂j(yi;ψ) is the “true” loglikelihood value,
log L̂j(yi;ψ) is the jth estimate of the loglikelihood function for a particular method
and logL(yi;ψ) = 100−1
∑100
j=1 logL
j(yi;ψ). We denote Rmse∗ as the ratio of Rmse in
relation to the Rmse of the MEIS method which we have selected as our benchmark.
Since computational efficiency is the main objective of importance sampling, we
report the median computing times for each method and setting based on a machine
equipped with an Intel Duo Core 2.5GHz processor. For our simulation study below
we also present the Rmse ratio normalised by the associated computing times. This
statistic summarises the key efficiency of each method. We calculate it as
TNRi =
Rmsei ×
√
Ti
Rmseb ×
√
Tb
,
where Rmsei and Ti are Rmse and median computing time for method i, respectively,
and with the benchmark method index i = b. All reported computing times include
the fixed time costs required for obtaining the sampling parameters.
We implement all methods as described above. The number of nodes for numerical
integration calculations is M = 20. We verify the sensitivity of our results to this choice
at the end of Section 2.3.3 and in Table 2.7. Antithetic variables for location and scale,
as proposed in Durbin and Koopman (2000), are the variance reduction tools in all
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likelihood evaluations, except for the NAIScc and NAIScc∗ methods. We have found
no evidence of importance sampling weights with an infinite variance for the models
we discuss below; see the discussions in Koopman, Shephard, and Creal (2009). Our
diagnostics include the verification of how sensitive the importance sampling weights
are to artificial outliers as in Richard and Zhang (2007). We have implemented all
methods using MATLAB and C.
2.3.2 Three models
Here we provide details of three stochastic models which are special cases of the non-
linear and non-Gaussian state space model we discuss in Section 2.1.1.
Stochastic volatility model
The stochastic volatility (SV) model is an example of a nonlinear state space model.
The key references to the development of the SV model are Tauchen and Pitts (1983),
Taylor (1986) and Melino and Turnbull (1990). Ghysels, Harvey, and Renault (1996)
and Shephard (2005a) provide reviews of SV models. Liesenfeld and Richard (2003)
apply efficient importance sampling methods for the simulated maximum likelihood
estimation of a wide range of stochastic volatility specifications. For a time series of
log-returns yt, we consider the model
yt ∼ N(0, σ2t ), σ2t = exp(αt),
αt = d+ Tαt−1 + ηt, ηt ∼ N(0, Q), (2.23)
α1 ∼ N(d/(1− T ), Q/(1− T 2)),
for t = 1, . . . , n, where d is a scalar constant, T is the autoregressive coefficient with
|T | < 1, and Q is the variance of the disturbance ηt of the stochastic log-volatility
process αt. We have two sets of parameter values for the unknown coefficients of the
SV model. The first set consists of d = 0.01, T = 0.98 and Qt = 0.01 which reflects
a typical set of parameters found for daily stock returns. The second set is the same
but with a lower value for the autoregressive coefficient, T = 0.9 (the constant is set
to d = 0.05 to imply the same unconditional mean). This allows us to investigate how
importance sampling methods perform when the volatility process is less persistent.
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Stochastic conditional duration model
Bauwens and Veredas (2004) propose the stochastic conditional duration (SCD) model
for modelling durations between high-frequency financial transactions. Bauwens and
Galli (2009) study the efficient importance sampling estimation of SCD models. For a
time series of durations yt, we consider the model specification
yt ∼Weibull(λt, ψ), λt = exp(αt),
for t = 1, . . . , n, where λt is the time varying scale parameter, ψ is the shape parameter
of the Weibull distribution and with αt as the autoregressive process (2.23). The set of
parameters is chosen to reflect the estimation results of Bauwens and Galli (2009), that
is d = 0, T = 0.98, Q = 0.0225, and ψ = 1.2. The choice of d = 0, T = 0.96, Q = 0.01,
ψ = 1.7 approximates the parameters for volume durations in the same paper, while
the parameter set d = 0, T = 0.9, Q = 0.0225, ψ = 1.2 illustrates the performance of
the methods for less persistent price durations.
Stochastic copula
Banachewicz (2009) and Hafner and Manner (2011) introduce the stochastic copula
(SC) class of models for estimating and forecasting time-varying and possibly non-linear
dependence between multiple time series. Schmidt (2006) provides a short introduction
of the main concepts and results for (static) copulas, while Nelsen (1999) and Joe (1997)
provide a more comprehensive discussion. Patton (2006) introduces dynamic copula
models and extends the copula theory to specifications with conditionally time-varying
parameters.
We consider a dynamic stochastic bivariate t-copula. Let u1t and u2t be two random
variables with uniform (0, 1) marginal distributions. In our simulation study, we take
ut = (u1t, u2t)
′ as probability integral transforms of two independent univariate series.
The converse of Sklar’s theorem implies that the combination of any set of univariate
distributions together with a copula function characterises a well defined bivariate
distribution. This result implies that the modelling of the dependence between the
two random variables is completely disentangled from the modelling of the marginal
distributions. We denote tν as the standardised Student’s t distribution and 2×2 matrix
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P as the correlation matrix with unity values on the main diagonal and the correlation
coefficient ρ on the two off-diagonal elements. The t-copula function Cν,P (ut) describes
the dependence structure for ut and is given by
Cν,P (ut) = Tν,P
[
t−1ν (u1t), t
−1
ν (u2t)
]
,
where Tν,P (a, b) is the cumulative density function associated with the standardised
bivariate Student’s t distribution with degrees of freedom ν and correlation matrix P
for any set of variables (a, b). The copula is invariant under any standardisation of the
marginal distributions. It follows that
Cν,P (ut) =
∫ t−1ν (u1t)
−∞
∫ t−1ν (u2t)
−∞
Γ(ν+2
2
)
Γ(ν/2)
√
(piν)2|P |
(
1 +
x′P−1x
ν
)− ν+2
2
dx. (2.24)
A possible state space model for the stochastic copula with a time-varying correlation
coefficient ρt, and hence a time-varying correlation matrix
Pt =
[
1 ρt
ρt 1
]
,
is given by
ut ∼ Cν,Pt(ut), ρt = (1 + exp(−αt))−1,
for t = 1, . . . , n, where we model αt as the autoregressive process (2.23). We take
our set of parameters from the empirical study of a bivariate financial time series of
log-returns in Hafner and Manner (2011). The typical parameter estimates in their
analysis are approximately equal to d = 0.017, T = 0.98, Q = 0.01. The constant d
implies an unconditional correlation coefficient of approximately 0.7. Since Hafner and
Manner (2011) do not consider a t-copula, we take the degrees of freedom ν = 5 in
order to introduce relevant tail dependence in our simulations.
2.3.3 Simulation results
Table 2.2 presents the results for the persistent stochastic volatility model specification.
We summarise our findings as follows. For S = 20, the EIS and MEIS methods produce
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a substantial bias in their likelihood estimates; this bias is approximately 30% higher
than the standard deviation of the estimates. Although the SPDK method is fast
and the reported bias is moderate, it comes with a high variance. The relative low
variance of the EIS and MEIS methods illustrates the numerical efficiency of the global
approximation on which these methods are based. However, when we normalise the
computing times by the Rmse statistic, the SPDK method turns out to be nearly
as efficient as the EIS method for this problem. The MEIS method (EIS based on
state space methods) is 50% faster in computing time than the EIS method, while its
numerical efficiency is the same. For sample size n = 3000 and S = 20, the MEIS
likelihood evaluation procedure takes 0.11 seconds, while the EIS method takes 0.39
seconds, a computational saving of more than 70%.
The increase in the number of importance samples to S = 200 mostly eliminates
the bias in the EIS and MEIS methods, at the cost of a proportional tenfold increase
in computing time. On the other hand, the reduction in standard deviation from the
increase to S = 200 in the EIS and MEIS methods falls short of the 1/
√
10 factor we
expect in the absence of a bias-variance trade-off. For both S = 20 and S = 200 the
NAIS method (without control variables) produces slightly higher variance and Rmse
values when compared to the MEIS method. This result suggests that the biased EIS
algorithm is mean square efficient in the SV case. However, when S = 200 the NAIS
method is able to compute the likelihood function four times faster, being therefore
more efficient in real time. By obtaining the optimal sampling coefficients at a small
and fixed cost, the NAIS method significantly improves the trade-off between numerical
and computational efficiency in the number of samples relative to the SPDK, EIS and
MEIS methods. This result is one of our main findings from the simulation study.
We further highlight the minimal additional computational time required for the NAIS
method to increase the number of samples from 20 to 200.
The NAIScc and NAIScc∗ methods are substantially more efficient in Rmse com-
pared to the NAIS algorithm, while likelihood evaluation is just as fast. For S = 20,
the results show that the control variates reduce the Rmse by 30%, relative to the
NAIS method with antithetic variables. The relative efficiency of the NAIScc method
also improves in the number of samples. For S = 200, the NAIScc is 36% more efficient
in Rmse for n = 1000 and 42% more efficient for n = 3000. The results show that the
NAIScc∗ method further improves the Rmse of the estimates by around 10% relative
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Table 2.2: Loglikelihood Errors for Stochastic Volatility I.
The table shows average bias, standard deviation and Rmse of loglikelihood estimation errors for different
importance sampling methods. The reported Rmse∗ statistic is the ratio of the Rmse over the Rmse of
the MEIS method. We simulate 50 different realisations from the model. For each of these realisations,
we obtain loglikelihood estimates for 100 different sets of random numbers and then calculate the bias,
variance and Rmse with the unknown loglikelihood being approximated by the average of estimates of
the NAIS and NAIScc methods (with S = 200). We also report TNR as computing time normalised for
an Rmse ratio of unity. The reported values are the average statistics across the 50 realisations. The
methods (with their acronyms) are discussed in Table 2.1. The stochastic volatility model is specified
as: yt ∼ N(0, σ2t ) with σ2t = exp(αt) and αt = 0.01 + 0.98αt−1 + ηt where ηt ∼ N(0, Q = 0.12) for
t = 1, . . . , n.
n = 1000 n = 3000
S = 20 Bias SD Rmse∗ TNR Time Bias SD Rmse∗ TNR Time
SPDK -0.014 0.163 5.52 1.99 0.01 -0.107 0.423 4.93 1.66 0.01
EIS 0.025 0.016 0.99 1.74 0.13 0.079 0.042 1.00 1.88 0.39
MEIS 0.026 0.015 1.00 1.00 0.04 0.079 0.043 1.00 1.00 0.11
NAIS -0.001 0.035 1.19 1.25 0.05 -0.002 0.094 1.06 1.08 0.12
NAIScc -0.001 0.026 0.91 0.89 0.04 -0.006 0.068 0.77 0.80 0.12
NAIScc∗ -0.007 0.024 0.84 0.82 0.04 -0.024 0.066 0.79 0.82 0.12
S = 200 Bias SD Rmse∗ TNR Time Bias SD Rmse∗ TNR Time
SPDK -0.001 0.069 5.53 1.93 0.05 -0.023 0.203 6.00 2.05 0.13
EIS 0.003 0.012 1.00 1.61 0.98 0.009 0.034 1.02 1.69 3.02
MEIS 0.003 0.012 1.00 1.00 0.38 0.009 0.033 1.00 1.00 1.10
NAIS 0.000 0.014 1.15 0.54 0.08 -0.001 0.039 1.15 0.53 0.23
NAIScc 0.000 0.009 0.71 0.33 0.08 0.000 0.023 0.67 0.32 0.25
NAIScc∗ -0.001 0.008 0.61 0.28 0.08 -0.001 0.021 0.62 0.30 0.25
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Table 2.3: Loglikelihood Errors for Stochastic Volatility II.
We report the same results as Table 2.2 for a less persistent stochastic volatility model given by yt ∼
N(0, σ2t ) with σ
2
t = exp(αt) and αt = 0.05 + 0.9αt−1 + ηt where ηt ∼ N(0, Q = 0.12) for t = 1, . . . , n.
n = 1000 n = 3000
S = 20 Bias SD Rmse∗ TNR Time Bias SD Rmse∗ TNR Time
SPDK -0.001 0.025 1.01 0.41 0.00 -0.004 0.069 0.94 0.37 0.01
EIS 0.024 0.003 1.00 1.72 0.09 0.074 0.007 1.00 1.81 0.26
MEIS 0.024 0.003 1.00 1.00 0.03 0.074 0.007 1.00 1.00 0.08
NAIS 0.000 0.006 0.23 0.26 0.04 0.000 0.014 0.19 0.20 0.09
NAIScc 0.000 0.004 0.15 0.16 0.03 0.000 0.010 0.14 0.15 0.09
NAIScc∗ -0.001 0.004 0.16 0.16 0.03 -0.003 0.011 0.15 0.16 0.09
S = 200 Bias SD Rmse∗ TNR Time Bias SD Rmse∗ TNR Time
SPDK 0.000 0.009 1.99 0.78 0.05 0.000 0.028 2.07 0.82 0.13
EIS 0.004 0.002 1.00 1.57 0.74 0.013 0.005 1.01 1.62 2.12
MEIS 0.004 0.002 1.00 1.00 0.30 0.012 0.005 1.00 1.00 0.83
NAIS 0.000 0.002 0.51 0.25 0.07 0.000 0.006 0.43 0.22 0.20
NAIScc 0.000 0.001 0.25 0.13 0.07 0.000 0.003 0.24 0.12 0.22
NAIScc∗ 0.000 0.001 0.25 0.12 0.07 0.000 0.003 0.23 0.12 0.22
to the NAIScc procedure. Although this difference is small, the NAIScc∗ method is
still an useful extension when S is large since the additional computational cost is low.
Finally, we note that the bias statistics suggest no systematic differences between the
average estimates for the NAIS and NAIScc methods, supporting the claim that we
can ignore the numerical integration error in constructing the control variables.
Table 2.3 for the stochastic volatility model with the autoregressive coefficient of
0.9 reveals new results. Our simulations suggest that the EIS bias becomes a larger
problem for less persistent specifications of the state space model. The bias now almost
completely dominates the Rmse of the EIS and MEIS methods when S = 20; it is 10
times larger then the standard deviation for this low number of draws. Our new
methods become comparatively more effective in this setting: by switching from the
EIS method with S = 20 to the NAIS method with S = 200, we obtain a 95% reduction
in Rmse without any important increase in computational cost. The NAIScc method
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Table 2.4: Loglikelihood Errors for Stochastic Conditional Duration I.
We report the same results as Table 2.2 for the model given by yt ∼Weibull(λt, ψ = 1.2), λt = exp(αt),
αt = 0.98αt−1 + ηt, ηt ∼ N(0, Q = 0.152).
n = 1000 n = 3000
S = 20 Bias SD Rmse∗ TNR Time Bias SD Rmse∗ TNR Time
SPDK -0.144 0.493 6.27 2.68 0.02 -0.492 0.616 6.54 2.45 0.04
EIS 0.061 0.054 0.99 1.44 0.22 0.093 0.079 1.02 1.48 0.67
MEIS 0.062 0.054 1.00 1.00 0.10 0.093 0.077 1.00 1.00 0.32
NAIS -0.008 0.115 1.41 1.07 0.06 -0.032 0.160 1.37 1.05 0.19
NAIScc -0.005 0.086 1.06 0.84 0.06 -0.029 0.138 1.18 0.95 0.21
NAIScc∗ -0.026 0.086 1.10 0.87 0.06 -0.064 0.134 1.24 1.00 0.20
S = 200 Bias SD Rmse∗ TNR Time Bias SD Rmse∗ TNR Time
SPDK -0.039 0.246 6.08 1.93 0.09 -0.197 0.386 6.45 1.86 0.25
EIS 0.002 0.043 1.04 1.52 1.84 -0.002 0.065 0.96 1.33 5.73
MEIS 0.001 0.041 1.00 1.00 0.87 0.002 0.067 1.00 1.00 3.03
NAIS -0.002 0.049 1.18 0.45 0.12 -0.006 0.076 1.13 0.40 0.38
NAIScc 0.000 0.032 0.77 0.30 0.13 -0.003 0.056 0.83 0.32 0.43
NAIScc∗ -0.002 0.030 0.74 0.29 0.13 -0.007 0.051 0.77 0.29 0.43
further reduces the variance of the likelihood estimate by 75% in relation to the NAIS
method.
Tables 2.4, 2.5 and 2.6 report the findings for the different specifications of the
stochastic conditional duration and the stochastic copula models. Although the likeli-
hood evaluation algorithms become more time consuming for these models, the results
confirm our previous findings. For S = 200, the NAIScc and NAIScc∗ methods consis-
tently bring Rmse reductions of 25-50% or more when compared to the simpler NAIS
alternative. For the SCD model and S = 20, we find that the EIS and MEIS methods
produce estimates with the lowest Rmse but with substantial biases. Hence certain
parameter combinations may favour the MEIS method if S is low. However, the cost
of increasing the number of simulations from S = 20 to S = 200 is small for all NAIS
methods. We therefore conclude that the results strongly favour the NAIS methods
with a higher value for S.
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Table 2.5: Loglikelihood Errors for Stochastic Conditional Duration II.
We report the same results as Table 2.2 for the model given by yt ∼ Weibull(λt, ψ), λt = exp(αt),
αt = Tαt−1 + ηt, ηt ∼ N(0, Q).
n = 1000 n = 1000
T = 0.96, Q = 0.12, ψ = 1.7 T = 0.9, Q = 0.152, ψ = 1.2
S = 20 Bias SD Rmse∗ TNR Time Bias SD Rmse∗ TNR Time
SPDK -0.110 0.422 5.76 2.50 0.02 -0.060 0.331 3.56 1.46 0.01
EIS 0.061 0.043 0.98 1.44 0.19 0.089 0.036 1.01 1.47 0.16
MEIS 0.062 0.044 1.00 1.00 0.09 0.088 0.035 1.00 1.00 0.08
NAIS -0.008 0.094 1.25 0.98 0.06 -0.003 0.075 0.80 0.78 0.07
NAIScc -0.001 0.074 0.98 0.80 0.06 -0.001 0.056 0.60 0.58 0.07
NAIScc∗ -0.020 0.071 0.97 0.80 0.06 -0.014 0.057 0.63 0.62 0.07
S = 200 Bias SD Rmse∗ TNR Time Bias SD Rmse∗ TNR Time
SPDK -0.034 0.197 5.81 1.82 0.09 -0.009 0.150 5.32 1.76 0.08
EIS 0.004 0.035 1.02 1.44 1.74 0.009 0.026 0.99 1.41 1.45
MEIS 0.004 0.035 1.00 1.00 0.88 0.009 0.027 1.00 1.00 0.72
NAIS -0.001 0.041 1.17 0.43 0.12 -0.001 0.031 1.12 0.47 0.13
NAIScc 0.000 0.025 0.72 0.28 0.13 0.000 0.018 0.64 0.28 0.14
NAIScc∗ -0.002 0.023 0.67 0.26 0.13 -0.001 0.017 0.60 0.26 0.14
Tables 2.7 and 2.8 present additional results. Table 2.7 reports the standard de-
viation of the log importance sampling weights for different choices of S under the
MEIS method, both in-sample and out-of-sample, for the SV and SC models. As S
increases, the variance of the MEIS log importance sampling weights converges to the
limiting value obtained by our NAIS method. The table further illustrates the source
of the EIS bias: for low values of S, the sample variance of the weights is artificially
small in this method. Table 2.8 focuses on the robustness of the NAIS method with
respect to the choice of the number of numerical integration nodes. As typical in other
applications of Gauss Hermite integration, values of M between 20 and 30 guarantee
a high degree of accuracy. A comparison between the results in Table 2.8 and in the
previous tables confirms that the numerical integration error is negligible in relation
to standard deviation of the likelihood estimates.
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Table 2.6: Loglikelihood Errors for Stochastic Copula.
We report the same results as Table 2.2 for the model given by u1t, u2t ∼ Cν=5,Pt(ut), ρt = (1 +
exp(−αt)−1, αt = 0.017 + 0.98αt−1 + ηt, ηt ∼ N(0, Q = 0.12).
n = 1000 n = 3000
S = 20 Bias SD Rmse∗ TNR Time Bias SD Rmse∗ TNR Time
SPDK -0.014 0.148 4.58 6.64 0.16 -0.092 0.342 3.90 5.12 0.35
EIS -0.032 0.015 1.00 1.45 0.16 -0.093 0.037 1.01 1.55 0.48
MEIS -0.032 0.015 1.00 1.00 0.07 -0.093 0.037 1.00 1.00 0.20
NAIS -0.003 0.035 1.04 0.82 0.05 -0.001 0.095 0.96 0.77 0.13
NAIScc -0.001 0.026 0.75 0.63 0.05 0.000 0.078 0.82 0.72 0.15
NAIScc∗ -0.008 0.019 0.59 0.50 0.05 -0.021 0.062 0.67 0.58 0.15
S = 200 Bias SD Rmse∗ TNR Time Bias SD Rmse∗ TNR Time
SPDK -0.002 0.063 4.56 2.32 0.22 -0.015 0.161 4.56 2.35 0.55
EIS -0.007 0.013 1.02 1.34 1.46 -0.023 0.032 1.01 1.42 4.05
MEIS -0.007 0.013 1.00 1.00 0.85 -0.022 0.032 1.00 1.00 2.05
NAIS 0.000 0.016 1.12 0.41 0.12 -0.001 0.041 1.09 0.44 0.34
NAIScc 0.000 0.012 0.81 0.31 0.13 -0.001 0.026 0.68 0.29 0.37
NAIScc∗ -0.002 0.007 0.51 0.21 0.13 -0.003 0.021 0.55 0.23 0.38
2.3.4 Parameter estimation for a higher dimensional model
To further illustrate the performance of the NAIScc method, we consider the simulated
maximum likelihood estimation of a multiple component stochastic volatility model in
both a Monte Carlo exercise and an empirical application. We specify the model as in
(2.23) but with
σ2t = exp(θt), θt = d+ α1,t + . . .+ αk,t,
with k × 1 state vector αt = (α1,t, . . . , αk,t)′, with k × k diagonal matrices T and Q
given by
T =

φ1 0 0
0
. . . 0
0 0 φk
 , Q =

σ2η,1 0 0
0
. . . 0
0 0 σ2η,k
 ,
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Table 2.7: Standard Deviations for the Importance Sampling Weights.
For R = 100 replications of the stochastic volatility specification as in Table 2.2 and
the stochastic copula specification in Table 2.6, we obtain auxiliary coefficients for
different numbers of Monte Carlo trajectories S (using the MEIS method) and different
numbers of integration nodes M (using the numerical procedure of section of 2.2.1). We
then simulate a thousand independent Monte Carlo paths from these coefficients and
compute the variance of the resulting log importance sampling weights. The displayed
results are the average standard deviations across the R replications.
SV, n = 3000 SC, n = 3000
In-sample Out-sample Time In-sample Out-sample Time
MEIS
S = 20 0.4179 0.7815 0.85s 0.3675 0.7070 1.68s
S = 40 0.4728 0.7294 0.97s 0.4143 0.6528 1.90s
S = 80 0.5254 0.6871 1.18s 0.4719 0.6185 2.25s
S = 200 0.5761 0.6495 2.07s 0.5275 0.5870 3.48s
S = 1000 0.6025 0.6262 5.78s 0.5556 0.5678 10.34s
Numerical
M = 10 - 0.6190 0.86s - 0.5609 1.88s
M = 20 - 0.6190 0.88s - 0.5609 1.90s
M = 30 - 0.6190 0.95s - 0.5609 2.00s
Table 2.8: Robustness to the Choice of Number Integration Nodes.
For R = 1000 replications of the stochastic volatility specification of
Table 2.2 and the stochastic copula specification of Table 2.6, we obtain
auxiliary coefficients under different numbers of integration nodes M (see
Section 2.2.1). We simulate 1,000 Monte Carlo paths from these coeffi-
cients and compute the variance of the resulting log importance sampling
weights. We report average standard deviations over R replications. We
denote log(L̂(y;ψ)M=m) by `m for m = 10, 20, 30,.
n = 1000 n = 3000
Model SV SC SV SC
Std. Dev. `10 0.0075 0.0072 0.0236 0.0203
Std. Dev. `20 0.0069 0.0067 0.0216 0.0189
Std. Dev. `30 0.0069 0.0067 0.0216 0.0189
|`30 − `10| 0.0059 0.0032 0.0183 0.0102
|`30 − `20| 6.24× 1−6 5.55× 1−7 1.91× 1−5 1.94× 1−6
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and with unknown coefficients |φi| < 1 and qi > 0, for i = 1, . . . , k. We identify the
model by imposing φ1 > . . . > φk. The scalar signal θt represents the log-volatility.
Liesenfeld and Richard (2003) investigate their EIS method for a two component SV
model. We can motivate the k-component SV model as a stochastic counterpart of the
two component GARCH model of Engle and Lee (1999).
We adopt the following steps for parameter estimation:
1. Set starting values for the parameter vector.
2. Set starting values for the sampling coefficients.
3. Maximise the loglikelihood function using an approximate but fast method. We
suggest to take the NAIScc method with S = 0 (no simulation, only numerical
integration). We carry out the maximisation of the loglikelihood function by
direct numerical optimisation.
4. Update the starting values for the importance parameters.
5. Re-start maximisation of loglikelihood function using the NAIScc method with
S > 0.
The computational efficiency of this algorithm is due primarily to the accurate
approximation of the loglikelihood function calculated by the NAIScc method using
S = 0. As a result, the convergence of the maximisation in the last step is fast,
requiring a small number of iterations. This two-step maximisation method gives the
procedure the desirable property that we can set S at a high value with only a relatively
small increase in computing time. Common random numbers ensure smoothness of the
likelihood function, which is necessary for the application of numerical optimisation
methods.
For our simulation exercise, we set the parameter values as d = 0.5, φ1 = 0.99,
φ2 = 0.9 φ3 = 0.4, σ
2
η,1 = 0.005, σ
2
η,2 = 0.016, and σ
2
η,3 = 0.05. The number of
observations is set equal to n = 5000. The estimation of the multi-state specification
requires a large time series dimension since the third volatility component has low
persistence and may be hard to identify from a short sample. We set the number of
simulated trajectories to S = 200. We draw 50 different time series realisations of the
model. For each realised time series, we obtain 20 parameter estimates under different
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sets of common numbers and compute their Monte Carlo standard errors. We report
the standard errors as the averages across the 50 realisations. Since we have set the
true parameters ourselves, we also calculate the Rmse of the estimates, which allows
us to directly compare the relative importance of the simulation and statistical errors
in estimating the parameters.
We summarise the results in Table 2.9. The average estimation time for each
realisation has been slightly under two minutes, despite the complexity of the model
and the large sample size. Table 2.9 further presents the simulation errors, which are
small for all parameters in absolute and in relative terms. In the estimation results,
Monte Carlo standard errors represent only between 1% and 3% of the total Rmse.
Table 2.9: Three Component SV Model: Monte Carlo Errors.
Based on 50 realisations of a three component stochastic volatility model, we obtain 20
simulated maximum likelihood parameter estimates based on difference random values
and using the NAIScc method, for each realisation. We report the average Monte Carlo
standard error (SE) across the 50 realisations. The Rmse column reports the total root
mean squared error by comparing the estimates to the true parameters. The number of
observations is n=5000. The number of MC trajectories is S = 200. Average estimation
time: 116 seconds. We specify the model as yt ∼ N(0, σ2t ), t = 1, . . . , n, σ2t = exp(θt),
θt = d + α1,t + α2,t + α3,t, αt = Tαt−1 + ηt, α1 ∼ N(a1, P1), ηt ∼ N(0, Q), where T is
a diagonal matrix with elements φ1, φ2 and φ3 and Q is a diagonal matrix with elements
σ2η,1, σ
2
η,2 and σ
2
η,3 .
Parameter True Value Monte Carlo SE Rmse Monte Carlo SE / Rmse
d 0.5 0.0016 0.103 0.016
φ1 0.99 0.0001 0.006 0.009
σ2η,1 0.005 0.0000 0.003 0.011
φ2 0.9 0.0006 0.049 0.011
σ2η,2 0.015 0.0002 0.010 0.018
φ3 0.4 0.0032 0.280 0.012
σ2η,3 0.05 0.0008 0.029 0.029
2.3.5 Empirical application
Finally, we investigate whether the NAIScc method extends its good performance to
empirical applications. Table 2.10 reports the estimation of a two-component stochastic
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volatility specification for the daily returns of six Dow Jones index stocks in the period
between January 2001 and December 2010 (in a total of 2512 observations). As before,
we set the number of simulated trajectories in the importance sampling estimation of
the likelihood to S = 200. We repeat the estimation process a hundred times with
different random numbers.
The results show that the Monte Carlo errors in the parameter estimates are vir-
tually zero for persistent states, with autoregressive coefficients larger than about 0.9.
For three of the stocks, parameter estimation has been challenging because the second
component is weakly persistent and noisy. The Monte Carlo standard errors of the
associated parameters have reached 10-20% of the statistical standard errors in these
cases. However, the relatively low estimation times (between one and two minutes)
indicate that we may consider larger samples to better identify the second volatility
component. Figure 1 illustrates the signal and state estimates we have obtained for
the parameter estimates reported in Table 2.10.
To examine computational efficiency, we compare the NAIS and EIS methods for
estimation of parameters in the stochastic volatility model. For the implementation
of the EIS method we have followed Liesenfeld and Richard (2003). To avoid the bias
problem and to make the computational burden comparable between the two methods,
we consider S = 20 simulated trajectories in the regression stage and S = 200 samples
for calculating the likelihood.
We present the estimation results for the EIS method in Table 2.10 as well. The
averages of the parameter estimates are similar to the ones we have obtained with
the NAIS method. However, the use of the EIS method for this problem has three
important disadvantages. First, the EIS method produces large Monte Carlo standard
errors for parameters associated with non-persistent states. Second, the EIS method
is computationally less efficient. We obtain up to 90% computing time reductions by
using the NAIS method. This finding is partly due to the fact that the EIS method
simulates the two-dimensional state, rather than the one-dimensional signal; the auxil-
iary EIS regressions are based on six regressors, against three in the NAIS method (see
Appendix 2.A.2). Third, the low number of samples in the EIS regressions make the
algorithm numerically unstable, leading to many numerical errors during the estima-
tion. Numerical crashes affected between 15% and 80% of the EIS replications, while
the NAIS method has not crashed in any of the replications. This result illustrates
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both the practical difficulties with importance sampling and the stability of the NAIS
method. Finally, we note that increasing the number of samples in the first step of
the EIS algorithm is very costly, as it requires the computation of a large number of
auxiliary regressions.
2.4 Conclusion
We have developed a new efficient importance sampling method for the evaluation of
the likelihood function of nonlinear non-Gaussian state space models. The numerically
accelerated importance sampling (NAIS) approach is a non-trivial mix of numerical and
Monte Carlo integration methods. We use Gauss-Hermite quadratures for constructing
the importance sampler. The Monte Carlo evaluation of the likelihood function is
primarily based on Kalman filtering and smoothing methods. We introduce new control
variables to further reduce the sampling variance of the Monte Carlo estimate of the
likelihood function. We have carried out a comprehensive simulation study to verify
the performance of our approach relative to other importance sampling methods for
a variety of financial time series models. Our empirical application to U.S. stock
returns has shown that the NAIS method produces reliable results in a numerically
and computationally efficient way.
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(a) General Electric (b) JP Morgan
(c) Coca-Cola (d) AT&T
(e) Wal-Mart (f) Exxon
Figure 2.1: Estimated log-variance (top) and states (bottom) for six Dow Jones stocks.
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2.A Appendix
2.A.1 Specifications with analytical solutions
In Section 2.2.1, we have obtained efficient importance parameters by recursively solv-
ing a numerical counterpart of the following minimisation problem
min
χt
Eg
(
λ2(θt, yt;ψ)
)
, (2.25)
where Eg(·) denotes an expectation with respect to g(θt|y∗;ψ), which depends on a
given value χ+ of the full set of importance parameters. We have that
Eg
(
λ2(θt, yt;ψ)
)
= Eg
[
(log p(yt|θt;ψ)− log g(yt|θt;ψ))2
]
= Eg
[
(log p(yt|θt)− at − btθt + (1/2)θ′tCtθt)2
]
, (2.26)
where the last equality follows from (2.8).
Let xt = (1, θt,−(1/2)θ2t )′. By standard least-squares calculations, the solution to
(2.26) is
χ∗t = Eg(xtx′t)−1Eg(xt log p(yt|θt)). (2.27)
From (2.19) we have that g(θt|y∗;ψ) ∼ N(θ̂t , Vt), where we compute θ̂t and Vt by
KFS methods applied to the approximating linear state space model implied by χ+. It
is a simple exercise to compute
Eg(xtx′t) =
 1 θ̂t −(1/2)(θ̂
2
t + Vt)
θ̂t θ̂
2
t + Vt −(1/2)(θ̂3t + 3θ̂tVt)
−(1/2)(θ̂2t + Vt) −(1/2)(θ̂3t + 3θ̂tVt) (1/4)(θ̂4t + 3V 2t + 6θ̂2tVt)
 .
A fully analytical solution to (2.27) will then be available if we are able to find
expressions for Eg log p(yt|θt), Eg θt log p(yt|θt) and Eg θ2t log p(yt|θt). Below, we give
three relevant examples of specifications for which this is feasible. In such cases, we
can also analytically calculate the first control variable of Section 2.2.3 by noting that
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Eg(logωt) = Eg (log p(yt|θt;ψ)− log g(yt|θt;ψ))
= Eg
(
log p(yt|θt)− btθt − Ctθ2t + constant
)
(2.28)
= Eg(log p(yt|θt))− btθ̂t + (1/2)Ct(θ̂2t + Vt) + constant.
Combined, these results provide an accurate analytical approximation to the likelihood
of these models.
Example 1: Stochastic volatility
For the Gaussian stochastic volatility model of Section 2.3.2, we have that
log p(yt|θt) = −(1/2)(θt + y2t / exp(θt)) (2.29)
We can then obtain
Eg(log p(yt|θt)) = −(1/2)(θ̂t + y2t exp(−θ̂t + Vt/2)), (2.30)
Eg(θt log p(yt|θt)) = −(1/2)(θ̂2t + Vt + y2t (θ̂t − Vt) exp(−θ̂t + Vt/2)), (2.31)
and
Eg(θ2t log p(yt|θt)) = −(1/2)(θ̂3t + 3θ̂tVt + y2t (Vt + (θ̂t − Vt)2) exp(−θ̂t + Vt/2)). (2.32)
Example 2: Stochastic conditional duration
The log-density for the Weibull stochastic conditional duration model of Section 2.3.2
is
log p(yt|θt) = log(k)− θt + (k − 1) log(yt)− (k − 1)θt −
(
yt
exp(θt)
)k
(2.33)
We can calculate (ignoring the terms which do not depend on θt)
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Eg(log p(yt|θt)) = −kθ̂t − ykt exp
(
−kθ̂t + k
2Vt
2
)
, (2.34)
Eg(θt log p(yt|θt)) = −k(θ̂2t + Vt)− ykt (θ̂t − kVt) exp
(
−kθ̂t + k
2Vt
2
)
, (2.35)
and
Eg(θ2t log p(yt|θt)) = −k(θ̂3t + 3θ̂tVt)− ykt (Vt(θ̂t − kVt)2) exp
(
−kθ̂t + k
2Vt
2
)
. (2.36)
Example 3: Stochastic Poisson
The conditional log-density for the stochastic Poisson model is (leaving out the terms
which do not depend on θt)
log p(yt|θt) = ytθt − exp(θt) (2.37)
We obtain
Eg(log p(yt|θt)) = ytθ̂t − exp
(
θ̂t +
Vt
2
)
, (2.38)
Eg(θt log p(yt|θt)) = yt(θ̂2t + Vt)− (θ̂t + Vt) exp
(
θ̂t +
Vt
2
)
, (2.39)
and
Eg(θ2t log p(yt|θt)) = yt(θ̂3t + 3θ̂tVt)− (Vt + (θ̂t + Vt)2) exp
(
θ̂t +
Vt
2
)
. (2.40)
2.A.2 The high-dimensional EIS method
The high-dimensional EIS method of Liesenfeld and Richard (2003) and Richard and
Zhang (2007) applied to (2.1) considers the Gaussian importance model density
g(α, y;ψ) =
n∏
t=1
g(yt|αt;ψ)g(αt|αt−1;ψ), (2.41)
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where
g(yt|αt;ψ) = exp
{
at + b
′
t αt −
1
2
α′tCt αt
}
. (2.42)
We can merge the expressions for g(yt|αt;ψ) and g(αt|αt−1;ψ) and interpret them
as a Gaussian density g(αt|yt, αt−1;ψ) by completing the squares. The mean vector
and variance matrix are given by
α̂t = Vt(b
′
t + (dt + Ttαt−1)
′Q−1t )
′, Vt = (Q−1t + Ct)
−1, (2.43)
respectively, provided that we set the constant at = at(χt, αt−1) equal to
at(χt, αt−1) =
1
2
log(|Q|/|Vt|) + 1
2
(dt + Ttαt−1)′Q−1t (dt + Ttαt−1)−
1
2
α̂′tV
−1
t α̂t. (2.44)
We may then sample the state vectors sequentially from g(αt|yt, αt−1;ψ) for a given
set of importance parameters χ. In contrast to the importance density (2.11) we
adopt in Section 2.1.4, the constant at depends on αt−1 in the EIS approach. This
property marks the essential difference between the EIS algorithm and the modified
EIS method of Koopman and Nguyen (2011), leading to different simulation frameworks
for selecting χ. Liesenfeld and Richard (2003) have originally suggested the recursive
structure we apply in Section 2.2.1. Let k index the iterations. The EIS method
minimises
min
χ
[k+1]
t
∫
λ[k](αt, yt;ψ)
2ω(αt, yt;ψ)g(αt|y;ψ), (2.45)
backwards from t = n to t = 1, where
λ[k](αt, yt;ψ) = log p(yt|αt;ψ) + at+1(χ[k+1]t+1 , αt)− log g(yt|αt;ψ)− λ0t,
with constant λ0t and where we define the weight ω(αt, yt;ψ) in (2.15). In this algorithm
it is fundamental that the updated integration constant at+1(χ
[k+1]
t+1 , αt) appears in the
period t regression as above. Richard and Zhang (2007) argue that the integration
constants at, t = 1, . . . , n, capture the dynamic structure of model (2.1). For this
reason, it is necessary to base the EIS regressions on the state αt rather than the signal
θt.
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The EIS and MEIS methods rely on similar importance density approximations
of p(yt|θt;ψ) as given by (2.41) and (2.8) respectively. This implies that the two
procedures are numerically close to each other, although not identical because of the
role of the integration constants in the EIS method. The simulation results presented
in Section 2.3.3 confirm this observation. From a computational perspective, however,
we point out that the SPDK importance model brings four advantages. First, it avoids
the large number of computations required by the EIS method to track the integration
constants at. Second, it relies on fast linear state space methods such as the Kalman
filter. Third, it is based on directly simulating the signal θt rather than the possibly
high dimensional state αt. It also leads to the estimation of a smaller number of
importance parameters when the state has higher dimension than the signal. Fourth,
it enables the use of parallel computing for running the auxiliary regressions
2.A.3 The bias in the EIS method
The EIS method is subject to a finite sample bias when the same set of random numbers
is used for obtaining the importance parameters χ via the sampling variance minimi-
sation (2.45) and for computing the likelihood estimate (2.5) via importance sampling.
We denote the common random numbers by a vector u. The choice of χ depends on
u in the EIS method, that is χ = χ(u). The simulated signal θ(s) also depends on u,
that is θ(s) = θ(s)(u) for s = 1, . . . , S. Hence, we argue that g(θ(s)(u)|χ(y, u);ψ) is not
well defined as an importance density.
Consider the Taylor series expansion of the likelihood estimate round some value x
given by (2.21)
ω¯ = exp(x)
1
S
S∑
s=1
(
1 + [xs − x] + 1
2
[xs − x]2 + . . .
)
, (2.46)
where xs = logω(θ
(s), y;ψ) and θ(s) does not necessarily depend on u. For the EIS
method, χ(u) is explicitly selected to minimise the sample variance of the log impor-
tance sampling weights logω[θ(s)(u), y;ψ]. The minimised variance of logω[θ(s)(u), y;ψ]
is therefore artificially low when we compare it with the variance evaluated over the
full support of g(θ|y;ψ). As a result, the third term in the Taylor expansion (2.46) is
biased downwards for θ(s) = θ(s)(u). This problem also contaminates the other terms,
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with ambiguous net effects for the likelihood estimate.
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Chapter 3
The analysis of stochastic volatility
in the presence of daily realised
measures
In this chapter we develop a systematic framework for linking a general class of discrete
time stochastic volatility (SV) models to realised measures of volatility such as the two
time scales estimator of Zhang, Mykland, and Aı¨t-Sahalia (2005), the realised kernel of
Barndorff-Nielsen, Hansen, Lunde, and Shephard (2008) and the pre-averaging based
realised variance estimator of Jacod, Li, Mykland, Podolskij, and Vetter (2009). Our
analysis considers a fully specified time series model for both the returns and the re-
alised measures. We model the daily asset return series via an SV specification in
which the latent daily log volatility process has a linear dynamic representation. The
SV model class accommodates a range of dynamic processes for volatility, leverage
effects and non-Gaussian return innovations; see, for example, Ghysels, Harvey, and
Renault (1996) and Shephard (2005b) for an overview of SV models and their ap-
plications. Realised measures are high-frequency based estimators of the integrated
variance or the quadratic variation of an asset price over a certain period, so that we
also specify an observation equation stating that the log realised measures are noisy
and possibly biased estimators of the unobserved daily log variance of the asset. Our
assumptions imply a linear state space model for the log realised measures, which we
analyse by Kalman filter and smoother (KFS) methods.
We refer to this extension of the SV framework by an explicit measurement equa-
tion the realised stochastic volatility (RSV) model. Takahashi, Omori, and Watanabe
(2009) and Dobrev and Szerszen (2010) propose related approaches within this set-
ting and adopt a Bayesian inference methodology. The realised SV model extends and
complements previous methods in several directions. First, it establishes the estima-
tion of all parameters that characterise the conditional distribution of returns in the
presence of realised measures. Second, the return data allows the estimation of scaling
parameters for the realised measures. For example, bias is an inevitable problem in
this context at least due to Jensen’s inequality (via the log transformation), while the
realised measures also do not account for overnight returns. Third, existing applica-
tions of discrete time SV models, such as options pricing, can immediately rely on this
framework. Fourth, it improves volatility estimation and forecasting via time series
filtering. Finally, it does not require the selection of a single realised measure, but
rather it can incorporate as many measures as considered relevant. At the same time,
it is a framework for assessing the estimation improvements introduced by different
realised measures.
This chapter presents two main contributions. First, we propose a simple maximum
likelihood estimation method for the realised SV model. The joint likelihood function
for the returns and the realised measures consists of two parts: the likelihood of the
linear model for the vector of realised measures and the expectation of the product of
return densities conditional on the realised measures. In contrast to previous studies
that have proposed the estimation of joint models of returns and realised measures,
including Takahashi, Omori, and Watanabe (2009) and Dobrev and Szerszen (2010),
we argue that the estimation of such a model must recognise the dependence between
returns and measurement errors (conditional on the unobserved daily volatility). This
problem is due to discretisation effects and jumps in the estimation of the integrated
variance or quadratic variation of asset prices from high-frequency data; see Peters
and de Vilder (2006), Andersen, Bollerslev, and Dobrev (2007b), Andersen, Bollerslev,
Frederiksen, and Nielsen (2010) and Fleming and Paye (2011).
The dependence problem implies that the analysis of the realised SV model based on
the joint likelihood function is generally infeasible: the joint distribution of returns and
the realised measures is only available for specialised cases. Our proposed estimation
approach consists of two-steps that mirror the joint estimation method. In the first
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step, we estimate the parameters of the volatility process using the likelihood function
from the Kalman filter only. In the second step we estimate the remaining parameters,
including leverage effects, by evaluating integrals based on the deletion smoother of
de Jong (1989). This smoothing method provides the distribution of the unobserved
log volatility at a certain time period, conditional on the sample of all realised measures
except for the one in that day. Because of the deletion sampling scheme, the integrals
in the second step do not require the knowledge of the joint distribution of the returns
and realised measures. The necessary computations are straightforward even when the
model specification includes non-Gaussian return innovations and a copula function for
modelling leverage effects. Simulation results suggest that we can expect this method
to be almost as efficient as full joint estimation.
Second, we perform a detailed empirical study of the realised SV model using data
for nine Dow Jones index stocks in the period between 2001 and 2010. We find that
superpositions of three autoregressive processes are able to accurately describe the dy-
namics of the unobserved log volatility series for these nine stocks. The three processes
have clear empirical interpretations as persistent, transitory and noisy volatility com-
ponents, with leverage effects significantly impacting both the long run and short run
dynamics of the series. A large kurtosis is present in the conditional distribution of
close-to-close returns even after controlling for stochastic volatility. We therefore reject
the hypothesis of Gaussian return innovations for most of the series.
We find that measurement errors account for between 24% and 53% of the variance
of daily innovations in the log realised kernel and pre-averaging based realised variance
series. Filtering methods prove to be a useful complement to the realised estimates of
volatility, leading to 30-45% variance reductions in the estimation of the log volatility
signal. Variance improvements are even more pronounced for a simpler subsampled
realised variance estimate, highlighting the robustness of the filtering approach. Our
methods lead to substantial downscaling of the realised kernel and pre-averaging based
measures in order to match the volatility estimated from daily returns, suggesting a
possible bias or another effect that needs further investigation. Our estimates are
comparable to the findings in Hansen, Huang, and Shek (2011a).
In an out of sample predictive analysis, we find that the realised SV model out-
performs a set of recent models in forecasting the one-day and one-month ahead daily
volatility of the nine stocks. The predictive gains are stronger for the one-month hori-
57
zon. As a consequence of the efficiency the Kalman filter in estimating the persistent
log-volatility series, the forecasting gains from incorporating more efficient realised
measures into the realised SV model are modest at the daily frequency and disappear
as we increase the predictive horizon. The small forecasting benefit we obtain by us-
ing the more robust realised measures is consistent with the theoretical analysis of
Andersen, Bollerslev, and Meddahi (2011).
Our methods and findings relate to other contributions. Barndorff-Nielsen and
Shephard (2002) have originally studied the use of realised volatility in estimating
stochastic volatility models. Examples of joint models of returns and realised volatil-
ity outside the SV methodology are the HEAVY model of Shephard and Sheppard
(2010) and the Realised GARCH model of Hansen, Huang, and Shek (2011a). An-
dersen, Bollerslev, and Meddahi (2011), Ghysels and Sinko (2011) and Asai, McAleer,
and Medeiros (2012) consider the impact of measurement noise in forecasting realised
volatility. Bollerslev, Kretschmer, Pigorsch, and Tauchen (2009) have proposed a joint
model for realised volatility, returns and jumps that does not include a measurement
equation. Andersen, Bollerslev, Diebold, and Labys (2003), Andersen, Bollerslev, and
Diebold (2007a), Corsi (2009) and Hillebrand and Medeiros (2010), among others, sug-
gest other reduced form approaches for modelling and forecasting realised volatility.
We organise the chapter as follows. Section 3.1 presents the realised stochastic
volatility model in detail, discusses its properties, and motivates our empirical specifi-
cation. Section 3.2 discusses estimation. Section 3.3 presents our empirical results.
3.1 Stochastic Volatility and Realised Measures
3.1.1 A general discrete time stochastic volatility model
Let p(t) be the logarithmic price of an asset at day t and let y1, . . . , yn denote a sequence
of daily continuously compounded returns, defined as yt = p(t)−p(t−1). Our objective
is to model the conditional distribution p(yt+1|Ft), where Ft is the information set
generated by the data available up to time t. The model specification for the daily
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asset return is
yt = µt + σtεt, σ
2
t = f(θt), θt = c+
k∑
i=1
θi,t (3.1)
for t = 1, . . . , n, where µt is the expected return, σt is the latent daily volatility, εt is
an independent innovation with mean zero and unit variance, and f(·) is a function
with strictly positive support (typically the exponential function). We do not explicitly
specify the expected return µt in this study, so that we set µt = 0 in our simulation
and empirical studies below.
Our framework allows for a diversity of stationary and non-stationary specifica-
tions for the volatility process. We assume that we can express the signal θt and its
components θi,t as functions of the state vector αt,
θt = c+
k∑
i=1
θi,t = c+ Ztαt, θi,t = Zi,tαt, (3.2)
for i = 1, . . . , k and t = 1, . . . , n, where c is a constant, αt is an m× 1 state vector, Zi,t
is a 1×mi fixed vector, Zt = (Z1,t . . . , Zk,t) is a 1×m fixed vector, with m =
∑k
i=1mi.
The state vector αt is a stochastically time-varying vector which we model as
αt+1 = Tαt +Rηt, ηt ∼ N(0, Q), (3.3)
where ηt represents a normally distributed and serially uncorrelated r× 1 disturbance
vector, T is a m × m transition matrix, R is a m × r disturbance selection matrix
and Q is a r × r covariance matrix. The specification of these matrices determine the
dynamic properties of the state and signal vectors. The state disturbance ηt and the
return innovation εt may be dependent. We model the initial state vector as α1 ∼
N(a1, P1), where the unconditional properties of the state vector αt imply the mean
vector a1 and variance matrix P1. This general framework accommodates combinations
of autoregressive moving average, random walk, time-varying regression, and other
dynamic components. Harvey (1989) and Durbin and Koopman (2001) provide more
details on state space representations and unobserved components time series models.
Tauchen and Pitts (1983), Taylor (1986), Melino and Turnbull (1990) and Harvey,
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Ruiz, and Shephard (1994b) are classical references for stochastic volatility models
in the financial econometrics literature. Shephard (1996) and Ghysels, Harvey, and
Renault (1996) provide complete reviews on SV models. The collection of papers in
Shephard (2005b) contains additional references.
3.1.2 Stochastic volatility with leverage
The basic Gaussian stochastic volatility model with leverage is
yt = exp(θt / 2) εt, εt ∼ N(0, 1), θt = c+ αt,
αt+1 = φαt + ηt, ηt ∼ N(0, σ2η), ρ(εt, ηt) 6= 0,
(3.4)
for t = 1, . . . , n, with stationary condition |φ| < 1 and where ρ(εt, ηt) denotes the
correlation between the disturbances εt and ηt. This specification is a special case of
the general state space representation (3.1), (3.2) and (3.3) with µt = 0, f(θt) = exp(θt)
Zt = 1, T = φ, R = 1 and Q = σ
2
η.
We refer to the negative dependence between returns and volatility as the leverage
effect. Bollerslev, Litvinova, and Tauchen (2006) and Asai, McAleer, and Medeiros
(2009) present recent evidence on this empirical regularity. In the stochastic volatility
model (3.4), the return innovation at the current time period has an impact on the
volatility in the following period. The correlation coefficient ρ(εt, ηt) captures the de-
pendence in this Gaussian setting. Alternatively, we can also specify the dependence
between returns and volatility via a copula function. Copula functions allow for non-
linear and asymmetric dependence relations and do not rely on the normality of εt. We
present an application in Section 3.3.5, where we analyse a SV model with student-t
errors and leverage. Joe (1997), among others, provides a comprehensive discussion of
copulas.
In our framework we do not consider a possible additional dependence between ηt
and εt+1. In contrast to the predictive formulation in (3.4), this specification implies
that the negative relation between returns and volatility can also be contemporaneous.
Although this correlation may be present in some empirical settings due to leverage
effects at higher frequencies, Yu (2005) argues that the specification of a negative
dependence between ηt and εt+1 brings important theoretical drawbacks to the SV
model. For example, expected returns can be highly negative in this setting even
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when µt = 0. We can instead directly account for the properties of the returns due to
contemporaneous dependence, such as negative conditional skewness, by changing the
distributional assumption for εt.
3.1.3 Stochastic volatility with long range dependence
Ding, Granger, and Engle (1993), Andersen, Bollerslev, Diebold, and Labys (2003)
and Lima and Crato (1994), among many others, have documented that long range
dependence is a widespread characteristic of volatility processes in financial markets.
The slow decay in the autocorrelation functions for absolute and squared daily returns
and for the realised variance of stocks and exchange rates provide strong evidence of
this property for such assets.
Superpositions of independent ARMA processes are a convenient way to account
for long range dependence in the present modelling framework. An example of a SV
model with this empirical property is
yt = exp(θt / 2) εt, εt ∼ N(0, 1), θt = c+
∑k
i=1 αi,t,
αt+1 = T αt + ηt, ηt ∼ N(0, Q), ρi = ρ(εt, ηi,t) 6= 0,
(3.5)
with k × 1 state vector αt and the k × k system matrices T and Q given by
T =

φ1 0 0
0
. . . 0
0 0 φk
 , Q =

σ21,η 0 0
0
. . . 0
0 0 σ2k,η
 ,
where αi,t is the ith element of αt, ηi,t is the ith element of ηt and ρi is the correlation
coefficient between εt and ηi,t, for i = 1, . . . , k and t = 1, . . . , n. The model specification
(3.5) is a special case of our general model given by the equations (3.1), (3.2) and (3.3)
with µt = 0, f(θ) = exp(θ), θi,t = αi,t, R = I and k = m = r.
Shephard (1996), Barndorff-Nielsen and Shephard (2002), Liesenfeld and Richard
(2003), and other studies estimate multiple component stochastic volatility models.
Engle and Lee (1999) propose a generalised autoregressive conditional heteroscedas-
ticity (GARCH) model with short and long run components for volatility. Barndorff-
Nielsen (2001) formally studies the application of superpositions in modelling long
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range dependence. Long memory stochastic volatility models based on fractionally
integrated processes are alternative approaches; see for example Breidt, Crato, and
de Lima (1998), Harvey (1998) and Mesters, Koopman, and Ooms (2011).
3.1.4 Realised Stochastic Volatility
The analysis of the stochastic volatility model relies on an information set Fn consisting
of a sequence of daily returns y1, . . . , yn. Our objective in this chapter is to study
the case in which we extend the information set by a sequence of realised measures
RM1, . . . , RMn, where RMt is a vector of p noisy nonparametric volatility estimates
for day t = 1, . . . , n.
We obtain the realised stochastic volatility (RSV) model by adding measurement
equations for the realised measures to the model we have specified in equations (3.1),
(3.2) and (3.3), that is
f−1(RMj,t) = γj + λjθt + κj,t, j = 1, . . . , p,
κt = (κ1,t, . . . , κp,t)
′ ∼ N(0,Σκ)
(3.6)
where RMj,t is the j
th realised measure in RMt and where we treat the scaling constant
γj and coefficient λj as unknown parameters. Since we allow γj 6= 0 and λj 6= 1, we
implicitly take the realised measures as possibly biased estimates of the signal. The
measurement disturbances κj,t, j = 1, . . . , p, have variance σ
2
j,κ and are correlated with
one another. We assume that they are independent from the state disturbance vector
ηt.
1 Due to the construction of the information set Ft, we cannot assume that κt is
independent from the return innovation εt in (3.1); see Section 3.1.6.
The measurement equations in (3.6), together with the specifications (3.2) for the
signal θt and (3.3) for the state vector αt, lead to a linear Gaussian state space model
for the realised measures. We can therefore rely on Kalman filter and smoother (KFS)
methods for its analysis; see, for example, the treatment in Durbin and Koopman
(2001). The analysis includes the estimation of the unknown coefficients by the method
1Because the measurement errors depend on the high frequency returns, the presence of leverage
effects implies that this assumption needs to be formally studied. Since the sign of the returns plays
no role in the realised measures, the two disturbances are uncorrelated. We assume independence for
tractability.
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of maximum likelihood, signal extraction of θt and volatility forecasting. On the other
hand, this setup does not enable us to identify all parameters of the realised SV model
(including the coefficients γj and λj), which is why the return equation in (3.1) remains
relevant in our framework.
The asymptotic properties of the realised measures justify their treatment in (3.6).
We therefore regard (3.6) as a basic setup for the realised SV approach and rely on the
optimal mean square error properties of the Kalman filter to provide a robust framework
in case of misspecification of the measurement equation, in particular with respect the
assumption of a multivariate normal disturbance vector κt. Barndorff-Nielsen and
Shephard (2002) have argued that the central limit theorem approximation for the
log of the standard realised variance estimator has a good finite sample performance
in practical settings, making the log transformation a natural choice for the function
f(·) in the measurement equations. Gonc¸alves and Meddahi (2010) have shown on the
basis of a Monte Carlo simulation study that specific Box-Cox transformations improve
the accuracy of asymptotic approximations for realised estimators. Hence our general
choice f(·) for the transformation of RMj,t in the measurement equations of (3.6). We
note that any transformation of RMt is necessarily a biased estimate of the implied
signal because of Jensen’s inequality. The coefficient γj in equation (3.6) captures this
effect along with the need for scaling brought by other sources.
We assume for simplicity that the covariance matrix of the measurement distur-
bances Σκ is constant. We estimate the unique elements of Σκ together with the other
parameters in the RSV model. We have considered using estimates of the asymptotic
variances of the realised measures. However, these extensions did not make a contri-
bution to our analysis due the fact that these estimates are very noisy; see for example
Barndorff-Nielsen, Hansen, Lunde, and Shephard (2008).
Equations (3.1), (3.2), (3.3) and (3.6) therefore give the complete formulation of
the realised stochastic volatility model. The model density
p(y,RM ;ψ), y = (y1, . . . , yn)
′, RM = (RM ′1, . . . , RM
′
n)
′, (3.7)
refers to the model equations for a given parameter vector ψ. We partition the param-
eter vector into three sub-vectors: ψε includes the parameters in (3.1), ψssf includes the
parameters in (3.2) and (3.3), and ψrm includes the parameters in (3.6). In our current
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model formulation we have ψ = (ψ′ε, ψ
′
ssf, ψ
′
rm)
′ where
ψε = {ξ, ρ1, . . . , ρk} , ψssf = {c, Z, T,R,Q} , ψrm = {γ1, . . . , γp, λ1, . . . , λp,Σκ} ,
where ρi = ρ(εt, ηi,t), for i = 1, . . . , k, with ξ referring to a vector consisting of the
parameters for the density function p(εt) which do not determine the mean and variance
of εt, which are zero and one respectively.
3.1.5 Conditional return distribution
The current setting provides an useful characterisation of the full conditional density
p(yt+1|Ft), where Ft represents the natural filtration RM1, . . . , RMt. We define σt =
exp(θt/2). By considering the model (3.2), (3.3) and (3.6), we can numerically evaluate
the mean θ̂t+1 = E(θt+1|Ft;ψ) and variance Vt+1 = Var(θt+1|Ft;ψ) of the Gaussian
density p(θt+1|Ft;ψ) by applying the Kalman filter to Ft. The conditional variance of
the returns Var(yt+1|Ft;ψ) is equivalent to the conditional expectation of σ2t ,
Var(yt+1|Ft;ψ) = E([σt+1εt+1]2|Ft;ψ) = E(σ2t+1|Ft;ψ) = exp{θ̂t+1 + (1/2)Vt+1}, (3.8)
for t = 1, . . . , n. By defining S(·) and K(·) as the skewness and kurtosis of the density
p(·), respectively, we can express the higher conditional moments by
S(yt+1|Ft;ψ) = E([σt+1εt+1]
3|Ft;ψ)
Var(yt+1|Ft;ψ)3/2 = exp{(3/8)Vt+1} · S(εt+1), (3.9)
and
K(yt+1|Ft;ψ) = E([σt+1εt+1]
4|Ft;ψ)
Var(yt+1|Ft;ψ)2 = exp (Vt+1) · K(εt+1), (3.10)
for t = 1, . . . , n.
We refer to Vt+1 as the predictive variance of volatility, which is a function of both
the variance of the log-volatility innovations and the variance of past measurement
errors. Skewness (3.9) and kurtosis (3.10) are functions of the predictive variance of
volatility and the properties of the return innovations. The introduction of the realised
measures in the stochastic volatility model has therefore two consequences. First, it
directly reduces the predictive variance Vt+1 via improved measurement. Second, it
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leads to improved estimation of the parameters that determine skewness and kurtosis
in the model; see also the discussions in Allen, McAleer, and Scharth (2009) and Dobrev
and Szerszen (2010).
3.1.6 The dependence between daily returns and measure-
ment errors
The daily return innovations εt and the measurement disturbances κj,t, for j = 1, . . . , p,
are dependent in our realised SV model. To introduce this problem, we briefly discuss
a continuous-time formulation of the model. Suppose that the logarithmic price of the
asset at day t follows the continuous-time diffusion
dp(t+ τ) = µ(t+ τ) + σ(t+ τ)dW (t+ τ), 0 ≤ τ ≤ 1, t = 1, 2, . . . , n, (3.11)
where p(t + τ) is the logarithmic price at time t + τ , µ(t + τ) is the drift component,
σ(t+ τ) is the spot volatility, and dW (t+ τ) is standard Brownian motion. Barndorff-
Nielsen and Shephard (2002) and Andersen, Bollerslev, Diebold, and Labys (2003),
among others, have shown that for any specification of the dynamics of spot volatility
satisfying standard technical conditions, it holds that
yt|σ2t ∼ N
(∫ 1
0
µ(t− 1 + τ)dτ, σ2t
)
, (3.12)
where
σ2t =
∫ 1
0
σ2(t− 1 + τ)dτ. (3.13)
The term
∫ 1
0
σ2(t−1+τ)dτ is known as the integrated variance. Barndorff-Nielsen and
Shephard (2002) have shown that a standard mean reverting specification for the spot
volatility leads to an autoregressive moving average process with Gaussian innovations
for σ2t . This argument provides an example of a discrete-time model specification for
yt based on equations (3.1), (3.2) and (3.3).
Realised volatility measures are nonparametric estimates of the integrated variance
of assets based on asset prices sampled at high-frequency time intervals. Since any
given realised measure RMj,t and the daily return yt are functions of intra-day returns,
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it follows that these two quantities are dependent conditional on σ2t . We can relate this
dependence issue to the analyses of Peters and de Vilder (2006), Andersen, Bollerslev,
and Dobrev (2007b), Andersen, Bollerslev, Frederiksen, and Nielsen (2010) and Flem-
ing and Paye (2011), who study the theoretical and empirical properties of returns
standardised by realised measures.
These studies have demonstrated that returns scaled by realised volatility measures
are typically thin tailed; see also our empirical results in Section 3.3.5. Discretisation
effects in the estimation of integrated variance and jumps explain this phenomenon: a
relatively large return in the numerator implies a large squared return in the realised
measure in the denominator (in other words, large returns self-standardise). Note that
this effect does not imply a correlation between returns and measurement errors. We
are also unable to rule out leverage effects as another source of dependence between
returns and realised measurement errors.
Using similar arguments to the ones we have used to derive (3.10), if εt and κj,t
are independent and εt is Gaussian, then returns standardised by volatility estimates
based on any set of noisy measures are always leptokurtic. This contradiction shows
the relevance of our discussion for the analysis of the realised SV model. If we assume
that the two innovations are orthogonal, our results will misleadingly imply that return
innovations are thin tailed and measurement errors are negligible, when the opposite
could be true.
It is important to note we are concerned with the empirically relevant case in which
we calculate the realised measures with samples not large enough for asymptotic results
to overcome the issues we have discussed. Theoretically, discretisation errors become
independent from returns in the limit case due to the stable convergence of the realised
measures; see for example Mykland and Zhang (2006). We view the empirical evidence
mentioned above as validating our approach.
3.1.7 Overnight returns
Realised measures typically estimate the open-to-close variance of asset returns, while
we may be more generally interested in the volatility of whole day returns. The volatil-
ity of stock prices outside trading hours is substantial: in our empirical study below,
we estimate that overnight returns account for between 20% and 30% of the total daily
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variance of stock returns. Hansen and Lunde (2005b) discuss general estimates of the
type
RMt = δ1 ·RM oct + δ2 · (ycot )2 , (3.14)
where RM oct is the realised measure for the open-to-close period in day t, y
co
t is the
overnight return at the opening of the market in day t, and δ1 and δ2 are predetermined
values. We may choose these parameters according to some mean-square error criterion.
Throughout the chapter we implicitly assume that there is a daily volatility factor
which we can extract from the realised measures only. We therefore let δ1 = 1 and
δ2 = 0 above and use the scaling term γj in the realised SV model to estimate the
whole day variance of the stocks. This approach has the advantage of preserving
the asymptotic approximation argument that justifies (3.6). Shephard and Sheppard
(2010), Hansen, Huang, and Shek (2011a) and Dobrev and Szerszen (2010) follow
similar strategies. Alternatively, we can extend the model by separate return equations
for the open-to-close and overnight periods.
3.2 Maximum likelihood estimation
3.2.1 The likelihood function based on full information
The likelihood for the realised stochastic volatility model (3.1), (3.2), (3.3) and (3.6)
is
L(y,RM ;ψ) =
∫
p(α, y, RM ;ψ) dα
=
∫
p(y|RM,α;ψ)p(RM |α;ψrm)p(α;ψssf) dα (3.15)
=
∫ n∏
t=1
p(yt|RMt, αt, αt+1;ψε) p(RMt|αt;ψ) p(αt|αt−1;ψssf) dα1 . . . dαn,
where we have defined y, RM and ψ = (ψ′ε, ψ
′
ssf, ψ
′
rm)
′ in Section 3.1.4; furthermore, let
α = (α′1, . . . , α
′
n)
′. We simplify the conditional return density to
p(yt|RMt, αt, αt+1;ψε) = p(yt|RMt, θt, ηt;ψε),
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where θt reflects the dependence on the signal and ηt on the leverage effect. We also
have that p(RMt|αt;ψrm) = p(RMt|θt;ψrm). Hence it follows that
L(y,RM ;ψ) =
∫ n∏
t=1
p(yt|RMt, θt, ηt;ψε) p(RMt|θt;ψrm) p(θt|αt−1;ψssf) dα1 . . . dαn.
(3.16)
The dependence between returns and measurement errors implies that
p(yt|RMt, θt, ηt;ψε) 6= p(yt|θt, ηt;ψε),
where the density p(yt|θt, ηt;ψε) refers to the model equation (3.1). Peters and de Vilder
(2006) derives the distribution of yt/
√
RMt for the special case in which RMt is the
realised variance estimator and the underlying diffusion is homogeneous. In all other
settings, p(yt|RMt, θt, ηt;ψε) is currently not available.
We therefore propose an estimation approach that does not require the knowledge
of p(yt|RMt, θt, ηt;ψε). To motivate our new method, we first consider the hypothetical
case in which we know p(yt|RMt, θt, ηt;ψε) and hence estimation based on the complete
likelihood function is feasible. The following discussion may also be useful for the
estimation of the volatility of overnight returns, which are not endogenous to the
realised measures.
Let p(RM ;ψ) be the likelihood of the linear state space model for the realised
measure. By multiplying the likelihood function (3.16) with the term p(RM ;ψ) ·
p(RM ;ψ)−1, we have
L(y,RM ;ψ) = p(RM ;ψ)
∫ n∏
t=1
p(yt|RMt, θt, ηt;ψε)p(α|RM ;ψ) dα1 . . . dαn, (3.17)
since p(RM |α;ψ) p(α;ψssf) / p(RM ;ψ) = p(α|RM ;ψ). The expression in (3.17) has a
straightforward interpretation. The density p(RM ;ψ) refers to the likelihood function
of the linear Gaussian state space model (3.6), (3.2) and (3.3). We can therefore carry
out the evaluation of p(RM ;ψ) by the Kalman filter. The integral part in (3.17) is
effectively the expectation of the product of densities
∏n
t=1 p(yt|RMt, θt, ηt;ψε) with
respect to density p(α|RM ;ψ). We can estimate the integral via a routine application
of Monte Carlo integration in which we sample S trajectories α(s) = (α
(s) ′
1 , . . . , α
(s) ′
n )′
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from p(α|RM ;ψ) and compute the likelihood as
L̂(y,RM ;ψ) = p(RM ;ψ) · 1
S
S∑
s=1
n∏
t=1
p(yt|RMt, θ(s)t , η(s)t ;ψ), (3.18)
where θ
(s)
t = c+ Zα
(s)
t and η
(s)
t = (R
′R)−1(α(s)t+1 − Tα(s)t ); see the relations in (3.2) and
(3.3). The simulation smoothing methods of de Jong and Shephard (1995) and Durbin
and Koopman (2002) can carry out the simulation of α(s) from the smoothed density
p(α|RM ;ψ), for s = 1, . . . , S.
Despite the efficiency of the realised measures, the direct implementation of Monte
Carlo integration in (3.18) may require a large number of draws S to ensure a reliable
and efficient estimate of (3.17). To improve computational and numerical efficiency,
we can alternatively consider the method of importance sampling; see Durbin and
Koopman (2001, Part II) for an exposition of the importance sampling method for
this class of models. In Chapter 2 we have proposed a method for the construction of
efficient importance samplers based on an approximating linear Gaussian state space
model. These samplers are designed to minimise the Monte Carlo variance of the
resulting likelihood estimates. The computation of the likelihood estimate is similar to
(3.18), with α(s) then becoming a draw from the efficient importance sampler.
3.2.2 A likelihood function based on selected information
We can alternatively rewrite (3.17) using a partial prediction error decomposition with
respect to y. We obtain
L(y,RM ;ψ) = p(RM ;ψ)p(y|RM ;ψ)
= p(RM ;ψ)p(y1|RM ;ψ)p(y2|RM, y1;ψ) · · · p(yn|RM, y1, . . . yn−1;ψ).
When the full sample of realised measures RM is given, daily returns in practice
add little information to the time series estimation of the log-volatility signal (note
that the high-frequency data we use to construct RMt in fact contains the daily return
yt). In other words, estimates of θt conditional on RM1, . . . , RMn are very similar
to estimates of θt conditional on RM1, . . . , RMn and y1, . . . , yt−1. See for example
Shephard and Sheppard (2010). The primary role of returns in the estimation of the
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realised SV model is accordingly the identification of a selection of parameters, rather
than the estimation of the signal. We therefore propose the likelihood approximation
L(y,RM ;ψ) ≈ p(RM ;ψ)p(y1|RM ;ψ)p(y2|RM ;ψ) · · · p(yn|RM ;ψ) =
p(RM ;ψ)
n∏
t=1
p(yt|RM ;ψ), (3.19)
where
p(yt|RM ;ψ) =
∫
p(yt|RMt, θt, ηt;ψ)p(θt, ηt|RM ;ψ) d(θt, ηt). (3.20)
Due to the dependence between returns and realised measures, RMt remains a condi-
tioning variable.
If an expression for p(yt|RMt, θt, ηt;ψ) was available, the evaluation of the inte-
gral in (3.20) by low dimensional numerical or Monte Carlo integration would be
straightforward. The Kalman filter and smoother provide the mean and variance of
p(θt, ηt|RM ;ψ); see Appendix A for the details. The resulting loss of efficiency is
small since the full set of realised measures RM dominates y1, . . . , yt−1 for estimating
volatility at day t.
3.2.3 Two-step estimation for the model without leverage
Our two-step method for the estimation of ψ builds on the results presented above. We
start with the simpler case in which there is no leverage in the model. We adopt the
same arguments as for the approximate likelihood function in the previous section. We
decompose the likelihood as p(y,RM ;ψ) = p(RM ;ψ)p(y|RM ;ψ). Since in our frame-
work p(y|RM ;ψ) adds little information about the volatility signal and p(RM ;ψ) does
not contain any information about the statistical properties of the return innovations,
we treat the two components of the likelihood separately.
We first estimate the linear Gaussian state space model (3.6), (3.2) and (3.3) by
maximising the likelihood function p(RMt;ψ) with respect to ψssf and ψrm. We evaluate
this likelihood by the Kalman filter. For identification, we impose the restriction that
γj = 0 and λj = 1 for a realised measure j (in this step only). We denote the resulting
estimates as ψ̂∗ssf and ψ̂
∗
rm. The large sample properties of this maximum likelihood
estimator under the correct specification are standard. In contrast to joint estimation,
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this first part of the method is robust to the misspecification of the return equation
(3.1). In the second step, we estimate the remaining part of the parameter vector by
maximising
p∗(y|RM ;ψ) =
n∏
t=1
p(yt|RM−t;ψ), (3.21)
where RM−t is the deletion set
{RM1, . . . , RMt−1, RMt+1, . . . , RMn}
and
p(yt|RM−t;ψ) =
∫
p(yt|θt;ψε)p(θt|RM−t;ψbias, ψ̂∗ssf, ψ̂∗rm) dθt, (3.22)
where ψbias is a two parameter vector which allows us to recover the full set of estimates
for γ1, . . . , γp and λ1, . . . , λp given the restriction we imposed in the first step. The
optimisation is with respect to ψε and ψbias only.
We compute the mean and variance of the Gaussian density p(θt|RM−t;ψssf, ψrm)
by the deletion smoothing algorithm of de Jong (1989) applied to the model (3.6), (3.2)
and (3.3). The details are in Appendix A. The likelihood function (3.21) is a direct
counterpart to the product of conditional return densities in (3.19). We circumvent the
endogeneity problem by recognising that yt only depends on RM
−t via θt; the need to
specify the joint distribution of εt and κt only exists whenRMt is in the conditioning set.
Since the log-volatility process θ1, . . . , θn is highly persistent in empirical settings, we
can regard RMj, with j close to t as being highly informative about θt. We can therefore
expect the estimator to work well in actual applications; see the Monte Carlo evidence
in Section 3.2.5. The evaluation of (3.22) by numerical or Monte Carlo integration is
straightforward for any density p(yt|θt;ψε). We have found that Gaussian quadratures
are the most accurate and computationally efficient methods for this purpose.
The computational simplicity of the two-step estimation method contrasts with
the simulation intensive algorithms typically required for the estimation of stochastic
volatility models when only return data is available. Examples of such methods are the
Markov Chain Monte Carlo approaches of Kim, Shephard, and Chib (1998) and Chib,
Nardari, and Shephard (2002) and the importance sampling approaches of Sandmann
and Koopman (1998) and Liesenfeld and Richard (2003). In the current framework,
71
parameter estimation for stochastic volatility models with leverage and non-Gaussian
daily returns also becomes straightforward.
A formal analysis of the large sample theory for this estimator is out of the scope
of this chapter. For example, we would need to establish a uniform form law of large
numbers for n−1
∑n
t=1 log p(yt|RM−t;ψ) to study consistency. However, we can use
standard maximum likelihood results (see for example Davidson 2000) to argue that
the use of deletion smoothing introduces no special difficulty to the estimation under
strict stationarity of the log-volatility process. The statistical properties of the volatility
process are simple to verify for the most common specifications of the VAR(1) state
equation (3.3).
We consider the expectation
D(ψ0,ε, ψε) = Eψ0
[
log p(yt|RM−t;ψ0)− log p(yt|RM−t;ψε, ψ0,ssf, ψ0,rm)
]
,
where ψ0 = (ψ
′
0,ε, ψ
′
0,ssf, ψ
′
0,rm)
′ is the data generating process (DGP) parameter vec-
tor (which is fixed in this equation) and Eψ0 denotes the expectation with respect
to the DGP. Now, let θ`t and δ`t be the mean and variance of the deletion density
p(yt|RM−t;ψ0) = p(yt|θ`t, δ`t;ψ0). These two random variables have joint unconditional
distribution p(θ`t, δ`t;ψ0,ssf, ψ0,rm). By Jensen’s inequality,
−D(ψ0,ε, ψε)
= Eψ0 log
p(yt|RM−t;ψε, ψ0,ssf, ψ0,rm)
p(yt|RM−t;ψ0)
≤ logEψ0
p(yt|RM−t;ψε, ψ0,ssf, ψ0,rm)
p(yt|RM−t;ψ0)
= log
∫
p(yt|θ`t, δ`t;ψε)
p(yt|θ`t, δ`t;ψ0,ε)
p(yt, θ`t, δ`t;ψ0) d(yt, θ`t, δ`t),
= log
∫
p(yt|θ`t, δ`t;ψε)
p(yt|θ`t, δ`t;ψ0,ε)
p(yt|θ`t, δ`t;ψ0,ε)p(θ`t, δ`t;ψ0,ssf, ψ0,rm) d(yt, θ`t, δ`t),
= log
∫
p(yt|θ`t, δ`t;ψε)p(θ`t, δ`t;ψ0,ssf, ψ0,rm) d(yt, θ`t, δ`t),
= log
∫
p(yt, θ`t, δ`t;ψε, ψ0,ssf, ψ0,rm) d(yt, θ`t, δ`t),
= 0, (3.23)
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with equality if and only if ψε = ψ0,ε under identification. It thus follows that ψ0,ε
maximises the limiting value of the log likelihood if it converges. Crucial for this
argument is the separation between ψε (which is unrelated to the dynamics of θt) and
the rest of the parameters, which we have fixed at the DGP values. Note that the
use of deletion smoothing is immaterial for the equation above. We could have also
considered other estimators of θt as we did in the previous section. The result also
remains valid under leverage effects below due to our treatment of the observation
density.
3.2.4 Two-step estimation for the model with leverage
The first estimation step of the last section is not affected when we let the disturbances
εt in (3.1) and ηt in (3.3) depend on each other. In the second step, the counterpart of
(3.22) which we maximise is given by
p(y|RM−t;ψ) =
n∏
t=1
∫
p(yt|θt, ηt;ψε, ψ̂∗ssf)p(θt, ηt|RM−t;ψbias, ψ̂∗ssf, ψ̂∗rm) d(θt, ηt).
(3.24)
Appendix A provides the details on how we obtain the mean, variance and covariances
of the conditional Gaussian density p(θt, ηt|RM−t;ψssf, ψrm). The necessary modifica-
tion is straightforward and the additional computational cost is small. The integral in
(3.24) is multidimensional. We have used quasi-Monte Carlo integration using Halton
sequences for its estimation; see for example Train (2003) for further details on this
method.
The evaluation of p(yt|θt, ηt;ψε, ψ̂∗ssf) in (3.24) follows standard results. For example,
if we assume that εt and ηt are both Gaussian in the SV model (3.4), the multivariate
normal lemma applies and we have
p(yt|θt, ηt;ψε, ψ̂∗ssf) = N(m,V ), m = exp(θt / 2)
ρ(εt, ηt)
σ̂η
ηt, V =
[
1− ρ(εt, ηt)2
]
exp θt,
where σ̂2η is the estimate of σ
2
η from the first step. When we specify the dependence as
a copula function, we adopt the following corollary of Sklar’s theorem
p(yt|θt, ηt;ψε, ψ̂∗ssf) = p(yt|θt;ψε) · cρ
[
F (yt|θt;ψε) , G(ηt; ψ̂∗ssf);ψε
]
, (3.25)
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where cρ(·, ·) is the probability density function for the copula that describes the de-
pendence between εt and ηt, F (·) is the cumulative distribution function of the daily
returns yt conditional on θt and G(·) is the normal cumulative distribution function of
ηt. We can adopt many results on copula functions in this framework; see for example
the discussions in Joe (1997).
3.2.5 Simulation study
In order to investigate the performance of the two-step method based on the deletion
smoothing scheme, we design a simulation study in which the issue of dependence
between returns and measurement errors does not arise. We simulate 250 series of
returns and log volatility measurements using the model (3.1), (3.6), (3.2) and (3.3),
drawing the disturbance series κt in (3.6) independently from εt in (3.1). We generate
simulations for two different models for which the transformation function in (3.1) and
(3.6) is f(·) = exp(·). We consider
• Model 1 : the Gaussian stochastic volatility model with leverage of equation
(3.4); we fix the parameters at c = 0.4, φ = 0.98, σ2η = 0.05 and ρ(εt, ηt) = −0.3;
• Model 2 : a stochastic volatility model with a standardised Student’s t density
with ν degrees of freedom for εt; we fix the parameters at ν = 10, c = 0.4, φ =
0.98, σ2η = 0.05. This specification does not have leverage, so that ρ(εt, ηt) = 0.
Equation (3.6) with p = 1 gives the model for the log variance measurement in the
two specifications. The scaling parameter is γ = 0.1 and the observation variance is
σ2κ = 0.05. We fix the coefficient λ at one and do not treat it as a parameter.
We estimate the parameters as if they are unknown for each of the 250 time series
for yt and RMt with t = 1, . . . , n and n = 2, 500. We repeat the estimation for
the full likelihood, approximate likelihood and two-step methods we have discussed
above. In case of the two-step method, we consider three different sets of realised
measures for the conditioning of the density p(θt, ηt|χ; ψ̂ssf, ψrv) in the second step :
χ = {RM1, . . . , RMt−1}, χ = RM−t and χ = RM . The first conditioning set leads to
a second step that only requires the Kalman filter. We use this case as a benchmark.
The deletion and full sets of RM allows us to determine the efficiency loss when we drop
RMt from the conditioning set. We emphasise that in these three cases the estimate of
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ψssf from the first step remains the same by construction. We compute the integral in
(3.24) by quasi-Monte Carlo integration using Halton sequences with S = 100 samples.
Tables 3.1 and 3.2 present our simulation results. We report the mean and the
standard deviation of the series of 250 parameter estimates for each estimation method.
The findings support our discussions above. All methods lead to similar means and
standard deviations for the parameters in ψssf, confirming that the return information
has minimal impact on the estimation of ψssf. The five methods also perform equally
well in estimating the scaling coefficient γ. The only differences arise in the estimation
of the leverage effect ρ(εt, ηt) in Model 1 and of the degrees of freedom ν in Model 2.
Whereas the two joint estimation methods and the efficient two-step method lead to
similar standard deviations for these two parameters, a small loss of efficiency appears
for the deletion method. We conclude that the deletion smoothing approach provides
an effective estimation method for the realised SV model when dependence between
returns and measurement errors is present.
Table 3.1: Simulation results: Gaussian SV model with leverage
We simulate 200 trajectories of the realised SV model yt = exp(θt/2)εt,
εt ∼ N(0, 1), logRMt = γ + θt + κt, κt ∼ N(0, σ2κ), θt = c + αt, αt =
φαt + ηt, ηt ∼ N(0, σ2η), t = 1, . . . , 2500. This disturbances εt and ηt
have correlation ρ and are independent from κt. The table shows the
average estimated parameters, with standard errors in parentheses, for
the estimation methods discussed in Sections 3.2.1 and 3.2.3.
Joint Two-step
True Full Simple Smoother Deletion Prediction
γ 0.1 0.098
(0.0288)
0.098
(0.0289)
0.098
(0.0289)
0.098
(0.0291)
0.098
(0.0294)
ρ -0.3 −0.302
(0.0294)
−0.302
(0.0300)
−0.301
(0.0299)
−0.302
(0.0349)
−
−
Full Simple Two-step
σ2κ 0.05 0.050
(0.0028)
0.050
(0.0028)
0.050
(0.0027)
c 0.4 0.403
(0.2376)
0.401
(0.2379)
0.401
(0.2500)
φ 0.98 0.978
(0.0047)
0.978
(0.0047)
0.978
(0.0049)
σ2η 0.05 0.050
(0.0031)
0.050
(0.0031)
0.050
(0.0031)
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Table 3.2: Simulation results: SV-t model
We simulate 200 trajectories of the realised SV model yt =
exp(θt/2)
√
ν−2
ν εt, εt ∼ t(ν), logRMt = γ + θt + κt, κt ∼ N(0, σ2κ),
θt = c + αt, αt = φαt + ηt, ηt ∼ N(0, σ2η), t = 1, . . . , 2500. This
disturbances εt and ηt are independent. The table shows the average
estimated parameters, with standard errors in parentheses, for the es-
timation methods discussed in Sections 3.2.1 and 3.2.3.
Joint Two-step
True Full Simple Smoother Deletion Prediction
γ 0.1 0.098
(0.0355)
0.098
(0.0355)
0.098
(0.0356)
0.098
(0.0360)
0.099
(0.0366)
ν 10 10.547
(2.2234)
10.545
(2.2233)
10.542
(2.2219)
10.614
(2.4486)
10.717
(2.7363)
Full Simple Two-step
σ2κ 0.05 0.050
(0.0027)
0.050
(0.0027)
0.050
(0.0028)
c 0.4 0.407
(0.2077)
0.407
(0.2077)
0.407
(0.2077)
φ 0.98 0.978
(0.0042)
0.978
(0.0042)
0.978
(0.0042)
σ2η 0.05 0.050
(0.0031)
0.050
(0.0031)
0.050
(0.0031)
3.3 Empirical Analysis
3.3.1 Data and measurement
Our data set consists of NYSE TAQ open-to-close transaction prices for nine Dow
Jones index stocks in the period between January 1993 and December 2010. We list
the stocks in Table 3.3 along with their ticker indicators. We remove potential sources
of errors from the data set by following the guidelines in Barndorff-Nielsen, Hansen,
Lunde, and Shephard (2009). We have taken the daily return series from the CRSP
database. The quality of the data has markedly improved over the years for purposes
of measuring volatility; see the discussion in Hansen and Lunde (2006). To ensure
that our results reflect recent and more relevant patterns, we concentrate exclusively
on the post-decimalisation years (2001-2010) in the estimation and filtering analysis
of Section 3.3.3. We do however use the earlier period to estimate the model in the
rolling window exercise of Section 3.3.4.
We compute the following realised measures in transaction time: the realised ker-
nel (RK) of Barndorff-Nielsen, Hansen, Lunde, and Shephard (2008), the pre-averaging
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Table 3.3: Stocks
The table lists the stocks in our empirical analysis and pro-
vides their abbreviations.
Ticker Stock Sector
GE General Electric Conglomerate
IBM IBM Computers and technology
JPM JP Morgan Banking
KO Coca-Cola Beverages
PFE Pfizer Pharmaceuticals
PG Procter & Gamble Consumer goods
T AT&T Telecommunication
WMT Wal-Mart Retail
XOM Exxon Oil and gas
based realised variance (PRV) of Jacod, Li, Mykland, Podolskij, and Vetter (2009), the
subsampled realised variance (SRV) of Zhang, Mykland, and Aı¨t-Sahalia (2005) and
the subsampled median-based realised variance (MedRV) of Andersen, Dobrev, and
Schaumburg (2009). Our calculations for the realised kernel and the pre-averaging
based realised variance follow the suggested implementations in Barndorff-Nielsen,
Hansen, Lunde, and Shephard (2009) and Jacod, Li, Mykland, Podolskij, and Vet-
ter (2009) respectively. We base the subsampled RV estimator on subgrids containing
every mth transaction, where we select m so that the grid points are 15 minutes apart
on average. The median-RV estimator follows a similar scheme with average intervals of
2.5 minutes. We remove stale prices from the sample before computing the median-RV
measure.
The realised kernel and pre-averaging measures are among the most efficient esti-
mates currently available. Consistent with the theoretical argument in Christensen,
Kinnebrock, and Podolskij (2010a), we have found the two measures to be nearly per-
fectly correlated in their standard implementations. Since the computational cost of
simultaneously adopting the two estimates is small, we do so for completeness. We
also include the subsampled realised variance in our analysis because the impact of
microstructure noise is small at the low frequency we have used to calculate the mea-
sure. In comparison with discretisation errors, microstructure noise contamination is
possibly of greater concern for time series analysis due to the nonstationary behaviour
of microstructure effects; see the discussions, for example, in Hansen and Lunde (2006).
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Finally, we consider the median-RV measure to investigate whether jump-robust
estimates improve the empirical performance of the realised SV model. The median-
RV estimate is a special case of the quantile-based realised variance of Christensen,
Oomen, and Podolskij (2010b). Specifications based on the median-RV measure can
for example avoid the potential confounding effect of time-varying jump intensities on
the estimation of the log-volatility process. An explicit treatment of jumps is, however,
out of the scope of the present chapter. As a competitive empirical alternative, our
setup accommodates fat tailed distributions for modelling the return innovations. Our
analysis of standardised returns in Section 3.3.5 only leaves a possible clear role for
jumps in a minority of cases; see also Chib, Nardari, and Shephard (2002).
3.3.2 Model specification
In the empirical study we mostly focus on daily close-to-close returns, using a selection
of results for open-to-close returns in complementary analyses. We model the returns by
the stochastic volatility specification (3.5). We therefore let the log-volatility signal be
a sum of autoregressive processes. On the basis of the Bayesian information criterion,
we have found support for the inclusion of k = 3 autoregressive processes of order
one for all the stocks in this study. This is not standard in the stochastic volatility
literature based on returns only, where two factors are typically considered.
We initially assume that the daily returns innovations are normally distributed;
we investigate the validity of this assumption in Section 3.3.5. We allow for leverage
effects by having non-zero values for ρi = ρ(εt, ηi,t) for i = 1, 2, 3. We have found no
evidence of a leverage effect for the third autoregressive process, so that we fix ρ3 = 0
throughout the study. We consider two vectors of realised measures in Section 3.3.3:
the 3 × 1 vector RMt = (RKt , PRVt , SRVt)′ and RMt = MedRVt. We model the
realised measures by equation (3.6) with the restriction that λj = 1. We obtain all
estimation results by two-step method of Sections 3.2.3 and 3.2.4.
3.3.3 Estimation and filtering
Tables 3.4 and 3.5 report the parameter estimates for the stochastic volatility model
(3.5). The results are similar across the nine stocks and the two realised vectors. We
find that the first autoregressive components are near unit root processes with relatively
78
CHAPTER 3: REALISED STOCHASTIC VOLATILITY
small estimated disturbance variances σ2η,1. The second autoregressive components
are persistent processes with estimated autoregressive coefficients between 0.91 and
0.95. The third autoregressive components are invariably noisy with autoregressive
coefficients estimated as low as 0.15 and reaching a maximum of 0.47. Despite their
statistical significance, the third volatility states are in practice hard to distinguish
from the measurement disturbances due to their low persistence. Figure 3.1 shows the
three estimated volatility components for IBM. With only a few exceptions, leverage
effects significantly impact both the long and short run volatility components. The
estimated long run effects contrast with some studies which have found leverage effects
for transitory components only; see, for example, Engle and Lee (1999). However, this
result is consistent with the estimations of Durham (2006) for the Dow Jones index. We
note that the long run effect is typically difficult to identify given the small estimated
values for the state variances σ2η,1.
Figure 3.1: Estimated log variance signal (top) and individual components for IBM
We next consider the added value of including equation (3.6) for the estimation
of the daily volatility signal θt in (3.5). We apply the Kalman filter and smoother
79
Table 3.4: Stochastic Volatility Parameter Estimates I.
The reported estimation results are for the realised stochastic volatility model (3.5), for close-
to-close returns of nine DJIA stocks using data in the years of the post-decimalisation period,
2001-2010. The vector of realised measures include the realised kernel, the pre-averaging RV
and the subsampled SV estimators. The model is specified as yt = exp(θt/2)εt, εt ∼ N(0, 1),
logRMj,t = γj + θt + κj,t, κt ∼ N(0,Σκ), where Σκ is a full covariance matrix with diagonal
elements σ2j,κ, θt = c+
∑3
i=1 αi,t, αi,t+1 = φiαi,t + ηi,t, ηji,t ∼ N(0, σ2i,η), for i = 1, . . . , 3. The
return and state disturbances εt and ηi,t have correlation ρi = ρ(εt, ηi,t) for i = 1, 2. Parameter
estimation is carried out by the two-step method and is based on the deletion smoothing scheme
as proposed in Sections 3.2.3 and 3.2.4. The standard errors of the parameter estimates are in
parentheses.
GE IBM JPM KO PFE PG T WMT XOM
c 0.844
(0.480)
0.570
(0.370)
1.215
(0.549)
0.058
(0.362)
0.665
(0.241)
0.015
(0.299)
0.696
(0.434)
0.420
(0.369)
0.502
(0.222)
φ1 0.997
(0.002)
0.996
(0.003)
0.998
(0.001)
0.997
(0.002)
0.995
(0.003)
0.996
(0.003)
0.998
(0.002)
0.997
(0.002)
0.994
(0.004)
σ21,η 0.005
(0.002)
0.005
(0.003)
0.005
(0.002)
0.004
(0.002)
0.004
(0.002)
0.003
(0.002)
0.004
(0.002)
0.004
(0.002)
0.005
(0.004)
φ2 0.929
(0.027)
0.944
(0.024)
0.916
(0.024)
0.925
(0.036)
0.931
(0.035)
0.927
(0.023)
0.942
(0.027)
0.927
(0.037)
0.947
(0.021)
σ22,η 0.023
(0.007)
0.019
(0.005)
0.034
(0.008)
0.017
(0.007)
0.015
(0.006)
0.022
(0.005)
0.019
(0.007)
0.014
(0.005)
0.023
(0.005)
φ3 0.456
(0.080)
0.366
(0.068)
0.324
(0.067)
0.462
(0.102)
0.420
(0.060)
0.194
(0.038)
0.473
(0.054)
0.401
(0.080)
0.153
(0.036)
σ23,η 0.068
(0.009)
0.066
(0.007)
0.091
(0.010)
0.049
(0.009)
0.087
(0.009)
0.130
(0.007)
0.103
(0.009)
0.059
(0.007)
0.117
(0.006)
ρ1 −0.279
(0.105)
−0.340
(0.146)
−0.616
(0.187)
−0.380
(0.126)
−0.371
(0.139)
−0.249
(0.195)
−0.677
(0.239)
−0.237
(0.170)
0.006
(0.238)
ρ2 −0.339
(0.070)
−0.472
(0.092)
−0.264
(0.086)
−0.260
(0.081)
−0.107
(0.094)
−0.292
(0.092)
−0.103
(0.119)
−0.279
(0.112)
−0.599
(0.115)
to the individual elements of RMt = (RKt PRVt SRVt)
′ and to the three measures
simultaneously using the parameters of Table 3.4. Table 3.6 presents estimates of the
measurement variances σ2j,κ, the correlations between the measurement disturbances,
the signal-to-noise ratios (defined as the variance of the innovation in the signal θt
divided by the variance of κt) and the variances of the volatility signal θt, conditional
on RM1, . . . , RMs with s = t for filtering, s = n for smoothing and s = t− 1 for one-
step ahead forecasting. We report the last three variances as the steady-state values
computed by the Kalman filter and smoother for t = 1, . . . , n. Table 3.7 repeats the
exercise for the median-RV measure. Due to presence of the noisy volatility state, the
measurement variances and correlations for the Exxon and Procter & Gamble stocks
were not identified by the estimation. Our discussion therefore focus on the remaining
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Table 3.5: Stochastic Volatility Parameter Estimates II.
Estimation results for the same setting as that of Table 3.4, but with the vector of realised
measures replaced by the subsampled median-based realised variance measure.
GE IBM JPM KO PFE PG T WMT XOM
c 0.849
(0.477)
0.567
(0.355)
1.217
(0.546)
0.066
(0.327)
0.698
(0.244)
0.037
(0.287)
0.737
(0.394)
0.426
(0.351)
0.507
(0.221)
φ1 0.997
(0.002)
0.996
(0.003)
0.998
(0.001)
0.996
(0.002)
0.995
(0.003)
0.996
(0.003)
0.997
(0.002)
0.997
(0.002)
0.994
(0.004)
σ21,η 0.005
(0.002)
0.005
(0.003)
0.005
(0.002)
0.004
(0.002)
0.004
(0.002)
0.003
(0.002)
0.004
(0.003)
0.004
(0.002)
0.005
(0.004)
φ2 0.932
(0.027)
0.945
(0.025)
0.918
(0.025)
0.924
(0.037)
0.937
(0.031)
0.934
(0.022)
0.950
(0.026)
0.928
(0.036)
0.951
(0.021)
σ22,η 0.019
(0.006)
0.017
(0.005)
0.030
(0.008)
0.016
(0.007)
0.012
(0.005)
0.019
(0.005)
0.016
(0.006)
0.013
(0.005)
0.020
(0.005)
φ3 0.454
(0.127)
0.352
(0.128)
0.312
(0.167)
0.474
(0.192)
0.446
(0.106)
0.223
(0.161)
0.491
(0.103)
0.342
(0.173)
0.189
(0.096)
σ23,η 0.066
(0.018)
0.072
(0.023)
0.088
(0.035)
0.041
(0.015)
0.064
(0.015)
0.094
(0.058)
0.075
(0.016)
0.065
(0.028)
0.106
(0.049)
ρ1 −0.284
(0.101)
−0.337
(0.142)
−0.617
(0.184)
−0.381
(0.120)
−0.357
(0.139)
−0.252
(0.200)
−0.710
(0.179)
−0.248
(0.168)
0.010
(0.238)
ρ2 −0.356
(0.071)
−0.461
(0.092)
−0.281
(0.087)
−0.241
(0.079)
−0.132
(0.098)
−0.284
(0.097)
−0.060
(0.102)
−0.254
(0.113)
−0.619
(0.123)
series.
The empirical evidence indicates that the level of noise in the realised measures
is relatively high, even for the most efficient estimates. The signal-to-noise ratios for
the realised kernel and pre-averaging measures range from 0.9 for Coca-Cola to 3.2
for the JP Morgan stock. The Kalman filter substantially improves the estimation of
the unobserved volatility signal in this setting. The filtered variances for the realised
kernel and pre-averaging series are between 29% and 46% lower than the corresponding
estimated measurement variances σ2κ. Similar findings hold for the Median-RV measure.
Figure 3.2 displays the log realised kernel measure and the smoothed estimate of the
volatility component θt for Coca-Cola. For the subsampled RV measure, our results
show that the signal-to-noise ratios are nearly half of those for the other two RV
estimates in most cases. However, this less efficient measure appears to benefit even
more from filtering. Estimated variance reductions for this measure range between 36%
and 53%. We conclude that time series filtering is an useful complement to realised
measures for estimating volatility.
As a consequence of the efficiency of the Kalman filter in reducing the noise in
81
the time series of the log realised measures, we find that the predictive variances are
similar across all the estimates. Despite the differences in the signal-to-noise ratios, the
forecasting variances for the realised kernel and the pre-averaging measures are only
between 5% and 9% lower than the variance implied by the subsampled RV estimator.
The presence of the third volatility component α3,t in our model (3.5) illustrates this
result. This state is important for in-sample fit but plays a minor role in forecasting,
given its low persistence. Looking at the results for combined filtering at the bottom
of Table 3.6, the additional improvement from treating the three realised measures
simultaneously seems negligible.
Figure 3.2: Log realised kernel (top) and estimated log variance signal for Coca-Cola
Table 3.8 reports the estimates of the scaling parameter γj in (3.6) for close-to-close
and open-to-close returns. Our framework leads to significant upwards scaling of the
log-variance signal to match the realised kernel and pre-averaging measures, except in
the case of JP Morgan. The scaling is around 6% in the case of IBM, but reaches as
high as 23% for Procter & Gamble. This is a worrying issue as we should expect γj to
be slightly below zero due to Jensen’s inequality in the presence of unbiased measures.
While we are cautious to conclude that these measures tend to overestimate volatility,
this problem merits further investigation. Our high estimates for some of the stocks
are consistent with some of the results in Hansen, Huang, and Shek (2011a), even
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Table 3.6: Measuring, Filtering and Forecasting with Different Mea-
sures.
We apply the Kalman filter and smoother individually to the realised kernel, pre-
averaging RV, subsampled SV as well as to the three measures in combination. Let j
index the realised measures. The calculations are based on the parameters of Tables
3.4 and the measurement variances Var(κj,t) reported below. The signal-to-noise rows
indicate the ratio between the variance of the innovations in the latent log-variance
process
∑3
i=1 σ
2
iη and the measurement variances Var(κj,t). Let Fj,t denote the natural
filtrationRMj,1, ..., RMj,t. Var(θt|Ft) is the filtered variance of the log-volatility signal,
Var(θt|Fn) is the smoothed variance and Var(θt+1|Fj,t) is the predictive variance.
GE IBM JPM KO PFE PG T WMT XOM
Realised kernel
Signal-to-noise 1.116 1.525 3.181 0.856 1.564 - 1.801 1.015 -
Var(κ1,t) 0.086 0.059 0.041 0.082 0.068 0.005 0.070 0.076 0.001
Var(θt|F1,t) 0.053 0.040 0.033 0.046 0.046 0.005 0.049 0.045 0.001
Var(θt|F1,n) 0.045 0.035 0.031 0.038 0.041 0.005 0.043 0.038 0.001
Var(θt+1|F1,t) 0.137 0.123 0.166 0.104 0.139 0.186 0.162 0.109 0.177
Pre-averaging RV
Signal-to-noise 1.160 1.563 3.244 0.893 1.718 - 1.811 1.034 -
Var(κ2,t) 0.083 0.058 0.040 0.078 0.062 0.003 0.069 0.074 0.000
Var(θt|F2,t) 0.051 0.039 0.032 0.044 0.043 0.003 0.048 0.044 0.000
Var(θt|F2,n) 0.044 0.035 0.030 0.037 0.038 0.003 0.043 0.038 0.000
Var(θt+1|F2,t) 0.136 0.123 0.166 0.103 0.138 0.185 0.162 0.109 0.177
Subsampled RV
Signal-to-noise 0.641 0.770 1.245 0.532 0.795 2.465 1.046 0.541 2.930
Var(κ3,t) 0.150 0.117 0.105 0.131 0.134 0.063 0.120 0.142 0.049
Var(θt|F3,t) 0.075 0.063 0.067 0.061 0.071 0.048 0.071 0.065 0.039
Var(θt|F3,n) 0.062 0.053 0.058 0.049 0.061 0.045 0.061 0.054 0.037
Var(θt+1|F3,t) 0.150 0.136 0.182 0.113 0.151 0.197 0.173 0.120 0.187
Combined
ρ(κ1,t, κ2,t) 0.985 0.975 0.958 0.973 0.966 0.394 0.953 0.974 -
ρ(κ1,t, κ3,t) 0.877 0.806 0.818 0.832 0.845 0.636 0.804 0.847 -
ρ(κ2,t, κ3,t) 0.856 0.767 0.778 0.788 0.797 0.370 0.756 0.815 -
Var(θt|Ft) 0.050 0.039 0.029 0.044 0.041 0.002 0.048 0.043 0.000
Var(θt|Fn) 0.043 0.034 0.028 0.037 0.037 0.002 0.043 0.037 0.000
Var(θt+1|Ft) 0.135 0.123 0.165 0.103 0.137 0.185 0.162 0.108 0.176
though the authors do not emphasise this issue in their discussions. The subsampled
RV measure substantially reduces or eliminates this problem. The coefficients for this
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Table 3.7: Measuring, Filtering and Forecasting II
We reproduce the analysis of Table 3.6 for the median-RV measure. The results reflect the
estimated parameters of Table 3.5.
GE IBM JPM KO PFE PG T WMT XOM
Signal-to-noise 1.414 2.406 4.548 0.956 1.582 2.994 1.345 1.685 -
Var(κt) 0.060 0.038 0.025 0.063 0.047 0.033 0.063 0.047 0.000
Var(θt|Ft) 0.040 0.029 0.021 0.037 0.032 0.026 0.041 0.032 0.000
Var(θt|Fn) 0.034 0.026 0.020 0.031 0.028 0.025 0.035 0.029 0.000
Var(θt+1|Ft) 0.117 0.118 0.143 0.088 0.099 0.126 0.116 0.105 0.153
realised measure are not significant for the majority of stocks, even though relatively
large positive coefficients still appear for Coca-Cola, Procter & Gamble and Wal-Mart.
Comparing these results with the coefficients we obtain for close-to-close returns, we
find that the period outside the trading hours accounts for between 20% and 30% of
the total daily variance of the stocks; the results in Hansen, Huang, and Shek (2011a)
lead to similar conclusions.
Table 3.8: Estimates for the scaling parameter.
The table displays the estimates for the scaling term γj of the realised stochastic volatility
model, where j indexes the realised measures. The standard errors are in parentheses.
Close-to-close returns Open-to-close returns
RK PRV SRV MedRV RK PRV SRV MedRV
GE −0.198
(0.030)
−0.203
(0.030)
−0.269
(0.030)
−0.228
(0.030)
0.071
(0.030)
0.066
(0.030)
0.000
(0.030)
0.040
(0.030)
IBM −0.220
(0.030)
−0.227
(0.030)
−0.301
(0.030)
−0.251
(0.030)
0.066
(0.030)
0.058
(0.030)
−0.016
(0.030)
0.035
(0.030)
JPM −0.213
(0.030)
−0.219
(0.030)
−0.270
(0.030)
−0.247
(0.030)
0.047
(0.030)
0.041
(0.030)
−0.010
(0.030)
0.016
(0.030)
KO −0.017
(0.030)
−0.026
(0.030)
−0.099
(0.030)
−0.060
(0.030)
0.167
(0.030)
0.158
(0.030)
0.085
(0.030)
0.127
(0.030)
PFE −0.132
(0.030)
−0.134
(0.030)
−0.227
(0.030)
−0.144
(0.030)
0.084
(0.030)
0.082
(0.030)
−0.012
(0.030)
0.081
(0.030)
PG 0.033
(0.031)
0.023
(0.031)
−0.073
(0.031)
−0.033
(0.031)
0.237
(0.031)
0.228
(0.031)
0.131
(0.031)
0.176
(0.030)
T −0.009
(0.030)
−0.029
(0.030)
−0.057
(0.030)
−0.064
(0.030)
0.177
(0.030)
0.157
(0.030)
0.129
(0.030)
0.128
(0.030)
WMT −0.074
(0.030)
−0.081
(0.030)
−0.156
(0.030)
−0.141
(0.030)
0.144
(0.030)
0.137
(0.030)
0.062
(0.030)
0.077
(0.030)
XOM −0.133
(0.031)
−0.134
(0.031)
−0.225
(0.031)
−0.178
(0.030)
0.093
(0.029)
0.091
(0.029)
0.000
(0.029)
0.085
(0.030)
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Table 3.9 presents a selection of diagnostic statistics based on the one-step ahead
prediction residual vt = RKt − E(RKt|Ft−1). The diagnostic statistics for skewness,
kurtosis and serial correlation (for both vt and v
2
t ) indicate possibly useful extensions
of our current modelling framework. The positive skewness and excess kurtosis in the
residuals imply that we strongly reject the Gaussian assumption for the linear model
(3.6). In our framework, we can consider Box-Cox transformations as in Gonc¸alves
and Meddahi (2010) to alleviate the skewness problem. Alternatively, we can also
consider a non-Gaussian density for κj,t in (3.6). The Ljung-Box serial correlation test
statistics for vt show satisfactory results; the only two rejections at the 5% level are
for the IBM and Exxon stocks at lag length 22. On the other hand, we find significant
autocorrelations in v2t for all stocks.
Table 3.9: Diagnostics for the realised kernel residuals.
The table displays diagnostic statistics for the prediction errors (vt) from the
estimation in Table 3.4. The prediction errors are outputs of the Kalman filter
calculated as vt = logRKt − E(logRKt|RM1, ..., RMt−1;ψ).
GE IBM JPM KO PFE PG T WMT XOM
Skewness 0.43 0.36 0.38 0.46 0.65 0.47 0.46 0.29 0.44
Kurtosis 4.69 5.68 4.49 4.98 5.75 5.72 4.57 5.00 5.34
LB(1) (vt) 0.71 0.80 0.37 0.99 0.37 0.77 0.92 0.60 0.82
LB(5) (vt) 0.96 0.12 0.68 0.39 0.22 0.27 0.83 0.14 0.23
LB(22) (vt) 0.38 0.04 0.38 0.86 0.46 0.90 0.98 0.14 0.00
LB(1) (v2t ) 0.00 0.26 0.00 0.00 0.01 0.07 0.01 0.10 0.05
LB(5) (v2t ) 0.00 0.26 0.00 0.00 0.01 0.00 0.01 0.02 0.01
LB(22) (v2t ) 0.00 0.03 0.00 0.00 0.13 0.00 0.00 0.08 0.00
3.3.4 Forecasting
Next, we analyse the out-of-sample forecasts of daily volatility from the realised SV
model, comparing them to predictions from three other recently developed models.
For all models, including the realised SV model, we base the analysis on the realised
kernel measure RKt (or RK
∗
t = logRKt) and the close-to-close daily returns yt. In
the model specifications below, let ut be an independently and identically distributed
error term and denote the model parameters by a, b, c, . . ., possibly with subscripts i
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for i = 1, 2, 3, . . .. We consider the following alternatives:
• The heterogeneous autoregressive (HAR) model of Corsi (2009),
RK∗t = a1 + b1RK
∗
t−1 + b2RK
∗
5,t−1 + b3RK
∗
22,t−1 + c1(yt−1/
√
RKt−1) + ut,
where RK∗j,t−1 =
∑t−1
i=t−j RK
∗
t−i for j = 1, 2, 3, . . ., c1 is a leverage effect coefficient
and ut ∼ N(0, g) for t = 1, . . . , n.
• The high-frequency-based volatility (HEAVY) model of Shephard and Sheppard
(2010),
yt = h
1/2
t ut,
ht = Var(yt|RK1, . . . , RKt−1) = a1 + b1ht−1 + c1RKt−1 + d1(yt−1/ht−1),
ωt = E(RKt|RK1, . . . , RKt−1) = a2 + b2ωt−1 + c2RKt−1 + d2(yt−1/ht−1),
where d1 and d2 are leverage effect coefficients and t = 1, . . . , n.
• The realised GARCH model of Hansen, Huang, and Shek (2011a),
yt = exp(ht/2)u1,t
ht = a1 + b1ht−1 + c1RK∗t,t−1 + d1(yt−1/ht−1),
RK∗t = a2 + b2ht + u2,t, u2,t ∼ N(0, g),
with variance g, for t = 1, . . . , n.
We compute one-day and one-month ahead forecasts of the log realised kernel in the
period between January 2001 and December 2010. We update the parameter estimates
monthly and calculate the forecasts using a rolling window of the most recent 2,000
observations. In the case of the realised SV model, we first compute the Kalman
filter prediction RK∗t+1 and subsequently approximate the leverage effect by calculating
ε̂t = yt×E(exp (−θt/2)|RK1, . . . , RKt) and substituting this estimate in the expression
for E(ηt|εt). We estimate coefficients in the HAR model by OLS and those in the
HEAVY and realised GARCH models by quasi-maximum likelihood, as described in
the original papers.
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We validate the forecasts on the basis of the corresponding mean squared errors
(MSE) and the model confidence set (MCS) methodology of Hansen, Lunde, and Nason
(2011b). The design of the MCS is such that it contains the best model in terms of MSE
with a certain level of confidence. We report the MCS p-value, which we denote by
pmcsm , to indicate that model m is in a (1−α)% confidence set for α ≤ pmcsm . The model
with the most accurate forecasts in the results has a p-value of one by construction.
We base the test on 10, 000 bootstrap resamples. Since we base the evaluation on RK∗t
itself, the reported MSEs do not take into account the possible bias in the forecast
of the log variance. Differences in MSE can be measured relatively to the predictive
variances as reported in Table 3.6.
We report the forecasting results in Tables 3.10 and 3.11. We find that the realised
stochastic volatility model generates accurate forecasts, obtaining the lowest MSEs
for the two horizons considered across all nine stocks. The realised SV model is the
only specification in the one-day ahead 90% MCS for three of the stocks, while the
95% MCS contains all models for the remaining series. The one-step forecast precision
differences are therefore relatively small. When we take the HAR specification as a
benchmark against the three remaining models, the superior predictive ability (SPA)
test of Hansen (2005) can shed further light on the statistical significance of the results.
The SPA test rejects the HAR model at the 5% level for all stocks. The forecasting
results agree with the findings of Table 3.6: even large improvements in the realised
measures have a modest impact on one-step ahead forecasting.
The relative MSE of the realised SV model improves with the forecasting horizon,
validating the specification of multiple autoregressive states in our empirical model.
For the one-month ahead forecasts, the RSV is the single model in the 90% confidence
set for five of the stocks, sharing the MCS for the other four stocks with the HAR
model. The short memory dynamics of the standard HEAVY and realised GARCH
specifications do not appear to be well suited for multi-step predictions.
The realised SV model can include multiple realised measures whose choice may
have an impact on forecasting. For example, microstructure noise may distort predic-
tive accuracy; see, for example, Andersen, Bollerslev, and Meddahi (2011), Ghysels
and Sinko (2011) and Asai, McAleer, and Medeiros (2012). Additionally, jump ro-
bust estimates such as the median-RV measure are less noisy and may produce better
predictions compared to quadratic variation measures such as the RK, PRV and SRV
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Table 3.10: Forecasting results: realised kernel, one day ahead.
We compare out of sample predictions for the daily log realised kernel of nine DJIA stocks in the
period between January 2002 and December 2010. Parameter estimates are updated monthly in a
rolling window of 2000 observations. We use information from the realised kernel and close-to-close
return series in the estimations. The RSV model is based on the superposition specification (3.5).
The specifications for the HARX, HEAVY and Realised GARCH models are provided in Section
3.3.4. MSE is the mean-square error. The pmcs column indicates the p-value of the Hansen, Lunde,
and Nason (2011b) model confidence set. A (1−α) MCS is constructed so that it will contain the
best model in MSE at a (1 − α) × 100% confidence level. The model is included in the (1 − α)
model confidence set for α ≤ pmcs. We base the test on 10, 000 bootstrap resamples. R2 denotes
the coefficient of determination of the Mincer-Zarnowitz regression.
GE IBM JPM
MSE pmcs R
2 MSE pmcs R
2 MSE pmcs R
2
HARX 0.220 0.392 0.829 0.177 0.270 0.772 0.206 0.463 0.865
HEAVY 0.218 0.392 0.831 0.181 0.069 0.768 0.205 0.463 0.866
Realised GARCH 0.219 0.392 0.830 0.177 0.270 0.773 0.206 0.463 0.866
Realised SV 0.214 1.000 0.833 0.173 1.000 0.777 0.200 1.000 0.869
KO PFE PG
MSE pmcs R
2 MSE pmcs R
2 MSE pmcs R
2
HARX 0.184 0.101 0.734 0.210 0.009 0.676 0.191 0.020 0.685
HEAVY 0.187 0.101 0.731 0.224 0.000 0.655 0.200 0.020 0.673
Realised GARCH 0.183 0.145 0.737 0.217 0.000 0.668 0.194 0.020 0.682
Realised SV 0.180 1.000 0.739 0.207 1.000 0.680 0.187 1.000 0.691
T WMT XOM
MSE pmcs R
2 MSE pmcs R
2 MSE pmcs R
2
HARX 0.232 0.077 0.739 0.187 0.184 0.717 0.176 0.081 0.747
HEAVY 0.240 0.006 0.731 0.188 0.184 0.716 0.172 0.886 0.752
Realised GARCH 0.239 0.005 0.732 0.186 0.184 0.719 0.172 0.706 0.752
Realised SV 0.229 1.000 0.742 0.181 1.000 0.726 0.171 1.000 0.753
estimates; see, for example, Andersen, Bollerslev, and Diebold (2007a). To investigate
these issues, we compute out of sample forecasts for the realised SV model based on
the realised kernel, subsampled RV and median-RV measures individually. We focus on
the variance of forecasts only. We evaluate the rolling window forecasts from these dif-
ferent models using the realised kernel and subsampled RV measures. Here we consider
the period between 2006 and 2010 since we can only reliably estimate the median-RV
measure from 1998 onwards.
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Table 3.11: Forecasting results: realised kernel, one month ahead.
We compare out of sample twenty two day ahead predictions for the daily log realised kernel of
nine DJIA stocks in the period between January 2002 and December 2010. Parameter estimates
are updated monthly in a rolling window of 2000 observations. We use information from the
realised kernel and close-to-close return series in the estimations. The RSV model is based on the
superposition specification (3.5). The specifications for the HARX, HEAVY and Realised GARCH
models are provided in Section 3.3.4. MSE is the mean-square error. The pmcs column indicates
the p-value of the Hansen, Lunde, and Nason (2011b) model confidence set. A (1 − α) MCS is
constructed so that it will contain the best model in MSE at a (1 − α) × 100% confidence level.
The model is included in the (1 − α) model confidence set for α ≤ pmcs. We base the test on
10, 000 bootstrap resamples. R2 denotes the coefficient of determination of the Mincer-Zarnowitz
regression.
GE IBM JPM
MSE pmcs R
2 MSE pmcs R
2 MSE pmcs R
2
HARX 0.551 0.044 0.573 0.479 0.032 0.412 0.591 0.049 0.615
HEAVY 0.752 0.000 0.453 0.629 0.000 0.289 0.721 0.000 0.562
Realised GARCH 0.707 0.000 0.482 0.611 0.000 0.311 0.678 0.000 0.583
Realised SV 0.518 1.000 0.598 0.450 1.000 0.437 0.550 1.000 0.641
KO PFE PG
MSE pmcs R
2 MSE pmcs R
2 MSE pmcs R
2
HARX 0.423 0.143 0.423 0.443 0.215 0.336 0.444 0.033 0.303
HEAVY 0.502 0.000 0.366 0.615 0.000 0.136 0.561 0.000 0.185
Realised GARCH 0.507 0.000 0.360 0.592 0.000 0.164 0.530 0.000 0.234
Realised SV 0.406 1.000 0.437 0.430 1.000 0.347 0.416 1.000 0.332
T WMT XOM
MSE pmcs R
2 MSE pmcs R
2 MSE pmcs R
2
HARX 0.529 0.242 0.426 0.405 0.070 0.422 0.501 0.193 0.300
HEAVY 0.573 0.012 0.416 0.547 0.000 0.273 0.545 0.004 0.257
Realised GARCH 0.618 0.000 0.370 0.495 0.000 0.351 0.548 0.004 0.262
Realised SV 0.506 1.000 0.447 0.389 1.000 0.436 0.490 1.000 0.317
We conclude from Table 3.12 that the choice between the realised kernel and
median-RV measures does not matter for both one-day and one-month ahead predic-
tions. The forecasting variances evaluated using the realised kernel or the subsampled
RV are nearly the same: the the model confidence set includes both variants of the
realised SV model in all cases. With respect to the subsampled RV measure, the results
depend on the horizon and the measure we use to evaluate the forecasts. For the one-
day ahead predictions evaluated against the realised kernel, the variance reductions
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generated by the realised kernel over the subsampled RV measure are small; we report
a similar finding in Table 3.6. However, the MCS excludes the subsampled RV based
forecasts in this setting. If we use the subsampled RV measure for the evaluation the
results are mixed.
For one-month ahead predictions, the subsampled RV based forecasts are similar
to those we obtain using the other two measures. We find that the subsampled RV
based model has the lowest variance when forecasting the realised kernel for two of the
stocks, but the differences are small and not significant. The three measures are in
the one-month MCS for all stocks except Pfizer. We therefore have two conclusions.
First, microstructure noise distortions are weak given the small loss in the relative
performance of the realised kernel based model when we base the forecasting evaluation
on the subsampled RV measure. Second, better volatility measurement appears to have
a small impact and affect only the short-term forecasting precision. We should base the
selection of realised measures in the RSV model on robustness rather than efficiency.
3.3.5 The distribution of return innovations
We now investigate whether the Gaussian assumption for (3.5) holds empirically. A
related question is whether we can attribute the excess kurtosis the conditional distri-
bution of stock returns to the predictive variance of volatility only (see equation 3.10).
Andersen, Bollerslev, Diebold, and Ebens (2001) argue that the returns standardised
by realised volatility measures are approximately normally distributed. However, this
type of standardisation is complicated by the dependence between the numerator and
the denominator, as we have discussed in Section 3.1.6. Table 3.13 presents the sample
kurtosis of open-to-close returns standardised by the four realised measures between
2001 and 2010, showing their clear tendency towards thin tails, whereas independent
errors would lead to fat tails.
An appropriate way of scaling the returns for purposes of testing the Gaussian
assumption is by adopting the conditional variance (3.8). Equations (3.9) and (3.10)
allow for the construction of test statistics for testing departures from the normality
assumption using the higher moments of standardised returns. We implement a para-
metric bootstrap procedure. Our test consists of calculating the sample skewness and
kurtosis from the standardised returns and comparing them with the corresponding
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Table 3.12: Forecasting with different realised measures (2006-2010).
We compare the out of sample forecasting variances of the realised stochastic volatility model
estimated using the realised kernel, subsampled SV and Median-RV measures individually. The
forecasts use information from the corresponding realised measure only. The same predictions
are separately compared as forecasts of the realised kernel and the subsampled RV measures.
Parameter estimates are updated monthly in a rolling window of 2000 observations. In paren-
theses are the p-values of the Hansen, Lunde, and Nason (2011b) model confidence set. The
(1− α) MCS is constructed so that it will contain the best model in MSE at a (1− α)× 100%
confidence level. The model is included in the (1− α) model confidence set for α ≤ pmcs. The
test is based on 10, 000 bootstrap resamples.
GE IBM JPM KO PFE PG T WMT XOM
1 day ahead predictions evaluated via RK
Realised kernel 0.235
(0.774)
0.188
(0.424)
0.202
(1.000)
0.202
(0.502)
0.181
(1.000)
0.197
(1.000)
0.212
(0.822)
0.194
(0.709)
0.180
(1.000)
Subsampled RV 0.251
(0.000)
0.198
(0.004)
0.211
(0.012)
0.215
(0.000)
0.191
(0.001)
0.213
(0.000)
0.225
(0.000)
0.205
(0.002)
0.185
(0.145)
Median-RV 0.235
(1.000)
0.187
(1.000)
0.203
(0.601)
0.201
(1.000)
0.182
(0.597)
0.199
(0.314)
0.211
(1.000)
0.193
(1.000)
0.180
(0.504)
1 day ahead predictions evaluated via SRV
Realised kernel 0.304
(0.500)
0.252
(0.853)
0.273
(1.000)
0.252
(0.781)
0.237
(1.000)
0.258
(1.000)
0.257
(0.507)
0.266
(1.000)
0.227
(0.598)
Subsampled RV 0.311
(0.017)
0.250
(1.000)
0.277
(0.431)
0.258
(0.050)
0.243
(0.061)
0.265
(0.203)
0.267
(0.005)
0.267
(0.975)
0.226
(1.000)
Median-RV 0.303
(1.000)
0.252
(0.853)
0.275
(0.466)
0.251
(1.000)
0.238
(0.915)
0.262
(0.203)
0.256
(1.000)
0.267
(0.975)
0.229
(0.395)
22 days ahead predictions evaluated via RK
Realised kernel 0.637
(0.826)
0.533
(0.661)
0.649
(1.000)
0.475
(1.000)
0.443
(0.026)
0.467
(1.000)
0.560
(0.550)
0.444
(0.202)
0.568
(1.000)
Subsampled RV 0.641
(0.649)
0.530
(1.000)
0.652
(0.631)
0.481
(0.550)
0.459
(0.005)
0.473
(0.522)
0.556
(1.000)
0.451
(0.202)
0.570
(0.941)
Median-RV 0.636
(1.000)
0.538
(0.366)
0.699
(0.025)
0.483
(0.550)
0.434
(1.000)
0.470
(0.522)
0.566
(0.550)
0.438
(1.000)
0.568
(0.941)
22 days ahead predictions evaluated via SRV
Realised kernel 0.671
(0.712)
0.554
(0.346)
0.687
(1.000)
0.509
(1.000)
0.482
(0.018)
0.504
(1.000)
0.580
(0.562)
0.505
(0.287)
0.589
(1.000)
Subsampled RV 0.674
(0.712)
0.547
(1.000)
0.689
(0.596)
0.515
(0.622)
0.495
(0.012)
0.509
(0.651)
0.576
(1.000)
0.510
(0.287)
0.592
(0.963)
Median-RV 0.669
(1.000)
0.558
(0.194)
0.735
(0.024)
0.516
(0.622)
0.472
(1.000)
0.506
(0.651)
0.585
(0.562)
0.499
(1.000)
0.591
(0.963)
finite sample distributions under the null hypothesis of a Gaussian SV model with
the parameters of Table 3.4. We use the conditional volatility for the standardisation
rather than the volatility estimates from the deletion smoothing method so that we do
not have to control for leverage effects. This choice also facilitates the interpretation
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Table 3.13: Sample kurtosis of open-to-close returns standardised by
realised measures
RK PRV SRV MedRV
GE 2.69 2.73 2.52 2.83
IBM 2.79 2.80 2.55 2.91
JPM 2.83 2.84 2.55 2.99
KO 3.12 3.16 2.76 3.33
PFE 2.75 2.82 2.54 3.01
PG 3.08 3.10 2.79 3.20
T 2.83 2.86 2.58 3.10
WMT 2.84 2.86 2.58 3.04
XOM 2.83 2.87 2.56 2.93
of the results.
Table 3.14 presents the empirical tests. The conditional kurtosis implied by the
estimated Gaussian SV models range from 3.33 for Coca-Cola to 3.61 for Procter
& Gamble. We find that the sample kurtosis estimates for the open-to-close returns
mostly agree with the values predicted by the Gaussian model. Even though the sample
kurtosis estimates are always higher than the model implied moments, the differences
are small and not significant for six of the stocks. We also do not reject the hypothesis
of zero skewness for six of the stocks. Figure 3.3 shows the empirical distribution of
the standardised open-to-close returns. We can generally attribute rejections to a few
outliers (e.g., the right tail for Pfizer), which may indicate the presence of jumps for
these series.
For close-to-close returns, we find evidence of excess kurtosis for seven of the stocks
and non-zero skewness for four of the stocks. Figure 3.4 further explores these findings.
We interpret the higher kurtosis in the close-to-close returns as an indication of the
presence of a specific overnight volatility factor that is not well captured by the realised
SV model for the open-to-close realised measures. We also consider a realised SV
specification based on the Student’s t distribution for the suitable stocks, where we
specify the leverage effects via a Gaussian copula function. We display the resulting
parameter estimates in Table 3.15. We do not reject the Student’s t model in terms of
its implied conditional kurtosis for seven of the stocks. Outliers at the left tail lead to
strong rejections of the Student’s t model for the GE and Coca-Cola stocks, suggesting
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the presence of jumps or negatively skewed distributions in these cases.
Table 3.14: Testing the Gaussian SV model (2001-2010).
We analyse the series of open-to-close and close-to-close returns standardised by their condi-
tional volatilities estimated from the realised SV model with RMt = (RKt PRVt SRVt)
′. We
calculate the standardised returns as ε̂t = yt×E(exp (θt)|RM1, . . . ,RMt−1)−1/2. We report the
sample skewness and kurtosis of the standardised returns and compare it to the values implied
by the estimated Gaussian SV model of Table 3.4 and the SV-t model with additional pa-
rameters reported in Table 3.15. The model implied kurtosis is calculated via equation (3.10).
The table shows the p-values of parametric bootstrap tests of the model implied skewness and
kurtosis against the data.
GE IBM JPM KO PFE PG T WMT XOM
Open-to-close returns
Sample skewness 0.20 -0.10 -0.08 0.03 0.30 -0.08 -0.05 0.12 -0.19
p-value (Gaussian) 0.00 0.12 0.26 0.59 0.00 0.27 0.46 0.06 0.01
Sample Kurtosis 4.25 3.60 3.85 4.07 5.54 3.85 3.77 3.58 3.58
Gaussian SV kurtosis 3.43 3.39 3.54 3.33 3.44 3.61 3.53 3.34 3.58
p-value (Gaussian) 0.00 0.18 0.10 0.00 0.00 0.25 0.18 0.11 1.00
Close-to-close returns
Sample skewness -0.23 -0.25 -0.02 -0.15 -0.48 -0.21 0.03 -0.02 -0.24
p-value (Gaussian) 0.00 0.00 0.77 0.01 0.00 0.01 0.64 0.70 0.00
p-value (SV-t) 0.02 0.05 0.78 0.24 0.00 0.11 0.72 0.82 0.00
Sample Kurtosis 6.44 5.42 3.90 5.45 9.12 5.19 4.38 4.43 3.63
Gaussian SV kurtosis 3.43 3.39 3.54 3.33 3.44 3.61 3.53 3.34 3.58
p-value (Gaussian) 0.00 0.00 0.05 0.00 0.00 0.00 0.00 0.00 0.80
SV-t kurtosis 4.11 4.66 3.61 4.90 4.54 4.74 3.98 3.94 3.58
p-value (SV-t) 0.00 0.13 0.14 0.41 0.00 0.38 0.17 0.08 0.80
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Table 3.15: SV-t parameters (close-to-close returns).
We extend the results in Tables 3.4 and 3.5 to allow for the return innovations to follow
the (standardised) t-distribution with ν degrees of freedom. We model the leverage
effects with a Gaussian copula. Because of the two-step estimation method, the param-
eters of the linear model for the log realised measures remain the same. We only report
the new parameters. The standard errors are in parentheses.
GE IBM JPM KO PFE PG T WMT
Realised kernel, pre-averaging RV and subsampled RV estimation
γrk −0.213
(0.034)
−0.249
(0.037)
−0.214
(0.031)
−0.047
(0.038)
−0.157
(0.036)
−0.003
(0.038)
−0.025
(0.033)
−0.089
(0.033)
γprv −0.218
(0.034)
−0.257
(0.037)
−0.221
(0.031)
−0.056
(0.038)
−0.159
(0.036)
−0.012
(0.038)
−0.045
(0.033)
−0.095
(0.033)
γsrv −0.284
(0.034)
−0.331
(0.037)
−0.272
(0.031)
−0.129
(0.038)
−0.253
(0.036)
−0.109
(0.038)
−0.073
(0.033)
−0.170
(0.033)
ν 14.19
(3.45)
9.35
(1.56)
106.20
(243.75)
8.21
(1.25)
10.28
(1.79)
10.36
(2.27)
19.65
(7.87)
15.16
(4.38)
ρ1 −0.497
(0.141)
−0.503
(0.193)
−0.610
(0.180)
−0.457
(0.171)
−0.512
(0.155)
−0.252
(0.205)
−0.441
(0.202)
−0.245
(0.173)
ρ2 −0.265
(0.081)
−0.431
(0.113)
−0.266
(0.083)
−0.232
(0.099)
−0.078
(0.102)
−0.294
(0.095)
−0.212
(0.107)
−0.276
(0.114)
Median-RV estimation
γmedrv −0.243
(0.034)
−0.282
(0.037)
−0.249
(0.031)
−0.089
(0.038)
−0.166
(0.036)
−0.070
(0.038)
−0.042
(0.035)
−0.156
(0.034)
ν 13.51
(3.10)
9.06
(1.47)
92.25
(189.74)
7.76
(1.10)
9.21
(1.41)
8.82
(1.59)
12.16
(2.88)
14.29
(3.91)
ρ1 −0.500
(0.139)
−0.514
(0.190)
−0.612
(0.176)
−0.490
(0.167)
−0.527
(0.162)
−0.254
(0.205)
−0.500
(0.219)
−0.255
(0.173)
ρ2 −0.277
(0.087)
−0.412
(0.116)
−0.283
(0.084)
−0.202
(0.100)
−0.094
(0.110)
−0.290
(0.099)
−0.167
(0.125)
−0.253
(0.115)
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Figure 3.3: Open-to-close returns standardised by the conditional volatilities
Figure 3.4: Close-to-close returns standardised by the conditional volatilities
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3.A Appendix
3.A.1 Deletion Smoothing
Our estimation method of Section 3.2.3 relies on the deletion smoothing estimate
α`t = E(αt|RM−t;ψ) (3.26)
and the associated variance
V`t = Var(αt|RM−t;ψ), (3.27)
where RM−t is the interpolation set {RM1, . . . , RMt−1, RMt+1, . . . , RMn}.
We compute these quantities using the results in de Jong (1989). For the linear
state space model
logRMt = c+ Zαt + κt, κt ∼ N(0,Σκ), t = 1, . . . , n,
αt+1 = Tαt +Rηt, α1 ∼ N(a1, P1), ηt ∼ N(0, Qt),
(3.28)
we first obtain at+1 = E(αt+1|RM1, . . . , RMt;ψ) and Pt+1 = Var(αt+1|RM1, . . . , RMt;ψ)
via the Kalman filter recursion
vt = logRMt − c− Zat, Ft = ZtPtZ ′ + Σκ,
Kt = TPtZ
′F−1t , Lt = T −KtZ,
at+1 = Tat +Ktvt, Pt = TPtL
′
t +RQR.
(3.29)
Next, we compute α̂t = E(αt|RM1, . . . , RMn;ψ) and Vt = Var(αt|RM1, . . . , RMn;ψ)
by the backward state smoothing equations
rt−1 = Z ′F−1t vt + L
′
trt, Nt−1 = Z
′F−1t Z + L
′
tNtLt,
α̂t = at + Ptrt−1, Vt = Pt − PtNt−1Pt,
(3.30)
initialised with rn = 0 and Nn = 0.
We obtain the deletion smoothing mean α`t and variance V`t as straightforward ad-
justments to α̂t and Vt. Define
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wt = F
−1
t vt −K ′trt,
Wt = F
−1
t +K
′
tNtKt,
Mt = LtNtKt − Z ′F−1t .
(3.31)
Theorem 5 of de Jong (1989) shows that
α`t = α̂t + PtMtW
−1
t wt,
V`t = V̂t + PtMtW
−1
t M
′
tPt.
(3.32)
In the case in which ηt and εt are dependent, we compute the Gaussian density
p(θt, ηt|RM−t) by applying the above result for a redefined state. The state space
model becomes
logRMt = c+ Z
∗α∗t + κt
α∗t+1 = T
∗α∗t +R
∗η∗t
with
α∗t = (α
′
t η
′
t)
′,
Z∗ = [Z 0(p×r)],
T ∗ =
[
T R
0(r×m) 0(r×r)
]
,
R∗ =
[
0(m×r)
I(r×r)
]
,
η∗t ∼ N(0, Qt),
where 0(.×.) and I(.×.) are zero and identity matrices with the indicated dimensions,
respectively. We then apply the deletion smoothing algorithm to this model.
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Chapter 4
Predicting time-varying parameters
with parameter-driven and
observation-driven models
In this chapter we study the predictive ability of parameter-driven versus observation-
driven time-varying parameter models. We consider dynamic count, intensity, dura-
tion, volatility and copula densities and focus on three approaches for modelling the
time-varying parameters of interest: nonlinear non-Gaussian state space models as
representatives of parameter-driven specifications; the flexible observation-driven gen-
eralised autoregressive score (GAS) class of Creal, Koopman, and Lucas (2012); and
standard observation-driven models based on moments of the data, such as the gener-
alised autoregressive conditional heteroscedasticity (GARCH) model of Engle (1982)
and Bollerslev (1987), the autoregressive conditional duration (ACD) model of Engle
and Russell (1998), and the multiplicative error models of Engle and Gallo (2006).
For ease of reference, we group this latter set of models under the general heading of
autoregressive conditional parameter (ACP) models.
Cox (1981) classifies time-varying parameter models into two classes: observation-
driven and parameter-driven specifications. In an observation-driven model, current
parameters are deterministic functions of lagged dependent variables as well as contem-
poraneous and lagged exogenous variables. In this setting, parameters evolve randomly
over time but are perfectly predictable one-step-ahead given past information. The like-
lihood function for observation-driven models is available in closed-form through the
prediction error decomposition. This feature leads to simple estimation procedures and
has contributed to the popularity of this class of models in applied econometrics and
statistics.
In parameter-driven models, parameters vary over time as dynamic processes with
idiosyncratic innovations. Analytical expressions for the likelihood function are not
available in closed-form for these models. Likelihood evaluation therefore becomes more
involved for parameter-driven models, typically requiring the use of efficient simulation
methods. Special cases of this class are stochastic volatility models as discussed by
Tauchen and Pitts (1983) and Ghysels, Harvey, and Renault (1996), the stochastic
conditional duration model of Bauwens and Veredas (2004), and the stochastic copula
models of Hafner and Manner (2011).
Given the different nature of observation-driven and parameter-driven models and
the large amount of effort devoted to studying and applying a variety of these specifi-
cations, it is important to assess the relative merits of these two approaches from an
out-of-sample perspective. A robust out-of-sample performance is key to the applica-
bility of any time series model. However, three substantial problems have obstructed a
systematic comparison between observation-driven and parameter-driven models across
a range of data generating processes (DGPs). We contribute to the literature by provid-
ing solutions to each of these problems, thus enabling a full-scale comparison between
the two classes of models.
First, parameter-driven models are flexible and easily applied in new settings: for
any conditional observation density, we can make a specific parameter time-varying
by turning it into a stochastic process subject to its own innovation. By contrast,
observation-driven models have so far lacked a similarly flexible unifying framework:
for a new observation density and parametrisation, we need to construct a new function
of the data to update the time-varying parameter. Whereas the appropriate function
is (arguably) clear in some cases such as volatility modelling, in many other settings it
may not be evident.
The generalised autoregressive score (GAS) model of Creal, Koopman, and Lucas
(2012) is a class of observation-driven models with similar degree of generalisability as
nonlinear non-Gaussian state space models. The GAS framework uses the scaled score
vector of the predictive model density to update time-varying parameters. We can
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thus apply the GAS modelling approach to any observation density. Creal, Koopman,
and Lucas (2012) show that the GAS class encompasses well-known observation-driven
models such as the GARCH model of Bollerslev (1986), while at the same time enabling
the development of completely new models such as the mixed measurement dynamic
factor model of Creal, Schwaab, Koopman, and Lucas (2011b). The GAS framework
therefore provides a natural observation-driven alternative for the state space frame-
work across a wide range of different DGPs.
Second, observation-driven and parameter-driven models are inherently difficult
to compare even if they are based on the same measurement density. The difficulty
stems from the fact that the predictive distribution of a parameter-driven model is
a mixture of observation densities over the random time-varying parameter, whereas
the predictive density of observation-driven models is simply the observation density
given a perfectly predictable parameter. Parameter-driven models typically generate
overdispersion, heavier tails and other features that may directly put such models at
an advantage over observation-driven models.
In order to develop a systematic comparison between the two classes of models,
we need to control for this distinction. We therefore develop new observation-driven
models that aim to accommodate similar degrees of overdispersion and fat tailedness as
parameter-driven models. We introduce new generalised autoregressive score models
based on exponential-gamma, Weibull-gamma and double-gamma mixtures. Beyond
their role in the current analysis, these GAS model formulations are also of intrinsic
interest as new duration and multiplicative error models that combine the flexibility
of their mixture distributions with score based updates.
Third, the estimation of parameters in nonlinear non-Gaussian state space models
is computationally intensive. As a result, large-scale comparative analyses such as the
one in Hansen and Lunde (2005a) often exclude parameter-driven models. To over-
come this computational challenge, we turn to the numerically accelerated importance
sampling method (NAIS) of Chapter 2. The NAIS algorithm leads to fast and numeri-
cally efficient parameter estimation for nonlinear non-Gaussian state space models and
requires no model-specific interventions other than the specification of the appropriate
observation densities. We can therefore easily apply the NAIS algorithm repeatedly
across the range of DGPs considered in our analysis. We also employ the method for
the efficient computation of the out-of-sample forecasts, which is the prime focus of
101
our current study.
We obtain two main findings. First, when the DGP is a state space model, the
predictive accuracy of an (misspecified) GAS model is similar to that of a (correctly
specified) state space model. This holds in particular if the (conditional) observation
density for the GAS specification allows for heavy tails and overdispersion. For the
nine model specifications in this chapter, the loss in mean square error from using a
GAS model instead of the correct state space specification is most of the time inferior
to 1% and never higher than 2.5%. We extend our analysis by considering the model
confidence sets of Hansen, Lunde, and Nason (2011b). For the state space DGPs, the
GAS model lies in the 90% model confidence set for at least 60% of the samples with as
many as 2, 000 observations. We conclude that we can obtain high predictive accuracy
for many relevant time-varying parameter models without the need to specify and
estimate a parameter-driven model. In most cases, an observation-driven alternative
is available that is both accurate and considerably easier to estimate.
Second, we find that the GAS models outperform many of the familiar observation-
driven models from the literature which we have referred to as autoregressive condi-
tional parameter (ACP) models. By relying on the full density structure to update
the time-varying parameters, GAS models capture additional information in the data
that is not exploited by ACP models. GAS models are therefore effective new tools
for forecasting that often lead to important forecasting gains over other classes of
observation-driven models.
We structure the rest of this chapter as follows. In Section 4.1 we present our three
econometric approaches for modelling time-varying parameters. Section 4.2 introduce
several new GAS models for continuous mixtures. Section 4.3 discusses the estimation
of parameters for the different model classes. Section 4.4 presents the results. Section
4.5 concludes.
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4.1 Modelling time-varying parameters
4.1.1 Dynamic model specifications
Let y1, . . . , yn denote a sequence of p × 1 dependent variables of interest. In financial
applications, for example, the variables may represent stock returns, the time between
asset transactions, the number of firm defaults within a certain period, and so on. We
are interested in modelling the mean, variance or another relevant characteristic of the
conditional distribution of yt given all the data up to time t− 1. We assume that yt is
generated by the observation density
yt|θt ∼ p(yt|θt;ψ), θt = Λ(αt), t = 1, . . . , n, (4.1)
where θt is a time-varying parameter vector, Λ(·) is a possibly nonlinear function, and
αt has a linear dynamic specification. In this chapter we focus on the case in which αt
is a scalar variable. The static parameter vector ψ incorporates additional fixed and
unknown coefficients from the density p(yt|θt;ψ).
State space models
In parameter-driven models, the state vector αt evolves according to an idiosyncratic
source of innovations. We model αt as a Gaussian autoregressive process of order one
αt+1 = δ + φαt + ηt, α1 ∼ N(a1, P1), ηt ∼ N(0, σ2η), (4.2)
where δ is a constant and φ is the autoregressive coefficient. We assume that the initial
state vector α1 is normally distributed with mean δ/(1− φ) and variance σ2η/(1− φ2).
Equations (4.1) and (4.2) characterise a class of nonlinear non-Gaussian state space
models; see Durbin and Koopman (2001) for a general discussion. More generally, αt
can also follow higher order autoregressive moving average, random walk, cyclical,
seasonal and other processes or be an aggregation of those components. Shephard and
Pitt (1997) and Durbin and Koopman (1997) develop simulation-based methods for
the estimation of ψ, αt and θt. Liesenfeld and Richard (2003), Richard and Zhang
(2007), Jungbacker and Koopman (2007) and Chapter 2 report recent developments
on Monte Carlo methods for the analysis of general nonlinear non-Gaussian state space
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models.
Examples of specifications within this framework include stochastic volatility mod-
els as in Tauchen and Pitts (1983), Taylor (1986), Melino and Turnbull (1990) and
Ghysels, Harvey, and Renault (1996), stochastic conditional duration models as in
Bauwens and Veredas (2004), stochastic conditional intensity models as in Bauwens and
Hautsch (2006), stochastic copulas as in Hafner and Manner (2011), and non-Gaussian
unobserved components time series models as in Durbin and Koopman (2000).
Generalised autoregressive score models
In observation-driven models, the time-varying vector αt in (4.1) depends on lagged
values of yt and on the model parameters in a deterministic way. We will consider the
autoregressive updating equation
αt+1 = d+ a st + b αt, (4.3)
where d, a and b are fixed coefficients and st = st(αt,Ft;ψ) is the driving mechanism,
with Ft representing the information set consisting of all observations up to time t.
We can also consider extensions for the dynamic specification (4.3) which are similar
to the ones available for the state space model.
Specific choices for the driving mechanism st lead to different classes of observation-
driven models. In this chapter we focus on the generalised autoregressive score (GAS)
class of Creal, Koopman, and Lucas (2012) as our central observation-driven model.
The GAS framework is of similar generality as the state space model (4.1)–(4.2) in that
it is applicable to any measurement density. In this framework, the updating step st
in (4.3) is the scaled density score
st = St · ∇t, ∇t = ∂ ln p(yt |αt , Ft ; ψ)
∂αt
, St = S(t , αt , Ft ; θ), (4.4)
where S(·) is the scaling matrix. A GAS model updates the parameter αt+1 in the
direction of steepest increase of the log-density at time t given the current parameter αt
and data history Ft. It follows from the properties of the score vector that E(st|Ft−1) =
0 and hence the GAS update is a martingale difference under the correct specification.
Creal, Koopman, and Lucas (2012) discuss appropriate choices for St based on the
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curvature of the log-density at time t as summarised by the Fisher information matrix
It = E [∇t∇′t|Ft−1] , (4.5)
therefore linking the scaling matrix to the variance of the score. We here focus on
the scaling matrix St = I−1/2t . For this choice of scaling the step st has constant unit
variance and is invariant under non-degenerate parameter transformations Λ(·). The
constant unit variance property is an useful device for detecting model misspecification
in applications. Other choices for the scaling matrix such as St = I−1t are also possible
and lead to different observation driven models; see Creal, Koopman, and Lucas (2012).
We can also specify the observation-driven dynamics directly for θt.
An useful feature of the GAS approach is the automatic treatment of parameter
transformations Λ(·). This characteristic facilitates comparisons between GAS and
state space models and is particularly helpful if the parameter of interest θt is subject
to constraints. For example, if θt is a correlation parameter, θt = tanh(αt) ensures
that the correlation is between −1 and +1. Finally, for some models such as the time-
varying conditional volatility, intensity, or duration models, using the transformation
θt = exp(αt) leads to an information matrix It which does not depend on αt, such that
the choice of scaling matrix St becomes irrelevant. We only report the results for GAS
models with appropriate parameter transformations and scaling matrix St = I−1/2t . We
have found that these specifications lead to greater predictive accuracy across different
DGPs. The evidence for a selection of alternative specifications and parametrisations
is available upon request.
Autoregressive conditional parameter models
Many observation-driven models directly relate the time-varying parameter to a natural
transformation of the data. A common approach is to define st such that
E(st(yt, θt;ψ)|Ft−1) = θt = αt. (4.6)
We refer to this class as autoregressive conditional parameter (ACP) models.
ACP models adhere to the intuitive notion that the observation-driven parameter
should increase (decrease) if the realised st is higher (lower) than its conditional ex-
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pectation. For example, if θt is the conditional mean θt = E(yt|Ft−1), the ACP update
is st = yt. Similarly, if θt is the conditional variance of yt, then st = (yt− µy,t−1)2 with
µy,t−1 = E(yt|Ft−1).
Examples of autoregressive conditional parameter models include the generalised
autoregressive conditional heteroscedasticity (GARCH) model of Bollerslev (1986), the
autoregressive conditional duration (ACD) and intensity (ACI) models of Engle and
Russell (1998), the autoregressive conditional Poisson model of Rydberg and Shephard
(2000), the dynamic conditional correlation model of Engle (2002), specific autore-
gressive copulas in Patton (2006), and the HEAVY model of Shephard and Sheppard
(2010). Due to their widespread use, the class of ACP models provides a useful bench-
mark to our analysis.
4.1.2 Observation densities
We present the observation densities for our study below in Table 4.1. These densities
represent p(yt|θt;ψ) in (4.1). We consider a wide range of specifications, including
densities for count, intensity, duration, volatility and copula models. The combination
of the dynamic gamma, Weibull, normal, Student’s t and copula densities in Table 4.1
with (4.2) directly lead to the stochastic conditional duration, stochastic volatility and
stochastic copula models as in Tauchen and Pitts (1983), Bauwens and Veredas (2004),
Bauwens and Hautsch (2006), and Hafner and Manner (2011).
Table 4.2 completes the specification of the observation-driven models by listing
the generalised autoregressive score and autoregressive conditional parameter updates
st for the densities in Table 4.1. The ACP updates lead to the familiar autoregressive
conditional Poisson, autoregressive conditional duration, autoregressive conditional in-
tensity, GARCH and autoregressive copula specifications. The ACP model for the
gamma distribution with k = 1/βt corresponds to the multiplicative error model of
Engle and Gallo (2006). The GAS specifications for the exponential, gamma, normal
and Student’s t volatility models and the Gaussian copula appear in the original paper
by Creal, Koopman, and Lucas (2012). Creal, Koopman, and Lucas (2011a) obtain
the GAS model for the Student’s t copula.
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Table 4.1: Observation densities.
The table displays the dynamic densities that we consider in our simulation study. We write them as
p(yt|θt;ψ), where θt is the parameter of interest. We assume that θt = Λ(αt), where θt is the time-varying
parameter of interest, and Λ(.) is a monotonically increasing transformation, and αt has a linear dynamic
specification. We denote the data by yt. For the Gaussian copula model, zi,t = Φ
−1(yi,t), where
the observations yi,t have uniform (0, 1) marginal distributions and Φ
−1(·) denotes the inverse normal
CDF. For the Student t copula, zi,t = T
−1
ν (yi,t), where the observations yi,t have uniform (0, 1) marginal
distributions and T−1ν (yi,t) is the inverse CDF of a Student’s t distribution with ν degrees of freedom.
Model type Distribution Density Parameterisation
Count Poisson
λ
yt
t
yt!
e−λt λt = exp(αt)
Count Neg. Binomial Γ(k1+yt)
Γ(k1)Γ(yt+1)
(
k1
k1+λt
)k1 (
λt
k1+λt
)yt
λt = exp(αt)
Intensity Exponential λte
−λtyt λt = exp(αt)
Duration Gamma 1
Γ(k1)β
k1
t
yk1−1t e
−yt/βt βt = exp(αt)
Duration Weibull k1
βt
(
yt
βt
)k1−1
e−(yt/βt)
k1 βt = exp(αt)
Volatility Gaussian 1√
2piσt
e−y
2
t /2σ
2
t σ2t = exp(αt)
Volatility Student’s t
Γ( ν+12 )√
(ν−2)piΓ( ν2 )σt
(
1 +
y2t
(ν−2)σ2t
)− ν+1
2
σ2t = exp(αt)
Copula Gaussian
1
2pi
√
1−ρ2t
exp
[
− z
2
1t+z
2
2t−2ρtz1tz2t
2(1−ρ2t )
]
∏2
i=1
1√
2pi
e−z
2
it
/2
ρt =
1−exp(−αt)
1+exp(−αt)
Copula Student’s t
Γ( ν+2
2
)Γ( ν
2
)
Γ( ν+1
2
)
1√
1−ρ2t
[
1+
z21t+z
2
2t−2ρtz1tz2t
ν(1−ρ2t )
]− ν+22
∏2
i=1(1+zit/ν)
− ν+12
ρt =
1−exp(−αt)
1+exp(−αt)
4.1.3 Parameter-driven versus observation-driven models
When considering parameter-driven models, we have that p(yt|Ft−1;ψ) is a mixture
distribution
p(yt|Ft−1;ψ) =
∫
p(yt|θt;ψ)p(θt|Ft−1;ψ)dθt. (4.7)
In a parameter-driven framework the estimation of θt by construction takes into
account the full density structure of past observations. As we discuss below, the same
is not necessarily true for observation-driven models. The mixture distribution (4.7)
may also describe relevant features of the data. It is typically the case that higher order
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Table 4.2: Observation-driven model updates.
The table displays the score and information matrix for the models given in Table 4.1. The
GAS update st = ∇tI−1/2t we here consider is invariant under non-degenerate parameter
transformations. The equivalent ACP models are without parameter transformation, see
Table 4.1. The data is denoted by yt. For the copula models, yi,t has a uniform (0, 1)
marginal distribution for i = 1, 2, zˆ1,t = z1,tz2,t, and zˆ2,t = z
2
1,t + z
2
2,t, where zi,t = Φ
−1(yi,t)
for the Gaussian copula and zi,t = T
−1
ν (yi,t) for the Student t copula, with Φ
−1(·) and
T−1ν (yi,t) denoting the is the inverse normal CDF and the inverse CDF of a Student’s t
distribution with ν degrees of freedom, respectively.
Model Distribution GAS ACP
type ∇t It st
Count Poisson yt
λt
− 1 1
λt
yt
Count Neg. Binomial yt
λt
− k1+yt
k1+λt
k1
λt(k1+λt)
yt
Intensity Exponential 1
λt
− yt 1λ2t yt
Duration Gamma y
θ2t
− k1
βt
k
β2t
yt/k1
Duration Weibull k1
βt
[(
yt
βt
)k1 − 1] (k1
βt
)2
yt
Γ(1+k−11 )
Volatility Gaussian 1
2σ2t
(
y2t
σ2t
− 1
)
1
2σ4t
y2t
Volatility Student’s t 1
2σ2t
(
ωty2t
σ2t
− 1
)
ν
2(ν+3)σ4t
y2t
ωt =
ν+1
(ν−2)+y2t /σ2t
Copula Gaussian (1+ρ
2)(zˆ1,t−ρt)−ρt(zˆ2,t−2)
(1−ρ2)2
1+ρ2t
(1−ρ2t )2 z1,tz2,t
Copula Student’s t (1+ρ
2)(ωtzˆ1,t−ρt)−ρt(ωtzˆ2,t−2)
(1−ρ2)2
(ν+2+νρ2t)
(ν+4)(1−ρ2t )2 z1,tz2,t
ωt =
ν+2
ν+
zˆ2,t−2ρtzˆ1,t
1−ρ2
conditional moments of yt, such as kurtosis, are at least as high for p(yt|Ft−1;ψ) as for
p(yt|θt;ψ). For example, Carnero, Pen˜a, and Ruiz (2004), among others, show that the
Gaussian stochastic volatility model of Table 4.1 and (4.2) is conditionally leptokurtic.
Similarly, the stochastic count and duration models we study below display conditional
over-dispersion.
On other hand, a major obstacle for the application of parameter-driven models
is that p(θt;ψ|Ft−1) is typically not available in closed-form. This is the case for all
models in Table 4.1. The likelihood-based estimation of parameters in parameter-driven
models therefore requires the use of computationally intensive simulation methods for
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evaluating the high-dimensional integral that characterises the likelihood function of
the model; see, for instance, Shephard and Pitt (1997) and Section 4.3. Monte Carlo
methods are also necessary to estimate and forecast the time-varying vector θt.
In observation-driven models the time-varying parameter θt is perfectly predictable
one step ahead given past information. This implies that the likelihood functions for
ACP and GAS models are available in closed-form. Parameter estimation is there-
fore straightforward for observation-driven models, contributing to their widespread
use in applied econometrics and statistics. However, the self-referential structure of
observation-driven models complicates their theoretical analysis. For example, the sta-
bility properties of the sequence of observations, such as stationarity and ergodicity,
are typically difficult to derive.
Within the class of observation-driven models, there are important differences be-
tween GAS and ACP specifications. GAS models can handle parameter transforma-
tions and are applicable in cases where ACP updates are not readily available; see
Creal, Koopman, and Lucas (2012). By making use of the observation density score,
GAS model updates also take the full density information into account. By contrast,
ACP models rely exclusively on the moments of p(yt|θt;ψ), such as the mean or the
variance.
We follow Creal, Koopman, and Lucas (2012) and illustrate the difference using
time-varying volatility models for the Gaussian and Student’s t distributions based on
the GAS and ACP approaches. From Table 4.2, we learn that a Gaussian GAS(1,1)
volatility model with αt = σ
2
t and update st = I−1t ∇t reduces to
αt+1 = d+ a
(
y2t − αt
)
+ b αt, (4.8)
which is equivalent to the standard GARCH(1, 1) model (the corresponding ACP
model). If we replace the normal distribution by the Student’s t distribution with
ν degrees of freedom, the ACP model updating equation remains the same such that
the ACP model reduces to the GARCH(1,1) model with Student’s t distributed errors.
However, the GAS update equation becomes
st = I−1t ∇t =
(
1 + 3ν−1
) · ( (1 + ν−1)
(1− 2ν−1)(1 + ν−1y2t /((1− 2ν−1) αt))
y2t − αt
)
, (4.9)
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see also Table 4.2. If ν−1 → 0, the GAS model recovers the GARCH(1,1) specification.
However, if ν is finite and observations are fat-tailed, large values of y2t receive less
weight due to the presence of the denominator in (4.9). This feature is intuitively
appealing. The GARCH update y2t becomes more volatile in the presence of fat tails.
Large values of y2t are then more likely to reflect noise caused by the excess kurtosis
in the conditional distribution of the dependent variable rather than large increases
in variance. Therefore, the GAS updating equation for the Student’s t distribution
discounts large values of y2t in comparison to the Gaussian case.
4.2 Observation-driven continuous mixture models
For a given observation density p(yt|θt;ψ), parameter-driven and observation-driven
specifications imply different models for the conditional density p(yt|Ft−1;ψ). We need
to address this distinction in order to carry out a systematic comparison between these
two approaches. In this section we develop new observation-driven models based on
exponential-gamma, Weibull-gamma and double gamma mixtures. The new GAS mod-
els display overdispersion and fat tail features that are comparable to those implied by
parameter-driven models. These specifications also relate to the simpler negative bi-
nomial (Poisson-gamma) GAS model of Table 4.2. Apart from our current motivation,
the new model specifications are of intrinsic interest as new duration and multiplicative
error models which combine the flexibility of mixture distributions, robust score based
updates and the log parametrisation.
4.2.1 Weibull-gamma and exponential-gamma mixture mod-
els
We consider the following parametrisation of the Weibull distribution
p(yt|γt; k1) = γt k1 yk1−1t exp(−γt yk1t ), (4.10)
where k1 is a shape coefficient and γt is a time-varying scale variable. It follows that
E(yt|γt, k) = γ−1/k1t Γ(1/k1 + 1). Let γt = µt νt where αt = log(µt) follows a GAS
updating equation and νt is an identically and independently Γ(k
−1
2 , k2) distributed
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random error with density function
p(νt; k2) =
ν
k−12 −1
t e
−νt/k2
Γ(k−12 )k
k−12
2
. (4.11)
The multiplicative error νt has mean one and variance k2 <∞.
The Weibull-gamma mixture density is
p(yt|µt; k) =
∫ ∞
0
p(yt|µt, νt; k1)p(νt) dνt = µtk1yk1−1t
(
1 + k2µty
k1
t
)−(1+k−12 ) . (4.12)
Lancaster (1979) and Das and Srinivasan (1997) illustrate the use of this distribution
in econometrics. Grammig and Maurer (2000) propose an ACD model for a Weibull-
gamma mixture, which they refer to as the Burr distribution. They advocate the
Weibull-gamma model for the empirical analysis of price durations on the basis of its
ability to account for non-monotonic hazard functions.
We notice that
E(yt|µt; k1, k2) = µ−k
−1
1
t Γ(k
−1
1 + 1)E
(
ν
−k−11
t
)
= (µtk2)
−k−11 Γ(k
−1
2 − k−11 )
Γ(k−12 )
, (4.13)
and hence we need to impose 0 < k2 < k1 so that Γ(k
−1
2 − k−11 ) exists. The score and
the inverse of the Fisher information matrix are
∇t = 1
µt
− (1 + k2) y
k1
t
1 + k2µty
k1
t
, I−1t = µ2t (1 + 2k2), (4.14)
respectively. This update recovers the Weibull model when k2 → 0. We base the GAS
update equation on the scaled score
st = I−1/2t ∇t =
√
1 + 2k2
(
1− (1 + k2) µty
k1
t
1 + k2µty
k1
t
)
. (4.15)
By setting k1 = 1 above, the specification specialises to the exponential-gamma GAS
model.
Figure 4.1 illustrates the probability density function and the GAS updates for the
Weibull (k2 = 0) and the Weibull-gamma mixture model (k2 = 0.5) for k1 = 1.2 and
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Figure 4.1: The Weibull-gamma mixture GAS model with k = 1.2 and µt = 0.5.
µt = 0.5. For k2 = 0, the scaled score for the update step simply collapses to st =
1− µtykt . Panel (a) in Figure 4.1 shows that the mixture density function significantly
stretches the right tail of the distribution. Hence, large values of yt typically signal
a large realisation of νt, containing little information about µt. Accordingly, panel
(b) shows that realisations of yt in the right tail of the distribution have a limited
additional impact on st in the mixture model. This property contrasts sharply to the
corresponding ACP model, in which the update equation for the conditional mean is
linear in yt irrespective of the value of the mixture variance k2.
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4.2.2 Double gamma mixture models
We can follow a similar approach to obtain a gamma-gamma mixture model. Let yt
be identically and independently Γ(k1, γ
−1
t ) distributed random variables with shape
coefficient k1, time-varying scale variable γ
−1
t and density function
p(yt|γt; k1) = γ
k1
t y
k1−1
t e
−γtyt
Γ(k1)
, (4.16)
where γt = µtνt. The random error νt follows the Γ(k
−1
2 , k2) distribution with density
(4.11).
The mixture density is
p(yt|µt; k1, k2) = Γ(k1 + k
−1
2 )
Γ(k1)Γ(k
−1
2 )
kk12 µ
k1
t y
k1−1
t
(1 + k2µtyt)
k1+k
−1
2
. (4.17)
We have
E(yt|µt; δ) = 1
µt(1− k2) , (4.18)
which leads to the requirement that 0 < k2 < 1. We obtain
∇t = k1
µt
− (1 + k1k2) yt
1 + k2µtyt
, It = k1
µ2t (1 + k2(k1 + 1))
. (4.19)
The intuition for the GAS updates of the gamma-gamma mixture distribution is there-
fore similar to that of the Weibull-gamma model.
4.3 Maximum Likelihood Estimation
We estimate the parameter vectors in the three classes of models (state space, GAS
and ACP) by the method of maximum likelihood. We maximise the log-likelihood
function numerically with respect to the parameters using numerical gradient-based
optimisation methods. The evaluation of the log-likelihood function is straightforward
for observation-driven models. For the parameter-driven models, we rely on simulation
methods for the evaluation of the log-likelihood function. Recent developments in
importance sampling have shown that fast and reliable simulated maximum likelihood
113
estimation is feasible for nonlinear non-Gaussian state space models.
4.3.1 Observation-driven models: maximum likelihood
Given an observed time series y1, . . . , yn, we use the standard prediction error decom-
position to obtain the maximum likelihood estimates as
ψˆ = arg max
ψ
n∑
t=1
`t, (4.20)
where `t = ln p(yt|θt,Ft−1;ψ). We deduce p(yt|θt,Ft−1;ψ) directly from (4.1). We
evaluate the log-likelihood functions for the GAS and ACP models after implementing
the GAS and ACP updating equations and calculating `t for particular values of ψ.
We obtain estimates of θt by evaluating the GAS or ACP recursions with ψ set equal
to the maximum likelihood estimate ψˆ.
4.3.2 Parameter-driven models: simulated maximum likeli-
hood
The numerically accelerated importance sampling (NAIS) method of Chapter 2 is a
computationally and numerically efficient method for obtaining an unbiased estimate
of the likelihood function of a nonlinear non-Gaussian state space model. The method
is applicable to a wide class of observation densities and is able to treat all model
specifications in Table 4.1. The method only requires the specification of (4.1) and a
linear state equation such as (4.2). The computation times for parameter estimation
range from a few seconds to slightly less than a minute for the sample size of two
thousand observations we consider in Section 4.4.
The likelihood for the state space model specified by (4.1) and (4.2) is given by the
analytically intractable integral
L(y;ψ) =
∫
p(α, y;ψ) dα =
∫ n∏
t=1
p(yt|αt;ψ)p(αt|αt−1;ψ) dα1 . . . dαn, (4.21)
where α′ = (α′1 , . . . , α
′
n), y
′ = (y′1 , . . . , y
′
n) and p(α, y;ψ) is the joint density of y and
α. To evaluate the likelihood function by importance sampling, we consider a Gaussian
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importance density g(α, y;ψ) = g(y|α;ψ)g(α;ψ), where g(y|α;ψ) and g(α;ψ) are both
Gaussian densities. We then express the likelihood function as
L(y;ψ) =
∫
p(α, y;ψ)
g(α, y;ψ)
g(α, y;ψ) dα = g(y;ψ)
∫
ω(α, y;ψ)g(α|y;ψ) dα, (4.22)
where g(y;ψ) is the likelihood function of the Gaussian importance model and ω(α, y;ψ)
is the the importance weight function
ω(α, y;ψ) = p(y, α;ψ) / g(y, α;ψ) = p(y|α;ψ) / g(y|α;ψ). (4.23)
By generating S independent trajectories α(1) , . . . , α(S) from the importance den-
sity g(α|y;ψ), we can estimate the likelihood function by computing
L̂(y;ψ) = g(y;ψ) · ω¯, ω¯ = 1
S
S∑
s=1
ωs, ωs = ω(α
(s), y;ψ), (4.24)
where ωs is the realised importance weight function in (4.23) for α = α
(s). We base
our estimations of Section 4.4 on S = 100 simulated trajectories.
The choice of the importance sampling density partly determines the accuracy of
the likelihood estimate (4.24). We follow the approach of Richard and Zhang (2007)
and choose an importance sampling density that (approximately) minimises the vari-
ance of (4.24). In Chapter 2 we have developed a new method to obtain such an
efficient importance sampler using a combination of numerical integration techniques
and approximating linear state space methods. We provide the details in Appendix
4.A.1. To further improve the numerical efficiency of the likelihood estimate (4.24), we
also use the control variables proposed in Chapter 2. The NAIS method also facilitates
the computation of the smoothed estimates of the state vector αt; see Appendix 4.A.2.
4.4 Predictive analysis: a Monte Carlo study
We conduct a large scale Monte Carlo study to investigate the predictive performances
of state space, generalised autoregressive score (GAS) and autoregressive conditional
parameter (ACP) models. We simulate series of observations y1, . . . , yn from both
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parameter-driven and observation-driven data generation processes (DGPs), estimate
the parameters for the parameter-driven and observation-driven models, and analyse
the forecasts generated by these different specifications. The one step ahead prediction
generated by model j at time t is Ej(θt+1|y1, . . . , yt; ψ̂j), where Ej denotes the expec-
tation under model j and ψ̂j is the estimated parameter vector. In our Monte Carlo
setting we can observe the realised values of the time-varying parameter that would be
otherwise unknown in empirical studies, so that we compare the predictions directly
with the true θt. We are therefore able to accurately measure which models perform
best across a range of empirically relevant DGPs.
4.4.1 Design of the Monte Carlo study
In our first experiment, we take different state space model specifications as DGPs. We
consider the nine observation densities of Table 4.1. The autoregressive state equation
(4.2) completes the specifications of the parameter-driven models. We draw 1, 000
realisations of time series with length n = 4, 000 for each DGP, where the parameters
for the different DPGs are in Table 4.3. The parameter values reflect typical of what
is found in empirical work for these and related models.
In each simulation, we use the first 2, 000 observations to estimate the parameters
for the following model specifications: (i) the correctly specified state space model; (ii)
the GAS model based on the same conditional observation density as the DGP, with the
appropriate parameter transformation and scaling St = I−1/2t . The functional forms of
the parameter updates for the different models are in Table 4.2; (iii) the corresponding
ACP model specification; (iv) in the case of the exponential, gamma, Weibull, and
Gaussian models, a robust variant of the GAS and ACP specification. We base the
robust specifications on the exponential-gamma, Weibull-gamma, double gamma (see
Section 4.2) and Student’s t distributions respectively.
We compute one-step-ahead predictions for the next 2,000 values of θt given the
estimated parameters, therefore considering two million forecasts in total for each speci-
fication. For reference, we also compute the predictions for the true model specification.
We compute the forecasts from the state space model using the NAIS method; see Ap-
pendix 4.A.2. For the gamma and Weibull models, we predict their means θtk and
θtΓ(1 + 1/k), respectively, rather than θt.
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Table 4.3: State Space and GAS DGPs.
We specify the state space models as yt|θt ∼ p(yt|Λ(αt);ψ),
t = 1, . . . , n, αt+1 = δ + φαt + ηt, ηt ∼ N(0, σ2η), α1 ∼
N(δ/(1 − φ), σ2η/(1 − φ2)). We parameterise the generalised au-
toregressive score models as yt|θt ∼ p(yt|Λ(αt);ψ), t = 1, . . . , n,
αt+1 = d+ a st + b αt, where the st = I−1/2t ∇t is the scaled score
from Table 4.2. Table 4.1 provides the specifications for the obser-
vation densities and the parameterisations.
Model Distribution State Space, GAS
Type δ, d φ, b ση, a other
Count Poisson 0.00 0.98 0.15
Count Neg. Binomial 0.00 0.98 0.15 k1 = 4
Intensity Exponential 0.00 0.98 0.15
Duration Gamma 0.00 0.98 0.15 k1 = 1.5
Duration Weibull 0.00 0.98 0.15 k1 = 1.2
Volatility Gaussian 0.00 0.98 0.15
Volatility Student’s t 0.00 0.98 0.15 ν = 10
Copula Gaussian 0.02 0.98 0.10
Copula Student’s t 0.02 0.98 0.10 ν = 10
We measure the accuracy by means of the mean-squared error (MSE), in levels and
relative to the MSE of the state space model with estimated parameters. We compute
the MSE across the two million forecasts of θt. We can calculate the MSEs for θt since
we know the simulated “true” values of the parameter in the Monte Carlo study.
For the second experiment we adopt the GAS model as the DGP. We consider the
nine observation densities in Table 4.1 and the updating equation (4.3). Table 4.2
provides the scaled scores st. We choose the GAS specification with the appropriate
parameter transformation and scaling by the square root of the information matrix.
The remaining details of the second experiment are the same as those for the first
experiment. The parameter values for the GAS models are in Table 4.3.
4.4.2 Results
Table 4.4 presents the results for the state space DGPs. We focus on two key findings.
First, the differences in forecasting accuracy for the estimated state space models and
for the corresponding estimated GAS models are small. We find that the MSE increase
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for the GAS specifications is less than 1% percent for seven of the models and less than
2.5% for the exponential and Gaussian copula specifications. The intuition for this
result follows from our discussions in Sections 4.1.3 and 4.2. GAS models construct
an updating equation that accounts for the full density information. The score based
observation-driven models are therefore able to generate accurate forecasts when the
assumed observation densities well approximate the conditional densities implied by
the state space models.
The second finding is that the GAS specifications lead to large gains in forecasting
performance over ACP models for the exponential, Student’s t volatility, Gaussian
copula and Student’s t copula models. The GAS models also outperform the ACP
specifications for the other models, but by a smaller margin. For the exponential and
Student’s t volatility models, the result is due to the fact that the ACP updates are
sensitive to realisations from the tails of their distributions. The heavy-tailed (robust)
GAS models overcome these problems by incorporating the fat-tailed nature of the
error distribution in the update step for αt.
We can also provide further insight for the copula models. We learn from Table 4.2
that the GAS copula update is given by
I−1/2t ∇t =
(1 + ρ2)(Φ−1(y1t)Φ−1(y2t)− ρt)− ρt(Φ−1(y1t)2 + Φ−1(y2t)2 − 2)√
(1 + ρ2)(1− ρ2) , (4.25)
see Creal, Koopman, and Lucas (2012). The ACP update is Φ−1(y1t)Φ−1(y2t), which is
as an unbiased estimator of ρt; see Patton (2006). Whereas the ACP driver is sensitive
to large realisations of Φ−1(y1t) or Φ−1(y2t), the distinguishing feature of the GAS cop-
ula update is the presence of the adjustment term −ρt(Φ−1(y1t)2+Φ−1(y1t)2−2). Creal,
Koopman, and Lucas (2012) consider two possible scenarios for illustrative purposes:
Φ−1(y1t) = 1 and Φ−1(y2t) = 1 or, alternatively, Φ−1(y1t) = 0.25 and Φ−1(y2t) = 4.
While the ACP update is the same for the two scenarios, the GAS update is able to
separate the two possibilities via the presence of the Φ−1(y1t)2 and Φ−1(y2t)2 terms in
st.
Table 4.5 presents the results for the GAS DGPs. Since the time-varying parame-
ters are perfectly predictable under the true DGP, the forecasting errors for the GAS
specification are only due to estimation error. Hence, the correct specification strongly
outperforms the other two models in relative terms. We focus on the actual differences
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Table 4.4: Results for the State Space DGPs.
We draw 1, 000 realisations of time series length n = 4, 000 for the state space DGPs of Table
4.3. We use the first 2, 000 observations to estimate the correct specification, a robust GAS
model (column 1, only for some DGPs), a GAS model based on the same observation density
as the DGP (column 2), a robust autoregressive conditional parameter (ACP) specification
(column 1, only for some DGPs), and an ACP model based on the same observation density as
the DGP (column 2). The GAS and ACP updates are in Table 4.2. The robust GAS models
are the mixture models of Section 4.2 for the exponential, gamma and Weibull densities and the
Student’s t GAS model for the volatility model. We compute one-step ahead out-of-sample
predictions for the next two thousand values of the time-varying parameter θt (or θtk and
θtΓ(1 + 1/k) for the gamma and Weibull models respectively, as we are interested in the mean
of these distributions) using the true specification and the estimated models.
Model Distribution State Space GAS ACP
Type True Estimated (1) (2) (1) (2)
Relative mean-square error
Count Poisson 0.987 1.000 — 1.005 — 1.059
Count Neg. Binomial 0.982 1.000 — 1.008 — 1.030
Intensity Exponential 0.979 1.000 1.022 1.200 1.117 1.260
Duration Gamma 0.985 1.000 1.004 1.050 1.033 1.032
Duration Weibull 0.981 1.000 1.005 1.057 1.040 1.023
Volatility Gaussian 0.973 1.000 1.009 1.203 1.041 1.038
Volatility Student’s t 0.968 1.000 — 1.004 — 1.145
Copula Gaussian 0.957 1.000 — 1.014 — 1.312
Copula Student’s t 0.946 1.000 — 1.006 — 1.430
Mean-square error
Count Poisson 0.280 0.283 — 0.285 — 0.300
Count Neg. Binomial 0.336 0.342 — 0.345 — 0.352
Intensity Exponential 0.433 0.442 0.452 0.531 0.494 0.557
Duration Gamma 0.771 0.783 0.786 0.822 0.809 0.808
Duration Weibull 0.317 0.324 0.325 0.342 0.337 0.331
Volatility Gaussian 0.542 0.558 0.563 0.671 0.580 0.579
Volatility Student’s t 0.570 0.589 — 0.591 — 0.674
Copula Gaussian 0.018 0.019 — 0.021 — 0.027
Copula Student’s t 0.021 0.023 — 0.023 — 0.032
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Table 4.5: Results for the GAS DGPs.
We draw 1, 000 realisations of time series length n = 4, 000 for the GAS DGPs from Table 4.3. We
use the first 2, 000 observations to estimate three statistical models: the correct specification, the state
space specification with the same observation density as the DGP, and the autoregressive conditional
parameter (ACP) specification. The ACP updates are in Table 4.2. We compute one-step-ahead out-
of-sample predictions for the next two thousand values of θt, or θtk1 and θtΓ(1 + k
−1
1 ) for the gamma
and Weibull models as we are interested in the mean of these distributions.
Model type Distribution Relative mean-square error Mean-square error
State Space GAS ACP State Space GAS ACP
Count Poisson 2.888 1.000 9.187 0.012 0.004 0.038
Count Neg. Binomial 1.192 1.000 3.838 0.008 0.006 0.024
Intensity Exponential 5.849 1.000 4.959 0.048 0.008 0.041
Duration Gamma 6.026 1.000 3.181 0.123 0.020 0.065
Duration Weibull 7.614 1.000 5.217 0.050 0.007 0.034
Volatility Gaussian 8.039 1.000 6.253 0.180 0.022 0.140
Volatility Student’s t 1.994 1.000 3.426 0.057 0.029 0.098
Copula Gaussian 1.540 1.000 3.812 0.002 0.002 0.006
Copula Student’s t 1.175 1.000 5.490 0.002 0.002 0.010
in mean-square errors. Our choices of parameters in Table 4.3 imply that the trans-
formed parameters αt have the same unconditional means and variances and the same
persistence as the states in the parameter-driven DGPs of Table 4.3. The results in
Tables 4.4 and 4.5 are therefore comparable.
By inspecting the results of Tables 4.4 and 4.5, we observe that the state space
models seem to be more sensitive to misspecification under the GAS DGPs than the
GAS models under the state space DGPs. However, the results vary substantially for
different DGPs. While the state space models perform poorly for the gamma duration
and Gaussian volatility models, the differences are small and sometimes favour the
state space models for the remaining densities. The results for the negative binomial
and Student’s t models further support our discussion in Section 4.1.3: the state space
models generate better predictions if the GAS observation density is fat-tailed such as
those for the mixture models. Table 4.5 also shows that the forecasting performances
of the ACP models are comparable with those of the parameter-driven models. This
result further stresses the distinction between GAS and ACP models.
120
CHAPTER 4: PARAMETER-DRIVEN AND OBSERVATION-DRIVEN MODELS
4.4.3 Analysis based on model confidence sets
To verify whether we are able to statistically distinguish parameter-driven models from
observation-driven models, we continue with an analysis based on model confidence sets
(MCS) as recently proposed by Hansen, Lunde, and Nason (2011b). The design of a
MCS is such that it contains the best model in terms of a chosen loss function with a
certain level of confidence.
We have constructed the model confidence sets as follows. We consider forecast
samples of length 100, 250, 500, 1,000 and 2,000. For each sample, we construct a 90%
model confidence set based on the MSE criterion. We compute the MSE loss function
based on the true parameters as an infeasible benchmark. We then evaluate the loss
function using the generated time series as in any empirical application. For the count,
intensity and duration models, we simply use the observations yt. For the volatility and
copula models, we assume the presence of a realised measure. The realised measure
is Λt(αt + t) − ξt, where t ∼ N(0, σ2 ) and ξt is a bias correction. We choose σ2 to
be approximately half of the prediction variance for αt under the state space model
DGP. We report the proportion of samples in which the state space, GAS and ACP
models appear in the model confidence set. We base the comparison on the robust
GAS models when applicable.
Tables 4.6, 4.7, 4.8, and 4.9 display the results. For the state space DGPs in Tables
4.6 and 4.8, We find that it is hard to identify the correct specification in practice,
even when we assume that the true parameters are known. For all models, the number
of times that GAS models are present in the MCS is almost as high as the number
of times that the correctly specified state space models are present. The ability of
MCS to distinguish between the two alternatives is better for the two copula models.
However, even in these cases the GAS models are in the MCS at least 60% of time
for sample sizes of 2,000 observations. Table 4.6 also shows that even though the
ACP specifications perform less well, the MCS also has difficulty in excluding the ACP
models for the count, intensity, duration and volatility DGPs. In the cases of the
copula densities, the ACP forecasts frequently drop out from the MCS with a sufficient
number of observations.
When the GAS model is the DGP, the distinction between the feasible and infea-
sible model confidence sets becomes important. In Table 4.7 the MCS is based on the
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true parameters and we observe that MCS is able to single out the correct specification
when the sample size increases. On the other hand, the feasible MCS in Table 4.9 has
satisfactory power only for the copula models. We conclude that the observed differ-
ences in MSE for forecasting parameters and observations will typically be statistically
insignificant. Nevertheless, we do find that the GAS forecasts are in all situations
satisfactory and robust to model misspecification.
4.4.4 Multi-step forecasting
We extend our analysis by considering whether our findings of Section 4.4.2 also hold
for multi-step forecasting. We directly compare the estimates for the unconditional
mean of θt with the true values implied by Table 4.3. The unconditional mean is
1.329 for the count, intensity, duration and volatility models and 0.441 for the copula
models, while the unconditional variances are 1.35 and 0.038, respectively. We base the
analysis on the estimation results in Section 4.4.2, so that our sample of unconditional
predictions contains 1,000 observations for each model. We calculate the unconditional
mean estimates for the copula and GAS models by simulation. GAS and ACP models
sometimes lead to outliers because of their misspecification. We therefore exclude cases
in which the estimated persistence for either of these models is higher than 0.997. We
observe this problem in up to 0.8% and 5% of estimations for the GAS and ACP
models, respectively.
Table 4.10 reports the mean squared errors for the unconditional mean estimates
and the unconditional forecasts. We define the latter as the sum of the MSE of the
unconditional mean estimates and the unconditional variance of θt. We report the un-
conditional forecasting MSE as a ratio, with the correct specification as the benchmark.
The results show that the GAS models are able estimate the unconditional means of
the time-varying parameters almost as accurately as the correct specifications. The
ACP models, by contrast, seem to be less precise. This difference in performance is
primarily due to fact that the ACP models do not allow for a parameter transformation,
making the estimates more sensitive to extreme realisations.
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Table 4.10: Unconditional Mean results for the State Space DGPs.
We draw 1, 000 realisations of time series length n = 2, 000 for the state space DGPs
of Table 4.3. We estimate the correct specification, a robust GAS model (column 1,
only for some DGPs), a GAS model based on the same observation density as the DGP
(column 2), a robust autoregressive conditional parameter (ACP) specification (column
1, only for some DGPs), and an ACP model based on the same observation density as
the DGP (column 2). The GAS and ACP updates are in Table 4.2. The robust GAS
models are the mixture models of Section 4.2 for the exponential, gamma and Weibull
densities and the Student’s t GAS model for the volatility model. We use estimated
parameters to compute the unconditional mean estimates for θt (or θtk and θtΓ(1+1/k)
for the gamma and Weibull models respectively, as we are interested in the mean of
these distributions). The table reports the mean squared errors for the unconditional
mean estimates and the unconditional forecasts. We define the latter as the sum of the
MSE of the unconditional mean estimates and the unconditional variance of θt. We
report the unconditional forecasting MSE as a ratio.
Model Distribution GAS ACP
Type State Space (1) (2) (1) (2)
Relative unconditional mean-square error
Count Poisson 1.000 — 0.997 — 1.002
Count Neg. Binomial 1.000 — 1.004 — 1.044
Intensity Exponential 1.000 1.004 1.023 1.129 1.210
Duration Gamma 1.000 1.018 1.009 1.403 1.512
Duration Weibull 1.000 1.054 1.004 1.567 1.185
Volatility Gaussian 1.000 1.004 1.000 1.245 1.194
Volatility Student’s t 1.000 — 1.002 — 1.369
Copula Gaussian 1.000 — 1.001 — 1.010
Copula Student’s t 1.000 — 1.001 — 1.189
Mean-square error for the unconditional mean
Count Poisson 0.058 — 0.055 — 0.061
Count Neg. Binomial 0.056 — 0.061 — 0.118
Intensity Exponential 0.055 0.062 0.088 0.236 0.350
Duration Gamma 0.127 0.154 0.140 0.722 0.883
Duration Weibull 0.048 0.123 0.053 0.841 0.307
Volatility Gaussian 0.059 0.065 0.059 0.405 0.333
Volatility Student’s t 0.058 — 0.061 — 0.578
Copula Gaussian 0.002 — 0.002 — 0.002
Copula Student’s t 0.002 — 0.002 — 0.010
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4.5 Conclusion
We have studied the forecasting performance of three different classes of time-varying
parameter models. We have considered nonlinear non-Gaussian state space models
as representatives of parameter-driven models, generalised autoregressive score (GAS)
models as flexible representatives of observation-driven models, and autoregressive con-
ditional parameter (ACP) models such as the well-known GARCH and autoregressive
conditional duration models. Our results are applicable to a large range of specifica-
tions for count, intensity, duration, volatility, and dependence models.
The state space and GAS specifications lead to similar predictive performances if
the data generating process (DGP) is the state space model. This holds particularly if
the observation density in the GAS specification is sufficiently flexible to approximate
the conditional distribution implied by the state space model. If the DGP is the GAS
model, the forecasting performance of state space models sometimes decrease compared
to those of GAS models. We extend our analysis by considering model confidence sets.
Even when considering large samples, the ability of model confidence sets to single out
the correct specifications is low. For example, when the state space model is the DGP,
we observe that the GAS specification is part of the 90% model confidence set in at
least 60% of samples of size 2,000.
We conclude that GAS models provide a competitive alternative to state space
models from a forecasting perspective. Even though the GAS models perform slightly
worse if the true DGP is based on a state space model, they seem to be more robust
to model misspecification. The practical advantage of this finding stems from the fact
that the likelihood function for the GAS model is available in closed-form, such that
the analysis of GAS models does not require the use of simulation methods.
We also have established that GAS models often lead to important forecasting gains
over ACP models, including GARCH and dynamic conditional correlation models.
ACP models are typically intuitively based on moment conditions derived from the
conditional distribution of the observations. However, our results show that they can
miss key information about the observation density when updating the time-varying
parameters. Our evidence therefore shows that GAS models are an useful new tool for
forecasting.
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4.A Appendix
4.A.1 Numerically accelerated importance sampling
We represent the Gaussian importance density as
g(α, y;ψ) =
n∏
t=1
g(yt|αt;ψ)g(αt|αt−1;ψ), (4.26)
where g(αt|αt−1;ψ) is the Gaussian density for αt as implied by (4.1) and
g(yt|αt;ψ) = exp
{
at + b
′
t αt −
1
2
α′tCt αt
}
, (4.27)
with at, bt and Ct defined as functions of the data vector y and the parameter vector
ψ, for t = 1, . . . , n. The constants a1, . . . , an ensure that g(α, y;ψ) integrates to one.
The set of importance sampling parameters is
χ = {b1, . . . , bn, C1, . . . , Cn}. (4.28)
Following Shephard and Pitt (1997), the importance density (4.27) is equivalent to
the density function associated with observation y∗t = C
−1
t bt and the linear Gaussian
observation equation
y∗t = αt + εt, εt ∼ N(0, C−1t ), t = 1, . . . , n. (4.29)
The importance sampling algorithm is then based on standard linear state space
methods. de Jong and Shephard (1995) and Durbin and Koopman (2002) have de-
veloped simulation smoothing methods for sampling α from g(α|y∗;ψ) in a computa-
tionally efficient way. The Kalman filter calculates g(y∗;ψ) via its evaluation of the
likelihood function for the linear state space model (4.29).
The choice of importance parameters in χ determines the variance of the likelihood
estimate (4.24). Following Richard and Zhang (2007) and Chapter 2, we obtain an
efficient set of importance parameters χt = {bt, Ct} via the (approximate) variance
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minimisation problem
min
χt
∫
λ2(αt, yt;ψ)ω(αt, yt;ψ)g(αt|y;ψ) dαt (4.30)
where ω(αt, yt;ψ) = p(yt|αt;ψ) / g(yt|αt;ψ) and λ(αt, yt;ψ) = log p(yt|αt;ψ)−log g(yt|αt;ψ)−
λ0t, for t = 1, . . . , n, where λ0t is the normalising constant.
For a given set of values in χ = χ+ =
{
b+1 , . . . , b
+
n , C
+
1 , . . . , C
+
n
}
of (4.28), we have
that the smoothed importance density g(αt|y;ψ) = g(αt|y∗;ψ) based on the linear
Gaussian model (4.29) is given by
g(αt|y∗;ψ) = N(α̂t , Vt) = exp
{
−1
2
V −1t (αt − α̂t)2
}
/
√
2pi Vt, (4.31)
where we compute α̂t and Vt by KFS methods applied to the importance model (4.29)
for y∗t = (C
+
t )
−1b+t .
For χ = χ+, we evaluate the integral in (4.30) by means of a Gauss-Hermite quadra-
ture with M = 30 abscissae zj and associated weights h(zj) with j = 1, . . . ,M . The
required inputs are available in standard computational packages. We express the
minimisation in (4.30) as
min
χt
M∑
j=1
λ2(α˜tj, yt;ψ)wtj, wtj = g(α˜tj|y∗;ψ)ω∗(α˜tj, yt;ψ)h(zj)ez2j , (4.32)
where α˜tj = α̂t + V
1/2
t zj, for j = 1, . . . ,M . It follows from (4.31) that
g(α˜tj|y∗;ψ) = exp
{
−1
2
z2j
}
/
√
2pi, t = 1, . . . , n.
The minimisation (4.32) takes place via an iterative method. For a given χ = χ+,
we obtain α̂t and Vt from the KFS applied to (4.29), for t = 1, . . . , n. Minimisation
(4.32) for a scalar α˜tj reduces to weighted least squares computations, for each t, with
dependent variable p(yt|α˜tj;ψ), explanatory variables α˜tj, α˜2tj (including a constant)
and weights wtj. We obtain the minimum in (4.32) by setting χt = {bt, Ct} equal to
the least squares estimates associated with explanatory variables α˜tj and α˜
2
tj, respec-
tively. The new value for χt becomes χ
+
t in the next iteration. The iterative procedure
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terminates after convergence.
4.A.2 Forecasting for the parameter-driven models
We now provide the details on how we calculate the prediction
E(θt+1|y1, . . . , yt;ψ) =
∫
Λ(αt+1)p(αt+1|y1, . . . , yt)dαt+1, (4.33)
for the state space model specified by (4.1) and (4.2) and where the conditional density
p(αt+1|y1, . . . , yn) is not available in closed-form.
We follow a Monte Carlo approach based on the importance sampling techniques
we have discussed in Section 4.3. We rewrite (4.33) as
E(θt+1|y;ψ) =
∫
E(Λ(αt+1)|αt)p(αt|y1, . . . , yt)dαt, (4.34)
where we can typically calculate E(Λ(αt+1)|αt) analytically. To simplify the notation
we define f(αt) = E(Λ(αt+1)|αt) and f¯ = E(θt+1|y;ψ). By focusing on f(αt), we are
able to obtain an efficient Rao-Blackwellised estimate of f¯ without the need to simulate
αt+1 under the importance density.
Let α′ = (α′1 , . . . , α
′
t) and y
′ = (y′1 , . . . , y
′
t). Durbin and Koopman (2001), among
others, show that by considering an importance density g(α|y;ψ), we can estimate f¯
by exploiting the fact that
f¯ =
∫
f(αt)
p(α|y;ψ)
g(α|y;ψ)g(α|y;ψ)dα =
Eg
[
f(αt)
p(α,y;ψ)
g(α|y;Ψ)
]
Eg
[
p(α,y;ψ)
g(α|y;ψ)
] . (4.35)
We estimate f¯ by drawing S trajectories α(1) , . . . , α(S) from the efficient impor-
tance density g(α|y;ψ) of Appendix 4.A.1 and computing
f̂ =
S∑
i=1
f
(
α
(s)
t
)
ωs /
S∑
i=1
ωs, (4.36)
where he have defined ωs in (4.24).
Two strategies allow us to improve the efficiency of f̂ . First, we use antithetic
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variables for variance reduction; see for example Durbin and Koopman (2002). Second,
we note that observations far in the past add little or no information about the current
state αt, but contribute to the variance of the importance weights ωs. We therefore
implement the steps above for a shorter sample of recent observations (we use the most
recent 250 observations in Section 4.4).
For the Gaussian and Student’s t copula models, no analytical expression for the
expectation E(Λ(αt+1)|αt) is available for our choice of transformation Λ(·). Hence, we
use a second order Taylor approximation of Λ(αt+1) around α̂t+1 = E(αt+1|αt). We
have that
E(Λ(αt+1)|αt) ≈ E
(
Λ(α̂t+1) + Λ
′(α̂t+1)(αt+1 − α̂t+1) + Λ
′′(α̂t+1)
2
(αt+1 − α̂t+1)2
∣∣∣∣ αt)
= Λ(α̂t+1) +
Λ′′(α̂t+1)
2
Var(αn+1 | αt)
= Λ(α̂t+1) +
Λ′′(α̂t+1)
2
σ2η,t.
(4.37)
132
133
134
Chapter 5
Efficient likelihood evaluation for
non-Gaussian measurement state
space models with multiple
time-varying parameters
In this chapter we consider the estimation of the high-dimensional integral that char-
acterises the likelihood function of nonlinear non-Gaussian state space models, with a
specific focus on specifications with multiple time-varying parameters in the observa-
tion density. The development of efficient likelihood evaluation methods for this class
of models is crucial for carrying out statistical inference for a myriad of specifications in
statistics and econometrics. Important cases include multivariate stochastic volatility
models as in Harvey, Ruiz, and Shephard (1994a), Pitt and Shephard (1999) and Tsay
(2005), the classical stochastic volatility model with leverage effects of Harvey and
Shephard (1996), the semiparametric stochastic volatility model of Yu (2012), multi-
variate stochastic intensity models as in Bauwens and Hautsch (2006) and Koopman,
Lucas, and Monteiro (2008), and stochastic copula models as in Hafner and Manner
(2012).
Our approach consists of constructing an efficient importance sampler based on an
approximating linear state space model. This importance model has been proposed
by Shephard and Pitt (1997) and Durbin and Koopman (1997) and allows us to ap-
proximate the target integral and draw importance samples using Kalman filter and
smoothing (KFS) methods. While in these two methods the parameters of the sam-
pler are based on local approximation techniques, we build on the efficient importance
sampling method of Liesenfeld and Richard (2003) and Richard and Zhang (2007)
to obtain a numerically efficient global approximation of the likelihood function. At
the same time, the approximating linear state space model is computationally more
efficient than the high dimensional sampler associated with the EIS method for our
current problem, making it a natural framework for this chapter.
An important restriction of current importance sampling methods based on global
approximations is that the computational cost of estimating efficient importance pa-
rameters is high relative to the cost of sampling from the importance density and
evaluating the likelihood. Moreover, this computational burden grows quickly with
the size of the state vector. In the case nonlinear of non-Gaussian state space models,
the number of parameters in the approximating density is quadratic in the size of the
state vector, creating the need for computations with a high order of complexity as a
function of the dimensionality of the model. This high computational burden holds
despite the fact that these algorithms are typically based on simple linear least squares
regressions. The KFS approach mitigates this problem by making the computational
effort depend on the number of time-varying parameters rather than the dimension of
the state vector. Still, it subject to a fast increasing number of operations.
Our main contribution consists of taking advantage of the structure of the approxi-
mating linear state space model to eliminate the recurrence of the most computationally
intensive matrix operations from the iterative algorithm that estimates the optimal im-
portance parameters. We achieve this by performing the same calculations based on
the common random numbers (CRN) underlying the algorithm and later recovering
the desired importance parameters through simple computations. Our setup is such
that the fixed cost of working with the common random numbers will constitute a
negligible fraction of the total computing time, even for a single likelihood evaluation.
The approximating linear state space model also allows us to estimate the optimal
sampling parameters by evaluating a series of low dimensional integrals using a quasi-
Monte Carlo method based on Halton sequences. This method contrasts with the
high-dimensional simulation scheme in Richard and Zhang (2007) and leads to gains
in both numerical efficiency and robustness. In Chapter 2 we have proposed a similar
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approach which relies on numerical integration. However, the method in that chapterf
is only applicable to cases with one time-varying parameter.
Finally, we propose a transformation of the importance model that eliminates all
matrix factorisations and a number of multiplications in the Kalman filter and simula-
tion recursions, bringing further efficiency and improved numerical stability to the al-
gorithm. This development generalises the results introduced by Koopman and Durbin
(2000) in the context of multivariate linear state space models to account for the large
number of indefinite matrices that appear in the approximating linear state space
model.
To illustrate the high efficiency of the method, we consider two new complex dy-
namic models that extend proposals in the recent literature, as well as two canonical
models. The two new specifications are stochastic volatility models that simultaneously
incorporate Student’s t or normal inverse Gaussian return innovations, multiple volatil-
ity factors and leverage effects specified through copula functions. SV specifications
with asymmetric effects are not generally seen as models with multiple time-varying
parameters but turn out to have a multivariate signal vector in state space form. This
is a challenging setting as we need to explicitly integrate out the factor disturbances,
which by definition have no persistence and are hard to estimate. This framework has
been proposed in a realised volatility context in Chapter 3 but has not been considered
elsewhere in the literature. The other two specifications are the Gaussian stochastic
volatility model with leverage effects of Harvey and Shephard (1996) are the bivariate
stochastic volatility model of Harvey, Ruiz, and Shephard (1994a).
We develop comprehensive Monte Carlo and empirical illustrations of our approach
using these models. The results show that the method generates important gains in the
time normalised variance of the likelihood estimates for these models over the general
method of Richard and Zhang (2007). Within our simulation setting, improvements
range from 65% for the NIG stochastic volatility model to 95% in the case Gaussian SV
model. Most of these gains are computational, but we also show that the quasi-Monte
Carlo approach leads to 15% reductions in variance for these models.
We analyse the performance of the method for simulated maximum likelihood
(SML) estimation over artificial data sets of up to ten thousand observations. De-
spite the complexity of the specifications and the long time series, the results reveal
small Monte Carlo errors relative to statistical standard errors in all cases consid-
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ered. Moreover, increasing the sample size from two to ten thousand observations
while holding the number of Monte Carlo draws fixed has no impact on the absolute
magnitudes of the simulation errors in the settings we have analysed. This result is
perhaps surprising considering that SML requires the number of simulations to go to
infinity for consistency and for it grow faster than the sample size for us to obtain the
same asymptotic distribution as the maximum likelihood estimator (Gourie´roux and
Monfort 1996). The evidence therefore suggests that the sampler displays excellent
robustness.
In our empirical illustration, we estimate all the specifications using daily returns for
four Dow Jones index stocks in the period between 1993 and 2010. The results confirm
that the method leads to accurate parameter estimation in practice. The estimates
provide strong evidence in favour of the new Student’s t and NIG stochastic volatility
models over the Gaussian specification, with leverage effects becoming significantly
larger in these models. Our estimates of the long run and short volatility factors show
a large degree of correlation between the persistent components across different series.
Finally, the results show that correlations fluctuate substantially over time, but have
smoother short run dynamics than the volatilities.
The estimation of stochastic volatility models with leverage effects has been previ-
ously studied in Yu (2005), Omori, Chib, Shephard, and Nakajima (2007), Jungbacker
and Koopman (2007), Durham (2006) and others. The first two papers have followed
Markov Chain Monte Carlo (MCMC) approaches, while the last two have implemented
importance sampling methods. Chib, Nardari, and Shephard (2006) have proposed
an MCMC algorithm for the estimation of multivariate stochastic volatility models.
Liesenfeld and Richard (2003) have followed an importance sampling approach.
We structure the rest of the chapter as follows. Section 5.1 presents the nonlinear
non-Gaussian state space model, introduces the necessary notation, and reviews the
basic importance sampling concepts. Section 5.2 develops our new importance sampling
method. Section 5.3 contains our simulation study and the empirical applications.
Section 5.4 concludes.
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5.1 Basics
5.1.1 State Space model
We consider the nonlinear and non-Gaussian observation density p(yt|θt;ψ), where yt is
a k×1 observation vector and t = 1, . . . , n. This measurement density contains p time-
varying parameters which are a possibly nonlinear bijective function of the elements
of a p × 1 signal vector θt. In this chapter we focus on the case in which p > 1, even
though some of our new results also apply to the simpler univariate setting considered
in Chapter 2. Our framework concerns both univariate and multivariate observation
vectors yt. By assuming that θt is a linear function of a linear multivariate Markov
process with Gaussian innovations we obtain the state space model formulation
yt|θt ∼ p(yt|θt;ψ), θt = ct + Ztαt, t = 1, . . . , n,
αt+1 = dt + Ttαt +Rtηt, α1 ∼ N(a1, P1), ηt ∼ N(0, Qt),
(5.1)
where αt is the m× 1 state vector (with m ≥ p), and Zt is the p×m selection matrix;
the p×1 vector of intercepts ct, the m×1 vector of intercepts dt, the m×m transition
matrix Tt, the m × r disturbance selection matrix Rt and the r × r variance matrix
Qt jointly determine the dynamic properties of the model. The system matrices Zt,
Tt, Rt, and Qt are time-varying in a deterministic way. The unknown fixed parameter
vector ψ contains the unknown coefficients in the observation density and in the system
matrices.
The state space model above is flexible with respect to the dynamics of the sig-
nal vector. The formulation above can accommodate autoregressive integrated moving
average, long memory, random walk, cyclical and seasonal dynamic processes and com-
binations thereof. Even though more complex dynamics typically translate into a larger
state vector dimension m, our method has the non-trivial property that the dimension
of integration for obtaining the likelihood depends on p rather than m. Harvey (1989)
and Durbin and Koopman (2001) provide a detailed discussion of state space represen-
tations and unobserved components time series models.
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5.1.2 Importance sampling
An obstacle for the analysis of the state space model specified by (5.1) is the fact that
the likelihood is given by the analytically intractable integral
L(y;ψ) =
∫
p(θ, y;ψ) dθ =
∫ n∏
t=1
p(yt|θt;ψ)p(αt|αt−1;ψ) dα1 . . . dαn, (5.2)
where θ′ = (θ′1 , . . . , θ
′
n), y
′ = (y′1 , . . . , y
′
n) and p(θ, y;ψ) is the joint density of y and
θ.
To evaluate the likelihood function by means of importance sampling, we can con-
sider an importance density g(θ, y;ψ) = g(y|θ;ψ)g(θ;ψ). We then express the likeli-
hood function as
L(y;ψ) =
∫
p(θ, y;ψ)
g(θ, y;ψ)
g(θ, y;ψ) dθ
= g(y;ψ)
∫
ω(θ, y;ψ)g(θ|y;ψ) dθ, (5.3)
where g(y;ψ) is the likelihood function of the importance model and where the impor-
tance weight function is given by
ω(θ, y;ψ) = p(y, θ;ψ) / g(y, θ;ψ) = p(y|θ;ψ) / g(y|θ;ψ). (5.4)
By generating S independent trajectories θ(1) , . . . , θ(S) from the importance den-
sity g(θ|y;ψ), we can estimate the likelihood by computing
L̂(y;ψ) = g(y;ψ)ω¯, ω¯ =
1
S
S∑
s=1
ωs, ωs = ω(θ
(s), y;ψ), (5.5)
where ωs is the realised importance weight function in (5.4) for θ = θ
(s). See for
example Kloek and van Dijk (1978). Since the computations for each ω(θ(s), y;ψ)
are independent, parallelising the importance sampling procedure may lead further to
efficiency gains in the estimation of L̂(y;ψ) depending on the computational overhead.
We provide a simple illustration of parallelisation in Section 5.3.
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5.1.3 Approximating linear state space model
We represent the Gaussian importance density in (5.3) as
g(θ, y;ψ) =
n∏
t=1
g(yt|θt;ψ)g(αt|αt−1;ψ), (5.6)
where g(αt|αt−1;ψ) is the Gaussian density for αt as implied by (5.1) and where
g(yt|θt;ψ) = exp
{
at + b
′
t θt −
1
2
θ′tCt θt
}
, (5.7)
with at, bt and Ct defined as functions of the data vector y and the parameter vector
ψ, for t = 1, . . . , n. The scalars a1, . . . , an ensure that g(θ, y;ψ) integrates to one. The
set of importance sampling parameters is
χ = {b1, . . . , bn, C1, . . . , Cn}, (5.8)
which contains n× (p+ p(p+ 1)/2) distinct elements.
Following Shephard and Pitt (1997), Durbin and Koopman (1997) and Chapter
2, the importance density (5.7) is equivalent to the density function associated with
observation y∗t = C
−1
t bt and the linear Gaussian observation equation
y∗t = θt + εt, εt ∼ N(0, C−1t ), t = 1, . . . , n. (5.9)
We can therefore base the importance sampling algorithm on standard linear state
space methods. The simulation smoothes of de Jong and Shephard (1995) enables
the sampling of θ from g(θ|y∗;ψ) in a computationally efficient way. We evaluate the
likelihood function g(y∗;ψ) for the linear state space model (5.9) using the Kalman
filter. Jungbacker and Koopman (2007) prove that the standard linear state space
recursions for filtering, smoothing and sampling lead to a well defined procedure even
if some of the matrices Ct are not positive definite; we only require that these matrices
are non-singular. This is an important result for our analysis as the Ct matrices are
typically indefinite in our framework. In Section 5.2.3 we propose a computationally
efficient transformation of the approximating state space model (5.9).
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Our use of an approximating linear state space model contrasts with the high di-
mensional sampler associated with the efficient importance sampling (EIS) method of
Liesenfeld and Richard (2003) and Richard and Zhang (2007). The importance model
of Shephard and Pitt (1997) and Durbin and Koopman (1997) is key to the new meth-
ods we introduce in the next section. It allows us to rely on Kalman Filter related
tools which are computationally efficient for state space model (5.1).
5.2 Efficient likelihood evaluation
5.2.1 Importance parameters
The choice of importance parameters in χ determines the variance of the likelihood
estimate (5.5) and is therefore the critical step in our importance sampling algorithm.
Richard and Zhang (2007) have introduced the idea that we can select χ in such a way
as to directly minimise the variance of the likelihood estimate (5.5). Following Richard
and Zhang (2007) and Chapter 2, we obtain an efficient set of importance parameters
χt = {bt, Ct} by considering the minimisation problem
min
χt
∫
λ2(θt, yt;ψ)g(θt|y;ψ) dθt, (5.10)
where
λ(θt, yt;ψ) = log p(yt|θt;ψ)− log g(yt|θt;ψ), (5.11)
= log p(yt|θt;ψ)− at + b′t θt +
1
2
θ′tCt θt
for t = 1, . . . , n.
As in Richard and Zhang (2007), we consider an iterative procedure for solving
(5.10). For a given importance parameter vector χ[k], we generate R draws from
g(θt|y∗;ψ) and obtain a new set of values χ[k+1] by solving the direct Monte Carlo
counterpart to (5.10). A distinctive feature of our framework is that the the smoothed
importance density g(θt|y∗;ψ) is directly available for the the linear Gaussian model
(5.9), whereas in other methods only the less efficient joint simulation of θ1, . . . , θn is
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possible. The smoothed period t importance density is
g(θt|y∗;ψ) = N(θ̂t , Vt) = exp
{
−1
2
(θt − θ̂t)′V −1t (θt − θ̂t)
}
/
√
2pi |Vt|, (5.12)
where we compute θ̂t and Vt by Kalman filter and smoother (KFS) methods applied
to the importance model (5.9) for y∗t = C
−1
t bt. Chapter 2 presents a similar approach
in a univariate setting.
Given the linearity of (5.11) in the importance parameters, the minimisation prob-
lem corresponds to an OLS regression based on R draws θ
(1)
t , . . . , θ
(R)
t ∼ N(θ̂t , Vt).
Since the low dimensional marginal density of θt is available, we propose the use of
quasi-Monte Carlo integration based on a deterministic low discrepancy sequence of
points in (0, 1)p, where p is the dimension of θt. In this chapter we follow a standard
approach and use Halton sequences for this purpose, see for example Train (2003).
Quasi-MC integration brings three advantages to our method. First, it increases ac-
curacy via a faster rate of convergence of the estimate of (5.10) in R (see for example
LeMieux 2009). Second, it accelerates the convergence of the iterative method. Third,
it improves numerical stability (see Table 5.3 in Section 5.3.2).
We obtain χ
[k+1]
t by setting
wt = (log p(yt|θ(1)t ;ψ), . . . , log p(yt|θ(R)t ;ψ))′, (5.13)
Xt =

1 θ
(1)′
t −(1/2)vech(θ(1)t θ(1)′t )′
1 θ
(2)′
t −(1/2)vech(θ(2)t θ(2)′t )′
...
...
...
1 θ
(R)′
t −(1/2)vech(θ(R)t θ(R)′t )′
 , (5.14)
and computing
(at, b
′
t, vech(Ft)
′)′ = (X ′tXt)
−1X ′twt. (5.15)
Considering the quadratic form in (5.11), we recover the optimal matrix Ct by multi-
plying the off-diagonal elements of Ft by 1/2.
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5.2.2 An efficient algorithm
Despite our use of the marginal distributions and Halton sequences, an important
issue with the above method is computational efficiency, specially as the size of the
signal vector p become larger. Because the number of importance parameters for
each time period is p + p(p + 1)/2, the recursive computation of (5.15) throughout
the algorithm requires the repeated calculation of Xt and a large number of O(p4R)
multiplications X ′tXt, followed by O(p6) factorisations of the result.1 Because the
number of simulations R needs to grow at least as fast as the number of parameters
for the regression to have a unique solution, the complete algorithm for obtaining the
efficient importance density has complexity O(np4R). The same is true for the EIS
algorithm of Richard and Zhang (2007), with p replaced by m ≥ p.
We now propose a new algorithm that overcomes this difficulty by eliminating
the recurrence of such intensive O(p4R) and O(p6) matrix operations, reducing the
computational complexity of the parameter selection procedure to O(np2R). This
reduction in complexity will be instrumental for the practical application of efficient
importance sampling for state space models.
Let Vt = ΛtΛ
′
t be a Cholesky decomposition of Vt and z
(r)
t = Λ
−1
t (θ
(r)
t − θ̂t), for
r = 1, . . . , R. In practice z
(r)
t will be the vector of common random numbers (CRN)
used to generate θ
(r)
t . Our modified regression consists of setting
X∗t =

1 z
(1)′
t −(1/2)vech(z(1)t z(1)′t )′
1 z
(2)′
t −(1/2)vech(z(2)t z(2)′t )′
...
...
...
1 z
(R)′
t −(1/2)vech(z(R)t z(R)′t )′
 , (5.16)
and calculating
(a∗t , b
∗′
t , vech(F
∗
t )
′)′ = (X∗′t X
∗
t )
−1X∗′t wt, (5.17)
where again we need to multiply the off-diagonal elements of F ∗t by 1/2 to obtain the
estimate for C∗t .
We can then recover the approximating linear state space model implied by the
original regression (5.15) by computing
1This follows because the factorisation of a k × k symmetric matrix has complexity O(k3).
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y∗t = µt + ΛtC
∗−1
t b
∗
t (5.18)
and
Ht = ΛtC
∗−1
t Λ
′
t. (5.19)
The result follows by noting that
a∗t + b
∗′
t zt −
1
2
z′tC
∗
t zt = (5.20)
a∗t + b
∗′
t Λ
−1
t (θt − θ̂t)−
1
2
(θt − θ̂t)′Λ′−1t C∗t Λ−1t (θt − θ̂t) =
constant + (b∗′t Λ
−1
t + θ̂
′
tΛ
′−1
t C
∗
t Λ
−1
t )θt −
1
2
θ′tΛ
′−1
t C
∗
t Λ
−1
t θt.
The last expression is equivalent to log g(yt|θt;ψ) in (5.7) with
Ct = Λ
′−1
t C
∗
t Λ
−1
t (5.21)
and
bt = Λ
′−1
t b
∗
t + Λ
′−1
t C
∗
t Λ
−1
t θ̂t. (5.22)
The new expressions for y∗t and Ht in (5.18) and (5.19) then follow from (5.9).
Because the new regressions are based on the common random numbers z
(r)
t , we can
compute (X∗′t X
∗
t )
−1X∗′t one single time prior to the start of the algorithm and store the
result for recurrent use. This matrix remains constant across possibly many different
likelihood evaluations and experiments. We note that the complexity of multiplying
(X∗′t X
∗
t )
−1X∗′t and wt is simply O(p2R).
Since we carry out the regressions independently and they do not have a sequential
structure, we can reduce the required storage space and the computational burden of
the algorithm by working with a limited set of R×p random vectors and using them in
cycles. This modification will have a negligible effect on the numerical efficiency of the
algorithm and will convert the costs of computing and storing (X∗′t X
∗
t )
−1X∗′t for t =
1, . . . , n (which are O(np4R) and O(np2R) respectively) to o(n). Memory limitations
may become an issue when n and/or p are large. However, the one-off calculation of the
(X∗′t X
∗
t )
−1X∗′t matrices over the quasi-random sequences will typically be a negligible
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fraction of the computational task at hand.
5.2.3 Diagonalising the approximating linear state space model
To further improve the computational efficiency and the numerical stability of the
algorithm, it can be useful to consider a convenient transformation of the approximating
linear state space model. We now show how to transform the pseudo observations
y∗t and the variance matrices Ht in such a way that observation variance matrices
in the resulting linear state space model (5.9) become (block) diagonal. The main
advantage of this modification is that the Kalman filter and the simulation smoother
recursions will require at most the inversion of simple 2×2 matrices, whereas numerous
factorisations of p × p matrices would otherwise be needed within these algorithms.
Our approach builds on the results developed by Koopman and Durbin (2000) for
the analysis of multivariate linear state space models. However, the present case is
complicated by the fact that Ht is often indefinite.
We start by computing
Ct = Λ
′−1
t C
∗−1
t Λ
−1
t . (5.23)
We consider a general, fast and accurate factorisation for symmetric matrices. The
Bunch-Kaufman (LDL) decomposition is
Ct = PtLtDtL
′
tP
′
t , (5.24)
where Pt is a p × p permutation matrix, Lt is a p × p lower unit triangular matrix
and Dt is a p × p block diagonal matrix with 1 × 1 and 2 × 2 blocks, see for example
Ashcraft, Grimes, and Lewis (1998). The block structure of Dt varies according to the
original matrix Ct. For the applications in this chapter Dt contains only 1×1 blocks in
most time periods. This matrix decomposition is available on standard linear algebra
libraries and is implemented on numerical computing environments such as MATLAB.
By applying the transformation
Γt = L
′
tP
′
t (5.25)
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to the original approximating linear state space model in (5.9), we obtain the diago-
nalised version
y+t = Γtθt + ε
+
t , ε
+
t ∼ N(0, D−1t ), t = 1, . . . , n, (5.26)
where we compute y+t using (5.18) as
y+t = Γtµt +D
−1
t L
−1
t P
′
tΛ
′−1
t bt. (5.27)
Due to the special structure of the matrices in (5.27) and the fact that (5.18) also
requires some factorisation of C∗t (in order to calculate C
−1∗
t b
∗
t ), the additional compu-
tational cost of transforming the linear state space model is small.
Koopman and Durbin (2000) have developed efficient filtering and smoothing re-
cursions for multivariate state space models with diagonal covariance matrices at the
observation equation. Their approach treats each element of the observational vector
individually and as a result involves no matrix inversions. It is straightforward to adapt
their results for the case in which the observation covariance matrix contains 1×1 and
2×2 blocks along the diagonal. Their approach also applies to the simulation smooth-
ing recursions of de Jong and Shephard (1995). With respect to simulation, we note
however that due to the permutations the likelihood may not be sufficiently smooth
for numerical optimisation based on numerical derivatives in some cases, even if we
interchange the common random numbers.
5.3 Illustrations
5.3.1 Models
Stochastic volatility with non-Gaussian return innovations and leverage ef-
fects
Stochastic volatility (SV) models with leverage effects are leading examples of uni-
variate observation models which have a multivariate signal vector when we formulate
them in the state space form (5.1). Important references to the development of SV
models are Tauchen and Pitts (1983), Taylor (1986) and Melino and Turnbull (1990).
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Ghysels, Harvey, and Renault (1996) and Shephard (2005a) provide reviews on this
class of models. Following the extensive empirical evidence for a negative relation be-
tween lagged returns and volatility in financial time series documented for example
in Christie (1982), Nelson (1991) and Engle and Ng (1993). Harvey and Shephard
(1996) have proposed a discrete time stochastic volatility specification which allows for
a correlation between Gaussian return shocks and the volatility disturbances.
We illustrate our method for a general specification which extends the SV model
introduced by Harvey and Shephard (1996) in various ways, some of which have been
considered in articles we reference below. We assume the following observation equation
yt = σtεt, t = 1, . . . , n (5.28)
where σt is the volatility and εt are innovations with zero mean and unit variance.
We consider three alternatives for the return disturbances: the Gaussian distribution,
the Student’s t distribution with ν > 2 degrees of freedom and the normal inverse
Gaussian (NIG) distribution with tail heaviness parameter λ and asymmetry coefficient
β (λ > |β| > 0). The Student’s t distribution introduces fat tailed innovations to
the model, while the NIG distribution allows us to model both excess kurtosis and
nonzero skewness. Our empirical results in Section 5.3.4 show that both features may
be relevant in practice.
We let the log volatility process be a sum of two autoregressive factors
σ2t = exp(δ + α1,t + α2,t),
α1,t+1 = φ1α1,t + η1,t, η1,t ∼ N(0, σ21,η), (5.29)
α2,t+1 = φ2α2,t + η2,t, η2,t ∼ N(0, σ22,η),
where 1 > φ1 > φ2 > −1 for stationarity and identification. Volatility models with
multiple autoregressive components have been considered for example by Shephard
(1996), Engle and Lee (1999), Barndorff-Nielsen and Shephard (2002), Liesenfeld and
Richard (2003) and in Chapter 3. Specifications with long run and short run factors
are able to account for the empirical long memory properties of financial volatility
documented by Ding, Granger, and Engle (1993) and Andersen, Bollerslev, Diebold,
and Labys (2003), among others.
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Finally, we introduce leverage effects into the model by allowing εt and the short
run component innovation η2,t to be correlated.
2 When εt is Gaussian, we let (εt, η2,t)
′
be bivariate normal vector with correlation ρ. For the Student’s t and NIG models,
we follow the approach introduced within the realised SV framework of Chapter 3 and
assume that the dependence between the two innovations is described by a copula.
Let F (εt) be the cumulative distribution function (CDF) of the return innovations and
G(η2,t) be the CDF of the state innovations. We assume that the joint CDF for F (εt)
and G(η2,t) is given by the Gaussian copula with correlation coefficient ρ
CGaussianρ (F (εt), G(η2,t)) = Φρ
[
Φ−1(F (εt)),Φ−1(G(η2,t))
]
, (5.30)
where Φρ() is the joint CDF of the bivariate normal distribution with the two means
equal to zero, the two variances equal to one and correlation ρ, and Φ−1() is the
inverse CDF of the standard normal distribution. When εt is Gaussian, the copula
model is equivalent to the standard leverage model. Many other choices of copulas
are available for modelling the leverage effect; we may for example allow for different
impacts of negative and positive return shocks using the asymmetric copulas presented
for example in Patton (2006) and Liebscher (2008) or adapting the semiparametric
specification of Yu (2012) to the copula framework.
We now write the model in the state space form (5.1), which allows for the appli-
cation of our importance sampling method. The observation density in the Gaussian
case is
p(yt|σ2t , η2,t) = N(m,V ), m = σt
ρ
σ2,η
η2,t, V =
(
1− ρ2)σ2t ,
For the Student’s t and NIG models, we obtain the observation density
p(yt|σ2t , η2,t;ψ) = p(yt|σ2t ;ψ) · cρ (F (yt/σt) , G(η2,t)) , (5.31)
where cρ(·, ·) is a probability density function for the copula that describes the depen-
dence between εt and η2,t. This result has been introduced in Chapter 3 and follows
using a corollary of Sklar’s theorem discussed for example in Joe (1997).
2We do not consider an additional correlation between εt and η1,t for conciseness. Since σ
2
1,η is
empirically very small, this leverage effect is hard to identify and typically not statistically significant
when the estimation is based on return data only; see for example Engle and Lee (1999) and the
discussion in Chapter 3. Extending our framework to this case is straightforward.
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Due to the presence of η2,t in the observation density, the signal vector in (5.1) is
θt = (log σ
2
t , η2,t)
′. The system matrices are
c =
[
δ
0
]
, Z =
[
1 1 0
0 0 1
]
,
T =
 φ1 0 00 φ2 1
0 0 0
 , R =
 1 00 0
0 1
 , Q = [ σ21,η 0
0 σ22,η
]
,
where we have redefined the state vector as α∗t = (α1,t, α2,t, η2,t)
′ and the second state
disturbance as η2,t+1.
Yu (2005) and Omori, Chib, Shephard, and Nakajima (2007) have proposed Bayesian
methods for the estimation of stochastic volatility models with leverage, while Jung-
backer and Koopman (2007) and Durham (2006) consider simulated maximum like-
lihood approaches. This last paper is the closest to our setting as it simultaneously
allows for two factors, the Student’s t distribution and leverage effects (modelled in
a different way). Liesenfeld and Richard (2003) and Richard and Zhang (2007) have
applied efficient importance sampling methods for the simulated maximum likelihood
estimation of a range of stochastic volatility specifications. Their specifications, how-
ever, do not include leverage effects.
Our framework brings important advantages over previous methods. First, it allows
for both Bayesian inference and estimation via maximum likelihood. Second, it does
not rely on any particular density for the return innovations. Third, it allows the use of
any copula for modelling the leverage effects. Fourth, the presence of additional states
for modelling volatility causes no difficulty for our method, as it does not increase p.
For these reasons, our framework is in some aspects more flexible than earlier models
that have been proposed so far in the SV literature.
Multivariate stochastic volatility
We also illustrate our method for the bivariate stochastic volatility model proposed by
Harvey, Ruiz, and Shephard (1994a). The model specification is
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yt ∼MVN
((
0
0
)
,
[
σ21,t ρtσ1,tσ2,t
ρtσ1,tσ2,t σ
2
2,t
])
, t = 1, . . . , n. (5.32)
σ21,t = exp(c1 + α1,t), σ
2
2,t = exp(c2 + α2,t), ρt =
1− exp(−c3 − α3,t)
1 + exp(−c3 − α3,t) , (5.33)
where each state follows an AR(1) process,
α1,t+1 = φ1α1,t + η1,t, η1,t ∼ N(0, σ21,η),
α2,t+1 = φ2α2,t + η2,t, η2,t ∼ N(0, σ22,η), (5.34)
α3,t+1 = φ3α3,t + η3,t, η3,t ∼ N(0, σ23,η).
In the state space form (5.1), Z and R are 3× 3 identity matrices and we have
T =
 φ1 0 00 φ2 0
0 0 φ3
 , Q =
 σ
2
1,η 0 0
0 σ22,η 0
0 0 σ23,η
 . (5.35)
Our importance sampling method is also applicable to other types of multivariate
stochastic volatility (MSV) models which generalise to higher dimensions, such as the
additive factor stochastic volatility model of Pitt and Shephard (1999) and the Cholesky
decomposition MSV model of Tsay (2005).
5.3.2 Likelihood evaluation
In this section we perform an assessment of our new method against the efficient
importance sampling (EIS) algorithm of Richard and Zhang (2007), which has recently
been applied to the estimation of univariate and multivariate nonlinear non-Gaussian
state space models in Liesenfeld and Richard (2003), Bauwens and Hautsch (2006),
Bauwens and Galli (2009), Hafner and Manner (2012), and others. The EIS method is
more general than our approach in that it does not necessarily rely on Gaussian state
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innovations. For this same reason, however, the EIS algorithm does not make optimal
use of the state space structure (5.1) when applied in these cases, even though it is
based on an approximating density which has the same form as (5.7). We now show
that we obtain important gains in numerical and computational efficiency with our
new approach.
We compare the sample variances and the computing times for 1, 000 realisations
of sample size n = 100, n = 1000 and n = 2000 of the three SV DGPs and the MSV
DGP discussed above. For each of these realisations, we estimate the log-likelihood
at the true parameters by applying the two IS methods under 100 different sets of
random numbers. In both cases, we use R = 100 simulations to obtain the importance
parameters and S = 100 draws to estimate the likelihood. We report the average of the
sample variances across the 1, 000 realisations, the proportion of realisations in which
numerical errors have occurred for each method, the computing times for obtaining the
importance densities, the computing time for the main IS step and the time normalised
variance (we report it as a ratio). We define the latter as the variance we would expect
to obtain if we use the difference in computing times between the two methods to
generate additional samples for the fastest method. The computing times are based
on a machine equipped with an Intel Duo Core 2.5GHz processor.
We calculate the variance as
Variance = 10−5 ×
1000∑
i=1
100∑
j=1
(
log L̂j(yi;ψ)− logL(yi;ψ)
)2
where i indexes the series’ realisations and j the different sets of random numbers for
each i, L̂j(yi;ψ) denotes the log-likelihood estimates and logL(yi;ψ) is the average
log-likelihood estimate for realisation i. The time normalised variance of method i
against benchmark j is
Variancei ×
(
1 +
Timeistep 1 + Time
i
step 2 − Timejstep 1 − Timejstep 2
Timeistep 2
)−1
where Timei,jstep 1 is the computing time for obtaining the importance density and
Timei,jstep 2 is the computing time for sampling from this density and calculating the
likelihood. Note that Timeistep 1 does not appear in the denominator because it is a
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Table 5.1: List of parameters for the Monte Carlo study.
The table shows the parameters for the SV and MSV DGPs in
the Monte Carlo study. We provide the full specifications in
Section 5.3.1. The degrees of freedom coefficient ν implies an
excess kurtosis of 1 for the return shocks εt in the Student’s
t model. The tail heaviness parameter λ and the asymmetry
parameter β together imply an skewness of -0.19 and an excess
kurtosis of 1 for εt in the NIG model.
SV with leverage Bivariate SV
δ 0.000 ρ -0.500 c1 0.000 σ
2
2,η 0.023
φ1 0.990 ν 10.000 φ1 0.980 c3 1.000
σ21,η 0.005 λ 1.800 σ
2
1,η 0.023 φ3 0.990
φ2 0.900 β -0.200 c2 0.000 σ
2
3,η 0.003
σ22,η 0.030 φ2 0.980
fixed cost which is not relevant to drawing additional samples.
Tables 5.2 and 5.3 report the results. Regarding numerical efficiency, the numbers
reveal that the EIS method displays variance 15% to 20% higher than the our new
method. This result confirms the higher efficiency of the regressions based on Halton
sequences. However, the main gains come from computational efficiency due to the new
algorithm we have proposed in Section 5.2.2. The results show that the computing time
for obtaining the importance density vastly exceeds the time spent on the main IS step,
sometimes by a factor of ten. The relative gains for the new method in comparison
with the EIS algorithm depend on the cost of evaluating the log densities.
For the Gaussian SV and MSV models, the new method is between approximately
50% and 75% more efficient at constructing the efficient importance density, leading
to 90-95% reductions in effective variance compared to the EIS method. The relative
gains for the Student’s t and NIG models are smaller, but still range from 65% to 80%
in large samples. The table shows that the importance sampling procedure is much
slower for these models, specially for the NIG density. We have found parallelisation
to be useful in this situation, obtaining 30% gains on the main IS step. This large
computational burden is due to the presence of the copula density in (5.31), which
necessitates slow calculations of the Student’s t and NIG CDFs and inversions of the
normal CDF. The NIG density also requires the evaluation of a modified Bessel function
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of the second kind for every simulated signal, making it a particularly computationally
intensive univariate model. The important relative gains we find even in this case
highlight the usefulness of the reduction in computational complexity achieved by the
method of Section 5.2.2.
Table 5.3 reveals that neither method is entirely free of numerical errors in the
specific case of a bivariate SV model, even though the algorithm presented in this
chapter proves to be more robust. For a sample size of n = 2000, 2.6% and 6.5% of
the realisations resulted in numerical errors for the new method and the EIS algorithm
respectively. For cases in which the error rate is not considered acceptable, this problem
can be mitigated or eliminated with an increase in the number of draws for obtaining
the importance density or ad hoc restrictions on the importance parameters. We have
not encountered this issue for the empirical estimation of the model in Section 5.3.4.
5.3.3 Accuracy for parameter estimation
Having analysed the comparative gains brought by the new method in the previous
section, we now investigate the appropriateness of the framework as a tool for parameter
estimation. We maintain a similar setting as in the previous section and study the
relevance of Monte Carlo errors for simulated maximum likelihood estimation across
several realisations of the four DGPs and different sets of common random numbers.
For this Monte Carlo experiment we generate 200 trajectories of size n = 2, 000 and
10, 000 for the Gaussian SV and bivariate SV models and 30 realisations of time length
n = 2, 000 for the Student’s t and NIG SV models. We run the simulation study on a
smaller scale for these last two models because they are slower to estimate. As before,
the DGPs are based on the parameters in Table 5.1. For each realisation, we estimate
the parameters by maximising the log likelihood using a quasi-Newton routine under
20 different sets of common random numbers. We have set the starting values for the
optimisation at the true parameters. We have employed R = 100 simulations to obtain
the approximating model and S = 100 draws for likelihood evaluation.
Tables 5.4, 5.5 and 5.6 display the average parameter estimates across all estima-
tions, the Monte Carlo standard error (we define it as the square root of the average
sample variance across the realisations), the total standard error (calculated as the root
mean squared error of the parameter estimates across all estimations) and the Monte
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Table 5.2: Stochastic volatility with leverage: likelihood evaluation.
We draw 1, 000 realisations of time series length n = 100, n = 1000 and n = 2000 from
the two-factor stochastic volatility with leverage models. We consider models with normal,
Student’s t and normal inverse Gaussian innovations. The parameters for the DGPs are in
Table 5.1. We use R = 100 simulations to obtain the important parameters and S = 100
draws to estimate the likelihood. We report the average of the sample variances across the
1, 000 realisations, the computing time for obtaining the efficient importance density, the
computing time for the main IS step and effective variance. We define the latter as the
variance we would have obtained if we use the difference in computing times between the two
methods to generate additional samples for the fastest method.
n=100 n=1000 n=2000
Gaussian
New EIS New EIS New EIS
Variance (×105) 0.060 0.073 0.166 0.195 0.298 0.357
Variance ratio 1.000 1.232 1.000 1.179 1.000 1.198
Numerical errors 0.000 0.000 0.000 0.000 0.000 0.001
Time (importance density) 0.012 0.047 0.179 0.586 0.366 1.162
Time (main IS step) 0.002 0.004 0.023 0.050 0.047 0.101
Effective variance 1.000 28.545 1.000 23.240 1.000 23.051
Student’s t
New EIS New EIS New EIS
Variance (×106) 0.131 0.150 0.280 0.328 0.478 0.562
Variance ratio 1.000 1.146 1.000 1.173 1.000 1.177
Numerical errors 0.000 0.000 0.000 0.000 0.000 0.000
Time (importance density) 0.073 0.106 0.836 1.210 1.644 2.450
Time (main IS step) 0.013 0.015 0.115 0.149 0.237 0.271
Effective variance 1.000 4.140 1.000 5.320 1.000 5.336
Normal Inverse Gaussian
New EIS New EIS New EIS
Variance (×106) 0.119 0.136 0.277 0.323 0.482 0.562
Variance ratio 1.000 1.141 1.000 1.167 1.000 1.166
Numerical errors 0.000 0.000 0.000 0.000 0.000 0.000
Time (importance density) 0.451 0.527 1.910 2.300 3.591 4.326
Time (main IS step) 0.082 0.087 0.249 0.284 0.457 0.496
Effective variance 1.000 2.276 1.000 3.155 1.000 3.141
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Table 5.3: Multivariate stochastic volatility: likelihood evaluation.
We draw 1, 000 realisations of time series length n = 100, n = 1000 and n = 2000 from the
bivariate stochastic volatility model. The parameters for the DGP are in Table 5.1. We use
R = 100 simulations to obtain the important parameters and S = 100 draws to estimate
the likelihood. We report the average of the sample variances across the 1, 000 realisations,
the computing time for obtaining the efficient importance density, the computing time for
the main IS step and effective variance. We define the latter as the variance we would have
obtained if we use the difference in computing times between the two methods to generate
additional samples for the fastest method.
n=100 n=1000 n=2000
New EIS New EIS New EIS
Variance (×104) 0.035 0.040 0.110 0.133 0.209 0.255
Variance ratio 1.000 1.149 1.000 1.204 1.000 1.218
Numerical errors 0.001 0.003 0.017 0.033 0.026 0.065
Time (importance density) 0.029 0.064 0.443 0.833 0.960 1.807
Time (main IS step) 0.004 0.006 0.056 0.080 0.120 0.169
Effective variance 1.000 12.782 1.000 10.056 1.000 10.344
Carlo variance ratio (the ratio between the square of the two previous values).
The results show that Monte Carlo errors play only a minor role in the estimation of
the parameters in each of these settings, specially for the bivariate stochastic volatility
model. For n = 2, 000, the Monte Carlo variance ratio of the estimates ranges from
less than 0.1% for several of the parameters to 8.5% in the estimation of the persis-
tent autoregressive component in the stochastic volatility model with NIG distributed
return shocks. For the cases in which we performed estimations based on n = 10, 000
observations, the results strikingly reveal that the Monte Carlo errors do not increase
in absolute terms compared to the setting with n = 2, 000, even though we have held
the number of sampled trajectories fixed. The relative MC errors also remain low. Fi-
nally, this large sample exercise also rules out the possibility that the simulation-based
method causes any important biases within the settings we have considered.
The estimation times are also low to moderate. For n = 2, 000, they have ranged
from approximately 42 seconds for the Gaussian SV model to 17 minutes in the case of
the NIG SV model. When n = 10, 000, the time need for the estimation was 4 minutes
for the Gaussian SV model and 3 minutes for the bivariate stochastic volatility case.
Our Monte Carlo study therefore suggests that our methodology can be instrumental
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for parameter estimation and inference in empirically relevant settings.
Table 5.4: Gaussian stochastic volatility with leverage: parameter es-
timation on simulated data sets.
We draw 200 different realisations of sample size n = 2, 000 and
n = 10, 000 from the Gaussian stochastic volatility with leverage
DGP. For each realisation, we estimate the model by maximum
likelihood using 20 different sets of random numbers. We use R =
100 simulations to obtain the important parameters and S = 100
draws to estimate the likelihood. The MC SE columns reports
the square root of the average of the sample MC variance of the
parameter estimates across the realisations. The total SE is the
root mean square error of the parameter estimates across all the
estimations performed. The MC variance ratio report the ration
between the squares of the two previous columns. The average
estimation time has been 42s for n = 2, 000 and 4m3s for n =
10, 000.
n = 2, 000
True Mean MC SE Total SE MC var ratio
c 0.000 -0.002 0.009 0.142 0.004
φ1 0.990 0.988 0.001 0.007 0.028
σ21,η 0.005 0.005 0.001 0.002 0.059
φ2 0.900 0.891 0.007 0.054 0.018
σ22,η 0.030 0.034 0.002 0.017 0.015
ρ -0.500 -0.497 0.025 0.135 0.033
n = 10, 000
True Mean MC SE Total SE MC var ratio
c 0.000 0.001 0.012 0.071 0.027
φ1 0.990 0.989 0.001 0.003 0.101
σ21,η 0.005 0.005 0.001 0.002 0.120
φ2 0.900 0.900 0.005 0.019 0.082
σ22,η 0.030 0.030 0.002 0.007 0.085
ρ -0.500 -0.505 0.022 0.065 0.112
5.3.4 Empirical application
In this section we apply our methodology for a selection of four major Dow Jones index
stocks traded at the New York Stock Exchange. Our sample consists of daily close-to-
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Table 5.5: Stochastic volatility with leverage: parameter estimation on
simulated data sets II.
We draw 30 realisations of sample size n = 2, 000 and n = 10, 000
from the Student’s t and normal inverse Gaussian stochastic volatility
with leverage DGPs. For each realisation, we estimate the model by
maximum likelihood using 20 different sets of random numbers. We
use R = 100 simulations to obtain the important parameters and S =
100 draws to estimate the likelihood. The MC SE columns reports the
square root of the average of the sample MC variance of the parameter
estimates across the realisations. The total SE is the root mean
square error of the parameter estimates across all the estimations
performed. The MC variance ratio report the ration between the
squares of the two previous columns. The average estimation time
has been approximately 5 minutes and 17 minutes for the Student’s
t and NIG models respectively.
Student’s t
True Average MC SE Total SE MC var ratio
c 0.000 -0.015 0.005 0.166 0.001
φ1 0.990 0.988 0.002 0.007 0.043
σ21,η 0.005 0.005 0.000 0.002 0.011
φ2 0.900 0.892 0.010 0.058 0.031
σ22,η 0.030 0.036 0.003 0.020 0.027
ρ -0.500 -0.469 0.015 0.129 0.014
ν 10.000 12.619 1.033 6.174 0.028
Normal inverse Gaussian
True Average MC SE Total SE MC var ratio
c 0.000 -0.022 0.011 0.161 0.005
φ1 0.990 0.987 0.002 0.007 0.084
σ21,η 0.005 0.006 0.000 0.002 0.027
φ2 0.900 0.868 0.006 0.070 0.008
σ22,η 0.030 0.045 0.004 0.032 0.012
ρ -0.500 -0.488 0.020 0.114 0.031
λ 1.800 2.092 0.067 0.504 0.018
β -0.200 -0.257 0.024 0.180 0.017
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Table 5.6: Multivariate stochastic volatility: parameter estimation on
simulated data sets.
We draw 200 different realisations of sample size n = 2, 000 and
n = 10, 000 from the Gaussian stochastic volatility with leverage
DGP. For each realisation, we estimate the model by maximum
likelihood using 20 different sets of random numbers. For each re-
alisation, we estimate the model by maximum likelihood using 20
different sets of random numbers. We use R = 100 simulations to
obtain the important parameters and S = 100 draws to estimate
the likelihood. The MC SE columns reports the square root of
the average of the sample MC variance of the parameter estimates
across the realisations. The total SE is the root mean square error
of the parameter estimates across all the estimations performed.
The MC variance ratio report the ration between the squares of
the two previous columns. The average estimation time has been
1m12s for n = 2, 000 and 3m5s for n = 10, 000.
n = 2, 000
True Mean MC SE Total SE MC var ratio
c1 0.000 -0.009 0.002 0.164 0.000
φ1 0.980 0.977 0.000 0.008 0.001
σ21,η 0.023 0.023 0.000 0.006 0.002
c2 0.000 -0.005 0.002 0.159 0.000
φ2 0.980 0.977 0.000 0.009 0.001
σ22,η 0.023 0.024 0.000 0.007 0.002
c3 1.000 1.002 0.002 0.118 0.000
φ3 0.990 0.983 0.004 0.017 0.046
σ23,η 0.003 0.004 0.001 0.005 0.040
n = 10, 000
True Mean MC SE Total SE MC var ratio
c1 0.000 0.003 0.002 0.076 0.001
φ1 0.980 0.980 0.000 0.003 0.004
σ21,η 0.023 0.023 0.000 0.002 0.009
c2 0.000 0.004 0.003 0.075 0.002
φ2 0.980 0.979 0.000 0.003 0.005
σ22,η 0.023 0.023 0.000 0.003 0.008
c3 1.000 0.993 0.001 0.053 0.001
φ3 0.990 0.989 0.001 0.003 0.032
σ23,η 0.003 0.003 0.000 0.001 0.046
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close returns for General Electric, IBM, JP Morgan and Exxon stocks in the period
between January 4th 1993 to December 31st 2010, on a total of 4525 observations. As
in the previous section, we estimate the parameters for the three SV specifications
and the bivariate stochastic volatility model by simulated maximum likelihood using
R = 100 simulations to obtain the importance parameters and S = 100 draws to
estimate the likelihood. We estimate the bivariate SV model for the GE-JP Morgan
and IBM-Exxon pairs of stocks.
We base the Monte Carlo standard errors on 50 replications of the estimations
under distinct sets of random numbers. We have been able to successfully apply our
importance sampling methodology in all cases considered. The only practical issue we
have encountered in implementing our method on the empirical data set is that the
minimisation problem (5.10) results in a singular matrix Ct for both classes of models
in the presence of zero returns. We circumvent this problem by replacing these zero
returns by arbitrarily small values.
Tables 5.7 and 5.8 display the parameter estimates for the stochastic volatility spec-
ifications. Despite the large sample size, the results confirm the results of the previous
section and show that the Monte Carlo standard errors in the parameter estimates (in
brackets) are small under the importance sampling method. The only exception is in
the estimation of the degrees of freedom parameter ν in the Student’s t model when ν
is large. We emphasise that the estimation of these new model specifications is highly
non-trivial due to the presence of non-Gaussian return disturbances and the need to
explicitly integrate out the innovations from a specific unobserved factor.
The estimates for the autoregressive factors are consistent with the results in pre-
vious studies such as Liesenfeld and Richard (2003), Durham (2006) and Chapter 3.
For all stocks, we find highly persistent long run factors with autoregressive coefficients
above 0.99 and small innovations and short run factors with autoregressive parameters
between 0.78 and 0.96. The transitory factors dominate the short term dynamics of
the series, while the first components account for between 70% and 80% of the esti-
mated unconditional variances of the log volatility processes. We display the estimated
log-variances and factors based on the NIG model in Figure 5.3.4. Visual inspection
suggests a large degree of commonality in the long run states.
The estimates for the second factor are substantially different for the Gaussian
model than they are for the two new specifications we have proposed in this chapter:
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in the Gaussian case, the autoregressive coefficients are lower and the state variances
are higher. This result is due to the fact that we find significant excess kurtosis in the
return innovations for the Student’s t and NIG models. The estimated excess kurtosis
ranges from approximately 0.2 for Exxon to 2 for IBM in the Student’s t model. Since a
higher state variance is another mechanism for introducing higher conditional kurtosis
(see for example Koopman and Scharth 2011), the misspecified Gaussian model fits
this feature of the data by estimating different parameters for the short run factor. As
a consequence, the estimated leverage effects are significantly stronger for the fat tailed
models than they are for the Gaussian specification. Finally, the estimated values for β
in the SV NIG model point to the presence of statistically significant negative skewness
for the Exxon returns (the skewness implied by λ̂ and β̂ is -0.16) but no asymmetry
for the other stocks.
The empirical estimates for the multivariate stochastic volatility model are in Table
5.9. The small Monte Carlo standard errors again highlight the efficiency of the likeli-
hood evaluation method. We interpret the estimated coefficients with caution since the
results from the previous tables suggest that the one factor Gaussian SV model is too
simple for the individual series. However, the estimates suggest that the correlations
have smoother short run dynamics than the volatilities, with the underlying states hav-
ing similar parameters as the long run volatility components in the last two tables. We
plot the estimated log-variances and correlations in Figure 5.3.4. The correlations have
smoother short run dynamics than the volatilities, but vary significantly over longer
periods.
5.4 Conclusion
We have proposed a new importance sampling method for likelihood evaluation for
nonlinear non-Gaussian state space models with multiple time-varying parameters in
the observation density. Our method is based on efficient state space methods and the
construction of a global approximation to the likelihood. We have developed new results
that considerably reduce the computational complexity of the algorithm as function
of the number of time-varying parameters and increase the numerical efficiency of the
algorithm. These developments are instrumental to the practical applicability of the
importance sampling method.
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Table 5.7: Stochastic volatility with leverage: empirical estimates I.
We consider the empirical estimation of a two factor stochastic volatility
with leverage model assuming Gaussian, Student’s t and normal inverse
Gaussian return innovations. The sample for the two Dow Jones index
stocks is for the period between January 1993 and December 2010 (4525
observations). We use R = 100 simulations to obtain the importance
parameters and S = 100 draws to estimate the likelihood. The Monte
Carlo and statistical standard errors are in brackets [ ] and parentheses
( ) respectively.
GE IBM
Gaussian T NIG Gaussian T NIG
c 0.676 0.758 0.700 0.765 0.941 0.933
[0.017] [0.008] [0.019] [0.012] [0.009] [0.005]
(0.353) (0.382) (0.387) (0.253) (0.298) (0.335)
φ1 0.998 0.998 0.998 0.998 0.998 0.998
[0.000] [0.000] [0.000] [0.000] [0.000] [0.000]
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
σ21,η 0.003 0.003 0.003 0.003 0.002 0.002
[0.000] [0.000] [0.000] [0.000] [0.000] [0.000]
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
φ2 0.872 0.952 0.941 0.780 0.953 0.950
[0.002] [0.000] [0.001] [0.012] [0.000] [0.001]
(0.036) (0.022) (0.020) (0.056) (0.019) (0.022)
σ22,η 0.060 0.015 0.018 0.169 0.021 0.023
[0.001] [0.000] [0.000] [0.012] [0.000] [0.000]
(0.017) (0.008) (0.006) (0.041) (0.007) (0.009)
ρ -0.462 -0.738 -0.689 -0.290 -0.615 -0.596
[0.004] [0.002] [0.005] [0.009] [0.003] [0.003]
(0.065) (0.154) (0.074) (0.056) (0.084) (0.097)
ν - 12.670 - - 6.958 -
- [0.108] - - [0.015] -
- (0.208) - - (0.729) -
λ - - 2.374 - - 1.535
- - [0.012] - - [0.004]
- - (0.140) - - (0.149)
β - - 0.039 - - 0.017
- - [0.004] - - [0.001]
- - (0.112) - - (0.058)
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Table 5.8: Stochastic volatility with leverage: empirical estimates II.
We consider the empirical estimation of a two factor stochastic volatility
with leverage model assuming Gaussian, Student’s t and normal inverse
Gaussian return innovations. The sample for the two Dow Jones index
stocks is for the period between January 1993 and December 2010 (4525
observations). We use R = 100 simulations to obtain the importance
parameters and S = 100 draws to estimate the likelihood. The Monte
Carlo and statistical standard errors are in brackets [ ] and parentheses
( ) respectively.
JP Morgan Exxon
Gaussian T NIG Gaussian T NIG
c 1.222 1.276 1.235 0.504 0.533 0.539
[0.012] [0.011] [0.016] [0.004] [0.004] [0.004]
(0.283) (0.372) (0.394) (0.344) (0.395) (0.423)
φ1 0.997 0.997 0.997 0.994 0.993 0.993
[0.000] [0.000] [0.000] [0.000] [0.000] [0.000]
(0.001) (0.001) (0.001) (0.002) (0.003) (0.003)
σ21,η 0.004 0.004 0.005 0.005 0.005 0.005
[0.000] [0.000] [0.000] [0.000] [0.000] [0.000]
(0.001) (0.001) (0.002) (0.002) (0.002) (0.002)
φ2 0.912 0.959 0.956 0.844 0.877 0.884
[0.002] [0.001] [0.000] [0.004] [0.004] [0.003]
(0.032) (0.001) (0.017) (0.049) (0.044) (0.058)
σ22,η 0.046 0.017 0.017 0.056 0.036 0.039
[0.001] [0.000] [0.000] [0.002] [0.002] [0.001]
(0.015) (0.004) (0.007) (0.017) (0.012) (0.014)
ρ -0.416 -0.614 -0.610 -0.423 -0.500 -0.552
[0.005] [0.004] [0.005] [0.004] [0.008] [0.004]
(0.066) (0.031) (0.117) (0.059) (0.034) (0.080)
ν - 12.684 - - 35.202 -
- [0.331] - - [1.913] -
- (0.488) - - (2.080) -
λ - - 2.233 - - 4.375
- - [0.007] - - [0.013]
- - (0.239) - - (0.191)
β - - 0.087 - - -0.987
- - [0.002] - - [0.007]
- - (0.089) - - (0.023)
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(a) General Electric: log-variance (b) General Electric: factors
(c) IBM: log-variance (d) IBM: factors
(e) Exxon: log-variance (f) Exxon: factors
Figure 5.1: Signal and factor estimates for the normal inverse Gaussian stochastic
volatility model with leverage.
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(a) General Electric-Exxon: log-variances (b) General Electric-Exxon: correlation
(c) IBM-JP Morgan: log-variances (d) IBM-JP Morgan: correlation
Figure 5.2: Bivariate SV: estimated log-variances and correlations for two pairs of
stocks.
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Table 5.9: Bivariate stochastic volatility: empirical estimates.
We consider the empirical estimation of a bivariate stochastic
volatility model. The sample for the two pairs of Dow Jones
index stocks is for the period between January 1993 and De-
cember 2010 (4525 observations). We use R = 100 simulations
to obtain the importance parameters and S = 100 draws to es-
timate the likelihood. The Monte Carlo and statistical standard
errors are in brackets [ ] and parentheses ( ) respectively.
GE and JP Morgan IBM and Exxon
c1 1.239 [0.004] (0.256) 0.852 [0.002] (0.110)
φ1 0.993 [0.000] (0.002) 0.966 [0.001] (0.007)
σ21,η 0.014 [0.000] (0.003) 0.062 [0.001] (0.012)
c2 0.725 [0.004] (0.239) 0.535 [0.001] (0.119)
φ2 0.993 [0.000] (0.002) 0.983 [0.000] (0.005)
σ22,η 0.013 [0.000] (0.004) 0.018 [0.000] (0.005)
c3 1.144 [0.002] (0.158) 0.638 [0.001] (0.229)
φ3 0.996 [0.000] (0.003) 0.998 [0.000] (0.002)
σ23,η 0.002 [0.000] (0.002) 0.001 [0.000] (0.001)
Our methodology requires no model specific implementations other than the coding
of the observation densities and the state space form of model. It is therefore appli-
cable to a large class of nonlinear non-Gaussian state space models. Even though our
illustrations have focused on simulated maximum likelihood estimation, our method
can be useful for state inference (Durbin and Koopman 2001), Bayesian inference using
the simulated likelihood (Andrieu, Doucet, and Holenstein 2010, Flury and Shephard
2011), and block sampling (Shephard and Pitt 1997).
Our extensive Monte Carlo and empirical illustrations for two new stochastic volatil-
ity with leverage effects specifications, the SV model of Harvey and Shephard (1996),
and a multivariate stochastic volatility model have shown that the method we have
developed in this chapter is a reliable and efficient tool for parameter estimation, fa-
cilitating the analysis of a variety of specifications. The complexity of the models we
have estimated and the large samples sizes we have considered further underline this
efficiency.
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Chapter 6
Conclusion
In this conclusion we revisit the list of research objectives we have introduced in Chap-
ter 1 in light of the contributions we have developed in this thesis. As we have seen,
most of these objectives were methodological, but we also provide an overview of find-
ings we have obtained by estimating a wide range of state space models. We finish
with a brief discussion of possible future research directions.
6.1 Contributions
6.1.1 Importance sampling for state space models
We have developed efficient importance sampling methods for estimating the likelihood
function of nonlinear non-Gaussian state space models. We have considered models
with one and multiple time-varying parameters in Chapters 2 and 5 respectively. We
have adopted this separation because we have been able to implement particularly
precise methods in the univariate case, which includes important specifications such as
stochastic volatility, stochastic conditional duration and stochastic count models. In
both chapters the Monte Carlo evaluation of the target integral is based on Kalman
filtering and smoothing methods. Our approach is general in that it requires minimal
model specific coding and is only weakly affected by the dynamic specification of the
time-varying parameters in terms of its efficiency.
The numerically accelerated importance sampling (NAIS) method of Chapter 2 is
a non-trivial composition of numerical and Monte Carlo methods. We have relied on
Gauss-Hermite quadratures for constructing the importance sampler and for develop-
ing control variables that significantly reduce the sampling variance of the resulting
Monte Carlo estimate. We have also shown that the NAIS method overcomes a bias-
variance trade-off inherent to a related method; unbiasedness is crucial for carrying
out Bayesian inference based on the simulated likelihood. In a series of Monte Carlo
and empirical illustrations, we have shown that the method brings substantial gains
in variance reduction and computational speed. Chapter 4 has further established the
usefulness of the approach. The investigation of the research question in that specific
chapter required literally millions of integral evaluations and thousands of parameter
estimation procedures based on the NAIS method.
Chapter 5 has discussed how multiple time-varying parameters bring a new set of
computational challenges to efficient importance sampling methods. This is due to the
fact that existing algorithms for constructing efficient importance densities necessitate
computations with a high order complexity as a function of the number of time-varying
parameters in the model. By using the state space structure of the model, we have
developed new results that eliminate the most computationally intensive matrix op-
erations from our algorithm, and thus have made a significant advance regarding the
practicality of estimating such models. Interestingly, we can also apply the same ap-
proach to make the NAIS method even more computationally efficient. Even though
numerical integration is no longer computationally efficient in the multivariate case,
Quasi-Monte Carlo methods provide a good alternative. We demonstrate the high
efficiency of the method by estimating new complex dynamic models that extend spec-
ifications proposed in the recent econometric literature.
6.1.2 Realised stochastic volatility
In Chapter 4 we have developed a systematic framework for analysing a general class
of discrete time stochastic volatility (SV) models when realised measures of volatility
are available. Our stochastic volatility model simultaneously accommodates multiple
volatility components, leverage effects and any suitable non-Gaussian distribution for
the return innovations. The specification we have considered in this chapter is original
in its joint treatment of all these features, particularly by modelling leverage effects
through copula functions. Realised measures are high-frequency based estimators of the
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integrated variance or the quadratic variation of an asset price over a certain period,
so that we have also specified an observation equation stating that the log realised
measures are noisy and possibly biased estimators of the unobserved daily log variance
of the asset. We have called the resulting specification the realised stochastic volatility
(RSV) model.
Even though the idea of combining returns and realised measures into a joint SV
model had previously been suggested in the literature, Chapter 5 departed from these
contributions in three substantial ways. First, we developed a simple maximum likeli-
hood approach for the estimation of the realised SV model. Second, we identified and
solve a fundamental problem for the estimation of the model: the measurements errors
are not independent from the returns. Third, we followed a Kalman filter approach
and emphasised the role of time series filtering for improving the estimation of the
unobserved volatility process in combination with the realised measures.
We have conducted a detailed empirical study of the realised SV model using data
for nine Dow Jones index stocks in the period between 2001 and 2010. We found
that measurement errors account for between 24% and 53% of the variance of daily
innovations in the log realised kernel and pre-averaging based realised variance series.
Filtering methods have proved to be a useful complement to the realised estimates of
volatility, leading to 30-45% variance reductions in the estimation of the log volatility
signal. Our methods lead to significant downward scaling of estimates of volatility
based on the most efficient realised measures, suggesting a puzzle for the literature.
We found that leverage effects significantly impact both the long run and short run
dynamics of the series. Finally, our results have shown that large kurtosis is typically
present in the conditional distribution of close-to-close returns after controlling for
stochastic volatility.
6.1.3 Parameter-driven and observation-driven models
In Chapter 4, we have studied the predictive ability of three different classes of time-
varying parameter models. We have considered nonlinear non-Gaussian state space
models as representatives of parameter-driven models, generalised autoregressive score
(GAS) models as flexible representatives of observation-driven models, and autoregres-
sive conditional parameter (ACP) models such as the well-known GARCH and autore-
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gressive conditional duration models. Our analysis has incorporated specifications for
count, intensity, duration, volatility, and copula models.
Even though a lot of research has been dedicated to both parameter-driven and
observation-driven models, practical modelling choices are often based on convenience
rather than hard evidence on the relative advantages of different approaches. We have
contributed to the literature by identifying and overcoming the challenges in perform-
ing a systematic comparison between these classes of models. To address the research
question, we have considered a large scale simulation study in which we generate arti-
ficial data under a wide range of data generating processes (DGPs).
We found strong evidence that state space and GAS specifications lead to similar
predictive results if the data generating process is the state space model in our setting.
This holds particularly if the observation density in the GAS specification is sufficiently
flexible to approximate the conditional distribution p(yt|y1, . . . , yt−1) implied by the
state space model, which led us to propose new GAS models based on continuous
mixtures. This conclusion finds large practical value in the fact that the classical
analysis of GAS models does not require the use of simulation methods. As such, GAS
models have the potential for widespread use.
We have also established that state space and GAS models often lead to important
forecasting gains over ACP models, including GARCH and dynamic conditional corre-
lation models. ACP models are intuitively based on moment conditions derived from
the conditional distribution of the observations. We have shown however that they can
miss key information about the observation density when updating the time-varying
parameters.
6.2 Extensions
We have assumed that the state innovations are Gaussian in our nonlinear non-Gaussian
state space framework. This feature of the model has been crucial for the applicabil-
ity of the methods we have studied in this thesis. A natural extension of our setting
would be to consider whether these tools are useful for specifications which have in-
stead conditionally Gaussian states. One example of a conditionally Gaussian model
is when the state disturbances follow a mixture of Gaussian distributions. Relevant
applications would be state space models with jumps in the time-varying parameters
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or more generally Markov switching specifications.
We can extend the realised SV model in several ways. When considering the range
of realised measures which have been proposed in the literature, one possibility is to
combine jump-robust estimators of integrated variance and quadratic variation mea-
sures to incorporate return jumps into the framework. Jumps may also be present in
the volatility process, which would suggest new dynamic specifications for the state
equations. More realistic assumptions regarding the measurement equations could also
lead to improved filtering. As we have seen, the most efficient realised measures cur-
rently available are nearly perfectly correlated with each other. This would suggest
that lower correlation with the set of estimators currently available should be an addi-
tional goal for the realised measurement literature, which has so far focused on variance
minimisation.
Finally, our research on parameter-driven and observation-driven models provides
encouragement to the development of new applications of the GAS (generalised autore-
gressive score) class of models. It also challenges parameter-driven oriented researchers
to better understand in which areas computationally intensive methods generate the
largest contributions.
173
174
Bibliography
Allen, D., M. McAleer, and M. Scharth (2009): “Realized Volatility
Risk,” Working paper.
Andersen, T., T. Bollerslev, and F. Diebold (2007a): “Roughing it up:
Including Jump Components in the Measurement, Modeling and Forecasting
of Return Volatility,” Review of Economics and Statistics, 89, 701–720.
Andersen, T., T. Bollerslev, F. Diebold, and H. Ebens (2001): “The
Distribution of Realized Stock Return Volatility,” Journal of Financial Eco-
nomics, 61, 43–76.
Andersen, T., T. Bollerslev, F. Diebold, and P. Labys (2003): “Mod-
eling and Forecasting Realized Volatility,” Econometrica, 71, 579–625.
Andersen, T. G., T. Bollerslev, and D. Dobrev (2007b): “No-arbitrage
semi-martingale restrictions for continuous-time volatility models subject to
leverage effects, jumps and i.i.d. noise: Theory and testable distributional
implications,” Journal of Econometrics, 138, 125–180.
Andersen, T. G., T. Bollerslev, P. Frederiksen, and M. O. Nielsen
(2010): “Continuous-time models, realized volatilities, and testable distribu-
tional implications for daily stock returns,” Journal of Applied Econometrics,
25, 233– 261.
Andersen, T. G., T. Bollerslev, and N. Meddahi (2011): “Realized
volatility forecasting and market microstructure noise,” Journal of Econo-
metrics, 160, 220–234.
Andersen, T. G., D. Dobrev, and E. Schaumburg (2009): “Jump-Robust
Volatility Estimation using Nearest Neighbor Truncation,” Working paper
175
15533, NBER.
Andrieu, C., A. Doucet, and R. Holenstein (2010): “Particle Markov
chain Monte Carlo methods,” Journal of the Royal Statistical Society - Series
B: Statistical Methodology, 72, 269–342.
Asai, M., M. McAleer, and M. C. Medeiros (2009): “Asymmetry and
Leverage in Realized Volatility,” Tech. rep.
——— (2012): “Modelling and forecasting noisy realized volatility,” Computa-
tional Statistics & Data Analysis, 56, 217–230.
Ashcraft, C., R. G. Grimes, and J. G. Lewis (1998): “Accurate Symmet-
ric Indefinite Linear Equation Solvers,” SIAM Journal on Matrix Analysis
and Applications, 20, 513–561.
Banachewicz, K. (2009): “A collection of problems in credit risk modeling,”
Ph.D. thesis, VU University Amsterdam.
Barndorff-Nielsen, O., P. Hansen, A. Lunde, and N. Shephard
(2009): “Realised Kernels in Practice: Trades and Quotes,” Econometrics
Journal, forthcoming.
Barndorff-Nielsen, O. and N. Shephard (2002): “Econometric analysis
of realized volatility and its use in estimating stochastic volatility models,”
Journal of the Royal Statistical Society B, 64, 253–280.
Barndorff-Nielsen, O. E. (2001): “Superposition of Ornstein–Uhlenbeck
Type Processes,” Theory of Probability and its Applications, 45, 175.
Barndorff-Nielsen, O. E., P. R. Hansen, A. Lunde, and N. Shephard
(2008): “Designing realised kernels to measure the ex-post variation of equity
prices in the presence of noise,” Econometrica, 76, 1481–1536.
Bauwens, L. and F. Galli (2009): “Efficient Importance Sampling for ML
Estimation of SCD Models,” Computational Statistics and Data Analysis, 53,
1974–1992.
Bauwens, L. and N. Hautsch (2006): “Stochastic Conditional Intensity Pro-
cesses,” Journal of Financial Econometrics, 4, 450–493.
176
Bauwens, L. and D. Veredas (2004): “The Stochastic Conditional Duration
Model: A Latent Factor Model for the Analysis of Financial Durations,”
Journal of Econometrics, 119, 381–412.
Black, F. (1976): “Studies in Stock Price Volatility Changes,” Proceedings
of The American Statistical Association, Business and Economic Statistics
Section, 177–181.
Bollerslev, T. (1986): “Generalized Autoregressive Conditional Het-
eroskedasticity,” Journal of Econometrics, 21, 307–328.
——— (1987): “A conditionally heteroskedastic time series model for speculative
prices and rates of return,” The Review of Economics and Statistics, 69, 542–
547.
Bollerslev, T., U. Kretschmer, C. Pigorsch, and G. Tauchen (2009):
“A discrete-time model for daily S & P500 returns and realized variations:
Jumps and leverage effects,” Journal of Econometrics, 150, 151–166.
Bollerslev, T., J. Litvinova, and G. Tauchen (2006): “Leverage and
Volatility Feedback Effects in High-Frequency Data,” Journal of Financial
Econometrics, 4, 353–384.
Breidt, F., N. Crato, and P. de Lima (1998): “The detection and estima-
tion of long memory in stochastic volatility,” Journal of Econometrics, 83,
325–348.
Cappe´, O., E. Moulines, and T. Ryde´n (2005): Inference In Hidden Markov
Models, Springer.
Carnero, M. A., D. Pen˜a, and E. Ruiz (2004): “Persistence and kurtosis in
GARCH and stochastic volatility models,” Journal of Financial Economet-
rics, 2, 319–342.
Carter, C. and R. Kohn (1996): “Markov chain Monte Carlo in conditionally
Gaussian state space models,” Biometrika, 83, 589–601.
Chib, S., F. Nardari, and N. Shephard (2002): “Markov chain Monte
Carlo methods for stochastic volatility models,” Journal of Econometrics,
108, 281–316.
177
——— (2006): “Analysis of high dimensional multivariate stochastic volatility
models,” Journal of Econometrics, 134, 341–371.
Christensen, K., S. Kinnebrock, and M. Podolskij (2010a): “Pre-
averaging estimators of the ex-post covariance matrix in noisy diffusion mod-
els with non-synchronous data,” Journal of Econometrics, 159, 116–133.
Christensen, K., R. Oomen, and M. Podolskij (2010b): “Realised
quantile-based estimation of the integrated variance,” Journal of Economet-
rics, 159, 74–98.
Christie, A. A. (1982): “The Stochastic Behavior of Common Stock Vari-
ances – Value, Leverage and Interest Rates Effects,” Journal of Financial
Economics, 10, 407–432.
Corsi, F. (2009): “A Simple Approximate Long-Memory Model of Realized
Volatility,” Journal of Financial Econometrics, 7, 174–196.
Cox, D. R. (1981): “Statistical Analysis of Time Series: Some Recent Develop-
ments,” Scandinavian Journal of Statistics, 8, 93–115.
Creal, D., S. J. Koopman, and A. Lucas (2011a): “A dynamic multivariate
heavy-tailed model for time-varying volatilities and correlations,” Journal of
Business and Economic Statistics, 29, 552–563.
——— (2012): “Generalized Autoregressive Score Models with Applications,”
Journal of Applied Econometrics.
Creal, D., B. Schwaab, S. J. Koopman, and A. Lucas (2011b): “Observa-
tion Driven Mixed-Measurement Dynamic Factor Models with an Application
to Credit Risk,” Discussion paper 11-042/2/DSF16, Tinbergen Institute and
Duisenberg school of finance.
Danielsson, J. and J. Richard (1993): “Accelerated Gaussian Importance
Sampler with Application to Dynamic Latent Variable Models,” Journal of
Applied Econometrics, 8, 153–174.
Das, S. and K. Srinivasan (1997): “Duration of firms in an infant industry:
the case of Indian computer hardware,” Journal of Development Economics,
53, 157–167.
178
Davidson, J. (2000): Econometric Theory, Wiley-Blackwell.
de Jong, P. (1989): “Smoothing and interpolation with the state space model,”
Journal of the American Statistical Association, 84, 1085–1088.
de Jong, P. and N. Shephard (1995): “The Simulation Smoother for Time
Series Models,” Biometrika, 82, 339–350.
Ding, Z., C. Granger, and R. F. Engle (1993): “A Long Memory Property
of Stock Market Returns and a New Model,” Journal of Empirical Finance,
1, 83–106.
Dobrev, D. and P. Szerszen (2010): “The Information Content of High-
Frequency Data for Estimating Equity Return Models and Forecasting Risk,”
Working paper.
Durbin, J. and S. J. Koopman (1997): “Monte Carlo Maximum Likelihood
Estimation for non-Gaussian State Space Models,” Biometrika, 669–684.
——— (2000): “Time series analysis of non-Gaussian observations based on state
space models from both classical and Bayesian perspectives,” Journal of the
Royal Statistical Society, Series B, 3–56.
——— (2001): Time Series Analysis by State Space Methods, Oxford University
Press.
——— (2002): “A Simple and Efficient Simulation Smoother for State Space
Time Series Analysis,” Biometrika, 603–616.
Durham, G. B. (2006): “Monte Carlo methods for estimating, smoothing,
and filtering one- and two-factor stochastic volatility models,” Journal of
Econometrics, 133, 273–305.
Engle, R. (2002): “Dynamic Conditional Correlation,” Journal of Business and
Economic Statistics, 20, 339–350.
Engle, R. and G. Gallo (2006): “A multiple indicators model for volatility
using intra-daily data,” Journal of Econometrics, 131, 3–27.
Engle, R. and G. Lee (1999): “A Long-Run and Short-Run Component Model
of Stock Return Volatility,” in Cointegration, Causality, and Forecasting: A
179
Festschrift in Honour of Clive W. J. Granger, ed. by R. Engle and H. White,
Oxford University Press, 475–497.
Engle, R. F. (1982): “Autoregressive Conditional Heteroskedasticity with Es-
timates of the Variance of United Kingdom Inflation,” Econometrica, 50,
987–1007.
Engle, R. F. and V. K. Ng (1993): “Measuring and Testing the Impact of
News on Volatility,” Journal of Finance, 48, 1749–1778.
Engle, R. F. and J. R. Russell (1998): “Autoregressive Conditional Dura-
tion: A New Model for Irregularly Spaced Transaction Data,” Econometrica,
66, 1127–1162.
Fleming, J. and B. S. Paye (2011): “High-frequency returns, jumps and the
mixture of normals hypothesis,” Journal of Econometrics, 160, 119–128.
Flury, T. and N. Shephard (2011): “Bayesian inference based only on simu-
lated likelihood: particle filter analysis of dynamic economic models,” Econo-
metric Theory, 27, 933–956.
Fridman, M. and L. Harris (1998): “A Maximum Likelihood Approach for
Non-Gaussian Stochastic Volatility Models,” Journal of Business and Eco-
nomic Statistics, 16, 284–291.
Geweke, J. (1989): “Bayesian Inference in Econometric Models Using Monte
Carlo Integration,” Econometrica, 57, 1317–1739.
Ghysels, E., A. Harvey, and E. Renault (1996): “Stochastic Volatility,”
in Handbook of Statistics, Vol 14, ed. by G. Maddala and C. Rao, Elsevier,
Amsterdam.
Ghysels, E. and A. Sinko (2011): “Volatility forecasting and microstructure
noise,” Journal of Econometrics, 160, 257–271.
Gonc¸alves, S. and N. Meddahi (2010): “Box-Cox transforms for realized
volatility,” Journal of Econometrics, 160, 129–44.
Gourie´roux, C. and A. Monfort (1996): Simulation-Based Econometric
Methods, Oxford University Press.
180
Grammig, J. and K.-O. Maurer (2000): “Non-monotonic hazard functions
and the autoregressive conditional duration model,” The Econometrics Jour-
nal, 3, 16–38.
Granger, C. (1980): “Long Memory Relationships and the Aggregation of
Dynamic Models,” Journal of Econometrics, 14, 227–238.
Hafner, C. and H. Manner (2011): “Dynamic Stochastic Copula Models:
Estimation, Inference and Applications,” Journal of Applied Econometrics,
forthcoming.
Hafner, C. M. and H. Manner (2012): “Dynamic stochastic copula models:
estimation, inference and applications,” Journal of Applied Econometrics, 27,
269–295.
Hansen, P. (2005): “A Test for Superior Predictive Ability,” Journal of Busi-
ness and Economic Statistics, 23, 365–380.
Hansen, P. and A. Lunde (2005a): “A Forecast Comparison of Volatility
Models: Does Anything beat a GARCH(1,1) Model?” Journal of Applied
Econometrics, 20, 873–889.
——— (2005b): “A Realized Variance for the Whole Day Based on Intermittent
High-Frequency Data,” Journal of Financial Econometrics, 3, 525–554.
——— (2006): “Realized variance and market microstructure noise (with discus-
sion),” Journal of Business and Economic Statistics, 24, 127–218.
Hansen, P. R., Z. Huang, and H. H. Shek (2011a): “Realized GARCH: a
joint model for returns and realized measures of volatility,” Journal of Applied
Econometrics, forthcoming.
Hansen, P. R., A. Lunde, and J. M. Nason (2011b): “The Model Confi-
dence Set,” Econometrica, 79, 453–497.
Harvey, A., E. Ruiz, and N. Shephard (1994a): “Multivariate Stochastic
Variance Models,” Review of Economic Studies, 61, 247–264.
Harvey, A. and N. Shephard (1996): “Estimation of an Asymmetric
Stochastic Volatility Model for Asset Returns,” Journal of Business and Eco-
nomic Statistics, 14, 429–434.
181
Harvey, A. C. (1989): Forecasting, structural time series models and the
Kalman Filter, Cambridge: Cambridge University Press.
——— (1998): “Long Memory in Stochastic Volatility,” in Forecasting Volatility
in Financial Markets, ed. by T. Knight and S. Satchell, Oxford: Butterworth-
Heineman, 307–320.
Harvey, A. C., E. Ruiz, and N. Shephard (1994b): “Multivariate Stochas-
tic Variance Models,” Review of Economic Studies, 61, 247–264.
Heiss, F. (2008): “Sequential numerical integration in nonlinear state space
models for microeconometric panel data,” Journal of Applied Econometrics,
23, 373–389.
Hillebrand, E. and M. C. Medeiros (2010): “The Benefits of Bagging for
Forecast Models of Realized Volatility,” Econometric Reviews, 29, 571–593.
Jacod, J., Y. Li, P. A. Mykland, M. Podolskij, and M. Vetter (2009):
“Microstructure noise in the continuous case: The pre-averaging approach,”
Stochastic Processes and their Applications, 119, 2249–2276.
Joe, H. (1997): Multivariate Models and Dependence Concepts, Chapman &
Hall/CRC.
Jungbacker, B. and S. J. Koopman (2007): “Monte Carlo Estimation for
Nonlinear non-Gaussian State Space Models,” Biometrika, 827–839.
Kim, S., N. Shephard, and S. Chib (1998): “Stochastic Volatility: Likelihood
Inference and Comparison with ARCH Models,” Review of Economic Studies,
65, 196–228.
Kitagawa, G. (1987): “Non-Gaussian State Space Modeling of Nonstationary
Time Series,” Journal of the American Statistical Association, 82, 1032–63.
Kloek, T. and H. van Dijk (1978): “Bayesian Estimation of Equation System
Parameters: an Application by Monte Carlo,” Econometrica, 47, 1–20.
Koopman, S. and J. Durbin (2000): “Fast filtering and smoothing for multi-
variate state space models,” Journal of Time Series Analysis, 21, 281–296.
Koopman, S. and M. Scharth (2011): “The Analysis of Stochastic Volatility
in the Presence of Daily Realised Measures,” Discussion paper 2011-132/4,
182
Tinbergen Institute.
Koopman, S. J., A. Lucas, and A. Monteiro (2008): “The multi-state
latent factor intensity model for credit rating transitions,” Journal of Econo-
metrics, 142, 399–424.
Koopman, S. J., A. Lucas, and M. Scharth (2012): “Numerically accel-
erated importance sampling for nonlinear non-Gaussian state space models,”
Working paper, Tinbergen Institute.
Koopman, S. J. and T. M. Nguyen (2011): “Fast Efficient Importance Sam-
pling by State Space Methods,” Working paper, VU University Amsterdam.
Koopman, S. J., N. Shephard, and D. Creal (2009): “Testing the assump-
tions behind importance sampling,” Journal of Econometrics, 149, 2–11.
Lancaster, T. (1979): “Econometric Methods for the Duration of Unemploy-
ment,” Econometrica, 47, 939–956.
LeMieux, C. (2009): Monte Carlo and Quasi-Monte Carlo Sampling, Springer.
Liebscher, E. (2008): “Construction of asymmetric multivariate copulas,”
Journal of Multivariate Analysis, 99, 2234–2250.
Liesenfeld, R. and J. Richard (2003): “Univariate and Multivariate
Stochastic Volatility Models: Estimation and Diagnostics,” Journal of Em-
pirical Finance, 10, 505–531.
Lima, P. D. and N. Crato (1994): “Long Range Dependence in the Condi-
tional Variance of Stock Returns,” Economic Letters, 45, 281–285.
Liu, J. S. (2008): Monte Carlo Strategies in Scientific Computing, Springer.
MacKay, D. J. C. (2003): Information Theory, Inference, and Learning Algo-
rithms, Cambridge: Cambridge University Press.
Malmsten, H. and T. Tera¨svirta (2004): “Stylized Facts of Financial Time
Series and Three Popular Models of Volatility,” Working Paper Series in Eco-
nomics and Finance 563, Stockholm School of Economics.
Melino, A. and S. Turnbull (1990): “Pricing Foreign Currency Options
with Stochastic Volatility,” Journal of Econometrics, 45, 239–265.
183
Mesters, G., S. J. Koopman, and M. Ooms (2011): “Monte Carlo Maxi-
mum Likelihood Estimation for Generalized Long-Memory Time Series mod-
els,” Working paper, Tinbergen Institute.
Monahan, J. F. (1993): “Testing the behaviour of importance sampling
weights,” Computer Science and Statistics: Proceedings of the 25th Annual
Symposium on the Interface, 112–117.
——— (2001): Numerical methods of statistics, Cambridge: Cambridge Univer-
sity Press.
Mykland, P. A. and L. Zhang (2006): “ANOVA for diffusions and Itoˆ pro-
cesses,” The Annals of Statistics, 34, 1931–1963.
Nelsen, R. (1999): An Introduction to Copulas, New York: Springer Verlag.
Nelson, D. B. (1991): “Conditional Heteroskedasticity in Asset Returns: A
New Approach,” Econometrica, 59, 347–370.
Omori, Y., S. Chib, N. Shephard, and J. Nakajima (2007): “Stochastic
Volatility with Leverage: Fast and Efficient Likelihood Inference,” Journal of
Econometrics, forthcoming.
Patton, A. J. (2006): “Modelling Asymmetric Exchange Rate Dependence,”
International Economic Review, 47, 527–556.
Peters, R. T. and R. G. de Vilder (2006): “Testing the Continuous Semi-
martingale Hypothesis for the S&P 500,” Journal of Business & Economic
Statistics, 24, 444–454.
Pitt, M. K. and N. Shephard (1999): “Time varying covariances: a factor
stochastic volatility approach,” in Bayesian Statistics 6, ed. by J. Bernardo,
J. O. Berger, A. P. Dawid, and A. F. M. Smith, Oxford University Press,
547–570.
Richard, J. and W. Zhang (2007): “Efficient High-Dimensional Importance
Sampling,” Journal of Econometrics, 141, 1385–1411.
Ripley, B. (1987): Stochastic Simulation, New York: Wiley.
Robert, C. and G. Casella (2005): Monte Carlo Statistical Methods
(Springer Texts in Statistics), New York: Springer, 2nd ed.
184
Rydberg, T. H. and N. Shephard (2000): “A modelling framework for the
prices and times of trades made on the NYSE,” in Nonlinear and nonstation-
ary signal processing, ed. by W. J. Fitzgerald, R. L. Smith, A. T. Walden,
and P. C. Young, Cambridge University Press, 217– 246.
Sandmann, G. and S. J. Koopman (1998): “Estimation of stochastic volatil-
ity models via Monte Carlo maximum likelihood,” Journal of Econometrics,
87, 271–301.
Schmidt, T. (2006): “Coping with Copulas,” Manuscript.
Shephard, N. (1996): “Statistical Aspects of ARCH and Stochastic Volatility,”
in Time Series Models in Econometrics Finance and Other Fields, ed. by
D. R. Cox, D. V. Hinkley, and O. E. Barndorff-Nielsen, London: Chapman
and Hall, 1–67.
——— (2005a): Stochastic Volatility: Selected Readings, Oxford: Oxford Uni-
versity Press.
Shephard, N., ed. (2005b): Stochastic Volatility: Selected Readings (Advanced
Texts in Econometrics), Oxford University Press.
Shephard, N. and M. Pitt (1997): “Likelihood analysis of non-Gaussian
measurement time series,” Biometrika, 84, 653–667.
Shephard, N. and K. Sheppard (2010): “Realising the future: forecasting
with high-frequency-based volatility (HEAVY) models,” Journal of Applied
Econometrics, 25, 197–231.
Takahashi, M., Y. Omori, and T. Watanabe (2009): “Estimating stochas-
tic volatility models using daily returns and realized volatility simultane-
ously,” Computational Statistics & Data Analysis, 53, 2404–2426.
Tauchen, G. and M. Pitts (1983): “The Price Variability-Volume Relation-
ship in Speculative Markets,” Econometrica, 51, 485–505.
Taylor, S. J. (1986): Modelling Financial Time Series, Chichester, UK: John
Wiley.
Train, K. (2003): Discrete choice methods with simulation, Cambridge Univer-
sity Press.
185
Tsay, R. S. (2005): Analysis of Financial Time Series Second Edition, vol. 543
of Wiley Series in Probability and Statistics, Wiley-Interscience.
Yu, J. (2005): “On Leverage in a Stochastic Volatility Model,” Journal of Econo-
metrics, 127, 165–178.
——— (2012): “A semiparametric stochastic volatility model,” Journal of
Econometrics, 167, 473–482.
Zhang, L., P. Mykland, and Y. A¨ıt-Sahalia (2005): “A Tale of Two Time
Scales: Determining Integrated Volatility with Noisy High-Frequency Data,”
Journal of the American Statistical Association, 100, 1394–1411.
186
Samenvatting (Summary in Dutch)
Dit proefschrift gaat over toestandsruimte modellen die in de tijdreeksanalyse als een
flexibele methodologie voor het modelleren van tijdsvarierende parameters kan worden
beschouwd in (financieel-) economische analyses. Wij richten ons op methodologische
kwesties gerelateerd aan simulatie methoden die nodig zijn voor het analyseren van
meer geavanceerde modellen. We ontwikkelen nieuwe econometrische modellen voor een
betere doorgronding van tijdsvarie¨rende aspecten van economische risico’s en instabiele
parameters.
In Hoofdstuk 2 introduceren we een aantal nieuwe simulatie technieken voor niet-
lineaire en niet-Gaussiaanse toestandsruimte modellen. We ontwikkelen een algemene
en efficie¨nte methode voor het uitrekenen van de aannemelijkheidsfunctie voor deze
klasse van modellen door handig gebruik te maken van een combinatie van numerieke
en simulatie methoden. Onze methode is gebaseerd op het idee dat slechts een deel
van de aannemelijkheidsfunctie via simulatie hoeft te worden gee¨valueerd. We noemen
onze methode de “numerically accelerated importance sampling” (NAIS) methode. We
laten zien dat de NAIS methode zowel een hoge rekensnelheid als een hoge numerieke
precisie heeft. Daarnaast kan het gebruikt worden voor het schatten van onbekende
parameters in modellen met een hoge toestandsruimte dimensie. Het is verder niet
nodig om een afweging te maken tussen onzuiverheid en variantie hetgeen vaak het
geval is voor andere simulatie methoden. Een uitvoerige simulatie studie voor een reeks
van stochastische modellen en een empirische studie naar de tijdsvarie¨rende varianties
van aandeel-rendementen van Amerikaanse bedrijven tonen aan dat we hoge numerieke
nauwkeurigheden en hoge rekensnelheden kunnen bereiken.
In Hoofdstuk 3 ontwikkelen we een systematisch kader voor het koppelen van een
algemene klasse van stochastische volatiliteit (SV) modellen aan de gerealiseerde maten
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van volatiliteit, zoals de twee tijdschalen schatter van Zhang, Mykland, and Aı¨t-Sahalia
(2005), de gerealiseerde kernel schatter van Barndorff-Nielsen, Hansen, Lunde, and
Shephard (2008) en de pre-gemiddelde gerealiseerde variantie schatter van Jacod, Li,
Mykland, Podolskij, and Vetter (2009). In onze analyse maken we gebruik van een
volledig gespecificeerd tijdreeks model voor zowel de rendementen als de gerealiseerde
maten voor volatiliteit. We gaan uit van een lineaire toestandsruimte voor de logaritme
van de gerealiseerde volatiliteit. Deze kan volgens Jensen’s ongelijkheid gezien kan
worden als een onzuivere en “hoge-ruis” schatter voor de log ge¨ıntegreerde variantie.
We maken gebruik van filter methoden voor het schatten van het latente log-volatiliteits
proces waarbij het ruis gee¨limineerd wordt.
We dragen bij aan de literatuur door te erkennen dat de afhankelijkheid tussen
dagelijkse rendementen en meetfouten van invloed is op de schatters van de parameters
in het model. We ontwikkelen een twee-staps schattingsmethode voor de parameters in
onze specificatie die dit probleem oplost. Deze methode is reken-technisch eenvoudig,
zelfs als het stochastische volatiliteit model niet-Gaussiaanse verdelingen en hefboom-
effecten voor de rendementen bevat. Wij voeren een uitgebreide empirische studie uit
voor het gerealiseerde SV model met behulp van gegevens voor negen aandelen van de
Dow Jones-index in de periode tussen 2001 en 2010. We vinden dat meetfouten tussen
de 24 % en 53 % van varianties van dagelijkse innovaties verklaren in schattingen van
de gerealiseerde “kernel” schatter en de pre-middeling gerealiseerde variantie schatter.
We laten verder zien dat het filteren van tijdreeksen leidt tot substantiele reducties
in de variantie van de log-volatiliteits ramingen. We kunnen ook concluderen dat de
precisie van de voorspellingen berekend door ons model significant hoger is dan die van
een aantal recent ontwikkelde alternatieve modellen.
In Hoofdstuk 4 onderzoeken we of voorspellingen van parameter-gestuurde modellen
met tijdsvarie¨rende parameters nauwkeuriger zijn dan die van waarneming-gestuurde
modellen. We onderzoeken dynamische modellen voor discrete data, voor intensiteiten,
voor wachttijden, voor volatiliteit en voor copula functies. In deze studie worden ook
modellen opgenomen die niet eerder zijn bestudeerd in de literatuur. In een uitge-
breide simulatie studie vinden we dat waarneming-gestuurde gegeneraliseerde autore-
gressieve score (GAS) modellen gelijke voorspelnauwkeurigheden hebben als parameter-
gestuurde modellen. In de meerderheid van gevallen zijn verschillen in de gemiddelde
kwadratische fout minder dan 1%, zodat de verzameling van nauwkeurigheden van
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modellen (als in Hansen, Lunde, and Nason 2011b) een laag onderscheidend vermogen
kunnen geven voor de vergelijking van twee alternatieve modellen. We vinden ook dat
GAS modellen beter presteren dan de meer bekende waarneming-gestuurde modellen
uit de literatuur in termen van voorspelnauwkeurigheid. Deze resultaten tonen het
belang van de waarneming-gestuurde GAS modellen die gelijk zijn in flexibiliteit en
voorspelnauwkeurigheid als parameter-gestuurde modellen, terwijl de GAS modellen
minder complex en minder computer-intensief zijn.
In Hoofdstuk 5 keren we terug naar de nieuwe methodologische ontwikkelingen
van Hoofdstuk 2. We ontwikkelen een nieuwe simulatie methode voor het berekenen
van de aannemelijkheidsfunctie van de eerder geintroduceerde niet-lineaire en niet-
Gaussiaanse toestandsruimte modellen met meerdere tijdsvarie¨rende parameters. De
simulatie methode is gebaseerd op een nauwkeurige model-benadering (zowel lineair
als Gaussiaans) waarmee we de aannemelijkheidsfunctie evalueren op basis van het
oplossen van een laag-dimensionele integraal via een quasi-simulatie methode. Verder
leiden we nieuwe resultaten af die complexe berekeningen substantieel vereenvoudigen
tot een functie die slechts afhangt van de tijdsvarie¨rende parameters in het model.
We illustreren de effectiviteit van deze nieuwe methoden aan de hand van een reeks
van complexe modellen die we inzetten voor een aantal simulatie studies en een aantal
data illustraties. We concentreren ons op de stochastische volatiliteitsmodellen met
hefboom effecten en niet-Gaussiaanse storingen alsmede multivariate extensies van deze
modellen. Onze resultaten laten zien dat we 95% reducties in de variantie van de
schattingen van de aannemelijkheidsfunctie behalen wanneer we deze afzetten tegen
een standaard simulatie methode. Ten slotte, we tonen ook aan dat de simulatie
fouten van parameter schattingen klein zijn in de praktijk. Deze bevindingen blijven
geldig als de tijdreeksdimensie groter wordt.
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