Aiming at the shortcomings of the traditional face detection algorithm, in this paper, the author used the convolution neural network model of the deep learning method, and designed the face detector based on the selective search strategy and the improved Alexnet convolution neural network. Experiments showed that the detector can better carry out the positioning of the facial features, improve the detection rate, reduce the missed detection rate.
INTRODUCTION
Face detection is the key technology in face recognition and analysis research field. It is a prerequisite and a breakthrough for other face-related issues. Adaboost [1] algorithm is an effective method of traditional face detection, and the algorithm has been successfully applied to license plate detection and other fields, but there is still much to be perfect. In recent years, due to the deep learning [2] with automatic learning and continuous learning ability, it has been successfully applied to image recognition and analysis [3] , speech recognition and natural language processing and many other fields, and have brought a lot of significant improvements. We used the deep learning method to research on the face detection, and designed the face detector based on the selective search method and the improved Alexnet network to improve the face detection effect.
DEEP LEARNING Basic Concept
Deep learning is essentially an advanced artificial neural network [4] . The framework of the current deep learning algorithm is mostly based on deep neural networks.
The following are commonly used models or methods of deep learning [5] : Autoencoder, Sparse Coding, Restricted Boltzmann Machine (RBM), Convolution Neural Network (CNN).
Convolution Neural Network
Convolution Neural Network is a multi-layer neural network [6] , generally include input layer, convolution layer, pooling layer, the fully connected layer, output layer [7] . Convolution layer calculation: use some filters ij k that can learn parameters to convolution calculate the input original images or the pooling layer output feature map images, and then add the biases b
x , the calculation of the convolution layer is completed. Suppose l j X is used to represent convolution results, the l-1 layer is the S layer,
is the i-th feature map, the l layer is C convolution layer, the formula is as follows:
k is a two-layer filter (kernals), l j b is the bias corresponding to the j-th unit of the l layer, f is a non-linear activation function, usually a Sigmoid transformation or a RELU activation function; j M is the number of S layer features corresponding to the j-th unit of the l layer, * represents two-dimensional convolution.
The pooling operation includes maximum pooling and average pooling, and some algorithms perform a non-linear transformation after pooling the sampling layer, such as sigmoid transformation. The formula for averaging pooling is as follows:
down is a function of down-sampling based on the factor of 
FACE DETECTION Selective Search Algorithm
The target detection method based on deep learning can be roughly divided into two factions [8] : the first is based on the Region Proposal, such as R-CNN, SPP-net, Fast R-CNN, Faster R-CNN, R-FCN, etc. The second is an End-to-End approach that does not require a regional nomination, such as YOLO, SSD, etc.
The first step in target detection based on the Region Proposal is to do a regional nomination, The ways of Region Proposal are as follows: a) Slide the window. Slide the window is fundamentally exhaustive, this method will produce a lot of redundant candidate regions and high complexity, in practical applications is not feasible. b) Rule Block. Similar to exhaustive methods, but only by fixed size and aspect ratio, in some specific application scenarios which are very effective. c) Selective Search [7] . The selective search method uses the redundancy of the redundant candidate regions to merge the adjacent overlapping regions from bottom to top. Thereby reducing the redundancy, so we used a selective search algorithm to recommend the target area for this study. The recommended process for the target region using the selective search strategy is as follows [9] : the similarity between adjacent sub-regions is obtained by calculating the similarity between sub-regions of the initial image, and then the two regions with the greatest similarity are combined, through multiple iterations, finally, a number of target regions are obtained. Figure 1 shows the specific algorithmic details of the selective search. As can be seen from Figure 1 , R is the region after combined. Thereby reducing the number of redundant areas and improve the accuracy.
The similarity calculation strategy in this algorithm is the key to continuing the recall rate.
In this paper, the similarity calculation is based on Perceptual Hash Algorithm: the image is reduced to 8x8 size, a total of 64 pixels, and converted into gray scale images. Calculate the gray scale of all 64 pixels, and the gray value of each pixel is compared with the average; greater than or equal to the average, recorded as 1, less than the average, recorded as 0, combine the results together to form a 64-bit integer, that is, the 64-dimensional Hash features of the image. The distance between two sub-images is calculated by Hamming distance, and the smaller the Hamming distance is, the larger the similarity is. The Hamming distance (
of the Hash features
XY , is calculated as follows: 
Improved Alexnet Network
Alexnet is a typical convolution neural network. It consists of a 5-layer convolution layer, max-pooling layer followed behind of some convolution layer, 2 fully connected layers, and softmax output layer [10] . The structure of Alexnet network is shown in Figure 2 . The last layer of softmax output layer has 1000 neuron nodes. Each node corresponds to a category in the ImageNet data set, which can be modified for any number of categories that match its own data set. In this paper, the Alexnet network output layer node to two, to adapt to the face detection of the two classification tasks.
Face Detection Based on Selective Search and Improved Alexnet Network
In this paper, face detection is performed on the face images in a complex background with the selective search algorithm and the improved Alexnet convolution neural network. The model is shown in Figure 3 . The specific algorithm steps are as follows: a) Using the selective search algorithm to find the face candidate window existing in the image to be detected; b) The image in the candidate window searched in step (1) is normalized to a size of 227 * 227; c) Training Alexnet convolution neural network, the normalized image in step (2) as input, along the network forward propagation one time, calculate the output of the network, the candidate window which he probability value is greater than the threshold of 0.95 as face. d) Non-maximum suppression (NMS) is used to obtain the final face position information. That is, the coordinate value of the face rectangle frame. 
EXPERIMENTAL RESULTS AND ANALYSIS Experimental Sample and Sample Set
Training Alexnet networks requires a lot of positive and negative samples, positive samples refer to facial images, negative samples that do not contain the face of the image. We chose to cut the 10,000 face pictures in the AFLW dataset and the Caltech_10k_Web Faces database to make face samples, including faces under different conditions, such as different light, gestures and expressions, etc., part of the positive sample image shown in Figure 4 . Non-human face negative samples are collected in two ways: First, the use of different scales of sliding window scan Caltech_10k_Web Faces data set part of the image and in accordance with the IOU <0.3 rules intercept the picture; the second is to select the scene classification data set SUN Database in the daily life scene images, two ways to collect a total of 10,000 negative samples.
The positive and negative samples were rotated, mirrored transform data set to amplification operation and enhanced training set of 80,000. Normalize the positive and negative sample scale to 227 * 227 sizes. After shuffling operation, 90% of the training set is randomly selected as the training sample set and the remaining 10% is used as the verification sample set.
Experimental Results
Use the above experimental samples and sample, to achieve the input image is the face or non-human face of the two categories. Experiments show that, after the iteration of the Alexnet network model 100,000 times, the classification accuracy rate of 99.02%, this result can meet the face detection requirements. 
Validation of Validity
In order to verify the validity of the algorithm, we compare it with Open CV embedded AdaBoost + harr face detection method. The verification results are as follows: As can be seen from TABLE I, the algorithm based on the convolution neural network has a higher detection rate and lower false detection rate than traditional face detection algorithm. As can be seen from Figure 5 . This algorithm in the actual scene detection effect is better. 
CONCLUSIONS
In this paper, the author used the deep learning method and the convolution neural network model for face detection, which can be better for facial landmark localization. The author designed a face detector based on selective search strategy and improved Alexnet convolution neural network. It is proved that the algorithm can extract the eigenvector of the face image more accurately, thus improving the detection rate.
