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here are compared with those of Basson, Breuer, and Pink, and it is shown 
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’n Ruimte LrN van Drinfeld-modules van rang r ≥ 1 met vlakstruktuur, of 
anders gestel roosters van rang r met vlakstruktuur, word bekendgestel, en 
die irreduseerbare komponente daarvan en groepsaksies daarop word onder-
soek. ’n Metriek word op hierdie ruimte gedefinieer, die voltooiing daarvan 




en die bogenoemde groepsaksies word uitgebrei tot die voltooiing. ’n Ontbinding van die voltooiing in verskeie kleiner ruimtes LsN is 
bewys. Drinfeld-modulêre vorms word gedefinieer as homogene holomorfiese 




, en die bogenoemde groepsaksies word uitgebrei tot op aksies op die ruimtes van modulêre vorms. 
Laastens word die modulêre vorms wat hier gedefinieer word, vergelyk met 
dié van Basson, Breuer en Pink, en dit word aangetoon dat die spitsvorms 
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In the beginning, Drinfeld defined what he called elliptic modules to prove a
special case of the Langlands conjecture for GL2 over function fields [Dri|en].
These modules are now called Drinfeld modules, and are similar to elliptic
curves, although they have arbitrarily high rank r ∈ N. In particular, Drinfeld
constructed a moduli space of Drinfeld modules of rank r with level structure
both as an algebraic variety and analytically as a double quotient of an
r − 1-dimensional space Ωr, which is a rigid analytic space over a field C∞ of
positive characteristic.
There is, however, a natural definition of a Drinfeld modular form on Ωr with
values in C∞ as given by Goss in [Gos80]; these can be defined algebraically
à la Katz [Kat73] and analytically in analogy with classical modular forms,
with Ωr playing the role of the complex upper half plane.
In the case of rank 2, these modular forms are functions of one variable and
are in closest analogy with classical modular forms, which only exist in rank 2.
The bulk of the study of Drinfeld modular forms has thus focused on this case;
for surveys of the developments in this area, see [Ge|DMC; Cor97a; Gek99].
In arbitrary rank, the next development was due to Kapranov [Kap|en] who
constructed a compactification of the moduli variety of Drinfeld Fq[T ]-modules
with level structure, which he used to prove finite dimensionality of the space
of Drinfeld modular forms of any particular weight, as in [Gos92].
More recently, Basson, Breuer, and Pink wrote a series of papers [BBP1;
BBP2; BBP3] establishing a theory of modular forms of arbitrary rank,
building on the papers [Pin13; BR09; Bas17; BB17] and Basson’s PhD thesis
[Bas14], and followed by Pink’s [Pin19]. In parallel, Gekeler has developed a
theory of modular forms of arbitrary rank for the case of the simplest base ring
Fq[T ] in the series [GHR|1; GHR|2; GHR|3; GHR|4], where the connection
with the Bruhat-Tits building BT is greatly used.
For a more detailed discussion of the history of Drinfeld modular forms of





In the classical case of modular forms, the simplest case is that of Eisenstein
series. For a lattice Λ = Zω1 +Zω2 ⊂ C and integer k > 2, the kth Eisenstein










This series is most conceptually simply viewed as a homogeneous function
of lattices, which is holomorphic in a suitable sense. However, it is most
often normalised in the literature to ω2 = 1 using the homogeneity property,
resulting in a function of one complex variable ω1, which can then be studied
using the well developed theory of complex functions. The homogeneity
condition then transforms into a restriction of the behaviour of this function
of one variable under the action of GL2(Z).
In the case of the Drinfeld ‘upper half plane’, we can have lattices of arbitrarily
high rank r:
Λ = Aω1 + Aω2 + · · ·+ Aωr.
Eisenstein series and other modular forms can be defined similarly as functions
of lattices, but if we normalise to make the last component ωr = 1 as before,
we have a function of r − 1 variables, which is not as easily dealt with as the
case r = 2. Other work that has been done on Drinfeld modules of higher
rank (such as [BBP1; BBP2; BBP3] and [GHR|1; GHR|2; GHR|3; GHR|4])
has been done from this perspective of functions of r − 1 variables, whereas
this thesis investigates modular forms as functions on the space of lattices.
As it is not as easily seen that the space of lattices can be given rigid analytic
structure (so that one can reasonable speak of a holomorphic or analytic
function on such a space), we first link this space to earlier work to carry over
rigid analyticity proven there into our setting.∗
This viewpoint yields some unexpected rewards:
• We define our modular forms of higher rank in a relatively ‘low-tech’
way, i.e. largely avoiding the use of modern algebraic geometry. Also,
our final result Theorem 5.57 shows that our cusp forms are the same
as those defined in other more ‘high-tech’ work. This may help those
∗Unfortunately we were not able as of writing this thesis to prove that the space of
lattices can be given rigid analytic structure in an intrinsic way, so we use a bijection with
another space which is more easily given rigid analytic structure to accomplish this goal.
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who wish to enter and make progress in this field without experience in
algebraic geometry.
• We also find actions of the group J (A) of fractional ideals of A and the
general linear group GLr(A/N) for N an ideal of A on the spaces of
modular forms of rank r. The latter action subsumes that of GLr(A),
which specialises to the subgroup of GLr(A/N) with determinant in the
base field Fq, and that of (A/N)×, being the Galois group of the field
F (ζN) of F with N -division points of the Carlitz module adjoined.
Outline of the thesis
In Chapter 1, we present an abridged introduction to Drinfeld modules (with
and without level structure), presenting only the results necessary in later
chapters. Similarly, in Chapter 2 we present an abridged introduction to
lattices (with and without level structure), and also introduce the exponential
function associated to a lattice, of which we prove some analytic properties.
In Chapter 3 we first present the well-known equivalence between lattices
and Drinfeld modules, as well as their level structures. We then also present
the realisation of the moduli space of lattices of rank r with level structure
as a double quotient involving the Drinfeld period domain Ωr and the ring
of finite adeles AfinF originally proven by Drinfeld; we use this to derive a
similar realisation for the space of lattices with level structure itself. We then
investigate the decomposition of these spaces into irreducible components
as detailed by Hubschmid, extending some results about the identification
of these components, especially the ‘identity component’, and counting the
number of components of each rank. In the final two sections of this chapter





integers and the group
(
AfinF
)× of invertible adeles on our spaces, which we
specialise to their quotient actions of GLr(A/N), for N an ideal of A, and
J (A), the group of A-fractional ideals of F .
In Chapter 4, we first introduce metrics on the spaces of lattices with and
without level structure and investigate their completions, as well as those
of their irreducible components. Then we characterise these completions as
unions of similar spaces of smaller rank, and also extend the group actions of
GLr(A/N) and J (A) defined earlier to these completions.
In Chapter 5, we first define weak and strong modular forms and cusp forms
as homogeneous functions on the spaces of lattices with and without level
structure, as well as the algebras consisting of these functions, and carry over
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the aforementioned group actions to actions on these spaces of modular forms.
We then list some examples of modular forms and detail their behaviour
under the above group actions. Finally we investigate the relation between
our modular forms and those defined by Basson, Breuer, and Pink, showing
our modular forms to be a large subset of theirs.
Finally, in Chapter 6 we present some closing remarks, including possible
extensions to this work.
Notation
Throughout this thesis, we will make use of the following notation:
∑′,min′ A prime (′) used to denote a sum, product, minimum etc. over
the nonzero elements of an index set.
#(S) The cardinality of a set S, also denoted #S.
t,
⊔
Disjoint union of sets.
X − Y The complement of a set Y in a set X.
⊆, ⊂ The subset and proper subset relations between sets, respectively.
f−1(y) The compositional inverse of a function.
f(x)−1 The reciprocal of a function, 1/f(x).
dM(z, S) For a metric space M with z ∈M and S ⊆M ,
dM(z, S) := inf
s∈S
dM(z, s).
The subscript M in dM may be omitted if there is no ambiguity.
dM(S1, S2) For subsets S1, S2 ⊆M of a metric space M ,




∂ S The boundary of a subset S of a topological space.
R× The multiplicative group of invertible elements of a ring R.
(a)R The principal ideal generated by an element a of a ring R, denoted
by (a) if there is no ambiguity.
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≡N The equivalence relation modulo N for an ideal N of a ring R.
For an element a of R, the equivalence relation ≡a is defined to
be the same as the equivalence relation ≡(a).
N The set of positive integers.
N0 The set of nonnegative integers.
Z The ring of integers.
Fg The finite field of cardinality g for g a prime power.
Pl(k) The l-dimensional projective space over a field k.
F A fixed global function field.
p The characteristic of F , a prime number.
q The cardinality of the field of constants of F , a power of p.
∞ A fixed place of F .
δ The degree of ∞.
A The ring of elements of F which are regular away from ∞.
J (A) The abelian group of fractional ideals of A.
J≥0(A) The monoid of ideals of A. The notation (A) may be omitted
from this and the previous item if not necessary.
Cl(F ) The ideal class group of F .
Ap, Fp The completions of A and F respectively at the prime p.
Â The profinite completion of A, isomorphic to the product
∏
p 6=∞Ap.




Fp where each element (xp)p has xp ∈ Ap
for almost all p.
vp The valuation associated to p on A, F , Ap, Fp, Â and AfinF .
π A fixed uniformising parameter for F at ∞.
deg The degree function on F determined by deg π = −δ.
|·| The absolute value defined by |x| := qdeg x on F and the corres-
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ponding unique extension to F∞ and C∞.
For nonzero a ∈ A, |a| = #(A/(a)), and for an ideal N of A,
|N | = #(A/N).
For a subset S of C∞, |S| := {|s| | s ∈ S}.
F∞ The completion of F with respect to the metric induced by the
absolute value |·|, or equivalently the ∞-adic completion of F ;
isomorphic to Fqδ((π)).
C∞ The (metric) completion of an algebraic closure of F∞.
ξ A fixed nonzero element of C∞.
r A positive integer, called the rank.
V The space of all strongly discrete Fq-sub-vector spaces of C∞.
Lr,L≤r The Drinfeld lattice domain of ranks r and ≤ r; the spaces of
lattices (A-submodules of finite rank) in C∞ of rank r and ≤ r,
respectively.
LrN The space of lattices in C∞ of rank r with level N structure.
←−
LrN The space of lattices in C∞ of rank at most r with r-inverse level
N structure, defined in Definition 4.19.
Ωr The Drinfeld period domain of rank r:{
(ω1 : ω2 : · · · : ωr) ∈ Pr−1(C∞)
∣∣ ω1, . . . , ωr are F∞-lin.indep.},
considered as homogeneous row vectors or equivalently as equival-
ence classes of F -linear embeddings ω : F r ↪→ C∞ under scaling
by C×∞ where the images of the unit vectors in F r are F∞-linearly
independent.
Ψr The homogeneous Drinfeld period domain of rank r:
{(ψ1, ψ2, . . . , ψr) ∈ Cr∞ | ψ1, . . . , ψr are F∞-lin.indep.},
considered as row vectors or equivalently as F -linear embeddings
ψ : F r ↪→ C∞ where the images of the unit vectors in F r are
F∞-linearly independent.
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Drinfeld modules
1.1 Definition. We denote by EndFq(C∞) the ring of Fq-linear endomorphisms
of C∞, with addition defined pointwise and multiplication defined as function
composition. As a special element, we consider the Frobenius endomorphism:
τ ∈ EndFq(C∞), X 7→ Xq,
and we also consider the subring of EndFq(C∞) generated over C∞ by τ ,
which we denote as C∞{τ}, and a superring of that, the ring of formal power
series in τ with coefficients in C∞, which we denote by C∞{{τ}}.







qi); we then define D(f) = l0 (i.e. the ‘constant
term’ of f) and l(f) = ldeg f for f ∈ C∞{τ} (i.e. the ‘leading coefficient’ of f).
This D : C∞{{τ}} → C∞ is a ring homomorphism.
1.2 Definition. A Drinfeld module of rank r ≥ 0 is a ring homomorphism
φ : A→ C∞{τ}, a 7→ φa
such that for each a ∈ A, both
• degτ φa = r · deg a (here degτ φa denotes the degree of φa in τ), and
• D(φa) = a.
For two Drinfeld modules φ and ϕ of rank r, a morphism u : φ → ϕ is an







commutes for each a ∈ A. A category of Drinfeld modules of rank r is thus
formed in the natural way.
1
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Note that since τ is Fq-linear, so is each φa for a Drinfeld module φ. Hence
each f ∈ F×q is an automorphism of any Drinfeld module φ.
Also, the only Drinfeld module of rank r = 0 is the ‘trivial’ φa(X) = aX for
all a ∈ A.
. . . with level structure
As before, each f ∈ F×q is an automorphism of Drinfeld modules, considered
as an element of C∞{τ}. However, some Drinfeld modules have nontrivial
automorphisms (see the next chapter for an example). This is a problem since
there is then no fine moduli space of Drinfeld modules, so we augment Drinfeld
modules with level structure to remove these nontrivial automorphisms.
1.4 Definition. Let φ be a Drinfeld module. For an element a ∈ A, we define




For a1, a2 ∈ A, if a1 | a2 then a2 = b · a1 for b ∈ A; thus φa2 = φb ◦ φa1 , and
so φ[a1] = kerφa1 ⊆ kerφa2 = φ[a2]. So φ[(a)] = φ[a], and the two parts of
this definition agree.
1.5 Proposition. φ[N ] has the structure of an A/N-module, defined by
a · z = φa(z) for a ∈ A and z ∈ φ[N ].
Proof. We must show that for any a ∈ A,
a) the map z 7→ φa(z) sends elements of φ[N ] into φ[N ], and
b) the value φa(z) depends only on the class of a modulo N .
Here are the proofs of these statements:
a) For b ∈ N and z ∈ φ[N ], φb(φa(z)) = φab(z) = φa(φb(z)) = 0.
b) If a1 ≡N a2 and z ∈ φ[N ], then φa1−a2(z) = 0, so φa1(z) = φa2(z).
It is proven later that φ[N ] is isomorphic to (N−1/A)r as an A/N -module.
1.6 Definition. For an ideal N of A, a level N structure for a Drinfeld module




)r ∼−→ φ[N ].
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1.7 Definition. We define the category of Drinfeld modules with level structure,
where a morphism u : (φ, β) → (ϕ, β′) is an element of C∞{τ} such that
uφa = ϕau for all a ∈ A and u ◦ β = β′. In other words, Diagram 1.3











With this definition of the category of Drinfeld modules with level structure,
we finally have no more nontrivial automorphisms, as shown by the following
proposition and corollary. However, in order to prove these results we will
need some results from Chapter 3.
1.9 Proposition. If u : (φ1, β1) → (φ2, β2) ∈ C∞{τ} is an isomorphism of
Drinfeld modules with level N structure, then u ∈ C∞ and uβ1 = β2.
Proof. Let (Λ1, α1) and (Λ2, α2) be the lattices with level structure corres-
ponding to (φ1, β1) and (φ2, β2) respectively, with u′ ∈ C∞ the corresponding
isomorphism of lattices with level N structure. Then by Proposition 2.11,
u′Λ1 = Λ2 and u′α1 = α2. Translating back to Drinfeld modules, we see that
by Proposition 3.1 and Proposition 2.15, u′φ1,a = φ2,au′ for each a ∈ A and
u′β1 = β2; in other words, u = u′ is an element of C∞ satisfying the desired
conditions.
1.10 Corollary. If u : (φ, β) → (φ, β) is an automorphism of Drinfeld modules
with level, then u = 1 (the identity morphism).
Proof. See Corollary 2.13.
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Lattices
2.1 Definition. An A-submodule Λ ⊂ C∞ is called a lattice if and only if
1. Λ is finitely generated as an A-module, and
2. Λ is strongly discrete as a subset of C∞ (i.e. any finite ball in C∞ has
finite intersection with Λ.)
The rank of Λ is its rank as a finitely generated torsion-free (or equivalently
finitely generated projective) submodule of C∞, the set of lattices of rank r
is denoted Lr, the set of lattices of rank ≤ r is denoted L≤r, and the set of
all lattices is denoted L.
2.2 Definition. A prelattice is a strongly discrete Fq-sub-vector space of C∞.
Since A is an Fq-vector space, any lattice is a prelattice.
2.3 Since A is a Dedekind domain, we have from [Go|Bas, Section 4.3] that if Λ is
a lattice of rank r ≥ 1, then there is an A-module isomorphism Λ ' Ar−1 ⊕ I
where I is a nonzero ideal of A. In other words, there are ω1, ω2, . . . , ωr ∈ C∞
such that Λ = Aω1 + Aω2 + · · · + Aωr−1 + Iωr and the ωi are F -linearly
independent, since F is the fraction field of A. In fact, since Λ is strongly
discrete, we must have that the ωi are F∞-linearly independent.
2.4 Definition. A morphism c : Λ1 → Λ2 between two lattices of the same rank
is an element c ∈ C∞ such that cΛ1 ⊆ Λ2. The category of lattices is then
defined in the natural way.
2.5 Note that for a morphism c : Λ1 → Λ2 to have an inverse morphism c′ in
this category, we must have that cc′ = 1 and cΛ1 ⊆ Λ2 and c′Λ2 ⊆ Λ1 (or
equivalently Λ2 ⊆ cΛ1); thus Λ2 = cΛ1.
Every lattice has F×q as a set of trivial automorphisms, but we also see
that some special lattices have nontrivial automorphisms; for example, if
4
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f ∈ Fq2−Fq ⊂ C∞, then A+fA is a rank 2 lattice with f as an automorphism,
since f satisfies a quadratic equation with coefficients in Fq ⊂ A.
. . . with level structure
For this section, we let N be a fixed nonzero proper ideal of A.
2.6 Note that if c : Λ1 → Λ2 is a nonzero morphism of lattices, then since cΛ1 and
Λ2 have the same rank, Λ2/cΛ1 is a finite A-module. Also, for any nonzero
a ∈ A and lattice Λ, a is a morphism from Λ to itself.
Moreover, if Λ has rank r, then by [Go|Bas, p. 67] we have that




is a finite A/(a)-module, and more generally if N is a nonzero ideal of A then




is a free finite A/N -module. We can thus make the following






2.8 Proposition. Every lattice of rank r has exactly #GLr(A/N) level N struc-
tures.
Proof. Given Paragraph 2.6, we see that Λ possesses a level N structure. In
fact, γ ∈ GLr(A/N) acts from the right on the set of level N structures of Λ
by α γ7→ α ◦ γ. Also, for any two level N structures α1 and α2, α−11 ◦ α2 is an
A/N -module automorphism of N−1/A, and hence an element of GLr(A/N).
Hence the group acts transitively. Finally, if α = α ◦ γ, then since α is a
bijection it follows that γ = 1. The result follows.
2.9 Definition. A morphism c : (Λ1, α1)→ (Λ2, α2) between two pairs of a lattice
of rank r with associated level N structure is an element c ∈ C∞ such that
Stellenbosch University https://scholar.sun.ac.za
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Note that since the sets in the above diagram are finite, if we have such a
morphism then the map on the right, induced from the inclusion of cΛ1 in
Λ2, should also be a bijection. For this to be the case, we must have that if
λ ∈ cΛ1 is not in cNΛ1, then it is not in NΛ2; i.e. NΛ2 ∩ cΛ1 ⊆ cNΛ1. The
reverse inclusion is apparent, so we must in fact have equality.
In contrast to the situation without level structure, here we have no nontrivial
automorphisms:
2.11 Proposition. If c : (Λ1, α1)
∼−→ (Λ2, α2) is an isomorphism of lattices with
level N structure, then cΛ1 = Λ2 and cα1 = α2, with c considered as an
element of C∞.











where the map on the right is the identity since cΛ1 = Λ2. Hence cα1 = α2.
2.13 Corollary. If c : (Λ, α) ∼−→ (Λ, α) is an automorphism of lattices with level
N structure, then c is the identity morphism.
Proof. By Proposition 2.11, cΛ = Λ and so considering the smallest element
of Λ we see that |c| = 1, whence |c− 1| ≤ max{|c|, |1|} = 1. In this situation
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from which we can see that multiplication by c is the identity map on N−1Λ/Λ.
So multiplication by c − 1 sends N−1Λ/Λ to zero; i.e. (c − 1)N−1Λ ⊆ Λ or
(c− 1)Λ ⊆ NΛ ⊂ Λ, the latter inclusion being strict since N is a proper ideal.
Now let z0 ∈ Λ − (c − 1)Λ, and let M = {λ ∈ Λ | |λ| ≤ |z0|} 3 z0, which is
finite since Λ is strongly discrete. If c− 1 6= 0, then
#M > #{λ ∈ (c− 1)Λ | |λ| ≤ |z0|} = #{λ ∈ Λ | |λ| ≤ |z0|/|c− 1|}
≥ #{λ ∈ Λ | |λ| ≤ |z0|} = #M,
a contradiction. Thus c = 1.
By Proposition 2.11 we see that in the set of all lattices of rank r with level
N structure, the isomorphism classes are each bijective to C×∞ and are the
orbits of the action of C×∞ where c · (Λ, α) = (cΛ, cα).
(Pre-)Lattice-associated functions
There is also a special function in EndFq(C∞) associated to each prelattice
(i.e. strongly discrete Fq-sub-vector space of C∞; in particular, to each lattice),
as follows:
2.14 Definition. For a prelattice Λ, the exponential function is








The above product converges as |λ| → ∞ if Λ is infinite, since Λ is strongly
discrete.
We collect the following properties of eΛ, which we refrain from proving; for
proofs, see [Go|Bas, Section 4.3; Ge|DMC, Section 2.2; BBP1, Chapter 2].
2.15 Proposition.
1. If Λ is finite, then eΛ is a polynomial.
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5. eΛ is Fq-linear.
6. For c ∈ C∞, ecΛ(cz) = c · eΛ(z).






8. If Λ1 ⊆ Λ2, then eΛ1(Λ2) is also a prelattice, and
eΛ2(z) = eeΛ1 (Λ2)(eΛ1(z)).
The following property of eΛ concerns its behaviour ‘at infinity’:
2.16 Proposition. For variable z ∈ C∞ and a prelattice Λ,
d(z,Λ)→∞ ⇐⇒ |eΛ(z)| → ∞.
Proof. For the forward direction, let d(z,Λ) = M ; then |z − λ| ≥ M for all
λ ∈ Λ, and there is a λ0 ∈ Λ such that |z − λ0| = M since Λ is strongly
discrete. Then
|eΛ(z)| = |eΛ(z − λ0)| = |z − λ0| ·
∏′
λ∈Λ
∣∣∣∣1− z − λ0λ
∣∣∣∣













Thus |eΛ(z)| → ∞ as d(z,Λ)→∞, proving our forward claim.
For the backwards direction we instead prove the contrapositive; that if d(z,Λ)
is bounded, then so is |eΛ(z)|. To this end, as before let d(z,Λ) = m and
λ0 ∈ Λ be such that |z − λ0| = m. Then eΛ(z) = eΛ(z − λ0); but since eΛ is
entire, it is bounded on bounded sets, and so eΛ(z − λ0) is bounded which
proves the claim.
2.17 Corollary. Let Λ1 ⊆ Λ2 be prelattices. Then for a variable z ∈ C∞,
d(z,Λ2)→∞ ⇐⇒ d(eΛ1(z), eΛ1(Λ2))→∞.
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Proof. By Proposition 2.15, eΛ2(z) = eeΛ1 (Λ2)(eΛ1(z)). So by Proposition 2.16,
d(z,Λ2)→∞ ⇐⇒ |eΛ2(z)| → ∞ ⇐⇒
∣∣eeΛ1 (Λ2)(eΛ1(z))∣∣→∞
⇐⇒ d(eΛ1(z), eΛ1(Λ2))→∞.
The following property instead concerns the behaviour of eΛ close to zero:
2.18 Proposition. Let Λ be a prelattice with min′λ∈Λ|λ| = R. Then for |z| < R,
|eΛ(z)− z| ≤ |z|qR1−q.
Proof. We will use the following partial fraction decomposition, which can be








Recall that 1/eΛ(z) =
∑






























∣∣∣∣ 1eΛ(z) − 1z




Since |1/z| > |z|q−2/Rq−1, we have |1/eΛ(z)| = |1/z| and so |eΛ(z)| = |z|.
The previous calculation then concludes as desired:
|eΛ(z)− z| =
∣∣eΛ(z)∣∣|z|∣∣∣∣ 1eΛ(z) − 1z
∣∣∣∣ ≤ |eΛ(z)||z|q−1R1−q = |z|qR1−q
The following properties are valid for Λ a lattice (i.e. in addition to being a
prelattice, also being an A-module of finite rank):
2.19 Proposition.
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Proof. We prove the first assertion; the second can be proven similarly. For























































































The assertion is thus true for all z ∈ C∞ by continuity.
2.20 Since eΛ, being entire, is surjective, and eΛ(a) = eΛ(b) ⇐⇒ eΛ(a − b) =
0 ⇐⇒ a− b ∈ Λ, we see that eΛ is a bijection between C∞/Λ and C∞. We
will thus use the same notation eΛ(λ) both for λ ∈ C∞ and for λ ∈ C∞/Λ.
Stellenbosch University https://scholar.sun.ac.za
3 Lattices and Drinfeld modules
Equivalence between lattices and Drinfeld mod-
ules
In the previous two chapters, we introduced Drinfeld modules and lattices.
As it turns out, these two concepts are intimately connected. Firstly, from
each lattice we can construct an associated Drinfeld module:
3.1 Proposition. If Λ is a lattice of rank r, then φΛ defined as follows is a
Drinfeld module:















Proof. By Proposition 2.19, putting X = eΛ(z) we see that







= eΛ(a · z).
Thus for a, b ∈ A,
φΛa (eΛ(z)) + φ
Λ
b (eΛ(z)) = eΛ(a · z) + eΛ(b · z) = eΛ((a+ b) · z) = φΛa+b(eΛ(z));
hence φΛa + φΛb = φΛa+b since eΛ is surjective. Similarly, φΛa ◦ φΛb = φΛab.
It is apparent that φΛ satisfies D(φΛa ) = a, and
degτ φ
Λ









= r · logq|a| = r · deg a.
A fundamental result is that, in fact, every Drinfeld module arises from a
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3.2 Theorem. Let φ be a Drinfeld module of rank r over C∞. Then there is a
lattice Λ = Λφ of rank r such that φ = φΛ. Moreover, the association φ 7→ Λφ
gives rise to an equivalence of categories between Drinfeld modules of rank r
and lattices of rank r.
There is also an equivalence in the definitions of level structure for Drinfeld
modules and lattices, as shown in the following propositions:








∣∣ λ ∈ N−1Λ/Λ} = eΛ(N−1Λ).
Proof. Follows from Proposition 3.1.
In Proposition 3.1, we see the Drinfeld module polynomial φΛa (X) associated
to a lattice Λ factorised as a product over a−1Λ/Λ. In the same way, we can
define Drinfeld module-associated polynomials for each ideal N ⊆ A:

















3.5 Proposition. For z ∈ C∞, φΛN(eΛ(z)) = eN−1Λ(z).
Proof. Apply Proposition 2.19.
3.6 Note that by Proposition 3.1 and Definition 3.4, the series of polynomials
φΛN(X) and φΛa (X) are related by φΛa (X) = a · φΛ(a)(X).
Note that above equivalence between lattices and Drinfeld modules also
extends to an equivalence between lattices with level structure and Drinfeld
modules with level structure, as follows:
3.7 Proposition. If (Λ, α) is a lattice of rank r with level N structure, then
(φΛ, eΛ ◦ α) is a Drinfeld module of rank r with level N structure.
Proof. For (Λ, α) a lattice of rank r with level N structure, by Proposition 3.3
we have that eΛ ◦ α is a bijection from (N−1/A)r to φ[N ]. Moreover, since
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for every λ ∈ N−1Λ/Λ and a ∈ A we have that φa(eΛ(λ)) = eΛ(aλ), the A-
module structures on each side agree, and hence the A/N -module structures
do too.
Thus GLr(A/N) acts from the right on the set of level N structures of a given
Drinfeld module in a similar way as in Proposition 2.8.














is the profinite completion of A and N is a proper ideal of A.
We consider the moduli space of isomorphism classes of Drinfeld modules with
level N structure, or equivalently of isomorphism classes of lattices with level
N structure. By [Dri|en, Section 6; Pin13, p. 5], there is an algebraic variety















ism class of Drinfeld modules associated to the lattice Λ = ω
(
F r ∩ gÂr
)∗ and
















Here, the left and right action of f ∈ GLr(F ) and k ∈ K(N) respectively on





f(ω, g)k = (ωf−1, fgk).
Also, Âr and F r are considered as sets of column vectors.
∗Here we consider ω ∈ Ωr as a map ω : Pr(F )→ C∞ in the obvious way.
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3.10 In [Dri|en], Drinfeld requires the level N to lie in two distinct maximal ideals
of A for his more general setting. Since we consider here Drinfeld modules
and lattices over C∞, we only require N to lie in one maximal ideal, as in
[Pin13, p. 3]. Hence we only require N 6= A.
3.11 Definition. A group Γ acts discontinuously on a separable rigid analytic
space Y if there is an index set I, an action of Γ on I, and an admissible
covering (Yi)i∈I of Y such that the following conditions are satisfied:
1. γYi = Yγi for i ∈ I, γ ∈ Γ
2. Γi := {γ ∈ Γ | γi = i} is finite for each i ∈ I.
3. If γ /∈ Γi then Yi ∩ Yγi = ∅. Moreover, if i, j ∈ I then Yj ∩ Yγi = ∅ for
all but finitely many γ ∈ Γ.
4. For each i ∈ I, the covering (Yγi)γ∈Γ of
⋃
γ∈Γ Yγi is admissible.
3.12 Proposition. If a group Γ acts discontinuously on a separable rigid analytic
space Y , then Γ\Y can be made into a separable rigid analytic space in such
a way that the projection πΓ,Y : Y  Γ\Y is a morphism of rigid analytic
spaces.
Proof. See [Dri|en, p. 582].
3.13 Drinfeld showed in [Dri|en], as did Schneider and Stuhler in [SS91, §1], that the
space Ωr can be endowed with the structure of a separable rigid analytic space.
Moreover, Drinfeld showed that any subgroup of GLr(F ) commensurable with
GLr(A) acts discontinuously on Ωr; thus by Proposition 3.12 the quotient
GLr(F )\Ωr can be given a derived rigid analytic structure. Thus the above





K(N) given the discrete topology.
3.14 The space LrN of lattices with level N structure has an action of C×∞, given
by scaling the lattice and the level structure, which is free by Corollary 2.13;
thus each fibre of the quotient LrN  LrN/C×∞ is isomorphic to C×∞. Moreover,
by Proposition 2.11 the space of isomorphism classes of lattices with level N
structure is the quotient LrN/C×∞ .
We can extend the isomorphism in Equation 3.9 to an isomorphism between
the set LrN and a related double quotient; but we will first define a rigid
analytic structure on the space Ψr which will take the place of Ωr:
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3.15 Definition. We let Hr be the set of all hyperplanes in Cr∞ which can be
defined with coefficients in F∞. Then we define the space




of all points in Cr∞ which do not lie on any F∞-rational hyperplane.
There is an obvious analogy between this space Ψr and the traditional Ωr,
the latter being formed by deleting all F∞-rational hyperplanes from Pr(C∞).
In fact, we use this analogy to define the rigid analytical structure on Ψr:
3.16 Proposition. There is a bijection
κ : Ωr × C×∞ ↪ Ψr
((ω1 : ω2 : . . . : ωr), ψr) 7→ (ω1, ω2, . . . , ωr) ·
ψr
ωr
(ψ1, ψ2, . . . , ψr) 7→((ψ1 : ψ2 : . . . : ψr), ψr)
Proof. That there are no F∞-rational relations on either side of the above
map is easy to see; in particular, ψr and ωr above are nonzero. By composing
the above given map and its supposed inverse (which are well defined), we
see that they are in fact inverses.
This bijection is equivalent to normalising Ωr so that the last component ωr
is equal to 1.
3.17 We thus define the rigid analytic structure on Ψr as the structure of the
product Ωr × C×∞, each of these being rigid analytic spaces.
There is a left and right action of f ∈ GLr(F ) and k ∈ K(N) respectively




, which extends that given in Paragraph 3.8, as
follows:
f(ψ, g)k := (ψf−1, fgk).
3.18 Proposition. The above action of f ∈ GLr(F ) and k ∈ K(N) respectively
























independent of the representative for ω chosen in Cr∞.
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Similarly to Paragraph 3.8 we then have a double quotient bijection for LrN :
3.19 Theorem. There is a bijection













lattice Λ = ψ
(
F r ∩ gÂr


















Proof. For f ∈ GLr(F ) and k ∈ K(N),(
ψf−1
)(








F r ∩ gÂr
)
,
so acting by GLr(F ) andK(N) leaves the lattice Λ = ψ
(
F r ∩ gÂr
)
unchanged.
Following the above commutative diagram, we see that the actions of GLr(F )
and K(N) also leave the level structure α unchanged, since k changes nothing
modulo N and the addition of f−1 on the right-hand map and f on the
bottom left map cancel. Hence the above map is well defined.
If we consider the actions of C×∞ on Ψr and LrN by scaling, their quotients
are Ωr and M rA,K(N)(C∞) respectively, each fibre being isomorphic to C×∞.














†Here we consider ψ ∈ Ψr ⊂ Cr∞ as a map F r → C∞ in the obvious way.
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) ∼−→ LrN .
3.21 Similarly to Drinfeld in [Dri|en] and Schneider and Stuhler in [SS91], we can
show that Ψr can be given rigid analytic structure, and by extension the








, and thus also for LrN , making
the bijection in Theorem 3.19 a rigid analytic isomorphism.
3.22 From the above, we see that the set LrN of all lattices of rank r with level N
structure can be given rigid analytic structure. From this we can induce rigid
analytic structure on the set Lr of lattices of rank r without level structure,
as follows:
3.23 Proposition. Lr can be given a rigid analytic structure induced from that of
LrN .
Proof. Consider the left action of GLr(A/N) (considered as automorphisms
of (N−1/A)r) on LrN defined by γ(Λ, α) = (Λ, α ◦ γ−1) for γ ∈ GLr(A/N).
This action is free since α and γ are bijections, and is transitive on the second
component of (Λ, α) while leaving the first unchanged; hence the quotient
GLr(A/N)\LrN is bijective with Lr. Now, using the result of Proposition 3.12,
since GLr(A/N) is finite it acts discontinuously on LrN and so its quotient Lr
has an induced rigid analytic structure.
Irreducible components of M rA,K(N)(C∞) and LrN
The rigid analytic space M rA,K(N)(C∞) decomposes into irreducible compon-
ents as in [Hub13, Proposition 2.1.3], given below. We call the corresponding
partition of LrN , induced from its quotient map onto M rA,K(N)(C∞), the irre-
ducible components of LrN .











K(N) , and set Γg = gK(N)g−1 ∩GLr(F ) for
g ∈ H. Then the map⊔
g∈H








[ω]g 7−→ [(ω, g)]
is a rigid analytic isomorphism which maps for each g ∈ H the quotient space
Γg\Ωr to an irreducible component of M rA,K(N)(C∞).
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Each Γg is an arithmetic subgroup of GLr(F ).
Here is the corresponding result for LrN :
3.25 Proposition. For H and Γg as in Proposition 3.24, the map⊔
g∈H








[ψ]g 7−→ [(ψ, g)]
is a rigid analytic isomorphism which maps for each g ∈ H the space Γg\Ψr
to an irreducible component of LrN . Here the action of f ∈ Γg ⊆ GLr(F ) on
ψ ∈ Ψr is as in Theorem 3.19, i.e. f · ψ = ψf−1.
Proof. Consider the action of C×∞ on Ψr, with quotient Ωr, each fibre of which
is isomorphic to C×∞; since this action of C×∞ commutes with the actions




, the bijection in Proposition 3.24 extends to the
bijection given above.
We include the following result from [Hub13, Definition 3.4.1, Proposition
3.4.2]:














[(ω, g)] 7→ [det g]
is surjective and the fibres are the irreducible components of M rA,K(N)(C∞).












[g] 7→ [det g].
We know the number of irreducible components by [Hub13, Corollary 3.4.5]:
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We can actually take the above count further as shown in Proposition 3.30:








Proof. Each x ∈ detK(N) has x ≡N 1, and conversely if x ∈ Â× ∩ (1 +NÂ)




, which viewed as an r× r matrix has x in the first entry, 1
along the rest of the diagonal and 0 elsewhere, has detx′ = x and is in K(N).
This proves the first equality.
For the second equality, note that
x = (xp)p ≡N 1 ⇐⇒ x− 1 ∈ NÂ
⇐⇒ x− 1 ∈ pvp(N)Â for each p | N
⇐⇒ xp − 1 ∈ (pAp)vp(N) for each p | N









[x, x ∈ A] 7→ [(x)p|N ∪ (1)p-N ]













together form a short exact sequence of abelian groups.
Proof. First we show that iN and πN are well defined and are injective and
surjective respectively. Note that vp(k) = 0 for all prime p and k ∈ detK(N).
iN : Let x, y ∈ A with x+N, y +N ∈ (A/N)×, noting that vp(x) = vp(y) = 0
for all p | N . Then for f ∈ F×q ,
x ≡ fy (mod N)
⇐⇒ x/fy ≡ 1 (mod N)
⇐⇒ x/fy ≡ 1 (mod pvp(N)) for all p | N
⇐⇒ ((x)p|N ∪ (1)p-N)/f((y)p|N ∪ (1)p-N) ∈ detK(N);
thus iN is well-defined and injective.
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, f ∈ F×, and k ∈ detK(N). Then
∏
p











. Also, if I is a fractional ideal
then vp(I) 6= 0 for only finitely many p; choosing uniformisers up ∈ Fp for all










Now to show that Im iN = kerπN , let [x] ∈ kerπN , where x = (xp)p. Then∏
p
pvp(x) = (f) is principal, for some f ∈ F×. Thus vp(x/f) = 0 for all p, so
that x/f ∈ Â× and so is invertible under the projection Â A/N . So there
is a t ∈ (A/N)× such that x/f ≡ t (mod N), or equivalently x/f ≡ (t)p|N ∪
(1)p-N (mod N), so we have that k = (x/f)/((t)p|N ∪ (1)p-N) ∈ detK(N).
Thus [x] = [f\x/k] ∈ Im iN . Conversely, consider x = (t)p|N ∪ (1)p-N ∈ Â×
for t ∈ A which is invertible modulo N , so that [x] ∈ Im iN . Then vp(x) = 0
for all p, so that πN(x) = 0, i.e. x ∈ kerπN .
So for each irreducible component C of LrN , there is a corresponding class group
element πN(C) ∈ Cl(F ), and those for which πN(C) = 1 can be written as
C = iN (x) for some x ∈ (A/N)×
/
F×q . Note here the abuse of notation: we will






















and from the set of irreducible components. Similarly, iN could have as
codomain any of the above spaces, with context dictating which is intended.
3.31 Definition. The identity component of M rA,K(N)(C∞) is the fibre of the iden-
tity element in the surjection of Proposition 3.26. We will use the notation
1rN for the corresponding identity component of LrN .
So far we have looked at identifying the different components from the point




. The following series of results carries
through this identification to the point of view of a lattice Λ with level
structure α.
3.32 Proposition. For fractional ideals I1, . . . , Ir of F and ψ = (ψ1, . . . , ψr) ∈ Ψr,
and the resulting lattice Λ = I1ψ1 + · · ·+ Irψr together with any associated
level structure α, we have that πN(Λ, α) = [I1I2 · · · Ir]Cl(F ) ∈ Cl(F ).
Proof. We will proceed by finding ψ′ and g such that Θ([(ψ′, g)]) = (Λ, α),
with Θ being the isomorphism
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from Theorem 3.19. We choose ψ′ = ψ, and proceed to constructing g. Each
Ii can be uniquely factorised as a product
∏
p
pap,i for prime ideals p and
integers ap,i almost all zero, so choosing uniformisers up for each localisation
Ap with ap,i not all zero we have that gi := (u
ap,i
p )p satisfies giÂ = IiÂ. Let g
′
be the matrix with the gi on the diagonal and zeroes elsewhere. We have that
g′Âr =
(










F r ∩ g′Âr
)
= ψ(I1, . . . , Ir) = I1ψ1 + · · ·+ Irψr = Λ
as desired. Now this g′ induces a level structure α′ : (N−1/A)r ↪ N−1Λ/Λ








of α′−1 ◦ α ∈ GLr(A/N).
Then defining g = g′ ◦ γ, we have that gÂr = g′Âr, so that Λ = ψ
(
F r ∩ gÂr
)
,
and by following Diagram 3.20 that g induces the level structure α.
Now det γ ∈ Â×, so det g = det g′ det γ ∈ g1 · · · grÂ×. Thus














= [I1 · · · Ir].
3.33 Corollary. πN (Λ, α) = [A] if and only if Λ = Aψ1 + · · ·Aψr = ψAr for some
row vector ψ = (ψ1, . . . , ψr) ∈ Ψr.
Proof. For the forward direction, by Paragraph 2.3 there are an ideal I of A
and ψ = (ψ1, . . . , ψr) ∈ Ψr such that Λ = Aψ1 + · · ·+ Aψr−1 + Iψr. Now by
Proposition 3.32 we have [I] = [A] in Cl(F ), i.e. I = (n) is principal for some
n ∈ A. Hence replacing ψ′r by nψr, we have that Λ = Aψ1 + · · ·+Aψr = ψAr.
The converse is a direct application of Proposition 3.32.
3.34 Note that the value of πN (Λ, α) does not depend at all on the level structure
α or even the ideal N ; hence we may make use of the notation π(Λ) instead,
and in fact will also use π(C) to denote π(Λ) for a lattice in the irreducible
component C.
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3.35 Definition. For a lattice Λ with π(Λ) = [A], to each choice of a generating
vector ψ ∈ Ψr satisfying Λ = ψAr there is an associated canonical level N
structure αψ : (N−1/A)
r
↪ N−1Λ/Λ, given by αψ(l) = ψl‡ for li ∈ (N−1/A)r.
The choice of a canonical level N structure αψ for a lattice Λ = ψAr is






3.36 Note that for any two choices ψ1, ψ2 ∈ Ψr of generating vectors for a lattice
Λ with π(Λ) = [A], since ψ1Ar = ψ2Ar we have that ψ2 = ψ1γ for some
γ ∈ GLr(A), and hence αψ2(l) = ψ2l = ψ1γl = αψ1(γl) for all l ∈ (N−1/A)
r,
i.e. αψ2 = αψ1 ◦ γ. Thus detα−1ψ1 ◦ αψ2 ∈ A
× = F×q .
3.37 Proposition. Let (Λ, α) = Θ([(ψ, g)]). Then if π(Λ) = [A], we have that
iN([detα
−1
ψ ◦ α]) = [det g].
Proof. We may choose different representatives ψ and g for (Λ, α), since
[det g] is invariant under such a change and






◦ α] = [detα−1ψ1 ◦ α]
for any two generating vectors ψ1, ψ2 for Λ.
Now since π(Λ) = [A], there is a generating vector ψ ∈ Ψr for Λ. Choosing




be a lift of α−1ψ ◦α ∈ GLr(A/N), we can define g = g′γ = γ which by following
Diagram 3.20 we see induces our level structure α. So α−1ψ ◦ α = γ mod N ,
so that
[det g] = [det γ] = iN([detα
−1
ψ ◦ α]).
3.38 Theorem. (Λ, α) ∈ 1rN if and only if there is a generating vector ψ ∈ Ψr for
Λ such that α = αψ.
Proof. For the forward direction, let (Λ, α) be in the identity component 1rN .
Then by Corollary 3.33 there is a ψ′ = (ψ′1, . . . , ψ′r) ∈ Ψr such that Λ = ψ′Ar.
Now by Proposition 3.37, since (Λ, α) is in 1rN we have that detα
−1
ψ′ ◦ α ∈ F×q ,
and so there is a lift γ ∈ GLr(A) for α−1ψ′ ◦ α ∈ GLr(A/N). So define
ψ = ψ′γ; then ψAr = ψ′γAr = ψ′Ar = Λ, and for l ∈ (N−1/A)r we have that
α(l) = αψ′(γl) = ψ
′γl = ψl.
‡Here ψ is considered as a row vector and l as a column vector.
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, and hence (Λ, α) lies in 1rN .
In other words, (Λ, α) is in the identity component if and only if π(Λ) = [A]
and a canonical level structure is used.
The action of GLr(A/N) on M rA,K(N)(C∞) and LrN




on M rA,K(N)(C∞) and LrN by





3.40 Proposition. The above action is well defined.
Proof. If [(ψ1, g1)] = [(ψ2, g2)] in (the double quotient isomorphic to) LrN
then there are f ∈ GLr(F ) and k ∈ K(N) such that ψ2 = ψ1f−1 and
g2 = fg1k. Thus g2γ−1 = fg1kγ−1 = fg1γ−1(γkγ−1) with γkγ−1 ∈ K(N), so
that [(ψ2, g2γ−1)] = [(ψ1, g1γ−1)]. The proof for M rA,K(N)(C∞) is similar.
3.41 Note that since the above action leaves the components of Ωr and Ψr un-




K(N) is discrete, the
above actions are rigid analytic automorphisms of the relevant spaces.










Proof. Firstly, let Ωr × C×∞ 3 (ω, ψr) = κ−1(ψ) for ψ ∈ Ψr. Then for any
f ∈ GLr(F ) and a representative ω ∈ Ψr for ω ∈ Ωr,
ψ = fψ











⇐⇒ ω = ωf−1 and (ωf−1)r = ωr
⇐⇒ ω = ωf−1
⇐⇒ (f − 1)ω = 0
⇐⇒ f = 1
Stellenbosch University https://scholar.sun.ac.za
CHAPTER 3. LATTICES AND DRINFELD MODULES 24





is in the kernel of the action
⇐⇒ (∀[(ψ, g)] ∈ LrN) [(ψ, g)] = γ[(ψ, g)] = [(ψ, gγ−1)]
⇐⇒ (∀[(ψ, g)] ∈ LrN) (∃f ∈ GLr(F ), k ∈ K(N)) ψ = fψ ∧ gγ−1 = fgk
⇐⇒ (∀[(ψ, g)] ∈ LrN) (∃k ∈ K(N)) gγ−1 = gk
⇐⇒ (∃k ∈ K(N)) γ = k−1
⇐⇒ γ ∈ K(N).
The proof for M rA,K(N)(C∞) is similar.
We will thus view the above as actions of GLr(A/N) on M rA,K(N)(C∞) and





We now consider this action’s effect on their irreducible components:
3.43 Proposition. The above action of GLr(A/N) induces an action of (A/N)
×
on the irreducible components ofM rA,K(N)(C∞) and LrN via [γ] 7→ [det γ−1] with
kernel F×q which leaves the ideal class πN(C) of the component C unchanged.
Proof. Under the determinant map of Proposition 3.26, GLr(A/N) acts on
the components as follows:
det([γ][(ψ, g)]) = det [(ψ, gγ−1)] = [det gγ−1] = [det g] · [det γ−1].
and similarly for M rA,K(N)(C∞). From this is it easy to see that if two points
are in the same component, then they are still in the same component after




, det γ−1 ∈ Â× so that vp(det γ−1) = 0
for all prime p and hence for an irreducible component C of LrN we have
that πN(detC det γ−1) = πN(detC). In particular, πN(det 1rN det γ−1) = 1,
so that det 1rNγ−1 ∈ Im iN .
Finally, γ is in the kernel of this action if and only if [det γ−1] = [1], i.e.
det γ−1 = fk for some f ∈ F×, k ∈ detK(N). Since vp(det γ−1) = vp(k) = 0
for all prime p, we have that vp(f) = 0 for all prime p; hence f ∈ F×q and













So when γ ∈ GLr(A/N) acts on M rA,K(N)(C∞) and LrN , it permutes the
irreducible components, leaving them fixed if and only if det γ ∈ F×q .
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We now translate this action of GLr(A/N) to actions on M rA,K(N)(C∞) and
LrN considered as the set of (equivalence classes of) pairs (Λ, α) of a lattice of
rank r with level structure α:




K(N) described as above
works on M rA,K(N)(C∞) = {[(Λ, α)]} and LrN = {(Λ, α)} as follows:
γ[(Λ, α)] = [(Λ, α ◦ γ−1)]; γ(Λ, α) = (Λ, α ◦ γ−1).
Proof. We will need to revisit the isomorphism Θ in Theorem 3.19:














a lift of γ ∈ GLr(A/N). Then since γ̂−1Âr = Âr,
Λ′ = ψ
(




F r ∩ gÂr
)
= Λ.
To determine α′, note that
α ◦ ⊂−1 ◦ g−1 = α′ ◦ ⊂−1 ◦ (gγ̂−1)−1 = α′ ◦ ⊂−1 ◦ γ̂ ◦ g−1,
where ⊂ : (N−1/A)r ↪ N−1Âr
/
Âr is induced by the inclusion N−1 ⊂ N−1Â.
Now for x = (x1, . . . , xr) ∈ (N−1/A)r,
⊂(γ(x)) = ((γ(x)1)p, . . . , (γ(x)r)p) = (γ̂((x)p)1, . . . , γ̂((x)p)r) = γ̂(⊂(x));
hence ⊂ ◦ γ = γ̂ ◦ ⊂, so that
α ◦ ⊂−1 = α′ ◦ ⊂−1 ◦ γ̂ = α′ ◦ γ ◦ ⊂−1 ⇐⇒ α′ = α ◦ γ−1.
Note that the above action of GLr(A/N) on LrN coincides with that defined




)× on M rA,K(N)(C∞) and LrN
3.45 Definition. We define a left action of
(
AfinF
)× on M rA,K(N)(C∞) and LrN by






CHAPTER 3. LATTICES AND DRINFELD MODULES 26
Since the multiplicative group
(
AfinF
)× of invertible finite adeles is abelian,
the distinction between a left and a right action is not very important here,
but we call it a left action for harmony with the previous section.
3.46 Proposition. The above action is well defined.








, since x is invertible. If
[(ω1, g1)] = [(ω2, g2)] then there are f ∈ GLr(F ) and k ∈ K(N) such that
ω2 = ω1f
−1 and g2 = fg1k. Then since x is a scalar, g2x−1 = fg1x−1k, so
that [(ω1, g1x−1)] = [(ω2, g2x−1)]. The proof for LrN is similar.
3.47 Note that since the above action leaves the components of Ωr and Ψr in the















) ∼−→ LrN respectively unchanged, and the




K(N) is discrete, the above actions are
rigid analytic automorphisms of the relevant spaces.
3.48 Also note that since
(
AfinF
)× ⊂ GLr(AfinF ) consists of scalar matrices and




, the action of
(
AfinF
)× commutes with the









and GLr(A/N) defined in the previous section.
3.49 Proposition. The kernel of the above action on LrN is Â× ∩ (1 +NÂ).
Proof. As in the proof of Proposition 3.42, if ψ = fψ for ψ ∈ Ψr and




)× is in the kernel of the action
⇐⇒ (∀[(ψ, g)] ∈ LrN) [(ψ, g)] = x[(ψ, g)] = [(ψ, gx−1)]
⇐⇒ (∀[(ψ, g)] ∈ LrN) (∃f ∈ GLr(F ), k ∈ K(N)) ψ = fψ ∧ gx−1 = fgk
⇐⇒ (∀[(ψ, g)] ∈ LrN) (∃k ∈ K(N)) gx−1 = gk
⇐⇒ (∃k ∈ K(N)) x−1Idr = k
⇐⇒ xIdr ∈ K(N).
For xIdr to be in K(N), we must have that xr = det(xIdr) ∈ Â×, so that
x ∈ Â×, and that (x− 1)Idr = xIdr − Idr ∈ NMr×r(Â), so that x ≡N 1.
In other words, x ∈
(
AfinF
)× is in the kernel of this action if and only if it is
an invertible profinite integer with x− 1 ∈ NÂ.
Recall that we denote by J (A) the set of A-fractional ideals in F .
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3.50 Proposition. There is an abelian group isomorphism(
AfinF
)×/(
Â× ∩ (1 +NÂ)






)×, so if we choose a uniformiser up ∈ Ap for




















x2/x1 ∈ Â× ∩ (1 +NÂ); hence vp(x2/x1) = 0 =⇒ vp(x1) = vp(x2) for each






pvp(x2). Moreover, x2/x1 ≡ 1 (mod NÂ), so
that for each prime p | N we have that x1u−vp(x1)p ≡ x2u
−vp(x2)
p (mod NÂ).
Now we define the inverse map, after choosing a uniformiser up for every
prime p (although the map defined actually only depends on the choice of
uniformiser for p | N). The map is:
















By composing this inverse map with the described forward map, we see that
they are actually inverses, which establishes the isomorphism.
Note that although the above isomorphism between the quotient of the group(
AfinF
)× by the kernel of its action on LrN and the product J (A)× (A/N)×
is explicit, it is not canonical since it depends on the choice of uniformisers
up for p | N . The following, although a weaker result, is canonical:
3.51 Proposition. There is a short exact sequence




Â× ∩ (1 +NÂ)
) J−→ J (A)  0,
the maps xN and J given by






pvp(x) ∈ J (A).
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Proof. These maps are extracted from the proof of Proposition 3.50.
Note that J(x) = xÂ ∩ F is the unique fractional ideal in F such that
xÂ = J(x)Â.
There is a related short exact sequence; for its proof, keep in mind the
identification(
AfinF
)× ⊃ F×(A/N)× ' F××(A/N)×/(F×∩(A/N)×) ' (F×/F×q )×(A/N)×.







Â× ∩ (1 +NÂ)
) [J ]−→ Cl(F )  0,
with the maps xN,F and [J ] given by
F×(A/N)× 3 ([f ], [n, n ∈ A])










Proof. The proof is similar to that of Proposition 3.51.
We now investigate this action of
(
AfinF
)× on LrN considered as the set of pairs
(Λ, α) of a lattice Λ with level N structure α. But first, an observation on
the action of x ∈
(
AfinF
)× on ideal quotients:




J = J(x), then there is a natural A/N -module isomorphism x−1 : N−1I/I ↪
N−1J−1I/J−1I given by






3.54 Proposition. If x(Λ, α) = (Λ′, α′) for x ∈
(
AfinF
)× with fractional ideal
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Proof. Let Λ = I1ψ1 + · · ·+ Irψr for fractional ideals Ii and ψ ∈ Ψr. Then
choosing the rows g′i of g′ = (g′1, . . . , g′r)T such that F ∩ giÂr = Ii for each
i, we have that ψ
(
F r ∩ g′Âr
)




acts transitively on the set of level structures for any given lattice, for a




we will have that (Λ, α) = Θ([(ψ, g)]) for g = g′γ, since
gÂr = g′γÂr = g′Âr.
Now x[(ψ, g)] = [(ψ, gx−1)], and so
Λ′ = ψ
(


















F r ∩ gÂr
)
= J(x)−1Λ.
Comparing the two corresponding versions of Diagram 3.20 for α and α′, note
that ψ is common in both. Hence for Λ = I1ψ1 + · · · + Irψr we have the

















the dotted arrows defined so as to make the diagram commute.
Hence the action of
(
AfinF
)× on LrN induces a rigid analytic action of the set
of fractional ideals on Lr by Λ J7−→ J−1Λ.
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4 Lattices with metric structure
A metric on the space of lattices
Metric definitions
The space of all prelattices can be equipped with the structure of a metric
space using the associated exponential functions:
4.1 Definition. The metric dV is defined on the space V of all prelattices as
follows:
dV (Λ1,Λ2) = sup
|z|≤1
|eΛ1(z)− eΛ2(z)| for Λ1,Λ2 ∈ V.
If in addition Λ1,Λ2 are lattices, we may use the notation dL instead.
4.2 Proposition. The above is a metric.
Proof. Firstly, dV (Λ1,Λ2) = dV (Λ2,Λ1) ≥ 0 for all Λ1,Λ2 ∈ V .
Secondly, for Λ1,Λ2,Λ3 ∈ V ,







(|eΛ1(z)− eΛ2(z)|+ |eΛ2(z)− eΛ3(z)|)
≥ sup
|z|≤1
|eΛ1(z)− eΛ2(z) + eΛ2(z)− eΛ3(z)|
= dV (Λ1,Λ3).
Finally, if dV (Λ1,Λ2) = 0 then eΛ1(z) = eΛ2(z) for all z ∈ C∞ with |z| ≤ 1.
Then since eΛ1 and eΛ2 have power series expansions convergent on all of C∞,
they are equal on C∞ and thus
Λ1 = {z ∈ C∞ | eΛ1(z) = 0} = {z ∈ C∞ | eΛ2(z) = 0} = Λ2.
The restriction to |z| ≤ 1 in the above metric definition is largely superfluous
in that the same local topology is generated if we replace it with |z| ≤ R,
as shown by the following proposition, the proof of which will be postponed
until Page 71 in Chapter 5:
30
Stellenbosch University https://scholar.sun.ac.za
CHAPTER 4. LATTICES WITH METRIC STRUCTURE 31
4.3 Proposition. Let R > 0 and let Λ and Λ′ be lattices of rank ≤ r, with Λ′








|eΛ′(z)− eΛ(z)| → 0.
With this metric, we can consider the ‘size’ of a prelattice to be its distance
to the zero lattice, which by an abuse of notation we denote as 0. As it turns
out, prelattices all of whose nonzero elements are large are ‘small’:
4.4 Proposition. If a prelattice Λ has min′λ∈Λ|λ| = R > 1, then dV (Λ, 0) ≤ R1−q.
Proof. Apply Proposition 2.18.
4.5 Corollary. If min′λ∈Λ|λ| → ∞, then Λ→ 0.
More particularly, elements of a lattice which are ‘large’ make a ‘small’
difference in the topology induced by this metric as shown by Proposition 4.7.
But first, a lemma:
4.6 Lemma. For any nonzero fractional ideal J ∈ J (A), there is a bound BJ > 0
such that for every f ∈ F there is a n ∈ J with |f − n| < BJ .
Proof. Let T ∈ A with |T | > 1. Then Fq[T ] is a principal ideal domain and a
subring of A. Thus J , as a torsion-free Fq[T ]-module, is free:
J = j1Fq[T ] + · · ·+ jmFq[T ] for Fq(T )− independent ji ∈ J.
The field F can be written similarly F = j1Fq(T ) + · · ·+ jmFq(T ).
Now Fq[T ] is a Euclidean domain, and so for any f ′ ∈ Fq(T ) there is a
t ∈ Fq[T ] with |f ′ − t| < 1. Thus for any f = j1f ′1 + · · · + jmf ′m ∈ F with
f ′i ∈ Fq(T ), we can find corresponding ti ∈ Fq[T ] with |f ′i − ti| < 1 for each i,
so that with n = j1t1 + · · · jmtm ∈ I we have
|f − n| ≤ mmax
i=1




|ji| =: BJ .
4.7 Proposition. Let Λ be a fixed lattice of rank r. Then for variable ω ∈ C∞
with d(ω,Λ) = minλ∈Λ|ω − λ| → ∞, we have that Λ +Aω → Λ with respect
to dV .
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Proof. Λ is a sublattice of Λ + Aω, so from Proposition 2.15, we have that
eΛ+Aω(z) = eeΛ(Λ+Aω)(eΛ(z)) = eeΛ(Aω)(eΛ(z)).
Now let R1 = d(ω,Λ) = minλ∈Λ|ω − λ| be large, so that R2 = |eΛ(ω)| is large







Now by Lemma 4.6, there is a bounded set of representatives of F/A; hence
since eΛ is entire the eΛ(λ) above are bounded independently of a, say by











and so d(Aω − {0},Λ) is large; thus R3 = min′λ∈eΛ(Aω)|λ| is large.
Now let sup|z|≤1|eΛ(z)| = m which is independent of ω; since R3 is large, we
can also suppose that R3 > m. Then










3 by Proposition 2.18
→ 0 as R3 →∞.
Thus Λ + Aω → Λ as desired.
Metric completeness
We have just seen an example where a variable lattice of rank r+ 1 tended to
a lattice of rank r. In general, we have the result of Corollary 4.9; but first, a
proposition:
4.8 Proposition. L≤r is complete.
Proof. Let (Λn) be a Cauchy sequence in L≤r, which we will show converges
to a lattice in L≤r. Also let the Λn have associated Drinfeld modules φn
respectively. Since the Λn form a Cauchy sequence, the Fq-linear analytic
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functions eΛn form a Cauchy sequence on the unit disk under the sup-norm
by the definition of dV , and hence converge to an Fq-linear analytic function
e on the unit disk by [FP|RAG, Section 2.2]. Since each of these functions
have linear coefficient equal to 1, we have that in a neighbourhood of zero
the inverse functions e−1Λn converge uniformly to e
−1.
Now let a ∈ A. Then for X in a neighbourhood of zero, we have that
φna(X) = eΛn(a · e−1Λn(X))→ e(a · e
−1(X)) uniformly .
But by Proposition 3.1, φna(X) is an Fq-linear polynomial of degree at most
qr deg a, and hence φa(X) := e(a · e−1(X)) is too. Moreover, it is easy to
see that φab = φa ◦ φb and φa+b = φa + φb for a, b ∈ A, so that φ is a ring
homomorphism into C∞{τ}, and that the linear coefficient of φa is a. So by
[Go|Bas, Section 4.5, p. 70-71], φ is a Drinfeld module of rank d for some
nonnegative integer d; that d ≤ r is easy to see.
So φ, being a Drinfeld module of rank d, has a corresponding lattice Λ of
rank d and exponential function eΛ, and φ = φΛ. Now for each a ∈ A,
e(a · e−1(X)) = φa(X) = φΛa (X) = eΛ(a · e−1Λ (X)) for small X, so that the
Fq-linear function i = e−1Λ ◦ e, analytic in a neighbourhood of zero with linear
coefficient equal to 1, satisfies i(aX) = ai(X) for all a ∈ A. From this, by
considering the Taylor expansion of i we see that it is the identity function, so
that eΛ = e is the limit of the functions eΛn , and so Λn → Λ as desired.
4.9 Corollary. If (Λn)
∞
n=1 is a sequence of lattices of rank ≤ R and Λ a lattice
of rank r such that Λn → Λ, then r ≤ R.
Proof. The lattices Λn are elements of L≤R, which is complete by Proposi-
tion 4.8. Since the Λn form a Cauchy sequence, they hence converge to a
lattice ΛR ∈ L≤R. But then ΛR = Λ, and so Λ is of rank at most R.
4.10 Proposition. Lr is a dense subset of L≤r.
Proof. Let Λ be a lattice of rank s ≤ r, let f ∈ F with |f | > 1, and
let ωs+1, . . . , ωr ∈ C∞ be F∞-linearly independent with Λ, in other words
F∞⊗Λ+F∞ωs+1 + · · ·+F∞ωr has dimension r as an F∞-vector space. Finally
let Λn = Λ + Afnωs+1 + · · ·+ Afnωr be lattices of rank r for n ∈ N; we will
show that Λn → Λ.∗
∗If s = r, then Λn = Λ for each n.
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Similarly to Proposition 4.7, we consider Λ as a sublattice of Λn, so that
eΛn(z) = eeΛ(Λn)(eΛ(z)). Now eΛ(Λn) = eΛ(fn(Aωs+1 + · · ·+Aωr)), which we
show goes to the zero lattice as n→∞. Let




which is positive since Aωs+1 + · · ·+ Aωr is strongly discrete and the ω` are
F∞-linearly independent with Λ. Thus as n→∞,
d(fn(Aωs+1 + · · ·+ Aωr)− {0},Λ)
≥ d(fn(Aωs+1 + · · ·+ Aωr)− {0}, F∞Λ)
=|f |n d(Aωs+1 + · · ·+ Aωr − {0}, F∞Λ)
→∞,
so Rn = min′λ∈eΛ(Λn)|λ| → ∞ as n→∞ by Proposition 2.16.
Finally, let sup
|z|≤1









|z|qR1−qn = mqR1−qn by Proposition 2.18
→ 0 as n→∞,
so that Λn → Λ as desired.
By Proposition 4.7, we see that the space Lr of lattices of rank r is not complete
with respect to dL. However, combining the two previous propositions we
have:
4.11 Theorem. The space L≤r is the completion of Lr.
Proof. By Propositions 4.8 and 4.10, L≤r is complete with dense subset
Lr.
We also note the following trivial proposition without proof for explicitness:
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4.13 Definition. In the above decomposition of L≤r into a disjoint union of Ls
for 0 ≤ s ≤ r, each of the uniands† Ls is called a stratum of dimension s and
codimension r − s; if s < r, the Ls are also called boundary strata.
Topology of the irreducible components
In this subsection we let C denote an irreducible component of Lr ' LrA, these
components defined by the values of π(Λ) ∈ Cl(F ) for Λ ∈ Lr. (Recall that π
is defined in Proposition 3.30, with N being irrelevant due to Paragraph 3.34.)
So we see that the space Lr has boundary ∂ Lr = ∂ L≤r = L≤r−1 in the
complete metric space L≤r consisting of the Λ with Λ of rank strictly less
than r. We will see that each of the irreducible components of Lr possesses
the same boundary.
First, let us look closer at L≤r−1:
4.14 Proposition. L≤r−1 is a closed subset of L≤r, so Lr = L≤r −L≤r−1 is open.
Proof. Let (Λn)∞n=0 be a Cauchy sequence in L≤r−1, so that each Λn has rank
strictly less than r. Then since L≤r is complete, this sequence has a limit
Λ ∈ L≤r. Hence by Corollary 4.9 we have that Λ has rank strictly less than r,
so that Λ ∈ L≤r−1 as desired.
4.15 Proposition. C is a dense subset of C ∪ L≤r−1.
Proof. Let Λ ∈ L≤r−1 with Λ = I1ψ1 + · · · + Isψs of rank s < r, let f ∈ F
with |f | > 1, and let ψs+1, . . . , ψr ∈ C∞ be F∞-linearly independent with Λ.
Also let I ∈ J (A) such that [I1 · · · IsI]Cl(F ) = π(C), let
Λ′ = Aψs+1 + · · ·+ Aψr−1 + Iψr
be a lattice of rank r − s and let Λn = Λ + fnΛ′ be lattices of rank r for
n ∈ N. Then each Λn has
π(Λn) = [I1 · · · IsA · · ·AI]Cl(F ) = π(C),
so that each Λn also lies in the component C, and similarly to the proof of
Proposition 4.10 we have that Λn → Λ.
4.16 Proposition. C is open in L≤r.
†Uniands are to unions as summands are to sums.
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Proof. Let Λ ∈ C. We will find an open neighbourhood U ⊆ L≤r of Λ
such that U ⊆ C, or equivalently that each Λ′ ∈ U has π(Λ′) = π(Λ); by
Proposition 3.32 and Paragraph 2.3, it is sufficient to establish an A-module
isomorphism between Λ and Λ′ for Λ′ ∈ U .
For each z ∈ C∞ and Q > 0 we will denote by
B[z,Q] = {y ∈ C∞ | |z − y| ≤ Q} and B(z,Q) = {y ∈ C∞ | |z − y| < Q}
the closed and open balls around z of radius Q respectively.
As in Proposition 4.3, for any R > 0 we have that
Λ′ → Λ =⇒ sup
|z|≤R
|eΛ′(z)− eΛ(z)| → 0.
By Lemma 4.6, there is a bound M > 1 (which we fix) such that for every
f ∈ F there is an x ∈ f + A with |x| < M . We let R be fixed and large
enough that there are λ1, . . . , λr ∈ Λ ∩ B[0, R/M ], together with fractional
ideals I1, . . . , Ir each of which contains A, such that Λ = I1λ1 + · · · + Irλr,
and define the ball BR = B[0, R] = {z ∈ C∞ | |z| ≤ R}.
Since BR ∩Λ is finite, so is F ′ = {λ1/λ2 | λ1, λ2 ∈ Λ ∩ BR} ∩ F ; so we can
choose a T ∈ A with |T | > 1 such that T · F ′ = {Tf | f ∈ F ′} ⊂ A.
Also, note that F∞ is complete with respect to |·| and that F∞Λ ⊂ C∞ is an
F∞-vector space of dimension r and basis (λ1, . . . , λr), with an induced norm
|·| inherited from C∞, so by [Ne|ANT, Proposition 4.9, p. 132] all norms are
equivalent; in particular, there is a ρ > 0 such that
|f1λ1 + · · ·+ frλr| ≥ ρ(|f1|+ · · ·+ |fr|) for all f1, . . . , fr ∈ F∞.














We will now construct an A-module bijection between Λ and Λ′ for any Λ′ such
that sup|z|≤R|eΛ′(z)− eΛ(z)| < ε. In other words, the open neighbourhood U
of Λ is an ‘open ball’ around Λ of radius ε, which we will show lies inside C.
Define the balls λε = B(λ, ε) = {z ∈ C∞ | |z − λ| < ε} for λ ∈ Λ ∪ Λ′. Note
that the balls λε for λ ∈ Λ are disjoint, since if distinct λ1, λ2 ∈ Λ then
max{|z − λ1|, |z − λ2|} ≥ |z − λ1 − z + λ2| = |λ2 − λ1| > |T |Mε > ε.
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Moreover for z ∈ λε,
|eΛ(z)| = |eΛ(z − λ)| = |z − λ|
∏′
λ0∈Λ
∣∣∣∣1− z − λλ0
∣∣∣∣ = |z − λ| < ε.






∣∣∣∣∣ ≤ maxλ∈Λ 1|z − λ| ≤ 1ε =⇒ |eΛ(z)| ≥ ε.
Now for any λ′ ∈ Λ′ ∩ BR we have that |eΛ(λ′)| = |eΛ(λ′)− eΛ′(λ′)| < ε, so
λ′ ∈ λε for a unique λ ∈ Λ, since the λε are disjoint. Thus
|λ′| = |λ| > |T |Mε > ε for all λ′ ∈ Λ′ − {0}.
(In particular, min′λ′∈Λ′ |λ′| = min′λ∈Λ|λ|.)
Hence for any λ ∈ Λ ∩ BR we have that |eΛ′(λ)| = |eΛ′(λ)− eΛ(λ)| < ε, so
that by similar reasoning to before we have that λ ∈ λ′ε for a unique λ′ ∈ Λ′,
the balls λ′ε also being disjoint. So for any λ ∈ Λ ∩ BR we denote this value
of λ′ by f(λ) ∈ Λ′ ∩ λε.
With λ1, . . . , λr ∈ Λ and I1, . . . , Ir ∈ J (A) as chosen before, we define
f : Λ→ Λ′, l1λ1 + · · ·+ lrλr 7→ l1f(λ1) + · · ·+ lrf(λr) for li ∈ Ii.
To show that this map is well defined, it is enough to show that lif(λi) ∈ Λ′
for each li ∈ Ii. Obviously each f(λi) ∈ Λ′, so taking li modulo A we may
without loss of generality assume that |li| < M . Now |liλi| < M ·R/M = R,
so that liλi ∈ Λ ∩ BR; we now show that lif(λi) = f(liλi) ∈ Λ′, noting that
li = liλi/λi ∈ F ′. Thus T li ∈ A, so that Tf(liλi)− T lif(λi) ∈ Λ′. Now
|Tf(liλi)− T lif(λi)| ≤ |T |max{|f(liλi)− liλi|, |li(f(λi)− λi)|} = |T |Mε;
thus Tf(liλi)− T lif(λi) = 0, so f(liλi) = lif(λi) as desired.
We now show that f(λ) = f(λ) for λ = l1λ1 + · · ·+ lrλr ∈ Λ ∩ BR. Indeed,
R > |l1λ1 + · · ·+ lrλr| ≥ ρ · (|l1|+ · · ·+ |lr|) =⇒ |l1|+ · · ·+ |lr| < R/ρ;
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thus ∣∣λ− f(λ)∣∣ ≤ |l1(λ1 − f(λ1))|+ · · ·+ |lr(λr − f(λr))|
















But f(λ) ∈ Λ′, so f(λ)− f(λ) ∈ Λ′, so we must have that f(λ) = f(λ).
To show that f is injective, i.e. that the f(λi) are A-linearly independent,
suppose that l1f(λ1) + · · ·+ lrf(λr) = 0 where the li ∈ Ii. Then
ρ · (|l1|+ · · ·+ |lr|) ≤ |l1λ1 + · · ·+ lrλr|
= |l1(λ1 − f(λ1)) + · · ·+ lr(λr − f(λr))|
≤ rmax
i=1
|li| · |λi − f(λi)|
< ε · (|li|+ · · ·+ |lr|);
thus all the li are zero since ε < ρ.
To show that f is surjective, since I1f(λ1) + · · ·+ Irf(λr) ⊆ Λ′ is of rank r,
every λ′ ∈ Λ′ is of the form λ′ = l1f(λ1) + · · · + lrf(λr) for li ∈ F . Taking
the li modulo the Ii respectively, we may without loss of generality assume
that each |li| < M . Thus |λ′| = |l1f(λ1) + · · ·+ lrf(λr)| < M ·R/M = R, so
that λ′ ∈ Λ′ ∩ BR. Then |eΛ(λ′)| = |eΛ(λ′)− eΛ′(λ′)| < ε, so that there is a
λ ∈ Λ ∩ BR with |λ− λ′| < ε; thus λ′ = f(λ) = f(λ) as desired.
Thus f : Λ→ Λ′ is an A-module isomorphism as desired.
4.17 Corollary. C ∪ L≤r−1 is closed in L≤r.





= Lr − C =
⋃
C′∈D−{C}
C ′ is open.
4.18 Theorem. C ∪ L≤r−1 is the completion of C, i.e. the closure of C in L≤r.
Proof. By Proposition 4.15 and Corollary 4.17, C is dense in C∪L≤r−1, which
is closed in L≤r and hence complete.
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A metric on the space of lattices with level
structure
Metric definition
4.19 Definition. We define the space
←−
LrN as the space of all pairs (Λ, ι) of a lattice
of rank ≤ r and an A/N -module injection ι : N−1Λ/Λ ↪→ (N−1/A)r. Such
an ι is called an r-inverse level N structure, or simply an inverse level N
structure if the value of r is understood.
The notation above with a backwards arrow is used to remind the reader that←−
LrN is the collection of lattices with inverse level N structure.
4.20 If in particular Λ in the above definition is of rank equal to r, then consid-
ering the sizes of (N−1/A)s and N−1Λ/Λ, the injection ι must in fact be an
isomorphism, and so the subset of
←−
LrN with Λ of rank r is isomorphic to LrN ,
with ι−1 playing the role of the relevant level N structure (hence calling ι an
inverse level N structure).
4.21 Definition. For (Λ, ι) ∈
←−




)r → C∞, l 7→ {eΛ(ι−1(l))−1 if l ∈ Im ι− {0}
0 otherwise
.
4.22 Corollary. µΛ,ι(l) 6= 0 ⇐⇒ l ∈ Im ι− {0}.
4.23 Note that in Definition 4.21, eΛ ◦ ι−1 is an A/N -module bijection from
Im ι ⊆ (N−1/A)r to the N -division points φΛ[N ] of the Drinfeld module φΛ
associated to Λ; in particular, if Λ is of rank r then eΛ ◦ ι−1 is a Drinfeld
module level N structure for φΛ. So we have the following proposition:
4.24 Proposition. We can factorise the Drinfeld module-associated polynomial












Proof. Im ι−1 = N−1Λ/Λ; this proves the first equality. The second follows
from the definition of µΛ,ι(l), which is 0 for l ∈ ((N−1/A)r − Im ι) ∪ {0}.
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As in the case of lattices without level structure, we can define a metric on
the space of lattices with level structure and find its completion. Here is our
metric, related to dL, and defined on the space
←−
LrN :
4.25 Definition. The metric d←−LrN on
←−
LrN is defined by
d←−LrN
(






4.26 Proposition. d←−LrN is a metric.
Proof. Symmetry and nonnegativity are easy to see. So let (Λi, ιi) ∈
←−
LrN for
i ∈ {1, 2, 3}; then
d←−LrN
(




(Λ2, ι2), (Λ3, ι3)
)












|µΛ1,ι1(l)− µΛ2,ι2(l) + µΛ2,ι2(l)− µΛ3,ι3(l)|
= d←−LrN
(





(Λ1, ι1), (Λ2, ι2)
)
= 0 then dL(Λ1,Λ2) = 0, so that Λ1 = Λ2, and
µΛ1,ι1(l) = µΛ2,ι2(l) for all l ∈ (N−1/A)
r. Then since µΛ,ι(l) 6= 0 ⇐⇒ l ∈ Im ι,




−1 = µΛ1,ι1(l) = µΛ1,ι2(l) = eΛ1(ι
−1
2 (l))
−1 ⇐⇒ ι−11 (l) = ι−12 (l)
since eΛ1 : C∞/Λ1 → C∞ is a bijection, and so ι1 = ι2.
In Definition 4.25, the sets Im ι1 and Im ι2 may have nonempty set difference,
both for Im ι1 − Im ι2 and Im ι2 − Im ι1; so as special cases of the above
definition we have the following:
4.27 Corollary.
• If Λ2 = 0 is the zero lattice, then
d←−LrN
(
(Λ, ι), (0, 0)
)
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• If Im ι2 ⊆ Im ι1, then
d←−LrN
(









∣∣∣∣ 1eΛ1(ι−11 (l)) − 1eΛ2(ι−12 (l))
∣∣∣∣.
Similarly to before, this metric space structure on
←−
LrN induces a topology. In
particular, we have the following:
4.28 Proposition. Let Λ be a variable lattice of rank at most r with a variable





Proof. Since dL(Λ, 0) → 0, R = min′λ∈Λ|λ| is large. Now let l ∈ Im ι − {0}
and a ∈ N − {0} where a is fixed. Then for a representative λ′ ∈ ι−1(l) we
have that eΛ(ι−1(l))−1 =
∑
λ∈Λ(λ
′ + λ)−1, so that∣∣∣∣ 1a · eΛ(ι−1(l))
∣∣∣∣ ≤ maxλ∈Λ 1|aλ′ + aλ| ≤ maxλ∈Λ 1R = 1R,
since each aλ′ + aλ ∈ Λ− {0}. Hence∑′
l∈Im ι
∣∣∣∣ 1eΛ(ι−1(l))
∣∣∣∣ ≤ |a|(#Im ι− 1)R < |a|#(A/N)rR → 0.
Now for rank s ≤ r, the space
←−
LsN can be considered in multiple ways as a
subspace of
←−
LrN ; we now compare the metrics on this subspace both as
←−
LsN
and as a sub-metric space of
←−
LrN :
4.29 Proposition. Any A/N -module injection δ : (N−1/A)s ↪→ (N−1/A)r induces




LrN , (Λ, ι) 7→ (Λ, δ ◦ ι). The metrics d←−LsN and d←−LrN





Proof. Let (Λ1, ι1), (Λ2, ι2) ∈
←−
LsN . Then δ ◦ ι1 : N−1Λ1/Λ1 ↪→ (N−1/A)
r and
δ ◦ ι2 : N−1Λ2/Λ2 ↪→ (N−1/A)r are A/N -module injections and thus r-inverse
Stellenbosch University https://scholar.sun.ac.za
CHAPTER 4. LATTICES WITH METRIC STRUCTURE 42
level N structures for Λ1 and Λ2 respectively, and
d←−LrN
(




















(Λ1, ι1), (Λ2, ι2)
)
.
The metric d←−LrN is thus independent of the rank r in a sense.
Metric Completeness
As in the case of level-less lattices,
←−
LrN is the metric completion of LrN as




Proof. Let (Λn, ιn)∞n=0 be a Cauchy sequence in
←−
LrN . Then since
d←−LrN
(
(Λa, ιa), (Λb, ιb)
)
≥ dL(Λa,Λb)
for any (Λa, ιa), (Λb, ιb) ∈
←−
LrN , (Λn)∞n=0 is a Cauchy sequence in L≤r which
converges to a lattice Λ ∈ L≤r by Proposition 4.8. Let the Drinfeld modules
φΛn correspond to the lattices Λn.
We now find the r-inverse level N structure ι corresponding to Λ. Since
d←−LrN




for any pairs (Λa, ιa), (Λb, ιb) ∈
←−




n=0 is a Cauchy sequence in C∞ and hence converges; we will call
the limit µ(l), where µ : (N−1/A)r → C∞. If µ(l) 6= 0, then µΛn,ιn(l) 6= 0
for large n, i.e. l ∈ Im ιn − {0} for large n. Since all the analytic functions
described in this proof are additive, we have that µ(l1 + l2) = µ(l1) + µ(l2).
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Similarly to the proof of Proposition 4.8 we have that for each a ∈ A the
polynomials φΛna converge to φΛa . Although this convergence is initially only
uniform on the unit disk, since they are polynomials it is uniform on every
bounded disk. Thus although the convergence eΛn → eΛ is initially only
uniform on the unit disk, since eΛn(az) = φΛna (eΛn(z)) and eΛ(az) = φΛa (eΛ(z))
this uniformity can be extended to any bounded disk. Thus for any nonzero































= o(1) + o(1) + φΛna (eΛn(ιn(l))) as n→∞
= eΛn(aιn(l)) + o(1) = eΛn(ιn(al)) + o(1) = µn(al)
−1 + o(1)
→ µ(al)−1.
Since this is true for any a ∈ A, each nonzero µ(l)−1 ∈ φΛ[N ], and also 1/µ has
the desired A/N -module structure. We may then define the lattice r-inverse
level N structure ι = e−1Λ ◦ (1/µ), with (Λn, ιn)→ (Λ, ι) as desired.
4.31 Proposition. LrN is a dense subset of
←−
LrN .
Proof. Let (Λ, ι) ∈
←−
LrN be of rank s with 0 ≤ s ≤ r, let f ∈ F with |f | > 1,
and let ωs+1, . . . , ωr ∈ C∞ be F∞-linearly independent with Λ, i.e. the F∞-
vector space F∞⊗Λ + F∞ωs+1 + · · ·+ F∞ωr has full dimension r. Also, let
Λ′ = Aωs+1 + · · ·+ Aωr be a lattice of rank r − s and let Λn = Λ + fnΛ′ be
lattices of rank r for n ∈ N. To define the corresponding level structures,









)r with Im(j−1 ◦ ι) = (N−1/A)s ⊕ {0}r−s.
Also, N−1Λn/Λn ' N−1Λ/Λ ⊕ fn(N−1Λ′/Λ′). We then define the inverse
level N structures ι′ for Λ′ and ιn for Λn by
ι′(ls+1ωs+1 + · · ·+ lrωr) = (0, . . . , 0, ls+1, . . . , lr) for li ∈ N−1/A,
(j−1 ◦ ιn)(λ+ fnλ′) = (j−1 ◦ ι)(λ) + ι′(λ′)
for λ ∈ N−1Λ/Λ, λ′ ∈ N−1Λ′/Λ′. Note that since each Λn has full rank, each
ιn is a bijection. We will now show that (Λn, ιn)→ (Λ, ι).
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Firstly, as in the proof of Proposition 4.10 we have that Λn → Λ; in particular,
sup|z|≤1|eΛn(z)− eΛ(z)| → 0 and Rn = min′λ∈eΛ(Λn)|λ| → ∞. In fact, since
the Drinfeld modules φΛna converge to φΛa for all a ∈ A we have that
sup
|z|≤M
|eΛn(z)− eΛ(z)| → 0




|λ| → ∞. Next, let l ∈ (N−1/A)r. Then for l ∈ Im ι− {0},









Now ι−1(l) ∈ N−1Λ/Λ− {0}, so fixing a representative we have that
eΛn(ι
−1(l))→ eΛ(ι−1(l)) 6= 0; hence µΛn,ιn(l)− µΛ,ι(l)→ 0.
Finally, for l ∈ Im ιn− Im ι, note that ι−1n (l) = λ+ fnλ′ for λ ∈ N−1Λ/Λ and





















(λ+ λ0) + fn(λ′ + λ′0)
;
we show that these fractions go to zero uniformly. Indeed, in the above
λ′ + λ′0 ∈ N−1Λ′ − {0} and λ+ λ0 ∈ N−1Λ. So for any fixed nonzero a ∈ N ,
|(λ+ λ0) + fn(λ′ + λ′0)| ≥ d
(




fna−1Λ′ − {0}, F∞Λ
)
= |f |n|a|−1 d(Λ′ − {0},Λ)
=: R · |f |n,
where R > 0 since the ωi are F∞-linearly independent with Λ. Hence
|µΛn,ιn(l)| ≤ R−1|f |
−n → 0, as desired.
4.32 Theorem. The space
←−
LrN is the completion of LrN .
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Topology of the irreducible components
So we see that the space LrN has boundary ∂ LrN = ∂
←−
LrN in the complete
metric space
←−
LrN consisting of the (Λ, ι) with Λ of rank strictly less than
r. Denoting this boundary by ∂rN , we will see that each of the irreducible
components of LrN possesses the same boundary.
First, let us look closer at ∂rN :
4.33 Proposition. ∂rN is closed as a subset of
←−





Proof. Let (Λn, ιn)∞n=0 be a Cauchy sequence in ∂
r
N , so that each Λn has rank
strictly less than r. Then since
←−
LrN is complete, this sequence has a limit
(Λ, ι) ∈
←−
LrN . Now by the definitions of d←−LrN and dL, we also have that Λn → Λ;
hence by Corollary 4.9 we have that Λ has rank strictly less than r, so that
(Λ, ι) ∈ ∂rN as desired.
For the rest of the results in this subsection, we let C denote a fixed irreducible
component of LrN .
4.34 Proposition. C is a dense subset of C ∪ ∂rN .
Proof. Let (Λ, ι) ∈ ∂rN with Λ = I1ψ1 + · · · + Isψs of rank s < r, let f ∈ F
with |f | > 1, and let ψs+1, . . . , ψr ∈ C∞ be F∞-linearly independent with Λ.
Also let I ∈ J (A) such that [I1 · · · IsI]Cl(F ) = πN(C), let
Λ′ = Aψs+1 + · · ·+ Aψr−1 + Iψr
be a lattice of rank r − s and let Λn = Λ + fnΛ′ be lattices of rank r for
n ∈ N. Then each Λn has
π(Λn) = [I1 · · · IsA · · ·AI]Cl(F ) = πN(C),
so that by Propositions 3.30 and 3.32, for any level structure ι0 for Λn there is
an x ∈ (A/N)×
/
F×q such that iN(x) det(Λn, ι−10 ) = det(C); here det(Λn, ι−10 )




detK(N) for Θ([(ψ, g)]) = (Λ, ι−10 ), and
det(C) denotes the common value of det(Λ′′, α′′) for (Λ′′, α′′) ∈ C.
Now to define the corresponding level structures for Λn; let xn ∈ (A/N)× be
chosen later for each n ∈ N. Note that by Paragraph 2.6 and the proof of








)r with Im(j−1 ◦ ι) = (N−1/A)s ⊕ {0}r−s.
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Also, N−1Λn/Λn ' N−1Λ/Λ ⊕ fn(N−1Λ′/Λ′). We then define the inverse
level N structures ι′n for Λ′ and ιn for Λn by
ι′n(ls+1ωs+1 + · · ·+ lrωr) = (0, . . . , 0, ls+1, . . . , xnlr) for li ∈ N−1/A,
(j−1 ◦ ιn)(λ+ fnλ′) = (j−1 ◦ ι)(λ) + ι′n(λ′)
for λ ∈ N−1Λ/Λ and λ′ ∈ N−1Λ′/Λ′, noting the appearance of xn. Note that
since each Λn has full rank, each ιn is a bijection, and by varying xn for each
n we can ensure that (Λn, ιn) ∈ C for each n ∈ N.
The rest of the proof proceeds as in the proof of Proposition 4.31, showing
that (Λn, ιn) → (Λ, ι) as n → ∞. Hence each point in ∂rN is the limit of a
sequence in C, as desired.
4.35 Proposition. C is open in
←−
LrN .
Proof. This proof will build on the proof of Proposition 4.16. Let (Λ, ι) ∈ C
be given, and let M > 1 be such that every λ ∈ N−1Λ/Λ has a representative
λ ∈ N−1Λ with |λ| < M , the existence of such anM guaranteed by Lemma 4.6.
We also temporarily define |N−1Λ| = min′λ∈N−1Λ|λ|, fix a large enough R > 0
that in addition to the conditions in the other proof the ball BR = B(0, R)
contains a complete set of such representatives of N−1Λ/Λ. Finally we choose
























|eΛ′(z)− eΛ(z)| < ε4.36
and ∣∣µΛ′,ι′(l)− eΛ(ι−1(l))−1∣∣ < ε for each l ∈ (N−1/A)r,
and show that (Λ′, ι′) ∈ C.
As in the proof of Proposition 4.16, we have an A-module isomorphism
f : Λ ↪ Λ′ such that
∣∣λ− f(λ)∣∣ < ε for each λ ∈ Λ ∩ BR; this can be
naturally extended to an A-module bijection N−1Λ ↪ N−1/Λ′ with the
same property; we will again use the notation f for this extended bijection.
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Since Λ′ is then also of full rank r, Im ι′ = (N−1/A)r and so the µΛ′,ι′(l) are
nonzero and equal to eΛ′(ι′−1(l))−1 for l 6= 0; we can thus define the level N
structures α = ι−1 and α′ = ι′−1 for convenience. f also defines a bijection
N−1Λ/Λ ↪ N−1Λ′/Λ′, for which we will use the same symbol f ; to show
that (Λ′, α′) lies in the same component as (Λ, α) it suffices to show that
α′ = f ◦ α, since then (Λ, α) = Θ([ψ, g]) =⇒ (Λ′, α′) = Θ([ψ′, g]) where
|ψ − ψ′| is small.
Now by the choice of ε we have that eΛ(α(l))−1 > ε1/3 for each l ∈ (N1−/A)r,
so that the corresponding eΛ′(α′(l))−1 > ε1/3 too. Thus we have that∣∣∣∣ 1eΛ(α(l)) − 1eΛ′(α′(l))
∣∣∣∣ < ε
=⇒ |eΛ(α(l))− eΛ′(α′(l))| =
∣∣∣∣ 1eΛ(α(l)) − 1eΛ′(α′(l))
∣∣∣∣ · |eΛ(α(l))| · |eΛ′(α′(l))|





Letting λ ∈ N−1Λ ∩ BR and λ′ ∈ N−1Λ′ ∩ BR be representatives for α(l) ∈
N−1Λ/Λ and α′(l) ∈ N−1Λ′/Λ′ respectively, we have by Equation 4.36 that
|eΛ′(λ′)− eΛ(λ′)| < ε, so that
|eΛ(λ− λ′)| = |eΛ(λ)− eΛ(λ′)|






Similarly to the proof of Proposition 4.16, from the bound |N−1Λ| > ε1/3
we have that |eΛ(z)| < ε1/3 =⇒ z ∈ B(λ0, ε1/3) for some λ0 ∈ Λ; thus
|λ− λ′ − λ0| < ε1/3 for some λ0 ∈ Λ ∩ BR. Replacing λ by λ + λ0, we still
have λ ∈ α(l)∩BR, and now |λ− λ′| < ε. Now we have that
∣∣f(λ)− λ∣∣ < ε1/3,
so now
∣∣f(λ)− λ′∣∣ < ε1/3; but f(λ) − λ′ ∈ N−1Λ′, so from the bound
|N−1Λ′| = |N−1Λ| > ε1/3 we get that f(λ) = λ′ =⇒ f(α(l)) = α′(l).
Since this is true for all l ∈ (N−1/A)r, we have that α′ = f ◦α as desired.
4.37 Corollary. C ∪ ∂rN is closed in
←−
LrN .
Proof. If D denotes the set of irreducible components of LrN , then
←−
LrN − (C ∪ ∂rN) = LrN − C =
⋃
C′∈D−{C}
C ′ is open.
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Proof. By Proposition 4.34, C is dense in C ∪ ∂rN , which is closed in
←−
LrN by
Corollary 4.37 and hence complete.
Boundary strata for lattices with level structure
We now decompose
←−
LrN into a disjoint union of LsN for 0 ≤ s ≤ r, but first
we will need some ring- and module-theoretic results:
The structure of finitely generated free A/N-modules
4.39 Definition. Let S be a subset of an R-module M , and let RSfin denote the
R-module of sequences (cs)s∈S in R indexed by S where all but finitely many
of the cs are zero. There is an R-module homomorphism




S is said to be linearly independent if the above map is an injection, i.e.∑
s∈S
css = 0 =⇒ each cs = 0 for (cs)s∈S ∈ RSfin,
is said to span M if the above map is a surjection, i.e.∑
s∈S
Rs = M,
and is said to be a basis if it is both linearly independent and spans M , so
that the above map is an isomorphism. M is said to be free if it has a basis.
4.40 Lemma. If S is a linearly independent subset of the free A/N -module (A/N)r,
then S can be extended to a basis.
Proof. This proof is largely due to [Wof|SE]. Since A is a Dedekind domain,




i , and hence




i . So the image of S





is also linearly independent in(
A/pdii
)r
; indeed, suppose that
∑




for cs,i ∈ A/pdii ,
or equivalently for lifts cs ∈ A/N of the cs,i that
∑




by the Chinese Remainder Theorem there is an m ∈ A/N such that πi(m) = 1
and m ∈ (N/pdii )A/N , or equivalently such that m ≡pdii 1 and m ≡pdjj
0 for
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j 6= i. Then
∑
s∈Smcss = 0, so that since S is linearly independent we
have that each mcs ≡N 0. In particular, modulo pdii we have that each
cs ≡pdii mcs ≡pdii 0.





have a basis for (A/N)r. So without loss of generality consider the case where
N = pd, and let S ′ be the image of S under the projection (A/pd)r  (A/p)r,
the codomain being a finite-dimensional vector space over the field A/p. Then
S ′ is also linearly independent over A/p; indeed, suppose that we have scalars
cs ∈ A such that
∑




whence each pd−1cs ∈ pd since S is linearly independent over A/pd. Since this
is true for all p ∈ p, we have that each cs ∈ p, and so S ′ is linearly independent
over A/p and can hence be extended to a basis for (A/p)r. Taking a preimage
under the projection (A/pd)r  (A/p)r, we get an extension T of S of
cardinality r such that T is A/pd-linearly independent.









r), and so since r and A/pd are
finite, T must be a generating set. This completes the proof.
4.41 Proposition.
1. If f : (A/N)r  (A/N)s is an A/N-module surjection, then the kernel
ker f ' (A/N)r−s is free.
2. If i : (A/N)s ↪→ (A/N)r is an A/N -module injection, then the quotient
(A/N)r/Im i ' (A/N)r−s is free.
Proof.
1. Since (A/N)s is free it is projective and hence f has a right inverse
g : (A/N)s ↪→ (A/N)r. Then for a basis S of (A/N)s, g(S) is linearly
independent in (A/N)r, and so by Lemma 4.40 can be extended to a basis
T = {t1, . . . , tr}, where without loss of generality S = {f(t1), . . . , f(ts)}




2. Let B be a basis for (A/N)s. Then i(B) is linearly independent
in (A/N)r and so by Lemma 4.40 can be extended to a basis T =
{t1, . . . , tr} where without loss of generality i(B) = {t1, . . . , ts}. Then
if h is the projection h : (A/N)r  (A/N)r/Im i , the quotient has as a
basis {h(ts+1), . . . , h(tr)} and thus is free.
4.42 Definition. For each integer r, s with 0 ≤ s ≤ r, we define the sets Surr,sN =
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{(A/N)r  (A/N)s} of A/N -module surjections (epimorphisms) and Injs,rN =
{(A/N)s ↪→ (A/N)r} of A/N -module injections (monomorphisms).
4.43 By Proposition 4.41, the elements of Surr,sN and Inj
s,r
N are actually all split
epimorphisms and split monomorphisms, respectively.
4.44 Proposition.
1. The natural left action of GLs(A/N) on Surr,sN is free.
2. The natural right action of GLr(A/N) on Surr,sN is transitive.
3. The natural right action of GLs(A/N) on Injs,rN is free.
4. The natural left action of GLr(A/N) on Injs,rN is transitive.
Proof.
1. Let f ∈ Surr,sN and γ ∈ GLs(A/N) such that γ ◦ f = f . Then since f is
split it has a right inverse, yielding that γ = 1 is the identity map.
2. Consider two surjections f1, f2 ∈ Surr,sN with right inverses g1, g2 ∈ Inj
s,r
N
which exist by Paragraph 4.43. We also consider the associated kernel
injections i1, i2 ∈ Injr−s,rN with left inverses h1, h2 ∈ Sur
r,r−s
N which make
the two split exact sequences (A/N)r−s
i1,2
↪−→ (A/N)r f1,2−−→ (A/N)s, with
g1, g2 and h1, h2 included, into biproduct diagrams (the existence of these













Then we define the maps j1, j2 : (A/N)
r → (A/N)r by j1 = g1◦f2+i1◦h2
and j2 = g2◦f1 +i2◦h1, which we will show to be elements of GLr(A/N)
such that f2 = f1 ◦ j1 and f1 = f2 ◦ j2, finishing the proof. Firstly,
f1 ◦ j1 = f1 ◦ g1 ◦ f2 + f1 ◦ i1 ◦ h2 = 1 ◦ f2 + 0 ◦ h2 = f2,
and similarly f1 = f2 ◦ j2. Finally, to show that they are invertible, we
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show that they are mutually inverse:
j1 ◦ j2 = g1 ◦ (f2 ◦ g2) ◦ f1 + g1 ◦ (f2 ◦ i2) ◦ h1
+ i1 ◦ (h2 ◦ g2) ◦ f1 + i1 ◦ (h2 ◦ i2) ◦ h1
= g1 ◦ 1 ◦ f1 + g1 ◦ 0 ◦ h1 + i1 ◦ 0 ◦ f1 + i1 ◦ 1 ◦ h1
= g1 ◦ f1 + i1 ◦ h1
= 1
since f1, g1, h1, and i1 form a biproduct diagram; that j2 ◦ j1 = 1 is
shown similarly.
3. Let i ∈ Injs,rN and γ ∈ GLs(A/N) such that i ◦ γ = i. Then since i is
split it has a left inverse, yielding that γ = 1.
4. Proven similarly to the second item above.








#GLr−s(A/N) · |N |s(r−s)
Proof. By Proposition 4.44, the right action of G = GLr(A/N) on Surr,sN is
transitive, and so the cardinality of Surr,sN is the cardinality of G divided by
the size of any stabiliser group; so we calculate the size of the stabiliser group
Gf of the surjection f(x1, . . . , xr) = (x1, . . . , xs).
So let γ ∈ Gf such that f ◦ γ = f , and consider γ as an r × r matrix with
elements in A/N , using the canonical basis (ei)ri=1 on (A/N)
r. Considering
f as an s × r matrix ( Is 0 ), consisting of an s × s identity matrix and an
s × (r − s) zero matrix, the condition f ◦ γ = f is equivalent to the first s
rows of γ being the same as f . So we can write γ as ( Is 0A B ), where A and B
are (r − s)× s and (r − s)× (r − s) matrices, respectively.
Now the only remaining condition is that γ be an automorphism, i.e. that
det γ ∈ (A/N)× ⇐⇒ detB ∈ (A/N)× ⇐⇒ B ∈ GLr−s(A/N), with no
condition on A (which then has #(A/N)s×(r−s) = |N |s(r−s) possibilities). So







Similarly, the left action of G on Injs,rN is transitive, so we calculate the size
of the stabiliser group Gi of the injection i(x1, . . . , xs) = (x1, . . . , xs, 0, . . . , 0).
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Considering a γ ∈ Gi such that γ ◦ i = i as an r × r matrix with elements in
A/N , with i as an r× s consisting of an s× s matrix and an (r− s)× s zero
matrix, by transposing this equation we see that the number of allowed γ is
equal to the previous case. Hence #Injs,rN = #Sur
r,s
N .
4.47 Corollary. If Λ is a lattice of rank s ≤ r, then the number of r-inverse level
N structures for Λ is equal to
#GLr(A/N)
/
#GLr−s(A/N) · |N |s(r−s) .
Proof. We want to count the A/N -module injections N−1Λ/Λ ↪→ (N−1/A)r.
By Paragraph 2.6, this is equal to the number of A/N -module injections
(A/N)s ↪→ (A/N)r; i.e. the cardinality of Injs,rN .
4.48 Definition. For an ideal N of A and integers r, s with 0 ≤ s ≤ r, we let
Frees,rN be the set of free A/N -submodules of (A/N)
r of rank s, and define
FreerN = trs=0 Free
s,r
N .
Also, we say that
δ : FreerN → trs=0 Inj
s,r
N , U 7→ δU
is an injective selection of FreerN if for each U ∈ Free
s,r
N , δU ∈ Inj
s,r
N has
Im δU = U . Similarly,
ε : FreerN → trs=0 Sur
r,s
N , U 7→ εU
is a surjective selection of FreerN if for each U ∈ Free
s,r
N , εU ∈ Sur
r,s
N has
ker εU = U .
4.49 Proposition. There are bijections
Injs,rN /GLs(A/N) ↪ Free
s,r
N , [i] 7→ Im i and
GLs(A/N)\Surr,sN ↪ Free
s,r
N , [f ] 7→ ker f.
Proof. We will prove the first bijection; the second is proven analogously. By
Proposition 4.41 Im i ∈ Frees,rN for each i ∈ Inj
s,r
N , and if two i1, i2 ∈ Inj
s,r
N
satisfy I = Im i1 = Im i2, then they induce bijections i′1, i′2 : (A/N)
s ↪ I;
thence γ = i′−11 ◦ i′2 ∈ GLs(A/N) satisfies i1◦γ = i2 and so i1, i2 are equivalent
under the action of GLs(A/N). Moreover, Im i = Im(i ◦γ) for γ ∈ GLs(A/N)
and i ∈ Injs,rN . Also, for any U ∈ Free
s,r
N , U has a basis by Lemma 4.40; thus
(A/N)s ' U ⊆ (A/N)r, and the composition i ∈ Injs,rN of these relations has
Im i = U . This proves the bijection.
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4.50 By Proposition 4.49, injective and surjective selections of FreerN exist, by
choosing an element in each class of Injs,rN /GLs(A/N) and GLs(A/N)\Sur
r,s
N
for s between 0 and r, respectively.
Decomposition of
←−
LrN into a union of LsN
4.51 For the following theorem, we fix isomorphisms (N−1/A)s ↪ (A/N)s for
s ∈ N0, and will pass through these isomorphisms often without mention.
More generally, we will henceforth view Injs,rN and Sur
r,s
N as maps between
(N−1/A)
r and (N−1/A)s instead of between (A/N)r and (A/N)s, and similarly
for FreerN , Free
s,r
N and their injective and surjective selections.
Analogously to Proposition 4.12, we can view
←−
LrN as a disjoint union of LsN
for 0 ≤ s ≤ r, but on the contrary, we usually have multiple copies of LsN .







(Λ, α)U 7→ (Λ, δU ◦ α
−1).
Proof. We show that the above map from the union over the Frees,rN to
←−
LrN is
a bijection by describing its inverse: let (Λ, ι) ∈
←−
LrN with Λ of rank s. Then
Im ι is free of rank s via similar arguments as before, and ι and δIm ι induce
isomorphisms ι′ : N−1Λ/Λ ↪ Im ι and δ′Im ι : (N−1/A)
s
↪ Im ι; hence we
obtain an s-level N structure αι = ι′−1◦δ′Im ι for Λ which satisfies δIm ι◦α−1ι = ι.
Call the map given in the theorem statement by the name ‘tog’ and this
proposed inverse by the name ‘apt’‡, so that tog (Λ, α)U = (Λ, δU ◦ α−1) and
apt (Λ, ι) = (Λ, αι)Im ι. Then
tog apt (Λ, ι) = tog (Λ, αι)Im ι = (Λ, δIm ι ◦ α−1ι ) = (Λ, ι) and
apt tog (Λ, α)U = apt (Λ, δU ◦ α−1) = (Λ, αδU◦α−1)Im(δU◦α−1)
= (Λ, (δU ◦ α−1)′−1 ◦ δ′Im δU )Im δU = (Λ, (δU ◦ α
−1)′−1 ◦ δ′U)U
= (Λ, α)U ,
which completes the proof.
‡Short for ‘together’ and ‘apart’, respectively.
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4.53 Definition. In the above decomposition of
←−
LrN into a disjoint union of LsN
for 0 ≤ s ≤ r, each of the uniands§ LsN is called a stratum of dimension s and
codimension r − s; if s < r, they are also called boundary strata, and in the
case where s = r the stratum LrN is called the main stratum.
We can now combine the decomposition of
←−
LrN into strata LsN for 0 ≤ s ≤ r
with the identification of each stratum as a double quotient:

























uniand corresponding to U ∈ Frees,rN to the lattice Λ = ψ
(
F s ∩ gÂs
)
and the



















Proof. This is a simple composition of Theorems 3.19 and 4.52.
The number of strata






Proof. The number in question is the number of free submodules of (A/N)r of
rank s, or equivalently the cardinality of Injs,rN /GLs(A/N) . Now by Proposi-
tion 4.44 the right action of GLs(A/N) on Injs,rN is free; hence the cardinality
of Injs,rN /GLs(A/N) is the ratio of the cardinalities of Inj
s,r
N and GLs(A/N),
and so Corollary 4.47 completes the proof.
§Uniands are to unions as summands are to sums.
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Interestingly, the above number is invariant under the involution s 7→ r − s.
4.56 Definition. For nonnegative integer r and an ideal N of A which factorises




i , we define the function






analogously to the definition of the classical Euler φ function.
There should be no confusion between this use of φr as a function on ideals
and φΛ as a polynomial, since r is an integer while Λ is a lattice.Note that φr is
a multiplicative function, i.e. if M and N are coprime ideals (i.e. M +N = A)
then φr(MN) = φr(M)φr(N).
4.57 Proposition.
#GLr(A/N) = |N |r(r−1)/2 · φr(N)φr−1(N) · · ·φ1(N).
This has been proven in [Bre10, Lemma 2.3]; we include the following proof











. So we calculate #GLr(A/N) for the case
when N = pd, and multiply the results together at the end.
So consider the elements of GLr(A/pd), which we consider as r×r matrices of
elements in A/pd with determinant in (A/pd)×, using the canonical basis for
(A/pd)
r. We also consider the canonical mod-p projection π : A/pd  A/p,
with A/p being a field, and we use the same symbol π for the projection
GLr(A/p
d)  GLr(A/p). Note that for an r × r matrix γ ∈ Mr×r(A/pd),
det γ ∈ (A/pd)× ⇐⇒ π(det γ) = det π(γ) ∈ (A/p)×.
Now it is well known that for a finite field F , the cardinality of GLr(F ) is
#GLr(F ) = (#(F )
r − 1)(#(F )r −#(F )) · · ·
(
#(F )r −#(F )r−1
)
.
Also, the number of γ ∈ Mr×r(A/pd) such that π(γ) = γ′ for a given γ′ ∈




. Hence, since A/p






















































= |N |r(r−1)/2 · φr(N)φr−1(N) · · ·φ1(N).
4.58 Corollary. The number of strata of
←−
LrN of dimension s is equal to
φr(N) · · ·φ1(N)
φs(N) · · ·φ1(N) · φr−s(N) · · ·φ1(N)
.
Proof. Apply Proposition 4.57 to Corollary 4.55.
Interestingly, this number is multiplicative, i.e. for coprime ideals N,M we
have that the number of strata of dimension s of
←−−−





LrN . Also, this formula is very reminiscent of the formula
for binomial coefficients in terms of factorials.
4.59 Note that if we set N = A all through this and the previous section, each
lattice Λ has exactly one (r-inverse) level N structure, being the zero map.
Hence we have the following isomorphisms between spaces: LrA ' Lr and←−
LrA ' L≤r; and so considerations of inclusion of level structure do not exclude
the spaces without level structure, as long as N 6= A is not assumed.
The action of GLr(A/N) on
←−
LrN
Recall the action of γ ∈ GLr(A/N) on LrN defined by γ(Λ, α) = (Λ, α ◦ γ−1).
Given the identification of the rank-r subset of
←−
LrN with LrN in Paragraph 4.20
via (Λ, ι)↔ (Λ, αι) = (Λ, ι−1), we see how to extend this action to
←−
LrN :
4.60 Definition. GLr(A/N) acts on
←−
LrN on the left via γ(Λ, ι) = (Λ, γ ◦ ι).
4.61 Proposition. The action of GLr(A/N) on
←−
LrN is an isometry.
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Proof. Let (Λ1, ι1), (Λ2, ι2) ∈
←−
LrN and γ ∈ GLr(A/N).
Note that for any (Λ, ι) ∈
←−



































(Λ1, ι1), (Λ2, ι2)
)
as desired.
We now see how this action interacts with the decomposition of
←−
LrN into strata
of the form LsN :








γ(Λ, α)U = (Λ, α ◦ δ−1U ◦ γ
−1 ◦ δγU)γU .
Proof. Let γ(Λ, α)U = (Λ′, α′)U ′ 7→ (Λ′, δU ′ ◦ α′−1). Firstly, it is easy to see
that Λ′ = Λ. Secondly, we have from Definition 4.60 that
(Λ′, α′)U ′ = γ(Λ, α)U 7→ γ(Λ, δU ◦ α−1) = (Λ, γ ◦ δU ◦ α−1).
Hence U ′ = Im(γ ◦ δU ◦ α−1) = γ Im(δU) = γU . Finally,
δU ′ ◦ α′−1 = γ ◦ δU ◦ α−1 ⇐⇒ α′−1 = δ−1γU ◦ γ ◦ δU ◦ α
−1
⇐⇒ α′ = α ◦ δ−1U ◦ γ
−1 ◦ δγU .
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Note that in the above action, although δU is not always a bijection and so
δ−1U does not exist as a function from (N
−1/A)
r to U , since
Im(γ−1 ◦ δγU) = γ−1 Im δγU = γ−1γU = U
the composite δ−1U ◦ γ−1 ◦ δγU : γU ↪ U is in fact always well defined.
Also note that if for the main stratum LrN of
←−
LrN (which corresponds to
U = (N−1/A)
r) we have that δU is the identity map, then the action of γ
on the main stratum simplifies to γ(Λ, α)U = (Λ, α ◦ γ−1)U , i.e. the way the





Recall the action of x ∈
(
AfinF
)× on LrN given by x(Λ, α) = (J(x)−1Λ, x−1 ◦α)
in Proposition 3.54. The action of
(
AfinF
)× on LrN induces a rigid analytic
action of the set of fractional ideals on Lr by Λ J7−→ J−1Λ. In fact, we can
extend this action to L≤r by the following result:
4.63 Proposition. The action of J (A) on L≤r given by J(Λ) = J−1Λ is a homeo-
morphism.
Proof. Since (J−1)−1J−1Λ = Λ for any lattice Λ and fractional ideal J , it is
enough to show that each action by J is continuous, since then the inverse
action by J−1 is continuous too. To this end let Λ′ ∈ L≤r be a variable lattice
with Λ′ → Λ, so that dL(Λ′,Λ) = sup|z|≤1|eΛ′(z)− eΛ(z)| → 0, and consider








∣∣φΛ′J (eΛ′(z))− φΛJ (eΛ(z))∣∣
≤ sup
|z|≤1
∣∣φΛ′J (eΛ′(z))− φΛJ (eΛ′(z))∣∣+ sup
|z|≤1
∣∣φΛJ (eΛ′(z)− eΛ(z))∣∣.
Now by Proposition 5.35, each of the coefficients of the polynomial φΛ′J (X) of
degree at mostXqr is continuous on L≤r and hence φΛ′J is uniformly continuous
on bounded sets. As Λ′ → Λ, eΛ′(z) is bounded on |z| ≤ 1; thus the first
term goes to zero. And since φΛJ is a polynomial with zero constant term, the
second term also goes to zero; thus the action of J is continuous.
Stellenbosch University https://scholar.sun.ac.za
CHAPTER 4. LATTICES WITH METRIC STRUCTURE 59
We now consider the case of J being the reciprocal of a principal ideal, i.e.
J = (a)−1 for a ∈ A. Here we have that
dL(J
















Finally, a general fractional ideal J can be written as J = (a)−1J ′ for some
a ∈ A and a non-fractional ideal J ′; since the actions of (a)−1 and J ′ are
continuous, the action of J is too.




)× to←−LrN in a sufficiently ‘nice’ way. In fact, we suspect this




Modular forms on LrN
To understand the structure and shape of the space of lattices with level
structure or isomorphism classes of Drinfeld modules with level structure, one
strategy is to investigate the collections of functions on those spaces.
5.1 Definition. For k ∈ Z, a weak modular form f of weight k and rank r for
the congruence subgroup K(N) is a function LrN → C∞ which is
• holomorphic∗, and
• homogeneous of degree −k, i.e.
f(t · Λ, t · α) = t−kf(Λ, α) for all (Λ, α) ∈ LrN and t ∈ C×∞.
We denote the C∞-vector space of weak modular forms for K(N) of weight k
and rank r by Weakk,rN .
5.2 It is easy to check that for t1, t2 ∈ C∞ and weak modular forms f1, f2 ∈
Weakk,rN , we have that t1f1 + t2f2 ∈ Weak
k,r
N , so that Weak
k,r
N is a C∞-
vector space. Moreover, the product of two modular forms of weight k1 and
k2 is a modular form of weight k1 + k2, so that WeakrN := ⊕∞k=0 Weak
k,r
N is a
graded C∞-algebra, graded by the weight k.
5.3 Definition. A (strong) modular form of weight k and rank r for K(N) is a
function
←−




• homogeneous of degree −k, and









, i.e. holomorphic on the space Ψr ⊂ Cr∞ and invari-
ant under the two group actions of GLr(F ) and K(N).
60
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• holomorphic on the main stratum LrN of
←−
LrN .
In general we will omit the adjective strong, unless we are comparing strong
with weak modular forms, and will omit the reference to K(N).
We denote the C∞-vector space of strong modular forms for K(N) of weight
k and rank r by Strongk,rN .





N , graded by the weight k.
5.5 It is apparent that the restriction of a strong modular form to the main
stratum LrN of
←−
LrN is a weak modular form, and given the denseness of LrN
in
←−
LrN , the values of a strong modular form (which is continuous) on the
boundary strata can be recovered from the values on the main stratum.
However, not every weak modular form can necessarily be extended to a
strong modular form, if for instance it does not have a limit as one tends
to the boundary of
←−





C∞-vector spaces for each weight k and an injection StrongrN ↪→WeakrN of
graded C∞-algebras.
5.6 Proposition. The only modular forms of weight 0 are the constant maps,
and the only modular forms of negative weight are the zero maps.
Proof. Let f be a modular form of weight 0, (Λ, ι) ∈
←−
LrN , and t ∈ C×∞ be
large. Then since f is homogeneous of weight 0, f(Λ, ι) = f(tΛ, ιt). But since
f is continuous, and (tΛ, ιt)→ 0 as |t| → ∞, we get that f(Λ, ι) = f(0); thus
f is constant. Conversely, any constant map is a modular form of weight 0.
Now let f be a modular form of weight k < 0, let (Λ, ι) ∈
←−
LrN , and let t ∈ C×∞
be large. Then f(Λ, ι) = tkf(tΛ, tι); but (tΛ, tι)→ 0 and tk → 0 as |t| → ∞,
so since f is continuous we get that tkf(tΛ, tι)→ 0× f(0) = 0; thus f is the
zero map, which is a modular form of weight k.
5.7 Definition. Amodular form f ∈ Strongk,rN is called a cusp form if f(Λ, ι) = 0
for (Λ, ι) in the boundary strata, i.e. when Λ is of rank strictly less than r.
The C∞-vector space of cusp forms of weight k and rank r forK(N) is denoted
Cuspk,rN , and the Strong
r
N -algebra of all cusp forms for K(N), which is also
a graded C∞-algebra graded by weight, is denoted CusprN .




CHAPTER 5. MODULAR FORMS 62
The left action of GLr(A/N) on
←−
LrN carries over to a right action on the space
of modular forms:
5.8 Definition. For a modular form f and γ ∈ GLr(A/N), we define the function
f |γ on
←−
LrN by (f |γ)(Λ, ι) = f(γ(Λ, ι)) = f(Λ, γ ◦ ι).
5.9 Proposition. The map f 7→ f |γ is a right action of γ ∈ GLr(A/N) on
StrongrN , which preserves the weight k and maps cusp forms to cusp forms.
Proof. Let f be a modular form of weight k; then since the action of γ ∈
GLr(A/N) is an isometry, f |γ is also continuous; since the action is a rigid
analytic automorphism of LrN , f |γ is also holomorphic on LrN ; and it is easy
to see that f |γ is also homogeneous of degree −k. Thus γ maps Strongk,rN
to Strongk,rN , and it is easy to see that f 7→ f |γ satisfies the conditions of a
right action.
Finally, since the action of γ leaves Λ unchanged, if f(Λ, ι) = 0 for Λ of rank
less than r, then the same is true for f |γ.
Modular forms for L≤r
5.10 Definition. For k ∈ Z, a modular form of weight k and rank r for L≤r is a
function L≤r → C∞ which is:
• continuous on L≤r,
• homogeneous of degree −k, and
• holomorphic on the main stratum Lr of L≤r.
We denote the space of strong modular forms of weight k and rank r for L≤r
by Strongk,r.




k,r, graded by the weight k.
5.12 Note that if a modular form f for
←−
LrN is independent of the level structure
ι (i.e. if f(Λ, ι1) = f(Λ, ι2) for any two inverse level N structures ι1, ι2 for a
lattice Λ, or equivalently it is invariant under the action of GLr(A/N)) then
it induces a unique modular form on L≤r ' GLr(A/N)
∖←−
LrN .
5.13 Definition. A modular form f ∈ Strongk,r is called a cusp form if f(Λ) = 0
for Λ in the boundary strata L≤r−1, i.e. Λ has rank less than r.
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The C∞-vector space of cusp forms of weight k and rank r is denoted Cuspk,r,
and the Strongr-algebra of all cusp forms, which is also a graded C∞-algebra




)× on L≤r, or equivalently of J (A) on L≤r, also carries
over to an action on the space of modular forms on L≤r:
5.14 Definition. For a modular form f on L≤r and a fractional ideal J , we define
the function f |J on L≤r by (f |J)(Λ) := f(J(Λ)) = f(J−1Λ).
5.15 Proposition. The map f 7→ f |J is an action of J (A) on the space of
modular forms f weight k and rank r on L≤r for each k ∈ Z, which maps cusp
forms to cusp forms.
Proof. Let f be a modular form of weight k; then since the action of J is a
homeomorphism, f |J is also continuous; since the action is a rigid analytic
automorphism of Lr, f |J is also holomorphic on Lr; and since the action of
J commutes with scaling of a lattice, f |J is also homogeneous of degree −k.
Thus J maps the space of modular forms on L≤r of weight k to itself.
Finally, if Λ has rank less than r then so does J−1Λ, so that if f is a cusp
form then f |J is too.
5.16 As a special case of this action by fractional ideals, we have the instances where
J = (t) is a principal ideal for t ∈ F×. Here, J is simply scaling the lattices
by t−1, and thus is scaling the Strongk,rN by t
k. So the more interesting case
is of non-principal ideals, with the ideal class group Cl(F ) = J (A)/Prin(A)
being of interest.
Examples of modular forms
In this section we list some classes of examples of modular forms. There is
large overlap between these modular forms and the examples given in [BBP3],
the correspondence between which may be made clearer by the connective
results in the following section. Before we start our listing, a lemma:
5.17 Lemma. Let f(z) =
∑∞
k=0 fkz
k be a series which converges on |z| ≤ 1. Then
if |f(z)| < ε for all z with |z| = 1, each coefficient fk has |fk| < ε.
Proof. Let ` ∈ N0. Since f(z) converges, we have that fk → 0 as k →∞; so
let |fk| < ε for k ≥ Kε. Since C∞ ⊃ Fq, we can let ζ ∈ Fqn − Fqn−1 ⊂ C∞ be
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a primitive N -th root of unity, for some n with N = qn − 1 > Kε.


















On the one hand, |F | ≤ maxN−1i=0 |f(ζ i)ζ−i`| = maxN−1i=0 |f(ζ i)| < ε. On the
other hand, |F + f`| ≤ max∞k=1|f`+Nk| < ε; thus |f`| < ε as desired.
Eisenstein Series and eΛ coefficient forms





These converge since the lattice elements go to infinity. Moreover, Ek is
homogeneous of degree −k; i.e. Ek(cΛ) = c−kEk(Λ) for c ∈ C×∞.
There is a connection between these Eisenstein series and the Taylor expansion
coefficients of eΛ, or more specifically of 1/eΛ:











































5.20 Lemma. For each k ∈ N and rank r, the Eisenstein series Ek(Λ) is a
holomorphic function of Λ on Lr.
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Proof. We show that Ek(Λ) is a holomorphic function on LrN ; the fact that it
has no dependence on level structure then implies holomorphicity on Lr.
Recall the isomorphism LrN ' GLr(F )
∖(
















is discrete, we need only consider how Ek(Λ)
changes as ω and ψr vary; hence let g be constant, and define Λg = F r ∩ gÂr,
a strongly discrete ‘lattice’ in F r. Then since
Λ = κ(ω, ψr)
(
F r ∩ gÂr
)














[(ω1λ1 + · · ·+ ωrλr)/ωr]−k.
Now ψ−kr is obviously holomorphic as a function of ψr, and for each λ ∈ Λg, the
linear combination (ω1λ1 + · · ·+ ωrλr)/ωr is a nonzero holomorphic function
of ω, since the ωi are F∞-linearly independent. Since Λg is strongly discrete
and k > 0, the above sum converges uniformly on affinoid subsets of Ωr ×C×∞
and hence defines a holomorphic function.
Now since the actions of GLr(F ) and K(N) leave the lattice Λ unchanged,
Ek(Λ) is also invariant under these actions, and hence is also holomorphic on









eΛ(z) for i ∈ N0 considered as
functions of Λ are continuous on
←−
LrN and homogeneous of degree −qi + 1.†
Proof. Homogeneity follows from the relation etΛ(tz) = teΛ(z) for t ∈ C×∞.
Also, note that d←−LrN
(
(Λ1, ι1), (Λ2, ι2)
)
< ε =⇒ sup|z|≤1|eΛ1(z)− eΛ2(z)| < ε.




(eΛ1(z)−eΛ2(z)) < ε, whence follows
the continuity.
Now for the holomorphicity of these coefficient forms:
5.22 Proposition. For i ∈ N0 and k ∈ N there are polynomials Gi(x1, x2, . . . ) and
Gk(y1, y2, . . . ) with coefficients in Fp such that eΛ,i = Gi(E1(Λ), E2(Λ), . . . )
and Ek(Λ) = Gk(eΛ,1, eΛ,2, . . . ).




f(z) denotes the coefficient of zk in f(z).
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Ek1(Λ)Ek2(Λ) · · ·Ekn(Λ)
which is a polynomial in the Ek(Λ) as desired. The second series of polynomials












1 + (eΛ(z)/z − 1)
.
5.23 Corollary. The coefficients eΛ,i are holomorphic on Lr.
Proof. Each eΛ,i is a polynomial in the Ek(Λ) by Proposition 5.22, each of
which is holomorphic on Lr by Lemma 5.20.
5.24 Corollary. The Eisenstein series Ek(Λ) are continuous on
←−
LrN .
Proof. Each Ek(Λ) is a polynomial in the eΛ,i by Proposition 5.22, each of
which is continuous on
←−
LrN by Proposition 5.21.
Thus the coefficients eΛ,i and the Eisenstein series Ek(Λ) form our first two
classes of modular forms for
←−
LrN , and are in fact modular forms on L≤r. As
such, we can extend these classes to more modular forms on L≤r:
5.25 Proposition. For each J ∈ J (A) and i, k ∈ N0, we have that eJ−1Λ,i and
Ek(J−1Λ) are modular forms on L≤r of weight qi − 1 and k respectively.
Proof. eJ−1Λ,i = eΛ,i|J and Ek(J−1Λ) = Ek(Λ)|J , so Proposition 5.15 applies.
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Partial Eisenstein Series
5.26 Definition. For each k ∈ N and l ∈ (N−1/A)r − {0}, we define the (partial)
Eisenstein series Ekl on
←−
LrN by




v−k if l ∈ Im ι
0 otherwise
.
We will omit the adjective partial, unless contrasting with the complete
Eisenstein series of Definition 5.18.
Restricting to the main stratum LrN , we have the corresponding weak modular
form:
5.27 Definition. For k ∈ N and l ∈ (N−1/A)r − {0}, we define the weak (partial)
Eisenstein series Ekl on LrN by




It will be possible to see from each context whether the weak or the strong
modular form Ekl is intended.
It is easy to see that each Ekl is homogeneous of degree −k.
In the case of k = 1, we encounter something familiar:
5.28 Proposition. E1l (Λ, ι) = µΛ,ι(l).
Proof. If l ∈ Im ι, let λ′ be a representative element of ι−1(l). Then by
Proposition 2.15 we have that

















For l /∈ Im ι, both sides are 0, and so the proof is complete.
5.29 Corollary. E1l is continuous on
←−
LrN .





(Λ1, ι1), (Λ2, ι2)
)
is small then so is |E1l (Λ1, ι1)− E1l (Λ2, ι2)|; hence E1l
is continuous (in fact, uniformly so).
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There is in fact some dependence between the Ekl and the modular forms eΛ,i:
5.30 Proposition. For k ∈ N there is a polynomial gk(x, y1, y2, . . . ) with coeffi-
cients in Fp such that Ekl = gk(E1l , eΛ,1, eΛ,2, . . . ) for all l ∈ (N−1/A)
r − {0}.









































































n−1 for n > 0 is a polynomial in the eΛ,i with coefficients





n−1 = 0 for
n > k, and so the last sum above is finite. This proves the claim.
5.31 Corollary. Each Ekl is continuous on
←−
LrN .
Proof. By Corollary 5.29 and Proposition 5.21, E1l and each of the eΛ,i are
continuous, and so Ekl , being a polynomial in these, is too.
5.32 Proposition. The functions Ekl (Λ, ι) are holomorphic on LrN .
Proof. We will prove this for the weak Eisenstein series Ekl (Λ, α), as it coin-
cides with the strong Eisenstein series on the main stratum LrN . The proof is
similar to that of Lemma 5.20.
Recall the isomorphism LrN ' GLr(F )
∖(
















is discrete, we need only consider how
Ekl (Λ, α) changes as ω and ψr vary; hence let g be constant, and define Λg =
F r ∩ gÂr and Λg,N = N−1Λg = F r ∩N−1hÂr, strongly discrete ‘lattices’ in
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F r. Then Λ = κ(ω, ψr)
(
F r ∩ gÂr
)
= κ(ω, ψr)(Λg) with κ(ω, ψr) = ω · ψrωr , and
letting a′ ∈ α(l) ⊂ N−1Λ, there is an a ∈ Λg,N such that a′ = κ(ω, ψr)(a); by
inspecting the commutative diagram Diagram 3.20 we see that a is independent
of ω and ψr, depending only on g and l. Thus we have that
α(l) = a′ + Λ = κ(ω, ψr)(a) + κ(ω, ψr)(Λg) = κ(ω, ψr)(a+ Λg), so that













Now ψ−kr is obviously holomorphic as a function of ψr, and for each λ ∈ a+Λg,
the linear combination (ω1λ1+· · ·+ωrλr)/ωr is a nonzero holomorphic function
of ω, since the ωi are F∞-linearly independent. Since a+Λg ⊂ Λg,N is strongly
discrete and k > 0, the above sum converges uniformly on affinoid subsets
and hence defines a holomorphic function.
Hence the Ekl form our third class of examples of modular forms, and our
first class which are not modular forms for L≤r.
5.33 Proposition. For l ∈ (N−1/A)r − {0} and γ ∈ GLr(A/N),
Ekl |γ = Ekγ−1l.











v−k if γ−1(l) ∈ Im ι
0 otherwise
= Ekγ−1l(Λ, ι)
Since these Eisenstein series are our first series of examples which actually
depend on the r-inverse level structure ι, it is interesting to see how a partial
Eisenstein series looks when restricted to a boundary stratum LsN of
←−
LrN :
5.34 Proposition. Let l ∈ (N−1/A)r−{0}, k ∈ N0, and δ be an injective selection
of FreerN . Then for each U ∈ FreerN of rank s, the restriction Ekl |U of the
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partial Eisenstein series Ekl on
←−
LrN to the boundary stratum LsN corresponding
to U as in Theorem 4.52 is a partial Eisenstein series of rank s, as follows:




(Λ, α) l ∈ Im δU
0 otherwise
.
Proof. For (Λ, α) ∈ LsN , by Theorem 4.52 we have

















if l ∈ Im δU
0 otherwise
.
Drinfeld module coefficient forms

















φΛI (X) for i ∈ N0
considered as functions of Λ are modular forms of weight qi − 1 on L≤r.
























is a homogeneous symmetric polynomial of degree qi − 1 in the E1l (Λ) for
l ∈ ((a)−1/A)r − {0}, and hence is a modular form of degree qi − 1 on
←−−
Lr(a).
Moreover, since the aforementioned polynomial is symmetric, φΛa,i is invariant
under the action of GLr(A/(a)) on
←−−
Lr(a) and hence is a modular form on L≤r.
The proof for φΛI,i is similar, based instead on Definition 3.4.
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I are modular forms on
L≤r of weight qi − 1.




I,i|J , and so Proposition 5.15 applies.
We can now prove a proposition which was used in the previous chapter:
4.3 Proposition. Let R > 0 and let Λ and Λ′ be lattices of rank ≤ r, with Λ′








|eΛ′(z)− eΛ(z)| → 0.
Proof. Let a ∈ A such that |a| ≥ R; since then
sup
|z|≤R
|eΛ′(z)− eΛ(z)| ≤ sup
|z|≤|a|
|eΛ′(z)− eΛ(z)|,
it is enough to prove the above statement for the case R = |a| for some a ∈ A.
Consider the polynomial φΛa ; since each of its finitely many nonzero coefficients









∣∣φΛ′a (eΛ′(z))− φΛa (eΛ(z))∣∣
≤ sup
|z|≤1
∣∣φΛ′a (eΛ′(z)− eΛ(z))∣∣+ sup
|z|≤1
∣∣φΛ′a (eΛ(z))− φΛa (eΛ(z))∣∣.
Now since Λ′ → Λ, we have that φΛ′a → φΛa and so the second term goes to
zero since eΛ(z) is bounded on |z| ≤ 1. For the first term, note that since
φΛ
′
a → φΛa , the coefficients of the polynomial φΛ
′
a are bounded and so since




|eΛ′(z)− eΛ(z)| → 0.
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5.37 There is some dependence between these Drinfeld module coefficient forms
for different values of a ∈ A and ideals I. Indeed, from φΛab = φΛa ◦ φΛb we see
that each coefficient φΛab,i can be written as a polynomial in the coefficients
φΛa,j and φΛb,j and similarly φΛIJ,i can be written as a polynomial in the φΛI,j and
the φΛJ,j for ideals I and J . Of course, since each φΛa is a polynomial of degree
at most r · deg a in τ , and exactly that much if Λ has rank equal to r, φΛa,i is
zero for i > r deg a.
5.38 Let us also consider the modular forms ∆a(Λ) = φΛa,r deg a on L≤r for a ∈ A
and ∆I(Λ) = φΛI,r deg I , which are nonzero on the main stratum Lr since φΛa
and φΛI have degree exactly r deg a and r deg I respectively. For the same
reason, these modular forms are cusp forms, being zero on the boundary
L≤r−1 = L≤r − Lr.
5.39 From the relation φΛab = φΛa ◦ φΛb we have that
∆ab(Λ) =
[











τ r deg ab
](
∆a(Λ)τ
r deg a + o
(
τ r deg a
))(
∆b(Λ)τ
r deg b + o
(










qr deg a = ∆a(Λ)∆b(Λ)
|a|r .
Since ab = ba, this implies that ∆a(Λ)∆b(Λ)|a|
r
= ∆b(Λ)∆a(Λ)
|b|r , so that
∆a(Λ)
|b|r−1 = ∆b(Λ)
|a|r−1. Thus if |a|r−1
√
∆a(Λ) exists in some sense, it would
be largely independent of a; the same applies for the ideal-based Drinfeld
module coefficients.
Relation with BBP definitions
We will investigate the relation between our modular forms and that defined
by Basson, Breuer, and Pink‡ in [BBP1]. There are some differences in
notation between our work and that of [BBP1; BBP2; BBP3]; for instance,
there the elements of Ωr and Ψr are considered as column vectors as opposed
to row vectors, which results in differences of definition of various actions.
For this reason, we will translate relevant definitions and results from [BBP1;
BBP2; BBP3] to our context before referring to them.
Let ξ ∈ C×∞ be fixed for the remainder of this thesis. Note that each
ω ∈ Ωr ' Ψr/C×∞ has a representative ω ∈ Ψr with last component ωr = ξ;
‡For the remainder of this chapter, we will largely refer to the authors Basson, Breuer,
and Pink collectively as BBP.
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we denote this representative by ψ(ω). The map Ωr → Ψr, ω 7→ ψ(ω) is rigid
analytic, since the rigid analytic structure on Ψr has been defined to be that
of the product Ωr × C∞ via the isomorphism Proposition 3.16.
5.40 Definition. For γ ∈ GLr(F ), ψ ∈ Ψr, and ω ∈ Ωr, we define






where (ψγ−1)r denotes the last entry of the vector ψγ−1, and similarly






This j(γ, ψ) serves as a normalisation factor, preserving the last component
being equal to ξ under the action of GLr(F ):
5.41 Proposition. For ω ∈ Ωr and γ ∈ GLr(F ),
ψ(ωγ−1) = j(γ, ψ(ω))−1 · ψ(ω)γ−1 = j(γ, ω)−1 · ψ(ω)γ−1.
Proof. With ' temporarily denoting similarity up to a multiple of C×∞,
ψ(ωγ−1) ' ωγ−1 ' ψ(ω)γ−1. Inspecting the last components of the first
and last terms yields the relevant scaling factor j(γ, ψ(ω)).
5.42 Definition. For f : Ωr → C∞, k ∈ Z, and γ ∈ GLr(F ), we define
f |kγ : Ωr → C∞, (f |kγ)(ω) := j(γ, ω)−kf(ωγ−1).
It is easily shown that this ‘slash operator’ |k induces a right action of GLr(F )
on the set of functions Ωr → C∞.
For future reference, we include here the definition of a weak modular form
in [BBP1], which we will refer to as a weak BBP modular form to contrast
with the weak modular forms defined earlier.§
5.43 Definition. Consider an integer k and an arithmetic subgroup Γ < GLr(F ).
A weak BBP modular form f of weight k for Γ is a holomorphic function
f : Ωr → C∞ such that for all γ ∈ Γ, f |kγ = f .
The C∞-vector space of weak BBP modular forms of weight k for Γ will be
denoted by Wk(Γ), and the graded C∞-algebra of weak BBP modular forms
for Γ will be denoted by W∗(Γ).
§We do not include the ‘type’ parameter m investigated in BBP’s work; all the modular
forms considered in this thesis are of type 0.
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With the decomposition of LrN into
⊔
g∈H Γg\Ψr in Proposition 3.25 in mind,











K(N) and Γg = gK(N)g−1 ∩ GLr(F ) for each g ∈ H,
we define maps from modular forms on LrN to BBP modular forms on the
quotients Γg\Ωr . These maps essentially separate the function f into its
values on each of the irreducible components of LrN .




, we define the
function fg : Ωr → C∞ by
fg(ω) = f(Θ([ψ(ω), g]));
here Θ is the bijection defined in Theorem 3.19.
For f :
←−
LrN → C∞, we let fg denote the same construction using the restriction
of f to the main stratum LrN of
←−
LrN .
5.45 Proposition. For f ∈Weakk,rN and γ ∈ GLr(F ), fg|kγ = fγ−1g.
Proof. Let ω ∈ Ωr. Then since f is homogeneous of degree −k,


















since [ψγ−1, g] = [ψ, γ−1g] because γ ∈ GLr(F ).
5.46 Theorem. If f ∈Weakk,rN is a weak modular form of weight k, then each fg
is a weak BBP modular form for Γg.
Proof. Since f , Θ, and the map ω 7→ ψ(ω) are rigid analytic, fg is also rigid
analytic. So it remains to show that fg satisfies the relevant transformation










= f(Θ([ψ(ω), g])) = fg(ω)
as desired.
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WeakrN →W∗(Γg), f 7→ fg
is a homomorphism of graded C∞-algebras.
Proof. Theorem 5.46 shows that the above map sends a weak modular form of
weight k to a weak BBP modular form of weight k, and from Definition 5.44
it preserves scaling by C∞ and multiplication of weak modular forms.











K(N) , then the following homomorphism of




W∗(Γg), f 7→ (fg)g∈H .
Proof. By Proposition 5.47, it is enough to show that if if f ∈Weakk,rN is
mapped to 0 = (0)g∈H then f = 0. So assume f to be such that fg = 0 for all
g ∈ H.
So let g ∈ H, so that fg = f(Θ([ψ(ω), g])) = 0 for all ω ∈ Ωr. Then
scaling by C×∞ we see that f(Λ, α) = 0 for all (Λ, α) in the irreducible







K(N) , f = 0 over all the irreducible components of
LrN and thus is identically zero.
Now after our definition of weak modular forms two sections ago we defined
strong modular forms, which can be seen as weak modular forms which satisfy
continuity conditions at the boundary ∂rN of
←−
LrN . Similarly, BBP modular
forms are defined as weak BBP modular forms which satisfy an additional
condition ‘at infinity’:
Holomorphicity at infinity and going to zero at infinity are conditions regarding
the behaviour of a holomorphic function on Ωr as the first component of
ω ∈ Ωr goes to infinity, which we will not repeat here. We will, however,
include the following characterisation of holomorphicity at infinity and going
to zero at infinity which was communicated to us by BBP; the proof is
included in Appendix 1:
5.49 Proposition. Let Γ < GLr(F ) be an arithmetic subgroup and f : Ωr → C∞
be a holomorphic function such that f |kγ = f for all γ ∈ Γ.
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Then f is holomorphic at infinity if and only if it is bounded on every vertical
line, i.e. for every vector ψ′ = (ψ2, . . . , ψr) ∈ Ψr−1 there are real numbers
N > 0 and R > 0 such that for all ψ1 ∈ C∞ satisfying d(ψ1, ψ′F r−1∞ ) > R we
have |f(ψ1 : . . . : ψr)| < N .
Moreover, f goes to zero at infinity if and only if it goes to zero on each
vertical line, i.e. for every ψ′ = (ψ2, . . . , ψr) ∈ Ψr−1 and ε > 0 there is an
R > 0 such that |f(ψ1 : . . . : ψr)| < ε for d(ψ1, ψ′F r−1∞ ) > R.
5.50 Definition. For an integer k and an arithmetic subgroup Γ < GLr(F ), a
strong BBP modular form f of weight k for Γ is a weak BBP modular form
such that f |kγ is holomorphic at infinity for all γ ∈ GLr(F ).
The C∞-vector space of strong BBP modular forms of weight k for Γ will be
denoted byMk(Γ), with the graded C∞-algebra of all strong BBP modular
forms denoted byM∗(Γ). Also, the adjective strong will be omitted unless
contrasting with BBP weak modular forms.
5.51 Definition. A BBP cusp form of weight k for Γ is a strong BBP modular
form f such that f |kγ goes to zero at infinity for all γ ∈ GLr(F )
The C∞-vector space of BBP cusp forms of weight k for Γ will be denoted by
Sk(Γ), with the graded C∞-algebra of all BBP cusp forms denoted by S∗(Γ).
Using Proposition 5.49, we can prove the following:





then fg is a strong BBP modular form of weight k for Γg.
Proof. Let γ ∈ GLr(F ) and ψ′ ∈ Ψr−1, where without loss of generality
ψr = ξ, and let ψ = (ψ1, . . . , ψr) where ψ1 ∈ C∞ is variable. Also let
F r ∩ γ−1gÂr = (I1, I2, . . . , Ir)T where the Ii are fractional ideals, so that for
(Λ, α) = Θ([ψ, γ−1g]) we have Λ = ψ(F r ∩ γ−1gÂr) = I1ψ1 + I2ψ2 + · · · Irψr.
Then as in Proposition 4.7 we have that as d(ψ1, ψ′F r−1∞ )→∞ the lattice Λ
tends to Λ′ := I2ψ2 + · · ·+ Irψr. Also, as in the proof of Proposition 4.31 the
r-inverse level N structure ι = α−1 tends to the r-inverse level N structure




, [λ2ψ2 + · · ·+λrψr]Λ′ 7→ ι([λ2ψ2 + · · ·+λrψr]Λ).
Thus as d(ψ1, ψ′F r−1∞ ) → ∞ we have that (Λ, ι) → (Λ′, ι′), with (Λ′, ι′) not
dependent on ψ1. Thus since f is continuous on
←−
LrN we have that
(fg|kγ)(ω) = fγ−1g(ω) = f(Λ, ι)→ f(Λ′, ι′);
Stellenbosch University https://scholar.sun.ac.za
CHAPTER 5. MODULAR FORMS 77
since the limit exists, fg|kγ is bounded on the vertical line defined by ψ′.




, then fg is
a BBP cusp form of weight k for Γg.
Proof. Let γ ∈ GLr(F ). Then similarly to Proposition 5.52,
(fg|kγ)(ω) = fγ−1g(ω) = f(Λ, ι)→ f(Λ′, ι′) = 0,
the zero due to f being a cusp form. Since the limit is zero, fg|kγ goes to
zero at infinity on the vertical line defined by ψ′.











K(N) , then the following homomorphisms of







S∗(Γg), f 7→ (fg)g∈H .
Proof. These are shown by Propositions 5.48, 5.52 and 5.53.
5.55 Corollary. For each k ∈ Z, Strongk,rN has finite dimension as a C∞-vector
space.
Proof. By Proposition 5.52 and Theorem 5.54, Strongk,rN can be seen as a
subspace of
∏
g∈HMk(Γg); by [BBP2, Theorem 11.1] the latter space is finite
dimensional.
5.56 The above injection of strong modular forms is not a bijection in general, as
by Theorem 4.38 the irreducible components of LrN share a common boundary
and hence the condition of continuity on
←−
LrN imposes relations between the
modular form’s value on different irreducible components, whereas in the
product
∏
g∈HM∗(Γg) the modular forms on each component are completely
independent. As a more explicit example, consider the modular form of weight
0 on
∏
g∈HM∗(Γg) which is defined to have constant value 1 on M∗(Γg0)




and constant value 0 on M∗(Γg) for
g ∈ H − {g0}. However, the above injection does become a bijection when
restricting to cusp forms, which are zero on the boundary:
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Proof. Let (fg)g∈H ∈
∏
g∈H Sk(Γg) be a tuple of BBP cusp forms of weight k,
and define the weak modular form f ∈ Cuspk,rN by f(tΘ([ψ(ω), g])) = t−kfg(ω)
for ω ∈ Ωr, t ∈ C∞ and g ∈ H; the holomorphicity and homogeneity of f
follows from the corresponding properties of the fg. All that remains is to
show that f is continuous when considered as a function on
←−
LrN , defined to
be zero on the boundary ∂rN =
←−
LrN − LrN . However, since by Corollary 4.37
the unions Cg ∪ ∂rN , where Cg denotes the irreducible component of LrN
corresponding to g ∈ H, are each closed in
←−
LrN and together cover the whole
space
←−
LrN , and there are finitely many such, it is enough to show that f is
continuous on each Cg ∪ ∂rN ; as in the proofs of Propositions 5.52 and 5.53,
this follows from the fact that each fg is a cusp form.
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6 Conclusion
In this thesis we have presented a theory of modular forms of arbitrary finite
rank r, similarly to the work of Gekeler and Basson, Breuer, and Pink. In
contrast to these other works, ours does not make much use of rigid analysis
and uses continuity in a metric space to define when a weak modular form
is in fact a strong modular form. Hence it may be more accessible to those
unfamiliar with rigid analysis. We have also introduced actions of GLr(A/N)
and J (A) on these modular forms, which as far as we can tell is novel and
will hopefully have effects on the general theory of modular forms.
There are a number of directions in which this work may be extended, which
we hope will be investigated in future:
• Dimension formulae for the vector spaces of modular forms of weight k.
• The generation of the graded ring of modular forms by modular forms
of small weight. For instance, in the case of A = Fq[T ] and rank 2 it has
been shown that the ring of BBP modular forms for the full congruence
subgroup Γ(N) = ker(GL2(A)→ GL2(A/N)) = K(N) ∩ GL2(F ) is
generated by weight 1 Eisenstein series and possibly some weight 2 cusp




• A characterisation of when the action of the group J (A) on LrN extends
to a homeomorphism on
←−
LrN and thus to an action on modular forms
for K(N).
• Generalising the principal congruence subgroup K(N) to a general





• Including the type m ∈ Z of a modular form as in [BBP1; BBP2; BBP3].
• Establishing a notion of successive minimum basis (SMB) of a lattice
and fundamental domain F of Ωr for general A 6= Fq[T ], the Fq[T ] case
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Appendices
Vertical lines in BBP
The results in this section will largely concern a selection of definitions and
properties defined in [BBP1; BBP2; BBP3], all of which will simply be
restated from these papers, except for Definition .4 and Theorem .5. We will
only concern ourselves with the most relevant definitions and propositions
necessary for the statement and proof of Theorem .5.
For this section, let Γ be a fixed arithmetic subgroup of GLr(F ). We also let
U denote the algebraic subgroup of GLr(F ) of matrices of the form





where Idr−1 denotes the identity matrix of size (r − 1)× (r − 1), and denote
ΓU = Γ∩U , with the ‘lattice’ L′ ⊂ F r−1 of elements where the corresponding
element of U lies in ΓU .
Also, for every ω′ ∈ Ωr−1 and ω1 ∈ C∞, we will let ω = (ω1, ω′) ∈ Ωr; here ω′
and ω are normalised so that the last component is equal to ξ. Also, ω′L′ is





is well-defined for all ω ∈ Ωr.
.1 Definition. For a function f : Ωr → C∞ and a subgroup ΓU of GLr(F ), we
say that f is ΓU -invariant if and only if f(ωγ) = f(ω) for all γ ∈ ΓU and
ω ∈ Ωr.
Any modular form for Ωr is ΓU -invariant, since det γ = 1 for γ ∈ ΓU .




.2 Proposition. ([BBP1, Proposition 5.4]) For any ΓU -invariant holomorphic
function f : Ωr → C∞ there exist unique holomorphic functions fk : Ωr−1 →




converges to f(ω1, ω′) on some neighbourhood of infinity, and uniformly on
every affinoid subset thereof.
.3 Definition. ([BBP1, Definition 5.12]) A ΓU -invariant holomorphic function
f : Ωr → C∞ is said to be holomorphic at infinity if and only if all the fk as
defined above are identically zero for k < 0, and is said to go to 0 at infinity
if in addition f0 is identically zero.
.4 Definition. Let f : Ωr → C∞ be a holomorphic ΓU -invariant function.
We say that f is bounded on vertical lines if for every ω′ ∈ Ωr−1 there exist
constants ε, R > 0 such that if d(ω1, F r−1∞ ω′) > R, then |f(ω)| < ε. If for
every ω′ ∈ Ωr−1 and ε > 0, there exists an R > 0 with this property, we say
that f tends to 0 on vertical lines.
We say that f is bounded (resp. tends to 0 ) on vertical cylinders if for any
ω′ ∈ Ωr−1 there exists an admissible neighbourhood S ⊂ Ωr−1 of ω′ and
ε, R > 0 such that if d(ω1, F r−1∞ ω′) > R and ω′ ∈ S, then |f(ω)| < ε. (resp.
if for all ε > 0 there exists R > 0 with this property).
We now arrive at the result which will be used in Chapter 5:
.5 Theorem. Let f : Ωr → C∞ be a holomorphic Γ-invariant function. The
following conditions are equivalent:
1. f is bounded on vertical cylinders.
2. f is bounded on vertical lines.
3. f is holomorphic at infinity.
Moreover, f goes to zero at infinity if and only if f tends to 0 on vertical
lines (or equivalently on vertical cylinders).
The following proof is largely due to BBP.
Proof. Item 1 =⇒ Item 2. This is trivial.
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Item 2 =⇒ Item 3. By Proposition .2, there exists a sequence (rn > 0)n≥0












∣∣ (uω′(ω1), ω′) ∈ B(0, rn)× Ωr−1}
for all sufficiently large n ∈ N0.
Let ω′ ∈ Ωr−1, R > 0, and ε > 0 as in Definition .4. Suppose that
ω1 ∈ C∞ satisfies d(ω1, ω′F r−1∞ ) > R; then we have |uω′(ω1)| < 1/R.
Choosing n ∈ N sufficiently large and enlarging R if necessary, we may
assume that ω1, ω′) ∈ Un, that the expansion Equation 6 converges
uniformly on Un, and that |f(ω)| < ε for all ω ∈ Sn.
Now consider the Newton polygon of the series Equation 6, i.e. the bound-





Euclidean plane. [BBP1, Lemma 5.1] gives that lim
k→−∞
|fk(ω′)|−1/k = 0,
so that the slopes of the Newton polygon tend to −∞ as k → −∞;
thus either the series has a finite tail or infinitely many points lie on
the Newton polygon for negative k.
Consider the line y = mx+ c with slope m = logq|uω′(ω1)| and tangent
to the Newton polygon. By slightly perturbing ω1, we may assume that
this line touches the Newton polygon in only one point (k,− logq|fk(ω′)|).
The corresponding term in Equation 6 then dominates the series, and
the y-intercept of the line equals
c = − logq
∣∣fk(ω′)uω′(ω1)k∣∣ = − logq|f(ω)|.
Now if there exist points on the Newton polygon with k < 0, then
by choosing m = logq|u′ω|(ω1) sufficiently small (i.e. d(ω1, ω′F r−1) suffi-
ciently large), we find that |f(ω)| can be made larger than the bound ε,
i.e. f is not bounded on this vertical line, contradicting Item 2. Further-
more, if there exists a point with k = 0, then the same argument shows
that |f(ω)| ≥ |f0(ω′)|, so that f cannot vanish on the vertical line.
Item 3 =⇒ Item 1. Let f have a u-expansion as before. Let ω′ ∈ Ωr−1
be given, and let n ∈ N such that ω′ ∈ Ωr−1n =: S; here the Ωr−1n form
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an admissible covering of Ωr−1 by affinoid subsets. Let rn > 0 be such
that the u-expansion converges on{
(ω1, ω
′) ∈ Ωr
∣∣ (uω′(ω1), ω′) ∈ B(0, rn)× Ωr−1n },
and set R =: 1/rn.
Suppose that (ω1, ω′)) ∈ C∞ × S satisfies d(ω1, ω′F r−1∞ ) > R; then
(uω′(ω1), ω








and so f(ω) is bounded by some N > 0. Thus f is bounded on vertical
cylinders.
Lastly, if f0 is identically 0, then we may write







where the sum on the right is bounded as before, and |uω′(ω1)| → 0 as
R→∞, so f tends to 0 on vertical cylinders.
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