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We propose to replace the exact amplitudes used in MC event generators for trained Machine
Learning regressors, with the aim of speeding up the evaluation of slow amplitudes. As a proof
of concept, we study the process gg → ZZ whose LO amplitude is loop induced. We show that
gradient boosting machines like XGBoost can predict the fully differential distributions with errors
below 0.1%, and with prediction times O(103) faster than the evaluation of the exact function. This
is achieved with training times ∼ 7 minutes and regressors of size . 30 Mb. These results suggest
a possible new avenue to speed up MC event generators.
INTRODUCTION
The success of the LHC in discovering the Higgs boson
is a testament to the impressive advancements made by
the HEP community in understanding accelerators, de-
tectors, and to make accurate Standard Model (SM) pre-
dictions. As a result, the LHC is rapidly evolving from
an energy frontier machine, capable of discovering new
resonances, to a precision machine, capable of measuring
small deviations over precise SM predictions.
Due to the key role of higher order corrections in preci-
sion physics, there has been an Herculean effort in recent
years to compute, store, and automate higher loop calcu-
lations for SM and Beyond the SM (BSM) predictions [1–
20]. As impressive as this has been, the use of N(N)LO
results by the broader HEP community has been rela-
tively low, in part due to the long times required to eval-
uate amplitudes beyond tree level. This evaluation time
increases dramatically with the loop order, and makes
certain Monte Carlo (MC) event simulations at one loop
already unfeasible. Nonetheless, higher loop effects will
become more important as the precision from the exper-
imental and theoretical sides keeps improving. This calls
for innovations to reduce evaluation times for slow ampli-
tudes. One possible avenue to do just that is to improve
the traditional tools and techniques – an effort that is
well under way. In this work, however, we take a new
and different approach to address these issues.
The main goal of this work is to show that thanks
to the advances in Machine Learning (ML) algorithms
and tools, it is now possible to train ML regressors with
pre-computed slow amplitudes, and use them to predict
the same amplitudes accurately and in a fraction of the
time.
As a proof of concept we study the gg → ZZ process
which is loop induced at LO (see Fig. 1). We find that
ML regressors can achieve prediction times O(103) faster
than traditional tools while the predicted values for single
and double differential distributions have errors below
0.1%. This was achieved with training times . 7 minutes
on a single CPU core, and with a disk size for the trained
regressors of a few to tens of megabytes (Mb).
Machine Learning algorithms are constantly find-
ing new applications in HEP research (see [21–49] for
concrete applications and [50–60] for recent reviews).
Nonetheless, we are not aware of any work where these
tools have been used to speed up time consuming ampli-
tudes [61].
There are many processes where speeding up MC event
generation can be immediately useful. Therefore, a next
step after this work would be to test the ML regressors
on other processes and implement them into a MC gen-
erator. We comment on further applications at the end
of this letter.
A PROOF OF CONCEPT WITH gg → ZZ
We chose to test the performance of ML regressors in
approximating the gg → ZZ squared amplitude for sev-
eral reasons. First of all, the LO contribution to this
process arises at one loop (Fig. 1) and therefore is slow.
Secondly, it was shown in Ref. [62] that this process con-
tributes the bulk ( ∼ 60%) of the full NNLO correction of
hadronic Z-boson pair production, making its computa-
tion imperative when performing phenomenlogical stud-
ies to test the SM or to search for New Physics (NP). In
addition, it is relevant for NP searches where it consti-
Figure 1. SM LO diagrams for gg → ZZ, up to fermion
momentum flow and crossings.
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2tutes a background to pp → ZH with H decaying to b¯b
or to invisible new particles [63–68]. At the same time,
this process is simple enough to avoid unnecessary com-
plications: the squared amplitude only depends on two
variables, the center of mass energy and the polar angle θ,
i.e. |M(√sˆ, cos θ)|2. Furthermore, when the the pair of
ZZ bosons are on-shell, there are no resonant peaks. We
leave the study of processes with s-channel resonances
for future work. Furthermore, since the αs dependence
amounts to an overall rescaling of the amplitude squared,
we can approximate the function using a fixed value of
αs and restore the scale dependence afterwards.
ML ALGORITHM AND TRAINING
Choosing a Machine Learning algorithm
The problem we are trying to address here requires,
above all, two features from an ML algorithm: first,
it must be able to approximate the true function over
the entire domain as accurately as possible; second, it
must be be able to do so faster than existing dedi-
cated programs ∼ 5 · 10−3 [s] per phase space (PS)
point [69]. An additional bonus feature is for the model
to be lightweight, i.e. to have a small disk size, . O(100)
Mb, so that it is easy to distribute quickly.
With this in mind, we evaluated several algorithms
suited for regression in the early stages of this work. In
particular, we tested deep neural networks (DNN) with
TensorFlow [70], random forests [71–73], and gradient
boosting machines (GBM) [74, 75]. From the outset,
GBMs as implemented in XGBoost [76] outperformed the
others by far in terms of speed, accuracy, and robustness
against overfitting with very little tuning [77]. Therefore,
all the results presented in this letter were obtained with
XGBoost via the scikit-learn API.
As discussed above, we use the default or close to the
default values for the hyper-parameters, except for the
number of estimators (n), maximum depth of the trees
(md), and the learning rate (lr), for which we performed
a small scan n ∈ [10, 1000], md ∈ [10, 800], and lr ∈
[0.01, 0.3]. Based on this bare bones optimization, the
final set of parameters used in this work are given in
Table I.
Datasets for Training and Prediction
To train and test the XGBoost regressor, we generated
18 million (18M) pairs of phase space points, (
√
sˆ, cos θ),
XGBoost parameter Value
n estimators 200
max depth 50
learning rate 0.1
min child weight 1
γ 0
colsample bytree 1
subsample 0.75
booster gbtree
objective reg:squarederror
Table I. Hyper-parameter settings used for all XGBoost regres-
sors in this work. The parameters we attempted to optimize
are shown above the split while the values for the parame-
ters below the split are the XGBoost default ones with the
exception of ‘subsample’, see text for details.
uniformly distributed in the region defined by,
√
sˆ ∈
[
2
√
m2Z + p
2
T,cut, 3 TeV
]
,
cos θ ∈ [−1, 1]×
√
1− 4p
2
T,cut
sˆ− 4m2Z
,
(1)
with pcutT = 1 GeV to regulate the singularity in 〈|M|2〉
in the limit pT → 0 (similarly to what is done in MCFM [78]
and Madgraph aMC@NLO [2]). We chose (
√
sˆ )max = 3 TeV
as an arbitrary cutoff relevant for LHC physics. Never-
theless, it is straightforward, and inconsequential, to ex-
tend the cutoff to the collider center of mass energy; we
checked this explicitly up to 14 TeV.
We then computed the corresponding squared ampli-
tudes required for training and testing XGBoost , using
the OpenLoops software [79]. The full sample of 18M
points was split into a training and prediction dataset
with 3M and 15M points, respectively. To ensure that
the data sets are statistically independent, we generated
the phase space points using the Python implementation
of the Mersenne Twister algorithm [80] which, when ini-
tialized properly, has a period of 219937 − 1.
Phase Space partitioning and multiple regressors
The function that we are trying to approximate,
〈|M|2〉, is peaked at cos θ → ±1. This motivates an
ansatz to break up the full phase space into smaller sub-
regions with roughly equal integrated d〈|M|2〉/dPS with
the purpose of training one regressor per sub-region.
For example, choosing cos θ and
√
sˆ regions defined by
cos θ ∈ {−1,−0.94,−0.7, 0.7, 0.94, 1} ×
√
1− 4p
2
T,cut
sˆ− 4m2Z
,
√
sˆ ∈ {2
√
m2Z + p
2
T,cut, 1.3 [TeV], 3[TeV]} , (2)
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Figure 2. Prediction time per point as a function of the size
of training set. The crosses (open circles) correspond to the
results for the ‘1 region’ (‘10 regions’ ) regressors. The solid
curves are simple power law fits and are shown in the legend.
with the idea of decreasing as much as possible the vari-
ation of the squared amplitude in each sub-region. This
partitions the full phase space into 10 sub-regions each
with its own dedicated XGBoost regressor that is trained
on, and predicts in, only one sub-region. These parti-
tions are delineated by dashed gray lines in the right half
of Fig. 3.
For the remainder of this letter, we will refer to the
ansatz with 10 regressors as the ‘10 regions’ regressor,
and to the one trained on the full domain defined by
Eq. (1) as ‘1 region’ .
To compare the performance of the ‘1 region’ and
‘10 regions’ regressors, we first train the ‘1 region’ re-
gressor on a given dataset. Then, to train each of the ten
regressors that make up the ‘10 regions’ regressor, we
split the same dataset according to the regions defined in
Eq. (2). In the end, each of these ten regressors making
the ‘10 regions’ regressor is only trained on a fraction be-
tween 2.4% and 24% of the total dataset, corresponding
to the fraction of its phase space area (since the PS is
uniformly sampled).
Training time
We benchmark the time it took to train the ‘1 re-
gion’ and each of the ‘10 regions’ regressors on a single
CPU core of an Intel R© Xeon R© CPU model E5-2640V4
@ 2.40 GHz on x86 64 architecture. Since XGBoost can
train and predict on multiple cores by default, the times
reported here are quite conservative. In practice, modern
desktop machines with at least four cores are increasingly
common and so training and prediction times can be eas-
Figure 3. Absolute value of the percentage relative
error per bin of the double differential distribution,
d2〈|M|2〉/d cos θd√sˆ. Each bin has size 140×0.2 (GeV, cos θ).
The total number of training (prediction) points is 3M (16M).
Left: ‘1 region’ regressor. Right: ‘10 regions’ regressor with
dashed gray lines showing the sub-regions defined in Eq. (2).
ily be improved by a factor of a few to ten.
The results of the timing tests for the training phase
are shown in Fig. 2 (top panel) for both the ‘1 region’ and
‘10 regions’ regressors; in addition, a simple power law
fit to the points is given. For a training dataset size of
3M PS points, the ‘1 region’ (‘10 regions’ ) regressors
took ∼ 16 (7) minutes to train. In the case of the ‘10 re-
gions’ regressors – there are 10 of them – we added up
the times it took to train each one of them.
RESULTS
In order to benchmark the trained ‘1 region’ and ‘10 re-
gions’ regressors defined above, we study the relative
error of their predictions, and measure their evaluation
times. The relative error is defined as,
ε =
〈|M|2〉OpenLoops − 〈|M|2〉XGBoost
〈|M|2〉OpenLoops
. (3)
As for the training times, we measure the prediction
times on a single core of the same CPU described above.
Accuracy of predictions
Figure 3 shows the relative error on the sum of the
predicted d2〈|M|2〉/dPS values in each bin for the ‘1 re-
gion’ and ‘10 regions’ regressors. Each of the regres-
sors was trained on 3M points and the relative errors
were computed from predictions of 15M points. Each
bin has a size of 140 GeV × 0.2, which is appropriate
for phenomenological studies at the LHC. The left and
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Figure 4. Relative error of d〈|M|2〉/d√sˆ. The red and the
blue curves correspond to the ‘1 region’ and ‘10 regions’ re-
gressors respectively (see Sec. ).
right sides of the plot correspond to the ‘1 region’ and
‘10 regions’ regressors, respectively, put together for eas-
ier comparison since the amplitude is symmetric under
cos θ → − cos θ. In addition, the right panel is overlaid
with the boundaries of the sub-regions defined in Eq. (2).
We find that the ‘1 region’ regressor has a maximum rela-
tive error per bin of 0.3% while the ‘10 regions’ regressor
has a maximum error of 0.03%.
For phenomenological studies, another important dif-
ferential distribution is the singly differential one with
respect to
√
sˆ. The relative error for this distribution is
shown in Fig. 4 and is of O(percent) and O(permille) for
the ‘1 region’ and ‘10 regions’ regions respectively.
In order to assess the effect of the size of the training
set on the performance of the machines, we show in Fig. 5
the fraction of points with relative error greater than 1%,
5%, and 10% using the full 15M phase space point pre-
diction dataset. The dashed (solid) curves correspond to
the full (subdivided) phase space. Again, it is clear that
subdividing the phase space is very effective in reducing
the errors. Figure 5 also shows that, for the chosen hy-
perparameters (Table I), there is little benefit from using
training datasets larger than 1M points. Furthermore,
we find no over-training even up to training datasets of
3M points.
From the results presented in this section, the bene-
fit of subdividing the phase space and training separate
machines on the subregions is clear: the error between
the ‘1 region’ and ‘10 regions’ is reduced by an order of
magnitude, see Fig. 3 and Fig. 4, while the training and
prediction times are reduced by a factor of two, see Fig. 2.
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Figure 5. Percentage of predicted points with an error greater
than 1% (blue), 5% (red), and 10% (black) as a function of
the number of trained points (the number of predicted points
is 15 million). The solid (dashed) curves correspond to the
‘10 regions’ (‘1 region’ ) regressors.
Prediction speed
The time required to predict one phase space point
is a crucial performance metric for the trained machine.
Clearly it must be much faster than the time required
to evaluate the true function (we use OpenLoops as our
benchmark). The results of the timing tests for the train-
ing phase are shown in Fig. 2 for both the ‘1 region’ and
‘10 regions’ regressors. In addition, a simple power law
fit to the points is shown for each one on the plot. For
the ‘10 regions’ regressor trained on 1M points, the pre-
diction time is ∼ 1 × 10−5 seconds in comparison to
8.7× 10−3 seconds for Fortran interface of OpenLoops –
i.e., a factor of ∼ 1000 speedup.
Note that the trained regressors can be packaged as
a single, standalone, C library. We checked that calling
this library during an event generation run has negligible
overhead.
Disk size
Another desirable feature for the standalone packaged
library is to be lightweight in terms of disk size. We find
that for 1M points, the ‘1 region’ (‘10 regions’ ) regressor
has a size is 2.6 (19) Megabytes. This makes these re-
gressors ultra portable and could be downloaded on the
fly during MC event generation – we envision machines
of this type to be an option given to the user when gen-
erating events with popular MC event generators such as
MG5 aMCNLO [1], Sherpa [81], and Whizard [82].
5SUMMARY AND CONCLUSIONS
The idea of using ML regressors to approximate
squared amplitudes proposed in this work is a new appli-
cation of Machine Learning techniques in HEP. Our goal
is to accurately predict the trained squared-amplitudes
in a fraction of the time it takes to evaluate the exact
ones.
As a proof of concept, we studied the accuracy and
speed of the XGBoost regressor to predict the squared
amplitudes for the gg → ZZ process which at LO is gen-
erated at one loop. Our results show that the XGBoost re-
gressors deliver a 1000-fold speedup in evaluation time
with respect to OpenLoops with no more than 0.03%
relative error with respect to the true double differential
distribution binned as in Fig. 3.
Another convenient feature of the XGBoost regressor
studied in this letter, is its reduced training speed. Us-
ing the hyper-parameters given Table I, training on 1M
uniformly generated PS points takes about 2 minutes on
one CPU core. Moreover, since XGBoost is by default able
to train and predict on multi-core CPUs, actual training
and prediction times will be in practice faster by a fac-
tor proportional to the number of available CPU cores.
XGBoost can also run on GPUs with some minor mod-
ifications, otherwise, LightGBM [83] works on GPUs by
default and could even be a better performing regressor.
In addition, the disk size of the trained XGBoost regres-
sor for this process, is at most 30 Mb, making it easy to
distribute on the fly during process generation in MC
event generators.
Another important result of this work is to demon-
strate that the errors on the predictions of the
XGBoost regressor can be reduced by an order of mag-
nitude by training independent regressors on separate
sub-regions of the full phase space. A bonus feature of
training more regressors on sub-regions is that their ag-
gregate training and prediction times for a given dataset
are reduced with respect to training a single regressor on
the full phase space
In Table II we summarize the aforementioned perfor-
mance benchmarks for one XGBoost regressor (‘1 region’ )
trained on the full phase space region, and for ten regres-
sors (‘10 regions’ ) each trained on a sub-region.
The success of the proof of concept studied in this work
suggests many applications and further ideas to explore:
• To test the performance of ML regressors on qual-
itatively different channels with slow amplitudes.
For instance: i) Amplitudes with resonant s-
channels ii) N(N)LO amplitudes iii) 2 → n pro-
cesses.
• Test and benchmark other ML algorithms.
‘1 region’ ‘10 regions’∣∣εbinsmin∣∣ [%] 7 · 10−5 3 · 10−5 Fig. 3∣∣εbinsmax∣∣ [%] 0.3 0.03 Fig. 3
t
(1 core)
predict [s/point] 2 · 10−5 10−5 Fig. 2
t
(1 core)
train [s] 977 390 Fig. 2
Size [Mb] 4.8 28
Table II. Main characteristics of the two ML regressors trained
on 3M points and predicting on 15M. The relative errors
εbinsmax and ε
bins
min stand for the relative errors in the bins of
size 140 × 0.2 (√sˆ [GeV] × cos θ).
• Implement the trained ML regressors into an MC
event generator.
• On a side note, it would be interesting to test the
performance of GBM on interpolating PDFs and
NNLO grids.
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