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Abstract In response to a rapid growth of the traffic demand for duplicating, migrating, or sharing large-sized files among
multiple servers in a datacenter and across geographically distributed datacenters, it is a big challenge to reduce the time taken
in such bulk data transfers. In our previous work, we consider a scheduled transmission of a file from a single sender to
multiple recipients (one-to-many file transfer) in Software-defined networks (SDNs) with bandwidth-guaranteed full-duplex
links, and developed Coded Multipath Multicast (Coded-MPMC) scheme. In Coded-MPMC, each recipient can fully utilize the
Max-Flow value of transmission from the sender and thus can achieve a lower-bound of its file retrieval completion time, which
was verified to a large number of topologies. However, in reality, multiple one-to-many file transfers co-exist simultaneously
on a network. In this report, therefore, we propose a scheduling scheme, Coded Many-to-Many Transfer (C-M2MT), based
on Coded-MPMC, for a fast and efficient transmission of files from multiple senders to multiple recipients (many-to-many file
transfer). A basic design of C-M2MT and its preliminary evaluation compared with a sequentially applied one-to-many file
transfers are provided.
Key words Multipath transfer, Multicast transfer, Many-to-many file transfer, One-to-many file transfer, Max-Flow problem,
Sender coding
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う順番を決めるために，送信者 𝑆 𝑗 ( 𝑗 = 0, . . . , 𝑛 − 1) に優先度を
つける必要がある．優先度の決定方法は次の 2つのどちらかを
用い，優先度が最も高い送信者を主送信者と呼ぶ．
(A) 最大MF量（送信者 𝑆 𝑗 から各受信者 𝑅𝑘 (𝑘 = 0, . . . , 𝑛−1)
への MF量 𝑀 𝑗 ,𝑘 の最大値）の大きい順
(B) 予想最小転送時間 𝑇 𝑗（送信者 𝑆 𝑗 の持つファイル長 𝐵 𝑗
と 𝑆 𝑗 から各受信者 𝑅𝑘 への MF量 𝑀 𝑗 ,𝑘 の最大値の商）
の小さい順
（ 2） ファイル分割数の決定
最初の主送信者 𝑆 𝑗 のファイルは 𝑀 𝑗 ,𝑘 の最小公倍数 LCMの

























図 1 C-M2MT 手法のフローチャート
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ル長は 𝑆0 が 120[MB]，𝑆1 が 40[MB]，𝑆2 が 40[MB]，𝑆3 が
120[MB]，𝑆4 が 40[MB]）を自身以外の受信者（送信者 𝑆0 の場
合は 𝑅1,𝑅2,𝑅3,𝑅4）へ転送を行う．各送信者 𝑆 𝑗 ( 𝑗 = 0, . . . , 4) か
ら受信者 𝑅𝑘 (𝑘 = 0, . . . , 4) への MF量 𝑀 𝑗 ,𝑘 を計算すると，送
信者の優先度は 𝑆0 > 𝑆3 > 𝑆1 > 𝑆2 > 𝑆4 となる．優先度の一番
高い送信者 𝑆0 が主送信者となり，主送信者の持っているファ
イルは {𝑀0,𝑘 |𝑘 = 1, . . . , 4}の最小公倍数である 6個のオリジナ
ルブロック（𝛼0,...,5）に分割される．さらに，ファイルの分割
数は主送信者 𝑆0 の 1ブロック長である 120[MB] / 6 = 20[MB]
に合わせて他の送信者のファイルも分割すると，各ブロック数
は 𝑆1 が 2（𝛽0,1），𝑆2 が 2（𝛾0,1），𝑆3 が 6（𝛿0,...,5），𝑆4 が 2
（𝜀0,1）となる．次に，符号化が必要な送信 𝑆0 と 𝑆3 はオリジナ
ルブロックから符号化ブロック（𝑆0 は 𝛼6，𝑆3 は 𝛿6）を生成す
る（図 2）.
図 2 C-M2MT 手法のファイル分割と符号化ブロック生成
１フェーズ目では，主送信者 𝑆0 から図 3のようなメイン転
送（主受信者は 𝑅3）によるブロック割り当てと，副送信者 𝑆1
，𝑆2，𝑆4 から図 4のようなサブ転送によるブロック割り当てが
同時に行われる結果として 1フェーズ目終了時には，𝑅0 は 𝐹1
の 𝛽0,1（𝐹1 受信完了），𝐹2 の 𝛾0,1（𝐹2 受信完了），𝐹4 の 𝜀0,1
（𝐹4 受信完了）を，𝑅1 と 𝑅2 は 𝐹0 の 𝛼0,1,2,3 を，𝑅3 は 𝐹0 の
𝛼0,1,2,3,4,5（𝐹0 受信完了）を，𝑅4 は 𝐹0 の 𝛼0,1,4,5 を持ってい
ることになる．
図 3 C-M2MT の 1 フェーズ目（メイン転送）
図 4 C-M2MT の 1 フェーズ目（サブ転送）
2フェーズ目では，主送信者 𝑆0 からメイン転送（主受信者は
𝑅1）と，副送信者 𝑆4 からサブ転送により，図 5のようなマル
チキャストフローでブロックが割り当てられる．結果として 2
フェーズ目終了時には，𝑅0は 𝐹1の 𝛽0,1，𝐹2の 𝛾0,1，𝐹4の 𝜀0,1
を，𝑅1 と 𝑅2 は符号化ブロック 𝛼6 を含む 𝐹0 の 𝛼0,1,2,3,4,6（𝐹0
受信完了）を，𝑅3 は 𝐹0 の 𝛼0,1,2,3,4,5（𝐹0 受信完了），𝐹4 の 𝜀0
を，𝑅4 は,符号化ブロック 𝛼6 を含む 𝐹0 の 𝛼0,1,2,4,5,6（𝐹0 受信
完了）を受け取っていることになる．







図 6 C-M2MT のスケジューリングのタイムチャート（A 方式）
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4. シミュレーションによる評価
4. 1 シミュレーション方法
次の 3つ（図 7，図 8，図 9）のトポロジ上でシミュレーショ
ンを行う．なお，これらの図のキャプションは (全ノード数)-(送
信者数)を表す．
図 7 トポロジ 5-5
図 8 トポロジ 12-3





















トポロジ 5-5（図 7）でのシミュレーションの結果を表 1，表
2，表 3に示す.
表 1 トポロジ 5-5 での各送信者の全転送完了時間
A B
送信者 単純手法 提案手法 送信者 単純手法 提案手法
S0 4.80 4.80 S1 1.60 1.60
S3 9.60 9.60 S2 3.20 3.20
S1 11.20 11.20 S4 4.80 3.20
S2 12.80 12.80 S0 9.60 8.00
S4 14.40 12.80 S3 14.40 12.80
表 2 トポロジ 5-5 での各送信者の平均転送完了時間
A B
送信者 単純手法 提案手法 送信者 単純手法 提案手法
S0 4.40 4.40 S1 1.60 1.60
S3 9.20 9.20 S2 3.20 3.20
S1 11.20 8.40 S4 4.80 2.80
S2 12.80 8.80 S0 9.20 7.60
S4 14.40 9.20 S3 14.00 12.40
表 3 トポロジ 5-5 での各送信者の転送ブロック数
A B
送信者 単純手法 提案手法 送信者 単純手法 提案手法
S0 8 8 S1 2 2
S3 8 8 S2 2 2
S1 2 6 S4 2 4
S2 2 6 S0 8 8



























表 4，表 5，表 6に示す.
表 4 トポロジ 12-3 での各送信者の全転送完了時間
A B
送信者 単純手法 提案手法 送信者 単純手法 提案手法
S4 4.80 4.80 S0 1.60 1.60
S7 9.60 9.60 S4 6.40 6.40
S0 11.20 11.20 S7 11.20 11.20
表 5 トポロジ 12-3 での各送信者の平均転送完了時間
A B
送信者 単純手法 提案手法 送信者 単純手法 提案手法
S4 3.78 3.78 S0 1.60 1.60
S7 8.51 8.43 S4 5.40 5.40
S0 11.2 10.76 S7 10.18 9.89
表 6 トポロジ 12-3 での各送信者の転送ブロック数
A B
送信者 単純手法 提案手法 送信者 単純手法 提案手法
S4 8 8 S0 2 2
S7 8 13 S4 8 8
S0 2 5 S7 8 14
単純手法と提案手法を比較すると，表 4より，各送信者の全
転送完了時間は同じだが，表 5より，A方式では 2番目の送信











表 7，表 8，表 9に示す.
表 7 トポロジ 12-4 での各送信者の全転送完了時間
A B
送信者 単純手法 提案手法 送信者 単純手法 提案手法
S4 4.80 4.80 S0 1.60 1.60
S7 9.60 9.60 S11 3.20 3.20
S0 11.20 11.20 S4 8.00 8.00
S11 12.80 12.80 S7 12.80 12.80
表 8 トポロジ 12-4 での各送信者の平均転送完了時間
A B
送信者 単純手法 提案手法 送信者 単純手法 提案手法
S4 3.78 3.78 S0 1.60 1.60
S7 8.51 8.43 S11 3.20 2.91
S0 11.2 10.76 S4 6.98 6.80
S11 12.8 11.93 S7 11.78 11.49
表 9 トポロジ 12-4 での各送信者の転送ブロック数
A B
送信者 単純手法 提案手法 送信者 単純手法 提案手法
S4 8 8 S0 2 2
S7 8 13 S11 2 4
S0 2 5 S4 8 10
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