We consider the following Cauchy problem for three dimensional energy critical heat equation
Introduction
The study of blow-up phenomena for the Fujita type nonlinear heat equation
is a classical topic with important applications in mathematical modelling and geometry. Here p > 1 and n ≥ 1. It is known after a series of works, including [15] [16] [17] , that type I is the only way possible if p < p S where p S is the critical Sobolev exponent,
Stability and genericity of type I blow-up have been considered for instance in [4, 30, 32, 34, 35] . Solutions with type II blow-up are in fact much harder to detect. The first example was discovered in [20, 21] , for p > p JL where p JL is the Joseph-Lundgreen exponent,
See the book [36] for a survey of related results. In fact, no type II blow-up is present for radial solutions if p S < p < p JL , while for radial positive solutions this is not possible if p = n+2 n−2 [14] . Examples of nonradial positive blow-up solutions for p > p JL have been found in [1, 3] . Various different scenarios have been discovered or discarded in the supercritical case. See for instance [1, 3, 9, 20, 21, 29, 30, 33] and the book [36] .
In [14] Filippas, Herrero and Velazquez formally obtained sign-changing solution with type II blowup for p = p S in [14] in lower dimensions n = 3, 4, 5, 6. The blowup of radial blowup solutions found in [14] are given by 15 8 , n = 6 (1.2) and this is corrected to 15 4 , n = 6 (1.3)
by Harada [18] .
The first rigorous proof of radial example was constructed by Schweyer in [40] for n = 4 and k = 1. (See [10] for multiple blow-ups and nonradial case in n = 4, k = 1.) There is a deep connection between dimension four energy critical and two-dimensional harmonic map flows ( [6] [38] ). Slower blowup rates for harmonic map flows are established by Raphael and Schweyer [39] , which suggests that slower blowup rates are also possible for energy critical heat equation in the case n = 4, k ≥ 2.
In dimension n = 5 and critical case p = p S = 7 3 , the first three authors gave a rigorous construction of type II blow-up in radial and nonradial cases (confirming the case of k = 1, n = 5). Higher speed blow-up solutions for n = 5, p = p S = 7 3 , k ≥ 2 are carried out recently by Harada [18] . Very recently Harada succeeded in establishing the type II blow-up in dimension n = 6, p = p S = 2 [19] .
The purpose of this paper is to fill the gap in the last remaining dimension n = 3, p = p S = 5. Theorem 1. Let n = 3 and k ∈ Z + . For each T > 0 sufficiently small there exists an initial condition u 0 such that the solution of Problem (1.1) blows up at time T which looks like at main order
where w(y) = 3
H 2k is the Hermite polynomial defined in (2.3) and J is defined in (2.7). Moreover, the blow-up rate µ(t) satisfies µ(t) ∼ µ 0 (t) = 3 the information needed to solve the scaling parameter. We then use the inner-outer gluing procedure to find a true solution. Interestingly the remainder of the scaling parameter solves a nonlocal ODE of the following form T t α(s) √ T − s ds = h(t), t < T, α(T ) = 0 which is Caputo derivative of 1 2 for β = t 0 α(t). This is the nonlocal feature for three dimensional problem. As far as we know this seems to be the first construction of finite time blow-up for critical heat equation in R 3 .
We remark that the phenomena of blow-up by bubbling (time dependent, energy invariant, asymptotically singular scalings of steady states) arises in various problems of parabolic, geometric and dispersive nature. This has been an intensively studied topic in the harmonic map flow [6, 27] , critical heat equations [2, 8, 14, 29, 30, 36] , critical Schrödinger maps [28, 31] , critical wave maps and Yang-Mills [23, 37] , and critical wave equations [12, 13, 22, [24] [25] [26] .
The rest of this paper will be devoted to the proof of Theorem 1.
First approximation and matching
In this section, following the matched asymptotic expansions first developed in [14] , we obtain an initial blow-up rate of finite blow-up solutions of the following nonlinear heat equation with critical exponent in R 3 , u t = ∆u + u 5 , u(x, 0) = u 0 (x), x ∈ R 3 , t > 0.
(2.1) where the initial value u 0 will be determined later. Throughout the paper, we shall use the symbol " " to denote " ≤ C " for a positive constant C independent of t and T , where C might be different from line to line. We next find good approximate solution for the above equation in both inner and outer regimes.
For the outer part, the first profile will be chosen as the solution to the linear problem
Writing Φ out = e γτ m(z), we look for radially symmetric solutions to the following ODE
which turns out to be an eigenvalue problem ( [14] ). In order to get even solutions with polynomial growth rate in the outer regime, we take γ = 1 4 − k, k ∈ Z + , and then
where H 2k is Hermite polynomial
a k is constant depending on k, and A is any positive constant. Therefore, we get special solutions of (2.2) which are sufficient for the matching to be carried out below, and we take the outer approximate solution of (2.1) to be
It can be directly checked that in the original variable u out satisfies
For the inner part, we choose the approximate solution to be
and ǫ(τ ) is a positive function to be determined later. Here J is the radial solution of
which is a radial kernel of the homogeneous part of (2.5). Then it is easy to see that
and thus J(y) ∼ 3 1 4 8 y as y → ∞.
2.2.
Matching inner and outer solutions. In the region µ(t) ≪ |x| ≪ √ T − t, the inner and outer solutions have the following asymptotic behaviors respectivelȳ
Matching the inner and outer solutions, we get
as the leading order of the scaling parameter µ(t).
We next choose
and take the first approximate solution as follows
where η is the smooth cut-off function satisfying η(t) = 1 for t ∈ [0, 1] and η(t) = 0 for t ∈ [2, ∞), and r, r 1 , r 2 (> 0) are sufficiently small constants to be determined later. For simplicity, we write
2.3.
Error of the first approximation. We define the error function
Therefore, we have
where the first term can be written as
Here we define
is also satisfied. Therefore, the last term in S in can be expanded as
where θ 1 , θ 2 ∈ [0, 1] and
We define that χ(x) = 1 if |x| ≤ 1 and χ(x) = 0 otherwise. Therefore, we have the following estimate
(2.13)
We decompose u = U 1 + Φ 1 + Φ 2 and compute S(
where χ(x) = 1 if |x| ≤ 1 and χ(x) = 0 otherwise, c 0 is some constant, Φ 1 and Φ 2 are perturbations to be determined later.
2.4. Nonlocal correction: second approximation. Observe that in the error there is a slow decaying term
(µ 2 (t)+|x| 2 ) 1/2 . Following the idea in [7] , we now introduce a nonlocal correction Φ 1 solving
Choosing the initial data, we get from Duhamel's formula
where c j are constants and B (j) satisfy heat equation
which will be determined later when solving α(t) from the reduced equation in Section 5.
Then the new error becomes
Inner-outer gluing system
In this section, we set up the inner-outer gluing scheme for the nonlinear problem. We look for perturbation of the following form
, and R(t) = µ −β 0 (t) with β ∈ (0, 1/2). We next compute
and
Therefore, we obtain
It can be directly checked that S(
Recall that in the inner regime one has
Writing y = x µ0 , we rearrange problems (3.1) and (3.2) and get • The outer problem:
• The inner problem:
In the sequel, we shall solve the inner-outer gluing system (3.3) and (3.5) by developing suitable linear theories and the fixed point argument.
Linear theories
4.1. Linear theory for the inner problem. By using the Fourier decomposition and delicate analysis, the authors in [7] developed the linear theory for the inner problem (3.5) in dimension 3. Denote Z − by the positive radial bounded eigenfunction associated to the only negative eigenvalue λ − to
It is further known that λ − is simple and Z − satisfies
Consider an orthonormal basis
More precisely, Θ 0 (y) = a 0 , Θ i (y) = a 1 y i , i = 1, · · · , 3 for two constants a 0 , a 1 . For h ∈ L 2 (B 2R ), we decompose
). Let ν, σ be given positive numbers with 0 < σ < 2. Then, for all sufficiently large R > 0 and any h = h(y, t) with h ν,2+σ < +∞ that satisfies for all j = 0, 1,
. Moreover, they define linear operators of h that satisfies the estimates |φ(y, t)| µ ν 0 (t)
Remark 4.1.
(1) Since the blow-up profile constructed in the paper is radially symmetric, we only consider the case of mode 0 in the Fourier decomposition. The construction of nonradial solutions can be carried out in a similar manner as in [7, Section 10] with nonradial perturbation.
(2) Using the method of supersolution as in [6, Lemma 7.3] , one can improve the linear theory at mode 0 in the interior region:
then under the assumptions of Proposition 4.1, we have
(3) Under the assumptions in Proposition 4.1, if the right hand side h(y, t) further satisfies
This is a consequence of scaling argument and the parabolic Schauder estimate.
4.2.
Linear theory for the outer problem. In this section, we develop the linear theory for the outer problem. The model problem is
where the non-homogeneous term f in (4.3) is assumed to be bounded with respect to the weights appearing in the outer problem (3.3). Define the weights
where ν > 0, 0 < a < 1, 1 ≤ a 2 ≤ 2, ν 2 > 0, and we choose R(t) = µ −β 0 (t) for β ∈ (0, 1/2) throughout the paper. We define the norms
where ν > 0, 0 < a, γ < 1, and the last supremum is taken over
For problem (4.3), we have the following estimates. Proposition 4.2 is established by the following three lemmas with different right hand sides.
with 0 < a < 1 and ν > 0. Then it holds that
and γ ∈ (0, 1).
Then it holds that (1) Let us point out the reason why we use the · * -norm of ψ ( (4.6)) only involving ν but not ν 2 appearing in Lemma 4.2. Lemma 4.2 is needed to deal with the right hand side of outer problem with cut-off 1 − η R in front. For convenience, when we carry out the inner-outer gluing procedure to bound right hand sides in the chosen topology, we will adjust ν 2 such that the control of ψ in Lemma 4.2 is better than that of Lemma 4.1. This will result in a constraint for the parameters
In fact, the above constraint will be satisfied by the choices of parameters in Section 6.4.
(2) Under the assumptions of Proposition 4.2, if we further assume that
T ǫ for some 0 < ǫ < 1.
The reduced equation for α(t)
From the linear theory for the inner problem (3.5) in Section 4.1, orthogonality condition is required to guarantee the existence of solutions with sufficient space-time decay. In this section, we will adjust the scaling parameter µ(t) by such orthogonality condition.
Recall that the slow decaying kernel for the linearized operator
. and
From the linear theory in Section 4.1, the inner solution can be found in suitable topology if the following orthogonality condition is satisfied
It turns out that the reduced problem orthogonality is a problem involving the following nonlocal operator
which is the nonlocal feature inherited from the slow decaying kernel Z 0 (y).
5.1.
A linear theory for the reduced equation. Before we consider the reduced problem (5.1), we first develop a key linear theory for the following problem
where h(t) ∈ C k t (0, T ), and for j = 1, . . . , k, c j are constants and B (j) are smooth functions to be determined. We have the following lemma concerning the solvability of problem (5.3), which enables us to solve α(t) with sufficiently fast decay in problem (5.1).
, then there exist constants c j and smooth functions B (j) such that problem (5.3) has a solution satisfying
Proof. In order to find α(t) with the above vanishing order, it suffices to show that
We shall choose c j and B (j) using solutions for heat equations as building blocks.
We first find solutions B j (x, t) to the following heat equation
where the decaying initial data B 0,j will be chosen. Using Duhamel's formula in problem (5.4), we write
We consider the linear combination of the initial data
so that the corresponding solution at x = 0 is
Rearranging the constantsl
By adjusting free parametersl
Lettingκ 1 , . . . ,κ k be different from each other, it is obvious that system (5.7) is invertible. So we construct the solutions Υ (i) (t) with vanishing order (T − t) i near T . Choosing a linear combination of k such functions and plugging them into the reduced equation, we obtain
where c j are free parameters in the initial data to be adjusted below. Then from Lemma 5.11, we have
We can choose c j such that problem (5.8) has solution α(t) = o((T − t) k−1 ). In other words, our aim is to show α(T ) = α ′ (T ) = α ′′ (T ) = · · · = α (k−1) (T ) = 0. (5.9) From (5.8), (5.5) and (5.6), we obtain
By the vanishing order of Υ (j) (t) and choosing c j = d j , we conclude the validity of (5.9). The proof is complete.
5.2.
Reduced equation for α(t). By the orthogonality condition (5.1), we directly compute
where we expand
and we shall prove the leading term is
, and all other terms have sufficiently fast decay. Indeed, we simplify the above equation and evaluate
Recall that Next we consider the nonlocal term
The ansatz for the parameter function is
(5.10)
From the theory on Riemann-Liouville fractional differential operator (see [11] for instance), we have
Therefore, we obtain t 0 α(s) ds Z 0 (y) dy da
Changing the variable (t − s) 1/2 = u, we have t 0 α(s) ds
Now we check the differentiability of right hand side in (5.12) term by term. First, we consider
This term is smooth about t near T and we have the following estimate:
Similarly, we can check that this term is smooth about t near T and have the following estimate:
Then, the term
x,t , and we have the following estimate
For the term
Next, we consider
Next we consider
x,t and we have the following estimate
Next, for the term
We next consider
It is smooth for t near T and we have the following estimate
Next,
It is C k t about t near T if we assume Λ ∈ C k+1 t and the following estimate holds
Then, we have the following equation
and thus
Define the space
where C 0Λ , C 1Λ , . . . , C kΛ are some fixed small constants and ε is a small positive constant.
where C c is a fixed constant.
We aim to solve (5.14) for Λ ∈ X Λ , c ∈ X c by Schauder fixed point theorem. For all Λ 1 ∈ X Λ , c 1 ∈ X c , we want to find the unique c 2 to get Λ 2 ∈ X Λ satisfying the following equation:
Since we expect Λ 2 ∈ X λ , we have to choose suitable c 2j to cancel the lower power of T − t on the right hand side:
The higher derivatives of h are well defined here since Λ ∈ X Λ and α(t) ∈ C k t (0, T − δ). We can use Schauder estimate to improve the regularity of φ, ψ to C 2k+2+2ρ,k+1+ρ
x,t for t ∈ (0, T − δ) for any small δ. So h also has higher derivatives up to order k.
Taking higher derivatives for (5.17) and choosing T small enough, we have Λ 2 ∈ X Λ . Next, we show the Lipschitz continuity of Λ 2 . For any 0 ≤ t 1 < t 2 ≤ T − δ,
Similarly, we can take k-th derivative of (5.17) to prove Λ (k) 2 (t) ∈ Lip(0, T − δ), ∀δ ∈ (0, T ). We shall solve the full inner-outer gluing system together with the reduced problem (5.1) in Section 6.
Solving the inner-outer gluing system
In this section, we will solve the inner outer gluing system (3.3) and (3.5) by using the linear theories developed in Section 4 together with the fixed point argument. We first estimate the right hand sides of problems (3.3) and (3.5) under the topology chosen in Section 4. 
We write
(6.1)
Estimate of g 1
Since φ 0,ν,σ < +∞, we have
and thus for some ǫ > 0
Estimate of g 2
Since ψ * < +∞ and we choose the initial data such that ψ(0, T ) = 0, we have
Then thanks to the cut-off η R , we have
So we have that for some ǫ > 0 g 2 * * T ǫ ψ * (6.4) provided
Estimate of g 3
We evaluate
Then for some ǫ > 0
Estimate of g 4
To estimate g 4 , we first estimate
(6.8)
From (2.13), we have
where the function h is defined in (2.12) . Similarly, we have the following estimates for the rest terms. We evaluate the term
(6.10)
If we choose ζ 1 = ζ 2 = 1 2 , r = r 1 and r 2 > 3r, then we have
where we have used the cancellation in the matching (2.8)-(2.9). Since ζ 1 = ζ 2 = 1 2 , we have
We choose initial condition of Φ 1 such that Φ 1 (0, T ) = 0. Then by Duhamel's formula, we can show that
. Therefore, we obtain Collecting estimates (6.8)-(6.13), we conclude that
In conclusion, from (6.2), (6.3), (6.4), (6.5), (6.6), (6.7), (6.14) and (6.15) , we obtain that for some ) α(t) 
From estimates (6.18)-(6.21), we obtain that for some ǫ > 0
The fixed point formulation. The inner-outer gluing system (3.3) and (3.5) can be formulated as a fixed point problem for operators we shall describe below. We first define the following function spaces Define X = X φ × X ψ × X Λ × X c . (6.25) We shall solve the inner-outer gluing system in a closed ball B in (φ, ψ, Λ, c) ∈ X .
The inner-outer gluing system (3.3) and (3.5) can be formulated as a fixed point problem, where we define an operator F which returns the solution from B to X F :
Here T φ is the operators given from 6.4. Choice of constants. In this section, we list all the constraints of the parameters which are sufficient for the inner-outer gluing scheme to work.
We first indicate all the parameters used in different norms.
• R(t) = µ −β 0 (t) with β ∈ (0, 1/2). • The norm for φ solving the inner problem (3.5) is · 0,ν,σ which is defined in (4.2), where we require that ν > 0, 0 < σ < 2.
• The norm for ψ solving the outer problem (3.3) is · * which is defined in (4.6), while the · * *norm for the right hand side of the outer problem (3.3) is defined in (4.5). Here we require that ν, ν 2 > 0 and a, γ ∈ (0, 1). Also, as mentioned in Remark 4.2, we require ν 2 + 2−a2 4k > ν − 1 2 +aβ such that the · * -norm is well defined. In order to get the desired estimates for the outer problem (3.3), by (6.17), we need the following restrictions
In order to get the desired estimates for the inner problem (3.5), by (6.23), we need
4k − ν > 0 Elementary computations show that suitable choices of the parameters satisfying all the restrictions in this section can be found, which ensures the implementation of the gluing procedure.
Proof of Theorem 1. Consider the operator
given in (6.26). To prove Theorem 1, our strategy is to show the existence of a fixed point for the operator F in B by the Schauder fixed point theorem. By collecting the estimates (6.16), (6.22) , and using Proposition 4.2, Proposition 4.1 and discussions in Section 5, we conclude that for (φ, ψ,
where C > 0 is a constant independent of T , and ǫ > 0 is a small fixed number. On the other hand, compactness of the operator F defined in (6.27) can be proved by proper variants of (6.28). Indeed, if we vary the parameters slightly such that all the restrictions in Section 6.4 are still satisfied, then we get (6.28) with the norms in the left hand side defined by the new parameters, while the closed ball B remains the same. To be more specific, for fixed ν ′ , a ′ which are close to ν, a, one can show that if
Furthermore, one can show that for ν ′ > ν and
3 , one has a compact embedding in the sense that if a sequence {φ 0 n } is bounded in the · 0,ν ′ ,σ ′ -norm, then there exists a subsequence which converges in the · 0,ν,σ -norm. Thus, the compactness follows directly from a standard diagonal argument by Arzelà-Ascoli's theorem. Arguing in a similar manner, the compactness for the rest operators can be proved. Therefore, the existence of the desired blow-up solution is concluded from the Schauder fixed point theorem.
Nonradial case: blow-up at multiple points
As a by-product, the inner-outer gluing method carried out in this paper can be applied to construct non-radial type II blow-up at multiple N points for the first blow-up rate k = 1. To be more precise, we take the first approximation to be
where we expect that the scaling and translation parameters satisfy
for j = 1, . . . , N , where q j are given points in R 3 with max k,l=1,...,N |q k − q l | > δ for uniform δ > 0.
Formally, the error of U N behaves like where y j =
x−ξj(t) µj (t) . To cancel out the slow decay error at mode 0 near each point q j , we introduce the correction Φ (j) solving ∂ t Φ (j) = ∆Φ (j) + E 0,j for j = 1 . . . , N so that the corrected approximation is
We then look for the solution
Let us emphasize that in the non-radial case, the blow-up rate for k = 1 will be obtained by orthogonality condition instead of the matching in the general case k ≥ 2. The orthogonality condition at scaling mode 0 is basically B2R 5w 4 Φ (j) Z 0 (y)dy + B2R 5w 4 ψZ 0 (y)dy ≈ 0 which turns out to be a nonlocal equation like before, and using the method in Section 5, we have µ j (t) ∼ (T − t) 2 for j = 1, · · · , N.
Indeed, the orthogonality condition at mode 0 gives a nonlocal reduced equation of the following form:
where c * ,j < 0 is some constant coming from the initial data. We rewrite the above integro-differential equation as
where v j (t) = 2µ 1/2 j (t). Imposing v j (T ) = 0 and using (5.11), we obtain that for some
and thus µ j (t) ∼ (T − t) 2 which is precisely the first rate (k = 1) predicted in [14] .
On the other hand, the orthogonality condition at translation mode 1
Z ℓ (y) = ∂ y ℓ w ℓ = 1, 2, 3. We will not elaborate on the details.
Appendix A. Proofs of technical Lemmas
In this appendix, we prove the technical lemmas in Section 4.2. for some δ 1 ≥ 1 to be found. Directly integrating, we obtain
Similarly we compute
Since β ∈ (0, 1/2), we can choose δ 1 = 2 − 2β. Therefore, we get with
For the first integral I 21 , we have
, from which we conclude that I 21 µ By choosing δ 2 = 2 − 2β and combining (A.7)-(A.9), we prove the validity of the gradient estimate (4.9). The proof of (4.10) is similar to that of (4.8). We omit the details. To prove the Hölder estimate (4.11), we decompose |ψ(x, t 2 ) − ψ(x, t 1 )| ≤ J 11 where G(x, t) is the heat kernel (A.3). Here we assume that 0 < t 1 < t 2 < T with t 2 < 2t 1 . For J 11 , by letting t v = vt 2 + (1 − v)t 1 , we have Observing that for any γ 1 ∈ (0, 1), we have Recalling that R(t) = µ −β 0 (t) for β ∈ (0, 1/2), we have the following two cases • If ν − 5 2 + γ 1 + β(2 + a − γ 1 ) < 0, then we have 
In both cases, we have J 11 µ ν− 5 2 +γ1 0 (t 2 )R −2−a+γ1 (t 2 )(t 2 − t 1 ) 1−γ1/2 . For J 12 , we evaluate 
Thus we conclude that J 12 µ ν− 5 2 +γ1 0 (t 2 )R −2−a+γ1 (t 2 )(t 2 − t 1 ) 1−γ1/2 . (t 2 )R −2−a+γ1 (t 2 )(t 2 − t 1 ) 1−γ1/2
