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Submission to Public consultation on a civil penalty regime for non‐
consensual sharing of intimate images 
 
Executive summary: application to online service providers  
 
This submission focuses on the need to ensure that obligations imposed on online service 
providers are effective while protecting innovation and valid user speech interests. For more 
detail, I draw your attention to our recent academic article on the subject: 
 
Nicolas Suzor, Bryony Seignior, and Jennifer Singleton, ‘Non‐Consensual Porn and 
The Responsibilities of Online Intermediaries’ (2017) 40 Melbourne University Law 
Review 1059 <https://eprints.qut.edu.au/101957/>. 
 
In summary, I recommend that: 
 Any application of civil liability beyond the initial uploader include a mental 
component that focuses on moral culpability. A person who ‘encourages’ uploading 
of harmful content should be liable, but a service provider that merely provides the 
facilities for sharing should not be. The legislation should aim to avoid the trouble 
that the verb ‘publish’ has caused in defamation law in these circumstances. (Q 29) 
 The eSafety commissioner should be empowered to encourage compliance by 
general service providers with an effective takedown system. These service 
providers should not be liable for the actions of their users, so any penalties should 
be addressed to the discrete wrong of failing to comply with a direction (Q 11 & 13). 
 Website blocking is unlikely to be effective (Q 14). 
 
Definition of ‘Sharing’ (Q 29) 
Clarity is required to ensure that a civil penalty regime can differentiate between online 
service providers that act wrongfully (by, for example, encouraging people to upload 
images) and service providers that merely provide general purpose facilitities that can be 
used by third parties to upload and distribute material. 
 
The operators of forums that encourage the non‐consensual sharing of intimate images 
should be liable under a civil penalty scheme. The common example is the now defunct Is 
Anyone Up? site. The operators of this site were immunized by the operation of US law 
(Section 230 Communications Decency Act), but should not be immunized under Australian 
law. 
 
The operators of general purpose providers – including search engines, file hosts, discussion 
forums, and social media platforms – should not be liable for material posted by their users 
if they do nothing to encourage it. This should be made explicit – Courts are currently 
struggling to determine whether some of these providers have responsibility when words 
like ‘publish’ or ‘authorise’ are used in legislation. Similarly, liability should not be based on 
mere knowledge of content and an ability to remove – this causes great difficulty in 
application in copyright law, for example.  
 
Designing an effective obligation on general purpose service provider 
 
Any legislation here should focus on encouraging good behavior from service providers both 
in Australia and outside of our jurisdiction.  
 
Where a provider has both knowledge and ability, without fault, they should be expected to 
work with the eSafety Commisioner to develop an effective takedown scheme. Merely 
imposing liability usually does not work effectively – particularly for hosts based offshore. It 
is usually not desirable to make a general purpose service provider liable for the actions of 
their users where they have little effective control. A specialist scheme is better: rather than 
triggering liability upon knowledge (like, for example, defamation law does), it is better to 
develop clear expectations of procedures that service providers should follow. Breach of 
these expectations should result in a penalty for that breach, but usually not liability for the 
underlying harm that was caused by a third party using their service. This ensures that the 
penalty is closely linked to moral responsibility. 
 
More generally, the eSafety Commissioner should be tasked with working with providers to 
encourage compliance. There have been very promising moves by many major providers in 
this regard, and we should seek to continue to encourage other providers to voluntarily 
adopt similar procedures. 
 
Website blocking (q 14) 
 
Website blocking schemes are only effective at preventing accidental or casual access. 
These systems are not at all effective in preventing those who are determined to gain 
access. The most effective approach to preventing casual or accidental access, however, is 
to target the search engines and social media networks. Most of these major sites have 
effective voluntary takedown processes, and we should continue to work with them to 
improve these systems. Search engines are important because these are the sites where 
people who know the victim are likely to come across intimate images when searching for 
their name. Similarly, social media sites are important because images may circulate 
particularly to acquaintances of the victim. Focusing on ensuring that these types of 
intermediaries adopt adequate takedown systems is the most effective way of limiting harm 
that is caused. 
