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The waveform phase for a neutron star binary can be split into point-particle terms and finite-size
terms (characterized by the Love number) that account for equation of state effects. The latter first
enter at 5 post-Newtonian (PN) order (i.e. proportional to the tenth power of the orbital velocity),
but the former are only known completely to 3.5 PN order, with higher order terms only known to
leading-order in the mass-ratio. We here find that not including point-particle terms at 4PN order to
leading- and first-order in the mass ratio in the template model can severely deteriorate our ability
to measure the equation of state. This problem can be solved if one uses numerical waveforms once
their own systematic errors are under control.
PACS numbers: 04.30.Db,04.50Kd,04.25.Nx,97.60.Jd
I. INTRODUCTION
One of the largest uncertainties in nuclear physics is
the equation of state (EoS) at supra-nuclear densities. A
neutron star (NS) is a perfect laboratory to study such
physics. The NS mass-radius relation depends strongly
on the EoS; an independent measurement of mass and
radius (e.g. with X-ray bursters and low-mass X-ray bi-
naries) has led to a EoS constraint [1–4]. Future X-ray
observations with e.g. NICER or LOFT may allow us
to measure the NS mass and radius more precisely [5].
Gravitational wave (GW) observations of NS binary in-
spiral with Adv. LIGO, VIRGO and KAGRA, or future
detectors such as LIGO-III and ET, may allow further
constraints. As NSs inspiral, they deform each other
through tidal interactions, which affect the orbital evo-
lution, encoded in the waveform [6].
The measurability of the EoS with GW observations
depends on the measurement error. For such systems, pa-
rameter estimation is carried out through template-based
likelihood analysis: the signal is cross-correlated with a
template waveform, weighted by the spectral noise. The
measurement error is then a combination of statistical
error (due to detector noise) and systematic error (for
example, due to waveform mismodeling). All previous
EoS-related GW work only accounted for the former [6–
14], but the latter could dominate the error budget [15].
The binary NS waveform is the product of a slowly-
evolving amplitude and a rapidly-varying phase; detec-
tors are most sensitive to the latter. The phase is com-
posed of point-particle terms (assuming the NSs have
no internal structure) and finite-size terms (internal-
structure corrections). Both of these are computed by
expanding the Einstein equations in the ratio of the or-
bital velocity to the speed of light (a post-Newtonian
(PN) expansion), where a term proportional to (v/c)2N
is of Nth PN order. Finite-size terms, characterized by
the Love number, first enter at 5PN order [6], but point-
particle terms are only known completely up to 3.5PN
order, with higher than 3.5PN order terms only known
to leading-order in the mass-ratio.
Are these PN expansions accurate filters to extract the
EoS once a GW is detected from a NS binary inspiral?
One may argue that the unknown mass-ratio corrections
to the point-particle terms at 4PN order and higher will
be smaller than the finite-size terms; the latter are multi-
plied by an inverse power of the NS compactness, which
leads to a large coefficient of O(103). Although these
unknown terms seem comparatively small, we will here
explicitly show that not including them can destroy the
accuracy to which the EoS can be measured.
II. GRAVITATIONAL WAVEFORM PHASE
Consider a NS binary with component masses mA and
radii RA [A = (1, 2)]. Its Fourier GW phase Ψ(f), can be
written as a linear combination of a point-particle con-
tribution ΨPP(f) and a finite-size contribution ΨFS(f).
ΨPP(f) assumes the NSs are test-masses with no in-
ternal structure; it is completely known to 3.5PN or-
der [16], with higher order terms known only to leading-
order in the symmetric mass ratio η ≡ m1m2/M2, where
M ≡ m1 +m2 [17, 18]. The leading-order-in-η 4PN term
is in [19], while the 5PN term is
ΨPP5PN = (c1 + c2 ln
√
x)
x5/2
η
, (1)
where x ≡ (piMf)2/3, with f the GW frequency, and
(c1, c2) ≈ (−210, 5.5) pure numbers.
The above point-particle contributions neglect the
NS’s internal structure, which will also affect the wave-
form phase. This structure is encoded in the `-th elec-
tric (λ`≥2) and magnetic (σ`≥2) tidal deformability pa-
rameters [20, 21]. These parameters are defined by the
ratio of the induced `-th mass or current multipole mo-
ment to the `-th electric or magnetic tidal tensor. They
represent the susceptibility of a NS of being deformed
by an external tidal force. The electric deformability
λ` is related to the `-th electric tidal Love number,
k` ≡ [(2` − 1)!!/2]λ`/R2`+1, which is the second apsidal
constant in the Newtonian limit [20, 22].
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2The NS’s internal structure enters the waveform first
at 5PN order through the ` = 2 electric deformability [6]:
ΨFS5PN(f) = −
3
8
1
η
2∑
A=1,B 6=A
(
RA
M
)5(
1 + 12
mB
mA
)
k
(A)
2 x
5/2 .
(2)
PN corrections can be found in [10], while λ`≥3 and σ`≥2
enter first at 7 and 6PN order respectively [22]. Notice
that the leading PN order, finite-size terms depend on
kA2 R
5
A ∝ λA2 , which in turn depends on the NS EoS.
III. USEFUL GW CYCLES
The amount of information in each phase term relative
to the detector’s noise will determine the accuracy to
which that given term can be extracted. One estimate of
this are the useful GW cycles [23], roughly the number of
cycles contained in a given phase term weighted by the
noise:
Nuseful =
(∫ fmax
fmin
df
f
w(f)Ninst(f)
)(∫ fmax
fmin
df
f
w(f)
)−1
,
(3)
where w(f) = A[t(f)]2/[fSn(f)], with Sn(f) the de-
tector’s spectral noise and A(t) the time-domain wave-
form amplitude, (fmin, fmax) are the minimum and maxi-
mum GW frequencies during an observation period, and
Ninst(f) ≡ f2/f˙ , with f˙ = 2pi(d2Ψ/df2)−1 [22] and Ψ(f)
the given phase term. The instantaneous number of GW
cycles Ninst(f) is related to the total number of cycles by
N =
∫ fmax
fmin
(Ninst/f)df . The latter is not weighted by the
spectral noise, and thus, it is not a robust measure of the
amount of information in a given phase term.
Figure 1 shows Nuseful as a function of mass, for the
leading-PN-order, finite-size phase term and leading-
order-in-η, point-particle terms. Roughly speaking, a
given phase term affects parameter estimation if its use-
ful number of cycles are above the inverse of the signal-
to-noise ratio (SNR) [31], since the phase measurement
accuracy is roughly 1/SNR. Observe that the useful num-
ber of cycles is comparable for point-particle and finite-
size terms, both of which are generally above 1/SNR. For
low masses, Nuseful depends on the EoS because the high-
frequency cutoff is the contact frequency. This shows
that the terms in the phase in question have a large con-
tribution in the high-frequency regime. For high masses,
the useful cycles become independent of the EoS because
the contact frequency exceeds fISCO, which does not de-
pend on the NS internal structure.
These results contradict the prior belief that point-
particle terms at high PN order are negligible when com-
pared to leading-order finite-size terms [6]. That belief
is rooted in that the latter are enhanced relative to the
former by a factor of C−5A ∼ 105, where CA ≡ mA/RA
is the NS compactness. Equation (2), however, shows
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FIG. 1. (Color online) Nuseful vs. mass for point-particle
phase terms to leading order in η and for the leading-order,
finite-size GW phase term. We focus on an Adv. LIGO de-
tection, with (high-power, zero-detuned) spectral noise [24],
fmin = 10Hz and fmax = min(fISCO, fcont), with fISCO =
(63/2piM)−1 the innermost-stable circular orbit frequency for
a point-particle in a Schwarzschild background and fcont
the approximate contact frequency. The finite-size terms
are modeled with two representative EoSs for realistic NSs
(SLy [25], Shen [26, 27]), both of which allow for stars above
the PSR J0348+0432 limit [28]. Other realistic EoSs [29, 30]
lead to results that fall between those shown. We also show
1/SNR for a NS binary at luminosity distance DL = 100Mpc.
Observe that the finite-size terms and the (incomplete) point-
particle terms lead to a comparable number of useful cycles,
all above the rough 1/SNR threshold.
that the leading-order, finite-size term is actually pro-
portional to (R/M)5 ∼ 103  (RA/mA)5, while Eq. (1)
shows that the 5PN point-particle term has a large co-
efficient c1/η ∼ O(103). One can then see analytically
that ΨFS5PN and Ψ
PP
5PN will lead to comparable contribu-
tions to the phase: ΨPP5PN/Ψ
FS
5PN ∼ 6 (k2/0.1) (CA/0.1)−5;
the point-particle contribution is generically larger than
the finite-size one at 5PN order.
IV. SYSTEMATIC VS. STATISTICAL ERRORS
Just because the point-particle and finite-size phase
terms contribute similarly to the total phase need not
imply that not including them deteriorates the EoS mea-
surement. To study this, let us now compare estimates
of the statistical error (due to random detector noise)
and systematic error (due to not including point-particle
terms at 4PN order and higher) on the extraction of λ2.
The statistical error on the extraction of parameter θi
can be roughly estimated to be
∆statθ
i =
√
(Γ−1)ii , (4)
3(no Einstein summation implied). Γij ≡
(∂htemp/∂θ
i|∂htemp/∂θj) is the Fisher information
matrix, htemp the waveform template and (A|B) the
noise-weighted inner product [32]. This estimate applies
only to signals in Gaussian, stationary noise at high
SNR and assuming the template matches the signal
perfectly [33, 34]. One can interpret ∆statθ
i as the width
of the posterior distribution of the recovered θi, which
would be obtained through a Bayesian inference study.
Since PN templates are approximate solutions to the
Einstein equations, they will always be contaminated by
systematic mismodeling error. This error is roughly [34]
∆sysθ
i =
(
Γ−1
)ij
([htrue − htemp]|∂jhtemp) , (5)
where htrue is the signal and htemp is the template. This
estimate assumes signals in Gaussian, stationary noise at
high SNR. One can associate it with a shift in the peak
of the posterior distribution of the recovered θi, which
again could be better estimated with a Bayesian anal-
ysis. Within the approximations considered, statistical
errors are proportional to the inverse of the SNR, while
systematic errors do not depend on the SNR, although
they both depend on the shape of the noise curve. There
always exists a sufficiently high SNR where systematic
errors dominate the error budget.
But are the SNRs we expect with second- and third-
generation GW detectors so high? Consider equal-mass,
non-spinning NS binary, quasi-circular inspirals. The
true signal and the templates will be parameterized by
θi = (lnM, ln η, tc, φc, lnDL, λ¯2,s), where M ≡ Mη3/5
is the chirp mass, tc and φc are the time and phase at
coalescence, while λ¯2,s ≡ (λ¯(1)2 + λ¯(2)2 )/2 is the averaged,
dimensionless tidal deformability, with λ¯
(A)
2 ≡ λ(A)2 /m5A.
For the SLy and Shen EoSs, λ¯
(A)
2 ≈ 277 and 1212 re-
spectively [35]. We concentrate on equal-mass signals
because this minimizes the statistical error on λ¯
(A)
2 [36],
thus providing the best hope to measure the NS EoS. We
evaluate Eq. (5) at the best-fit values tc = 0 = φc and
DL = 100Mpc, for SNRs in (10, 20) for Adv. LIGO.
The Fourier transform of the template h˜temp(f) will
be modeled in the restricted PN approximation with
the stationary-phase approximation [32], including up to
3.5PN order [16] terms in ΨPP and up to 7.5PN order
corrections to the ΨFS in Eq. (2) (λ2 terms only) [10].
The Fourier transform of the signal will be modeled via
h˜true(f) = h˜temp(f) exp[iΨ
PP
nPN(f)] , (6)
where ΨPPnPN(f) is the nth PN order, point-particle phase
term. The true signal and the template differ only due
to ΨPPnPN(f). We will estimate the systematic errors on θ
i
due to not including ΨPPnPN(f) in the waveform template.
Figure 2 shows the ratio of the systematic to the sta-
tistical errors as a function of NS mass for Adv. LIGO,
using signals with different n and to leading-order in the
mass ratio. The systematic errors dominate the statis-
tical ones, unless one includes up to 6PN order, point-
particle terms in the template. The importance of the
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FIG. 2. (Color online) Ratio of the estimate of the systematic
to the statistical error on the averaged dimensionless deforma-
bility λ¯2,s versus NS mass for Adv. LIGO. The systematic er-
rors arise due to not including the nth PN order point-particle
term to leading-order in η, which is currently known. The sta-
tistical error is induced by detector noise. These errors are
estimated using the NS EoSs SLy and Shen, as explained in
Fig. 1. Observe that the systematic error dominates the error
budget when n ≤ 6.
systematic errors grows with increasing NS mass because
the difference between the point-particle and the finite-
size terms also grows with mass, as shown in Fig. 1. For
high masses, the ratio becomes independent of the EoS,
as in Fig. 1, since the integrals are truncated at fISCO.
The ratio does not depend on the EoS even in the high
mass regime because ∂h˜/∂λ¯2,s in Eqs. (4) and (5) has a
λ¯2,s-dependence only in the phase, and this cancels when
computing the correlation.
We can confirm these results with an order of magni-
tude estimate. From Eq. (5), the systematic error due to
neglecting the 5PN, point-particle term in the phase is
(
∆sys ln λ¯2,s
)
5PN
≈ (Γ−1)λ¯2,sj Ψ
PP
5PN
ΨFS5PN
Γjλ¯2,s ≈ 0.9
(
500
λ¯2,s
)
(7)
where in the last equality the Fisher matrices canceled
and we evaluated the result for an equal-mass NS binary.
We will show later that ∆stat ln λ¯2,s = O(1), and thus,
(∆sysλ¯2,s)5PN/∆statλ¯2,s = O(1), as shown in Fig. 2.
One can avoid introducing the above systematic error
by including the leading-order-in-η, point-particle terms
in the GW phase, but is the result accurate enough to
extract the EoS? This question cannot be formally an-
swered because of our ignorance of the higher-order-in-η
terms in the point-particle phase. Nonetheless, one can
determine what the magnitude of the coefficients of such
terms has to be in order for the systematic error induced
by not including them to be smaller than the statistical
error. Decompose the nth PN order, point-particle term
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FIG. 3. (Color online) Statistical and systematic errors on
ln λ¯2,s due to not including the 4PN term at next-to-leading
order in η (currently unknown) for SLy and Shen EoSs us-
ing Adv. LIGO. For the latter, we set |ψPP4PN,1/ψPP4PN,0| = 1
and 5, while other choices can be obtained through a sim-
ple linear rescaling. Observe that when the coefficient of the
next-to-leading order term is large enough, the systematic er-
ror dominates over the statistical one.
ΨPPnPN(f) into
ΨPPnPN(f) =
∑
k=0
ψPPnPN,k η
k−1 x(−5+n)/2 , (8)
and estimate the systematic error ∆sysλ¯2,s induced by not
including the kth term in ΨPPnPN in the template model.
Figure 3 shows the statistical and systematic errors
in the n = 4 case with the SLy and Shen EoSs us-
ing Adv. LIGO. The statistical error is consistent with
the findings of [6, 8, 10, 12]. The systematic error in
Fig. 3 is calculated by choosing |ψPP4PN,1/ψPP4PN,0| = 1 and
5. If the statistical error dominates the error budget, one
can measure λ¯2,s only if m1 = m2 . 1.4M for a SLy
EoS, but m1 = m2 . 1.8M for a Shen EoS, which is
again consistent with [6, 8, 10, 12]. We see that when
|ψPP4PN,1/ψPP4PN,0| = 5, the statistical error is smaller than
the systematic one for all masses when using a SLy EoS
and for m1 = m2 & 1.15M when using a Shen EoS. In
such a case, the error budget is much larger than what
was previously estimated in [6, 8, 10, 12] with a purely
statistical analysis.
Are the choices made in Fig. 3 for |ψPP4PN,1/ψPP4PN,0| re-
alistic? Let us estimate the ratio |ψPPnPN,1/ψPPnPN,0| for
n ∈ (0, 3.5), since the point-particle phase terms are com-
pletely known up to 3.5PN order. This ratio is in the
range (0.141, 11.9), and thus, the choices made in Fig. 3
are close to the mean. If |ψPP4PN,1/ψPP4PN,0| is close to the
maximum (minimum) of this range, then the systematic
error would be dominant (subdominant) with respect to
the statistical error, as shown in Fig. 3.
Perhaps a better estimate of this ratio can be obtained
by approximating ψPP4PN,1 from the known lower PN or-
der terms. One can take the 3PN binding energy, Ke-
pler’s law and the 3.5PN energy flux expression [37], in-
vert them to calculate the GW phase, and keep the 4PN
terms in the Taylor expansion to find a partial and incom-
plete expression for ΨPP4PN. The incompleteness is because
this does not account for 4PN corrections to the binding
energy, Kepler’s law or the energy flux, since they are un-
known. Doing so, |ψPP4PN,1/ψPP4PN,0| ∼ 10.3, which is close
to the maximum discussed above. For such a high ratio,
the systematic error due to neglecting the next-to-leading
order term in η dominates the error budget.
The results found here depend strongly on the detec-
tor considered. For an initial Adv. LIGO configuration
(no-SRM), the statistical error will be generally higher
than the systematic one. But in this case, the fractional
statistical error itself is above unity (except for very stiff
EoSs at very low masses), and the EoS is not measurable.
For third-generation detectors, the systematic error over-
whelms the statistical one because the latter scales with
the inverse of the SNR, while the former is independent
of it. For the systematic error to be smaller than the
statistical one for all NS masses, |ψPP4PN,1/ψPP4PN,0| . 0.4
for a hypothetical LIGO-III detector [38] and . 0.1 for
ET [39]. This is close to the minimum of the range of
|ψPPnPN,1/ψPPnPN,0| discussed above. Thus, third-generation
detectors require more accurate modeling to control sys-
tematic mismodeling error.
V. DISCUSSION
We have studied whether a wide class of waveform
templates are sufficiently accurate to extract the EoS.
We found three main results: (i) the point-particle phase
terms at 4PN order and higher contribute to the noise-
weighted cycles as much as finite size phase terms at
5PN order, thus contributing equally to parameter es-
timation; (ii) not including the leading-order-in-η point-
particle phase terms in the template model introduces a
systematic error that dominates the error budget; (iii)
the inclusion of these leading-order terms in the tem-
plate is not sufficient to control the systematic error, as
neglecting the next-to-leading-order-in-η terms at 4PN
order also introduces large systematic errors.
Our results[40] suggest that if one wishes to pre-
vent systematic errors from contaminating EoS mea-
surements, one may have to include the next-to-leading-
order-terms-in-η in the point-particle phase at least to
4PN order, either through direct PN calculation, through
the construction of a hybrid template matched to numer-
ical relativity results [9, 11, 12, 41], or through resumma-
tion of lower-order PN terms that match numerical rel-
ativity results [42–45]. Numerical waveforms have their
own systematic errors that also need to be under control.
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