Abstract. For the Ginzburg-Landau equation and similar reaction-diffusion equations on the line, we show convergence of complex perturbations of front solutions towards the front solutions, by exhibiting a coercive functional.
Introduction and Statement of Results
In this paper, we study partial differential equations of the form @ t u = @ 2 x u + uF (juj) ; (1:1) u = u(x; t), with t > 0, x 2 R, and u taking complex values. We assume F (0) > 0, F (a) = 0, for a > 0, and without loss of generality we consider only the case a = 1. A front solution of (1.1) is a solution u of the form u(x; t) = f(x ? ct) 2 R, c > 0, with lim x!1 f(x) = 0, lim x!?1 f(x) = 1. The most studied equation of this type is the Ginzburg-Landau (GL)
equation ( Our aim is to study the stability of such fronts for initial data u 0 which are small, complex perturbations of the front f of the form u 0 (x) = f (x) ? 1 + r 0 (x) e i' 0 (x) :
(1:2)
We will also write u(x; t) = f(x ? ct) ? 1 + r t (x ? ct) e i' t (x?ct) ;
(1:3)
and it is always tacitly assumed that u(x; t) solves Eq.(1.1). Note that both r and ' are measured in the frame in which the front itself moves. Complex perturbations of the real front solutions occur naturally in "amplitude equations" such as in the reduction from the Swift-Hohenberg equation to the Ginzburg-Landau equation, see, e.g., [CE1] .
We will give sufficient conditions on F and c to insure that solutions of Eq.(1.1) with initial conditions as in Eq.(1.2) converge to the front solution, provided r 0 and ' 0 are small. Essentially, all that is needed is F 0 ( ) 0 and c c crit , the critical speed, which is the slowest speed for which positive front solutions exist. In particular, when F ( ) = 1 ? 2 , then c 2 is a sufficient condition, and thus all positive fronts, including the "marginally stable" one [AW] with c = 2 are stable for complex perturbations of the form of Eq.(1.2).
There is a vast literature on the non-linear stability of such equations in the case when u 0 is real (i.e., '(x) 0 in our notation), starting with the pioneering paper of Kolmogorov, Petrovski and Piskunov [KPP] . Their work was greatly extended and generalized by Aronson and Weinberger [AW] who solved this problem for a wide variety of nonlinear terms F through the use of the maximum principle. Also of interest is the work of Sattinger [S] who by introducing weighted norms for the spaces of perturbations was able to prove that perturbations of the front decayed to zero exponentially fast.
If ' 6 0,the maximum principle is no longer available, and progress has been much slower.
Recently, Kirchgässner [K] addressed the question (for ' 0) in an interesting paper without using the maximum principle, and Bricmont and Kupiainen [BK] finally solved it (for ' 6 0) by adapting renormalization group arguments developed in [BKL] to these partial differential equations. Both of the papers [K, BK] concentrate on one specific choice of F . A very detailed analysis of the critical case is also given in [G] .
In this paper we give a different and very elementary proof of convergence by devising a coercive functional which is naturally related to the front solution. Namely, we will show that for the natural weight function , Main Condition. There are constants 0 > 0 and C < 1 such that for 0 1, and j j < 0 one has
(1:9)
Remark. If F is analytic, then the above conditions are implied by the simpler conditions:
F (0) > 0, F (1) = 0, and F 0 ( ) < 0 for 0 < 1.
Remark. In the case of the GL equation, we have F ( ) = 1 ? 2 , and then the condition (1.9)
obviously holds.
The assumptions we have made are stronger than those of [AW] , and therefore their conclusions apply. when c > c crit , as x ! 1. These weights are particularly well adapted to the critical case.
From the proof of coercitivity of W and Z the convergence of r and ' (to zero) will follow easily (cf. also [CE2] ). Our methods do not provide a rate of convergence in time, as does the renormalization group approach of [BK] . On the other hand, the spaces of perturbations defined by are larger than those considered by [BK] , and, we believe, very naturally adapted to the problem. Furthermore, the simplicity of our method allows us to simultaneously treat a wide variety of nonlinear terms and speeds. Remark. Since > > 0, the theorem also implies convergence in the usual L 1 norm.
Proof of Theorem 1.1
We begin by writing the relevant equations. Rewriting Eq. Here, and below, C denotes a finite constant, which may vary from one equation to the next.
Therefore, using the Schwarz inequality and the inequality jabj a (2:19)
In Lemma A.1, we prove the inequality jv 00 j 1 = 2j(log f) 00 j 1 C :
(2:20)
It remains to bound the terms involving N 1 and N 2 . We start with a bound on R ( ' 0 ) 0 N 2 by first decomposing it after integration by parts as (1 + r) 2 : (2:21)
We bound j1=(1 + r)j by 2. The following inequality will be used throughout: jh 0 j 1 jh 0 j 
:
We can now combine these estimates and bound @ t Z. , as x ! ?1, with > 0, the assertion (A.3) follows by L'Hôpital's rule. This calculation also shows that 0 (x) ! 0 as x ! ?1. We finally show (x) > > 0. Since (x) is strictly positive at x = 1 it suffices to show that > 0 on a compact set. Assume the contrary. By Eq.(A.2), it is not possible that = 0 = 0, and so if = 0 is must also attain a negative value. But since it is positive at infinity, it would have to satisfy somewhere = 0, 0 > 0, which contradicts (A.2).
