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We consider a total system undergoing Schro¨dinger evolution, which is composed of a central
system as a qubit and a large environment as a generic many-body quantum chaotic system. The
extent to which the qubit may maintain coherence is studied, under qubit-environment interactions
that do not preserve the energy of the qubit. For weak and intermediate system-environment
interactions, expressions are derived for the long-time average of the offdiagonal elements of the
reduced density matrix of the qubit, which show that these elements may possess nonnegligible
values due to the interactions. The analytical predictions are tested numerically in a model with
the environment as a defect Ising chain.
I. INTRODUCTION
As one of the most important phenomenon revealed
in the past half-century, decoherence exists ubiquitously
for open quantum systems interacting with large quan-
tum environments. The study of decoherence became
very popular in the past decade, mainly due to advances
in experimental technology. In fact, decoherence often
plays the role of a main obstacle in the maintenance and
exploitation of quantum coherence[1–3]. To overcome it
within reasonable time periods is a main task for quan-
tum metrology, quantum gate engineering, as well as all
applications of quantum communication. It is also of
relevance in today’s study of quantum thermodynamics
[4–7].
A measure for decoherence is given by offdiagonal el-
ements of the reduced density matrix (RDM) of a stud-
ied system. In the simplest case of decoherence, namely,
pure dephasing, in which the system-environment inter-
action does not induce transition between the system’s
energy levels, the offdiagonal elements usually become
quite small at long times. For an environment undergo-
ing an irregular motion, fluctuations of the offdiagonal el-
ements usually scale as (N effE )
−1/2, where N effE indicates
the effective dimension for the environmental state [8–
10].
Under a system-environment interaction that may in-
duce transitions between the system’s energy levels, when
the interaction is sufficiently weak, a perturbative study
shows that the decoherence rate is usually much larger
than the relaxation rate [11]. This implies that decoher-
ence may happen to a significant extent, resulting in quite
small offdiagonal elements of the RDM. However, when
the interaction is note weak and the two rates are of a
same order of magnitude, analytical study is usually dif-
ficult due to the interplay of decoherence and relaxation
processes. It is usually expected that the offdiagonal el-
ements of RDM may still decay to quite small values in
the latter case; in fact, solvable master equations usually
predict zero saturation values for the offdiagonal elements
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[12–14].
However, recently, it was found that decoherence may
happen not so easily in some systems, particularly in
a spin-boson model. Specifically, a phenomenon of co-
herence trapping was observed in a pure-dephasing case,
when the environment as a heat bath has certain type
of spectrum [15–17]. More recently, steady-state coher-
ence was also found in a master-equation approach and
confirmed numerically, when the system-bath interaction
has a dissipative feature [18].
In this paper, we study the long-time average of the
offdiagonal elements of the RDM of a two-level sys-
tem (TLS), or a qubit, which interacts locally with a
generic many-body quantum chaotic system as its envi-
ronment. We adopt a direct dynamic approach to this
problem, starting from Schro¨dinger evolution of the total
system, and derive expressions for the long-time average
of the offdiagonal elements of the RDM. Our results show
that decoherence usually happens incompletely when the
system-environment interaction may induce transitions
of the system’s levels, in other words, coherence may
maintain to certain extent.
The paper is organized as follows. In Sec.II, we give the
set-up, introduce the notations to be used, and give some
preliminary analysis. Analytical study of the long-time
average values of offdiagonal elements of RDM is given
in Sec.III. In Sec.V, numerical simulations are discussed,
to test the analytical predictions of Sec.III. Finally, con-
clusions and discussions are given in Sec.VI.
II. SET-UP AND PRELIMINARY ANALYSIS
In this section, we discuss basic properties of the sys-
tems to be studied and introduce the notations to be
used. We also discuss the problems to be addressed and
give preliminary analysis.
A. The set-up
We consider a total quantum system, which is com-
posed of a TLS S as the central system and one environ-
ment E , with E much larger than S. The environment
2is a generic many-body quantum chaotic system with N
particles [19]. The Hilbert spaces of the two systems are
denoted by HS and HE , respectively, with dimensions
dS = 2 and dE (≫ dS).
The total Hamiltonian is written as
H = HS +HI +HE , (1)
where HS and HE are the Hamiltonians of the two sys-
tems S and E , respectively, and HI represents their in-
teraction. We assume a product form of HI , namely
HI = HIS ⊗HIE , (2)
where HIS and HIE are Hermitian operators acting on
the two spaces HS and HE respectively, and assume that
HIE is a local operator of the environment. Normalized
eigenstates of HS are denoted by |α〉, with energies ESα
(α = 1, 2 and ES2 > E
S
1 ), and those of H
E by |i〉 with
energies Ei,
HS |α〉 = ESα |α〉, (3)
HE |i〉 = Ei|i〉, (4)
where for brevity we have omitted a superscript E for Ei.
For brevity, we usually write |α〉|i〉 as |αi〉. Elements of
the two operators HIS and HIE in the above eigenstates
are written as
HISαβ = 〈α|HIS |β〉, (5a)
HIEij = 〈i|HIE |j〉. (5b)
We use |n〉 to denote eigenstates of the total Hamiltonian
H with energies En, H |n〉 = En|n〉, and expand them as
|n〉 =
∑
αi
Cnαi|αi〉. (6)
We use ∆S to indicate the level spacing of the central
system S,
∆S := E
S
2 − ES1 , (7)
and use sE to indicate the mean nearest-level spacing
of the environment. Due to the largeness of the envi-
ronment, one may assume that ∆S ≫ sE . We assume
that Tr(HI) = 0. The system-environment interaction
strength can be characterized by the Hilbert-Schmidt
norm of HI , namely, by ‖HI‖HS =
√
Tr(HI†HI). In
what follows, by weak interaction, we mean that ∆S ≫
‖HI‖HS . When the value of ‖HI‖HS is around ∆S , we
say that the interaction is in an intermediate regime;
when ‖HI‖HS is obviously larger than ∆S , we say that
the interaction is strong. In this paper, we are interested
in weak and intermediate interactions.
We consider an initial product state at t = 0,
|Ψ(0)〉 = |φS〉 ⊗ |E0〉, (8)
where |φS〉 and |E0〉 are normalized vectors in the two
spaces HS and HE , respectively. Expanded in the basis
|α〉, the state |φS〉 is written as
|φS〉 =
∑
α
cα|α〉. (9)
We set the initial environmental state |E0〉 as a typical
state within a narrow energy shell Γ0, which is centered at
E0 and has a width δE, namely, Γ0 = [E0 − δE/2, E0 +
δE/2]. Although being narrow, the energy shell Γ0 is
assumed to contain a large number of energy levels, de-
noted by NΓ0 . For the sake of simplicity in discussion,
we assume that ∆S > δE.
Specifically, |E0〉 is written as
|E0〉 = 1
N
1/2
Γ0
∑
Ei∈Γ0
C
(0)
i |i〉, (10)
where C
(0)
i are gaussian random numbers. The total sys-
tem undergoes a unitary evolution,
|Ψ(t)〉 = e−iHt/~|Ψ(0)〉. (11)
The RDM of the system S, denoted by ρS(t), is given
by ρS(t) := TrEρ(t), where ρ(t) = |Ψ(t)〉〈Ψ(t)|. Time
evolution of the RDM satisfies
i~
dρS(t)
dt
= −TrE([ρ(t), H ]). (12)
We use |Eα(t)〉 to indicate the projection of the evolu-
tion state |Ψ(t)〉 in a basis state |α〉 of the central system,
|Eα(t)〉 := 〈α|Ψ(t)〉, (13)
and call it the environmental branch of |Ψ(t)〉 with re-
spect to |α〉. Thus, |Ψ(t)〉 is expanded as
|Ψ(t)〉 =
dS∑
α=1
|α〉|Eα(t)〉, |Eα(t)〉 ∈ HE . (14)
The branches |Eα(t)〉 are usually not normalized. It is
easy to verify that the RDM’s elements ρSαβ(t), ρ
S
αβ(t) :=
〈α|ρS(t)|β〉, have the following expression in terms of the
environmental branches,
ρSαβ(t) = 〈Eβ(t)|Eα(t)〉. (15)
From Schro¨dinger evolution of the total system, one finds
that time evolution of the branches |Eα(t)〉 satisfies the
following equation,
i~
d|Eα(t)〉
dt
= HeffEα|Eα(t)〉 +
∑
β 6=α
HIαβ |Eβ(t)〉, (16)
where
HeffEα = H
E +HIαα + E
S
α , (17)
HIαβ = H
IS
αβH
IE . (18)
3Then, straightforward derivation shows that the elements
ρSαβ(t) satisfy the following equation,
−i~dρ
S
αβ(t)
dt
= W
(1)
αβ +W
(2)
αβ , (19)
where
W
(1)
αβ = (E
S
β − ESα )ρSαβ(t), (20a)
W
(2)
αβ =
dS∑
γ=1
(
HISγβFγα(t)−HISαγFβγ(t)
)
. (20b)
Here, the quantities Fαβ(t) are defined by
Fαβ(t) := 〈Eα(t)|HIE |Eβ(t)〉. (21)
B. Preliminary analysis
We use an overline to indicate the long-time average
of a quantity. For example, the long-time average of the
RDM is written as ρS ,
ρS = lim
t→∞
1
t
∫ t
0
ρS(t′)dt′. (22)
Below in this paper, we are to study properties of the
long-time average of offdiagonal elements of the RDM,
that is, to study properties of ρSαβ with α 6= β. Since the
environment is a quantum chaotic system, for a generic
value of ∆S , the total system’s energy levels, as well as
their spacings, have no degeneracy. It is known that,
in this situation, the long-time average of the distance
between ρS(t) and ρS scales as N
−1/2
Γ0
[20–26]. Hence,
for sufficiently large NΓ0 and within a sufficiently long
time period, the RDM ρS(t) is quite close to ρS for most
of the times. In particular, when the RDM has a steady
state, it should be given by ρS .
Noting that the elements ρSαβ(t) have bounded values,
one sees that dρSαβ(t)/dt = 0. Then, Eq.(19) gives that
W
(1)
αβ +W
(2)
αβ = 0. (23)
Substituting the explicit expressions ofW
(1)
αβ andW
(2)
αβ in
Eq.(20) into Eq.(23), for α 6= β, one finds that
ρSαβ =
1
ESβ − ESα
dS∑
γ=1
[
HISαγF βγ −HISγβF γα
]
. (24)
For a TLS, Eq.(24) is explicitly written as
ρSαβ = ηdF βα + ηr(F ββ − Fαα), (25)
where
ηd =
HISαα −HISββ
ESβ − ESα
, ηr =
HISαβ
ESβ − ESα
. (26)
Clearly, properties of ρSαβ can be obtained, once proper-
ties of F βα and (F ββ − Fαα) are known.
In order to study properties of Fβα, one may expand
the environmental branches |Eα(t)〉 on the eigenbasis |i〉,
obtaining
|Eα(t)〉 =
∑
i
fαi(t)|i〉, (27)
where
fαi(t) := 〈i|Eα(t)〉. (28)
Clearly, fαi(t) = 〈αi|e−iHt/~|Ψ(0)〉. Then, the RDM in
Eq.(15) is written as
ρSαβ(t) =
∑
i
f∗βi(t)fαi(t), (29)
and the long-time average of Fαβ(t) in Eq.(21) is written
as
Fαβ =
∑
i,j
f∗αifβjH
IE
ij . (30)
The quantities HIEij on the right-hand side (rhs) of
Eq.(30) are elements of a local operator HIE of the en-
vironment E . For E as a many-body quantum chaotic
system, the so-called eigenstate thermalization hypothe-
sis (ETH) [27–29] is expected to be applicable to such an
operator. According to this hypothesis, (i) the expecta-
tion values HIEii should vary slowly with the eigenenergy
Ei on average; and (ii) both the fluctuations of H
IE
ii and
the values of HIEij with i 6= j possess certain random
feature and are very small, scaling as e−S(E)/2, where
S(E) is proportional to the particle number N of E and
is related to the microcanonical entropy in a semiclassi-
cal treatment. To summarize these predictions, HIEij are
written as [30–33],
HIEij = h(Ei)δij + e
−S(E)/2g(Ei, Ej)Rij , (31)
where h(E) is a slowly-varying function of E, g(Ei, Ej) is
some smooth function of its variables, and the quantity
Rij has certain random feature with a normal distribu-
tion (zero mean and unit variance). The main purpose
this paper is to obtain estimates to ρSαβ , by making use
of Eqs.(25), (30), and (31).
C. Energy-preserving interactions
In this section, we briefly discuss a specific form of the
system-environment interaction, which preserves energy
of the system S. The interaction satisfies [HS , HIS ] = 0,
implying that HISαβ = 0 for α 6= β, and may induce pure-
dephasing effects. For this type of interaction, it proves
convenient to study the values of ρSαβ in a direct way, not
using Eq.(25).
4In fact, according to Eq.(16), each branch |Eα(t)〉 fol-
lows a Schro¨dinger evolution under an effective Hamilto-
nian HeffEα, i.e.,
|Eα(t)〉 = e−itHeffEα/~|E0〉. (32)
As a result, the overlap 〈Eβ(t)|Eα(t)〉 is given by a so-
called quantum Loschmidt echo (LE) of the environment
[8]. It is known that for quantum chaotic systems the LE
decays quickly, usually in an exponential way [8, 9, 34–
40], implying that the two branches |Eα(t)〉 separate fast.
When the environment can be modelled by random ma-
trices and the system-environment interaction can sig-
nificantly disturb the environment, for long times, the
relation between |Eβ(t)〉 and |Eα(t)〉 is effectively like
that between two randomly chosen state vectors in the
Hilbert space of the environment, which implies that
〈Eβ(t)|Eα(t)〉 ∼ d−1/2E [9, 37]. Thus, |〈Eβ(t)|Eα(t)〉| have
nonzero values for long times and so does their long-time
average.
However, the long-time average of 〈Eβ(t)|Eα(t)〉 is usu-
ally zero. In fact, as long as none of the eigenvalues of
HeffEα is equal to any of those of H
eff
Eβ of β 6= α, from
Eq.(32), it is easy to see that 〈Eβ(t)|Eα(t)〉 = 0. Hence,
ρSαβ = 0 for energy-preserving interactions [41].
III. INTERACTIONS WITH ZERO HISαα
In this section, we discuss the values of ρSαβ (α 6= β),
under energy-nonpreserving interactions whose HIS has
zero diagonal elements in the eigenbasis of HS , i.e.,
HISαα = 0 for α = 1, 2. Specifically, we discuss fur-
ther division of the branches |Eα(t)〉 in Sec.III A, then,
discuss properties of subbranches of |Eα(t)〉 in Sec.III B.
These discussions enable us to give further analysis for
the quantities Fαα, which is given in Sec.III C. Finally,
we derive expressions of ρSαβ in Sec.III D.
A. Further division of branches |Eα(t)〉
From Eq.(15), it is seen that the values of ρSαβ are de-
termined by properties of the branches |Eα(t)〉. It proves
useful to divide each branch |Eα(t)〉 into two subbranches,
denoted by |E(β)α (t)〉, according to the initial components
cβ |β〉 from which they come, that is,
|Eα(t)〉 =
∑
β
|E(β)α (t)〉, (33)
where
|E(β)α (t)〉 := cβ〈α|e−iHt/~|β〉|E0〉. (34)
Expanding |E(β)α (t)〉 in the basis states |i〉, one writes
|E(β)α (t)〉 =
∑
i
f
(β)
αi (t)|i〉, (35)
where
f
(β)
αi (t) := 〈i|E(β)α (t)〉. (36)
It is easy to verify that the coefficients fαi(t) in Eq.(28)
are written as
fαi(t) =
∑
β
f
(β)
αi (t). (37)
Of particular interest is the long-time average of
|f (β)αi (t)|2, i.e., |f (β)αi (t)|2. It can be written in the fol-
lowing form,
|f (β)αi (t)|2 = |cβ|2Q(β)αi , (38)
where
Q
(β)
αi :=
∣∣〈αi|e−iHt/~|β〉|E0〉∣∣2. (39)
The physical meaning of Q
(β)
αi is quite clear, that is, it
is just the long-time average of the transition proba-
bility from an initial state |β〉|E0〉 to a final state |αi〉.
Apart from contributions from the initial coefficients
|cβ |2, weights of the branches |E(β)α (t)〉 for long times are
measured by
Q(β)α :=
∑
i
Q
(β)
αi . (40)
Inserting
∑
n |n〉〈n| into Eq.(39), where |n〉 are eigen-
states of the total system in Eq.(6), it is easy to find
that
f
(β)
αi (t) =
cβ
N
1/2
Γ0
∑
n,Ej∈Γ0
C
(0)
j e
−iEnt/~CnαiC
n∗
βj . (41)
This gives that
|f (β)αi (t)|2 =
|cβ |2
NΓ0
∑
n,m
∑
Ej ,Ek∈Γ0
C
(0)∗
k C
(0)
j e
−i(En−Em)t/~
×Cm∗αi CnαiCmβk(Cnβj)∗. (42)
Due to the irregularity of the spectrum of the environ-
ment, usually, the total system S+E has a nondegenerate
spectrum. Then, taking the long-time average of |f (β)αi |2
in Eq.(42), one gets the following expression of Q
(β)
αi ,
Q
(β)
αi =
1
NΓ0
∑
n
∑
Ej ,Ek∈Γ0
C
(0)∗
k C
(0)
j |Cnαi|2Cnβk(Cnβj)∗.
(43)
Since the initial energy shell Γ0 contains a large num-
ber of levels, the main contribution to the rhs of Eq.(43)
comes from the diagonal terms with j = k. Furthermore,
for |E0〉 as a typical state, one may approximately take
5|C(0)j | as a constant in the summation. Thus, one gets
that
Q
(β)
αi ≃
1
NΓ0
∑
n
∑
Ej∈Γ0
|Cnαi|2|Cnβj |2. (44)
It is not difficult to verify that the rhs of Eq.(44) is just
the result that is obtained by averaging over the initial
typical states.
We use Γ
(β)
α (t) to denote the energy region Ei of the
environment, which is occupied by the main body of the
branch |E(β)α (t)〉 with significant components f (β)αi (t). For
the initial states given in Eqs.(9)-(10), the initial coeffi-
cients fαi(0) of |Eα(0)〉 are written as
fαi(0) =
{
1
N
1/2
Γ0
cαC
(0)
i , for Ei ∈ Γ0;
0, otherwise;
(45)
hence, initially,
Γ(β)α (0) =
{
Γ0, for α = β,
∅, for α 6= β, (46)
where ∅ indicates the empty set. With time passing,
due to the system-environment interaction, the regions
Γ
(α)
α (t) become wider than Γ0 and the regions Γ
(β)
α (t)
with α 6= β emerge. For long times, the regions Γ(β)α (t)
are on average close to the regions occupied by the main
bodies of Q
(β)
αi , which we denote by Γ
(β)
α .
B. Basic properties of subbranches |E (β)α (t)〉
In this section, we discuss basic properties of the sub-
branches |E(β)α (t)〉 under weak and intermediate system-
environment interactions. Firstly, let us consider a very
weak interaction, for which offdiagonal elements of HI in
the basis |αi〉 are much smaller than the level spacings
of HS +HE . In this case, the Schro¨dinger perturbation
theory works, which predicts that each eigenstate |n〉 has
only one big component Cnαi. Making use of Eq.(44),
one finds that Q
(α)
α ≃ 1 and Q(α)α ≫ Q(β)α for α 6= β,
hence, the subbranch |E(α)α (t)〉 is much larger than the
other subbranch |E(β)α (t)〉 for long times. Moreover, it is
not difficult to see that the region Γ
(α)
α is approximately
equal to the initial energy shell Γ0.
Next, with increase of the interaction strength, some
offdiagonal elements of HI become comparable to the
mean level spacing sE of the environment. This may
make some states |n〉 contain a few big components Cnαi.
For a given state |n〉, the values of (ESα + Ei) related
to these big components are close to En. Hence, the
region Γ
(α)
α is still close to Γ0. In this case, the subbranch
|E(β)α (t)〉 of β 6= α does not need to be very small; and, it
is not difficult to see that the region Γ
(β)
α should have a
width close to that of Γ0 and be approximately centered
at (E0 + E
S
β − ESα ). Since ∆S > δE, the overlap of the
two regions Γ
(β)
α and Γ
(α)
α should be quite small, if not
zero.
Then, with further increase of the interaction strength,
each |n〉 contains many significant components Cnαi. In
order to understand basic properties of main bodies of the
eigenfunctions of |n〉, let us consider offdiagonal elements
of the interaction Hamiltonian HI = HIS ⊗HIE in the
basis |αi〉 [cf. Eq.(5)], namely,
HIαi,βj ≡ 〈αi|HI |βj〉 = HISαβ HIEij . (47)
When the ETH is applicable with validity of Eq.(31), the
diagonal elements of HIE usually keep finite in the limit
of N → ∞. In contrast, the offdiagonal elements have
certain random feature and go to zero in this limit due
to the scaling behavior of e−S(E)/2 with S(E) ∼ N . The
offdiagonal elements of HIE give a considerable contribu-
tion to the eigenstates |n〉, due to the largeness of their
number and the smallness of sE .
According to a result of Ref.[42], for a Hamilto-
nian matrix possessing the above-discussed feature, when
the system-environment interaction is not very strong,
widths of its eigenfunctions scale as (EE)
−1, where EE
is the size of the energy region of E . This implies that,
when N is large, the eigenfunctions of |n〉 should be nar-
row. Moreover, if the function g(Ei, Ej) in Eq.(31) does
not change fast with (Ei − Ej), significant components
Cnαi should be distributed above and below En in a sim-
ilar way.
The above-discussed properties implies that the re-
gions Γ
(β)
α should be still approximately centered at
(E0 + E
S
β − ESα ), with half-widths close to δE of Γ0.
Then, due to the fact that ∆S > δE, the two subbranches
|E(β)α (t)〉 for a given label α should have a small overlap.
This gives that
∑
i
|fαi(t)|2A(Ei) ≃
∑
i
(∑
β
∣∣∣f (β)αi (t)∣∣∣2)A(Ei), (48)
where A(E) is an arbitrary function that is smooth and
slowly-varying. The relation in Eq.(48), which should
hold for interactions not strong, will be used in the fol-
lowing sections,
C. Fαα
In this section, we derive an expression of Fαα that
will be used in the next section. Substituting Eq.(30)
into Eq.(25) and noting that HISαα = H
IS
ββ = 0, one gets
that
ρSαβ = ηr(F ββ − Fαα). (49)
6When the ETH in Eq.(31) is valid, one may write F βα
in the following form,
F βα =
∑
i
f∗βifαih(Ei) + ∆αβ , (50)
where
∆αβ =
∑
ij
f∗βifαje
−S(E)/2g(Ei, Ej)Rij . (51)
Since S(E) ∝ N , ∆αβ is a small quantity for a large
particle number N . For example, for S(E) ∼ ln dE , one
has ∆αβ ∝ d−1/2E . Hence, when the summation term on
the rhs of Eq.(50) with β = α is not very small, one may
neglect the term ∆αα for Fαα and get that
Fαα ≃
∑
i
|fαi|2h(Ei). (52)
Then, making use of Eq.(48), one gets that
Fαα ≃
∑
Ei∈Γ
(α)
α
|f (α)αi |2h(Ei) +
∑
Ei∈Γ
(β)
α
|f (β)αi |2h(Ei) (53)
with β 6= α. Since both the regions Γ(α)α and Γ
(β)
α are
narrow, the quantity h(Ei) in Eq.(53) may be replaced
by its values at the centers of the regions. Noting Eq.(38),
this gives the following expression of Fαα,
Fαα ≃ |cα|2Q(α)α h(E0) + |cβ |2Q(β)α h(E0 + ESβ − ESα ).
(54)
D. Expressions of ρSαβ
In this section, we derive expressions for ρSαβ . Substi-
tuting Eq.(54) and the corresponding expression for F ββ
into Eq.(49), one gets that
ρSαβ ≃ ηr|cα|2
[
Q
(α)
β h(E0 + E
S
α − ESβ )−Q(α)α h(E0)
]
+ηr|cβ |2
[
Q
(β)
β h(E0)−Q(β)α h(E0 + ESβ − ESα )
]
. (55)
This expression shows that usually the value of ρSαβ does
not go to zero in the limit of large environment. Thus,
decoherence may happen only to certain (limited) extent
under energy-nonpreserving system-environment interac-
tions.
The expression of ρSαβ in Eq.(55) is valid for system-
environment interactions not strong. It can be further
simplified in the two cases to be discuss in detail be-
low. We first consider the case of very weak system-
environment interactions. As discussed in Sec. III B, in
this case, Q
(α)
α ≃ Q(β)β ≃ 1 and Q(β)α , Q(α)β ≪ 1 for α 6= β.
Then, Eq.(55) gives that
ρSαβ ≃ ηr(|cβ |2 − |cα|2)h(E0). (56)
(Clearly, Eq.(56) is not valid for |cβ |2 sufficiently close
to |cα|2; in this case some contributions that have been
neglected may be larger than the rhs of the equation.)
Next, we discuss interactions whose strengths lie in
the regime from relatively-weak to intermediate. In this
regime, the total system S+ E is a quantum chaotic sys-
tem, such that each state |n〉 within the energy region of
interest contains many significant, irregular components
in the basis |αi〉 for α = 1, 2. Making use of Eq.(44), the
quantity Q
(β)
α can be written in the following form,
Q(β)α ≃
1
NΓ0
∑
Ej∈Γ0
∑
n
|Cnβj |2Bα(En), (57)
where
Bα(En) =
∑
i
|Cnαi|2. (58)
Clearly, Bα(En) gives the population of the state |n〉 on
the state |ESα 〉. As the total system is a quantum chaotic
system and the system S is much smaller than E , it is
reasonable to assume that the dependence of Bα on En
is given by a smooth function Bα(E) that changes slowly
with E.
On the rhs of Eq.(57), let us consider the summa-
tion
∑
n |Cnβj |2Bα(En) for a fixed environmental energy
Ej , which lies in the narrow region Γ0 centered at E0.
Since the eigenfunctions of |n〉 are quite narrow, only
those states |n〉, whose energies lie in a region around
(ESβ +E0), give significant contributions to this summa-
tion. This energy region is wider than Γ0, but, it is still
narrow. Hence, within it, Bα(En) can be approximated
by Bα(E
S
β + E0). Then, Eq.(57) gives that
Q(β)α ≃ Bα(ESβ + E0). (59)
Because the energy scale ∆S is small compared with
the energy scale of the environment, it is reasonable to
expect that Bα(E
S
α + E0) ≃ Bα(ESβ + E0) for α 6= β.
Then, from Eq.(59) one finds that
Q(β)α ≃ Q(α)α ≃ Qα for β 6= α, (60)
where
Qα =
1
2
[
Bα(E
S
1 + E0) +Bα(E
S
2 + E0)
]
. (61)
Substituting Eq.(60) into Eq.(54), one gets that
Fαα ≃ Qα
(
|cα|2h(E0) + |cβ|2h(E0 + ESβ − ESα )
)
. (62)
Expanding h(E0+E
S
β −ESα ) to the first-order expansion
of ∆S and noting the fact that |c1|2 + |c2|2 = 1, direct
derivation shows that
Fαα ≃ hαQα, (63)
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Figure 1: Dependence of diagonal elements of two local ob-
servables Szk and S
x
k of the defect Ising chain on the environ-
mental eigenenergy Ei (k = 7). In agreement with the ETH
in Eq.(31), these elements fluctuate around certain smooth
function of E and the fluctuations decrease with the increase
of the environmental size N .
where hα ≡ h(Eα) with Eα defined by
Eα = E0 + |cβ |2(ESβ − ESα ). (64)
Making use of Eq.(60), one can show that the diagonal
elements ρSαα have the following simple expression,
ρSαα ≃ Qα. (65)
To this end, one may first make use of Eq.(29) and
Eq.(48) with A(E) = 1 to get that
ρSαα(t) ≃
∑
i

∑
β
∣∣∣f (β)αi (t)∣∣∣2

 . (66)
Then, making use of Eqs.(38) and (40), one finds that
ρSαα(t) ≃
∑
β
|cβ|2Q(β)α , (67)
which, together with Eq.(60), gives Eq.(65).
Finally, substituting Eq.(63) with Eq.(65) into Eq.(49),
one gets the following simple expression for relatively-
weak and intermediate interactions,
ρSαβ ≃ ηr(hβρSββ − hαρSαα). (68)
In fact, this equation gives a relation among the elements
of ρS .
IV. INTERACTIONS WITH A GENERIC FORM
OF HIS
In this section, we discuss the values of ρSαβ for a
generic form of the interaction term HIS , which has both
diagonal and offdiagonal elements HISαβ .
Our starting point is the expression of ρSαβ in Eq.(25).
Let us first discuss the first part of the rhs of Eq.(25).
Making use of Eq.(29), we write Eq.(50) in the following
form,
F βα = h0ρ
S
αβ +∆
d
αβ +∆αβ , (69)
where h0 ≡ h(E0) and
∆dαβ :=
∑
i
f∗βifαi
(
h(Ei)− h0
)
. (70)
Similar to the case of ∆αα discussed previously, due to
the term e−S(E)/2 on the rhs of Eq.(51), the quantity ∆αβ
is quite small for large N . Moreover, for α 6= β, the long-
time average term f∗βifαj is usually much smaller than
|f∗βifαj |. This implies that ∆αβ should be even much
smaller than ∆αα.
As for the term ∆dαβ , we note that the values of
|h(Ei)−h0| are small within the effective narrow regions
of the branches |Eα(t)〉, because h(E) is a slowly-varying
function of E. This property, together with the smallness
of f∗βifαj , implies that ∆
d
αβ should be quite small, too.
Therefore, when the second part of the rhs of Eq.(25) is
not very small, both ∆αβ and ∆
d
αβ can be neglected and,
hence, F βα in its first part is written as F βα ≃ h0ρSαβ .
Next, we discuss the second part of the rhs of Eq.(25),
which includes the terms Fαα of α = 1, 2. Most of
the discussions given in Sec.III are still valid, when
HIS has nonzero diagonal elements. The main dif-
ference lies in the influences of HISαα on properties of
the eigenfunctions of |n〉, which are determined by the
matrix of H in the basis |αi〉. In fact, nonzero HISαα
give rise to two sets of nonzero elements HIαi,βj in
Eq.(47), one including HISααh(Ei)δij and the other includ-
ing HISααe
−S(E)/2g(Ei, Ej)Rij .
Regarding the eigenfunctions of |n〉, influences of the
second set of elements discussed above are similar to
those discussed in Sec.III. While, the first set of elements
discussed above induces a different type of influence: in
fact, they change diagonal elements of H . The main ef-
fect, which is of relevance to our discussions, is that this
shifts the centers of the eigenfunctions of |n〉 and, as a
result, the centers of the regions Γ
(β)
α are also shifted.
Hence, at least under relatively-weak interactions, for
which the centers of Γ
(β)
α have only small changes, ar-
guments given in Sec.III are still valid for a generic form
of HIS .
Therefore, at least for relatively-weak interactions,
with appropriate modifications such as replacing ρSαβ by
(1− ηdh0)ρSαβ, results of Sec.III D are still valid. In par-
ticular, similar to Eq.(68), one gets that
ρSαβ ≃
ηr
1− ηdh0 (hβρ
S
ββ − hαρSαα), (71)
where the values of h0 and hα may have some shifts com-
pared with those discussed previously.
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Figure 2: (a) Exponential decay of the deviation σad in Eq.(79)
with the increase of N , for fluctuations of the diagonal ele-
ments of Sxk (empty squares) and of S
z
k (solid circles). (b)
Exponential decay of σand in Eq.(81) for fluctuations of off-
diagonal elements. The results are in agreement with the
prediction of ETH in Eq.(31).
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V. NUMERICAL SIMULATIONS
In this section, we discuss numerical simulations that
have been performed for the purpose of testing the ana-
lytical predictions given in previous sections.
A. The model employed
We employ a model that consists of one qubit as the
central system S and one defect Ising chain as the en-
vironment E . The Ising chain is composed of N 12 -spins
lying in a nonhomogenous transverse field, whose Hamil-
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Figure 4: Shapes of Q
(1)
1i (open squares) and Q
(2)
1i (solid cir-
cles) [defined in Eq.(39)] as functions of Ei. Parameters:
∆S = 0.6, δE = 0.3, and λ = 0.15(a), 0.3(b), 0.6(c), 1.0(d).
The solid lines indicate regions that are centered at (E0 +
ESβ − ESα) with a width δE.
tonian is written as
HE = hx
N∑
l=1
Sxl + d1S
z
1 + d5S
z
5 + Jz
N∑
l=1
Szl S
z
l+1, (72)
where Sxl and S
z
l indicate Pauli matrices. The parame-
ters hx, Jz , d1 and d5 are adjusted, such that the defect
Ising chain is a quantum chaotic system. That is, for
levels neither close to the upper bound nor to the lower
bound of the energy regime, the nearest-level-spacing dis-
tribution P (s) is close to the Wigner-Dyson distribu-
tion PW (s) =
pi
2 s exp(−pi4 s2), which is almost identical
to the prediction of the random matrix theory. The peri-
odic boundary condition was used in our numerical sim-
ulations. The exact values of the parameters used are
hx = 0.9, Jz = 1.0, d1 = 1.11, and d5 = 0.6.
The central system has a Hamiltonian of the form
HS = ∆SS
z (73)
and is coupled to the k-th spin of the Ising chain. We
have studied two types of the interaction Hamiltonian
HI , denoted by HI1 and H
I
2 , respectively. In the first
case,
HI = λSz ⊗ Szk , (74)
where λ is a running parameter to adjust the coupling
strength; this interaction Hamiltonian is commutable
with the self-Hamiltonian HS of the central system and
may induce a pure-dephasing effect. In the second case,
HI = λSx ⊗ Szk or HI = λSx ⊗ Sxk ; (75)
this interaction may cause energy exchange between the
central system and the environment.
In numerical simulations, the values of ρSαβ were com-
puted by the following method. It is easy to find the
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Figure 5: The ratio Rα in Eq.(82) versus λ, for N = 12 (open
squares), N = 13 (open circles), and N = 14 (solid squares).
following expression of ρSαβ ,
ρSαβ(t) =
∑
nm,i
e−i(En−Em)t〈αi|n〉〈n|Ψ(0)〉〈Ψ(0)|m〉〈m|βi〉.
(76)
Performing a long-time average for the above equation
and noting that the eigenenergies En (usually) have no
degeneracy, one gets that
ρSαβ =
∑
i,n
|〈n|Ψ(0)〉|2Cn∗βi Cnαi. (77)
Hence, once eigenfunctions of |n〉 are found numerically,
the values of ρSαβ can be computed directly.
In numerical simulations, we used the so-called Krylov-
space method to obtain energy eigenfunctions around
some energy, specifically, aroundE0 = −1.2 in the middle
energy region. We calculated 600 eigenstates for N = 12,
800 eigenstates for N = 14, and 1200 eigenstates for
N = 16.
B. Numerical tests of ETH
ETH is one of the most important understandings
about properties of energy eigenfunctions of quantum
chaotic systems. Its major contents were given in early
works of Deutch [27] and Schrednick [28], based on the
random matrix theory and the semiclassical theory, re-
spectively. With further analytical studies and, particu-
larly, numerical simulations, its form in Eq.(31) was pro-
posed and is believed to be valid for many-body quantum
chaotic systems, regardless of whether the above two the-
ories are applicable or not [30–33]. Due to the hypothesis
nature of Eq.(31), one should test its validity in the model
employed in this paper. We have done this for the two
local operators in HI , which are Sxk and S
z
k with k = 7
of the defect Ising chain.
Let us first discuss predictions of Eq.(31) for diagonal
elements of local observables. Expectation values of the
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Figure 6: Absolute values of ρSαβ (circles) versus the coupling
strength λ, both in the logarithm scale, under interactions (a)
HI = λSx ⊗ Szk and (b) HI = λSx ⊗ Sxk . The initial state
of the system S is with (c1, c2) = (1/2,
√
3/2). The dash
lines represent the theoretical predications of Eq.(56) for very
weak interactions and the solid lines indicate the predications
of Eq.(68) for relatively-weak and intermediate interactions.
two local observables, i.e.,
(Sak )ij = 〈i|Sak |j〉 with a = x, z and i = j, (78)
are plotted in Fig 1. It is seen that, in agreement with
the ETH, the diagonal elements fluctuate around certain
smooth function of E. To study quantitatively the fluc-
tuations, we have computed the standard deviations σad ,
σad =
√
1
NΓ0
∑
i∈Γ0
|(Sak )ii − µa|2, (79)
where
µa =
1
NΓ0
∑
i∈Γ0
(Sak )ii. (80)
As seen in Fig. 2(a), the fluctuations decay exponentially
with the increase of the size N of the spin chain, as pre-
dicted by the term e−S(E) in the second part on the rhs
of Eq.(31).
Next, we discuss the offdiagonal elements (Sak )ij with
a = x, z. In agreement with the prediction of ETH, the
probability distributions of (Sak )ij/σ
a
nd have a Gaussian
form (Fig. 3), where σand are the standard deviations for
the offdiagonal elements,
σand =
√
1
NΓ0(NΓ0 − 1)
∑
i6=j∈Γ0
|(Sak )ij |2. (81)
These standard deviations also decay exponentially with
the increase of N [Fig. 2(b)].
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C. Numerical simulations
In this section, we discuss numerical simulations that
have been performed in order to test analytical predic-
tions given in previous sections.
Derivations of the expressions of ρSαβ given previously
are based the following predictions for the subbranches
|E(β)α (t)〉 of the environmental states (see Sec.III B). That
is, under weak and intermediate system-environment in-
teractions, the regions Γ
(β)
α , which are occupied by main
bodies of these subbranches for long times, should be ap-
proximately centered at (E0 + E
S
β − ESα ) and have half-
widths close to δE of Γ0. To test these predictions, we
have computed Q
(β)
αi in Eq.(39) for the subbranches.
To get smooth curves, we in fact computed coarse-
grainedQ
(β)
αi , that is, averaged values ofQ
(β)
αi within small
energy windows. It was found that the above predictions
are in good agreement with our numerical results for λ
close to ∆S and smaller. While, for λ above ∆S , devia-
tions become larger for larger λ. Some examples of the
numerical results are shown in Fig.4, where the solid lines
indicate coarse-grained values of |fαi(0)|2 in Eq.(45) with
centers shifted to (E0 + E
S
β − ESα ).
The following ratio is also important in the derivation
of the expressions of ρSαβ ,
Rα =
Q
(α)
α
Q
(β)
α
with β 6= α. (82)
We have computed this ratio and found that, as predicted
analytically, it is large for small λ. For relatively large λ,
it becomes closer to 1 and the deviation from 1 decreases
with the increase of N (see Fig.5).
Numerically, we found that the prediction of Eq.(56)
works quite well for very weak interactions, when |c1|2
is not close to |c2|2 for the initial state. One example
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Figure 8: Similar to Fig.7, but for HI = λ(Sz + Sx) ⊗ Sxk ,
whoseHIS has both nonzero diagonal and nonzero offdiagonal
elements.
is shown in Fig.6, with (c1, c2) = (1/2,
√
3/2) for which
Eq.(56) becomes
ρSαβ ≃
λ
4∆S
h0. (83)
The prediction of ρSαβ given in Eq.(68) for relatively-weak
and intermediate interactions works also well, which has
the following form for the above initial state of the system
S,
ρSαβ ≃
λ
2∆S
(hβρ
S
ββ − hαρSαα), (84)
with E1 = E0 +
3
4∆S and E2 = E0 − 14∆S . For λ
above ∆S , deviations from the theoretical predication of
Eq.(68) become larger for larger λ (Fig.7).
For a generic form of HIS , which has both nonzero
diagonal and nonzero offdiagonal elements in the basis
|α〉, our analytical analysis predicts Eq.(71) for relatively-
weak interactions. Numerically, we found that this pre-
diction may even work for intermediate interactions. An
example is shown in Fig.8, for
HI = λ(f1S
z + f2S
x)⊗ Sxk (85)
with f1 = f2 = 1. In this case, Eq.(71) becomes
ρSαβ ≃
λf2
2∆S − 2λf1h0 (hβρ
S
ββ − hαρSαα). (86)
VI. CONCLUSIONS AND DISCUSSIONS
In this paper, we have studied the long-time average
of the offdiagonal elements of the RDM (namely, ρSαβ) of
a central system as a qubit, which interacts with a large
environment as a generic many-body quantum chaotic
11
system. The total system undergoes Schro¨dinger evo-
lution. Analytical expressions have been derived for the
above elements ρSαβ under weak and intermediate system-
environment interactions. The predictions have been
tested numerically in a model with an environment as
a defect Ising chain.
The above-discussed results show that, under inter-
actions that do not preserve the energy of the central
system and are not very weak, usually decoherence can
not happen completely. In other words, this type of in-
teraction may keep coherence to certain extent if coher-
ence exists initially, or generate and retain certain coher-
ence if no coherence exists initially. Qualitatively, this
is in agreement with what was reported in Ref.[18], in
which the environment is taken as certain type of thermal
bosonic bath and a master-equation approach was em-
ployed in the analytical analysis, which is valid only for
weak interactions. Quantitatively, expressions derived in
this paper are more generic and valid in a wider regime
of interaction. In particular, when the environment lies
in a state with a temperature T and diagonal elements
of the RDM of S may approach values given by the cor-
responding Gibbs state, the values of ρSαβ can be directly
obtained from Eq.(56).
Although analytical demonstration of emergence of
steady states is a subtle topic, numerically, as well known
in simulations, such states emerge in many situations.
Results of this paper are applicable, when steady states of
the central system exist. We expect that the results may
be useful in the search for technologies that may over-
come decoherence, or retain coherence to certain useful
extent.
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