We study the cross-section correlations of net, total, and disaggregated capital flows for the major source and recipient European Union countries. We seek evidence of changes in these correlations since the introduction of the euro to understand whether the European Union can be considered a unique entity with regard to its international capital flows. We make use of Ng's (2006) "uniform spacing" methodology to rank cross-section correlations and shed light on potential common factors driving international capital flows. We find that a common factor structure is suitable for equity flows disaggregated by sign but not for net and total flows. We only find mixed evidence that correlations between types of flows have changed since the introduction of the euro.
Introduction
The volatility of capital flows and the effects of financial liberalization on growth have been at the heart of the policy debate for many countries at least over the past two decades. The recent literature has increasingly considered the different second-moment properties (covariances, correlations) of capital flows at the aggregate (Kaminsky, Reinhart, and Vegh, 2004, Rothenberg and Warnock, 2006) and at the disaggregate level (Neumann, Penl, and Tanku, 2006) and studied how different types of capital flows affect risk sharing (Devereux and Sutherland, forthcoming) . Empirical evidence shows that not only do net and gross flows have different second-moment properties, but also that they differ in terms of persistence and correlation with macroeconomic variables once they are disaggregated by type and sign (Levchenko and Mauro, 2007; Smith and Valderrama, forthcoming; Contessi, De Pace, and Francis, 2008) .
These findings and new developments in the open economy macroeconomic literature allow to take dynamic stochastic general equilibrium models with complex financial structures to the data, to calibrate and estimate them with the ultimate objective of assisting policy analysis. Recent developments in computing solutions for dynamic stochastic general equilibrium models with country portfolios or borrowing constraints (Devereux and Sutherland, 2006, 2008; Tille and van Wincoop, 2008; Smith and Valderrama, forthcom- ing) now allow to study the dynamics of models with a realistic financial structure, that is, where agents and countries can hedge against risk by using a wide range of financial instruments, yet assuming market incompleteness.
Despite these theoretical results, many empirical issues remain. For example, consider the problem of calibrating a two-country model with country portfolios similar to that described by Devereux and Sutherland (2006) . Clearly, the United States can be treated as a unique entity when considered as the source and destination of international financial flows, because intrastate risk sharing mirrors almost perfect capital mobility and the rest of the world is clearly defined (Ekinci, Kalemli-Ozcan, and Sorensen, 2008) . But, can the European Union (EU), taken as a whole, be assumed to be a country when it comes to the study of the cyclical properties of its inward and outward capital flows? Is there a common capital flows cycle that responds to EU-specific shocks? Has the introduction of the euro reinforced or weakened the comovement of capital flows originating in and entering these countries?
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In this paper we attempt to answer these questions. In the first part, we use Ng (2006) 's "uniform spacings" method to determine whether the comovement of disaggregated capital flows has increased with the introduction of the euro in 1999. Although the breakpoint date could have been estimated, rather than exogenously imposed, we choose to use an exogenous breakpoint that looks natural for European economies. In related research , we show that the conditional variance of the cyclical component of individual capital flows exhibits a structural break between the first quarter of 1998 and the second quarter of 1999 in most cases (Contessi, De Pace, and Francis, 2008) .
We analyze disaggregated capital flows organized in 11 panels, assess the extent of their cross-section correlation, and find that a common factor structure is suitable for equity flows disaggregated by sign but not for net and total flows. Hence, as suggested by recent theoretical contributions (Devereux and Sutherland, 2006, 2008; Tille and van Wincoop, 2008) , the analysis of countries' gross assets and liabilities and their breakdown into different types might be important when capital flows are interpreted as adjustments to country portfolios.
In the second part of our paper, we examine changes in correlation between different types of flows for each country over the two subperiods 1990-1998 and 1999-2006 . We measure these correlations and formally test for changes over the two subperiods using a statistical approach originally suggested by Doyle and Faust (2005) and later revisited by . We find mixed evidence of significant changes and no systematic pattern.
The structure of the paper is as follows. Section 2 describes the data, Section 3 explains the methodologies we use to detect the presence of common factors in European capital flows and to test for correlation changes. In Section 4 we present the results, followed by our conclusions in Section 5.
International Capital Flows
Most of the literature on international capital flows focuses on net flows, often defined as the difference between aggregate inflows and outflows. Recent empirical contributions, such as those of Lipsey (1999) , Rothenberg and Warnock (2006) , and Kose, Prasad, and Terrones (forthcoming), have pointed out that disaggregated flows data contain relevant information that helps understand aggregate net flows. In addition to how they are classified in the balance of payments, the economic characteristics of each type of capital flow are quite 3 different. Transactions such as bank loans, government securities, bonds, and equity are conducted and observed in markets populated by many buyers and sellers, standardized contracts, and publicly available prices. On the contrary, foreign direct investment (FDI) is the result of financial and industrial decisions that are internal to the firm, not marketmediated. In the case of emerging economies, an empirical case for separately examining inflows and outflows is made by Rothenberg and Warnock (2006) , who look at gross flows and show that about half of the observed sudden stops (retreat of global investors) are actually episodes of sudden flight of local investors.
In two recent theoretical exceptions, Tille and van Wincoop (2008) and Devereux and Sutherland (forthcoming) develop a novel solution for two-country DSGE models with country portfolios and stress the importance of distinguishing between gross and net flows.
In a small open economy setting, Smith and Valderrama (forthcoming) discuss the cyclical properties of different types of flows to a group of emerging countries using data recorded at the quarterly frequency. Unlike previous open economy macroeconomic models that stylize international financial linkages in terms of net foreign assets and the current account, these papers consider the fact that the data show huge cross-country gross asset and liability positions in assets whose value might change radically over short periods, even if the trade balance barely moves (Lane and Milesi Ferretti, 2007) . The size of such gross asset positions suggests the need of understanding the determinants of portfolio choice and their effects on macroeconomic dynamics. For example, fluctuations of the nominal exchange rate alter capital gains and losses for gross positions, with potentially large effects on the value of net foreign assets (depending on the composition of countries' portfolios). However, they do not necessarily imply changes in net export.
We interpret different types of capital flows as adjustments to country positions of FDI, foreign portfolio investment (FPI), and debt stocks. We focus on quarterly data on capital flows, disaggregated by sign and type. Complete series are available for the period 1990:Q1 through 2006:Q4 for the major countries in the EU (France, Germany, Italy, Finland, the Netherlands, Portugal, Spain, the United Kingdom, and Sweden).
1 International capital flows are reported as assets (outflows) and liabilities (inflows), separately for each country.
We collect 11 panels organized as follows. (i) Inward foreign direct investment (iFDI) is direct investment in the reporting economy, (ii) outward foreign direct investment (oFDI) We define these aggregates as (v) inward debt (iDebt) and (vi) outward debt (oDebt). Total equity flows are calculated as equity securities plus foreign direct investment for both inflows and outflows and labelled (vii) total equity liabilities (iEqu) and (viii) total equity assets (oEqu). Total equity flows plus total debt flows are summed as (ix) total inflows liabilities (iTot) and total outflows assets (oTot). The difference between oTot and iTot is (xi) net outward flows (noTot). Table 1 summarizes the classification of capital flows.
We study the levels of the quarterly series of nominal capital flows. A few series exhibit occurrences of negative values or zero entries. In some cases, negative values may be due to either underreporting or large disinvestment; the latter is often caused by repatriation of previous investment (for example, negative FDI inflows). Given the nature of our dataset, using the log of capital flows to reduce the weight of observations with particularly large quarter-specific values is not always viable, because some entries in the series may be negative or zero. A semi-logarithmic transformation would deal with zero entries, but would not solve the issue of negative observations. We use the solution described in LevyYeyati, Panizza, and Stein (2007) and opt for the transformation
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where F low t can be any of the capital flow series previously described. This manipulation of the data still allows the application of conventional filtering methods to the transformed variables without distorting standard interpretations. We detrend the transformed capital flow series using a standard Hodrick-Prescott filter.
The Econometric Framework
In this section, we briefly describe the theoretical framework developed in Ng (2006) We test for the significance of cross-section correlations in 11 panels of data on international capital flows, organized by type and sign, and treated as previously described.
Our adoption of Ng's (2006) methodology is motivated by the observation that the majority of tests for cross-section correlation in panels of data are based on the null hypothesis that all the units exhibit no correlation against the alternative hypothesis that the correlation is different from zero for some units. 2 An assessment of the extent of cross-section correlation in the errors has significant implications for estimation and inference. Andrews (2005) showed that ordinary least squares applied to cross-section data can be inconsistent unless the errors, conditional on the common shock, are uncorrelated with the regressors.
3 The application of the testing strategy requires the correlation coefficients to be ordered from the smallest to the largest. We do not directly test whether the sample correlations (jointly or individually) are zero. Instead, as we describe later, the goal is to test whether the probability integral transformation of the ordered correlations, φ j , is uniformly distributed.
Φ is the cumulative distribution function of a standard normal distribution.
4 Given that
, from which Ng (2006) shows that the null hypothesis of ρ j = 0 is equivalent to the null of φ j ∼ U (0.5, 1). The q-order uniform spacings are simply
.
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We partition the N absolute sample correlations into two groups: S for small (containing the smaller absolute correlations) and L for large (containing the larger absolute correlations), with θ ∈ [0, 1] being the fraction of the sample contained in S. θ is estimated through maximum likelihood using a standard breakpoint analysis. The S group has size K, whereas the L group has size N − K . It may happen that the N − K correlations in L are not statistically different from the K correlations in S. In that case, the strategy is to test whether the K correlations in S are zero. If the small correlations are statistically different from zero, then the correlations in L must also be different from zero by construction. Ng (2006) proposes a standardized spacings variance-ratio (SV R) test based on a statistic, SV R (η), that asymptotically follows a standard normal distribution under the null of no correlation in the subsample of size η.
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The SV R test can be applied to the full sample, to S, or to L, with η = N , η = K, or η = N − K , respectively. The SV R test is based on the spacings, which are exchangeable. This fact implies that the test can be performed on any subset of the ordered correlations. It can be shown that, if the data are uncorrelated, the φ j all lie along a straight line. This allows to use any partition of the full sample to test the slope. If the uniformity hypothesis on the φ j is rejected in S, testing whether the same hypothesis holds in L becomes noninformative. 7 In principle, we can reapply the breakpoint estimator to the partition S (second split) to obtain two further subsamples, SS and SL. 8 Then we
, a set of monotonic transformations of ordered absolute correlations, is also ordered. 5 Ng (2006) also provides details explaining why, if the underlying correlations are 0, the uniform spacings, φ j − φ j−q , represent a stochastic process with easily testable properties. 6 This is an asymptotic result that holds true when the the number, N , of unique correlations approaches infinity. Ng (2006) shows that the method is also reliable in small samples.
7 For further details, the reader is referred again to Ng (2006) . Here we note that, for each group, we test whether the variance of φ j − φ j−q is a linear function of q, which turns the problem of testing the cross-section correlation into a problem of testing uniformity and nonstationarity of a transformation of the sample correlations. A q-q plot of the φ j may provide information about the extent of cross-section correlation in the data. If all correlations are nonzero, then the q-q plot will be shifted upward and its intercept will be larger than 0.5. If there is homogeneity in a subset of the correlations, then the q-q plot will be flat over a certain range. The more prevalent and the stronger the correlation, the further away are the φ j from the straight line with slope 1 2(n+1)
. 8 Note that failing to reject the null of no correlation in a group is not evidence of no correlation, because the test may simply have low power. Given the characteristics of the testing strategy, it may happen that we reject the null in the S can perform the SV R test to determine whether the observations in the subsample SS are uncorrelated.
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Notice that, to isolate cross-section correlation from serial correlation, we apply the testing strategy on the correlation coefficients of the residuals from the regressions of each capital flows series on a constant term and its own first lag (conditional correlations). 
Testing for Sample Correlation Changes of Disaggregated Capital Flows
We now abandon the definition of cross-section correlation and seek for statistical evidence of simple correlation changes between types of capital flows within each country. We follow the bootstrap techniques described in De Pace (2008) and, given the nature of the data, we resort to the standard independent bootstrap -and to an iterated version of it -to test for correlation changes in time-series pairs. More specifically, we bootstrap the difference between correlation coefficients over two subsequent subsamples. The breakpoint, Br is exogenously given by the introduction of the euro in the first quarter of 1999.
4 Empirical Results
We report results for nine major EU countries (EU9) using conditional correlations (Table   2) , that is, the testing method is applied to the residuals of a regression of each detrended flow on a constant and the variable's lag. This is designed to separate serial from cross-section correlation in a fashion similar to that used by Herrera, Murtazashvili, and Pesavento (2008) . Furthermore, we analyze correlation changes between flows within each country.
Cross-Section Correlations
We look at (i) the longest period -between 1990:Q1 and 2006:Q4 (see the top of the Table   2 ) -and at two subperiods, (ii) 1990:Q1-1998:Q4 and (iii) 1999Q1-2006:Q4, corresponding to the quarters available before and after the introduction of the euro on January 1, 1999.
group, but not in the L group. In such a case, we reject the null of no correlation for the entire sample.
9 Two main caveats are implicit to the sequential application of this testing strategy. First, if there are too few observations in S, then the subsample SS may be too small to make the test precise. Second, if the SV R is applied to the SS subsample after the S sample rejects uniformity, then the sequential nature of the test should be considered when making inference.
10 We do not use more than one lag in these regressions, because detrended capital flow series exhibit very low serial correlation for most countries in the sample.
11 Further details on the procedure are described in the Appendix.
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The columns of Table 2 report the following measures: the SV R, for each considered sample of ordered absolute correlations; the estimated fractions, θ, of correlation pairs in S or SS; the number of correlations, η, in S or SS; and the SV R values for S, L, and SS.
We have nine countries for each flow and time period, hence N = 36 correlation pairs. The SV R statistic is used to test the null of no correlation, or, more precisely, of uniformity in any given set of correlations. A large value of SV R suggests the rejection of H 0 .
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In some cases, we are able detect significant cross-section correlations by running the test directly over the full sample. Tests over the Two Subperiods. There are signs of cross-section correlation for inward total flows over both subperiods, but we find no indication of correlation for outward flows. We do not detect significant correlation for net and outward flows. Disaggregating the flows by type, we are able to detect the presence of a common factor structure for some flows only. We reject the null for inward and outward equity in both periods, and for inward FDI and outward debt in the second subperiod only. No evidence of significant correlations is found in all the other cases.
Histograms (Figures 1 to 3 ). Histograms in Figures 1 and 2 show conditional correlations over the two subperiods for inward and outward flows, respectively. 
Correlation Changes
We try to establish whether the introduction of the euro in 1999 has been accompanied by correlation changes between types of capital flows within each country in the sample. We report descriptive statistics and inference for the two subperiods in Tables 3 through 5 .
Results basically show no systematic pattern. Previous empirical evidence suggests that iFDI and iDebt are negatively correlated for emerging countries (Smith and Valderrama, forthcoming), and that iFDI and iFPI are negatively correlated during times of crisis (Acharya, Shin, and Yorulmazer, 2007) . In our dataset, most couples of gross flows have mixed correlation signs.
Inward Flows. Correlations range widely from approximately minus 0.2 to 0.2 for the couple iFPI-iDebt to almost minus 0.4 to 0.4 for the couple iDebt-iEqu. Some of the correlations experience wide swings between periods. Unlike the large variations, which are more likely to be detected as significant by our bootstrap-based tests, small shifts are more challenging. We are able to detect only eight significant changes out of 36 using the test based on the iterated bootstrap, 13 using the noniterated version of it. As for the correlations between the two types of equity flows, we have two negative shifts (Finland and Italy) and two positive shifts (France and Germany). Significant changes between iFDI and iDebt are both negative (Finland and the Netherlands), whereas they are mixed in sign between iFPI and iDebt. The only cases of significant correlation changes between iDebt and iEqu occur in Finland (down by 0.56) and Italy (down by 0.78), findings similar to those in Smith and Valderrama (forthcoming) for emerging countries.
Outward Flows. Table 5 we report results coming from tests run between inward and outward series for each type of flow. The range of correlations is definitely larger than in the two previous tables and a ranking of the magnitude of correlations is clearer. Inward and outward debt flows are almost always negatively correlated, with larger negative correlations reaching the value of minus 0.9, as in the United Kingdom. Other flows are less correlated, with values similar to those in the previous tables, and their signs are mixed. This finding may be consistent with the fact that debt flows respond to interest rate differentials, whereas FDI and FPI are less likely to react to changes in nominal returns. This result reinforces our belief that looking at net flows might only lead to incorrect conclusions and that it is ultimately worth looking at disaggregated flows. Correlations between inward and outward total flows are positive and large, mostly dominated by the dynamics of debt flows. We detect significantly negative changes between iFDI and oFDI (Italy and Portugal), and iDebt and oDebt (Finland and Portugal). The signs of significant changes between total flows are mixed, positive for France, Germany, and the Netherlands, negative for Italy, Portugal, Sweden and the United Kingdom. Also note that, in a majority of instances, point estimates of absolute correlations increase from one subperiod to the next.
Conclusions
In this paper we study the cross-section correlation of net, total, and disaggregated capital flows for nine major source and recipient European Union countries. Our aim is to determine whether it is reasonable to model the EU as an integrated economic entity when observed as the source and destination of capital flows, for example as a counterpart of the United States in two-country DSGE models with international portfolios. We first use
Ng (2006)'s uniform spacing method to establish the extent of cross-section correlations and to determine which flows comove more. We find that a common factor structure is suitable for equity flows and little evidence that a common factor drives the other flows, except for inward total flows, inward FDI, and outward debt during the euro years. Hence -as suggested by recent theoretical contributions -the analysis of countries' gross assets and liabilities and their disaggregation into different types might be useful, when capital flows are interpreted as adjustments to country portfolios.
We also study whether the correlations between types of flows have changed since the introduction of the euro. We find mixed evidence of significant changes, but we notice that, 
Appendix -Bootstrap Tests for Correlation Changes
Let ρ be the unconditional correlation coefficient between two time series, ρ 1 the unconditional correlation over the first sample, and ρ 2 the unconditional correlation over the second sample. We are interested in testing whether the parameter shift, ∆ρ = (ρ 2 − ρ 1 ), is statistically significant and formally consider the statistical test with size (1 − α) ∈ (0, 1):
Our inference is based on the construction of two-sided α-level confidence intervals from the bootstrap distribution of ∆ρ. 13 This allows us to test for significant breaks and directly infer the direction of the shift. We apply bootstrap techniques to the data and also use bootstrap iteration to estimate confidence intervals with potentially improved accuracy. Namely, we derive iterated bootstrap percentile confidence intervals and iterated bias-corrected (BC) percentile confidence intervals (as described in DiCiccio, Martin, and Young, 1992) . We interpret significant shifts at the 5 percent or 10 percent level as signs of parameter instability over the sample.
Constructing Bootstrap Distributions
In the simple case of two capital flows series for two countries, A and B, let 
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Estimating Accurate Confidence Intervals
Let X A,t and X B,t be two variables and I 0 α; X A,t , X B,t ; X * A,t , X * B,t the uncorrected bootstrap percentile confidence interval of nominal coverage probability α for ∆ρ. X * A,t and X * B,t are two generic resamples with replacement from X A,t and X B,t . The bootstrap confidence interval, I 0 , is constructed from sample and resample information. In empirical applications, the coverage probability of I 0 , P (α) = P rob ∆ρ ∈ I 0 α; X A,t , X B,t ; X * A,t , X * B,t , usually differs from α. However, there exists a real number, α , such that P ( α ) = α.
Let I 0 α; X P (α) = P rob ∆ρ ∈ I 0 α; X * A,t , X * B,t ; X * * A,t , X * * B,t |X A,t , X B,t .
Let N B O be the number of bootstrap replications at the outer level of resampling. Then P (α) can be easily calculated as
Because information on the distribution of X * * A,t and X * * B,t given X * A,t and X * B,t is unavailable, an inner level of independent resamples (say, N B I resamples for each outer resample, 14 When we apply the standard bootstrap with no iteration, N B = 10, 000. n B O ) from X * A,t and X * B,t is executed to outline the features of that distribution.
15 The bootstrap estimate for α is the solution, α , to the equation P ( α ) = α ∴ α = P −1 (α).
16
The iterated bootstrap confidence interval for ∆ρ is then I 1 α ; X A,t , X B,t ; X * A,t , X * B,t . N is the total number of pairwise correlations and θ is the proportion of correlations in the subsample with smaller correlations; η is the number of correlations in the subsample with smaller correlations. H0: no correlation in the sample. We indicate the rejection of the null over the full sample by a triangle. One asterisk denotes significance at the 10 percent level, two asterisks significance at the 5 percent level, and three asterisks significance at the 1 percent level. 
