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Abstract-Interpolation search is an efficient algorithm for searching ordered tables. When the 
entries are order statistics from a uniform distribution, interpolation search takes an average of 
Iglgn + O(1) accesses to locate a given value in the table, where n is the table size. By locate, we 
mean the following: if the value is in the table, its position in the table is found, or, if the value is not 
in the table, then two consecutive values straddling it are found. While interpolation search has been 
extensively analyzed, it has not been extensively simulated to determine, empirically, the distribution 
of the number of accesses required to locate a random value in a random table. A few simulation 
studies have been conducted for small values of n, by generating a sample of independent uniform 
random variables, sorting them, and performing the search. This is very expensive because sorting 
takes up a lot of time, especially for large tables. We use simple results in mathematical statistics to 
design an efficient algorithm for simulating an interpolation search that uses no more than the exact 
number of table entries that are actually compared with the searched value during any search. We 
also present our simulation results. 
1. INTRODUCTION 
Searching an ordered table for a given value is an important problem in computer science and it 
crops up in a variety of settings. Among the many algorithms that exist for searching an ordered 
table, a particularly appealing method, especially for searching on an external storage device, 
is interpolation search, which was first described by W. W. Peterson [l]. Unlike binary search, 
which probes the middle entry in a table each time, interpolation search probes the expected 
location of the searched value. Thus, interpolation search makes use of knowledge regarding the 
distribution of values in the table to decide which entry to probe in addition to the fact that the 
table entries are ordered. Knuth [2] gives a short verbal account of the algorithm. The algorithm 
is easily described by means of a numerical example. Suppose our ordered table consists of 
10 values uniformly distributed between 0 and 1. 
0.08, 0.12, 0.34, 0.46, 0.47, 0.49, 0.53, 0.60, 0.65, 0.83. 
We wish to locate the value (Y = 0.6 in this table. Expecting the value 0.6 to be 60% of the way 
into the table, we probe the 6th entry. Mathematically, we may write [IO Q$$Ql = 6. This is 
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the interpolation step. The sixth entry happens to be 0.49 and 0.49 < cr. So we need to search 
further, but we can confine ourselves to the sub-table of size 4 in which (Y lies: 
0.53, 0.60, 0.65, 0.83. 
As before, we interpolate and probe the appropriate sub-table entry taking care to use the value 
of CY relative to 0.49 in this sub-table. So, we probe the entry with index 1 ~1 = 1, which 4 
is 0.53, and find that 0.53 < cr. The new sub-table of size 3 is 
0.60, 0.65, 0.83. 
Again, we repeat the process, probing the entry with index [3-l= 1 in the sub-table and 
find that it matches Q, terminating our search. 
The search process cost us 3 table accesses and the probed values were 0.49, 0.53 and 0.60. 
In the above example, (Y was an entry in the table, but even if it were not, the same approach can 
be used to find two consecutive values in the table that straddle Q, in which case the algorithm 
would terminate when a sub-table becomes empty. For example, suppose we wish to locate 
(Y = 0.42 which is not in the table. We first probe the 5th entry, that is, 0.47 since [10-l = 5. 
But cy < 0.47, so the sub-table to search is 
0.08, 0.12, 0.34, 0.46. 
We next probe the 4th entry, since = 4. Again, (Y < 0.46 and therefore, the new 
sub-table to search is 
0.08, 0.12, 0.34. 
Finally, we probe the 3’d entry since b$j+$jjj = 3 and find that (Y > 0.34. We now know that 
0.34 < CY < 0.46 and there are no more entries in the table to search. Therefore, the search 
terminates. 
More formally, consider a table of size n with ordered entries Xi < Xz < . . . < X,. Let 
a = X0 < X1 and X, < Xn+r = b. Given a value LY between a and b, the problem is to find an 
index i, 0 5 i 5 n, such that Xi 5 (Y < Xi+i. Of course, there is no need to check the values 
XO and -%+I against (Y. First, an index k is chosen by interpolating o between a and b. In the 
version of interpolation search we consider, the index k is given by k = 
r 1 
ne . Comparing Q 
with Xk yields three possible scenarios: 
(a) Xk = cr; k is the desired index and the search terminates, or 
(b) Xr, > cr; the sub-table to be searched is X1 < X2 < . . < &_I, with the new a = Xc and 
new b = Xk, or 
(c) XE; < CY; the sub-table to be searched is Xk+i < Xk+z < . . . < X,, with new a = Xk and 
new b = X,,+I. 
The interpolation step is repeatedly applied on the appropriate sub-table. The algorithm termi- 
nates when either the desired index is obtained or the sub-table becomes empty. 
It is clear, by induction, that the algorithm terminates for any given n and Q. We also note 
that no assumption on the statistical distribution of the values is necessary for the algorithm to 
work, but the interpolation step is based on the assumption of uniformity. 
We note that there is more than one way to interpolate the value into the table, as discussed by 
Gonnet, Rogers and George 131, but we confine ourselves to the above version of the interpolation 
step. 
Since an ordered sample of n i.i.d. observations Yi < Yz < e.. < Y, from a known continuous 
distribution F can be transformed into an ordered sample Xi < X2 < . . . < X, of n i.i.d. 
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observations from U(O,l) by setting Xi = F(Yi), 1 5 i 5 n, we may assume, without loss of 
generality, that we are dealing with the Xi’s, 1 5 i < n, We also let 0 = Xc and Xn+r = 1. 
The first detailed analyses of interpolation search were carried out by Yao and Yao [4], Per1 
and Reingold [5], Perl, Itai, and Avni [6], G onnet, Rogers, and George [3]. They showed that the 
expected number of table accesses is lg lg n + O(l), w h ere n is the size of the table and lg is the 
logarithm to Base 2. Gonnet, Rogers and George [3] also show that the variance of the number 
of accesses is lglgn. 
There have been two published efforts to simulate interpolation search. The first, by Perl, Itai 
and Avni [6], was used to verify some of their theoretical results. The second, by van der Nat [7], 
for values of the table size from 100 to 25,000, was used to check when interpolation search 
became superior to binary search to justify the extra cost in programming. Both papers do not 
indicate whether their results are for successful search, when the searched value is in the table, 
or for unsuccessful search, when the searched value is not in the table, although the algorithm 
published by van der Nat works for both cases. 
In the following discussion, n will denote the size of the table and X1, Xz, . . . , X,, will denote 
the table entries, unless indicated otherwise. We also let Xc = 0 and Xn+r = 1. 
2. THE DIRECT METHOD 
The straightforward way to simulate interpolation search is to generate n uniform random vari- 
ables, sort them, and then search the table for a randomly generated uniform value. Obviously, 
this method does not merit serious consideration if our goal is to compute the empirical distri- 
bution of the number of accesses very accurately, because sorting takes up a large proportion of 
computer time. Furthermore, since there are only 231 distinct single-precision uniforms possible 
in a computer, ties crop up, especially when n is large, requiring careful programming to make 
sure that the search process terminates. The theoretical results for interpolation search in such 
a case do not apply since, in the ideal case, such samples constitute a set of probability measure 
zero. 
Perl, Itai and Avni (61 used this direct method for a table of size 400,000. The search was 
performed 4000 times. In the second study, van der Nat again generated a table of uniform 
random numbers, sorted them, and performed the search 1000 times using randomly generated 
uniforms. 
In the following section, we present an efficient algorithm for simulating interpolation search, 
one that does not require a sorted table of uniform random numbers. 
3. AN EFFICIENT ALGORITHM 
In a typical instance of interpolation search, only a few values in the table are actually compared 
against the value being searched. It is, therefore, natural to ask if interpolation search can be 
simulated without generating the complete table each time. An important requirement is that we 
must be able to generate any entry in the ordered table that might be necessary for comparison 
with the searched value. For the sake of clarity, we deal separately with successful search, when 
the searched value is known to be in the table and unsuccessful search, when the searched value 
is known to be not in the table. 
3.1. Simulating Interpolation Search when the Element is Known to be in the Table 
Let Q be the value being searched and let n, the table size, be fixed. We need to find an 
integer K, 1 2 K 5 n such that XK = cr. 
In interpolation search, cy is uniformly distributed on (0,l). Let K’ = K - 1 be the number 
of table values less than cr. Then, given a, K’ is binomial with parameters n - 1 and c-u. Based 
on this observation, the following method readily comes to mind: generate cy uniform on (0,l) 
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and K’, binomial with parameters n - 1 and a; assume XK~+I = (Y (thus, our target entry will 
be the (K’ + l)th, and our algorithm better find this); generate 2, the jth table entry in a table 
of size n, where j = Ino1 (how to do this is deferred until later); if j = K’ + 1 then the search 
terminates, otherwise, determine whether cr < x or a > x and search the appropriate sub-table 
for Q by repeating the process from the beginning. 
But generating binomial random variables is difficult, especially when the binomial parameters 
are varying from call to call. A little distribution theory shows that we really do not need 
binomials. 
The marginal distribution of K’ is given by 
This shows that K’ is uniform on 0, 1, . . . , n - 1. The conditional density of Q given K’ = k is 
f(a 1 K’ = k) = n n; ’ ak(l - cr)n-l-k, 
( > 
a beta density with parameters k + 1 and n - k. 
Thus, instead of generating Q first and then K’ conditonal on Q, we can generate K’ first and 
then Q conditional on K’. Generating K uniform on (0, 1, . . . , n - 1) costs only a uniform random 
variate and a multiplication. Beta variates can be generated as ratios of Gamma variates, and 
since we will be dealing with integer parameters, we can do this quite efficiently by using fast 
Gamma generators. Marsaglia’s squeeze method [8] works especially well. 
There remains the problem of generating ordered table values on the fly. We need some results 
on order statistics. The following result is Theorem 2.7 in [9], adapted to a uniform distribution 
on (0,l). 
THEOREM 3.1. [9] For a random sample of size n from a uniform distribution on (0, l), the 
conditional distribution of Xc,), given X(,.1 = z (s > r), is just the distribution of the (s - r)th 
order statistic in a sample of n - r drawn from a uniform distribution on (x, 1). 
This is close to, but not exactly, what we require. Therefore, we explicitly state and prove some 
similar results on order statistics from a uniform distribution. 
Let-+,X(2),..., Xt,) be order statistics from a sample of i.i.d. uniforms on (0,l). 
THEOREM 3.2. For integers 1 5 p < q < T L n, given Xc,) = z(~),X(,.) = xc,.), Xc,) has the 
distribution of aY + b where a = x(~) - x(~), b = xcp) and Y is beta variate with parameters q - p 
and T - q. 
PROOF. The joint density of X(,1, Xl,) and Xc,.) (see [9, p. lo], for example) for 0 < 21 < x2 < 
x3 < 1 is 
fppr(~19x2,~3) a $-' (x2 - x1)Q-p-l(x3 - 2$-Q_-l(l - xs)n-r. 
The joint density of X(,) and X(r) for 0 < ~1 < ~2 < 1 is 
fpr(zl, ~2) a $-’ (z2 - zJ-P-1(1 - z$+-r. 
Thus, the conditional density of Xc,), given X@) = xcp), Xc,) = zc(,.) is 
fq(x I X(p) = "(P)7-%) = %d a 
(x - x(p))Q-p-l(x(r) - x)-Q-l 
(X(r) - qp))T-p-l 
ZZ 
2(?.) :x(p) [x~;:~~p)]q-p-’ [l- x~;:~ )]‘-q-‘- 
This density has the form tg(e), where g(x) is the beta density with parameters q - p and 
T - q which proves the result. I 
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Generate /c uniform on (0, 1, . , n - 1). 
Generate (Y, a Beta variate with parameters k + 1 and n - k. 
ICO, utn+l, a+-0, b+l, m+-u-l-l 
found + (m == 1) 
WHILE NOT found DO 
j-I+rmcl 
IFj=k+lTHEN 
fol~nd + TRUE 
ELSE 
IFj<k+lTHEN 
Generate y, a Beta variate with parameters j - 1 and k + 1 - j. 
x + (a - U)Y + a 
ELSE 
Generate y, a Beta variate with parameters j - k - 1 and u - j. 
x + (b - a)y + a 
ENDIF 
IFa<xTHEN 
b+-x, utj 
ELSE 
a+x, l+j 
ENDIF 
mtu-l-l 
found c (m == 1) 
ENDIF 
END DO 
Figure 1. Algorithm for simulating successful interpolation search. 
We note that this result is valid for p = 0 if we assume XC(O) = 0 and for r = n + 1 if we assume 
x(,+1) = 1. 
THEOREM 3.3. For integers 1 5 pr < p2 < ... < pk < q < ~1 < 7-2 < ... < ~1 L n, fq(z 1 X(,,) = 
Xc(Pl) . . .-q,,) = qpa)J(r*) = q?-1) * ‘.X(Q) = q-l)) = f,(x I X(PL) = qPh)Yqr*) = qrl)). 
P~~~~.ThejointdensityofX(,,),...,X(,,),X(,),X(,,),...,X(,,) forO<zr<...<zk<x< 
yr < *** < yl < 1 is proportional to 
z?’ (x2 - x1)P2-P1--1 . . . (z - .Q7-P~-yyl - q1--9-l.. * (1 - yl)n-rl. 
The joint density of X(,,), . . . ,X@,), X(,.,1,. . . ,X(,,) for 0 < sr < -. . < Sk < tl < -. . < tl < 1 is 
proportional to 
syqs2 - s1)P2-P14.. . (tl - Sk)Tl-Pqt2 - tl)Q-Tl-l.. . (1 - tl)n-rI. 
Thus, the density of X(,), given X(,,) = ZC(~~) . . . Xc,,) = z(~~), X(,,) = z(,,~J . . . X(,,) is propor- 
tional to 
(Z - qp))Q-p-r(qr) - q-q-1 
(X(r) - “(p))T-p-l ’ 
which means that it is precisely f,(a: 1 Xc,,) = ZC(~~), Xc,,) = 5~~~)). I 
Theorems 3.3.1 and 3.3.2 enable us to generate any ordered entry in the table by using linear 
transformations of beta variates; we only need to keep track of the largest value xp such that 
xp < a, the smallest value x, such that x, > (Y and the indices p and r. 
Complete details of the method for simulating successful interpolation search are given in 
Figure 1. 
3.2. Simulating Interpolation Search when the Element is Known not to be in the 
Table 
The situation here is similar to that of a successful search, but there are important differences. 
Again, let o! be the value being searched and let n, the table size, be fixed. We need to find an 
integer K, 0 5 K < n such that XK < (Y < XK+~. 
CAMA 26:8-D 
36 G. MARSAGLIA AND B. NARASIMHAN 
I 
Generate k uniform on (0, 1, . , n} 
Generate a, a Beta variate with parameters k + 1 and n - k + 1. 
Zt-0, u+-n+l, at-O, b+l, m+u-l-l 
WHILE m > 0 DO 
j-I+[mEl 
IFjskTHEN 
Generate y, a Beta variate with parameters j - 1 and k - j + 1 
x +- (cu - a)$/ + a 
ELSE 
Generate y, a Beta variate with parameters j - k and u - j. 
x + (b - CY)~ + 0: 
ENDIF 
IF(r<xTHEN 
btx, u&j 
ELSE 
atx, l+j 
ENDIF 
m+u-l-l 
END DO 
Figure 2. Algorithm for simulating unsuccessful interpolation search. 
Element known to be in tabte 
Element known not to be in table 
- Element knwn to be in table 
- -. Element known not to be in tabk 
1 
LOGLOGN LOG LOG N 
Figure 3. Plots of the mean and variance of the number of accesses against lg lg n. 
Given cy, K, the number of entries less than (Y, is binomially distributed with parameters n 
and CY. As before, we wish to avoid generating binomial variables, so we calculate the marginal 
distribution of K, which is given by 
P(K = k) = 
’ n IO 1 o k cr"(1 - cx)n-k da: = -. n+l 
The conditional density of cx given K = k is 
f(cr 1 K = k) = (n + 1) 
a beta density with parameters k + 1 and n - k + 1. 
Thus, we may again generate K and then a given K, and assume XK < Q < XK+~. The 
problem of generating table entries arises again. We need the following result,. 
THEOREM 3.4. Suppose that for integer q, 1 < q 5 n and 0 < t < 1, Xc,) < t < XC,+~), then for 
integer p, 1 5 p 5 q, the conditional distribution of X(,1 given X(,1 < t < X(,+1) is that of the 
pth order statistic from a sample of size q drawn from a uniform distribution on (0, t). Similarly, 
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for integer T, q < T 5 n the conditional distribution of X(,.1 given Xc,) < t < XC,+~) is that of the 
(T - q)th order statistic from a sample of size n - q drawn from a uniform distribution on (t, 1). 
PROOF. Note that 
P(XC,) < t < x(,+1)) 0: tQ(1 - ty-“. 
Thus, for 1 5 p I q and 0 < z < t, the density of Xc,) given Xc,) < t < XC,+~), is 
f,(x 1 X(,) < t < x(,+1)) c( xp(t ;q;y$:qt)n-q 
xqt - x)q--p 
= 
= f (f j’ (I- y-p. 
This proves the first part. The proof of the second part is similar. I 
The algorithm for simulating unsuccessful interpolation search is presented in Figure 2. 
4. SIMULATION RESULTS 
We wrote Fortran programs based on Algorithms 1 and 2 to conduct the simulations. Ten 
million values searches were performed on ordered tables with sizes from 211 to 230, the table 
size doubling with each step. The simulations were conducted on the Department of Statistics 
network of Sparcstations at Florida State University. The largest simulation, one on a table size 
of 230 required 2 hours and 41 minutes of computing time. Tables 1 and 2 show the distribution 
of the number of accesses required to locate an element for various table sizes when it is known 
that the element is in the table. Tables 3 and 4 show the distribution of the number of accesses 
required to locate an element when it is known that it is not in the table. 
Table 5 shows the mean and variance of the number of accesses. As predicted by theory, the 
average number of accesses closely follows lglgn. It is also clear that the mean is not less than 
lg lg n as claimed by Perl, Itai and Avni [6]. We also note that the expected number of accesses 
needed to locate an element when it is known not to be in the table is higher than the expected 
number in the case when is known to be in the table. The mean of the differences is 0.774 with 
a standard deviation of 0.0265. This is higher than the empirical approximation of about 0.58 
given .by Gonnet, Rogers and George [3]. 
Figure 3 is a plot of the mean number of accesses and variance of the number of accesses 
against lg lg n. The plot of the expected values is linear and a least squares fit through the points 
is shown. The fit for the case when the element is in the table is y = 1.095026x - 0.4285281 
while that for the case when the element is not in the table is y = 1.142357~ + 0.1421897. 
Gonnet, Rogers and George [3] also prove that the variance is O(lglgn) but our plot of the 
variance is not linear. A closer look at the plot shows that the observations corresponding to 
table sizes 225 and above are the ones that ruin the straight line fit. The culprit here is the use 
of single-precision uniform random variates in the programs that perform the simulation. For 
example, when simulating interpolation search on a table of size 225, generation of the conditional 
beta variates outlined in Algorithms 1 and 2 requires more than the usual 24-bit single precision 
accuracy because we are essentially generating 225 uniform random numbers with no ties and 
this is impossible since the “universal” uniform random number generator [lo] that we used is 
based on 24-bit integer arithmetic. The solution is to use double or even quadruple precision 
routines throughout to preserve accuracy. If we ignore the observations for table sizes above 224, 
then the least square lines for the the mean number of accesses for the above two cases are 
y = 1.061879s - 0.2972787 and y = 1.0725972 + 0.4172293, respectively. Obviously, the variance 
for the these observations also shows a linear trend with the corresponding least squares lines 
being y = 0.03879276x + 1.077003 and y = 0.01939828x + 0.8983729. 
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Table 1. Distribution of the number of accesses needed to locate M element known to be in the 
table. 
Act. n = 21’ 
1 0.0277840 
2 0.1748453 
3 0.3682582 
~ 4 0.2940575 
5 '0.1027136 
6 0.0254160 
7 0.0056112 
8 0.0010998 
9 0.0001919 
10 0.0000256 
11 0.0000055 
12 0.0000003 
13 o.OOODOo1 
14 
n = 2’2 n = 2’3 n = 214 
0.0195552 0.0139126 0.0098223 
0.1470465 0.1233792 0.1036667 
0.3511834 0.3315366 0.3103147 
0.3196749 0.3402345 0.3552904 
0.1225074 0.1427847 0.1638789 
0.0313158 0.0375517 0.0442818 
0.0070283 0.0085335 0.0102237 
0.0013989 0.0017090 0.0020651 
0.0002452 0.0003940 0.0093686 
0.0000381 0.0000456 0.0000593 
O.OOODO53 0.0000076 0.0000082 
0.0000009 o.oOOODO9 0.0090009 
0.0000001 o.ocKMo1 
Helotive I 
n = 215 
0.0069296 
0.0871972 
0.2890252 
0.3659633 
0.1841503 
0.0516494 
0.0120130 
0.0025326 
0.0004518 
0.0000740 
0.0000120 
o.ooDOO15 
0.0000001 
requencies 
r&z 216 
0.0048902 
0.0730618 
0.2676856 
0.373238e 
0.2041634 
0.0593141 
0.0140493 
0.0029313 
0.0005543 
0.0000972 
O.ODOO123 
o.OOOoD15 
0.0000001 
0.0000001 
n= 2’7 n = 218 n= 2'9 
0.0034369 0.0024321 0.0017355 
0.0614230 0.0517297 0.0434631 
lo.2475175 0.2283566 0.2104656 
0.3759334 0.3757963 0.3733993 
0.2237316 0.2422088 0.2595276 
'0.0676371 0.0762628 0.0850967 
0.0161965 0.0183741 0.0207499 
~0.0034376 0.0039518 0.0045359 
O.CNJO6484 0.0007391 0.0098550 
,0.0001086 0.0001246 0.0001467 
O.ODOO176 0.0000209 0.0000208 
0.0000017 o.OOODO31 o.oOOOo35 
0.9000001 0.0000001 o.oODOOO4 
Table 2. Distribution of the number of ~cesses needed to locate .xn element known to be in the 
table. 
m = 2’0 
0.0012348 
0.0365483 
0.1932673 
0.3691177 
0.2759658 
0.0941865 
0.0233596 
0.0050994 
0.9010203 
0.0001709 
0.0000256 
0.0000035 
o.OOOoOO2 
o.oOOOcKl1 
Act. n = 221 
1 0.0008525 
2 0.0306356 
3 0.1776389 
4 0.3628863 
5 0.2907901 
6 0.1040089 
7 0.0260308 
8 0.0057918 
9 o.OO11313 
10 0.0001990 
11 0.0000292 
12 0.0000049 
13 0.0009007 
14 
1.5 
16 
17 
18 
n = 222 
0.0005943 0.0004287 0.0002571 
0.0258609 0.0217616 0.0184897 
0.1628044 0.1494305 0.1363670 
0.3557026 i 0.3464758 0.3360216 
0.3043979 0.3164758 0.3278651 
0.1137158 iO.1244061 0.1353077 
0.0288873 0:0320534 0.0356104 
0.0064827 0.0072238 0.0080991 
0.0013023 '0.0014453 0.0016323 
0.0002138 0.0002558 0.0002965 
o.oooo331 0.0000369 0.0000456 
0.0000042 0.0000054 0.0000069 
O.OOODOO6 0.0000009 0.0000009 
D.0000001 0.0900001 
i n = 223 I n = 224 
H&live Fkwmcies 
n = 225 R = P6 
D.0003108 0.0005833 
0.0160826 0.0145871 
0.1251037 0.1134593 
D.3252215 0.310678c 
0.3364549 0.3454268 
D.1459476 D.158185Il 
D.0393945 D.0438952 
D.0092063 0.0104353 
D.0018795 0.0022311 
D.OOO34OD 0.0004329 
D.OODO509 0.0000717 
D.0000069 0.0000123 
D.0000007 D.0000018 
3.0000001 D.OOOC002 
n= 227 I n= 228 I n= 229 
0.0008734 0.0012914 0.0019179 
0.0132348 0.0119653 0.0106071 
0.1049012 0.0977394 0.0908045 
0.2952582 0.2808969 0.2672209 
0.3487422 0.3489653 0.3454636 
0.1715540 0.1832463 0.1943771 
0.0497303 0.0562564 0.0637301 
0.0122770 0.0149056 0.0184033 
0.0027446 0.0936644 0.0052351 
o.ODo5530 0.0008291 0.0014792 
0.0001087 0.0001909 0.0004110 
0.0000187 0.0900369 0.0001104 
0.0000029 0.0000092 0.0000308 
0.0000007 0.0000026 0.0009061 
0.0000003 0.0000001 0.0000022 
0.0000002 0.0099004 
0.0000000 
0.0000003 
R = 230 
0.0028452 
0.0095131 
0.0847918 
0.2540101 
0.3390942 
0.2032687 
0.071964cl 
0.0228631 
0.0075986 
0.0026279 
0.0009428 
0.0003277 
0.0OD1099 
0.0000327 
0.0090061 
0.0090018 
0.0000002 
1 
Table 5 also shows the average of T+, the extra number of accesses over lg lgn, that is, 
T+ = max(N, - lglgn,O), where N, is the number of accesses needed to locate the element. 
When the element is known to be in the table, E(T+) obeys the bound given by Perl, Itai and 
Avni [6], but violates it when the element is known to be not in the table. 
Tables 6-8 show the mean and standard deviations of the distance of the probed index from 
the target index at each of the first five probes. If j denotes the probed index at any step and cr 
the searched value, the distance is defined to be ]j - Ic] if X (k) = ct; otherwise it is Ic - j if j 5 k 
or j - k - 1 if j > k, where X(k) < cy < Xck+i). The results are well under the bounds given by 
Perl, Itai and Avni [6]. For the sake of completeness, we present the maximum distances of the 
probed value from the target value for both cases in Table 9. 
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Am. 
- 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
- 
kc. 
i 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
- 
T 
Table 3. Distribution of the number of accesses need 
table. 
Relative 1 
*=211 I n=212 I n= 213 I n=214 I n= 215 
0.0006143 0.0003084 O.OW1517 
0.0349622 0.0248194 0.0175297 
0.2156604 0.1819628 0.1535972 
0.4152248 0.4028206 0.3849785 
0.2640952 0.3004208 0.3313978 
0.0585783 0.0755139 0.0943906 
0.0091148 0.0118705 0.0150291 
0.0014677 0.0019227 0.0024536 
0.0002427 0.0003089 O.OW4030 
O.WW336 0.0000461 O.OWO600 
O.WWO53 0.0000051 O.OWOO79 
O.OOOOW5 O.OOCNXtO8 O.OWWO7 
O.WWW2 O.OWOOO2 
0.0123181 
0.1294791 
0.3646808 
0.3567047 
0.1144050 
0.0187516 
0.0030101 
0.0004861 
0.0000746 
0.0000114 
0.0000011 
0.0000421 
0.0087741 
0.1089335 
0.3429342 
0.3763589 
0.1356965 
0.0229922 
0.0036530 
0.0005973 
0.0600929 
0.0000137 
0.0000014 
0.0000002 
I 1 1 I 
d to locate a v&e known not to beinthe 
requencies 
n = 216 T&=21: 12 = 21* 
O.WW178 O.WWO90 .oooo068 
0.0062014 0.0043570 0.0030697 
0.0917666 0.0771694 0.0649224 
0.3204075 0.2978659 0.2768537 
0.3911061 0.4017130 0.4075049 
0.1574606 0.1793260 0.2012384 
0.0277949 0.0332725 0.0390819 
0.0043989 0.0052703 0.0061382 
O.WO7163 0.0908701 0.0009993 
O.WO1120 0.0001247 0.0001586 
O.WW158 O.OOW196 O.WW235 
0.0900020 O.OOOOO23 O.WooO33 
0.0000001 0.0000002 0.0000003 
s = 219 * = 220 
O.OOOOO3C 0.0000013 
0.0021453 0.0015WO 
0.0544700 0.0453973 
0.2556919 0.2359869 
0.4111712 0.4114822 
0.2224006 0.2428525 
0.0456088 0.0529017 
0.0071439 0.0082663 
0.0011564 0.0013616 
0.0001798 0.0002146 
0.0000260 0.0000319 
0.0000026 0.0009029 
0.0090004 O.OWOOO7 
o.oWOOO1 0.0600001 
Table 4. Distribution of the number of accesses neededtolocate a value known not to beinthe 
table. 
* = 221 
O.OOWOOC 
0.0010266 
0.0378159 
0.2170965 
0.409108c 
0.2629825 
0.0607015 
0.0094362 
0.0015484 
0.0002455 
O.OOW317 
O.WOOO41 
0.0000094 
Helrtive Fkequencies 
n=2= 1 n=223 1 T&=22’ 1 n=p5 I*=226 I nc2.2: I n=p In=229 I n=p 
MmOOOO4 o.oOOOOO2 I I O.WWOOl O.OmOWl 0.OOOOOO1 
MOO6979 0.0004516 0.0002783 
1.0311984 0.0253717 0.0200671 
1.1988922 0.1810613 0.1630054 
1.4049355 0.3990907 0.3915529 
1.2822705 0.3009906 0.3197531 
1.0689768 0.0782813 0.0665463 
LO109193 0.0123840 0.0140827 
II.0017679 0.0019898 0.0022800 
).OW2879 0.0003267 0.0003736 
).0000441 O.OWO450 0.0090532 
uJOOOO64 O.OWOo64 O.OOOW67 
LOO00006 O.OWOOO7 O.OOOWO5 
1.0000001 
o.@m1713 
0.0148701 
0.1440889 
0.3828848 
0.3389206 
0.0997965 
0.0161907 
0.0025823 
0.0004219 
0.0000633 
O.OWW85 
0.0000010 
0.0000901 
O.WO1093 O.WW582 0.0000333 O.OIMO191 0.ooO0102 
0.0120144 0.0109152 0.0100235 0.0091365 0.0080861 
0.1258002 0.1118845 0.1018368 0.0933985 0.0862600 
0.3674559 0.3488174 0.3298851 0.3115867 0.2944289 
0.3583543 0.3708475 0.3778424 0.3793765 0.3749591 
0.1137425 0.1296387 0.1454768 0.1613570 0.1760426 
0.0187456 0.0230004 0.0280204 0.0347136 0.0435227 
0.0031403 0.0039536 0.0054277 0.0076801 0.0113612 
0.0005378 0.0007195 0.0011497 0.0019898 0.0035404 
0.0000839 0.6001350 0.0002412 0.0005488 0.0011850 
O.OOW134 0.0000258 O.WW499 0.0001471 O.OW4119 
0.0000021 0.0000035 0.0000101 o.om357 0.0001337 
O.WOOOO2 O.OOWOO6 O.OOWO25 0.0090060 0.0000414 
0.0000001 0.0000005 0.0000018 0.0000111 
o.OOOOOO1 0.0000007 0.0000029 
0.0000005 
0.0000002 
5. SUMMARY AND CONCLUSIONS 
We have shown that efficient algorithms can be designed for simulating searching ordered tables 
when the entries are order statistics from a uniform distribution, Elementary,distribution theory 
shows that one can generate any entry in the table on demand as long one has a good source of 
uniform and Beta generators. Using these efficient algorithms, we were able to simulate, for the 
first time, interpolation search on large tables. We found that the distribution of the number of 
accesses when the element is known to be in the table is different from the distribution of the 
number of accesses when the element is known to be not in the table. We verified some of the 
theoretical predictions of previous researchers and found discrepancies in some other predictions. 
The algorithms we have presented can be used to conduct further simulation studies for even 
larger tables provided care is taken to ensure the precision of the random number generators. 
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Table 5. Mean, variance and extra number of accesses needed to locate a value in the table. 
- 
n 
21’ 
212 
213 
2" 
215 
2'6 
217 
218 
2'9 
220 
22' 
222 
223 
224 
225 
22s 
227 
22s 
229 
230 
T 
kl.sn Mean Variance Ztd. dev. 
3.45943 3.37460 1.20491 1.09769 
3.58496 3.50938 1.21589 1.10267 
3.70044 3.63215 1.22177 1.10534 
3.80735 3.74660 1.22735 1.10786 
3.99689 3.85221 1.23238 1.11012 
4.00000 3.95164 1.23444 1.11196 
4.08746 4.04443 1.23751 1.11243 
4.16993 4.13117 1.24001 1.11356 
4.24793 4.21285 1.24186 1.11436 
4.32193 4.29108 1.24355 1.11514 
4.39232 4.36570 1.24514 1.11586 
4.45943 4.43618 1.24652 1.11648 
4.52356 4.50517 1.25086 1.11842 
4.58496 4.57391 1.25668 1.12102 
4.64386 4.63701 1.27077 1.12728 
4.70044 4.70521 1.29575 1.13831 
4.75489 4.77415 1.34075 1.15791 
4.80735 4.84335 1.40696 1.18615 
4.85798 4.92003 1.51065 1.22909 
4.99690 5.00503 1.66920 1.29197 
Vdue known to be in table 1 Vdue known not to be in table 1 
E(T+ 1 
0.40786 4.12850 0.95694 0.97777 0.82968 
0.41346 4.26409 0.96403 0.98185 0.82570 
0.4113a 4.38841 0.97938 0.98508 0.82577 
0.49472 4.50243 0.97373 0.98678 0.82209 
0.39385 4.66812 0.97737 0.98862 0.81687 
0.38012 4.70717 0.98098 0.99945 0.81139 
0.39785 4.80061 0.98386 0.99190 0.83224 
0.41222 4.88684 0.98525 0.99260 0.84669 
0.42348 4.96967 0.98523 0.99259 0.85795 
0.43244 5.04701 0.98624 0.99399 0.86537 
0.43926 5.12453 0.98510 0.99252 0.87249 
0.44343 5.19843 0.98449 0.99222 0.87762 
0.44711 5.27146 0.98048 o.QQo19 0.88249 
0.45037 5.34648 0.97451 0.98717 0.88939 
0.45186 5.42563 0.96241 0.98102 0.89944 
0.45686 5.50779 0.96656 0.98314 0.91619 
0.46597 5.58567 0.99711 0.99855 0.93456 
0.47793 5.66024 1.64587 1.02268 0.95331 
0.49832 5.73988 1.12272 1.05958 0.97906 
0.52896 5.82988 1.24745 1.11689 1.01667 
220 724.08 
221 1024.00 
222 1448.15 
223 2048.00 
224 2896.31 
i 
225 4096.00 
226 5792.62 
227 8192.00 
22s 11585.24 
229 16384.00 
230 23170.48 
Std. dev. E(T+ ) 
Table 6. Distance of the probed index from the target index. 
[ EleG 
Meall 
14.19 11.84 13.68 11.82 
20.07 16.73 19.57 16.74 
28.37 23.67 27.87 23.68 
40.13 33.46 39.65 33.48 
56.76 47.35 56.26 47.34 
80.27 66.96 79.76 66.94 
113.55 94.69 112.99 94.66 
160.52 133.88 160.04 133.87 
227.01 189.32 226.46 189.29 
321.03 267.57 320.54 267.69 
453.82 378.51 453.29 378.42 
641.65 535.06 641.30 535.10 
907.06 757.36 906.51 757.58 
1279.87 1069.39 1279.50 1069.66 
1801.23 1502.62 1802.05 1503.47 
2567.34 2134.82 2567.88 2134.97 
3658.07 3945.82 3658.06 3944.84 
5135.64 4268.80 5137.05 4269.17 
7170.39 5932.23 7168.79 5929.62 
10040.68 7976.91 LO042.13 7975.76 
Probe I 
UI table 
std. dev. 
T 
Zlement not in table 
Mean Std. dev. c;,+ 
5.66 
6.73 
8.00 
9.51 
11.31 
13.45 
16.00 
19.03 
22.63 
26.91 
32.00 
38.05 
45.25 
53.82 
64.00 
76.11 
90.51 
.07.63 
.28.00 
.52.22 
Probe 2 
Clement in tabk 
vlean Std. dev. 
2.56 2.56 
3.10 3.05 
3.74 3.64 
4.49 4.34 
5.37 5.17 
6.42 6.16 
7.66 7.33 
9.13 8.72 
10.88 10.37 
12.95 12.34 
15.41 14.68 
18.34 17.44 
21.83 20.76 
25.98 24.66 
30.87 29.24 
36.99 34.91 
44.38 41.69 
53.06 49.42 
53.58 58.59 
76.70 69.97 
&ment not in table 
dean Std. dev. 
2.17 2.49 
2.70 2.99 
3.32 3.59 
4.06 4.30 
4.93 5.13 
5.97 6.13 
7.20 7.30 
8.67 8.70 
10.40 10.35 
12.47 12.32 
14.93 14.66 
17.87 17.44 
21.34 20.73 
25.48 24.64 
30.39 29.23 
36.53 34.99 
13.93 41.66 
52.66 49.43 
3.18 58.50 
76.49 1 69.95 
1 
n 
21’ 
212 
2’3 
214 
2’5 
216 
2” 
218 
219 
220 
221 
222 
223 
224 
225 
226 
227 
22s 
229 
230 
2.59 0.92 
1 2.83 1.06 
3.08 1.22 
~ 3.36 1.38 
3.67 1.55 
~ 4.00 1.74 
4.36 1.93 
4.76 2.15 
’ 5.19 2.38 
5.66 2.62 
1 6.17 2.90 
i 6.73 3.19 
7.34 3.52 
8.00 3.88 
8.72 4.32 
9.51 4.83 
10.37 5.47 
11.31 6.35 
12.34 7.70 
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Table 7. Distance of the probed index from the target index. 
Probe 3 
It in table i Element not in table 
Std. dev. Mean Std. dev. 
1.08 i 0.561 0.93 
1.20 0.67 1.06 
1.32 0.79 1.19 
1.45 0.93 1.33 
1.59 1.07 1.48 
1.75 1.23 1.64 
1.91 1.40 1.81 
2.09 1.58 2.00 
2.29 1.78 2.20 
2.50 2.01 2.42 
2.73 2.24 2.66 
2.98 2.51 2.92 
3.26 2.80 3.20 
3.56 3.12 3.50 
3.89 3.49 3.84 
4.28 3.93 4.22 
4.74 4.46 4.68 
5.33 5.12 5.29 
6.31 6.03 6.29 
8.44 7.42 8.46 
1.61 0.27 
1.68 0.32 
1.76 0.37 
1.83 0.43 
1.92 0.49 
2.00 0.54 
2.09 0.60 
2.18 0.67 
2.28 0.73 
2.38 0.80 
2.48 0.86 
2.59 0.94 
2.7l 1.01 
2.83 1.09 
2.95 1.19 
3.08 1.30 
3.22 1.44 
3.36 1.63 
3.51 1.95 
Probe 4 
mt in table Elemc 
Std. dev. Mean 
0.56 0.13 
0.61 0.16 
0.67 0.20 
0.72 0.24 
0.78 0.28 
0.83 0.32 
0.89 0.37 
0.94 0.41 
0.99 0.46 
1.05 0.51 
1.11 0.57 
1.17 0.63 
1.23 0.69 
1.29 0.76 
1.36 0.84 
1.45 0.93 
1.56 1.05 
1.72 1.18 
2.05 1.37 
2.78 1.69 
Table 8. Distance of the probed index fmm the target index. 
Probe 5 
Element in table Element not in table 
n (:I& Mean Std. dev. Mean Std. dev. 
21’ 1.24 0.05 0.26 0.02 0.16 
2” 1.27 0.06 0.29 0.03 0.18 
2’3 1.30 0.07 0.32 0.03 0.21 
214 1.33 0.09 0.35 0.04 0.23 
215 1.35 0.11 0.39 0.05 0.26 
216 1.38 0.12 0.42 0.06 0.28 
217 1.41 0.14 0.45 0.08 0.31 
21B 1.45 0.16 
21n 1.48 0.18 0.51 0.10 0.36 
220 1.51 0.20 0.54 0.12 0.39 
22’ 1.54 0.23 0.56 0.13 0.42 
2” 1.58 0.25 0.59 0.15 0.44 
223 1.61 0.28 0.62 0.17 0.47 
22’ 1.65 0.30 0.65 0.19 0.50 
It not in table 
Std. dev. 
0.41 
0.46 
0.51 
0.57 
0.62 
0.67 
0.73 
0.78 
0.84 
0.90 
0.96 
1.02 
1.09 
1.16 
1.23 
1.33 
1.45 
1.62 
1.96 
2.72 
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Table 9. Maximum distance of the probed index from the target index. 
l- Element in table 
- 
n 
p 
212 
213 
2” 
215 
214 
217 
213 
2’9 
230 
231 
2’2 
233 
234 
225 
236 
227 
22” 
229 
230 
- 
Element not in table 
‘robe 1 Probe 2 ?robe 3 ?robe 4 ?robe : ‘robe I ‘robe 2 ‘robe ? ‘robe 4 
111 32 19 11 8 121 34 17 10 
156 41 21 11 8 177 39 18 12 
225 56 22 13 9 241 50 19 12 
333 67 27 13 9 311 58 22 13 
460 72 26 14 9 484 77 26 13 
622 89 28 13 9 703 84 27 13 
996 104 29 14 10 922 109 29 14 
1363 112 36 15 10 1363 112 41 15 
1816 141 35 18 11 2001 153 33 16 
2522 170 41 17 10 2651 182 40 17 
3631 189 48 21 11 3775 206 40 23 
4903 226 46 19 12 5005 241 42 19 
7675 289 64 19 12 8073 272 57 24 
10419 339 56 22 12 9817 322 53 23 
17229 397 74 25 13 14475 423 61 21 
21040 482 62 22 13 21270 496 74 23 
30584 576 78 23 13 28343 590 81 25 
41984 677 78 29 19 44607 771 75 26 
58176 774 85 37 25 56864 818 So 33 
82680 940 119 59 39 83904 972 111 57 
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