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Abstract. In this paper we present some of the common issues that appear 
when we try to recognize objects in indoor scenes of a building, and we de-
scribe some strategies for recognizing them by using graph techniques. These 
scene images are captured by the colour cameras of a mobile robot, which in the 
learning phase, learn the objects by taken a set of 2D images of the projective 
object views. Then afterwards, the robot must identify the objects once its 
moves through the area that has been used to learn the objects. We describe two 
strategies to use graph techniques for object and scene recognition, some algo-
rithms and preliminary results.   
1   Introduction 
Computer vision in autonomous mobile robotics is a very well known topic that is 
being treated by many research groups [7]. However, the use of perception techniques 
to automatically learn and recognize the environment and the objects located on it is 
probably not so well known, although there are also a number of research work on the 
area of robot vision [2,5,13,14,15,19]. We will describe in this paper some of the 
research that we are doing in the area robot vision for mobile robots and more specifi-
cally, the one related to the graph techniques. One part of our research has been con-
centrated in the development of techniques to capture and process the information that 
surrounds a robot, taking into account that this information can be captured by diverse 
perception sensors (colour video cameras, stereo vision, laser telemeter, ultrasonic 
sensors, etc.) and the sensors related to robot movement (odometers). 
We have focused our research in the development of “robust” techniques that must 
be as much as possible, “invariant” to illumination, colour, surface reflectance, sensor 
uncertainty, dead reckoning and dynamic environments. However, this wish is not 
always possible. We also orient our research to develop techniques to learn the per-
ceptive world, in order to create a data base that can be used later on, by robots. 
In this paper we present some results of the use of graph techniques [16] for the 
process of identification of objects and scenes in indoor environments for mobile 
robots. 
In the first section we describe some of the common issues in images acquired by a 
robot in indoor building environments, in the second section we show two strategies 
used for identifying objects, in the third section we summarize two graph methods 
based on the segmentation-recognition strategy and in the fourth section we present 
several ideas to use detection-recognition methods based on graph techniques. Fi-
nally, we present some results. 
2   Common Issues in Robotic Scene Images of Indoor Buildings 
  and Their Implication in Object Recognition 
In order to recognize objects in a scene, we first have to capture them and create a 
data base. If the objects are isolated and environment conditions do not change, there 
are not object appearance variations between the learning and the identification phase. 
However, when a robot moves around an environment, the appearance of the objects 
may change between the both phases due to diverse issues. Let us describe some 
common issues that there exist in indoor building scene images and their implication 
in the process of learning and recognition.  
Fig. 1. Some issues on image scenes of indoor buildings 
Some of the issues that produce discrepancies are the following ones (Fig. 1 and 2): 
 
- Perspective projection due to the camera model. 
- Partial occlusion due to camera point of view or due to the intersection of an obsta-
cle between the object and the camera. 
- Colour modification due to the surface orientation, surface reflectance, multiple 
illumination sources or sensibility of camera sensor. 
- Surface reflectance 
- Surface texture 
- Shadows produced by other objects or by the own concavities of the object. 
- Confusing background. 
 
Some of these issues have a direct impact in the scene as far as the object recogni-
tion process is concerned. Specifically we can enumerate the following ones: 
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 - The separation of the object from the background: If the features that differentiate 
the object from the background are sensible to the aforementioned problems, then 
the extraction of the object is not easy. For example, if a segmentation process is 
used, then the segmentation features must be invariant to colour, surface reflec-
tance, etc. If there are shadows or the background of the object is confusing then 
the separation is even worse. 
- The detection of the object surface features: The object surface colour, surface 
reflectance and surface texture are usually not invariant, although in some cases, 
these problems can be partially overcome. 
- The extraction of geometric object features: Due that the scene is captured by 
means of a camera, then the perspective projection must be taken into account. 
This issue produce sensitive variations on the extraction of geometric features 
(area, centre of geometry of a surface, angles between contour lines, etc.).  
- The image view of a 2D projection of a 3D object: A 3D object has usually multi-
ple 2D views which depend on the orientation of the object with respect to the 
camera. The number of views usually depends on the number of potential object 
rotations and the number of concavities of the object. 
- The partial occlusion of an object: This issue produce an important reduction of 
the visibility of the object which has a direct impact on the identification of the ob-
ject. 
 
 
Fig. 2. Typical reflectance problems of a colour (red) planar surface: (a) a sequence of a red 
planar surface; (b) RGB map of the colour distribution of the sequence of the planar surface 
In order to overcome some of these problems, for example, we can apply invariant 
techniques (colour constancy methods [9,24], projective invariants, etc.) or to fuse 
information of diverse sensors (colour-disparity for segmentation [1], colour-
disparity-edges-motion-SSD for visual servoing [13], textons-contours-regions fors 
segmentation, etc.). However, these techniques are usually not enough for object 
recognition due to the stochastic variability of the perceptive features and to the last 
two commented issues: the orientation of the object and the partial occlusion. For 
these reasons, graph matching can be a good candidate for object learning and recog-
nition. Moreover, if we consider attributed graphs, then the stochastic variability can 
be included in the nodes and arcs. If additional, it is used a distance measure to com-
pare a graph view against object graph views of a data base, then we can also cope 
with the variability of the graph topology.  
However, the use of graph techniques for object recognition has at least a big 
drawback than still have not been overcome: the time complexity of the matching 
process. This issue is under study.        
3   Strategies for Object Recognition  
There are two strategies for recognition of objects in scenes: segmentation-
recognition and detection-recognition. The first one is a general approach, where it is 
not essential to have a priori knowledge, to extract the objects for the recognition 
process. It can be applied to any type of scene and the objects to identify can be par-
tially occluded. This technique has some drawbacks in indoor images, for example, 
they are time consuming and very dependent on the segmentation process. The second 
one, detection-recognition, requires having a good knowledge of the objects to detect 
and moreover, the objects can not be partially occluded. The advantages are that the 
time complexity can be reduced and that the algorithms can be adjusted to diminish 
the feature extraction dependency. We will present both strategies from the point of 
view of the application of graph techniques.  
- Segmentation-Recognition: Often called bottom-up strategy, it is a good approach 
for applying graph techniques for object recognition. In this case, the whole image 
can be seen as a graph and the goal is to find a sub-graph in the image graph that 
match one of the graphs of the object data base. We have been working in this area 
and we have developed several techniques. We will describe one technique based on 
random graphs for matching a 2D view of a scene object against a data base of 3D 
objects. We also will explain another one, which use oriented matroids to index 2D 
views of image objects.   
- Detection-Recognition: This strategy is something similar to a top-down strategy but 
with some special features. In this case, the objective is to detect potential zones 
where there can be objects or zones of interest and then, apply a method to find the 
object in that zone. If the objects to identify have distinguish features then these fea-
tures can be used to detect the object. This strategy has been applied successfully in 
object detection using non graph techniques, for example in human face detection 
[25]. We can also think about other techniques that are in between these two strate-
gies, which do not require a pure segmentation process neither to have too much 
knowledge of the objects for recognition. 
4   Segmentation-Recognition Graph Techniques   
  for Object Recognition 
We have previously described some common problems that we can find in a scene 
image of an indoor building, and the consequences that they produce to the objects 
that we have learned and we want to identify later on. Since these issues can produce 
big variations between the image captured in the learning phase and the image cap-
 tured in the identification phase, then we need robust methods to cope with these 
variations.  
The methodology is to segment an image, extract the graph features and then apply 
a graph method to identify an object against a data base of reference objects. The 
main issue of this methodology is to segment well the image, which is often not the 
case. Since there is not a good segmentation, the graph matching technique must 
overcome the potential variability of the extracted graph with respect to the “ideal” 
graph. Usually graph or sub-graph isomorphism techniques are not the most appropri-
ate ways to identify an object due to aforementioned problems, besides a potential 
partial occlusion of the object to identify. It is usually required to apply distance 
measure methods which allow coping with the variability between the object graph 
and the reference one. There have been developed several well known graph tech-
niques than can be applied to object recognition, for example [6,11,12,22,26,27, 
28,29], although we only will summarize two techniques that our group have devel-
oped based on this strategy. 
4.1   Matching Views of 2D Projections of 3D Objects   
  by Using Oriented Matroids 
The idea is to represent 2D views of a 3D object, by means of topological properties 
of the regions of the segmented image and then, to create a table with each one of the 
topological representations. Then the identification process is based on matching the 
input representation of one scene view, to the table of the topological representations 
of the 2D object views. In this case the graph representation of a segmented image is 
reduced to a list of ordered chains of symbols (denominated co-circuits), where each 
co-circuit is the spatial combination of regions based on two reference regions. 
A topological representation is created by using the oriented matroid theory by 
means of encoding incidence relations and relative position of the elements of the 
segmented image, and by giving local and global topological information about their 
spatial distribution. The result is a set of co-circuits [3] of sign combinations that 
relates segmented regions with respect to the convex hull of two selected regions of 
the scene. The details of this process are explained in [22]. The set of co-circuits ob-
tained is projective invariant, which is an important feature for the representation of 
the model objects.  Fig. 3 shows the segmentation and process indexing of one object 
and Table 1 shows the resulting indexes of the object. 
 
 
Fig. 3. Segmentation and process indexing of two objects 
The result of the indexing process looks as follows: 
Table 1. Index result of the process indexing of the images of Fig. 3. The first column is the 
baseline area from where the segmented regions are related. 0 means the region is inside the 
baseline area; - the region is one the left side; + the region is on the right side; and * means the 
region does not exist in the segmented image 
 W R Y G1 G2 B1 B2 N Object 
WR 0 0 * 0 0 0 - + m1 
WY 0 * 0 0 * 0 0 - m2 
WG1 0 * * 0 * * * * m1 
WG1 0 * 0 0 * 0 0 0 m2 
WG2 0 0 * 0 0 + 0 0 m1 
WB1 0 0 * 0 0 0 0 0 m1 
WB1 0 0 * + + + 0 + m2 
WB2 0 0 * + + + 0 + m1 
WN 0 0 * - - - - 0 m1 
WN 0 * + + * 0 0 0 m2 
RG1 * 0 * 0 * * * * m1 
… … … … … … … … …  
B2N + 0 * - - - 0 0 m1 
B2N - * + + * + 0 0 m2 
 
The matching process is done by comparing the set of co-circuits of the 2D projec-
tion view of the scene, to the set of co-circuits of the data base. The time complexity 
of the matching process is polynomial with respect to the number of segmented zones 
of the scene image. The reason of the reduction of the time complexity is due to two 
reasons: the elimination of labelling process; the comparison against a set of co-
circuits which number is polynomial with respect to the number of segmented zones 
in the worst case. 
4.2   Matching Views of 2D Projections of 3D Objects by Random Graphs 
The idea is to represent 2D views of a 3D object by means of random graphs and then 
to obtain the model as the synthesis from the graphs that represent the 2D views of a 
3D object. Once the model has been learned, the recognition process is based on ap-
plying a distance measure among the input graph (the graph that encodes the 2D view 
of a scene object) and the object models. The input graph is assigned to the model 
graph with the minimum distance measure value. Fig. 4 shows the process of learning 
(synthesis of the object graph views) and recognition. 
Object views are often represented by graphs, and one robust representation is 
based on attributed graphs (AG). However, in order to synthesize AG we need a more 
general model representation, which is called Random Graph (RG). The generaliza-
tion of these graphs is denominated General Random Graphs (GRG) which has theo-
retically, great representation power, but they need a lot of space to keep up with the 
associated data. We have defined several simplifications to the GRG to reduce the 
space and also to diminish the time matching complexity. Wong and You [27] pro-
posed the First-Order Random Graphs (FORGS) with strong simplifications of the 
GRG, specifically they introduce three assumptions about the probabilistic independ-
ence between vertices and arcs which restrict too much the applicability of these 
 graphs to object recognition. Later, our group introduced a new class of graphs called 
Function-Described Graphs (FDG) [20] to overcome some of the problems of the 
FORG. The FDG also considers some independence assumptions, but some useful 2º 
order functions are included to constrain the generalisation of the structure. Specifi-
cally a FDG includes the antagonism, occurrence and existence relations which apply 
to pairs of vertices and arcs. Finally, we have expanded this representation, [17,18] by 
means of Second-Order Random Graphs (SORG), which keep more structural and 
semantic information than FORGs and FDGs. These last types of representation have 
led to the development of synthesis techniques for model object generation (by means 
of 2D projections of a 3D object) and graph matching techniques for graph identifica-
tion. 
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Fig. 4. Learning and classification processes in the classifiers that use only one structural repre-
sentation per model 
The time complexity of this method is in the worst case, exponential with respect 
to the number of nodes of the graph. This time complexity can be reduced pruning the 
number of combinations by using some ad-hoc information of the objects and the 
images to be applied. 
5   Detection-Recognition Graph Techniques for Object Recognition 
As we have commented, there are other ways to recognize objects in scenes, where 
graph techniques can be used. The strategy is to detect zones of potential objects and 
then apply classification techniques to recognize an object in that zone. The graph 
techniques can be used in the detection of the zones, in the classification process or at 
the same time, in the detection-classification. In this last case, the technique can be 
used, for example, as an indexing method. We will describe in this section only detec-
tion techniques, since once a zone has been detected, the methods described in the 
previous section can be used. 
 
Three general detection approaches can be applied:  
- Global Search Detection: The idea is to generate a global graph of the full image 
and then look for a specific sub-graph that has the potential to be a zone object. A 
typical technique to represent the complete image is the Voronoi diagram representa-
tion [10]. If not attributes are used, then we can apply general sub-graph matching 
techniques. When we have attributes, for example the colour or the area of the re-
gions, then we can prune the potential matches using the node and arc attributes. 
More sophisticated techniques can also be applied, for example to grow zones using a 
potential field, where the function can be related to the fan in and fan out of the graph 
or the node and arc attributes.   
- Raster Search Detection: The idea is to pass a window through the full image which 
has a basic graph structure and attributes of the zone to be located. When the match 
distance between the reference graph and the graph that are extract under the window 
limits, is higher than a threshold, then the zone is identified. One potential method to 
apply is a PCA approach for fast retrieval of structural patterns in attributed graphs 
[26]. In this case, in order to detect the nodes we can use a pre-segmentation process 
which outcome is a planar graph, for example using one step of the technique [25] or 
the technique [8] which nodes are spanning trees. Since we look for potential graph 
zones instead a full matching process, this algorithm can do the process in polynomial 
time.  
- Probabilistic Search Detection: The idea is to probabilistically take some initial 
starting points where to grow a graph. This methodology has been applied success-
fully in diverse fields, for example in segmentation, path planning or salience detec-
tion. From the starting point of the image, we can grow the graph without restrictions, 
that is, looking for the neighbour nodes by using general rules, or to grow the graph 
imposing a graph reference model. In the last case the idea is similar to the raster 
search detection methodology, but in a probabilistic way. 
6   Some Results 
We show in this article two examples of identifying objects and images by means of 
graph techniques. The first one is applied to learn and recognize 3D objects by means 
of their 2D projection views and the second one, it is the learning and recognition of 
image scenes by means of oriented matroids. In the first example, the images come 
from a standard data base, and in the second, the images have been acquired by the 
colour camera of the robot. In both examples we used the segmentation-recognition 
strategy, where the segmentation was based on the colour of the image pixels using 
the method described in [8]. Moreover, in Fig. 8, we present the set of images that we 
are using and the segmentation results.  
For the first example we used a set of objects extracted from the database COIL-
100 from Columbia University. We did the study with 100 isolated objects, where 
each one is represented by 72 views (one view each 5 degrees). The test set was com-
posed by 36 views per object (taken at the angles 0, 10, 20 and so on), whereas the 
reference set was composed by the 36 remaining views (taken at the angles 5, 15, 25 
and so on). 
The learning and recognition process was as follows: (1) perform colour segmenta-
tion of each individual object view image; (2) create an adjacency graph for each one 
of the segmented regions of each object view; and (3) transform the adjacency graph 
 in an attributed graph (AG) using the hue feature as the attribute for each node graph. 
The learning process was based on 36 views of each object and for each object, we 
synthesise four random graphs, the first of one grouping the views from 0º to 90º, the 
second one grouping from 95º to 180º and so on. We used four different techniques 
for the representation of random graphs: AG (Attributed Graph), FORG (First Order 
Random Graph), FDG (Function Described Graph) and SORG (Second Order Ran-
dom Graph). The learning techniques (synthesis of graphs) are described in [18]. For 
the recognition process we used the distance measures explained in [18,20]. 
Fig. 4 shows 20 objects at angle 100º and their segmented images with the adja-
cency graphs. FORGs, FDGs and SORGs were synthesised automatically using the 
AGs in the reference set that represent the same object. The method of incremental 
synthesis, in which the FDGs are updated while new AGs are sequentially presented, 
was applied. We made 6 different experiments in which the number of random 
graphs, FORGs, FDGs and SORGs, that represents each 3D-object varied. The best 
result appears when the SORG and FDG representations were used, although the best 
is the SORG representation. Fig. 5 shows the ratio of recognition success of the 100 
objects using different object representation and distance measures. This figure also 
shows the result of describing individually each object view by means of an AG and 
then comparing each input AG against the rest of the prototype AG. 
For the second example, we used two set of examples: (1) 10 different reference 
images of an indoor building, and from each one, three images were taking at differ-
ent position and orientation by the colour camera of a mobile robot; and (2) a se-
quence of several hundred of images acquired by the robot. Figure 6.b shows an im-
age taken from three different views, their segmented images and the learning 
process. Fig. 8 shows two images of the image sequence. 
 
 
Fig. 5. Some objects at angle 100 and the segmented images with the AGs 
The learning and recognition process was the following one: (1) perform colour 
segmentation of each image scene; (2) extract the co-circuits of each image; and (3) 
construct a data base joining the co-circuits. We applied a distance measure between 
co-circuits to identify the image. See [21] for details. For the images of Fig.7, 74% of 
the images where well recognized and for a sequence of images of Fig.8, 100% of the 
images were well classified. 
 
  
Fig. 6. Ratio of recognition correctness of the objects using SORG, FDG, FORG and AG-AG 
 
Fig. 7. (a) ANNA mobile robot; (b) learning process using three different views 
 
Fig. 8. Some images taken from the mobile robot called Marco 
 
  
Fig. 9. Segmentation results of indoor buildings 
7   Conclusions 
In this paper we present some common issues that we find in robotics when a robot 
must use computer vision techniques for identifying objects and scenes in indoor 
buildings. We also explain several strategies used to locate and identify objects and 
some graph techniques applied in the identification process. We are at present testing 
these techniques in several sequences of indoor building images in order to see the 
robustness of them. 
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