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1. INTRODUCTION 
W. N. Everitt and A. Zettl [l] introduced the concept of differential 
operator into the direct sum space, and provided an operator theoretic 
framework for the study of two generalized Sturm-Liouville differential 
operators together: M, defined on an interval I, and M, defined on I,. In 
particular, they characterized self-adjoint extensions of the minimal 
operator in the direct sum space in terms of boundary conditions. The aim 
of this paper is to study the same problem for the higher order differential 
operators in the direct sum spaces. 
Since Sturm-Liouville differential operators always have equal deficiency 
indices, the minimal operators in the direct sum spaces also have equal 
deficiency indices and self-adjoint extensions. But for higher order differen- 
tial operators on an interval Z, as is well known, the values of the deficiency 
index are very complicated (e.g., see [7, Chap. 61). Hence the minimal 
operator in the direct sum space has equal deficiency indices only when the 
deficiency indices of two higher order differential operators satisfy certain 
conditions. In this paper, we use Cao’s and Sun’s methods [2, 31 to give 
conditions which characterize the domains of self-adjoint extensions of 
minimal operators. 
2. NOTATIONS AND PRELIMINARIES 
Let - cc <a < b < K,, - ic < c < d< a; let I, and Iz denote the intervals 
with left end points a and c and right end points b and d, respectively. 
Suppose 
Mi?‘=pOiy’“‘+p,i?l’“-“+ ‘.’ +Pnr?‘, i= 1, 2, 
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where P,~EC’“~~(~~), j=O, 1, . . . . n, i= 1,2. Throughout this paper, for 
i = 1, 2, we assume that Mi are regular ordinary symmetric differential 
expressions on I,. 
The end point a is said to be regular if a> -‘;G, and each of the func- 
tions pi’, p,, , . . . . P,,, is integrable in every interval [a, /I], a < 6; otherwise 
a is said to be singular. Similar definitions apply to end points b, c, and d. 
When we speak of M, on [a, b), it is implied that a is a regular end point 
and b is singular. For the other cases of M, and the cases of Mz, the 
meaning is the same. 
For i= 1,2, let Toi and T,t,i denote the minimal operator and the 
maximal operator generated by Mi, and Doi and D,k,j denote the domains 
of Toi and T,,i, respectively. Let [ ., Ii denote the Lagrange bilinear form 
associated with M;, and Q,(r) denote its matrix. Let 
Y(f) 
c(y)= 
( 1 
; , r(l’)=(Y(t)....l”)l-‘)(t)). 
I’ (n-l’(t) 
Then, for fi, gi E D,,,,i, we have 
Let A* denote the transposed conjugate of the matrix A. The following 
results are true for i = 1, 2. 
(1) P?(r)= -eict,. 
(2) (Q,:‘(t))* = (Q*(t))-’ = -Q;‘(r). 
(3) lim [fi, gili (t) exist and are finite. It is (2.3) h, 
dinoted by [fi, gili (hi), whereL., gie D,,i, hi is the 
singular end point of Mi. 
Let H,=L*(Z,) with the usual inner-product (., .),, i= 1,2, and 
H = H, 0 H,. Elements of H will be denoted by f = {f, , f2 ) with f, E H, , 
fzEHz. 
We now establish some further notations. 
D,=D,,OD,,, D,=D.u,OD,mr 
Z-of= {To,f,, Tcnfi), where f= {fi,fi)~Do, 
Trwf= IT,,f,, L,,fiJ, f= {fi,.f~)~D,. 
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Cf. d= u-i? g,l, (h)- D-1, g,l, (aI+ Cf?, g,l, Cd)- lx? g,l, (C)Y 
(t g)=(f,, g,), +(f;* g,)*. 
The operators r, and T,,, are called respectively the minimal operator 
and maximal operator generated by 44, and M,. It is clear that TO is a 
closed symmetric operator in H. 
For i= 1,2, let N1+ and N,: be the deficiency spaces of TOi, and the pair 
(d,+, d,- ) be the deficiency indices of TOi. Let N * and N- be the deficiency 
spaces of TO, and (d’ , d- ) be the deficiency indices of TO. Similar to the 
proofs of Lemma 3.1 and Theorem 3.3 in [ 11, we obtain the following two 
basic results. 
PROPOSITION 2.1. We haoe 
(a) T,*=T.~,D(T,*)=D(T,,,)=D,,~. 
(b) N+=N,‘@N+,N-=N,@N,. 
(c) d+ =d: +dz+, d- =d; +d,. 
(d) D,= D, 4 N+ 4 N-, where the symbol -i- indicates that the 
sum is direct. 
PROPOSITION 2.2. If the deficiency indices of TO are (k, k), then the linear 
manifold D in Dl, is the domain of a self-adjoint extension of TO if and onI)? 
if there exist cp, , . . . . qa in D,w vchich satisfil 
(i) ‘pl, . . . . (Pi are linearly independent nlodulo D,, 
(ii) [q,, cpi] =O, i, j= 1, . . . . k, 
and such that 
(iii) D={f~D,~,l[f,cp,]=O. i=l,..., kl. 
In the last part of this section, we give some lemmas which will be 
needed later. 
Suppose M is defined by (2.1) on [a, 6). Let B, and DM be domains of 
the minimal operator and maximal operator associated with M, respec- 
tively. Let [ ., .] denote the Lagrange bilinear form of M. Suppose the 
deficiency indices of M are (p, q). 
For ,4 E C, the set of all complex numbers, im i > 0, the differential equa- 
tions My= 1~1 and My= 2~ have exactly p and q linearly independent 
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square integrable solutions on [a, 6), respectively, y,(?, A), 
Yptl (1, 9, . . . . Ypfy (t, A). For convenience, we denote 
1’1 = ?),(L A), . . . . yp = J-,(4 21, 
? p+, = .Yp+ I(4 4, . . . . ??p+q= Jp+q(fr 2). 
LEMMA 2.3 [S]. The matrix 
E= (CY,, ~~ilW),<i.j<p+y 
has rank E=p+q-n. 
Y,(C 2) and 
(2.4) 
From Lemma 2.3, without loss of generality, we can assume that the first 
p + q - n rows of E are linearly independent. If 
E,=(bi, ~‘;l(~)),~i~~+~~n.,~,~~+y 
then rank E,=p+q-n. 
(2.5) 
LEMMA 2.4 [S]. Suppose {yi} are the functions defined by (2.4), which 
satisfy (2.5). Then each y E 6, has a unique representation 
y=yo+ i d;z,+P+i-‘* buys, (2.6) 
,=I i=l 
where y, E DO, L,, . . . . z, are functions in DM, which satisfy the conditions 
-(j- “(a) = d,, - i =IJp”(a’)=O, i,j= 1 , . ..? n, 
(2.7) 
z,(t) = 0, t E [a’, b), 
where a’ is between a and 6. 
If we consider M on (a, b], then the consequences similar to Lemma 2.3 
and 2.4 are still true. 
If d(M) is the mean deficiency index of M defined by Kauffman et al. in 
[8], i.e., 
d(M) = i dim 6,/D,, 
then it is obvious that 2d(M) = p + q. 
We say that A4 is in the limit-point condition or the singular end point 
b is in the limit-point case, if d(M) = n/2. 
LEMMA 2.5 [8]. A4 is in the limit-point condition if and only iffor all f 
andg in DM, ice have lim,,,- [f, g](t)=O. 
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3. THE MAIN RESULTS 
In this section we characterize the self-adjoint extensions of the minimal 
operator r, which was defined in Section 2 in terms of boundary condi- 
tions. 
Case 1. All four end points are regular, i.e., I, = [a, b], I, = [c, d]. In 
this case, the deficiency indices of both M, and M, are (n, 12); hence, TO has 
equal deficiency indices and has self-adjoint extensions. 
THEOREM 3.1. Suppose M, and MI are symmetric differential expres- 
sions qf order n on [a, b] and [c, d], respectively. Then the linear manifold 
D in D,, is the domain of a self-adjoint extension of TO if and only if there 
exist 2n x n numerical matrices A, B, M, N which satisjj? 
( 1) rank( ABMN) = 2n, 
(2) AQ;‘(a) A* - BQ; ‘(b) B* +MQ;‘(c) M* - NQy’(d) N*=O, 
and such that 
(3) D= 
From Theorem 3.1, we can see that if S, is a self-adjoint extension of TO, 
and S2 is a self-adjoint extension of TO*, then S = S, @ Sz is a self-adjoint 
extension of TO. But the converse is not true. For the following cases also 
have same result, so long as both TO, and TO, have self-adjoint extensions. 
Case 2. One of the four end points is singular. Without loss of 
generality, we can assume that a, b, and c are regular end points and d is 
singular, i.e., I, = [a, b], I2 = [c, d). Suppose the deficiency indices of M? 
are (p, q). From Proposition 2.1, it is clear that TO has self-adjoint exten- 
sions if and only if p = q. 
For 1 E C, im A# 0, each of Mz y = 1~ and M, 4’ = 2~ has exactly p 
linearly independent square integrable solutions on [c, d). For the con- 
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venience, we denote the solutions, J,, . . . . yP and )vp+, , . . . . J’~~, respectively. 
Let the matrix 
and by Lemma 2.3 we have rank E = 2p -n. Without loss of generality, we 
assume that {yi} satisfy (2.5), i.e., 
Let 
THEOREM 3.2. Suppose M, is a s~~mmetric differential expression of 
order n on [a, b] and Mz is a symmetric differential expression of order n 
on [c, d) with deficiency indices ( p, p). Then the linear manifold D in D bf is 
the domain of a self-adjoin1 extension of T, if and only tf there exist 
(n + p) x n numerical matrices A, B, M and an (n + p) x (2~ -n) numerical 
matrk N which satisfy’ 
(1) rank(ABMN)=n+p, 
(2) AQ;‘(a) A* - Be;‘(b) B* + MQ;‘(c) M* + NVN* =0, 
and such that 
COROLLARY 3.3, On the assumptions of Theorem 3.2, if n = 2r (r 2 l), 
and M, is in the limit-point condition, then the linear mantfold D in D, is 
the domain of a self-adjoin1 extension of T,, if and only if there exist 3r x n 
numerical matrices A, B, and M which sati&? 
(1) rank(ABM)=3r, 
(2) AQ;‘(a) A* - Be;‘(b) B* + MQ;‘(c) M* =0, 
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and such that 
(3) D= 
+B 
3 E D,,, 
f,iw 
\ 
f+(J - A4 
f,(a) 
: 1 
“-‘Ll(a) 
f?(C) 
Furthermore, it is obvious that Theorem 3.2 contains the case of M, is 
in the limit-circle. For this special case, we can give a complete and direct 
description for the domains of self-adjoint extensions of T, using Cao’s 
method [2]. 
Suppose M, is a symmetric differential expression of order n in the limit- 
circle case on [c, d), namely the deficiency indices of Mz are (n, n). Let 
jyI, . . . . yn be the solutions of Mz y = 0, which are linearly independent and 
square integrable, and satisfy 
([Vi, ;I, (c)),,i,j<n=J7 
where .I is skew-Hermitian matrix as follows: 
(i) if n=2r (~2 l), then 
J=i z, O 
( > 0 -I,, ’ 
(ii) if n = 2~ - 1 (V 3 1 ), and the signature of the Hermitian matrix 
-iQJt) is 1, then 
J=i(k -Ip- ,)T 
but it may be supposed, without loss of generality, that the signature of 
matrix -iQz(t) is 1. The symbol I,. denotes the unit matrix of order v and 
i2= -1. 
THEOREM 3.4. Suppose M, is a symmetric differential expression of 
order n on [a, b] and M, is a symmetric differential expression of order n 
in the limit-circle case on [c, d). Then the linear manifold D in D, is the 
domain of a self-adjoint extension of T,, if and only if there exist 2n x n 
numerical matrices A, B, M, and N which satisit 
280 WEN-MING LI 
( 1) rank( ABMN) = 24 
(2) AQ;‘(a) A* -Be;‘(b) B* +MQ;‘(c) M* + NJN* =O, 
and such that 
Case 3. Two of the four end points are singular. Without loss of 
generality, we can assume that a, c are regular end points and 6, d are 
singular, i.e., I, = [a, b), I2 = [c, d). 
Suppose the deticiency indices of M, and M, are (m, I) and (p, q), 
respectively, then the deficiency indices of To are (m + p, 1+ q) by Proposi- 
tion 2.1. So T,, has self-adjoint extensions if and only if m + p = I + q. 
For 1~ C, im ,I>O, M,J=A~ and M, +~==;i)r have exactly m and 1 
linearly independent square integrable solutions on [a, b), respectively, and 
as before, we denote the solutions for convenience as x,, . . . . x,,, and 
x In+,; ...* *em+/; M, y = 1~ and MZy = 1~ have exactly p and q linearly 
independent square integrable solutions on [c, 4, yI, . . . . .vp and 
J’~+, , . . . . ypty, respectively. Let the matrices 
then rank E=m + 1 -n, rank F= p+q-n, from Lemma 2.3. Therefore, 
without loss of generality, we can assume the matrices E and F which 
satisfy (2.5), i.e., 
Let 
rank([~i,xjll (b))l~i~,,+I~.,l~j~,+,=m+ 1 -fly 
rank(b,, ~~1, (4) Isr<p+y-n,l<j<p+y =p+q-n. 
(3.1) 
u’(Cxi, sxjl, (b))l<ij<m+l--n, . . . 
v=(CYi, Jjlz (d)), ci,j<p+yPrr. 
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THEOREM 3.5. Suppose M, is a symmetric dgferential expression of 
order n with deficiency indices (m, 1) on [a, h), and Mz is a symmetric u’if- 
ferential expression of order n with deficiency indices (p, q) on [c, d), and 
satisfy m + p = I + q, denoted k = m + p. Then the linear manifold D in D,,, 
is the domain of a self-adjoint e.utension sf’ T, if and only if there exist 
numerical matrices Ak x ,, , B, x ,,,, + IP ,,,, Mk x ,I, and Nk x ,P + ,, ~ ,, , which sati.$l> 
(1) rank(ABMN) = k, 
(2) AQ~‘(a)A*+BUB*+MQ;‘(c)M*+NVN*=O, 
and such that 
(3) D= f= 
i 
+M 
If one of the differential expressions M, and M1 is in the limit-point 
condition, then the result in Theorem 3.5 can be simplified. The following 
Corollary 3.6 gives the consequence for the case where both M, and M, are 
in the limit-point condition. 
COROLLARY 3.6. On the assumptions of Theorem 3.5, and ifboth M, and 
Mz are in the limit-point condition, then the linear manifold D in D, is the 
domain of a self-adjoint extension of T0 if and only if there exist n x n 
rwmerical matrices A and M which sari& 
( 1) rank(AM) = n, 
(2) AQ;‘(a)A*+MQ;‘(c)M*=O, 
and such that 
Case 4. At least three of the four end points are singular. Here we con- 
sider the case where a, b, and dare singular and c is regular, i.e., I, = (a, b), 
I, = Cc, d). The other cases can be discussed similarly. 
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Suppose the deficiency indices of M, at end points a and b are (r, s) and 
(m, I), respectively, and the deficiency indices of M2 are (p, q). By 
Kodaira’s formula and Proposition 2.1, the deficiency indices of TO are 
(r + HZ + p - n, s + I + q - n). Then TO has self-adjoint extensions if and only 
if r+m+p=s+I+q. 
Let e be a fixed point between a and b. For 1 E C, im A> 0, M, 1’ = IJ 
and M, J = 1.~ have exactly r and s linearly independent square integrable 
solutions on (a, e], respectively, which for convenience we denote as 
SF, . . . . X, ~ and X, ,, . . . . .x +.~; M, 4’ = 1~ and M, y = 1~ have exactly m and 
I linearly independent square integrable solutions on [e, b), respectively, 
which we denote as XT, . . . . sz and .Y,:+ , , . . . . .Y,:+ ,; Mz y = 1~ and 
M,y= 2~9 have exactly p and q linearly independent square integrable 
solutions on [c, d), respectively, which we denote as j’,, . . . . yp and 
? p + 13 ..*7 J’p + y’ Let the matrices 
by Lemma 2.3, rank EP = r + s -n, rank E+ = nz + I- n, rank 
F=p + q - n. Without loss of generality, we may assume that the matrices 
EP, E+, and F satisfy (2.5). Let the matrices 
THEOREM 3.7. Suppose M, is a symmetric differential expression of 
order n on (a, 6) and M, is a symmetric differential expression of order n on 
[c, d), the deficiency! indices of M, at a and b are (r, s) and (m, I), respec- 
tively, and the deficiency indices of M, are (p, q). If r + m + p = s + I+ q, 
denote k = r -I- m + p -n. Then the linear manifold D in D, is the domain of 
a self-adjoint extension of TO if and only if there exist numerical matrices 
A kx(r+s-HI. B kx(ntcILnl, M kxn, and Nkx ,r++,,, which SatiSfy 
(1) rank(ABMN) = k, 
(2) BU+B*-AUPA*+NVN*+MQ;‘(c)A4*=@ 
and such that 
and such that 
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COROLLARY 3.8. Suppose M, and MI are symmetric differential expres- 
sions of order n on I, and Iz, respectively. 
(1) On the assumptions of Theorem 3.7, and if n = 2v (v 3 1 ), end 
points a, 6, and d are in the limit-point condition. Then the linear manifold 
D in D, is the domain of a self-adjoint extension of T, if and only if there 
e.uists the numerical matris M,, x ,, satisfting 
(1) rank M= 11, 
(2) Me,‘(c) M* =O, 
(2) [fall four end points are singular and in the limit-point case, and 
suppose at end point c the deficiency indices of’ M, are (c(, b) and 
r + m + p + (x = s + I + q + 8, then T,, is a self-adjoint operator. 
Furthermore, if all singular end points in Theorem 3.5 and Theorem 3.7 
are in the limit-circle case, then, similar to Theorem 3.4, we can give a 
complete and direct description for the domains of self-adjoint extensions 
of T,, which are omitted here. 
Remark 1. The above results are given upon condition that both M, 
and M, are symmetric differential expressions of order n. In fact, we may 
discuss the same problems with M, and M, having unequal order using the 
same methods as before, and the results are similar. 
Remark 2. If the smoothness assumption pj, E C-J is weakened, and 
we return to the more general case, we can consider the same questions for 
M, and M, which are symmetric quasi-differential expressions. The results 
are entirely similar. 
50?‘84’?-6 
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4. PROOFS OF THEOREMS 
In this section we only give the proof of Theorem 3.5 since proofs for the 
other theorems are entirely similar. As for the corollaries, they follow 
immediately from the corresponding theorems provided we note the defini- 
tion of limit-point and Lemma 2.5. 
The proof of Theorem 3.5 is given as follows. 
Proof of Necessiry. Suppose that D is the domain of the self-adjoint 
extension of T,. It then follows from Proposition 2.2 that there exist 
(pi= (Cp;,, ‘pi?} (i= 1, . . . . k) in DA, satisfying conditions (i) and (ii) of 
Proposition 2.2 and D is the domain determined by condition (iii). Due to 
the functions {.vi} and {J;} which satisfy (2.5), by Lemma 2.4 ‘pi,, Cpiz> 
i = 1, . . . . k, can be uniquely written as 
‘pi, =fj,,+ i d,,, +“‘+i-” TiiXj 
/=I /=I 
(4.1) p+q-rt 
(piz=gil)+ i h,Zj2+ C (Tij?‘,’ 
j= I J=I 
where fro E D,, , giO E D,,, { zi, ) and { zi2 ) are respectively functions in D,, 
and D,, with the same form as in (2.7). Let 
A kx,,= w:(a)!i?,(u)~ Bkx(m+,-n,=(fij)r 
M kxn= w:(c) &(c)v Nkx,p+y--n,= (&jh 
where W, and W, are Wronskian of functions cp,, , . . . . (P,,, and cplz, . . . . (P,,~, 
respectively. For f = {f, , fi} E D,, and from (2.2), 
= W:(Q)Q,(Q,Q,)=A . 
But [f,,f;,lL (b)=O and [f,,z,,], (b)=O,j= 1, . . . . k, from (4.1), and we 
have 
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For the same reason, we have 
and hence the boundary condition (iii) of Proposition 2.2 becomes condi- 
tion (3) of Theorem 3.5. To complete the proof, it suffices to show that A, 
B, M, and N satisfy conditions ( 1) and (2). 
(1) If rank(ABMN) <k, then there exist constants c,, . . . . ck, not all 
zero. such that 
(C, . ..c.)(ABMN)=O. (4.2) 
So (?,...Ck)A=(C,.,.Ck) W~(a)Q,(u)=O. Since Q,(Q) is non-singular, 
hence 
Cl 
W,(u) ; =o. 
0 Ck 
Let u, =xf=, c,~,,, then 
By (4.1), we have U, =x:=, ci(jJO+.~‘j=, d,z,, +x’J’Tl/mn TAX,), but from 
(4.2), (Cl .,.Ck) B=O, so u, =Cf=, c,fio+Cf=, J$=, c,d,,zj,. Conse- 
quently for any f E DM,, we get 
[Iu,,f‘l, @)=O. (4.4) 
Then U, ED~, follows from (4.3) and (4.4). As before, let u2 =Cr=, ciqiZ, 
and we obtain u2 E D,,. Hence u = {u,, u*} = xf=, cicpi~ D,, and this 
contradicts the fact that (p,, . . . . cp, are linearly independent modulo D,. 
(2) From (2.2) we have 
[Vi,, cP,,l, (a)=r(qoj,)Q,(u)c(cpi,), i, j = 1 7 . . . . k. 
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We write them into matrix form 
(lIcPik3 ‘PjllL ta)):xk= W’:Q, W, Ia= -AQ;‘(a) A*. 
But fiO E D,,r, and zr,, . . . . zk, are vanishing on [b - E, b), E > 0; from (4.1) 
we get 
and we write them into matrix form 
For the same reason, we get 
([IVY,, Vjl12 CC))*= -MQ,‘(c) M*, 
([Pi** (Pj21? (d))‘=NVN*’ 
Hence 
AQ,‘(a) A* + BCJB* + MQ,‘(c) M* + NVN* = ( [qi, CP,])~=O. 
Thus the necessity of Theorem 3.5 is proved. 
Proof of the Sufficiency. Suppose that D, A, B, M, and N satisfy condi- 
tions (I), (2), and (3) of Theorem 3.5. Let 
-Q;‘(~A*=(Q),.,, B= (i!,hxpn+,-n,; 
-Q;‘(c) M* = U&LA, 
(4.5) 
N= (&)~~+~--n,, 
and 
l?l+l-lI p+q--,l 
\Vi= 1 TiiXj, vi= ,T, P~JJ-~, i= l,..., k. (4.6) 
,=I 
By [9, Lemma 17.21 there exist functions (pi, and ‘piI (i= 1, . . . . k) in D,, 
and DMz, respectively, which satisfy the conditions 
cpl{- “(a) = aji, q+- ‘)(a’) = w-~-‘- ‘)(a’), j=l , ..., n 
(4.7) 
VilCt)= “‘,tfh a’Qt<b 
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and 
cp::- “(4 = Pji, qf;- 1 j(c’) = ll;j-~ lye’), j = 1, . . . . n 
cp;z(t) = r7;(r), c’<ttd, 
where a’ is between a and 6, c’ between c and d. It follows from (4.5) and 
(2.2) that 
But from (4.6) and (4.7), we have 
For the same reason, we get 
Let cpi= (vi,, cpir)~Dn,, i= 1, . . . . k. So condition (3) in Theorem 3.5 
becomes condition (iii) in Proposition 2.2. It remains to show that 
(p,, . . . . qk satisfy conditions (i) and (ii) in Proposition 2.2. 
If condition (i) is not true, then there exist constants c,, . . . . ck, not all 
zero. such that 
U= (~1, u?}= 5 Ciq,ED,. 
,=I 
i.e., 
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Hence 
o=(u~~~~ul)=wl~yl(~~)=l.ll(l:!_ -QmA*(~~). 
Since Q ,(a) is non-singular, hence 
(E, . ..Ck)A =o. (4.8) 
By (4.7), when U’ < t < 6, u, =x;=, c,(pil = xf=, ~~~:p’ CiTuXj. Since 
u, E D,, , we have 
O=tCu,,,y,l, (b)...[u,,,~,+,I, (b)) 
=(CI ...~k)(~ii)(C~~i,.~jl, (b)),~igm+l--n.,~j~m+,. 
From (3.1), we have 
(Cl . ..F.)B=O. 
Similar to the above proofs, we get 
(21 . ..Ck) M=O, (Cl . ..c.)N=O. 
(4.9) 
(4.10) 
It follows from (4.8), (4.9), and (4.10) that 
(Cl . . . Fk)( ABMN) = 0. 
This contradicts the fact that rank(ABMN) = k. 
To show that condition (ii) of Proposition 2.2 is true, noting that (4.7), 
we have 
[Vi,, cP,,l, (b)= C ~ir-~r, 
[ 
lP1+/-fl m + I ~ n 
c :-.I ‘5/,x, (6) 
r=l s=l 1 
m+l--n 
= r ,C= , TirfjsCXr, -x,1 1 (b) (i, j= 1, . . .T k). 
We write them into matrix form 
and 
([Vi,, cP,,l, (a)):,i,.igk= w?Q, W,la 
= t-Q;‘@) A*)* Q,(u,(-Q,‘(a) A*) 
= -AQ,'(a) A*. 
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As before, we get 
([V;2, VjpizlZ td)JTzNVN*~ 
([vi,, ~p;~l~ (c)J’= -MQY’(c) M*. 
So, by condition (2). 
The proof of Theorem 3.5 is completed. 
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