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1. INTRODUCTION 
We consider the two-dimensionai constant coefficient convection-diffusion equation 
uz~ + uyy + pux + qu~ = - f (x ,  y), 
~(x, y) = g(x, y), 
(x, y) c f~, 
(~) 
(z, y) ~ 0~, 
where ~ is a smooth convex domain in R 2. This equation often appears in the description of 
transport phenomena. The magnitudes of p and q determine the ratio of convection to diffusion. 
When equation (1) is discretized using central differences, the resulting scheme yields a five- 
point formula and has a truncation error of order h 2. Classical iterative methods, e.g., Jacobi 
and Gauss-Seidel methods, for solving the resulting system of linear equations do not converge 
when the convective terms dominate and the cell Reynolds number (defined below) is greater 
than a certain constant. Although the upwind scheme is stable for all cell Reynolds number, it 
is only of first-order accuracy. 
Recently, there has been growing interest in developing fourth-order finite difference schemes 
for the convection-diffusion equation (and the Navier-Stokes equations) which give high accuracy 
approximations, ee [1-5] and the references therein. In particular, Gupta et al. [2] proposed a
fourth-order compact finite difference scheme for solving (1), and showed numerically that the 
scheme is both highly accurate and computationally efficient. Classical iterative methods with 
this scheme have been shown numerically to converge for all values of p and q [2]. In [3], this 
compact scheme was extended to solve the convection-diffusion equation with variable coefficients. 
The new scheme has also been shown numerically to have a truncation error of order h 4, and 
good numerical stability for large values of p(x, y) and q(x, y). 
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However, we are not aware of any analytical result to prove that any of the classical iterative 
methods converge with these fourth-order compact schemes. A rigorous justification is always 
desirable in spite of the fact that numerical experiments have been successfully conducted. 
In this paper, we give some conditional convergence r sults for some classical iterative methods 
using the fourth-order compact scheme developed by Gupta et al. [3]. Although our results are 
limited, they are a first step towards the convergence analysis of such iterative methods for the 
fourth-order approximation schemes. 
This paper is organized as follows: in Section 2, we give the stencil of the fourth-order compact 
scheme. In Section 3, we prove the convergence ofthe point Jacobi and point Gauss-Seidel meth- 
ods with the fourth-order scheme for the diffusion-dominated case (defined below). In Section 4, 
we symmetrize the coefficient matrix and give a bound for the line Jacobi iteration matrix when 
the coefficient matrix is symmetrizable. Conclusions are given in Section 5. 
2. THE FOURTH-ORDER COMPACT SCHEME 
Let h = 1/(n+ 1) be the uniform mesh size. The finite difference formula for a grid point (x, y) 
which is denoted by 'u0' involves the eight neighboring mesh points, which are denoted by us, 
i = 1,2,. . . ,8.  The discrete values f~,i = 0, 1,. . . ,4, are labeled similarly. The discretization 
results in a linear system (for details, see [2]): 
Au = y, (2) 
where A = (a~,j)n2 xn 2 is a square matrix, which is usually nonsymmetric and nonpositive definite. 
Each equation of (2) is of the form: 
s h2 
E o~iui = -~ [(f4 + f3 + f2 + fl + 8fo) + P(fl - f3) + q(f2 - f4)], 
i=0  
(3) 
where the coefficients ai, i = 0,. . . ,  8, are described by the computational stencil: 
a6 a2 as )  ( - (1 -~) (1+6)  -2 (1+6)2-2  - (1+~)(1+6) /  
a3 ao ax = -2  (1 -~)2-2  20+4;  2+462 -2  (1+'y )2 -2  
c~7 a4 as -(1-V)(1-6) -2 (1 -6)2 -2  - (1+~)(1 -6) /  
(4) 
Here ~/ = ph/2 and 5 = qh/2 are referred to as the cell Reynolds numbers [6]. When max{IVI, 
]51} < 1, we say that the linear system (2) (and the discretized boundary value problem (1)) is 
diffusion-dominated, otherwise it is convection-dominated. The numerical experiments conducted 
in [2] showed that classical iterative methods with this scheme converge for any values of p and q. 
We also showed numerically in [7], that the multigrid method with this scheme converges for all 
values of p and q, even when they are functions of a and y. 
3. CONVERGENCE FOR THE D IFFUS ION-DOMINATED CASE 
LEMMA 3.1. The coefficients of the nine-point stencil (4) satisfy 
c~ <_ -2, i ---- I, 2, 3, 4, (5) 
for all values of ~ and 6. 
PROOF. Direct verification. | 
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LEMMA 3.2. The coefficients of the nine-point stencil (4) satisfy a5a7 > 0 and ~6o~8 > O, if one 
of the following conditions hold: 
I'rl < 1, 151 < 1, (6) 
or  
171 > 1, 151 > 1. (7) 
PROOF. a5c~ 7 > 0 if 
(1-'y2) (1 -5  2 ) >0. 
It is easy to see that (8) holds, if either (6) holds or (7) holds. 
The conditions for a6a8 > 0 can be verified similarly. 
LEMMA 3.3. The matrix A is irreducible. 
PROOF. It is readily verified that the directed graph of A is strongly connected. 
LEMMA 3.4. The matrix A is irreducibly diagonally dominant ifl'y I < 1 and 151 < 1. 
PROOF. A is diagonally dominant if 
(8) 
n 2 
lai,i[ >_ ~ lai,al, for i = 1 , . . . ,n  2. 
j= l , j# i  
(9) 
(3) and (9) imply 
8 
Io01 e Z I jl. 
j= l  
Substituting (4) in (10) after simplification, we have 
(10) 
(11 +71 + I 1 - 7]) (I 1 + 51 + [ 1 - 51) -< 4. (11) 
Since (ll + 7[ + I 1 - 7[) = 2 if [7[ < 1, and (11 + 5[ + [1 - 51) = 2 if [5[ _< 1, it follows that (11) 
holds if [7[ -< 1 and [5[ < 1 both hold. 
A is irreducible by Lemma a.3. Since the strict inequality in (9) holds, for at least the first 
row of A for ]7] -< 1 and 15] < 1, A is irreducibly diagonally dominant (see [8, p. 23]). | 
From Lemmas 3.3 and 3.4, we have the following theorem. 
THEOREM 3.5. Tile point Jacobi and the point Gauss-Seidel methods associated with A for 
['y[ _< 1 and [5[ _< 1 are convergent for any initial guess. 
PROOF. A is irreducibly diagonally dominant by Lemma 3.4. The result follows from Theo- 
rem 3.4, [8, p. 73]. II 
4. SYMMETRIZAT ION OF  THE COEFF IC IENT MATRIX  
Theorem 3.5 establishes the convergence property of the point Jacobi and point Gauss-Seidel 
methods with the fourth-order compact scheme, when the problem is diffusion-dominated. To
analytically show the convergence of classical iterative methods with this scheme for larger cell 
Reynolds number, fbllowing [6], we first show that under certain circumstances, A is symmetriz- 
able by a real diagonal similarity transformation. 
THEOREM 4.1. The coefficient matrix A can be symmetrized with a real diagonal similarity 
transformation, if and only if one of the following conditions hold: 
7 = = 0, (12) 
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Or 
I~1 = 161 = v~.  (13) 
PROOF. The unknowns can be ordered so that the matrix A has the block tridiagonal form 
A = tri [Ajj-1, Aj j ,  Aid+l], 
where Aj,j-1 = tri [aT, a4, as], Aj j  = tri [~3, a0,  a l l ,  Aj,j+I --- tri [as, a2, a~]. 
We look for a matrix Q = diag(Q1,Q=,.. . ,  Q,),  where Qj is a real diagonal matrix of the 
same order as Aj j ,  such that Q- IAQ is symmetric. Let 
Qj =diag(q~J),q(2J), . . . ,q(n')),  j=  1,2 . . . .  ,n. 
We first consider the diagonal block: Q-~IAj,jQj is symmetric if and only if 
q}J) -(J) 
• t / i+  1 
q(J---7- C~a = ~ cq, 1 < i < n - 1, 1 <__ j < n, (14) 
/+1 (/i 
where q~J) may be arbitrary. Thus, the diagonal blocks can be symmetrized provided 
q0) ~ O) 
~+1 = V~lq~ , 
(15) 
and this recurrence is well defined, if and only if a3 /a l  is positive, which is true by Lamina 3.1. 
The (equal) quantities (14) are the (i, i - 1) and (i - 1, i) entries of the j th diagonal block of the 
symmetrized matrix. 
For the off-diagonal blocks, we require 
1 T Q-~IAa,j_IQ~_I = (Qy21Aj_ ldQ3) • (16) 
Relation (16) holds, if and only if the following three scalar relations hold: 
q}j-1) q i - "  !J) q}j) ~]~4 (j-l). (17)  q,j'---"'~; "4  = _ ( j - l )  "2 ,  or -- i1 7-. u, , 
qi V c~2 
q(j- 1) q}j) 
i+1 " _ ( j )  ~f~'8 ! j - l ) ,  (18) 
~(j'-'---~-- O~ 8 = ~ a6 ,  or  t/i V °t6 ~/zh-1 , 
qi "*i+ 1 
qO-1) ~0) 
i t/i+1 .U)= a/-~7 (j-l) (19) .(J--i- ar  = ~ 0,5, or '~i+1 V a5  ~i • 
t/i+ I ~/i 
(17) is well defined, if and only if a2a 4 > 0, which is true for any -/and 6 by Lemma 3.1. (18) is 
well defined, if and only if a6as > 0, which is true if either 17[ < 1 and [61 < 1 both hold, or 
]'y] > 1 and [51 > 1 both hold by Lemma 3.2. The same conditions are required for (19) being 
well defined. 
However, Q-1AQ, is symmetric if and only if conditions (15), (17)-(19), hold simultaneously. 
From (15) and (17), we have 
q(j) ~ 0-1) 
i+1 ~- ~ / ~  qi ' (20) 
V ala2 
which is well defined since ala2aaa4 > 0 by Lemma 3.1. 
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r (j-,) Substituting (20) into (19) and equating the coefficients ot qi , we have 
~1~2~7 - -  ~3~4~5 : O. (21) 
Substituting (15) into (18), we obtain 
q(j) ~/-~as _(j-l) (22) 
i+1  = t/i-t-, " 
V (21a6 
Substituting (17) with the subscript i being replaced by i + 1 into (22) and comparing the 
(j-:t) coefficients ot qi+l , we have 
a,a4as - c~2~aas = O. (23) 
Substituting the coefficient values of (4) into (22) and (23), after simplification, we have the 
system of two equations which must hold simultaneously 
('7 + 6) (-2'72 + 2'76 - 262 + -~26~) = o, 
( -~,  + 6) (2'72 + 2"76 + 2e 2 - '72~2) = o. 
(24) 
The solutions to system (24) are 
,7=6=0,  
l'71 = [51 = 1, 
1'7[ = 161 = v~.  
Since, we must also have c~6c~s > 0 and a5c~7 > 0 for (18) and (19) being well defined, solution 
h'l = 15[ = 1 is excluded by Lemma 3.2. l 
REMARK 4.2. If (12) holds, (1) reduces to the Poisson equation and the matrix A is symmetric 
and positive definite by itself. The interesting case is when hi  = 161 = vE  equation (1) is 
convection-dominated and the linear system (2) is nonsymmetric and nondiagonally dominant. 
The following corollaries can be verified directly. 
COROLLARY 4.3. I f  '7 : 6 = -t-v~, the coemcient matrix A with the following computational 
stencil: 
1 -4 (24-v~ - (v~- t -1 )  2 )  
-4  (2 + x/~) 36 -4  (2 + v~) 
- (V~q: 1) 2 -4  (2 T x/2) 1 
is symmetrizable by the real diagonal similarity transformation Q = diag (Q1, Q2, . . . , Qn), where 
Q,=diag  , . . . ,  , 
Q,  = J = 
The symmetrized coefficient matrix A has the computational stencil (1 
-4v'~ 36 - . 
-1  -4~ 
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COROLLARY 4.4. 
following computational stencil: 
I f7  = v/2, 5 = -v~,  or 7 = -v~,  5 = v~, the coefficient matr/x A with the 
( -- (vf2 :F 1) 2 -4 (2 ~: V~ 1 / 
-4 (2 T V~ 36 --4 (2 + V~ 
1 --4(2:t:V~ -(V/2:t:l) 2]  
is symmetrizable by the real diagonal similarity transformation Q = diag (Q 1, Q2,. • •, Qn), where 
Q l=d iag  [1, x /~:F l , (v / -23 : l )2 , (v~:F1)3 , . . . , (v f2 :F1)n -1] ,  
Qj= (x /2+X)Qj_ l ,  j=2 ,3 , . . . ,n .  
The symmetrized coefficient matrix A has the computational stencil 
-1  -4v~ 1 ) 
-4v/2 36 -4v~ • 
1 -4v~ -1  
REMARK 4.5. Although the original coefficient matrix A is not diagonally dominant when [71 = 
151 = x/2, the symmetrized coefficient matrix fi~ is strictly diagonally dominant. 
4.1. A Bound for L ine Jacob i  Method  
Let A be split by the line Jacobi iteration, i.e., 
A = D - C, (25) 
where D is the diagonal block, and -C  contains the upper and lower diagonal parts of A. Suppose 
that A can be symmetrized by a real diagonal similarity transformation Q and the symmetrized 
matrix is A = Q-1AQ. Corresponding to the line Jacobi splitting (25), fi, is split as 
A = b - C". (26) 
We now derive a bound for the spectral radius of the iteration matrix M = D- ic  based on the 
line Jacobi splitting of the coefficient matrix A, in the case where A is symmetrizable, i.e., when 
[3'[ -- 151 = v~. Note that 
M = QD-1CQ -i ,  
i.e., M is similar to /~/=/ ) - i~  and they have the same eigenvalues. Hence, we can restrict our 
attention to -~/. The analysis is based on the result 
< _- (27) 
where the equality follows from the symmetry o f / )  and C. 0(C) is the spectral radius of C, and 
Amin(/)) is the smallest eigenvalue in absolute value of / ) .  For ['y[ = 15[ = V~, /) is symmetric 
positive definite and can be factored symmetrically as D = LL T. Hence, 
LT D- iCL  -T = L-1CL -T. (28) 
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That  is, 7tT/, and therefore M, are similar to a symmetric matrix and their eigenvalues are real. 
The M-matr ix / )  has block diagonal form diag (D , . . . , / P ) ,  where each/ J  = tri ( -4v~,  36, -4x/2).  
Hence, Amin(/P) =: Ami,(b).  
By Lemma 2 of [6], the eigenvalues of the tridiagonal matrix b of order n are {Aj = 4(9 - 
2x/~ cos jreh), j = 1, 2 , . . . ,  n}. Hence, 
)~min (b )  ~-)~min (D) ~-4(9 - -2V/2cosT 'h )  • (29) 
The spectral radius of C is bounded by Gerschgorin's Theorem [8]: 
(30) 
Hence, from (27), (29), and (30), we have the following theorem. 
THEOREM 4.6. I f  IVI = 161 = V/~, the spectral radius of the line Jacobi iteration matr ix for the 
linear system (2) is bounded by 
1+2v~ 
Q(M) < 
9 - 2v/2 cos 7rh 
17 + 
--+ ~ 0.6023, 
73 
~h~0.  
(31) 
5. CONCLUSIONS 
We proved that  the point Jacobi and point Gauss-Seidel methods converge for solving the linear 
system resulted from a fourth-order finite difference discretization of the convection-diffusion 
equation when the equation is diffusion-dominated. We also proved that  the line Jacobi method 
converges when the coefficient matrix is symmetrizable. 
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