Abstract. In this article we will generalize some known constructions to produce pseudorandom sequences with the aid of elliptic curves. We will make use of both additive and multiplicative characters on elliptic curves.
Introduction
Nowadays, many applications call for random numbers. One of the most preferable ways to generate those would be to take a monkey, give him a coin to flip, and write down the result of each coin flip. Unfortunately this process is quite slow, and we would like a faster way to generate random numbers. On second thought, a sequence of numbers that appears random would be just as good -who could tell the difference? We will call such a sequence pseudorandom.
Many people have constructed pseudorandom number generators using many, diverse methods (see for example Chap. 5 of [4] for an overview). We will generalize recent constructions using elliptic curves in [2, 11] and introduce another construction using linear recurrence relations on elliptic curves. An instance of this last construction was investigated in [3] .
Some properties of elliptic curves
As we will use elliptic curves throughout this article, we will start by fixing some notation and giving some elementary properties of elliptic curves. We will denote the Galois field of q elements by F q and an elliptic curve by E. The group of F q -rational points on the curve E will be denoted by E(F q ) and the function field of an algebraic curve C by F(C), or by F q (C) if we only want the functions with coefficients in F q . The algebraic closure of a field F will be denoted by F . Scalar multiplication of a point P on an elliptic curve by n will be denoted by [n]P . We denote the n-torsion subgroup of E(F q ) by E [n] .
For the following proposition, see p.145 of [7] .
This author was supported by STW in the project Strong Authentication Methods, number EWI.4536.
Proposition 1.
Let E be an elliptic curve defined over the finite field F q . There exist numbers k and l such that as abelian groups E(F q ) ∼ = Z/kZ × Z/klZ.
Furthermore, k divides (q − 1).
We will denote the k and l from the above proposition respectively by k(E) and l(E) or, if we want to stress the field of definition, by k(E, F q ) and l(E, F q ) respectively.
Since k = k(E, F q ) divides q − 1, we see that the multiplication by k map from E to E is unramified of degree k 2 . Further note that E[k] ⊂ E(F q ).
Pseudorandom sequences
In this section we will give some basic definitions concerning pseudorandom sequences.
Definition 1. Let S = {s(0), s(1), . . . , s(N − 1)} be a sequence of elements of F q and let α ∈ F * q . Denote the characteristic of F q by p. We define the balance with respect to α in the following way:
with ζ p the p th root of unity exp(2πi/p). Further we define the balance to be
Now we introduce a similar concept for sequences defined over Z/mZ. We will assume that m divides q − 1. Then it is possible to identify Z/mZ with (F * q ) (q−1)/m . Thus there exists a surjective homomorphism of groups χ m :
} is a sequence of elements of (F * q ) (q−1)/m , then we define the balance with respect to α to be
with α ∈ F * q and ζ m = exp(2πi/m).
We now define the autocorrelation of a sequence.
Definition 2. Let {s(0), s(1), . . . , s(N − 1)} be a sequence S of period N defined over the finite field F q . Write p for the characteristic of this field. Furthermore, let α, β ∈ F * q . We define the autocorrelation with respect to α and β of a sequence as follows:
Note that in the above definition i + d should be read modulo N . Also note that for binary sequences this definition amounts to
which is the usual definition of the autocorrelation (see for example Chap. 5, Sect. 4 of [4] ). Another useful object is the crosscorrelation of two sequences. It is defined as follows: Definition 3. Let S = {s(i)} and T = {t(i)} be two sequences defined over F q having the same period N . Denote the characteristic of F q by p and let α, β ∈ F * q . We define the crosscorrelation of S and T with respect to α and β by
with ζ p = exp(2πi/p) and 0 ≤ d < N . For sequences S and T defined over (F * q ) (q−1)/m we define
The problem is to find a family of sequences Σ = {S i |i ∈ I} such that for all i, j ∈ I the crosscorrelations C Si,Sj (d, α, β) are small.
Pseudorandom sequences from elliptic curves using additive characters
Some generalizations of known constructions of pseudorandom sequences from elliptic curves will be given in this section. Let E be an elliptic curve defined over a finite field F q e of characteristic p. Suppose for now that this group is cyclic of order N and has generator P . Let f ∈ F q e (E) be a function on E defined over F q e . We can define a pseudorandom sequence S = {s(i)} as follows:
with 0 ≤ i < N . Here Tr F q e |Fq denotes the trace map from F q e to F q defined by
We see that the condition that E(F q e ) is a cyclic group is a natural one, since we need an ordering of the points in E(F q e ). In the literature this assumption is often made. Moreover, the field F q is usually assumed to be F p . We will remove both restrictions. First we need some definitions.
Definition 4. Let C be an algebraic curve of genus g defined over F q . Let f ∈ F q (C) be a rational function on C defined over F q as well. We define C AS (f, F q ) to be the set of all F q -rational points Q on C such that there exists a g ∈ F q (C) (depending on Q) with the property that f − g p + g is defined at Q.
Note that for every function f ∈ F q (C) and point Q ∈ C(F q ) there exists a function g ∈ F q (C) such that either
). We define m Q = −1 in the former case and
) in the latter. Of course m Q depends on f as well. When we want to make this explicit we will write m Q (f ) instead of m Q . For more details see p.114 of [8] .
Also observe that the quantity Tr Fq|Fp ((f − g p + g)(Q)) does not depend on g as long as the function f − g p + g is defined at Q. This is why for Q ∈ C AS (f, F q ) we will write Tr Fq|Fp (f (Q)) for this quantity even if f itself is not defined in Q.
We will now define the sequence we want to study.
Definition 5. Let E be an elliptic curve defined over F q e . Suppose that P is a generator of the group [k(E, F q e )]E(F q e ) and denote its order by N . Let f ∈ F q e (E). We define the sequence S AS (f, P ) = {s(i)} 0≤i<N by
Here we use the convention that Tr F q e |Fq (f (Q)) = 0 if Q ∈ E AS (f, F q e ). Of course this sequence depends on the elliptic curve as well, but we do not make this explicit in the notation.
Note that in the above notation N = l(E, F q e ) and that if E(F q e ) is cyclic, we are back in the situation that has already been studied in the literature [2, 11] .
From the point of view of coding theory we do not need an ordering of the points in E(F q e ). In this case any change of ordering gives rise to an equivalent code. Indeed there is in that case no need of restricting oneself to elliptic curves. The resulting codes are called trace-codes. They have been studied in for example Chap. VIII of [8] and [10] .
Before we give some estimates for the parameters of the pseudorandom sequences defined above, we need some theory. The key to the results is the proposition about the following exponential sum.
Definition 6. Let C be an algebraic curve defined over F q . Let f ∈ F q (C). We define the following exponential sum:
We will now give a known upper bound for this exponential sum.
Proposition 2. Let C be an algebraic curve of genus g defined over F q . Let f ∈ F q (C) and suppose that f = z p − z for all z ∈ F(C). Then the following holds:
Proof. For a proof of this proposition see for example [11] . We give the gist of the proof for the convenience of the reader. We can rephrase the proposition by considering the curve D defined over F q whose function field is given by
As a matter of fact the above expressions turn out to be polynomials. By Hasse-Weil's theorem these polynomials have roots of length 1/ √ q and hence we find for all e ≥ 1
Using the theory for Artin-Schreier extensions we can find an explicit expression for the genus h (see for example Chap. III, Sect. 7 of [8] ). This leads to the upper bound given in the proposition.
We will now apply the above result to give an estimate for the parameters of the sequences S AS (f, P ).
Lemma 1. Let E be an elliptic curve defined over the finite field F q e of characteristic p. Set k = k(E, F q e ). Furthermore, let f ∈ F q e (E) be a function and P be a generator of the group
Suppose that for all z ∈ F(E) the relation
holds and that
Then B S AS (f,P ) is bounded from above by
with N = # P .
Proof. Denote by S the sequence {Tr F q e |Fq (f (Q))} with Q ∈ E AS (f, F q e ) ∩ P . Further denote by T the sequence {Tr
we see that an upper bound for B T (α) results in an upper bound for B S AS (f,P ) . However, since
, such an upper bound is available from Proposition 2. This concludes the proof.
Note that the technical condition
is fulfilled if k = 1. Also note that the righthandside set is always contained in the lefthandside set.
We consider a special case of the above lemma. Denote by wdeg(f (x, y)) the weighted degree of a polynomial in two variables defined by wdeg(x) = 2 and wdeg(y) = 3. Theorem 1. Let E be an elliptic curve defined over the finite field F q e of characteristic p given by a Weierstrass equation. Let f be a polynomial in the coordinate functions x and y such that deg y (f ) ≤ 1. Further let P be a generator of the group [k(E)]E(F q e ) and define N = # P . Suppose that p does not divide wdeg(f ). Then we have
Note that the condition deg y (f ) ≤ 1 is not a real restriction, because we can use the Weierstrass equation to reduce this degree if deg y (f ) ≥ 2. Further note that if this condition is met, we have v O (f ) = −wdeg(f ) with O the point at infinity [0 : 1 : 0]. For the proof of the above theorem note that
In the same way we can investigate the autocorrelation of the sequences S AS (f, P ). We do this in the following theorem. First we state a lemma.
Lemma 2. Let E be an elliptic curve defined over the field F q e of characteristic p. Let f ∈ F q e (E) and choose α, β ∈ F * q . Write k = k(E, F q e ) and choose a generator P of the group [k]E(F q e ) and a number d satisfying 1 ≤ d < N with N = # P . Define h ∈ F q e (E) by
Denote by S the sequence {Tr
Finally suppose that E
where the sum is over points Q such that Q ∈ P and Q ∈ E AS (h, F q e ).
Proof. Note that C S AS (f,P ) (d, α, β) = B S AS (h,P ) (1). Using similar tricks as in the proof of Lemma 1 we obtain the result.
Using an upper bound for exponential sums we can derive an upper bound for the autocorrelation, if some technical conditions are met. More explicitly we find the following theorem, in the case that f is a polynomial in the coordinate functions.
Theorem 2. Let
Analogous to the autocorrelation, we can derive properties about the crosscorrelations of sequences. We state some results in the following theorem.
Theorem 3. Let E be an elliptic curve defined over the finite field F q e of characteristic p, given by a Weierstrass equation. Let P be a generator of the group [k(E)]E(F q e ) and write N = # P . Let f 1 and f 2 be two polynomials in the coordinate functions x and y such that deg y (f i ) ≤ 1 for i = 1, 2, and such that for all (α, β) ∈ F 2 q e \ {(0, 0)} we have p |wdeg(αf 1 − βf 2 ). Write
Proof. This is a straightforward generalization of the proof of Theorem 2.
We now give an example of a family of sequences having good crosscorrelations. We assume in this example that the characteristic is 2, since this is the most interesting case for applications. Example 1. Let E be an elliptic curve defined over the finite field F 2 e . Denote by P a generator of the group [k(E)]E(F q e ) and write N = # P . Let a be defined by a = (a 0 , · · · , a m ) ∈ F 5 Pseudorandom sequences from elliptic curves using multiplicative characters
We will now give results which are similar to those of the previous section, but depend on the use of multiplicative characters and Kummer extensions, instead of additive characters and Artin-Schreier extensions. Codes have been obtained using this approach in [5] . Sequences have been constructed in this way using the projective line in [1] . We will construct sequences using elliptic curves.
Definition 7. Let C be an algebraic curve defined over F q . Choose 1 < m < q − 1 a divisor of q − 1 and let f ∈ F q (C). Define C K (f, F q ) to be the set of F q -rational points on C such that there exists a g ∈ F q (C) such that
Note that if φ : F * q → Z/mZ is a homomorphism of groups, the quantity φ((f · g m )(Q)) does not depend on g, as long as v Q (f · g m ) = 0. Hence for Q ∈ C K (f, F q ) we will write φ(f (Q)), even if v Q (f ) = 0. In particular we see that the quantity f (Q)
In the same way we define φ(f (Q)) = 0 for Q ∈ C K (f, F q ).
Definition 8. Let E be an elliptic curve defined over F q . Fix a natural number 1 < m < q − 1 dividing q − 1. Denote by χ m : F * q → Z/mZ some fixed, surjective homomorphism of groups. Let P ∈ E(F q ) and f ∈ F q (E). Define S K (f, P ) = {s(i)} by
We need the homomorphism χ m to define the balance and correlations of the sequence S K (f, P ) (see Section 3). Note that
Example 2. Let F p be a prime field with p odd. Let α be a generator of the multiplicative group F * p . Let f [X] be a polynomial in F p [X] of degree m. By evaluating this polynomial in all elements α, α 2 , . . . of F * p we obtain a codeword from a Reed-Solomon code (RS-code). We obtain a binary sequence from this codeword by applying coordinatewise the map χ 2 :
If we take for example p = 13, f [X] = X 2 + X, and α = 2 we find the codeword (2, 6, 7, 7, 12, 3, 0, 2, 12, 4, 6, 4) and corresponding binary sequence (1, 1, 1, 1, 0, 0, 0, 1, 0, 0, 1, 0) .
As we said before it is possible to obtain codes using this construction. This was done in [5] . In that article non-linear codes were found and investigated. It is possible to find interesting linear codes as is shown in the following example. After the example we return to the study of sequences.
Example 3. Choose C to be the projective line defined over some finite field F q of odd characteristic. For M ⊂ F q (x)/(F q (x)) 2 we choose the group generated by the residue classes of x − β with β in some non-empty subset S of F q . Then every element of M has a representative of the form β∈S (x − β) β with β ∈ {0, 1}. As a vector space over F 2 , the group M has dimension #S. Define χ 2 as in example 2. Evaluating χ 2 • f in the set F q \ S for all functions f ∈ M, yields a binary linear code C of length #(F q \ S). Its dimension is less than or equal to min(#S, #(F q \ S)).
Equality need not hold in this equation. Suppose for example that q is a square. The evaluation of the polynomial f (X) = X √ q + X in an element a of F q is either zero or a square. To see this note that for a ∈ F q we have f (a) √ q = f (a), and hence either f (a) = 0 or f (a) (q−1)/2 = 1. Hence if we choose S = {a ∈ F q | a √ q + a = 0}, then the polynomial X √ q + x will correspond to the all-zero codeword. This means that in this case the dimension of the code cannot equal the cardinality of S. Note that the curve given by the equation Y 2 = X √ q + X has maximum number of F q -rational points for its genus. As a matter of fact the number of F q -rational points can be seen to be 2q − √ q + 1, while its genus equals ( √ q − 1)/2. The fact that it is maximal also follows from the fact that it can be covered by the Hermitian curve which has equation
Using the Hasse-Weil bound and investigating the curve Y 2 = f (X), one can show that for sets S with cardinality strictly smaller than √ q, only the zero-polynomial can give the all-zero codeword. This means that in this case the dimension of the resulting codes equals the cardinality of the set S.
Refining this argument, we see that for the minimum distance d of these codes we have the statement
which is a non-trivial lower bound if #S < √ q.
In a similar way as in the previous section we give statements about the balance, autocorrelation and crosscorrelation of the sequences S K (f, P ).
Definition 9. Let C be an algebraic curve defined over F q . Let 1 < m < q − 1 be a divisor of q − 1 and denote by χ m : F * q → Z/mZ some surjective homomorphism of groups. Let f ∈ F q (C). We define the following exponential sum:
For this exponential sum a bound exists similar to that of the exponential sum defined in Definition 6. See for example [5] , where similar upper bounds are derived. The proof of the following proposition is analagous to that of Proposition 2. Instead of Artin-Schreier extensions we use Kummer extensions (see for example Chap. III, Sect. 7 of [8] ).
Proposition 3. Let C be an algebraic curve of genus g defined over F q . Let f ∈ F q (C) and suppose that f = z l for all z ∈ F(C) and all divisors l > 1 of m. Write r P = gcd(m, v P (f )) > 0. Then the following holds:
The r P occurring in the above proposition are standard in the theory of Kummer extensions. When we want to stress the role of f , we will write r P (f ).
Theorem 4. Let E be an elliptic curve defined over the finite field F q of characteristic p. Let f ∈ F q (E) be a function and write k = k(E, F q ). Let P be a generator of the group [k]E(F q ). Suppose that the polynomial
Moreover, note that for Q ∈ E(F q ) we have r Q = m if and only if Q ∈ E K (f, F q ). Hence we see that
The rest of the proof is similar to that of Lemma 1.
In the following corollary we again use the weighted degree of a polynomial in two variables defined by wdeg(x) = 2 and wdeg(y) = 3. Corollary 1. Let the notation be as in the above theorem and suppose that E is given by a Weierstrass equation. Suppose that f is a non-trivial polynomial of total degree ∆ in the coordinate functions x and y satisfying deg x (f ) ≤ 2. Suppose that gcd(wdeg(f ), m) = 1. Then we have
If we additionally demand ( P \ {O}) ⊂ E K (f, F q ), we find
Proof. This follows from the above theorem by remarking that by Bézout's theorem (see for example Sect. 83 of [9] ) f has at most 3∆ zeros on E. Further note that the point O is the only pole f has on E. These zeros and poles are the only points Q for which it can happen that r Q < m. Using that r Q ≥ 1 for these points Q, the result follows. Note that
is absolutely irreducible by the theory of Kummer extensions.
Note that it can be useful to rewrite f , using the equation of E, in such a form that the total degree is minimal. This explains why we now assume deg x (f ) ≤ 2 instead of assuming deg y (f ) ≤ 1 as we did before.
We will now give some statements about the autocorrelation and crosscorrelations of these sequences. We omit most of the proofs, since they are analogous to the proofs in the Artin-Schreier case.
Theorem 5. Let E be an elliptic curve defined over the field F q of characteristic p. Let f ∈ F q (E) and choose α, β ∈ F * q . Write k = k(E, F q ) and choose a generator P of the group [k]E(F q ) and a number d satisfying
Suppose that the polynomial T m − h • [k] is absolutely irreducible. We then have
Corollary 2. Let the notation be the same as in the above theorem. Suppose that E is given by a Weierstrass equation. Further assume that f is a non-trivial polynomial in the coordinate functions of total degree ∆ satisfying deg x (f ) ≤ 2 and gcd(wdeg(f ), m) = 1. Then we have
If we additionally demand ( P \ {O,
Proof. Again we want to use Bézout's theorem to estimate the number of zeros of the function h. Using the addition formula (see for example Chap. III, Sect. 2 of [7] ) we find that (x, y) ⊕ (a, b) can be written as (
3 ) with g 1 (respectively g 2 ) a polynomial in x and y of total degree less than or equal to 2 (respectively 3). This means that αf ((x, y)⊕(a, b)) can be written as k(x, y)/(x−a) wdeg(f ) with k a polynomial of total degree less than or equal to wdeg(f ). Hence, after multiplying the rational function h with (x − a)
wdeg(f ) , we get a polynomial of total degree less than or equal to ∆ + wdeg(f ). This gives an upper bound for the total number of zeros of the function h while its poles are O and −[d]P . The rest of the proof is analogous to the proof of Corollary 1.
Theorem 6. Let E be an elliptic curve defined over the finite field F q of characteristic p. Let P be a generator of the group [k(E)]E(F q ) and write N = # P . Let f 1 and f 2 be two functions and choose α, β ∈ F * q as well as a natural number 0 ≤ d < N . Write S 1 = S K (f 1 , P ) and
and suppose that the polynomial T m − h • [k(E)] is absolutely irreducible. We have We then have
6 Pseudorandom sequences using linear recurrence relations on elliptic curves
In this section we will investigate the balance and the period of a family of sequences obtained by using linear recurrence relations on the points of E. Suppose that G is a cyclic subgroup of E of order N generated by a point P ∈ E. In this section we will assume that N is a prime number.
Let r(X) = X n + r n−1 X n−1 · · · + r 0 be a monic polynomial of degree n > 1 over Z/N Z with gcd(r 0 , N ) = 1 and let Ω(r, G) be the vector space over Z/N Z of bi-infinite sequences of points in G that satisfy the linear recurrence relation with characteristic polynomial r(X). This vector space has dimension n.
We suppose from now on that the characteristic polynomial r(X) of the recursion is irreducible over Z/N Z. It is known from the theory of linear recurrencies (for example, Chap. 7 in [6] ) that if r(X) is irreducible, every sequence, apart from the zero sequence, has the same period k(N, r). As a matter of fact k(N, r) is the smallest positive integer k such that for every root α of r(X) we have α k = 1. Define Ψ (r, G) to be the set of sequences Ω(r, G) modulo cyclic shifts.
Lemma 3. Every point Q ∈ G occurs the same number of times in sequences in Ψ (r, G), i.e. the number of pairs
is independent of the choice of Q.
Proof. Since we demanded that gcd(r 0 , N ) = 1 in the choice of the recursion polynomial r and this polynomial has degree n, each sequence in Ψ (r, G) is uniquely determined by the choice of n consecutive points. Conversely, each n-tuple of points occurs exactly once in Ψ (r, G) (note that this is modulo cyclic shifts). Since each point Q occurs equally often in the set of all ntuples of points, we have that this is the case in Ψ (r, G).
Let f ∈ F q e be a function on E. Now look at the sequence S AS (f, P ) which was defined earlier by
Furthermore, define the set of sequences Ψ f (r, G) by applying the function f to each point in each sequence in Ψ (r, G), and then taking the trace to the ground field F q of the result:
Hence each sequence of points in Ψ (r, G) corresponds with a sequence in Ψ f (r, G).
Here we use the same convention as before, namely that Tr F q e |Fq (f (Q)) = 0 if Q ∈ E AS (f, F q e ).
Theorem 7. Choose a point P ∈ E. Let G be the subgroup of E generated by P and suppose that its order is a prime N . Furthermore, let r be a monic recursion polynomial of degree n whose tail coefficient is coprime to N . Then the average balance of a sequence in Ψ f (r, G) is the same as the balance of the sequence S AS (f, P ).
Proof. Start by defining the sequence T by concatenating all sequences of Ψ f (r, G). Since the order of points is not important in the definition of balance and because according to Lemma 3 each point occurs an equal number of times, we can reorder the points of T such that we get a number of copies of the sequence S AS (f, P ). Of course, this is the same sequence as S AS (f, P ) itself. Thus the average balance of sequences in Ψ f (r, G) is equal to the balance of the sequence S AS (f, P ).
It is well known from the theory of linear recurrencies that the period of a sequence can be larger than the group order. So sequences defined in the above way can have a larger period than the sequences described in the previous sections. But this only applies to the sequences of points on E. The next theorem links this period to the period of the generated pseudorandom sequence. We still suppose that r(X) is irreducible. Theorem 8. Let r and G be defined as in the above theorem. Suppose that the order of G is a prime N and that the degree of the recursion polynomial is n. Denote by T f (a) the number of points Q in G for which Tr F q e |Fq (f (Q)) = a. Suppose that all sequences in Ψ f (r, G) have period dividing k(N, r)/d. Then d is a divisor of gcd(N −k(N, r), T f (a), N n −1) for all a ∈ F q \{Tr F q e |Fq (f (O))}.
Proof. We know that all non-zero sequences in Ψ f (r, G) have as period a divisor of k(N, r)/d. Hence the number of times a occurs in the corresponding sequences is divisible by d. Write b = Tr F q e |Fq (f (O)). Then d divides N n T f (a) with a ∈ F q \ {b}, and d divides N n T f (b) − k(N, r). Since k(N, r) divides N n − 1, we see that d divides gcd(N n T f (b) − k(N, r), T f (a), N n − 1) for all a ∈ F q \{b}. Using a∈Fq T f (a) = N , we find for all a ∈ F q \{Tr F q e |Fq (f (O))}, after eliminating T f (b), that d divides gcd(N n+1 − k(N, r), T f (a), N n − 1).
The result follows directly from this.
Example 4. Let E be the elliptic curve defined over F 2 given by the equation
Let G be a prime-order subgroup of E(F q ) with q an odd power of 2. Using the addition formulas on E, one can derive that for this curve T x (0) − 1 = T x (1) = (N − 1)/2. Hence, according to the above theorem, we find that d divides gcd((N − 1)/2, k(N, r) − 1). Take for example r(X) = X 2 − X − 1, the Fibonacci-recursion. The polynomial r(X) is irreducible if and only if N ≡ 2, 3 (mod 5). Assuming this, we find that k(N, r) divides 2N + 2, since for any root ρ of r(X) we have ρ 2N +2 = (ρ · ρ N ) 2 = (−1) 2 = 1. Here we used that r(X) is absolutely irreducible and hence that its roots are given by ρ and ρ N . Let us further assume that k(N, r) = 2N + 2. In this case we find that d divides 3.
