With the diversification of industrial Internet of Things applications, there is a growing demand for mobility support in industrial wireless networking environments. However, the routing protocol for low-power and lossy networks is designed based on a static environment and is vulnerable in a mobility environment. Routing protocol for low-power and lossy networks is an Internet engineering task force standard in the low-power and lossy network environments used mainly in industrial environments. In addition, although routing protocol for low-power and lossy networks is based on collection tree protocol and is suitable for data collection and upward traffic transmission, it struggles with downward traffic transmission in terms of control, actuation, and end-to-end transmission. In this article, the problems caused by mobile nodes in routing protocol for low-power and lossy networks are discussed, and a retransmission scheme named IM-RPL is proposed. This retransmission scheme can improve the performance of downward traffic for the mobile nodes by retransmitting the packets to the neighbor nodes, the mobile node's new parent sets, and relaying them to the mobile node. Its performance is evaluated through an experiment. The results demonstrate that using OpenMote in OpenWSN's time slotted channel hopping induces a packet reception ratio improvement and a lower transmission delay as compared to standard routing protocol for low power and lossy.
Introduction
Starting with Industry 4.0, many technologies are gaining attention for improving manufacturing plants, such as industrial IoT, Cyber Physical Systems (CPS), and Digital Twin. These technologies aim to improve productivity and competitiveness through the optimization of processes, reduction of defect rate, and monitoring of a manufacturing environment, by combining information and communication (ICT) technology with manufacturing industry-related fields. 1 These techniques are commonly based on data collected from a large number of sensors installed in industrial sites. Industrial wireless communications technology is a critical technology used to connect a large number of sensors in a new plant paradigm (e.g. with small batch production, mobile sensing, and smart devices for operators). 2 To satisfy the quality of service (QoS) requirement according to the diversification of industrial IoT applications, there is a constant demand for connectivity and mobility among devices in industrial environments such as smart grids and automation systems. 3 A standard operation procedure support system is provided via radio equipment for field worker patrols and maintenance. A reliable braking system for an automated guided vehicle (AGV), a maintenance period determination system operating by analyzing device behavior patterns, a system for wireless connection of a hardwired environment, and applications for factory automation all require connectivity and mobility support in various industrial environments. Thus, wireless communication technology is required.
Efforts to apply the wireless communication technology represented by a wireless sensor network (WSN) in the industry have been made for approximately 10 years. Consequently, standard technologies such as WirelessHART and ISA100.11a have been established; 4 IEEE 802.15.4e 5 time slotted channel hopping (TSCH) MAC technology has been used to secure network reliability and communicate with industrial devices. However, with the recent emergence of industrial IoT, the need for IP network connection has emerged, 6 and various working groups (WG) of IETF are actively working toward this purpose.
Routing over low-power and lossy (ROLL) networks WG defines the network environment in which low-power devices operate as a low-power and lossy network (LLN). LLN refers to a network in which embedded devices with limited power, memory, and processing resources are connected via links such as IEEE 802.15.4, Bluetooth, low power, and Wi-Fi. As LLN's communication equipment is connected by a series of multi-hop radio links, ad hoc on-demand distance vector (AODV) routing and dynamic source routing (DSR), which are standardized by the IETF's mobile ad hoc network (MANET) WG, can be used as routing protocols for LLN. However, the abilities of these routing protocols in power, memory, and process are limited. Wireless links also have lower power and higher loss characteristics than those considered by MANET. 7 Therefore, it is difficult to apply MANET routing protocols to LLN.
To overcome this problem, ROLL proposed RPL, a routing protocol that can operate flexibly in network environments with unreliable connections. RPL is a de facto standard for LLN environments that provides multi-hop connectivity for many battery-powered, embedded, wireless devices for data transmission and communication. 8 However, as RPL is designed based on a static environment, mobility is a challenge it needs to address. In addition, RPL is suitable for collecting data based on Collection Tree Protocol (CTP). 9 In the case of upward traffic for data collection, the root node can be reached with the best route by transmitting the packet to the upper node. The downward traffic is less reliable than the upward traffic because of the slow updation of the route. 10 Furthermore, in an environment containing mobility, the reliability of downward traffic is significantly lowered. However, because low latency performance and determinism must be guaranteed in an industrial environment, 11 the part of the system that improves the reliability of downward traffic such as P2P communication, advanced metering infrastructure (AMI) setting, and activation is also an important issue. 12 In this article, the problems caused by mobile nodes (MNs) in an RPL environment are discussed, and a retransmission scheme named IM-RPL is proposed. This scheme comprises a technique to increase the reliability of the downward traffic in the presence of mobility and a quick parent-change method to support a dynamic environment of frequent changes. Experiments were conducted in OpenWSN's TSCH-based environment using OpenMote. The proposed scheme exhibits a higher reliability and lower transmission delay than RPL.
The composition of this article is as follows. In section ''Background,'' the background of RPL is introduced. In section ''Related work,'' recent researches on upward/downward traffic and the mobility of RPL are introduced. In section ''Downward Traffic Problems and Mobility Support Technique,'' the problem of mobile and downward traffic in the standard RPL is discussed, and mobility support and a quick parentchange scheme is proposed. In section ''Experiment,'' the results of real experiments and simulations in the OpenWSN environment with an OpenMote board based on CC2538 are discussed. Section ''Conclusion and future work'' describes the conclusion and future work.
Background
This section includes the study of TSCH and RPL.
802.15.4e: TSCH
TSCH is a MAC protocol that focuses on providing reliable wireless communications in industrial environments, such as in process control and monitoring automation. IEEE 802.15.4e is an extension concept in 802.15.4 that minimizes transmission delay with a noncontention-based MAC protocol, and it provides high reliability in a low-power environment. TSCH supports multi-hop and multi-channel communication over application domains such as industrial automation and process control through time-division multiple access (TDMA). TSCH is a combination of time slot access, multiple channels, and channel hopping. Time slot access prevents collisions between competing nodes, increases packet throughput, and provides deterministic latency to applications. Multiple channels allow different nodes to communicate in the same slot frame by using different channel offsets. This increases network throughput. Channel hopping also improves communication reliability by mitigating the effects of interference and multipath fading. Thus, TSCH maintains a very low duty cycle through time slot access; increases energy efficiency, network capacity, and reliability; and provides predictable latency. TSCH is used in topologies such as star, tree, and mesh. It enables the efficient use of resources through frequency hopping and is suitable for multi-hop networks. 13 
RPL
RPL is designed for low-power and high-noise network environments such as IEEE 802.15.4 and powerline communication. It supports various routing metrics to accommodate the diverse requirements of various applications. For this purpose, the functions corresponding to routing metrics and path optimization, to achieve the requirements of each application, are separated by an objective function (OF). In general, the OF may include the expected transmission count (ETX), power consumption, and received signal strength indication.
Constructing DODAG for routing RPL aims to construct a direction-oriented directed acyclic graph (DODAG) topology, and routing is based on the topology. The DAG root denotes the root of a non-circulating graph with directionality, and DODAG is a DAG root with one destination. DODAG is built on the DODAG information object (DIO), destination advertisement object (DAO), and DODAG information solicitation (DIS) control messages. Although the upward traffic routing paths such as multi-to-point are built using the DIO, routing is required for the downward traffic such as control, extraction, end-to-end, and messages from external LLN networks. Information for the downward traffic is communicated via DAO messages.
The DODAG configuration process is as follows. The root node periodically transmits broadcast information in a DIO message required for building a DODAG topology. A DIO message is used to establish an upward traffic path, set up a parent, and send traffic to the root to the parent. This allows neighboring nodes to participate in the network and updates the topology. The child node selects the best parents through the DIO message and sends the path information in the DAO messages to the root to construct the downward traffic path. The root node contains routing information for the entire node and establishes a downward path. DIS messages are control messages sent to receive the DIO messages, and they are used when a node first joins the network or needs to receive frequent DIO messages, such as in the case of MNs.
Storing/non-storing mode RPL has two modes: storing and non-storing. In nonstoring mode, the intermediate node does not store the routing table, and the root node manages the path for the entire downward traffic. If the packet transmission to the neighboring node is not one-hop distance, it is transmitted to the root and reaches the destination via the source routing. In storing mode, the intermediate node stores the routing table and contains the routing information of the lower nodes of the node. The node sends the DAO to the parent, and each parent node possesses its own routing table. The parent node receives the DAO and sets the path to the routing table. Subsequently, the DAO is sent again to the parent to modify the parent table. Each node has information regarding its subordinate nodes. Both modes have their advantages and disadvantages. If many nodes are participating in the network, there may be a shortage of memory, as significant resources are required for the routing table in storing mode. However, bottlenecks for nodes near the root can be reduced as compared to the non-storing mode.
Related work
This section includes recent research on upward/downward traffic and mobility issues of TSCH and RPL.
Upward/downward traffic
Upward/downward traffic issues are one of the most actively researched areas in RPL. In an industrial sensor network environment where data are mainly collected from the sensor nodes through wired/wireless communication, RPL based on CTP is the most suitable routing protocol. Recently, there have been steady efforts to increase the reliability of sensor data collection. Experiments on sensor information monitoring, upward traffic environment construction, and performance evaluation are underway in the RPL. [14] [15] [16] However, so far, research has been focused on objective selection and functions for constructing DODAG. [17] [18] [19] [20] [21] [22] [23] [24] A study of improving connectivity between the parent node and the child node is much required.
Although RPL has strengths in upward traffic, it is unreliable in downward traffic such as in control and P2P communication. Research is needed to improve the reliability of downward traffic. Studying upward/ downward traffic issues can improve the performance of bidirectional data, and such studies have been conducted. 25, 26 Five-Nines 25 introduced a gradient metric to meet the reliability requirements (error recovery time, failure rate) required in various industrial environments and improve accurate link measurement and downward traffic in real time.
DT-RPL 26 identifies the problems in RPL path configuration and suggests a method to update the link quality between the parent node and the child node through upward/downward traffic. The proposed scheme improves the downward traffic rate, as well as the upward traffic. Despite any improvements in the reliability of upward/downward traffic, the packet transmission rate may drop sharply if there is mobility in the RPL.
Mobility
The RPL standard is designed to be static, so it is challenging to support mobility. When the routing node is moved, there are significant overheads in addition to low node fault, global repair, and overall network performance degradation. In recent years, however, there has been a growing demand for connectivity and mobility between operators and devices. 27 As applications diversify, research is needed to support a dynamic environment in which both static and mobile environments exist to ensure QoS for users. ME-RPL 28 presents a mechanism for supporting mobility in the static environment of the standard RPL. The degree of mobility is determined according to the number of parent changes and the DIS message period is adjusted accordingly. In addition, if mobile and static nodes are candidate nodes for the preferred parent, a static node is selected as a parent to prevent frequent topology changes.
MoMoRo 29 supports mobility in the LLN network by introducing MoMoRo, a mobile support layer that can be easily applied to existing data collection protocols. MoMoRo periodically collects the information of adjacent nodes and evaluates link quality by using a fuzzy estimator. This estimator continuously updates the threshold for determining the fuzzy set, so it can easily adapt to the dynamic channel environment.
Corona RPL 30 uses the Corona mechanism to improve RPL. It creates and manages all neighbor nodes with IDs that have a minimum hop distance from the LoWPAN Border Router (LBR). The main objective is to ensure QoS while providing better mobility support to RPL. However, excessive use of control traffic in the Corona RPL can reduce the overall network performance, and it can vary greatly depending on the network size.
MRPL 31 continuously checks the connectivity from the received signal strength indicator (RSSI) and improves the connectivity with the MN by transmitting the DIS message when the quality of the link is poor. In addition, the adoption of the smart-hop algorithm and the implementation of additional timers reduce the handoff delay of mobility.
RL-Probe 32 monitors link quality by using reinforcement-learning techniques based on the multiarmed bandit model. RL-Probe combines synchronous and asynchronous monitoring mechanisms to maintain up-to-date information on link quality. Through this, a node can detect the movement of the MN and respond quickly.
In Sanshi and Jaidhar, 33 the authors have proposed a technique for quickly updating preferred parents by applying multiple routing metrics to the OF and maintaining additional parent tables. The multiple routing metrics include the distance between nodes based on the RSSI.
GTM-RPL 34 creates a cooperative game where nodes compete for network resources. This finds the best solution to maximize gain and minimize cost of the entire network. A node monitors the mobility of the node based on the RSSI value received and considers the priority and current noise level. The mobility metric and density metric are used to derive the mobility cost function and the energy cost function.
EMA-RPL 35 is a technique that delegates mobility processing processes to an associated node (AN) which is a preferred parent of a MN, reducing energy consumption of MNs and providing a seamless connection. The previous AN of the MN predicts the new AN. The connection with the previous one is disconnected only after the predicted AN and the MN is connected Although much research has been conducted on the importance of mobility in RPL, there is insufficient research to improve the reliability of downward traffic in an RPL environment with mobility. Most techniques focus on how to select a preferred parent, but there is a lack of research on downward packet loss when a MN is moving.
Downward traffic problems and mobility support technique
This section discusses the upward/downward traffic problems and mobility problems in an RPL environment, and it proposes a suitable method to address them.
Upward/downward problem RPL is a three-layer protocol based on CTP designed to be suitable for upward traffic, such as in sensing data collection. For upward path configuration, each node continuously measures the quality of the links to its neighboring nodes and reconstructs the path by selecting the best parent. It is also highly reliable, because each node can forward traffic to the root node simply by sending packets to their parent node. However, if the destination of downward traffic is not a neighbor node, the packet is directed to the root node, which manages the entire network routing table, and the downward traffic is passed to the destination through the source routing. Unstable nodes that can induce invalid routing information or topology changes such as the selection of a new parent create packet loss. This persists until a DAO message that updates the downward routing information arrives at the root node.
In addition, unlike upward traffic mechanisms, for downward traffic from parents to child nodes, unstable links or sustained packet loss do not affect parent changes. In other words, link measurements and parent changes through downward traffic are not made, even in situations where the quality of the link between nodes is unstable and the traffic is often lost. In that regard, Figure 1 (a) shows the PRR for up/down traffic in the RPL, and it presents the average ratio of reception of end-to-end up/down traffic measured for each of the 6 h using a 10 OpenMote board. The ratio was measured at 91% for downward traffic and 96% for upward traffic.
Mobility problem
As RPL is designed on a static basis and does not account for mobility, a technique is required to handle mobility. Figure 1(b) shows the upward/downward traffic PRR of a MN in RPL. The 10 OpenMote board was used to measure the reception rate of packets destined for the MN in the presence of mobility. The PRRs of the upward/downward traffic in the mobile environment were 55% and 45%, respectively. These are significantly lower than those in the static environment. As a node moves away from the previous parent's transmission range, packet loss increases before it joins the new parent and network.
In RPL, an MN cannot act as a routing node and acts only as a terminal. It also does not mention the periodicity of the DIS message, which is essential in the presence of a MN in a standard document. RPL also uses a trickle timer 36 for DIO message transmission, which makes it suitable for static environments. If the node confirms that there is no change in topology, the period of the DIO message increases rapidly. Conversely, the period is initialized when the topology change is confirmed. However, the use of the trickle timer in a dynamic environment that requires fast participation of MNs increases the average transmission period of the DIO message and slows down the overall topology updation.
In RPL, a node undergoes the process of selecting a new parent after receiving a DIO message. If the rank of the neighboring parent list is smaller than the current parent rank and the difference between the two values is larger than the designated threshold value, the parent is reselected or changed. If the rank difference is smaller than the threshold value, the parent is not changed, because there is a high possibility that the overhead that occurs during the change is greater than the benefit of the parent change. However, it is difficult to organically support an environment in which fast parent changes are required. Figure 2 shows the DODAG configuration and the routing path when there is downward traffic in a node with mobility in a non-storing mode. When node C sends a packet to mobile node D, it forwards the packet to the root node for routing. The root node checks the destination information of the packet in its routing table and performs source routing to set the complete path. The packet of node C arrives at node D via the A-B nodes. In a static environment, there is not much loss for downward packets, but problems arise when moving with mobility characteristics, such as for mobile node D. Figure 3 depicts the process of downward traffic loss and path recovery after moving the MN. As the mobile node D moves, it cannot receive the packet of node B because node D is outside the transmission range of node B, which is the previous parent. The routing information recorded for the mobile node D in the network becomes invalid, creating packet loss. This occurs until the MN connects with a new parent through a control message and before the DODAG configuration and network participation.
In this proposed scheme, additional services to improve the downward traffic reliability to the MN are provided.
The contributions of the proposed scheme, IM-RPL, are as follows:
1. It increases the reliability of downward traffic and reduces transmission delay through a retransmission scheme for a MN in a mobility environment. 2. It supports rapid change of the parent and path recovery of the MN by sensing mobility and transmitting additional information to the MN.
The role of the MN in IM-RPL is defined as a terminal node as in the standard RPL, and it cannot serve as a routing node.
Downward traffic support scheme under mobility
The MN sends a DAO message to the root for the downward traffic route after selecting the new parent. Figure 4 displays the timing diagram of the DODAG participation of the MN. Mobile node D periodically sends a DIS to the nodes to select a new parent. The MN receives the DIO from neighboring nodes in response to the DIS, selects a new preferred parent, and updates the route by transmitting a DAO message to the root node. At this point, the mobile node D adds a mobility field in the DAO message, sends it to the root after selecting the parent node, and informs the parent node that it has mobility. Figure 5 shows the DAO control messages and the DAO message options in RFC 6550. DAO messages can pass valid options. As shown in Figure 5 , Mobility_flag is added to the DAO option field to inform the parent node that a node has mobility. The parent node checks the mobility of the child node from the DAO message and stores the mobility information in the mobility table. Algorithm 1 shows that a parent node receives a DAO message from its child and then stores the mobility information in a mobility table through the mobility flag check. This can provide additional services for the downward traffic to the MN in the future.When a MN moves based on its locality, the new parent of the MN has a neighbor relationship with the previous parent. Figure 6 (a) shows that the mobile node D receives downward traffic while it selects a new parent and updates its route. If node B, the previous parent of mobile node D, receives a downward packet destined for node D, it checks whether the child node is an MN. Because node D is mobile, node B broadcasts the downward packet to the neighbor nodes. Node E, the neighbor node receiving the broadcast message, can forward the packet to the MN because it knows the location information of the destination node D from the DIS message periodically transmitted by the MN.
Algorithm 2 is a downward traffic retransmission algorithm for the MN. When the downward traffic is directed to the MN, if the parent node does not receive the ACK for the packet destined for the MN, the set number of transmissions is decreased by 1. Failure to receive an ACK for a specified number of transmitted packets may lead to the inference that a child node with mobility has moved to another location. In other words, if ACK from a node that is registered in the mobility table is not received for the designated number of transmissions, it is determined that the mobile child node has moved. The downward packet's next-hop MAC address is changed to a broadcast address, and the packet is retransmitted. It is important to note that the new parent of the MN is very likely to have a neighbor relationship with the parent of the previous MN. The broadcasted packet is transmitted to the nodes in the new parent list of the MN. The nodes receiving the DIS message from the MN know the location information of the MN. Among these, the nodes receiving the broadcasted packet forward the packet to the MN.
This technique reduces the packet loss by allowing the MN to receive the packet, even when the MN leaves the previous parent, selects a new parent, and restores the path.
Quick parent-change support scheme
The following scheme is proposed to solve the problem of loss of downward traffic until a MN selects a new parent and restores a path. In RPL, ETX is generally used as an OF. The ETX update to the neighboring node is mainly possible in the presence of the upward traffic to the neighboring node. The ETX calculation and RANK value are updated when sent to nodes, such as in control messages and generic packets. Based on the updated ETX and the RANK of the DIO message of the neighboring node, the optimal parent is selected and the DODAG topology is updated. RPL is based on CTP and is suitable for data collection. The reliability of upward traffic is higher than that of downward traffic. As the child node always selects the parent based on itself, the link update from the child node to the parent is frequent and accurate, whereas the link between the child nodes viewed from the parent node may be slow or inaccurate. When the link from the child node to the current parent node is identified as unstable, it is possible to quickly update the link and locate a new parent. However, even if there is a loss of downward packets from the parent node to the child node, it does not affect the change of the parent of the child. In addition, even if there is traffic to a neighboring node, a lack of persistence will make the change of the parent not work well.
When the difference between the RANK value of the current parent and the new best parent candidate does not exceed a certain threshold value, the parent node is not changed. Therefore, many downward packet losses are generated in a dynamic environment in which a fast parent change occurs.
To solve the above problems, a quick parent-change method is proposed. When the previous parent node of the MN uses the technique proposed in section ''Downward traffic support scheme under mobility,'' it sends 1-bit information in the packet to broadcast. Figure 7 shows the 802.15.4 format, including the flow control field of the MAC header. In the flow control field of the MAC header of the broadcasted packet, the information sent to the 1 bit can be used to immediately change the parent with the MN that receives the packet. Figure 8 shows the control message processing and the parent selection process of the MN. The MN periodically broadcasts a DIS message to request the neighboring nodes for DIO messages and provides its own location information. However, the MN does not function as a routing node. If the MN acts as a routing node or a parent node, movement of the MN results in a network fault for the lower node. The MN is allowed to perform the role of the terminal node alone to avoid any confusion in the network. In the RPL, the MN does not function as a router, but only as the terminal node. Therefore, the DIO message is not generated and transmitted to the neighboring node.
The MN receiving the DIO message modifies the parent list based on the information and updates the rank through the OF. Subsequently, the MN undergoes a process to select a new parent. If the rank value of the best parent candidate is smaller than the rank value of the current parent, and if the difference between the two ranks is greater than a specified threshold value, the MN reselects and changes the parent. Specifying the threshold value in parent selection prevents frequent parent changes. The overhead incurred by changing the parent may be larger than when it is not changed.
However, the existing method is inappropriate for a MN that must quickly reselect a parent and update the route. The MN receiving the packet from the neighboring node checks a reserved_bit of the flow control field of the MAC header to proceed with the change of the parent. In this case, the threshold value is not considered, and the node whose rank value is best among the parent list is selected as the parent. This is because the MNs need to make parent changes faster to reduce invalid routing information while maintaining the link. When the parent changes, the DAO message is immediately sent to the root node. The root node that has a routing table for the entire topology receives the DAO message and modifies the route. This technique improves the reliability of downward traffic, reduces the delay time, and supports fast path recovery through rapid parent selection in a dynamic environment where mobility exists in RPL.
Analysis of packet overhead
Network packet overhead in a mobile environment varies greatly depending on the moving direction and speed of the MNs, making quantitative analysis difficult. Therefore, for packet overhead analysis, it is assumed that the MNs are disconnected at a constant rate from their preferred parent and receives downward packets at regular intervals.
When an MN receives d downward packets for t time, the MN receives one downward packet every t=d time (d ø 1). The MN disconnects from its preferred parent, causing m downward packets to go the wrong previous path for t hours. The total number of MNs in the network is N MN .
The wrong downward path to the MN is restored to the correct path by the MN sending a DAO message. In the NETWORK standard which is a standard RPL network without IM-RPL implementation, it takes up to DAO cycles (Period DAO ) for the wrong downward path to be correctly recovered. If t=d is less than Period DAO , then up to PeriodDAO=(t=d) downward packets will be lost before path recovery. However, in IM-RPL implemented network NETWORK IMÀRPL , downward packets sent through the wrong path are also forwarded to the MN using the technique discussed in section ''Downward traffic support scheme under mobility,'' and the path is quickly restored using the technique detailed in section ''Quick parent-change support scheme.'' The MN will send a DAO message for path recovery within t=d time even if the preferred parent of the MN is disconnected. Therefore, m imÀrpl which is m value in NETWORK IMÀRPL has a smaller value than m standard which is m value in NETWORK standard
The number of downward packets sent to an MN over time t in NETWORK standard is d. Here, implementing IM-RPL and using the technique discussed in section ''Downward traffic support scheme under mobility,'' the number of downward packets to one MN in t time
where NB prevP is a neighbor nodes set of the MN's parent node and NB MN is a neighbor nodes set of the MN when the MN is disconnected from its parent. NB prevP \ NB MN is a set of nodes that are neighbors of the previous parent node of the MN and at the same time are neighbors of the MN. The nodes can deliver the downward packet transmitted to the wrong path to the MN. In equation (2) where NDAO standard is the number of DAO packets made by an MN in Network standard .
Since the MN disconnected from its parent node is not neighbor with the parent node, NBprevParent \ NBmn is a small value, and m imÀrpl is smaller than m standard , so it can show high reliability with little additional overhead.
Experiment
In this study, the TSCH MAC protocol-based 802.15.4e with high reliability in industrial low-power and congested environments is tested. In the case of CSMA/CA, which is one of the industrial IoT protocols, it is difficult to secure reliability in environments where industry-specific characteristics exist, such as increases in the number of nodes, interference, avoidance, multi-channel, multi-hop, and low power. TSCH avoids collision between competing nodes, increases packet throughput, and guarantees performance in multi-channel, multi-hop environments through channel hopping. In this study, experiments have been conducted using hardware devices and a simulator in the OpenWSN 37 environment.
As mentioned in section ''Related work,'' there are many techniques for dealing with metrics for parent changes, neighbor monitoring, and upward packet reliability in a mobile environment. However, there is a lack of research that focus on the loss of downward traffic in mobile environments. Therefore, in this experiment, which measures the performance related to downward packets, comparisons with other techniques that focus on upward traffic will not make much sense. As an alternative, we compare only two schemes, standard RPL and IM-RPL.
Experiment using hardware devices
The hardware device used is OpenMote, 38 which is showed in Figure 9 , and it is based on CC2538.
The topology is configured as shown in Figure 10 and has distances of two hops, three hops, and four hops from the MN to the root node. The MN moves around the static node, which is the farthest from the root node. The topology includes one root node, one transmission node (packet generator), one MN (packet receiver), and five static nodes. Node A is the root node, nodes B to G are the static nodes, and node H is the MN.
The experiment environment parameters are shown in Table 1 . In the verification of the experiment, the MN must deviate from the transmission range of the parent node. However, as the transmission range of CC2538-based OpenMote is 50-100 m, this is a significant challenge. For the mobility experiment, a 15 dBm attenuator is installed in each node to reduce the transmission range by 30 dBm attenuation. In the experimental scenario, Node A generates downward packets, transmits packets to the MN every 3 s, and does so for 5 min. Through experiments, the packet reception rate and transmission delay of the MN are confirmed. Figure 11 shows the receiving signal strength value according to OpenMote's transmission distance and is derived from the Friis technique, a free-space radio loss model. The theoretical values were verified using a tool distributed by TEXAS INSTRUMENTS. It indicates the receiving signal strength indicator (RSSI) value for the distance used by the CC2538-250 kbps communication chip and is the theoretical value for the TX power of 0 and 230 dBm, respectively. The tool from TEXAS INSTRUMENTS is based on an environment that uses 2.4 GHz bandwidth and satisfies line-of-sight (LOS). Figure 12 shows the measurement of the receiving strength values according to the transmission distance of OpenMote after 0 and 15 dBm attenuation on each node. The measurements were taken by using two OpenMote units based on CC2538, and the RSSI values were measured based on the distance of the nodes. Figures 11(a) and 12(a) show that if the TX power is 0 dBm, the maximum limit distance for receiving packets is 80 m from the theoretical value and 50 m from the measured value. Figures 11(b) and 12(b) show that if the TX power is 230 dBm, the limit distance for receiving packets is 4 m from the theoretical value and 4 m from the measured value. If the distance exceeds the limit distance, each node cannot recognize the packet. MNs are assumed to move objects in the industrial environment, such as an AGV, a mobile workbench, and workers, at the speed of 3 m/s. The experiment environment was constructed with a speed of 0.24 m/s at a 4 m range, assuming the mobility of the vehicle of 3 m/s at a 50 m range.
Resynchronization and routing update delay. TSCH requires synchronization of inter-node for communication, and it is established by a beacon message. The control messages such as DIS, DIO, and DAO that construct the DODAG managed by the network layer are based on this synchronization. There is no problem in selecting a new parent under synchronization according to the movement of the MN or in participating in the network. However, if it is in an asynchronous state, communication is not possible, and it is synchronized after receiving the beacon message.
In TSCH, the channel is continuously changed for each timeslot via channel hopping. In the asynchronous state, the channel for receiving the enhanced beacon message also changes continuously, resulting in a long Figure 10 . Topology_1, topology_2, and topology_3 in experiment using hardware devices.
time to synchronize. This interferes with establishing communication between nodes and increases latency. To reduce the resynchronization time, the time of synchronization is reduced by fixing the standby channel of the enhanced beacon in the asynchronous mode. In addition, in the OpenWSN environment, a DAO message is sent periodically through the timer. However, choosing a new parent and immediately sending a DAO message to the root node can lead to an update of the fast topology routing table. To do this, the DAO message is set to be transmitted immediately after the parent change. Figure 13 is a graph of the average latency from the MN's asynchronous state in the OpenWSN until it joins the network and changes the routing path of the root. The proposed method is applied to OpenWSN, and the time from desynchronization to synchronization is reduced from 26 to 15 s.
Performance evaluation. The proposed method can perform differently depending on the deployment of the topology. Therefore, three different topologies were experimented with, as shown in Figure 10 . Topology_1, topology_2, and topology_3 have two, three, and four hops, respectively, from the MN to the root. The movement path is as shown in Figure 10 . Figure 14 shows the end-to-end packet reception ratio (PRR) of the MN according to the hop distance and the topology. IM-RPL (the proposed scheme) is more reliable than standard RPL because it can receive packets through neighboring nodes, even if the MN exits the transmission range of the previous parent. In the RPL, when the MN is outside the transmission range of the parent and cannot receive downward traffic, a new parent is selected through the control message, and packet loss occurs until the routing path is updated. As the number of hops increases, the distance from the MN to the route increases, and the packet reception rate is slightly reduced. The difference between the average PRR for the proposed method and RPL is approximately 20. Figure 15 shows the end-to-end transmission latency of the MN after moving it. The transmission delay time is measured after the MN leaves the transmission range of the parent and until the next packet is received. The proposed scheme can receive the packet from the neighboring node through the downward traffic retransmission method even if the MN exits the transmission range of the parent node. Thus, it is confirmed that the transmission delay time of the proposed scheme is less than 4 s. For the standard RPL, if the MN does not receive the downward traffic outside the transmission range of the parent, the MN reassigns the parent through the control message, and the transmission delay occurs until the routing path is updated. Figure 15 shows that an average transmission delay of 16 s occurs. Figure 16 is a graph of the PRR according to the moving speed of the MN. In the proposed scheme, the moving speed of the MN is an important factor. To apply the proposed scheme, the MN must select a new parent and transfer the mobility information to the parent. The speed limit is the time that guarantees the entire update time of the routing path after exchanging control messages with the neighbor node, selecting a new parent, joining the network, and transmitting the DAO to the root node as the node moves. When the speed of the MN exceeds the speed limit, it is difficult to apply the proposed method, and the PRR drops sharply. In other words, a problem occurs because the node speed is higher than the time required for network participation. In this experiment, the transmission range of the node is 4 m, and the average time required to update the path by participating in the new network is 16 s. Therefore, a problem occurs when the MN Figure 13 . Average latency from the asynchronous state to route update of mobile node. moves by more than 4 m within 16 s. In the experiment, the limit speed is set to 0.25 m/s, which is 4 m/ 16 s, and the PRR sharply decreases when the speed exceeds the limit speed. In Figure 16 , it can be seen that when the MN is slower than the limit speed, the reliability of IM-RPL is higher than that of standard RPL owing to the application of the proposed scheme. However, the PRR is drastically reduced when the MN is over limit speed. As the speed increases, the PRR of the proposed method and RPL converge to similar values, and it is observed that the proposed scheme does not affect the PRR of the MN. In addition, as the quick parent-change method is applied, the MN receives the packet from the neighboring node. It checks the MAC header control field of the packet and immediately changes the parent having the highest rank among the parent list for supporting fast path recovery. It is confirmed that when the quick parent-change method is added, the reliability of the PRR is higher than that of the IM-RPL.
Overhead evaluation. Overhead comparison experiments were conducted to investigate the influence of control messages and retransmission messages on network performance. For broadcast messages for DIO, DIS, and retransmission, the TSCH transmits in a contentionbased manner on the first slot (share) of the superframe. The shared slot is a slot for transmitting beacon messages, keep-alive messages, and control messages for network establishment. Therefore, the increase of the number of control messages and broadcast messages cause a collision between the nodes in the shared slot and a high probability of transmission failure, and it adversely affects information transmission and topology updation. In addition, although the DAO message is transmitted from a dedicated cell, the increase of the control messages may increase the total traffic in the network, thereby deteriorating the overall performance. In the experiment, the control message period is 60 s for the DAO message, 30 s for the DIO message, and 10 s for the DIS message of the MN. The experiment was based on topology_2 in Figure 10 . Figure 17 shows the number of control messages generated by the RPL. The node comprises eight nodes, from node A to node H, including a root node, a onehop distance node from the root, a two-hop distance node from the root, and a MN. Node A periodically generates only DIO messages as a root node, and 10 DIO messages were transmitted to neighboring nodes for 5 min. Node A manages the entire routing path as the root node and does not generate the DAO message for updating the downward routing information. In the case of nodes B and C, which are located one-hop away from the root node, there is no change in the topology, and DAO messages are transmitted once every 60 s and five times in the experiment. Nodes D, E, F, and G located two hops away from the root node are affected by the DIS message of the MN and propagate the DIO message to the neighboring node more frequently than the existing period. According to the experimental path, nodes E and F, which are frequently exposed to the transmission range of the MN, receive more DIS messages than nodes such as D and G deployed at the end of the topology. On average, it can be seen that the nodes of 2-hop distance transmit the DIO messages 15 times more compared to the 10 DIO messages transmitted in case of the 1-hop distance. As nodes A through G are assumed as static nodes, they do not generate DIS messages. Mobile node H only acts as a terminal node; it does not generate a DIO message. The MN periodically sends a DIS message to the neighboring node to identify a new parent and update the path. In the experiment, one DIS message was generated every 10 s. During the experiment, 30 DIS messages were generated. As node H moves and continuously changes the new parent, it generates a DAO message and transmits it to the root node. The MN generates more DIS messages and DAO messages than other nodes. Figure 18 presents the number of control messages and retransmission messages in the IM-RPL. The number of control messages from the A to G nodes is similar to that of RPL. The broadcast message for retransmission of the proposed scheme occurs at nodes D, E, F, and G, which are the parent nodes of mobile node H. The average number of broadcast relay messages of 2-hop distance nodes is seven. In case of a DAO message, IM-RPL created eight more DAO messages with frequent parent changes than the standard RPL. This was done by using the fast parent-change support technique and addressing OpenWSN problems such as synchronization delay. Table 2 shows the number of control messages and the rate of change in the case of RPL and the proposed scheme. The message increase rate is 20.7%, and there is almost no change. Only the MN generates DIS messages, and the total number of generated messages was 30. The number of DAO messages in the proposed scheme increased by 18% more than RPL. The total number of control messages in the experiment was 203 in the RPL and 210 in the IM-RPL, and the total message increase ratio was 3%. Table 3 lists the number of retransmission messages for downward traffic in standard RPL and the proposed scheme. The retransmission message can be changed according to the number of retransmissions of Algorithm 2. The number of retransmissions is set to 1 in the experiment. In the proposed scheme, there are broadcast overheads for transmitting downward traffic to neighbor nodes, and 31 additional broadcast retransmissions occur as compared to RPL.
According to the 802.15.4e standard, each slot in the TSCH is 10 ms. In this experiment, the slotframe consists of 9 slots and has a length of 90 ms per superframe. The superframe has one shared slot and eight dedicated slots, which can be adjusted as per user requirements. Broadcast messages such as Beacon, DIS, DIO, and retransmission messages are transmitted in a shared slot, and general upward/downward packets and DAO messages are transmitted from a dedicated cell to a neighbor node. Although the increase of packet overheads in the proposed scheme can induce collisions and an increase in energy usage, the control message and the retransmission message overhead, which are generated in the proposed scheme, are not that high as compared to standard RPL.
Experiment using a simulator
The OpenWSN simulator is used to compare the performance of IM-RPL against standard RPL to evaluate performance in less constrained topologies for longer periods of time.
The propagation model of the OpenWSN simulator is based on the Pister-hack model. 39 The RSSI is calculated by subtracting a uniform random value between 0 and 40 dB from a value derived from the Friis model, a free-space radio loss model. In this simulation, the TX power of all nodes is set to 230 dBm. Figure 19 depicts a measure of the ratio of packet reception according to the distance between two nodes using the simulator. When the distance between the two nodes is within 2 m, more than 80% of the PRR is shown, but it is lowered below 50% at more than 5 m and 10% of PRR at 15 m.
In each simulation, the root node sends User Datagram Protocol (UDP) packets to the MN for 5 h at a 30 s cycle to measure the PRR in the downward traffic. The maximum number of retransmissions of the MAC layer is 3, and the control message period is 60 s for the DAO message, 30 s for the DIO message, and 10 s for the DIS message of the MNs. The topology comprises topology_A and topology_B, as shown in Figure 20 . Topology_A includes one root node, four static nodes, and one MN. The static nodes and root node are linearly located at 4 m intervals. The MN Figure  20 . PRR according to the speed of the MN was measured in topology_A, and the same was measured according to the number of MNs in topology_B. Figure 21 shows the PRR at topology_A with MN speeds of 0.12, 0.24, and 0.36 m/s. The standard RPL values are 29%, 24%, and 20%, and the IM-RPL values are 78%, 79%, and 77%, respectively. In the standard RPL, the speed of the MN increased from 0.12 to 0.36 m/s, resulting in a 9% decrease in PRR and a large change depending on the speed of the MN. The faster the MN, the more often the parent switch occurs. The MN needs to receive more than a certain number of packets from the neighbor nodes to perform the parent switch, and it takes time to update the downward routing information of the root node even after the parent switch occurs. However, in the case of IM-RPL, even if the speed of the MN is increased to 0.36 m/s, the PRR does not vary significantly. IM-RPL is very reliable for downward traffic by updating the routing information quickly and forwarding retransmission packets through neighboring nodes even if the MN exits the transmission range. However, if the MN becomes faster, the PRR in IM-RPL will also decrease. Figure 22 presents the PRR when the number of MNs moving at a constant speed of 0.12 m/s in topology_B is 1, 2, and 4. The PRRs in standard RPL are 22%, 24%, and 20%, and those in IM-RPL are 96%, 96%, and 94%, respectively. In both standard RPL and IM-RPL, increasing the number of MNs has no significant effect on PRR. Rather, incorrect routing information will have a significant effect on the PRR of downward traffic. In IM-RPL, even if the root node sends a downward packet in the wrong path, it can be delivered to the correct destination through the retransmission method, and it records very high PRR values because it updates the information quickly with the quick parent-change method. In Figure 22 , the PRR for IM-RPL is higher than that in Figure 21 . This is because a node in topology_B has more neighboring nodes than one in topology_A and nodes in topology_B can forward more broadcasted packets. This creates a higher probability of receiving a packet.
Unlike in the simulation environment, the difference in PRR by the number of MNs will be larger in the real world owing to greater radio interference.
Overhead evaluation. The overheads are compared in the same simulation. The RPL control messages DIO, DAO, and DIS transmitted are defined as overheads. In the case of IM-RPL, the broadcast messages for retransmission and the packets that forward the broadcasted message to the MN are also defined as overheads. Figure 23 shows the total overhead incurred in topology_A. In each scheme, the overhead difference according to the speed of the MN is not large, but the overhead in IM-RPL is approximately 19%-22% higher than that in the standard RPL. This is because, in IM-RPL, the MN sends more DAOs as soon as they switch their parent, and the retransmission scheme incurs the additional overhead. However, this overhead is not as much as in the case of PRRs, which increase by approximately 48%-56%. Figure 24 presents the total overhead incurred in topology_B. In both standard RPL and IM-RPL, the greater the number of MNs, the greater is the overhead. This is because the number of DIOs increases owing to the DIS transmissions of the MNs. The overhead in IM-RPL is approximately 9%-30% higher than that in standard RPL because of the added overhead due to the IM-RPL retransmission scheme.
The results in the simulations are similar to those in the experiments using hardware devices. IM-RPL recorded much higher PRRs with little overhead compared to the existing RPL. Owing to the poor performance of the OpenWSN simulator, the same could not be simulated in a large topology with very many nodes.
Conclusion and future work
This article discusses the problems caused by MNs in RPL and proposes a retransmission technique that can increase the performance of downward traffic to the MNs by using control packets, neighbor nodes, and a fast parent-change support technique in a dynamic environment. Experiments and simulations were performed in OpenWSN's TSCH. The proposed scheme has high reliability and low transmission delay as compared to the standard RPL. The performance evaluation using hardware devices reveals that the MN should not exceed the limit speed for the proposed scheme. In addition, the control message and the broadcast overheads for retransmission generated by the proposed scheme were measured. It indicated a PRR improvement and a low transmission delay time based on the appropriate overhead message. This can address various mobility problems, applications, and user QoS aspects required in industrial environments.
Although the conducted experiments were based on the non-storing mode, the proposed method can be applied to the storing mode as well. Further experiments in this area will involve implementing the storing mode in OpenWSN's TSCH environment and experimenting based on each mode's characteristics. This will help identify and test the real-time environment applications that must be performed in a certain time period in an industrial environment, as well as experiments on a plant or factory.
