Abstract Flume tanks are becoming increasingly important research tools in aquatic ecology, to link biological to hydrodynamical processes. There is no such thing as a ''standard flume tank'', and no flume tank is suitable for every type of research question. A series of experiments has been carried out to characterise and compare the hydrodynamic characteristics of 12 different flume tanks that are designed specifically for biological research. These facilities are part of the EU network BioFlow. The flumes could be divided into four basic design types: straight, racetrack, annular and field flumes. In each facility, two vertical velocity profiles were . In those flumes equipped with Acoustic Doppler Velocimeters (ADV), time series were also recorded for each velocity at two heights above the bottom: 0.05 m and 20% of the water depth. From these measurements turbulence characteristics, such as TKE and Reynolds stress, were derived, and autocorrelation spectra of the horizontal along-stream velocity component were plotted. The flume measurements were compared to two sets of velocity profiles measured in the field.Despite the fact that some flumes were relatively small, turbulence was fully developed in all channels. Straight and racetrack flumes generally produced boundary layers with a clearly definable logarithmic layer, similar to measurements in the field taken under steady flow conditions. The two annular flumes produced relatively thin boundary layers, presumably due to secondary flows developing in the curved channels. The profiles in the field flumes also differed considerably from the expected log profile. This may either have been due the construction of the flume, or due to unsteady conditions during measurement. Constraints imposed by the different flume designs on the suitability for different types of boundary layer research, as well as scaling issues are discussed.
Introduction
Research on the interaction of water flow with biological processes plays an essential part in many marine and freshwater studies. Examples of such research are: fundamental biodiversity studies (Leonard et al. 1998; Shimeta et al. 2001) , transport and accumulation of particles or pollutants in aquatic systems (Butman et al. 1994; Nepf et al. 1997; Widdows et al. 2000) , biomechanics (Denny et al. 1985; Riisgård and Larsen 1995) , applied aquaculture research (Dolmer and Frandsen 2002; Hawkins et al. 2001) , studies on coastal erosion (Mö ller et al. 1999 ) and biofouling (Berntsson et al. 2001) . Benthic or bottom-dwelling organisms in marine and freshwater systems depend on ambient water flow conditions for their supply of food, oxygen and for the removal of waste products (Fréchette et al. 1989) . Water currents also determine fertilisation in the water column of gametes of both plants and animals (Ackerman 1997; Havenhand and Svane 1991) and if and where planktonic larvae can settle (André et al. 1993; Eckman and Duggins 1998) . Flow velocities and turbulence intensities (i.e. variance to mean ratio) have major effects on sediment structure, erosion and sedimentation processes (Blanchard et al. 1997; Paterson et al. 2000) , which in turn have an effect on the local biota and on morphodynamics (Herman et al. 2001) . Both large-and small-scale hydrodynamic processes are therefore essential in shaping aquatic communities. Conversely, biological structures such as reefs and large aggregations of bivalves, as well as kelp, seaweeds and seagrass beds, may have a significant effect on the flow regime (Goring and Nikora 2002; Granata et al. 2001) , whilst sediment characteristics, such as erodability are influenced by e.g. microbial mats .
The last few decades have seen a remarkable improvement in our understanding of boundary layer processes. The benthic boundary layer is the transitional region in the water column between the solid bed surface and the freely flowing water layers higher up, where the flow is directly influenced by the presence of the bed. In particular technological innovations such as the development of Acoustic Doppler Velocimetry (ADV), Laser Doppler Anemometry (LDA) and Particle Image Velocimetry (PIV) have improved our ability to measure flow velocity and turbulence levels with high spatial and temporal resolution. Our understanding concerning large-scale circulation processes is also relatively well-developed. Provided that information is available on the forcing of the large-scale circulation of a system, together with reasonably detailed mapping of the bathymetry, it can be modelled quite accurately. However, as (Boudreau and Jørgensen 2001) point out, the interactions between organisms and their physico-chemical environment are E. Schaaff Centre d'Océ anologie de Marseille, Stn Marine Endoume, F-13007 Marseille, France extremely complex and hitherto poorly understood. The manner by which boundary layer physics affects biology and, equally importantly, how boundary layer hydrodynamics is affected by biota has been identified as one of the most challenging fields of research for the coming decades (Boudreau and Jørgensen 2001) .
Flume tanks in which water flow can be monitored and manipulated are essential tools for ecologists working in this field. Some research requires careful control of conditions such as: temperature, light level, chemical composition of the water, etc. in a flume tank, whilst in other research a close approximation to the field situation is more important. Some flumes are designed to carefully control and manipulate the hydrodynamic regime, whilst others are designed to investigate the effects of e.g. wave action. Spatial scale is an essential dimension in fluid dynamic processes which also creates methodological problems, particularly to biologists. Physicists often work with scale models and use fluids with modified viscosity to scale their experiments up or down to a convenient size. Living aquatic organisms cannot be scaled up or down, and they generally do not tolerate submersion into fluids other than those forming their normal habitat. Since physical rescaling is often impossible, flume size is a major design issue.
Because the building of medium to large-scale flume tanks is costly, relatively few of these flume tanks are in operation. Seventeen European institutes all working with benthic flume tanks have now been united into a network (BioFlow 1 ) to share expertise, information and facilities. Nowell and Jumars (1987) published an overview of theoretical and experimental considerations for the construction of benthic flumes and the interpretation of data that these set-ups produce. For example, one of their recommendations for the production by flumes of an acceptable bottom boundary layer is that they should have a width to depth ratio of at least 5:1, although 10:1 would be preferable. Flume tanks for biological work tend to be compromises between hydrodynamical optimisations on the one hand, and practical and financial constraints on the other. Each institute has a unique flume facility designed for a specific type of research, and each research group has by definition made some compromises along the way. To examine how these different designs in size and shape compare to each other hydrodynamically, and to evaluate the consequences of flume design, we devised an experiment to characterise the benthic boundary layers in these different flumes.
Aim of the experiment
The flume tanks of the BioFlow consortium are all used to link biological processes to hydrodynamic parameters such as flow velocity, shear velocity, bottom shear stress and drag. Our results, and the interpretation of these results, are influenced directly by 1. The hydrodynamic characteristics of our flume tanks. 2. The methods by which the hydrodynamic parameters are measured and calculated.
This joint experiment was set up to evaluate and compare the characteristics of the different infrastructures within the consortium, and to assess the effect of different methods of calculating the most important hydrodynamic parameters. See Table 1 for a list of symbols and hydrodynamic parameters.
Materials and methods
Flume tanks may be fitted with a very wide range of equipment for measuring current velocities, turbulence characteristics, turbidity as well as observation equipment for behavioural research, sediment characteristics etc. The flumes within the consortium differ widely in design: some flumes are designed for fresh water, most are designed for seawater; some are temperature controlled, some are laboratory facilities, others are field set-ups and there are facilities that are portable and can be used in the lab as well as in the field. Also, not everyone has access to the same measuring equipment, although all labs had some method for determining flow velocity.
There was a considerable array of different flow measurement equipment present, varying from LDA, ADV, induction flow meters, ultra sonic equipment to hot film probes. A large part of the participating members had access to an ADV (either Sontek or Nortek), allowing direct calculation of turbulence characteristics.
The joint experiment was therefore split into two parts:
• All participants were to supply two velocity profiles, measured under specified conditions. From these profiles we calculated: boundary layer thickness (d); shear velocity (u * ); roughness height (z 0 ); and, if a measure of variability of the velocity components was available, turbulence intensity (TI).
• Members with access to an ADV also supplied four time series, measured at specified heights and under specified conditions. These data were used subsequently to calculate TI, Reynolds stresses, Turbulent Kinetic Energy (TKE), as well as autocorrelation spectra of the individual velocity components to identify how well-developed the turbulence was in the different set-ups.
Environmental characteristics
All participants supplied details on the flume characteristics, such as basic design, shape of the test section, dimensions and experimental conditions. To reduce sources of variability, member institutes were asked to conduct the experiments at a temperature of 15°C, salinity of 30 ppt, and over a hydrodynamically smooth, preferably hard surface. For some of the set-ups this was not possible, because the flume was positioned in the field or no salt water was available.
Vertical velocity profiles (all set-ups)
Two velocity profiles were measured at free stream velocities (U ¥ ) of 0.05 and 0.25 m s -1 . If the measurement device allowed this, the individual velocity components (u, v and w) were supplied, although for some only total velocity magnitude data were available. At least 8 points inside the boundary layer were measured to calculate the law-of-the-wall regression (Schlichting 1979) . Most participants were able to supply data points measured outside the boundary layer, into the free stream velocity. In a few set-ups, the boundary layer occupied the whole water column, or the measuring device was unable to reach high enough to establish the boundary layer thickness. Everyone was asked to include in their vertical profiles at least 1 point at 0.05 m above the bottom surface and 1 point at 0.2 · H above the bottom surface (where H = water depth).
One of the set-ups (the one from AWI on Sylt) is a field flume in which velocity cannot actually be regulated, but the tidal flow is led through a channel system where some of the lanes widen and some narrow to decrease or increase flow speed. In this set-up three profiles were measured one in a widening channel, one in a channel that did not change in width and one in a narrowing channel.
In addition to the flume measurements, three profiles were available of ADV measurements in the field. ).
Time series measurements (only participants with an ADV)
A total of four time series were measured: two at each of the previously mentioned velocities, at heights of 0.05 m above the bottom and at 20% of the water column depth. At the time the experiments were designed, no overview was present of the characteristics of all the participating flumes, therefore reference heights were picked on the basis of the experience of two of the authors. Subsequently, for some of the set-ups, it was found out that these reference heights were outside the boundary layer. Each time series was measured with a sample frequency of 25 Hz and for a duration of at least 330 s. This yielded just over 8,192 data points for each time series, suitable for spectral analysis, and sufficient to resolve the relevant velocity fluctuations expected in the flumes.
Field measurements
Nearly all our flume tanks are designed to produce steady, unidirectional flow, with a constant water depth. In estuaries, water depth and flow velocity change continually under the influence of tides. This makes a direct comparison between flume flow and boundary layer flow in the field often difficult. We selected a few data sets collected in the field where, over the course of the measurement, both water depth and flow velocity were quite steady. It is important to note that we do not consider these field measurements to be representative of ''the normal field situation''. These field profiles simply serve to identify possible scaling mismatches between flume and field, and to identify flow artefacts introduced by flume design.
The data from the Saltö channel in Sweden were collected with a single ADV, measuring consecutive points. Tidal differences in this area are minimal, and the flow is predominantly wind driven over a relatively smooth sand bed. Two data sets were selected, one with a free stream velocity of about 0.07 m s -1 , and the other at 0.22 m s -1 , close to the defined experimental conditions. Individual profiles were collected within about 10 min, and flow conditions and water depth did not change appreciably over the data collection period.
The data from the Oosterschelde were collected with an array of three ADVs. One of these was always fixed to measure at 0.30 m above the bottom, the other two were repositioned by a diver eventually resulting in a profile up to 30 cm above the bed, with 1 cm intervals in the lower 10 and 2 cm intervals in the upper 20 cm. The sediment in the area where these measurements were taken consisted of fine, fairly smooth sand, without any clear ripple structure. The tidal range in the Oosterschelde is nearly 4 m, so water depth and flow velocities tend to change very rapidly. The total profile from this system was collected on the ebb tide within 15 min, each measuring point comprising 30 s of data. The data from the fixed ADV were used to check that flow velocity did not change significantly over the measuring period. Within these 15 min, the water level dropped from 3.50 to 3.40 m, i.e. the water column height varied by a maximum of 3%. A stiff breeze caused non-breaking surface waves. However, wave oscillations did not penetrate down to the bottom.
Data processing and subsequent calculations
All the data collected from the various partners were first standardised to SI units. From the flow profiles, shear velocities and roughness length were estimated using the law-of-the-wall regression
where " u (z) is the mean velocity at height z, u * is the shear velocity, j is the Von Karman constant (j%0.4), z is the distance from the bottom and z 0 is the roughness height.
For all the datasets from which a measure of the standard deviation was supplied for the velocity components, we calculated the TI at 0.05 m above the bottom and at 0.2 · H, according to the following equation
giving a relative measure for turbulence (s indicates standard deviation, modified after (Gambi et al. 1990 ). Some datasets contained only 2D data, in which case the w component was ignored.
From the ADV time series, we estimated the TKE. This parameter can be defined as the turbulent energy content per unit mass (J kg -3 ). It can be estimated from the fluctuating velocity components
Since the density (q) is more or less constant over the range of scales considered in our flume experiments, it is left out of the equation, and we end up with the units m 2 s -2 . Furthermore we calculated the momentum flux in the vertical direction, which is also calculated from the velocity fluctuations
This turbulence driven momentum flux is known as Reynolds stress. Finally, autocorrelation spectra on the along stream component (u) were calculated for both velocities, and at each of the two reference heights, using fast Fourier transformation. If no energy is added by the mean flow, nor removed by viscous dissipation, the energy flux across the intertial subrange is constant and equal to the energy dissipation rate at the small-scale end of the spectrum. The spectrum of TKE depends only upon the dissipation rate. Dimensional analysis shows that in a fully turbulent regime this spectrum falls off proportional to k -5/3 , where k is the wave number. This is known as the Kolmogorov -5/3 law (Tritton 1988; Tennekes and Lumley 1999) . Using Taylor's ''frozen turbulence'' hypothesis, which allows time scales to be converted into spatial scales, we can use the autospectra of the velocity components measured with an ADV to examine if the slope in the inertial sub-range follows the -5/3 law (Nikora et al. 1997) . This allows us also (if the measuring frequency is sufficiently high) to identify the length scale of the eddies below which energy dissipates due to viscosity. This size range of the smallest eddies in the flow regime is known generally as the Kolmogorov length scale.
Brief description of all flumes involved in this experiment, and identification of measuring equipment Thirteen institutes provided data series from 12 different flume facilities. Seven of these facilities have straight flume tanks: The Rostock facility, as an example of a straight flume is pictured in Fig. 1A .
Two facilities have racetrack flumes (see Fig Two institutes supplied data from annular flumes (see Fig. 1C for an example from the SOC flume):
• Southampton Oceanography Centre, belonging to the University of Southampton, UK (SOC) • Plymouth Marine Laboratory, UK (PML)
One institute supplied data from a system of field flumes (see Fig. 1D for the design of this specific flume).
• Alfred-Wegener-Institut fü r Polar und Meeresforschung located on the island of Sylt, Germany (AWI).
The AWI set-up consists of a series of channels, oriented along the direction of the main tidal flow. Three of these channels are of continuous width, but are constructed in a zigzag pattern, three channels widen before the test section, decelerating the tidal flow, and three channels narrow down in front of the test section, accelerating the flow (Fig. 1D) .
The dimensions of the various facilities are listed in Table 2 . For flume length the distance is taken from the entrance to the straight test section until the measuring device. Based on these dimensions and on the free stream velocities that were used in the experiments we calculated two types of descriptive Reynolds numbers for each flume (Table 3) . First of all a local Reynolds number (Re x )
where U ¥ is free-stream velocity, x is the distance the flow has travelled from the entrance of the test section to the measuring point and m signifying the kinematic viscosity of the fluid, which for sea water is in the order of magnitude of 1.36 · 10 -6 m 2 s -1 (Schlichting 1979 ). This parameter was not relevant for the annular flumes since these devices lack any entrance conditions. Secondly we calculated a channel Reynolds number (Re c ), based on the hydraulic diameter of the channel (4 · cross-sectional area/wetted perimeter).
Results

Vertical velocity profiles and boundary layer thickness
Vertical velocity profiles for all flumes are presented in Figs. 2, 3 for the free-stream velocities 0.05 and 0.25 m s -1 , respectively. Boundary layer thickness was derived from visual inspection of the semi-log graphs. For some flumes it was not possible to follow the velocity profile up to the water surface (air-water interface), and in the LOB flume the boundary layer extended all the way up to the water surface. Consequently, it was not always possible to estimate the boundary layer thickness. In Table 4 the water depth, boundary layer thickness and boundary layer Re (using the boundary layer thickness as the relevant length scale) are summarised for all velocity profiles. For the straight and racetrack flumes, boundary layers varied between 0.03 and 0.15 m for both free-stream velocities. No consistent difference in boundary layer thickness between the two velocities could be detected although, theoretically, a decrease of about 27% is expected for the higher velocity. The two annular flumes (SOC and PML) produced velocity profiles with a detectable, but compressed ( < 0.01 m) boundary layer. Boundary layers in nature may be even thinner, e.g. during the sheet flow of flood and ebb when the water is only centimetres deep, but Table 4 shows that the boundary layers in the Aquat Ecol (2006) annular flumes were also thin relative to the water depth. The profiles measured in the AWI field flumes showed boundary layers with variable velocity gradients. In these profiles the extent of the boundary layers is sometimes difficult to determine exactly, but in most profiles the boundary layer thickness appears to be between 0.1 and 0.2 m. Figure 4 shows that the boundary layers measured for natural flows in the field were well-defined and presumably extended beyond the range of measurements. Although the bed was fairly smooth at both locations where the measurements were taken, effects of upstream roughness affecting the shape of the boundary layer cannot be excluded. The majority of the velocity profiles showed a logarithmic layer in the lower part of the boundary layer and the fit to the log-linear relation (lawof-the-wall, Eq. 1) between local velocity and height above the bed was good to excellent with a few exceptions (Fig. 5) . The most notable exceptions were the two annular flumes with their thin boundary layers where it was not possible to measure enough data points to obtain a log-linear relationship with a good fit. Also in the field flumes the profiles did not fit the ''standard'' log profile very well. The regression lines of log-linear plots for all three types of channels in this facility showed an r 2 of around 0.6. The variability of the profiles is almost certainly due to the fact that these profiles were all measured in unstable flow conditions. It is therefore difficult to make a direct comparison between these set-ups and the other flumes. Therefore we have excluded the data from the field flumes from further comparison of derived flow parameters, such as shear velocity.
Shear velocity
Shear velocity (u * ) was estimated from regressions of measured velocity profiles using the lawof-the-wall model. The straight and racetrack flumes with a clear logarithmic layer produced shear velocities between 0.0016-0.0048 m s -1 at the lower velocity, and 0.0053-0.015 m s -1 at the high free-stream velocity (Fig. 6 ). On average this is 4.1 and 5.9% of the tested free-stream velocities, respectively. This level of shear velocity is expected from a smooth turbulent flow. The shear velocities estimated for the two annular flumes are very uncertain since the estimates of the regression slope are based on only a few measurements within the thin boundary layer. Many of the flumes show similar shear velocities compared to estimates from field boundary layers (Fig. 4) .
Roughness length
The regression of the velocity profiles based on the law-of-wall model also estimates the roughness length, a parameter correlated to bed roughness (z 0 ). Figure 7 shows that the roughness length for the flume flows differs substantially, by about four orders of magnitude. Large variability is expected since roughness length is estimated from the intercept of the law-of-the-wall model and is very susceptible to error in the slope estimate and the number of points used.
Comparison of all boundary layers
Due to the differences in water level it is difficult to make a fair direct comparison between the boundary layers in all tanks. A common way of dealing with this problem is by making both the velocity and the height above the bed dimensionless. Dimensionless velocity (u + ) is obtained by dividing the local velocity (u) by the shear velocity (u * ). Dimensionless height (z + ) is calculated as u Ã z=m, where m is kinematic viscosity (Dade et al. 2001 ). In Fig. 8A the dimensionless boundary layer for all straight and racetrack flumes are plotted. The annular flumes are left out here. All flumes have a clear straight section in the boundary layer, indicating the presence of a log layer. Most flumes have depths between 10 and 50 cm. We have constructed an ideal boundary layer assuming a water column with a fully developed boundary layer of 25 cm and a free-stream velocity of 0.25 m s -1 . This layer has a value of u * of about 0.01 m/s. Assuming a z 0 of 0.00001 m (a very smooth bed with little roughness), we created a boundary layer with the lawof-the-wall and calculated its u + and z + . This theoretical boundary layer is used to compare the boundary layers for the other flume tanks to. The slopes of the log layers in the flumes are all very similar and are all also similar to that of the theoretical boundary layer. There are conspicuous differences in the offsets though. In theory, the points of all dimensionless boundary layers over a flat plate should collapse into one single line (Dade et al. 2001) . For some flumes (NIOO and KUCORPI) the points from both velocities indeed appear to do this. However, for most other flumes there is a difference between the two datasets. For comparison, the data from the field measurements are shown in Fig. 8B . These also show a similar slope compared to the theoretical one. There is a difference in offset between the Oosterschelde and the Saltö channel, but the data from different velocities in the latter collapse on one line.
Turbulence intensity
Turbulence intensity (TI) is shown for two heights and for the two tested free-stream velocities in Fig. 9 . The two heights generally gave similar estimates. Except for the ROSTOCK and KUCORPI flumes, the TI tended to decrease when increasing the free-stream velocity. TI was 10-30% at 0.05 m s , they had to run their engines at extreme speeds and RO-STOCK also lowered the water level in their flume. The field measurements of TI were generally higher than those found in the flumes, in particular at the higher free-stream velocity.
Turbulent kinetic energy
Not surprisingly, a similar pattern as that for TI was found for the TKE, illustrated in Fig. 10A , B. For the flumes that could produce three-dimensional flow data at 25 Hz TKE varied from 1.7 · 10 -5 to 9.5 · 10 -5 m 2 s -2 at 0.05 m s -1 and from 1.9 · 10 -4 to 2.0 · 10 -3 m 2 s -2 at 0.25 m s -1 . The ROSTOCK and KUCORPI flumes produced very high TKE at 0.25 m s -1 , which is again, probably caused by the fact that these flumes are not designed for flow speeds above ca 0.15 m s -1 . Figure 10C , D, show TKE normalised to the square of the local velocity, to compare the flumes, while removing the effect of the differences in velocity at the reference heights. On a normalised scale, the TKE measurements in the NIOO, SOC and PML flumes were higher at the lower free-stream velocity. In the 0.05 m s -1 experiments, the TKE was similar to that found in the field. However, at the faster flow speed, TKE in the field was generally higher than in most flumes. Reynolds stress
In the boundary layer momentum should be transported from the water column towards the bed. Most flumes indeed show negative Re stress in the boundary layer, although the magnitude differs considerably (Fig. 11) . This can partly be explained by the dependence of Re stress on the relative position within the boundary layer, with Re stress decreasing when moving up through the boundary layer (Fig. 12) . Because of differences in boundary layer thickness among flumes, the fixed heights where data were collected to estimate Re stress will represent different relative positions in the boundary layer. On a velocitynormalised scale the KUCORPI flume produces large Re stresses at the lower speed, and both KUCORPI and ROSTOCK flumes show high values at the faster flow speed. This indicates that there is much added friction in these flumes. As indicated before, both these flumes were not designed to run at such high velocities. The added friction may have been introduced by surface ripples, caused by running these flumes at inappropriate speeds. Lowering the water level to reach 0.25 m s -1 in the ROSTOCK flume, will also have compressed the boundary layer and increased the Reynolds stress.
Calculation of shear velocity from Re stress and TKE Estimates of Re stress or TKE can be used as an alternative to the regression analysis of vertical velocity profiles to estimate shear velocity (Kim et al. 2000) . This is particularly useful in cases where it is impossible to get a sufficient amount of measurements in the boundary layer for an accurate estimate of the slope of the regression line. These calculations are based on the assumption that in the lower part of a fully turbulent log layer shear velocity (u * ) is related to Re stress as
and to TKE as 
where c 1 is a proportionality constant with an approximate value of 0.2 (Kim et al. 2000) . Both methods are based on the fluctuating velocity components and give very similar results in their estimates of u * (Fig. 13A) . The only real outliers (encircled in the graph) are the two data points from the ROSTOCK flume at the high velocity. Again, this is very likely a consequence of the extreme measures they took in order to reach the high flow speed. For all other series the estimates of u * using either the covariance method (i.e. based on the Reynolds stress) or the TKE method are very similar, although in the two higher velocity field measurements the estimates from TKE are relatively large, compared to those derived by the covariance method. We also compared estimates of shear velocity calculated from regressions of velocity profiles to estimates from the Re stress and TKE (Fig. 13B) . At 0.05 m s -1 the estimates are close to the 45°line, i.e. there is a very good agreement. At 0.25 m s -1 the estimates are less similar. Generally, in the field, calculations from Re stress and TKE gave higher estimates of shear velocity (star symbols), while in the flumes Re stress gave lower estimates compared to the regressions of the velocity profiles. In part, this may be explained by the fact that some measurements of Re stress and TKE were taken too high up in the flume boundary layer, whilst in the thick boundary layers found in the field, the measurements fell well within the constant stress layer. When measurements of flumes with thin boundary layers (i.e. 3 points from the annular flumes) and data series from flumes running at abnormally high speeds (KUCORPI and Rostock University at 0.25 m s -1 ) are removed, the fit is much better (Fig. 13C ).
Autocorrelation spectra of turbulent velocities
Time series of turbulent velocities sampled at 25 Hz were collected from eight flumes and for one field data set. All autocorrelation spectra clearly show that flow was turbulent for both , based on the y-intercept of the lawof-the-wall regression free-stream velocities (Fig. 14) . For most flumes there is an inertial sub-range region corresponding well to the expected slope of -5/3. However, for some of the data series the inertial sub-range is flatter, e.g. the GML, PML and LOB flumes. This flatter spectrum indicates either that energy in this range is added by the mean flow, or that the level of turbulent energy is so low that the spectrum is influenced directly by the Doppler noise error of the ADV (Nikora and Goring 1999) . The upper turbulence scale, i.e. the scale of the largest eddies in a flume, will be determined partly by the flume dimensions (Sanford 1997) . Figure 15 indicates that there is a relationship between flume width and the upper turbulence scale, although this relationship is not quite significant (P = 0.06). In the calculation, one outlier (see top of the graph) was omitted. This represents the high velocity data point from KU-CORPI. As pointed out previously, this flume was not designed for such high velocities, and the upper turbulence scale may have been influenced by surface waves, even though the inertial subrange had a slope very close to -5/3.
Secondary flow
Flumes are usually designed to produce a unidirectional flow with a minimum of large-scale, cross-channel (secondary) flows. Secondary flows Fig. 8 Plot of all velocity profiles from the straight and racetrack flumes using the dimensionless numbers z + and u + (see Table 1 may be caused by bends, propulsion devices, poor entrance/exit conditions and, as pointed out by Nowell and Jumars (1987) , unfavourable ratios between water depth and channel width. For straight flumes the distance from entrance to the working section has to be sufficiently long to allow dissipation of secondary flows caused mainly by bends, change in channel geometry, and propulsion. However, annular flumes do not have a straight section, and due to the elevation of the water level on the outside of the channel, there will be a cross-channel pressure gradient driving secondary flow. As a test of the presence of significant secondary flow patterns, we estimated the covariance between the v and w velocity components in all flumes where threedimensional flow measurements were provided. Covariance between the v and w components was small for all flumes at 0.05 m s -1 . At 0.25 m s -1 , the annular flumes (SOC and PML) showed a significant increase in the covariance indicating secondary flow structures (Fig. 16) . However, the mean u component was the primary component, representing >98% of the horizontal mean flow (u and v components). Also, the covariance estimated for the KUCORPI and the ROSTOCK (Fig. 10) . In the ROSTOCK flume the secondary flows are probably caused by the propeller hub, which stretches throughout the water column. Finally, the GML flume shows significant covariance between the v and w components.
Discussion
Methodology
Before the experimental protocol was distributed among the participating laboratories within BioFlow, no inventory was available describing the design and dimensions of the different facilities. Consequently selection of the two heights and velocities used in the experiment was based upon the experience of a few scientists using their own flumes. It turned out that some of the flumes were not designed to run at velocities as high as 0.25 m s -1 . In the ROSTOCK flume the water level was lowered, and the motor set to run at full power to reach the desired free-stream velocity. The KUCORPI flume was also set to run at absolute top speed, just reaching 0.22 m s -1 . Similarly, these two data sets stand out immediately with regard to the levels of turbulence, and both these data sets also show a rather high level in covariance between the v and w flow components. The initial assumption that for all the flume facilities measurements taken at 0.05 m above the bed and at 20% of the water depth would be within the boundary layer also turned out to be violated. Both the annular flumes (SOC and PML) as well as one of the straight ones (GML), had relatively thin boundary layers at both velocities. This has obvious consequences for estimates of Reynolds Stress, qu 0 w 0 , which denotes the flux of momentum in the vertical direction. Momentum transport will take place from high velocity areas towards low velocity areas, i.e. in the benthic boundary layer qu 0 w 0 should result in a negative value (Massel 1999; Tritton 1988) . PML therefore supplied a time series dataset recorded at a height of 0.005 m above the bed. This does indeed yield negative values for qu 0 w 0 , but since this is so close to the solid boundary, this data set is not directly comparable to the other ones. Particularly when we view the spectral density graphs, we can see that it looks very flat, and that the slope in the inertial Fig. 13 (A) sub-range deviates considerably from Kolmogorov's -5/3 law. So close to a solid surface the vortices and eddies in the water are presumably directly physically constrained in their size and fully developed turbulence cannot be expected. It should be noted that since Reynolds stress is sensitive to direction, this measurement is also very sensitive to the proper alignment of the ADV. In all ADV measurements the v component was extremely small compared to the u component. The field measurements were carried out in flow with a very predictable direction. Therefore this is not an issue here. However in other situations it may be necessary to rotate the flow field in such a way that the main flow direction is along the x-axis before any calculation of Reynolds stress.
One of the major problems with this large-scale comparison of flume facilities is that it was not possible to carry out all the flow measurements with the same type of equipment. For the comparison of the velocity profiles, this problem is probably limited, however for comparison of levels of turbulence this does pose a serious problem. Assuming all the ADV measurements have been carried out correctly (right seeding densities, velocity range settings and correct alignment of the ADV) these should be directly comparable, both for levels of TI as for estimates of TKE and Reynolds stress. Particularly Reynolds stress estimates are highly influenced by the ADV alignment. Since most methods other than ADV also give some estimate of variability of velocity components, we calculated turbulence intensities for these datasets as well. The TI estimates are based on the standard deviation of the velocity measurements and these estimates are influenced by the noise in the measurement device. For ADV, LDA, ultrasonic devices and any other Doppler based backscatter system the main source of error is the so-called Doppler noise (Nikora and Goring 1999) . The main contributor to this Doppler noise is the residence time of particles in the measuring volume. Therefore the contribution of the Doppler noise to the total velocity fluctuations measured will differ between devices. Provided the noise level of the device is small with regard to the velocity fluctuations, the effect of the type of device should be limited. This is usually the case in turbulent situations such as boundary layers. Generally there is very good agreement in estimates of e.g. Reynolds stress between LDA and ADV (Lohrmann et al. 1995) .
Bottom roughness
Although the bottom in some of the flumes consisted of smooth PVC or fibreglass, whilst in other flumes it consisted of sediment, there was no clear relationship between the bottom material and the estimate of the roughness length, z 0 . The way in which roughness influences the boundary layer depends principally upon the size and spacing of the roughness elements relative to the length scales of motion of the overlying fluid (Dade et al. 2001; Grant and Madsen 1986) . In other words, it does not depend directly upon the size of the sediment grains per se, but on the ratio between grain size (k s ) on the one hand and the viscous length scale, (m/u * ) on the other. If k s is of equal size or smaller than the viscous length scale, the roughness elements are effectively submerged within the viscous sub-layer and the bed is considered to be hydrodynamically smooth. If k s is more than 10 times larger than m/u * , the bed is hydrodynamically rough, and k s /z 0 equals about 30 (Dade et al. 2001) . Therefore, as long as in the flumes with a sediment bottom, the sediment was properly smoothed out, without mounds or depressions, the flow will have been hydrodynamically smooth and no consistent difference between smooth plastic and sandy surfaces was to be expected.
Scaling considerations
A critical question when studying biological processes in boundary layer flow is how to scale flow conditions in the flume to allow valid conclusions about field situations. The choice of scaling for boundary layer characteristics depends upon the problem under study. Although almost every study calls for a unique set of considerations, it is possible to identify some classes of problems with specific requirements in terms of scaling to allow relevant translation to field conditions. Below follows a discussion of the most common scaling considerations. However, this list is far from exhaustive, and it is important to realise that it is generally not possible to simultaneously scale all hydrodynamics conditions in a flume.
Flume turbulence
Inspection of the turbulence intensities and the autocorrelation spectra shows that the flow regime in all flumes was turbulent, even for the slower free-stream velocity. The transition from laminar to turbulent boundary layer flow can be predicted from the local Reynolds number (Re x ).
For an ideal channel with a smooth bed, transition to turbulent flow is expected when Re x exceeds 500,000. However, deviations from a smooth bed can significantly reduce this critical Re x . In fact, Re x for many of the flumes was far below this critical value. The shorter flumes (CREMA, ROSTOCK, KUCORPI and LOB) have a Re x of 100,000 for the slower test flow. In spite of this low Re x there was no evidence that turbulence was less developed than for the longer flumes with higher Re x . A partial explanation for the unexpectedly well-developed turbulence is that slight roughness elements in the flow channel promote initial turbulent structures. More important is that the flow is probably already turbulent when entering the flow channel. In the straight, as well as in the racetrack flumes, the water passes through propulsion generators (propellers, paddles etc.) and is forced to follow bending pipes or vanes before entering the straight working section. Nearly all flumes with straight test sections have some device to collimate the flow at the entrance; this should act as a low-band filter and cut large-scale eddies, whilst small-scale eddies are free to pass. Thus the flow already carries TKE when entering the working section and the development of a fully turbulent boundary layer is faster than predicted by the Re x . The conclusion is that even rather short flumes can produce turbulent boundary layers for relatively slow flows. This also implies that if laminar flow is desired, much care must be taken to dissipate all TKE in the water column prior to entering the working section.
A wider question in relation to the development of turbulence in flumes is how well these turbulence levels correspond to relevant field situations; when does this matter and how should turbulence be scaled from field to flume conditions? The data series available from field boundary layers indicate that TKE levels may be considerably lower in flumes than in the field at the same velocity. It is of course important to realise that in the field, particularly in shallow areas, turbulence is not just generated at the bottom. Wind-driven circulation and breaking surface waves will generate turbulent energy that is subsequently transported down. In addition to this, flow in the field is seldom very steady and changes in velocity and direction, e.g. caused by waves are an additional source of turbulence in the boundary layer. However, also the necessary size constrictions of a flume channel will cause artefacts. Flumes will inevitably have a lack of large-scale eddies. More TKE can be introduced at smaller scales using grids or rotating devices upstream of the working section. In the NIOO flume the introduction of a grid (holes Ø 5 cm) increased the TI by 35% at 0.25 m s -1 (NIOO, unpublished data). The importance of suitable scaling of turbulent parameters depends upon the research problem addressed. For many biomechanical studies focused upon drag and lift forces the accurate scaling of turbulence may be less important. However, as pointed out by e.g. Sanford (1997) , studies that involve mixing of solutes or particles in the boundary layer may depend critically upon the accurate scaling of turbulence. This also applies to resuspension of sediment (van der Ham et al. 2001 ) as well as bed-load transport of organisms, e.g. benthic prostists (Shimeta and Sisson 1999) , and settling larvae (McNair et al. 1997) . Straight and racetrack flumes generally seem to offer the best solution to experimental studies of boundary layer mixing (Sanford 1997) . Essentially, the shear velocity can be used to scale the turbulent mixing within the boundary layer (Nowell and Jumars 1984) . The lack of certain turbulent scales in flumes implies that scaling of the shear velocity requires a higher free-stream velocity in the flume than in the target field situation. This is also supported by the comparison of shear velocities and TI between flumes and field data sets in the present study. A useful nondimensional scaling parameter to predict mixing of non-cohesive particles is the Rouse number
where w s is the particle settling velocity. This number is also similar to the vertical Pé clet number, the ratio between advection and turbulent mixing (Ro = 6Pe v ). It is important to bear in mind that this applies only to turbulent mixing in steady flows. In oscillatory flows driven by wave motion the mixing and transport at the bed may increase by orders of magnitude (Denny 1988) . When wave action comes into the equation, the Froude number, i.e. the ratio between inertial and gravitational forces, should be matched
where U indicates the flow velocity, g the gravitational acceleration and L a relevant length scale, often the water depth. However, simultaneously scaling of Reynolds number and Froude number is often impossible in practice. Generally, when waves are considered to have an important impact on a particular process, Froude number scaling is maintained and Reynolds number scaling is relaxed (Tritton 1988 ).
Drag and lift
The Reynolds number is used to scale flume flow situations to assess drag and lift forces on a solid body, e.g. an organism (e.g. Vogel 1994 ). Different characteristic length scales are used depending on the flow problem, but commonly the stream-wise maximum body dimension is used. If the experiment requires live organisms, it will not be possible to manipulate fluid density or viscosity, and this implies that local velocity in the flume has to correspond to field flow speeds. In the boundary layer, local velocity decreases towards the bed. Consequently, the total drag force acting on an organism in the boundary layer has to be integrated over the body, and will depend upon the vertical velocity gradient.
Bed shear stress
Bed shear stress is a measure of the frictional forces resulting from the interaction of fluid moving past the bottom (Ackerman and Hoover 2001) . It is a direct result of the tendency of the fluid to resist deformation, i.e. the viscosity of the fluid. The bed shear stress reflects the momentum flux from the fluid to the bed (Vogel 1994; Dade et al. 2001) . In turbulent boundary layers, bed shear stress (s 0 ) scales with shear velocity in the relationship
This relation assumes a fully turbulent boundary layer and a logarithmic velocity gradient. However, since bed shear stress is a bed surface phenomenon it is possible to calibrate it to a range of other flow characteristics, e.g. freestream velocity, and an appropriate scaling of the boundary layer flow can be relaxed. In this respect, the annular flumes included in the present study can be used to produce specified bed shear stresses despite strong deviations from field boundary layer velocity gradients. Bed shear stress is often used to predict bed-load transport and resuspension of sediment particles. Although shear stress is one important stress term affecting the probability of sediment transport, other terms may be equally or more important; most notably, the drag and lift forces proportional to the square of the local downstream velocity (Clifford et al. 1991) .
Boundary layer thickness
The thickness (d) of a turbulent boundary layer grows with free-stream velocity (u ¥ ) and the downstream length (x) as
This implies that in each flume the boundary layer should be 27% thinner at the higher flow velocity. For some of the flumes the actual boundary layer thickness could not be established because either the boundary layer extended right up to the surface, or the measurements did not extend outside the boundary layer. However, for those flumes where boundary layer thickness could be established, we were unable to find any consistent differences in thickness between the two velocities. The autocorrelation spectra showed that in all flumes turbulence was developed fully at the point of measurement. However, Re d at the low velocity in many of the flumes was close to 3,000, which is close to the critical channel Reynolds number (Re c ), where flow is expected to be fully turbulent (Nowell and Jumars 1987) . In some of the flumes turbulence at the low flow velocity may not have been fully developed in the front part of the test section.
If a flume study considers organisms living normally within the boundary layer, the flume should be sufficiently long to allow the development of a boundary layer thicker than the organism. This scaling may be of particular importance for studies of advection-diffusion processes, such as encounter rate with particles, release of gametes, or the perception of chemical cues. This is certainly a concern for the annular flumes, where the boundary layer had a thickness of less than 1 cm. In the present study, flumes with a straight section produced boundary layers between 3 and 15 cm thick, indicating that also for these facilities there may be constraints for working with larger organisms, e.g. macroalgae and seagrasses.
Viscous sub-layer
In hydraulically smooth flow, a viscous sub-layer exists at the bed. In this layer mixing of solutes and neutrally buoyant particles depends mainly on viscous processes. The presence and the thickness of this viscous sub-layer may be important for processes like exchange rates across the sediment-water interface (Gundersen and Jørgensen 1990; Dade 1993) , spread and residence of chemical cues, and potential for behavioural responses of microbial life (Jonsson and Johansson 1997) . The roughness Reynolds number (Re * ) predicts that the flow is hydraulically smooth, with a viscous sub-layer present when Re * < 10. In hydraulically smooth flows, the thickness of the viscous sub-layer scales with shear velocity as 11.5 m/u * . Note that in hydraulically rough flows (Re * > 100), there may be also a molecular diffusive layer in the still layer among roughness elements if the flow is completely skimming (Denny 1988) . In the present study, all flume flows were hydraulically smooth with expected viscous sub-layers of 1-7 and 0.7-2 mm for the free-stream velocities 0.05 and 0.25 m s -1 , respectively.
Consequences of flume design on boundary layer properties
Width to depth ratio Nowell and Jumars (1987) recommended that, for reproducing biologically relevant boundary layers, flume width should be greater than flume depth by at least a factor of 5. All flume tanks involved in this study had a width to depth ratio of 4 or less, and therefore violated this rule-ofthumb. However, we did not observe a very clear relationship between the r 2 of the regression coefficient of the boundary layers and the width (W) to depth (H) ratio. The very narrow flumes appeared to produce slightly lower r 2 values, but these flumes were the annular flumes, that seemed to produce quite a thin boundary layer in the first place. We hypothesise that, rather than the width to depth ratio, the ratio between the flume width and the wall boundary layer thickness is probably more important. For many experiments it will be important to make sure that measurements are taken well away from the wall boundary layers. These will be of the same order of magnitude as the bottom boundary layer (d). We therefore propose an alternative rule of thumb: the width of the flume should be larger than 2d + k y , where k y is the relevant length scale of objects or processes in the horizontal direction, perpendicular to the main flow.
Straight versus curved test sections
Straight flumes and racetrack designs seemed to produce boundary layers with a well defined logprofile, in many respects similar to boundary layers observed in the field. The annular flumes with a curved test section, however, showed a different picture. The main advantage of annular flumes is that they lack an entrance to the test section, and that therefore the test section is of infinite length. Boundary layer development over a flat surface depends (theoretically) on the distance to the ''entrance'' (Schlichting 1979; Vogel 1994) flumes with an infinitely long test section should always have a fully developed boundary layer. The curved channel, however, may cause secondary flows to develop, and the fluid may end up ''spiralling'' through the channel. This is due to the centrifugal force causing the water level to be higher on the outer curve of the channel. This in turn causes a pressure difference on the bottom, and consequently a radial flow. The high level of covariance between the v¢ and w¢ velocity components is indicative of such an effect. Annular flumes are used a lot in sedimentology, and some of the modern versions are provided with counter-rotating bottoms or channels to reduce these secondary flows (Yang et al. 2000) . However, even in such flumes, secondary flows are not avoided altogether (Hunt 2004 ) and for certain applications, particularly in biology, such engineering features may be impractical. Annular flumes have been deployed in situ, on intertidal mudflats to study the interaction of sediments with benthic fauna and flora (Droppo and Amos 2001; Widdows et al. 1998) . Being able to use this type of flume on undisturbed sediment in the field is obviously a major advantage.
Although the fact that these set-ups produce boundary layers that are different in structure from those observed in the field, they still yield very relevant data, provided the hydrodynamic characteristics are taken into account. Annular flumes such as these are particularly useful for experiments on exchange processes at the sediment-water interface, such as experiments on erosion thresholds and erosion rates (Thompson and Amos 2004) , provided that parameters such as shear velocity or shear stress are accurately assessed.
One has to be cautious about linking sedimentation and erosion rates merely to absolute free-stream velocity. In flumes with such a thin boundary layer the shear stress associated with a certain velocity will be very different from situations with a thicker logarithmic layer.
For certain applications the hydrodynamic artefacts produced by these flumes will be a serious constraint. Transport rates of particulate material (sediment, algae, settling larvae) are influenced by the shape of the boundary layer. Although a flume will never reproduce completely the field situation, it is necessary for such studies to have a flume that will reproduce a boundary layer with an identifiable log-layer. The boundary layers in the annular flumes in this study are so thin that no ''normal'' log layer exists. The boundary layer has the thickness of what would normally be the viscous sub-layer. For such studies the annular flumes without devices to counteract secondary flows are less appropriate. Annular flumes with counter rotating channels appear to have considerably thicker boundary layers. Hunt (2004) reports a well-defined log-layer of 3.9 cm in an annular flume at Rutgers University.
On the other hand there is often also a price to pay for the more realistic hydrodynamical regime in straight and racetrack flumes. Devices such as collimators and turning vanes to reduce turbulence and secondary flows tend to have a fairly large surface area to which suspended material can adhere. Straight and racetrack flumes with a relatively small test section compared to the total surface area of the flume, can often have a very large particle retention rate. Certainly for experiments on filtration rates of benthic filter feeders or sedimentation and erosion experiments this can be a serious source of measurement error. For such experiments it is very important to do a series of blank experiments to assess the importance of particle ''consumption'' by the flume itself. In annular flumes this issue is of far less importance.
Lab versus field facilities
Laboratory flumes in which flow, light, temperature and other conditions are completely controlled are excellent for many fundamental research questions, particularly in biology. However, there are always major problems in translating the lab results to the field. Processes that appear to be important in the lab may be masked completely in the field because other variables have much greater influence. Field flumes, such as the AWI facilities are a very useful intermediate between the lab and the field. Inevitably, these structures also have a number of design constraints and limitations. The in-flow funnels of the AWI flumes are large relative to the short test section. After either a constriction or an expansion in a pipe or a channel, it takes a certain distance for a stable profile to develop (Tritton 1988) . The same applies to a change in direction in a channel, as for instance in the control channels of the AWI flume. Secondary flows may occur, especially at the start of the test section, which may in turn influence levels of turbulence. Engineers use as a rule of thumb for pipe flow that a downstream length of at least several pipe diameters is needed for the flow to stabilise. However, provided one takes these artefacts into account when interpreting the data, these field constructions can be very valuable. They allow experimentation under more or less natural circumstances and on a spatial scale that is often difficult to realise in an indoor laboratory. Every flume facility is a compromise between what is hydrodynamically ideal and what is practically feasible. Field flumes are no exception.
Flume and field comparisons
The constant conditions in laboratory flumes allow an unrestricted number and duration of successive measurements. In the field and in the field flumes, conditions are constantly changing. Successive points of flow measurements may not always be lumped together and considered to be one profile, if over the course of these measurements flow velocity, flow direction and/or water depth has changed significantly. For the field flume data series we selected a dataset from each of the different channels, where the velocity profiles were measured within 9 min, and during which the water level did not change over more than 6 cm.
However, in one of the runs this still meant an increase in water depth of 25%. Conditions during the three datasets collected in the field were much more stable. In the Saltö channel in Sweden, where two profiles were collected, conditions are naturally quite stable. With profiles collected in the Oosterschelde, special care was taken to ensure that changes in flow velocity were minimal. Water depth changed less than 3% over the duration of the collection of the profile. These two field profiles compare quite well with most of the straight flume profiles. That does not mean that we can take these profiles as ''representative for the field'', or that the profiles from the AWI flume are an artefact. We have to bear in mind that the boundary layer in the field may deviate considerably from the logarithmic profile because of unsteady or oscillatory flow, particularly in shallow ecosystems with a lot of wind stress and changing tides. For many biological processes occurring in such an environment, a nicely predictable logarithmic boundary layer, with a constant shear stress, should in fact be considered to be an artefact, just like any other anomaly introduced by flume design. Being able to measure a full velocity profile within a very short time window is therefore particularly important. Either a large array of similar measuring devices (such as ADVs or hot-film probes) is required, or a device is needed that can derive nearly instantaneous profiles for the whole water column. Acoustic Doppler Current Profilers (ADCP) are very suitable. These devices cannot only be used to measure velocity profiles, but techniques have also been developed to derive turbulence characteristics from these data (Rippeth et al. 2002) . However, these devices are not suitable for measurements very close to the sediment surface, the area most relevant for benthic organisms. Upward looking systems have a large blank zone close to the bed. Downward looking systems that do get close to the bed, still average over a fairly large depth range (often around 30 cm, depending on the configuration). Although recently some manufacturers have developed mini ADCPs for work in very shallow water that reduce this volume considerably. Relatively close to the bed, parameters such as shear velocity can be derived probably from a limited number of Reynolds stress measurements with ADVs. Combining techniques such as ADV and ADCP measurements looks like a promising option.
Concluding remarks
Flumes for biological research have specific requirements, related to working with living organisms. The requirement to compromise between optimising the physics and optimising the facilities for marine and freshwater plants and animals is inherent to this field of research. This comparison of the 12 different biological flumes leads to some encouraging conclusions. With the exception of the annular flumes, all flumes produced relatively well-defined logarithmic boundary layers. The standard deviation of the shear velocities for all straight and racetrack flumes was less than 25% of the mean, despite the great diversity of size and design. In particular, the ratio between water depth and flume width had a minor effect on the estimate of shear velocity. Despite the fact that some facilities were not very large, the flow in all the flumes was fully turbulent and shear velocities were in the same order of magnitude as field data, although TKE tended to be lower in the flumes at high velocities. In summary, most of the tested straight and racetrack flumes should be useful for a range of biological flow-related problems, provided that the dimensions of the flume tank are appropriate for the scales of the hydrodynamic processes under consideration. The flow profile in the annular flumes deviated from that in the other designs. This is an important issue to bear in mind when interpreting the results from these devices. The use of annular flumes should be restricted to research questions where the actual velocity profile in the water column is not critical. The field flumes also produced some hydrodynamic artefacts. Although these obviously have to be considered when discussing the results, none of the laboratory set-ups can mimic exactly the different variables of the field situation in every respect.
