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1
We have derived the explicit velocity distribution function of the steady-state Boltzmann
equation for hard-core molecules to second order in density and the temperature gradient.[1]
We correct some mistakes in the results in this addenda.
The second-order coefficients BIIkr in eq.(38) in our recent paper[1] should be written in
the form:
BIIkr =
δk,2
πσ4n2T 2
{
bA2r
[
2 (∂zT )
2 − (∂xT )2 − (∂yT )2
]
+ bB2rT
[
2∂2zT − ∂2xT − ∂2yT
]}
.
(1)
Values for the constants bA2r and b
B
2r are summarized in Table I. σ, n, T are the diameter of
hard-core molecules, density and temperature of gases, respectively. Owing to the properties
of the spherical harmonic function[2], B
(1)II
kr can be obtained by replacing 2(∂zT )
2−(∂xT )2−
(∂yT )
2 and 2∂2zT − ∂2xT − ∂2yT in eq.(1) by 6∂zT∂xT and 6∂z∂xT , respectively, using an
axis change. Similarly, C
(1)II
kr can be obtained by replacing 2(∂zT )
2 − (∂xT )2 − (∂yT )2 and
2∂2zT −∂2xT −∂2yT by 6∂zT∂yT and 6∂z∂yT , respectively. B(2)IIkr can be obtained by replacing
2(∂zT )
2 − (∂xT )2 − (∂yT )2 and 2∂2zT − ∂2xT − ∂2yT by 6[(∂xT )2 − (∂yT )2] and 6(∂2xT −
∂2yT ), respectively, via an axis change; C
(2)II
kr by replacement by 12∂xT∂yT and 12∂x∂yT ,
respectively.
The calculation of BIIkr in Appendix D of our paper[1] should be also changed as follows.
Equations (D·4), (D·5) and (D·6) become
ΩH20 =
5
16
1√
2πσ2T 2
( m
2κT
)− 1
2
{
−b11
2
[
2 (∂zT )
2 − (∂xT )2 − (∂yT )2
]
− b11T
[
2∂2zT − ∂2xT − ∂2yT
]}
, (2)
and
ΩH21 =
5
16
1√
2πσ2T 2
( m
2κT
)− 1
2
×
{[
2 (∂zT )
2 − (∂xT )2 − (∂yT )2
] [5
2
b11 − 3b12
]
+ T
[
2∂2zT − ∂2xT − ∂2yT
]
[b11 − 2b12]
}
, (3)
and
ΩH2r =
5
16
1√
2πσ2T 2
( m
2κT
)− 1
2
×
{[
2 (∂zT )
2 − (∂xT )2 − (∂yT )2
] [−(r + 1)(r + 1
2
)b1,r+1 + (2r +
1
2
)b1r − b1,r−1
]
+ T
[
2∂2zT − ∂2xT − ∂2yT
]
[−(r + 1)b1,r+1 + b1r]
}
, (4)
2
respectively. Here m and κ are the mass of hard-core molecules and the Boltzmann constant.
No other corrections appear in the calculation of BIIkr in Appendix D of our paper[1]. We
emphasize that the final form and the numerical values b1r, b0r and b2r of the velocity
distribution function to second order in eq.(39) of our paper[1] which we have used to
calculate thermodynamic quantities are unchanged. We also note that the 4th approximation
b20 in Table III of our paper[1] still deviates from Burnett’s 4th approximation b20 by a factor
1.003.[2] This deviation is considered to be due to errors in Burnett’s calculation, as was
indicated in our paper[1]. Furthermore, we note a miss print in eq. (A·4) of our recent
paper[1]. Its correct form is
Gk,r =
k + 1
2k + 3
{(k + r + 3
2
)Bk+1,r −Bk+1,r−1}+ k
2k − 1{Bk−1,r − (r + 1)Bk−1,r+1}.
(5)
Finally, we correct the numerical values λTi in each component of the kinetic temperature
Ti for i = x, y and z. In eq.(44) of our paper[1], the values of λTi should be identical with
those of λiiP in Table IV of the paper[1]. We also indicate that the second-order pressure
tensor in eq.(43) of our paper[1] should be uniform from the solubility conditions for the
third-order solution φ
(3)
1 .
[1] Kim H.-D. and H. Hayakawa: J. Phys. Soc. Jpn. 72 (2003) 1904.
[2] D. Burnett: Proc. Lond. Math. Soc. 40 (1935) 382.
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TABLE I: Numerical constants bA2r(upper) and b
B
2r(lower) in eq.(1)
r r ≤ 4 r ≤ 5 r ≤ 6 r ≤ 7
0 7.065 × 10−3 7.312 × 10−3 7.366 × 10−3 7.380 × 10−3
1 −1.654 × 10−1 −1.647 × 10−1 −1.646 × 10−1 −1.646 × 10−1
2 5.970 × 10−2 6.040 × 10−2 6.055 × 10−2 6.059 × 10−2
3 4.593 × 10−3 5.071 × 10−3 5.166 × 10−3 5.190 × 10−3
4 − 3.364 × 10−4 3.824 × 10−4 3.930 × 10−4
5 − − 2.495 × 10−5 2.888 × 10−5
6 − − − 1.726 × 10−6
r r ≤ 4 r ≤ 5 r ≤ 6 r ≤ 7
0 8.119 × 10−2 8.117 × 10−2 8.116 × 10−2 8.116 × 10−2
1 −7.380 × 10−2 −7.388 × 10−2 −7.390 × 10−2 −7.390 × 10−2
2 −7.001 × 10−3 −7.090 × 10−3 −7.108 × 10−3 −7.113 × 10−3
3 5.828 × 10−4 6.469 × 10−4 −6.595 × 10−4 −6.626 × 10−4
4 − −4.897 × 10−5 −5.541 × 10−5 −5.687 × 10−5
5 − − −3.796 × 10−6 −4.365 × 10−6
6 − − − −2.716 × 10−6
4
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Abstract
The velocity distribution function of the steady-state Boltzmann equation for hard-core molecules
in the presence of a temperature gradient has been obtained explicitly to second order in density
and the temperature gradient. Some thermodynamical quantities are calculated from the velocity
distribution function for hard-core molecules and compared with those for Maxwell molecules and
the steady-state Bhatnagar-Gross-Krook(BGK) equation. We have found qualitative differences
between hard-core molecules and Maxwell molecules in the thermodynamical quantities, and also
confirmed that the steady-state BGK equation belongs to the same universality class as Maxwell
molecules.
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I. INTRODUCTION
The kinetic theory has long history and various investigations have been carried out
analytically, numerically and experimentally.[1, 2, 3, 4, 5, 6] Text books on the Boltzmann
equation[7, 8, 9, 10, 11] show the fact that the Boltzmann equation has attracted much
interest among researchers of kinetic phenomena. It is well accepted that the Boltzmann
equation is one of the most reliable kinetic models for describing nonequilibrium phenomena.
A number of studies on the Boltzmann equation have been based on two representative
models of molecules: hard-core molecules and Maxwell molecules[12, 13, 14]. Maxwell
molecules interact via a force that is inversely proportional to the fifth power of the distance
r, that is, Maxwell molecules interact via a central potential proportional to r−4. It is well
known that calculations involving the Boltzmann equation for Maxwell molecules become
much easier than those for hard-core molecules.[1, 12, 13, 14, 15, 16, 17] In order to obtain
the velocity distribution function of a dilute gas system in a nonequilibrium state, various
methods, such as the Chapman-Enskog method, the Grad method and the Hilbert method,
have been presented.[1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 14, 15, 16, 17, 18, 19, 20] They are well
known as methods to derive the normal solutions of the Boltzmann equation.
Other kinetic models besides the Boltzmann equation, such as the linearized Boltzmann
equation[5, 21] and the Bhatnagar-Gross-Krook (BGK) equation[22, 23, 24, 25, 26, 27, 28,
29, 30, 31, 32, 33], have also been proposed in order to avoid mathematical difficulties
in dealing with the collision term of the Boltzmann equation. It has been believed that
results of those kinetic models approximately agree with those of the Boltzmann equation,
though they are accepted as quantitatively different ones from the Boltzmann equation:
e.g. the Prandtl number is 2/3 for the Boltzmann equation, while it is 1 for the BGK
equation.[24, 25] The BGK equation retains important properties of the Boltzmann equation,
such as the conservation laws and the H-theorem. It has been felt that characteristics
of molecules, such as hard-core molecules and Maxwell molecules, can be absorbed into
the relaxation time τ . The most important contribution concerning the solution of the
BGK equation has been made by Santos and his coworkers.[26, 27, 28, 29, 30, 31, 32, 33]
They have solved the steady-state BGK equation exactly and compared its exact solution
with the Chapman-Enskog solution derived to arbitrary order.[26, 27, 28, 29, 30] They
have concluded that the Chapman-Enskog solution is asymptotically correct, although the
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Chapman-Enskog series diverge.[26, 27, 28, 29, 30] They have also compared high order
velocity distribution function for the steady-state BGK equation with that for the Boltzmann
equation for Maxwell molecules under uniform shear flow.[31, 32, 33]
On the other hand, it had been believed that Burnett[15] determined the complete second
order solution of the Boltzmann equation by the Chapman-Enskog method.[1] Importance
of the second-order coefficients has been demonstrated for descriptions of shock wave profiles
and sound propagation phenomena.[34, 35, 36, 37] However, we have realized that Burnett’s
solution[15] is not complete. Though there are various studies on the transport coefficients
of the Boltzmann equation to second order[1, 2, 3, 19, 20, 38, 39] or even to third order[34],
we have found that nobody has derived the explicit velocity distribution function of the
Boltzmann equation for hard-core molecules to second order. This is a result of mathe-
matical difficulties, as was indicated by Fort and Cukrowski[40]. For Maxwell molecules,
Schamberg[16] has derived the precise velocity distribution function of the Boltzmann equa-
tion to second order by the Chapman-Enskog method, while Shavaliev[17] has derived it
implicitly by the moment method.
In this paper, we derive the explicit velocity distribution function of the steady-state
Boltzmann equation for hard-core molecules to second order in density and temperature
gradients by the Chapman-Enskog method. The derivation of it is of some physical signifi-
cance. For example, it has been required for calculating a nonequilibrium effect on the rate
of chemical reaction[40], because the nonequilibrium effect on the rate of chemical reaction
does not appear to first order and it cannot be calculated by the moment method.[41] There
also exists a need to confirm the existence of universal nonlinear nonequilibrium statistical
mechanics from the microscopic viewpoint as mentioned in ref.[40], so that it is necessary to
derive the explicit velocity distribution function of the steady-state Boltzmann equation for
hard-core molecules to second order and compare it with that for Maxwell molecules. Addi-
tionally, the derivation of the explicit second-order solution of the steady-state Boltzmann
equation for hard-core molecules by the Chapman-Enskog method will contribute to an un-
derstanding of the difference or the correspondence between the Chapman-Enskog method
and the Grad method by the direct comparison of the solution by the Chapman-Enskog
method with that by the Grad method. In the present paper, we also discuss the relation
between the steady-state Boltzmann equation and the steady-state BGK equation which
has not been fully understood yet.
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The organization of this paper is as follows. In §II, we will introduce the Chapman-
Enskog method to solve the steady state Boltzmann equation. In §III, we will derive the
explicit form of the velocity distribution function of the steady-state Boltzmann equation for
hard-core molecules to second order in the density and temperature gradients. In particular,
the result for the first-order coefficients is shown in eq.(33), and the results for the second-
order coefficients are shown in eqs.(37) and (38). The velocity distribution function of the
steady-state Boltzmann equation to second order for hard-core molecules is shown explicitly
in eq.(39) and graphically in Fig.2, and compared directly with that for Maxwell molecules
(40) in Fig.3. In §IV, we will apply the velocity distribution function to second order for hard-
core molecules (39) and those for Maxwell molecules (40) and the steady-state BGK equation
to a nonequilibrium steady-state system under steady heat conduction and calculate some
thermodynamical quantities. We stress the existence of the qualitative differences among
hard-core molecules, Maxwell molecules and the steady-state BGK equation in the pressure
tensor (43) and the kinetic temperature (44). Our discussion and conclusion are written in
§V and VI, respectively.
II. METHOD FOR SOLVING THE STEADY-STATE BOLTZMANN EQUATION
Let us introduce the Chapman-Enskog method to solve the steady-state Boltzmann equa-
tion in this section. Assume that we have a system of dilute gases in a steady state, with
velocity distribution function f1 = f(r,v1). The appropriate steady-state Boltzmann equa-
tion is
v1 · ∇f1 = J(f1, f2), (1)
where the collision integral J(f1, f2) is expressed as
J(f1, f2) =
∫ ∫ ∫
(f ′1f
′
2 − f1f2)gbdbdǫdv2, (2)
with f ′1 = f(r,v
′
1) and f
′
2 = f(r,v
′
2): v
′
1 and v
′
2 are postcollisional velocities of v1 and v2,
respectively. The relative velocity of two molecules before and after the interaction has the
same magnitude g = |v1−v2| ; the angle between the directions of the relative velocity before
and after the interaction is represented by χ. The relative position of the two molecules is
represented by b, called the impact parameter, and ǫ represents the orientation of the plane
in which g and g′ = v′1 − v′2 belong. The impact parameter b depends on the kind of
4
interactions between molecules. Note that χ can be expressed as a function of b for a central
force. (see Fig.1)
Suppose that the velocity distribution function f1 can be expanded as:
f1 = f
(0)
1 + f
(1)
1 + f
(2)
1 + · · · = f (0)1 (1 + φ(1)1 + φ(2)1 + · · · ). (3)
f
(0)
1 is the local Maxwellian distribution function, written as
f
(0)
1 = n(r)
(
m
2πκT (r)
) 3
2
exp
[
− mv
2
1
2κT (r)
]
, (4)
withm mass of the molecules and κ the Boltzmann constant. n(r) and T (r) will be identified
later as the density and the temperature at position r, respectively. Substituting eq.(3) into
the steady-state Boltzmann equation (1), we arrive at the following set of equations which
we will solve completely in this paper:
L[f
(0)
1 ]φ
(1)
1 = v1 · ∇f (0)1 , (5)
to first order and
L[f
(0)
1 ]φ
(2)
1 = v1 · ∇f (1)1 − J(f (1)1 , f (1)2 ), (6)
to second order. The linear integral operator L[f
(0)
1 ] is defined as
L[f
(0)
1 ]X1 ≡
∫ ∫ ∫
f
(0)
1 f
(0)
2 (X
′
1 −X1 +X ′2 −X2)gbdbdǫdv2. (7)
The solubility conditions of the integral equation (5) are given by∫
Φiv1 · ∇f (0)1 dv1 = 0, (8)
where Φi is one of the collisional invariants:
Φ1 = 1, Φ2 = mv1, Φ3 =
1
2
mv21. (9)
Substituting eq.(4) into the solubility conditions (8), it is seen that nκT is uniform in the
steady state. We use this result in our calculation. Similarly, the solubility conditions of the
integral equation (6) are given by∫
Φiv1 · ∇f (1)1 dv1 = 0. (10)
5
To construct solutions of the integral equations (5) and (6) definite, five further conditions
must be specified; we identify the density:
n(r) ≡
∫
f1dv1 =
∫
f
(0)
1 dv1, (11)
the temperature:
3n(r)κT (r)
2
≡
∫
mv21
2
f1dv1 =
∫
mv21
2
f
(0)
1 dv1, (12)
and the mean flow:
C0 ≡
∫
mv1f1dv1 =
∫
mv1f
(0)
1 dv1. (13)
Here we assume that no mean flow, i.e. C0 = 0, exists in the system. The introduction of
these conditions distinguishes the Chapman-Enskog adopted here from the Hilbert method
in which the conserved quantities are also expanded.[2] We assert that conditions (11), (12)
and (13) do not affect all our results in this paper. It should be noted that, to solve the
integral equations (5) and (6), we should consider only the case in which the right-hand
sides of eqs.(5) and (6) are not zero: if the right-hand sides of eqs.(5) and (6) are zero,
the integral equations (5) and (6) become homogeneous equations which do not have any
particular solutions.[2]
III. BURNETT’S METHOD
A. A general form of the velocity distribution function
To solve the integral equations (5) and (6), Burnett[15] assumed a general form of the
velocity distribution function:
f1 = f
(0)
1 [
∞∑
r=0
r!Γ(r +
3
2
)B0rS
r
1
2
(c21) +
∞∑
k=1
( m
2κT
)k
2
∞∑
r=0
r!Γ(k + r +
3
2
)Ykr(c1)S
r
k+ 1
2
(c21)]. (14)
Here c1 ≡ (m/2κT )1/2v1 is the scaled velocity and Γ(X) represents the Gamma function.
Spk(X) is a Sonine polynomial, defined by
(1− ω)−k−1e− Xω1−ω =
∞∑
p=0
Γ(p+ k + 1)Spk(X)ω
p. (15)
Ykr(c1) is a linear combination of spherical harmonic functions:
Ykr(c1) = BkrYk(c1) + 2
k∑
p=1
(k − p)!
(k + p)!
[B
(p)
kr Y
(p)
k (c1) + C
(p)
kr Z
(p)
k (c1)], (16)
6
where Bkr, B
(p)
kr and C
(p)
kr are coefficients to be determined. Introducing the normal spherical
coordinate representation for c1, i.e. c1x = c1 sin θ cosφ, c1y = c1 sin θ sinφ and c1z = c1 cos θ,
the spherical harmonic functions Yk(c1), Y
(p)
k (c1) and Z
(p)
k (c1) are expressed as
Yk(c1) =
(
2κT
m
)k
2
ck1Pk(cos θ), (17)
and
Y
(p)
k (c1) = (−1)p
(
2κT
m
)k
2
ck1P
(p)
k (cos θ) cos pφ, (18)
and
Z
(p)
k (c1) = (−1)p
(
2κT
m
)k
2
ck1P
(p)
k (cos θ) sin pφ, (19)
with the Legendre polynomial Pk(cos θ) and the associated Legendre polynomial P
(p)
k (cos θ).
Assumption of the velocity distribution function of eq.(14) has some mathematical ad-
vantages in our calculation. Firstly, it is sufficient to determine the coefficients Bkr, because
B
(p)
kr and C
(p)
kr can be always determined from Bkr by a transformation of axes owing to the
properties of the spherical harmonic functions (17), (18) and (19). We call Bkr, B
(p)
kr and C
(p)
kr
the family of Bkr. Secondly, some important physical quantities are related to coefficients
Bkr, B
(p)
kr , C
(p)
kr : e.g. the density (11), the temperature (12) and the mean flow (13) with f1
in eq.(14) lead to the five equivalent conditions[15, 16]:
B00 = 1, B10 = B
(1)
10 = C
(1)
10 = 0, B01 = 0. (20)
Similarly, the pressure tensor Pij defined by
Pij =
(
2κT
m
) 5
2
∫ ∞
−∞
dc1mc1ic1jf1, (21)
for i, j = x, y and z is related to the family of B20, which is the only family in which Burnett
was interested.[15]
The coefficients Bkr except for those in eq.(20) can be calculated as follows. Multiplying
the steady-state Boltzmann equation (1) by
Qkr(c1) ≡ (k + 1
2
)
√
π(
m
2κT
)
k
2Yk(c1)S
r
k+ 1
2
(c21), (22)
7
and then integrating over (2κT/m)1/2c1, it is found that
−
(
2κT
m
) 1
2
< c1 · ∇Qkr >av +∇ ·
[(
2κT
m
) 1
2
< c1Qkr >av
]
=
(
2κT
m
)3 ∫ ∫ ∫ ∫
(Q′kr −Qkr)f1f2gbdbdǫdc2dc1, (23)
where < X >av represents (2κT/m)
3/2
∫
Xf1dc1, and Q
′
kr represents the postcollisional
Qkr. We should calculate both sides of eq.(23) for every k and r, because eq.(23) leads to
equations to determine Bkr, as will be shown in Appendices C and D.
For convenience, we introduce Ωkr and ∆kr as the left-hand and right-hand sides of
eq.(23), respectively, i.e.
Ωkr ≡ −
(
2κT
m
) 1
2
< c1 · ∇Qkr >av +∇ ·
[(
2κT
m
) 1
2
< c1Qkr >av
]
, (24)
and
∆kr ≡
(
2κT
m
)3 ∫ ∫ ∫ ∫
(Q′kr −Qkr)f1f2gbdbdǫdc2dc1. (25)
We will calculate Ωkr and ∆kr separately. The result of Ωkr becomes
Ωkr =
n
T
(
2κT
m
)
1
2 [(r +
k
2
)(Dk,r∂xT + Ek,r∂yT +Gk,r∂zT )
− (Dk,r−1∂xT + Ek,r−1∂yT +Gk,r−1∂zT )]
+ ∂x
[
n(
2κT
m
)
1
2Dk,r
]
+ ∂y
[
n(
2κT
m
)
1
2Ek,r
]
+ ∂z
[
n(
2κT
m
)
1
2Gk,r
]
, (26)
where ∂iX denotes ∂X/∂i for i = x, y and z. Dk,r, Ek,r and Gk,r are functions of the family
of Bkr, as is written in Appendix A.
B. The collision term ∆kr
Next, we calculate the collision term ∆kr in eq.(25). We should specify the kind of
interactions of molecules so as to perform the calculation of the collision term ∆kr; the
impact parameter b is explicitly determined by specifying the type of interaction. For hard-
core molecules, the impact parameter b is given by the relation
b = σ cos
χ
2
, (27)
8
where σ is the hard-core molecular diameter and χ is the scattering angle (see Fig.1). There-
fore, ∆kr for hard-core molecules, i.e. ∆
H
kr, becomes[15]
∆Hkr =
σ2
2
∫ pi
0
[F 1kr(χ)− F 1kr(0)] sin
χ
2
cos
χ
2
dχ, (28)
where F µkr(χ) is defined as
F µkr(χ) ≡
(
2κT
m
)3 ∫ ∫ ∫
Q′krf1f2g
µdǫdc2dc1, (29)
and we have used F µkr(0) = (2κT/m)
3
∫ ∫ ∫
Qkrf1f2g
µdǫdc2dc1. Note that χ = 0 if b > σ.
For Maxwell molecules, the impact parameter b is given by the relation
bdb =
1
g
H(χ)dχ, (30)
where H(χ) is a function of χ.[6, 12, 13, 14] Therefore, ∆kr for Maxwell molecules, i.e. ∆
M
kr,
becomes
∆Mkr =
∫ pi
0
[F 0kr(χ)− F 0kr(0)]H(χ)dχ. (31)
Since ∆Mkr has been calculated by Schamberg[16], we will calculate only ∆
H
kr in this paper.
Schamberg’s result for ∆Mkr is briefly summarized in our web page.[42]
From eq.(28), it is sufficient to calculate F 1kr(χ) for ∆
H
kr. The details of F
1
kr(χ) are written
in Appendix B. Several explicit forms of ∆Hkr are also demonstrated in Appendices C and
D. From the definitions (24) and (25), both sides of eq.(23) for arbitrary k and r can be
calculated for hard-core molecules via
ΩHkr = ∆
H
kr, (32)
which produces a set of simultaneous equations determining the coefficients Bkr, as is ex-
plained in Appendices C and D. Here ΩHkr denotes Ωkr in eq.(26) for hard-core molecules.
C. Determination of Bkr
We will determine the first-order coefficients BIkr and the second-order coefficients B
II
kr
in accordance with the previous two subsections, which corresponds to solving the integral
equations (5) and (6), respectively. Here the upper suffices I and II are introduced to specify
the order of Bkr. We have provided an example of our Mathematica program for calculating
these coefficients.[42]
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1. The first order
We show the results of the first-order coefficients BIkr of which the solution of the integral
equation (5), φ
(1)
1 , is composed. They can be written in the form:
BIkr = δk,1b1r
15
16
∂zT√
2πσ2nT
. (33)
Values of the constants b1r are given in Table I. The calculation of B
I
kr is explained in
Appendix C. It is seen that BIkr is of the order of the Knudsen number K, which means that
the mean free path of molecules should be much less than the characteristic length for changes
in the macroscopic variables. Though Burnett derived BIkr only to 4th approximation, i.e.
BIkr for r ≤ 4, we have obtained BIkr for r ≤ 7 in this paper. This ensures the convergence of
all the physical quantities calculated in this paper. It should be mentioned that our values
of BIkr for r ≤ 4 agree with Burnett’s values[15]. Once BIkr have been calculated, B(1)Ikr can
be written down directly by replacing ∂zT by ∂xT by symmetry, owing to the properties of
the spherical harmonic function[15]; C
(1)I
kr can also be obtained similarly by replacing ∂zT
by ∂yT . Note that other terms, such as B
(2)I
kr , do not appear because p in B
(p)I
kr must be k
or less from eq.(16). Substituting all the first-order coefficients derived here into eq.(16), we
can finally obtain the first-order velocity distribution function f
(1)
1 .
2. Solubility conditions for φ
(2)
1
Since the first-order velocity distribution function f
(1)
1 has been obtained, the solubility
conditions of the integral equation (6) should be considered before we attempt to derive an
expression for φ
(2)
1 . The solubility conditions for φ
(2)
1 , that is, eqs.(10) lead to the condition
∇ · J(1) = 0, (34)
where J(1), i.e. the heat flux for f
(1)
1 , can be obtained as
J(1) ≡
(
2κT
m
)3 ∫ ∞
−∞
dc1
mc21
2
c1f
(1)
1
= −b11 75
64
(
κT
πm
) 1
2 κ
σ2
∇T, (35)
with the appropriate value for b11 listed in Table I. It must be emphasized that, since J
(2),
i.e. the heat flux for f
(2)
1 , does not appear, the solubility conditions of the steady-state
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Boltzmann equation for φ
(2)
1 lead to the heat flux being constant to second order. From
eqs.(34) and (35), we also obtain an important relation between (∇T )2 and ∇2T , namely
(∇T )2
2T
+∇2T = 0. (36)
Owing to the relation (36), terms of ∇2T can be replaced by terms of (∇T )2.
3. The second order
We write down the results of the second-order coefficients BIIkr of which φ
(2)
1 is composed.
We can determine the second-order coefficients BII0r appearing in eq.(14) as
BII0r =
b0r
πσ4n2T 2
(∇T )2 . (37)
Values for the constants b0r are summarized in Table II. The calculation of B
II
0r is shown in
Appendix D. It must be emphasized that Burnett did not obtain the second-order coefficients
BII0r because he was only interested in the family of the coefficient B
II
20 which is related
to the pressure tensor Pij.[15] The necessity of the second-order coefficients B
II
0r for the
calculation of some physical quantities will be discussed later. We have calculated BII0r to
7th approximation, i.e. BII0r for r ≤ 6 in this paper.
The other second-order coefficients BIIkr in eq.(16) can be written in the final form:
BIIkr =
δk,2b2r
πσ4n2T 2
[
2 (∂zT )
2 − (∂xT )2 − (∂yT )2
]
. (38)
Values for the constants b2r are summarized in Table III. The calculation of B
II
kr is explained
in Appendix D. Our 4th approximation BII20 deviates from Burnett’s 4th approximation B
II
20
by a factor 1.003. This deviation is considered to be due to errors in Burnett’s calculation
of the second and the third terms on the right-hand side of eq.(D16). Although Burnett
obtained BIIkr only to 4th approximation, i.e. B
II
kr for r ≤ 3, we have obtained BIIkr to 7th
approximation, i.e. BIIkr for r ≤ 6 in the present paper. Owing to the properties of the
spherical harmonic function[15], B
(1)II
kr can be obtained by replacing 2(∂zT )
2 − (∂xT )2 −
(∂yT )
2 in eq.(38) by 6∂zT∂xT using an axis change; similarly, C
(1)II
kr can be obtained by
replacing 2(∂zT )
2 − (∂xT )2 − (∂yT )2 by 6∂zT∂yT , and B(2)IIkr can be obtained by replacing
2(∂zT )
2 − (∂xT )2 − (∂yT )2 in eq.(38) by 6[(∂xT )2 − (∂yT )2] via an axis change; C(2)IIkr by
replacement by 12∂xT∂yT . Note that other terms, e.g. B
(3)II
kr , do not appear because p in
B
(p)II
kr must be k or less, from eq.(16).
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One can see that both of BII0r and B
II
kr are of the order of K
2. As is mentioned in Appendix
D, we have found the fact that BIIkr for k = 4, 6 and 8 do not appear, which strongly suggests
that BIIkr for all k greater than 2 do not appear. Thus, we expect B
II
kr = 0 for k 6= 2 although
Burnett[15] had believed that they would appear. We have calculated the second-order
coefficients now, so that we finally obtain f
(2)
1 by substituting the second-order coefficients
obtained here into eqs.(14) and (16).
4. The velocity distribution functions to second order
The velocity distribution function for hard-core molecules which we have derived in
§IIIC 1 and IIIC 3 valid to second order is now applied to a nonequilibrium steady-state
system under the temperature gradient along x-axis. It can be written as
f = f (0){1 − 4Jx
5b11nκT
(
m
2κT
)
1
2
∑
r≥1
r!b1rcxΓ(r +
5
2
)Sr3
2
(c2)
+
4096mJ2x
5625b211n
2κ3T 3
[
∑
r≥2
r!b0rΓ(r +
3
2
)Sr1
2
(c2)
+
∑
r≥0
r!b2r(2c
2
x − c2y − c2z)Γ(r +
7
2
)Sr5
2
(c2)]}, (39)
where the specific values for b1r, b0r and b2r are found in Tables I, II and III, respectively,
and Jx corresponds to the x component of the heat flux in eq.(35). Note that we have
changed c1 to c. Figure 2 provides the explicit form of the second-order velocity distribution
function of the steady-state Boltzmann equation φ(2)(c) for hard-core molecules with 7th
approximation b0r and b2r, scaled by mJ
2
x/n
2κ3T 3. Figure 2 shows that the scaled φ(2)(c)
for hard-core molecules is strained symmetrically.
In order to compare the macroscopic quantities for hard-core molecules with those for
Maxwell molecules, we also adopt the velocity distribution function for Maxwell molecules
derived by Schamberg[16] for our calculation of the macroscopic quantities. We apply Scham-
berg’s velocity distribution function to a nonequilibrium steady-state system under the tem-
perature gradient along x-axis, that is, we take out the differential coefficients with respect to
time t from Schamberg’s velocity distribution function and also use the solubility condition
(34) for Maxwell molecules. The precise velocity distribution function of the steady-state
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Boltzmann equation for Maxwell molecules to second order finally becomes[16]
f = f (0){1 − 4Jx
5nκT
(
m
2κT
)
1
2 b11cxΓ(
7
2
)S13
2
(c2) +
4096mJ2x
5625n2κ3T 3
[
∑
r=2,3
r!b0rΓ(r +
3
2
)Sr1
2
(c2)
+
∑
r=1,2
r!b2r(2c
2
x − c2y − c2z)Γ(r +
7
2
)Sr5
2
(c2)]}. (40)
As can be seen from eqs.(39) and (40), the explicit form of the velocity distribution function
for hard-core molecules becomes the sum of an infinite series of Sonine polynomials, while
the precise form of the velocity distribution function for Maxwell molecules is the sum
of five Sonine polynomials. Figure 3 gives the direct comparison of the scaled φ(2)s in
eq.(39) with 4th, 5th, 6th and 7th approximation b0rs and b2rs with the scaled φ
(2) in
eq.(40). It should be mentioned that, as Fig.3 shows, the scaled φ(2) in eq.(39) has not
yet converged to 4th approximation. Furthermore, in this paper, we adopt the precise
expression of the corresponding velocity distribution function for the steady-state BGK
equation, though we do not write down the explicit form of it, which can be reduced from
the general form of the the Chapman-Enskog solution for the steady-state BGK equation to
arbitrary order[26, 27, 28, 29, 30]. We mention that φ(1) for the steady-state BGK equation
is identical to that for the steady-state Boltzmann equation for Maxwell molecules appearing
in eq.(40), while φ(2)s are different from each other.
IV. THERMODYNAMIC QUANTITIES
We can introduce the general form of the heat flux as
Jx = −̟T ϕ∂xT, (41)
where ϕ indicates temperature dependence of the thermal conductivity and ̟ is a constant
that depends upon microscopic models. Jx is constant from the solubility condition (34).
For example, ϕ is calculated as 1/2 for hard-core molecules and 1 for Maxwell molecules; ̟ is
determined as 75b11κ(κ/πm)
1/2/64σ2 with b11 ≃ 1.025 for hard-core molecules ( see eq.(35))
and 5κ2(2m/G)1/2/4A for Maxwell molecules[14], where G is the constant of proportionality
between the intermolecular force and the reciprocal fifth power of the distance, and A is
a number constant erroneously evaluated as 1.3682 by Maxwell[12, 13] and recalculated as
1.3700 by Chapman[43]. Note that ϕ and ̟ cannot be determined explicitly from the BGK
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equation. From eq.(41), the temperature profile T (x) in the nonequilibrium steady state
can be determined as
T (x) = [T (0)ϕ+1 − (ϕ+ 1)Jx
̟
x]
1
ϕ+1
≃ T (0)[1− Jx
̟T (0)ϕ+1
x− ϕJ
2
x
2̟2T (0)2ϕ+2
x2], (42)
to second order. The temperature profile T (x) becomes nonlinear except for ϕ = 0. This
fact is in accord with a numerical result that a temperature profile becomes nonlinear as the
heat flux becomes larger.[44]
Using eq.(21), the pressure tensor Pij in the nonequilibrium steady state can be obtained
as
Pij = nκT [δij + λ
ij
P
mJ2x
n2κ3T 3
], (43)
with the unit tensor δij and the tensor components λ
ij
P given in Table IV. Note that the
off-diagonal components of λijP are zero and λ
yy
P = λ
zz
P is satisfied. The values of λ
ij
P for 7th
approximation b1r, b0r and b2r for hard-core molecules, i.e. 7th approximation λ
ij
P seems to
be converged to three significant figures, as can be seen from Table IV. We find that λijP
for hard-core molecules differs from that for Maxwell molecules not only quantitatively but
also qualitatively: λxxP 6= λyyP = λzzP for hard-core molecules in the nonequilibrium steady
state, while λxxP = λ
yy
P = λ
zz
P = 0 for Maxwell molecules. For hard-core molecules, Pxx
becomes smaller than Pyy and Pzz regardless of the sign of Jx. It is also important that,
since nκT is required to be uniform from the solubility conditions for φ(1) in eq.(8), we find
from eq.(42) that Pij in eq.(43) is uniform to second order in the steady state. Additionally,
since the temperature profile T (x) has already been given in eq.(42), we can determine the
density profile n(x) to second order for uniform Pij. Note that the equation of state in the
nonequilibrium steady state is not modified to first order, and that λijP for the steady-state
BGK equation is identical with that for Maxwell molecules.
Each component of the kinetic temperature in the nonequilibrium steady state, i.e. Ti
for i = x, y and z is calculated as
nκTi
2
≡
(
2κT
m
) 5
2
∫ ∞
−∞
dc
mc2i
2
f
=
nκT
2
[1 + λTi
mJ2x
n2κ3T 3
], (44)
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for i = x, y and z. Values for the constants λTi for i = x, y and z are given in Table IV. Note
the relation λTy = λTz . λTi with 7th approximation b1r, b0r and b2r for hard-core molecules,
i.e. 7th approximation λTi seems to converge to three significant figures, according to the
results reported in Table IV. Since nκT and Jx are uniform, we see that the correction
term of Ti in eq.(44) is independent of x. The value of λTi for hard-core molecules is
seen to be qualitatively different from that for Maxwell molecules: λTx 6= λTy = λTz for
hard-core molecules in the nonequilibrium steady-state, while λTx = λTy = λTz = 0 for
Maxwell molecules in that state. For hard-core molecules, Tx becomes smaller than Ty and
Tz regardless of the sign of Jx, which means that the motion of hard-core molecules along the
heat flux becomes dull. We note that Ti for the steady-state BGK equation is identical with
that for Maxwell molecules, and that, to first order, Ti for hard-core molecules is isotropic.
The Shannon entropy in the nonequilibrium steady state S is defined via
S ≡ −κ
(
2κT
m
) 3
2
∫ ∞
−∞
dcf log f
= −nκ log
[
n
( m
2πκT
) 3
2
]
+
3
2
nκ+ λS
mJ2x
nκ2T 3
. (45)
Values for the constant λS are given in Table IV: λS for 7th approximation b1r, b0r and
b2r for hard-core molecules, i.e. 7th approximation λS seems to converge to four significant
figures, see Table IV. It is found that λS for hard-core molecules is close to that for Maxwell
molecules, while the latter is identical with that for the steady-state BGK equation. Note
that the Shannon entropy in the nonequilibrium steady state is not modified to first order.
V. DISCUSSION
It is noteworthy that all macroscopic quantities now become able to be calculated directly
from the explicit velocity distribution functions of the steady-state Boltzmann equation to
second order. Actually, as in Appendix E, we examine the nonequilibrium steady-state ther-
modynamics(SST) proposed by Oono and Paniconi[45], and extended by Sasa and Tasaki[46]
by using the velocity distribution function to second order for hard-core molecules we have
derived in §III and that for Maxwell molecules. As a result, our results do not support
SST. We mention that the full information of the second-order coefficients BII0r and B
II
kr is
necessary for the calculation of some physical quantities in the test of SST. (see Appendix
E) Furthermore, as indicated in the introduction, the other important application of the
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explicit second-order velocity distribution function for hard-core molecules is to evaluate the
nonequilibrium effect on rate of chemical reaction of gases. The line-of-centers model[47]
which is accepted as a standard one requires the full form of the second-order velocity distri-
bution function for hard-core molecules[40]. Our result enables us to calculate the reaction
rate.[41]
We have found that there are qualitative differences between hard-core molecules and
Maxwell molecules in the nonequilibrium steady state: second-order corrections appear for
hard-core molecules in the pressure tensor Pij and the kinetic temperature Ti, while no
correction to these quantities appears for Maxwell molecules, as Table IV shows. It should
be noted that the qualitative differences between hard-core molecules and Maxwell molecules
still appear no matter which boundary condition is adopted, that is, the isotropy and the
anisotropy of the pressure tensor in eq.(43) and the kinetic temperature in eq.(44) are not
affected by any kinds of boundary conditions. It is conjectured that these differences are
attributed to the special nature of Maxwell molecules: ∆kr for Maxwell molecules, i.e. ∆
M
kr
is independent of the magnitude of the relative velocity g, because F 0kr(χ) is independent of
g. In general, ∆kr for molecules which interact with each other by a central force depends
on g, because F µkr(χ) generally depends on g. Therefore, it may be suggested that molecules
which interact via a central potential still have the qualitative differences from Maxwell
molecules: second-order corrections in pressure tensor Pij and kinetic temperature Ti may
appear also for such molecules as well as hard-core molecules.
It is also found that the pressure tensor Pij and the kinetic temperature Ti for the steady-
state BGK equation are qualitatively different from those for the steady-state Boltzmann
equation for hard-core molecules but agree with those for the steady-state Boltzmann equa-
tion for Maxwell molecules, as illustrated in Table IV. Since the Chapman-Enskog solution
of the steady-state BGK equation is asymptotically correct[26, 27, 28, 29, 30], we may
conclude that the steady-state BGK equation does not capture the essence of hard-core
molecules, but captures that of Maxwell-type molecules. This conclusion indicates the pos-
sibility that even the exact solution of the steady-state BGK equation can be applied only
to Maxwell-type molecules.
Finally, we consider the possibility of the existence of a universal velocity distribution
function in the nonequilibrium steady state. When we express the velocity distribution
function for hard-core molecules to second order using the heat flux Jx as in eq.(39), it be-
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comes independent of the diameter σ of the hard-core molecules. However, the explicit form
of the velocity distribution function for hard-core molecules (39) definitely differs from the
precise form of the velocity distribution function for Maxwell molecules (40) as Fig.3 shows.
Actually, as mentioned above, we have shown that the results calculated from the former
are qualitatively different from those calculated from the latter. These results indicate that
the characteristics of microscopic models appear in a nonequilibrium steady state solution
and affect even qualitatively the macroscopic quantities of a system in that nonequilibrium
steady state. It can be concluded that a universal velocity distribution function does not
exist in the nonequilibrium steady state even if the velocity distribution function is expressed
only in terms of macroscopic quantities.[48]
VI. CONCLUSION
The velocity distribution function of the steady-state Boltzmann equation for hard-core
molecules subject to a temperature gradient has been derived explicitly to second order
in the density and the temperature gradient as shown explicitly in eq.(39) and Fig.2. In
the nonequilibrium steady-state system, qualitative differences between hard-core molecules
and Maxwell molecules are found in the pressure tensor (43) and the kinetic temperature
(44): it appears that Maxwell molecules do not possess the characteristics of other models
of molecules which interact with each other by central forces in the nonequilibrium steady-
state system. Additionally, we have found that the steady-state BGK equation belongs to
the same universality class as Maxwell molecules, and that it does not capture the essence of
hard-core molecules. We finally conclude that a universal velocity distribution function does
not seem to exist, as Fig.3 explicitly shows, even when the velocity distribution function is
expressed only in terms of macroscopic quantities.
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APPENDIX A: THE CALCULATION OF Ωkr
From the definition of Qkr, Ωkr can be calculated using the mathematical properties of
the spherical harmonic functions and the Sonine polynomials.[15, 16] One can calculate Dk,r,
Ek,r and Gk,r defined as
Dk,r ≡ 1
n
< c1xQkr >av, Ek,r ≡ 1
n
< c1yQkr >av and Gk,r ≡ 1
n
< c1zQkr >av . (A1)
The results can be written as
Dk,r =
1
2k + 3
[(k + r +
3
2
)B
(1)
k+1,r −B(1)k+1,r−1]−
1
2k − 1[B
(1)
k−1,r − (r + 1)B(1)k−1,r+1], (A2)
and
Ek,r =
1
2k + 3
[(k + r +
3
2
)C
(1)
k+1,r − C(1)k+1,r−1]−
1
2k − 1[C
(1)
k−1,r − (r + 1)C(1)k−1,r+1], (A3)
and
Gk,r =
k + 1
2k + 3
[(k + r +
3
2
)Bk+1,r −Bk+1,r−1]− k
2k − 1[Bk−1,r − (r + 1)Bk−1,r+1]. (A4)
One can also obtain
< c1x∂xQkr >av= −n∂xT
T
[(r +
k
2
)Dk,r −Dk,r−1]. (A5)
Similarly < c1y∂yQkr >av and < c1z∂zQkr >av are obtained by replacing the differential
coefficients with respect to x by the corresponding differential coefficients with respect to
y and z, the Dk,r’s by the corresponding Ek,r’s and Gk,r’s, respectively. Substituting these
results into eq.(24), Ωkr finally becomes eq.(26).
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APPENDIX B: THE DETAILS OF F 1kr(χ)
The details of F 1kr(χ) are as follows. Substituting the general forms of f1, f2 in eq.(14)
and Q′kr in eq.(22) into F
1
kr(χ) in eq.(29), F
1
kr(χ) can be written as[15]
F 1kr(χ) =
∑
n1,n2,k1,k2,k1≥p1≥0,k2≥p2≥0
W n1,n2,p1,p2k,k1,k2 Ξ
r,n1,n2,p1,p2
k,k1,k2
(χ), (B1)
where the summation with respect to p1 and p2 is performed from 0 to k1 and k2, respectively
as seen in eq.(16). Here Ξr,n1,n2,p1,p2k,k1,k2 (χ) is the characteristic integral defined as
Ξr,n1,n2,p1,p2k,k1,k2 (χ) ≡ Γ(k1 + n1 +
3
2
)Γ(k2 + n2 +
3
2
)
(
2κT
m
)3 ∫ ∫ ∫
Yk(c
′
1)Y
(p1)
k1
(c1)Y
(p2)
k2
(c2)
× exp[−(c21 + c22)]Srk+ 1
2
(c′21 )S
n1
k1+
1
2
(c21)S
n2
k2+
1
2
(c22)gdǫdc2dc1. (B2)
Note that the integrals containing products like Y
(p1)
k1
(c1)Z
(p2)
k2
(c2) are zero, owing to
the orthogonality properties of the spherical harmonic functions, while those containing
Z
(p1)
k1
(c1)Z
(p2)
k2
(c2) are identical with the corresponding integrals Ξ
r,n1,n2,p1,p2
k,k1,k2
(χ). The factor
W n1,n2,p1,p2k,k1,k2 in eq.(B1) is defined as
W n1,n2,p1,p2k,k1,k2 ≡ n2
( m
2πκT
)3 ( m
2κT
) k+k1+k2
2
n1!n2!(k +
1
2
)
√
π
Ψp1,p2k1,k2(B
(p1)
k1n1
B
(p2)
k2n2
+ C
(p1)
k1n1
C
(p2)
k2n2
), (B3)
which is obtained from the prefactors and the coefficients in the general form of f1, f2
in eq.(14) and Q′kr in eq.(22). Note that C
(p1)
k1n1
C
(p2)
k2n2
appear from the integrals containing
Z
(p1)
k1
(c1)Z
(p2)
k2
(c2), and that B
(0)
kr = Bkr and C
(0)
kr = 0 from eqs.(16), (17), (18) and (19). The
constant Ψp1,p2k1,k2 is defined as
Ψp1,p2k1,k2 = 1 for p1 = p2 = 0, (B4)
and
Ψp1,p2k1,k2 =
4(k1 − p1)!(k2 − p1)!
(k1 + p1)!(k2 + p1)!
for p1 = p2 6= 0. (B5)
Here Ψp1,p2k1,k2 for p1 6= p2 is not necessary for our calculation.[15, 49] It is found that we
need only to evaluate the characteristic integral Ξr,n1,n2,p1,p1k,k1,k2 (χ) in order to calculate F
1
kr(χ).
Our calculation of Ξr,n1,n2,p1,p1k,k1,k2 (χ) is written in ref.[49]. Our calculation has been performed
mainly based on Burnett’s method[15]. We have, however, made some modifications on his
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method, which make the calculation of Ξr,n1,n2,p1,p1k,k1,k2 (χ) much easier.[49] We emphasize that
our calculation could not be carried out completely if we did not make the modifications on
Burnett’s method.
Once the characteristic integral Ξr,n1,n2,p1,p1k,k1,k2 (χ) has been derived, F
1
kr(χ) is now calcu-
lated from eq.(B1) with W n1,n2,p1,p1k,k1,k2 in eq.(B3). Note that the coefficient term B
(p1)
k1n1
B
(p2)
k2n2
+
C
(p1)
k1n1
C
(p2)
k2n2
in W n1,n2,p1,p1k,k1,k2 can be determined for each order when the suffices k1, k2, n1, n2,
p1 and p2 are specified.
APPENDIX C: THE CALCULATION OF THE FIRST ORDER COEFFICIENTS
BIkr
Let us explain how to obtain the first-order coefficients, that is, how to solve the integral
equation (5). To begin with, we calculate ΩHkr in eq.(26) to first order; Ω
H
kr for first order
corresponds to the right-hand side of eq.(5). For first order, ΩHkr in eq.(26) can be calculated
by substituting B00 = 1 into the expressions of Dk,r, Ek,r and Gk,r in eqs.(A2), (A3) and
(A4): the coefficient B00 = 1 corresponds to f1 = f
(0)
1 , and higher-order terms do not appear
in ΩHkr for first order. Ω
H
kr for first order finally becomes
ΩH1r = −
n
T
( m
2κT
)− 1
2 ∂T
∂z
δ1,r. (C1)
Now ΩHkr for first order is found to vanish unless k = 1, so that we need calculate only
∆H1,r for first order; as was mentioned in the end of §II, we do not need to consider the case in
which the right-hand side of eq.(5) becomes zero.[2] To derive ∆H1,r in eq.(28) for first order,
we must calculate both W n1,n2,p1,p11,k1,k2 and Ξ
r,n1,n2,p1,p1
1,k1,k2
in F 11,r(χ) of eq.(B1) for first order as
was shown in the previous subsection. The result for ∆H1,r to first order can be written finally
in the form
∆H1r = B00
∑
n1
BI1n1M
r,n1,0,0,0
1,1,0 , (C2)
where the set of the coefficients BI1n1B00 is obtained from W
n1,0,0,0
1,1,0 in eq.(B3). f1 in eq.(29)
contains only B00 = 1 and the first-order coefficients, i.e. the family of B
I
k1n1
to first order;
f2 in eq.(29) also contains B00 = 1 and the family of B
I
k2n2
to first order. Thus, we obtain
only the term BI1n1B00 from W
n1,0,0,0
1,1,0 to first order using the fact that F
1
kr(χ) = 0 unless
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k = |k1 − k2| + 2q. Note that it is sufficient to consider only the case for k1 ≥ k2 as is
explained in refs.[15, 49], and that we set q = 0. The matrix M r,n1,0,0,01,1,0 is thus obtained
M r,n1,0,0,01,1,0 =
3n2σ2m4n1!
64π
5
2κ4T 4
×
∫ pi
0
[Ξr,n1,0,0,01,1,0 (χ)− Ξr,n1,0,0,01,1,0 (0)] sin
χ
2
cos
χ
2
dχ, (C3)
using eqs.(28), (B1) and (B3).
For k = 1, eq.(32) gives simultaneous equations determining the first-order coefficients
BI1n1 , i.e.
ΩH1r =
∑
n1≥1
BI1n1M
r,n1,0,0,0
1,1,0 , (C4)
from eqs.(C1) and (C2). Note that we need only to obtain the first-order coefficients BI1n1
for n1 ≥ 1, because B10 = 0 from eq.(20). We have calculated the matrix M r,n1,0,0,01,1,0 for
1 ≤ r ≤ 7 and 1 ≤ n1 ≤ 7 from eq.(C3), and we have confirmed that M0,n1,0,0,01,1,0 for
1 ≤ n1 ≤ 7 calculated from eq.(C3) vanishes. Our result for M r,n1,0,0,01,1,0 for 1 ≤ r ≤ 7 and
1 ≤ n1 ≤ 7 is given in ref.[42]. At last, we can determine the first-order coefficients BI1n1 by
solving the simultaneous equations (C4), that is, BI1n1 can be obtained as
BI1n1 =
∑
r≥1
ΩH1r(M
r,n1,0,0,0
1,1,0 )
−1, (C5)
where X−1 represents the inverse matrix of a matrix X . Note that we have confirmed, using
eqs.(C1) and (C3), that both sides of eq.(C4) for r = 0 vanish, so that we need only calculate
both sides of eq.(C4) for r ≥ 1. Finally, the results of the first-order coefficients BIk1n1, i.e.
BIkr in eq.(16) can be calculated as in eq.(33).
APPENDIX D: THE CALCULATION OF THE SECOND ORDER COEFFI-
CIENTS BIIkr
Let us explain how to obtain the second-order coefficients, that is, how to solve the integral
equation (6). The coefficients of first order, i.e. the family of BIkr, have been obtained as
given in eq.(33), so that we can employ them to determine the second-order coefficients, i.e.
the family of BIIkr.
To begin with, we calculate ΩHkr in eq.(26) for second order; Ω
H
kr for second order corre-
sponds to the first term on the right-hand side of eq.(6). For second order, ΩHkr in eq.(26)
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can be calculated by substituting the family of BIkr into the expressions of Dk,r, Ek,r and
Gk,r in eqs.(A2), (A3) and (A4); other terms do not appear in Ω
H
kr for second order. The
results of the tedious calculation of ΩHkr to second order finally become as follows. For k = 0,
ΩH0r becomes
ΩH0r = 0, (D1)
for r = 0 and 1,
ΩH02 =
35
32
1√
2πσ2T 2
( m
2κT
)− 1
2
(∇T )2 (b12 − b11) , (D2)
for r = 2, and
ΩH0r =
5
16
1√
2πσ2T 2
( m
2κT
)− 1
2
(∇T )2
[
(r2 +
r
2
− 3
2
)b1r − (2r − 1
2
)b1,r−1 + b1,r−2
]
, (D3)
for r ≥ 3. Note that values for the constants b1r are summarized in Table I. For k = 2, ΩH2r
becomes
ΩH20 = 0, (D4)
and
ΩH21 = −
5
8
1√
2πσ2T 2
( m
2κT
)− 1
2 [
2 (∂zT )
2 − (∂xT )2 − (∂yT )2
]
(b12 − b11) , (D5)
and
ΩH2r =
5
16
1√
2πσ2T 2
( m
2κT
)− 1
2 [
2 (∂zT )
2 − (∂xT )2 − (∂yT )2
]
× [−r(r + 1)b1,r+1 + 2rb1r − b1,r−1] , (D6)
for r ≥ 2. For k = 1 and k ≥ 3, we find that ΩHkr becomes
ΩHkr = 0, (D7)
for any value of r.
Next let us calculate ∆Hkr in eq.(28) for second order. In order to derive ∆
H
kr for second
order, we have to calculate W n1,n2,p1,p1k,k1,k2 and Ξ
r,n1,n2,p1,p1
k,k1,k2
in F 1kr(χ) of eq.(B1) to second order,
as was shown in Appendix B. For even k, ∆Hkr to second order results in the general form:
∆Hkr = B00
∑
n1,0≤q≤
k
2
BIIk−2q,n1M
r,n1,0,0,0
k,k−2q,0 +
∑
n1,n2
BI1n1B
I
1n2
M r,n1,n2,0,0k,1,1
+
∑
n1,n2
[B
(1)I
1n1B
(1)I
1n2 + C
(1)I
1n1C
(1)I
1n2 ]M
r,n1,n2,1,1
k,1,1 . (D8)
22
Here the set of the coefficients BIIk−2q,n1B00 can be obtained from W
n1,0,0,0
k,k−2q,0 in eq.(B3). The
set of the coefficients BI1n1B
I
1n2
is obtained from W n1,n2,0,0k,1,1 in eq.(B3); B
I
1n1
from f1 and
BI1n2 from f2 are the first-order coefficients obtained in eq.(33), so that B
I
1n1B
I
1n2 is second
order. Similarly, the set of the terms B
(1)I
1n1B
(1)I
1n2 + C
(1)I
1n1C
(1)I
1n2 is obtained from W
n1,n2,1,1
k,1,1 in
eq.(B3); B
(1)I
1n1
, C
(1)I
1n1
from f1 and B
(1)I
1n2
, C
(1)I
1n2
from f2 are the first-order coefficients obtained
in IIIC 1, so that B
(1)I
1n1B
(1)I
1n2 and C
(1)I
1n1C
(1)I
1n2 are also second order. To second order, f1 of
eq.(29) contains only B00 = 1, the family of B
I
k1n1
obtained as eq.(33) and the family of
BIIk1n1 to be determined here; f2 of eq.(29) also contains only B00 = 1, the family of B
I
k2n2
and the family of BIIk2n2 to second order. Thus, we can only obtain the sets of the terms in
eq.(D8) for second order by using the fact that F 1kr(χ) = 0 unless k = |k1 − k2| + 2q: the
second and the third terms on the right-hand side of eq.(D8) do not appear for odd k. Note
that it is sufficient to consider only the case for k1 ≥ k2, as is explained in refs.[15, 49], and
that B
(1)I
1n1
C
(1)I
1n2
or C
(1)I
1n1
B
(1)I
1n2
does not appear owing to the orthogonality properties of the
spherical harmonic functions. (see Appendix B) The matrix M r,n1,0,0,0k,k−2q,0 in eq.(D8) is thus
obtained as
M r,n1,0,0,0k,k−2q,0 =
n2σ2
2
( m
2πκT
)3 ( m
2κT
)k−q
n1!(k +
1
2
)
√
π
×
∫ pi
0
[Ξr,n1,0,0,0k,k−2q,0 (χ)− Ξr,n1,0,0,0k,k−2q,0 (0)] sin
χ
2
cos
χ
2
dχ, (D9)
using eqs.(28), (B1) and (B3). Similarly, the matrices M r,n1,n2,0,0k,1,1 and M
r,n1,n2,1,1
k,1,1 in eq.(D8)
are derived as
M r,n1,n2,0,0k,1,1 =
n2σ2
2
( m
2πκT
)3 ( m
2κT
) k
2
+1
n1!n2!(k +
1
2
)
√
π
×
∫ pi
0
[Ξr,n1,n2,0,0k,1,1 (χ)− Ξr,n1,n2,0,0k,1,1 (0)] sin
χ
2
cos
χ
2
dχ, (D10)
and
M r,n1,n2,1,1k,1,1 =
n2σ2
2
( m
2πκT
)3 ( m
2κT
) k
2
+1
n1!n2!(k +
1
2
)
√
π
×
∫ pi
0
[Ξr,n1,n2,1,1k,1,1 (χ)− Ξr,n1,n2,1,1k,1,1 (0)] sin
χ
2
cos
χ
2
dχ, (D11)
respectively.
For even k, eq.(32) finally leads to simultaneous equations to determine the second-order
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coefficients BIIk−2q,n1:
ΩHkr =
∑
n1,0≤q≤
k
2
BIIk−2q,n1M
r,n1,0,0,0
k,k−2q,0 +
∑
n1,n2
BI1n1B
I
1n2M
r,n1,n2,0,0
k,1,1
+
∑
n1,n2
[B
(1)I
1n1B
(1)I
1n2 + C
(1)I
1n1C
(1)I
1n2 ]M
r,n1,n2,1,1
k,1,1 , (D12)
from eq.(D8). The second and the third terms on the right-hand side of eq.(D12) correspond
to J(f
(1)
1 , f
(1)
2 ) in the integral equation (6). Thus, it had been believed that eq.(D12) should
be considered for all even k because the contribution from the right-hand side of eq.(6) would
not become zero even when ΩHkr which corresponds to the first term on the right-hand side
of eq.(6) is zero.[15] However, for k = 4, 6 and 8, we have confirmed that the second and
the third terms on the right hand side of eq.(D12) disappear, which leads to the fact that it
is not necessary to consider eq.(D12) for k = 4, 6 and 8. Therefore, it is natural to expect
that we do not need to consider eq.(D12) for even k furthermore. Our contention that the
second and the third terms on the right hand side of eq.(D12) will disappear for k = 2n
with the integer n ≥ 2 should be demonstrated by a mathematical proof in the future. It
should be mentioned that the second and the third terms on the right-hand side of eq.(D12)
do not appear for odd k, and ΩHkr to second order is found to be zero for odd k, so that
we do not need to calculate ∆Hkr for odd k; it is not necessary to consider the case in which
contribution from the right-hand side of eq.(6) becomes zero.[2]
Now, we need to consider eq.(D12) only for k = 0 and 2. If k = 0, eq.(D12) leads to
simultaneous equations to determine the second-order coefficients BII0n1 :
ΩH0r =
∑
n1≥2
BII0n1M
r,n1,0,0,0
0,0,0 +
∑
n1,n2
BI1n1B
I
1n2
M r,n1,n2,0,00,1,1
+
∑
n1,n2
[B
(1)I
1n1B
(1)I
1n2 + C
(1)I
1n1C
(1)I
1n2 ]M
r,n1,n2,1,1
0,1,1 , (D13)
that is,
BII0n1 =
∑
r≥2
{
ΩH0r −
∑
n1,n2
BI1n1B
I
1n2
M r,n1,n2,0,00,1,1
−
∑
n1,n2
[B
(1)I
1n1
B
(1)I
1n2
+ C
(1)I
1n1
C
(1)I
1n2
]M r,n1,n2,1,10,1,1
}
(M r,n1,0,0,00,0,0 )
−1, (D14)
with ΩH0r in eqs.(D1), (D2) and (D3). We should derive the second-order coefficients B
II
0n1
only for n1 ≥ 2, because B00 = 1 and B01 = 0 from eq.(20). We have calculated the
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matrix M r,n1,0,0,00,0,0 for 2 ≤ r ≤ 6 and 2 ≤ n1 ≤ 6 from eq.(D9), and we have confirmed
that M r,n1,0,0,00,0,0 vanishes for r = 0, 1 and 2 ≤ n1 ≤ 6. We have also calculated the matrices
M r,n1,n2,0,00,1,1 for 2 ≤ r ≤ 6, 1 ≤ n1 ≤ 7 and 1 ≤ n2 ≤ 7 from eq.(D10), and we have
confirmed M r,n1,n2,0,00,1,1 vanishes for r = 0, 1, 1 ≤ n1 ≤ 7 and 1 ≤ n2 ≤ 7. Our results for
M r,n1,0,0,00,0,0 for 2 ≤ r ≤ 6 and 2 ≤ n1 ≤ 6 and M r,n1,n2,0,00,1,1 for 2 ≤ r ≤ 6, 1 ≤ n1 ≤ 7 and
1 ≤ n2 ≤ 7 are given in ref.[42]. The matrices M r,n1,n2,1,10,1,1 for 2 ≤ r ≤ 6, 1 ≤ n1 ≤ 7 and
1 ≤ n2 ≤ 7, which can be calculated from eq.(D11), are also obtained from the symmetric
relation M r,n1,n2,0,00,1,1 =M
r,n1,n2,1,1
0,1,1 arising from properties of the spherical harmonic function.
Finally, we can determine the second-order coefficients BII0n1 in f1, i.e. B
II
0r in eq.(14) as in
eq.(37).
If k = 2, eq.(D12) leads to simultaneous equations to determine the second-order coeffi-
cients BII2n1 :
ΩH2r =
∑
n1≥0
[BII2n1M
r,n1,0,0,0
2,2,0 +B
II
0n1M
r,n1,0,0,0
2,0,0 ] +
∑
n1,n2
BI1n1B
I
1n2M
r,n1,n2,0,0
2,1,1
+
∑
n1,n2
[B
(1)I
1n1
B
(1)I
1n2
+ C
(1)I
1n1
C
(1)I
1n2
]M r,n1,n2,1,12,1,1 , (D15)
that is,
BII2n1 =
∑
r≥0
{
ΩH2r −
∑
n1,n2
BI1n1B
I
1n2
M r,n1,n2,0,02,1,1
−
∑
n1,n2
[B
(1)I
1n1
B
(1)I
1n2
+ C
(1)I
1n1
C
(1)I
1n2
]M r,n1,n2,1,12,1,1
}
(M r,n1,0,0,02,2,0 )
−1, (D16)
with ΩH2r in eqs.(D4), (D5), and (D6). Note that we have confirmed M
r,n1,0,0,0
2,0,0 in eq.(D15)
becomes zero, which had been also confirmed by Burnett[15]. We should derive the second-
order coefficients BII2n1 for n1 ≥ 0. We have calculated the matrix M r,n1,0,0,02,2,0 for 0 ≤ r ≤ 6
and 0 ≤ n1 ≤ 6 from eq.(D9), and also the matrices M r,n1,n2,0,02,1,1 for 0 ≤ r ≤ 6 , 1 ≤ n1 ≤ 7
and 1 ≤ n2 ≤ 7 from eq.(D10). Our results are given in ref.[42]. The matrices M r,n1,n2,1,12,1,1
for 0 ≤ r ≤ 6, 1 ≤ n1 ≤ 7 and 1 ≤ n2 ≤ 7, which can be calculated from eq.(D11), are also
obtained from the symmetric relation M r,n1,n2,0,02,1,1 = −2M r,n1,n2,1,12,1,1 arising from properties of
the spherical harmonic function.[15] The second-order coefficients BIIk1n1 in f1, i.e. B
II
kr in
eq.(16) can be written in the final form shown in eq.(38).
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APPENDIX E: TEST OF THE NONEQUILIBRIUM STEADY-STATE THER-
MODYNAMICS
We examine SST from the microscopic viewpoint, that is, by applying the velocity distri-
bution function for the steady-state Boltzmann equation for both hard-core molecules and
Maxwell molecules to the cell on the right-hand side in a simple nonequilibrium steady-state
system illustrated in Fig.4. We also use the velocity distribution function for the steady-state
BGK equation to second order in the test of SST. This simple nonequilibrium steady-state
system is inspired by SST suggested by Sasa and Tasaki[46]. They predicted the following
results. When the system shown in Fig.4 is in a steady-state, the osmosis, defined as the
difference between the pressure Pxx of the cell in the nonequilibrium steady state and the
value P0 of the cell at equilibrium, namely
∆P ≡ Pxx − P0, (E1)
always becomes positive. Additionally, there is a relation
n(0)
n0
=
(
∂Pxx
∂P0
)
T0,Jx
, (E2)
connecting n(0), Pxx, n0 and P0, where n(0) is the density of the cell in the nonequilibrium
steady state around the hole and n0 is that of the cell at equilibrium.
We consider the nonequilibrium steady-state where the mean mass flux at the hole is
zero: ∫ ∞
0
dcx
∫ ∞
−∞
d2c⊥mcxf0 +
∫ 0
−∞
dcx
∫ ∞
−∞
d2c⊥mcxf |x=0 = 0, (E3)
where c⊥ represents the components of the velocity which are orthogonal to cx, i.e. cy
and cz. Note that we consider the mean mass flux at the hole, so that we put x = 0 in
f . f0 = n0(m/2πκT0)
3/2e−mv
2/2κT0 is the velocity distribution function of the cell on the
left-hand side at equilibrium at temperature T0 and density n0. From eq.(E3), the relation
between n(0) and n0 is obtained as
n(0) = n0[1 + λn
mJ2x
n20κ
3T 30
], (E4)
to second order. The value for the constant λn is given in Table V. The density of the cell
in the nonequilibrium steady state around the hole n(0) is greater than that of the cell at
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equilibrium n0 regardless of the sign of Jx. We emphasize that λn could not be calculated if
we did not derive the explicit form of the velocity distribution function f to second order.
We have adopted the boundary condition around the hole, T (0) = T0, in order to examine
SST. Although it is believed that the Knudsen layer effect, i.e. the slip effect is dominant
around the ’wall’[5, 16, 21], for reasons of simplification, we do not consider the slip effect
around the ’hole’ in this paper. If the slip effect is not dominant, the density of the cell in
the nonequilibrium steady state will always be larger than that of the cell at equilibrium,
regardless of the sign of Jx. This can be tested by experiments on the nonequilibrium
steady-state system shown in Fig.4.
We also calculate the osmosis ∆P in eq.(E1) as
∆P = λ∆P
mJ2x
n0κ2T 20
, (E5)
to second order, using eqs.(43), (E4) and P0 = n0κT0. Values for λ∆P are given in Table V.
We have found that λ∆P is always positive, which agrees with the prediction by SST[46].
Furthermore, we are able to test the relation (E2). Though substitution of eqs.(43) and
(E4) into eq.(E2) leads to the relation λxxP /λn = −2, our numerical results conflict with this
relation: our results give λxxP /λn = −0.5604 for 7th approximation b0r and b2r for hard-core
molecules and λxxP /λn = 0 for both Maxwell molecules and the steady-state BGK equation.
We have also confirmed that the relation λxxP /λn = −2 predicted in SST[46] is not modified
if the boundary condition around the hole can be written in the form:
T (0) = T0[1 + λT
mJ2x
n20κ
3T 30
], (E6)
where the constant λT represents the difference between the temperature of molecules around
the hole and that of the mid-wall. Our boundary condition T (0) = T0 corresponds to putting
λT = 0 for any kinetic models. It can be concluded that, although we regard a state in which
the mean mass flux at the hole is zero to be a nonequilibrium steady state, as in eq.(E3),
this state has yet to be interpreted phenomenologically.
On the other hand, by virtue of the derivation of the explicit form of the velocity distri-
bution function f to second order, we can also calculate the x component of the heat flux
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at the hole as
J∗ ≡
(
2κT
m
)3 ∫ ∞
0
dcx
∫ ∞
−∞
d2c⊥
mc2
2
cxf0 +
(
2κT
m
)3 ∫ 0
−∞
dcx
∫ ∞
−∞
d2c⊥
mc2
2
cxf |x=0
=
Jx
2
+ λJ∗
mJ2x
n0κ2T 20
(
2κT0
πm
) 1
2
, (E7)
to second order using eq.(E4). Numerical values for the constant λJ∗ are given in Table
V. The first-order term on the right-hand side of eq.(E7) is from Fourier’s law, while the
second-order term also appears on the right-hand side of eq.(E7), though the second-order
heat flux J(2) does not exist in the cell in the nonequilibrium steady state. This fact indicates
that T (0) is not appropriate for the nonequilibrium temperature, if J∗ suggests the existence
of the nonequilibrium temperature.
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TABLE I: Numerical constants b1r in eq.(33)
r r ≤ 4 r ≤ 5 r ≤ 6 r ≤ 7 Maxwell’s b1r
1 1.025 1.025 1.025 1.025 1
2 4.881 × 10−2 4.889 × 10−2 4.891 × 10−2 4.892 × 10−2 0
3 3.639 × 10−3 3.698 × 10−3 3.711 × 10−3 3.715 × 10−3 0
4 2.526 × 10−4 2.838 × 10−4 2.905 × 10−4 2.922 × 10−4 0
5 − 1.855 × 10−5 2.123 × 10−5 2.187 × 10−5 0
6 − − 1.284 × 10−6 1.492 × 10−6 0
7 − − − 8.322 × 10−8 0
TABLE II: Numerical constants b0r in eq.(37)
r r ≤ 4 r ≤ 5 r ≤ 6 r ≤ 7 Maxwell’s b0r
2 4.434 × 10−1 4.390 × 10−1 4.381 × 10−1 4.380 × 10−1 8251024
3 −4.935 × 10−2 −5.342 × 10−2 −5.413 × 10−2 −5.429 × 10−2 − 25256
4 − −3.581 × 10−3 −4.007 × 10−3 −4.098 × 10−3 0
5 − − −2.779 × 10−4 −3.184 × 10−4 0
6 − − − −2.087 × 10−5 0
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TABLE III: Numerical constants b2r in eq.(38)
r r ≤ 4 r ≤ 5 r ≤ 6 r ≤ 7 Maxwell’s b2r
0 −3.353 × 10−2 −3.327 × 10−2 −3.322 × 10−2 −3.320 × 10−2 0
1 −1.285 × 10−1 −1.278 × 10−1 −1.277 × 10−1 −1.276 × 10−1 75896
2 6.320 × 10−1 6.394 × 10−2 6.410 × 10−2 6.414 × 10−2 1251536
3 4.884 × 10−3 5.395 × 10−3 5.496 × 10−3 5.521 × 10−3 0
4 − 3.609 × 10−4 4.101 × 10−4 4.214 × 10−4 0
5 − − 2.685 × 10−5 3.106 × 10−5 0
6 − − − 1.861 × 10−6 0
TABLE IV: Numerical constants for the macroscopic quantities I: the ith approximation quantities
for hard-core molecules and the exact values for Maxwell molecules and the steady-state BGK
equation.
ith λxxP λ
yy
P λTx λTy λS
4th −4.647 × 10−2 2.324 × 10−2 −2.324 × 10−2 1.162 × 10−2 −2.034 × 10−1
5th −4.610 × 10−2 2.305 × 10−2 −2.305 × 10−2 1.153 × 10−2 −2.035 × 10−1
6th −4.602 × 10−2 2.301 × 10−2 −2.301 × 10−2 1.151 × 10−2 −2.035 × 10−1
7th −4.600 × 10−2 2.300 × 10−2 −2.300 × 10−2 1.150 × 10−2 −2.035 × 10−1
Maxwell 0 0 0 0 −15
BGK equation 0 0 0 0 −15
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TABLE V: Numerical constants for the macroscopic quantities II: the ith approximation quantities
for hard-core molecules and the exact values for Maxwell molecules and the steady-state BGK
equation. The values of λn, λ∆P and λJ∗ for hard-core molecules has not yet converged to 4th
approximation b0r and b2r values. The ratios of the 7th to the 6th approximation λn, λ∆P and λJ∗
are 1.011, 1.023 and 1.004, respectively, so that the errors included in the 7th approximation λn,
λ∆P and λJ∗ appear to be less than about one or two percent. Note that n(0) = n0 to first order,
and that osmosis does not appear to first order.
ith λn λ∆P λJ∗
4th 9.255 × 10−2 4.608 × 10−2 −3.237 × 10−1
5th 8.528 × 10−2 3.917 × 10−2 −3.109 × 10−1
6th 8.296 × 10−2 3.694 × 10−2 −3.073 × 10−1
7th 8.210 × 10−2 3.609 × 10−2 −3.060 × 10−1
Maxwell 711575
71
1575 − 41105
BGK equation 225
2
25 −1125
b
db
χ
ε
FIG. 1: Schematic description of an interaction.
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FIG. 2: The scaled φ(2) for hard-core molecules with 7th approximation b0r and b2r. Note that we
put cz = 0.
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FIG. 3: Comparison of the scaled φ(2)s for hard-core molecules with the scaled φ(2) for Maxwell
molecules. The dashed line, the dash-dotted line, the long-dashed line and the solid line correspond
to the scaled φ(2)s for hard-core molecules with 4th, 5th, 6th and 7th approximation b0rs and b2rs,
respectively. The dotted line is the scaled φ(2) for Maxwell molecules. Note that we put cy = cz = 0.
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FIG. 4: The cell on the left-hand side is at equilibrium at temperature T0. The cell on the right-
hand side is in a nonequilibrium state under a temperature gradient along the x-axis caused by
the right wall (at x = L0) at temperature T1 and the thin mid-wall (at x = 0) at temperature
T0, of thickness less than or equal to the mean free path l of the dilute gases. Both cells are filled
with dilute gases and connected by a small hole of diameter d on the thin mid-wall. The diameter
of the small hole d is much smaller than l, i.e. d ≪ l. Molecules which have passed through the
small hole are relaxed into the state of the cell they go into after a few interactions, so that they
do not affect the macroscopic state of that cell. The mean mass flux at the small hole is zero in
the nonequilibrium steady state.
36
