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This dissertation entitled 'Quadratic Programming is submitted to 
Aligarh Muslim University, Aligarh, for the partial fulfillment of 
the degree of M.Phi/. In this manuscript an attempt has been made 
to present a survey of the available literature on quadratic 
programming. 
The dissertation consists of Five chapters. The First chapter is 
devoted to the introduction of History of O.R., Optimization 
problems, Mathematical programming problem. Linear programming 
problem, Non-Linear programming problem. Quadratic programming 
problems. Quadratic forms and Duality in Quadratic programming 
problem. 
In chapter Tivo, various methods for solving different types of 
quadratic programming are discussed. Quadratic Programming \s a 
mathematical programming problem in which the objective function 
is a sum of linear and quadratic form. For solving Quadratic 
programming Problem Wolfe's and Beale's method are illustrated. 
For the solution of Concave Quadratic Programming Problem Tui's 
cut Is also explained in derail. 
Chapter Three presents some recent methods for solving all 
integer and mixed integer quadratic programming problems. 
In chapter Four , some situations in Economics, Industry and 
Sample surveys have been formulated as the problem of quadratic 
problem which shows the importance and applications of the topic. 
And last but not the least in chapter Five a brief introduction of 
Bilevel programming problems is given and two algorithms for 
Bilevel Programming Problems are discussed viz. Vertex 
Enumeration Approach and Kuhn Tucker Approach. Also a method 
for solving Mixed Integer Concave Quadratic Bilevel programming 
problem is discussed. 
Fairly comprehensive references of various publications referred \T\ 
this dissertation have been given at the end of this manuscript. The 
references are arranged alphabetically according to the author's 
name. 
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Chapter 1 
I:N7%OV^CJIOJ^ 
Since the beginning of the history of mankind, man has been confronted with 
the problem of deciding a course of action that would be the best for him under 
the circumstances. This process of making optional judgment according to 
various criteria is known as the science of decision making. Unfortunately, 
there was no scientific method of solution for such an important class of 
problems until very recently. It is only in 1930's that a systematic approach to 
the decision problem started developing, mainly due to the advent of the 
'New-Deal' in the United States and similar attempts in other parts of the 
world to curve the great economic depression prevailing throughout the world 
during this period. As a result during the 1940's, a new science began to 
emerge out. 
About the same time, during worid war II, the military management in the 
United Kingdom called upon a group of scientists from different disciplines to 
use their scientific knowledge for providing assistance to several strategic and 
tactical war problems. The encouraging results advised by the British scientists 
soon motivated the military management of the U.S.A. to start on similar 
activities. 
The methodology applied by these scientists to achieve their objectives was 
named as O.R. because they were dealing with research on military operations. 
Operational research, populariy known as O.R., is a recent addition to a long 
list of scientific tools which provide a new outlook to many conventional 
management problems. Operational research adds greater sophistication 
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towards solving management problems. It seeks the determination of best 
(optimum) course of action of a decision problem under the limiting factor of 
limited resources. Accordingly O.R. has become a versatile tool in the field of 
management and its potential for future use is very substantial. O.R. proves an 
effective scientific technique to solve such decision-making problems of 
modem business and industry. 
A key word associated with O.R. is 'optimization'. Optimization means 
determining the best course of action amongst the different alternatives 
available in a decision-making problem. It can be regarded as a process of 
finding the optimal value (the greatest or the smallest as the case may be) of a 
function (usually called the objective function) under a given set of 
circumstances (often called 'constraints'). Optimization can, thus, be viewed 
as a decision-making process or more specifically as one of the major 
quantitative tools in the network of decision-making, in which decisions have 
to be taken which optimize one or more of the specified objectives under the 
prescribed set of constraints. 
Optimization problems arise in almost every sphere of human activity. These 
occur in almost every engineering discipline such as Civil, Mechanical, 
Electrical, Telecommunication, Chemical and Biochemical, Engineering 
Design and Manufacturing systems etc. These also occur in Business 
Administration, Management and other Economic and Industry related fields. 
In fact, the newly developed optimization techniques are now being applied in 
every sphere of human activity where decisions have to be taken in some 
complex situation which can be represented by a mathematical model. 
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Solving an Optimization problem; 
Solution of a real life optimization problem usually involves three phases: i) 
modeling phase, ii) solution of the mathematical model, and iii) validation of 
the results and their implementation. Out of these three, the first phase namely 
'modeling phase' is the most vital one. An incorrect model yields an incorrect 
solution. However, the other two phases are also equally important as these 
provide the basis for obtaining the optimal solution and its implementation in 
the real life situation. 
In a majority of the cases, the real life optimization problem is available in 
descriptive form in words. It has to be transformed into a mathematical model 
in which one or more of the available techniques of optimization can be 
applied. In earlier days in view of the limited availability of the computational 
facilities, the trend was to introduce approximations and assumptions in the 
model, so that it could be conveniently solved using some well-known 
techniques of optimization. However, the solution of this modified and 
simplified model often did not meet the specificadons of the actual end user. 
This was one of the main reasons why initially the practical users were not so 
enthusiastic in using these methods. However, with the easy availability of fast 
computing facilities in the form of personal computers, and at the same time 
the development of more robust and efficient computational techniques of 
optimization, the scenario has now been changed. Solution of more realistic 
and complex problems can now be obtained in more or less their original form 
and in a relatively much shorter time span. 
There can be variety of mathematical models of real life optimization 
problems which are discussed in further sections. 
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^M^mS^mirilng 
Mathematical programming is concerned with finding optimal solutions to the 
problems of decision making under limited resources to meet the desired 
objectives. 
The mathematical programming problem (MPP) can be formulated as: 
maximize (minimize) z = / ( x ) , 
subject to the constraintsgi[<, =, >]bi ,i = l,...,m 
and the non — negativity resrictions x > 0, 
where x= (x-^, ....x^) is an n-component vector of variables, f{x) and gi{x) 
are functions of n-variables (:J:I, ...,Xn) and bi are known constants. 
Furthermore one and only one of the signs <,= and > holds for each 
constraint. 
Depending upon the nature of the objective function f(^x), the functions gi(x) 
in the constraints and other restrictions on the variable vector x the MPP may 
be classified under different headings. Although no single technique has been 
found to be universally applicable for almost all classes. Some important 
classes are listed below: 
1. Linear programming 
2. Non-linear programming 
3. Quadratic programming 
4. Dynamic programming 
5. Integer programming 
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6. Stochastic programming 
7. Goal programming 
8. Parametric programming 
9. Chance constrained programming 
10. Geometric programming 
11. Separable programming 
[Note that all of these classes are not mutually exclusive] 
For the purpose of this dissertation in the succeeding chapters we will study 
the quadratic programming problem (QPP) in detail. 
Linear programming was developed in 1947 by George B. Dantzig, Marshall 
Wood, and their associates, as a tool for finding optimal solutions to military 
planning problems for the United States Air Force. The early applications were 
primarily limited to problems involving military operations, such as military 
logistics problems, military transportation problems, procurement problems, 
and other related fields. In addition, linear programming was applied to inter-
industry economic problems. 
The uses of linear programming range from the government sector to 
agricultural, business and industrial sectors. Its uses can also be found in 
economic theory, dietetics, industrial engineering, and applied mathematics. 
Linear programming is a mathematical programming technique most closely 
associated with operafions research and management science. In business, 
linear programming is used for finding the optimal uses of the firm's limited 
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resources. A linear programming problem is often referred to as an allocation 
problem because it deals with allocation of resources to alternative uses. 
Linear programming involves the formulation and solution of a class of 
business problems by the optimization of a linear mathematical function 
subject to linear inequalities. Here the term linear has a specific meaning. 
The mathematical formulation of linear programming problem for n decision 
variables and m side constraints is as follows: 
"-n 
m a x F = C1X1 + C2X2 + — h CjiX-f 
subject to ttii^i + ai2^2 + ••• + CLmXn < b^ 
a z i ^ i + 022:^:2 + ••• + Cl2nXn < ^2 
and Xi > 0,;it:2 ^ ^> —,Xn > 0 
where Uij, bi, Cj = given constants 
Xj = decision variables 
ni=no. of side constraints 
n= no. of decision variables. 
The above problem is formulated in a more general form as: 
n 
maxF 
7 = 1 
I t 
= J^CjXj 
n 
subject to y aij Xj < bi {for i = 1,2,..., m) 
; = i 
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and Xj > 0 {for j = 1,2, ...,n) 
In a similar way, the minimization problem is stated in the form: 
min F = X;=i Cj Xj 
n 
subject to y Uij Xj > bi (for i = 1,2, ...,m) 
7 = 1 
and Xj > 0 (forj = 1,2, ...,n) 
The basic difference between the maximization and the minimization problems 
in linear programming is found in the signs of the inequalities of the side 
constraints. The side constraints are expressed by "<" sign in maximization 
problem; where as those of the minimization problem are expressed by the 
">" sign. 
In linear programming it was assumed that there must exist a linear 
relationship among all decision variables. However, in many real life problems 
the assumption of linearity may not exist. For example, the sales prices or sales 
quantities may decrease as sales volume increases production cost may 
increase or decrease with changes in certain factors such as marginal 
productivity of productive factors. As a result, the objective function and/or 
one or more of the constraints will have non-linear relationships among 
decision variables. Non-linearity can also arise when any of the cost or profit 
coefficients in a linear programming model is a random variable. 
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Like Linear Programming, Non-Linear programming is a mathematical 
technique for determining the optimal solutions to many business problems. In 
a non-linear programming problem, either the objective function is non-linear, 
or one or more constraints have non-linear relationship or both. 
Interest in nonlinear programming problems developed simultaneously with 
the growing interest in linear programming. In the absence of general 
algorithms for NLPP, it lies near at hand to explore the possibilities of 
approximate solution by linearization. The nonlinear functions of a 
mathematical programming problem were replaced by piecewise linear 
functions, these approximations may be expressed in such a way that the 
whole problem is turned into linear programming. 
Kuhn and Tucker(1951) published an important paper "Non-linear 
programming", dealing with necessary and sufficient conditions for optimal 
solutions to programming problems, which laid the foundations for a great deal 
of later work in non-linear programming. 
A mathematical programming problem in which all the involved functions are 
not linear is called a nonlinear programming problem (NLPP). The 
mathematical model of an NLPP may be given as: 
maximize(or minimize) /(x^, X2,..., x^) 
s. t. Qi(xi, X2,..., Xn){< or = >}bi i = 1,..., m 
and Xj > 0; ;' = 1,2, ...,n 
where f(x^,X2....,Xn) and gi(Xi,X2, ...,Xn) are real valued function of n 
decision variables and at least one of these is non-linear. Several methods have 
been developed for solving non-linear programming problems. 
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Definition: The function Q(x) of n-variables x = (Xi, X2, •••, x„) is said to be 
quadratic form if 
n n 
^fe) = 2^ 2 J ^'^ ^'^^' ^ '^ ^ '^ ••'' 
In matrix notations (?(%) = x^Dx^, where D = ((dij)), without loss of 
generality we can assume that D is symmetric. 
Types of Quadratic forms: A quadratic form Q{JC) = x Dx is said to be: 
• Positive definite if x'Dx > 0 for all x 9^^ 0. 
• Positive semi definite ifx^Dx > 0 for all x and there exists at least one 
X 9^  0 such thatx'Dx = 0. 
• Negative definite if —x'Z)x is positive definite. 
• Negative semi definite if —x .Dx is positive semi definite. 
• Indefinite if it does not fall in any of the above four categories. 
Some properties of quadratic forms: 
• A positive semi definite quadratic form is a convex fiincfion. 
• The definiteness of a quadratic form is invariant under non-singular 
linear transformation. 
• Every quadratic form can be reduced to a form containing square terms 
only by a non-singular transformation. 
• If X'DX is positive definite there exists a non-singular transformation. 
Y - XXp such that x'Dx -> Y'Y = yl-\-yl + ... + y^. 
• The necessary and sufficient condition that a real quadratic form x'/)x is 
positive definite is that di > 0 for i = 1,2,..., n. 
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where di = 
dii 
dii 
dzz 
dii 
In this section we give the definition of quadratic program and discuss the 
nature of the coefficients and that of the functions involved so that quadratic 
program becomes feasible and finite solution exists. 
Quadratic programming (QP) deals with a special class of mathematical 
programs in which a quadratic function of the decision variables is required to 
be optimized (i.e., either minimized or maximized) subject to linear equality 
and/or inequality constraints. Let x= (Xj,..., x„) denote the column vector of 
decision variables. In mathematical programming, it is standard practice to 
handle a problem requiring the maximization of a function /(j[) subject to 
some constraints by minimizing — / ( ^ ) subject to the same constraints. Both 
problems have the same set of optimum solutions. Because of this, we restrict 
our discussion to minimization problems. 
A quadratic function is the simplest nonlinear function, and hence they have 
always served as model functions for approximating general nonlinear 
functions by local models (through Taylor series and other such 
approximations). Hence, quadratic programming models serve as a bridge 
between linear programming and nonlinear programming models. 
The general quadratic program can be written as 
Minimize/(2:) = c_x; + -x^Dx 
subject to Ax^<b^ and x>Q 
10 
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where c is an n-dimensional row vector describing the coefficients of the 
linear terms in the objective flinction, and D is an (n x n) symmetric matrix 
describing the coefficients of the quadratic terms. If a constant term exists it is 
dropped from the model. As in linear programming, the decision variables are 
denoted by the n-dimensional column vector x, and the constraints are defined 
by an (m X n) A matrix and an m-dimensional column vector b of right-hand-
side coefficients. We assume that a feasible solution exists and that the 
constraint region is bounded. 
When the objective function f{x) is strictly convex for all feasible points the 
problem has a unique local minimum which is also the global minimum. A 
sufficient condition to guarantee strict convexity for D to be positive definite. 
In quadratic programming problem the structural relation among the variables 
is assumed to be known. Our aim is to determine the optimal policies subject 
to the known structural restrictions and the condition of nonnegativity of the 
variables. The real problem situations do not allow the variables to have 
negative values. As implied, the optimum solution point either maximizes or 
minimizes some linear or nonlinear combination of the decision variables. 
Although quadratic programming problems call for the determination of a 
global optimum, numerical techniques will, in general, lead to a local 
optimum. On the more, it is not possible to determine if a local optimum is 
really a global optimum. Even if it could be done, quadratic programming 
procedures have no way of proceeding from a local optimum to a global 
optimum. 
Fortunately, mathematical tools have been developed to establish the 
coincidence of the local and global optima and a number of computational 
procedures have been framed for finding a global optimum for quadratic 
programming problems for those cases where it is known that any local 
optimum is also a global optimum. 
11 
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Karush-Kuhn-Tucker Conditions 
We now specialize the general first-order necessary conditions to the quadratic 
program. These conditions are sufficient for a global minimum when Q is 
positive definite; otherwise, the most we can say is that they are necessary. 
Excluding the nonnegativity conditions, the Lagrangian function for the 
quadratic program is 
^(^'MJ = C2C_ + ^x^Qx^-\- H{AX^- b), 
where \i is an m-dimensional row vector. The Karush-Kuhn-Tucker conditions 
for a local minimum are given as follows. 
-r—> 0,/ = l,...,n c ^-Qx^ •¥ ixA > Q (a) 
OXj — 
dL 
< 0 , i = l, ...,m Ax_-b^<0 (b) dfi 
Xj— = 0,j = l n ^^ (c^ + Q^-h ^ V ) = 0 (c) 
l^idi(x) = 0, i = 1,..., m IJ{AX - b) = 0 (d) 
Xj>0,j = l,...,n x > 0 (e) 
fii>0,i = l....,Tn ^i>0 ( / ) 
To put (a)-(f) into a more manageable form we introduce nonnegative surplus 
variables y e 9i" to the inequalities in (a) and nonnegative slack variables 
v e 3?"* to the inequalities in (b) to obtain the equations 
12 
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c^ + Qx + A^ii^ - y = 0 and i4x - ^ + v = 0. 
The KKT conditions can now be written with the constants moved to the right-
hand side. 
Qx^ -I- A^i^ - y = - c ^ (a) 
Ax + v = b_ {b) 
x>0,iJ.>0,y_>0.v>0 (c) 
f'x = 0,iiv = 0 id) 
The first two expressions are linear equahties, the third restricts all the 
variables to be nonnegative, and the fourth prescribes complementary 
slackness. 
The simplex algorithm can be used to solve (a)-(d) by treating the 
complementary slackness conditions (d) implicitly with a restricted basis entry 
rule. The procedure for setting up linear programming model follows. 
Let the structural constraints be Eqs. (a) and (b) defined by the KKT 
conditions. 
If any of the right-hand-side values are negative, multiply the corresponding 
equation by-1. 
• Add an artificial variable to each equation. 
• Let the objective fiincfion be the sum of the artificial variables. 
• Put the resultant problem into simplex form. 
The goal is to find the solution to the linear program that minimizes the sum of 
the artificial variables with the additional requirement that the 
complementarily slackness condidons be satisfied at each iteration. If the sum 
is zero, the solution will satisfy (a)-(d). To accommodate (d), the rule for 
13 
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selecting the entering variable must be modified with the following 
relationships in mind. 
Xj and jj are complementary for 7 = 1,..., n 
/Zj and Vi are complementary for i = 1,..., m 
The entering variable will be the one whose reduced cost is most negative 
provided that its complementary variable is not in the basis or would leave the 
basis on the same iteration. At the conclusion of the algorithm, the vector x 
defines the optimal solution and the vector \x. defines the optimal dual 
variables. 
This approach has been shown to work well when the objective function is 
positive definite, and requires computational effort comparable to a linear 
programming problem with m + n constraints, where m is the number of 
constraints and n is the number of variables in the QP. Positive semi-definite 
forms of the objective fiinction, though, can present computational difficulties. 
Van De Panne (1975) presents an extensive discussion of the conditions that 
will yield a global optimum even when f{x) is not positive definite. The 
simplest practical approach to overcome any difficulties caused by semi-
definiteness is to add a small constant to each of the diagonal elements of Q in 
such a way that the modified Q matrix becomes positive definite. Although the 
resultant solution will not be exact, the difference will be insignificant if the 
alterations are kept small. 
Classification of Quadratic Prosrams 
Quadratic Programs can be classified into the following types: 
Unconstrained quadratic minimization problem is one that requires the 
minimization of a quadratic function Q ( ^ ) over the whole space 9?" with no 
constraints. 
14 
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Equality constrained quadratic minimization problem is one that requires the 
minimization of a quadratic function Q ( ^ ) subject to Hnear equality constraints 
on the variables, Ax^ = b. These equations can be used to eliminate some 
variables by expressing them in terms of the others, and thereby transform the 
problem into an unconstrained one in the remaining variables. Thus, these 
problems are mathematically equivalent to (and can be solved by techniques 
similar to those of) unconstrained quadratic minimization problems. 
Inequality constrained quadratic minimization problem is one that requires 
the minimization of a quadratic flmction Q ( ^ ) subject to linear inequality 
constraints Bx^ > d, and possibly bounds on individual variables l<x < u, 
and may be some equality constraints Ax^ = h^ 
Bound constrained quadratic minimization problem is one that requires the 
minimization of a quadratic function Q ( ^ ) subject only to bounds (lower 
and/or upper) on the variables. 
Convex Quadratic Programming 
This section gives the definition of convex quadratic program and introduces 
concepts of convex fiinction, convex set of feasible solutions and discusses 
solvability of the convex quadratic program. 
Convex quadratic programming is an important class of convex programs in 
which the objective fiinction is quadratic and convex and the constraints are 
linear. The objective function may be a sum of a linear form and a convex 
quadratic form and hence is also convex. The standard formulation is the 
following: 
minimize/(^) = c^x_ 4- x^Dx_ 
subject to Ax^ = b^ (1) 
and X > 0 
15 
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where c is a row vector with n components, D is an n X n symmetric matrix, 
b an m-vector and ^ is an m x n coefficient matrix. 
If D is positive semi definite or more precisely, if / is a convex fiinction over 
the convex set of feasible solutions 
5 = {^I>1^ = ^ , ^ > 0 } , (2) 
Then (1) is called a convex quadratic programming problem. 
The hyper surface given by A^ = b and ^ = 0 are called boundary surfaces of 
the convex constraint set. The convex quadratic program is feasible if 5 is not 
empty. A feasible point x is a boundary point if it lies on at least one of the 
boundary hyper surfaces. Else, if gi(x) < bi and :!Ci > 0 for all ij, then it is an 
interior point of the convex constraint set. 
The convex quadratic program is solvable if f(^x) is bounded over 5 and 
achieves its minimum inS. A feasible point x* that minimizes / ( ^ ) is a 
solution or optimal point, i.e. /(% *) < f(x) for all x belongs to S. 
If 5 is closed, bounded and nonempty, then there exists at least one solution. If 
S is not bounded, the boundedness o f / ( x ) over S is not enough for a convex 
quadratic program to be solvable. 
Concave Quadratic Programming 
The concave quadratic programming is an important class of mathematical 
programming problems in which the objective fiinction is quadratic and 
concave and the constraints are linear. The objective function may be the sum 
of a linear and a concave quadratic form and hence is concave. 
Obtaining a global minimum to a concave program becomes easier than 
minimization of a general quadratic fiinction due to the following theorem: 
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Theorem: Let x be the global minimum to the concave quadratic programming 
problem: 
minf(x) = cx + x'Dx (I) 
subject tox e S, where S = [X\AX = b^,x> O], 
where the matrix A is m x n (m < n), D = D' and c & Z? are n & m-column 
vectors respectively. We assume that 5 is a nonempty compact polyhedral set. 
Then x is an extreme point of 5, Chames and Cooper (1961). 
Proof: Let Xy for; =1,.. . , m be the extreme points of 5. 
Since 5" is compact, / takes on its minimum afx E S. 
ITx E J = {j\j = 1, ...,m,Xj e 5}, then x is an extreme point of S and the 
theorem is proved. Otherwise, x can be expressible asx = Zj^iA^^j, where 
^ > 0, 5]Pi X.J = 1 and x^ G / . Since / is concave, it follows that 
fix) = f(X]L, Ajxj) > ZJL, Ajf{xj). (2) 
But since x is the global minimum to (1) it follows that f{x) < /(xj) for 6 / . 
Then the relation (2) implies that f(x) = /(A^,) for) G / . Thus x is an extreme 
point of 5. 
The role of dual programs in QPP is not as significant as in linear 
programming due to the lack of symmetry. The dual quadratic programs can 
be obtained by using K-T conditions. 
Consider the QPP: 
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maximize/(^) = £X + x^Dx 
subject to Ax^ = b^ (1) 
and x> 0. 
We call (1) as the primal problem. 
The Lagrangian form associated with (1) is 
(f)(^x, Q = c'^ + x^Dx^ + A'(b — Ax). 
Applying K-T conditions to (1) we get: 
(i) V^  (t>{x,X) < 0 ==> A'X - IDx > 0, 
(ii) x^Vx <p{ji,Q = 0 ==> c^x_ + x^Dx^ = Xb — x^Dx, 
(iii) ^ > 0, 
(iv) V^  0(^,^) = 0 ==> Ax = b. 
From (ii) and (iv) 0(^, A) can be written as 
0fe'^) — ^k ~ x^Dx^. 
The dual of the QPP (1) can now be defined as: 
minimize 0(x, A), 
subject to Vx (p{x^,X) < 0 
and x>0. 
which is equivalent to; 
Minimize A'b - x^Dx^ = F[X,X), 
subject to A ' A ~ 2DX^ > 0 (2) 
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and x>0. 
If Z) is a null matrix the dual program agrees with the Duality in Linear 
Programming. It can be seen that: 
(i) If the feasible domain is empty for one problem (primal/dual) then 
either the feasible domain is empty for the other problem or the 
objective function is not bounded over the feasible domain. If the 
objective function is not bounded over the feasible domain for one 
problem, then the feasible domain is empty for the other problem. 
(ii) If the primal problem has the solution then the dual also has a 
solution and the optimal values of the two objective functions are 
same. The converse is true only if D is strictly definite. 
1 Q 
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MetfiocCs for soCving QTT 
When the objective function f(x) = £x + x'Dx in QPP is convex and to be 
minimized, the QPP is called a convex QPP, on the other hand when / ( x ) is 
concave and it is to be minimized, the QPP is called a concave QPP. Kunzi, 
Krelle and Oettli (1966) discussed various methods for solving convex QPP. 
The most popular of these are Beale (1959) and Wolfe (1959) methods. In both 
the methods simplex algorithm is used and they are applicable to QPP 
where x^Dx is positive semidefmite. Rosen (1960) gave his method of gradient 
projection in which he used the projection of the gradient of the objective 
function on the boundary of the feasible domain and proceeded in its direction 
to improve the solution. 
Tui (1964) gave a procedure for solving concave minimization problems with 
linear constraints which can be applied to concave QPP. Ritter (1965, 1966) 
developed a procedure to solve non-convex minimization problems with linear 
constraints. The above procedures are ftirther improved by Cottle and 
Mylander (1970) and Zwart (1974). Arshad, Khan and Ahsan (1981) 
developed an algorithm for solving concave QPP using Tui (1964) cuts, in 
which at each iteration an approximate LPP is solved which gives an upper 
bound for the original problem. 
Due to the limitation of space it is not possible to discuss all the available 
methods in this dissertation. Therefore, in the following sections discussions 
are limited to only few of them obviously the important ones. 
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Consider the QPP as: 
maximizeipr minimize)Q(x) = £x_ + xDx 
subject to 
and 
Ax<b 
x>0 
Applying Kuhn-Tucker conditions to the above QPP we get the following set 
of linear and nonlinear equations and the nonnegativity restrictions: 
-2Dx + A'A-u = c 
Ax-\-ls = h 
x,X,u8is>Q 
andu'x = 0 ; A's = 0 
(1) 
(2) 
(3) 
(4) 
Our aim is to find a basic solution to the system of equations (l)-(2) with (3) 
that satisfies (4) also. The x part of this solution will solve the QPP. The 
required basic solution can be obtained by 'Phase-!' of the "Two-phase 
Simplex Method". The entries in the basis are restricted by the following rule 
to maintain the conditions imposed in (4). 
"Rule: If Uy is in the basis at a positive level, Xj cannot becom basic at positive 
level. Similarly A^  and Si cannot be positive simultaneously." If 'Phase-I' of 
the 'Two-phase Simplex Method' fails to provide a basic solution to the 
system (l)-(3) the given QPP will have no solution. 
Numerical Example: Use Wolfe's method to solve the QPP: 
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maximize Q[X) = 4Xi + 6X2 - x^ - Sxf 
s. t. Xi + 2x2 < 4 
Xi,X2 > 0 
Solution: Comparing the given QPP with standard form ''maximize Q(x) = 
c'x + x'Dx, s. t.i4x < b, and x_ > 0" we get the parameters as: 
c' = (4,6), X = (^^), D = ("^ _°J, >1 = (1 2)and h = (4). 
The system of equations 
-2Dx, + A'X-u = c_ 
Ax + Ii = b^ 
X, A, u & s > 0 
and u'x = 0 ; ^'5 = 0 
can now be expressed as: 
(1 2) 0 + 5. = 4 
Xi, X2, / l i , Wi, U2&Si>0 
UjXi = U2X2 = 0 = / l iSi 
or 2xi + Aj — Uj = 4 Q ) 
6x2 + 2Ai —1/2 = 6 C2) 
Xi + 2x2 + Si = 4 (3) 
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UiXi = U2X2 = 0 = AjSi (5) 
We have to find a basic solution to the system (l)-(4) that satisfies (5) also. 
The X part of this basic solution will solve the QPP. 
To apply the 'Phase-!' of the "Two-phase Simplex Method" we need two 
artificial variables a^, az > 0,(say). The artificial linear programming problem 
(LPP) will be as follows: 
minimize a-^ + a2 
s. t. 2xi + /li - Ui + aj = 4 
6^ :2 + 2Ai - U2 + a2 = 6 
x-i_ -\-2x2+Si = 4 
x-^,X2,K>'^\''^2 >s^.a^,(i2 > 0 
Obviously a starting basic feasible solution will be Oj = 4 , az = 6, Si = 4 
and all other variables equal to zero with basis matrix 
/ I 0 0^  
B = lo 1 0 
\0 0 1> 
The various simplex tableaus of Phase-I are given below: 
Tableau'!' 
Basic 
Var. 
a i 
di 
Sl 
X 
Present 
Value 
4 
6 
4 
10 
Xi 
2 
0 
1 
2 
X2 Xi 
0 1 
6 2 
2 0 
6 3 
Wi 
-1 
0 
0 
-1 
" 2 
0 
-1 
0 
-1 
Sl 
0 
0 
1 
0 
tti a2 
1 0 
0 0 
0 1 
0 0 
Ratio 
-
6/6=1 
4/2=2 
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Present value of the obj. fun. =£'B ^^ 
a2 will leave the basis and X2 will become a basic variable in its place. By 
usual transformation formula of Simplex method we get the next tableau as: 
Basic 
Var. 
tti 
X2 
Si 
X 
Present 
Value 
4 
1 
2 
4 
%i 
2 
0 
1 
2 
t 
Tableau '2' 
^2 -^ 1 % ^2 
0 1 - 1 0 
1 1/3 0 -1/6 
0 -2/3 0 1/3 
0 1 - 1 0 
Si 
0 
0 
1 
0 
o-i a^ 
1 0 
0 1/6 
0 -1/3 
0 -1 
Ratio 
4/2=2 
-
2/1=2 
Now Oi will leave the basis and x-^ will enter. The next tableau after usual 
transformation is: 
Tableau ' 3 ' 
Basic 
Var. 
Xi 
^2 
5 l 
X 
Present 
Value 
2 
1 
0 
0 
• ^ 1 ^ 2 • ^ l 
1 0 1/2 
0 1 1/3 
0 0 -7/6 
0 0 0 
Uj U2 
-Ml 0 
0 -1/6 
1/2 1/3 
0 0 
Si 
0 
0 
1 
0 
0.\ 0-2 
Ml 0 
0 1/6 
-1/2 -1/3 
-1 -1 
Since all Zy — Cy < 0 and all the artificial variables are nonbasic the solution 
provided by the 'Tableau 3' is the required basic solution to the system (l)-(4) 
24 
Chapter 2 
satisfying (5) also. Tlierefore the x part of ttiis basic solution will solve the 
given QPP. The solution is xl = 2,X2 = l and Q* = 4 x 2 + 6 x 1 - 2 ^ -
3 X 12 = 7. 
(.>^o>2Sifi^K-i?iAwS^^ »fVlb 
Consider the QPP as: 
Maximize Z 
subject to ^?L^ b \ (1) 
and 
It is assumed that the objective function Z is concave (convex for 
minimization) and a basic feasible solution to the above QPP exists and is 
known. It is also assumed that all the basic feasible solution to QPP (1) is 
nondegenerate. 
Let ^ = : M denote the vector of basic variables and B denote the 
corresponding basis matrix (B will contain m columns of matrix .4 of i4^ = _^  
corresponding to current basic variables). Let the m x n coefficient matrix A 
and the n-component decision vector ^ be partitioned as: 
( Xo\ j where /? is an m x( n - m) matrix containing 
columns of 4^ not in B and ^ is the vector of current non-basic variables. 
The constraint equations Ax_=^ h_ can now be expressed as: 
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or B XB + Rxj^ = b 
or Bx^ = b_ — Rxji 
or B-'^Bx^ = B-'^b-B-'^Rxji 
or ^ = F" i^ -5"^ i?^ 
= yo - {yi> yjL' - ^ y/' - ' yn-n) ^ (2) 
where B-^h_ = yo = | : and yy = ; | ;7 = 1,2,..., (n - m) 
is the y*"" column of the m x( n - m) matrix B~^/?. 
(2) => XBi = yto - E p r yij ^Rj - i = 1'2,..., m (3) 
where x^i is the C^ component o f^ and Xj^j is they'*' component of ^ . 
Using (3) the basic variables can be eliminated from the objective flinction 
Z = £X + x^Dx^ and it can be expressed as a flinction of nonbasic variables 
Xfij )} = 1,2, ...,n — m alone as: 
Z = ZQ + axji + XfiGxji (4) 
where ZQ = constant term 
a^Xji = linear part 
Xj^Gxji — quadratic part 
The present basic feasible solution Xg and the corresponding value of the 
objective function can be obtained directly by putting Xj^j = 0;j = 1,2, ...,n — 
m in (3) and (4) respectively as: 
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^Bi =y io ; i = l'2,...,m (5) 
and Z ^ = ZQ (6) 
Now using (4) the rate of change of Z with respect to XRJ can be obtained as: 
'' =aj + 2Y.W9jj,x^^ (7) 
dXRj 
\th 
where aj is the;'*' element of a and gj]^ is the (/, fc)' element of the matrix G. 
At the present solution Xj^j = 0 hence-—; = tty. Now it will pay to increase 
the value ofx^j from zero to a positive level if 
= a,- > 0. 
dxRj J 
The value of Xj^j can be increased up to a level where (i) Any of the present 
ri 7 
basic variables vanishes or (ii) The rate -— vanishes. 
Let the basic variable x^\ vanishes at X/^ y = xL- and - — vanishes at x^^ = 
An increase in the value of x^j beyond xL. will make x^i negative and an 
(2) 
increase in Xj^j beyond x^- will result m a decrease in the value of Z, the 
objective function. Thus the desired value ofx^j is given by 
X;;y =mm{x^V,xg^} (8) 
We may have the following two possible cases: 
Case 1: minimum {x^V, x^^ } = x^V 
^ A basic variable vanishes first (say x^s) 
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"=> XRJ can be made basic with a value x^: and %BS 'wiH become 
nonbasic. 
Thus a new improved basic feasible solution is obtained whose value of the 
objective function is greater than the previous one. The vectors yo,a_,yj the 
matrix G and the constant ZQ are recomputed for the new improved solution. 
Case 2: minimum [x^j.x^p = x^ y 
^ The rate - — vanishes first. 
dxRj 
In this case we will have a new improved solution with (m + 1) variables at 
positive level. To make this solution basic we add a new (dummy) constraint 
As = 0 for the present solution Ui(= 0) will act as an additional nonbasic 
variable. 
Equations (7) and (9) give 
or Uj = Uj + ZgjjXR + I,k=Tgjk XR^ 
or 2gjjX[i = Uj - 0 , - 2 Y,kZT gjk XR^ 
k^j 
or XR. = 
^J 2gjj 
Uj — Uj -2 5]k=i gjk XR^ (10) 
Using (10) Xff may be eliminated from (3) and (4) to express the basic 
variables and the objective function Z in terms of present nonbasic variables 
alone, that is the new values of vectors yQ.aand yj and the matrix G and the 
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constant ZQ are recomputed. The new rates -— and —- (if any) are worked out 
and the method proceeds further to improve the present solution. 
Termination Criterion: The procedure will terminate when -— < 0 for all 
^ axRj 
nonbasic variables (For a minimization OPP -— > 0) and —- = 0 for all it,-
aAfRj auj -' 
(free variable). 
Notes: 
• As the method starts with a basic feasible solution to the constraint 
equations m. Ax^= b_ with £ > 0, the possibility of no solution is 
ruled out. 
• The additional nonbasic variables Uj are termed as free variables 
because they may assume any value zero, negative or positive. 
• Whenever possible the free variables are varied first for determining 
the next improved solution. 
• While considering -—, both increase and decrease in U; are to be 
duj > 
examined because Uj is a free variable. 
• At any stage if Uj becomes basic it need not to be considered any 
further. 
• As the computations proceed the size of the basis may increase and 
may decrease to m again. 
• While making a nonbasic variable basic if neither any basic variable 
nor the rate vanishes then the given quadratic programming problem 
will have an unbounded solution. 
• When the termination criterion is satisfied the corresponding 
solution will give a local maximum of Z over the feasible region. As 
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Z{x) is assumed to be concave this local maximum will also be 
global. 
Numerical Example: Use Beale's Method to solve the following Quadratic 
Programming Problem: 
Maximize Q[X) = IOATI + 25:I[:2 - lO^i - xl - 4xiX2 (1) 
subject to Xi + 2^2 < 10 
Xi + :V2 < 9 
and x^,X2 > 0 
Solution: Using x^ and x^ (> 0) as slack variables the given constraints can 
be expressed as: 
Xi + 2^2 + ^3 = 10 (2) 
Xi + ^2 + ^4 = 9 (3) 
Iteration 1: We have a starting solution as: 
L where x^ & X2 are n.b.v. and x^ & x^ are b.v. 
^^4/ \ 9 / 
Expressions (2) & (3) give the expressions of the b.v. in terms of n.b.v as: 
^3 = 1 0 - ^ 1 - 2 x 2 (4) 
x^ = 9-x^-X2 (5) 
The objective function (1) is already in terms of n.b.v x^ &X2. 
The corresponding value of the objective function is Q(x^'^^) = 0. 
Optimality Check: 
a^i ^=10-20x1-4x2 =>(|^) =io>o 
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| 2 . = 25 - 4A:I - 2X2 => fr^) = 25 > 0 
Hence the optimality criterion is not satisfied. 
= 25 = m 
9 ^ 2 / r ( l ) 
Now {Max f |^ , |^ | = Ma;c (10,25}   f 
"=> ;c2 is to be made basic. 
While making X2 basic: 
X3 vanishes at X2 = S 
X4 vanishes at X2 = 9 
dQ 
-— vanishes atXn = 12.5 
dX2 
X3 vanishes first. We have Case 1. X3 is to be made non basic. 
Iteration 2: Expressing b.v. X2 & ^ 4 interms of n.b.v. Xi & x^ we get: 
By (4) 2;:2 = 10 - x^ - X3 
or ^2 = 5 - ^ X 1 - ^ X 3 (6) 
By (5) and (6) 
X4 = 9 - Xi — (^ 5 - -Xi - -X3j 
= 9 — X j - 5 4 - - X 1 4 - - X 3 
or :»:4 = 4 - ^ X 1 + ^ X 3 (7) 
Expressing the objective function intents of n.b.v. we get: 
Q(x i,X3) = lOxi + 2 5 ( 5 - - x i - - X 3 ) - 10x2 _ 5(5 _ _ ^ ^ _ l ^ ^ y 
1 1 
- 4 x i ( 5 - - X i - - X 3 ) 
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= 10A:I + 125 - —Xi - —x^ - lOxf - 25 + Sx^ + Sxg 
1 
4 ' 
1 
4 ' 
~X-^X2 — ~^\ — ~'^3 — ^UXj "r ZXj H" AX-^X-^ 
^/• N ^/-./-k 5 5 15 3 3 7 1 7 , 3 
or Q{x^,x^) = 100 - - X i - - X 3 - - x f - - x | + -X1X3 (8) 
Thus the new improved solution is given by: 
^C2) = with a value of the objective function Q(X^^-') = 100 
Qptimalitv Check: 
dQ 55 33 , 3 ^ (^Q\ 
— ^ = X 1 + - X 3 = > r — = 
dx^ 2 2 ^ 2 •^  \dxj iX) 2 
9 :^3 2 2 - ^ 2 ^ V VaX3/^(2) 2 
'=t> Optimality criterion is satisfied. 
Thus the required optimal solution to the given quadratic programming 
solution is 
xl = 0, X2 = 5 and Q* = 100. 
Arshad, Khan and Ahsan (1981) developed the following algorithm for solving 
a concave QPP. Consider the problem 
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Minimize/(^) = c'x + x^'Dx^ 
subject to ^x^ = k \ (1) 
and 2^  ^  0 J 
where x'Dx is negative semi definite. 
Let 5 denote the set of all feasible solutions to QPP (1), that is 
S = \x\Ax = b, x>Q] (2) 
It is assumed that S is bounded. 
The number of local minima of (1) may be large. The interest lies in finding 
the global minimum of (1). 
The extreme points of S can be written as: 
Xm = Omo + Z ; = i a-mj ( - 7 / ) ^ 0' 
Xm+i = 0 + yi > 0, 
Xn = 0 + yn > 0 , 
where n' = n-m and yi,y2/-.yn-m are the present non-basic variables. 
The above equations can be combined as: 
x = ao+T.%iaj(-yj)>0 (3) 
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wherex' = (xi,X2, ...,x„),ao = (a^o, ...,a^Q,0, ...,0) and ay = 
(%,-, ...,a^y, 0, ..,,0),ao and ay both have their last (n— m) components 
equal to zero. 
Let fp denote the value of the objective function / ( ^ ) in (1) at the present 
local minimum. 
Consider n' maximization problems 
Maximize yj 
subject to / (ao + g,j)(-yj) > /p, (4) 
0 <yj <y,j = 1, ...,n', 
where y is some large number. 
Let y*j be the non-degenerate optimal solution of the j problem in (4), that 
is,y*j > 0,j = 1, ...,n'. The cut 
T,:Y.%A>h (5) 
First used by Tui (1964). EUminates only that portion of the feasible set S 
which does not contain any solution better than the present local minimum of 
/ (£)• 
Chames and Cooper (1961) showed that for a concave objective function the 
global minimum lies on an extreme point of the feasible region. Let x^ be an 
extreme point of the set 
S^-S=[x\Ax = b,x>Q)]. (6) 
Consider the linear fiinction 
^mfe) = V7(^^)x (7) 
where V/(x'") is the value of the gradient vector of/(x) at x = x^. 
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From concavity of f(x) we have 
L ^ ( x ) > / ( x ) for all X. (8) 
Let xj^ denote a local minimum of QPP (1) and x^^ denote the solution to the 
LPP: 
Minimize Z/miC )^ = V'/(^'"i)^, 
subject to xeS^. (9) 
Clearly x^^ will provide an upper bound to the optimal solution to the problem 
(1). Taking x^^ as starting point, the problem is to locate another local 
minimum of (1). 
This could be done by moving along the various binding edges of^^. The 
search will end with an extreme point xj^^ of Si such that f{x^^ ) is the 
minimum of f{x) over all extreme points adjacent to x^^. The whole 
procedure is then repeated with the following LPP: 
Minimize Lmzfe) = ^7fe"^^)^' 
subject to x_E 52- (10) 
where 52 = 5^ except when a Tui's cut (5) is introduced into the constraints, in 
which case 52 = 5i n TV. 
The process will terminate at k^ '' iteration if the (k+1) '^  LPP: 
Minimize Im^^^^^id = ^'f(x^^^''^^)x, 
subject to xE 5(^+1). (11) 
has no solution. The extreme point x_^^ will then be the global minimum for 
QPP(l). 
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Remark: When Tui's cuts are introduced at any iteration k, Sj^+i will be the 
intersection of 5^ withT^. The theorem may not remain valid. However, it is 
known that the cuts eliminate the current local minimum without eliminating 
the absolute minimum. 
Numerical Illustration 
Arshad, Khan and Ahsan solved the following example for illustrating the 
computational details. 
Minimize /(%) = 3Xi + 4^2 - ^i - 2x|, (12) 
subject to — 2%! + ^2 < 1, 
- X i + ^2 < 2, 
Xi + X2 < 7. (13) 
Xi — 2^2 ^ 2 
and x^,X2 > 0. 
Origin can be taken as the starting basic feasible solution, that is, 
^« = (0,0). 
The value of the objective function at x_^ is 
fix') = 0. 
Iteration 1: (0, 1) and (2, 0) are the two extreme points adjacent to^°. The 
value of the objective function (12) at both these points is 2 which is greater 
than f{x°). Therefore the first local minimum xj^^ = x° . For obtaining Tui's 
cut the following two one variable optimization problems are solved. 
36 
Chapter 2 
Maximize x^, 
subject to 3xi -x^ = 0,x-^>0, (14) 
and Maximize x^, 
subject to 4^2 - 2x1 = 0,^2 > 0, (15) 
The optimal solution of (14) and (15) are x^ = 3 and ^2 = 2 respectively. 
Therefore the Tui's cut to be introduced is 
r i : > ^ + ^ > l , (16) 
The first LPP is: 
Minimize L^^(^) = / ' ( ^ " ^ ^ ^ = 3x^ + 4x2, 
subject to (13) and (16). (17) 
The solution to (17) is 
£'• = G-D, (18) 
with /(x^i) = —. 
Iteration 2: From x^^ we move successively to the adjacent extreme points 
Xi^i,X2^SX3^i and x^^^ with corresponding values of the objective function as 
-4,-14,-16 and -10 respectively (see figure) 
x"^2=X3^i = (3,4). (19) 
The second LPP with the new Tui's cut as additional constraint is seen to be 
infeasible. Thus x"^ ^ is the optimum solution to the problem (12)-(13). 
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2 ,^_ 
Beside the three methods discussed in detail in this dissertation there are so 
many other methods for solving a QPP. In the following a brief account of 
some other well known methods for QPP has been given. 
Hildreth (1957) has developed a method for solving a convex QPP which 
makes use of duality. The computations in this method are very simple but the 
convergence is very poor and usually a great number of iterations are needed. 
The objective function is also required to be strictly convex. 
The method due to Theil and Van de Panne (1961) is also limited to strictly 
convex objective functions. In this method systems of equations satisfied by 
the constraints are used to determine all basic feasible solutions. The basic 
feasible solution with the optimal value gives the solution to the problem. 
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The method of Brankin and Dorfman (1956) is similar to that of Wolfe which 
partly uses a new algorithm which is not always successful. 
Frank and Wolfe (1956) gave an improved of the Barankin-Dorfman method 
which uses the simplex technique. 
Rosen (1960, 1961) gave Rosen's Gradient Projection Method for solving a 
general non-linear programming problem, but the method is seen to be more 
effective for a nonlinear programming problem with linear constraints, 
specially for quadratic programming problems. 
Frisch (1957) has developed a method known as Multiplex method. This 
method is similar to that of Rosen (1960, 1961). 
Zoutendjik (1960) gave the method of feasible directions. Houthakker (1960) 
gave a method known as capacity method for solving QPP. The method is 
applicable only under restricted hypotheses regarding the constraint and for a 
strictly convex objective function which limits it's utility. 
Beale (1967) extended the 'Inverse Matrix Method' of linear programming to 
solve convex QPP. 
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Chapter 3 
Integer Quadratic Trogramming TroBCems 
i«t<ia»i^iEiraEfeOiii»'^tii^>tt^A)i«M^£tn^^ 
j]ilfi^ii(|iS 
A QPP in which all or some variables are restricted to be integers is called an 
integer QPP. The mathematical model of an integer QPP can be given as: 
maximize(or minimize) / ( x ) = c'x + % Dx, 
subject to Ax_= bj (1) 
x>Q, 
and Xj is an integer if j Ej 
where y = \j\Xj is required to be integer], that i s j is the set of indices of those 
variables which are required to be integers. 
Clearly if % = (xi,X2, ...,Xn) then we will have an all integer quadratic 
programming problem if 
/ = [l,2....,n] = I(say). (2) 
On the other hand if / c /, that is, is some proper subset of / we will have a 
mixed integer quadratic programming problem. 
Kunzi and Oettli (1963) first considered the problem of integer QPP and gave 
their method for solving all integer QPP using cutting plane technique. Later 
Agrawal (1974a) gave an algorithm for solving the same problem by making 
use of branch and bound technique. Bari and Arshad (1978) gave a variation of 
Agrawal's algorithm. Agrawal (1974b) also used Gomory's cuts for solving 
mixed integer QPP. 
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We will discuss, in this section the method of Agrawal for solving an all 
integer convex QPP with its variation presented by Bari and Arshad (1978). 
Agrawal's method for solving ali integer convex OPP: Agrawal used 
Beale's method for solving the convex QPP, without integer restrictions and 
then he used the branch and bound technique for obtaining the integer solution. 
Consider the problem: 
minimize/(^) = £x + x^Dx^, (a) 
subject to Ax^ - bj (b) (3) 
x>0, (c) 
and Xj is an integer for all j Ej = [1,2,..., n] (d) 
Assume that x^Dx is positive semi definite so that / ( x ) is a convex function of 
n variables^ = (xi, ....,Xn). It is also assumed that the constraints (3b) are 
feasible, the feasible set is bounded and degeneracy is absent. 
The Algorithm: Using Beale's method the problem (3a) to (3c) is first solved 
without restriction (3d). Let x° >0 denote this solution and /o denote the 
value off(x°). If all the components of A:^ , that is, x^,xl ...,x^ are integers 
x° = X* will be the required optimal solution. If some or all xf, j = 1,..., n are 
non-integers. Land and Doig (1960) method is used to obtain more restrictive 
lower bounds / j , /2,.. . , /^ on f(x). 
Let Xp denote any noninteger component of x°. Then 
[x^] < x^ < [x^] + 1 
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where denote [x^] is the integral part inXp. The two successive integers 
nearest to x^ are [xp] and [xp]+\. In order to have a solution of (3a)to (3c) 
with integer Xp the following two subproblems are solved again by Beale's 
method: 
(1) Solve (3a) to (3c) with Xp = [Xp] as an additional constraint. 
(2)Solve (3a) to (3b) with Xp = [xp] + 1 as an additional constraint. 
Let the two values of the objective function obtained in (1) and (2) are 
respectively / ' and/". 
If both the sub problems (1) and (2) have no solution this implies that Xp 
cannot have an integer value and the original problem (3) has no solution. 
If the sub problem (1) has no solution this implies that for fiirther 
consideration we must keep Xp > [xp] + 1. Similarly if subproblem (2) has no 
solution for further consideration we have Xp < [Xp]. 
Let / i = min {f',f") and Xp = h where h is an integer. To find the second 
best solution solve the two sub problems (3a) to (3c) with Xp = h~ 1 and 
Xp = h + 1 separately. (One of these values has already been obtained as / ' 
or /") . Let Xq be any non-integral variable at this stage. Solve again the two 
subproblems with Xp = h and x^ = [Xq] and Xp = h and ^q = [;t^ ] + 1 as 
additional constraints. Let /2 be the most minimum value of fix) obtained till 
now. 
The procedure is then repeated with /2 as the current lower bound on f(x). 
Continuing in the above manner a tree can be formed whose every vertex 
represent a known set of integer constraints. A branch of this tree will 
terminate if it reaches a vertex having non-feasible solution. At last either all 
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branches will terminate or a vertex having the most minimum value is reached 
for which all Xj are integers. 
The convergence of the algorithm can be seen in Agrawal (1974a); he also 
solved the following numerical example to illustrate the computational details. 
A numerical example: Consider the convex QPP: 
Min/(^) = 6 - 6A:I + 2xi - Ix-^x-i + 2x\, 
subject to Xi+ X2 < 2, (4) 
Xi, X2 > 0, 
Xi and X2 integers. 
The constraint x-^^- X2<2 can be written as Xi + ^2 + ^3 = 2 where X3 is a 
slack variable. Application of Beale's method to solve (4) without integer 
restrictions given us: 
Xi = - , X2=- and f = -. 
1 2 ' '^  2 -' 2 
Let us first consider Xi in the above solution. 
The two subproblem with x-i = 1 and oCi = 2 as additional restrictions yields 
Xi = l,X2=^.X2=landf = ^ (5) 
and Xi = 2, ;t:2 = 0, A:3 = 0 and / = 2 (6) 
Clearly solution (5) will provide a better lower bound on / ( x ) . 
Further taking :i:i = 0 as an additional constraint gives: 
Xi = 0, Xz = 0, :)[:3 = 2 and / = 6 which will be discarded because we have a 
better solution (5) 
Thus f-t = -. 
The following sub problem is now solved: 
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Min/(^) = 6 - 6xi + 2x1 - 2;t:i;c2 + 2;c|, 
subject to Xi + X2+X2 = 2, 
Xi = 1, 
X2 = 0, 
and Xi,X2,X2 > 0. 
The value of f(x) comes out to be 2. Therefore x = {xl,X2) = (1,0) will be 
the required optimum integer solution to (4) with 2 as the minimum value of 
the objective function. 
Bari and Arshad's variation of AgrawaPs method: 
Consider the QPP: 
maximize / ( ^ ) = c'^ + xDx^, (a) 
subject to Ax^ = b, (b) (7) 
X > 0, (c) 
and Xj is an integer for all jel = (1,2,..., n) (d) 
Assume that xDx is negative semi definite, that is, / ( x ) is a concave function 
of X, A, D,b,c and x are as defined in (2). If the integer restrictions (3d) are 
neglected than an equivalent problem for (7a) to (7c) can be stated as: 
Find vectors {x,y,z) > 0, (a) 
such that 2Dx - A'y + Iz - -c, (b) (8) 
Ax = b (c) 
and xz = Q (d) 
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The first n components of any basic feasible solution to (8) will be the optimal 
solution for the QPP (7a) to (7c). If this optimal solution, x^ is an integer 
solution the problem (7) is solved. 
Let the f^ component of x^ i.e. x^ is not an integer. Denote by [xf] the 
integer part of ;K:p Let [;i£:q] = h. 
Consider the following restrictions on x^ 
Xj <h 
or h-xj>0 (9) 
and Xj > h + 1 = k (say) 
or Xj-k>0. (10) 
The two new sub problems are created as follows: 
(1) Solve (7a) to (7c) with (9) as an additional constraint. The K-T 
conditions for this problem are 
(.x,y,z) > 0, 
2Dx - A'y + Iz = -c, (U) 
Ax = b 
and x'z = 0 
where x = x except that Xj = h- Xj , and 7 = / except that the f^ 
diagonal element is -1, because — = ——. 
oxj dXj 
(2) Solve (7a) to (7c) with (10) as an additional constraint. 
The K-T conditions for this problem are: 
ix,y,z) > 0, 
2Dx - A'y + Iz =-c, (12) 
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Ax = b 
and x'z = 0 
where x = x except that now Xj = Xj — k. 
The sub problems (11) and (12) can be solved by simplex method. Dakin's 
approach is used in obtaining upper bounds on the solutions. 
The convergence of the procedure is obvious because it uses Wolfs method. 
The following numerical example will illustrate the computational details. 
A numerical example: Consider the following all integer convex QPP: 
maximize f{x) — 6x-^ + 2x1 " "^^i^i + 2^1, (a) 
subject to Xi-\- X2< 2, (Jj) (13) 
Xi,X2> 0, (C) 
x^ and X2 integers. (d) 
Problem (13a) to (13c) is equivalent to: 
Find {x,y,z) > 0, 
such that -Ax^ + 2:>£:2 -y + z-^ = - 6 , 
2x^-4x2-y + Z2 = 0 (14) 
and XiZi + X2Z2 = 0. 
The solution to (14) obtained by artificial basis technique is 
1^ =f'^2 =\andf = 1. 
The value of the objective function is - . 
The two subproblems can be obtained by adding x^ < 1 and x^ > 2 in the 
constraints of (13). The equivalent set of K-T conditions as given in (11) and 
(12) are: 
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X^,X2,y,Zx,Z2 > 0, 
-4x i - 2^2 + y + Zi = 2, 
-2%i - 2:>[:2 + y + 2^2 = ~2, (15) 
-Xi + ;f2 = 1 
and XjZj = 0;X2Z2 = 0. 
A solution to (15) is 
f 1 = 0, A:2 = - ond Zj = 3. 
The other solutions of the sub problems can be obtained as above. The optimal 
solution of the above numerical example is not unique, however the maximum 
value of the function is 4. 
The diagram below shows the various steps: 
*2 < 0 
, . 11 3 
f{x) = 4,X:i_ = l, 
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In this section, we will describe a method for solving a convex QPP when only 
some, not all, variables are restricted to be integers. The method is due to 
Agrawal (1974b). 
AgrawaPs method for solving mixed integer convex QPP: 
Agrawal used the cutting plane method introduced by Gomory (1958) for 
solving mixed integer convex QPP. 
Consider the problem: 
minimize/(x) = £x_ + x^Dx, (a) 
subject to Ax = b^, (b) (16) 
x>0, (c) 
and Xj is an integer for all jel (d) 
where/ = [j\Xj is an integer]. Assume that xDx is positive semi-definite, that 
is, f(x) is convex, x, c, b, A and D are as defined in QPP (2). It is also assumed 
that the constraints (16b) and (16c) are feasible, the feasible set is bounded and 
degeneracy is absent. 
The Algorithm: The problem (16a) to (16c) is first solved by Beale's method. 
Let us call x^,...,Xn as proper variables. During the application of Beale's 
method all the fi-ee variables which have been made basic at any stage should 
not be considered further. During variations of the nonbasic variables the 
equations of the proper variables are used to keep these basic free variables 
non-negative. Because in order to introduce Gomory type cuts all the 
variables, proper and free, should be non-negative. We will now call a free 
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variable as improper variable as it is no more free. Let x denote the optimum 
solution to (16a)-(16c). Then we must have 
— > 0, for all non-basic X; 
dXj 
and — = 0, for all free non-basic Ui. 
duk 
where Uj^, k = 1, ...,h are the free variables at the fmal test point and the 
objective function / ( ^ ) is in terms of only non-basic variables. 
If all XjJ G / are integers, x will be the optimum solution to (16). 
Let all Xj forj G / are not integers, select any one of these Xj's say x-p. Then Xp 
can be expressed as 
Xp = ttpo + Z apji-Xj) + X ap„ (-Ufc), (17) 
where the two summations are for all nonbasic proper variables and non-basic 
improper variables. Clearly a^o is non-integral. 
Let us denote the integral and fractional parts ofapo, Cipj and a^i^ by 
[So]'/pO'[^P7]'/pj ^^<^[^pfe]'/pk respectively. Clearly we must have 0 < 
/po < 1,0 < /pj <landO< /pk < 1. 
The Gomory cut can now be introduced as a basic variables S, where 
+ 2 . ( / p o S ; ) / ( l - / p o ) ( - ^ ; ) + YJ (~S/c)(-Wfc) 
[j€J.apj<0] [kg7,apfc>0] 
+ 2 J (/poSfc)/(l-/po)(-"fe)- (18) 
[k€J,apk<0] 
The problem (16a) to (16c) can now be solved with (18) as an additional 
constraint by "parameter'f method" introduced by Beale (1959). 
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Define 
St = s + t (19) 
where t is the Beale's parameter. Clearly the value oft for which the present 
solution is feasible is /pQ. 
The parameter t method now gradually decreases the value of t to zero. If 
t</po, then Sf < 0 and s^ will become nonbasic. If s^  contains any nonzero 
term in any improper variable this should be made basic. If such improper 
variable is not unique, any one of them could be chosen first. The process 
terminates when t=0 without any basic proper variables or any partial some 
non-integer values of the variables which are constrained derivative of / 
becoming negative. If at this stage we still have to be integers, more cuts are 
added one by one and the process is repeated until we reach the required 
optimal solution. 
A numerical example: The following example will illustrate the 
computational details. 
Consider the problem: 
Min/(^) = 183 - 44:^1 - 42;t2 + 8;cf - 12A:I;C2 + 17;c| (a), 
subject to 2;ci + ;c2<10 (b), (20) 
^ 1 . ^ 2 ^ 0 (C), 
and Xi is an integer (d). 
Introducing x^ as slack variable (20b) and (20c) can be written as 
2xi +X2+ X2 = 10, 
Xi, X2,X^ > 0. 
The solution of the above problem by Beale's method yields: 
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19 , 1 2 
12 2 1 
/ = 19 + 6X3 + 3x | + 4ul 
that is, ^1 = 7 ' ^2 = 7 and / (x ) = 19. 
Since x^ is required to be integer, thus we have the Gomory's cut as 
/4 1\ 
4 ( q X - d 2 
s = _ _ + V 5 4^ ( -W2) + 5^3 
or s = - ^ + -^2+^X3. (21) 
Addition of parameter t to (21) gives 
4 4 2 
Si will now become non-basic in place of U2. 
We have 
U2 = 1 — t + -Si — % 3 , 
A^i = 4 t + -S-. Xo, 
1 4 4 -^  2 •* 
:>[:2 = 2 + - t — Si 
"^ 2 2 ^ 
and / = 19 + 6^3 + 3^:1-1-4(l-^t + ^Si-iA:3)2. 
t is now reduced to zero without making x^ and X2 or any partial derivatives of 
/ negative which yields 
^1 = 4, ^ 2^ = 2, and / = 23. (22) 
(22) will be the required solution of the mixed integer QPP (20). The integral 
value of A:2 = 2, here is just by chance. 
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Some other algorithms for mixed integer QPP: 
Bala's (1969) developed a partitioning algorithm for solving all integer and 
mixed integer QPP which is based on his generalization of the dual systematic 
quadratic programs. 
Recently Lazimy (1982) gave a method for solving general mixed integer QPP 
which uses the generalized Bender's decomposition algorithm developed by 
Geoffrion (1972). The original mixed integer QPP is decomposed into a series 
of all integer LPP and QPP without integer variables. 
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JAjrpCications of Quadratic Trogramming TroBCem 
Quadratic programming is a practical subject. In fact tlie rapid development of 
the subject is a result of many practical applications that have been found. In 
this chapter, we will outline some applications of QPP to certain problems 
arising in industry, economics and sample surveys. 
Let a manufacturing plant produces n commodities in quantities %i,A:2,--,^ n 
units per period, using m machines available for /?!,..., Z?^  hours per period 
respectively. 
Let Uij denote the requirement of i* machine hours for per unit production of 
7* commodity. Thus we have the following m constraints: 
11 
yaijXj < bj.i = 1, ...,m (1) 
) = i 
and also Xj > 0,j = 1,..., n (2) 
Let the structure of the market is such that the per unit profit Pj on the f^ 
commodity depend on the quantities to be sold, that is, 
The total profit P is then given as 
P = S"=iP; = Pj{xi. ...,Xn)xy (3) 
Thus we can state the problem as: 
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n 
maximize P = / Vj i^i> — > ^n)^j> (4) 
;= i 
n 
m subject to y aij Xj < bi.i = 1,..., 
and Xj > 0 j = l,...,n 
The problem (4) will become a QPP if -pj is a linear function of Xy. For 
example we can take the most general situation when Pj is proportional to Xj, 
that is, 
Pj —'<^jXj 
where kj is some constant. 
The total profit in which case is 
P = i:"=i kjxf = k^xl + k2xl + ••• + k,,xl (5) 
which is a quadratic function x^Dx^ of ^ =( J:I, ...,:^n) where J9 is a diagonal 
matrix of order n-^^n whose;* diagonal element is kj. 
The problem of maximization of (4) subject to (1) and (2) is a QPP. 
Suppose a company is planning how much to produce in each quarter of a 
year. Let the estimated sales per quarter are s^,S2, S3 ands4. At the beginning 
of the year, inventory yo = 0, inventory yj{j =1, . . . , 4) at the end of each 
quarter is required to be non-negative and no delay in meeting demand being 
admissible. Let A:y(/ =1,---, 4) denote production in;"" quarter. Then we have 
^1 - y i = 5i 
^1 + ^2 - 72 = "^ i + 52 
= ^i,say, 
= ^2/say, (6) 
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ACi + X2 + ^3 - y3 = 5i + S2 + S3 = b^, say, 
and Xi + ^2 + X3 + X4 - ^4 = Si + 52 + S3 + S4 = b^, say, 
where Xjand yy > 0. (7) 
Let the cost of production and storage in j quarter are aXj and Pyy-i 
respectively. The total cost of storage and production C is given by 
c =a (x^'WWW) +P (yi+yz+ys)- (8) 
The problem now is to determine production Xj and inventory yy (/ = l,...,u) 
such that the requirements in (6) and (7) are meet and at the same time the total 
cost of production and storage is minimized. Clearly this is a problem of QPP. 
£5Iir^S3FZ 
',1 W''^M&iffi 
Let n products are to be made by blending m types of raw materials which are 
available in limited supplies b], b2 ,..., m^ units per period. Let the specific 
gravities of the blended products be required as Oi, a2,.. ..,an respectively while 
the specific gravities of the raw materials are Pi, |32,..., Pk- The gravity 
specification of they* product will then be 
or ^ ^ = aj, ; = 1 n. (9) 
where Xq is the quantity of i''' raw material in they'*^  product, measured in units 
of volume. Requirement (9) can be expressed as a linear equation: 
(Pi - ^j^ij + (P2 - «;>2; + - + (P^ - ^}Wj = 0 
or i:i^i(Pj - aj)xij = 0, 7 = 1 n (10) 
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The following restrictions on the supplies of raw materials are: 
T,]=iXij<bi,i = l....,m. (11) 
Obviously we must also have 
Xij > 0, ;• = 1,...,n, i = 1,...,m (12) 
Let the purchase prices qi (i=l,...,m) of the raw materials are constant and 
the selling prices Pj (/=l,...,n) of the products depend linearly on the 
quantities produced and sold Xj(j=\,..., n), that is 
Pj - Uj - VjXj, j = 1, . . . ,n 
where Xj = Yui^ij > J ~ ^> ->'^> ^j ^^^ ^; ^^^ known constants. 
The total profit P per period will thus be 
p=i:?=iK- - VjXj)xj - i,r=Miu^ij)- (13) 
The maximization of (13) subject to (10), (11) and (12) is a QPP in Xij. 
iSalSIESSdi^nSI^SS^lkS—rmmS^-
'{Si:0vi}:m' /il|i//|pl^f f^l if j # | f ' f | j / ^ 
Ahsan and Khan (1982a) formulated the problem of determining the stratum 
boundaries as a problem of nonlinear programming. The problem is that of 
choosing the strata boundaries so that the stratified sample thus chosen gives 
the maximum precision for the desired estimates. In practice this is done by 
choosing the boundaries for an auxiliary variable which is closely related with 
the estimation variables. The strata boundaries obtained by the help of the 
given auxiliary variable may produce better results for some of the estimation 
variables while worst for the others. In such cases a strategy would be to put 
some lower limits upon the precisions of less important variables and 
maximize the precision for the most important one. 
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The situation involving several estimation variables each having joint 
lognormal distribution with the stratification variable is considered and the 
problem is formulated as a nonlinear programming problem. It was found that 
the functions in the above problem are so involved that it is hard even to test 
them for convexity and much effort is required in obtaining the absolute 
minimum by using the existing non-linear programming techniques. 
The above discussed problem may be solved with some ease by approximating 
its objective function by a quadratic function. The procedure used is that of 
'Convex Chebyshev Approximation' given by Sukhovisky and Advdeyeva 
(1966), which works well if the fimction to be approximated, is smooth. If the 
approximated quadratic function turns out to be convex and the constraints of 
the problem are linear functions then we can have an approximate solution to 
the nonlinear programming problem by solving a quadratic programme. The 
computational experience suggests that a suitable choice of the starting point 
in the procedure may produce the desired convexity (or concavity) properties 
in the approximated quadratic function. Further, if the constraints of the 
problem are also nonlinear then they can be linearised by using the method 
derived by Miller (1963). 
Ahsan and Khan (1982b) also formulated the allocation problem in 
multivariate stratified random sampling as a problem of nonlinear 
programming in which the constraint are linear. The above allocation problem 
can also be approximated to a QPP after approximating the objective function 
by a quadratic fiinction through the convex Chebysheves approximation 
technique used in Ahsan (1982a). 
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Here we discuss some important practical applications of QP models in 
different areas. 
Finance: Analysis using QP models is an established part of selecting 
optimum investment strategies. Perhaps (Markowitz 1959) is the first 
published book in this area. With x as the vector of stock investments, the 
Markovitz model employs the variation in return as measured by the quadratic 
function x^D^, where D is the variance/covariance matrix of returns for 
measuring the risk. This risk is the objective function to be minimized. 
Constraints in the model guarantee conservation on the flow of funds and a 
lower bound on the expected returns from the portfolio. There may also be 
bounds placed on the investments in particular sectors of the economy (such as 
pharmaceuticals, utilities, etc.) to make sure that the model does not put too 
many eggs in any one basket, thus achieving diversification. Many other 
practical aspects of investing can easily be included by either adding 
appropriate constraints or modifying the objective function by including 
quadratic penalty terms. 
For selecting the best investment strategy, several publications measure risk by 
different objecfive functions (see Murty 2008a, b). Many authors (e.g., Crum 
and Nye 1981; Mulvey 1987) have designed similar multiperiod quadratic 
generalized network flow models in which interest, dividends, and loans are 
modeled by means of arc multipliers. 
Taxation: QP models play a very important role these days in the analysis of 
tax policies. Political leaders at the national and state levels are relying more 
and more on such analyses to forecast growth rates in tax revenues and to set 
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various taxes at levels that are likely to ensure growth at desired rates. White 
(1983) gives a detailed description of such an analysis carried out for the state 
of Georgia. 
National and state government taxes, such as sales tax, motor fuels tax, 
alcoholic beverages tax, personal income tax, etc., are all set at levels to ensure 
a healthy economic growth. Government finance is based on the assumption of 
predictable and steady growth of each tax over time. 
If s is the tax rate for a particular tax and S^ the expected tax revenue for this 
tax in year t, then a typical regression equation used to predict S^ as a function 
of s and t is loge 5^ = a + bt -\- cs where a,b,c are parameters to be estimated 
from past data to give the closest fit by the least squares method, a QP 
technique. The annual growth rate in this tax revenue is then the regression 
coefficient b multiplied by 100 to convert it to percent. 
The decision variables in the model are Sj = the tax rate for tax j in the base 
year (0 '^' year) as a fraction. From the known tax base for tax j in the O"' year, 
the revenues from tax; in this year can be obtained as Sj (tax base for tax7')= 
Xj. The instability or variability in this revenue is measured by the quadratic 
function (^) = x^Vx^, where V is the variance/covariance matrix estimated 
from past data. Q{X) is to be minimized. The constraints in the model consist 
of bounds on the Xj and a condition that ^ Xj = T, the total expected tax 
revenue in the O"' year. And there is an equation that the overall growth rate 
which can be measured by the weighted average of the growth rates of the 
various taxes j , SC y^ ^j)! T should be equal to the desired growth rate X. Any 
other linear constraints that the decision variables are required to satisfy can 
also be included. In fact. A, can be treated as a parameter and the whole model 
solved as a parametric QP model. Exploring the optimum solution for different 
values of X, in the reasonable range yields information for the political decision 
59 
Chapter 4 
makers to determine good values for the various tax rates that are consistent 
with expected growth in tax revenues. 
Equilibrium Models: Economists use equilibrium models to analyze expected 
changes in economic conditions, predict prices, inflation rates, etc. These 
models often involve QPs. As an example, in (Glassey 1978), a simple 
equilibrium model of interregional trade in a single commodity is described. 
He considers N regions and the following data elements and variables. 
Data: ai> 0 the equilibrium price in the ith region in the absence of imports 
and exports. 
b\>0 the elasticity of supply and demand in the f^ region. 
Cij the cost/unit to ship from i to). 
Variables: pi equilibrium price in the i^^ region. 
yi net imports into the i"^  region (may be > 0, or 0, or < 0) 
Xij actual exports from region i to region 7. 
If Pi > ttj, supply locally exceeds demand in the i^^ region, the difference 
being available for export. From this we have pi = ai — biyi. Also, the yi and 
Xij are linked through flow conservation equations. The interregional trade 
equilibrium conditions are 
Pi + Cij^Pi for a l i i , ; 
iPi + Cij - pj ) Xij = 0 for all i, j 
If the first condition above does not hold, exports from i toj will increase until 
the elasticity effects in markets i and j rise, and prices will adjust so that 
additional profit from export no longer exists. Also, if Xij > 0, we must have 
Pi + Cij -Pi = 0. 
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It can be verified that these conditions are the first-order necessary optimality 
conditions for a quadratic network flow problem in which the quadratic 
objective function can be interpreted as a net social payoff function. Using this 
observation (Glassey 1978) describes a procedure for computing the 
equilibrium prices and flows based on solving the QP. 
In the same way traffic engineers use traffic equilibrium models solved by 
quadratic network flow algorithms for road and communication network 
planning. These traffic equilibrium models typically have hundreds of 
thousands of variables and constraints and are probably the largest QP models 
solved on a regular basis. 
Electrical Networks: Even during the physicist J.C.Maxwell's time in the 
second half of the 19th century, it has been well recognized that the 
equilibrium conditions of an electrical or a hydraulic network are attained at 
the point where the total energy loss is minimized. Dennis (1959) has formally 
shown that the sum of the energy losses in the resistors and at the voltage 
sources in an electrical network, is a quadratic fiinction of the branch currents, 
if all devices in the network are of a linear (i.e., ohmic) nature. Using this he 
formulated the problem of determining the branch currents at equilibrium in an 
electrical network connecting various devices, voltage sources, diodes, and 
resistors, as a QP. He then showed that the optimality conditions for this QP 
are precisely the Kirchoff laws governing the equilibrium conditions of the 
network, with the Lagrange muhipliers representing node potentials. In the 
distribution of electrical power, this QP model is used to solve the load flow 
problem concerned with the flow of power through the transmission network 
to meet a given demand. 
Power System Scheduling Problem: The economic dispatch problem in an 
electrical power system operation deals with the problem of allocating the 
demand for power - or system load - among the generating units in operation at 
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any point of time. The optimal allocation of load among the units to achieve a 
least cost allocation depends on the relative efficiencies of the units and can be 
modeled as a QP (see Wood 1984). In power system operation, this model is 
usually solved many times during the day with appropriate load adjustments. 
Application in Solving General Nonlinear Programs: At the moment, one of 
the most popular algorithms for solving general nonlinear programming 
problems is the SQP (sequential or recursive quadratic programming) method. 
It is an iterative method that in each iteration solves a convex QP to find a 
search direction and a line search problem (1-dimensional minimization 
problem for a merit function) in that direction. The original concepts of this 
method are outlined in (Wilson 1963; Han 1976; Powell 1978), but it has been 
developed into a successful approach through the work of many researchers 
(see Eldersveld 1991; Bazaraa et al. 2006 of Chap. 5; Murty 1988 of Chap. 2). 
The success of these methods has made QP a very important topic in 
mathematical programming. A nice software package for nonlinear programs 
based on this approach is FSQP (Zhou and Tits 1992). 
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Quadratic ^iCeyeCTrogramming TrobCem 
Bilevel programming problems have been introduced to the optimization 
community in the seventies of the 20' century, ahhough its first formulation 
dates back to 1934 when it has been formulated by H.V. Stackelberg in a 
monograph on market economy. The original formulation for the bilevel 
progranmiing appeared in a paper authored by Bracken and McGill (1973), 
although it was Candler and Norton (1977) that first used the terms bilevel & 
multilevel programming. Motivated by the game theory of Stackelberg, several 
authors studied bilevel programming intensively and contributed to its 
proliferation in the mathematical programming community. A sequential 
optimization problem in which independent decision makers act in a 
noncooperative manner to maximize their individual benefits may be 
categorized as a Stackelberg game. The Stackelberg game is conceptually 
extended to the multilevel programming problem, in which the players are 
required to move in turn & the strategy sets are no longer assumed to be 
disjointed. Here decision problems involving multiple agents invariably lead to 
conflict & gaming. Multi-agent systems have been analyzed using approaches 
that explicitly assign to each agent a unique objective function and set of 
decision variables. The system is defined by a set of different constraints for 
each agent. The decisions made by each agent in these approaches affect the 
decisions made by the others and their objectives. There is a hierarchical 
ordering of agents and one set has the authority to strongly influence the 
preferences of the other agents. The final decisions are executed sequentially 
within the hierarchy, from highest to lowest levels. Bilevel Programming 
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problem is a special case of multilevel programming problems with a structure 
of two levels, namely, the upper level and the lower level. The upper level 
decision maker is called the leader and that of the lower level is called the 
follower. The follower executes its policies after & in view of, the decisions of 
upper level decision maker. Control over the decision variables is partitioned 
among the levels, but a decision variable of one level may affect the objective 
ftinction of other level. Thus, an important feature of bilevel programming 
problems is that a planner at one level of the hierarchy may have his objective 
function and decision space determined, in part by variables controlled at other 
level. However, his control instruments may allow him to influence the 
policies at other level and thereby improve his own objective function. 
The problems we want to consider have the following common characteristics. 
1) The system has interacting decision-making units within a hierarchical 
structure. 
2) The execution of decision is sequential from upper to lower level. The 
follower executes its policies after, and in view of, the decisions of the 
leader. 
3) Each decision-making unit optimizes its own objective fiinction 
independently of other units, but is affected by the actions and reactions 
ofthe other unit. 
4) The external effect on a decision maker's problem can be reflected in 
both his objective function and his set of feasible decisions. 
Let us consider a bilevel hierarchical system where a vector of decision 
variables {x,y)e 5i" be partitioned among the two, upper and lower level 
decision makers i.e. leader and follower respectively. The leader has the 
control over the decision variable x G 9i"i and follower over the variabley £ 
9?"2^  where ni + 722 = n. Furthermore, assuming tha tF , / : 9?"i x 9l"2 _> 9^ 1 
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are linear and bounded, the linear bilevel programming problem can be stated 
as follows: 
PI: maxx F(x,y) = ax + by where y solves 
P2: maxy f(x, y) = cx-\- dy 
s.t.Ax-ir By <r 
where a,c E 9^"s b, d e 5i"2^ y g <^rn^ .4 is an m x TIJ matrix, B is an m x 712 
matrix. Let the feasible choices of {x, y) be denoted by the constraint region 
5 = {{x,y')\kx. + By < r). Hence for each value of x, lower level will react 
with a corresponding value of y. This induces a functional relationship 
between the decisions of leader and the reactions of the follower. For a 
given X, let Y{x) denote the set of optimal solutions to the inner problem, P2, 
maXy6Q(;,) / (y) = dy where Q(x) = {y\By < r - Ax] 
and represent the upper level decision maker's solution space, or the set of 
rational reactions of/ over S, as 
'^/(5) = fey)GS,yGy(x)}. 
We assume that S and Q{pc) are bounded and non-empty. The definitions of 
feasibility and optimality for the linear bilevel programming problem are given 
by the following: 
Definition l.A point (x,y) is called feasible if (AC, y) G ^f(S). 
Definition 2.A feasible point (x*,y*) is called optimal if a^ :* + by* is unique 
for all y* G Y(x*), and ax* + by* > ax + by of all feasible pairs (x,y) G 
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Many researchers have designed algorithm for the solution of the bilevel 
programming problem. One class of techniques consists of extreme point 
algorithms that have been mostly applied to the linear bilevel programming 
problem. Another class of algorithms uses Kuhn-Tucker approach that replaces 
the linear bilevel programming problem by its Kuhn-Tucker conditions and 
solves a set of equalities and inequalities. On the other hand, decent algorithms 
constitute an important class of algorithms for nonlinear bilevel programming 
problem. However, it is assumed for almost all those decent algorithms that the 
solution set of the lower level problem is a singleton for any given value of the 
upper level variables. Under this assumption bilevel programming problem can 
be transformed into a single level optimization problem where the lower level 
variables are taken as a function of the upper level variables. On the basis of 
the gradient information generated from the lower level optimization problem, 
Kolstad and Lasdon (1990) proposed a heuristic descent algorithm for the 
bilevel programming problem. Vincete et al. (1994) and Jiye et al. (2000) 
presented a descent method for solving quadratic bilevel programming 
problem. 
Here we discuss in brief the above mentioned two approaches for linear bilevel 
programming problem i.e. vertex enumeration approach and Kuhn-Tucker 
approach. 
Vertex Enumeration Approach 
The first method using such an approach was proposed by Candler and 
Townsley (1982). They observed that once an optimal basis to the inner 
problem was obtained, changing x might affect its feasibility, but not its 
optimality. Thus, they proposed a scheme that involved implicit enumeration 
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of adjacent bases to test for feasibility and optimality. Bialas and Karwan 
(1984) developed a similar vertex enumeration procedure called the Kth-best 
algorithm. In their approach, the leader solves his problem with respect to both 
leader and follower decision vectors, and would order all the basic feasible 
solutions in such a way that 
F (x^ y'') > Fix^-'\ y'^+i), k = 1,2 
At any iteration k, given x'^, the follower will solve his problem to obtain a 
solution y*^. Ify*^ ^ y^, then the algorithm proceeds to the next best solution 
for the leader {x^'^^, y^"^^) and the follower's computation is repeated. 
Optimality is reached when y*'^ = y^. 
Computational experience with the Kth-best algorithm has demonstrated that it 
finds a solution easily for most problems, although occasionally an 
unacceptable long time may be needed before a solution is found. 
Narula and Nwosu (1983, 1985) also proposed a procedure via regular simplex 
pivots with modification after taking the dual of the problem P2. Shi et al. 
(2005a) extended Kth-best approach and also applied it for linear bilevel multi-
follower programming problem (Shi et al. 2005b). 
Kuhn-Tucker Approach 
In Kuhn-Tucker approach the rational reaction set of the follower is replaced 
by Kuhn-Tucker optimality conditions. The leader takes into account the 
follower's optimality conditions while solving its own problem. Thus, taking 
the Kuhn-Tucker transformation to the inner problem P2, the resulting 
equivalent problem to PI can be written as 
P3: m3Xxy^^^^ax-\-by 
s. t. wB = d 
wu = 0 
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Ax -\- By + u = r 
u,w >0, where u,w E J?'" 
It has been shown by Wen (1981) and Bard (1983) that (x.y) G "P^iS) in PI, 
if and only if there exists u, w, such that (x, y, u, w) is feasible in P3. 
Attempts at solving problem P3 resulting from the Kuhn-Tucker approach 
include mixed integer programming by Fortuny-Amat and McCarl (1981), 
branch and bound technique by Bard and Moore (1990) and parametric 
complementary pivoting by Bialas and Karwan (1984). The parametric 
complementary pivoting algorithm can be viewed as an implicit enumeration 
of the lower level optimal bases. All of the computations for the parametric 
complementary pivoting algorithm may be performed within the framework of 
a simplex like tableau whose size is roughly that of the original system. In 
addition, this method can be extended to solve a three level linear problem. 
i ^ 
^'iiiiakckfeiia,jti!Mii.i,^ 
Introduction; Many decision making problems in real applications naturally 
result in optimization formulations in a form of bilevel nonlinear 
programming. Several algorithms have been proposed for nonlinear bilevel 
programming under various assumptions. Branch and Bound approach has 
been extended to cover the situations where the lower level objective is 
quadratic and the lower level constraints are linear. In this case, one replaces 
the lower level problem by the equivalent Kuhn-Tucker system, whose 
equalities and inequalities are linear, with the exception of the 
complementarily constraint. The latter being a difficult type of constraint to 
deal with, branch and bound methods may be used to defer the introduction of 
such constraints in the solution process for as long as possible. This is the 
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basic idea underlying the approaches of Edmunds and Bard (1991), Al-
Khayyal et al. (1992) and more recently Thoai et al. (2002). Some authors 
have proposed descent methods for solving bilevel nonlinear programs. 
However, it is assumed for almost all these descent algorithms that the solution 
set of the lower level problem is a singleton for any given value of the upper 
level variables. Under this assumption, a bilevel programming problem can be 
transformed into a single level optimization problem where the lower level 
variables are taken as a function of the upper level variables. These descent 
algorithms heavily depend on the information about this implicit function. The 
computational results showed that the heuristic algorithms are quite efficient in 
computing an approximate solution of nonlinear bilevel programming 
problems. Penalty methods constitute another category of algorithms for 
bilevel nonlinear programming problems. 
Mixed integer and integer nonlinear bilevel programming problems have 
received less attention in the literature. In this chapter we propose an algorithm 
for a class of mixed integer bilevel programming problems where the leader 
controls a set of continuous and discrete variables and tries to minimize a 
concave quadratic objective function. The follower's objective function is 
assumed to be linear in continuous decision space. Also the constraints are 
assumed to be linear. Here we also make use of Tui's cut (1964) that eliminate 
from feasible region only that portion which does not contain any solution 
better than the current local minimum. 
The Algorithm 
In this chapter, we consider the following concave quadratic bilevel 
programming problem with leader having continuous as well as discrete 
decision variables. 
^^nXnX,y)=C^[y]+l[yfD[y] 
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where y solves 
miny/(x,y) = d^x + d2y 
s. t. Ax -^ By < b 
x,y>Q 
where x G iR"i is a vector of leader's problem variables, of which i are 
continuous and (rii — i) are integers. 
di e 9i"i, d2,y G 9?"^ c^ G 5R"i+"2^  A G 5RP^"I, B G 9tP^"^ b G 9?P 
D is a symmetric and negative semi definite matrix of order (nj + 712). 
The leader's problem can be written as 
s. t. i4% + By < ft (1) 
;c,y > 0 
Since F{x,y) is concave, it is known that the global minimum for leader's 
problem lies on an extreme point of the set 
ST^ = {{x,y)\Ax^-By<b} 
Let (x'^.y^) be the extreme point ofS^. We construct a linear function for 
F(;:,y) as 
lmix,y)=^VF{x.yy{x,y) 
From concavity of F(x, y) it follows that 
Lmi?c,y)>F{x,y') V(x,y) 
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Now suppose that (x^^,y^^) is a local solution to the leader's problem (1). 
We solve the following auxiliary problem 
min^ LmS^.y) = VF(x"^sy"^0''(x,y) (2) 
s. t. (x, y) G 52 
where S2 — Si, except that if we introduce into the problem a Tui's cut 52 will 
be the intersection of 5^ with this cut. 
Let (;c^i,y^i) be the solution to the linear programming in (2). Clearly 
(x^i^,y^i) is an upper bound to the optimal solution of the original leader's 
problem. 
From {x^^,y^^) we move along the various binding edges of 5^ in the search 
of another local minimum of the problem (1). This search is made by moving 
to the various adjacent extreme points until an extreme point (x^^,y'^^) is 
reached such that there is no adjacent extreme point with a value of F(x, y) 
smaller than F(x^^,y^^). The procedure is now repeated with the following 
auxiliary problem 
Tmn^Lm,ix,y) = Wdx^-.y'^^yix.y) 
s. t. {x, y) G Si 
Now if the (i + 1)* auxiliary problem 
Min^L^^^^^/x,y) = VF(A:^('+i),y"^a-Hi))7'(;,,y) 
s.t. ix,y)ESi (3) 
does not have a solution. The solution of the leader's problem is given by 
(•^miyniiy 
If the required variables from x^^ are integer then move on to solve the 
original problem (1). Otherwise we add the Gomory's (1960b) mixed integer 
cut at that point to get the required variables as integers. Let the mixed integer 
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solution be (x°,y°). Now for the follower's problem we fix the x vector and 
solve the following problem 
m\x{yf{x,y) = d-^x + ^27 
s.t. Ax + By <h 
X = x^ 
y > 0 
Suppose the solution of this problem is (x°,y). If y = y° then, (x°,y°) is the 
solution for the original problem. 
The procedure can be summarized in the following steps. 
Step i.Find the local solution to the problem (1). Let it h^ix^^.y^^). 
Construct a linear function for the concave quadratic objective function of the 
leader. 
Step 2.Solve the following auxiliary problem 
min;,L^^(:t,y) = VF(x'^\y'^^y(x,y) 
s.t. (ix.y)ES2 
where 52 is the new feasible region after the introduction of Tui's cut. Let the 
solution be (x^Sy^^). 
Step J.Now fi-om (:^^Sy^O niove along the various adjacent extreme points 
unless (x"^^y"*2) is reached such that there is no point with a value 
of F(;c,y) < Fix'^^.y'^^). Go to step 1. 
Step 4.lf at (i + 1)'^ auxiliary problem at step 2 there is no solution, then the 
solution to the leader's problem (1) is given by (x"^s y"^0-
Step 5.1f the required variables in x^' are integers then go to 6, otherwise add 
Gomory's mixed-integer cut to get those variables as integers. Let this solution 
be(;tO,yO). 
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Step d.For a fixed x = x^ solve the follower's problem. Let its optimal 
solution be (x°,y). 
Step 7.1f y = y° then, {x^,y^^ is the solution for the given concave quadratic 
bilevel programming problem. If y ?^  y^ then from step 3 find the second best 
solution for (1), then go to step 5. 
Numerical Illustration 
The following example will illustrate the computational details. 
minF(;c, y) = 2A: + 3y - :K:^  - y^ 
X 
where y solves 
mln/(x,y) = 2x - 5y 
y 
s. t. -Sx + 2y < 1 
-X + 4y < 2 (4) 
2x + y < 9 
3A: - 5y < 3 
x>0, integer 
y > 0 
First we consider the leader's problem 
minF(;c, y) = 2x + 3y - A:^  - y^ 
s . t . -5x + 2y < 1 
-x + Ay<2 (5) 
2x + y < 9 
3A: - 5y < 3 
A: > 0, integer 
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y >0 
The value of the objective function at a basic feasible solution (XQ, yo) = (0,0) 
is 
Fixo,yo) = (0,0) 
The two extreme points adjacent to (xo,yo) are (0, 0.5) and (1, 0). The local 
minimum {x^^.y^^) will be at (xo,yo) since the value of objective function 
at both these extreme points is found to be greater than F(xQ,yQy 
Thus(x^^y^O = (:co,yo). 
For obtaining Tui's cut the following two one variable optimization problems 
are solved 
max X 
s.t. 2x-x'^>0,x>Q 
and 
max y 
s.t. 3y-y'^ > 0 , y > 0 
which yield their respective solution as x =2, y =3. 
Thus Tui's cut is 
f + f s l (6) 
The auxiliary lineEir programming problem for this objective function is 
Lm,(x,y) = VF(ix'^Ky^^y(ix,y) 
= 2x + 3y (7) 
Adding Tui's cut as an additional constraint in the constraint set of (5) without 
the integer restriction on x we get the following linear programming problem. 
minL^^{x,y) = 2x-\-3y 
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s. t. (5) (8) 
and 3x + 2y > 6 
The solution of (8) is 
(;c^i,y^O = (1.71,0.42) 
From (A:^^y^l) we move successively to the adjacent extreme 
points%j^^,;i:2^,^3^ and found that the auxiliary linear programming problem 
with new Tui's cut added in the constraints set is infeasible. Thus the optimal 
solution to the problem (5) is, J: =1.71. 
As is non integer. Therefore, we add Gomory's mixed integer cut in the 
problem (8) and obtain the solution as (2, 0.6). 
Now for a given x =2 solve the follower's problem 
min/(x,y) = 2x — Sy 
y 
s.t.—Sx + 2y < 1 
-X + 4y < 2 (9) 
2A: + y < 9 
3x - 5y < 3 
x>2, integer 
y > 0 
We get the solution as (x*,y*) = (2,0.6). 
Since y* = y°. 
Therefore, this satisfies the condition for BLPP. Hence the optimal solution of 
concave quadratic BLPP is x =2, y =0.6. 
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