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0. Summary
The purpose of this memorandum is to outline a relatively simple ex-
ample which may serve as a basis for understanding advantages and disadvan-
tages of prediction algorithms from conceptual, complexity, and accuracy
viewpoints.
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1. Introduction
The ability to predict the future response of a physical system is
of extreme importance in both engineering and nonengineering problems.
Quite often, our inability to predict accurately the future response of
a system is due to:
(a) lack of precise equations of motion, and
(b) the application of unpredictable inputs to the system from
the present time until the future time.
A class of problems in which prediction is of paramount importance
is found in the defense area. Typically, in such problems one tracks a
reentry vehicle via a radar. The radar observations are introduced into
a tracking data processing algorithm (often called the extended Kalman
filter) which has the ability to generate continuously in time, and on
the basis of prior observations,
(a) estimates of the target position,
(b) estimates of the target velocity, and
(c) estimates of the target ballistic parameters.
In addition, to these estimates the tracking algorithm also generates
continuously in time an error pseudo covariance matrix whose elements
specify approximately the auto-and-cross-covariance functions of the
estimation errors.
The prediction problem is fundamentally different. One is inter-
ested, on the basis of the measurements up to now, to predict the future
trajectory of the target. In addition, one is often interested in the
variations of the trajectory from the predicted one; such considerations
can be used to define a "tube" about the predicted uncertainty which, in
time, can be used to define a "footprint" about the predicted impact
point.
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It should be self-evident that accurate prediction of target motion
is of extreme importance in the defense problem. First, accurate early
impact prediction can be used to make a decision of the allocation of a
battery of interceptors of intercept a given target. Second, accurate
prediction of the target prior to impact is essential for successful
interception. If at the predicted intercept time the target is far from
its predicted location, it may be necessary for the interceptor to undergo
violent acceleration maneuvers which may be impossible to carry out due
to limitations on interceptor agility and maneuverability.
The current thinking on target trajectory prediction can be roughly
described as follows: the instantaneous estimates of the target position,
velocity, and ballistic parameters, as generated by the tracking
algorithm, are used as initial conditions in the integration of the
deterministic differential equations of motion that describe the target.
The predicted target trajectory is then obtained by the integration
(in general, numerical integration) of the target differential equations.
This is the optimal thing to do if the target differential equations
are linear.1 However, there is no reason whatsoever to suspect that
this is the best that one can do if the differential equations are
significantly nonlinear. In point of fact, there is some suspicion
that such a prediction algorithm may be sensitive to bias errors and
there is some evidence that this is the case even in tracking problems
with low observation data rates. 2
See R.E. Kalman and R.S. Bucy "New Results in Linear Filtering and Pre-
diction Theory", Trans. ASME, J. Basic Eng'g., Vol. 83, pp. 95-108, 1961.
M. Athans, R.P. Wishner, and A. Bertolini, "Suboptimal State Estimation for
Continuous-Time Nonlinear Systems from Discrete Noisy Measurements",
IEEE Trans. on Autom. Control, Vol. AC-13, pp. 504-514, 1968.
3R.P. Wishner, J.A. Tabaczynski, and M. Athans, "A Comparison of Three
Nonlinear Filters", Automatica, Vol. 5, pp. 487-496.
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It is the opinion of the author that some fundamental understanding
of the prediction problem for nonlinear systems is necessary. In the
remainder of this memorandum, some remarks on the prediction problem
will be made and some simulation studies will be presented.
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2. Prediction for Linear Systems
In order to understand some of the techniques associated with pre-
diction, let us consider the case of linear systems. Suppose that we
have a linear, possibly time-varying, system whose state vector x(t)
satisfies the differential equation
2(t) = A(t)x(t) + v(t) ; x(t) = (1)
We assume that the n x n matrix A(t) and the n-column vector v(t) are
known and deterministic. Let 2 = x(t o ) be the true state of the system
at time to. We suppose that 2O is a random vector which is Gaussian.
Suppose that the mean and covariance matrix of 4 are known (this is
enough to specify the Gaussian distribution) and that
A -
E {X} (2)
- I A
What we are interested in is to predict (3)
What we are interested in is to predict the value of x(t), for
t > to, of the true state vector on the basis of the available probabil-
istic information. We shall let "(t) denote the predicted estimate
of x(t), t > to . We define the prediction error vector e(t) by
A 
et) x(t) A (4)
Let us now restrict our attention to the class of linear predictors.
In other words, we shall generate the predicted state x(t) by solving
the linear vector differential equation
x(t) = F(t) (t) + w) w (t ) = x (5)
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We remark that eq. (5) specifies the structure (linear) but not the
"coefficients" of the prediction algorithm. To specify the prediction
algorithm completely we must specify
(a) the n x n matrix F(t)
(b) the n-column vector w(t), and (6)
(c) the initial estimate )2-O
Thus, we have the freedom (even under the structural constraints) to
choose the quantities in eq. (6) so that the predicted state ^(t)
is in some sense "good".
One criterion of goodness is that of unbiasedness. We shall
now show that if we impose the unbiasedness requirement, then the
prediction algorithm (5) becomes completely specified in the sense
that all the "free parameters" of eq. (6) are found in terms of
known parameters.
The derivation proceeds as follows. We desire to have the error
process (4) to have zero mean
E e(t) = for all t > to (7)
Hence,
d E; e_(t) = 0 for all t > t (8)
which under suitable assumptions implies
E {e(t) = 0 for all t > t0 (9)
From eqs. (4) , (1), and (5) we obtain
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= A(t)x(t)+v(t) - F(t)x(t) - w(t)
A(t)x(t) + FCt)xCt) - FCt)x(t - FCt)x(Ct) + v(t) - w(t)
= F(t) Ix(t) - Ct)] + IA(t)] F(tl]x(t) + v(t) - w(t)
= F(t)e(t) + [A(t) - F(t)]x(t) + v(t) - w(t) (10)
By taking expectations of both sides of (10) we obtain
E {(t)} = F(t)E {e(t)} + [A (t)-F(t)] E{x(t)} + v(t)-w(t) (11)
Since E {x(t) } O, in general, the conditions (7) and (9) yield
F(t) = A(t) (12)
v(t) = w(t) (13)
Furthermore, the condition
E {e(t )} = E{x(tO)-x(t )} = E{0 } - (14)0 - 0 ) 0 -o -
yields
x _ (15)
These equations imply that the predicted state x(t) is generated
as a solution of the equation
x(t) = A(t)2(t) + v(t) ; x(t ) = (16)
This completely specifies the prediction algorithm.
The prediction error satisfies the differential equation
e(t) = A(t)e(t) (17)
Let S(t) denote the prediction error covariance matrix; since
e(t) has zero mean then
S_(t) = E{e(t)e'(t)} (18)
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To determine S(t) we differentiate eq. (20).
S(t) = d E{e(t)e' (t)}
= E{e(t)e'(t)} + E{e(t)e'(t)}
= E{A(t)e(t)e'(t)}+ E{et(t)e'(t)A'(t)}
= A(t)E{e(t)e'(t)} + E{e(t)e'(t)}A'(t)
A(t)S(t) + S(t)A'(t) (19)
But, in view of eqs. (15) and (3)
S (t) =E Ee(t )e}(t ( .) ( )
E {( x -0 )} = o (20)
Hence, the prediction error covariance matrix is generated by the
linear matrix differential equation
S(t) = A(t)S(t) + S(t)A'(t) ; S(t0 ) = (21)
Furthermore, in view of the linearity structure of the predictor,
one can show that e(t) is Gaussian.
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3. Prediction for Nonlinear Systems
The development of prediction algorithms for nonlinear systems is
not as straightforward as that for linear systems. To illustrate the
similarities and the differences involved we shall examine a specific,
simple, first order nonlinear system.
Consider a system whose scalar variable x(t) satisfies the nonlinear
differential equation
.(2
x(t) = a2 x 2(t) + alx(t) + a0 + b(t) (22)
where a0 ,al,a2 are known constants.and b(t) is a known time function
We assume that at t = 0, the initial state
x(0) A x0 (23)
is a Gaussian random variable with known mean x0, i.e.
E x0 = x0 (24)
and known variance F,0' i.e.
E(x 0-x)2 = 0 25)
Our objective is to generate a predicted estimate x(t) of the
state x(t) on the basis of the above information and in the absence of
any additional measurements.
With no loss of generality we can fix the structure of the
predictor to be
^2 ^
x(t) = a2 x (tt) + ) + a0 + b(t) + 1P(t) ; (0) = 26)
Since a0 ,a1 ,a2 and b(t) are assumed known, to completely specify the
prediction algorithm (26) we must
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(a) specify X(t) for t > 0
(b) specify (27)
We shall indicate below how the quantities in (27) can be found on the
basis of demanding that the prediction error e(t)
e (t) x(t) -x(t) (28)
be of zero mean (conditioned on the knowledge of the statistics of x0
only) for all t > 0.
Differentiating both sides of (28) we obtain
(29)
e(t) = x(t)-x(t)
Substituting (22) and (26) into (29) yields
e(t) = a2x (t) + alx(t) + a0 + b(t)
A2
-ax (t) alx (t) - a 0 - b(t) -j(t)
2 1 0
= (t) a2x2 (t)) + aet) -22(t) le(t) (t)
2 2 
= a2 (e(t) + x(t)) - a2x (t) + ale(t) - 1(t)
2 2 
= a2 e (t) + 2a 2x(t)e(t) + ax (t) - a x (t) + a e(t) - p(t) (30)2 2 2 2 1
Hence, the prediction error satisfies the differential equation
et=a2 ()+[axt+ l t- )(31)
e(t) = a 2e lt) + La 2 x(t) + a1 e (t)-l(t) (31)
subject to the initial condition
A
eO e(O) = xO - (32)
In order to have
E {e0 = (33)
it follows that the initial condition of the predictor (26) is
x0 E x0} X (34
Hence, under our assumption, the initial error e0 is a Gaussian
random variable with zero mean and variance
E le = E 0 - 0 = o (known) (35)
Next, we demand that
E e(t) = O for all t > 0 (36)
This implies that
d E {e(t)} = E{e(t)} - O for all t > O (37)
dt
Taking expectation of both sides of (31) yields
E{e(t) = a2E e2(t)( + 2a2x(t) + al1 E e(t)} -(t) (38)
Hence, from (36), (37), (38) we deduce that
p(t) = a2 E {e2 (t)} (39)
Let
S2 (t) E{e e 2 (t)} (40)
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We note that S2 (t) is the second moment of e(t); it is indeed the
variance of e(t) if E{e(t)} = 0. Hence, the prediction algorithm (26)
is
4
CtLt = a2x (t) + alxt} a + b(t) + a2S2(t) ;(O0) x= 041)
The error differential equation is
e(t) = a2e2 (t) + [2a2 x(t) + a e(t) - a2S 2(t) (42)
Hence to generate x(t) we must know S (t). This motivates us to
obtain the differential equation for S2 (t).
For reasons that will soon become apparent we define all the
error moments by
S (t) = E {e2(t)}
S3 (t) = E e (43)
{ (43)
Sk(t) =E ek (t)}
To determine the algorithm that generates S2(t) we differentiate both
sides of (40).
2 ( ) dt E {e(t)} = E ( t) = E {2e(t(t)t) (44)
Substituting the error differential equation (42) into (44) we deduce
S2 (t) = E {2e(t) a2 e 2t + 2a 2 (t) + a1 e(t) - a2 S2 (t
= 2a2 E {e3(t) + 2 [a 2 (t) +a 1 E e2(t) - 2a2 S2 (t)E{e(t)}
(45)
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From (36) and (43) we conclude that
2(t) = 2 [2a2x(t) + al S2 (t) + 2a2S3(t) (46)
with initial condition, in view of (36) and (40)
S2 (0) = Z0 (47)
So to specify S2(t) we need S3 (t). Since
S3 (t) E {e3(t (48)
it follows that
d t I 2 t
3(t) = dtE {e3(t) = E {3e(t)e(t)
E 3e2t [a2 e(t) + [2a2 (t) + a e(t)-a 2 S2(t) 
= 3a2E {e4(t)} + 3 2a2x(t) + all E e3 (t) - 3a 2S2 (t)E le2(t)
(49)
or
S 3 (t) = 3 [2a2 (t) + a] S3 (t) - 3a2 S22 (t) + 3a2 S4(t) (50)
Since e0 is a Gaussian random variable with zero mean and variance 0
its moments are defined by
S 2 (0) = 0
S3 (0) = 0
S4 (0) = 3Z2
S5(0) = 0
S6(0) = 15 Z03 (Equation 51 continued on next page)
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and, in general,
0 for k odd (51)
Sk(0) = k
t (k-i) (k-3) (k-5) ...(1) 2 for k even
Hence, the initial condition to (50) is
S3(0) = 0 (52)
The pattern now becomes apparent; to compute S2 (t) we need S3 t); to
compute S3(t) we need S4(t) and so on. In general,
dt t d= E {ek(t) = E k ek-l(t)(t) }
dt Sk(t) dt
Ek eki ( t) 2 (t) + [2a2 (t) + a e(t) - a S (t
= k 2a2 (t) + al E ek (t) -a2 k:S 2(t)E {ek-l(t)
+ a2k E e k+l(t) (53)
Hence
Sk(t) = k [2a 2 (t) + al Sk(t) a 2kS(t)Sk + at) (54)
with initial condition given by (51).
An examination of the above equations leads to the following
conclusion: in order to generate a predictor x(t) such that the
prediction error e(t) = x(t) - x(t) has zero mean one must solve
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an "infinite set" of ordinary, nonlinear differential equations as
defined by eqs. (42), (47), (51), and (55).
The structure of the equations, however, suggested suboptimal
prediction algorithms by simply ignoring the effect of the next high-
est moment Sk+l(t) upon the differential equation for Sk(t). This
leads to the following class of prediction algorithms in order of
increasing complexity.
1st Order Prediction Algorithm
x(t) is generated by
A~ A2^
x(t) = a2x (t) + alx(t + a 0 + b(t) ; x(O) = x
2nd Order Prediction Algorithm
x(t) is generated by
*^ 2 ^
x(t) = a2 x (t) + alx(t) a + b(t) + a2S2(t) ; (O) = x0
S2(t) = 2 [2a2x(t) + alI S2(t) ; S 2 (O) = 
3rd order Prediction Algorithm
^2
x(t) = a2x (t) + alx(t) + a0 + b(t) + a 2S2(t) ; x(0) = x0
S2( t) 2 (t)+ al S2 (t) + 2a2S3(t) ; S (0) = Z
S3(t) 3 2a2 S (t) - 3a2S2(t)S2(t) ; S3(0) = 0
4th Order Prediction Algorithm
A2
x(t) = a2 x(t) + (t) t) + a0 + b(t) + a2S2(t) ; x(0) = x0
S2 (t ) 2[2a2(t) + a S(t) + 2a2S3 (t) ; S2(0 ) = Z
S3(t) 3 a2 x(t)+ all 3 ( ) - 3a2S2(t)S2(t) + 3a2S4(t) ; S3 (0) = 0
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S (t) = 4 [2a2x(t) + all S4(t) - 4a2S2(t) S3(t ) ; S( 0) = 302
5th Order Prediction Algorithm
x(t) = a2x (t) + a(t) + a0 + b(t) S t) ; x(O) = x0
S2(t) 2 2a2x(t) + all S2(t) + 2a2S3(t) ; S2(0) = 
S3 (t)= 3 [2a2 x(t)+ all S3 (t) - 3a2S2 (t) S2 (t) + 3a2 S4 (t) ; S3(0) = 0
S4 (t) = 4 [2a2 (t) + al S4 (t) - 4a2S2(t)S(t) + 4a 2S5 (t) ; S4 (0) = 302
1 4(t) = 5
(t) 5 2a2 S(t) + a S 4(t) - 22 (t); S (0) = 0
and so on
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4. Numerical Results
In this section we present numerical results comparing six pre-
dictors. The numerical results are contained in Tables 1 through
6.
The following values were used,
a =8
a1 = -2
a2 = -1
b(t) = 0
x0 = 10, o = 2
~0 0
From the numerical results presented (and others not shown here) we
conclude that the predicted state x(t) changes only in the third
significant figure between the 1st and 2nd order predictions. The
second moment, however, is somewhat more sensitive.
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TABLE 1
1st Order Predictor
TIME x(t)
u.05 G.~~ O r)
0.15 3.2E 00
. 20 3.255 O0
0.35 2, 45E 0
O . 35 2 . r q
0.40 2 .33E 00
O.lt'5 2.2 4E 1
0.50 218E O0
0.55 2.13.E 0
0 . 2,. ) .107 r 0
0.G5 2. 07F on
0.70 2.05t O0
O. 75 2. L4E or)
0.80 2.03E O0
0.85 2,02F O0
0,90 2.02 rfn
".95 2. 9 1F no
1.0 o O 2.01r O,
1.05 2. 01E I
1.15 2. 00 nn
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TABLE 2
2nd Order Predictor
TIME x(t) S 2 (t)
3,,
.10 4 720E n 24- n 
.n 15 .3 . n, .D ,5E- f
. 20 3. 2 F 00 1 , - 2
0 25 2.-7, 5 U 7 -q n ' "- 3
,0.3o ! 9 *G6F n ? 7O 5n7
0.35 2. 45- r!' 1. 5E-3
O .Lk.O 9. 33F n 7. On 0 - ' 
n , 5 2. 4E 0, 0 . 3 n -,
0.50 2. 17 n 1 * l' nl
n 55 ' 13 n1 . -1
0 *. r 2. n F n 7 '? N
2 07r7 0 0 2 . 9E- 
0.70 2. 051 F .9 i 1 -5
0 75 2. O4 0O 9, 72 F-
.0 2 3 03 O i 75 E-0
0 85 2.02F 0. 2 r- n ,r
. 90 2.02r nO 1.42 -n:C
0. 95 2. 01E 0 7. 77- 07
1. : o_0n 2. 0 31 I0 12, -. (2 A 7
1.05 O 2.01 On 2.33E-07
1.10 2.00 : 0Q 1. 2 7
1.15 2. O 3O On 7.01E-wc
1.20 2.00F O0 3. °t*...-0g
1.25 2. onr 2n 2. 11 F
1.30 -- 2.00F 00 .ll-2
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TABLE 3
3rd Order Predictor
TIME, xt s 2(t) S (t)
l. !.00E 01 2.n0 E 0 0. 
0.Q5 nC30r ^n . 34E-nl 2.CI5-.
2.'10 4t. 72E n . llE- n2 5 557--03
5. 15 3.O 00 3 .1E-n2 .3 r-n
2.20 3.2 ? 0- 3 :! .- tr!
2.25 2.87: 'O/ 5.75F-03 1.2 0-It
n.30 2. 62! 0O ? 7?.-03 !.OE-05
.35 . 45F 0o0 1. 34 F-3 1 14tF- 
0. tO 2.33E 00 F, SFl 4 5. 3r-F,0
C4. 45 2. 22L 0 0 3. 3E-nnl 2-. r2-C
i0.50 '2.17E 00 1.368-04 7. 72E-n7
0.55 2.13F 00 9. 9E-05 3. ':-F-q7
0. 60 2.09E 00 5.31=-0t5 1.1gE-07
0.65 2.07E on 2. 87E-05 4.75E-P
0.70 2.05E 00 1.55E-05 1.q90-09
0.75 2.0LF . n °.P 5P-0 7. 3E-f9
0. 80 2.03F 00 't. l1 r--n 3. 0 ' -n
0 . 8 5 2.02" 0a 2 .52 -F 1. ?!, 
0.9n 2. 02F 0 1. 3 -- C 5. 93F-l
0.05 2. 01 O)0 7. 53-07 2.0!F -I
I. 0O 2. OE 00 4 13E-07 8. 2E-11
1 .05 2.1 E o n 2) . 2r- 7 3.35 -11
1.10 2. OE 00 1. 2br-07 1.3F,- 11
1.15 2.OnP 00 6. 79-F -Q 5.53F 5 
1. 20 2. o n 00 3 73F-08 2.25E-1 
1.25 2.0E 00 2 .0 e-0 .9,12E- 13
l. 30 ^2. 00 00 1 3-0 3.7-1F 13
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TABLE 4
4th Order Predictor
TIME x(t) S 2 (t) S 3 (t) S(t)
0. 0 1. OOE 01 2.05 00 0.0 1. 2% O1
0.05 6.38E 00 3E .L-1 -5.27:-f2 3.3r-Q1
0.10 4.72E .O 4 2o--02 O1.10-E_2 2. 5 t-0 
0.15 3.80;- 00 3. 37-- .- n"0 2 - - 3. E--7-
0 .2 3.24,E 00 1 . 3 2 7 . .'t- 5. 03-n!t
0.25 2 87 00 r17-n 3- . 3 7- 1 l -3 r
0.30 2 62F n0 ?2 93 03 -7 .7E-5 2 '. 5--n5
0.35 2 .455 00 1. 5Fr -3 - . n 3 4r -r-r
0.40 2.335 0O 7 3nE-O L1 ".b 0t- 1 L!.2r-.,
o. 5 2. 4 002 3c 4O 4 -. rl .- ! ' 531 5-I 7
0. 5 o. 173 0 0 . O 1--5 1 F-7 o 3. rrn
0 . 60 2 .9 r 00 5n ., 5-n- ,, . r-7 ( . 3R--n7
0 r5 2. 075 nn J3 S1 " ' n .q9t-_n 97 rl 0-
f) 7fl o. n£ f 1. 7f r ' f 3 7" 7 7 3 2 -1 r.
7 n5 2 04E . O 104 0.70r-1 r- '7 
0.2. 2 :.035. - . .. 0 00 5 0 ': I
: g.85:, . n2 Ofn 9. 75F r2 n , 3 _- 1. '2 - 1
0.90 2.02: 00 1 5n Er _ '[-,, - 51l ,q 1
0 , . 31E OQ ^ ,2ir_^7 -3. On,-] , 1.~7r- ,--_.
.0 5 2. 01E O00 4 °-07-3 . 95-I 1 7;- 21
1.00 2. 01 0.0 4. 5!- 7 1 .2E-! 52--13
1.05 . 1,E 00 2 47E -,7 - 5,r:'-1 1 5 =', -
· 1.,,. . O 52 . Q " 4 -! 7 E-! 1.15 2. 0 0E 7,'~I- 1- o7 1 t- 1 ?,lr1-' 
_% I01 !7~ '21 ~ If. - I501025 25.9E 7- 20 23E-m-1 7 '7E-3 1 -.,15
.1. 3200, 3 rL -7 . i 23!r
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TABLE 5
5th Order Predictor
TIME x(t) 2 t) S3(t)  .S . (t) S (t)
Y.o 1.e00-, ·9 ... · .n . 91 0..
0.05 6.33E 00 3.40EF-n1 5.22E- 92 3.29 E-01 .h.'-!.-92
0 iO ' 7 2  0 9 . I r-0 2 _ ."'- "2 2 . F 2 . 5 
0.15 3.80E 0E 3.37E-22 - 2 . 6- 03 2 .07 =3 2 ."F 0L
0.20 3. 224 0o 1.33E-02 -7. 9E-n 4. 71E-04 2. 52E- 0
. 25 2. 87E ro 6. 179-0n3 - 9.?7Fr-qt n ?-l )5 3 5' 2E- 0E
0.30 2.62E 0 2.93E-03 -7 . 1-E-5 2. 5 E - 5 --7
0.35 2.45E 00 1.445 -03-2 . E-05 .97 E-06 9. 8 E
. 4 0 2.33 n00 7.38E-n4 -9 .8E-Or 1.2p-OC0 1.S *!-9
0.45 2. 24E 00 3. U4-4 -3. 73 0 - 3.13r-07 3.61 E-9
0.50 2.17 90 2. 2. rE-04 -1 . E-0 9 .51 E- 7.339'-10
0.55 2.13E 00 1.00r- 04-5. lE-07 2.*9E-08 1.53E-10
0.60 2.09E 00 5.79-5 -2 . 22E-07 7.75E-09 3. 2E-11
0.65 2.07 E 00! 3. 13 - - 8 .9 E0-OS9 2.2 9- - 6.95f-12
0.70 2.05E 00 1.70E'-n -3.53E-08 G.r3E-l 1.519-12
0.75 2.0 E! 00 9. 22-C -, . 2E- 0 1 .qE- 3 3
0.80 2.03K 00 5.03E-n -5.71E- 9 5.82E-11 7.25E- 4
0. 85 2 02E n 2. 75 -0 -t 2 3 1 F- 17. 7tF-1 1 . E-! ,
0.990 2.02E O0 1.50E-0 -9.33E-10 5.19E-12 3.54E-15
0.95 2.01E O0 g.22E-07-3. 7F-10 1.59F-12 7. 5E-16
1. O0 2.01 O 40 -1. 503-1 0 !t. r7E-13 1. 7!4E-l
1.05 2.01P 0n 2.,!7E-C)7-6.22E-11 1. n.E-13 3.87F-17
1.10 2.00 E 00 1.35E-07- . 5-11 4.21 E-1Z4 8 . 1:-1$
1.15 2.009E 0f 7.42E-O8-1.02E-11 1.2CE-jt- 1.. 92-128
1.20 2.00E 00 4[.07E-08-4.1r-1 ? 3.gf9E-15 4. 27E-91
1.25 2.00 E 00 2. 23E-8 -1 .9 12 1. El-12 51 i:-20
13n 0 2.0 F on 1 .22E - 5 -- F.E-13 3.tf, E- r 2. 13 .9-20
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TABLE 6
6th Order Predictor
TIME x(t) S 2 (t) S 3 (t) S 4(t) S 5(t) S (t) 6
.0 . 00 01 2. O)F O)0 3 0 1 . 0 ' n0 10.' n?
0.05 G.38 r n0 0 3 . '40--17-5 . E-- 3. 4  0. - 1 7E-n 1 5 . -;: ' 1
0.1 4. 72E o" V .49:-0, 1.20 ?E-02 2. '<- n ° _n riE-03 1.2E-n2
0.15 3.30E f 3.33' -0 2-3 . o!F-n 3 3.,r -r . 4 -0 L.7 -?-n
0. 20 3 .24E O n-0 0 2 . ~3 - , 6 . -- Fi_.7r-05 3 7 F- 5
0.25 2.5 ? °7E 00 6.; 7 0- 75 17 35r- t-, . 34- 05 2. 7v7r- n
0.30 2.62E qn .. nr -r " ' 0 3 23 - n 1 3O - - - 7
0. 35 2. 45E n 1. lo- E-ac 3 73 .~ '7-r-n. 7_5 37 r- - -_ 7 r
0. l0 2. 33 0 7.43r -04-1.4FX 1 2.E-n5 9a-r n _ r,5 r n-
4. 5 2. 24 no00 3... L7i E-n- 5 't- 7 ,-, 7 - 63 3F-1
r6~o 2~~fO58~. n. ..... 3 - ... '9 . , ,:.._ -0 9r..on.. 2.17 r-!n
6. 5 2 7$ F n 3 . I; F,- 5rf -1.7 3 "'r_ tn c r- I 41 F' 3050 17E 0 0 2.0E-a 7 .1 4 _4 1 73-_ o7 77FO 0 31r r10.55 2.13~F 10 n . 0--7 n-°7 7: 7-'--.7.....1..-1
.60 7.nlS.r Q ,r r 03r n r n) _ _t r-q 0_7 f1.° -t1 2 7 2-15
0.65 2. 07 0. 3 2 1? F",- 3.5 F- :?:7 3 . 1 -13
0 .75 2 .O O ) 0 ' I0 ' y ft1- . 1.. . .- 1... 7 i 
0.90 2 .02 00 1 . r n1. .- 1 0- !0 3.14 1 .. 1 3 - 77E- 17
0. 5 2 . 0 0 . 23 7 -n7 . 1- 2. -3 1 1 n f- _ 7
1.00 2.011 fi3 l O0 5 q7 7 '1 5F 1" - 71 - 3 1 3.o--!5
1. .o2 0 - 7 1 2 1 F-O1 7 2 lI7 0-1 .30 17 1-12 7 7 r-1 75 2O1 E O0 ° n 7 = Igl -I21 " 7 '.E-12 -F n-l: 1 1' "4 -1.25 2.00( 0 ] .~ · ~.: .. .0..0 .1 1 .... 1
1 .0 9 01 nOn t1 53,'t-n97= -. 5. I 7 2"f-13 -9 -. ?I P°j- 11 .-95 9.00ES3ns.95 - _ _. _-__ _7-.I .
1 0 2 , Ol nn 3 73rn7- 2 . O . l-i '7,- o 7 .F--24
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