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The notion of equational completeness was defined by J. KALICKI and 
D. ScoTT in [5]: an algebra (in the sense of BIRKHOFF [2], p. vii) is said 
to be equationally complete if its set of identities is maximal with respect 
to being consistent. Kalicki and Scott proved incidentally that every 
two-element algebra with a single associative binary operation is equation-
ally complete. A two-element algebra with a single non-associative binary 
operation is isomorphic or anti-isomorphic to one of the algebras 
a1, a2, a3 defined by the respective multiplication tables 
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We shall show in this paper that just two of these three algebras are 
equationally complete 1 ). 
In order to discuss the equational completeness of the algebra a1, 
we shall show that any algebra with a single binary operation xy which 
obeys the identities 
(1) x(yx)=x, x(xy)=y(yx), and (xy)z=(xz)(yz) 
may be represented as a family of sets under the subtraction operation 
x-y (Theorem 1). This result seems to be of independent interest. It is 
analogous to the theorems of BIRKHOFF and STONE ([2], pp. 140, 159) 
that distributive lattices and Boolean algebras may be represented as 
rings and fields of sets respectively, and it is related to the implicational 
propositional calculus ([4], pp. 140, 159) as Stone's theorem is related 
1 ) The general questions with which this paper is concerned appear to have been 
investigated by R. C. LYNDON even before the publication of [5) (cf. [6], § 6 and [7]). 
However, most of the results of this paper go beyond Lyndon's remarks, and no 
proofs of any of the results of this paper have to the author's knowledge been 
published previously. The author thanks Professor H. G. FORDER for helpful 
advice, and in particular for informing him of the unpublished work of C. A. 
MEREDITH mentioned in 2). Also, he acknowledges the assistance of a grant from 
the University of New Zealand Research Fund. 
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to the full propositional calculus 2). We shall show that the identities (1) 
are independent. 
The equational completeness of the algebra 01 may be deduced from 
Theorem 1 (cf. Theorem 2), and it is easy to investigate the algebras o2 
and o3 for equational completeness (Theorem 3). 
l. Families of sets closed under subtraction. Let W be the family 
of all algebras (A, ·) consisting of a non-empty set A together with a 
binary operation (x, y)--+ x·y=xy on A; we shall apply the algebraic 
terminology of [2], pp. vii£., 91£. to algebras in W. By a "flock" 3) we 
shall mean an algebra in W which obeys the identities (1). If S is a set, 
and F is a non-empty family of subsets of S which is closed under the 
subtraction operation (x, y)--+ x-y=x n y', then F becomes a flock 
when xy is defined as x- y; we shall call such a flock a "flock of sets". 
The identities ( 1) are independent axioms for flocks. This may be checked 
by considering the following three algebras in W (in each case we first 
specify the underlying set of the algebra and then give the respective 
rows of its multiplication table): 
{0, 1}, 00 01; 
{0, 1 }, 01 01; 
{0, 1, 2, 3, 4}, 00000 10311 24021 33303 44340. 
Lemma l. Let (F, ·)be an algebra in W which obeys the identities 
x(yx)=x and x(xy)=y(yx). Then F contains a "zero" element 0 such that 
(2) xx=O, xO=x, and Ox=O 
for all x in F. 
Proof. Let p and q be any two elements ofF, and let r=p(pq)=q(qp). 
Now, for alls and tin F, we have ss=s[s(ts)] = (ts)[(ts)s] = (ts)[(ts){s(ts)}] = 
=(ts)(ts). In particular, pp=(qp)(qp)={q(qp)}{q(qp)}=rr, and similarly 
qq=rr; thus pp=qq for all p and q in F. If we now let pp=qq=O we have, 
for all x in F, xx=O, xO=x(xx)=x, and 0x=O(x0)=0. This proves the 
lemma. 
Lemma 2. Let (F, ·) be a flock with zero element 0, and suppose 
that F contains elements a, b with a* 0, b * 0, and a* b. Then ( F, ·) 
is subdirectly reducible. 
2 ) Indeed it can be shown that an algebra obeys the identities (l) if and only 
if it obeys the duals of certain "equational" axioms for the implicational propositional 
calculus which have been given by C. A. MEREDITH (unpublished); thus Meredith's 
work shows that the duals of ( l) are equational axioms for the implicational pro-
positional calculus (and, conversely, Theorem l shows that the duals of Meredith's 
axioms are axioms for families of sets under subtraction). 
3 ) There is no relation between the flocks of this paper and those of [l] and [3]. 
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Proof. For elements u, v, x in F set u _ v(Ox) if and only if ux=vx. 
It is easily verified that this defines a congruence relation Ox on (F, · ); 
also, x O(Ox) for all x in F, by (2), and hence if x7'o0 then Ox7"0 (the 
zero congruence relation). Let 0= n Ox. In order to prove the lemma 
it will be enough to show that 0=0. We first show that if x 0(0) then 
x=O. This is easily proved if ax7'o0, for then x _ O(Oax) and hence 
x=x(ax)=O(ax)=O, by (2); similarly x=O if bx7'o0. But in fact either 
ax7'o0 or bx7'o0; for since x- O(Oa) we have xa=Oa=O, and hence if 
ax=O we have x=x0=x(xa)=a(ax)=a0=a; similarly if bx=O we have 
X=b; and hence if ax=bx=O we have a=b, contrary to the hypothesis. 
This completes the proof that if x 0( 0) then x = 0. To complete the 
proof of the lemma we wish to show that if x · y(O) then x=y, and we 
may assume that x7'o0 and that y7'o0. But then x _ y(Ox) and x _ y(Oy); 
hence xx=yx and xy=yy, i.e. xy=yx=O, and it follows that x=x0= 
x(xy)=y(yx)=yO=y, as we wished to show. 
Theorem l. Every flock is isomorphic to a flock of sets. 
Proof. For a one-element flock the theorem is trivial. By BIRKHOFF's 
subdirect decomposition theorem ( (2], p. 92) and Lemma 2, every flock 
with more than one element is isomorphic to a subdirect union of replicas 
of the two-element flock a1 = (F2, ·) say. The underlying set of such 
a subdirect union is a subset F of the set F 2r of all functions f: y--+ f(y) 
defined on a certain set rand with range contained in F 2• For each fin F 
let Sf be the set of ally in r such that f(y) = l. Then it is easily verified 
that the mapping f--+ Sf is an isomorphism of (F, ·) onto a flock of sets. 
This proves Theorem I. 
2. Equational completeness. 
Theorem 2. An algebra in It( which obeys the identities x(yx)=x 
and x(xy) = y(yx) is equationally complete if and only if it is a flock with 
at least two elements. 
Proof. The class of flocks is generated ((5], Definition l.I3) by a1 
(cf. the proof of Theorem I). With the help of this observation and 
Lemma 1, and using the methods of (5], the reader may deduce Theorem 2. 
Corollary. The algebra a1 is equationally complete. 
Theorem 3. The algebra a2 is equationally complete but the algebra 
a3 is not equationally complete. 
Proof. The algebra a2 is a Boolean algebra under Sheffer's stroke 
operation (x, y) --+ xiy = x' n y' and is hence equationally complete 
(cf. (5], Theorem 3.3). The algebra a3 is not equationally complete by 
Theorem 3.4 of [5] or, more directly, because the direct union aa X a3 
has a two-element homomorphic image which obeys the identity xy=y. 
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