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Abstract: The performance of electromagnetic calorimeter modules made of proton-irradiated
PbWO4 crystals has been studied in beam tests. The modules, similar to those used in the Endcaps
of the CMS electromagnetic calorimeter (ECAL), were formed from 5×5 matrices of PbWO4
crystals, which had previously been exposed to 24GeV protons up to integrated fluences between
2.1 × 1013 and 1.3 × 1014 cm−2. These correspond to the predicted charged-hadron fluences in
the ECAL Endcaps at pseudorapidity η = 2.6 after about 500 fb−1 and 3000 fb−1 respectively,
corresponding to the end of the LHC and High Luminosity LHC operation periods. The irradiated
crystals have a lower light transmission for wavelengths corresponding to the scintillation light,
and a correspondingly reduced light output. A comparison with four crystals irradiated in situ
in CMS showed no significant rate dependence of hadron-induced damage. A degradation of the
energy resolution and a non-linear response to electron showers are observed in damaged crystals.
Direct measurements of the light output from the crystals show the amplitude decreasing and
pulse becoming faster as the fluence increases. The latter is interpreted, through comparison with
simulation, as a side-effect of the degradation in light transmission. The experimental results
obtained can be used to estimate the long term performance of the CMS ECAL.
Keywords: Calorimeters; Scintillators, scintillation and light emission processes (solid, gas and
liquid scintillators); Radiation-hard detectors; Detector modelling and simulations I (interaction of
radiation with matter, interaction of photons with matter, interaction of hadrons with matter, etc)
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1 Introduction
The CMS [1] Electromagnetic Calorimeter (ECAL [2]) is a homogeneous device based on PbWO4
scintillating crystals. These crystals emit blue-green scintillation light with a broad maximum at
wavelengths 420–430 nm. This light is detected by Avalanche Photodiodes (APDs) in the barrel
(EB) and Vacuum Phototriodes (VPTs) in the endcaps (EE). The EB covers the pseudorapidity
range |η | < 1.5 with the EE extending the coverage to |η | < 3.0.
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The ECAL was designed to operate at the CERN LHC with an instaneous luminosity of
L = 1 × 1034 cm−2s−1 and to collect 500 fb−1 of proton-proton collisions at √s = 14 TeV.
A particular challenge was to maintain excellent performance despite unprecedented levels of
radiation: electromagnetic dose rates up to 0.2 Gy/h in EB (at |η | = 1.5) and 6 Gy/h in EE (at
|η | = 2.6); and charged hadron fluences of up to 1.2×1011 cm−2 in EB and 3×1013 cm−2 in EE [1, 2].
The original scope of the LHC project has, during the past few years, increased substantially and
now includes a High Luminosity phase (“HL-LHC”) that will take the integrated luminosity to
around 3000 fb−1 and the instantaneous luminosity to about L = 5 × 1034 cm−2s−1. The HL-LHC
is due to start around 2025 and last until at least 2035 when the integrated luminosity of around
3000 fb−1 will be achieved.
The corresponding dose rates and hadron fluences are predicted to be a factor of ∼6 higher than
the ECAL was designed for, by the end of HL-LHC operation [1, 3]. Thus the crystals can expect
to experience a hadron fluence of the order of ∼ 7 × 1011 cm−2 at η = 1.5 and ∼ 2 × 1014 cm−2
at η = 2.6. The radiation hardness of the crystals is one of the most crucial aspects to consider in
understanding the performance evolution of the calorimeter.
PbWO4 crystals suffer from both electromagnetic-induced (em-induced) and hadron-induced
damage. Both types of damage lead to losses of crystal transparency at relevant wavelengths, but
the fundamental scintillation mechanism is not degraded [4–6]. The LHC has currently (circa
2015) delivered around 30 fb−1 of proton-proton collisions, around 1% of the total expected by
the end of HL-LHC. The em-induced damage presently dominates, with indications of hadron-
induced damage only at the highest pseudorapidity. During the coming years the hadron-induced
damage will become significant for most of the pseudorapidity coverage of the ECAL. For HL-
LHC, the hadron-induced damage is expected to dominate the transparency loss crystals at large
pseudorapidity (|η | > 2).
The ECAL crystals were optimized for their application in CMS, particularly with respect to
radiation hardness through many studies with ionizing electromagnetic radiation and hadrons [7].
This optimization was done through stoichiometry, doping the PbWO4 with small amounts of
yttrium and niobium [8].
The effects of ionizing electromagnetic radiation on lead tungstate were studied in depth using
γ radiation from 60Co sources. The crystal light transmission is reduced through the formation
of colour centres. The crystal transparency largely recovers through spontaneous annealing at
the ECAL operating temperature of 18◦C [7]. The residual damage, defined as the light output
reduction due to a loss in the light transmission, depends on the balance between damage and
recovery rates [7].
Hadron-induced damage is significantly different from em-induced damage [9–14]. Firstly,
there is practically no recovery at the ECAL operating temperature; hence the damage is cumulative.
Secondly, the transmission band edge is shifted by several tens of nanometers to higher values and
starts to overlapwith the scintillation emission peak. These effectsmake the hadron-induced damage
more crucial since it can lead to significant losses of the crystal light transmission.
A high precision light monitoring system, using injected laser light at 447 nm, is used to track
and correct for response changes during LHC operation, minimizing the contribution to the ECAL
energy resolution from radiation damage. At present the contribution to the energy resolution is
below 0.3% [15].
– 2 –
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In addition to the light output loss due to radiation damage, the uniformity of the light collection
efficiency along the length of the crystal decreases. For a non-irradiated crystal, the tapered geometry
partially compensates for the effect of light absorption and helps maintain the light collection non-
uniformity below 0.35%/X0 [2]. The light originating from near the photodetector will have higher
probability of collection, as light produced further away is more likely to be absorbed by the crystal.
This effect will produce a degradation of the constant term of the energy resolution, which cannot
be corrected for.
This paper summarizes several laboratory, in-situ (in CMS) and beam-test measurements,
to evaluate the performance of PbWO4 crystals in the regime in which hadron-induced damage
dominates. The irradiations and subsequent crystal characterization measurements are described
in section 2, as well as the correlation between proton fluence and light-induced absorption. The
experimental setups, including the arrays of irradiated crystals used for the beam tests, is described
in section 3. The data analysis procedure is presented in section 4 and leads to a detailed picture
of the effects induced by hadron damage in PbWO4 crystals, which is discussed in section 5. The
set of results presented provide important information to evaluate the CMS ECAL performance
degradation with time and accumulated fluence.
2 Irradiation and characterization of crystals
In order to explore the effects of hadron-induced damage to PbWO4 crystals, several irradiation
campaigns have taken place over the past few years, using spare crystals from the CMS production.
A total of 24 crystals were irradiated.
Most of the irradiations took place at the CERN Proton Synchrotron facility, which provides a
high intensity monochromatic source of high-energy (24GeV) protons. The full expected fluence
at high η at the end of HL-LHC can be provided in a few days with this beam. Four crystals were
also irradiated in the CMS experimental cavern in 2012, being placed close to the beam pipe on a
table that normally supports the CASTOR [16] detector. The particle types and energy spectra that
caused damage to these crystals is similar to that inside CMS. The two crystals closest to the beam
pipe received, in approximately eight months, about a third of the fluence expected at high η at the
end of HL-LHC. With these two sets of irradiations it is possible to determine whether there is a
significant rate-dependence to the radiation damage. In addition, a comparison between these two
types of irradiation allows to prove that 24GeV proton irradiation can be representative of the real
damage occuring in the CMS detector.
Prior to the irradiations, each crystal underwent a detailed characterization using the AC-
COS [17] spectrophotometer, originally used for the quality control of the production CMS ECAL
crystals. This characterization was repeated after the irradiations.
2.1 Proton irradiation at the CERN Proton Synchrotron
Sets of PbWO4 crystals with the same dimensions as those used in the EE (rear face: 30× 30 mm2;
220 mm long truncated pyramids) were irradiated with 24GeV protons at the Proton Synchrotron
(PS) IRRAD3 facility at CERN [18] in 2011 and 2012. The average proton flux through the crystal
front face was 109 s−1cm−2. The full expected fluence at η = 2.6 at the end of HL-LHC can thus be
– 3 –
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Figure 1. The revolving barrel that allowed 12 black-wrapped crystals to be irradiated in series in the
IRRAD3 facility at CERN. The same structure was used to perform light transmission measurements using
the spectrophotometer (shown on the left).
reached in about 56 hours. A remotely-controlled “revolving barrel”, as shown in figure 1, allowed
up to 12 crystals to be irradiated one after the other, without having to enter the irradiation zone.
The beam profile was monitored using the standard instrumentation of the irradiation facility
and was tuned before each irradiation to be approximately uniform on a ∼ 35 × 35 mm2 area, to
cover the full front face of the crystal being irradiated. However, a significant residual transverse
non-uniformity remained during some irradiation periods, as described below. Thin aluminium
foils covering the front and rear faces of the crystals enabled the proton fluence to be estimated with a
precision of about 10% through ameasurement of their activation [19]. Crystals have been irradiated
to proton fluences ranging from 2.1 × 1013 to 1.3 × 1014 cm−2. The highest fluence is limited by
practical considerations: since PbWO4 crystals become radioactive after proton irradiation, a “cool
down” period after irradiation is necessary, to allow for a safe handling of the crystals. This period
is about 3 months for the highest fluence, during which crystals were kept in the dark at room
temperature to avoid recovery of hadron damage.
2.2 Light transmission measurements
The ACCOS spectrophotometer at CERNwas used to measure the transmission of light through the
crystals, before and after irradiation, for wavelengths in the 300–700 nm range. Since PbWO4 crys-
tals become radioactive after proton-irradiation, the light transmission measurement was performed
after a period of about 3 months from irradiation, due to the aforementioned handling constraints.
Room-temperature thermal annealing of hadron-induced damage over this time period is negligible.
The before/after difference provides a measure of the wavelength-dependent transmission loss. A
convenient single-value measure of the transmission loss is the induced absorption coefficient µind
at 420 nm, the peak of the PbWO4 emission spectrum. It is defined as:
µind =
1
L
ln
Tb
Ta
(2.1)
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Figure 2. Left: longitudinal transmission as a function of wavelength for a crystal, irradiated to a fluence
of 5.36 × 1013 p/cm2 in 2012, at different positions on the x axis of the crystal front face. The green curve
shows the transmission for a reference non-irradiated crystal. Right: corresponding transverse (x) profile of
the µind calculated from transmission curves at 420 nm for the central y position. The spectrophotometer
beam spot was 2 mm in diameter. Data points are fitted using a 2nd order polynomial function.
where L is the crystal length (equal to 0.22 m), Tb and Ta are the crystal longitudinal light transmis-
sions at 420 nm measured respectively before and after irradiation.
Transverse non-uniformities of the proton beam can lead to non-uniform damage of the crystals.
The light transmission has been measured along the length of the crystals, as functions of the
horizontal (x) and vertical (y) position on the crystal face using a dedicated spectrophotometer
(different from the one described in [17]) with a collimated optical beam of 2 mm diameter. The
transmission profiles were measured for all crystals for wavelengths in the 300–700 nm range and
the corresponding µind values were calculated as functions of transverse position on the front face.
Comparing the light transmission at 420 nm, for different x and y positions across the crystal face,
we observed a strong non-uniformity. This is demonstrated for crystal 11135, irradiated in 2012,
in figure 2 and can be attributed to a residual non-uniformity of the proton beam profile used for
irradiation. To take into account the transverse non-uniformity of the damage, the value of µind
used in this paper is defined as the average µind over the whole crystal face. For 2012 crystals, the
average µind is a factor 0.48 ± 0.05 lower than the µind measured by ACCOS in the centre of the
crystal. For the crystals irradiated in 2011, the profiles are significantly more uniform and the ratio
between the average and the central value is 1.04 ± 0.05. The measured values of µind are given in
section 3.2.
We estimate a 10% relative error on the estimation of µind due to a ∼ 2% systematic error in
the transmission measurement, which propagates via eq. (2.1). An additional uncertainty of 20%
is added in quadrature to the 2012 measurements. This takes into account possible errors on the
beam spot position that can lead to rather significant uncertainties on the measured µind.
The longitudinal damage profile from 24GeV protons was also determined, by measuring the
light transmission across the width of the crystal at positions along the z axis. Examples for two
– 5 –
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Figure 3. Longitudinal profile of the µind for crystals irradiated to a fluence of 5.36 × 1013 p/cm2 (left) and
1.34 × 1014 p/cm2 (right) calculated from transmission curves at 420 nm. The spectrophotometer beam spot
was 2 mm in diameter. The front face of the crystal corresponds to z = 0.
crystals are shown in figure 3. As expected from previous simulation studies [20], the damage
is uniform to ±20% and shows a broad maximum at a distance of about 7 cm from the crystal
front face, corresponding approximately to the electromagnetic shower maximum for electrons of
50–200GeV energy.
2.3 Irradiation in the CMS detector
It is of crucial importance to demonstrate that irradiation with 24GeV protons in a very short time
at the IRRAD3 facility is representative of the damage induced by the mixture of charged hadrons
occurring overmany years inCMSduring collisions. In particular, the longitudinal profile of damage
observed in proton-irradiated crystals (figure 3) could be a specific feature of 24GeV protons, not
present in situ in CMS. This difference can play a role in the crystal performance degradation since
the maximum of the damage occurs close to the shower maximum of electromagnetic particles in
the 10–250GeV range (∼ 6–7 cm).
For this reason a 2 × 2 matrix of endcap-sized PbWO4 crystals was positioned inside the CMS
experimental cavern at the end of February 2012, very close to the beam pipe, just over 14 m from
the centre of CMS. The first pair of crystals (ids: 11950, 11964) was placed with their closest
edges ∼7.5 cm from the centre of the beam pipe, and the second pair (11928, 11929) adjacent to
these, corresponding respectively to pseudorapidities of η1 = 5.27 and η2 = 4.93. A schematic and
photograph of the setup are shown in figure 4. The crystals were removed from CMS in the middle
of January 2013. During the ∼8 months the crystals were in CMS, the LHC delivered around
25 fb−1 of proton-proton collisions to CMS.
A Fluka [21, 22] simulation was used to estimate the charged and neutral hadron fluences seen
by these crystals. A threshold of 20MeV was applied to select hadrons which can produce fission
fragments in PbWO4, and thus responsible for damage of the crystal structure [12]. The results are
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Figure 4. Schematic and photo of the 2×2 EE-sized crystals irradiated close to the CMS beam pipe in 2012.
Table 1. Estimated fluences for different types of particle as predicted from the FLUKA simulation for the
two pairs of crystals at different distances from the beam pipe. The simulation energy threshold for produced
hadrons is set to E > 20MeV. Also shown is the measured average µind for these crystals after irradiation.
Crystal ID R [cm] Protons Neutrons Pions Total µind [m−1]
11950 7.5 0.2 × 1013 4 × 1013 1.5 × 1013 5.7 × 1013 8.4
11964 7.5 0.2 × 1013 4 × 1013 1.5 × 1013 5.7 × 1013 7.6
11928 10.2 0.1 × 1013 3.5 × 1013 0.7 × 1013 4.3 × 1013 3.9
11929 10.2 0.1 × 1013 3.5 × 1013 0.7 × 1013 4.3 × 1013 3.8
shown in table 1. The total fluence (due to both charged and neutral hadrons) seen by the crystals
closest to the beam pipe was estimated to be about one third of that expected at η = 2.6 at the end
of HL-LHC. The error on these fluence estimations is around 30%, dominated by uncertainties in
the upstream materials.
The damage profiles along the crystal z axis were measured after the crystals had been removed
from CMS. Small and smooth variations of µind as functions of the x and y light incident positions
were observed (see figure 5). This non-uniformity can be attributed to the hadron fluence gradient
along η, which, although stronger for crystals 11950 and 11964 (being closer to the beam pipe),
is relatively small. Longitudinal profiles of damage (along crystal axis z) are also shown on the
right plot of figure 5 and show a behaviour that is similar to those observed after 24GeV proton
irradiation, with a maximum of damage around 7 cm from the crystal front face.
2.4 Induced absorption vs charged hadron fluence
Figure 6 shows the induced absorbtion coefficient µind plotted as a function of the total hadron
fluence, for crystals irradiated with 24GeV protons at the CERN PS and the crystals irradiated close
to the beam pipe in the CMS experimental cavern. A correlation is observed that is consistent for
all crystals and both irradiation types. A linear fit to the measurements of PS-irradiated crystals
yields the following parameterization:
µind = k × Φhadrons (2.2)
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Figure 5. Damage profile across y (left) and along z (right) for crystals 11928 (red, bottom) and 11950
(black, top) irradiated in CMS at different η positions.
where Φhadrons is the total hadron fluence in cm−2 and the correlation coefficient is k = (1.51 ±
0.08) × 10−13 cm2/m.
We conclude from these observations that the irradiations with 24GeV protons are a good
representation of what happens in CMS, in terms of the longitudinal damage profile, and that
there is little or no rate dependence on the damage. This supports the procedure of estimating
the long-term performance of the CMS ECAL through beam tests of 24GeV-protons-irradiated
crystals.
3 Beam tests of irradiated crystals
These tests were used to evaluate the performance, in terms of energy resolution and energy linearity,
of irradiated crystals and thus predict the expected long-term performance of the CMS ECAL.
3.1 Calorimetric module
For each beam test, twenty-five EE-sized crystals were placed inside a standard 5 × 5 carbon-fibre
alveolar structure identical to those used in the CMS endcaps [2]. The plastic inserts in front of the
crystals were the same as those used in EE, while the aluminium inserts at the photo detector side
were modified to house Hamamatsu Photonics photomultipliers (PMTs) R5380 [23]. These PMTs
were used for collecting and amplifying the scintillation light produced in the crystals. They were
preferred over VPTs due to their higher gain and signal-to-noise, allowing accurate measurements
of the small signals from highly-irradiated crystals. The PMTs have bialkali photocathodes and
borosilicate glass windows of the same dimensions as the EE VPTs [2]. This means that the
PbWO4 scintillating light collection of the test module is close to the light collection in the EE. The
radiation damage effects on the crystal light collection uniformity are therefore well reproduced
and differences with respect to the EE configuration are negligible with respect to other systematic
effects in the present analysis.
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Figure 6. Correlation between the accumulated hadron fluence and the µind for crystals irradiated at the
CERN PS in 2011 and two sets of crystals irradiated in 2012 to low (< 1014cm−2) and high (> 1014cm−2)
fluences. The error bars take into account both systematic uncertainties in the light transmission and fluence
measurements as well as the spread in the µind value across the crystal face. Measurements from the crystals
irradiated in situ in CMS are also shown. The fit, which only uses the PS-irradiated crystals, is constrained
to pass through the origin as µind is zero for zero irradiation, by definition.
Some support structures were added to allow individual mounting of PMTs, providing a small
pressure of the PMT against the crystal. The crystals were coupled to the PMT with an optical
grease with refractive index 1.45, similar to the glue used to couple the EE crystals to VPTs in CMS.
The alveolar structure was surrounded by 1 cm thick copper plates. Copper pipes, carrying cooling
water, were glued to these plates to provide thermal stabilisation for the crystals. Two thermal
sensors were installed on either side of the crystal assembly, providing a temperature monitoring
precision better than 0.1 ◦C. The temperature variation was found to be lower than 0.2 ◦C and its
effect on the system stability was negligible.
An LED-based system, similar to the one used in EE, has been used for monitoring the crystal
transparency. It consisted of a blue LED light source (455 nm emission peak) and a bundle of quartz
optical fibres used to deliver the light to the back end of each crystal. The photon flux was not
sufficient to produce optical annealing and thus it did not bring changes to the optical transmission
of the crystals. The complete module, including the cooling and light monitoring system, was
mounted inside a sealed aluminium box, which provided optical and thermal isolation. The box was
installed on a remotely-controlled x − y table with a displacement range of ± 30 cm and positioning
precision of ∼ 1 mm. Figure 7 shows a photograph of the setup used in the H4 beam tests of
irradiated crystals.
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Figure 7. Photograph of the setup used in the H4 beam tests of irradiated crystals.
3.2 Crystal matrix configurations
The crystals inside the test module were arranged in 5×5 matrices configured to have the irradiated
crystals placed within the central 3×3 array, surrounded by non-irradiated or slightly-irradiated
crystals. Figure 8 shows the six 5×5 matrices used in 2011 and 2012. The values of µind quoted for
each crystal in this figure represent the average µind measured just before the beam tests.
As discussed in section 4.3, to reconstruct the energy deposited by electron showers, limiting
transverse leakage, a matrix made of 3 × 3 crystals has to be used. Since the matrices of crystals
used for this study are characterized by different values of µind, we define an average µ3×3ind of the
matrix by weighting the µind of each crystal with its relative contribution to the reconstruction of
an electromagnetic shower centered on the 3×3 matrix:
µ3×3ind =
9∑
i=1
µiind · wi (3.1)
where for the central crystal, w5 is equal to 0.84; for the crystals adjacent to the central one
w2 = w4 = w6 = w8 = 0.032; and for the crystals in the corners of the matrix w1 = w3 = w7 =
w9 = 0.008. The weights have been determined by measuring the average fraction of energy
deposited in each crystal of the 3×3 non-irradiated matrix using 50GeV electrons located within a
10×10 mm2 beam spot. The values of the weights are the same, within systematic uncertainties,
for the energy range considered in this analysis (10–150GeV).
During the 2011 beam-test period a matrix of proton-irradiated crystals with different µind in
the range from 0 to 11 m−1 was tested. Some of the crystals were partially annealed, prior to the
beam tests, by heating them to 300◦C for several hours after irradiation. The values of µind shown
in figure 8 correspond to the induced absorption measured just before the beam test. The responses
of two clusters centered around crystals 11 and 12 have been analyzed. The average µ3×3ind of these
highly non-uniform clusters is 10.1 m−1 and 3.5 m−1 respectively.
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Figure 8. Set of proton-irradiated matrices used for the test beam. The numbers in bold represent the µind of
each crystal. The numbers at the top represent the position of the crystal in the alveolar structure and those at
the bottom are the unique identification numbers of the corresponding crystal. The heading for each matrix
also includes the weighted average of the µind for the corresponding 3×3 central crystals.
During the 2012 test beam period, three matrices of proton-irradiated crystals have been tested.
Matrix 2 was made of crystals that were damaged and partially recovered during 2011, whereas
matrices 3 and 4 were made of crystals that had been irradiated in July 2012 to proton fluences
between 5.3 × 1013 cm−2 and 1.3 × 1014 cm−2. The values of induced absorption (µind) for the
crystals used in the matrices studied during 2012 cover the range 0 to 22 m−1, essentially the full
spread of µind expected between LHC startup and the end of the HL-LHC phase at the highest
pseudorapidity.
3.3 The beam line infrastructure
The incoming electrons from the H4 beam line at the CERN SPS North Area were detected by a set
of four scintillation counters used to trigger the data acquisition. The impact of the beam particles
on the crystal matrix was measured using two sets of beam hodoscopes. Each set comprised two
orthogonal planes of 64 scintillating fibres with square cross-section 0.5×0.5 mm2, read out by a
multi-anode PMT. Each plane provides, respectively, a measurement of the electron position in the
x and y directions with a nominal precision better than 200 µm [24]. The signals from the PMTs,
beam counters and hodoscopes were delivered to the counting room, located about 60 m from the
beam zone, by coaxial cables and digitized by a 12-bits VME LeCroy Charge Analog-to-Digital
Converter (ADC) [25]. The integration time was set to 300 ns to accommodate the PMT pulse
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length and channel-to-channel transition time variation in the long coaxial cable connecting PMT
output and ADC input.
3.4 Experimental procedure
The bias voltage of the crystal PMTs was turned on about one week before the start of the beam test.
The DAQ ran continuously during this period, acquiring LED monitoring data as well as pedestal
(PED) events. The LED monitoring data provided a measurement of the PMT gain variation with
time, assuming that the transparency of crystal remains unchanged during data taking. The LED
signal was found to be stable to better than 1%. After the beam start-up, the bias voltage of each
PMT was calibrated such that the peak signal from a 50GeV electron shower corresponded to about
1500 ADC counts in each crystal. This setting allowed the use of the same PMT gain for the entire
electron energy scan in the range 10–150GeV.
Calibration of the crystal matrix readout chain was performed by positioning the crystals, one-
by-one, into the 50GeV electron beam by moving the table that supported the matrix. The trigger
was defined as the coincidence of scintillator signals, providing a beam spot of about 10× 10 mm2.
The table movement was controlled by the same PC that ran the data acquisition software. The
calibration procedure was fully automatic such that, for standard beam conditions, the full matrix
calibration required about 60 minutes, during which time about 50k events were collected for each
crystal.
After calibration, energy scans were performed with the beam centered on the central crystal
of each matrix. The configuration of the H4 beam line provided an electron beam in the momentum
range 10GeV/c to 150GeV/c with hadron and muon contamination below 0.2% and small angular
divergence. Beam momenta of 10, 20, 50, 100, 120 and 150GeV/c were used. The momentum
resolution of the beam line, defined by the collimators and magnets, was set to the optimal value
for H4 of about δ(p)/p = 0.3%, where δ(p) is the FWHM of the momentum distribution.
3.5 Simulation framework
A simulation framework was developed in order to understand the effects of radiation damage on the
crystal performance. The Geant4 software [27], simulating the electron shower development inside
the PbWO4 crystalmatrix, was combinedwith the ray-tracing software SLitrani [28]. This combined
framework was used to simulate the scintillation process and the subsequent light propagation
through the crystal volume, including reflection and absorbtion. Photons exiting the rear face of
the crystal then pass through a layer of grease (refrative index 1.45). Photons are “detected” if
they then enter a volume with the same size and geometry as the PMTs. The crystal scintillation
properties, as described in [2], have been used and representative values of µind (from 0 to 30 m−1)
were simulated. The results obtained were compared with the experimental data and are discussed
in section 5.
4 Analysis
4.1 System stability and noise
The LED light injection system and daily calibration of the full matrices, using 50GeV electrons,
were used to monitor the stability of the PMT+crystal+electronics chain response. We found the
system to be stable to the level of ∼1% during the whole test beam period.
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The channel pedestals were continuously monitored. Both the mean pedestal value and σped
were estimated by fitting the pedestal distribution with a Gaussian function. The pedestal means
have been subtracted from the signals, channel-by-channel, to obtain the signal amplitudes. Theσped
values have been used to estimate the contributions of the channel noise to the energy resolution.
Channel-dependent equivalent noise values between 40 and 150MeV were found.
The noise contribution, B (in GeV), to the reconstructed energy resolution when using a 3×3
cluster of crystals has been calculated by adding in quadrature the weighted contributions of the
σped (in ADC counts) for each channel involved in the reconstruction:
B = G ·
√√ 9∑
i=1
(σiped · ICi)2 (4.1)
where G is the global ADC to GeV conversion factor, ICi are the intercalibration coefficients for
channel i, which allows the different gain of each PMT and the crystal light output to be taken into
account (see section 4.3) and σiped is the σ of the pedestal corresponding to a specific channel.
Eq. 4.1 is valid only if there is no correlated noise between the channels. No correlation between
channels was found.
The total noise, σ3×3ped , for the 3×3 central matrices examined in 2011 and 2012 varied between
170MeV and 340MeV. This difference was mainly due to different bias voltages used for the PMTs
in different periods. The appropriate noise value was used in the calculation of the energy resolution
for that matrix.
4.2 Beam spot selection
The beam hodoscopes were used to reconstruct the impact point on the crystal by extrapolating the
electron trajectory. The response of a particular crystal varies with impact point due to the variation
of containment of the energy deposited in the crystal, given that the crystal transverse dimensions
(3 × 3 cm2) are of the same order as the Molière radius of PbWO4 ('2.2 cm). The centre of the
crystal is defined as the position where the maximum response is observed. This maximum is
obtained from a fit to the measured response profiles using a 2nd-order polynomial. The centre of
the matrix is determined with ∼1 mm precision in x and y for non-irradiated crystals (see figure 9).
Applying the same method to the irradiated matrices of 2012, we observed irregular contain-
ment distributions, as shown in figure 10. This leads to a biased estimation of the crystal centre.
These irregularities are due to transverse non-uniformities of the damage inside the crystals. For
the three irradiated 2012 matrices, the same coordinates of the centres were used (as extracted from
the non-irradiated matrix), since the position of the box was maintained with 1 mm precision. In
the range of ±5 mm from the centre of the crystal, corresponding to the beam spot selection used in
this analysis, the non-uniformity of damage causes a variation of response at the level of ∼ 1.5%.
This is comparable to the change of response due to containment, as measured for non-irradiated
crystals in figure 9.
Figure 11 shows the calibrated summed energy distributions for 50GeV electrons observed
in three matrices in 2012. The two histograms in each plot are for different beam-spot selections:
the red histograms were obtained using a 10 × 10 mm2 selection around the centre of the crystal;
the black histogram used a 4 × 4 mm2 selection. The distributions, including the peak widths, are
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Figure 9. The profiles of the crystal response with respect to the impact point normalized at the maximum,
shown separately for x and y axes in the matrix coordinate system. A 2nd order polynomial fit is performed
in the range ±10 mm to find the maximum, which is assumed to be the centre of the crystal. The plots
correspond to the central crystal of the non-irradiated matrix in 2012.
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Figure 10. The profiles of the crystal response with respect to the impact point normalized at the maximum,
shown separately for x and y axes in the matrix coordinate system. These distributions, obtained from
central crystal of the irradiated matrix 3 in 2012, are not symmetric and their maximum does not correspond
precisely to the centre of the crystal.
comparable for the two beam-spot selections. The larger spot size was preferred due to the higher
statistics obtained. An even larger selection could have been used, but in this case systematic effects
due to transverse non-uniformity of the damage would have become significant.
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Figure 11. Amplitude distributions reconstructed using a 3×3 cluster with a 50GeV electron beam, with
a beam spot selection of 4×4 mm2 (black) and 10×10 mm2 (red). From left to right the distributions
corresponding to clusters centered around the central crystal for matrices of 2012 are shown, matrix 1
(µind = 0 m−1), matrix 3 (µ3×3ind = 7.7 m−1) and matrix 4 (µ3×3ind = 20.3 m−1).
4.3 Calibration
The calibrated amplitude of the signal in an individual channel, Ei (in ADC counts), is defined as:
Ei = ICi · Ri (4.2)
where Ri is the signal in ADC counts from channel i. The intercalibration coefficients ICi were
obtained for all crystals during calibration runs and vary between 1 and 2.5. To calculate these
coefficients, the ADC-count distribution obtained for each crystal from 50GeV incident electrons,
after the beam spot selection, has been fitted using a Crystal Ball function [29, 30]. The inverse of
the peak position obtained from the fit, normalized to a reference value, yields the intercalibration
coefficient for the corresponding channel. The precision on these coefficients was estimated to be
around 0.2%.
Once the individual channels have been intercalibrated, the energy in GeV deposited by the
shower within a 3×3 cluster of crystals can be estimated by summing-up the contributions from the
9 channels and applying an overall ADC-to-GeV conversion factor:
E3×3 = G ·
9∑
i=1
Ei . (4.3)
The ADC-to-GeV calibration coefficient, G, of eq. (4.3) is obtained by setting the peak (from a
Crystal Ball fit) of the energy reconstructed using the 3×3 matrix to be equal to the beam energy.
It follows that for each channel, general ADC-to-GeV calibration coefficients Gi = G · ICi can be
obtained to include the intercalibration coefficients as used in eq. (4.1).
4.4 Energy linearity
The matrices have been exposed to electron beams with energies between 10 and 150GeV. The
energy linearity, L(Eb), has been defined as the ratio between the reconstructed energy, E3×3, and
the nominal beam energy Eb:
L(Eb) =
E3×3
Eb
. (4.4)
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By definition L(Eb) is equal to unity for Eb = 50GeV, which is the energy used to calibrate the
reconstructed response.
The PMT response non-linearity, as stated by the producer [23], is lower than 1% for the
peak output current of 10 mA. This current corresponds to the maximum for the 150GeV electron
signal. The ADC is linear at the level of ± 0.25% within the full measurement range [25]. Since
non-linearities in the readout chain response are the same for each crystal, they cancel out when
considering the differential non-linearity as discussed in section 5. Our analysis focuses on the
changes in linearity of the crystal response with radiation damage.
4.5 Energy resolution
The standard parameterization of the calorimeter energy resolution, σEE , has been used in this
analysis:
σE
E
=
√(
A√
E
)2
+
(
B
E
)2
+ C2 (4.5)
where A represents stochastic fluctuations, C is the constant term and B is the contribution due to
electronic noise. The value of B is estimated for each matrix configuration using the corresponding
noise found from pedestal events. To disentangle the contribution of the noise to the resolution of
a given matrix, the noise B has been subtracted in quadrature from the σ(E)/E for each matrix.
Even when using the tight 4×4 mm2 beam spot selection, the energy distributions of both
irradiated and non-irradiated crystals show asymmetric tails. This is shown in figure 12 for crystal
11135 before and after irradiation to a µind of 7.4 m−1, both for the single crystal and 3 × 3
matrix sum centered on this crystal. In particular, a low energy tail is observed for non-irradiated
matrices while a high-energy tail appears for highly-irradiated ones. The occurrence of the high-
energy tail for crystals irradiated in 2011, having a flat transverse damage profile, suggests that
this asymmetry is not related to transverse non-uniformity of 2012 irradiated crystals, but to the
intrinsic non-uniformity of light collection inside the crystals due to their tapered shape.
To take into account the asymmetries in the energy distributions, we define σeff as half of the
minimum interval containing 68% of the E3×3 distribution. This quantity is used in the following
analysis as an estimate of the energy resolution:
σ(E)
E
=
σeff (E)
E
(4.6)
where E is the value obtained from a Crystal Ball fit corresponding to the most probable value of
the E3×3 distribution.
5 Results
Our analyses concentrated on measurements of the radiation-dependent response degradation and
consequent worsening of the energy resolution and energy linearity. In most cases we used 3 × 3
matrices of crystals, but begin by studying the response degradation for single crystals.
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Figure 12. Top: single crystal 50GeV electron energy spectra for crystal 11135 before (left) and after
(right) irradiation to a µind = 7.4 m−1. Bottom: 3×3 cluster of non-irradiated crystals in the 2012 matrix 1
(µ3×3ind = 0 m−1) centered on crystal 11135 (left) and the 3×3 cluster of irradiated crystals in the 2012 matrix
3 (µ3×3ind = 7.7 m−1) centered on the same crystal (right). Note that the crystals used in the 3 × 3 arrays used
in 2012 matrix 1 and 3 are the same. A beam spot selection of 4× 4 mm2 has been applied to reduce shower
containment effects.
5.1 Single crystal light output
To estimate the crystal light output (LO) loss due to proton irradiation we compared the 50GeV
electron peak position, Ri(ni), for irradiated and non-irradiated crystals. In each comparison we
used the same PMT with the same HV settings and same beam spot definition. In the case of the
crystals irradiated in 2012 and used in the 2012 matrices 3 and 4, a direct before/after comparison
could be made as they were tested in the beam before/after irradiation. The crystals used in 2012
matrix 2 were not tested in the beam before irradiation so we compared with non-irradiated crystals
with similar light outputs (within 5–8%). For these crystals we defined LY1 as the light yield (LY)
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Figure 13. Light output loss as a function of the induced absorption coefficient µind for matrices tested in
beams in 2012. The red line shows the prediction from the GEANT4+SLitrani simulation.
of the reference non-irradiated crystal and LY2 as the LY of the irradiated crystal before irradiation.
We then define the light output loss as:
LOloss =
Rni − Ri · LY1LY2
Rni
. (5.1)
The correction LY1LY2 is applied to take into account the difference in the light yield between the two
crystals. This correction contributes to the systematic uncertainties due to the 5% precision of the
light yield measurement.
The results are shown in figure 13 and compared with the GEANT4+SLitrani simulation. The
simulation matches rather well the data, over a wide range of µind and LO loss. The amount of
signal remaining after severe irradiation, with µind greater than 10 m−1, is very small, around 10%
or less than the non-irradiated signal.
The systematic error of this measurement has been estimated by examining the light output of
several non-irradiated crystals, which by definition have zero LO loss. The spread of the values
around 0 is about 3%. This systematic error dominates the statistical error due to the fitting
procedure (∼ 0.1%). This uncertainty is also much larger than the systematics due to non-uniform
damage in 2012-irradiated crystals. Measurements of LO loss for highly irradiated crystals are less
precise since the signal to noise ratio is smaller, as shown in figure 14.
The average µind calculated for 2012 crystals represents a lower limit of the effective µind that
can affect the propagation of scintillation photons. This is due to the fact that the selected electron
showers are located predominantly close to the central region of the crystal where the damage is
highest. This explains the non-uniform containment profiles reported in figure 10. The effect of
transverse damage non-uniformity to the measurement of light output was estimated to be 1.5%.
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Figure 14. Left: ADC spectrum of a 50GeV electron beam for crystal 11861 before irradiation. Right:
ADC spectrum obtained for the same crystal after proton irradiation (µind = 18.8 m−1). In both cases the
black peak at low ADC values represents the pedestal.
5.2 Non-irradiated matrix performance
During 2012 test beams, a 5×5 matrix of non-irradiated crystals has been characterized with elec-
trons to evaluate energy linearity and resolutionwith the PMT+electronics chain used for subsequent
measurements of irradiated crystals. To estimate the systematic error of these measurements we
computed the linearity and the resolution of all nine 3 × 3 clusters centered around each of the
nine central crystals. The average resolutions and linearities of these matrices were used as the
best estimations for non-irradiated crystals and the envelope was used to estimate the respective
uncertainties. The results are presented in figure 15.
A stochastic term of 6.8 ± 0.9% is obtained from the fit of the energy resolution curve in
figure 15. This is consistent with previous beam-test measurements of endcap crystals [2]. The
response of the non-irradiated matrices to electrons of 10–120GeV energy is linear within the
experimental uncertainty of ∼ 1%.
5.3 Performance of irradiated matrices
A comparison between the performance of irradiated matrices presented in section 3 has been
performed. The non-linearity of the response of the matrices has been studied as a function of µ3×3ind
and the degradation of resolution due to the change of transparency/uniformity of damaged crystals
has also been investigated.
5.3.1 Response non-linearity
Figure 16 (left) shows the linearity, L(Eb) (defined in section 4.4), as a function of beam energy
for crystal matrices with different average induced-absorption coefficients (µ3×3ind ). The irradiated
crystals show increasing non-linearity as µind increases. This can be interpreted as the effect of
transparency loss on the uniformity of light collection efficiency εLC along the crystal length. As
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Figure 15. Average linearity (left), defined as E3×3Ebeam , and energy resolution (right) for the 3×3 clusters of
non-irradiated crystals centered on the nine central crystals of 2012 matrix 1.
the µind reaches similar values to the inverse crystal length, photons produced far from the PMT
will have lower average probability to be detected than those produced close to the PMT. This
probability, εLC, can be approximated by:
εLC ≈ K · e−ν(µind) ·D (5.2)
where K is the average probability for a photon produced very close to the photodetector (at a
distance D = 0) to be detected and ν(µind) is a positive attenuation coefficient that increases with
larger µind. From eq. (5.2) it can be deduced that higher values of µind, i.e. higher values of ν(µind),
result in larger non-uniformities because the exponential curves become steeper.
The position tmax of the electromagnetic shower maximum moves towards the rear face of the
crystal with higher energy according to:
tmax ∝ ln
(
Eb
Ec
)
(5.3)
(with critical energy Ec = 7.94MeV for PbWO4). As a consequence, the light produced by low-
energy showers is more suppressed by the transparency loss since the average path to reach the
photodetector is longer. The light attenuation along the crystal introduces a non-linear effect on the
energy reconstruction. For each energy Eb of the incoming electron, the exact effect of the µind on
the non-linearity of the measured signal can be estimated by convolving the longitudinal profile of
shower development with the light collection efficiency curve εLC. To first approximation, eq. (5.2)
and (5.3) suggest a parameterization of the linearity L as follows:
L(Eb) = L0 + exp
[
SNL · ln
(
Eb
Ec
)]
(5.4)
where SNL is a non-linearity parameter related to µind and L0 is an offset which takes into account
the arbitrary normalization at 50GeV. Using eq. (5.4), in which L0 and SNL are free parameters, the
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Figure 16. Fit of linearity curves for the 2012 and 2011 irradiated matrices (left) and comparison of
non-linearity for different values of µ3×3ind with predictions from simulation (red line, right plot).
linearity curves obtained from irradiated matrices have been fitted and the values of SNL estimated.
A good agreement between the value of SNL predicted by simulation for a given µ3×3ind and the
beam-test measurements is observed, as shown in the right plot of figure 16.
Two important aspects are involved in the energy reconstruction with a 3×3 cluster of crystals:
firstly, each crystal has a different µind, which means a different non-linear response to the fraction
of energy deposited in it; secondly, the signal in the surrounding crystals of a given cluster may be
very close to the pedestal, for low energy runs (10 and 20GeV) and for highly irradiated crystals in
particular. To understand whether these aspects could bias the energy reconstruction, the linearity of
response has been calculated using only the central crystals of the matrices. In this case, to cancel
out the effects due to partial containment of the shower, the differential non-linearity, L∗(Eb),
defined as the ratio of linearity of an irradiated crystal to the linearity of a non-irradiated one, was
used. The comparison for matrices 3 and 4 of 2012 is shown in figure 17. The linearity curves are
similar to those of the corresponding 3×3matrix within the uncertainty. The difference observed for
matrix 4 crystals can be attributed to the difference between the corresponding induced absorption
coefficient of the cluster, µ3×3ind , with the respect to the one of the central crystal, µcind.
5.3.2 Energy resolution degradation
The energy resolution calculated for each matrix is shown in the left plot of figure 18. Fits have
been performed in order to extract the stochastic and constant terms. The fit parameters (using
eq. (4.5)) are reported in table 2. For irradiated crystals and for typical electron/photon energies of
interest — above ∼40GeV — the constant term dominates the energy resolution.
In this test beam configuration several contributions affect the constant term: the different µind
of the crystals within a 3 × 3 cluster, the partial containment of the shower inside a limited-size
matrix and the non-uniformity of light collection efficiency along a single crystal. The plots of
figure 18 show that the constant term evolves from 0.55% for non-irradiated matrices to 10.3% for
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Figure 17. Left: linearity curves for central crystal only. Right: comparison of linearity for 3×3 clusters
with the linearity of the corresponding central crystals for 2012 matrices 3 and 4.
Table 2. Stochastic and constant terms extracted from the fits to the energy resolution as a function of energy
for each matrix.
Matrix µcentralind (m−1) µ3×3ind (m−1) A (% GeV1/2) C (%)
2012 — 1 0.0 0.0 6.8 ± 0.9 0.5 ± 0.1
2011 — 1 3.4 3.5 8.9 ± 0.6 2.3 ± 0.2
2012 — 3 7.4 7.7 12.7 ± 1.0 3.1 ± 0.2
2011 — 2 10.9 10.1 11.8 ± 0.8 3.7 ± 0.2
2012 — 2 11.4 10.9 12.5 ± 1.4 4.9 ± 0.3
2012 — 4 21.7 20.3 24.5 ± 3.0 10.3 ± 0.5
the most damaged matrix tested in 2012. To estimate the change in the constant term ∆C induced
by the damage and hence related to an increase of εLC non-uniformity, we subtracted the constant
term of a non-irradiated matrix Cni from the values of irradiated matrices Ci according to:
∆C =
√
C2i − C2ni (5.5)
and compared the result with the µ3×3ind of the corresponding cluster. A good correlation is observed
between the increase of the constant term and the value of µ3×3ind . The good agreement of simulation
with experimental observation of the constant term degradation in figure 18 is a validation that the
simulation model can well reproduce the mechanisms of performance degradation due to loss of
transparency and uniformity in the crystal.
5.4 Change in scintillation pulse shapes
During the 2011 test beam period, the measurement of the waveform of the pulse generated by
a 50GeV electron shower inside PbWO4 crystals was also performed. For this measurement,
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Figure 18. Left: the resolution at different energies is compared for different matrices. Right: experi-
mental correlation between the constant term degradation due to non-uniformity of light collection and the
corresponding µ3×3ind compared with prediction of simulation.
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Figure 19. Left: waveforms of a non-irradiated crystal and four proton-irradiated crystals are shown. The
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the PMT outputs were connected to an Agilent DSO90254A 2.5 GHz oscilloscope using 20 m
high-bandwidth coaxial cables. A thousand pulse waveforms were recorded for each crystal.
The average waveforms, normalized to the amplitude, of a non-irradiated crystal and four
proton-irradiated crystals are presented in figure 19. The pulses from the damaged crystals are
almost twice as fast, which can be attributed to the shorter average path of the scintillation photons
due to the lower light transmission of the damaged crystals. A correlation between the µind of a
given crystal and the RMS of its average waveform is shown in the right plot of figure 19.
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6 Conclusion
The results presented in this paper show the performance of CMS ECAL endcap-like modules,
constructed from 5×5 proton-irradiated PbWO4 crystals, in terms of light output, energy linearity,
energy resolution and pulse shapes. The tested modules were made of PbWO4 crystals with
different levels of proton-induced damage up to an induced absorption coefficient µind of 21.7 m−1
for a fluence of 1.3×1014 p/cm2. Independent measurements of µind for crystals irradiated in situ
in CMS show no significant dose-rate dependence on the damage. Assuming no annealing of the
proton damage at room temperature, such induced absorption coefficients are expected to represent
the effect of the hadron fluences predicted for the ECAL Endcaps (at |η | = 2.6) up to an integrated
luminosity of ∼3000 fb−1.
The data collected during several beam-test periods, performed at the H4 facility at CERN,
have been analyzed and compared. Several important effects have been observed. The light output
significantly decreases due to transparency loss of the irradiated crystals. In addition, the detected
scintillating pulses of crystals become faster as µind increases.
Using electrons in the 10–150GeV energy range, the response of 3 × 3 matrices of crystals
has been investigated. A non-linearity of the energy reconstructed using irradiated matrices has
been observed. In addition, we found that the constant term increases from ∼ 0.55% to ∼ 10% with
the fluences explored and dominates the energy resolution. The experimental results have been
compared with a Geant4 + SLitrani simulation and showed good agreement. Other effects, such
as a variation in the shape of the amplitude distribution of reconstructed energy, have also been
observed.
The study presented in this paper proves that the main effects of the proton radiation damage in
PbWO4 crystals can be understood and described, to a first approximation, in terms of the (non uni-
form) light transmission loss inside the crystal. These results, providing a detailed description of the
proton damage effects in PbWO4 crystals, represent fundamental information for the understanding
of the future CMS ECAL performance in the high radiation environment of HL-LHC.
Acknowledgments
We would like to acknowledge our colleagues of the CERN SPS facility and all engineers and
technicians whose work on the preparation of the test beam modules, their operation and data-
taking, made these results possible. We also thank Maurice Glaser and Federico Ravotti who have
been responsible for the proton irradiation at the CERN PS IRRAD facility. We are also grateful to
the CMS Technical Coordination team who helped setting up the crystal exposure inside the CMS
cavern.
References
[1] CMS collaboration, The CMS experiment at the CERN LHC, 2008 JINST 3 S08004.
[2] CMS collaboration, The CMS electromagnetic calorimeter project: Technical Design Report,
CERN-LHCC-97-033 (1997) [CMS-TDR-4].
– 24 –
2016 JINST 11 P04012
[3] M.T. Lucchini et al., Evolution of the response of the CMS ECAL and possible design options for
calorimetry at the High Luminosity LHC, IEEE Nucl. Sci. Conf. Rec. (NSS/MIC) (2013).
[4] I. Dafinei, E. Auffray, P. Lecoq and M. Schneegans, Lead Tungstate for High Energy Calorimetry, in
Symposium P — Scintillator and Phosphor Material. Volume 348, P. Lecoq, W.M. Yen, R.C. Ruchti,
M.J. Weber, C. Woody and R.-y. Zhu eds., Cambridge University Press (1994) [MRS Proceedings 348
(1994) 99].
[5] M. Nikl et al., Luminescence and scintillation of single PbWO4 crystals, in proceedings of the
International Conference on Inorganic Scintillators and their Applications (SCINT95), Delft, The
Netherlands, August 28–September 1 1995, pp. 257–259 [ISBN 90–407–1215–8].
[6] E. Auffray et al., Scintillation characteristics and radiation hardness of PWO scintillators to be used
at the CMS electromagnetic calorimeter at CERN, in proceedings of the International Conference on
Inorganic Scintillators and their Applications (SCINT95), Delft, The Netherlands, August
28–September 1 1995, pp. 282–285 [ISBN 90–407–1215–8].
[7] CMS collaboration, Radiation hardness qualification of PbWO4 scintillation crystals for the CMS
Electromagnetic Calorimeter, 2010 JINST 5 P03010 [arXiv:0912.4300].
[8] E. Auffray et al., Progress in the radiation hardness of PWO scintillators for the CMS calorimeter, in
proceedings of the International Conference on Inorganic Scintillators and their Applications
(SCINT97), Shanghai, P.R. China, September 22–25 1997, p. 199.
[9] R. Chipaux and O. Toson, Resistance of lead tungstate and cerium fluoride to low rate γ irradiation
or fast neutrons exposure, in proceedings of the International Conference on Inorganic Scintillators
and their Applications, Delft, The Netherlands, August 28–September 1 1995, DAPNIA-SED-95-03
(1995).
[10] A. Annenkov, M. Korzhik and P. Lecoq, Lead tungstate scintillation material, Nucl. Instrum. Meth. A
490 (2002) 30.
[11] Crystal Clear collaboration, P. Lecoq, Ten years of lead tungstate development, Nucl. Instrum.
Meth. A 537 (2005) 15.
[12] M. Huhtinen, P. Lecomte, D. Luckey, F. Nessi-Tedaldi and F. Pauss, High-energy proton induced
damage in PbWO4 calorimeter crystals, Nucl. Instrum. Meth. A 545 (2005) 63.
[13] P. Lecomte, D. Luckey, F. Nessi-Tedaldi and F. Pauss, High-energy proton induced damage study of
scintillation light output from PbWO4 calorimeter crystals, Nucl. Instrum. Meth. A 564 (2006) 164.
[14] E. Auffray and A. Singovski, Experimental Study of Lead Tungstate Scintillator Proton-Induced
Damage and Recovery, IEEE Trans. Nucl. Sci. 59 (2012) 2219.
[15] M. Anfreville et al., Laser monitoring system for the CMS lead tungstate crystal calorimeter, Nucl.
Instrum. Meth. A 594 (2008) 292.
[16] CMS collaboration, The CASTOR calorimeter at the CMS experiment, in proceedings of the 16th
International Moscow School of Physics and 41st ITEP Winter School of Physics, Moscow, Russia,
February 12–19 2013 [arXiv:1304.2943].
[17] E. Auffray et al., Performance of ACCOS, an Automatic Crystal quality Control System for the PWO
crystals of the CMS calorimeter, Nucl. Instrum. Meth. A 456 (2001) 325.
[18] M. Glaser, F. Ravotti and M. Moll, Dosimetry assessments in the irradiation facilities at the CERN-PS
accelerator, IEEE Trans. Nucl. Sci. 53 (2006) 2016.
– 25 –
2016 JINST 11 P04012
[19] RD2 collaboration, C. Furetta et al., Fluence and dosimetric measurements for a pi± irradiation
facility, Nucl. Phys. Proc. Suppl. 44 (1995) 503.
[20] M. Huhtinen, P. Lecomte, D. Luckey, F. Nessi-Tedaldi and F. Pauss, High-energy proton induced
damage in PbWO4 calorimeter crystals, Nucl. Instrum. Meth. A 545 (2005) 63.
[21] G. Battistoni et al., The FLUKA code: Description and benchmarking, AIP Conf. Proc. 896 (2007) 31.
[22] A. Ferrari, P.R. Sala, A. Fassò and J. Ranft, FLUKA: a multi-particle transport code,
CERN-2005-010 (2005) [SLAC-R-773] [INFN-TC-05-11].
[23] HAMAMATSU Photonics K.K. Electron tube division, Photomultiplier tubes and assemblies for
scintillating counters and high energy physics,
http://neutron.physics.ucsb.edu/docs/High_energy_PMT_TPMO0007E01.pdf.
[24] J. Spanggaard, Delay Wire Chambers — A Users Guide, SL-Note-98-023-BI (1998).
[25] Charge Analog-to-Digital Converter, http://teledynelecroy.com/lrs/dsheets/1182.htm.
[26] National Instruments Corp., LabVIEW System Design Software, http://www.ni.com/labview/.
[27] GEANT4 collaboration, S. Agostinelli et al., GEANT4: A Simulation toolkit, Nucl. Instrum. Meth. A
506 (2003) 250.
[28] F. Gentit, Litrani: A General purpose Monte Carlo program simulating light propagation in isotropic
or anisotropic media, Nucl. Instrum. Meth. A 486 (2002) 35.
[29] M.J. Oreglia, A study of the reactions ψ ′ → γγψ, Ph.D. Thesis, Stanford University, Stanford U.S.A.
(1980).
[30] CMS collaboration, Energy Calibration and Resolution of the CMS Electromagnetic Calorimeter in
pp Collisions at
√
s = 7TeV, 2013 JINST 8 P09009 [arXiv:1306.2016].
– 26 –
