If v is the inner-normal of the boundary of the halfspace that defines the depth value of (1)
27
In R 1 , we rank the points S ∪ {p} starting with 0 from both ends to the median, then the 28 depth of v is its rank. More generally, given any k-flat f orthogonal to the boundary of ,
29
second heuristic, the projection of S to a k-flat takes O(kdn) time, and the k dimensional
48
Tukey depth problem has the following time complexity:
49
For k = 1, the Tukey depth is easily computed in O(n) time by counting the number 50 of points less than p and the number of points greater than p, and taking the minimum of 51 those 2 quantities.
52
For k = 2, the Tukey depth of p can be computed in O(n log n) time by sorting the 53 points of S radially about p and scanning this sorted list using two pointers [19] .
54
For k = 3, the algorithms already become significantly more complicated. A brute-
55
force algorithm runs in O(n 2 ) time. An algorithm of Chan [7] runs in O((n + k 2 ) log n) 56 time.
57
In the remainder of this paper we analyze how good these upper bounds can be 58 with the following two theorems, which bound the probability that the approximated depth 59 exceeds the true depth by more than σ. 
125
For more details see Clarkson [11] .
126
For a point p and an integer σ, we let D k H (p, σ) denote the set of k-flats f in the arrangement
140
Proposition 2.1. For any point p disjoint from H in R d ,
H (p, σ)| ≥ 2(σ + 1) ∀σ ∈ 0, 1, . . . , 2 − 1 .
142
Proof. Welzl's proof [21] for R 2 is also valid for R d . We can always find a line through p 143 that intersects 2 hyperplanes on each side of p.
144
Lemma 2. If H is a set of hyperplanes in general position in R d , and σ is an integer,
for all vertices p disjoint from H.
146
Proof. We are going to prove this theorem by induction on d. The proof is inspired by the 147 proof by Welzl in [21] . In R k+1 , we have, by Proposition 2.1,
in R t , where t ≥ k + 1. In R t+1 , we have at least 150 2(σ + 1) t-flats with distance to p no more than σ according to Proposition 2.1. Let h j be a 151 t-flat with distance of j to p. We know that there are at least two such t-flats according to
152
Proposition 2.1. We also know that there is a point q j in h j with δ H (p, q j ) ≤ j. Then any 153 vertices in h j with distance to q j no more than σ − j have distance to p no more than σ.
154
Since h j is a space of dimension t, there are at least Hence, in R d ,
With these two lemmas, we then suggest two approximation algorithms using the 163 two heuristics in Section 1 for the Tukey depth. Our analysis of these algorithms is done by 164 showing that the vector v that minimizes ( * ) corresponds to a point h * v in an arrangement 165 of n hyperplanes in R d−1 . Any vertex in the arrangement that is "close" to h * v will provide 166 a good approximation. Thus, the analysis boils down to showing that there are many
167
vertices that are close to h * v so that we have a good chance of picking one these vertices.
168
3 Approximations for Tukey Depth
169
In order to relate the hyperplane arrangements studied in Section 2 to the approx-
170
imation algorithms for Tukey depth, we need to introduce a dual arrangement of a set of 171 points [14] . Given a set S of n points in R d , we define the dual arrangement A(T ) of S as a 172 set of n hyperplanes T in R d . In the dual arrangement, we say a hyperplane is vertical if it on the hyperplane p * in the dual. To find the Tukey depth of p is to find a hyperplane h
181
(with inner-normal v) through p with the fewest points either above or below, which is the 182 same as finding a point h * v on p * with the fewest hyperplanes either below or above. The 183 hyperplanes in T divide p * into cells. Within a cell, the number of hyperplanes above or 184 below any two points is the same.
185
Suppose cell c in T contains the optimal points (h * v is a point inside c). For any 186 vertex b * in A(T ) with δ T (h * v , b * ) = σ, the normal vector v b of its primal image b gives a 187 depth value σ more than the optimal depth value (Heuristic 1 in page 2). Similarly, for any 188 k-flat y * in A(T ) with δ k T (h * v , y * ) = σ, the (k + 1)-flat f y orthogonal to its primal image y
189
gives a depth value σ more than optimal depth value (Heuristic 2 in page 2).
190
Without loss of generality, we assume that no two points in S lie on a vertical line.
191
Thus, T is in general position.
192
Now let us analyze how well the first heuristic works. value with an error no more than σ is at least
198
. We can repeat this heuristic s times and use the best result as 199 an approximation. The probability that the best depth value with an error more than σ is 200 at most (1 − P σ ) s . Hence, the probability that we get a depth value with an error no more 201 than σ is at least
203
If we set σ to n 100 , this approximation runs in reasonable time for a problem in 4 or 5 204 dimensions.
205
In the second heuristic, sampling d − k points from S is the same as sampling d − k 206 hyperplanes in T which will define an (k − 1)-flat on p * . According to Lemma 2, we have
the probability that we get a depth value with an error no more than σ is at least
210
Similar to the above analysis, we let
. Running this heuristic s 211 times, the probability that we get a depth value with an error no more than σ is at least
4 Experimental Results
216
We tested the two approximation algorithms on a Dell The Rand4d data set is randomly generated, and the data items are uniformly 221 distributed in a unit ball. All other data sets are extracted from some data sets in the Auto5d. There are many duplicates in Yeast, Forest4d, and Forest5d.
228
The running time of the algorithms on different data sets is given in Pima5d. On the other hand, the approximation algorithms do not have this sensitivity.
247
They take roughly the same time to solve all the problems in the same data set.
248
The tests were run with the absolute error σ set to 2. However, in the vast majority
249
of cases (at least those in which the true depth can be computed exactly), both approxi- providing the same quality of approximation. 3. We have done extensive testing of these algorithms on real and synthetic data sets.
260
This testing shows that the algorithms are indeed fast and that, in most cases, they 261 compute the exact Tukey depth, and make an error of 1 or 2 rather infrequently.
262
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