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ABSTRACT
The sequential design methodology for global surrogate modeling of complex systems consists of iteratively
training the model on a growing set of samples. Sample selection is a critical step in the process and
influences the final quality of the model. It is desirable to use as few samples as possible while building an
accurate model using insight gained in previous iterations. A robust sampling scheme is considered that
employs Monte Carlo Voronoi tessellations for exploration, linear gradients for exploitation and different
schemes are investigated to balance their trade-off. The experimental results on benchmark examples
indicate that some schemes can result in a substantially smaller model error especially when the system
under consideration has a highly non-linear behavior.
1 INTRODUCTION
Computer experiments or simulations are extensively used in various disciplines such as medicine, en-
vironmental sciences and physical sciences, including complex system design problems such as aircraft
design. In such cases, the computer models constructed to simulate experiments can be very complex and
computationally intensive. The scale of computation is reflected in an example given in (Wang and Shan
2007) where it is reported that it takes the Ford Motor Company anywhere from 36 to 160 hours to run one
crash simulation. For an optimization problem, the total computation time taken by repeated iterations may
sum up to a practically unacceptable range of 75 days to 11 months. Valuable time, money and resources
can be saved if a cheaper replacement or approximation is fit to the underlying model. This “model of the
model” is called a metamodel or a surrogate model.
Surrogate models may cover the entire domain and can be used as full replacements of the underlying
system. Such surrogates are called global surrogate models. Contrarily, local surrogate models only cover
a region of the entire domain of underlying systems with the aim of finding the global optimum and are
mostly used for design optimization. The focus of this work is on global surrogate modeling.
Surrogate modeling methodologies can be broadly divided into traditional design of experiments (DOE)
and sequential design (or adaptive sampling (Lehmensiek and Petrie Meyer 2002)). In traditional DOE the
surrogate is trained in a single iteration on a carefully chosen set of samples. Such a set of samples which
is aimed at capturing the maximum amount of information about the design (or input) space is called an
experimental design. On the other hand, a typical sequential design surrogate modeling process starts with
an initial experimental design which leads to a preliminary model, and new carefully chosen samples are
iteratively added to enrich this model. This process continues till the model reaches sufficient accuracy, or
until a predefined sampling budget is exceeded. This paper concerns only the sequential design methods.
The model itself can be of any type. In addition to polynomial functions, surrogates makes use of
diverse methods such as splines, kriging, radial basis functions, neural networks, etc. (Wang and Shan
2007). Kriging, which is a stochastic model was first proposed as a metamodeling method by (Sacks et al.
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1989). Combinations of the methods mentioned above have also been tried. Though it is not possible to
pronounce a specific model superior to the rest, Kriging and related Gaussian processes have been intensely
studied recently.
Since surrogates are trained using samples obtained by performing underlying (often expensive) simu-
lations or experiments, it is desirable to use as few samples for training as possible while meeting specified
accuracy goals. Thus, sampling algorithms or sample selection schemes become crucial to the success of
a sequential design strategy. Sampling schemes might involve exploration (of the whole design space) or
exploitation (of regions with high non-linearity) or a combination of both. In this paper, we propose an
adaptive sampling scheme that combines exploration and exploitation and controls the contribution of the
two according to the different balancing schemes.
The paper is organized as follows. Section 2 describes the related work and sequential design methods
that are proposed in the literature. Section 3 explains the different balancing schemes that will be investigated,
while Section 4 reports the experiments performed and results obtained. Finally, Section 5 concludes the
paper and summarizes the results.
2 SEQUENTIAL DESIGN METHODS
There has been wide interest in the study of sequential design strategies for global surrogate modeling in
the last decade. Space-filling exploration methods are investigated in (Crombecq, Laermans, and Dhaene
2011) and the authors conclude that pre-optimized latin hypercube designs should be preferred if the
number of samples is known in advance, and threshold Monte Carlo methods otherwise. Continuing
the use of Monte Carlo methods, (Crombecq et al. 2011) proposed a sequential design strategy (called
LOLA-Voronoi) that utilizes local linear approximation of the objective function for exploitation and Monte
Carlo Voronoi tessellation for exploration. Both components in this study are based on LOLA-Voronoi,
with some modification performed on the exploitation component as explained below :
• The exploitation component uses an estimation of the function gradient to gauge the non-linearity
at the sample location. The higher the gradient, the steeper the slope of the function is expected to
be, which in turn implies high non-linearity. For a d dimensional input space x, the gradient ∇ f
of a function f at a given sample location can be defined as:
∇ f =
(
∂ f
∂x1
,
∂ f
∂x2
, ...,
∂ f
∂xd
)
(1)
Since the function f is not known in advance, the gradient at all the existing sample points is
estimated by fitting a linear model through the neighbouring sample points, and a new sample is
randomly generated around points that have high gradient values. It should be noted that the range
used for generating new samples randomly is inversely proportional to the gradient value. The
intuition being, that a sample having a very high gradient will have high non-linearity (and thus,
high uncertainty) around it, and thus the new sample should be located very close to it.
• To complement the exploitation component, a Voronoi tessellation based exploration component is
included, which is the same as the one used in (Crombecq et al. 2011). The sample density of the
entire design space is estimated using a Voronoi tessellation. The samples having a large Voronoi
cell size are likely to have regions around them which are prone to under-sampling, and hence such
regions are given priority during the sampling process to ensure that all regions in the design space
are uniformly covered.
Since both criteria are possibly conflicting, the corresponding metrics are normalized in [0,1] and they are
unified into a combined metric that keeps the ratio of exploration and exploitation components constant
throughout the modeling process (although it can be varied before the process starts). This hybrid approach
performed well in the experiments conducted by the authors. The algorithm has been used successfully
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in various research domains such as microwave engineering (Deschrijver et al. 2011), bioelectromagnetics
(Aerts et al. 2013), and electromagnetic compatibility (Deschrijver et al. 2012). In the next section, we
propose alternative schemes that balance the trade-off between exploration and exploitation.
3 BALANCING SCHEMES
Although it has been established that both exploration and exploitation must be performed, the extent of
their individual contribution has not yet been explored. In this paper, a modification to the LOLA-Voronoi
algorithm is proposed by considering 3 balancing schemes : ε-greedy, ε-decreasing and ε-adaptive.
• ε-greedy : A tuning parameter ε ∈ [0,1] decides the proportion of sampling iterations for which
all samples returned are purely exploration samples, and purely exploitation samples are returned
for the remaining 1−ε proportion of sampling iterations. In each iteration step, a random number
α is generated according to a uniform distribution. If α < ε , then the current sampling iteration
contains purely explorative samples, and if α ≥ ε , then the current sampling iteration contains
purely exploitative samples. The value of ε is a choice that is made up-front by the designer.
• ε-decreasing : This strategy is similar to ε-greedy, except for the fact that the value of ε decreases
with proceeding sampling iterations. Thus, this scheme allows the algorithm to perform highly
explorative behaviour up-front and ends up with a lot of exploitation during the final sampling
iterations. Exploration will dominate in the beginning when the uncertainty of the model is high.
As we explore more of the design space, the uncertainty goes down with time and the exploitation
component takes over, eventually eclipsing exploration.
• ε-adaptive : Unlike the previous two schemes, this strategy builds a surrogate model in all successive
sampling iterations. Each time an additional batch of sample points is selected, the model is updated
and the contribution of the added sample points is quantified. This can be done by comparing the
deviation between successive models, fluctuations in the global model response, and by investigating
the evolution of the cross-validation error. Depending on the added contribution of a given sample
batch, the ε value is adaptively increased or decreased over time in a dynamical way.
Fig. 1 presents a graphical visualization of the different schemes, where the expected number of batches
is shown that are chosen according to the exploration and exploitation criteria as evolving over time.
4 EXPERIMENTS AND RESULTS
4.1 SUMO Toolbox
All experiments in this paper were performed in MATLAB and are compared to the LOLA-Voronoi
implementation that is available in the SUMO toolbox (Gorissen et al. 2010). The toolbox is highly
adaptable and supports many model types which makes it an ideal choice for the experiments. A typical
modeling sequence in SUMO begins with an initial design (e.g. Latin hypercube) upon which an initial
model is trained. The accuracy of the model is estimated using a chosen measure (e.g. error estimation using
cross-validation), and if the desired accuracy has not been reached, or the allotted number of simulations
for the run have not been exhausted, the process begins a new iteration with a sampling scheme selecting a
new batch of samples to train the model. This can also be seen as a process of optimization of the model
by tuning its parameters.
4.2 Benchmark Functions
The problems chosen for the experiments were modeling the Ackley, Bird and Branin functions. For the
sake of simplicity and understanding, all three problems taken are 2-dimensional problems.
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Figure 1: The figure shows the expected number of samples per batch (%) that are chosen over time according
to exploration (red) or exploitation (green) for the ε-greedy, ε-decreasing and ε-adaptive algorithm.
• The Ackley function can be defined in D-dimensions and has a high number of local minima, but
a single global minimum at the origin. Taking e as Euler’s number, the function is defined as
f (x) =−20 · exp(−0.2 ·
√
1
D
·
D
∑
i=1
x2i )− exp(
1
D
·
D
∑
i=1
cos(2pi · xi))+20+ e (2)
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• The Bird function consists of two design variables. It has 2 global optima, and few local optima
f (x1,x2) = sin(x1)∗ exp((1− cos(x2))2)+ cos(x2)∗ exp((1− sin(x1))2)+(x1− x2)2 (3)
• The Branin function is also a two-variable function with −5≤ x1 ≤ 10 and 0≤ x2 ≤ 15
f (x1,x2) = (x2− 5.14pi2 x1
2+
5
pi
x1−6)2+10(1− 18pi )cos(x1)+10, (4)
4.3 Numerical Results
The initial design chosen was a Latin hypercube of 100 samples in addition to 4 corner points. Each sample
selection iteration consisted of selection of 20 samples and the data were modeled with Kriging. The total
budget of samples allotted to each run was 1000 samples for the Ackley function, 850 for the bird function
and 750 for the Branin function. A total of four independent runs were performed for each scheme and
the average of the true model error (RRSE) is compared to the LOLA-Voronoi algorithm in Table 1.
Note that the value of ε for the ε-greedy approach was taken to be 0.7, 0.8 and 0.9 respectively for
the Ackley, Bird and Branin functions. For the ε-decreasing approach, the initial value of ε was set to 1
and it was decreased by 2% in each iteration. The choice of the value depends upon the non-linearity of
the problem, and is largely based on the practitioner’s understanding of the problem.
Table 1: Comparison of model error for LOLA-Voronoi, ε-greedy, ε-decreasing and ε-adaptive approaches.
Function LOLA-Voronoi ε-greedy ε-decreasing ε-adaptive
Ackley Function 0.09797 0.08785 0.08613 0.02980
Bird Function 1.23605 1.08317 0.66860 0.63585
Branin Function 1.907×10−7 1.861×10−7 1.986×10−7 2.121×10−7
The ε-greedy and ε-decreasing approaches perform slightly better than LOLA-Voronoi, hereby reaf-
firming the belief that controlling the extent of exploration and exploitation can lead to a more accurate
model. It is however found that the results of these schemes is highly dependent on the value of ε , which
is usually not known up-front. This makes the performance rather sensitive and prone to manual tuning.
It was found that the ε-adaptive approach achieves error values that are smaller than the other schemes,
albeit at the expense of building intermediate models. For the Ackley function, it was observed that till
approximately 800 samples, the error estimates of both schemes were similar and thereafter the exploitation
component of the ε-adaptive approach got increasing portions of new samples. Thus, with only 200
additional samples, ε-adaptive approach managed to halve the error rate. The results are in line with the
expected behavior of starting with more exploration and ending with more exploitation as the error rate
goes down. It can also be seen from Fig. 2 that the algorithm samples more densely at the slopes than
LOLA-Voronoi. The results for the Bird function, which also exhibits non-linear behavior are similar
to the Ackley function, and the ε-adaptive schemes outperforms LOLA-Voronoi by substantial margins.
The results for Branin function are comparable since the function is relatively smooth and therefore less
sensitive to the actual trade-off between both criteria.
5 CONCLUSIONS
In this paper, a sequential design strategy is considered where different balancing schemes are investigated
to find a good trade-off between exploration of the design space and exploitation of dynamic regions.
Deciding the amount of exploration and exploitation is not a trivial task, as it strongly depends on the
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Figure 2: The top figure shows samples (dots) as selected by LOLA-Voronoi. The bottom figure shows
samples (dots) as selected by ε-adaptive, where more samples can be seen at the slopes.
character of the function/problem being modeled. It is shown that adaptive balacing strategies can lead to
models with a smaller error at the expense of building surrogate models during the sampling process.
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