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Abstract 
We present a strategy for obtaining fault-based Maximum Observable Shaking (MOS) maps, which 
represent an innovative concept for assessing deterministic seismic ground motion at a regional scale. Our 
approach uses the fault sources supplied for Italy by the Database of Individual Seismogenic Sources, and 
particularly by its Composite Seismogenic Sources (CSS), a spatially continuous simplified three-
dimensional representation of a fault system. For each CSS, we consider the associated Typical Fault, i.e. the 
portion of the corresponding CSS that can generate the maximum credible earthquake. 
We then compute the high-frequency (1-50 Hz) ground shaking for a rupture model derived from its 
associated maximum credible earthquake. As the Typical Fault floats within its CSS to occupy all possible 
positions of the rupture, the high-frequency shaking is updated in the area surrounding the fault, and the 
maximum from that scenario is extracted and displayed on a map. The final high-frequency MOS map of 
Italy is then obtained by merging 8,859 individual scenario-simulations, from which the ground shaking 
parameters have been extracted. 
To explore the internal consistency of our calculations and validate the results of the procedure we 
compare our results (1) with predictions based on the Next Generation Attenuation ground-motion equations 
for an earthquake of Mw 7.1, (2) with the predictions of the official Italian seismic hazard map, and (3) with 
macroseismic intensities included in the DBMI04 Italian database. We then examine the uncertainties and 
analyse the variability of ground motion for different fault geometries and slip distributions.  
 
Key words: seismogenic source, earthquake, ground shaking, seismic hazard, Italy. 
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1. Introduction 
 
Probabilistic seismic-hazard assessment (PSHA) usually relies on several types of seismogenic sources to 
predict the shaking level at a site or for a region of interest, and applies different recurrence models to 
evaluate the likelihood of occurrence of an earthquake of a given size (e.g. Petersen et al., 2008; Wald et al., 
2006). These two components, shaking and likelihood, form the backbone of any PSHA. In Italy, the seismic 
hazard reference map (MPS04; Gruppo di Lavoro MPS, 2004) uses a classic seismic source zonation (ZS9: 
Meletti et al., 2008) together with a reliable earthquake catalogue as the fundamental input. Indeed, over the 
past decade, broad seismic zones and earthquake catalogues have been the most common input to address 
earthquake occurrence probability and to perform standard regional-scale PSHA in Italy (e.g. Albarello et 
al., 2000; Cinti et al., 2004; Gruppo di Lavoro MPS, 2004; Barani et al., 2009) and the rest of Europe (e.g. 
Solomos et al., 2008). Only recently a pilot study on southern Italy (Faccioli and Villani, 2009) has 
attempted to quantify the differences between fault-based and zone-based seismic-hazard predictions in a 
regional study and to highlight differences in the location of hazard peaks depending on the input data. 
We propose to use an innovative technique that we refer to as “High-Frequency Maximum 
Observable Shaking” (HF-MOS). Our approach is innovative for two fundamental reasons. Firstly, we 
exploit high-resolution geological and tectonic data that is now available for Italy at the scale of interest, and 
that has been collected using a scheme common to several fault source models from regions around the 
world and that is also applied in Europe (Basili et al., 2010). More specifically, we use a single type of 
seismogenic source (i.e. fault sources) to perform worst-case ground-shaking scenarios from finite-fault 
input at the scale of the whole of Italy, using an approach previously tested by Zonno et al. (2010). As the 
temporal “occurrence” is not considered, our approach returns the maximum level of shaking expected at any 
given site, and is therefore more oriented at providing insights for the seismic desing or retrofit of critical 
infrastructures. These require consideration of the level of ground shaking with an annual probability of 10
-4
 
or lower as well as large earthquake whose recurrence interval is known with a low level of confidence. In 
this framework we believe the use of fault sources will return substantially more objective and accurate 
estimates of the earthquake potential, provided that the input fault dataset is reasonably complete. 
Using fault sources allows the calculations to take into account the finite-fault properties, such as 
directivity effects, heterogeneous slip distributions, the relative position of the nucleation point with respect 
to the extended fault, and the distribution of the areas of largest moment release on the fault plane. The 
proposed MOS comprises an easily reproducible (deterministic) reference bedrock motion that can be easily 
updated as improved data become available. For the time being, our MOS is expressed only in terms of the 
peak ground acceleration (PGA) and peak ground velocity (PGV), which makes it comparable to standard 
PSHA estimates, but other ground-motion parameters can be easily included in our scheme to derive more 
comprehensive seismic hazard estimations. 
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We take full advantage of the Database of Individual Seismogenic Sources (DISS; Basili et al., 
2008), which supplies comprehensive information about the geometrical and behavioral properties of faults 
that affect the Italian territory and surrounding regions. For each fault source we adopt the nominal 
maximum earthquake magnitude given in the DISS, and use it as the fundamental input for our calculations. 
An advantage of our procedure is that each individual scenario is permanently bound to its causative fault 
source. Therefore, our approach allows any advances in the mapping or parameterisation of a source to be 
used for rapid updating of the HF-MOS maps without the need to recompute the shaking for any of the other 
sources.  
The second innovation built into our approach is the use of finite-fault stochastic simulations to 
construct the worst-case scenarios. To this end, we use the code EXSIM_Beta (Motazedian and Atkinson, 
2005; Atkinson et al., 2009) that generates the seismic wavefield in the high-frequency (HF) domain (1-50 
Hz) in the area around the fault. The results in terms of PGA and PGV are computed on a dense grid of 
receivers and then plotted as MOS maps, thus providing immediate estimates of the largest expected shaking 
levels at any site of interest over an indefinite period of time. For practical purposes the HF-MOS maps can 
be converted into other convenient units to express shaking levels. We choose the conversion into the 
Mercalli–Cancani–Sieberg (MCS) intensity scale using the empirical relationship developed by Faenza and 
Michelini (2010). Other engineering parameters such as as the Arias intensity (AI), response spectrum 
intensity (SI-HI) and acceleration spectrum intensity (ASI) are easily derived from the simulated time series 
for any given location around the fault (Kramer, 1996), and can be added as supplementary information to 
the MOS maps. 
A comparison of our scenarios with the next generation attenuation (NGA) of ground-motion 
prediction equations (GMPEs) shows that our approach returns substantially different estimates at the 
distances at which accurate ground motion predictions is most crucial, namely in the near field (i.e. within 
approximately 30-50 km from the fault center). 
Several other tests highlight the level of the uncertainties in these simulations and their sensitivity to 
subjective choices and simplifications in terms of input parameters in order to reduce computational costs. 
Improved computing facilities and optimised computer-codes will permit full examination of the variability 
of expected shaking resulting from a wide range of input data, but this is left for future work. 
To test our approach we compare the HF-MOS predictions with the observed macroseismic 
intensities of the DBMI04 Italian macroseismic database (Stucchi et al., 2007). Given the wealth of existing 
data on the past seismicity in Italy and the great spatial details in the historical Italian record, this test 
provides an important validation of our method over most of the study area. Small discrepancies between 
observed and HF-MOS-predicted intensities can be interpreted in terms of the completeness of either the 
fault source or the seismicity record. 
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2. The making of a HF-MOS map: method and data 
 
We perform a large number of scenario-like strong-motion computations for potential future earthquakes on 
known fault sources in Italy. The simulation data is then used to derive the Maximum Observable Shaking 
(MOS) that may occur at any given point on a 0.02°-spaced grid covering the entire Italian territory. The 
MOS is computed for specified rupture models, and quantified in terms of PGA and PGV. As we aim at 
large-scale mapping of strong motion, we generate rupture models based on the Composite Seismogenic 
Sources (CSS) included in the DISS (Fig. 1) following a scheme first devised by Lorito et al. (2008) and 
briefly illustrated here. In this procedure, ground shaking is computed for the Maximum Credible Earthquake 
(MCE) that any individual CSS may release. For each CSS, we first define the Typical Fault (TF), i.e. a 
portion of the corresponding CSS that may generate such an MCE (Fig. 2). We then allow the TF to float at 
regular steps along the strike of its parent CSS. At each new position of the TF, its strike is adjusted to 
account for the internal geometric variations of the CSS (Fig. 3). At any given point of the grid, the 
maximum shaking caused by all possible seismogenic sources is then extracted and displayed on a shake 
map. 
In summary, the procedure includes the following three steps: 
 (1)  parameterise all individual earthquake fault ruptures; 
(2)  calculate the seismic wavefield at each point of a specified grid surrounding the fault ruptures defined in 
the previous step; 
(3)  display the maximum ground shaking values obtained for each point and all of the fault sources on a 
map that covers the entire domain of interest. 
 
This approach enables us to reduce the computation time while preserving the lateral continuity of 
the resulting map, thereby facilitating not only this first realisation of our method, but also any subsequent 
updates. The following sections provide the definitions of all of the terms introduced above, and illustrate the 
procedure in detail. 
 
2.1 Earthquake source parameterisation 
The DISS is a large repository of geological, tectonic and active-fault data for Italy and the surrounding areas 
that has been compiled based on field work and literature studies on fault data (Basili et al., 2008). The DISS 
stores two main categories of parameterised fault sources: Individual Seismogenic Sources (ISS) and 
Composite Seismogenic Sources (CSS), both of which are considered to able to release earthquakes of Mw 
5.5 or larger. In most cases, the ISS’s represent the preferred source solutions of well-known large 
earthquakes of the past that might have ruptured the fault from end to end (i.e. a fault segment). Thus, 
historical and prehistorical earthquakes, and occasionally potential seismic gaps, are associated with 
individual large faults identified and parameterised by geological and geophysical methods. In recognition of 
the inherent difficulties in identifying all possible fault segments in the Italian geologic/geomorphic record,  
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in 2005 the DISS was extended to include the CSS, a source category that expands the territorial coverage 
and the completeness, and hence the capabilities of the database. A CSS is essentially an inferred structure 
based on regional surface and subsurface geological data that are used identify and map a complete fault 
system. In contrast to an ISS, the termination of a CSS may either represent an identified fault limit or a 
significant structural change. This implies that any CSS may span an unspecified number of potential 
individual ruptures, and may in principle be able to generate earthquakes of any size, up to an assigned 
maximum magnitude. The maximum magnitude assigned to a CSS may either be the magnitude of its largest 
child ISS, or the magnitude of the largest historical earthquake associated with this CSS, or a default Mw = 
5.5 if none of the above apply. To balance the unavoidable uncertainties and its main scopes, the DISS 
considers only sources with a potential for Mw 5.5 or larger. Although relaxing the fault-segment boundaries 
prevents the straightforward use of empirical relationships based on fault length, it dramatically increases the 
ability to map fault sources in areas in which active fault information is scarce but main fault trends can be 
traced based on the general tectonic framework. All CSS are mapped following identical criteria of scale and 
accuracy, and are characterized by geometrical (strike, dip, depth) and kinematic (rake, slip rate, maximum 
magnitude) parametric descriptors (Basili et al., 2009). New and updated data on the seismogenic sources in 
Italy were recently published by the DISS Working Group (2009); in the present study we have used the 
latest version of the database (DISS3.1.0) as the starting point for our ground-shaking calculations. 
Since a CSS is potentially made up of a number of individual fault segments of similar geometry and 
kinematics, and knowing that each of these may release an earthquake, we retrieve the maximum magnitude 
associated with each CSS from the DISS and then consider it as the MCE for that CSS. Based on the fault 
parameters of each CSS (i.e. rake and moment magnitude), we then obtain the TF associated with that MCE 
for all of the CSS throughout Italy (Fig. 2). We assume that this MCE might repeat anywhere within its CSS 
at any time in the future, and use its moment magnitude to constrain the size of the TF. Hence, a TF is 
defined by parameters that must comply with both the seismological properties of the MCE and the tectonic 
properties of its CSS. 
The length and width of each TF are then computed using empirical relationships (Wells and 
Coppersmith, 1994) based on the associated moment magnitude and fault type: log10(S) = a + bMw, where S 
is either the length or the width of the fault, and a and b depend on the fault type. The average displacement 
D is then obtained from the relationship D = M0 / mLW, where m is the rigidity (assumed to be depth-
independent), L and W are the length and width, respectively, and M0 (in Nm) is the seismic moment 
equivalent to the MCE based on Mw = (log10M0/1.5) - 6.07 (Kanamori and Brodsky, 2004). The strike, dip 
and rake of any TF are then derived from the local strike of its parent CSS (based on the mapped rupture 
trace), the average dip angle values of its parent CSS, and the average rake angle values of its parent CSS. 
To minimize the number of required simulations, we group all of the TFs according to a conservative 
scheme (i.e. selecting TF parametrisations that lead to larger, rather than lower shaking levels), based on 
magnitude, depth to the top of fault, and dip angle (Table 1). This reduced the number of TFs from originally 
90 to 33 (Table 2 and Appendix 1). Rupture parameters used for the final MOS map are computed from 
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Gaussian and random slip distributions, assuming rupture nucleation in the fault center. Considering the 
similarities (in size and aspect ratio) of the 33 grouped TFs, we generated 12 different realisations of slip 
distributions, to be applied to one or more TFs (see column “slip group” in Table 2 and Appendix 1). 
 
2.2 Computation of the wavefield 
In previous efforts we investigated the general objective of obtaining broadband simulations that (1) take into 
account the influence of directivity and (2) use realistic slip distributions combining a deterministic 
contribution at low frequency with a stochastic contribution at high-frequencies (HF) (Zonno et al., 2008). 
This study presents only part of the stochastic finite-fault modelling that simulates HF-ground shaking for a 
number of different source models. Near-field source effects are thus not included in  these calculations, and 
are left to future work that builds on broadband ground-motion simulation techniques (e.g. Hartzell et al, 
2005; Graves and Pitarka, 2010; Mai et al., 2010; Mena et al., 2010; Imperatori and Mai, 2012). 
In this study, we calculate the seismic wavefield with a finite-fault stochastic method (Motazedian 
and Atkinson, 2005; Atkinson et al., 2009; EXSIM_Beta code and EXSIM_DMB, after Boore, 2009). This 
techniques accounts for the finiteness of the fault, the effects of a potentially heterogeneous slip distribution, 
the influence of the location of the nucleation point with respect to the slip distribution, and the area of the 
fault over which most of seismic moment is released. In our simulations the fault plane is assumed to be a 
rectangle subdivided into an appropriate number of sub-faults, each of which is then modelled as a point 
source using the approach proposed by Boore (2003). The sub-faults radiate ω
2
 spectra, and their sizes 
determine their moment and corner frequency, while the number of triggered sub-faults is adjusted to reach a 
specified target moment (Mw). The finite-fault rupture model is thus parameterised in terms of the geometry 
of the fault plane (length, width, orientation), and the kinematic source behaviour (slip distribution, stress 
drop, nucleation point, rupture velocity). The crustal properties of the computational domain that includes the 
fault is specified at a regional scale; the geometric spreading coefficient, and the quality factor Q(f) complete 
the input parameter set. Finally, the output HF-ground motions are expressed in terms of PGA and PGV, 
interpreted as the average of the two horizontal components. Given the size of our study area we do not 
consider site effects, but they may be incorporated into future computations. 
Appendix 2 summarises the input parameters used by EXSIM. Two main model parameters are 
shown: the stress drop, that controls the HF spectral amplitude level, and the percentage of the "pulsing area" 
(as definied in EXSIM) that controls the level of the spectra at low frequencies. In a previous study that used 
the stochastic modelling technique of Motazedian and Atkinson (2005), a stress drop of 10 MPa was applied 
to reproduce strong-motion records from the 26 September 1997, Umbria–Marche, central Italy earthquake 
(Mw 6.0) (Castro et al., 2008). Because the revised EXSIM (Atkinson et al., 2009) requires a higher stress 
drop than the original EXSIM (Motazedian and Atkinson, 2005) to produce equivalent ground motions at 
higher frequencies, we adopt a value of 20 MPa in this study. In the following we will present a comparison 
of the results obtained with a stress drop of 10 and 20 MPa for a single fault capable of a Mw 7.1 earthquake. 
The other parameters were chosen by taking into account the specific necessities of the program input.  
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For any given magnitude, the rupture parameters were based on random (generated automatically by 
EXSIM) and on assigned Gaussian slip distributions, both centred on the nucleation point (Fig. 4).  
The lateral extent of the computational domain is based on earthquake magnitude and TF length. The 
following four distances from the centre of the fault are chosen: a) 130 km, corresponding to 10,439 grid 
points; b) 100 km, 6,242 grid points; c) 80 km, 3,943 grid points; and d) 60 km, 2,132 grid points. Most 
calculations are carried out on the smallest domain; the larger domains are needed in the few cases in which 
the TF is larger than 30 km and Mw ≥ 6.7.  
 
 
2.3 Mapping the HF-MOS 
The receiver geometry is arranged in the form of a dense regular grid of receivers around each fault (0.02° × 
0.02°). This spacing was adopted because it reflects the maximum resolution of the input data and to 
facilitate the comparison of our data with the predictions of the PSHA map of Italy (calculated using this 
same grid spacing). 
From a conceptual point of view, the CSS is an active tectonic structure with limited internal 
fluctuations in its geometric, rheological, and kinematic properties, implying that equally large earthquakes 
may be released anywhere along the CSS. This approach allows for explorating of a number of potential 
scenarios on the basis of robust information on location and geometry of faults, without the need to account 
for poorly known location of the coseismic rupture end points. In other words, the limited knowledge of the 
CSS internal segmentation is dealt with by simply ignoring the segment boundaries. 
From the operational point of view, any CSS is spatially gridded at regular intervals (Fig. 3), both 
along and across its strike. To account for location uncertainties and produce conservative results, the 
rectangle that represents the vertical surface projection of the TF is anchored to all grid nodes falling inside 
its parent CSS, and the results of the shaking calculations are interpolated on the surrounding nodes. The 
spatial gridding is then balanced to achieve dense coverage of the CSS while minimising the time required 
for splicing and interpolating the shaking maps to the grid. Using this procedure we calculate a total of 8,859 
shake maps for the whole of Italy. 
The procedure of sequentially repositioning the shake map following the fault anchor points is 
carried out within a geographic information system software environment through a “similarity” 
transformation. While the rotation and translation are performed, all of the coordinate pairs are updated 
through a least-square solution applied to the control points of the grid domain. The transformed grid 
coverage for each TF anchored at each grid node is then laid over the entire grid domain, and the maximum 
value is extracted. Finally, the HF-MOS map is obtained by plotting the maximum strong-ground-motion 
values at each point of the grid, as caused by the scenario earthquakes for all of the CSS. We also take into 
account a few seismogenic sources that may produce significant shaking inside the given domain even if the 
TF’s are located outside Italy (e.g. TFG38, Mw 7.1; see GRC002 in Albania; Fig. 1).  
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3. The HF-MOS maps and their validation 
 
Figures 5 and 6 show the resulting HF-MOS maps for both Gaussian and random slip on each TF for all of 
the CSSs, in terms of PGA and PGV and in terms of SI-HI (Housner Intensity; Kramer, 1996). The predicted 
ground shaking closely follows the spatial pattern of the faults and decreases rapidly when moving away 
from them. Notice that random slip distributions generate higher PGA and PGV values than Gaussian slip 
distributions. Notice also that the HF-MOS maps make no use of background sources and therefore several 
regions are totally devoid of expected shaking even inside the calculation domain (i.e. in parts of the Alps 
and in north-western Italy, western-central Italy, and parts of Sicily and Apulia; see also Figs. 1 and 2). This 
implies that the actual level of shaking should at least decrease to ground-motion values appropriate for 
earthquakes of up to Mw 5.5 that may occur at random locations away from any known faults. 
 Apart from these low-seismicity areas, the rest of Italy is exposed to significant shaking almost 
everywhere, peaking along the southern margin of the Alps, in the central and southern Apennines, in 
Calabria and in Sicily. Significant shaking inland is generated by offshore fault sources and other sources 
located outside the calculation domain, supporting the importance of mapping seismogenic sources well 
beyond the immediate area of interest.  
 
3.1 Comparison with the Next Generation Attenuation of ground-motion prediction equations 
To explore the internal consistency of our calculations and to validate the results of our procedure we 
compare the HF-MOS maps with independent observations and predictions. We first compare our 
predictions with those obtained using the NGA GMPEs for an earthquake of Mw 7.1. Then we compare the 
entire HF-MOS map with the macroseismic intensities included in the DBMI04 Italian database. Finally, we 
compare our results with the predictions of the official Italian seismic hazard map 
 The earthquake GMPEs developed for the Next Generation Attenuation of Ground Motions project 
(NGA–West, 2008) established a new baseline for estimating ground-motion parameters for shallow crustal 
earthquakes in active tectonic regions (Boore, 2010; Kaklamanos et al., 2011). Here we compare our 
predictions obtained from EXSIM with predictions obtained from the NGA GMPEs (Kaklamanos et al., 
2010). Among the five GMPEs developed during the NGA project, four models that include site response 
and use the same variable to describe the site conditions (Vs30) are utilized: a) Boore and Atkinson (2008), b) 
Abrahamson and Silva (2008), c) Campbell and Bozorgnia (2008), and d) Chiou and Youngs (2008) (see 
Kaklamanos et al., 2010, for further details). In contrast, the finite-fault stochastic ground-motion 
simulations (EXSIM) are computed for bedrock conditions without considering any soil amplification (see 
Appendix 2). In the following we will assume a reference value of 810 m/s for Vs30 when using the NGA 
GMPEs, which is equivalent to assuming a class B site referred to as “rock” in the NEHRP classification 
(BSSC, 2001; Vs in the range 762 < Vs ≤ 1524 m/s) and a ground type A “rock” in the EC8 classification 
(EC8, 2003; Vs30 >800 m/s). 
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Using the GMPEs requires specification of moment magnitude (Mw), the Joyner-Boore distance 
(RJB,, : horizontal distance to the surface projection of the rupture plane), VS30, the hanging wall flag FHW 
(specifying if a site falls in the hanging-wall or foot-wall of the fault), and style of faulting (rake angle). 
Since rake is not considered by EXSIM (Appendix 2), in order to grant consistency between the two 
different computations we used the GMPEs assuming two rake values that are extreme and representative of 
normal-oblique faulting (rake=-45° in Fig. 7) and of reverse-oblique faulting (rake=45°, in Fig. 8).  
We compare the ground shaking predicted by EXSIM for a stress drop of 20 and 10 MPa with values 
predicted by the GMPEs for an earthquke of Mw 7.1. We first notice that the differences of the shaking level 
predicted under the different assumptions for stress drop (labeled EXSIM a and b in Figs. 7 and 8) vary with 
dip; i.e. for a dip equal to 45° the difference is about 12% in the center of the fault. We also notice that the 
shaking level predicted by the GMPEs is almost invariant along the surface projection of the ruptured area, 
along and perpendicular to the strike of the fault. In contrast, the EXSIM results seem to depend on the 
particular slip distribution, and are more peaked in the centre of the fault. Finally, we notice that the 
predictions obtained using the GMPEs generally differ more significantly along strike near the centre of the 
fault; the most significant difference is also observed for the case of lower dip angle (25°). The EXSIM 
results appear more representative of the expected ground motion than GMPE predictions within and around 
the area of the fault, whereas at larger distance from the fault the the two methods yield very similar results. 
 
3.2 Comparison with observed macroseismic intensities 
The Italian Macroseismic Database DBMI04 (Stucchi et al., 2007) contains 58,146 macroseismic 
observations from 2,550 earthquakes in the magnitude range 3.9 to 7.4. The observations refer to 14,161 sites 
and hence provide an exceptionally reliable account for the 2,000-year-long earthquake history of Italy. 
Since the intensities in DBMI04 are expressed in the MCS scale, we first convert the PGA and PGV values 
of the HF-MOS maps into MCS values using the relationship I = a + blog10PGM (Faenza and Michelini, 
2010), where I is the intensity (MCS), a and b are constant values that depend on the acceleration and 
velocity range, and PGM is the peak ground motion (either acceleration or velocity). Considering that ground 
velocity has been shown to be less affected by artifacts than acceleration (Wald et al., 2006), such as by 
spikes, we prefer to use PGV. Figure 9 shows the derived HF-MOS map expressed in MCS units. 
To avoid undesired overestimation of successful cases, i.e. those cases where the difference between 
observed and predicted intensities ranges between +1 and -1, and considering that the model predictions 
scale with moment magnitude (Boore, 1983), we first remove all intensity values observed for earthquakes 
smaller than Mw 5.5 from the DBMI04 data (Mw 5.5 is the lower threshold magnitude in the DISS to include 
potential seismogenic sources; Basili et al., 2008). To remove ground-shaking contributions from the test 
region that our method is not designed to predict, we also exclude all intensities associated with earthquakes 
located outside the boundary of our simulation domain. Finally, we exclude data retained in the DBMI04 as 
non-numbers and those associated with earthquakes with less than five intensity points. After selection, the 
number of macroseismic intensities for the is 10,055, out of which 6,940 have Is ≥ 6. 
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The difference (D) between predicted and observed intensity values is classified in four categories 
that illustrate if our predictions underestimate, approximate, overestimate, or significantly overestimate the 
macroseismic intensity at any given site. These categories are defined as follows: a) D < -1; b) D is within 
one MCS unit around zero; c) D > 1 and < 4 units; d) D is > 4 units. Figure 10 shows the relative percentages 
of these four classes while Figures 11 and 12 show their distribution. This analyis confirms that the random 
slip distribution generated significantly higher MOS than a Gaussian slip. A comparison of HF-MOS-derived 
and historical-macroseismic intensities shows a worse fit when using a random rather than a Gaussian slip 
distribution on the fault (compare the length of the green bars in the upper and lower panel of Figure 10). 
The HF-MOS obtained for random slip distributions may therefore be considered as an upper bound for the 
expected bedrock shaking. 
Our tests show that the observed intensity values are predicted within one MCS unit in more than 
60% of the cases over the entire study area (for intensity Is ≥6). Only for about 5% of the sites the observed 
values exceed the predicted maximum, whereas in the remaining 35% the model – conservatively, albeit 
significantly – overestimates the observations. It is worth mentioning that the results of our predictions 
generally improve when considering only Is ≥6, which represents the minimum level of shaking that causes 
material damage. In other words, our procedure performs better at higher shaking values, that are generally 
also of greater interest for PSHA. The sites of all four classes are evenly distributed in the study region, 
suggesting that the HF-MOS map does not suffer from lack of fault information or a systematic inadequacy 
of the experimental set-up. However, class (a) values tend to concentrate on the western side of the Italian 
peninsula, where sizable damage is caused by low-energy but very shallow volcanic earthquakes that are 
largely unaccounted for in the DISS. We also note that the distribution of points does not mirror the 
geometrical pattern of faults, and that points in class (b) densely cover the entire domain. All of these 
observations suggest that instances where our predictions underestimate the observed values might be 
explained by local site amplifications, recorded in the observed intensities but not accounted for in our 
calculations. Incorporating a site-response term might therefore represent a valuable improvement to our 
approach. 
 
3.3 Comparison with the PGA map (return period 2,475 years) 
The seismic-hazard reference map of Italy (MPS04; Gruppo di Lavoro MPS, 2004) was calculated for a 10% 
probability of PGA exceedance in 50 years (return period, 475 years). Meletti and Montaldo (2007) 
recalculated the map for different probability levels and for correspondingly different return periods. These 
probabilistic maps use the seismic zonation known as ZS9 (Meletti et al., 2008) as a fundamental input.  
Since our approach virtually predicts ground shaking for an infinite length of time, we compare our 
results in terms of PGA with the seismic hazard map for a 2% probability of PGA exceedance in 50 years, 
corresponding to the longest adopted return period (2,475 years). The HF-MOS maps highlight areas where 
the ground shaking could not be predicted properly by the probabilistic method alone. One of such areas runs 
along the northern Apennines-Po plain boundary. When using a random slip distribution, the predicted 
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ground shaking increases by 0.05-0.20 g along most of the Apennines, along the Calabrian Arc and in 
northeastern Italy (Fig. 13). As expected, the PGA values predicted by the HF-MOS approach are generally 
higher than those predicted by the seismic hazard map in some near-offshore areas, in parts of northern Italy, 
and in general along the main trends spanned by the seismogenic sources. 
 
 
4. Discussion 
 
The HF-MOS map presented in this study is compiled as a reference large-scale scenario of ground shaking 
for the whole Italian territory. Since we do not use any probabilistic term in our procedure, the map does not 
supply any information regarding the likelihood of the predicted ground shaking. We also remark that the 
map accuracy is not intended to resolve fine spatial details needed for site-specific hazard assessment or risk 
mitigation plans. Although the procedure is ready for operation at a smaller scale by simply recomputing the 
shaking on a finer grid, more accurate data on fault geometry, crustal properties, and credible rupture 
parameters are needed to capture more detailed ground-shaking features. Moreover, because the ground 
shaking is calculated at HF without including possible site effects, the maps are not valid for targets that are 
sensitive to low-frequency shaking or for sites prone to amplification (e.g. unconsolidated soil). Such cases 
need to be addressed in refined local studies. 
We use a conservative approach to parameterise the input data in all steps of the simulations. 
Comparing with the DBMI04, we find a slight overestimation of the predicted ground shaking with respect 
to historically observed macroseismic intensities, which partially may result from incompleteness of the 
historical record. A certain degree of shaking is also predicted in areas where earthquakes have never hit in 
historical time. Italian faults are indeed characterised by slow slip rates and millenary recurrence intervals. 
Nevertheless, these predictions rely exclusively on the presence of mapped faults and are only as good as the 
input data allow; therefore, they only improve and become more reliable by addressing the fundamental 
epistemic uncertainties inherent to identification and quantification of active fault sources from the 
geological records. 
The main sources of uncertainties intrinsic to our proposed procedure for calculating HF-MOS maps 
can be assembled into three major groups: 1) uncertainties related to fault-source parameterisation; 2) 
uncertainties related to wavefield simulation; and 3) uncertainties related to the floating-fault technique. 
These potential uncertainties will be discussed in the following section. 
 
4.1 Source parameterisation uncertainties 
The HF-MOS map is calculated from finite-fault simulation of earthquake sources for which the geometric 
parameters (strike, dip, depth-to-top of fault) and kinematic parameters (rake, slip, maximum moment 
magnitude) are derived from a number of different observations (Basili et al., 2008). Considering how 
maximum moment magnitude was estimated in DISS (see Section 2.1), these values may be regarded as 
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minimum expected magnitudes. To keep the procedure as simple as possible and facilitate the generation of a 
first reference HF-MOS map, the size of the TFs was estimated from only one set of empirical relationships. 
Length and width of each TF are thus affected by the uncertainties in the these relationships. In addition, a 
potentially higher moment magnitude would produce higher level of shaking. In this respect, our first HF-
MOS realization is less conservative than one in which fault moment magnitude is estimated in multiple 
ways. One way of coping with these uncertainties is to increase the number of simulations and take into 
account a larger variability of all the parameters. Software optimisation and the availability of more efficient 
computing resources will help improving this issue. In this first experimental realisation of HF-MOS maps, 
we also needed to simplify some of the known parameters to minimise computing costs. In this respect, we 
simplified our input data in two ways: 1) by grouping the fault sources, and 2) by adopting a simplified 
rupture model. Future work can avoid such simplifications. 
Grouping fault sources towards higher earthquake magnitudes implies greater ground shaking, which 
is consistent with our goal of estimating the MOS. To gain insight into the influence of grouping fault 
sources by depth, we analysed the largest fault in our dataset (TFG08, Mw 7.1; see Table 2) and ran a number 
of ground-shaking simulations by varying its depth and its dip, while keeping the remaining parameters 
fixed. We observe that the ground-shaking peak decreases linearly by about 10% with each 1-km-depth 
increment and decreases up to ~40% when increasing the dip angle from 25° to 75° (Fig. 14). These effects 
decrease farther away from the centre of the fault, where coseismic slip is assumed to be largest, which 
suggests that the results of the simulation are more stable in the far-field. The depth of half of all of the fault 
sources was changed, either upwards or downwards, by at most 1 km, while some were changed by 2 km. 
The dip angle instead remained virtually unchanged, the difference being less than 10º for most of the fault 
sources, and 15º for just a few of them. Grouping was oriented solely at decreasing the number of different 
fault sources for the simulation. Parameter changes in most cases went collectively in the direction of 
increasing the level of simulated shaking; in some cases a change of a parameter in one direction was 
compensated by a change of another in the opposite direction.  
The influence of rupture parameters on the final output is further addressed by testing different 
Gaussian slip distributions, with largest slip set at five different locations of the fault surface: near the top-
left and top-right corners, in the center, and near the bottom-left and bottom-right corners. We also slightly 
change the hypocentre position with respect to the maximum slip on the fault surface. For this test, we also 
use the largest fault in our dataset (TFG08, Mw 7.1; see Table 2). Figure 15 shows the results for the fault 
with dip angles of 45º and 75º. We observe that in both cases the ground-shaking peak increases by about 
30% when the slip maximum is located towards the top of the fault (although this circumstance is not often 
encountered in real cases). Again, these effects are less pronounced as we move away from the centre of slip. 
Similar results can be obtained using stochastic slip distributions generated from von Kármán’s 
autocorrelation functions with magnitude-dependent correlation lengths (see Mai and Beroza, 2002). 
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4.2 Wavefield simulation uncertainties 
The finite-fault stochastic method used in this application (EXSIM_Beta) allows simulation uncertainties to 
be highlighted both in terms of PGA and PGV. To this end we performed two types of tests using the largest 
fault in our dataset (TFG08, Mw 7.1; see Table 2) with different dip angles (25°, 45°, 75°). Figures 7 and 8 
show the variability of the ground motion in long and cross sections for stress drop values of 10 and 20 MPa. 
The difference in shaking level between the two cases decreases with increasing distance from the area of 
maximum slip. Figures 14 and 15 show the variability of PGA through the 30 stochastic realisations around 
the mean value of the HF-MOS map. The predicted shaking level and the associated scatter around the mean 
decrease as the dip angle of the fault increases. Scatter also decreases with increasing distance from the area 
of maximum slip. 
 
4.3 Uncertainties associated with the floating-fault technique  
The procedure for obtaining the HF-MOS maps utilizes the floating-fault technique, which implies that the 
crust is laterally homogeneous and that the behavior of each CSS is uniform. Both assumptions carry 
significant uncertainties, which mainly depend on the level of knowledge of crustal and fault properties. This 
approach has the advantage of reducing computing costs, but it implies that the results are not 
unambiguously related to the observational data. The accuracy of the results also depends on the relative 
proportion between the anchor-point spacing, the size of the TF, and the size of the individual calculation 
domain. These three dimensions determine the amount of overlap between adjacent maps, the total number 
of individual HF-MOS maps, and the ability to capture significant levels of shaking in the far field. 
 
 
5. Conclusions 
 
The procedure illustrated in this work provides a viable way to produce robust fault-based predictions of 
expected maximum ground shaking at regional scale. The procedure is based on a set of fault sources derived 
from field and instrumental geological studies that have been compiled recently for the entire Italian territory 
and the surrounding seas. 
We evaluate the sensitivity of seismic wavefield simulations with respect to realistic rupture 
properties, and test the results of the MOS maps by comparing our predictions with NGA GMPEs for an 
earthquake of Mw 7.1, by calibrating our results with the macroseismic intensities of the DBMI04 database; 
and, and by comparing our predictions with the standard seismic hazard map of Italy. 
The model predictions can also be used as benchmarks for testing alternative procedures. Reasonably 
good results of our tests, i.e. the lack of systematic over-evaluation or under-evaluation of the expected 
ground shaking or geographical trends in the misfits, strongly suggest that our approach is a viable tool for 
ground-motion estimation. We also conclude that EXSIM finite-fault simulations in the near field are more 
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realistic than the estimates obtained using GMPEs, and that utilized source model parameterization has a 
sufficient level of accuracy and completeness at the scale of interest for this work. 
A major advantage of the procedure is that each individual scenario that contributes to the final HF-
MOS map is permanently bound to its causative seismogenic source, thereby allowing the map to be 
progressively updated (without re-calculations for the remaining sources) as knowledge of the identification, 
characterisation and parameterisation of a specific seismogenic source improves. In addition, by simulating 
the entire seismic time series this approach permits to calculate several ground motion quantities of 
engineering interest. Systematically and homogeneously organised fault-source data and basic knowledge of 
crustal properties are key to the application of this procedure to other regions or countries. 
The newly developed procedure also provides the possibility to explore and to evaluate the database 
of seismogenic sources in terms of expected shaking, and hence to single out possible inconsistencies 
between the fault pattern and the hazard level expected based on PSHA. A comparison between the MOS 
map and the MPS04 hazard map of Italy reveals some of such areas, for example a portion of the southern 
Apennines and the Apulia foreland (Fig.13), stressing the need for a close inspection of the circumstances 
leading to these discrepancies. 
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Table 1. Derivation of the Typical Faults (TFs). 
 
Fault type classification 
Rake (deg) Fault type 
225 - 315 Dip-slip, normal 
45 - 135 Dip-slip, reverse 
135 - 225 Strike-slip, right-lateral  
<45 or >315 Strike-slip, left-lateral 
Magnitude groups 
TF MW Group MW 
≤5.9 5.9 
5.9 - 6.3 6.3 
6.3 - 6.7 6.7 
6.7 - 7.1 7.1 
Depth-to-top groups 
TF depth (km) Group depth (km) 
≤4.0 1.0 
4.0 - 10.0 5.0 
>10.0 10.0 
Dip-angle groups 
TF dip (deg) Group dip (deg) 
≤30 25 
30 - 60 45 
60 - 90 75 
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Table 2. Summary of the grouped Typical Faults (TFs) according to their moment magnitudes and faulting 
mechanisms. Fault type, depth, dip, rake, and moment magnitude are derived from the DISS; length, 
width, and slip are obtained from scaling laws. Fault type codes: NN, normal; RR, reverse; RL, right 
lateral; LL, left lateral. For completeness of information, also TFs not used in the making of the HF-MOS 
map within the study area (Fig. 1) are shown (in Italics). TFs used for devising the slip distribution (see 
Fig. 4) shared with other similar TFs are shown in Bold. See Fig. 4 for slip groups (N/A: not assigned). 
 
ID of TF 
group 
Slip 
group 
Fault 
type 
Length 
(km) 
Width 
(km) 
Depth to 
top (km) 
Dip 
(deg) 
Rake 
(deg) 
Slip (m) MW ID of parent CSS as in the DISS 
TFG01 1 LL 12.2 6.8 1.0 75 0 0.356 5.9 ITCS017/ITCS035/ITCS067/ 
TFG02 2 LL 67.9 14.4 1.0 75 350 1.923 7.1 ITCS068/ 
TFG03 3 LL 21.7 8.7 1.0 75 315 0.625 6.3 ITCS080/ 
TFG04 N/A LL 21.7 8.7 1.0 45 45 0.625 6.3 HRCS002/ 
TFG05 4 NN 18.6 11.6 5.0 75 270 0.547 6.3 CHCS002/ 
TFG06 5 NN 29.5 16.0 1.0 45 270 0.995 6.7 ITCS013/ITCS024/ITCS025/ITCS026/ITCS038/ITCS040/ 
TFG07 4 NN 18.6 11.6 1.0 45 270 0.547 6.3 ITCS015/ITCS028/ITCS033/ITCS037/ 
TFG08 6 NN 46.8 22.1 1.0 45 265 1.811 7.1 ITCS016/ITCS034/ 
TFG09 7 NN 11.7 8.4 1.0 45 270 0.301 5.9 ITCS041/ 
TFG10 5 NN 29.5 16.0 1.0 25 270 0.995 6.7 ITCS053/ 
TFG11 4 NN 18.6 11.6 1.0 25 270 0.547 6.3 ITCS056/ 
TFG12 6 NN 46.8 22.1 10.0 75 230 1.811 7.1 ITCS057/ITCS077/ 
TFG13 6 NN 46.8 22.1 1.0 75 240 1.811 7.1 ITCS063/ 
TFG14 5 NN 29.5 16.0 1.0 75 240 0.995 6.7 ITCS084/ 
TFG15 4 NN 18.6 11.6 1.0 75 270 0.547 6.3 ITCS087/ 
TFG16 7 NN 11.7 8.4 5.0 75 270 0.301 5.9 CHCS001/FRCS001/ 
TFG17 8 RL 38.4 11.2 5.0 75 200 1.096 6.7 ITCS003/ 
TFG18 3 RL 21.7 8.7 10.0 75 180 0.625 6.3 ITCS004/ITCS059/ITCS089/ 
TFG19 1 RL 12.2 6.8 10.0 75 180 0.356 5.9 ITCS005/ITCS075/ 
TFG20 1 RL 12.2 6.8 1.0 45 143 0.356 5.9 ITCS023/ 
TFG21 3 RL 21.7 8.7 1.0 75 200 0.625 6.3 ITCS042/ITCS055/ 
TFG22 8 RL 38.4 11.2 1.0 75 215 1.096 6.7 ITCS058/ 
TFG23 1 RL 12.2 6.8 1.0 75 175 0.356 5.9 ITCS070/SICS001/SICS004/SICS005/ 
TFG24 8 RL 38.4 11.2 10.0 75 200 1.096 6.7 ITCS079/ 
TFG25 2 RL 67.9 14.4 1.0 75 170 1.923 7.1 SICS002/ 
TFG26 N/A RL 90.4 16.3 1.0 75 160 2.546 7.3 GRCS003/ 
TFG27 N/A RR 283.1 68.2 5.0 45 75 8.647 8.4 GRCS001/ 
TFG28 9 RR 17.1 9.4 1.0 45 90 0.734 6.3 
HRCS001/HRCS003/HRCS005/HRCS006/ITCS014/ITCS0
32/ITCS064/ 
TFG29 10 RR 10.0 6.4 1.0 45 85 0.459 5.9 
HRCS004/ITCS001/ITCS008/ITCS018/ITCS020/ITCS021
/ITCS031/ITCS043/ITCS048/ITCS049/ITCS050/ITCS051
/ITCS052/ITCS054/ITCS071/SICS003/ 
TFG30 9 RR 17.1 9.4 1.0 25 90 0.734 6.3 ITCS002/ITCS022/ITCS029/ 
TFG31 10 RR 10.0 6.4 1.0 25 100 0.459 5.9 
ITCS006/ITCS009/ITCS011/ITCS012/ITCS030/ITCS039/
ITCS044/ITCS045/ITCS046/ITCS047/ 
TFG32 11 RR 29.2 13.7 1.0 45 90 1.175 6.7 ITCS007/ITCS036/ITCS060/ITCS062/ITCS065/ITCS066/ 
TFG33 11 RR 29.2 13.7 1.0 25 90 1.175 6.7 ITCS019/ 
TFG34 9 RR 17.1 9.4 10.0 45 90 0.734 6.3 ITCS027/ 
TFG35 9 RR 17.1 9.4 5.0 45 100 0.734 6.3 ITCS061/ 
TFG36 12 RR 49.9 20.0 10.0 25 90 1.879 7.1 ITCS069/ 
TFG37 N/A RR 57.0 22.0 1.0 45 80 2.113 7.2 MECS001/ 
TFG38 12 RR 49.9 20.0 1.0 45 90 1.879 7.1 ALCS001/ALCS002/DZCS001/GRCS002/ 
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 Figure captions 
 
Figure 1. Map of the CSS from the DISS, version 3.1.0 (DISS Working Group, 2009), classified according 
to faulting mechanism. Red, normal (NN); blue, reverse (RR); green, right-lateral strike slip (RL); yellow, 
left-lateral strike slip (LL) (see also Table 2 and Appendix 1); black, subduction zone. Bold line, top edge 
of fault; shaded area, vertical projection of fault to ground surface. The black dot-dashed line encircles the 
study area. 
 
Figure 2. Map of the rectangular TFs grouped according to the criteria listed in Table 2 and associated with 
each CSS. Bold coloured lines show the top edge of fault sources and TF floating paths. The faulting 
mechanism is colour-coded as in Figure 1.  
 
Figure 3. Illustration of the main elements used for mapping the MOS. The TF is positioned at all grid points 
that fall inside a CSS. 
 
Figure 4. Gaussian and random slip distributions applied to the TFs in the wavefield simulation. See Table 2 
and Appendix 1 for the TF groups, slip distributions groups, and corresponding CSSs. 
 
Figure 5. HF-MOS maps for PGA (g) and PGV (cm/sec), using Gaussian (A) and random (B) slip 
distributions on the fault sources. 
 
Figure 6. HF-MOS maps for the Housner Intensity, SI-HI (expressed in cm), using Gaussian (A) and 
random (B) slip distributions on the fault sources. 
 
Figure 7. PGA derived from NGA GMPEs (Kaklamanos et al., 2010) for normal-oblique faulting (rake = -
45°) and a Vs30 of 810 m/s compared with stochastic wavefield simulations with EXSIM for Gaussian 
slip distribution centred on the fault. Computations are carried out using seismic source TFG08 (46.8 x 
22.1 km; MW 7.1), and results are plotted across (left panels) and parallel (right panel) to the strike of the 
fault. Notice that profiles parallel to strike do not cross necessarily the area of higher shaking. Three 
different dipping angles are taken into account: 25°, 45° and 75° (top to bottom panels, respectively).Four 
different NGA-GMPEs are considered: Blue, BA08 (Boore and Atkinson, 2008); green, AS08 
(Abrahamson and Silva, 2008); magenta, CB08 (Campbell and Bozorgnia, 2008); and black, CY08 
(Chiou and Youngs, 2008). The red line and the red dotted line are stochastic-derived PGAs, respectively 
for a stress drop of 20 and 10 MPa, obtained as the mean of over 30 simulations performed with EXSIM.  
 
Figure 8. PGA derived from NGA GMPEs (Kaklamanos et al., 2010) for reverse-oblique faulting (rake = 
45°) and a Vs30 of 810 m/s compared with stochastic wavefield simulations with EXSIM for a Gaussian 
slip distribution centered on the fault. For further details, see legend to Figure 7.  
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Figure 9. HF-MOS map converted into macroseismic intensites (MCS scale) using the PGV-intensity 
relationship proposed by Faenza and Michelini (2010). 
 
Figure 10. Comparisons between the HF-MOS-derived (Gaussian, top panel; random, bottom panel) and 
historical macroseismic intensities (Is; MCS scale). The calculated differences (D) at each site were 
grouped into four classes, as: (a) blue, D <-1; (b) green, -1< D <+1; (c) orange, +1 < D <+4; and (d) red, 
D >+4. The histogram shows the relative weight of each class: solid columns, all Is values (10,055 sites); 
hatched columns, only Is ≥6 (6,940 sites). 
 
Figure 11. Geographic distributions of sites where differences between HF-MOS-derived and historical 
macroseismic intensities are calculated for all values: (a) blue, D <-1; (b) green, -1 <D  <+1; (c) orange, 
+1 <D  <+4; and (d) red, D  >+4. 
 
Figure 12. Geographic distributions of sites where difference between HF-MOS-derived and historical 
macroseismic intensities are calculated for Is ³6 MCS: (a) blue, D  <-1; (b) green, -1 <D  <+1; (c) 
orange, +1 < D  <+4; and (d) red, D  >+4. 
 
Figure 13. Top: seismic hazard map of Italy (MPS04) for PGA with 2% probability of exceedance in 50 
years (return period, 2,475 years) (from Gruppo di Lavoro MPS, 2004; Meletti and Montaldo, 2007). 
Color coding as in Figure 5. Bottom: difference between the seismic hazard map above and the HF-MOS-
derived map, for the Gaussian case (left) and random case (right). HF-MOS maps highlight areas where 
ground shaking was not identified by the probabilistic method; one of such areas is seen along the 
northern Apennines-Po plain boundary. When using a random slip distribution, the ground shaking 
increases by as much as 0.05-0.20 g along the Apennines, in the Calabria Arc and in northeastern Italy. 
Notice also that the levels of shaking predicted by HF-MOS maps may also be lower than predicted by 
the seismic hazard map of Italy for a 2% exceedance probability (for example along the CSSs listed as 
ITCS015 and ITCCS058; Fig. 1). 
 
Figure 14. PGA profiles along and across the TFG08 fault source (L, 46.8 km; W, 22.1 km; Mw 7.1). Left: 
depth-to-top of fault fixed at 1 km, and dip angles of 25° (solid), 45° (dash-dotted), and 75° (dotted). 
Right: dip angle fixed at 45°, and depth-to-top of fault of 1 km (solid), 2 km (dotted), 3 km (dash-dotted), 
and 4 km (dashed). 
 
Figure 15. PGA profiles calculated from the stochastic wavefield simulations. Source, TFG08 (L, 46.8 km; 
W, 22.1 km; Mw 7.1), with varying dip angles: top to bottom, 25°, 45° and 75°. The slip distribution is 
assumed Gaussian. Dotted lines, maximum slip located near the lower-left and lower-right corners of the 
High-Frequency Maximum Observable Shaking Map of Italy 
 
 
24 
fault; dashed lines, maximum slip located near the upper-left and upper-right corners of the fault; solid 
lines, maximum slip located in the center of the fault. 
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HF MOS map in terms of PGA HF MOS map in terms of PGA 
  
A (Gaussian) B (random) 
HF MOS map in terms of PGV HF MOS map in terms of PGV  
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Appendix 2. Input parameters for the EXSIM program. 
 
Parameter Value 
Moment magnitude (Mw) 5.9, 6.3, 6.7 and 7.1 
Fault orientation (strike) 0° 
Fault orientation (dip) 25°, 45° and 75° 
Fault depth to upper edge (H) 1, 5 and 10 km 
Fault dimension  see Appendix 1. 
Sub-fault length and width see Appendix 1. 
Input hypo at sub-fault see Appendix 1. 
Fast Fourier Transform  Dynamic allocation of points 
Sample interval 0.01 s 
Shear-wave velocity 3.5 km/s 
Density 2.694 g/cm
3
  
Rupture velocity 0.8 x shear wave velocity 
K 0.03 s 
Q(f) 100.* f 
Stress parameters 20 MPa 
Flocut, nslope  0.0 and 8 
Iseed, nsims 309 and 30 runs 
Geometric attenuation If R < 30, R
-1 
; else R
-0.5
 
Distance-dependent duration To + 0.1 R (s) 
Windowing function Saragoni-Hart 
Amplification function Not applied 
Slip model Random & Gaussian distribution 
Dynamic flag and pulsing (%) 1 and 50 
Low frequency treatment D_Motazedian's Taper 
D_Motazedian's taper coeff -0.50 
Damping 5% critical damping 
Analytical flag OFF 
 
 
