This paper presents a technique that can be used to fuse data from multiple sensors that are employed in nondestructive evaluation (NDE) applications, specifically for the in-line inspection of gas transmission pipelines. A radial basis function artificial neural network is used to perform geometric transformations on data obtained from multiple sources. The technique allows the user to define the redundant and complementary information present in the data sets.
INTRODUCTION
Nondestructive evaluation (NDE) plays a vital role in the operation and maintenance of large infrastructure such as gas transmission pipelines, nuclear power plants, aircraft, bridges and highways, etc. As this infrastructure continues to age it is essential that the inspection techniques reliably and accurately predict the integrity of these systems [1] . No single NDE method is capable of inspecting everything and extracting all required information -a combination of methods must be used and the resulting data fused to extract relevant information. Moreover, newer systems that are developed are often made of composite materials that include metals and dielectrics. One interrogation modality cannot be used to inspect such components for reliability -multiple tests are always needed [2] . The authors used discrete cosine transforms to fuse the two images in the transform domain. An example of heterogeneous data fusion is a technique to combine an eddy current image and an infrared thermal image of the same test specimen [3] . The authors used a total of six pixel-level data fusion techniques: maximum amplitude, integration, averaging, weighted averaging, Bayesian analysis and DempsterShafer theory. Ultrasonic and eddy-current NDE images have been combined using Bayesian analysis [4] ; linear minimum mean square error (LMMSE) filter [5] and image morphological techniques [6] .
The efficacy of these previous data fusion algorithms have typically been demonstrated by showing that the fused image amplifies features that cannot be discerned in the original NDE images that are input to the algorithm. There have not been sufficient attempts to define quantitative measures for this purpose. In this paper, we attempt to address the measurement of the effectiveness of a data fusion technique by explicitly defining the information expected as a result of the fusion process.
APPROACH
When NDE images that are obtained from different inspection methods are fused, the fused image can be assumed to contain two main types of information that are related to the characteristics of the test object: redundant and complementary information. Redundant information is the information related to the defect that is common among different inspection methods and can be used to increase the reliability of the defect characterization result. Complementary information is the defect related information that is unique to each inspection method and can be used to improve the accuracy of defect characterization. Figure 1 pictorially depicts the redundant and complementary information in the data fusion process.
(2) where O represents a homomorphic operator. For this case, the homomorphic operator was chosen to be the addition operator, +. Therefore, Equation (2) becomes: h1(r)+g1(xl) g2(X2)
In order to use the technique defined by Equation (3), the three arbitrary functions h1(r), g1 and g2 must be determined. The function h1(r) is chosen depending on the needs of the user. The function g2 is defined as a conditioning function and is an application-dependant function that may be used to condition the data to better suit the application. An example of this is if the data values within x2 have spread over a wide range, g2 may be chosen to be a logarithmic function. If h and g2 are specified, a universal approximation technique may be used to determine the function that maps g1 to the rest of the expression in Equation (4). g1(xI)= g2(x2)-hi(r) (4) Ideally, a radial basis function will produce the best function approximation of g1 given the proper training data. If the conditioning function g2 is assumed to be an identity function, Equation (4) can be simplified to: g1 (x1) = x2 -h1(r) (5) where xl is the training input of the RBF and the expression x2-h1 (r) is the training output.
After the RBF neural network has been trained with an appropriate training data set, the network is ready to receive the testing data set. The testing procedure is described as: h1(r)= X2 -g1(XI) (6) The RBF neural network is fed the testing xl data as in the training sequence. However, the output of the network x2-h1 (r) is inverted and x2 is subtracted from the inverted output. Therefore, the redundant data is effectively extracted resulting in h1 (r) as the final output.
The complementary information extraction technique follows a mathematical process that is almost identical to the redundant data extraction technique. Equation (1) becomes: f{xI (r,cI),x2 (r, c2 )}= h2 (cl c2)
where h1 (r) has been replaced with h2 (cl, c2). Also, the RBF neural network whose output is denoted as g, is different for the complementary data extraction technique since the network has been trained with complementary, not redundant, data.
hl (+91 (XI) = 92 (X2)
IMPLEMENTATION RESULTS
A suite of test specimens was fabricated to mimic defects arising from pitting corrosion that occurs in underground gas transmission pipelines. The specimens were subjected to three kinds of NDE: ultrasonic testing (UT), magnetic flux leakage (MFL) and thermal imaging. Defect signature images resulting from inspecting these specimens are combined in pairs using the data fusion algorithm described in this paper. The definitions of redundant and complementary information can be made by comparing the NDE signature for each of the inspection methods with the actual defect characteristics, which are known, for the specimen suite. Figure 2 illustrates this definition process. 
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