Centralized control, the main idea of SDN (Software-Defined Networking) to simplify the control flow, may make SDN suffer from performance bottlenecks. Therefore, we need to use a distributed control plane to overcome the problem. But there are also consistency problem in distributed control plane of SDN. In this paper, we first quantize the consistency, communication costs and availability with relevant research of SDN distributed control plane. Secondly, by normalized calculation, we find the relationship between them. Then we propose a dynamic consistency algorithm for the control plane of SDN. Finally, we corroborate the validity of the algorithm by some experiments. The experimental results show that the proposed algorithm can effectively improve the plane consistency of SDN control.
Introduction
With the popularization of SDN network, centralized control [1] not only brings innovation and convenience for network applications [2] but also brings some problems such as reliability, scalability and availability. How to deploy in the WAN instead of how to deploy in the virtual machine and LAN has become a critical issue in the development of SDN. In the face of the growing demand for data and the expansion of SDN networks the most important aspect is the expansion of the control plane.
Controller who play a very important role in SDN. is the convergence place of information of the whole network and starting point of the whole network instruction. It plays a very important role in grasping the resource view of the whole network and improving the delivery of network resources. Centralized of control ability means the safety and performance of the controller becomes the bottleneck of the whole network [3] . Once the controller is not guaranteed in terms of performance or security, the speed of individual controller performance cannot meet the requirements of the controller to improve the speed. followed by the whole network of service capacity degradation or even paralyzed. In addition, a single controller cannot cope with multiple regional SDN network problems. Therefore, we need to use multiple SDN controller composed of distributed clusters. In order to avoid the reliability, scalability, performance issues in a single controller node.
Research Status
Whether it is to solve the SDN network reliability or scalability, most of the current methods are based on the idea of multi-controller. Literature [4] proposed that multiple redundant controllers use BFT (byzantine fault tolerant) technology to enhance the reliability of the control layer for the problem that paralyzed of whole network caused by the abnormal main controller. In addition, Literature [5] proposed a method of working with multiple distributed controllers to solve the scalability of SDN networks in view of the growing size of SDN networks and the limited performance of individual controllers. With the deepening of the research of distributed controller plane, how to synchronize the information between the controllers and make the network more consistent is the fundamental problem that the above research needs to be solved.
The main purpose of maintaining the SDN controller consistency is to ensure that the network events acquired by the host controller (or local controller) can be shared to the other controller. So that multiple controllers can agree on the view of the whole network. In the distributed control plane composed of SDN multi-controller, the relationship between the consistency and availability of the whole system is very close [6] . Strong consistency facilitates a more consistent view of the network between multiple controllers, making the upper layer application based on centralized control even better. However, this will also lead to more communication overhead and latency affecting performance at the control level and reducing its availability. However, if the system wants to get a higher availability. you need a reasonable allocation and resource mobilization of the entire control plane. So there is also a certain degree of requirements of the consistency.
At present, the consistency of SDN controller is mainly achieving through the distributed data storage system [7] . The choice of consistency agreement, data interaction and synchronization method is limited. so it is difficult to meet the upper application of diversified deployment and traffic optimization needs [8] . Literature [9] adds control algorithms to the infrastructure to enhance the consistency of the SDN control plane in order to improve the consistency of the SDN network. However this approach is contrary to the core idea of SDN. Literature [10] uses a replicated transactional database schema and a DHT (Distributed Hash Table) schema to solve the problem of consistency. In literature [11] , a hierarchical strategy scheme is adopted to solve the problem of concurrency strategy consistency.
In the literature [12] , an extended scheme and the consistency update algorithm of the control plane are proposed based on the idea of distributed cluster technology. The algorithm not only updates the control node according to the specific event that triggers the change of the network state. but also solves the problem that SDN centralized control architecture cannot adapt to large-scale network, poor network expansion and possible logical consistency.
The availability of the system is the key to ensuring the user experience while ensuring consistency [13] . In order to ensure the usability of the system, the literature [14] sacrifice a certain degree of consistency. so that the system should be more able to deal with the failure. The literature [15] divides the entire network topology into multiple partitions. Each partition is managed by a separate controller so that the controllers of multiple partitions share the management of the entire network topology and thus the network partitioning algorithm is designed and implemented. Improve the availability of control planes.
At present. researchers mainly focus on the SDN distributed control plane esign and implementation and the qualitative research on the consistency of different intensity is lack of further quantification and optimization. Literature [16] research the quantitative relationship of consistency, performance and usability. Based on this, the author calculate the cooperative optimization and the condition of obtaining the optimal value of the consistency of SDN multi-controller. The research has important practical application value for improving the overall performance of SDN control level. However, there is a little rough of the quantization of usability, and in the optimizing problem only a single condition is restricted rather than comprehensive optimization.
This paper first quantifies the consistency. communication overhead and availability. Then found the optimal value under certain limit. We also do a comprehensive optimization of them, and give a consistency method for SDN distribution control plane.
Quantification and Relationship Derivation

Consistency
The SDN controller node has local cache or communication delay. so the network events in the control area may not be shared in time to the rest controller in the system. resulting in the inconsistencies of the network views. Therefore, we use the degree of difference between the network events of the controller as a measure of consistency, the greater the degree means that the weaker system consistency.
Define the consistency of the controller node
i E is the number of network events on controller node i CN . and i E ∆ is the maximum number of network events i E that have been updated on the controller node but are not yet synchronized. The larger the value of i c , the weaker the consistency of the node i CN .
The consistency of the whole system can be defined as:
n is the number of controllers in the network. If 1 ≤ C . it means that each node has at most one event which need to synchronize. corresponding to a strong consistency of the distributed multi-controller network.
Communication Overhead
When a controller node i CN synchronizes a network event i E , the resulting data packet is usually smaller. averaging about 1 KB. and no more than 4KB [17] . So the number of communication times per unit time can be used as a measure of communication overhead [18] . The minimum cost of a single node
i h is the occurrence rate of the event i E on the node i CN . The formula indicates that the controller node i CN can achieve the minimum communication overhead by performing a consistent synchronization between the nodes each time the consistency limit i C reached. There are N nodes in the system. If an event occurs, the controller first sends messages to the main controller, resulting in a communication overhead. and then the main controller synchronize the information to the other controller, resulting in n-1 communication overhead. So the communication times is a total of n. The communication overhead of the whole system can be written as
Availability
In a highly consistent multi-controller network when a node or link fails resulting in the different network views between the controllers. Because the control plane cannot reach a strong consistency of the network view the control plane will no longer be able to continue to work and loss the availability. If the controller nodes are allowed to tolerate short-term failures when the consistency strength is reduced and the network events that are partially updated in the local cache are allowed.
As mentioned in the literature [19] the system availability can be defined as MTTR MTTF MTTF + .
The MTTF represents the average time at which the system is operating normally to the point where the system fails. The MTTR indicates the point at which the system failed to complete the average time of repair and re-use. In both cases the MTTR depends on the hardware design of the system. regardless of the configuration of the consistency parameters. The stronger consistency the system is more likely to fail due to frequent communication. Therefore, the relevant research on consistency will focus on MTTF. This paper use all the number of events as a measure of quantitative units of the system for the unit unity. The MTTF value in the controller node i CN should be the smaller value of the upper limit of the node consistency i C and the number of events that occurred when a node failure occurred 
We have quantified the three main attributes of SDN distribution control plane. then we will study the relationship between them in order to set the appropriate parameters for the above attributes to reduce the communication overhead of the entire control layer.
Interrelationships
After we measure the consistency communication overhead. and availability of the control plane separately this paper examine the relationship between them to determine how to configure the parameters in the system to get the optimal system. If It can be seen that the upper bound of the consistency of each node is proportional to the square root of the network event occurrence rate. Therefore, under the given global constraints. the minimum consistency of each node can be allocated according to the rate at which each node generates network events to obtain the minimum communication overhead.
For the availability and the consistency, . the above inequality is given an equal sign:
It can be seen that the value of consistency depends on the rate at which the node generates network events. When the relationship between the two is proportional the availability of the entire control plane is maximized.
In summary, when the consistency parameter is proportional to the rate of occurrence of the event. the whole system can produce the minimum communication overhead while maximizing the availability.
Experimental Verification
In order to test the quantization model this paper uses C language to implement an emulator to simulate the consistency between multiple controllers. The experiment is based on the Internet 2 OS3E network topology. OS3E is an all over the United States for advanced scientific research SDN network [20] . OS3E has 34 nodes and 42 links, each node represents an independent university or organization, usually need to deploy an SDN controller. Thus, in this emulator this article assumes that a controller is deployed on each node of the OS3E. and that a consistent interaction is required between the controllers.
For the occurrence rate of the events in each node in OS3E this paper is based on the statistical data from the Stanford University campus network [21] . This paper records the relationship between the velocity and the time of the flow. We simulate each data stream as an event. In addition, taking into account the possibility of two events on a single controller interval is too long. resulting in the previous event cannot be synchronized in time. The simulation each method will be 5 minutes every additional synchronization.
This paper default OS3E network is heterogeneous. each time the node network event update rate in the average update rate up and down 30% random value.
There are three conformance strategies implemented in the emulator: Strong mode: Ensures that each event in the SDN network can be globally shared in a timely manner. i. e. .
≤
C . corresponding to a strong consistency system. Weak mode: Under the premise of satisfying the consistency constraint. the weakest consistency agreement is selected among the nodes and the consistency configuration of each node is the same. I. e. . i ∀ . max C c i = . corresponds to a weak consistency system. Dynamic mode: Based on the analysis results of the above quantitative model. we design a flexible consistency agreement to coordinate the consistency of each node with the update rate of its network events.
By analyzing the simulation results of the above three strategies the advantage of the quantization model is compared with the common consistency model in SDN network. Assume that its global consistency constraint 2 max = C (for Weak and Dynamic). and in the above experimental environment for its simulation test. Figure 1 chooses the time for horizontal coordinates and the communication overhead vertical coordinates. The figure shows the simulation results of the global communication overhead under this constraint. It can be seen from the simulation results that the Dynamic mode has the minimum communication overhead in three consistency strategies. The communication overhead of Strong mode is the largest. and the trend of the three mode is roughly the same over time. It is worth mentioning that Dynamic mode and Weak mode have the same global consistency coefficient. but Dynamic mode have lower communication overhead. It is shown that Dynamic mode is better than Weak mode in each architecture where the event rate is different. and Dynamic mode is more suitable Figure 1 . Communication overhead simulation.
for the actual network. So Dynamic mode can achieve better performance than the usual consistency strategy. Figure 2 chooses the time for the horizontal coordinates and the availability for the vertical coordinates. The figure shows the comparison of the availability of the three modes. Since the rate of network events generated by each node is very fast in order not to exceed the upper limit of the local consistency constraint after the fault the fault repair time m is 0. 01s. Strong mode has a consistency factor of 1. its availability is much lower than the other two modes. It can be seen that the availability of Dynamic mode and Weak mode is approximately equal. and the availability of Weak mode is higher in the 12 to 18-point range.
Conclusion
This paper mainly discusses the consistency of SDN control plane. Firstly, we have related work and research about some introduction for SDN control plane distributed system. Then based on the characteristics of SDN. we quantize consistency communication overhead and availability. a quantitative analysis and establish a model. Then we study the relationship between them and we obtain the relationship which provides guidance for the configuration of consistency parameters between them. Finally, the consistency method based on the above quantitative model is compared with the traditional consistency method. The experimental results show that the method can effectively improve the performance and usability of the control level. In the future work, we will further refine the numerical relationship between them to find a better solution. At the same time, in order to run the algorithm better we will collect the data of the distributed system for more days to process. Then, we will calculate the average event rate for the algorithm to use and be more scientific determine the value of C or other parameters. At the same time, we will test its effect in the SDN simulation environment so that the algorithm has been more widely used.
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