Internet of things (IoT) aims at bringing together large business enterprise solutions and architectures for handling the huge amount of data generated by millions of devices. For this aim, IoT is necessary to connect various devices and provide a common platform for storage and retrieval of information without fail. However, the success of IoT depends on the novelty of network and its capability in sustaining the increasing demand by users. In this paper, a self-aware communication architecture (SACA) is proposed for sustainable networking over IoT devices. The proposed approach employs the concept of mobile fog servers which make relay using the train and unmanned aerial vehicle (UAV) networks. The problem is presented based on Wald's maximum model, which is resolved by the application of a distributed node management (DNM) system and state dependency formulations. The proposed approach is capable of providing prolonged connectivity by increasing the network reliability and sustainability even in the case of failures. The effectiveness of the proposed approach is demonstrated through numerical and network simulations in terms of significant gains attained with lesser delay and fewer packet losses. The proposed approach is also evaluated against Sybil, wormhole, and DDoS attacks for analyzing its sustainability and probability of connectivity in unfavorable conditions.
Introduction
Sustainable communication is one of the key demands of network devices. With a large number of network devices making continuous requests, it becomes important to provide architectural support for continuous connectivity. With a tremendous growth in the number of devices already observed and expected in the near future, sustainable and context-aware communication is in high demand [1] .
Internet of things (IoT) has bridged the gap between the network technology and the devices operating over it. Most of the devices are able to utilize the network as a service for sharing data between them. Availability and easy access are the critical issues to be handled with a high number of devices operating on a common platform for service capturing [2, 3] . Infrastructure and network play a key role in providing services to all the devices. A novel architecture can enhance the session quality and can provide prolonged connectivity even in the nonsupporting conditions such as failures, network breakdowns, or security breaches.
With a demand of efficient data management, continuous connectivity, security, and context-aware service provisioning, it becomes important to provide an architecture which can maintain connections between nodes [4, 5] . Most of the authors have defined sustainability according to the domain and area of application such as IoT for water management [6] . Use of artificial intelligence and machine learning approaches can be two of the key solutions for sustainable IoT. Efficient networks can provide enhanced management and control over the devices, whereas a slight irregularity in the network can make it vulnerable to many issues such as privacy, trust, and session hijacking [7] [8] [9] . A novel network can provide a common solution for sustainable IoT and can form the backbone of most of the approaches. There are several approaches that aim at the formation of sustainable IoT by considering the service-level solutions, which are specific to a particular domain. However, the success of such approaches depends on the novelty in network layouts. This is an inefficient way of enhancing connectivity until the underlying network is not robust enough to support the service solutions. Thus, 2 Mobile Information Systems in order to overcome the issue of network breakdowns for sustainable IoT, a novel architecture is proposed in this paper, which forms an intelligent solution for node management. The proposed approach uses a key concept of fog computing but in a novel way by placing fog servers on a train network.
Fog computing/fogging is an innovative nomenclature given to the near user cloud to reduce the latency involved in the flow of data [10] . With major of its properties derived from cloud computing, fogging also utilizes the key concept of mobile clouds [11] . However, it should not be confused with the mobile cloud operations, since mobile cloud aims at utilizing the mobile devices as a platform for implementing cloud applications which are handled as batches, whereas, in this paper, mobile fog computing refers to placing fog servers on fast-moving platforms which can handle the demand for continuous connectivity irrespective of the number of users.
A multitier architecture is proposed in this paper, which provides a self-aware communication setup for handling services across the network. The proposed approach uses unmanned aerial vehicles (UAVs) as intermediate flying routers between the fixed on-ground nodes to provide immediate and efficient connectivity. UAVs can fly in controlled as well as autonomous formations [12, 13] . UAVs have already proven their utility in the upcoming networks and can provide coverage over the large areas [14] [15] [16] [17] . Although server computations can be performed on the aerial vehicles, this requires consideration of payload which is a constraint in the utilization of UAVs for operations that require heavy equipment.
Train networks form the key part of the proposed solution which is the actual near user site for placing the fog servers and is an intermediate between the user network and the core network. A distributed node management (DNM) module is used by station terminals for managing all the network nodes considering a state diagram which is defined over the order of connectivity.
The proposed self-aware communication architecture (SACA) is a multimodular hybrid network approach which utilizes the train network and UAV network to exploit the service-guaranteeing features of upcoming 5G networks. Further, sensor feeding, sensor signatures, and content-based server allocation policies are used for managing the load by forming optimization problems using Wald's maximum model [18] . The key contributions of the proposed solution are listed as follows:
(i) A novel hybrid architecture comprising train and UAV networks using the concept of fogging (ii) Sensor signatures and content-based server allocation for load balancing (iii) Highly reliable and sustainable network formation even during node/link failures as well as during network attacks (iv) Intelligent decision-making in the case of network threats and attacks using network state dependency and DNM
The rest of the paper is organized as follows: Section 2 presents the related work. Section 3 presents the motivation and problem statement. Section 4 gives the details of proposed work along with the theoretical analyses. Section 5 evaluates the performance of the proposed approach. Section 6 presents discussions, open issues, and comparison with the existing state-of-the-art approaches. Finally, Section 7 concludes the paper.
Related Work
Internet of things aims at providing connectivity to all and connectivity on the go. With a large number of devices generating a huge amount of data and service requests, it becomes important to provide a sustainable strategy that can withstand such tremendous demand for connectivity. Over the years, a lot of attempts have been made for designing sustainable architectures and models to support a large number of IoT devices.
Sustainable IoT.
IoT has made life much easier for humans but complex for the devices and technology handling it. Handling a large number of requests, data dropouts, and security issues and connection stability are the key metrics for defining the sustainable IoT [2, 19] . Many architectures and models exist which have utilized one or other features to provide prolonged connectivity between the IoT devices and network infrastructure. Some of them have focused on device-to-device approach [20] , while others emphasized on device-to-infrastructure-to-device methodology [21, 22] .
Riedel et al. [23] used web-service gateways along with the code generation to enhance the sustainability of IoT networks. However, depending heavily on the client side gateway can add up to the issues of congestion in a network comprising a large number of simultaneously operating devices. Designing of efficient systems on a chip for providing energy efficient connectivity can also provide sustainable IoT [1] . El Kaed et al. [4] developed a semantic query system for industrial IoT. The authors utilized the concept of semantic tagging of products for making a sustainable IoT for industrial applications. However, the primary focus of their approach is in the selection of gateways which ignores other key factors such as reliability and fault-tolerance.
Sustainable Fogging.
Cloud and fog computing based IoT can provide a vast range of applications using the service selection strategies [24, 25] . The operability of an efficient fog computing environment depends on the efficient policy formation [26] . With a focus on the application-oriented near user cloud formation, policy driver architectures can provide sustainable connectivity. Embedding existing wireless sensor solutions into the cloud environment allows the formation of an efficient fog computing environment [27] .
Chen [28] considered a food chain as a cyberphysical system and proposed an intelligent approach for food traceability using the concept of fog computing. The author proposed an architecture that can handle the dynamics involved in food traceability. Luan et al. [29] defined the credibility of fog computing in bridging the gap between the mobile applications and the cloud computing. The authors emphasized the virtual resource utilization and location-based service allocation as important aspects in building fog environments.
Okay and Ozdemir [35] defined a fog computing model for smart grids. The authors proposed a model which acts as a pivot between the cloud environment and smart grids. Their work focused on laying down the key points required in the formation of sustainable fog architecture, such as latency, self-healing, adaptability, security, and proximity. Tang et al. [36] developed a hierarchical architecture for analyses of big data systems in smart cities. Their architecture aimed at combining the multiple components of smart cities together to perform experimental evaluations of the collected data using event-driven systems. The existing solutions are application specific implementation of the sustainable fog computing having a limited scope in scalability for generic implementations.
Apart from the above approaches, utilizing service as a component of fog computing is an important paradigm in defining reliability and sustainability. Al Faruque and Vatanparvar [37] presented energy management as a service over fog computing. Energy efficient approaches can provide a stable solution for managing the services across the network. However, dependency only on the energy as a paradigm may allow the network to operate for a longer duration but cannot guarantee continuity in the case of threats and node failures. Further, web applications can be improved by provisioning of intelligent and efficient fog environment as well as smart gateways by utilizing the edge cloud architecture over fogging [38, 39] .
Train Networks.
Train networks are predefined and periodically configured networks which relay data utilizing the access points on the stations and antennas over the trains [40] . Trains allow support for heavy traffic as large equipment can easily be deployed over them [41, 42] . With a fixed route and path, a periodical approach can help to sustain the connectivity over the train networks. However, speed and handovers are the keys constraints for utilizing the train networks for crucial data-sustaining applications [43] [44] [45] .
Train network provides a sustainable topology which does not change very often and the route of the trains is changed occasionally [46] . Such property allows ease of governance over networks. Further, with a predefined movement, it is easier to localize the servers placed on trains, which provides a controlled facility movement across the entire network. Such key aspects make train networks suitable for mobile server applications.
Trains can be used as a pivot for placing servers which can provide the facility of fog computing on the move [47] . Vehicle-based fog computing can be readily applied to the train network since this provides better stability and topology control over the entire network [48] . Apart from the advantages of using train networks, it is important to fix a location of the off-site server which will interact with the train servers for connectivity. A central or distributed control authority is also required which can keep a track of server activities as well as the alterations in the topology of the train. Such servers are the intermediate access points in connecting the train servers to the outer network.
Motivation and Problem Statement
The information and communication technologies have seen a tremendous growth in the number of users over the last decade. With an exponential increase in the number of users across different platforms, continuity of services and provisioning of quality is of utmost importance. Connectivity between almost all the devices over the network demands service providers to facilitate fast and efficient data processing. More users generate a large amount of data for transmission over the internet, which causes a huge overhead. In the recent years, a solution to such problem is provided in the form of fog computing, which aims at the formation of private and personalized cloud near the user, which decreases the latency involved in the data-sharing over the internet. Although it can provide an efficient solution for latency, it cannot help in sustaining the continuously increasing demand of users. Amendments are required either in the entire network layout or in the data-handling strategies, which can provide a scalable and sustainable approach for connecting a large number of IoT devices with low complexity.
The problem deals with the enhancement of connectivity between the IoT devices along with the distribution of load appropriately with an aim of connectivity to all. The novel network architecture and service allocation approaches are required which can sustain a load of increasing number of network devices without failure and can handle the pressure of device failure during network attacks.
Proposed Approach
The proposed approach aims at the formation of an intelligent and sustainable architecture for IoT devices using multiple UAVs and train networks. The train networks form the key part of the proposed approach by serving as the 5G-enabled mobile fog servers. The concept of fogging is taken to another level by forming a private near user cloud system rather than the traditional static fog servers. This helps in maintaining the logistics of fogging and allows attaining flexibility in covering a large number of devices with efficient load balancing. Train networks already exist in literature, where trains serve as the mobile terminals in between the user layer and the eNodeB considering a 4G-enabled network. However, the existing train network does not consider the near user fogging as well as cloud formation to improve the connectivity which can help in sustaining the pressure of increasing incoming requests as well as network failures.
Hybrid Fogging Using UAVs and Train
Networks. This section presents the details on the network architecture comprising UAVs and trains. The train network is used as a location site for placing the heavy payloads, that is, fog servers. The fog servers are the key part of the near user cloud systems, which allows data processing within the communication zone of a user rather than transmitting it over the internet. The mobile servers reduce the cost involved in setting a new private cloud system, which otherwise remains static and required multiple connections for covering more users. The mobile fogging approach allows fog servers to be traveling across the terminals with the maintenance of continuous links without consuming extra space. The storage onthe-go is the other key feature of mobile fogging. Further, the data can be easily distributed across the different trains depending on the terminals traversed. A query may arise for using UAVs as a direct fogging server between the small cell access point (S-AP) and the home gateways (HGW), which raises concerns regarding the payload supported by the aerial vehicles. Since fogging deals with the fast evaluations over data without transmitting it across the internet to a core public/private cloud, it requires heavy servers to be placed near user site, which is difficult for UAVs to accommodate. Thus, trains are used as a support for mobile fog servers.
In addition to this, a train system is a well-planned network, which seldom changes over the years with predecided and fixed route of each train. Considering all these aspects, a train system can provide strong support in the formation of sustainable mobile architectures. A representative illustration of the hybrid fogging using train and UAVs networks is shown in Figure 1 with a hierarchical view in Figure 2 . The model comprises multiple macro base stations (MBS), each covering a zone which contains S-APs. The S-APs are the small cells which form the bridge between the train network and the MBS.
The underlying train network comprises two main components, namely, fog server (FS) which forms the key part of mobile fog cloud and train terminals (TT), which are the access points for connectivity between the FS and other network equipment. The direct communication with FS can also be considered; however, since the primary task of the proposed system is to form a sustainable communication setup, TT allows an extra layer of protection which helps in maintaining the continuous connectivity in the network. The connectivity between the HGW which are connected to multiple IoT devices is provided via an additional layer of UAVs which serves as UAV access points (U-AP).
An existing layer of femtocell can be used for connectivity between the HGW and the TT, but, for new network layouts, it is recommended to use dynamic UAVs as these aerial vehicles can reduce the cost involved in the implementation of static networks. Since the distance between the train network and HGW is less, UAVs can be used to provide wireless connectivity. This network can be operated over high-frequency wave system, but this would require low flying support from aerial vehicles as well as a dense network Mobile Information Systems formation between them as high-frequency systems have a limited wavelength, which can be overcome by enhancing power and antenna characteristics.
System
Model. The network model presented in the above section is modeled to satisfy the criteria for reliable and sustainable communications. Let be the set of S-APs which connects the underlying components to the MBS. The underlying components include mobile FS and UAV layer which is the bridge between the HGW and the fog servers.
Let be the set of station terminals (TT) which are the transceiver antennas for connecting FS to the main network line. Let be the set of trains and let be the set of fog servers on each train. Let be the set of UAVs which replaced the traditional femtocell of the networks, and let be the set of users or IoT devices making continuous requests for services over the network.
The network aims at the formation of a dynamic graph ( , ) which updates after a certain interval when the nodes go beyond the transmission range or there is a change in the network topology due to node/link failure. Here, is the set of vertices comprising network components and is the set of edges representing transmission link between the nodes.
The link failure refers to the nonavailability of a route between the nodes despite the nodes being active, whereas the node failure refers to the nonavailability of nodes for intermediate relaying. The selection of the nodes for transmission is carried on the basis of reliability score , sustainability , and the output from a distributed node management (DNM) system which uses Wald's maximum model to optimize the connectivity between the nodes.
In the considered network, the reliability considering the graph = ( , ), where ∈ { ∪ ∪ ∪ ∪ ∪ }, is given using [49] as
where is the number of subgraphs with exactly number of nodes when the nodes fail with a probability = 1− and is the probability of nodes without failure. Thus, reliability can be defined as the probability of the existence of a route to a node in the set during all time of connectivity. This means that a network can be reliable if there exists a graph comprising the nodes and as a source and destination, respectively. Reliability can be considered as the only measure for sustainable networking as done by most of the solutions, but this can lead to inappropriate network formations because there can be a network with = max that does not contain desired and . Hence, it is important to consider the reliability over links along with the reliability over nodes.
Thus, considering the reliability of connections, (1) is altered using [6] , such that
where , are the subgraphs containing and as vertices. Now, the probability of nonfailed nodes and graph formation is given as the ratio of available components for connections to the total number of components, such that is the number of components on all layers in set such that ∑ | | =1 ( ) = (| |+| |+| |+| |+| |+ | |) and | | = 6 as there has to be at least one vertex from all the six possible components. If any of these considerations is unsatisfied, the network fails.
Sustainability is defined in terms of connectivity over the graph between the nodes such that despite the number of failures there is always a route between the source and the destination. Out of the available connections, how many actually provides route defines the sustainability of the network; that is, if the network is active and a node guarantees connectivity in terms of , it cannot guarantee sustainability until or unless it supports communication between the nodes.
Consider a scenario where the UAVs are overoccupied with the load; now the network is reliable, since there exists a path to support existing communications, but, to ensure further connections, the overheads induced due to a sudden increase in the services must be handled immediately to provide sustainable connectivity. Thus, the network sustainability is calculated as the ratio of free links to the available number of links; that is,
where
, such that every entity defines the free links on each layer and are the total links supported at each layer. The value 0 for free components refers to either a link or a node failure.
A graph can be reliable if it ensures the presence of end nodes in the subgraphs and it can be sustainable if it ensures the presence of a link between the end nodes of the subgraphs. The link stability can be attained by minimizing the interference between the nodes operating over the same spectrum as well as by keeping a minimum distance between the UAVs and TTs.
Decision Modeling and Optimization Problem.
A decision system is formed over the reliability and sustainability of the network which helps to sustain the connectivity for longer duration without falling prey to a node or link failures. The decision system uses Wald's maximum model [18, 50] which is used in the case of involvement of two players that participate in a decision-making strategy in a sequential order. This model differs from other decision-making models by the case that the second player always knows the decision taken by the first player. This model fits well to the situation considered in this paper. The model can be applied either as a maximin formulation or as a minimax formulation.
In the considered model, the focus is on the reliability, sustainability, and the degree of connectivity. If (= / ) is the weight assigned to the requests generated by the network, then the decision system aims at finding a state ℎ in the network such that
which refers to minimizing the maximum difference between the links available for handling the pending requests and the demanded links. Here, is the number of links remaining and is the total demanded links. (5) holds when the ideal state considers allocating single link to every service request. However, for load balancing, multiple links are utilized to distribute the load across the network; thus, (5) deduces to
where is the number of links fixed by the ideal state. The model can also be applied to deviation in the case if a decision is to be taken on the basis of multiple instances of subgraphs that are available over the same network. In such scenario, (6) can be represented as minimizing the maximum deviation between the states; that is,
where is the number of instances of subgraphs and is the mean weight. Instead of mean weight, an ideal value can also be calculated to support continuous connectivity and Wald's model can be applied with respect to the ideal weight. The entire network is subjected to three major paradigms which on successful optimization can provide highly balanced and sustainable computing for handling IoT devices. Out of the three optimization problems, one is given in (7) and the other two are as follows:
Equation (8) aims at maximizing the minimum reliability and sustainability of the network.
Self-Aware and Sustainable Communication in IoT.
The proposed architecture involves the hybridization of mobile nodes to provide a sustainable network which can guarantee a reliable and efficient communication over the IoT. The IoT devices require data evaluations to be performed at a rapid pace so as to enhance the reply time to the query maker. The data evaluations depend on the structuring of data, which is not in the scope of this paper; but the pace depends on the type of network and location of the server to perform evaluations, which is considered in this paper.
With the concept of fog computing, the near user site cloud formation provides extensive support for storage, retrieval, caching, and mining of information without any latency. However, the cost and the periodicity of user requests affect the performance of the existing static fog computing. Thus, the proposed SACA utilizes a mobile infrastructure to sustain as well as grow the processing and computation power of a network. This allows handling of a large number of users even in the scenario of network threats, attacks, and node failures.
The proposed SACA utilizes the unique sensor feeding, sensor signatures, and knowledge-depth graphs for the formation of a sustainable architecture, which keeps a track of network states and helps in allocating the server on the basis of load and network alliance. This strategy allows the selection of efficient links and allows load migrations in the case of urgency or operational issues.
Sensor Feeding and Signatures.
The proposed SACA utilizes the existing sensor features to find optimality in the network which can guarantee optimization over reliability, sustainability, and deviation issues. The network comprises IoT devices which have a network card installed providing a unique signature to every device. In the proposed approach, the registration is done in two ways to attain reliability. Every device which registers itself for the connectivity over the proposed model is given a unique registration number by the corresponding FS; however, FS is unaware of the registration sequence and the device to which it is allocated. This process is termed as the sensor feeding.
In sensor feeding, each device in the network requiring connections makes a request to its HGW, which keeps a track of its physical address and gathers all the information about the device activity including the type of data it operates on and allocates a unique sequence counter. Now, as soon as HGW maintains a list of incoming devices, it demands registration IDs from the FS via intermediate access points (UAVs). It is to be noted that this paper does not consider any intelligent activity on the UAVs and treat them only as a forwarding router. FS gives a set of registration IDs to an HGW and also shares the IDs across the other FSs, which helps to maintain a connection on the move. The HGW allocates the registration IDs randomly to every connected device, thus maintaining an abstraction of the sensor signatures from the FSs.
After an initial agreement between the IoT device, HGW, and FS, the HGW sends the property list to FS which now knows the type of data it will receive for the particular registration ID but is unaware of the device making the request. On receiving, FS acknowledges if it can provide the requested services; or, otherwise, it sends the request to the DNM which is placed at the station terminal. Thus, the TT not only acts as train access points but also has a capability of deciding another FS which can handle a service request that is initially declined by an initial FS. The same procedure of sensor signatures and feeding is given in Figure 3 .
DNM is invoked only if an FS is unable to handle the service request; otherwise, the network operations continue without involving new network operations. This helps in maintaining lower latency by reducing the operational impact of DNM. However, in a highly overloaded condition, DNM proves to be handy as it helps to take a predecision and allows efficient allocation of service requests to the available servers. Contrary to this, invoking DNM on every service request increases the handling overhead; thus, the emphasis is given on the policy of invoking DNM only when required.
Knowledge-Depth Graphs.
The DNM forms an integral part of the network and is invoked in the absence of service validation from a requested FS. Usually, the DNM allocates services to FS randomly from the point of view of just handling them. However, it also keeps a record for each state of the network and handles the situation when an FS declines to handle the request despite availability.
The DNM utilizes the concept of Knowledge-Depth (KD) Graphs. The KD graphs are formed by the union of two dynamic graphs, one with knowledge as the property assigned to each of its vertex and the other with the depth of knowledge as a property. The knowledge graphs are represented as * 1 = ( , , ), where is the knowledge set for the vertices in . Value of each element in is calculated as the ratio of total degree of the node ( ) to the total edges in the network; that is,
Higher value for the degree of a node represents better knowledge of the network; similarly, the depth graphs are defined as the level of knowledge, which is expressed as the ratio of the sum of direct links ( ) in all the subgraphs containing the node to the total links available on the layer/tier to which the node belongs, such that
and * 2 = ( , , ). Thus, for each set of vertices and edges, there are two graphs available which are termed as the KD graphs. These graphs help in taking a decision on the basis of requirement of the load. A depth graph is used when the load is to be transferred across the nodes of layers other than FS, whereas knowledge graph is utilized when the load is to be managed across the FS. However, the network can operate using a single KD graph by generalizing the weight associated with the vertices such that the optimal graph is given as * = ( , , ), and
where 1 and 2 are the balancing constants for managing a relation between knowledge and depth such that 0 ≤ 1 ≤ 1 and 1 ≤ 2 ≤ 1 as depth is more important when the knowledge is available.
Load-Based Server Allocation.
The proposed SACA aims at the formation of a sustainable network which guarantees connectivity even in the case of node/link failures. The proposed approach utilizes the KD graphs to take a decision on the basis of network load. The DNM takes a decision on allocating the server on the basis of trivial approach by checking the current load of every available server and the KD properties. The KD graph formed is used to check the available servers for hosting the requested services by an HGW via UAVs and TTs. DNM can take the decision either on the basis of knowledge graph or depth graph or by using the common weight graph by utilizing (9)- (11) . DNM is also capable of selecting multiple servers for handling the data from the same source by dividing the operations between the multiple servers. In the case of availability of multiple servers with similar load handling capabilities, the one with better KD graph properties is selected.
State Maintenance and Learning.
Continuous connectivity depends on the state maintenance and learning about the network situation for maintaining reliability and sustainability. The state maintenance is performed by defining the order of connection. Learning can be achieved only for the first-order connections, since the nodes can have an exact status of the other node. A detailed overview of the state dependency diagram for learning is shown in Figure 4 . The dependency diagram is formed by considering the connectivity between the different tiers of the network. For example, the nodes with direct connectivity are given first-order dependency and nodes with an intermediate are given second-order dependency and so on. This allows easy learning mechanisms and maintenance of "who is connected to whom."
The state maintenance and learning depend on the DNM which play a pivotal role in handling transmission across the entire network. The depth of connectivity defines the learning mechanism of a network. The utilization of mobile FS in handling large processing and storage requests is supported by the formation of a learning system which can be updated with low complexity.
Whenever a selection operation is performed across the FS, the DNM maintains a log on the basis of inputs received from the handling FS. The FS manages the traffic and provides support to DNM for watching the trend in the upcoming The DNM and FS are equipped with the feature of sending warning signals across the entire network beforehand so as to prevent any network threat as well as an anomaly. A remedy to threat is made by not considering the server or node for further communication until the problematic server confirms positive role by sharing its consistent logs without participating in the communication.
Spy-Based Deployment.
The entire network is laid as the initial architecture defined comprising train and UAV network. The operations are performed as a regular network except for the fact that the FS plays a key role in providing near user site cloud services for handling a large number of service requests with low latency. An intelligent system is formed over the TTs, which is termed as DNM which manages and controls the entire network by managing the network state, node configurations, and state logs. An illustration of spy-based deployment of various features over a TT-DNM is shown in Figure 5 .
The deployment as a spy allows close control over the FS and a virtual control over the entire network. The train topology, current network state, and traffic controller form the key part of DNM. All these are passed as an input file to form the main configuration file. This file simply maps the network state to the train topology and the traffic condition by following the time as a controlling metric. Then, a configuration analyzer is invoked which takes a decision on the correctness of network states, after which a service coordinator takes a call on selecting the appropriate server for handling the user requests.
An intermediate analyzer is also provided which takes input from the service coordinator and the inputs from other DNMs to maintain a list of available FS. An API support is provided on the DNM server to easily manage and configure the network policies and maintain a connectivity state. The service coordinator is responsible for managing the information flow across the network. The learning is provided by maintaining file logs of each state which are then passed to the current state analyzer.
Network Alliance for Failures Detection.
The network alliance is a node cooperative system managed by DNMs for preventing network against induced failures which may or may not be caused due to a vulnerability or network attack. The network alliance aims at handling network in the case of node/link failures without affecting its performance. The procedure for network alliance is simple and depends on the state dependency model, virtual DNM control, and periodic analyses of the sustainability value. DNM periodically shifts the control to one of the nodes of every tier which operates as a virtual DNM. All the nodes in the tiers register and share their calculated sustainability value with the virtual DNM node. The virtual DNM node then provides all the accessed information to the TT-DNM which matches the attained information with its state diagram. Such application allows DNM to possess a virtual control over the entire network.
The procedure of network alliance can be conducted either periodically or during failure in the network. The value of and can also be used to decide on conducting network alliance procedures. The steps for network alliance are presented in Algorithm 1. The network alliance helps in understanding the failures in the network, which allows taking a decision on changing interaction procedures with the nodes so as to reduce the delay.
Lemma 1. The depth, knowledge, and probability of connection between the nodes increase with a higher degree of connectivity which improves the reliability of the network.
(1) Input: Current State, DNM -and (2) Output: Decision for continuity or change link (3) set interval (4) while Transmission Continues do (5) check for interval (6) request periodic update (7) select most communicating node from each layer (8) send virtual control to the node (9) receive and map state dependencies (10) if ambiguous ‖S < ‖ < then (11) eliminate node from state-dependencies (12) update neighbours (13) else (14) continue ( Proof. From (9)- (11), the knowledge and depth increase affecting the connectivity between the nodes; this connectivity directly affects the probability of connections between the nodes as the number of subgraphs containing the source and destination will increase with an increase in the overall degree of the nodes. Using (2), with the increase in probability and number of subgraphs, the reliability of the network increases.
Lemma 2. With reliability attaining a maximum value, the sustainability increases and maximizes if available degree per node is equal to times the remaining links ( ).
Proof. Reliability of a network can maximize with an increase in the number of subgraphs containing the source and destination nodes, which further increases with an increase in the probability of connectivity. However, a reliable network does not always guarantee sustainable formations, which depends on the number of connections available and supported by each node. From (5), if = , maximum number of links are available, which increases the number of free links (see (4)), thus, maximizing the sustainability. Proof. With a higher degree per node, a sufficient number of subgraphs are available for connectivity between the nodes, which makes = 1 and, from (1), attains maximum. Now, with at maximum and = 1, = , which makes attain a maximum value.
Remark 4.
Traffic variations and an increase in the number of users making connection demands affect the network reliability.
Proof. With an increase in the number of users making continuous service requests, the probability of falling in different subgraph increases as all the users may not fall in the same subgraph; this decreases the reliability of the network, and alternative paths are required for transmissions. This is the condition for the requirement of load balancing.
Remark 5. The minimum number of connections required to sustain communication is greater than or equal to , where defines the minimum rule for connectivity. The number of station terminals required to allow this transmission depends on the rule of 2 + , where is the radio range of terminals and is the length of a train.
Proof. From (5) and (6), = , which defines the condition for minimum number of connections as stated by the lemma. Now, for the number of terminals, the trivial rule of 2 + is followed as a measure of distance between two TTs, as shown in Figure 6 . Considering wireless multihop transmissions, the antennas are placed on the both ends of train which are connected to each other via FS; now, the antennas over train and TT are assumed to have common radio range , which means the maximum gap between two TTs can be maximum up to 2 + . The placement of TTs in the proposed architecture should be governed by this rule.
Performance Evaluation
The proposed SACA is evaluated in three parts. The first part presents the numerical analyses for reliability and sustainability, the second part presents evaluation of SACA in simulation environment, and the third part evaluates SACA for its sustenance in the presence of intruders and attackers resulting into node failures.
Numerical Analyses.
In the numerical analyses, the results are presented for the variation of a variable (connections) and its impact over the network reliability and sustainability. The numerical analyses are conducted using Matlab6 with configurations given in Table 1 . A total of 1000 users made consistent connection demand in a network operating with 5 tiers. The results are recorded for variation in the number of TTs with respect to the connections demanded by the nodes. The variation in the probability of connectivity affects the performance of the network. With a larger number of free connections, the network capability in handling more users increases. Figure 7 presents the results for variation in the network reliability with variation in the number of terminals available for connectivity operating with 5 UAVs. Also, the graph includes the impact of variation in the number of subgraphs including the source and the destination. With a higher value of intermediate nodes and terminals for connectivity, more links are available for connections. Also, the increase in the number of links is accompanied by an increase in the alternative routes between the source and destination which increases the probability of connectivity of the overall network, thus resulting in an increase in the overall reliability of the network. A reliable network may or may not provide sustainable connectivity as it may have a connection for one set of nodes, while on the other hand it may not provide connectivity between the requested nodes. Since the numerical simulations are performed in a common graph, network sustainability attained a higher value with an increase in the number of TTs as shown in Figure 8 . The increase is marked by an increase in the overall probability of connectivity for the users making continuous requests. Thus, it is concluded from the numerical analyses that the number of intermediate nodes and the connection supported by them heavily impact the performance of the network. However, deployment of more number of TTs and other intermediate nodes will increase the overall cost of network. Thus, selection of an optimal value for the number of intermediate nodes can be performed by considering the level of stability which should be sufficient enough to maintain continuous connections.
Network Simulation Analyses.
The network simulations are conducted using Matlab by creating a scenario comprising all the components as network nodes operating using the configurations of a wireless network. The range of each node is kept fixed at 500 m. The length of a train is taken to be 50 m. The number of aerial nodes varied between 5 and 20 Table 2 .
The IoT devices are modeled using random waypoint, whereas cooperative framework [51] is used for the aerial nodes. In the performed simulations, five trains are made to run with fixed periodicity at a speed of 150 kmph. The IoT devices operate in "Request" mode, which means every device in the network demands authority for transmission during simulations. The baseline of the proposed approach is defined with no failures and complete connectivity between the nodes. Link state routing is applied using as the weight metric. The simulation results are evaluated for the end to end delays and packet loss. The end to end delay (E2D) is calculated using [52] as
where transmission is calculated as the ratio of number of bits transferred to the link speed (rate of transmission),
propagation is the ratio of distance between the nodes to the channel speed, queue is the waiting time of packets before the beginning of processing, and processing is the delay induced during the forwarding of packets. The packet loss is calculated as the ratio of lost packets to the total transmitted over the network.
With a variation in the failure of nodes from 10% to 20%, the end to end delay is recorded 45.7% and 48% higher than the baseline which observed a maximum end to end delay of 27 seconds. The higher values include the entire session delays as shown in Figure 9 . With an increase in the number of users, more requests are made in the network, which affects the availability of connections per component. This increase is reflected in terms of average waiting time, which is included in the end to end delay graphs. However, focusing on the level of complexity considered in the simulations and the number of users making simultaneous requests over limited resources, the lesser delays justify the efficiency of the proposed model. Further, with lesser values of delay, the overall performance of the proposed SACA is very high. The average packet loss for the entire session is very less as shown in Figure 10 . The baseline operations recorded 20.8% and 34.2% lower packet loss in comparison with operations at 10% and 20% failure rate of nodes. The lowest value of 1.21% is recorded for packet loss in the proposed approach. However, with an increase in the number of users and constraints by the increase in average waiting time, the packet loss increases but does not go beyond a value which can affect the network. The overall delivery ratio of the proposed approach remains higher than 90% even in the scenarios of induced failures.
Sustainability Analyses.
The network is sustainable if it provides strong connectivity support even in the case of node/link failures. The maximum cases of failures arise in a network when an attack is induced in the network. An attack can be as severe as resulting into the leakage of information, compromising of user accounts, or even the shutdown of the entire network.
Three different attack scenarios are considered for evaluation of the sustainability of the proposed SACA model, namely, Sybil attack, distributed denial of service (DDoS), and wormhole attack. Sybil attack is vulnerability caused when the users of a system induce false reputation for the intruder node [53] . A DDoS attack is caused by multiple flooding over a single path by network nodes affecting the traffic flow over a particular link [54, 55] . Wormhole attack is a type of false routing by making a glimpse of the presence of an alternative shorter route to the actual node [56] . All these attacks are highly critical for any type of network. These attacks are also time dependent as they take some time to penetrate into the entire network. The results shown in the paper are evaluated for each simulation cycle of 100 seconds.
The proposed approach is evaluated for its probability of connectivity and degree of sustainability in the presence of these attacks. A similar network as that used in the simulations is considered for the evaluation of proposed model in the presence of attacker nodes. The attacks are induced over 20% of the total nodes in the network. For Sybil attack, a false reputation index is given to the attacker nodes and the network pretends to consider these nodes as legitimate. Any data transmitted to these nodes is considered as a dropped packet and results are recorded. Similarly, for DDoS, 20% of the network nodes preoccupy the links leaving a lesser number of subgraphs with source and destination, and, for the wormhole, 20% of the nodes give similar next hop address for generating false routes.
Initially, the results are recorded for the probability of connectivity as shown in Figure 11 . Sybil attack affected the proposed model more in comparison with the DDoS and wormhole attack. This is because of difficulty in identifying the nodes by the DNM while performing network alliance. The dependency over a false node for network alliance causes a reduction in the transmission rate as well as the probability of connectivity. However, with an increase in the number of nodes, more alternative paths are available, which allows an increase in the connectivity. The key advantage of the proposed approach is its high provisioning of sustainable networking. Despite the presence of attacker nodes in the network, the proposed model which utilizes a periodic concept of network alliance via DNM over TTs is capable of keeping aloof the vulnerable nodes from the selected path. Further, the quick succession of next hop in the case of node/link failure during an attack in the proposed model allows a high value for network sustainability as shown in Figure 12 . With an increase in the number of users, the sustainability of the network further increases as the number of subgraphs containing the source and destination increases along with an increase in the number of available links for connectivity.
Discussions and Open Issues
The proposed SACA is capable of providing continuous services even in the adverse conditions which prevent data forwarding as well as decision-making on selecting next hop. SACA uses a DNM module which operates over one or all TTs of train network and allows efficient control over the network. The use of state diagram dependency allows resolution of conflicts involved in the selection on next hop and network alliance is used to handle the failures. The proposed approach is efficient in providing low delay and low packet loss transmission with high reliability, probability of connectivity, and sustainability as proven by the results.
There are other certain architectures which aim at provisioning of sustainable and robust connectivity over IoT devices but in a particular application scenario. Most of them use the existing underlying network model and do not present any variation in network formation. The existing solutions only provide a service-level solution for enhancing the connectivity for IoT devices. A state-of-the-art comparison is presented in Table 3 which presents key contributions for sustainable IoT along with their ideologies. 
Conclusion
IoT demands high support from the underlying network. An efficient network can help in sustaining the services across the devices with prolonged connectivity. In this paper, the problem of sustainable and reliable flow of information is considered over a hybrid network formation. The solution proposed in this paper uses a concept of hybrid multimodular self-aware architecture which helps in providing fault-free communication. The proposed model uses a distributed node management (DNM) system which takes care of network connections and helps in identifying nodes which are reliable and can sustain the pressure of increasing demand of users. An optimization problem is formulated using Wald's maximum model. Analyses show that the proposed approach is capable of providing sustainable and reliable connectivity with lesser delay and fewer packet losses. The proposed approach is also capable of handling transmissions even in the scenarios that are under the threat of Sybil, wormhole, and DDoS attacks. By intelligent decision-making and selfawareness regarding the state of network components, the proposed model can guarantee connectivity even in unfavorable conditions. In the future, we shall be aiming at extending the features of the proposed DNM to more realistic scenarios and testing it using hardware-assisted emulations.
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