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1Kapitel 1
Einleitung
Im DFG-Forschungsprojekt “MiDiLiB”wird die inhaltsbasierte Suche in digitalen Musikbibliothe-
ken untersucht. Teil dieses Forschungsprojekts ist die Suche in klassischen Musikstu¨cken, die in
einer stark vereinfachten Partiturform vorliegen. Ein Benutzer gibt eine Notenfolge Q als Anfra-
ge vor und das Retrievalsystem soll alle Musikstu¨cke der Datenbasis liefern, die Q “enthalten”.
In dem Forschungsprojekt wurde ein effizientes Retrievalsystem entwickelt, das detailliert in [4]
beschrieben wird.
Um auch in großen, extern gelagerten Datenbesta¨nden effizient suchen zu ko¨nnen, kommt in
dem Retrievalsystem ein Index aus invertierten Listen zum Einsatz. Diese Indexvariante stammt
aus der Volltextsuche und wurde an die Suche in Musikstu¨cken angepaßt.
Das Konzept der Indexierung durch invertierte Listen wird allgemein in [5] beschrieben. Es
basiert auf der Annahme, daß sich Konstellationen bzw. Anfragen als Ganzes modifizieren lassen.
Die Menge der erlaubten Modifikationen wird durch eine mathematische Gruppe beschrieben.
Jedes Teilobjekt einer Konstellation wird durch dasselbe Gruppenelement modifiziert.
In dieser Arbeit wird dieses Konzept verallgemeinert. Nicht mehr die Objekte an sich stehen
im Mittelpunkt, sondern die Beziehungen zwischen den Objekten sind entscheidend. Dies fu¨hrt zu
einem verallgemeinerten Konstellationsbegriff, bei dem Konstellationen prima¨r durch Objektre-
lationen beschrieben werden. Die Objektrelationen werden fu¨r eine Anwendung i.d.R. von einem
Experten vorgegeben.
Als motivierende Anwendung wird in dieser Arbeit die Suche in Baupla¨nen verwendet. Eine
typische Anfrage ist hier eine Konstellation aus Rohrleitungen. Dabei wird die Konstellation durch
die Kreuzungen und Vera¨stelungen der einzelnen Rohre untereinander beschrieben. Die La¨ngen der
Rohrleitungen spielen nur eine untergeordnete Rolle. Die verschiedenen Typen von Kreuzungen
und Vera¨stelungen zwischen Objekten sind Beispiele fu¨r Objektrelationen.
Fu¨r die Konstellationssuche werden verschiedene Trefferdefinitionen eingefu¨hrt. Hierdurch hat
der Benutzer die Mo¨glichkeit, die gesuchten Konstellationen na¨her im Kontext der bestehenden
Objektbeziehungen zu beschreiben. Anstelle des Ausdrucks “Konstellationssuche” wird in dieser
Arbeit oft der Begriff “Trefferberechnung” verwendet, da von einem Benutzer zusa¨tzlich zu einer
Anfragekonstellation eine Trefferdefinition ausgewa¨hlt wird.
Fu¨r die in dieser Arbeit betrachtete Konstellationssuche wird das Konzept der invertierten
Listen weiter verallgemeinert.
Bei der allgemeinen Definition der Trefferbegriffe, Suchverfahren und -strukturen werden be-
schriftete Digraphen verwendet. Wie sich zeigen wird, lassen sich auf dieser Basis klassische Such-
verfahren fu¨r die Trefferberechnung verwenden. Allerdings werden diese nicht den besonderen An-
forderungen an eine Suche in großen Datenbesta¨nden gerecht, da hier der Datentransfer zwischen
Hauptspeicher und Massenspeicher eine entscheidende Rolle spielt.
Anhand einer prototypischen Implementierung der Suchverfahren wird demonstriert, daß sich
durch die Verwendung der invertierten Listen im Vergleich zu klassischen Suchverfahren Laufzeit-
vorteile erzielen lassen.
2 KAPITEL 1. EINLEITUNG
Relationale Datenbanken In vielen praktischen Bereichen haben sich relationale Datenbank-
systeme zur Speicherung von Informationen und zur Suche in Datenbesta¨nden etabliert. Die Be-
schreibung von Objektbeziehungen durch Relationen legt die Verwendung von relationalen Daten-
banken zur Konstellationssuche nahe. Dabei werden Relationen in Tabellen gespeichert. Die Suche
nach einer angefragten Konstellation ergibt sich durch Verknu¨pfungen (Joins) der Tabellen.
Die Tabellen sind bei vielen Anwendungen sehr groß, da darin die Informationen u¨ber alle in
der Datenbasis bestehenden Beziehungen zwischen Objekten gespeichert sind.
Bei typischen Anfragen werden fu¨r die Suche nur kleine Teile der Tabellen beno¨tigt. Diese Teile
lassen sich nicht im voraus bestimmen, sondern sind das Ergebnis der Verknu¨pfung von Tabellen.
Praktische Untersuchungen haben diese Aussagen besta¨tigt. Besteht eine Anfrage aus mehr als
vier Objekten, waren die Datentenmengen fu¨r das Testsystem zu groß. Die Berechnungen wurden
nach u¨ber 30 Minuten abgebrochen.
Aus diesem Grund scheiden relationale Datenbanksysteme bei der hier untersuchten Konstel-
lationssuche aus, worauf in dieser Arbeit nicht weiter eingegangen wird.
Aufbau der Arbeit Die Arbeit ist so aufgebaut, daß als erstes ausfu¨hrlich auf die verwendeten
Trefferbegriffe eingegangen wird (Kapitel 2). Dabei erfolgt eine Darstellung der Trefferdefinitionen
aus Anwendungen, bei denen ein Index aus invertierten Listen bereits zum Einsatz kommt (Ab-
schnitt 2.1). Anschließend findet in Abschnitt 2.2 eine Vorstellung einer Architekturanwendung
statt, an der die Unterschiede der alten und neu eingefu¨hrten Trefferbegriffe demonstriert werden.
Als na¨chstes folgt die genaue Definition der Trefferbegriffe. Wie sich im daran anschließenden
Abschnitt herausstellt, lassen sich die Trefferberechnungen auch als spezielle Probleme aus der
Graphentheorie darstellen. Hierbei werden Dokumente durch beschriftete Digraphen repra¨sentiert.
Schließlich werden die neuen Trefferbegriffe mit bereits bestehenden verglichen und weitere
Anwendungsgebiete fu¨r die Konstellationssuche vorgestellt.
In Kapitel 3 erfolgt die Beschreibung der Trefferberechnung. Hier steht die formale Suche im
Vordergrund. Zu Beginn des Kapitels wird auf die allgemeine Problematik eingegangen, die sich im
Zusammenhang mit der Suche in großen, extern gelagerten Datenbesta¨nden ergeben. In Abschnitt
3.2 findet die Vorstellung des Konzept der invertierten Listen statt. Die Beschreibung der formalen
Trefferberechnung erfolgt in Abschnitt 3.3. Hierbei wird auch auf eine Erweiterung des Konzepts
der invertierten Listen eingegangen, wie sie fu¨r die Trefferberechnung beno¨tigt wird. Schließlich
erfolgt im letzten Abschnitt des Kapitels die Besprechung von vier Verfahren zur Trefferberech-
nung. Alle vier basieren auf der Verwendung von invertierten Listen. Allerdings unterscheiden sich
die Verfahren bei der Verwaltung von Zwischenergebnissen.
Auf die praktische Anwendung der Konstellationssuche wird in Kapitel 4 eingegangen. In den
ersten beiden Abschnitten findet eine Beschreibung von Mo¨glichkeiten der Optimierung im Zu-
sammenhang mit den verwendeten invertierten Listen statt. Eine Vorstellung von praktischen
Ergebnissen mit einer prototypischen Implementierung der Berechnungsverfahren erfolgt in Ab-
schnitt 4.3. Hierbei werden die einzelnen Verfahren untereinander verglichen und Abha¨ngigkeiten
der Laufzeiten untersucht.
Den Abschluß dieser Arbeit bildet eine Zusammenfassung sowie ein Ausblick.
3Kapitel 2
Treffer
In diesem Kapitel wird das allgemeine Umfeld der Konstellationssuche erla¨utert. Kern ist dabei
die Einfu¨hrung von vier neuen Trefferarten.
Das Kapitel ist so aufgebaut, daß erst auf klassische Anwendungen im Umfeld einer Suche
in Datenbanken eingegangen wird. Im zweiten Abschnitt wird ein konkreter Anwendungsbereich
vorgestellt. Dieser dient als Motivation und Demonstration fu¨r die im darauffolgenden Abschnitt
definierten neuen Trefferbegriffe. Als na¨chstes wird die Trefferberechnung mit bekannten Proble-
men aus der Graphentheorie verglichen. Die neuen Trefferbegriffe werden anschließen Trefferbegrif-
fen aus anderen Bereichen gegenu¨bergestellt. Abgeschlossen wird dieses Kapitel mit einer kurzen
Beschreibung von Anwendungsgebieten, in denen die Trefferbegriffe und Treffersuche eingesetzt
werden ko¨nnen.
2.1 Einfu¨hrung
Die Suche nach bestimmten Dingen begegnet uns in vielen Situationen. Beispielsweise bei der
Suche nach einem bestimmten Buch im Bu¨cherregal, nach bestimmten Wo¨rtern in Dateien oder
nach bestimmten Bildern in Bilddatenbanken.
Wichtig ist in all diesen Situationen, daß man eine Vorstellung von dem besitzt, was man ei-
gentlich sucht. Man hat also eine (mehr oder weniger) genaue Beschreibung von Eigenschaften des
Gesuchten, des “Treffers”, im Kopf. Oft ist diese Beschreibung nicht eindeutig oder unvollsta¨ndig.
Somit liefert die Suche typischerweise eine Reihe von “Kandidaten”, aus denen, etwa durch de-
taillierte Betrachtung der Kandidaten, einer oder mehrere als das Gesuchte ausgewa¨hlt werden.
Wichtig sind bei der Suche mittels Computer die Eingabe- bzw. Beschreibungsmo¨glichkeiten, um
einen Suchbegriff (bzw. die Treffer) mo¨glichst genau spezifizieren zu ko¨nnen. Natu¨rlich sollten alle
angegebenen Merkmale des Gesuchten bei einer automatischen Suche beru¨cksichtigt werden.
Eine einfache Form der Suche, manuell oder maschinell, ist das Nachschlagen in einem Wo¨r-
terbuch. Ist man z.B. an einer U¨bersetzung des englischen Wortes “right” interessiert, findet man
in einem Englisch-Deutsch Wo¨rterbuch mehrere U¨bersetzungsmo¨glichkeiten: right = rechts, right
= richtig, right = rechte Seite, right = aufrichten. Jeder dieser U¨bersetzungen ist ein Ergebnis der
Suche, ein Treffer. Betrachtet man alle einzelnen Ergebnisse zusammen, so bezeichnet man die
Menge aller Ergebnisse als Treffermenge. Bei der Suche nach U¨bersetzungen des Wortes “right”
besteht die Treffermenge aus den 4 angegebenen U¨bersetzungen (Treffern).
Besitzt man etwa bei der oben erwa¨hnten Suche nach dem Wort “right” die Zusatzinformation,
daß es sich dabei um ein Verb handelt, besitzt die Suche ein eindeutiges Ergebnis: die Treffermenge
besteht aus einem Element, dem Treffer “right = aufrichten”.
Schon dieses einfache Beispiel verdeutlicht, wie wichtig die Angabe von Eigenschaften ist, die
das Gesuchte (ein Treffer) erfu¨llen muß. Eine zu unspezifische Charakterisierung der Suchkriterien
kann zu einer großen Treffermenge fu¨hren, auch wenn der Benutzer nur nach einem bestimmten
Treffer sucht.
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Die Suche einzelner Wo¨rter in Bu¨chern (oder Textdatenbanken) ist eine relativ einfache Form
der Suche. Auch die Suche nach Seiten in einem Buch bzw. nach Dokumenten in einer Textda-
tenbank, die mehrere gegebene Wo¨rter enthalten, gestaltet sich einfach [50]. Komplexer wird die
Suche, wenn zusa¨tzlich zu den gegebenen Wo¨rtern verlangt wird, daß sie in einer bestimmten
Reihenfolge stehen, z.B. die gesuchten Wo¨rter sollen hintereinander stehen.
Die Suche von Wo¨rtern in einer Sammlung von Textdokumenten wird Volltextsuche genannt.
In [50] werden Verfahren zur Volltextsuche beschrieben, die auch fu¨r große Textsammlungen im
Gigabytebereich und daru¨ber effizient anwendbar sind. Ein dort aufgefu¨hrte Suchstrategie, die
Suche mittels invertierter Listen (inverted file index), bildet die Basis fu¨r die in meiner Arbeit
behandelte Konstellationssuche. Zur Vorbereitung auf die Konstellationssuche, bzw. auf die De-
finition von Treffern, werden als na¨chstes einige Anwendungsformen der Suche im multimedialen
Umfeld angesprochen.
2.1.1 Datenbasis, Abstraktion und ga¨ngige Trefferdefinitionen
Dem Leser mag folgende Situation bekannt vorkommen: Man hat irgendwo ein Fragment eines
Liedes aufgeschnappt und mo¨chte Titel und Interpreten des Liedes erfahren.
Im Forschungsbereich “Music Information Retrieval” [41] wird u.a. solchen Fragestellungen
nachgegangen: Finde in einer Datenbank von Musikstu¨cken diejenigen, die ein gegebenes Musik-
fragment enthalten. Wir gehen hier vereinfachend davon aus, daß die Anfrage und alle Musikstu¨cke
in der Datenbank in Partiturform gegeben sind. Ein Treffer ist dann ein Musikstu¨ck, das die ge-
suchte Notenfolge zu einem beliebigen Zeitpunkt entha¨lt. Gesucht ist natu¨rlich die Treffermenge,
d.h. alle Musikstu¨cke der Datenbank, die die Anfrage enthalten. Bevor auf eine formale Definition
von Treffern eingegangen wird, werden kurz einige Begriffe eingefu¨hrt, die die weitere Diskussion
erleichtern.
Datenbasis, Dokument, Objekt Betrachten wir folgende Art der Volltextsuche im Detail:
Finde in einem Buch die Buchseiten, die alle Wo¨rter einer Anfrage enthalten.
Fu¨r die Suche bzw. fu¨r ein Suchverfahren existieren zwei unterschiedliche Sichtweisen: eine reale
und eine abstrakte. Ein reales Buch besteht aus (realen) Buchseiten, wobei jede (reale) Buchseite
als reales Dokument aufgefaßt wird. Dabei ist egal, ob ein Buch bzw. eine Buchseite in Papierform,
als TEX-Dokument oder in eingescannter Form vorliegt.
Jede Buchseite besitzt eine eindeutige Seitennummer. Eine Seitennummer ist i.d.R. eine arabi-
sche oder, z.B. bei einem Vorwort, eine ro¨mische Zahl. Diese Durchnummerierung (Referenzierung)
la¨ßt sich durch eine endliche Indexmenge I erfassen, wobei fu¨r eine Seitennummer i ∈ I des Buches
gilt, daß i eine ro¨mische oder arabische Zahl ist.
Allgemein gilt: Eine reale Datenbasis D′ ist eine Folge von realen Dokumenten D′i, d.h.D′ =
(D′i)i∈I . Auf das Beispiel bezogen ist eine reale Datenbasis ein Buch bestehend aus einer Folge
von realen Dokumenten: den Seiten eines Buches.
Findet die Suche in einer Sammlung von Bu¨chern statt, ist ein (reales) Dokument D′i wei-
terhin eine Buchseite. Allerdings ist die Indexmenge I anders definiert: fu¨r ein i ∈ I ist i =
(ISBN, Seitennummer), d.h. mittels einer Kombination aus ISBN und Seitennummer wird eine
Buchseite eindeutig referenziert.
Das Ergebnis einer Anfrage ist eine Teilmenge von I, d.h. Referenzen auf die realen Dokumente,
die die Anfrage enthalten.
Die Daten bzw. Informationen, auf denen ein Suchalgorithmus aufbaut, basieren auf einer
abstrakten Sichtweise. Diese entspricht einer Modellierung der realen Anschauung. Durch die ab-
strakte Darstellungsform werden die fu¨r die Suche relevanten Informationen in einer fu¨r den Com-
puter “vertra¨glichen” Datenstruktur dargestellt. Fu¨r die Volltextsuche in einem Buch gilt: Eine
reale Buchseite wird abstrakt als Menge von Wo¨rtern dargestellt, d.h. ein abstraktes Dokument
ist eine Menge von Wo¨rtern. Durch diesen Abstraktionsschritt gehen viele Eigenschaften einer
realen Buchseite verloren: u.a. die Reihenfolge der Wo¨rter, ob Wo¨rter mehrfach auf einer Seite
vorkommen und die Formatierung der Seite. Da es aber bei der hier verwendeten Variante der
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Volltextsuche nur darauf ankommt, welche Wo¨rter auf der Seite vorkommen, entha¨lt die abstrakte
Darstellungsform alle no¨tigen Informationen.
Im folgenden wird die reale Sichtweise vernachla¨ssigt, d.h. wenn von einem Dokument die Rede
ist, ist damit ein abstraktes Dokument bzw. eine abstrakte Darstellung eines realen Dokuments
gemeint.
Dadurch ergibt sich fu¨r eine Anwendung folgendes Szenario: Sei O eine Menge von Objekten.
Diese kann in der Theorie unendlich sein. Ein Dokument D ist eine endliche Menge von Objekten,
D ⊆ O. Bzgl. einer Indexmenge I ist eine Datenbasis D eine Folge von Dokumenten, d.h. D =
(Di)i∈I . Die Indexmenge I stellt den Zusammenhang zwischen realen und abstrakten Dokumenten
her: Fu¨r jedes reale Dokument D′i ist Di das entsprechende abstrakte Dokument.
Eine Anfrage Q besteht, wie ein Dokument D, aus einer endlichen Menge von Objekten, d.h.
Q ⊆ O mit |Q| <∞.
Fu¨r die Volltextsuche ergibt sich O als die Menge aller Wo¨rter und fu¨r eine Anfrage Q ergibt
sich der folgende Trefferbegriff:
i ist Treffer bzgl. Q⇔ Q ⊆ Di. (2.1)
Mit Hilfe der Referenz i kann der Benutzer die realen Dokumente D′i betrachten. Auf eine Visua-
lisierung der Treffer in realen Dokumenten wird nicht weiter eingegangen.
Als na¨chstes wird die Suche in Musikstu¨cken kurz diskutiert im Hinblick auf den Abstrakti-
onsschritt, die Datenbasis sowie die Dokumente und Objekte.
Geht man davon aus, daß alle (realen) Musikstu¨cke in Partiturform vorliegen, ist die Darstel-
lung im MIDI-Format [35] ein erster Abstraktionsschritt. Wird jede Note nur durch ihre Tonho¨he p
und Einsatzzeit t beschrieben, erha¨lt man eine noch abstraktere Darstellungsform. Hierfu¨r ergibt
sich folgendes Szenario: Objekte sind abstrakte Noten (p, t), d.h. O = [0 : 127] × N, wobei als
Tonho¨henvorrat der MIDI-Bereich [0 : 127] verwendet wird.
Als Indexmenge I bietet sich eine Kombination aus Komponistenname und Opus an, d.h.
i = (k, o) ∈ I fu¨r Komponist k und Opus o.
DokumenteD und AnfragenQ bilden endliche Teilmengen vonO. Eine Datenbasis D = (Di)i∈I
ist eine Folge von Dokumenten.
Fu¨r eine Anfrage Q werden alle Musikstu¨cke D aus der Datenbasis gesucht, bei denen Q zu
einem beliebigen Zeitpunkt vorkommt. O.B.d.A. nehmen wir an, daß die erste Note einer Anfrage
die Einsatzzeit 0 besitzt. Wenn man die komplette Anfrage Q um Z Zeiteinheiten verschiebt, muß
jede einzelne Note (p, t) der Anfrage, um Z verschoben, in einem TrefferdokumentD ∈ D enthalten
sein, d.h. (p, t+ Z) ∈ D. Damit ergibt sich fu¨r diese Anwendung folgende Definition von Treffern
bzgl. einer Anfrage Q:
i ∈ I ist Treffer bzgl. Q ⇔ ∃Z ∈ N : {(p, t+ Z) | (p, t) ∈ Q} ⊆ Di. (2.2)
Beispiel 2.1.1. In Abbildung 2.1 ist eine AnfrageQ und eine Musikstu¨ckD dargestellt. Verschiebt
man die Anfrage um das Zeitintervall von fu¨nf Viertelnoten, so stimmt die Anfrage mit dem
kompletten 2. Takt u¨berein. ◦
Abbildung 2.1: Oben der Beginn von Beethovens Klaviersonate Opus 2, Nr. 1, unten eine Anfrage.
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Natu¨rlich ko¨nnte man den Trefferbegriff noch erweitern, indem man zusa¨tzlich zur zeitlichen
Verschiebung auch transponierte Vorkommen der Anfrage erlaubt. Diese erlaubten “Operationen”,
etwa zeitliche Verschiebung und/oder Tonho¨hentransponierung, lassen sich in vielen Fa¨llen durch
das in Abschnitt 2.1.2 beschriebene allgemeinere Konzept darstellen.
Allgemein formuliert findet eine Suche in einer Datenbasis (Datenbank) D statt. Eine Da-
tenbasis ist eine endliche Folge von Dokumenten, d.h. D = (Di)i∈I fu¨r eine Indexmenge I. Ein
Dokument der Datenbasis ist eine endliche Menge von Objekten. Die Menge aller mo¨glichen Ob-
jekte wird mit O bezeichnet. Eine Anfrage Q besteht, wie ein Dokument D, aus einer endlichen
Menge von Objekten, d.h. Q ⊆ O, D ⊆ O.
Im folgenden wird eine Indexmenge I einer Datenbasis mitN Dokumenten als Menge {1, . . . , N}
betrachtet und somit eine Datenbasis verku¨rzt durch D = (D1, . . . , DN ) notiert.
Umgangsprachlich ist ein Treffer bezu¨glich einer Anfrage Q ein Dokument D der Datenbasis,
das Q “entha¨lt”, wobei das Enthaltensein (Vorkommen) anwendungsspezifisch definiert wird.
Granularita¨t einer Datenbasis Bei der Volltextsuche wurde als Dokument die Abstraktion
einer Seite eines Buches angenommen. Treffer sind dann die Dokumente bzw. Buchseiten, die alle
Wo¨rter einer Anfrage enthalten. Bei einer Sammlung von Bu¨chern kann ein gesamtes Buch als
Dokument angesehen werden, d.h. hier wird nicht in einzelne Buchseiten unterteilt. Eine Index-
menge wu¨rde dann nur aus ISBN Eintra¨gen bestehen. Im Vergleich zur vorherigen Sichtweise, daß
ein Dokument eine Buchseite ist, liegt jetzt eine gro¨bere Granularita¨t vor, da ein Dokument jetzt
ein ganzes Buch ist. Eine feinere Granularita¨t wa¨re etwa die Modellierung jeder einzelnen Zeile
einer Buchseite als Dokument.
Bei der Suche in Musikstu¨cken ist der Sachverhalt a¨hnlich. Komplette Musikstu¨cke ko¨nnen z.B.
in einzelne Sa¨tze unterteilt werden. Faßt man einen einzelnen Satz als ein Dokument auf, erha¨lt
man eine feinere Granularita¨t als wenn man jedes komplette Musikstu¨ck als Dokument ansieht.
Es bleibt also der Anwendung u¨berlassen, welche Granularita¨t fu¨r den Aufbau einer (ab-
strakten) Datenbasis gewa¨hlt wird.
2.1.2 Mustersuche aus gruppentheoretischer Sicht (G-Treffer)
Die bisher beschriebenen Beispiele lassen sich alle durch ein allgemeines Konzept erfassen, das in
[5] beschrieben ist. Dieses Konzept basiert auf Gruppen. Wie sich spa¨ter herausstellen wird, ist
dieses Konzept ein Sonderfall der in dieser Arbeit vorgestellten Konzepte. Im folgenden wird das
Konzept kurz vorgestellt. Fu¨r eine ausfu¨hrliche Besprechung sei auf [5] verwiesen.
Sei O eine beliebige Menge von Datenobjekten. Z.B. kann man sich im Kontext von Musikda-
tenbanken unter O die Menge aller Noten vorstellen. Wie im letzten Abschnitt eingefu¨hrt ist ein
Dokument D eine Teilmenge von O und eine Datenbasis eine Folge D1, . . . , DN von Dokumenten.
Eine Anfrage Q ist, wie ein Dokument, eine Teilmenge von O, also auch ein Dokument, allerdings
typischerweise mit geringerer Kardinalita¨t als die Dokumente der Datenbasis.
Treffer wurden bei der Suche in Textdokumenten einfach als diejenigen Dokumente D der
Datenbasis definiert, fu¨r die Q eine Teilmenge darstellt, d.h. Q ⊆ D. Bei der Suche in Musikda-
tenbanken ist der Trefferbegriff etwas komplizierter: Eine Anfrage Q darf in zeitlich verschobener
Form in einem Dokument vorkommen. Diese Form von Verschiebungen von Q lassen sich durch
Gruppenoperationen ausdru¨cken.
Sei eine Gruppe G gegeben. Eine Menge O wird zu einer G-Menge vermo¨ge einer Abbildung
G × O → O, (g,m) 7→ gm, wenn (gh)m = g(hm) und 1m = m fu¨r alle g, h ∈ G,m ∈ M erfu¨llt
sind. Man sagt auch: G operiert auf O. Dies induziert G-Operationen auf der Potenzmenge 2O
von O: gT := {gt|t ∈ T} fu¨r T ∈ 2O.
Als G-Treffer wird ein Dokument D mit gQ ⊆ D bezeichnet. Beispielsweise lassen sich die
oben erwa¨hnten zeitlichen Translationen durch die Gruppe (Z,+) realisieren mit gm = g(p, t) :=
(p, t+ g).
Eine G-Operation auf O induziert eine A¨quivalenzrelation auf O. Zwei Elemente m,m′ ∈ O
heißen G-a¨quivalent, wenn ein g ∈ G mit m′ = gm existiert. Die G-A¨quivalenzklassen sind die
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G-Bahnen, die mit Gm := {gm|g ∈ G} bezeichnet werden. Fu¨r ein Repra¨sentantensystem R der
G-Bahnen gilt: M = unionsqr∈RGr.
Fu¨r eine G-Menge O wird Gm := {g ∈ G|gm = m} als Stabilisator von m bezeichnet, der eine
Untergruppe von G darstellt.
Die Berechnung aller G-Treffer bzgl. einer Anfrage Q und einer Datenbasis D = (D1 . . . DN )
gestaltet sich wie folgt: Sei GD(Q) := {(g, i)|g ∈ G, i ∈ [1 : N ], gQ ⊆ Di}. Fu¨r ein m ∈ O
bezeichnet GD(m) := {(g, i)|g ∈ G, i ∈ [1 : N ], gm ∈ Di} die G-invertierte Liste von m. Damit
ergibt sich GD(Q) = ∩m∈QGD(m). Fu¨r ein Repra¨sentantensystem R der G-Bahnen von O la¨ßt
sich jedes m ∈ O durch m = gmrm darstellen mit gm ∈ G und rm ∈ R und es gilt
GD(Q) = ∩m∈QGD(rm)g−1m . (2.3)
Man sieht, daß die invertierten Listen unabha¨ngig von einer Anfrage sind und somit vorab berech-
net werden ko¨nnen. Diese Art von Index wird auch als “inverted file index” bezeichnet.
Fu¨r die Suche in Musikstu¨cken ist R = {(p, 0)|p ∈ [0 : 127]} ein mo¨gliches Repra¨sentantensy-
stem. In R ist also fu¨r jede Tonho¨he genau eine Note enthalten. Jede Note (p, t) la¨ßt sich mit R
durch t(p, 0) ausdru¨cken, wobei t ∈ G. Die invertierte Liste GD(m) fu¨r eine Notem = (p, t) besteht
aus allen Noten mit Tonho¨he t. Mit obiger Formel (2.3) lassen sich so alle Treffer berechnen.
2.1.3 Unscharfe Suche
Bei den bisher besprochenen Anwendungen mußte eine Anfrage “exakt” in einem Dokument vor-
kommen. Bei der Volltextsuche in Bu¨chern wurden nur Seiten als Treffer geliefert, die ein gesuchtes
Wort exakt enthalten; abweichende Formen (Fa¨lle), etwa Plural, wurden nicht als Treffer bezeich-
net. Bei der Suche in Musikstu¨cken mußten Tonho¨hen und Einsatzzeiten u¨bereinstimmen. Gerade
die Angabe von exakten (absoluten) Tonho¨hen bereitet vielen Anwendern große Schwierigkeiten,
wodurch man diesen Trefferbegriff nicht gerade als anwenderfreundlich bezeichnen kann.
Eine Erweiterung der exakten Suche ist die unscharfe Suche. So wu¨rde man bei der Volltext-
suche etwa Pluralformen etc. oder Tippfehler erlauben. Bei der Suche in Musikstu¨cken ko¨nnte der
Benutzer angeben, daß eine bestimmte Anzahl von Tonho¨hen (oder Einsatzzeiten) nur ungefa¨hr,
etwa im Abstand von einem Ganztonschritt, u¨bereinstimmen mu¨ssen.
Eine Variante der unscharfen Suche ist die, daß der Benutzer jedes Objekt seiner Anfrage nicht
exakt festlegt, sondern mo¨gliche Alternativen angibt. Bei einer Suche in Musikstu¨cken etwa durch
die Angabe eines Bereiches oder einer Menge von Tonho¨hen fu¨r eine Note der Anfrage, bei der
Volltextsuche z.B. “Fahrzeug” als Alternative fu¨r “Auto”.
Eine Anfrage Qˆ besteht dann nicht mehr aus einzelnen Objekten, sondern aus nichtleerenMen-
gen von Objekten. Fu¨r Qˆ = {{Fahrzeug, Auto} , {Straße, Weg}} werden bei einer Volltextsuche
alle Dokumente als Treffer berechnet, die das Wort “Fahrzeug” oder “Auto” und zusa¨tzlich das
Wort “Straße” oder “Weg” enthalten. Damit ist eine Anfrage Qˆ eine Menge von Objektmengen
qˆ. Jedes qˆ ∈ Q, qˆ = {q1, . . . ql}, besteht aus mindestens einem Objekt q1 und mo¨glicherweise aus
l − 1 zusa¨tzlichen Alternativen q2, . . . ql. Ein Treffer “entha¨lt” pro Objektmenge qˆ ∈ Q ein Objekt
q′ ∈ qˆ. Fu¨r die unscharfe Suche nach einer Anfrage Qˆ = {qˆ1, . . . , qˆm}, qˆi ⊆ O gilt:
D ∈ D ist Treffer bzgl. Qˆ ⇔ ∃Q := {q1, . . . , qm} :
qi ∈ qˆi, 1 ≤ i ≤ m ∧
Q ist ein Treffer bzgl. der exakten Suche. (2.4)
Bei dieser Definition wird deutlich, daß sich Treffer bzgl. einer unscharfen Suche auf die Suche
nach exakten Treffer reduzieren la¨ßt. In [5] wird detaillierter auf eine unscharfe Suche eingegangen
und gezeigt, wie sich diese in das in Abschnitt 2.1.2 beschriebene Konzept integrieren la¨ßt.
Eine andere Form der unscharfen Suche wird durch die Angabe eines Distanzmaßes mo¨glich.
Zum Beispiel la¨ßt sich mit einem Distanzmaß auf Notenfolgen die A¨hnlichkeit bzw. Una¨hnlichkeit
zwischen zwei Melodien oder Melodiefragmenten messen. Ein ga¨ngiges Distanzmaß wird z.B. in [34]
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beschrieben. Im Gegensatz zur exakten Suche werden hier Noten einer Notenfolge im Kontext ihrer
benachbarten Noten analysiert. Ein Distanzmaß δ liefert fu¨r zwei Notenfolgen einen Wert, durch
den die Una¨hnlichkeit dieser beiden Notenfolgen ausgedru¨ckt wird. Fu¨r zwei gleiche Notenfolgen
sollte das Distanzmaß den Wert 0 liefern. Je ho¨her der Distanzwert fu¨r zwei Notenfolgen, um so
una¨hnlicher sind diese (bzgl. dieses Distanzmaßes).
Allgemein gilt: Gegeben sei ein Distanzmaß δ, das fu¨r zwei Objektmengen A,B eine Un-
a¨hnlichkeit (Distanz) dieser Objektmengen berechnet. Ein Distanzmaß ist also eine Abbildung
δ : 2O × 2O → N. In der Mathematik wird fu¨r ein Distanzmaß gefordert, daß δ(x, y) = 0⇔ x = y,
δ(y, x) = d(x, y) fu¨r alle x, y aus 2O und die Dreiecksungleichung gilt. Fu¨r die weitere Besprechung
haben diese Eigenschaften allerdings keine Bedeutung.
In Abha¨ngigkeit von einem Distanzmaß δ gibt ein Benutzer zusa¨tzlich zur Anfrage Q einen
Schwellwert β an. Gesucht sind dann in der Datenbank D alle Dokumente D, die einen Ausschnitt
TD ⊆ D besitzen, dessen Distanzwert zu Q unterhalb des Schwellwertes β liegt, d.h. δ(TD, Q) ≤ β.
Somit ergibt sich bzgl. Anfrage Q, Distanzmaß δ und Schwellwert β folgender Trefferbegriff:
D ∈ D ist Treffer ⇔ ∃T ⊆ D : δ(T,Q) ≤ β. (2.5)
2.1.4 Fazit
Im Hinblick auf die inhaltliche Suche in Dokumenten wurde auf die Unterscheidung in die reale
und abstrakte Sichtweise eingegangen. Dabei werden zur Suche Abstraktionen von realen Doku-
menten als Datenbasis verwendet, d.h. die Datenbasis wird als Folge von (abstrakten) Dokumenten
angesehen. Hierfu¨r dient eine Indexmenge I als Referenzierung, d.h. fu¨r jedes i ∈ I existiert sowohl
ein reales Dokument D′i als auch das entsprechende abstrakte Dokument Di. Dabei werden reale
Dokumente nur noch zur spa¨teren Visualisierung der Treffer einer Anfrage beno¨tigt und bleiben
im folgenden unberu¨cksichtigt. Ein Treffer bzgl. einer Anfrage Q wird hier als Referenz i ∈ I
aufgefaßt. Die Treffermenge ist somit eine Teilmenge von I.
Fu¨r den weiteren Verlauf dieser Arbeit wird die Bezeichnung “Dokument” fu¨r ein abstraktes
Dokument verwendet. Weiterhin wird auch das zu einem Treffer i ∈ I geho¨rige Dokument Di als
Treffer bezeichnet.
Alle bisher aufgefu¨hrten Trefferbegriffe der verschiedenen Anwendungsgebiete sind a¨hnlich auf-
gebaut. Sie sind alle in dem in Abschnitt 2.1.2 besprochenen Konzept enthalten. Eine Anfrage wird
auf der Basis einer Gruppenoperation komplett durch ein Gruppenelement modifiziert. Die so mo-
difizierte Anfrage muß in einem Trefferdokument enthalten sein.
Die unscharfe Suche erlaubt eine gewisse Fehlertoleranz zwischen Anfrage und Treffern. Gerade
von benutzerfreundlichen Systemen wird diese verlangt.
2.2 Architekturanwendung
In diesem Abschnitt wird eine Anwendung aus dem Architekturbereich vorgestellt, die sich mit
den bisher vorgestellten Trefferbegriffen nicht erfassen la¨ßt. Hier werden erweiterte bzw. verall-
gemeinerte Trefferbegriffe beno¨tigt. Nach der Vorstellung des Architekturanwendungsgebietes in
Abschnitt 2.2.1 werden im darauffolgenden Abschnitt Trefferbegriffe fu¨r diese Anwendung einge-
fu¨hrt, die in Abschnitt 2.2.3 an Beispielen diskutiert werden.
Beim Entwurf neuer Geba¨ude greift ein Architekt oft auf brauchbare Teilentwu¨rfe aus alten
Pla¨nen zuru¨ck. Eine Automatisierung der zeitaufwendigen manuellen Suche in alten Baupla¨nen
ist wu¨nschenswert. Beschra¨nken wir uns auf bestimmte Geba¨udekomponenten, etwa Strom- und
Wasserleitungen sowie Zu- und Abluftkana¨le, so lassen sich diese in abstrakter Form als Strecken
darstellen. Betrachtet man jede Etage als eigensta¨ndigen, zweidimensionalen Bauplan, so lassen
sich Leitungen und Kana¨le als Strecken in der Ebene modellieren. Diese Form der Abstraktion
wird im objektorientierten Installationsmodell“ARMILLA”[19] und“A4” [22] verwendet. In diesen
Modellen wird zusa¨tzlich davon ausgegangen, daß alle Strecken (als abstrakte Darstellungsform
von Leitungen und Kana¨len) parallel zu einer den beiden Achsen der Ebene verlaufen. Diese
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starke Einschra¨nkung ermo¨glicht kosten- und zeitoptimierte Entwurfs- und Verwaltungsphasen
von hochinstallierten Geba¨uden [22].
In diesem Szenario besteht die Datenbasis D aus einer Folge von Geba¨udebaupla¨nen. Ein
Dokument, ein Bauplan einer Etage, besteht aus einer Menge von Strecken. Ein Objekt ist eine
achsenparallele Strecke in der Ebene Z × Z, wobei eine Strecke durch ihre beiden Endpunkte
definiert ist. Als Menge aller Objekte O ergibt sich somit
O := {(x1, y1, x2, y2) ∈ Z4 | (x1 < x2 ∧ y1 = y2) ∨ (x1 = x2 ∧ y1 < y2)}.
Eine Strecke (x1, y1, x2, y2) ∈ O mit y1 = y2 wird waagerechte Strecke oder Objekt mit waa-
gerechter Ausrichtung genannt. Alle anderen Strecken werden als senkrechte Strecken oder
Objekte mit senkrechter Ausrichtung bezeichnet. Fu¨r sie gilt x1 = x2. Eine Anfrage Q an eine
Datenbasis aus Baupla¨nen ist, wie ein Dokument, eine Menge von Strecken, d.h. Q ⊆ O.
Hier wird wieder die in Abschnitt 2.1.1 besprochene Unterscheidung in reale und abstrakte
Dokumente deutlich. Wa¨hrend ein realer Bauplan aus sehr komplexen Objekten besteht, die neben
den dreidimensionalen geometrischen Daten auch semantische Informationen enthalten, werden
alle Objekte abstrakt als Strecken dargestellt. Standardma¨ßig ist die Granularita¨t einer Datenbasis
so definiert, daß ein Bauplan in mehrere abstrakte Dokumente unterteilt wird, wobei jede Etage des
Plans einem Dokument entspricht. Weiterhin findet eine Fokussierung auf bestimmte reale Objekte
statt [36]. Dies bedeutet, daß zum Zeitpunkt der Erstellung der abstrakten Datenbasis nicht alle
realen Objekte u¨bernommen werden. Es wird z.B. eine eigene Datenbasis fu¨r Stromleitungen und
eine andere fu¨r Belu¨ftungsscha¨chte erstellt. Auf die Fokussierung wird nicht weiter eingegangen. Sie
wird z.B. in [36] ausfu¨hrlich untersucht. Bei der im weiteren verwendeten Definition der Objekte
unterscheiden sich diese allein durch ihre geometrischen Auspra¨gungen in der Ebene.
2.2.1 Treffermotivation
Im letzten Abschnitt wurde auf die Definition der Datenbasis im Architekturbereich eingegangen.
Darauf basierend wird in diesem Abschnitt die Suche in einer Datenbasis aus abstrakten Baupla¨nen
besprochen. Dabei gestaltet sich die Beschreibung von Treffern komplexer als in den Anwendungen
aus Abschnitt 2.1. Nun steht die Anordnung der Objekte zueinander im Vordergrund. Im folgenden
wird darauf eingegangen, wie sich solche Konstellationen aus Objekten beschreiben lassen. Hierbei
spielt die Lage eines Objektes relativ zu anderen Objekten, unter Beru¨cksichtigung bestimmter
Zusatzbedingungen, eine zentrale Rolle.
Im Forschungsprojekt FABEL [47] wurden Verfahren des fallbasierten Schließens [27] fu¨r ei-
ne abstrahierte Architekturdoma¨ne untersucht. Bestandteil des Projektes war die Auswahl von
“typischen” Fa¨llen: Ausschnitte aus Baupla¨nen, denen Experten eine besondere Bedeutung zuord-
nen. Diese Auswahl bildet die sogenannte Fallbasis fu¨r das fallbasierte Schließen. Die Evaluierung
der Baupla¨ne durch Experten brachte einige Erkenntnisse zum Vorschein, die auch fu¨r eine “Voll-
textsuche” in Baupla¨nen wichtig sind. Ein Auszug aus dem ermittelten Katalog sind folgende
Eigenschaften [37]:
1. Typische Anfragen sind Konstellationen von Leitungen oder Kana¨len. Innerhalb einer sol-
chen Konstellation kann davon ausgegangen werden, daß jedes Objekt mit mindestens einem
anderen Objekt “verbunden” ist (z.B. bei Vera¨stelungen von Leitungen).
2. Fu¨r den Vergleich von Konstellationen (Objektmengen) bzw. bei der Suche nach “a¨hnlichen”
Konstellationen sind weder die genaue absolute Position noch die exakte Gro¨ße der Objekte
wichtig.
3. Eine Konstellation wird hauptsa¨chlich durch die zwischen den Objekten auftretenden Ver-
bindungen (Kreuzungen) charakterisiert. Verbindungen treten zwischen Objekten mit unter-
schiedlicher Ausrichtung (waagerecht + senkrecht) auf und werden in drei Kreuzungska-
tegorien unterteilt: +-Kreuzungen, >-Kreuzungen und L-Kreuzungen.
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Abbildung 2.2: Eine Etage eines Bauplans im A4-System (aus [22]). Dicke Linien stellen Belu¨f-
tungsscha¨chte dar. Sie bilden die fu¨r die Suche verwendeten abstrakten Objekte.
Abbildung 2.3: Die 9 Kreuzungstypen: links der +-Kreuzungstyp, in der Mitte die >-
Kreuzungstypen und rechts die L-Kreuzungstypen.
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Aus den im letzten Punkt aufgefu¨hrten Kreuzungskategorien lassen sich insgesamt 9 Kreuzungs-
typen ableiten, die in Abbildung 2.3 dargestellt sind. Innerhalb des Forschungsprojekts entstanden
einige Arbeiten, die diese Kreuzungstypen verwenden (z.B. [32] und [6]). Dabei stand mehr die
Diskussion der Beschreibungsmo¨glichkeiten durch diesen Ansatz im Vordergrund als effiziente Ver-
fahren. Weiterhin basieren die Arbeiten auf dem Vergleich zweier Pla¨ne, wobei sich die verwendeten
Verfahren nicht fu¨r die Anwendung auf große Dokumentsammlungen eignen. Dagegen steht nun
die Effizienz im Vordergrund: Es soll in einer Art “Volltextsuche” in großen Datenbanken gesucht
werden. Bisher wurde davon ausgegangen, daß die Datenbasis in den Hauptspeicher paßt. Dage-
gen basiert meine Arbeit auf der Annahme, daß die Dokumente extern gespeichert sind und der
wahlfreie Zugriff auf extern gelagerte Daten als sehr zeitintensiv angesehen wird. Zwar wurden in
diesem Kontext Ansa¨tze verfolgt, Fa¨lle mittels sehr rudimenta¨rer Heuristiken zu indexieren. Diese
Ansa¨tze haben sich allerdings als nicht praktikabel erwiesen: Die verwendeten Heuristiken waren
viel zu grob und es wurden zu viele “Treffer” ermittelt, die nicht die gewu¨nschten strukturellen
bzw. anwendungsspezifischen Anforderungen erfu¨llen [18].
Die oben aus dem Katalog aufgefu¨hrten Eigenschaften stellen die Basis fu¨r die folgenden Tref-
ferbegriffe dar. Viele der hier nicht aufgefu¨hrten Eigenschaften des Katalogs lassen sich durch Vor-
verarbeitungsschritte realisieren (siehe [32] oder [36]), etwa die Kombination von Objekten gleicher
Ausrichtung zu einem großen Objekt oder die Gruppierung von Objekten ohne Ausrichtung in re-
gelma¨ßige Muster. Die kombinierten Objekte ko¨nnen bei einer spa¨teren Suche mitberu¨cksichtigt
werden.
Die fu¨r dieses Anwendungsszenario wichtigen Kreuzungstypen lassen sich wie folgt formal dar-
stellen: Jede Kreuzung (Verbindung) tritt immer zwischen genau zwei Objekten auf. Damit lassen
sich die 9 Kreuzungstypen durch 9 zweistellige Relation auf O darstellen. Dabei stehen zwei Ob-
jekte in Relation zueinander, wenn sie sich kreuzen. Somit ergeben sich folgende 9 Relationen als
Realisierung der 9 Kreuzungstypen:
1. R+ := {
(
(x1, y1, x2, y2), (x′1, y
′
1, x
′
2, y
′
2)
) ∈ O ×O | x1 < x′1 < x2 ∧ y′1 < y1 < y′2}
2. R> := {
(
(x1, y1, x2, y2), (x′1, y
′
1, x
′
2, y
′
2)
) ∈ O ×O | x1 < x′1 = x′2 < x2 ∧ y′2 = y1 = y2}
3. Ra := {
(
(x1, y1, x2, y2), (x′1, y
′
1, x
′
2, y
′
2)
) ∈ O ×O | y′1 < y1 = y2 < y′2 ∧ x2 = x′1 = x′2}
4. R⊥ := {
(
(x1, y1, x2, y2), (x′1, y
′
1, x
′
2, y
′
2)
) ∈ O ×O | x1 < x′1 = x′2 < x2 ∧ y′1 = y1 = y2}
5. R` := {
(
(x1, y1, x2, y2), (x′1, y
′
1, x
′
2, y
′
2)
) ∈ O ×O | y′1 < y1 = y2 < y′2 ∧ x1 = x′1 = x′2}
6. Rb := {
(
(x1, y1, x2, y2), (x′1, y
′
1, x
′
2, y
′
2)
) ∈ O ×O | x1 = x′1 = x′2 ∧ y′1 = y1 = y2}
7. Rd := {
(
(x1, y1, x2, y2), (x′1, y
′
1, x
′
2, y
′
2)
) ∈ O ×O | x1 = x′1 = x′2 ∧ y′2 = y1 = y2}
8. Re := {
(
(x1, y1, x2, y2), (x′1, y
′
1, x
′
2, y
′
2)
) ∈ O ×O | x2 = x′1 = x′2 ∧ y′2 = y1 = y2}
9. Rc := {
(
(x1, y1, x2, y2), (x′1, y
′
1, x
′
2, y
′
2)
) ∈ O ×O | x2 = x′1 = x′2 ∧ y′1 = y1 = y2}
Die Menge aller Relationen einer Anwendung wird mit R bezeichnet. Fu¨r die hier besprochene
Anwendung in der Architekturdoma¨ne ergibt sich als Menge aller Relationen
RKreuzungen := {R+, R>, Ra, R⊥, R`, Rb, Rd, Re, Rc}.
Alle Relationen R ∈ RKreuzungen sind offensichtlich antireflexiv (∀(o, o′) ∈ R gilt o 6= o′),
antisymmetrisch und nicht transitiv. Natu¨rlich ha¨tten alle Relationen auch symmetrisch definiert
werden ko¨nnen. In Hinsicht auf eine praktische Anwendung ist dies allerdings nicht geschehen.
Vielmehr sind die Relationen so definiert, daß fu¨r jede Relation R ∈ RKreuzungen aus (o, o′) ∈ R
folgt, daß o eine waagerechte und o′ eine senkrechte Ausrichtung besitzt. Fu¨r die Theorie ist
diese Wahl willku¨rlich, in der Praxis kann diese Wahl zu unterschiedlichem Laufzeitverhalten und
Speicherplatzbedu¨rfnissen fu¨hren.
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2.2.2 Trefferbegriffe
Wa¨hrend im FABEL-Projekt komplette Fa¨lle miteinander verglichen wurden [47], soll bei der als
na¨chstes beschriebenen “Volltextsuche” nach Pla¨nen gesucht werden, die eine Anfrage “enthalten”.
Um diese Anwendung auch fu¨r große Datenmengen effizient zu gestalten, werden die oben aufge-
fu¨hrten Eigenschaften, dargestellt durch Relationen, ausgenutzt. Dieses Ausnutzen von bestimm-
ten Eigenschaften oder Beschreibungsmerkmalen ist nicht auf die Architekturdoma¨ne beschra¨nkt.
Allgemeine Definitionen der Trefferbegriffe fu¨r (fast) beliebige Anwendungsdoma¨nen werden in Ab-
schnitt 2.3 angegeben. Doch kommen wir nun zu einem ersten Trefferbegriff fu¨r die “Volltextsuche”
in Baupla¨nen. Weitere, a¨hnlich aufgebaute Trefferdefinitionen werden folgen.
Sei Q eine Anfrage mit m Objekten, D eine Datenbasis aus Baupla¨nen und RKreuzungen die
Menge von (Kreuzungs-) Relationen, die die 9 Kreuzungstypen repra¨sentieren. Eine Anforderung
an die Anfrage ist die, daß jedes Objekt der Anfrage mit mindestens einem anderen Objekt der
Anfrage verbunden ist:
∀q ∈ Q ∃q′ ∈ Q,R ∈ RKreuzungen : (q, q′) ∈ R ∨ (q′, q) ∈ R. (2.6)
Somit werden einzelne Objekte ohne Anbindung an andere Objekte als Teil einer Anfrage ausge-
schlossen. Dies ist fu¨r die Architekturanwendung konsistent mit der Expertenbeobachtung “jedes
Objekte ist mit mindestens einem anderen verbunden”.
Fu¨r eine Anfrage Q werden die Dokumente D der Datenbasis gesucht, die eine Teilmenge
T ⊆ D enthalten, wo
1. die Anzahl der Objekte u¨bereinstimmen, d.h. |T | = |Q| und
2. wenn zwei Objekte q, q′ der Anfrage mit dem Kreuzungstyp γ verbunden sind, d.h. (q, q′) ∈
Rγ , dann sollen in T ebenfalls zwei “entsprechende” Objekte o, o′ existieren, die mit dem
Kreuzungstyp γ verbunden sind, d.h. (o, o′) ∈ Rγ .
Formal la¨ßt sich dieser Sachverhalt durch eine injektive Abbildung Ψ : Q→ D modellieren, wobei
T = Bild(Ψ) ist und fu¨r ein Objekt q der Anfrage das Objekt Ψ(q) als das q “entsprechende”
Objekt in T angesehen werden kann.
Somit ergibt sich folgende Trefferdefinition: Ein Dokument D ∈ D ist genau dann ein Treffer,
wenn eine injektive Abbildung Ψ : Q→ D, Ψ existiert mit:
∀R ∈ RKreuzungen∀q, q′ ∈ Q : (q, q′) ∈ R⇒
(
Ψ(q),Ψ(q′)
) ∈ R. (2.7)
Durch die Injektivita¨t der sogenannten Trefferabbildung Ψ ist |Q| = |Bild(Ψ)| sichergestellt.
Der 2. Punkt der oben aufgefu¨hrten Suchanforderungen wird durch die an die Trefferabbildung
gestellte Zusatzbedingung eingehalten: Die Verbindungen zwischen Anfrageobjekten liegen auch
im Dokumentteil T := Bild(Ψ) zwischen “entsprechenden” Objekten vor.
Diese Trefferdefinition ist vollkommen unabha¨ngig von der absoluten Lage und Gro¨ße einzelner
Objekte sowie der exakten relativen Lage der Objekte untereinander. Vielmehr mu¨ssen die Kreu-
zungstypen zwischen den Objekten u¨bereinstimmen, wodurch die grobe relative Lage der Objekte
zueinander gewa¨hrleistet wird. Damit sind Treffer skalierungsinvariant bzgl. einer Anfrage, insofern
die Relationen (Verbindungen) zwischen den Objekten bestehenbleiben.
Beispiel 2.2.1. In Abbildung 2.4 ist eine Anfrage Q und ein Dokument D angegeben. Durch
folgende Tabelle wird eine injektive Abbildung, eine Trefferabbildung Ψ : Q→ D, nach Gleichung
(2.7) definiert:
q Ψ(q)
a t
b u
c v
d w
e x
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Der Leser mo¨ge sich davon u¨berzeugen, daß dies die einzige Trefferabbildung nach Gleichung (2.7)
ist. ◦
Die oben angegebene Trefferdefinition ist sehr allgemein gehalten. Unberu¨cksichtigt bleibt u.a.
bei der Definition, ob zusa¨tzlich zu den durch eine Anfrage bzw. Trefferabbildung geforderten
Relationen noch weitere Relationen zwischen den “entsprechenden” Dokumentobjekten bestehen
du¨rfen: Gilt ein Dokument D mit Trefferabbildung Ψ : Q → D noch als Treffer, wenn Objekte
o, o′ ∈ Bild(Ψ) existieren, so daß (o, o′) ∈ R und (Ψ−1(o),Ψ−1(o′)) 6∈ R fu¨r eine Relation R ∈ R?1
Da diese Fragestellung stark von einer konkreten Anfrage abha¨ngt, werden dem Benutzer nicht
nur eine, sondern mehrere verschiedene Trefferdefinitionen zur Verfu¨gung gestellt, aus denen er
sich zum Zeitpunkt seiner Anfrage eine auswa¨hlen kann.
Fu¨r den Fall, daß im Bildbereich einer Trefferabbildung Ψ keine weiteren Relationen als den
geforderten auftreten du¨rfen, a¨ndert sich die Zusatzbedingung an Ψ unter (2.7) in:
∀R ∈ RKreuzungen∀q, q′ ∈ Q gilt (q, q′) ∈ R⇔
(
Ψ(q),Ψ(q′)
) ∈ R. (2.8)
Statt der Implikation wird hier die A¨quivalenz zwischen Relationen in der Anfrage und Relationen
im Dokumentbereich Bild(Ψ) gefordert. Ein Beispiel fu¨r diese Unterscheidung ist in Abbildung
2.5 dargestellt.
Eine weitere Unterscheidungsart bei Trefferbegriffen ist, ob in einem Trefferdokument D mit
Bild(Ψ) = T ⊂ D Verbindungen (Relationen) zwischen Objekten in T und Objekten außerhalb
von T , also D \ T , bestehen du¨rfen. In Abbildung 2.6 ist dies exemplarisch dargestellt. Bei Bau-
pla¨nen, besonders bei der Verlegung von Belu¨ftungskana¨len, ist diese Unterscheidung stark von
der Anfrage und den Vorstellungen des Architekten abha¨ngig. Eine Auswahl des Trefferbegriffs ist
somit wu¨nschenswert. Eine “Abgeschlossenheit” des Trefferbereiches Bild(Ψ) wird durch folgende
Bedingung an die Trefferabbildung Ψ realisiert:
∀o ∈ Bild(Ψ) gilt: @o′ ∈ D \Bild(Ψ), R ∈ R : (o, o′) ∈ R ∨ (o′, o) ∈ R. (2.9)
Diese Bedingung wird zusa¨tzlich zu den unter (2.7) bzw. (2.8) formulierten Anforderungen an die
Trefferabbildung gestellt.
Fazit In diesem Abschnitt wurden vier Trefferarten, d.h. vier verschiedene Trefferdefinitionen,
beschrieben. Fu¨r eine Trefferabbildung muß man sich fu¨r eine der Anforderungen unter (2.7) bzw.
(2.8) entscheiden. Zusa¨tzlich kann die unter (2.9) formulierte Einschra¨nkung an die Trefferabbil-
dung gefordert werden. Mit dieser Auswahl an Trefferanforderungen bietet sich den Benutzern
die Mo¨glichkeit, zum Zeitpunkt einer Anfrage die Trefferart genauer zu spezifizieren. Die Auswir-
kungen dieser Auswahl ist in Abbildung 2.7 exemplarisch dargestellt, wobei sich folgende Treffer
ergeben:
Treffertyp Bedingung Treffer
S-Treffer (2.7) a), b), c), d)
SC-Treffer (2.7) + (2.9) a), c)
I-Treffer (2.8) a), b)
IC-Treffer (2.8) + (2.9) a)
Die in der ersten Spalte aufgefu¨hrten Trefferbezeichnungen werden in Abschnitt 2.3 eingefu¨hrt. Sie
dienen zur Bezeichnung von Treffern, die die in der 2. Spalte aufgefu¨hrten Bedingungen erfu¨llen.
2.2.3 Diskussion der Treffermodellierung
In diesem Abschnitt wird untersucht, inwieweit sich die verschiedenen Vorstellungen, die ein Benut-
zer (Architekt) von den gesuchten Treffern besitzt, in dem in den letzten Abschnitten beschriebenen
1Die Abbildung Ψ ist bijektiv zwischen Q und Bild(Ψ). Somit ist die Umkehrabbildung Ψ−1 fu¨r Elemente aus
dem Bildbereich eindeutig bestimmt.
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Abbildung 2.4: Links ist eine Anfrage Q mit fu¨nf Objekten a, . . . , e, rechts ein Dokument D mit
sieben Objekten r, . . . , x.
Abbildung 2.5: Soll bei einer Suche nach Konstellation a) die Konstellation b) als Treffer gefunden
werden? Zu beachten ist, daß in Konstellation b) eine Relation (Verbindung) vorkommt (markiert
mit einem Pfeil), die in der Anfrage a) nicht enthalten ist. Hier kann der Benutzer durch die
Auswahl der Trefferdefinition selber entscheiden, ob Konstellation b) ein Treffer darstellt (mittels
(2.7)) oder nicht (mittels (2.8)). Entscheidet er sich fu¨r (2.7), werden sowohl b) als auch c) als
Treffer erkannt. Konstellation d) ist auf keinen Fall ein Treffer, da hier die Objektanzahl nicht mit
der Anzahl der Anfrageobjekte u¨bereinstimmt.
Abbildung 2.6: Soll bei einer Suche nach der linken Konstellation die rechts dargestellte als Treffer
gefunden werden? Zu beachten ist, daß innerhalb der rechten Objektmenge ein Objekt existiert
(mittlere senkrechte Objekt), das in der Anfrage nicht vorkommt. Hier kann der Benutzer durch
die Auswahl der Trefferdefinition selber entscheiden (mittels (2.9)), ob die rechte Konstellation ein
Treffer darstellt oder nicht.
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Kontext modellieren lassen. Treffer ha¨ngen nicht nur von der Angabe des Anfragedokumentes ab,
sondern auch von der Auswahl des Trefferbegriffs und der Menge von Relationen R.
Auf die verschiedenen Trefferbegriffe wurde in Abschnitt 2.2.2 eingegangen. Im folgenden wird
exemplarisch motiviert, wie vielfa¨ltig Anforderungen an Treffer durch das Zusammenspiel eines
Anfragedokumentes und einer Menge von Relationen R gestellt werden ko¨nnen. Dabei werden
verschiedene Relationen zur Beschreibung von Eigenschaften von Objektkonstellationen vorgestellt
und die Auswirkungen, falls diese Relationen Bestandteil vonR sind, auf eine AnfrageQ diskutiert.
Die Datenbasis D ist in Abbildung 2.8 dargestellt. Als Anfrage Q wird Dokument D0 verwendet.
Bisher wurden zur Beschreibung von Konstellationen nur Kreuzungen bzw. die verschiede-
nen Kreuzungstypen verwendet. Alle in Abbildung 2.8 dargestellten Dokumente sind Treffer bzgl.
der Relationenmenge RKreuzungen, einem beliebigen Trefferbegriff aus Abschnitt 2.2.2 und der
Anfrage Q = D0. Anfrage und Dokumente sind eher von akademischer Natur und dienen rein
zur Demonstration. Fu¨r Dokument D0 der Datenbasis ergeben sich folgende 4 Trefferabbildungen
Ψ : Q→ D0:
q Ψ1(q) Ψ2(q) Ψ3(q) Ψ4(q)
a a a a a
b b b b b
c c c d d
d d d c c
e e e e e
f f f k k
g g g j j
h h i i h
i i h h i
j j j g g
k k k f f
Gleiches gilt fu¨r die restlichen Dokumente aus Abbildung 2.8. Auch hier besteht die Menge
aller Trefferabbildungen aus den 4 oben angegebenen Abbildungen.
Als na¨chstes wird auf einige besondere Eigenschaften eingegangen, die in der Anfrage vorhanden
sind, und die, je nach Anwendung bzw. Treffervorstellung des Benutzers, auch von den Treffern
gefordert werden. Viele dieser Eigenschaften lassen sich aus der Gestaltpsychologie ableiten [26].
Die automatische Erkennung solcher immanenten Eigenschaften wird z.B. in [39] untersucht. Im
Kontext der hier vorgestellten Suche liegt es allerdings am Anfragenden, durch die Angabe bzw.
Auswahl von Relationen, die gewu¨nschten Eigenschaften zu beschreiben bzw. zu selektieren.
Abbildung 2.7: Oben ist eine Anfrage Q dargestellt, darunter 4 potentielle Treffer, die je nach Aus-
wahl von Zusatzbedingungen an die Trefferabbildung erkannt werden sollen oder nicht. Objekte,
die nicht zu einem Treffer geho¨ren, sind fett dargestellt (rechte senkrechte Objekt in b) und d)).
Relationen, die nicht im Suchmuster vorkommen, sind durch einen Kreis markiert.
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Abbildung 2.8: Sechs Dokumente aus der Architekturdoma¨ne. Als Anfrage Q wird Dokument
D0 der Datenbasis D = (D0, D1, D2, D3, D4, D5) verwendet. In jedem Dokument sind Objekte
mit Buchstaben gekennzeichnet. Als einzige der Kreuzungsrelationen RKreuzungen kommen +-
Kreuzungen vor.
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La¨ngenvergleiche Ein Aspekt, der in der Anfrage erfu¨llt ist und z.B. in Dokument D1 nicht
auftritt, ist die La¨gengleichheit von Objekten. In Q besitzen jeweils die Objekte c und d, f und
k, g und j sowie h und i die gleiche La¨nge. Bei den entsprechenden Objekten in D1 ist dies nicht
der Fall.
Allgemein kann man jede Art von La¨genverha¨ltnis und La¨gendistanz durch Relationen be-
schreiben. Im folgenden wird nur die Gleichheit von La¨ngen erfaßt. Dies geschieht durch eine
zweistellige Relation auf der Menge aller Objekte O. Sei Objekt o = (x1, y1, x2, y2) und Objekt
o′ = (x′1, y
′
1, x
′
2, y
′
2). Fu¨r ein Objekt o ∈ O wird mit Lx(o) := x2 − x1 die horizontale La¨nge,
mit Ly(o) := y2 − y1 die vertikale La¨nge und mit L(o) = max{Lx(o), Ly(o)} die La¨nge von o
bezeichnet. Fu¨r Objekte mit horizontaler Ausrichtung ergibt sich
R− :=
{
(o, o′) ∈ O ×O | Lx(o) = Lx(o′) > 0
}
und fu¨r Objekte mit vertikaler Ausrichtung
R| :=
{
(o, o′) ∈ O ×O | Ly(o) = Ly(o′) > 0
}
.
Hierbei werden nur Objekte mit gleicher Ausrichtung verglichen. Mo¨chte man die La¨ngengleichheit
zwischen Objekten beliebiger Ausrichtung beschreiben, so la¨ßt sich dies durch folgende Relation
Rgl (gl fu¨r gleich lang) ausdru¨cken:
Rgl :=
{
(o, o′) ∈ O ×O | L(o) = L(o′)}.
Alle drei Relationen sind offensichtlich reflexiv, symmetrisch und transitiv.
Teilweise wird auch nur eine lokale Variante der La¨gengleichheit gefordert. Diese betrifft nur
Objekte, die mit einem gemeinsamen Objekt in Relation stehen. Dies kann wiederum durch fol-
gende Relationen ausgedru¨ckt werden:
R−l :=
{
(o, o′) ∈ R− | ∃p ∈ O, R,R′ ∈ RKreuzungen : (o, p) ∈ R ∧ (o′, p) ∈ R′
}
,
R|l :=
{
(o, o′) ∈ R| | ∃p ∈ O, R,R′ ∈ RKreuzungen : (p, o) ∈ R ∧ (p, o′) ∈ R′
}
.
In Abbildung 2.8 sind die Anfrageobjekte c und d diejenigen, die nicht durch die lokale La¨ngen-
gleichheit erfaßt. Im Vergleich zur globalen La¨ngengleichheit lassen sich in der Praxis durch die
lokale Variante teilweise erhebliche Einsparungen bzgl. Speicherplatz und Berechnungszeit erzielen.
Wa¨hlt man R = RKreuzungen ∪ {R−, R|}, so ist Dokument D1 kein Treffer mehr, wohl aber
alle restlichen Dokumente aus Abbildung 2.8.
Horizontale und vertikale Reihenfolge von Objekten Betrachtet man Dokument D2 ge-
nauer, so stellt sich heraus, daß die Reihenfolge der Objekte bzgl. ihrer horizontalen und vertikalen
Lage nicht mit der Anfrage u¨bereinstimmen. In D2 ist z.B. b das oberste Objekt, wa¨hrend dies
in Q fu¨r e gilt. Analog gilt, daß in D2 g links von f liegt, wobei in Q die beiden Objekte in
der entgegengesetzten Reihenfolge liegen, f links von g. Weiterhin besitzt Q die Eigenschaft, daß
die Objekte c und d auf der gleichen Ho¨he liegen, also mit horizontaler Ausrichtung die gleichen
y-Koordinaten besitzen. Die erwa¨hnten Eigenschaften, wiederum getrennt nach der Ausrichtung
der Objekte, lassen sich durch folgende Relationen beschreiben:
R−− :=
{
(o, o′) ∈ O ×O | y1 = y2 = y′1 = y′2
}
Ro :=
{
(o, o′) ∈ O ×O | x1 = x2 = x′1 = x′2
}
R< :=
{
(o, o′) ∈ O ×O | y1 = y2 < y′1 = y′2
}
R∨ :=
{
(o, o′) ∈ O ×O | x1 = x2 < x′1 = x′2
}
.
Fu¨gt man diese Relationen zu R hinzu, d.h. R = RKreuzungen∪{R−, R|, R−−, Ro, R<, R∨}, so ist
bzgl. Q Dokument D2 kein Treffer mehr. Fu¨r alle Dokumente der Treffermenge {D3, D4, D5} gilt,
daß nur noch eine Trefferabbildung pro Dokument existiert, die jeweils Ψ1 aus der obigen Tabelle
gleicht.
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Die exakte parallele Lage von zwei Objekten, dessen jeweiligen Endpunkte auf gleicher Ho¨he
liegen, wurde mit den bisherigen Relationen noch nicht erfaßt. In der Anfrage betrifft dies alle
Objekte mit jeweils gleicher La¨nge, in Dokument D3 trifft dies nicht zu. Fu¨gt man die beiden
folgenden Relationen noch zu R hinzu, so stellt D3 keinen Treffer mehr dar.
R= :=
{
(o, o′) ∈ R− | x1 = x2 = x′1 = x′2
}
R‖ :=
{
(o, o′) ∈ R‖ | y1 = y2 = y′1 = y′2
}
Weiterhin kann man in noch feinere Kreuzungstypen klassifizieren, was in Abbildung 2.9 ange-
deutet ist. Damit wu¨rde man u.U. DokumentD3 als Treffer ausschließen, da inD0 der Schnittpunkt
zwischen den Objekten a und f im linken Drittel liegt, wa¨hrend sich dieser fu¨r a und f in D3 im
mittleren Drittel befindet.
Auch lassen sich funktionale Zusammenha¨nge manuell vom Architekten ausdru¨cken, z.B. wenn
bestimmte Objekte immer gemeinsam ausgetauscht werden mu¨ssen. Auch dies la¨ßt sich durch
Relationen modellieren, wobei hier die zueinander in Relation stehenden Objekte in der Anfrage
auch manuell gekennzeichnet werden mu¨ssen.
Fazit Treffer ha¨ngen stark von der ausgewa¨hlten Menge von Relationen ab. Erst dadurch erhal-
ten Anfragen eine gewisse Semantik, d.h. es wird festgelegt, welche Eigenschaften der Anfrage alle
Treffer enthalten mu¨ssen.
Die Beispiele haben gezeigt, wie man mit Hilfe der Relationen bestimmte Eigenschaften der
Anfrage beschreiben kann und wie schrittweise die Treffermenge verfeinert wird. Es liegt also
am Experten, die fu¨r ein Anwendungsgebiet inha¨renten Eigenschaften der Konstellationen durch
Relationen zu definieren.
2.3 Trefferdefinitionen
Nachdem im vorherigen Abschnitt verschiedene Trefferarten fu¨r die Anwendung im Architektur-
bereich beschrieben wurden, werden jetzt Treffer allgemein fu¨r beliebige Anwendungen definiert.
Sei O die Menge aller mo¨glichen Objekte einer Anwendung und D eine Datenbasis mit Doku-
menten D ⊆ O.
Ausgangspunkt fu¨r die folgenden Trefferbegriffe bzgl. einer Anfrage Q ⊆ O ist die Eigenschaft,
daß Objekte nicht isoliert miteinander verglichen werden, wie es bei der exakten Suche in Abschnitt
2.1.1 der Fall war, sondern daß Beziehungen zwischen zwei oder mehreren Objekten entscheidend
sind. Beispiele fu¨r Beziehungen zwischen Objekten sind die im vorherigen Abschnitt beschriebenen
verschiedenen Verbindungen (Kreuzungen) zwischen Leitungen oder Kana¨len.
Beziehungen zwischen Objekten werden durch Relationen R modelliert. Weiterhin wird, abha¨n-
gig von einer Anwendung, zwischen verschiedenen Arten (Typen) von Beziehungen unterschieden.
Bei der Suche in Baupla¨nen wurde die Beziehung “Verbindung” in 9 verschiedene Beziehungstypen
(Kreuzungstypen) unterschieden (vergleiche Abbildung 2.3).
Jeder Beziehungstyp γ wird durch eine eigene Relation Rγ modelliert, wobei sich die Stelligkeit
der Relation Rγ nach der Anzahl der Objekte richtet, die gemeinsam in dieser konkreten Beziehung
Abbildung 2.9: Eine feinere Unterteilung des +-Kreuzungstyps in neun Kreuzungstypen.
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stehen. Bei den Kreuzungstypen der Architekturdoma¨ne standen immer genau zwei Objekte in
Beziehung zueinander, d.h. alle Relationen waren zweistellig.
In dieser Arbeit beschra¨nken wir uns auch bei der allgemeinen Trefferdefinition auf zweistellige
Relationen (Beziehungen), d.h.
Rγ ⊆ O ×O.
Es werden bewußt keine weiteren Anforderungen, etwa Symmetrie oder Transitivita¨t, an die Rela-
tionen gestellt. Relationen ko¨nnen sowohl durch Berechnungsvorschriften, wie z.B. alle bisher alle
Relationen definiert wurden, oder explizit durch eine Auflistung der Objektpaare definiert werden.
Mit R wird die endliche Menge aller Relationen, die Beziehungstypen realisieren, bezeichnet.
Diese Menge R ist stark von der jeweiligen konkreten Anwendung abha¨ngig und wird i.d.R. von
einem Experten vorgegeben. Bei der Suche in Baupla¨nen bestand R aus neun Relationen, jeweils
eine pro Kreuzungstyp, d.h. R = RKreuzungen.
Fu¨r den weiteren Verlauf werden folgende Bezeichnungen verwendet:
Fu¨r eine Relation Rγ ⊆ O ×O und eine Menge T ⊆ O wird Rγ(T ) durch
Rγ(T ) := Rγ ∩ (T × T )
definiert. Hiermit wird eine Relation auf eine Objektmenge T eingeschra¨nkt.
Fu¨r eine injektive Abbildung Ψ : Q → D und eine Objektmenge T ⊆ Q ist Ψ(T ) definiert
durch
Ψ(T ) := {Ψ(o) | o ∈ T}.
Weiterhin werden fu¨r a, b ∈ Q und fu¨r eine Relation R ⊆ O × O folgende Kurzschreibweisen
verwendet:
Ψ2((a, b)) := (Ψ(a),Ψ(b))
Ψ2(R) := {Ψ2((a, b)) | (a, b) ∈ R}.
Kommen wir nun zu einer Anforderung, die an alle Anfrage gestellt wird:
Annahme 2.3.1. Jede Anfrage Q muß die Bedingung
∀q ∈ Q∃q′ ∈ Q,Rγ ∈ R : q 6= q′ ∧ ((q, q′) ∈ Rγ ∨ (q′, q) ∈ Rγ)
erfu¨llen.
Damit wird sichergestellt, daß jedes Anfrageobjekt zu mindestens einem anderen in Beziehung
steht. Es werden also einzelne Objekt ausgeschlossen, die keine Anbindung an die restliche Anfrage
besitzen.
Abschnitt 2.4 wird zeigen, daß die im folgenden definierten Trefferbegriffe mit Problemen aus
der Graphentheorie vergleichbar sind. Dort wird die Gleichheit von Graphen durch eine Isomorphie
und eine Art von Enthaltensein durch eine Subgraphenisomorphie ausgedru¨ckt. Aus diesem Zusam-
menhang heraus haben die vier Trefferbegriffe ihren Namen erhalten: I-Treffer fu¨r eine Isomorphie
oder Gleichheit zwischen Anfrage und Treffer, S-Treffer fu¨r Subgraphenisomorphie bzw. Enthalten-
sein. Zusa¨tzlich kann eine Art Abgeschlossenheit (Closure) der Treffer verlangt werden, wodurch
sich IC-Treffer und SC-Treffer ergeben. Diese vier Trefferbegriffe werden im folgenden definiert.
2.3.1 I-Treffer und S-Treffer
Sei eine Datenbasis D und R = {R1, . . . , Rl} eine Menge von Relationen Rγ ⊆ O × O gegeben.
Dann lassen sich fu¨r eine Anfrage Q folgende Trefferbegriffe definieren:
Definition 2.3.2. Ein DokumentD ∈ D wird genau dann als I-Treffer der Anfrage Q bezeichnet,
wenn eine injektive Abbildung Ψ : Q→ D existiert, so daß fu¨r alle Rγ ∈ R gilt:
Ψ2
(
Rγ(Q)
)
= Rγ
(
Ψ(Q)
)
.
20 KAPITEL 2. TREFFER
Definition 2.3.3. Ein DokumentD ∈ D wird genau dann als S-Treffer der AnfrageQ bezeichnet,
wenn eine injektive Abbildung Ψ : Q→ D existiert, so daß fu¨r alle Rγ ∈ R gilt:
Ψ2
(
Rγ(Q)
) ⊆ Rγ(Ψ(Q)).
Definition 2.3.4. Sei D ein Treffer bzgl. Anfrage Q und injektiver Abbildung Ψ : Q→ D. Dann
wird Ψ als Trefferabbildung bezeichnet.
2.3.2 IC-Treffer und SC-Treffer
Die beiden bisher definierten Trefferbegriffe lassen sich jeweils wie folgt verfeinern:
Definition 2.3.5. Sei D ∈ D ein I-Treffer (S-Treffer) bzgl. der Trefferabbildung Ψ : Q → D.
Dann wird D als IC-Treffer (SC-Treffer) bezeichnet, falls fu¨r Ψ zusa¨tzlich
∀o ∈ Ψ(Q)@o′ ∈ D \Ψ(Q), R ∈ R : (o, o′) ∈ R ∨ (o′, o) ∈ R
gilt.
Im vorherigen Abschnitt wurden Beispiele fu¨r diese Trefferbegriffe fu¨r die Suche in Baupla¨nen
angegeben. Die dort diskutierten Treffer ha¨ngen wie folgt mit den hier beschriebenen Definitionen
zusammen: Treffer bzgl. Gleichung (2.8) sind I-Treffer, bzgl. Gleichung (2.7) S-Treffer. Als IC-
Treffer bzw. SC-Treffer ergeben sich in der Anwendung diejenigen, die die Gleichungen (2.8) und
(2.9) bzw. (2.7) und (2.9) erfu¨llen.
Beispiel 2.3.6. Betrachten wir nochmals die in die Abbildung 2.5 dargestellte Anfrage Q mit
potentiellen Trefferdokumenten a) bis d) aus der Architekturdoma¨ne. Mit RKreuzungen als Menge
aller Relationen ergeben sich als S-Treffer die Dokumente a), b), c) und d). SC-Treffer bilden a)
und c). Die Dokumente a) und b) sind I-Treffer. Nur Dokument a) stellt einen IC-Treffer dar. ◦
Wie Beispiel 2.3.6 demonstriert, besteht eine Hierarchie zwischen den einzelnen Trefferbegriffen.
Ein IC-Treffer ist auch gleichzeitig I-Treffer, SC-Treffer und S-Treffer. SC-Treffer als auch I-Treffer
sind gleichzeitig S-Treffer. Als Hierarchie ergibt sich:
S-Treffer
∪‖ ∪‖
SC-Treffer (6=) I-Treffer
∪‖ ∪‖
IC-Treffer
Die Ungleichheit zwischen SC-Treffern und I-Treffern gilt nur fu¨r Treffer, die keinen IC-Treffer
darstellen. Alle in der Hierarchie dargestellten Inklusionen ergeben sich direkt aus den Definitionen
der Trefferbegriffe.
Im vorherigen Abschnitt wurden fu¨r die Beispielanwendung in der Architekturdoma¨ne gering-
fu¨gig andere Trefferdefinitionen eingefu¨hrt. Daß diese a¨quivalent zu den oben aufgefu¨hrten sind,
zeigt folgende Bemerkung.
Bemerkung 2.3.7. Ein Dokument D ist genau dann ein I-Treffer bzgl. einer Anfrage Q, wenn
eine injektive Abbildung Ψ : Q→ D mit
∀R ∈ RKreuzungen∀q, q′ ∈ Q : (q, q′) ∈ R⇔
(
Ψ(q),Ψ(q′)
) ∈ R
existiert.
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Beweis Die Behauptung folgt aus einfachen Umformungen der Trefferdefinition 2.3.2 und Glei-
chung (2.7). Fu¨r alle Ri ∈ R gilt:
Ψ2
(
Ri(Q)
)
= Ψ2
(
Ri ∩Q×Q
)
= Ψ2
({(a, b) ∈ Q×Q | (a, b) ∈ Ri})
= {(Ψ(a),Ψ(b)) | (a, b) ∈ Q×Q, (a, b) ∈ Ri}
= {(Ψ(a),Ψ(b)) | (a, b) ∈ Q×Q, (Ψ(a),Ψ(b)) ∈ Ri}
= Ri({Ψ(a) | a ∈ Q})
= Ri
(
Ψ(Q)
)
Die Gleichheit der in der 3. und 4. Zeile definierten Mengen ist genau dann erfu¨llt, wenn (a, b) ∈
Ri ⇔ (Ψ(a),Ψ(b)) ∈ Ri gilt.
Fu¨r die anderen Treffertypen wird die A¨quivalenz zwischen den in diesem Abschnitt und den
im vorherigen Abschnitt angegebenen Definitionen analog bewiesen.
Fazit In diesem Abschnitt wurden verschiedene allgemeine Trefferbegriffe eingefu¨hrt, die bisher
in dieser Form noch nicht untersucht wurden. Der Benutzer entscheidet sich bei einer Anfrage fu¨r
einen der Trefferbegriffe. S-Treffer bilden die allgemeinste Form von Treffern, IC-Treffer die am
weitesten eingeschra¨nkte. Diese Unterteilung bietet dem Benutzer nicht nur flexible Suchmo¨glich-
keiten, sondern hat auch praktische Gru¨nde: die Suche nach IC-Treffern geschieht i.d.R. um ein
Vielfaches schneller als die Suche nach S-Treffern (siehe Kapitel 4).
An dieser Stelle kommen wir nochmals auf die zu Beginn des Kapitels angesprochenen Beschrei-
bungsmo¨glichkeiten von Anfragen zuru¨ck. Bei der exakten Suche wurde die Anfrage als Ganzes
mittels einer Operation transformiert. Eine Musikanfrage durfte z.B. zeitlich verschoben werden.
Dies wurde als allgemeines Konzept in Abschnitt 2.1.2 beschrieben.
Die in diesem Abschnitt eingefu¨hrten Trefferdefinitionen beschreiben eine Konstellation anhand
der zwischen den Objekten geltenden Relationen. Treffer werden allein durch diese Beziehungen
definiert: stehen zwei Objekte o, o′ der Anfrage in Relation γ, so stehen auch die entsprechenden
Objekte im Treffer (Ψ(o),Ψ(o′)) in Relation γ. Durch die verschiedenen Trefferbegriffe kann fest-
gelegt werden, ob neben den durch die Anfrage festgelegten Relationen noch andere Relationen
zwischen Objekte im Treffer vorkommen du¨rfen.
Im Gegensatz zur exakten Suche wird eine Anfrage nicht als Ganzes transformiert, sondern es
werden alle Transformationen beru¨cksichtigt, die die Anfrage so modifizieren, daß die Beziehungen
erhalten bleiben. Dabei ist die Transformation nebensa¨chlich, solange die Beziehungen der Objekte
untereinander noch u¨bereinstimmen.
Eine Kombination dieser Suchmo¨glichkeiten, d.h. U¨bereinstimmung von bestimmten Objektat-
tributen einerseits (wobei die Objekte isoliert betrachtet werden) und von Beziehungen zwischen
Objekten andererseits (gleichzeitige Betrachtung mehrere Objekte untereinander), ist natu¨rlich
direkt anwendbar. Dies werden die na¨chsten Kapitel zeigen, in denen Verfahren zur Suche nach
Treffern vorgestellt werden.
2.4 Trefferberechnung als Problem der Graphentheorie
In diesem Abschnitt wird ein Bezug zur Graphentheorie hergestellt. Es wird gezeigt, daß sich Do-
kumente als beschriftete Graphen darstellen lassen. Eine Datenbasis D aus Dokumenten entspricht
dann einer Datenbasis aus Graphen. Die Treffersuche la¨ßt sich dann als Isomorphieproblem zwi-
schen Graphen ausdru¨cken, d.h. in allen Graphen der Datenbasis soll nach Treffern gesucht werden.
2.4.1 Definitionen
Im weiteren Verlauf dieser Arbeit werden die folgenden Definitionen verwendet, die sich an Be-
zeichnungsweisen aus [20] und [12] anlehnen:
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Definition 2.4.1. Ein beschrifteter Graph G = (V, ζ, E, ξ) ist ein gerichteter Graph mit Ab-
bildungen ζ : V → WV und ξ : E → WE . Die Wertebereiche WV und WE sind halbgeordnete
Mengen.
Fu¨r eine halbgeordnete Menge (W,≤) gelten die drei Bedingungen ∀w ∈W : w ≤ w, ∀a, b, c ∈
W : a ≤ b ∧ b ≤ c⇒ a ≤ c und ∀a, b ∈W : a ≤ b ∧ b ≤ a⇒ a = b.
WV ist die Menge aller Knotenbeschriftungen und WE ist die Menge aller Kantenbeschriftun-
gen. Mittels der beiden Abbildungen ζ und ξ erha¨lt man fu¨r einen Knoten v die Knotenbeschriftung
von v durch ζ(v) und fu¨r eine Kante e die Kantenbeschriftung von e mittels ξ(e).
Definition 2.4.2. Ein Subgraph G′ = (V ′, ζ ′, E′, ξ′) von einem Graphen G = (V, ζ, E, ξ) ist ein
Graph mit V ′ ⊆ V , E′ ⊆ E ∩ (V ′×V ′), ζ ′ = ζ ↓ V ′ und ξ′ = ξ ↓ E′. G′ ist der von V ′ induzierte
Subgraph von G gdw. E′ = E ∩ (V ′ × V ′). Der zu V ′ induzierte Subgraph von G wird mit G ↓ V ′
bezeichnet.
Definition 2.4.3. Sei G = (V, ζ, E, ξ) ein Graph. Gilt E = V × V \ ∆,∆ := {(v, v)|v ∈ V }, so
wird G als vollsta¨ndig bezeichnet. G heißt zusammenha¨ngend, wenn ∀v, w ∈ V eine Folge von
Knoten (vi)1≤i≤l ∈ V l mit v1 = v, vl = w und ∀1 ≤ i < l : (vi, vi+1) ∈ E ∨ (vi+1, vi) ∈ E existiert.
Bei den fu¨r die Definition von zusammenha¨ngenden Graphen verwendeten Folgen von Knoten
(vi)1≤i≤l ist die Richtung der Kanten zwischen zwei benachbarten Knoten nicht relevant.
Beschriftete Graphen lassen sich durch die folgenden Definitionen miteinander vergleichen.
Dabei seien G = (V, ζ : V → WV , E, ξ : E → WE) und G′ = (V ′, ζ ′ : V ′ → WV ′ , E′, ξ′ : E′ →
WE′) zwei beschriftete Graphen.
Definition 2.4.4. Ein Graph G ist isomorph zu einem Graphen G′, G ' G′, wenn Bijektionen
φ : V → V ′, α : WV → WV ′ , β : WE → WE′ existieren, so daß ΦE := φ × φ ↓ E eine bijektive
Abbildung von E nach E′ ist und
ζ = α−1 ◦ ζ ′ ◦ φ
ξ = β−1 ◦ ξ′ ◦ ΦE
gilt.
Hiermit wird eine Art “Gleichheit” zwischen Graphen definiert. Eine Form von “Enthaltensein”
la¨ßt sich wie folgt beschreiben.
Definition 2.4.5. Ein Graph G ist subisomorph zu einem Graphen G′, G  G′, wenn Bijektio-
nen φ : V → V ′, α : WV → W ′V , β : WE → W ′E existieren, so daß ΦE := φ× φ ↓ E eine bijektive
Abbildung von E nach E′ ist und
ζ ≤ α−1 ◦ ζ ′ ◦ φ
ξ ≤ β−1 ◦ ξ′ ◦ ΦE
gilt. Dabei gilt f ≤ g fu¨r zwei Abbildungen f : A→ B, g : A→ B mit halbgeordneter Menge B,
wenn f(a) ≤ g(a),∀a ∈ A.
Man beachte, daß hier beide Graphen die gleiche Anzahl an Knoten und Kanten besitzen
mu¨ssen. Dies steht im Gegensatz zur Definition in [12].
Der Vergleich zweier Graphen beschra¨nkt sich im weiteren auf Graphen, deren Wertebereiche
fu¨r Knotenbeschriftungen und deren Wertebereiche fu¨r Kantenbeschriftungen gleich sind, d.h.
WV = WV ′ und WE = WE′ . Als bijektive Abbildungen α und β wird jeweils die identische
Abbildung verwendet. Damit muß fu¨r die Isomorphie lediglich ζ = ζ ′ ◦ φ und ξ = ξ′ ◦ ΦE gelten.
Fu¨r die Subisomorphie gilt Analoges bzgl. ≤.
Betrachtet man eine echte Teilmenge V ′ der Knotenmenge V eines Graphen G, so la¨ßt sich
eine Erweiterung von V ′ bzgl. G wie folgt beschreiben:
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Definition 2.4.6. Sei G = (V, ζ, E, ξ) ein Graph und V ′ ⊆ V . Dann ist νG(V ′) = ν(V ′) :=
V ′∪E(V ′)∪E−1(V ′) eine Erweiterung von V ′ um alle unmittelbaren Nachbarknoten von Knoten
aus V ′.
Mit Hilfe der in diesem Abschnitt eingefu¨hrten Definitionen wird als na¨chstes ein Bezug zwi-
schen Dokumenten und beschrifteten Graphen hergestellt.
2.4.2 Dokumente als Graphen
Nachdem im vorherigen Abschnitt beschriftete Graphen eingefu¨hrt wurden, wird nun beschrie-
ben, wie sich jedes Dokument einer Datenbasis bzgl. O und R als Graph darstellen la¨ßt. Dabei
entspricht jedem Dokumentobjekt ein Knoten im Graphen. Zwei Knoten sind durch eine Kante
verbunden, wenn die den Knoten entsprechende Objekte in Relation zueinander stehen. In der
Kantenbeschriftung wird festgehalten, in welcher Relation die entsprechenden Objekte zueinander
stehen. Da zwei Objekte in mehreren Relationen zueinander stehen ko¨nnen, wird als Wertebe-
reich WE die Potenzmenge von R verwendet, d.h. eine Kantenbeschriftung ist eine Menge von
Relationen bzw. Relationsbezeichnungen. Durch Knotenbeschriftungen lassen sich z.B. inha¨rente
Objekteigenschaften repra¨sentieren. Hierauf wird in Abschnitt 2.5 eingegangen. Da in dieser Ar-
beit die Beziehungen zwischen Objekten im Vordergrund stehen, werden Knotenbeschriftungen
i.d.R. nicht verwendet.
Kommen wir nun zur Darstellung von Dokumenten durch beschriftete Graphen. Hierbei wird
die Objektmenge D eines Dokumentes als Knotenmenge des Graphen verwendet. So entsteht eine
1 : 1 Beziehung zwischen Knoten und Objekten.
Definition 2.4.7. Der zu einem Dokument D und einer Menge R = {R1, . . . , Rm} von Relationen
Rγ geho¨rige Graph G(D,R) = (D, ζD, ED, ξD) ist definiert durch: ED =
{
(vi, vj) ∈ D×D | ∃R ∈
R : (vi, vj) ∈ R
}
und ξ : ED → 2[1:m] mit ξD
(
(vi, vj)
)
= {γ ∈ [1 : m] | (vi, vj) ∈ Rγ}.
Die Knotenbeschriftungen bleiben undefiniert, da sie fu¨r die Trefferberechnung nicht verwendet
werden. Der Wertebereich WE der Kantenbeschriftungen ist gleich 2[1:m]. Dieser stellt bzgl. der
Mengeninklusion “⊆” eine halbgeordnete Menge dar.
Knotenbeschriftungen bzw. ζ werden im weiteren Verlauf dieser Arbeit nicht weiter betrachtet,
da sie im Suchprozeß nicht verwendet werden.
Beispiel 2.4.8. In Abbildung 2.10 ist ein Bauplan D aus der Architekturdoma¨ne zusammen mit
dem dazugeho¨rigen Graphen G(D,RKreuzungen) dargestellt. Der Graph ist zusammenha¨ngend
und nicht planar. ◦
Bezeichnungen, die fu¨r Graphen gelten, werde fu¨r die den Graphen entsprechenden Dokumente
u¨bernommen. Ein Dokument D heißt zusammenha¨ngend bzgl. einer Menge von Relationen R,
wenn der Graph G(D,R) zusammenha¨ngend ist.
Im folgenden Kontext wird ein Subgraph G′ von G als maximal bezeichnet, wenn kein zu-
sammenha¨ngender Subgraph G′′ von G existiert, der G′ als Subgraph entha¨lt.
In Abschnitt 2.3 wurde fu¨r jede Anfrage Q gefordert, daß jedes Objekt der Anfrage mit minde-
stens einem anderen Objekt in einer Relation aus R steht (Annahme 2.3.1). Diese Forderung wird
nun weiter verscha¨rft. Im weiteren Verlauf dieser Arbeit wird von folgender Annahme ausgegangen:
Annahme 2.4.9. Jedes DokumentD einer Datenbasis und jede Anfrage Q ist zusammenha¨ngend.
Wendet man die Definition von zusammenha¨ngenden Dokumenten an, so bedeutet die Annah-
men, daß fu¨r jedes Dokument D
∀o ∈ D∃o′ ∈ D,Rγ ∈ R : o 6= o′ ∧ ((o, o′) ∈ Rγ ∨ (o′, o) ∈ Rγ).
gilt. Analoges gilt fu¨r Anfragen Q.
Annahme 2.4.9 la¨ßt sich leicht erfu¨llen. Jedes reale Dokument wird in maximal zusammenha¨n-
gende Dokumente unterteilt und jedes dieser maximal zusammenha¨ngenden Dokumente bildet ein
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abstraktes Dokument der Datenbasis. In diesem Zusammenhang ist ein Teil D′ eines Dokumentes
D maximal zusammenha¨ngend, wenn der Subgraph G(D′,R) von G(D,R) maximal zusammen-
ha¨ngend ist.
Die Eigenschaft, daß alle Dokumente der Datenbasis und alle Anfragen nach Annahme 2.4.9
zusammenha¨ngend sind, bilden eine wichtige Voraussetzung fu¨r effiziente Suchverfahren. Diese
werden in spa¨teren Kapiteln vorgestellt.
2.4.3 Trefferberechnung als Graphenisomorphieproblem
In Abschnitt 2.3 wurden vier Trefferbegriffe fu¨r die Konstellationssuche eingefu¨hrt. Diese lassen
sich auf die Graphentheorie u¨bertragen. Sei im folgenden R eine Menge von Relationen, Q eine
Anfrage mit GQ := G(Q,R) = (Q, ζQ, EQ, ξQ) und D ein Dokument mit GD := G(D,R) =
(D, ζD, ED, ξD). Fu¨r eine Abbildung φ : A → B wird fu¨r eine Teilmenge A′ von A die Menge
φ(A′) definiert durch {φ(a) | a ∈ A′}.
Ist das Dokument D ein I-Treffer bzgl. der Anfrage Q, so gilt fu¨r die entsprechenden Graphen:
Es existiert eine injektive Abbildung φ : Q→ D mit GQ ' GD ↓ φ(Q).
Falls D einen IC-Treffer der Anfrage Q darstellt, gilt zusa¨tzlich zur Eigenschaft von I-Treffern:
ν(φ(Q)) = φ(Q). Dies bedeutet, daß sich die Knotenmenge φ(Q) nicht a¨ndert, wenn man von jedem
Knoten seine direkten Nachbarknoten mit einbezieht. Da nach Annahme 2.4.9 alle Dokumente,
somit auch GD und GQ, zusammenha¨ngend sind, bildet φ sogar eine bijektive Abbildung zwischen
Q und D.
Fu¨r einen S-Treffer D von Q existieren injektive Abbildungen φ : Q → D und ψ : EQ → ED,
so daß G′D = (φ(Q), ζD ↓ φ(Q), ψ(EQ), ξD ↓ ψ(EQ)) ein Subgraph von GD ist und GQ  G′D gilt.
Falls D einen SC-Treffer von Q darstellt, gilt ν(φ(Q)) = φ(Q) zusa¨tzlich zu den Eigenschaften
von S-Treffern. Dies ist genau dann der Fall, wenn φ eine Bijektion ist.
Daraus ergibt sich der folgende Satz:
Satz 2.4.10. Mit obigen Bezeichnungen fu¨r GD und GQ bzgl. eines Dokuments D und einer
Anfrage Q gilt:
1. Genau dann ist D ein IC-Treffer von Q, wenn eine bijektive Abbildung Ψ : Q → D mit
GQ ' GD existiert.
2. Genau dann ist D ein I-Treffer von Q, wenn eine injektive Abbildung Ψ : Q → D mit
GQ ' GD ↓ Ψ(Q) existiert.
3. Genau dann ist D ein SC-Treffer von Q, wenn eine bijektive Abbildung Ψ : Q → D mit
GQ  G′D fu¨r G′D = (D, ζD,Ψ2(EQ), ξD ↓ Ψ2(EQ)) existiert.
4. Genau dann ist D ein S-Treffer von Q, wenn eine injektive Abbildung Ψ : Q → D mit
GQ  G′D fu¨r G′D = (Ψ(Q), ζD ↓ Ψ(Q),Ψ2(EQ), ξD ↓ Ψ2(EQ)) existiert.
Beweis Als erstes wird die Aussage u¨ber I-Treffer bewiesen, die sich hauptsa¨chlich aus der
Konstruktion der Graphen fu¨r Dokumente, Definition 2.4.7, und der Trefferdefinition 2.3.2 ergibt.
Danach wird die 4. Aussage bewiesen. Die restlichen Aussagen ergeben sich aus den beiden bereits
bewiesenen Fa¨llen.
(2)”⇐”: Sei Ψ : Q→ D eine Injektion mit GQ ' GD ↓ Ψ(Q). Dann gilt:
(v, w) ∈ EQ ∧ γ ∈ ξQ((v, w))⇔ (Ψ(v),Ψ(w)) ∈ ED ∧ γ ∈ ξD((Ψ(v),Ψ(w)))
fu¨r alle v, w ∈ Q und γ ∈ [1 : |R|]. Nach Konstruktion des Graphen (Definition 2.4.7) ist dies
a¨quivalent zu
(v, w) ∈ Rγ ⇔ (Ψ(v),Ψ(w)) ∈ Rγ
fu¨r alle v, w ∈ Q und γ ∈ [1 : |R|]. Damit ist Ψ eine Trefferabbildung bzgl. I-Treffer.
(2)”⇒”: Der Beweis erfolgt analog zu obigen, da sich die fu¨r die Isomorphie beno¨tigte Abbildung
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aus der fu¨r einen I-Treffer gegebenen Trefferabbildung Ψ ergibt.
(4)”⇐”: Nach Definition 2.4.5 besteht fu¨r GQ  G′D eine Bijektion zwischen den Knotenmengen
und eine Bijektion zwischen den Kantenmengen, die sich auch als Injektionen bzgl. GD darstellen
lassen. O.B.d.A. seien diese durch Ψ definiert. Dann ergibt sich die Inklusion
(v, w) ∈ EQ ∧ γ ∈ ξQ((v, w))⇒ (Ψ(v),Ψ(w)) ∈ ED ∧ γ ∈ ξD((Ψ(v),Ψ(w)))
fu¨r alle v, w ∈ Q und γ ∈ [1 : |R|]. Nach Konstruktion des Graphen (Definition 2.4.7) ist dies
a¨quivalent zu
(v, w) ∈ Rγ ⇒ (Ψ(v),Ψ(w)) ∈ Rγ
fu¨r alle v, w ∈ Q und γ ∈ [1 : |R|]. Damit ist Ψ eine Trefferabbildung bzgl. S-Treffer.
(4)”⇒” wird analog bewiesen.
(1), (3) : Zusa¨tzlich zu obigen Beweisen gilt, da alle Graphen und Dokumente zusammenha¨ngend
sind, Ψ ist genau dann eine Bijektion, wenn ν(Ψ(Q)) = Ψ(Q) gilt.
Die aufgefu¨hrten Eigenschaften veranschaulicht das folgende Beispiel.
Beispiel 2.4.11. In Abbildung 2.11 sind eine Anfrage Q und drei Dokumente A,B,C aus der
Architekturdoma¨ne dargestellt. Als Menge von RelationenR wurden die neun Kreuzungsrelationen
aus Abschnitt 2.2.1 und eine Relation Rgl zur La¨ngengleichheit verwendet, die in Abschnitt 2.2.3
vorgestellt wurde, d.h. R = RKreuzungen ∪{Rgl}. Die Baupla¨ne wurden schon im Zusammenhang
mit Abbildung 2.7 besprochen, allerdings ohne die Beru¨cksichtigung von La¨ngengleichheiten.
Auf der rechten Seite von Abbildung 2.11 sind die den Dokumenten entsprechenden Graphen
dargestellt. Fu¨r ein Dokument X ∈ {Q,A,B,C} bezeichnet GX := G(X,R) = (X, ζx, EX , ξX)
den zu X geho¨rigen Graphen bzgl. R, der sich jeweils aus Abbildung 2.11 ergibt. Im folgenden
werden die einzelnen Dokumente bzgl. der Anfrage Q besprochen, wobei auch Q als Dokument
der Datenbasis angenommen wird und somit natu¨rlich immer einen Treffer darstellt.
Ist Q gleichzeitig Anfrage und Dokument der Datenbasis, ergibt sich eine bijektive Abbildung
φ : Q → Q mit φ = id. Da GQ = GQ ↓ φ(Q) gilt GQ ' GQ ↓ φ(Q) und ν(φ(Q)) = φ(Q).
Da GQ  GQ ist Q als Datenbasisdokument bzgl. der Anfrage Q eine Treffer fu¨r jeden der vier
Trefferbegriffe.
Fu¨r Dokument A lassen sich nur injektive Abbildungen φ : Q → A konstruieren. Wa¨hlt man
φ als Identita¨t gilt wiederum GQ ' GA ↓ φ(Q) und A ist I-Treffer. Allerdings ist ν(φ(Q)) =
A\{f} 6= A = φ(Q). Somit stellt A weder einen IC-Treffer noch einen SC-Treffer dar. Wa¨hlt man
ψ : EQ → EA als identische Abbildung, so ist G′A = (A \ {f}, ζ ↓ φ(Q), EA \ {(a, f)}, ξ ↓ ψ(EQ))
subisomorph zu GQ. Dokument A ist also S-Treffer und I-Treffer bzgl. Anfrage Q.
Im Gegensatz zu den beiden vorherigen Dokumenten ist GB nicht isomorph zu GQ, da ΦEQ :=
φ × φ ↓ EQ mit φ = id wegen der Kante (b, d) ∈ EB keine Bijektion zwischen EQ und EB ist.
Weiterhin gilt ξQ((c, d)) = {`} 6= {`, gl} = ξA((c, d)). Da ξQ((c, d)) ≤ ξA((c, d)) gilt, ist GQ
subisomorph zu G′A = (A, ζA, EA \ {(b, d)}, ξ ↓ EA \ {(b, d)}). Wegen ν(φ(Q)) = φ(B) bildet
Dokument B einen SC-Treffer und S-Treffer bzgl. der Anfrage Q.
Bei Dokument C gilt wie bei Dokument A bzgl. der Nachbarschaft ν(φ(Q)) 6= φ(C). Ansonsten
besitzt Dokument C die gleichen Eigenschaften wie Dokument B, womit C ein S-Treffer bzgl. Q
darstellt.
Die Ergebnisse stimmen mit den in Abschnitt 2.2.2 dargestellten Treffern u¨berein (vergleiche
Abbildung 2.7). ◦
Bemerkung 2.4.12. Satz 2.4.10 hat gezeigt, daß sich die Bezeichnung “Treffer” zwischen einer
Anfrage Q und einem Dokument D auch auf Graphen GQ und GD anwenden lassen, d.h. GD
ist genau dann T -Treffer bzgl. GQ, wenn D ein T -Treffer bzgl. Q ist fu¨r alle Trefferarten T ∈
{IC, I, SC, S}.
Daher wird spa¨ter einfach der Graph GQ als Anfrage und der Graph GD als Dokument be-
zeichnet.
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Fazit In diesem Abschnitt wurde gezeigt, wie die Trefferbegriffe, die auf Dokumenten definiert
wurden, sich auf beschriftete Graphen u¨bertragen lassen. Bei Graphen lassen sich Treffer durch
Graphenisomorphie bzw. Subgraphenisomorphie ausdru¨cken. Man beachte, daß die in Abschnitt
2.2.2 aufgestellte Hierarchie der Trefferbegriffe auch fu¨r Graphen gilt.
2.4.4 Komplexita¨t der Isomorphieprobleme
Im letzten Abschnitt wurde demonstriert, wie sich diverse Probleme der Trefferberechnung durch
Probleme der Graphentheorie ausdru¨cken lassen. In diesem Abschnitt wird die Zeitkomplexita¨t
der Trefferberechnung mittels Graphen untersucht. Dabei wird erst auf das allgemeine Isomor-
phieproblem aus der Graphentheorie eingegangen. Weiterhin werden Unterschiede zwischen dem
allgemeinen und dem bei der Trefferberechnung vorliegenden Isomorphieproblem aufgezeigt.
Das allgemeine Isomorphieproblem auf Basis von Definition 2.4.4 lautet: Entscheide, ob zwei
gegebene Graphen isomorph zueinander sind. Bisher ist nicht bewiesen, ob dieses Problem in der
Komplexita¨tsklasse P liegt [38]. Fu¨r planare Graphen la¨ßt sich das Problem in linearer Zeit lo¨sen
[21]. Fu¨r Graphen, deren Knotengrad begrenzt ist, existieren Verfahren mit polynomieller Laufzeit
[15].
Fu¨r die in dieser Arbeit verwendeten Form der Subgraphenisomorphie gilt die gleiche Kom-
plexita¨t wie fu¨r das allgemeine Isomorphieproblem. In der Literatur versteht man unter dem all-
gemeinen Subgraphenisomorphieproblem “Entscheide, ob fu¨r zwei Graphen G,G′ ein Subgraph
von G′ existiert, der subisomorph zu G ist (siehe z.B. [12]). Dieses Entscheidungsproblem ist NP-
vollsta¨ndig [46]. Hierbei ist die Angabe aller Subgraphen G′′ nicht beru¨cksichtigt. Mo¨chte man alle
Treffer auflisten oder wissen, wie viele Treffer existieren, ist mit la¨ngeren Laufzeiten zu rechnen,
da exponentiell viele Treffer existieren ko¨nnen. An dieser Stelle sei auf das Za¨hlproblem verwie-
sen [45]. In der Praxis wird die Anzahl der Treffer pro Dokument i.d.R. automatisch oder durch
eine Benutzerangabe beschra¨nkt, um einerseits die Trefferpra¨sentation u¨bersichtlich zu gestalten
und andererseits die Berechnungsdauer einzuschra¨nken.
Die beiden aufgefu¨hrten allgemeinen Problemstellungen gehen davon aus, daß der Vergleich
zwischen zwei Graphen stattfindet, die erst zum Anfragezeitpunkt vorliegen. Etwaige Vorverarbei-
tungsschritte gelten als Teil der Berechnung. Fu¨r die Zeitabscha¨tzung wird von Graphen beliebiger
Gro¨ße ausgegangen.
Die in dieser Arbeit vorgestellten Trefferberechnungen gestalten sich anders. Der Vergleich fin-
det nicht zwischen zwei Graphen, sondern zwischen einem Anfragegraphen und einer Menge von
Graphen, der Datenbasis, statt. Die Datenbasis steht zum Anfragezeitpunkt fest. Eine Vorverarbei-
tung der Datenbasis ist erlaubt. Sie wird nicht bei der Zeitkomplexita¨t der Anfragebeantwortung
einbezogen. Hier liegt ein großer Unterschied zu den allgemeinen Isomorphieproblemen.
Zusa¨tzlich wird davon ausgegangen, daß die Anfrage wesentlich kleiner als die Dokumente der
Datenbasis sind. Es wird also ein kleiner Graph mit vielen großen verglichen.
Weiterhin wird beim allgemeinen Isomorphieproblem davon ausgegangen, daß beide Graphen
dem Vergleichsverfahren direkt zur Verfu¨gung stehen. Dies trifft fu¨r eine Datenbank aus Dokumen-
ten bzw. Graphen nicht zu, da die Daten auf einem externen Speichermedium liegen. Hier mu¨ssen
diese erst in den Hauptspeicher transferiert werden, um dort miteinander verglichen werden zu
ko¨nnen. Diese Transferzeiten bilden in der Praxis einen wesentlichen Anteil der Beantwortungszeit
[50].
Fazit Die Trefferberechnungen basieren auf NP-vollsta¨ndigen Problemen. Allerdings liegen bei
der Trefferberechnung und bei den allgemeinen Isomorphieproblemen unterschiedliche Vorausset-
zungen vor. Allein schon die Verwendung einer Indexierung ermo¨glicht einen gezielten Zugriff auf
bestimmte Knoten, wobei der Index vorab berechnet werden kann und zum Anfragezeitpunkt zur
Verfu¨gung steht. Auch die Annahme, daß Anfragegraphen wesentlich kleiner als die Graphen der
Datenbasis sind, unterscheidet sich von den allgemeinen Isomorphieproblemen.
Anstatt fu¨r eine Datenbasis D von Graphen das Isomorphieproblem |D| mal zu lo¨sen, d.h.
getrennt fu¨r jedes einzelne Dokument, wird in dieser Arbeit ein Verfahren verwendet, daß alle
Graphen gleichzeitig zur Bestimmung der Treffer mit einbezieht.
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2.4.5 Diskussion der praktischen Anwendbarkeit
Der letzte Abschnitt hat gezeigt, daß die theoretische Zeitkomplexita¨t zur Berechnung der Treffer
hoch ist. Trotzdem sprechen einige Argumente fu¨r eine praktische Anwendbarkeit. Diese werden
im folgenden vorgestellt.
Oft liegt es in der Natur der Daten, daß sich bestimmte Konstellationen besonders auszeichnen.
In dieser Arbeit wird davon ausgegangen, daß sich solche Konstellationen durch die in R angege-
benen Beziehungen zwischen Objekten beschreiben lassen. Dies spiegelt sich i.d.R. in“pra¨gnanten”
Knoten- bzw. Kantenbeschriftungen wider, die nur selten in Dokumenten vorkommen. Diese bilden
einen idealen Startpunkt fu¨r eine weiterfu¨hrende Suche [12].
Liefert eine Anfrage eine (zu) große Treffermenge, so wird diese Anfrage meistens weiter verfei-
nert, um so die Treffermenge u¨bersichtlicher zu gestalten. I.d.R. wird davon ausgegangen, daß nur
wenige Treffer das Ergebnis einer Anfrage darstellen. Oft bildet dies die Grundlage von guten Heu-
ristiken, die in gewisser Weise auch von den in Kapitel 4 vorgestellten Suchverfahren angewendet
werden.
In der Praxis tritt oft der Fall auf, daß bei den verwendeten Graphen der Knotengrad be-
schra¨nkt ist. Dies trifft z.B. auf die Anwendung aus der Architekturdoma¨ne (siehe Abschnitt 2.2)
zu, wo ein Objekt nur mit wenigen anderen Objekten verbunden ist. Hierfu¨r existieren Verfahren
mit polynomieller Laufzeit zur Berechnung aller zu einer Anfrage isomorphen Subgraphen [15].
Wie Abschnitt 2.6 zeigen wird, werden Verfahren zur Lo¨sung von Isomorphieproblemen in ande-
ren Anwendungsdoma¨nen praktisch eingesetzt. Dies sollte als Motivation angesehen werden, trotz
der mo¨glicherweise hohen theoretischen Zeitkomplexita¨t, die hier vorgeschlagenen Trefferbegriffe
in der Praxis zu untersuchen. Wie sich zeigen wird, la¨ßt sich i.A. durch die bereits angesprochene
Mo¨glichkeit der Vorverarbeitung der Datenbasisdokumente eine geringe Beantwortungszeit von
Anfragen erzielen.
In der Praxis werden zur Berechnung von Graphenisomorphien bewußt Verfahren eingesetzt,
die im schlechtesten Fall nicht polynomielles Laufzeitverhalten haben. Dies geschieht selbst in
Spezialfa¨llen, fu¨r die das Graphenisomorphieproblem in Polynomialzeit lo¨sbar ist, wie z.B. im Fall
planarer Graphen, fu¨r die das Problem in Linearzeit lo¨sbar ist. Gru¨nde hierfu¨r sind hohe konstante
Faktoren bei den linearen Algorithmen [21], [30].
2.5 Vergleich der Trefferdefinitionen
In Abschnitt 2.1.2 wurden Treffer mittels G-Mengen, sogenannte G-Treffer, definiert. Diese Art
von Treffern lassen sich auch als verallgemeinerte Form von I-Treffern ausdru¨cken. Hierauf wird in
Abschnitt 2.5.1 eingegangen. Im darauffolgenden Abschnitt werden Erweiterungen der Darstellung
durch Graphen motiviert.
2.5.1 G-Treffer und I-Treffer
Die in Abschnitt 2.1.2 beschriebenen G-Treffer lassen sich nicht direkt durch die in Abschnitt 2.3
vorgestellten Trefferbegriffe erfassen. Dafu¨r ist folgende Verallgemeinerung von I-Treffern notwen-
dig:
Definition 2.5.1. Dokument D ist ein verallgemeinerter I-Treffer einer Anfrage Q bzgl. R,
wenn eine injektive Abbildung Ψ : Q→ D und eine Bijektion pi ∈ Sm existiert mit:
∀γ ∈ [1 : |R|]∀q, q′ ∈ Q : (q, q′) ∈ Rγ ⇔ (Ψ(q),Ψ(q′) ∈ Rpi(γ).
Die A¨quivalenz zwischen G-Treffern und verallgemeinerten I-Treffern ergibt sich wie folgt: Fu¨r
eine G-Menge O und ein g ∈ G definiere
Rg := {(a, ga)|a ∈ O}
und R := {Rg|g ∈ G}.
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Ein G-Treffer gQ ⊆ D ist dann ein verallgemeinerter I-Treffer. Dies bedeutet, daß eine injektive
Abbildung Ψg : Q→ D, q 7→ gq und eine Bijektion pi : x 7→ gxg−1 existiert mit:
∀x ∈ G ∀q, q′ ∈ Q : (q, q′) ∈ Rx ⇒ (gq, gq′) ∈ Rgxg−1 .
2.5.2 Kombination der Trefferarten
Die im letzten Abschnitt dargestellte Realisierung von G-Treffern durch I-Treffer ist fu¨r die Praxis
unpraktikabel. I-Treffer stellen im Vergleich zu G-Treffern ein viel allgemeineres Trefferkonzept
dar. Der in Abschnitt 2.1.2 vorgestellte Ansatz gilt fu¨r die Berechnung von G-Treffern als sehr
effizient [5].
Ein anderer Ansatz zur Integration von G-Treffern bietet sich bei den in Abschnitt 2.4 einge-
fu¨hrten beschrifteten Graphen. Hier lassen sich die Knotenbeschriftungen ausnutzen, um objekts-
pezifische Informationen zu speichern. Knotenbeschriftungen wurden bei den bisherigen Trefferbe-
sprechungen nicht verwendet. In der Graphendarstellung ist WV = O, d.h. der dem Objekt o ∈ D
entsprechende Knoten vo erha¨lt als Knotenbeschriftung ζ(vo) = o.
Die Isomorphie zwischen Graphen kann an G-Treffer angepaßt werden, indem man fu¨r die
U¨bereinstimmung der Knotenbeschriftungen, statt ζQ(v) = ζD(φ(v)), ∀v ∈ Q, wie in Definition
2.4.4 nun ∃g ∈ G : ζQ(v) = gζD(φ(v)), ∀v ∈ Q, fordert.
Durch die Verwendung von Knotenbeschriftungen la¨ßt sich auch eine Fokussierung fu¨r die
Architekturanwendung realisieren. Setzt sich etwa die Menge der Objekte aus Zu- und Abluftlei-
tungen zusammen, so la¨ßt sich fu¨r jedes Objekt in der Knotenbeschriftung erfassen, ob es eine Zu-
oder Abluftleitung darstellt. Fu¨hrt man weiterhin eine Knotenbeschriftung “egal” ein und definiert
WV = {Abluft, Zuluft, egal} mit egal ≤ Abluft und egal ≤ Zuluft, so la¨ßt sich durch die
Knotenbeschriftung der Anfrage und die Angabe der Trefferart, I-Treffer oder S-Treffer, entschei-
den, ob im Treffer die Anfrageobjekte auf Zuluft, Abluft oder beliebigen Objekten der Dokumente
abgebildet werden ko¨nnen.
Man sieht also, daß sich Knotenbeschriftungen vielseitig nutzen lassen. Der Schwerpunkt dieser
Arbeit liegt aber bei den in Abschnitt 2.3 definierten Trefferbegriffen. Die spa¨ter beschriebenen
Verfahren zur Trefferberechnung lassen sich leicht erweitern, so daß Knotenbeschriftungen mitbe-
ru¨cksichtigt werden.
2.6 Weitere Anwendungsgebiete
Bisher wurden die in Abschnitt 2.3 definierten Trefferbegriffe fu¨r die Suche in Baupla¨nen aus
der Architekturdoma¨ne verwendet. In diesem Abschnitt wird exemplarisch gezeigt, daß sich die
vorgestellten Trefferbegriffe direkt in anderen Anwendungsgebieten verwenden lassen.
2.6.1 Geoinformatik
Ein Aspekt der Geoinformatik ist die Suche in Landkarten [2]. In stark abstrahierter Form sind sie
mit Baupla¨nen vergleichbar. Straßen lassen sich als Linienzu¨ge darstellen. Eine Konstellation von
mehreren Straßen wird wesentlich durch die Straßenkreuzungen charakterisiert. Dabei existieren
mehrere Typen von Straßenkreuzungen, z.B. T-Kreuzung, Y-Kreuzung, Kreisverkehr. Hier sind
die Parallelen zur vorgestellten Suche in Baupla¨nen sehr deutlich. Sieht man jede Straße als ein
Objekt an und erstellt fu¨r jeden Kreuzungstyp eine Relation, so lassen sich damit Treffer finden, die
skalierungsunabha¨ngig sind. Wie bei Baupla¨nen wird eine Konstellation, also eine Menge von sich
kreuzenden Straßen, durch ihre Kreuzungstypen beschrieben. Somit la¨ßt sich eine Suche in großen
Straßenkarten- und Stadtplanarchiven realisieren. Die Unterscheidung der einzelnen Trefferbegriffe
erfolgt analog zum Architekturbeispiel aus Abbildung 2.5.
Auch in anderen Teilgebieten der Geoinformatik la¨ßt sich das hier beschriebene Trefferkonzept
anwenden. Etwa wenn Konstellationen aus Grundstu¨cken und Geba¨uden bestehen und solche Kon-
stellationen in einer großen Datenbank aus Landkarten gesucht werden sollen. Zur Beschreibung
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solcher Konstellationen ko¨nnen z.B. Beziehungen wie “grenzt an” oder “ist (etwa) gleich groß wie”
verwendet werden.
2.6.2 Chemische Strukturformeln
In der organischen Chemie wa¨chst die Zahl an neuen Verbindungen ta¨glich. Oft muß u¨berpru¨ft
werden, ob diese Verbindung schon entdeckt wurde. Dies geschieht meistens durch eine Suche
in Datenbanken mit chemischen Strukturformeln. Bei der Vorhersage von Reaktionen gilt ein
a¨hnliches Szenario. Auch hier wird mittels Strukturformeln in Datenbanken gesucht.
Im Kontext dieser Aufgabenstellung, der Suche in großen Datenbanken mit Strukturformeln,
existieren einige Arbeiten (z.B. [7], [49] und [29]). Als Datenstruktur zur Darstellung von Struk-
turformeln werden i.d.R. ungerichtete gewichtete Graphen verwendet. Knoten sind Atome und
Kanten sind die Bindungen zwischen den entsprechenden Atomen.
Treffer einer Anfrage sind Graphen der Datenbank, die isomorph zum Graphen der Anfrage
sind. Dies entspricht einem IC-Treffer aus Abschnitt 2.3.
Da Knoten und Kantenanzahl bei einer Isomorphie zwischen Anfrage- und Treffergraphen
u¨bereinstimmen, wird ein kompletter Graph durch eine eindeutige Zahl kodiert [29]. Die eigentliche
Arbeit steckt im aufwendigen Kodierungsschritt. Die Suche auf den Kodierungen kann z.B. durch
eine bina¨re Suche erledigt werden.
Vergleichbar mit S-Treffern ist die Suche nach Substrukturen. Hierfu¨r werden in der Literatur
nur Verfahren angegeben, die zwei Graphen miteinander vergleichen. Ein Suche in großen Moleku¨l-
Datenbanken erfolgt in zwei Schritten: erst wird die Anfrage in stark vereinfachter bzw. vergro¨ber-
ter Form mit ebenfalls stark vergro¨berten Datenbankeintra¨gen verglichen. Dadurch werden viele
Datanbankeintra¨ge fu¨r den zweiten Suchschritt eliminiert. In diesem wird die Anfrage detailliert
mit den u¨briggebliebenen Datenbankeintra¨gen sequentiell verglichen [7], [49]. In Abschnitt 3.1.2
wird auf diese Verfahren na¨her eingegangen.
Fu¨r die Anwendung im Kontext dieser Arbeit bietet sich eine detaillierte Darstellung der Struk-
turformeln an. Ein Objekt ist ein Atom, d.h. O ist die Menge aller Atome. Eine Bindung zwischen
zwei Atomen la¨ßt sich im wesentlichen durch die Bindungsordnung p , den Bindungswinkel α und
die Bindungsla¨nge d beschreiben [49]. Fu¨r jede mo¨gliche Kombination dieser drei Eigenschaften
wird eine eigene Relation R(p,α,d) definiert. Zwei Objekte stehen in solch einer Relation, wenn sie
mit der entsprechenden Bindung verbunden sind. Fu¨r die Suche nach Substrukturen lassen sich die
Trefferbegriffe S-Treffer und SC-Treffer bzw. die in Kapitel 4 beschriebenen Suchverfahren direkt
anwenden.
2.6.3 Wissensrepra¨sentation und Bilddatenbanken
Im Bereich der ku¨nstlichen Intelligenz befinden sich viele Gebiete, in denen sich die Trefferbegriffe
zur Suche in Datenbanken anwenden lassen (z.B. [16]). Stellvertretend sei hier das Gebiet der
Wissensrepra¨sentation kurz vorgestellt. Eine Mo¨glichkeit der Beschreibung von Szenen aus der
realen Welt ist die Extraktion von Objekten. Viele Objekte setzen sich aus kleineren Objekten
zusammen. Ein Stuhl besteht zum Beispiel aus vier Stuhlbeinen, einer Sitzfla¨che und einer Lehne.
Bei der Beschreibung ist das Zusammenspiel der Objekte wichtig. Dieses wird durch Pra¨dikate
(Funktionen, Rollen) [16] beschrieben, etwa “steht auf”, “ist angeschraubt an” oder “ha¨ngt an”.
Diese Pra¨dikate lassen sich i.d.R. als zweistellige Relationen auf der Menge aller Objekte auffassen.
Damit sind die fu¨r diese Arbeit verwendeten Mengen O und R definiert. Durch die Auswahl einer
der vier Trefferbegriffe wird die Suche pra¨zisiert: Fu¨r genaue U¨bereinstimmung werden I-Treffer
verwendet. Mittels S-Treffer lassen sich bei der obigen Beschreibung eines Stuhls z.B. auch solche
erkennen, die Querstreben zwischen den Stuhlbeinen besitzen.
In vielen Fa¨llen wird das Wissen durch Ausdru¨cke formuliert und gespeichert, die auf der Pra¨-
dikatenlogik basieren [3]. Teilweise werden die Informationen auch direkt in beschriftete Graphen
gespeichert [12]. In beiden Szenarien wird davon ausgegangen, daß bei der Suche alle Daten im
Hauptspeicher vorliegen. Auf die Problematiken, die sich bei großen Datenbanken, wo der externe
Datenzugriff gering gehalten werden soll, wird nicht eingegangen.
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Bei der inhaltsbasierten Suche in Bilddatenbanken gilt teilweise ein a¨hnliches Szenario. In
Bildern erkannte Objekte werden in Relation zueinander gesetzt, z.B. Sonne “u¨ber” Palme oder
Buch “auf” Tisch. Hier kann die Konstellationssuche ebenfalls angewendet werden, wenn in der
Anfrage die Relationen zwischen den Objekten angegeben wird.
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Abbildung 2.10: Links ein Bauplan D, rechts der Graph G(D,RKreuzungen).
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Abbildung 2.11: Auf der linken Seite sind 4 Dokumente und auf der rechten Seite die entsprechen-
den Graphen dargestellt. Objekte und Knoten sind mit Kleinbuchstaben beschriftet. Knotenbe-
schriftungen sind nicht angegeben. Eine Kantenbeschriftung ξ(e) ist eine Teilmenge von R, also
ein Menge von Relationen. Neben den neun Kreuzungsrelationen wird auch eine Relation Rgl bzgl.
der La¨ngengleichheit von Objekten verwendet.
33
Kapitel 3
Trefferberechnung
Nachdem im vorherigen Kapitel durch die vier Trefferarten definiert wurde, “was” gesucht wird,
geht es in diesem Kapitel um das Problem “wie” effizient gesucht werden kann.
Das Kapitel ist so aufgebaut, das erst die Rahmenbedingungen der Suche, also das Ausgangs-
szenario vorgestellt wird. Anschließend werden bekannte Ansa¨tze zur Lo¨sung von Grapheniso-
morphieproblemen beschrieben, die sich bedingt zur Trefferberechnung eignen. Danach wird auf
das allgemeine Konzept der invertierten Listen eingegangen. Die letzten beiden Abschnitte bilden
den Kern dieser Arbeit. Erst wird die Suche nach Treffern unter Verwendung von invertierten
Listen theoretisch beschrieben, bevor vier Trefferberechnungsverfahren vorgestellt werden, die auf
den theoretischen Ergebnissen aufbauen. Im na¨chsten Kapitel werden die Suchverfahren auf ihre
Praxistauglichkeit hin untersucht.
3.1 Einleitung
Als Vorbereitung auf die in den na¨chsten Abschnitten vorgestellten Verfahren zur Trefferberech-
nung werden in diesem Abschnitt bereits bekannte Ansa¨tze beschrieben (Abschnitt 3.1.2). Dabei
wird auch auf die unterschiedlichen Voraussetzungen bzw. Anwendungsaspekte, die beim Algorith-
menentwurf im Vordergrund standen, eingegangen. Wie sich herausstellen wird, unterscheidet sich
das Ausgangsszenario bei den bisherigen Ansa¨tzen von dem in dieser Arbeit betrachteten Ansatz.
Auf das Ausgangsszenario dieser Arbeit wird in Abschnitt 3.1.1 eingegangen.
3.1.1 Ausgangsszenario
Alle in dieser Arbeit besprochenen Suchverfahren sollen auf große Datenbesta¨nde angewendet
werden. Diese sind auf einem externem Medium (Massenspeicher, Sekunda¨rmedium) gespeichert.
Es wird davon ausgegangen, daß die Gro¨ße der Datenbasis die Gro¨ße des Hauptspeichers um
ein Vielfaches u¨bertrifft. Typische Werte fu¨r das Gro¨ßenverha¨ltnis zwischen Hauptspeicher und
Datenbasis sind z.Z. etwa 512 MB Hauptspeicher gegenu¨ber einem Datenvolumen von mehreren
Hundert Gigabyte.
Nach [50] werden fu¨r extern gespeicherte Datenbasen besondere Verfahren zur Suche in den
Daten beno¨tigt. Begru¨ndet wird dies mit der beno¨tigten Transferzeit, um Daten vom Sekunda¨r-
medium in den Hauptspeicher zu transferieren. Bei der Suche wird davon ausgegangen, daß der
eigentliche Vergleich zwischen Anfrage- und Dokumentdaten im Hauptspeicher stattfindet. Beim
Datentransfer ist weiterhin zu beachten, daß wahlfreie Zugriffe erheblich zeitintensiver als sequen-
tielle Zugriffe sind.
In [50] wird die wahlfreie Zugriffszeit ts mit 10×10−3 Sekunden und die Transferzeit tr fu¨r ein
Byte mit 0.5× 10−6 Sekunden angegeben.
Fu¨r eine Datenbasis mit 10.000 Dokumenten und einem Datenvolumen von einem Gigabyte
liegt die Gesamtdauer fu¨r den Datentransfer bei u¨ber 10 Minuten (ca. 109 × tr + 104 × ts = 600
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Sekunden). Allein schon die Zeit fu¨r den Datentransfer ist als Antwortzeit nicht akzeptabel.
Dieses Beispiel belegt, daß der Datentransfer einen wesentlichen Einfluß auf die Beantwor-
tungszeit von Anfragen ausu¨bt. Auf dieser Basis werden neue Suchverfahren vorgestellt, die einen
mo¨glichst geringen Datentransfer und eine geringe Anzahl an wahlfreien Zugriffen gewa¨hrleisten.
Weiterhin wird in dem hier betrachteten Anwendungsszenario davon ausgegangen, daß die
Datenbasis vorverarbeitet werden kann (siehe auch [50]). Somit ko¨nnen Indexe oder andere Hilfs-
strukturen vorab berechnet werden, mit deren Hilfe zum Anfragezeitpunkt der Suchraum stark
eingeschra¨nkt wird.
Bei der Verwendung von solchen Zusatzstrukturen sind der dafu¨r beno¨tigte zusa¨tzliche Spei-
cherplatz und die Berechnungszeit zu beru¨cksichtigen. Bei der Berechnungszeit wird zwischen einer
neuen Erstellung der Hilfsstruktur und einer Anpassung einer bereits berechneten Hilfsstruktur
an A¨nderungen der Datenbasis unterschieden.
In [50] werden mehrere Indexstrukturen untersucht. Im Abschnitt 3.2 wird die Indexierung mit
invertierten Listen (inverted file index) vorgestellt, auf die die Suchalgorithmen aus Abschnitt 4
aufbauen.
3.1.2 Bekannte Ansa¨tze
Abschnitt 2.4 hat gezeigt, daß sich die Trefferbegriffe aus Abschnitt 2.3 durch Probleme der Gra-
phenisomorphie ausdru¨cken lassen.
Fu¨r den Vergleich zweier Graphen auf (Sub-)Graphenisomorphie lassen sich einfache Varianten
der Breiten- oder Tiefensuche einsetzen [44]. In Kombination mit Heuristiken lassen sich so in vielen
Fa¨llen Subgraphenisomorphien schnell bestimmen [49].
Abschnitt 3.1.1 hat gezeigt, daß ein kompletter Durchlauf aller Dokumente einer großen Da-
tenbank aus Graphen, um die Dokumente sequentiell z.B. mittels Breiten- oder Tiefensuche mit
einem Anfragegraphen zu vergleichen, allein schon wegen der Transferzeiten sehr zeitintensiv ist.
Hier werden andere Ansa¨tze beno¨tigt.
Verfahren zur Lo¨sung von Graphenisomorphieproblemen werden z.B. bei Konzeptgraphen oder
in der Chemie eingesetzt, wo u.a. in Moleku¨ldatenbanken gesucht wird. Hierauf wurde bereits in
Abschnitt 2.6 eingegangen.
Die verwendeten Ansa¨tze fu¨r eine Suche in großen Datenbanken lassen sich grob in zwei Stra-
tegien unterteilen:
1. Filterung: Die Reduktion des Suchraums durch grobe Vergleiche, um so große Teile des
Datenbestandes, die bzgl. der Anfrage auf keinen Fall einen Treffer darstellen ko¨nnen, von
einem zweiten, detaillierten Vergleichsschritt ausschließen zu ko¨nnen.
2. Kodierung: Anfragen und alle Graphen der Datenbasis werden kodiert. Die Suche findet auf
den Kodierungen statt.
Diese Strategien werden im folgenden genauer vorgestellt. Wie schon erwa¨hnt, steht die Berech-
nung von Isomorphien und Subisomorphien zwischen einem Anfragegraphen und einer Menge von
Graphen, der Datenbasis, im Vordergrund.
Filterung Diese Suchstrategie unterteilt sich in zwei Schritte. Im ersten Schritt wird die An-
frage vergro¨bert und mit ebenfalls vergro¨berten Dokumenten der Datenbank verglichen. Dabei
sind die Vergro¨berungen der Dokumente persistent gespeichert. Weiterhin werden schnelle, meist
approximative, Vergleichsverfahren angewendet. Nur Dokumente, deren Vergro¨berung mit der
vergro¨berten Anfrage u¨bereinstimmen (Isomorphie) bzw. in deren Vergro¨berung die vergro¨berte
Anfrage enthalten ist (Subisomorphie), werden im zweiten Suchschritt auf detaillierte U¨berein-
stimmung zur Anfrage untersucht. Dabei wird davon ausgegangen, daß die groben Vergleiche im
ersten Schritt um ein Vielfaches schneller zu berechnen sind als die detaillierten Berechnungen,
d.h. (Sub-)Graphenisomorphien, im zweiten Schritt. Ziel dieser unterteilten Suche ist die Reduk-
tion des Suchraumes durch den ersten Schritt, um so viele Dokumente fu¨r den zweiten, i.d.R.
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zeitintensiveren, Schritt ausschließen zu ko¨nnen, die bzgl. der Anfrage keinen Treffer darstellen
ko¨nnen.
Fu¨r diese Suchstrategie existieren viele Varianten, die oft an anwendungsspezifische Eigenschaf-
ten angepaßt werden. Die Suche in Datenbanken aus chemischen Strukturformeln, dargestellt in
Form von beschrifteten Graphen, wurde in Abschnitt 2.6.2 motiviert. Eine Mo¨glichkeit der Ver-
gro¨berung dieser Graphen ist die Unterscheidung innerhalb der Strukturformeln in Ringe und
Ketten, die jeweils durch einen Knoten repra¨sentiert werden. Hierdurch ergeben sich erheblich
kleinere Graphen. Anfrage und Dokumente lassen sich in dieser vergro¨berten Form schneller mit-
einander vergleichen [7].
Eine andere Vergro¨berungsform erha¨lt man, indem sukzessive alle Knoten mit Grad 2 elimi-
niert werden, wobei deren Nachbarknoten durch eine Kante verbunden werden (homeomorphic
reduction) [7]. Ein Beispiel ist in Abbildung 3.1 dargestellt.
In den vorherigen Beispielen wurde fu¨r jedes Dokument der Datenbank eine Vergro¨berung ge-
speichert. Teilweise lassen sich Vergro¨berungen berechnen, die jeweils als Repra¨sentant fu¨r mehrere
Dokumente stehen. In [11] wird eine Vergro¨berung von beschrifteten Graphen bzw. Konzeptgra-
phen zu sogenannten “skeleton” Graphen beschrieben, indem alle Beschriftungen ausgeblendet
werden und nur eine sehr grobe Struktur (Skelett) eines Graphen verwendet wird. Bei der Suche
steht ein solches Skelett fu¨r mehrere Graphen, die dieses Skelett enthalten. Dadurch reduziert sich
die Anzahl der Vergleiche im ersten Suchschritt, da nicht mehr fu¨r jedes Dokument eine eigene
Vergro¨berung abgespeichert wird.
Kodierung Bei dieser Strategie werden die Graphen nicht direkt miteinander verglichen. Statt
dessen werden Kodierungen von Graphen berechnet und diese miteinander verglichen. Die Ko-
dierungen aller Graphen der Datenbank werden vorab berechnet und gespeichert. Eine Anfrage
wird ebenfalls kodiert und dann mit den persistenten Kodierungen verglichen. Dabei wird von der
Annahme ausgegangen, daß der Vergleich von Kodierungen effizienter ist als die Berechnungen
von (Sub-)Graphenisomorphien.
Kodierungen von Graphen lassen sich in zwei Klassen unterteilen. Fu¨r die erste gilt, daß zwei
Graphen genau dann isomorph zueinander sind, wenn die Kodierungen der Graphen gleich sind.
Es besteht also eine A¨quivalenz zwischen Gleichheit von Kodierungen und Graphenisomorphie. Bei
der zweiten Klasse gilt nur eine Inklusion: Sind zwei Graphen isomorph zueinander, dann stimmen
auch die Kodierungen u¨berein. Eine Gleichheit der Kodierung besagt hier nur, daß die Graphen
isomorph sein ko¨nnen, aber nicht mu¨ssen. Hier muß die Isomorphie noch nachgepru¨ft werden.
Andererseits sind Graphen, deren Kodierungen verschieden sind, auf jeden Fall nicht isomorph.
Solche Kodierungen ko¨nnen auch als Filterung angesehen werden, worauf z.B. in [11] eingegangen
wird.
Eine Kodierung, die zur ersten Klasse geho¨rt, erzeugt das Verfahren “nauty” [29]. Fu¨r einen
gegebenen beschrifteten Graphen berechnet “nauty” einen kanonischen Graphen unter Beru¨ck-
sichtigung aller Automorphismen. Der kanonische Graph wird dann kodiert. Isomorphe Graphen
besitzen gleiche kanonische Graphen und somit auch gleiche Kodierungen [30].
Die Berechnung einer solchen Kodierung beno¨tigt im schlechtesten Fall mehr als polynomielle
Laufzeit. Das Verfahren konnte bisher nicht zur Bestimmung von Subgraphenisomorphien erweitert
werden.
Zur zweiten Klasse za¨hlt ein Verfahren aus [11]. Hier werden fu¨r einen (ungerichteten) Graphen
die Knoten untersucht. Fu¨r jeden Knoten wird der Grad berechnet. Die Folge aller Knotengrade
wird sortiert und die sortierte Folge als Kodierung abgespeichert. Beispiele dieser Kodierung sind
in Abbildung 3.2 dargestellt. Mit zunehmender Gro¨ße von Graphen wird die Kodierung ungenauer,
d.h. die Kodierung ist gleich, obwohl die Graphen nicht isomorph sind.
Nach [11] la¨ßt sich dieser Ansatz erweitern, indem Graphen in kleine Subgraphen zerlegt wer-
den, deren Kodierungen nach Knotengraden in eine Hierarchie eingeordnet werden und sich somit
eine Kodierung der ersten Klasse ergibt. Allerdings steigt die La¨nge dieser Kodierung exponentiell
zur Graphengro¨ße an und ist somit fu¨r Anwendungen mit gro¨ßeren Graphen ungeeignet.
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Abbildung 3.1: Eine Strukturformel (oben) zusammen mit zwei Vergro¨berungen aus [7]. Bei der
linken Vergro¨berung wird nur noch zwischen Ringen (cyclic) und Nicht-Ringen (acyclic) unter-
schieden (Knotenbeschriftungen N und R). Bei der rechten Vergro¨berung wurden alle Knoten mit
Grad 2 entfernt.
Abbildung 3.2: Zwei Graphen mit der Kodierung 2, 2, 2, 3, 3 nach [11]. Sie ergibt sich aus der
aufsteigend sortierten Folge der Knotengrade. Obwohl die Kodierung fu¨r beide Graphen gleich ist,
sind die Graphen nicht isomorph.
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Beide Kodierungsverfahren eigenen sich nach [11] zur Bestimmung von Subgraphenisomorphien.
Laufzeiten werden weder fu¨r die Berechnung der Kodierung noch fu¨r den Vergleich von Kodierun-
gen angegeben.
Filterung und Kodierung lassen sich kombinieren. Beispielsweise werden Graphen erst vergro¨-
bert und die Vergro¨berungen dann kodiert. Vergleiche finden erst zwischen Kodierungen statt.
Falls diese erfolgreich waren, werden die entsprechenden Graphen verglichen. In [11] wird dieses
Vorgehen ansatzweise besprochen.
3.1.3 Fazit
Das Verfahren “nauty” wird in vielen Anwendungen eingesetzt und gilt, da in praktischen An-
wendungen der Worst Case zumeist nicht eintritt, als effizientes Verfahren zur Berechnung von
Isomorphien zwischen Graphen. Es kann fu¨r die Berechnung von IC-Treffern, die in dieser Ar-
beit eingefu¨hrt wurden, verwendet werden. Allerdings eignet sich “nauty” nicht zur Berechnung
von Subgraphenisomorphien. Es kann also nicht zur Berechnung der anderen drei Trefferarten aus
Abschnitt 2.3 eingesetzt werden.
Die anderen vorgestellten Kodierungsverfahren eignen sich eher fu¨r kleine Graphen. Fu¨r gro¨-
ßere Graphen gelten die Verfahren als unpraktikabel [11]. Weiterhin lassen sich die Verfahren nur
bedingt zur Berechnung von Subgraphenisomorphien einsetzen.
Die Filterung wird in vielen Bereichen der Chemie eingesetzt. Hier werden die Filter (Screens)
fu¨r eine Anwendung durch Experten bestimmt. Auch hier gilt die Berechnung von Subgrapheni-
somorphien, falls sie u¨berhaupt mo¨glich ist, als zeitintensiv.
Die Verfahren basieren auf dem Vergleich von zwei Graphen miteinander, d.h. die Datenbasis
wird sequentiell durchlaufen und mit einer Anfrage verglichen. Dabei wird der Suchbereich durch
Filterung bzw. Vergro¨berung eingeschra¨nkt.
Bei allen Verfahren bleiben die speziellen Anforderungen an Datenbanken in Hinblick auf eine
Minimierung von wahlfreien Zugriffen auf das Sekunda¨rmedium und das Datentransfervolumen
unberu¨cksichtigt. Bei beiden Strategien ist davon auszugehen, daß alle Vergro¨berungen bzw. Ko-
dierungen der Datenbankdokumente nicht in den Hauptspeicher passen. Spezielle Indexstrukturen
werden hierfu¨r nicht besprochen.
Mit keinem der bisherigen Verfahren lassen sich alle vier Trefferbegriffe effizient berechnen.
Neue, speziell auf die Anforderungen an große Datenbanken aus Abschnitt 3.1.1 abgestimmte
Verfahren werden beno¨tigt.
3.2 Invertierte Listen
Dieser Abschnitt dient zur Motivation von invertierten Listen. Urspru¨nglich wurden sie als In-
dexstruktur fu¨r die Volltextsuche eingesetzt [50]. In [5] wurde dieser Ansatz verallgemeinert. Dies
wird in den folgenden Abschnitten zusammengefaßt.
3.2.1 Das allgemeine Konzept
Invertierte Listen treten nicht nur in der Informatik auf. Das Schlagwortverzeichnis in Sachbu¨chern
ist eine Form von invertierten Listen. Wu¨rde das Schlagwortverzeichnis eines Buches aus allen
Wo¨rtern bestehen, die in dem Buch vorkommen, erha¨lt man einen Index, der fu¨r eine Volltextsuche
verwendet werden ko¨nnte.
Im Zusammenhang mit invertierten Listen werden die Begriffe Vokabular und Treffermenge
verwendet. Diese ha¨ngen von der jeweiligen Anwendung ab und werden im folgenden fu¨r einige
bereits besprochene Anwendungen motiviert. Grob formuliert ist in diesem Zusammenhang das
Vokabular eine Menge V, wo jedem Element v ∈ V eine invertierte Liste L(v) zugewiesen wird. Fu¨r
die in diesem Abschnitt besprochenen Anwendungen ergibt sich das Vokabular aus den Objekten,
die in mindestens einem Dokument einer Datenbasis vorkommen. Eine invertierte Liste LD(w), w ∈
38 KAPITEL 3. TREFFERBERECHNUNG
V, besteht im wesentlichen aus einer Menge von Verweisen auf diejenigen Dokumente aus D, in
denen w “vorkommt”. Mo¨glicherweise werden zusa¨tzlich zu einem Dokumentverweis noch weitere
Informationen u¨ber w ∈ Dj gespeichert. Als eindeutiger Verweis auf ein Dokument Dj ∈ D wird
einfach die Position j innerhalb der Folge (D1, . . . DN ) = D verwendet. Die Treffermenge ergibt
sich als die Schnittmenge mehrerer invertierter Listen, wobei i.d.R. jedes Anfrageobjekt einer
Anfrage Q eine invertierte Liste bestimmt, die Teil der Schnittmengenbildung ist.
Das vorgestellte Konzept wird im folgenden an einigen bereits vorgestellten Anwendungen
verdeutlicht. Es wird spa¨ter fu¨r die in Abschnitt 2.3 definierten Trefferbegriffe erweitert.
Volltextsuche Die Volltextsuche in Textsammlungen wurde in Abschnitt 2.1.1 beschrieben. Im
folgenden gehen wird von der dort beschriebenen abstrakten Sichtweise aus. Sei D = (D1, . . . , DN )
eine Datenbasis aus N Dokumenten.
Das Vokabular V besteht aus der Menge der Wo¨rter, die mindestens in einem Dokument der
Datenbasis vorkommen:
VD := D1 ∪ . . . ∪DN .
Fu¨r jedes Wort w ∈ V werden in einer invertierten Liste LD(w) die Referenzen auf alle Dokumente
Dj der Datenbasis D gespeichert, die w enthalten:
LD(w) := {j ∈ [1 : N ]|w ∈ Dj}.
Hier wird der Vergleich zu einem Schlagwortverzeichnis deutlich, wo zu einem Schlagwort Seiten-
zahlen angegeben werden, d.h. Referenzen auf die Seiten eines Buches, auf denen das Schlagwort
steht.
Die TreffermengeMD(Q) einer Anfrage Q = {w1, . . . , wm} berechnet sich aus den invertierten
Listen durch
MD(Q) = ∩mk=1LD(wk). (3.1)
Es ist offensichtlich, daß MD(Q) genau diejenigen Referenzen j auf Dokumente der Datenbasis
entha¨lt, die einen Treffer Q ⊆ Dj nach Gleichung (2.1) darstellen.
Konvention Im folgenden wird statt VD nur noch V geschrieben, da klar ist, daß das Vokabular
bzgl. einer Datenbasis D definiert ist. Analog werden invertierte Listen nur noch mit L(w), w ∈ V,
bezeichnet.
Suche in Musikdatenbanken Neben der Volltextsuche wurde in Abschnitt 2.1.1 auch auf
eine Suche in Musikdatenbanken eingegangen. Diese dient als zweites Beispiel zur Motivation von
invertierten Listen.
Dokumente, hier also Musikstu¨cke, setzen sich in dieser Anwendung aus Noten (p, t) ∈ N× N
mit Einsatzzeit t und Tonho¨he p zusammen. Treffer bzgl. einer Anfrage Q sind nach Gleichung
(2.2) diejenigen Dokumente, die Q in einer zeitlich verschobenen Form, d.h. zu einem beliebigen
Zeitpunkt, enthalten.
Fu¨r eine Menge M ⊂ N × N sei pi1(M) als die elementweise Projektion auf den ersten Tupe-
leintrag definiert, d.h.
pi1(M) := {p | (p, t) ∈M}.
Als Vokabular wird die Menge aller Tonho¨hen der Noten aus den Musikstu¨cken der Datenbank
verwendet:
V := pi1
(
D1 ∪ . . . ∪DN
)
.
Bei der Volltextsuche besteht ein Eintrag in einer invertierten Liste aus einer Referenz auf ein
Dokument. Bei der Suche in Musikstu¨cken wird in einem Listeneintrag zusa¨tzlich zur Dokumen-
treferenz noch eine Einsatzzeit t gespeichert. Fu¨r eine Tonho¨he p ∈ V ergibt sich als invertierte
Liste L(p) :
L(p) := {(j, t) ∈ [1 : N ]× N | (p, t) ∈ Dj}.
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Fu¨r eine invertierte Liste L(p), p ∈ V, und z ∈ Z wird durch L(p)−(0, z) eine zeitliche Verschiebung
aller Einsatzzeiten in L(p) um z bezeichnet, d.h.
L(p)− (0, z) := {(j, t− z) | (j, t) ∈ L(p)}.
Diese zeitlichen Verschiebungen werden bei der Schnittmengenbildung der Trefferberechnung
mitberu¨cksichtigt. Fu¨r eine Anfrage Q = {(p1, t1), . . . , (pm, tm)} aus m Noten mit t1 = 0 ≤ t2 ≤
. . . ≤ tm ergibt sich die TreffermengeM(Q) durch
M(Q) = ∩mk=1
(
L(pk)− (0, tk)
)
Beispiel 3.2.1. Sei D1 = {(63, 1), (64, 6), (66, 11), (65, 17)} das einzige Dokument einer Daten-
basis D. Als Vokabular V ergibt sich V = {63, 64, 65, 66} und als invertierte Listen L(63) =
{(1, 1)}, L(64) = {(1, 6)}, L(65) = {(1, 17)} und L(66) = {(1, 11)}. Fu¨r die Anfrage Q =
{(64, 0), (66, 5), (65, 11)} ergibt sich mit t1 = 0 die TreffermengeM(Q) = {(1, 6)} als Durchschnitt
von L(64) − (0, 0) = {(1, 6)}, L(66) − (0, 5) = {(1, 11 − 5)} und L(65) − (0, 11) = {(1, 17 − 11)}.
Also liegt wegen Q+(0, 6) ⊆ D1 ein Treffer zum Zeitpunkt t = 6 vor. Man sieht, wie die einzelnen
invertierten Listen in Abha¨ngigkeit der Anfrage vor der Schnittbildung modifiziert werden mu¨ssen.
◦
G-Treffer Die Volltextsuche und die Suche in Musikstu¨cken sind Sonderfa¨lle der Suche nach G-
Treffern in G-Mengen. In Abschnitt 2.1.2 wurde diese Mustersuche aus gruppentheoretischer Sicht
beschrieben. Dort wurde auch dargestellt, wie sich G-invertierte Listen GD(m) zusammensetzen.
Als Vokabular V ergibt sich ein Repra¨sentantensystem R der G-Bahnen der Objektmenge O.
Gleichung (2.3) zeigt, wie sich die Treffermenge M(Q) = GD(Q) als Schnittmenge von G-
invertierten Listen ergibt.
3.2.2 Fuzzy-Suche
Bei den oben besprochenen Anwendungen wurde immer “exakt” mittels invertierter Listen ge-
sucht. In Abschnitt 2.1.3 wurde auf Varianten der unscharfen Suche eingegangen. Die erste dort
vorgestellte Variante la¨ßt sich mit invertierten Listen realisieren. Hierfu¨r ist eine Anfrage Qˆ eine
Menge von nichtleeren Objektmengen qˆ.
Bisher hat jedes Objekt q einer Anfrage eine invertierte Liste definiert, die Teil der Schnitt-
mengenbildung zur Trefferberechnung war. Fu¨r |Q| = m wurden m invertierte Listen geschnitten.
Bei der unscharfen Suche ist dies anders. Hier ist ein “Objekt” der Anfrage eine Objektmenge
qˆ, d.h. Qˆ = {qˆ1, . . . , qˆm}. Fu¨r jedes qˆ ∈ Qˆ, wird erst die Vereinigung aller invertierten Listen L(q)
mit q ∈ qˆ berechnet, bevor diese geschnitten werden.
Die Suche in Musikstu¨cken hat gezeigt, daß das Vokabular keine Teilmenge von O sein muß.
Dort, sowie bei der Suche nach G-Treffern, wurde bei der Schnittmengenbildung die invertierten
Listen modifiziert: L(p)− (0, tk − t1) bzw. GD(rm)g−1m .
Zur vereinfachten Darstellung sei V ⊆ O. Dann ergibt sich, ohne Beru¨cksichtigung der Modifi-
kation von invertierten Listen, fu¨r die Trefferberechnung bei einer unscharfen Suche:
M(Qˆ) = ∩qˆ∈Qˆ
( ∪q∈qˆ L(q)).
Beispielsweise ergibt sich dieser Bezug in der Musikanwendung durch
M(Qˆ) = ∪(p,t)∈qˆ1L(p) ∩
⋂
k∈[2:m]
∪(p′,t′)∈qˆk
(
L(p′)− (0, t′ − t)).
Die zweite in Abschnitt 2.1.3 vorgestellte Variante der unscharfen Suche la¨ßt sich i.d.R. nicht
mittels invertierter Listen realisieren. Hier wird ein Distanzmaß auf Notenfolgen verwendet. Da
aber die Noten einer Notenfolge in unterschiedliche invertierte Listen zerteilt werden, eignet sich
das Konzept der invertierten Listen nicht, um Notenfolgen als Ganzes zu vergleichen.
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3.2.3 Zusammenfassung und Fazit
Invertierte Listen (inverted file index) wurden urspru¨nglich zur Volltextsuche verwendet [50]. In
den letzten Jahre wurden sie auch in anderen Anwendungsgebieten eingesetzt, z.B. fu¨r eine Suche
in Musikstu¨cken [4]. Das Konzept der invertierten Listen la¨ßt sich auf G-Mengen verallgemeinern
[5].
Die Objekte der Dokumente einer Datenbasis D definieren das Vokabular V. Fu¨r jede Vokabel
v ∈ V wird eine invertierte Liste L(v) erzeugt, die hauptsa¨chlich aus Referenzen auf diejenigen
Dokumente bestehen, die v enthalten. Fu¨r eine Anfrage Q berechnet sich die Treffermenge durch
Schnittmengenbildung von |Q| invertierten Listen. Dies ist ein Grund, warum invertierte Listen
bei der Volltextsuche in großen Datenbanken als effizient gelten.
Wie das Ausgangsszenario (Abschnitt 3.1.1) motiviert hat, werden große Datenbasen auf ex-
ternen Medien gespeichert. Die Beantwortungszeit einer Anfrage ha¨ngt stark von dem Datentrans-
fervolumen vom Sekunda¨rmedium in den Hauptspeicher und von der dafu¨r beno¨tigten Anzahl von
wahlfreien Zugriffen auf das Sekunda¨rmedium ab.
Die Eintra¨ge einer invertierten Liste werden zusammenha¨ngend auf dem Sekunda¨rmedium
gespeichert, d.h. fu¨r den Transfer einer invertierten Liste in den Hauptspeicher ist ein wahlfreier
Zugriff no¨tig. Es ergeben sich fu¨r eine Anfrage Q insgesamt |Q| wahlfreie Zugriffe. Dies stellt bei
kleinen Anfragen gegenu¨ber großen Datenbasen einen erheblichen Vorteil dar. Weiterhin sind die
Eintra¨ge jeder invertierten Listen sortiert nach der Dokumentreferenz abgespeichert. Dadurch la¨ßt
sich der Durchschnitt zweier Listen effizient berechnen.
Das Datentransfervolumen ha¨ngt von der La¨nge der invertierten Listen ab, die fu¨r eine An-
fragebeantwortung beno¨tigt werden. Somit sind kurze invertierte Listen wu¨nschenswert. Bei der
Volltextsuche ist dies i.d.R. der Fall. Sehr ha¨ufig vorkommende Wo¨rter wie “und”, “oder” sowie
Pronomen bilden eine Ausnahme und werden i.d.R. als Teil der Anfrage ignoriert.
Fu¨r beliebige Anwendungen lassen sich kurze invertierte Listen nicht immer realisieren. Fu¨r die
Suche nach G-Treffern besteht ein Repra¨sentantensystem im Extremfall nur aus einem Element.
Somit existiert nur eine invertierte Liste, in der alle Daten enthalten sind. In diesem schlechtesten
Fall mu¨ssen fu¨r jedes Anfrageobjekt die kompletten Daten der Datenbasis abgearbeitet werden.
Auch kann die Beantwortungszeit unterschiedlicher Anfragen gleicher La¨nge verschieden sein,
da die beno¨tigten invertierten Listen i.d.R. unterschiedliche La¨ngen besitzen.
Bei einer unscharfen Suche, wo eine Anfrage Qˆ aus einer Folge von Objektmengen qˆ besteht,
werden pro qˆ nun |qˆ| invertierte Listen beno¨tigt. Somit steigt die Anzahl der wahlfreien Zugriffe
auf maximal
∑
qˆ∈Qˆ |qˆ|.
Eine Indexierung mittels invertierter Listen bietet sich nicht fu¨r jede Anwendung an. Hier
muß u¨berpru¨ft werden, ob sich eine Aufteilung der Daten in “kurze” invertierte Listen ergibt,
da diese das fu¨r eine Anfragebeantwortung beno¨tigte Datentransfervolumen bestimmen. Fu¨r eine
ausfu¨hrliche Besprechung sei auf [50] verwiesen.
3.3 Trefferberechnung
3.3.1 Motivation
Bei den in Abschnitt 3.1.2 beschriebenen Verfahren wurde eine Datenbasis von Graphen sequentiell
durchlaufen, um so jeden Graphen mit einer Anfrage auf (Sub-)Graphenisomorphie zu vergleichen.
In den folgenden Abschnitten werden Verfahren vorgestellt, die alle Dokumente der Datenbank
gleichzeitig betrachten.
Grundlage vieler Suchverfahren sind Invarianten bzgl. (Sub-)graphenisomorphie. Hiermit las-
sen sich Eigenschaften festlegen, die ein Treffer erfu¨llen muß. Von fundamentaler Bedeutung ist
die Betrachtung des Grades Grad(v) eines Knoten v. Hiermit ist fu¨r gerichtete Graphen die Kardi-
nalita¨t der Menge aller Nachbarknoten gemeint. Als direkte Folgerung aus Definition 2.4.4 ergibt
sich fu¨r zwei isomorphe Digraphen G,G′ mit Bijektion φ : VG → VG′ :
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Treffer- Knotengrad Kantenbeschriftung #Knoten
art ∀v ∈ Q ∀(v, w) ∈ EQ
IC Grad(v) = Grad(Ψ(v)) ξQ((v, w)) = ξD((Ψ(v),Ψ(w)) |Q| = |D|
I Grad(v) ≤ Grad(Ψ(v)) ξQ((v, w)) = ξD((Ψ(v),Ψ(w)) |Q| ≤ |D|
SC Grad(v) ≤ Grad(Ψ(v)) ξQ((v, w)) ≤ ξD((Ψ(v),Ψ(w)) |Q| = |D|
S Grad(v) ≤ Grad(Ψ(v)) ξQ((v, w)) ≤ ξD((Ψ(v),Ψ(w)) |Q| ≤ |D|
Tabelle 3.1: Beziehungen zwischen Graphen GQ (Anfrage) und GD (Dokument) in Abha¨ngigkeit
von der Trefferart bei zugrundegelegter Trefferabbildung Ψ.
• Beide Graphen besitzen die gleich Knotenanzahl und Kantenanzahl, d.h. |VG| = |VG′ | und
|EG| = |EG′ |.
• Die Knotengrade stimmen u¨berein, d.h. Grad(v) = Grad(φ(v)), ∀v ∈ VG.
• Die Knoten- und Kantenbeschriftungen stimmen u¨berein, d.h. ζG(v) = ζG′(φ(v)), ∀v ∈ VG
und ξG((v, w)) = ξG′((φ(v), φ(w))), ∀(v, w) ∈ EG.
Fu¨r das allgemeine Subgraphenisomorphieproblem zwischen zwei Graphen G,G′ ergibt sich fu¨r
eine injektive Abbildung φ : VG → VG′ :
• |VG| ≤ |VG′ | und |EG| ≤ |EG′ |,
• Grad(v) ≤ Grad(φ(v)), ∀v ∈ VG,
• ζG(v) = ζG′(φ(v)), ∀v ∈ VG und ξG((v, w)) = ξG′((φ(v), φ(w))), ∀(v, w) ∈ EG.
Fu¨r die Trefferbegriffe aus Abschnitt 2.3 gelten a¨hnliche Beziehungen. Ausgehend von der Gra-
phendarstellung fu¨r eine Anfrage Q und ein Dokument D ergeben sich fu¨r GQ und GD nach Satz
2.4.10 die in Tabelle 3.1 dargestellten Beziehungen. Die dort aufgefu¨hrten Beziehungen zwischen
der Knotenanzahl (rechte Spalte) gelten, außer bei SC-Treffern, auch fu¨r die Kantenanzahl, d.h.
|EQ| = |ED| bzw. |EQ| ≤ |ED|. Fu¨r SC-Treffer gilt |EQ| ≤ |ED| , da hier keine Bijektion zwischen
den Kanten der Anfrage und den Kanten des Dokuments gefordert wird.
Alle aufgefu¨hrten Beziehungen werden bei der Indexierung bzw. bei der Suche ausgenutzt.
3.3.2 Vorkommen
Als Motivation fu¨r den verwendeten Index bzw. die Suchverfahren wird in diesem Abschnitt auf
einen zentralen Aspekt eingegangen. Wegen ihrer anschaulichen Darstellungsform wird im fol-
genden die graphentheoretische Sicht bevorzugt, d.h. Anfragen Q und Dokumente D werden als
beschriftete Graphen GQ bzw. GD angesehen. Der erste Teil dieses Abschnittes bezieht sich auf alle
vier Trefferbegriffe aus Abschnitt 2.3. Spa¨ter wird auf Besonderheiten der einzelnen Trefferbegriffe
im Zusammenhang mit den Ergebnissen des letzten Abschnitts eingegangen.
Ein zentraler Schritt der Suchverfahren ist fu¨r ein Objekt q einer Anfrage Q und einem Doku-
ment D die Beantwortung der Frage: Welche Objekte d ∈ D kommen als Bild Ψ(q) in Frage, falls
Dokument D einen Treffer mit Trefferabbildung Ψ darstellt?
Um festzustellen, ob D ein Treffer bzgl. Q ist, werden Trefferabbildungen Ψ : Q→ D sukzessive
konstruiert. Hierfu¨r werden nacheinander alle Anfrageobjekte betrachtet. Spa¨ter soll die Suche
nicht nur auf ein Dokument beschra¨nkt werden, sondern gleichzeitig auf alle Dokumente einer
Datenbasis. Doch starten wir die Konstruktion erstmal nur bzgl. eines Anfrageobjektes q ∈ Q und
einem Dokument D.
Im folgenden wird q und dessen direkte Nachbarn im Vergleich zu Ψ(q) und dessen direkte
Nachbarn untersucht. Fu¨r diese lokale Sichtweise werden folgende Definitionen verwendet.
Definition 3.3.1. Sei G = (V, ζ, E, ξ) ein gerichteter beschrifteter Graph. Fu¨r einen Knoten
v ∈ V ist ein Vorga¨nger von v ein Knoten u mit einer Kante von u nach v, d.h. (u, v) ∈ E. Mit
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V(v,G) wird die Menge aller Vorga¨nger von v in G bezeichnet: V(v,G) := {u ∈ V |(u, v) ∈ E}.
Entsprechend ist ein Nachfolger von v ein Knoten w ∈ V mit einer Kante (v, w) ∈ E und
N(v,G) := {w ∈ V |(v, w) ∈ E}. Mit der Nachbarschaft oder Umgebung U(v,G) von v sind alle
Vorga¨nger und Nachfolger von v gemeint, d.h. U(v,G) := V(v,G) ∪ N(v,G).
Analog lassen sich die Begriffe fu¨r Dokumente D ⊂ O und eine Menge R von Relationen
definieren. Fu¨r o ∈ D ist V(o,D,R) := {p ∈ D|∃R ∈ R : (p, o) ∈ R}, N(o,D,R) := {p ∈ D|∃R ∈
R : (o, p) ∈ R} und U(o,D,R) := N(o,D,R) ∪ V(o,D,R). Da R fu¨r eine Anwendung fest gewa¨hlt
ist, wird oft nur kurz V(o,D) geschrieben.
Im letzten Abschnitt wurden einige Anforderungen gestellt, die zwischen q und Ψ(q) gelten
mu¨ssen (siehe Tabelle 3.1). Dies betrifft den Knotengrad von q und Ψ(q) sowie die Beschriftung
der eingehenden und ausgehenden Kanten von q von Ψ(q).
Betrachtet man q und seine Umgebung in GQ, so la¨ßt sich diese lokale Sichtweise durch einen
Subgraphen GqQ darstellen, der nur aus mit q verbundenen Kanten besteht und nur Knoten aus
der Umgebung von q entha¨lt.
Definition 3.3.2. Sei GQ = (Q, ζQ, EQ, ξQ) ein beschrifteter Graph und q ∈ Q. Dann ist der
Graph GqQ = (Q
q, ζqQ, E
q
Q, ξ
q
Q) definiert durch Q
q := U(q,GQ) ∪ {q}, ζqQ = ζQ ↓ Qq, EqQ :=(
EQ ∩ ({q} ×Qq)
) ∪ (EQ ∩ (Qq × {q})), ξqQ := ξQ ↓ EqQ.
In Abbildung 3.3 ist ein Beispiel dargestellt. Im folgenden wird immer davon ausgegangen, daß
mit GQ ein beschrifteter Graph GQ = (Q, ζQ, EQ, ξQ), mit GD ein beschrifteter Graph GD =
(D, ζD, EQ, ξD), mit G
q
Q der Graph G
q
Q = (Q
q, ζqQ, E
q
Q, ξ
q
Q) nach Definition 3.3.2 fu¨r ein q ∈ Q und
mit GdD der Graph G
d
D = (D
d, ζdD, E
d
D, ξ
d
D), ebenfalls nach Definition 3.3.2 fu¨r ein d ∈ D gemeint
ist, ohne jeweils immer das entsprechende Viertupel mit anzugeben.
Bemerkung 3.3.3. Der Graph GqQ ist bipartit mit der Bipartition {q} und Qq \ {q}, da nach
Konstruktion nur Kanten von oder nach q in EqQ enthalten sind.
Analog zur Gegenu¨berstellung von Dokumenten und Graphen aus Abschnitt 2.4.2 ergibt sich
das GqQ entsprechende Dokument Q
q bzgl. R als Qq := {q} ∪ U(q,GQ). Weiterhin wird R einge-
schra¨nkt auf Rq := {(R∩ ({q}× U(q)))∪ (R∩ (U(q)×{q}))|R ∈ R}. Pro Relation R in R werden
hier nur die Tupel betrachtet, bei denen ein Eintrag gleich q ist.
Mit Hilfe dieser lokalen Sicht auf ein Anfrageobjekt q und dessen Umgebung wird nun in
Dokumenten D nach “passenden” Objekten d ∈ D bzgl. einer Trefferabbildung Ψ : Qq → Dd
gesucht. Diese ha¨ngen vom jeweiligen Trefferbegriff ab.
Um festzustellen, ob Dokument D einen Treffer bzgl. Qq und Rq darstellt, la¨ßt sich Satz
2.4.10 anwenden. Im folgenden wird auf die Berechnung der Subgraphen von GD aus Satz 2.4.10
Abbildung 3.3: Ein Graph GQ und bzgl. q der Graph G
q
Q. In letzterem sind nur q und dessen
Nachbarknoten sowie Kanten von und nach q enthalten. Z.B. ist die Kante (b, a) nicht in EqQ.
Kantenbeschriftungen wurden bei der Darstellung vernachla¨ssigt.
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eingegangen, um somit alle Treffer zu erhalten. Ein Subgraph wird durch eine Abbildung Ψ : Qq →
D definiert, die je nach Trefferart injektiv oder bijektiv ist. Fu¨r S- und SC-Treffer wird zusa¨tzlich
eine injektive Abbildung ψ auf den Kantenmengen definiert, d.h. ψ : EqQ → ED (siehe Satz 2.4.10).
Fu¨r die lokale Sicht auf GqQ werden die Objekte d eines Dokuments D als Vorkommen von
q bezeichnet, fu¨r die eine Abbildung Ψ bzgl. Satz 2.4.10 existiert mit Ψ(q) = d. Pro Trefferart
wird eine “Vorkommenart” definiert, um so den unterschiedlichen Eigenschaften der Trefferarten
gerecht zu werden.
Im folgenden wird fu¨r einen Treffer GD einer Anfrage GQ unterschieden zwischen einer globalen
Sichtweise bzgl. einer globalen Trefferabbildung Ψ : Q → D, die sich auf eine komplette Anfrage
Q bezieht, und einer lokalen Sichtweise, die sich auf ein Anfrageobjekt q ∈ Q mit einer lokalen
Trefferabbildung ψq,d : Qq → Dd bezieht.
Definition 3.3.4. Seien GQ und GD zwei gerichtete beschriftete Graphen und q ∈ Q. Ein Knoten
d ∈ D heißt S-Vorkommen von q genau dann, wenn eine injektive Abbildung ψq,d : U(q,GQ)→
U(d,GD) existiert mit
1. ψq,d(N(q,GQ)) ⊆ N(d,GD),
2. ψq,d(V(q,GQ)) ⊆ V(d,GD),
3. ψq,d(N(q,GQ)) ∩ V(q,GQ)) ⊆ N(d,GD) ∩ V(d,GD),
4. ∀v ∈ V(q,GQ) : ξQ((v, q)) ≤ ξD((ψq,d(v), d)) und
5. ∀w ∈ N(q,GQ) : ξQ((q, w)) ≤ ξD(d, ψq,d(w)).
Ein Knoten d ∈ D heißt I-Vorkommen von q genau dann, wenn d ein S-Vorkommen von q ist
und zusa¨tzlich gilt:
• ψq,d(N(q,GQ) \ V(q,GQ)) ⊆ N(d,GD) \ V(d,GD),
• ψq,d(V(q,GQ) \ N(q,GQ)) ⊆ V(d,GD) \ N(d,GD),
• ∀v ∈ V(q,GQ) : ξQ((v, q)) = ξD((ψq,d(v), d)) und
• ∀w ∈ N(q,GQ) : ξQ((q, w)) = ξD(d, ψq,d(w)).
Ein Knoten d ∈ D heißt IC-Vorkommen von q genau dann, wenn d ein I-Vorkommen von q ist
und zusa¨tzlich ψq,d eine Bijektion ist. Es gilt also:
• ψq,d(N(q,GQ) \ V(q,GQ)) = N(d,GD) \ V(d,GD),
• ψq,d(V(q,GQ) \ N(q,GQ)) = V(d,GD) \ N(d,GD) und
• ψq,d(N ∩ V(q,GQ)) = N(d,GD) ∩ V(d,GD).
Wir sagen auch genauer fu¨r eine Vorkommenart T ∈ {S, I, IC}: d ist T -Vorkommen von q bzgl.
ψq,d.
S-Vorkommen sind die allgemeinste Art von Vorkommen. Die erste Bedingung garantiert fu¨r die
injektive Abbildung ψq,d, daß Nachfolger von q auf Nachfolger von d abgebildet werden. Analoges
gilt fu¨r die na¨chsten beiden Bedingungen bzgl. Vorga¨nger und Nachfolger, die auch Vorga¨nger sind.
Durch die letzten beiden Bedingungen wird sichergestellt, daß die Beschriftungen der Kanten von
bzw. nach q und den mittels ψq,d entsprechenden Kanten von bzw. nach d “passend” bzgl. der
Ordnung “≤” sind.
Diese Bedingungen werden fu¨r I-Vorkommen weiter eingeschra¨nkt. “Nur”Nachfolger von q wer-
den auf “nur”Nachfolger von d abgebildet. Entsprechendes gilt fu¨r “nur”Vorga¨nger. Dadurch wird
sichergestellt, daß zwei Knoten genau dann in der Anfrage mit einer Kante verbunden sind, wenn
dies auch im Dokument gilt. Dies wird in Abbildung 3.4 exemplarisch veranschaulicht. Weiterhin
wird eine Gleichheit der Kantenbeschriftungen gefordert.
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Wa¨hrend bei I-Vorkommen von einer injektiven Abbildung ψq,d ausgegangen wird, wird bei
IC-Vorkommen eine Bijektion gefordert.
Eine Unterscheidung in SC-Vorkommen und S-Vorkommen entfa¨llt, da bei den entsprechenden
Trefferbegriffen nur der globale Unterschied |Q| = |D| bzw. |Q| ≤ |D| gilt. Fu¨r die lokale Sichtweise
auf die Umgebung von q hat dies keine Auswirkung.
Analog zur Hierarchie auf den vier Trefferarten aus Abschnitt 2.3 existiert offensichtlich eine
Hierarchie auf den drei Arten von Vorkommen:
IC-Vorkommen⇒ I-Vorkommen⇒ S-Vorkommen.
In Abbildung 3.5 sind Beispiele von Vorkommen dargestellt.
Einen Zusammenhang zwischen der Trefferberechnung bzgl. Qq bzw. GqQ und Vorkommen von q
ergibt sich durch folgenden Satz, wobei hier eine zu q analoge lokale Sichtweise auf Dokumentebene
angewendet wird.
Satz 3.3.5. Seien GQ und GD zwei beschriftete Graphen, q ein Knoten von GQ und d ein Knoten
aus GD.
1. GdD ist IC-Treffer bzgl. G
q
Q ⇔ d ist IC-Vorkommen von q.
2. GdD ist I-Treffer bzgl. G
q
Q ⇔ d ist I-Vorkommen von q.
3. GdD ist SC-Treffer bzgl. G
q
Q ⇔ d ist S-Vorkommen von q mit |U(q,GQ)| = |U(d,GD)|.
4. GdD ist S-Treffer bzgl. G
q
Q ⇔ d ist S-Vorkommen von q.
Beweis Die Aussagen folgen sofort aus Definition 3.3.4 und Satz 2.4.10, wenn man ψq,d :
U(q,GQ)→ U(d,GD) als Einschra¨nkung von Ψ : Qq → Dd ansieht, da Qq = {q} ∪ U(q,GQ).
Im folgenden wird ψq,d aus Definition 3.3.4 auch als Abbildung ψq,d : {q} ∪ U(q,GQ)→ {d} ∪
U(d,GD) mit ψq,d(q) = d angesehen.
Der letzte Satz spiegelt eine lokale Treffersicht innerhalb GQ auf die Umgebung von q, den
Subgraphen GqQ von GQ, wider. Fu¨r Treffer bzgl. des kompletten Anfragegraphen GQ ergibt sich
aus der lokalen Sicht:
Satz 3.3.6. Seien GQ und GD zwei beschriftete Graphen, q ein Knoten von GQ und d ein Knoten
aus GD.
1. Ist GD ein IC-Treffer bzgl. GQ mit Trefferabbildung Ψ, dann ist Ψ(q) IC-Vorkommen von q
fu¨r alle q ∈ Q.
2. Ist GD ein I-Treffer bzgl. GQ mit Trefferabbildung Ψ, dann ist Ψ(q) I-Vorkommen von q fu¨r
alle q ∈ Q.
3. Ist GD ein SC-Treffer oder ein S-Treffer bzgl. GQ mit Trefferabbildung Ψ, dann ist Ψ(q)
S-Vorkommen von q fu¨r alle q ∈ Q.
Beweis Der Satz folgt direkt aus Satz 3.3.5.
Beispiele fu¨r beide Sa¨tze befinden sich in Abbildung 3.5. Der dort dargestellte Graph G4 zeigt,
daß die Umkehrung von Satz 3.3.6 nicht gilt: Obwohl fu¨r jedes q der Anfrage ein Vorkommen in
G4 enthalten ist, bildet G4 keinen Treffer bzgl. GQ.
Bisher wurde nicht auf eine effiziente Berechnung von Vorkommen bei gegebenem q ∈ Q und
D eingegangen. Im Abschnitt 3.3.5 wird eine Indexstruktur definiert, mit der sich alle Vorkom-
men von q ∈ Q nicht nur in einem einzelnen Dokument D, sondern in allen Dokumenten einer
Datenbasis berechnen lassen. Im darauffolgenden Abschnitt wird die Berechnung der Vorkommen
unter Verwendung der Indexstruktur beschrieben. Im na¨chsten Abschnitt wird gezeigt, wie sich
Vorkommen zu Treffern kombinieren lassen.
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Abbildung 3.4: d ist S-Vorkommen mit Trefferabbildung ψq,d : Q → D, a 7→ x, q 7→ d und b 7→ y.
Allerdings stellt d kein I-Vorkommen von q dar, da ψq,d(N(q,GQ)\V(q,GQ)) ⊆ N(d,GD)\V(d,GD)
wegen der Kante (y, d) ∈ ED nicht gilt.
Abbildung 3.5: Sechs beschriftete Graphen, in denen die Umgebung von q fett markiert ist. GQ
dient als Anfrage. Der U¨bersicht halber wurden keine Kantenbeschriftungen dargestellt. Es wird
davon ausgegangen, daß diese fu¨r alle Kanten gleich sind. Alle Graphen enthalten ein I-Vorkommen
von q aus GQ, ebenfalls mit q in den Graphen markiert, z.B. y ← q → z in G2. In G4 stellt das
Vorkommen sogar ein IC-Vorkommen dar. G2, G3 und G5 besitzen zusa¨tzlich ein S-Vorkommen
von q, in G2 und G3 mit x markiert. Ein Vorkommen garantiert noch keinen Treffer von GQ, was
G4 demonstriert. G1 ist I-Treffer, G2 SC-Treffer und G3 S-Treffer von GQ, jeweils mit genau einer
Trefferabbildung. G5, eine Erweiterung von G2, ist SC-Treffer mit zwei Trefferabbildungen, eine
analog zu G2 und eine bzgl. der Markierungen von GQ.
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3.3.3 Treffer aus Vorkommen
Der vorherige Abschnitt hat gezeigt, daß sich Treffer aus Vorkommen zusammensetzen, d.h. fu¨r
jedes Objekt q einer Anfrage Q gilt fu¨r eine Trefferabbildung Ψ mit Treffer D, daß Ψ(q) ein Vor-
kommen von q darstellt (Satz 3.3.6). Allerdings bildet eine Dokument, das fu¨r jedes Anfrageobjekt
ein Vorkommen entha¨lt, nicht immer einen Treffer. Dies wurde in Abbildung 3.5 durch G4 gezeigt.
Im folgenden wird untersucht, wann ein Dokument, das fu¨r jedes Anfrageobjekt ein Vorkom-
men entha¨lt, einen Treffer darstellt. Dabei werden globale Trefferabbildungen aus den lokalen
Informationen u¨ber Vorkommen konstruiert.
Wegen der Injektion bzw. Bijektion zwischen Anfrage- und Dokumentobjekten du¨rfen keine
zwei Anfrageobjekte auf dasselbe Objekt im Dokument abgebildet werden. Bzgl. einer Anfrage
und eines Treffers mu¨ssen also die Vorkommen der Anfrageobjekte alle paarweise verschieden sein.
Weiterhin mu¨ssen die Nachbarschaften erhalten bleiben. Falls q und q′ in der Anfrage benach-
bart sind, so muß dies auch fu¨r das Vorkommen von q und das Vorkommen von q′ gelten. In
Abbildung 3.5 sind in der Anfrage GQ die Knoten b und q benachbart, in G4 gilt dies fu¨r die
Vorkommen von b und q nicht.
Um die lokalen Informationen der Vorkommen beschreiben zu ko¨nnen, beno¨tigen wir Abbil-
dungen, die von Vorkommen eines Anfrageobjektes induziert werden.
Definition 3.3.7. Seien GQ und GD zwei beschriftete Graphen, q ein Knoten von GQ und d
ein Knoten aus GD. Weiterhin sei GdD ein Treffer von G
q
Q. Dann bezeichnet ψ
q,d eine lokale
Trefferabbildung ψq,d : Qq → Dd mit ψq,d(q) = d. Weiterhin wird mit Ψq,d := {ψq,d|ψq,d ist lokale
Trefferabbildung Qq → Dd} die Menge aller lokalen Trefferabbildungen bzgl. q und d bezeichnet.
Nach Satz 3.3.5 ist Ψq,d 6= ∅ fu¨r jedes Vorkommen d von q. Dies folgt aus dem Beweis von Satz
3.3.5 (”⇐”). Fu¨r IC-Treffer und SC-Treffer sind alle Elemente aus Ψq,d bijektiv, fu¨r I-Treffer und
S-Treffer injektiv.
Bzgl. GQ, G
q
Q, GD und G
d
D ko¨nnen mehrere Abbildungen ψ
q,d existieren. Beispielsweise besitzt
das mit q markierte S-Vorkommen in G2 aus Abbildung 3.5 insgesamt sechs verschiedene lokale
Trefferabbildungen.
Bei gegebenem Vorkommen d von q mit Trefferabbildung ψq,d ergibt sich ein Bezug zu Treffern
durch folgenden Satz.
Satz 3.3.8. Seien GQ und GD beschriftete Graphen und fu¨r jedes q ∈ Q sei dq ∈ D ein Vorkom-
men von q zusammen mit einer lokalen Trefferabbildung ψq,dq mit ψq,dq (q) = dq. Weiterhin gelte
|Q| = ∣∣{ψq,dq (q)|q ∈ Q}∣∣ (3.2)
und
∀a, b ∈ Q ∀p ∈ Qa ∩Qb : ψa,da(p) = ψb,db(p) (3.3)
Dann gilt:
1. GD ist IC-Treffer von GQ ⇔
|Q| = |D| und ∀q ∈ Q : ψq,dq (q) ist IC-Vorkommen von q.
2. GD ist I-Treffer von GQ ⇔
∀q ∈ Q : ψq,dq (q) ist I-Vorkommen von q.
3. GD ist SC-Treffer von GQ ⇔
|Q| = |D| und ∀q ∈ Q : ψq,dq (q) ist S-Vorkommen von q.
4. GD ist S-Treffer von GQ ⇔
∀q ∈ Q : ψq,dq (q) ist S-Vorkommen von q.
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Beweis ”⇒”: Die Implikation ergibt sich aus Satz 3.3.6.
”⇐”: Fu¨r die Ru¨ckrichtung wird gezeigt, wie sich aus den einzelnen Abbildungen ψq,dq , die jeweils
fu¨r die Umgebung von q definiert sind, eine globale Trefferabbildung Ψ konstruieren la¨ßt. Die
Trefferabbildung Ψ : Q→ D ergibt sich fu¨r alle Trefferarten durch:
Ψ(q) := ψq,dq (q) (3.4)
fu¨r alle q ∈ Q. Wegen |Q| = ∣∣{ψq,dq (q)|q ∈ Q}∣∣ ist Ψ injektiv.
Pro Trefferart werden nun die an einen Treffer gestellten Bedingungen nachgepru¨ft.
(1) IC-Treffer: Wegen |Q| = |D| ist Ψ eine Bijektion. Die Bijektion zwischen den Kanten EQ und
ED ergibt sich durch:
(a, b) ∈ EQ ⇔ (a, b) ∈ EaQ ∧ (a, b) ∈ EbQ (3.5)
⇔ (ψa,da(a), ψa,da(b)) ∈ Eψa,da (a)D ∧ (ψb,db(a), ψb,db(b)) ∈ Eψ
b,db (b)
D (3.6)
⇔ (Ψ(a),Ψ(b)) ∈ Eψa,da (a)D ∧ (Ψ(a),Ψ(b)) ∈ Eψ
b,db (b)
D (3.7)
⇔ (Ψ(a),Ψ(b)) ∈ ED. (3.8)
Die A¨quivalenz in (3.5) sowie zwischen (3.7) und (3.8) ergibt sich aus der Konstruktion von GaQ,
der einen Teilgraphen von GQ darstellt (fu¨r GD analog). Aus den IC-Vorkommen folgt wegen
GaQ ' Gψ
a,da (a)
D aus Satz 3.3.5 die A¨quivalenz zwischen (3.5) und (3.6). Die nachfolgende A¨qui-
valenz ergibt sich aus der Voraussetzung ψa,da(a) = ψb,db(a) sowie ψa,da(b) = ψb,db(b) und der
Konstruktion von Ψ nach (3.4). Zusa¨tzlich zur Bijektion zwischen den Kanten in GQ und den
Kanten in GD ergibt sich aus den einzelnen IC-Vorkommen auch die Gleichheit der Kantenbe-
schriftungen.
(2) I-Treffer: Der Beweis erfolgt im wesentlichen analog zum Beweis bzgl. IC-Treffer. Ψ ist al-
lerdings nur eine injektive Abbildung. Trotzdem gelten alle oben aufgefu¨hrten A¨quivalenzen, da
GaQ ' Gψ
a,da (a)
D ↓ ψa,da(Q) gilt. Es ko¨nnen zwar weitere Kanten (ψa,da(a), c) ∈ ED existieren. Fu¨r
den Fall, daß ein q′ ∈ Q mit c ∈ ψq′,dq′ (Qq′) existiert, gilt (3.3). Ansonsten ist c 6∈ Ψ(Q) und somit
kein Teil des Treffers.
(3), (4) SC-Treffer und S-Treffer: Hier muß nur (a, b) ∈ EQ ⇒ (Ψ(a),Ψ(b)) ∈ ED bewiesen wer-
den. Diese Implikation ergibt sich aus der Konstruktion der S-Vorkommen, die auch die Beziehung
zwischen den Kantenbeschriftungen sicherstellen. Im Gegensatz zu den beiden vorherigen Treffern
besteht hier keine Bijektion zwischen Kanten in EQ und Kanten in ED ∩ (Ψ(Q)×Ψ(Q)). Eigen-
schaft (3.3) garantiert allerdings die erforderliche injektive Abbildung zwischen EQ und ED.
Der Beweis zeigt, daß (3.3) eine wichtige Eigenschaft ist, die fu¨r alle Trefferarten gilt. Sie bezieht
sich nicht lokal auf ein Vorkommen, sondern stellt den Zusammenhang zwischen allen Vorkommen
sicher. Abbildung 3.6 demonstriert dies.
Fu¨r die Konstruktion von globalen Trefferabbildungen nach Satz 3.3.8 Formel (3.4) wurde
fu¨r jedes Objekt q einer Anfrage Q ein Vorkommen beno¨tigt. Diese Anzahl la¨ßt sich teilweise
einschra¨nken, so daß nur fu¨r eine Teilmenge aller Anfrageobjekte Vorkommen berechnet werden
mu¨ssen.
Sei G = (V,E) ein zusammenha¨ngender gerichteter Graph und V ′ eine nichtleere Teilmenge
von V . Im folgenden wird an V ′ die Bedingung
∀(a, b) ∈ E : a ∈ V ′ ∨ b ∈ V ′ (3.9)
gestellt. Hierdurch wird fu¨r einen zusammenha¨ngenden Graphen gewa¨hrleistet, daß jeder Knoten
v ∈ V \ V ′ einen Nachbarknoten in V ′ besitzt. Zusa¨tzlich findet eine Art “Kantenu¨berdeckung”
statt: Jede Kante ist mit mindestens einem Knoten aus V ′ verbunden. Bipartite Graphen bzgl.
der Unterteilung V = V1 unionsq V2 sind hierfu¨r ein Sonderfall.
In der Literatur werden Knotenmengen, die Gleichung (3.9) erfu¨llen, als trennende Knoten-
mengen bezeichnet [48]. Da zwei Verfahren zur Trefferberechnung auf solchen V ′ basieren, wird
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Abbildung 3.6: Oben die Anfrage GQ, unten Dokument G4 aus Abbildung 3.5. Seien ψq,t :
{a, q, b} → {s, t, u} durch a 7→ s, q 7→ t sowie b 7→ u und ψb,v : {q, b, c, d} → {u, v, w, x} durch
q 7→ u, b 7→ v, c 7→ w und d 7→ x definiert. Dann sind ψq,t und ψb,v lokale Trefferabbildungen aus
GQ nach GD. In obiger Abbildung wird ψq,t durch die drei linken gepunkteten Pfeile und ψb,v
durch die vier rechten gestrichelten Pfeile veranschaulicht. Hier wird deutlich, daß G4 kein Treffer
ist, obwohl fu¨r jedes Anfrageobjekt ein Vorkommen in G4 enthalten ist, da ψq,t(q) 6= ψb,v(q) und
ψq,t(b) 6= ψb,v(b).
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eine Teilmenge V ′ einer Knotenmege V eines Graphen G, die Gleichung 3.9 erfu¨llt, als Basis von
V (und G) bezeichnet.
Auf eine Anfrage GQ bezogen existiert fu¨r jede Basis Q′ von GQ, die also bzgl. GQ Bedingung
(3.9) erfu¨llt, mindestens eine Abbildung α : V → V ′ mit α(q) ∈ U(q,G) ∪ {q}. Hierdurch wird
die oben beschriebene Eigenschaft festgehalten, daß jeder Knoten in Q \ Q′ mindestens einen
Nachbarknoten in Q′ besitzt. Zusa¨tzlich wird davon ausgegangen, daß α ↓ Q′ = idQ′ gilt.
Analog zu Satz 3.3.8 ergibt sich der folgende Satz, der anschließend durch ein Beispiel veran-
schaulicht wird.
Satz 3.3.9. Seien GQ und GD beschriftete Graphen und Q′ ⊆ Q eine Basis von GQ Fu¨r jedes
q ∈ Q′ sei dq ∈ D ein Vorkommen von q zusammen mit einer lokalen Trefferabbildung ψq,dq mit
ψq,dq (q) = dq. Weiterhin sei α : Q→ Q′ eine totale Abbildung mit ∀q ∈ Q : α(q) ∈ U(q) ∪ {q} und
es gelte
|Q| = ∣∣∪q∈Q′ψq,dq (Qq)∣∣ (3.10)
sowie
∀a, b ∈ Q′ ∀p ∈ Qa ∩Qb : ψa,da(p) = ψb,db(p). (3.11)
Dann gilt fu¨r Vorkommen bzgl. Q′ (statt bzgl. Q wie in Satz 3.3.8):
1. GD ist IC-Treffer von GQ ⇔
|Q| = |D|, ∀q ∈ Q′ : ψq,dq (q) ist IC-Vorkommen von q und
∀q ∈ Q \Q′ : |U(q,GQ)| =
∣∣U(ψα(q),dq (q), GD)∣∣ .
2. GD ist I-Treffer von GQ ⇔
∀q ∈ Q′ : ψq,dq (q) ist I-Vorkommen von q und
∀q ∈ Q \Q′ : |U(q,GQ)| =
∣∣∣U(ψα(q),dq (q), GD) ∩ ∪q′∈Q′ψq′,dq′ (Qq′)∣∣∣ .
3. GD ist SC-Treffer von GQ ⇔
|Q| = |D| und ∀q ∈ Q′ : ψq,dq (q) ist S-Vorkommen von q.
4. GD ist S-Treffer von GQ ⇔
∀q ∈ Q′ : ψq,dq (q) ist S-Vorkommen von q.
Beweis Der Beweis erfolgt analog zum Beweis von Satz 3.3.8, allerdings unter Beru¨cksichtigung
der Einschra¨nkung von Q nach Q′. Hierdurch verringert sich die Anzahl der gegebenen Vorkommen
und Abbildungen ψq,dq .
”⇒”: Sei Ψ eine Trefferabbildung Ψ : Q → D. Definiere fu¨r jedes q′ ∈ Q′ die Abbildung ψq′,dq′ :
U(q′, GQ)∪{q′} → U(Ψ(q′), GD)∪{Ψ(q′)} durch ψq′,dq′ := Ψ ↓ U(q′, GQ)∪{q′}. Dann ergeben sich
die aufgefu¨hrten Bedingungen aus den Eigenschaften der Trefferabbildung Ψ (Satz 3.3.5).
”⇐”: Die Trefferabbildung Ψ : Q→ D ergibt sich durch
Ψ(q) = ψα(q),dq (q). (3.12)
Diese Abbildung ist wegen (3.11) wohldefiniert und ist bzgl. GQ und Q′ unabha¨ngig von einem
konkreten α. Durch α wird nur ausgedru¨ckt, durch welches ψq
′,dq′ , q′ ∈ Q′, das Bild eines An-
frageobjektes q ∈ Q definiert ist, falls sich hierfu¨r mehrere q′ ∈ Q′ anbieten. Gleichung (3.11)
garantiert, daß hierfu¨r alle Bilder ψq
′,dq′ (q) gleich sind. Fu¨r I-Treffer und IC-Treffer gilt weiterhin
die A¨quivalenz zwischen (a, b) ∈ EQ und (Ψ(a),Ψ(b)) ∈ ED bzgl. ψα(x),dx(x) und Eψ
α(x),dx (x)
D
fu¨r x ∈ {a, b}. Hierbei stellen die Zusatzbedingungen bzgl. der Nachbarschaften fu¨r q ∈ Q \ Q′
sicher, daß die Ru¨ckrichtung gilt. Da Q′ so gewa¨hlt wurde, daß jede Kante aus EQ mit mindestens
einem Knoten aus Q′ verbunden ist, gilt dies auch fu¨r Kanten in Ψ(Q), da die Nachbarschaften
entsprechend eingeschra¨nkt wurden. Eine Kante zwischen zwei Knoten aus Ψ(Q \Q′) wird somit
ausgeschlossen. Abbildung 3.7 demonstriert dies. Fu¨r IC-Treffer gilt dies fu¨r den kompletten Gra-
phen, fu¨r I-Treffer eingeschra¨nkt auf Ψ(Q).
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Abbildung 3.7: Zwei Anfragen und zwei Dokumente, die in Beispiel 3.3.10 besprochen werden. Es
wird davon ausgegangen, daß alle Kantenbeschriftungen gleich sind. Ausgefu¨llte Punkte markieren
die Knotenmenge Q′ = {b, c, e}
.
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Da fu¨r SC-Treffer und S-Treffer nur (a, b) ∈ EQ ⇒ (Ψ(a),Ψ(b)) ∈ ED gelten muß, a¨ndert sich die
Beweisfu¨hrung aus Satz 3.3.8 bis auf die oben angesprochenen A¨nderungen nicht.
Das folgende Beispiel veranschaulicht die Aussagen des vorangegangen Satzes.
Beispiel 3.3.10. In Abbildung 3.7 sind zwei Anfragen GQ1 und GQ2 und zwei Dokumente GD1
und GD2 dargestellt. Fu¨r GQ1 wurde als Basis Q
′ = {b, c, e} gewa¨hlt. GD1 bildet einen SC-
Treffer, aber wegen der Kante (Ψ(a),Ψ(d)) in GD1 zwischen den beiden Knoten aus D1 \ Ψ(V ′)
keinen IC-Treffer oder I-Treffer. Dies wird durch die Bedingung ∀q ∈ Q1 \ Q′ : |U(q,GQ1)| =∣∣∣U(ψα(q),dq (q), GD1) ∩ ∪q′∈Q′ψq′,dq′ (Qq′)∣∣∣ sichergestellt. Fu¨r a mit α(a) = b ergibt sich U(a,GQ1) =
{b, e} und U(ψb,db(a)) = {Ψ(b),Ψ(d),Ψ(e)}, d.h. die Kardinalita¨ten beider Mengen sind verschie-
den.
GD2 ist I-Treffer bzgl. GQ1 , da fu¨r I-Treffer die Kardinalita¨ten der Umgebungen nur bezogen
auf Ψ(Q1) und nicht auf das komplette D2 betrachtet werden. Damit wird der mit x markierte
Knoten nicht beru¨cksichtigt, d.h. x 6∈ Ψ(Q1).
GQ2 ist eine Erweiterung von GQ1 um die Kante (a, d). Allerdings erfu¨llt hier Q
′ nicht mehr
Bedingung (3.9), d.h. Q′ ist keine Basis von GQ2 . ◦
Die konstruktiven Beweise der letzten beiden Sa¨tze liefern ein erstes Vorgehen zur Berech-
nung aller Treffer. Bei Satz 3.3.8 wird fu¨r jedes Anfrageobjekt ein Vorkommen beno¨tigt. Bei einer
Anwendung von Satz 3.3.9 genu¨gt es, wenn fu¨r eine Basis Q′ von GQ alle Vorkommen gegeben
sind.
Nun betrachtet man jede Kombination von Vorkommen bzgl. Knoten aus Q bzw. Q′. Fu¨r diese
u¨berpru¨ft man die Bedingungen aus Satz 3.3.8 bzw. Satz 3.3.9 und erha¨lt mittels (3.4) bzw. (3.12)
alle Trefferabbildungen.
Bisher wurde nicht auf eine Berechnung der Vorkommen eingegangen. Dies wird in den na¨chsten
Abschnitten besprochen. Dabei wird nicht nur von einem Dokument ausgegangen, in dem alle
Treffer berechnet werden sollen, sondern von einer Datenbank mit vielen Dokumenten, in denen
alle Treffer gesucht sind.
3.3.4 Vokabular
In den na¨chsten beiden Abschnitten wird eine Indexstruktur definiert, mit dessen Hilfe zu einem
gegebenen Objekt q einer Anfrage Q alle Vorkommen von q in allen Dokumenten einer Datenbank
berechnet werden. Zusa¨tzlich legt ein Benutzer fu¨r seine Anfrage fest, bzgl. welcher Trefferart die
Treffer berechnet werden sollen. Der Index soll also fu¨r alle vier Trefferarten bzw. drei Arten von
Vorkommen anwendbar sein.
Als Indexstruktur wird eine Variante bzw. Erweiterung von invertierten Listen verwendet, deren
allgemeines Konzept in Abschnitt 3.2.1 motiviert wurde. In diesem Abschnitt wird das Vokabu-
lar, im na¨chsten Abschnitt werden invertierte Listen definiert. Jedes Objekt d eines Dokumentes
erzeugt einen Eintrag in genau einer invertierten Liste. In welcher invertierten Liste der Eintrag
gespeichert wird, entscheidet die zu d geho¨rige Vokabel.
Die Kombination aus Vokabel und Listeneintrag kodiert die Umgebung (Nachbarschaft) von
d ∈ D in GD, d.h. welche Nachbarknoten von d wie mit d verbunden sind.
Dies wird an dem in Abbildung 3.8 dargestellten einfachen Beispiel a) motiviert. Dort besteht
die Vokabel von d ∈ D aus den Informationen
1. d besitzt einen Nachfolger, der kein Vorga¨nger von d ist, wobei die dazugeho¨rige von d
ausgehende Kante mit α beschriftet ist.
2. d besitzt einen Vorga¨nger, der kein Nachfolger von d ist. Die dazugeho¨rige in d eingehende
Kante ist mit β beschriftet.
3. d besitzt einen Nachfolger, der auch gleichzeitig Vorga¨nger von d ist. Die dazugeho¨rige von
d ausgehende Kante ist mit γ und die in d eingehende Kante ist mit δ beschriftet.
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In dem zu d geho¨rigen Eintrag in einer invertierten Liste wird abgespeichert, welche Nachbar-
knoten den oben aufgelisteten Kanten entsprechen, d.h. a ist Nachfolger aber kein Vorga¨nger von
d mit Kantenbeschriftung α. Analog wird abgespeichert, daß b Vorga¨nger aber nicht Nachfolger
von d mit Kantenbeschriftung β ist und c sowohl Nachfolger als auch Vorga¨nger von d mit den
Kantenbeschriftungen ξD((d, c)) = γ und ξD((c, d)) = δ ist.
Zur Bestimmung der Vokabeln und Listeneintra¨ge werden die Nachbarknoten eines Objektes
d ∈ D in “nur” Nachfolgern von d in D, d.h. N(d,GD) \ V(d,GD), den “nur” Vorga¨ngern von d in
D, d.h. V(d,GD) \ N(d,GD), und den Nachfolgern, die auch Vorga¨nger von d sind, d.h. N(d,GD)∩
V(d,GD), klassifiziert.
Fu¨r jede dieser Klasse von Nachbarknoten wird in der Vokabel v(d,GD) bzgl. d und den
entsprechenden eingehenden und ausgehenden Kanten festgehalten, welche Kantenbeschriftung wie
oft vorkommt. Fu¨r das in Abbildung 3.8 abgebildete Beispiel b) ergibt sich, daß d nur Nachfolger
besitzt und die Kantenbeschriftung α zweimal und die Kantenbeschriftung β einmal vorkommt.
Definition 3.3.11. Fu¨r einen Knoten d ∈ D und eine Kantenbeschriftung α bezeichnet V(d,GD, α)
die Menge der Vorga¨nger c von d, deren Kante (c, d) mit α beschriftet ist, d.h.
V(d,GD, α) := {c ∈ V(d,GD)|ξD((c, d)) = α}.
Diese Menge wird weiter auf diejenigen Vorga¨nger von d eingeschra¨nkt, die keine Nachfolger von
d sind, d.h.
V\N(d,GD, α) := V(d,GD, α) \ N(d,GD).
Analog ergibt sich fu¨r Nachfolger bzw. Nachfolger, die keine Vorga¨nger sind,
N(d,GD, α) := {e ∈ N(d,GD)|ξD((d, e)) = α},
N\V(d,GD, α) := N(d,GD, α) \ V(d,GD)
und fu¨r Nachfolger, die gleichzeitig Vorga¨nger sind,
NV(d,GD, γ, δ) := {a ∈ N(d,GD) ∩ V(d,GD)|ξD((d, a)) = γ ∧ ξD((a, d)) = δ}.
Die von einem Objekt (Knoten) d ∈ D erzeugte Vokabel ergibt sich durch die drei im folgenden
definierten Mengen, die sich bzgl. den “nur” Nachfolgern, den “nur” Vorga¨ngern und den Knoten,
die gleichzeitig Vorga¨nger und Nachfolger sind, ergeben.
Fu¨r d wird die Menge aller Kantenbeschriftungen ξD((d, e)) der ausgehenden Kanten festgehalten,
wobei e ein Nachfolger aus N(d,GD) \ V(d,GD) ist. Zusa¨tzlich wird fu¨r jede Kantenbeschriftung α
die Anzahl xα der mit α beschrifteten Kanten gespeichert. Insgesamt ergibt sich eine Menge von
Paaren (α, xα) ∈ WE × N, wobei WE die Menge aller mo¨glichen Kantenbeschriftungen ist. Als
Schreibweise ergibt sich:
vN\V(d,GD) :=
{(
α,
∣∣∣N\V(d,GD, α)∣∣∣ ) ∣∣∣ N\V(d,GD, α) 6= ∅, α ∈WE}. (3.13)
Fu¨r alle Vorga¨nger c ∈ V(d,GD) \ N(d,GD) geschieht dies analog:
vV\N(d,GD) :=
{(
β,
∣∣∣V\N(d,GD, β)∣∣∣ ) ∣∣∣ V\N(d,GD, β) 6= ∅, β ∈WE}. (3.14)
Schließlich werden fu¨r alle Knoten, die sowohl Vorga¨nger als auch Nachfolger von d sind, eine
Menge von Tripeln generiert. Hier werden zwei Tupeleintra¨ge fu¨r Kantenbeschriftungen beno¨tigt:
jeweils einer pro Kante.
vN∩V(d,GD) :=
{(
γ, δ, |NV(d,GD, γ, δ)|
) ∣∣∣ NV(d,GD, γ, δ) 6= ∅, γ, δ ∈WE}. (3.15)
Die oben definierten drei Mengen werden in den entsprechenden Vokabeln zusammengefaßt.
Definition 3.3.12. Die Vokabel v(d,GD) eines Objektes d ∈ D wird definiert durch
v(d,GD) :=
(
vN\V(d,GD), vV\N(d,GD), vN∩V(d,GD)
)
. (3.16)
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Eine Vokabel ist also ein Tupel aus drei Mengen, d.h. v(d,GD) ∈ 2WE×N×2WE×N×2WE×WE×N.
Da alle Dokumente bzw. Graphen zusammenha¨ngend sind, ist mindestens eine der drei Mengen
nicht leer. Weiterhin gilt nach Konstruktion:
∀(α, x), (α′, x′) ∈ pi1(v(d,GD)) : α = α′ ⇒ x = x′.
Fu¨r eine Kantenbeschriftung α existiert maximal ein Tupel in pi1(v(d,GD)). Analoges gilt fu¨r
pi2(v(d,GD)). Fu¨r alle (γ, δ, z), (γ′, δ′, z′) ∈ pi3(v(d,GD)) ergibt sich: γ = γ′ ∧ δ = δ′ ⇒ z = z′.
Beispiel 3.3.13. In Abbildung 3.9 ist ein Graph GD mit D = {a, b, c, d, e, f, g} abgebildet. Kan-
tenbeschriftungen sind durch griechische Buchstaben dargestellt. Im folgenden werden die Voka-
beln der einzelnen Elemente von D besprochen.
a besitzt einen Vorga¨nger dmit der Kantenbeschriftung ξD((d, a)) = α. Dies fu¨hrt zum einzigen
Eintrag in der Menge vV\N(a,GD) = {(α, 1)}, d.h. a besitzt genau einen Vorga¨nger, der mit einer
Kante mit der Beschriftung α verbunden ist und gleichzeitig kein Nachfolger ist. Als Vokabel ergibt
sich, da sowohl vN\V(a,GD) als auch vN∩V(a,GD) leer sind, v(a,GD) =
(∅, {(α, 1)}, ∅).
g besitzt zwei Nachfolger, d und f , mit jeweils unterschiedlichen Kantenbeschriftungen, α bzw.
γ. Daraus ergibt sich v(g,GD) =
({(α, 1), (γ, 1)}, ∅, ∅). Jeder Nachfolger hat einen Eintrag in
vN\V(g,GD) erzeugt.
c hat zwei Vorga¨nger, d und e, deren Kanten die gleiche Beschriftung α aufweisen. Dadurch
besteht die Menge vV\N(c,GD) aus dem Eintrag (α, 2). Dieser besagt, daß zwei Vorga¨nger mit der
gleichen Kantenbeschriftung α existieren. v(c,GD) ist gleich
(∅, {(α, 2)}, ∅).
e besitzt einen Vorga¨nger f mit ξD((f, e)) = γ und einen Nachfolger c mit ξD((e, c)) = α.
Somit ergibt sich vN\V(e,GD) = {(α, 1)} und vV\N(e,GD) = {(γ, 1)}. Die Vokabel v(e,GD) ist
damit gleich
({(α, 1)}, {(γ, 1)}, ∅).
b besitzt einen Vorga¨nger d, der auch gleichzeitig der einzige Nachfolger von b ist. Beide Kan-
tenbeschriftungen werden im Tripel (α, β, 1) eingetragen, das das einzige Element der Menge
vN∩V(b,GD) ist. v(b,GD) ist gleich
(∅, ∅, {(α, β, 1)}).
Schließlich ergeben sich fu¨r f bzw. d die Vokabeln v(f,GD) =
({
(γ, 1)
}
,
{
(α, 1)
}
,
{
(β, β, 1)
})
und v(d,GD) =
({
(α, 2)
}
,
{
(γ, 1)
}
,
{
(β, α, 1), (β, β, 1)
})
. ◦
Definition 3.3.14. Die Menge aller Vokabeln bzgl. aller Objekte aus Dokumenten einer Daten-
basis D wird als Vokabular V bezeichnet:
V := {v(d,GD)|d ∈ D ∧D ∈ D}.
Im folgenden wird die oben getroffene Wahl der Vokabeln motiviert. Sicherlich existieren noch
alternative Mo¨glichkeiten, die Vokabel fu¨r ein Objekt d ∈ D zu definieren. Wie sich herausstellen
wird, besitzen die Vokabeln nach Definition 3.3.12 eine Eigenschaft, die speziell auf S-Vorkommen
abgestimmt ist. Auch fu¨r die anderen Vorkommenarten bringt diese Eigenschaft praktische Vortei-
le. Dies wird spa¨ter bei der Trefferberechnung deutlich, wenn fu¨r ein Anfrageobjekt q ∈ Q abha¨ngig
von der Trefferart im Vokabular nach “passenden” Vokabeln v ∈ V gesucht wird. Hierauf wird in
Abschnitt 3.3.6 eingegangen.
In den letzten Abschnitten wurde auf die lokale Sichtweise in einem Dokument GD fu¨r ein
Objekt d ∈ D im Zusammenhang mit Vorkommen eingegangen. Hierbei wurde fu¨r d ∈ D der
Teilgraph GdD von GD definiert, der nur aus Nachbarknoten von d und den entsprechenden Kanten
von und nach d besteht. Dies wird durch ein Paar (d,GdD) ausgedru¨ckt, wobei GD ein Dokument
und d ∈ D ist.
Speziell fu¨r den Vergleich von Vorkommen wird die Relation ≤T auf der Menge der mo¨glichen
Paare (d,GdD) fu¨r jede Vorkommenart T ∈ {IC, I, S} eingefu¨hrt.
Definition 3.3.15. Seien GD und GQ zwei Dokumente und q ∈ Q sowie d ∈ D zwei Knoten.
Dann gilt (q,GqQ) ≤T (d,GdD) genau dann, wenn d ein T -Vorkommen von q ist.
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Abbildung 3.8: Zwei einfache Beispiele als Motivation fu¨r die Definition der Vokabeln. Im linken
Beispiel ergibt sich die Vokabel fu¨r d als v(d,D) =
({
(α, 1)
}
,
{
(β, 1)
}
,
{
(γ, δ, 1)}), im rechten
Beispiel ist v(d,D) =
({
(α, 2), (β, 1)
}
, ∅, ∅).
Abbildung 3.9: Beispiel zur Berechnung von Vokabeln. Fu¨r die einzelnen Objekte ergeben
sich: v(a,GD) =
(∅, {(α, 1)}, ∅), v(b,GD) = (∅, ∅, {(α, β, 1)}), v(c,GD) = (∅, {(α, 2)}, ∅),
v(d,GD) =
({
(α, 2)
}
,
{
(γ, 1)
}
,
{
(β, α, 1), (β, β, 1)
})
, v(e,GD) =
({(α, 1)}, {(γ, 1)}, ∅), v(f,GD) =({
(γ, 1)
}
,
{
(α, 1)
}
,
{
(β, β, 1)
})
und v(g,GD) =
({(α, 1), (γ, 1)}, ∅, ∅).
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Sei T ∈ {IC, I, S}. Die Relation ≤T ist offensichtlich reflexiv. Sie ist auch transitiv, da man die
entsprechenden Trefferabbildungen einfach verknu¨pfen kann. Allerdings ist die Relation ≤T nicht
antisymmetrisch. So gilt z.B. fu¨r zwei isomorphe Graphen GD und GQ mit den entsprechenden
Knoten q ∈ Q, d ∈ D: (q,GqQ) ≤T (d,GdD) und (d,GdD) ≤T (q,GqQ).
Beispiel 3.3.16. Betrachten wir die Dokumente aus Abbildung 3.10, so gilt (q,GqQ1) ≤S (d,GdD1)
fu¨r q ∈ Q1 und d ∈ D1, da d ein S-Vorkommen von q ist. (d,GdD1) ≤S (q,GqQ1) gilt nicht.
Fu¨r die Dokumente GQ2 und GD2 gilt sowohl (t, G
t
Q2
) ≤S (a,GaD2) als auch (a,GaD2) ≤S
(t, GtQ2).
Untersucht man die beiden Dokumente GQ1 und GD2 aus Abbildung 3.10, so gilt fu¨r T = I:
(q,GqQ1) ≤T (a,GaD2). Allerdings gilt (a,GaD2) ≤T (q,G
q
Q1
) nicht. ◦
Keine der Relationen ≤T bildet eine Partialordnung. Allerdings la¨ßt sich eine A¨quivalenzrela-
tion ∼ definieren, die auf den Relationen ≤T aufbaut, und die schließlich zu Partialordnungen auf
der Menge der A¨quivalenzklassen fu¨hren.
Definition 3.3.17. Seien GD und GQ zwei Dokumente mit q ∈ Q und d ∈ D. Weiterhin sei
die Relation ≤S definiert nach Definition 3.3.15. Dann gilt (q,GqQ) ∼ (d,GdD) genau dann, wenn
(q,GqQ) ≤S (d,GdD) und (d,GdD) ≤S (q,GqQ) ist.
Zwei Paare (q,GqQ) und (d,G
d
D) sind also ∼-a¨quivalent, wenn q ein S-Vorkommen von d und d
ein S-Vorkommen von q ist. Als Bezeichnung fu¨r die A¨quivalenzklassen wird statt [(d,GdD)]∼ nur
[d,GdD] geschrieben.
Die letzte Definition ist unabha¨ngig von der gewa¨hlten Vorkommenart. Definiert man∼ fu¨r≤IC
oder ≤I statt fu¨r ≤S , so ergeben sich die gleichen A¨quivalenzklassen. Der na¨chste Satz verdeutlicht
dies.
Satz 3.3.18. Fu¨r jede ∼-A¨quivalenzklasse [d,GdD] gilt: (q,GqQ) und (d,GdD) sind genau dann zwei
Elemente von [d,GdD], wenn die Vokabeln von q und d gleich sind, d.h. v(d,G
d
D) = v(q,G
q
Q).
Beweis Der Satz ergibt sich als direkte Folgerung aus Definition 3.3.15, Definition 3.3.17 und
der Definition der Vokabeln.
Dabei entspricht fu¨r d ∈ D die “lokale” Vokabel bzgl. GdD der “globalen” Vokabel bzgl. GD,
denn v(d,GD) = v(d,GdD).
Der letzte Satz dient als Motivation fu¨r die gewa¨hlte Definition der Vokabeln. Sie ist speziell
an die Bedu¨rfnisse der Trefferberechnung angepaßt.
Abbildung 3.10: Vier beschriftete Digraphen zur Demonstration von partiellen Ordnungen.
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Beispiel 3.3.19. Betrachten wir nochmals die Dokumente aus Abbildung 3.10, auf die bereits
in Beispiel 3.3.16 eingegangen wurde. Fu¨r die ersten beiden Dokumente gilt (q,GqQ1) ∼ (d,GdD1)
nicht. Die Objekte d und q besitzen unterschiedliche Vokabeln, denn v(q,GqQ1) =
({
({1}, 1)}, ∅, ∅),
aber v(d,GdD1) =
({
({1, 2}, 1)}, ∅, ∅).
Fu¨r die na¨chsten beiden Dokumente gilt (t, GtQ2) ∼ (a,GaD2), denn v(t, GtQ2) = v(a,GaD2) =({
({1}, 1), ({1, 2}, 1)}, ∅, ∅). ◦
Das letzte Beispiel demonstriert auch die Unabha¨ngigkeit der Definition von ∼ bzgl. einer
bestimmten Vorkommenart T ∈ {IC, I, S} und ≤T .
Die Menge der ∼-A¨quivalenzklassen wird also charakterisiert durch die Menge der Vokabeln.
Fu¨r jede Vorkommenart wird nun eine partielle Ordnung auf dem Vokabular definiert. Diese wird
fu¨r eine spa¨tere Suche im Vokabular ausgenutzt.
Definition 3.3.20. (1) Seien [d,GdD] und [q,G
q
Q] zwei ∼-A¨quivalenzklassen und T ∈ {IC, I, S}
eine Vorkommenart. Dann gilt [q,GqQ] vT [d,GdD] genau dann, wenn (q,GqQ) ≤T (d,GdD) ist.
(2) Sei V ein Vokabular einer Datenbasis D. Dann gilt v vVT w fu¨r zwei Vokabeln v, w ∈ V genau
dann, wenn [q,GqQ] vT [d,GdD] fu¨r zwei Paare (q,GqQ), (d,GdD) mit v = v(q,GqQ) und w = v(d,GdD)
gilt.
Die partielle Ordnung vT ist wohldefiniert, da sie bzgl. ≤T unabha¨ngig von den gewa¨hlten
Repra¨sentanten der A¨quivalenzklassen ist. Mit der partiellen Ordnung vVT lassen sich die Vokabeln
hierarchisch anordnen.
Im Kontext der letzten Beispiele bzgl. Abbildung 3.10 ergibt sich fu¨r T = S
[q,GqQ1 ] vS [d,GdD1 ] vS [a,GaD2 ] und
v(q,GqQ1) vVS v(d,GdD1) vVS v(a,GaD2),
sowie fu¨r T = I
[d,GdD1 ] vI [a,GaD2 ] und
v(d,GdD1) vVI v(a,GaD2).
Fu¨r T = I gilt v(q,GqQ1) vVT v(d,GdD1) nicht. Dies demonstriert den Unterschied zwischen den
partiellen Ordnungen vI und vS .
Fu¨r T = IC gilt [q,GqQ] vIC [d,GdD] genau dann, wenn [q,GqQ] = [d,GdD] ist.
Betrachten wir nun den konkreten Zusammenhang zwischen den partiellen Ordnungen auf dem
Vokabular und Vorkommen.
Satz 3.3.21. Seien GQ, GD zwei Dokumente, q ∈ Q, d ∈ D und T ∈ {IC, I, SC}. Genau dann
ist d ein T -Vorkommen von q, wenn v(q,GQ) vVT v(d,GD) gilt.
Beweis Dies ergibt sich als direkte Folgerung aus der Definition der partiellen Ordnung vVT .
Die letzten Beispiele demonstrieren den Satz: d ∈ D1 ist S-Vorkommen von q ∈ Q1 und es gilt
[q,GqQ1 ] vS [d,GdD1 ].
Vergleicht man die drei partiellen Ordnungen auf dem Vokabular untereinander, so ergibt sich
eine Inklusionsbeziehung wie bei den entsprechenden Trefferbegriffen.
Satz 3.3.22. Seien GQ, GD zwei Dokumente und q ∈ Q, d ∈ D. Dann gilt
v(q,GQ) vVIC v(d,GD) ⇒ v(q,GQ) vVI v(d,GD) ⇒ v(q,GQ) vVS v(d,GD).
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Beweis Die Aussage folgt aus
[q,GqQ] vIC [d,GdD] ⇒ [q,GqQ] vI [d,GdD] ⇒ [q,GqQ] vS [d,GdD]
und den entsprechenden Inklusionen bzgl. der Vorkommenarten.
Fu¨r die Beispiele aus Abbildung 3.10 gilt
v(q,GQ1) vVT v(a,GD2) ⇒ v(q,GQ1) vVS v(a,GD2).
3.3.5 Invertierte Listen
Nachdem im letzten Abschnitt die Vokabel fu¨r ein Objekt d aus einem Dokument D definiert
wurde, wird nun auf invertierte Listen eingegangen. Dabei erzeugt jedes Objekt d genau einen
Eintrag in genau einer invertierten Liste. Die invertierte Liste wird durch die Vokabel von d
bestimmt.
Wa¨hrend in der Vokabel zu d Informationen u¨ber die ein- und ausgehenden Kanten von d
gespeichert sind, werden in dem Listeneintrag von d die dazugeho¨rigen Nachbarobjekte von d
gespeichert.
Fu¨r Beispiel a) aus Abbildung 3.8 werden in dem Listeneintrag von d folgende Objekte abge-
speichert: Objekt a als Nachfolger von d mit der Kantenbeschriftung α, Objekt b als Vorga¨nger
von d mit Kantenbeschriftung β und Objekt c, wobei c Nachfolger und Vorga¨nger von d mit den
Kantenbeschriftungen γ und δ ist.
Definition 3.3.23. Fu¨r ein Objekt d ∈ D ist der Listeneintrag (kurz: Eintrag) E(d,GD) ein
Fu¨nftupel definiert durch:
[ d, D,
{N\V(d,GD, α)|(α, x) ∈ pi1(v(d,GD))},
{V\N(d,GD, β)|(β, y) ∈ pi2(v(d,GD))},
{NV(d,GD, γ, δ)|(γ, δ, z) ∈ pi3(v(d,GD))} ].
Ein Listeneintrag besteht aus einem Objekt d, aus einem Dokument GD mit d ∈ D, und aus
drei Mengen von Objektmengen. Hierbei sind d und D als Referenzen zu verstehen. Es wird nicht
das komplette Objekt und nicht das komplette Dokument in einem Eintrag eingetragen. Vielmehr
wird fu¨r j ∈ [1 : |D|] und di ∈ Dj die Referenz i in pi1(E(di, GDj )) und j in pi2(E(di, GDj )) abge-
speichert. Analoges gilt fu¨r die Elemente der Objektmengen aus pi3(E(di, GDj )), pi4(E(di, GDj ))
und pi5(E(di, GDj )). Die in der Definition gewa¨hlte Schreibweise vereinfacht die Darstellung in
vielen Fa¨llen.
Annahme 3.3.24. O.B.d.A. wird bei einer Vokabel v(d,GD) und einem Listeneintrag E(d,GD)
davon ausgegangen, daß fu¨r pi1(v(d,GD)) = {(α1, x1), . . . , (αl, xl)} und pi3(E(d,GD)) = {O1, . . . ,
Ol}
Oi = N\V(g,GD, αi)
gilt. Analoges wird fu¨r pi2(v(d,GD)) und pi4(E(d,GD)) sowie fu¨r pi3(v(d,GD)) und pi5(E(d,GD))
angenommen. Hierdurch wird eine Zuordnung von Teilen der Vokabel v, z.B. (α, x) ∈ pi1(v), und
Objektmengen im Eintrag, z.B. O ∈ pi3(E), E ∈ L(v), sichergestellt.
Die Listeneintra¨ge der einzelnen Objekte werden in Abha¨ngigkeit von ihrer Vokabel in inver-
tierte Listen eingetragen.
Definition 3.3.25. Fu¨r eine Datenbasis D ergibt sich fu¨r jede Vokabel v ∈ V die invertierte
Liste LD(v), kurz L(v), durch
L(v) = {E(d,GD)|GD ∈ D, d ∈ D, v = v(d,GD)}. (3.17)
Satz 3.3.26. Fu¨r einen Listeneintrag E(d,D), d ∈ D, gilt:
Dd \ {d} = unionsqM∈pii(E(d,D)),i∈[3:5]M.
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Beweis Diese Eigenschaft folgt direkt aus der Konstruktion (Definition 3.3.25 und Definition
3.3.23), da jedes Objekt a ∈ Dd \ {d} entweder nur Nachfolger, nur Vorga¨nger oder Nachfolger
und Vorga¨nger von d ist und dementsprechend in genau einer der Mengen von Objektmengen
pi3(E(d,GD)), pi4(E(d,GD)) oder pi5(E(d,GD)) enthalten ist.
Beispiel 3.3.27. Fu¨r eine Datenbasis, die nur aus dem in Abbildung 3.8 b) dargestellten Doku-
ment besteht, ergeben sich folgende invertierte Listen:
L((∅, {(α, 1)}, ∅)) = { [a, D, ∅, {{d}}, ∅],
[c, D, ∅, {{d}}, ∅] }
L((∅, {(β, 1)}, ∅)) = { [b, D, ∅, {{d}}, ∅] }
L(({(α, 2), (β, 1)}, ∅, ∅)) = { [d, D, {{a, c}, {b}}, ∅, ∅] }
Da v(a,GD) = v(c,GD) ist, werden die Listeneintra¨ge E(a,GD) und E(c,GD) in der gleichen
invertierten Liste gespeichert. ◦
Bemerkung 3.3.28. Betrachtet man bzgl. einer Datenbasis alle invertierten Listen und ihre Ein-
tra¨ge, so ist die Anzahl aller Listeneintra¨ge gleich
∑
GD∈D |D|, da jedes Objekt genau einen Eintrag
erzeugt. Insgesamt enthalten die Eintra¨ge aller invertierten Listen 2
∑
D∈D |ED| Objektreferenzen
und
∑
GD∈D |D| Dokumentreferenzen. ED ist die Kantenmenge des Graphen GD.
3.3.6 Berechnung von Vorkommen
In diesem Abschnitt wird auf die Berechnung von Vorkommen mit Hilfe der im letzten Abschnitt
vorgestellten Indexstruktur eingegangen. Zur Berechnung aller Vorkommen von q ∈ Q wird als
erstes die Vokabel von q berechnet. Diese definiert die invertierten Listen, mit denen sich die lokalen
Trefferabbildungen ψq,dq (Definition 3.3.7) bzgl. eines Vorkommen dq von q angeben lassen.
Die Berechnung ha¨ngt neben der Anfrage von der gewa¨hlten Trefferart ab (vgl. Satz 3.3.5).
Fu¨r IC-Vorkommen gestaltet sich die Berechnung einfach: Es muß in Abha¨ngigkeit der Vokabel
nur eine invertierte Liste betrachtet werden. Bei I-Vorkommen mu¨ssen mehrere invertierte Listen
betrachtet werden. Noch komplexer ist dies bei S-Vorkommen.
Der folgende Satz zeigt fu¨r IC-Vorkommen und I-Vorkommen, welche invertierten Listen be-
trachtet werden mu¨ssen. Der Beweis des Satzes erfolgt konstruktiv und liefert alle mo¨glichen
Trefferabbildungen ψq,dq . S-Vorkommen werden an spa¨terer Stelle untersucht.
Satz 3.3.29. Sei GQ eine Anfrage und GD ein Dokument. Dann gilt fu¨r alle q aus Q und d aus
D mit den Vokabeln v := v(d,GD) und vq := v(q,GQ):
(1) d ist IC-Vorkommen von q ⇔ v = vq.
(2) d ist I-Vorkommen von q ⇔
∀(α, xq) ∈ pi1(vq) ∃(α, xd) ∈ pi1(v) : xq ≤ xd (3.18)
∀(β, yq) ∈ pi2(vq) ∃(β, yd) ∈ pi2(v) : yq ≤ yd (3.19)
∀(γ, δ, zq) ∈ pi3(vq) ∃(γ, δ, zd) ∈ pi3(v) : zq ≤ zd. (3.20)
Der letzte Satz zeigt, fu¨r welche v ∈ V die invertierten Listen L(v) betrachtet werden mu¨ssen:
Fu¨r IC-Vorkommen ist dies die invertierte Liste L(v(q,GQ)), falls v(q,GQ) ∈ V. Jeder Eintrag in
dieser Liste definiert ein IC-Vorkommen.
Fu¨r I-Vorkommen werden alle invertierten Listen L(v) betrachtet, fu¨r die v ∈ V gilt und die
(3.18), (3.19) und (3.20) erfu¨llen.
Fu¨r beide Arten von Vorkommen von q gilt: Existiert kein v ∈ V, das Satz 3.3.29 bzgl. v(q,GQ)
erfu¨llt, existiert kein Vorkommen von q in Dokumenten der Datenbasis.
Die Aussagen des Satzes lassen sich auch im Zusammenhang mit den Relationen ≤I und vVI
verwenden. Hierauf wird in Abschnitt 4.1 eingegangen.
Teil des nun folgenden Beweises von Satz 3.3.29 ist die Konstruktion aller Trefferabbildungen
ψq,dq fu¨r Vorkommen dq von q.
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Beweis Satz 3.3.29 (1) ”⇒”: Betrachten wir die Graphen GqQ und GdD nach Definition 3.3.2.
Fu¨r diese ist eine IC-Trefferabbildung Ψ nach Satz 3.3.5 eine Bijektion zwischen Qq und Dd, die
nach der Trefferdefinition auch eine Bijektion zwischen den Kanten impliziert (bei gleichen Kan-
tenbeschriftungen). Dann sind nach Konstruktion (Definition 3.3.12) die Vokabeln v(q,GQ) und
v(d,GD) gleich.
”⇐”: Im folgenden wird eine Trefferabbildung Ψ : Qq → Dd aus den Mengen {N\V(d,GD, α)|(α, x) ∈
pi1(v(d,GD))}, {V\N(d,GD, β)|(β, y) ∈ pi2(v(d,GD))}, und {NV(d,GD, γ, δ)|(γ, δ, z) ∈ pi3(v(d,GD))}
sowie den entsprechenden Mengen fu¨r q bzgl. v(q,GQ) konstruiert. Das sind genau die Mengen,
die in den Listeneintra¨gen E(q,GQ) und E(d,GD) gespeichert sind. Genauer handelt es sich bei
diesen drei Mengen um Mengen von Objektmengen. In diesen Mengen sind alle Nachbarn von
d bzw. q gespeichert. Z.B. ist N\V(d,GD, α) die Menge der “nur” Nachfolger von d, die mit einer
Kante mit der Beschriftung α verbunden sind.
Betrachten wir zuna¨chst den Fall, daß pi2(v(q,GQ)) = pi3(v(q,GQ)) = ∅. Hier besitzt q sowohl
in GQ als auch in G
q
Q nur ausgehende Kanten. Da die Vokabeln von q und d gleich sind, gilt nach
Definition 3.3.12: ∀(α, x) ∈ WE × N : (α, x) ∈ pi1(v(d,GD)) ⇔ (α, x) ∈ pi1(v(q,GQ)). Fu¨r ein
solches (α, x) ∈ pi1(v(d,GD)) sei N\V(d,GD, α) = {c1, . . . , cx} und N\V(q,GQ, α) = {p1, . . . , px}.
Dann definiere simultan fu¨r alle solchen (α, x) die Abbildung Ψ : Qq → Dd mittels Ψ(pi) = ci
fu¨r i ∈ [1 : x] und Ψ(q) = d. Ψ ist wegen 3.3.26 wohldefiniert. Es gilt (q, c) ∈ EQ ∧ ξQ((q, c)) =
α⇔ (Ψ(q),Ψ(c)) ∈ ED ∧ ξD(Ψ(q),Ψ(c)) = α. Ψ ist also nach Konstruktion (Definition 3.3.12 und
Definition 3.3.25) eine Trefferabbildung, d.h. GdD ist IC-Treffer von G
q
Q. Nach Satz 3.3.5 bedeutet
dies, daß d ein IC-Vorkommen von q ist.
Der allgemeine Fall ergibt sich aus dem Sonderfall, indem man Ψ analog fu¨r pi2(v(q,GQ)) und
pi3(v(q,GQ)) definiert. Es wird eine Bijektion Ψ : Qq → Dd aus den folgenden drei injektiven
Abbildungen konstruiert:
Ψ1 : N(q,GQ) \ V(q,GQ)→ N(d,GD) \ V(d,GD) mit Ψ1(p) ∈ N\V(d,GD, ξQ((q, p))),
Ψ2 : V(q,GQ) \ N(q,GQ)→ V(d,GD) \ N(d,GD) mit Ψ2(p) ∈ V\N(d,GD, ξQ((q, p))),
Ψ3 : N(q,GQ) ∩ V(q,GQ)→ N(d,GD) ∩ V(d,GD) mit
Ψ3(p) ∈ NV(d,GD, ξQ((q, p)), ξQ((p, q)).
Damit ergibt sich Ψ : Qq → Dd als
Ψ(p) :=

d falls p = q
Ψ1(p) falls p ∈ N(q,GQ) \ V(q,GQ)
Ψ2(p) falls p ∈ V(q,GQ) \ N(q,GQ)
Ψ3(p) falls p ∈ N(q,GQ) ∩ V(q,GQ)
(3.21)
Vor dem Beweis von (2) kommentieren wir die gerade bewiesene Aussage. Die Anzahl der
mo¨glichen Trefferabbildungen, die in obigen Beweis konstruiert wurden, ergibt sich aus:
Bemerkung 3.3.30. Fu¨r zwei Objekte d ∈ D und q ∈ Q mit gleichen Vokabeln v(q,GQ) =
v(d,GD) existieren genau ∏
(α,x)∈pi1(v(q,GQ))
x! ·
∏
(β,y)∈pi2(v(q,GQ))
y! ·
∏
(γ,δ,z)∈pi3(v(q,GQ))
z!
unterschiedliche Trefferabbildungen Ψ : Qq → Dd. Diese ergeben sich aus allen Kombinationsmo¨g-
lichkeiten der Zuordnungen zwischen N\V(q,GQ, α) und N\V(d,GD, α), zwischen V\N(q,GQ, β) und
V\N(d,GD, β) sowie zwischen den Mengen NV(q,GQ, γ, δ) und NV(d,GD, γ, δ); siehe den Beweis der
Ru¨ckrichtung von Satz 3.3.29 (1).
Beispiel 3.3.31. Fu¨r die in Abbildung 3.11 dargestellte Anfrage GQ und das Dokument GD erge-
ben sich die Vokabeln fu¨r q ∈ Q und d ∈ D als v(q,GQ) = v(d,GD) =
({
({1}, 2), ({1, 2}, 1)}, ∅, ∅).
Fu¨r die Konstruktion von Trefferabbildungen ψq,d ergibt sich nach (3.21) fu¨r t ∈ N(q,Q) \ V(q,Q),
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daß t entweder auf b oder auf c abgebildet werden kann, da N\V(d,GD, ξQ((q, t)) = {b, c}. Ent-
sprechend muß s auf das andere Objekt abgebildet werden. Insgesamt ergeben sich die folgenden
beiden Trefferabbildungen:
ψq,d1 : Q
q → Dd ψq,dq2 : Qq → Dd
q 7→ d q 7→ d
r 7→ a r 7→ a
s 7→ b s 7→ c
t 7→ c t 7→ b.
◦
Beweis Satz 3.3.29 (2) ”⇒”: Analog zum Beweis von Satz 3.3.29 (1). Statt von einer Bijektion
geht man nun von einer Injektion Ψ : Qq → Dd aus. Somit kann d einen gro¨ßeren Knotengrad
besitzen als q. Aus ξQ((q, q′)) = α⇒ ξD((Ψ(q),Ψ(q′))) = α folgen zusammen mit der Injektivita¨t
die Aussagen.
”⇐”: Ebenfalls analog zu Beweis von (1) verla¨uft die Konstruktion der Trefferabbildung Ψ. Im
Gegensatz zu IC-Treffern, wo Ψ eine Bijektion ist, ist die Trefferabbildung fu¨r I-Treffer eine
injektive Abbildung von Qq nach Dd. Ψ la¨ßt sich auch hier nach (3.21) konstruieren. Da aus
(α, x) ∈ pi1(v(q,GQ)) folgt, daß es ein (α, x′) ∈ pi1(v(d,GD)) mit x′ ≥ x gibt, ist die Existenz
mindestens einer solchen Trefferabbildung garantiert.
Bemerkung 3.3.32. Fu¨r ein I-Vorkommen d ∈ D von q ∈ Q existieren insgesamt
∏
(α,x)∈pi1(v(q,GQ))∧
(α,x′)∈pi1(v(d,GD))
x′!
(x′ − x)! ·
∏
(β,y)∈pi2(v(q,GQ))∧
(β,y′)∈pi2(v(d,GD))
y′!
(y′ − y)! ·
∏
(γ,δ,z)∈pi3(v(q,GQ))∧
(γ,δ,z′)∈pi3(v(d,GD))
z′!
(z′ − z)!
Trefferabbildungen.
Beispiel 3.3.33. Fu¨r das Dokument D′ aus Abbildung 3.11 ergibt sich fu¨r d ∈ D′ die Vokabel
v(d,GD′) =
({
({1}, 2), ({2}, 1), ({1, 2}, 3)}, ∅, ∅). Betrachtet man bzgl. der Vokabel von q in GQ
alle Elemente aus pi1(v(q,GQ)), so ergibt sich ({1}, 2) ∈ pi1(v(q,GQ)) ∩ pi1(v(d,GD′)). Weiterhin
gilt fu¨r ({1, 2}, 1) ∈ pi1(v(q,GQ)) : ({1, 2}, 3) ∈ pi1(v(d,GD′)). Da pi2(v(q,GQ)) und pi2(v(q,GQ))
leer sind, sind alle Bedingungen aus Satz 3.3.29 erfu¨llt. Also ist d ein I-Vorkommen von q.
Konstruiert man die Trefferabbildungen nach dem im Beweis von Satz 3.3.29 (2) angegebenen
Abbildung 3.11: Eine Anfrage GQ und zwei Dokumente GD und GD′ . GQ und GD entsprechen
dem Sonderfall aus dem Beweis von Satz 3.3.29 (1). GD ist IC-Treffer von GQ mit zwei Trefferab-
bildungen, siehe Beispiel 3.3.31. GD′ ist I-Treffer von GQ mit 6 Trefferabbildungen, siehe Beispiel
3.3.33.
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Vorgehen, so ergeben sich die folgenden 6 injektiven Trefferabbildungen von Qq nach D′d:
p ψq,d1 (p) ψ
q,d
2 (p) ψ
q,d
3 (p) ψ
q,d
4 (p) ψ
q,d
5 (p) ψ
q,d
6 (p)
q d d d d d d
r a a e e f f
s b c b c b c
t c b c b c b.
Die Anzahl der Abbildungen ergibt sich aus 3.3.32 mit
2!
(2− 2)! ·
3!
(3− 1)! = 6.
◦
Bemerkung 3.3.34. Fu¨r IC-Vorkommen und I-Vorkommen gilt: Die zur Konstruktion von ψq,d
(im Beweis mit Ψ bezeichnet) nach (3.21) beno¨tigten Mengen N\V(d,GD, α), V\N(d,GD, β) und
NV(d,GD, γ, δ) sind im Listeneintrag von E(d,GD) gespeichert. Somit dient (3.21) zur Konstruk-
tion aller Abbildungen ψq,d aus einem Listeneintrag E(d,GD).
Nachdem bisher die Berechnung von IC-Vorkommen und I-Vorkommen beschrieben wurde,
wird im folgenden auf die Berechnung von S-Vorkommen eingegangen.
Zuna¨chst werden zwei notwendige Bedingungen vorgestellt. Diese ko¨nnen in der Praxis zur Ein-
schra¨nkung des Suchraums verwendet werden. Ziel ist Charakterisierung von S-Vorkommen durch
geeignete Eigenschaften der Vokabeln, worauf an spa¨terer Stelle dieses Abschnittes eingegangen
wird.
Bei der Berechnung von beschrifteten Graphen aus Dokumenten zusammen mit einer Menge
von Relationen R wurden als Kantenbeschriftungen Mengen von natu¨rlichen Zahlen verwendet.
Die geforderte Ordnung auf diesen Mengen ergibt sich durch die Mengeninklusion. Der folgende
Satz la¨ßt sich unter der Verwendung der Beschriftung durch Mengen, d.h. α, β, γ, δ ⊆ {1, . . . , |R|},
anschaulich formulieren.
Satz 3.3.35. Sei d ∈ D und q ∈ Q mit den Vokabeln v := v(d,GD) und vq := v(q,GQ). Ist d ein
S-Vorkommen von q, so gilt:⋃
(α,x)∈pi1(vq)
α ∪
⋃
(γ,δ,z)∈pi3(vq)
γ ⊆
⋃
(α,x)∈pi1(v)
α ∪
⋃
(γ,δ,z)∈pi3(v)
γ
und ⋃
(β,y)∈pi2(vq)
β ∪
⋃
(γ,δ,z)∈pi3(vq)
δ ⊆
⋃
(β,y)∈pi2(v)
β ∪
⋃
(γ,δ,z)∈pi3(v)
δ.
Beweis Sei Ψ eine S-Trefferabbildung mit Ψ(q) = d. Dann gilt⋃
(α,x)∈pi1(vq)
α ∪
⋃
(γ,δ,z)∈pi3(vq)
γ =
⋃
q′∈N(q,GQ)
ξQ((q, q′))
⊆
⋃
q′∈N(q,GQ)
ξD((Ψ(q),Ψ(q′)))
⊆
⋃
(α,x)∈pi1(v)
α ∪
⋃
(γ,δ,z)∈pi3(v)
γ
und ⋃
(β,y)∈pi2(vq)
β ∪
⋃
(γ,δ,z)∈pi3(vq)
δ =
⋃
q′∈V(q,GQ)
ξQ((q′, q))
⊆
⋃
q′∈V(q,GQ)
ξD((Ψ(q′),Ψ(q)))
⊆
⋃
(β,y)∈pi2(v)
β ∪
⋃
(γ,δ,z)∈pi3(v)
δ.
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Wa¨hrend der letzte Satz eine sehr grobe Charakteristik von Vokabeln beschreibt, liefert der fol-
gende Satz, der sich auf beliebige Kantenbeschriftungen bezieht, eine Eigenschaft von S-Vorkommen,
die mit den Aussagen u¨ber IC-Vorkommen und I-Vorkommen aus Satz 3.3.29 vergleichbar ist.
Satz 3.3.36. Sei d ∈ D und q ∈ Q mit den Vokabeln v := v(d,GD) und vq := v(q,GQ). Ist d ein
S-Vorkommen von q so gilt:
1. ∀(α, x) ∈ pi1(vq) : x ≤∑
(α′,x′)∈pi1(v),α′≥α
x′ +
∑
(α′,δ′,z′)∈pi3(v),α′≥α
z′ −
∑
(α′,x′)∈pi1(vq),α′>α
x′ −
∑
(α′,δ′,z′)∈pi3(vq),α′≥α
z′
2. ∀(β, y) ∈ pi2(vq) : y ≤∑
(β′,y′)∈pi2(v),β′≥β
y′ +
∑
(γ′,β′,z′)∈pi3(v),β′≥β
z′ −
∑
(β′,y′)∈pi2(vq),β′>β
y′ −
∑
(γ′,β′,z′)∈pi3(vq),β′≥β
z′
3. ∀(γ, δ, z) ∈ pi3(vq) : z ≤∑
(γ′,δ′,z′)∈pi3(v),γ′≥γ∧δ′≥δ
z′ −
∑
(γ′,δ′,z′)∈pi3(vq),γ′≥γ∧δ′≥δ∧(γ′ 6=γ∨δ′ 6=δ)
z′.
Beweis Beginnen wir mit dem 3. Fall, wo Knoten p aus Qq betrachtet werden, die sowohl
Vorga¨nger als auch Nachfolger von q sind. Fu¨r ein Paar (γ, δ), fu¨r das es mindestens ein p ∈
N(q,GQ) ∩ V(q,GQ) mit ξQ((p, q)) = γ und ξQ((q, p)) = δ gibt, gilt:
|{p′ ∈ N(q,GQ) ∩ V(q,GQ) | ξQ((q, p′)) ≥ γ ∧ ξQ((p′, q)) ≥ δ}|
≤ |{c′ ∈ N(d,GD) ∩ V(d,GD) | ξD((d, c′)) ≥ γ ∧ ξD((c′, d)) ≥ δ}|.
Fu¨r die Vokabeln gilt dann nach Konstruktion∑
(γ′,δ′,z′)∈pi3(v(q,GQ)),
γ′≥γ ∧ δ′≥δ
z′ ≤
∑
(γ′,δ′,z′)∈pi3(v(d,GD)),
γ′≥γ ∧ δ′≥δ
z′.
Hieraus folgt die Behauptung fu¨r den 3. Punkt. Der Beweis der ersten beiden Punkte erfolgt
analog.
Die Ru¨ckrichtung des letzten Satzes gilt nicht. Ein Beispiel dafu¨r ist in Abbildung 3.12 ange-
geben.
Die letzten beiden Sa¨tze liefern keine A¨quivalenz zwischen S-Vorkommen und Eigenschaften
von Vokabeln. Sie geben eher Hinweise, welche Vokabeln innerhalb des gesamten Vokabulars zur
Bestimmung von S-Vorkommen in Frage kommen.
Eigenschaften zwischen Vokabeln, die eine A¨quivalenz zu S-Vorkommen herstellen, ergeben
sich aus dem Heiratssatz von Hall fu¨r bipartite Graphen. Hierfu¨r wird fu¨r q ∈ Q und d ∈ D aus
den beschrifteten Graphen GqQ und G
d
D (siehe Definition 3.3.2) ein bipartiter Graph konstruiert.
Der Heiratssatz liefert ein notwendiges und zugleich hinreichendes Kriterium fu¨r die Existenz
eines vollsta¨ndigen Matchings in einem bipartiten Graphen. Wie sich zeigen la¨ßt, lassen sich aus
vollsta¨ndigen Matchings alle lokalen Trefferabbildungen ψq,d : Qq → Dd fu¨r S-Vorkommen d ∈ D
von q berechnen.
Doch beginnen wir mit den Eigenschaften von Vokabeln, die eine A¨quivalenz zu S-Vorkommen
ergeben:
Satz 3.3.37. Sei q aus Q und d aus D mit den Vokabeln v := v(d,GD) und vq := v(q,GQ).
Genau dann ist d ∈ D ein S-Vorkommen von q ∈ Q, wenn |Qq| ≤ ∣∣Dd∣∣ und ∀S1 ⊆ pi1(vq), S2 ⊆
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pi2(vq), S3 ⊆ pi3(vq) :∑
(α,x)∈S1
x+
∑
(β,y)∈S2
y+
∑
(γ,δ,z)∈S3
z ≤
∑
(α′,x′)∈pi1(v):
∃(α,x)∈S1:α′≥α
x′ +
∑
(β′,y′)∈pi2(v):
∃(β,y)∈S2:β′≥β
y′ +
∑
(γ′,δ′,z′)∈pi3(v):(
∃(α,x)∈S1:γ′≥α
)
∨(
∃(β,y)∈S2:γ′≥β
)
∨(
∃(γ,δ,z)∈S3:γ′≥γ∧δ′≥δ
)
z′.
Zuna¨chst kommentieren wir die Aussage des Satzes, geben illustrierende Beispiele und bereiten
den Beweis des Satzes vor.
In den Summen spiegeln sich die zahlreichen Kombinationsmo¨glichkeiten wider, die sich bei
S-Treffern ergeben. Diese werden durch das folgende Beispiel motiviert.
Beispiel 3.3.38. In Abbildung 3.13 sind eine Anfrage GQ und zwei einfache Dokumente in
Form von beschrifteten Graphen dargestellt. Fu¨r q ∈ Q, d ∈ D und d ∈ D′ seien die Voka-
beln vq := v(q,GQ), v := v(d,GD) und v′ := v(d,GD′). Betrachten wir GQ erstmal nur bezu¨g-
lich GD. Die Knoten der Dokumente GQ = G
q
Q und GD = G
d
D bestehen nur aus Nachfolgern
von q bzw. d. Somit ist nur der erste Tupeleintrag beider Vokabeln nichtleer. Es ergibt sich
pi1(vq) =
{
({1}, 2), ({2}, 1), ({1, 2}, 3)} und pi1(v) = {({1}, 3), ({3}, 1), ({1, 2}, 2), ({1, 2, 3}, 1)}.
Nun soll untersucht werden, ob d ein S-Vorkommen von q ist. Es wird versucht, eine Trefferab-
bildung Ψ : Qq → Dd zu konstruieren. Hier muß fu¨r jeden Nachfolger q′ von q mindestens ein
“passender”Nachfolger d′ von d mit ξQ((q, q′)) ≤ ξD((d, d′)) vorhanden sein, um somit Ψ(q′) als d′
definieren zu ko¨nnen. Auf die Vokabel bezogen bedeutet dies, daß bzgl. ({1}, 2) ∈ pi1(vq) minde-
stens zwei Nachfolger d′ von d mit ξD((d′)) ≥ {1} existieren mu¨ssen. Insgesamt existieren 6 solcher
d′, was sich aus den Vokabeln ({1}, 3), ({1, 2}, 2) und ({1, 2, 3}, 1) aus pi1(v) ergibt (6 = 3+2+1).
Betrachtet man analog die anderen beiden Tupel aus pi1(vq), so sind auch hier genu¨gend Nachfol-
ger von d vorhanden. Dies gilt allerdings nur, wenn man beide getrennt voneinander betrachtet.
Betrachtet man ({2}, 1) und ({1, 2}, 3) zusammen, so stellt sich heraus, daß nur 3 passende Nach-
folger von d existieren. Fu¨r Q gilt mit S1 = {({2}, 1), ({1, 2}, 3)} und pi1(S1) = {{2}, {1, 2}}:
|{q′ ∈ N(q,GQ) \ V(q,GQ)|ξQ((q, q′)) ∈ pi1(S1)}| =
∑
(α,x)∈S1
x = 4. (3.22)
Bzgl. D ergibt sich die Menge der mo¨glichen Bilder Ψ(q′) fu¨r Objekte q′ aus der in (3.22) angege-
benen Objektmenge als
{d′ ∈ N(d,GD) \ V(d,GD)|∃α ∈ pi1(S1) : ξD((d, d′)) ≥ α}. (3.23)
Die Kardinalita¨t dieser Menge ergibt sich als∑
(α′,x′)∈pi1(v):
∃(α,x)∈S1:α′≥α
x′ = 2 + 1. (3.24)
Da diese echt kleiner als die Kardinalita¨t aus (3.22) ist, kann keine injektive Trefferabbildung Ψ
existieren. Somit ist d kein S-Vorkommen von q.
Untersucht man fu¨r D alle Teilmengen S1 ⊆ pi1(vq), so ist nur fu¨r S1 = {({2}, 1), ({1, 2}, 3)} die
Ungleichung von Satz 3.3.37 nicht erfu¨llt. Auch fu¨r S1 = pi1(vq), wenn also alle Knoten bzw. Kanten
von Q betrachtet werden, stimmt die Kardinalita¨t der unter (3.22) und (3.23) definierten Objekt-
mengen u¨berein. Dies gewa¨hrleistet zwar die Existenz einer injektiven Abbildung Ψ : Q → D,
allerdings erfu¨llt diese im vorliegenden Fall nicht die restlichen an eine Trefferabbildung gestellten
Anforderungen.
Betrachten wir nun GD′ bzgl. der Anfrage GQ. GD′ stellt eine Erweiterung von GD um einen
Nachfolger von d dar, der auch Vorga¨nger von d ist, d.h. pi3(v′) = {({2}, {1}, 1)}. Fu¨r t ∈ Q
kann dieser zusa¨tzliche Knoten i ∈ D′ als Bild Ψ(t) der Trefferabbildung verwendet werden. Hier
wird der “nur” Nachfolger t, t ∈ N(q,GQ) \ V(q,GQ) von q auf einen Nachfolger i von d, der
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Abbildung 3.12: Fu¨r die dargestellten Graphen ergeben sich die Vokabeln als v(q,GQ) =({
({3}, 1), ({1, 2}, 1)}, ∅, ∅) und v(d,GD) = ({({1, 2, 3}, 1)}, ∅, ∅). Die drei Punkte der Implikation
aus Satz 3.3.36 sind erfu¨llt, wobei sich sowohl fu¨r ({3}, 1) also auch fu¨r ({1, 2}, 1) aus pi1(v(q,GQ))
1 ≤ 1 + 0− 0− 0 ergibt. Trotzdem ist d kein S-Vorkommen von q.
Abbildung 3.13: Drei Dokumente GQ, GD und GD′ . Als Vokabeln ergeben sich fu¨r
q ∈ Q: v(q,GQ) =
({
({1}, 2), ({2}, 1), ({1, 2}, 3)}, ∅, ∅) und fu¨r d ∈ D: v(d,GD) =({
({1}, 3), ({3}, 1), ({1, 2}, 2), ({1, 2, 3}, 1)}, ∅, ∅). Da GD′ eine Erweiterung von D um das Ob-
jekt i ist, a¨ndert sich fu¨r die Vokabel von d ∈ D′ im Vergleich zu d ∈ D nur der dritte Eintrag:
pi3(v(d,GD′)) =
{
({2}, {1}, 1)}. Im Gegensatz zu d ∈ D ist d ∈ D′ ein S-Vorkommen von q ∈ Q.
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auch Vorga¨nger ist, abgebildet, d.h. i ∈ N(d,GD′) ∩ V(q,GD′). Fu¨r GD′ wird die in (3.23) bzgl.
S1 = {({2}, 1), ({1, 2}, 3)} definierte Menge vereinigt mit
{d′ ∈ N(d,GD) ∩ V(d,GD)|∃α ∈ pi1(S1) : ξD((d, d′)) ≥ α}. (3.25)
Die Kardinalita¨t der vereinigten Menge ergibt sich bzgl. v′ durch∑
(α′,x′)∈pi1(v):
∃(α,x)∈S1:α′≥α
x′ +
∑
(γ′,δ′,z′)∈pi3(v):(
∃(α,x)∈S1:γ′≥α
) z
′.
Hierbei ergibt sich die erste Summe aus (3.24) und die zweite Summe als die Kardinalita¨t der in
(3.25) definierten Objektmenge. Insgesamt ergibt sich bzgl. S1 fu¨r beide Summen: (2+1)+(1) = 4.
S1 erfu¨llt also die Ungleichung aus Satz 3.3.37. Da fu¨r alle anderen Teilmengen S1 von pi1(vq)
sich die Summanden im Vergleich zu D nicht a¨ndern und diese die Ungleichung von Satz 3.3.37
erfu¨llen, ist d S-Vorkommen von q. Eine Trefferabbildung ψq,d : Qq → Dd ist z.B. gegeben durch
q 7→ d, r 7→ a, s 7→ b, t 7→ i, u 7→ f, v 7→ g und w 7→ h. Auf eine konkrete Berechnung aller
Trefferabbildungen wird im Verlauf des Beweises von Satz 3.3.37 eingegangen. ◦
Das letzte Beispiel zeigt, daß schon bei einfachen Dokumenten viele Kombinationsmo¨glichkeiten
zu beru¨cksichtigen sind. Betrachtet man die letzte Summe aus der Ungleichung von Satz 3.3.37,
so spiegeln die drei Disjunktionen bei der Bildung der Summe die drei Fa¨lle wider, daß “nur”
Nachfolger (bzgl. S1), “nur” Vorga¨nger (bzgl. S2) oder kombinierte Nachfolger/Vorga¨nger (bzgl.
S3) von q auf kombinierte Nachfolger/Vorga¨nger von d mit “passenden” Kantenbeschriftungen
abgebildet werden ko¨nnen. In obigen Beispiel wurde im Zusammenhang mit D′ nur der Fall “nur”
Nachfolger von q auf kombinierte Nachfolger/Vorga¨nger von d besprochen, wodurch die Summe
nur bzgl. S1 gebildet wurde.
Zum Beweis von Satz 3.3.37 beno¨tigen wir den Heiratssatz von P. Hall, der durch folgende
Definition vorbereitet wird.
Definition 3.3.39. Sei G = (V,E) ein ungerichteter Graph. Ein Matching M von G ist eine
Teilmenge von E mit:
1. M entha¨lt keine Schlingen und
2. keine zwei Kanten aus M sind inzident, d.h. ∀k, l ∈M,k 6= l : k ∩ l = ∅.
Sei G = (V,E) ein Graph. Analog zur Definition der Umgebung U(v,G) eines Knotens v ∈
V (Defintion 3.3.1) wird fu¨r eine Teilmenge S ⊆ V die Umgebung U(S,G) als die Menge aller
Nachbarknoten von Knoten aus S ohne S definiert, d.h. U(S,G) := ∪v∈SU(v,G) \ S.
Bekanntlich heißt ein Graph G = (V,E) bipartit, wenn sich V disjunkt aufspalten la¨ßt in
V = XunionsqY , so daß jede Kante aus E jeweils ein Element vonX mit einem Element aus Y verbindet.
Statt G = (V,E) schreiben wir dann G = (X,Y,E). Ein Matching M von G = (X,Y,E) heißt
vollsta¨ndig, wenn |M | = min{|X| , |Y |} gilt.
Satz 3.3.40 (Heiratssatz). Sei G = (X,Y,E) ein bipartiter Graph mit |X| ≤ |Y | . G besitzt ein
vollsta¨ndiges Matching M genau dann, wenn |U(S,G)| ≥ |S| fu¨r alle S ⊆ X gilt.
Fu¨r den Beweis des Satzes sei auf [1] verwiesen.
In der folgenden Definition wird bzgl. q ∈ Q und d ∈ D der bipartite Graphen definiert, auf
den der Heiratssatz angewendet wird. O.B.d.A. seien Q und D disjunkte Mengen.
Definition 3.3.41. Fu¨r q ∈ Q und d ∈ D definiert G(q,GQ, d,GD) den bipartiten ungerichteten
Graphen G = (Qq, Dd, E) mit
E =
{{q′, d′} | (q′ = q ∧ d′ = d) ∨(
q′ ∈ N(q,GQ) \ V(q,GQ) ∧ d′ ∈ N(d,GD) ∧ ξQ((q, q′)) ≤ ξD((d, d′))
) ∨(
q′ ∈ V(q,GQ) \ N(q,GQ) ∧ d′ ∈ V(d,GD) ∧ ξQ((q′, q)) ≤ ξD((d′, d))
) ∨(
q′ ∈ N(q,GQ) ∩ V(q,GQ) ∧ d′ ∈ N(d,GQ) ∩ V(d,GD) ∧
ξQ((q, q′)) ≤ ξD((d, d′)) ∧ ξQ((q′, q)) ≤ ξD((d′, d))
)}
.
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Ein Beispiel ist in Abbildung 3.14 dargestellt. Man sieht deutlich den Bezug zu mo¨glichen loka-
len Trefferabbildungen. Existiert eine lokale Trefferabbildung ψq,d : Qq → Dd, so gilt {p, ψq,d(p)} ∈
E fu¨r alle p ∈ Qq, wobei E die Kantenmenge des Graphen bzgl. Definition 3.3.41 ist. Satz 3.3.37
stellt sicher, wann der umgekehrte Fall gilt und wie sich aus dem Graphen bzgl. Definition 3.3.41
eine lokale Trefferabbildung konstruieren la¨ßt. Dies wird im folgenden bewiesen. Man beachte, daß
die Graphen G(q,GqQ, d,GdD) und G(q,GQ, d,GD) gleich sind. Dies wird in Abbildung 3.14 durch
den Knoten f ∈ D \Dd demonstriert, der keinen Knoten in G(q,GQ, d,GD) darstellt.
Satz 3.3.42. Ein Objekt d ∈ D ist genau dann ein S-Vorkommen von q ∈ Q, wenn |Qq| ≤ ∣∣Dd∣∣
gilt und G(q,GQ, d,GD) ein Matching M mit |M | = |Qq| besitzt.
Beweis ”⇒”: Sei d ein S-Vorkommen von q mit lokaler Trefferabbildung ψq,d : Qq → Dd. Dann
gilt fu¨r alle (a, b) ∈ EQq : (ψq,d(a), ψq,d(b)) ∈ EDd und ξQ((a, b)) ≤ ξD((ψq,d(a), ψq,d(b))) (Satz
3.3.5). Nach Konstruktion des bipartiten Graphen G(q,GQ, d,GD) = (Qq, Dd, E) nach Definition
3.3.41 ist {a, ψq,d(a)} ∈ E fu¨r alle a ∈ Qq. Da ψq,d injektiv ist, ist M := {{a, ψq,d(a)}|a ∈ Qq}
Matching mit |M | = |Qq|.
”⇐”: Sei M ein Matching mit |M | = |Qq|. Dann existiert fu¨r jedes a ∈ Qq genau eine Kante
{a, da} ∈ M . Nach Konstruktion ist da ∈ Dd und {q, d} ∈ M . Die Abbildung ψq,d : Qq → Dd
wird definiert durch ψq,d(a) = da. Da bei einem Matching keine zwei Kanten inzident sind, ist ψq,d
injektiv. Nach Konstruktion (Definition 3.3.41) gilt ∀(a, b) ∈ EQq : (ψq,d(a), ψq,d(b)) ∈ EDd und
ξQ((a, b)) ≤ ξD((ψq,d(a), ψq,d(b))). Damit ist ψq,d eine Trefferabbildung und d ein S-Vorkommen
von q (Satz 3.3.5).
Das Beispiel in Abbildung 3.14 veranschaulicht die Aussage des vorherigen Satzes.
Da der Graph G(q,GQ, d,GD) im folgenden immer bzgl. q ∈ Q und d ∈ D betrachtet wird,
wird dieser einfach nur durch G bezeichnet.
Der bipartite Graph G dient nur zur Veranschaulichung der Zusammenha¨nge zwischen Qq und
Dd. Bei den spa¨teren Verfahren muß er nicht berechnet werden.
Fu¨r den Beweis von Satz 3.3.37 werden Teilmengen von Dd beno¨tigt, die sich bzgl. einer
Teilmenge Q′ von Q als die Umgebung von Q′ in G ergeben. Diese lassen sich direkt aus den Daten
berechnen, die im von d ∈ D erzeugten Listeneintrag gespeichert sind. In diesem Zusammenhang
ergibt sich U(Q′, G) fu¨r eine Teilmenge Q′ von Q als
{d′ ∈ N(d,GD)|∃q′ ∈ (N(q,GQ) \ V(q,GQ)) ∩Q′ : ξQ((q, q′)) ≤ ξD((d, d′))}∪ (3.26)
{d′ ∈ V(d,GD)|∃q′ ∈ (V(q,GQ) \ N(q,GQ)) ∩Q′ : ξQ((q′, q)) ≤ ξD((d′, d))}∪ (3.27)
{d′ ∈ N(d,GD) ∩ V(d,GD)|∃q′ ∈ N(q,Q) ∩ V(q,Q) ∩Q′ : ξQ((q, q′)) ≤ ξD((d, d′))∧
ξQ((q′, q)) ≤ ξD((d′, d))} (3.28)
∪{d|q ∈ Q′}. (3.29)
Falls q ∈ Q′ gilt, besteht die in (3.29) definierte Menge nur aus dem Objekt d. Ansonsten ist
die Menge leer. Hierbei sind d ∈ D und q ∈ Q die Objekte, bzgl. denen der bipartite Graph G
konstruiert wurde.
Fu¨r Q′ = {r, s, t, u} und das Beispiel aus Abbildung 3.14 ergibt sich U(Q′, G) aus den Mengen
{a, b, c, e} bzgl. (3.26), ∅ bzgl. (3.27) und (3.29) sowie {c} bzgl. (3.28). Die Mengen sind nicht
disjunkt. Insgesamt gilt U(Q′, G) = {a, b, c, e}.
Satz 3.3.43. d ∈ D ist genau dann ein S-Vorkommen von q ∈ Q, wenn |Qq| ≤ ∣∣Dd∣∣ und fu¨r alle
Q′ ⊆ Qq : |Q′| ≤ |U(Q′, G)| gilt.
Beweis d ist S-Vorkommen von q ⇔ (Satz 3.3.42)
|Qq| ≤ ∣∣Dd∣∣ und fu¨r G(q,GQ, d,GD) existiert ein Matching M mit |M | = |Qq| ⇔ (Satz 3.3.40)
|Qq| ≤ ∣∣Dd∣∣ und ∀Q′ ⊆ Qq : |U(Q′,G(q,GQ, d,GD))| ≥ |Q′|
Zur Demonstration des letzten Satzes betrachten wir folgendes Beispiel.
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Beispiel 3.3.44. Auf die drei Dokumente aus Abbildung 3.13 wurde schon in Beispiel 3.3.38
eingegangen. Betrachten wirQ′ = {t, u, v, w} ⊂ Q. Man beachte, daßQ′ nur aus reinen Nachfolgern
von q besteht.
Bzgl. GD gilt: Die unter (3.26) definierte Menge ergibt sich als {f, g, h}. Da die unter (3.27),
(3.28) und (3.29) definierten Mengen aufgrund obiger Beobachtung und wegen q 6∈ Q′ leer sind,
ergibt sich U(Q′, G) = {f, g, h}. Es gilt |Q′| > |U(Q′, G)|. Somit ist d ∈ D wegen Satz 3.3.43 kein
S-Vorkommen von q.
Bzgl. GD′ gilt: |Q′| ≤ |U(Q′,G(q,GQ, d,GD′))|, da sich die Objektmenge bzgl. (3.26) in {f, g,
h, i} vergro¨ßert. Da die Ungleichung auch fu¨r alle anderen Q′ ⊆ Q erfu¨llt ist, bildet d ∈ D′ ein
S-Vorkommen von q. ◦
Zur weiteren Vorbereitung des Beweises von Satz 3.3.37 wird bei festem q ∈ Q eine A¨quiva-
lenzrelation ∼ auf der Potenzmenge von Qq eingefu¨hrt. Satz 3.3.37 wird bewiesen, indem eine
A¨quivalenz zu Satz 3.3.43 hergestellt wird. Hierbei spielt die A¨quivalenzrelation ∼ eine wichtige
Rolle. Nach der Einfu¨hrung der A¨quivalenzrelation ∼ wird auf Eigenschaften der A¨quivalenzklas-
sen eingegangen.
Definition 3.3.45. Fu¨r q ∈ Q und d ∈ D wird die A¨quivalenzrelation ∼q,GQ,d,GD auf 2Q
q
definiert
durch:
X ∼q,GQ,d,GD Y :⇔ U(X, G) = U(Y, G).
Wenn q,Q, d und D feststehen, wird einfach nur ∼ anstatt ∼q,GQ,d,GD geschrieben.
Mittels∼q,GQ,d,GD werden Mengen von Nachbarknoten von q inGQ in A¨quivalenzklassen unter-
teilt. Bezeichne [X] die A¨quivalenzklasse, die X ⊆ Qq als Element entha¨lt. Die A¨quivalenzklassen
besitzen folgende Eigenschaft:
Satz 3.3.46. Sei q ∈ Q und d ∈ D. Fu¨r X,Y ⊆ Qq gilt:
X ∼ Y ⇒ X ∼ X ∪ Y.
Beweis Fu¨r den Beweis verwenden wir den unter 3.3.41 definierten bipartiten Graphen G.
Fu¨r X ∼ Y gilt U(X, G) = U(Y, G). Nach Definition 3.3.41 folgt U(X, G) = U(X ∪ Y, G).
Aufgrund des letzten Satzes entha¨lt jede A¨quivalenzklasse [X] bzgl. der mengentheoretischen
Inklusion ein gro¨ßtes Element. Dieses eindeutig bestimmte maximale Element wird mit Xmax
bezeichnet. Offensichtlich ist
Xmax = ∪Y ∈[X]Y.
Beispiel 3.3.47. Seien GQ und GD die in Abbildung 3.14 dargestellten Graphen. Fu¨r q ∈ Q und
d ∈ D ergeben sich bzgl. ∼ die folgenden A¨quivalenzklassen [X] fu¨r X ⊆ Qq \ {q}:
U(X, G) [X]
{a, e} { {u}, {s, u} }
{b, c, e} { {r}, {r, s}, {r, t}, {r, s, t} }
{c} { {t} }
{e} { {s} }
{a, b, c, e} { {r, u}, {r, s, u}, {r, t, u}, {r, s, t, u} }
{c, e} { {s, t} }
{a, c, e} { {t, u}, {s, t, u} }.
Fu¨r jede A¨quivalenzklasse [X] ist das maximale Element Xmax das in einer Tabellenzeile letzte
aufgefu¨hrte Element der rechten Menge. Z.B. ist fu¨r X = {r} das maximale Element Xmax =
{r, s, t}; es ist das letzte Element der Menge in der dritten Zeile auf der rechten Seite der Tabelle.
Fu¨r Y ⊆ Qq mit q ∈ Y ergibt sich die A¨quivalenzklasse [Y ] aus dem in der Tabelle angegebenen
[X] mit
[Y ] = {X ∪ {q}|X ∈ [Y \ {q}]}.
◦
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Maximale Elemente besitzen eine weitere Eigenschaft, die auf einer A¨quivalenz zwischen Nach-
barknoten von q basiert.
Definition 3.3.48. Sei q ∈ Q. Zwei Knoten u, v ∈ U(q,GQ) heißen a¨quivalent bzgl. q, u 'q,GQ v,
wenn (
u, v ∈ N(q,GQ) \ V(q,GQ) ∧ ξQ((q, u)) = ξQ((q, v))
)
∨ (u, v ∈ V(q,GQ) \ N(q,GQ) ∧ ξQ((u, q)) = ξQ((v, q)))
∨ (u, v ∈ N(q,GQ) ∩ V(q,GQ) ∧ ξQ((q, u)) = ξQ((q, v)) ∧ ξQ((u, q)) = ξQ((v, q)))
gilt.
Die so definierte Relation 'q,GQ ist eine A¨quivalenzrelation auf Qq. Falls q und GQ feststehen,
wird nur ' an Stelle 'q,GQ geschrieben.
Beispiel 3.3.49. Fu¨r den in Abbildung 3.13 dargestellten Graphen GQ ergibt sich bzgl. q ∈ Q
u.a. u ' v, v ' w und r ' s. ◦
Einen Zusammenhang zwischen den maximalen Elementen und der A¨quivalenzrelation ' stellt
der na¨chste Satz her. Fu¨r X ⊆ Qq werden zwei a¨quivalente Nachbarn von q betrachtet, wobei nur
einer von beiden Element von X sein muß.
Satz 3.3.50. Sei q ∈ Q, d ∈ D und X ⊆ Qq. Fu¨r x ∈ X und p ∈ Qq gilt:
x ' p ⇒ p ∈ Xmax.
Beweis Nach Definition 3.3.41 gilt U(X, G) = U(X ∪ {p}, G). Also ist X ∼ X ∪ {p}. Weiterhin
gilt Xmax ⊇ X ∪ {p} und somit p ∈ Xmax.
Jedes Xmax ist also eine Vereinigung von '-A¨quivalenzklassen. Umgekehrt ist jede derartige
Vereinigung ein Xmax.
Bzgl. Satz 3.3.43 bedeutet dies, daß nicht mehr alle Teilmengen Q′ von Q untersucht werden
mu¨ssen, sondern nur noch die von der Form Q′ = Xmax.
Satz 3.3.51. Sei d ∈ D, q ∈ Q und ∼ die A¨quivalenzrelation aus Definition 3.3.45. Genau dann
ist d ∈ D ein S-Vorkommen von q ∈ Q, wenn |Qq| ≤ ∣∣Dd∣∣ und fu¨r alle maximalen Elemente Q′max
mit [Q′] ∈ 2Qq/ ∼ gilt:
|Q′max| ≤ |U(Q′max, G)| .
Beweis Fu¨r alle Q′ ⊆ Qq gilt: |Q′| ≤ |Q′max| ≤ |U(Q′max, G)| = |U(Q′, G)|, womit die Behauptung
direkt aus Satz 3.3.43 folgt.
Kommen wir nun zum Beweis von Satz 3.3.37. Die dort formulierte Aussage u¨ber S-Vorkommen
wird der im vorherigen Satz getroffenen gegenu¨bergestellt. Aus dem Beweis der A¨quivalenz dieser
beiden Aussagen ergibt sich direkt Satz 3.3.37. Die A¨quivalenz formuliert das folgende Lemma.
Lemma 3.3.52. Seien q ∈ Q und d ∈ D mit |Qq| ≤ ∣∣Dd∣∣, v := v(d,GD) und vq := v(q,GQ) die
Vokabeln von d und q und ∼ die A¨quivalenzrelation auf 2Qq aus Definition 3.3.45. Dann gilt fu¨r
alle Q′max:
|Q′max| ≤ |U(Q′max, G)|
genau dann, wenn ∀S1 ⊆ pi1(vq), S2 ⊆ pi2(vq), S3 ⊆ pi3(vq) :∑
(α,x)∈S1
x+
∑
(β,y)∈S2
y+
∑
(γ,δ,z)∈S3
z ≤
∑
(α′,x′)∈pi1(v):
∃(α,x)∈S1:α′≥α
x′ +
∑
(β′,y′)∈pi2(v):
∃(β,y)∈S2:β′≥β
y′ +
∑
(γ′,δ′,z′)∈pi3(v):(
∃(α,x)∈S1:γ′≥α
)
∨(
∃(β,y)∈S2:γ′≥β
)
∨(
∃(γ,δ,z)∈S3:γ′≥γ∧δ′≥δ
)
z′.
.
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Beweis ”⇒”: Fu¨r ein beliebiges Tripel (S1, S2, S3) mit Si ⊆ pii(vq) sei die Teilmenge Q′S1,S2,S3
von Qq \ {q} definiert als
Q′S1,S2,S3 := {p ∈ N\V(q,GQ, α)|(α, x) ∈ S1}
∪ {p ∈ V\N(q,GQ, β)|(β, y) ∈ S2}
∪ {p ∈ NV(q,GQ, γ, δ)|(γ, δ, z) ∈ S3}.
Sei Q′max das maximale Element in [Q
′
S1,S2,S3
]∼. Aus der Annahme folgt∣∣Q′S1,S2,S3∣∣ ≤ |Q′max| ≤ |U(Q′max, G)| . (3.30)
Nun wird die Kardinalita¨t von Q′max und U(Q
′
max, G) in Abha¨ngigkeit von (S1, S2, S3) berech-
net. Wegen Satz 3.3.50 gilt fu¨r Q′max :
|Q′max| = δq∈Q′max +
∑
(α,x)∈S1
x+
∑
(β,y)∈S2
y +
∑
(γ,δ,z)∈S3
z.
Hierbei ist δq∈Q′max das Kronecker-Symbol, das in diesem Zusammenhang definiert ist als
δq∈Q′max =
{
1 falls q ∈ Q′max
0 sonst.
Fu¨r U(Q′max, G) ergibt sich die Kardinalita¨t der unter (3.26) definierten Menge als∑
(α′,x′)∈pi1(v):
∃(α,x)∈S1:α′≥α
x′ +
∑
(γ′,δ′,z′)∈pi3(v):(
∃(α,x)∈S1:γ′≥α
) z
′,
da hier d′ ∈ N(d,GD) entweder aus N(d,GD)\V(d,GD) (erste Summe) oder aus N(d,GD)∩V(d,GD)
(zweite Summe) stammt. Analog gilt fu¨r die Kardinalita¨t der in Gleichung (3.27) definierten Menge:∑
(β′,y′)∈pi2(v):
∃(β,y)∈S2:β′≥β
y′ +
∑
(γ′,δ′,z′)∈pi3(v):(
∃(β,y)∈S2:δ′≥β
) z
′.
Schließlich ergibt sich fu¨r die Kardinalita¨t der in Gleichung (3.28) definierten Menge:∑
(γ′,δ′,z′)∈pi3(v):(
∃(γ,δ,z)∈S3:γ′≥γ∧δ′≥δ
) z
′.
Insgesamt ergibt sich |U(Q′max, G)| unter Beru¨cksichtigung von (3.29) als
δq∈Q′max +
∑
(α′,x′)∈pi1(v):
∃(α,x)∈S1:α′≥α
x′ +
∑
(β′,y′)∈pi2(v):
∃(β,y)∈S2:β′≥β
y′ +
∑
(γ′,δ′,z′)∈pi3(v):(
∃(α,x)∈S1:γ′≥α
)
∨(
∃(β,y)∈S2:δ′≥β
)
∨(
∃(γ,δ,z)∈S3:γ′≥γ∧δ′≥δ
)
z′.
Mit den Berechnungen der Kardinalita¨ten folgt die Implikation aus (3.30).
”⇐”: Sei Q′max ein maximales Element. Dann werden in Abha¨ngigkeit von Q′max die drei
Mengen S1 ⊆ pi1(vq), S2 ⊆ pi2(vq) und S3 ⊆ pi3(vq) wie folgt definiert:
S1 :=
{
(α, x) ∈ pi1(vq)|∃q′ ∈ Q′max ∩
(
N(q,GQ) \ V(q,GQ)
)
:
ξQ((q, q′)) = α
}
,
S2 :=
{
(β, y) ∈ pi2(vq)|∃q′ ∈ Q′max ∩
(
V(q,GQ) \ N(q,GQ)
)
:
ξQ((q′, q)) = β
}
,
S3 :=
{
(γ, δ, z) ∈ pi3(vq)|∃q′ ∈ Q′max ∩
(
N(q,GQ) ∩ V(q,GQ)
)
:
ξQ((q, q′)) = γ ∧ ξQ((q′, q)) = δ
}
.
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Analog zum Beweis der Implikation wird die Kardinalita¨t von Q′max und U(Q
′
max, G) bestimmt,
woraus sich die Behauptung ergibt.
Beweis Satz 3.3.37 Die Aussage folgt sofort aus Lemma 3.3.52 und Satz 3.3.51.
Die Anzahl der verschiedenen Trefferabbildungen ψq,d : Qq → Dd ist gleich der Anzahl der
verschiedenen Matchings aus Satz 3.3.42.
3.3.7 Zusammenfassung und Fazit
Ausgangspunkt bei der Trefferberechnung ist die lokale Betrachtung jedes einzelnen Knotens eines
Graphen GD. Hierbei wird fu¨r einen Knoten d ∈ D die Umgebung U(d,GD) und die Kantenbe-
schriftungen der Kanten zwischen d und c ∈ U(d,GD) betrachtet. Dies fu¨hrt zu dem in Abschnitt
3.3.2 eingefu¨hrten Begriff “Vorkommen” d ∈ D eines Knotens q einer Anfrage Q. Hier mu¨ssen die
Umgebung und die Kantenbeschriftungen lokal auf q bezogen mit der Umgebung und den Kan-
tenbeschriftungen lokal auf d bezogen “passen”. Dies wird durch Definition 3.3.4 fu¨r die einzelnen
Trefferarten definiert. In Abschnitt 3.3.3 wurde gezeigt, wie sich einzelne Vorkommen zu einem
Treffer kombinieren lassen (Satz 3.3.8). Hierdurch lassen sich alle Treffer bzgl. einer Anfrage Q
und einem Dokument D berechnen.
Das oben beschriebene Vorgehen zur Berechnung aller Treffer bezog sich auf ein Dokument.
Die Trefferberechnung la¨ßt sich simultan in allen Dokumenten einer Datenbasis realisieren. Hierfu¨r
werden invertierte Listen verwendet, die fu¨r diese Anwendung in Abschnitt 3.3.5 beschrieben wur-
den. Die lokalen Informationen u¨ber die Nachbarschaft eines Knotens d ∈ D werden auf zwei Arten
gespeichert: In der Vokabel v(d,GD) (Definition 3.3.12) werden Kantenbeschriftungen und die je-
weilige Anzahl an Kantenbeschriftungen von ein- und ausgehenden Kanten bzgl. d festgehalten.
In dem Listeneintrag E(d,GD) (Definition 3.3.23) werden Referenzen auf die jeweiligen Nach-
barknoten p ∈ U(d,GD) gespeichert. Kombiniert man die in der Vokabel v(d,GD) und in dem
Listeneintrag E(d,GD) gespeicherten Daten, so la¨ßt sich der auf die Umgebung von d beschra¨nkte
Teilgraph GDd von GD rekonstruieren.
Jedes Objekt d eines Dokuments D der Datenbasis D erzeugt einen Listeneintrag. Fu¨r eine
Vokabel v entha¨lt die invertierte Liste L(v) die Listeneintra¨ge der Objekte d ∈ D,D ∈ D, mit
v(d,GD) = v.
Schließlich wurde in Abschnitt 3.3.6 gezeigt, wie man mit Hilfe der gespeicherten Daten alle
Treffer einer Anfrage Q berechnet. In Abha¨ngigkeit einer Trefferart T werden fu¨r jedes Anfrage-
objekt q mit der Vokabel v(q,GQ) die invertierten Listen bestimmt, aus deren Listeneintra¨ge sich
Vorkommen von q konstruieren lassen. Wie schon beschrieben, lassen sich mit diesen Informationen
alle Treffer berechnen.
Fu¨r IC-Treffer wird fu¨r die Berechnung aller Vorkommen eines Objektes q der Anfrage Q die
Eintra¨ge genau einer invertierten Liste beno¨tigt. Fu¨r die restlichen drei Trefferarten mu¨ssen i.d.R.
die Eintra¨ge aus mehreren invertierten Listen betrachtet werden.
Obwohl sich die beschriebene Indexstruktur fu¨r alle vier Trefferarten anwenden la¨ßt, wurde das
Vokabular und die invertierten Listen prima¨r im Hinblick auf die Trefferarten I und S definiert,
da diese i.d.R. am ha¨ufigsten angefragt werden. Eine besondere Eingenschaft der anderen bei-
den Trefferarten, die U¨bereinstimmung der Kardinalita¨t zwischen Trefferdokument und Anfrage,
wurde bei der Indexkonstuktion vernachla¨ssigt. In Abschnitt 4.2.5 wird beschrieben, wie sich die
Aufteilung in invertierte Listen fu¨r die Trefferaten IC und SC optimieren la¨ßt.
Auch wenn die relevanten Beweise konstruktiv gefu¨hrt wurden, lassen sich bestimmte Eigen-
schaften der invertierten Listen fu¨r praktische Anwendungen weiter ausnutzen. Hierauf wird im
na¨chsten Abschnitt eingegangen.
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3.4 Verfahren zur Trefferberechnung
Im vorangegangen Abschnitt wurde beschrieben, wie sich Treffer aus einzelnen Vorkommen zusam-
mensetzen. Weiterhin wurde auf eine Indexstruktur eingegangen, mit deren Hilfe sich Vorkommen
direkt berechnen lassen. Darauf aufbauend werden in diesem Abschnitt vier Verfahren zur Tref-
ferberechnung vorgestellt. Die ersten beiden Verfahren basieren auf lokalen Trefferabbildungen
ψq,d : Qq → Dd. Sie werden in Abschnitt 3.4.1 vorgestellt. Im darauffolgenden Abschnitt werden
zwei Verfahren besprochen, in denen sa¨mtliche lokalen Trefferabbildungen zu festem q ∈ Q und
d ∈ D durch eine Abbildung φ kompakt beschrieben werden. Abschließend wird in einem ersten
Fazit auf die Vor- und Nachteile der Verfahren eingegangen.
In Abschnitt 2.3 wurden vier verschiedene Trefferarten vorgestellt. Zum Anfragezeitpunkt ent-
scheidet sich der Benutzer fu¨r eine der vier Trefferarten. Daher mu¨ssen die Verfahren fu¨r alle vier
Trefferarten anwendbar sein. Zum Anfragezeitpunkt kann in Abha¨ngigkeit von einer Anfrage und
einer Trefferart eines der vier Berechnungsverfahren automatisch ausgewa¨hlt werden.
Alle Verfahren basieren auf der gleichen Indexstruktur, den im letzten Abschnitt eingefu¨hrten
invertierten Listen. Zur intuitiven Darstellung wird fu¨r einen Listeneintrag E
d(E) := pi1(E) und D(E) := pi2(E)
definiert. d(E) entspricht dem Objekt d aus dem Dokument D = D(E), fu¨r das der Eintrag E
berechnet wurde (vgl. Definition 3.3.23).
Gegeben sei fu¨r eine Datenbasis D das Vokabular V und alle invertierten Listen L(v), v ∈ V.
Vokabular und invertierte Listen sind unabha¨ngig von einer Anfrage und einer Trefferart und
ko¨nnen somit vorab berechnet werden. Weiterhin wird davon ausgegangen, daß fu¨r jedes Dokument
D der Datenbasis die Kardinalita¨t |D| schnell ermittelt werden kann.
3.4.1 ψ-Verfahren
Fu¨r eine Anfrage Q = {q1, . . . qm} zusammen mit einer Trefferart T ∈ { IC, I, SC, S} werden nun
die ersten beiden Verfahren zur Berechnung aller T -Treffer besprochen. Ein erstes Verfahren ist
Algorithmus A1, der auf Seite 72 dargestellt ist und auf den im folgenden detailiert eingegangen
wird. Die Kombination von einzelnen Vorkommen zu Treffern basiert auf Satz 3.3.8. Dabei wird
die Kombination zweier Abbildungen f : A→ C, g : B → D, fu¨r die f ↓ A ∩ B = g ↓ A ∩ B gilt,
bezeichnet mit
f ∪ g : A ∪B → C ∪D (3.31)
x 7→
{
f(x) falls x ∈ A
g(x) falls x ∈ B.
Der Algorithmus gliedert sich in zwei Teile: Initialisierung und Schleifeniteration. Das Verfahren
arbeitet sukzessive alle Objekte der Anfrage Q = {q1, . . . , qm} ab: bei der Initialisierung das erste
Anfrageobjekt q1 und pro Schleifendurchlauf immer ein weiteres, d.h. q2 bis qm.
Zwischenergebnisse werden in zwei Mengen F und F ′ von Abbildungen ψ gespeichert. F ′ ist
dabei die Menge aus dem letzten Schleifendurchlauf bzw. der Initialisierung. F wird pro Schlei-
fendurchlauf neu aufgebaut.
Abbildungen ψ : Q → D werden auf zwei verschiedene Arten konstruiert. Einmal aus einem
Eintrag E einer invertierten Liste. Diese Konstruktion ist abha¨ngig von der gewa¨hlten Trefferart
T . Fu¨r I-Treffer und IC-Treffer lassen sich alle Trefferabbildungen ψq,d : Qq → Dd aus dem Eintrag
E nach Satz 3.3.29 konstruieren, wobei q das aktuell betrachtete Objekt der Anfrage und d das
Dokumentobjekt bzgl. E ist, d.h. d = d(E) ∈ D(E). d ist hier ein I- bzw. IC-Vorkommen von q.
Fu¨r SC- und S-Treffer ist d ein S-Vorkommen von q und alle Trefferabbildungen ψq,d lassen sich
nach Satz 3.3.37 konstruieren. Im Programm befindet sich die Konstruktion bei der Initialisierung
in Zeile 15 und in der Schleife in Zeile 24.
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Algorithmus 1: Gegeben sei zu jeder Vokabel v des Vokabulars V zur Datenbasis D die
invertierte Liste L(v).
Eingabe: Anfrage Q = {q1, . . . qm}, Trefferart T .
Ausgabe: Menge F aller Trefferabbildungen.
ComputeHitsBF(Q,T )
(1) // Deklarationen:
(2) Menge von Abbildungen: F, F ′;
(3) Injektive Abbildung ψq,d : Qq → Dd,
(4) Partielle injektive Abbildungen: ψ, ψˆ : Q→ D;
(5) Vokabel: vq, v;
(6) Invertierte Liste: L;
(7) Listeneintrag: E;
(8) // Init bzgl. q1 ∈ Q:
(9) F := {};
(10) vq := v(q1, Q);
(11) for each v ∈ V : v erfu¨llt Satz 3.3.29 (IC- und I-Treffer) bzw. Satz 3.3.37
(SC- und S-Treffer) bzgl. vq:
(12) L := L(v);
(13) for each E ∈ L:
(14) if (T ∈ {I, S}) ∨ (T ∈ {IC, SC} ∧ |D(E)| = |Q|)
(15) for each ψq,d(E) : Qq → D(E)d(E) bzgl. E nach Satz 3.3.29 fu¨r
IC- und I-Treffer und nach Satz 3.3.37 fu¨r SC- und S-Treffer:
(16) F := F ∪ {ψq,d(E)};
(17) // Schleife bzgl. Q \ {q1}:
(18) for i := 2 to |Q|
(19) F ′ := F ; F := {};
(20) vq := v(qi, Q);
(21) for each v ∈ V : bzgl. vq analog zu Zeile 11:
(22) L := L(v);
(23) for each E ∈ L:
(24) for each ψqi,d(E) : Qqi → D(E)d(E) analog zu Zeile 15, ψˆ :
Qˆ→ Dˆ ∈ F ′ mit Dˆ ⊆ D(E):
(25) // “Schnittbildung” bzw. Kombination:
(26) if i =
∣∣∣{ψqi,d(E)(qi)} ∪ {ψˆ(qj)|1 ≤ j ≤ i− 1}∣∣∣ (vgl. (3.2))
∧ ∀p ∈ Qˆ ∩Qqi : ψˆ(p) = ψqi,d(E)(p) (vgl. (3.3))
(27) F := F ∪ {ψˆ ∪ ψqi,d(E)}; // vgl. (3.31)
(28) // Ende der Schleife.
(29) return F
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Die zweite Art der Konstruktion von Abbildungen ψ erfolgt in Zeile 27. Dies entspricht der
sukzessiven Kombination von Vorkommen bzw. Trefferabbildungen nach Satz 3.3.8. Der Definiti-
onsbereich von ψ ist eine Teilmenge von Q und ergibt sich aus den bisher betrachteten Anfrageob-
jekten und deren Umgebung. Pro Durchlauf der a¨ußeren Schleife aus Zeile 18 vergro¨ßert sich der
Definitionsbereich, bis schließlich ganz Q erfaßt ist. ψˆ ist dabei eine Abbildung, die beim letzten
a¨ußeren Schleifendurchlauf bzw. bei der Initialisierung berechnet wurde.
Wie bereits besprochen, erfolgt die Kombination der Vorkommen nach Satz 3.3.8. In Zeile
26 werden die Voraussetzungen des Satzes u¨berpru¨ft. Hier wird fu¨r jedes Objekt qi der Anfrage
ein T -Vorkommen von qi mit lokaler Trefferabbildung ψqi,d(E) beno¨tigt. Die Voraussetzungen
des Satzes werden im Verfahren in abgewandelter Form u¨berpru¨ft, um bereits pro Teilschritt i
entscheiden zu ko¨nnen, ob die Voraussetzungen verletzt werden. Voraussetzung (3.2) wird fu¨r alle
Schleifendurchla¨ufe 2 ≤ i ≤ |Q| durch
i =
∣∣∣{ψqj ,d(E)(qj)|1 ≤ j ≤ i}∣∣∣
u¨berpru¨ft. Im Verfahren ist ψqj ,d(E) = ψˆ ↓ Qqj fu¨r 1 ≤ j ≤ i − 1, da ψˆ in den vorangegangenen
i− 1 Schritten aus ψqj ,d(E) konstruiert wurde.
Voraussetzung (3.3) von Satz 3.3.8 ergibt sich im Verfahren fu¨r den i-ten Schleifendurchlauf
mit
ψqi,d(E)(p) = ψqj ,d(E)(p), ∀p ∈ Qqi ∩Qqj , 1 ≤ j ≤ i− 1.
Im einzelnen stellt sich der Programmablauf wie folgt dar. Bei der Initialisierung wird die Vo-
kabel von q1 berechnet und abha¨ngig von der Trefferart T nach den Vokabeln v im Vokabular
V gesucht, die Vorkommen von q1 definieren (Sa¨tze 3.3.29 und 3.3.37). Diese Vokabeln v wer-
den sukzessive durchlaufen (Zeile 11), wobei jeweils die entsprechende invertierte Liste L(v) vom
Massenspeicher in den Hauptspeicher transferiert wird (Zeile 12) und deren Eintra¨ge E ∈ L(v)
durchlaufen werden (Zeile 13). Jeder Eintrag bestimmt ein Vorkommen d von q1 mit d = d(E)
und d ∈ D(E). In Zeile 15 wird fu¨r IC- und SC-Treffer die Kardinalita¨t des Dokuments D(E)
u¨berpru¨ft, was bei der Trefferberechnung bzgl. Satz 3.3.8 (1) und (3) beno¨tigt wird. Wie bereits
oben besprochen werden dann alle Trefferabbildungen ψq,d : Qq → Dd berechnet und in F zwi-
schengespeichert.
Mittels der a¨ußeren Schleife aus Zeile 18 wird jedes Anfrageobjekt qi ∈ Q \ {q1} abgearbeitet.
F ′ stellt die Menge der Abbildungen ψˆ dar, die im letzten Schleifendurchlauf konstruiert wurden.
Beim ersten Schleifendurchlauf ist F ′ die in der Initialisierung berechnete Menge F bzgl. q1.
Im olgenden wird F analog zur Initialisierung neu berechnet, wobei in F Kombinationen von
Trefferabbildungen nach Satz 3.3.8 festgehalten werden. Dabei werden immer zwei Abbildungen
ψq,d und ψˆ miteinander kombiniert, deren Bilder eine Teilmenge des gleichen Dokuments D(E)
darstellen. ψq,d : Qq → Dd stammt mit q = qi und d = d(E) aus einem Listeneintrag E, ψˆ : Qˆ→ Dˆ
aus F ′ mit Qˆ ⊆ Q, Dˆ ⊆ D. In Zeile 26 werden die Voraussetzungen von Satz 3.3.8 u¨berpru¨ft.
Werden diese erfu¨llt, wird eine neue Abbildung ψ = ψˆ ∪ ψqi,d(E) bzgl. (3.4) aus dem Beweis von
Satz 3.3.8 und (3.31) konstruiert und in F zwischengespeichert.
Wurden alle Anfrageobjekte abgearbeitet, entha¨lt F nach Satz 3.3.8 alle Trefferabbildungen
Ψ : Q → D bzgl. Q und Trefferart T . Ist F leer, existiert kein Treffer. Die Menge aller Treffer
ergibt sich aus F durch {D ∈ D|∃Ψ : Q→ D ∈ F}.
Beispiel 3.4.1. Betrachten wir die in Abbildung 3.15 dargestellte Anfrage GQ mit Q = {q1 =
r, q2 = s, q3 = t} bzgl. einer Datenbasis, die nur aus dem in Abbildung 3.8 b) dargestellten
Dokument besteht. In Beispiel 3.3.27 sind alle invertierten Listen bzgl. dem Vokabular V =
{(∅, {(α, 1)}, ∅), (∅, {(β, 1)}, ∅), ({(α, 2), (β, 1)}, ∅, ∅)} aufgefu¨hrt. Im folgenden wird die Berech-
nung aller I-Treffer besprochen.
Die Initialisierung erfolgt bzgl. q1 = r mit vr := v(r,GQ) =
(∅, {(α, 1)}, ∅). In Zeile 11 erfu¨llt
die Vokabel v = vr als einzige Vokabel des Vokabulars die Bedingungen aus Satz 3.3.29. Die
invertierte Liste entha¨lt zwei Eintra¨ge Ea = [a,D, ∅, {{d}}, ∅] und Ec = [c,D, ∅, {{d}}, ∅].
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Der Eintrag Ea erzeugt in Zeile 15 die Abbildung ψr,a : Qr → Da mit r 7→ a, t 7→ d und aus
Ec ergibt sich ψr,c : Qr → Dc mit r 7→ c, t 7→ d. Die Initialisierung wird also mit F = {ψr,a, ψr,c}
beendet.
Beim ersten Durchlauf der Schleife in Zeile 18 fu¨r q2 = s ist F ′ gleich der bei der Initialisie-
rung berechneten Menge F von Abbildungen. In F werden nun pro Schleifendurchlauf die neu
berechneten Abbildungen zwischengespeichert, wobei F bei jedem neuen Schleifendurchlauf als
leere Menge startet. Die Vokabel von s ergibt sich als vs =
(∅, {(β, 1)}, ∅).
In Zeile 21 erfu¨llt nur v ∈ V mit v = vs die Bedingungen aus Satz 3.3.29. Der Eintrag Eb =
[b,D, ∅, {{d}}, ∅] bildet das einzige Element der invertierten Liste L(v). Hieraus ergibt sich in Zeile
24 die Abbildung ψs,b : Qs → Db mit s 7→ b und t 7→ d. Da ψˆ(Qˆ) ⊆ D(E) fu¨r beide Abbildungen
ψˆ : Qˆ → Dˆ aus F ′ gilt, werden die Abbildungen nacheinander auf eine Kombinationsmo¨glichkeit
mit ψs,b im Rumpf der Schleife in Zeile 24 untersucht.
Fu¨r ψˆ = ψr,a und ψqi,d(E) = ψs,b ist sowohl die erste Bedingung aus Zeile 26 mit
2 = i =
∣∣∣{ψs,b(s)} ∪ {ψˆ(q1)}∣∣∣ = |{b} ∪ {a}|
als auch die zweite Bedingung mit {t} = Qˆ ∩Qs und ψr,a(t) = ψs,b(t) = d erfu¨llt. Somit wird in
Zeile 27 eine neue Abbildung
ψr,a ∪ ψs,b : Qr ∪Qs → Da ∪Db
r 7→ ψr,a(r) = a
s 7→ ψs,b(s) = b
t 7→ ψr,a(t) = d (= ψs,b(t))
definiert und in Zeile 27 in F zwischengespeichert.
Auch fu¨r ψˆ = ψr,c und ψqi,d(E) = ψs,b sind beide Bedingungen in Zeile 26 erfu¨llt mit
2 = i =
∣∣∣{ψs,b(s)} ∪ {ψˆ(q1)}∣∣∣ = |{b} ∪ {c}|
und ψr,c(t) = ψs,b(t) = d. Hieraus ergibt sich eine neue Abbildung
ψr,c ∪ ψs,b : Qr ∪Qs → Da ∪Db
r 7→ ψr,c(r) = c
s 7→ ψs,b(s) = b
t 7→ ψr,c(t) = d (= ψs,b(t)),
die ebenfalls in F zwischengespeichert wird. Nach dem ersten Durchlauf der a¨ußeren Schleife aus
Zeile 18 ist F = {ψr,a1 ∪ ψs,b, ψr,c ∪ ψs,b}.
Beide in F enthaltenen Abbildungen besitzen als Definitionsbereich Q und als Bildbereich
D. Diese a¨ndern sich beim na¨chsten Schleifendurchlauf bzgl. q3 = t nicht. Somit entha¨lt F alle
Trefferabbildungen Ψ : Q→ D. ◦
Das letzte Beispiel verdeutlicht, daß nicht alle Anfrageobjekte durchlaufen werden mu¨ssen.
Dort standen bereits nach der Abarbeitung von q1 und q2 alle globalen Trefferabbildungen fest.
Dies spiegelt sich in Satz 3.3.9 wider, der eine abgewandelte Form von Satz 3.3.8 darstellt und
festlegt, wann die Betrachtung aller Objekte einer Basis Q′ ⊆ Q von GQ ausreicht. Fu¨r obiges
Beispiel gilt dies fu¨r Q′ = {r, s} oder Q′ = {t}. Um Algorithmus A1 an Satz 3.3.9 anzupassen, sind
folgende A¨nderungen notwendig: In Abha¨ngigkeit von GQ wird eine Basis Q′ von GQ ausgewa¨hlt,
d.h. Q′ ist eine Teilmenge von Q und erfu¨llt Gleichung (3.9). O.B.d.A. sei Q′ = {q1, . . . , q|Q′|}.
Dann a¨ndert sich die a¨ußere Schleife in Zeile 18 in
(18) for i := 2 to |Q′| .
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Es werden also nicht mehr alle Anfrageobjekte aus Q durchlaufen, sondern nur die in der Basis
GQ′ enthaltenen.
Zum einen besitzt Satz 3.3.9 eine scha¨rfere Voraussetzung als Satz 3.3.8, na¨mlich (3.10) vs.
(3.2). Die erste Bedingung in Zeile 26 a¨ndert sich in∣∣∣Qqi ∪ Qˆ∣∣∣ = ∣∣∣ψqi,d(E)(Qqi) ∪ ψˆ(Qˆ)∣∣∣ .
Dies entspricht im i-ten Schleifendurchlauf
|∪1≤j≤iQqj | =
∣∣∣∪1≤j≤iψqj ,d(E)(Qqj )∣∣∣ .
Zum anderen werden in Satz 3.3.9 fu¨r I-Treffer und IC-Treffer zusa¨tzliche Anforderungen an
die Vorkommen gestellt. An die in den Zeilen 15 und 24 konstruierten lokalen Trefferabbildungen
ψqi,d(E) wird bei IC-Treffern zusa¨tzlich
∀p ∈ Qqi \ Qˆ : |U(p,GQ)| =
∣∣∣U(ψqi,d(E)(p), GD(E))∣∣∣
gefordert. Dies genu¨gt wegen Bedingung (3.9) an Q′, aus der Q = ∪q∈Q′Qq = Q folgt, und
∪1≤i≤|Q′|(Qqi \ Qˆ) = (∪1≤i≤|Q′|) \ Qˆ = Q \ Qˆ.
Bei I-Treffern muß zusa¨tzlich
∀p ∈ (Qqi ∪ Qˆ) \Q′ :
∣∣∣U(p,GQ) ∩ (Qqi ∪ Qˆ)∣∣∣ = ∣∣∣U(ψqi,d(E)(p), GD) ∩ (ψqi,d(E)(Qqi) ∪ ψˆ(Qˆ))∣∣∣
gelten, wobei Qˆ fu¨r i = 1 bei der Initialisierung leer ist. Diese abgea¨nderte Variante wird als
Algorithmus A2 bezeichnet.
Algorithmus A2 besitzt im Vergleich zu Algorithmus A1 sowohl Vor- als auch Nachteile. Vorteilig
ist, daß nicht alle Elemente von Q durchlaufen werden mu¨ssen. In obigen Beispiel reichte Q′ = {t}
im Vergleich zu Q = {r, s, t}. Ein gravierender Nachteil bei der IC- und I-Trefferberechnung ist
der Zugriff auf D. Dies wird fu¨r die U¨berpru¨fung der in A2 hinzugekommenen Bedingungen bei
der Berechnung von U(d,GD), (p, d) ∈ Q \ Q′ × D mit ψq,d(p) = d, q ∈ Q′, beno¨tigt. Diese
Informationen sind nicht in den betrachteten Listeneintra¨gen gespeichert.
Bei der Berechnung von IC-Treffern la¨ßt sich der Zugriff auf die Dokumente umgehen, da hier d
ein IC-Vorkommen eines Anfrageobjektes q ist und die Vokabeln beider Objekte u¨bereinstimmen.
Somit kann direkt auf die invertierte Liste zugegriffen werden, die den von d erzeugten Eintrag E
entha¨lt. In diesem Listeneintrag sind alle Informationen u¨ber die Umgebung von d gespeichert.
Fu¨r I-Treffer gilt die Gleichheit der Vokabeln von q und d nicht. Hier gilt nach Satz 3.3.29
(α, x) ∈ pi1(vq) impliziert (α, x′) ∈ pi1(vd) mit x′ ≥ x, sowie analoge Aussagen fu¨r pi2 und pi3.
Hierdurch wird allerdings nicht die invertierte Liste definiert, die den von d erzeugten Listenein-
trag Ed entha¨lt. Somit muß i.d.R. in mehreren invertierten Listen nach dem Eintrag Ed gesucht
werden. Die dadurch entstehenden Kosten mu¨ssen mit denen verglichen werden, die zum Laden
des Dokuments und der anschließenden Berechnung der Umgebung von d anfallen. Bei großen
Dokumenten ist i.d.R. eine Suche in invertierten Listen vorzuziehen.
Bemerkung 3.4.2. Die Voraussetzungen der Sa¨tze 3.3.8 und 3.3.9 aus Zeile 26 mu¨ssen nicht pro
Schleifendurchlauf u¨berpru¨ft werden. Es reicht, wenn dies einmal am Ende des Verfahrens fu¨r alle
in F enthaltenen Abbildungen geschieht.
Das in der letzten Bemerkung beschriebene Vorgehen kann allerdings dazu fu¨hren, daß viele
Abbildungen in F abgespeichert werden, die sich nicht zu Trefferabbildungen erweitern lassen.
Praktische Untersuchungen mu¨ssen zeigen, ob sich durch diese Alternative bessere Laufzeiten
erzielen lassen.
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3.4.2 φ-Verfahren
Bei den beiden bisherigen Algorithmen wurden sowohl bei der Initialisierung bzgl. q1 als auch in
der Schleife bzgl. qi, 2 ≤ i ≤ |Q|, fu¨r jeden Listeneintrag alle mo¨glichen lokalen Trefferabbildun-
gen ψqi,d(E) berechnet. In den Bemerkungen 3.3.30 und 3.3.32 wurde untersucht, wie viele lokale
Trefferabbildungen fu¨r ein Vorkommen von qi existieren. In Abschnitt 3.3.6 wurden Beispiele von
Vorkommen besprochen, die eine hohe Anzahl an lokalen Trefferabbildungen besitzen. In Zeile 24
der bisher besprochenen Verfahren kann dies zu einer hohen Anzahl an Kombinationsmo¨glichkeiten
von lokalen Trefferabbildungen fu¨hren.
Im folgenden wird eine Alternative beschrieben, mit der sich die Anzahl an zu speichernden
lokalen Trefferabbildungen reduzieren la¨ßt. Dabei tritt kein Informationsverlust auf. Fu¨r jedes
Anfrageobjekt q ∈ Q und jedes Vorkommen dq ∈ D von q werden die Daten aller lokalen Tref-
ferabbildungen ψq,dq : Qq → Ddq in einer einzigen Abbildung φq,dq : Qq → 2Ddq gespeichert.
Nach Definition 3.3.7 wird fu¨r ein Vorkommen d ∈ D von q ∈ Q mit Ψq,d die Menge aller
lokalen Trefferabbildungen ψq,d : Qq → Dd bezeichnet. Die Abbildung φq,d : Qq → 2Dd ergibt sich
aus Ψq,d durch
φq,d(p) = {ψq,d(p)|ψq,d ∈ Ψq,d} (3.32)
fu¨r alle p ∈ Qq. Diese Abbildung besitzt die Eigenschaft, daß q auf die Menge {d} abgebildet wird,
d.h. das einzige Element der Menge ist das Vorkommen d von q, bzgl. dem φq,d definiert wurde.
Satz 3.4.3. Sei φq,d : Qq → 2Dd nach Gleichung (3.32) fu¨r das Vorkommen d ∈ D von q ∈ Q
definiert. Dann ist jede injektive Abbildung ψq,d : Qq → Dd mit ψ(p) ∈ φq,d(p) fu¨r alle p ∈ Qq
eine lokale Trefferabbildung.
Beweis Die Aussage folgt aus dem Beweis der Ru¨ckrichtung von Satz 3.3.29 und Satz 3.3.37.
Die Anzahl an verschiedenen lokalen Trefferabbildungen, die sich aus einer Abbildung φq,dq
konstruieren lassen, wurde in den Bemerkungen 3.3.30 und 3.3.32 angegeben.
In Satz 3.3.8 wurde untersucht, unter welchen Voraussetzungen sich fu¨r eine Anfrage Q und
ein Dokument D aus Vorkommen dq ∈ D von q ∈ Q eine globale Trefferabbildung Ψ : Q → D
bilden la¨ßt. Dies wird nun fu¨r Abbildungen φq,dq statt ψq,dq untersucht.
Satz 3.4.4. Sei T ∈ {IC, I, SC, S} eine Trefferart, GQ und GD beschriftete Graphen und (q, dq) ∈
Q × D, so daß dq ein T -Vorkommen von q ist. Ferner sei fu¨r alle q ∈ Q die Abbildung φq,dq :
Qq → 2Ddq nach Gleichung (3.32) definiert. Sei φ : Q→ 2D definiert durch
p 7→ ∩q∈Q:p∈Qqφq,dq (p). (3.33)
Genau dann ist Ψ : Q→ D, Ψ(q) = dq, eine globale T -Trefferabbildung, wenn
1. ∀q ∈ Q : φ(q) = φq,dq (q) = {dq} und
2. |Q| = |∪q∈Qφ(q)| und
3. T ∈ {IC, SC} ⇒ |Q| = |D| gilt.
Beweis ”⇒”: Sei Ψ : Q → D eine globale Trefferabbildung fu¨r einen T -Treffer GD von GQ mit
Ψ(q) = dq. Die drei Punkte werden nacheinander bewiesen.
Nach Satz 3.3.6 bildet fu¨r alle q ∈ Q die Abbildung ψq,dq : Qq → Ddq mit ψq,dq = Ψ ↓ Qq eine
lokale Trefferabbildung mit ψq,dq (q) = dq. Nach Gleichung (3.32) gilt fu¨r alle q ∈ Q: φq,dq (q) =
{Ψ(q)} = {dq}. Weiterhin gilt fu¨r alle q ∈ Q, p ∈ Qq : dp ∈ φq,dq (p), da ψq,dq (p) = Ψ(p) = dp. Also
ist fu¨r alle p ∈ Q: dp ∈ φ(p), da dp ∈ ∩q∈Q,p∈Qqφq,dq (p). Wegen φp,dp = {dp} gilt φ(p) = {dp} fu¨r
alle p ∈ Q. Hiermit ist der erste Punkt bewiesen.
Die beiden anderen Punkte ergeben sich aus der Injektivita¨t von Ψ und aus der Eigenschaft,
daß Ψ fu¨r IC- und SC-Treffer eine Bijektion ist.
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”⇐”: Fu¨r das T -Vorkommen dq von q fu¨r alle q ∈ Q gilt nach der Konstruktion von φq,dq nach
Gleichung (3.32) φq,dq (q) = {dq} = φ(q).
ψq,dq : Qq → Ddq definiert durch p 7→ dp ist wegen Satz 3.4.3 eine lokale T -Trefferabbildung.
Nach Satz 3.3.8 ist Ψ : Q → D mit q 7→ dq eine globale T -Trefferabbildung. Die im Satz
geforderten Bedingungen sind durch die letzten beiden Punkte erfu¨llt.
Beispiel 3.4.5. Betrachten wir nochmals die Anfrage GQ aus Abbildung 3.15 und Dokument GD
aus Abbildung 3.8 b). Hierauf wurde schon bei der Berechnung aller I-Treffer mit Algorithmus A1
eingegangen. Jetzt soll Satz 3.4.4 angewendet werden.
Fu¨r t ∈ Q bildet d ∈ D das einzige I-Vorkommen von t. Aus den beiden lokalen Trefferabbil-
dungen ψt,d1 und ψ
t,d
2 ergibt sich φ
t,d als
ψt,d1 : Q
t → Dd ψt,d2 : Qt → Dd φt,d : Qt → 2D
d
r 7→ a r 7→ c r 7→ {a, c}
s 7→ b s 7→ b s 7→ {b}
t 7→ d t 7→ d t 7→ {d}.
Die beiden lokalen Trefferabbildungen unterscheiden sich nur im Bild von r. Die Menge φt,d(r)
besteht aus diesen beiden Bildern. φt,d repra¨sentiert beide lokalen Trefferabbildungen in einer
Abbildung.
Fu¨r s ∈ Q und das I-Vorkommen b ∈ D existiert eine lokale Trefferabbildung ψs,b, aus der sich
φs,b ergibt:
ψs,b : Qs → Db φs,b : Qs → 2Db
s 7→ b s 7→ {b}
t 7→ d t 7→ {d}.
Das Anfrageobjekt r besitzt zwei verschiedene I-Vorkommen in D: a und c, jeweils mit einer
lokalen Trefferabbildung. Jedes dieser beiden Vorkommen definiert eine Abbildung φ:
ψr,a : Qr → Da φr,a : Qr → 2Da ψr,c : Qr → Dc φr,c : Qr → 2Dc
r 7→ a r 7→ {a} r 7→ c r 7→ {c}
t 7→ d t 7→ {d} t 7→ d t 7→ {d}.
Nun werden die Voraussetzungen von Satz 3.4.4 fu¨r φt,d, φs,b und φr,a fu¨r das I-Vorkommen a von
r untersucht. Berechnet man die Abbildung φ : Q→ 2D nach Gleichung (3.33) aus Satz 3.4.4, so
ergibt sich
r 7→ {a, c} ∩ {a} = {dr = a}
s 7→ {b} ∩ {b} = {ds = b}
t 7→ {d} ∩ {d} ∩ {d} = {dt = d}.
Da das Bild von φ fu¨r alle q ∈ Q einelementig ist und die Kardinalita¨ten von Q und ∪q∈Qφ(q)
gleich sind, folgt aus Satz 3.4.4, daß D ein I-Treffer von Q mit Trefferabbildung Ψ : Q → D,
q 7→ x, φ(q) = {x} ist.
Analog ergibt sich die andere Trefferabbildung, wenn man Satz 3.4.4 fu¨r das I-Vorkommen c
von r anwendet. ◦
Die Vorzu¨ge der Modellierung der lokalen Trefferabbildungen durch φ an Stelle von ψ liegen
in der geringeren Anzahl an Abbildungen, die verarbeitet werden mu¨ssen. Betrachtet man ein
Vorkommen dq ∈ D von q ∈ Q, so ko¨nnen hierfu¨r mehrere lokale Trefferabbildungen existieren.
Sei lq,dq die Anzahl an lokalen Trefferabbildungen, die sich aus Bemerkung 3.3.30 bzw. 3.3.32
ergibt. Alle lq,dq lokalen Trefferabbildungen bzgl. q und dq werden durch eine einzige Abbildung
φ beschrieben. Bei der Kombination von lokalen Trefferabbildungen nach Satz 3.3.8 werden neue
Trefferabbildungen erzeugt. Im schlechtesten Fall kann es lq,dp · lp,dp neue Trefferabbildungen bzgl.
den Vorkommen dq, dp von q bzw. p geben. Bei der Kombination von Abbildungen φq,dq und
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φp,dp entsteht maximal eine neue Abbildung. Hierin liegt ein wesentlicher Vorteil der φ-Verfahren
gegenu¨ber den ψ-Verfahren.
In Satz 3.3.9 wurde untersucht, unter welchen Voraussetzungen nicht alle Objekt einer Anfrage
Q zur Trefferberechnung bzgl. Vorkommen betrachtet werden mu¨ssen, sondern wann die Abarbei-
tung aller Objekte einer Basis Q′ ⊆ Q von GQ ausreicht. Vor der Formulierung einer zu Satz 3.3.9
analogen Aussage fu¨r Abbildungen φq,dq wird eine dafu¨r beno¨tigte Definition eingefu¨hrt.
Definition 3.4.6. Fu¨r eine Abbildung φ : Q → 2D bezeichne G(φ) den ungerichteten bipartiten
Graphen G = (Q,∪p∈Qφ(p), E) mit Kantenmenge E = {{p, a}|p ∈ Q, a ∈ φ(p)}.
Falls G(φ) ein Matching M mit |M | = |Q| besitzt, wird die injektive Abbildung definiert durch
ΨM,φ : Q → D durch
p 7→ a, (p, a) ∈M. (3.34)
Wenn klar ist, auf welche Abbildung φ und welchen Graphen G(φ) sich ein Matching M bezieht,
wird die Kurzschreibweise ΨM an Stelle von ΨM,φ verwendet.
Die letzte Definition ist eine allgemeinere Form von Definition 3.3.41, wo ein Graph speziell
fu¨r ein S-Vorkommen d ∈ D von q ∈ Q konstruiert wurde. Beide Arten von Graphen werden zur
Berechnung von Matchings verwendet.
Satz 3.4.7. Seien GQ und GD beschriftete Graphen und Q′ ⊆ Q eine Basis von GQ bzgl. des
Anfragegraphen GQ. Fu¨r jedes q ∈ Q′ sei dq ∈ D ein Vorkommen von q und φq,dq : Qq → Ddq
bzgl. Ψq,dq nach Gleichung (3.32) definiert. Sei φ : Q→ 2D definiert durch
p 7→ ∩q∈Q′:p∈Qqφq,dq (p). (3.35)
Fu¨r Q′ und T ∈ {IC, I, SC, S} gilt folgende A¨quivalenz:
(1) Es existiert eine globale T -Trefferabbildung Ψ : Q→ D mit Ψ(q) = dq fu¨r alle q ∈ Q′.
(2) Fall T = IC: Es gilt |Q| = |D|, fu¨r alle q ∈ Q′ ist dq ein IC-Vorkommen von q und G(φ)
besitzt ein Matching M mit |Q| = |M |, fu¨r das ∀p ∈ Q \ Q′ : |U(p,GQ)| =
∣∣U(ΨM (p), GD)∣∣
gilt.
Fall T = I: Es gilt: Fu¨r alle q ∈ Q′ ist dq ein I-Vorkommen von q und G(φ) besitzt ein
Matching M mit |Q| = |M |, fu¨r das ∀p ∈ Q \ Q′ : |U(p,GQ)| =
∣∣U(ΨM (p), GD) ∩ΨM (Q)∣∣
gilt.
Fall T = SC: Es gilt |Q| = |D|, fu¨r alle q ∈ Q′ ist dq ein S-Vorkommen von q und G(φ)
besitzt ein Matching M mit |Q| = |M |.
Fall T = S: Es gilt: Fu¨r alle q ∈ Q′ ist dq ein S-Vorkommen von q und G(φ) besitzt ein
Matching M mit |Q| = |M |.
Beweis Alle vier Fa¨lle werden zusammen bewiesen.
”(1) ⇒ (2)”: Sei Ψ : Q → D eine T -Trefferabbildung mit Ψ(q) = dq fu¨r alle q ∈ Q′. Dann
ist nach Satz 3.3.6 fu¨r alle q ∈ Q die Abbildung ψq,Ψ(q) : Qq → DΨ(q), ψq,Ψ(q) = Ψ ↓ Qq, eine
lokale Trefferabbildung fu¨r das T -Vorkommen Ψ(q) von q. Nach Konstruktion von φq,dq fu¨r alle
q ∈ Q′ bzgl. dem T -Vorkommen dq von q ist ψq,dq (p) ∈ φq,dq (p),∀q ∈ Q, p ∈ Qq und somit
Ψ(p) ∈ φ(p),∀p ∈ Q. Aus der Konstruktion von G(φ) folgt, daß M = {{q,Ψ(q)}|q ∈ Q} ein
Matching mit |M | = |Q| ist. Setzt man ΨM = Ψ, so ergeben sich hieraus die Aussagen bzgl. der
einzelnen Trefferarten aus den Eigenschaften der Trefferabbildung (vgl. Satz 3.3.9).
”(1)⇐ (2)”: Fu¨r die Ru¨ckrichtung wird Satz 3.3.9 angewendet. Hierfu¨r wird nachgewiesen, daß
die Voraussetzungen von Satz 3.3.9 im vorliegenden Fall erfu¨llt sind.
Nach Konstruktion von φ gilt φ(q) = {dq} fu¨r alle q ∈ Q′. Aus der Konstruktion von G(φ) folgt,
daß {q, dq} ∈M fu¨r alle q ∈ Q′ gilt. Aus ΨM lassen sich fu¨r alle q ∈ Q′ lokale Trefferabbildungen
ψq,dq : Qq → Ddq , ψq,dq = ΨM ↓ Qq konstruieren, wobei die entsprechende Trefferart fu¨r alle vier
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Fa¨lle durch die Art der gegebenen Vorkommen gewa¨hrleistet ist.
Es gilt |Q| = ∣∣∪q∈Q′ψq,dq (Qq)∣∣ = ∣∣ΨM (Q′)∣∣, da ΨM injektiv ist, womit Voraussetzung (3.10) von
Satz 3.3.9 erfu¨llt ist. Weiterhin gilt ψa,da(p) = ψb,db(p) = ΨM (p) fu¨r alle a, b ∈ Q′, p ∈ Qa ∩ Qb.
Also ist auch Voraussetzung (3.11) erfu¨llt. Die fu¨r die einzelnen Trefferarten notwendigen Zusatz-
bedingungen fu¨r Satz 3.3.9 ergeben sich direkt aus den pro Trefferart formulierten Bedingungen.
Aus Satz 3.3.9 folgt die Behauptung.
Beispiel 3.4.8. Nachdem in Beispiel 3.4.5 die Trefferberechnung fu¨r die Anfrage GQ aus Ab-
bildung 3.15 und das Dokument GD aus Abbildung 3.8 b) im Zusammenhang mit Satz 3.4.4
besprochen wurde, wird nun auf die Anwendung von Satz 3.4.7 fu¨r GQ und GD eingegangen.
Unter Anwendung dieses Satzes soll untersucht werden, ob GD einen I-Treffer von GQ darstellt.
Als erstes werden die Voraussetzungen von Satz 3.4.7 u¨berpru¨ft. Hierfu¨r wird die Basis Q′ = {t}
von GQ verwendet. Q′ erfu¨llt Gleichung (3.9), da die beiden restlichen Anfrageobjekte Nachbar-
knoten von t in GQ sind.
Das einzige I-Vorkommen von t bildet das Objekt d in D. Fu¨r t ∈ Q′ und d ∈ D ist φt,d : Qt →
2D
d
in Beispiel 3.4.5 dargestellt. Die in Gleichung (3.35) definierte Abbildung φ : Q→ 2D stimmt
mit φt,d u¨berein.
Der Graph G(φ) ist in Abbildung 3.16 dargestellt. Fu¨r G(φ) bildet die Kantenmenge M1 =
{{r, a}, {s, b}, {t, d}} ein vollsta¨ndiges Matching. Das einzige von M1 verschiedene vollsta¨ndige
Matching ist M2 = {{r, c}, {s, b}, {t, d}}. Fu¨r M1 ergibt sich die Abbildung ΨM1 : Q → D als
r 7→ a, s 7→ b und t 7→ d. ΨM2 gleicht ΨM1 bis auf ΨM2(r) = c.
Fu¨r I-Treffer wird weiterhin ∀p ∈ Q \ Q′ : |U(p,GQ)| =
∣∣U(ΨM1(p), GD) ∩ΨM1(Q)∣∣ gefordert.
Hierfu¨r ist Q \ Q′ = {r, s} und es gilt |U(r,GQ)| = |{t}| = |{d}| = |U(a,Gd)|. Analoges gilt fu¨r s
und ΨM1(s). Somit ist D ein I-Treffer von Q mit Trefferabbildung ΨM1 .
Die Aussage ist auch fu¨r das Matching M2 mit ΨM2 erfu¨llt, d.h. die Menge aller Trefferabbil-
dungen ist {ΨM1 ,ΨM2}. ◦
Das letzte Beispiel demonstriert die Vorteile von Satz 3.4.7 im Zusammenhang mit Abbildungen
φ. Es mu¨ssen i.d.R. nur wenige Anfrageobjekte abgearbeitet werden. In obigen Beispiel hat ein
Objekt gereicht. Es wurde nur eine Abbildung φ beno¨tigt, aus der sich alle Trefferabbildungen
mit Hilfe von Matchings konstruieren lassen. Es reicht der Nachweis der Existenz eines Matchings,
wenn nur untersucht werden soll, ob GD ein Treffer von GQ ist.
Als na¨chstes werden die Ergebnisse der letzten Sa¨tze in Algorithmen umgesetzt.
Bei den bisher besprochenen Algorithmen zur Trefferberechnung wurden fu¨r ein Anfrageobjekt
q alle lokalen Trefferabbildungen ψq,d(E) : Qq → Dd(E) aus einem Eintrag E einer invertierten
Liste berechnet. Aus den lokalen Trefferabbildungen wurde nach Gleichung (3.32) die Abbildung
φq,d(E) : Qq → 2Dd(E) konstruiert.
Sei E ein Listeneintrag und q ein Objekt einer Anfrage, so daß d(E) ein Vorkommen von q ist.
Fu¨r jede der vier Trefferarten la¨ßt sich die Abbildung φq,d(E) direkt aus einem solchen Listeneintrag
E berechnen.
Fu¨r IC- und I-Vorkommen ergibt sich φq,d(E) aus den im Listeneintrag gespeicherten Daten
durch
p 7→

{d} falls p = q
N\V(d,GD, ξQ((q, p))) falls p ∈ N(q,GQ) \ V(q,GQ)
V\N(d,GD, ξQ((p, q))) falls p ∈ V(q,GQ) \ N(q,GQ)
NV(d,GD, ξQ((q, p)), ξQ((p, q))) falls p ∈ N(q,GQ) ∩ V(q,GQ)
(3.36)
und fu¨r S-Vorkommen aus
p 7→

{d} falls p = q
N(d,GD, α′) falls p ∈ N\V(q,GQ, α) : α′ ≥ α
V(d,GD, β′) falls p ∈ V\N(q,GQ, β) : β′ ≥ β
NV(d,GD, γ′, δ′) falls p ∈ NV(q,GQ, γ, δ) : γ′ ≥ γ ∧ δ′ ≥ δ.
(3.37)
Die beiden bisher besprochenen Algorithmen A1 und A2 verwenden zur Trefferberechnung lokale
Trefferabbildungen bzw. darauf aufbauend injektive Abbildungen ψ : Q → D. Beide Verfahren
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Abbildung 3.14: Ein Beispiel zu Definition 3.3.41. Rechts ist der bipartite Graph G(q,GQ, d,GD)
dargestellt. Ein Matching ist M =
{{q, d}, {r, b}, {s, e}, {t, c}, {u, a}}, woraus sich direkt eine
Bijektion ψq,d : Q→ D mit {p, ψq,d(p)} ∈M fu¨r alle p ∈ Q ergibt. d ist S-Vorkommen von q und
D ist SC-Treffer von Q.
Abbildung 3.15: Die dargestellte Anfrage GQ dient zur Demonstration der Trefferberechnungsver-
fahren. Als Vokabeln ergeben sich fu¨r die drei Objekte der Anfrage v(r,GQ) =
(∅, {(α, 1)}, ∅),
v(s,GQ) =
(∅, {(β, 1)}, ∅) und v(t, GQ) = ({(α, 1), (β, 1)}, ∅, ∅).
Abbildung 3.16: Der Graph G(φ) aus Beispiel 3.4.8.
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lassen sich mit Hilfe der Sa¨tze 3.4.4 und 3.4.7 durch Verwendung von Abbildungen φ : Q → 2D
an Stelle von lokalen Trefferabbildungen aba¨ndern. Hierauf wird als na¨chstes eingegangen.
Betrachten wir erst die Variante, die auf der Abarbeitung alle Objekte einer Anfrage Q basiert.
Verfahren A1, das lokale Trefferabbildungen verwendet, basiert auf Satz 3.3.8. Fu¨r die Verwendung
von Satz 3.4.4 fu¨r Abbildungen φ muß die Generierung der Abbildungen in den Zeilen 15 und 24
abgea¨ndert werden. Aus einem Eintrag E einer invertierten Liste wird die Abbildung φq,d(E) fu¨r
ein q ∈ Q durch Gleichung (3.36) definiert.
Weiterhin mu¨ssen in Zeile 26 die Voraussetzungen an Satz 3.4.4 angepaßt werden. Da es fu¨r
die spa¨ter beschriebene Variante bzgl. Satz 3.4.7 vorteilhaft ist, erst die unter Gleichung (3.33)
bzw. (3.35) beschriebene Abbildung φ zu berechnen und danach die Voraussetzungen des Satzes
zu u¨berpru¨fen, wird dieses Vorgehen schon an dieser Stelle angewendet.
In den bisherigen Verfahren wurde jeweils in Zeile 27 die Kombination zweier lokaler Trefferab-
bildungen definiert. Diese ergibt sich fu¨r zwei Abbildungen φ1 : Q1 → 2D und φ2 : Q2 → 2D als
φ : Q1 ∪Q2 → 2D mit
φ(p) 7→
 φ1(p) falls p ∈ Q1 \Q2φ2(p) falls p ∈ Q2 \Q1
φ1(p) ∩ φ2(p) falls p ∈ Q1 ∩Q2.
(3.38)
Fu¨r einen Listeneintrag E ergibt sich φ : Qqi ∪ Qˆ→ 2D(E)d(E)∪Dˆ aus φqi,d(E) : Qqi → 2D(E)d(E)
und φˆ : Qˆ→ 2Dˆ durch Gleichung (3.38).
Die Voraussetzungen fu¨r Satz 3.4.4 ergeben sich fu¨r den i-ten Durchlauf der a¨ußeren Schleife
aus
∀q ∈ Qqi ∩ Qˆ : φ(q) 6= ∅
und
i = |∪1≤j≤iφ(qj)| .
Die fu¨r IC- und SC-Treffer geforderte Gleichheit der Kardinalita¨ten von Q und D wird bereits in
Zeile 15 u¨berpru¨ft. Erfu¨llt eine Abbildung φ diese Voraussetzungen, so wird sie in der Menge F
zwischengespeichert. Der so abgea¨nderte Algorithmus wird mit A3 bezeichnet.
Der Vorteil von Satz 3.4.7 gegenu¨ber Satz 3.4.4 besteht darin, daß nur fu¨r eine Basis Q′ von GQ,
also einer Teilmenge Q′ von Q, die Gleichung (3.9) erfu¨llt, die Anfrageobjekte abgearbeitet werden
mu¨ssen. In der Initialisierung und a¨ußeren Schleife werden also nur Objekte aus Q′ durchlaufen.
Zusa¨tzlich muß Algorithmus A3 an die Voraussetzungen von Satz 3.4.7 angepaßt werden. Mit der
oben beschriebenen Konstruktion von φ aus φqi,d(E) und φˆ ergibt sich eine Voraussetzung, die fu¨r
alle Trefferarten gleich ist: G(φ) besitzt ein vollsta¨ndiges Matching. Fu¨r IC-Treffer wird zusa¨tzlich
∀p ∈ Q \Q′ : |U(p,GQ)| =
∣∣U(ΨM (p), GD)∣∣
und fu¨r I-Treffer
∀p ∈ Q \Q′ : |U(p,GQ)| =
∣∣U(ΨM (p), GD) ∩ΨM (Q)∣∣
gefordert. Der bipartite Graph G(φ) und die von einem vollsta¨ndigen Matching M induzierte
Abbildung ΨM : Q→ D wurde in Definition 3.4.6 eingefu¨hrt.
Diese Varianten des Berechnungsverfahrens wird mit A4 bezeichnet.
3.4.3 Zusammenfassung und Fazit
In diesem Abschnitt wurden vier Verfahren zur Trefferberechnung vorgestellt. Alle basieren auf
der in Abschnitt 3.3 beschriebenen Berechnung und Kombination von Vorkommen. Die Verfahren
besitzen unterschiedliche Vor- und Nachteile. Die Verfahren A1 und A2 basieren auf lokalen Tref-
ferabbildungen ψ : Q→ D. Da der Definitionsbereich aller in F gespeicherten Abbildungen gleich
ist, mu¨ssen nur die Bilder abgespeichert werden. Hierfu¨r bietet sich ein einfaches eindimensionales
Array der Gro¨ße |Q| an, in dem nacheinander alle Bilder von q1 bis q|Q| gespeichert werden. So
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dargestellte Abbildungen lassen sich leicht kombinieren (vgl. Zeile 27 in A1). Die Darstellungs-
mo¨glichkeit einer lokalen Trefferabbildung ψ durch eine einfache Datenstruktur ist ein Vorteil der
beiden Verfahren. Im Vergleich zu den beiden anderen Verfahren werden i.d.R. bei A1 und A2
deutlich mehr lokale Trefferabbildungen ψ erzeugt als Abbildungen φ bei A3 und A4. Dafu¨r ist die
notwendige Datenstruktur zur Speicherung einer Abbildung φ : Q → 2D komplexer, da hier ein
Array von Mengen verwaltet werden muß. Es ha¨ngt stark von der Anwendung ab, fu¨r welche An-
fragen das eine oder das andere Vorgehen vorteilhafter ist. In vielen Fa¨llen kann durch Heuristiken
oder Expertenwissen die Auswahl zwischen einem ψ- und einem φ-Verfahren getroffen werden.
Fu¨r ψ- und φ-Verfahren existiert jeweils eine Variante, bei der alle Anfrageobjekte bearbeitet
werden: A1 und A3. Bei den anderen beiden Varianten A2 und A4mu¨ssen zwar nur die Objekte einer
Basis Q′ von GQ betrachtet werden, diese allerdings bzgl. verscha¨rften Bedingungen. Bei IC- und
I-Treffern sind zusa¨tzlich Zugriffe auf die Dokumente erforderlich, wodurch sich die Varianten fu¨r
diese Trefferarten nicht anbieten. Fu¨r SC- und S-Treffer bringen diese Varianten i.d.R. erhebliche
Vorteile, da die Basis Q′ von GQ in Abha¨ngigkeit der Anfrage und den Verteilungen auf die
invertierten Listen getroffen werden kann. Hier bieten sich Ansa¨tze zur Anfrageoptimierung an,
auf die in Abschnitt 4.2.4 weiter eingegangen wird.
Zusammenfassend ergibt sich: Die Auswahl des Verfahrens ha¨ngt von der Trefferart ab. Fu¨r
IC- und I-Treffer bieten sich die Verfahren A1 und A3 an, wa¨hrend sich fu¨r SC- und S-Treffer die
Verfahren A2 und A4 anbieten.
Die Entscheidung fu¨r ein ψ- oder φ-Verfahren ha¨ngt von der Anwendung bzw. der Anfrage und
den Daten der Datenbasis ab.
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Anwendung
In diesem Kapitel werden praktische Aspekte der Trefferberechnungsverfahren besprochen. Als
erstes wird die Suche im Vokabular beschrieben. Danach wird auf eine Optimierung der Verfahren
eingegangen. Neben einigen Grundlagen werden u.a. die Komprimierung von invertierten Listen
und eine Anfrageoptimierung behandelt.
Schließlich werden Implementierungen der Verfahren im praktischen Einsatz untersucht. Hier-
bei werden u.a. die Verfahren untereinander verglichen und es wird auf Abha¨ngigkeiten der Lauf-
zeiten eingegangen.
4.1 Suche im Vokabular
Bei den in Abschnitt 3.4 angegebenen Verfahren zur Trefferberechnung wird fu¨r jedes Anfrageob-
jekt q ∈ Q mit Hilfe der Vokabel vq := v(q,GQ) bestimmt, welche invertierte Listen L(v), v ∈ V,
abgearbeitet werden mu¨ssen. Fu¨r die Trefferart T bezeichne U(q,GQ,V, T ), kurz UqT , die Menge
dieser Vokabeln v ∈ V. Die Sa¨tze 3.3.29 und 3.3.37 legen fu¨r die vier Trefferarten fest, aus welchen
v ∈ V sich UqT zusammensetzt.
Nach Satz 3.3.29 (1) gestaltet sich die Berechnung fu¨r IC-Treffern einfach: Es muß nur u¨berpru¨ft
werden, ob vq ∈ V gilt. Ist dies der Fall, wird die invertierte Liste L(vq) abgearbeitet. Ansonsten
befindet sich kein Treffer von Q in der Datenbasis. UqT ist also entweder leer oder {vq}.
Fu¨r I-Treffer ist die Berechnung von UqT komplexer. Hier werden alle Vokabeln v ∈ V gesucht,
die die einzelnen Elemente der drei Mengen jeweils “beinhalten”. Dies wird in Satz 3.3.29 (2)
definiert. Es ergibt sich fu¨r I-Treffer
UqI = {v ∈ V | (α, x) ∈ pi1(vq)⇒ ∃x′ : (α, x′) ∈ pi1(v) ∧ x ≤ x′,
(β, y) ∈ pi2(vq)⇒ ∃y′ : (β, y′) ∈ pi2(v) ∧ y ≤ y′,
(γ, δ, z) ∈ pi3(vq)⇒ ∃z′ : (γ, δ, z′) ∈ pi3(v) ∧ z ≤ z′}.
Noch komplexer gestaltet sich die Berechnung von UqT fu¨r SC- und S-Treffer. Hier muß die
Bedingung aus Satz 3.3.37 erfu¨llt sein.
Als na¨chstes wird auf die Berechnung der Mengen UqT eingegangen. Dabei werden Ergebnisse
aus Abschnitt 3.3.4 angewendet, die im Zusammenhang mit dem Vokabular aufgestellt wurden.
Ausgangspunkt ist die dort definierte partielle Ordnung vVT auf einem Vokabular V bzgl. der
Trefferart T . Mit dieser partiellen Ordnung ergibt sich
UqT = {v ∈ V|vq vVT v}.
Basierend auf einer partiellen Ordnung lassen sich klassische Suchstrukturen und -verfahren
zur Bestimmung von UqT verwenden. Diese werden z.B. in [10] und [28] detailliert besprochen.
Ein Beispiel der Suchstruktur ist in Abbildung 4.1 dargestellt.
Satz 3.3.22 gewa¨hrleistet, daß die Suchstruktur nur bzgl. vVS , d.h. fu¨r S-Treffer, aufgebaut
werden muß. Diese la¨ßt sich auch fu¨r die restlichen Trefferarten verwenden.
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4.2 Optimierung
Im folgenden wird auf Mo¨glichkeiten zur Optimierung der Suchverfahren eingegangen. Begon-
nen wird mit einer Darstellung von allgemeinen Grundlagen fu¨r eine effiziente Verarbeitung von
invertierten Listen.
4.2.1 Grundlagen
Die in Abschnitt 3.4 beschriebenen Verfahren zur Trefferberechnung basieren alle auf dem glei-
chen Vorgehen. Fu¨r jedes Anfrageobjekt q werden ein oder mehrere invertierte Listen sequentiell
abgearbeitet. Jede invertierte Liste L wird dabei vom Massenspeicher in den Hauptspeicher trans-
feriert. Sobald ein Listeneintrag im Hauptspeicher vorhanden ist, kann dieser abgearbeitet werden.
Es existieren also insgesamt drei voneinander abha¨ngige Arbeitsprozesse:
1. Die Berechnung der Teilmenge UqT ⊆ V fu¨r ein Anfrageobjekt q.
2. Der Transfer einer invertierten Liste L(v) fu¨r eine Vokabel v ∈ UqT vom Massenspeicher in
den Hauptspeicher.
3. Die Abarbeitung der transferierten Listeneintra¨ge E ∈ L(v).
Der erste Punkt wurde in Abschnitt 4.1 besprochen. Der effiziente Datentransfer der invertierten
Listen ist systemabha¨ngig, was z.B. in [42] besprochen wird. Auf den letzten Punkt wird im
weiteren Verlauf dieses Abschnitts eingegangen.
Die drei Prozesse bauen wie folgt aufeinander auf: Wurde bei der Berechnung von UqT eine
Vokabel v ermittelt, die ein Element von UqT darstellt, so kann diese direkt an den zweiten Prozeß
u¨bergeben werden. Dieser muß nicht warten, bis UqT komplett berechnet ist, sondern kann bereits
ermittelte Elemente v ∈ UqT direkt abarbeiten. Fu¨r solche Vokabeln v wird im zweiten Prozeß die
invertierte Liste L(v) vom Massen- in den Hauptspeicher transferiert. Auch hier gilt, sobald ein
Eintrag E ∈ L(v) in den Hauptspeicher geladen wurde, kann dieser sofort vom dritten Prozeß
bearbeitet werden.
Auch wenn die letzten beiden Prozesse auf den Ergebnissen des jeweils vorangegangen Pro-
zesses aufbauen, kann jeder Prozeß getrennt arbeiten. Die bereits berechneten Ergebnisse werden
gepuffert und stehen so dem na¨chsten Prozeß bei Bedarf zur Verfu¨gung. Bei Mehrprozessorsyste-
men ko¨nnen die Prozesse auf verschiedene Prozessoren aufgeteilt werden. Durch eine weitgehend
parallele Abarbeitung wird die Addition der Laufzeiten der drei Prozesse vermieden. Diese Vorge-
hensweise wird in [50] und [42] allgemein besprochen.
Obige Aufteilung in drei Prozesse wird auch bei den in [50] beschriebenen Verfahren zur Voll-
textsuche mittels invertierter Listen angewendet. Dabei werden die Eintra¨ge einer invertierten Liste
sortiert nach ihrer Dokumentreferenz abgespeichert. Dies ermo¨glicht eine effiziente Schnittbildung
von invertierten Listen, wie sie etwa in Gleichung (3.1) dargestellt ist.
Die in dieser Arbeit fu¨r die Trefferberechnung verwendeten Eintra¨ge in einer invertierten Liste
nach Definition 3.3.23 sind komplexer als die in [50] aufgefu¨hrten. Auch hier lassen sich die Listen-
eintra¨ge sortieren. Die ersten beiden Tupeleintra¨ge eines Listeneintrags sind eine Objektreferenz
d(E) und eine Dokumentreferenz D(E). Beide ko¨nnen als natu¨rliche Zahlen aufgefaßt werden.
Hierauf wurde schon in den Abschnitten 2.1.1 und 3.3.5 eingegangen. Eine Datenbasis D ist eine
Folge (D1, . . . , DN ). Eine Dokumentreferenz D(E) = j ist eine Zahl aus dem Intervall [1 : N ] und
steht stellvertretend fu¨r das DokumentDj . Man bezeichnet j ∈ [1 : N ] auch als Dokumentnummer.
Analog wird mit Objektreferenzen d(E) = i verfahren. Die Objektreferenzen oder Objekt-
nummern eines Dokuments Dj sind Elemente des Intervalls [1 : |Dj |], die stellvertretend fu¨r die
Objektmenge {oj1, . . . , oj|Dj |} steht. Fu¨r einen Listeneintrag E ergibt sich o
D(E)
d(E) ∈ DD(E). Auch
mit den Objektreferenzen aus den restlichen Tupeleintra¨gen in E wird analog verfahren. Somit
besteht ein Listeneintrag nur aus natu¨rlichen Zahlen bzw. Mengen von natu¨rlichen Zahlen. Diese
lassen sich effizient verarbeiten und, wie der na¨chste Abschnitt zeigt, komprimieren. Mit dieser
Konvention lassen sich nun die Eintra¨ge einer invertierten Liste sortieren:
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1. prima¨r nach aufsteigenden Dokumentreferenzen D(E),
2. bei gleichen Dokumentnummern nach aufsteigenden Objektnummern d(E).
Hiermit wird eine totale Ordnung auf der Menge aller Listeneintra¨ge definiert. Man beachte, daß
jedes Dokumentobjekt genau einen Listeneintrag erzeugt.
Bei den in Abschnitt 3.3 angegebenen Verfahren zur Trefferberechnung la¨ßt sich die Sortierung
der invertierten Listen bei der Umsetzung von Zeile 24 ausnutzen.
Ein Zwischenergebnis F ′ ist bei den beiden ψ-Verfahren eine Menge von Abbildungen ψ :
Q → Dj und bei den beiden φ-Verfahren eine Abbildung φ : Q → 2Dj . Nach obigen Konven-
tionen zur Darstellung von Dokument- und Objektreferenzen lassen sich die ψ-Abbildungen als
Funktionen ψ : [1 : |Q|]→ [1 : |Dj |] auffassen. Hierbei muß man sich fu¨r jede Abbildung ψ die Do-
kumentreferenz j =: D(ψ) merken. Mit φ-Abbildungen wird analog verfahren, worauf im weiteren
Verlauf nicht na¨her eingegangen wird. Die Abbildungen in der Menge F ′ werden aufsteigend nach
Dokumentnummern D(ψ) sortiert.
Im Verfahren werden die Eintra¨ge E einer invertierten Liste L(v) sequentiell abgearbeitet.
Pro Eintrag E werden aus F ′ diejenigen Abbildungen ψ beno¨tigt, fu¨r die D(ψ) = D(E) gilt. Da
sowohl E als auch F ′ nach aufsteigenden Dokumentnummern sortiert sind, lassen sich die fu¨r E
beno¨tigten Abbildungen ψ ∈ F ′ effizient finden.
Die Anordnung der Listeneintra¨ge wird nicht nur an dieser Stelle des Verfahrens ausgenutzt.
Bei dem oben besprochenen Vorgehen ist eine Sortierung bei gleicher Dokumentnummer nach
aufsteigenden Objektnummern nicht erforderlich. Fu¨r die Komprimierung von Listeneintra¨gen
la¨ßt sich diese Anordnung ausnutzen. Hierauf wird als na¨chstes eingegangen.
4.2.2 Komprimierung
Fu¨r viele Anwendungen beno¨tigt ein aus invertierten Listen bestehender Index etwa genauso viel
Speicherplatz wie die Datenbasis. Jedoch kann der fu¨r den Index beno¨tigte Speicherplatz durch
eine Komprimierung der invertierten Listen verringert werden. Dies wird in diesem Abschnitt fu¨r
die bei der Trefferberechnung verwendeten invertierten Listen besprochen. Als erstes wird auf die
Komprimierung der invertierten Listen eingegangen, die bei der in Abschnitt 3.2.1 beschriebenen
Volltextsuche verwendet werden. Das dort angewendete Vorgehen wird dann auf die bei der Tref-
ferberechnung aus Abschnitt 3.3 verwendeten invertierten Listen u¨bertragen. Es wird von der im
vorherigen Abschnitt besprochenen Darstellung der invertierten Listen durch natu¨rliche Zahlen
ausgegangen, die entsprechend sortiert sind.
Bei der Volltextsuche besteht eine invertierte Liste L aus einer aufsteigend sortierten Folge
von Dokumentnummern j, d.h. L =
(
jk
)`
k=1
. Fu¨r eine Datenbasis D mit N Dokumenten werden
dlogNe Bits zur Darstellung einer Dokumentnummer beno¨tigt.
Die im Durchschnitt beno¨tigte Anzahl an Bits la¨ßt sich reduzieren. Dafu¨r werden die Differen-
zen zwischen aufeinanderfolgenden Dokumentnummern jk−1 und jk in L betrachtet. Setzt man
j0 := 0, so ergibt sich aus L ein Folge L′ von Differenzen: L′ =
(
jk − jk−1
)`
k=1
. Hierbei tritt kein
Informationsverlust auf. Die gro¨ßtmo¨gliche Differenz in L′ ist N .
Betrachtet man L′ als Folge von natu¨rlichen Zahlen, deren Summe nach oben durch N be-
schra¨nkt ist, so la¨ßt sich eine kompaktere Darstellungsform finden. Hierbei spielt die Wahrschein-
lichkeitsverteilung der Differenzen eine wesentliche Rolle. Gerade bei langen Zahlenfolgen u¨ber-
wiegt die Anzahl an niedrigen Differenzen. Also kann i.d.R. von einer ho¨heren Wahrscheinlichkeit
fu¨r kleine Differenzwerte ausgegangen werden. Dies wird bei der Kodierung ausgenutzt, wo kleine
Werte durch eine ku¨rzere Bitfolge repra¨sentiert werden als große Werte.
Es existieren verschiedene Modelle zur Beschreibung der Wahrscheinlichkeitesverteilung der
Differenzen. Die im Kontext von invertierten Listen wichtigsten, bzw. in der Praxis am ha¨ufigsten
eingesetzten Modelle, werden z.B. in [50] beschrieben. Hierzu za¨hlt u.a. die Golomb-Kodierung. So
komprimierte invertierte Listen belegen nach [50] im Durchschnitt etwa 50 % des urspru¨nglichen
Speicherplatzes in umkomprimiertem Zustand.
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Die Listeneintra¨ge E, die bei den in Abschnitt 3.4 beschriebenen Verfahren zur Trefferberech-
nung verwendet werden, bestehen nicht nur aus einer Dokumentnummer. Nach Definition 3.3.23
entha¨lt E zusa¨tzlich eine Objektnummer d(E) und Mengen von Objektnummern.
Fu¨r eine invertierte Liste L =
(
Ek
)`
k=1
werden die Dokumentnummern D(Ek) wie oben be-
sprochen kodiert. Zusa¨tzlich wird fu¨r jede Teilfolge Fj =
(
E′k
)`j
k=1
von L mit Listeneintra¨gen bzgl.
des gleichen Dokuments Dj , d.h. d(E′k) = j ∀1 ≤ k ≤ `j , die Objektnummern d(E′k) analog ko-
diert. Fu¨r Fj ergibt sich die Folge von Objektnummern als
(
d(E′k)
)`j
k=1
. Die im letzten Abschnitt
besprochene Sortierung der Listeneintra¨ge garantiert auch eine Sortierung von Fj nach aufstei-
genden Objektnummern. Somit ko¨nnen die Objektnummern d(E′) der Elemente von Fj als Folge
von Differenzen
(
d(E′k)−d(E′k−1
)`j
k=1
angesehen und entsprechend kodiert werden. Dabei wird der
Einfachheit halber d(E′0) := 0 gesetzt.
Analog wird pro Listeneintrag E mit jeder Menge M ∈ pi3(E) ∪ pi4(E) ∪ pi5(E) von Objekt-
nummern verfahren. Hierbei wird vorausgesetzt, daß jede Menge von Objektnummern aufsteigend
sortiert ist und somit auch als sortierte Folge von Objektnummern angesehen werden kann.
Bei der Implementierung der Trefferberechnung wurde fu¨r die Komprimierung der invertierten
Listen die Golomb-Kodierung verwendet.
Eine andere Variante der Komprimierung basiert auf der Annahme, daß eine Menge M von
Objektnummern mehrfach in Eintra¨gen einer invertierten Liste vorkommt. Solche mehrfach auf-
tretenden Mengen werden in einem Kodebuch gespeichert. In den Listeneintra¨gen wird dann nicht
mehr die Menge M gespeichert, sondern eine Referenz auf den entsprechenden Kodebucheintrag.
Bei der Dekomprimierung werden die Referenzen durch den Eintrag im Kodebuch, d.h. die ur-
spru¨ngliche Menge M , ersetzt.
Diese Art der Kodierung stammt aus der Textkomprimierung [50]. Statt der oben beschrie-
benen Mengen werden hier Buchstaben oder Wo¨rter durch einen Kode versehen. Im Kodebuch
werden diese Zuweisungen gespeichert und im Text werden die Buchstaben oder Wo¨rter durch den
entsprechenden Kode ersetzt. Dabei ist das Kodebuch entweder fu¨r alle Anwendungen fest gewa¨hlt
oder wird in Abha¨ngigkeit der Textdokumente zusa¨tzlich zum kodierten Text abgespeichert.
Alternativ dazu existieren Verfahren zur impliziten Speicherung des Kodebuchs [50]. Bei der
Textkomprimierung wird ein Wort w, das zum wiederholten Mal im Text vorkommt, durch einen
Verweis auf das erste Auftreten von w ersetzt. Hier dient der Text selbst als Kodebuch. Bei
der Dekodierung werden die Verweise entsprechend ersetzt. Dieses Vorgehen ist nicht auf die
Verwendung von Wo¨rtern eingeschra¨nkt sondern kann fu¨r beliebige Textausschnitte angewendet
werden. Analog kann fu¨r die Trefferberechnung mit Objektmengen innerhalb der Listeneintra¨ge
verfahren werden.
Natu¨rlich lassen sich die beiden vorgestellten Verfahren zu Komprimierung auch kombinieren.
Zum einen werden Objektmengen durch eine Golomb-Kodierung komprimiert. Zusa¨tzlich werden
wiederholt vorkommende Mengen durch Verweise ersetzt. Dies wurde bei der Implementierung der
Trefferberechnung eingesetzt. Auf die dort erzielten Ergebnisse wird in Abschnitt 4.3.2 eingegan-
gen.
Dieser Abschnitt hat gezeigt, daß sich klassische Verfahren zur Komprimierung auch fu¨r die
in dieser Arbeit verwendeten invertierten Listen einsetzen lassen. In Abschnitt 4.3.2 wird auf die
durch die einzelnen Komprimierungsverfahren erzielte Reduktion des Speicherplatzes eingegangen.
4.2.3 Indexgranularita¨t
In Abschnitt 2.1.1 wurde auf die Granularita¨t der Datenbasis bei Textsammlungen und Musikar-
chiven eingegangen. Bei Bu¨chern la¨ßt sich z.B. das komplette Buch als ein Textdokument oder
jede einzelne Seite als ein Dokument ansehen. Bei der ersten Aufteilung wird von einer gro¨beren
Granularita¨t als bei der zweiten gesprochen.
Entsprechend kann die Granularita¨t des Indexes bzw. des Vokabulars geregelt werden. Implizit
geschieht dies durch die Auswahl der Relationenmenge R, durch die Beziehungen zwischen Ob-
jekten beschrieben werden (vgl. Abschnitt 2.2.1). Hier ko¨nnen fu¨r eine Anwendung verschiedene
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Mengen von Relationen angegeben werden, wodurch die Detailliertheit der Objektbeziehungen
festgelegt werden kann. Eine gro¨ßere Anzahl an Relationen in R kann hier fu¨r eine feinere Unter-
scheidung verwendet werden.
Die MengeR von Relationen definiert die Kantenbeschriftungen der beschrifteten Graphen und
somit das Vokabular, wobei R fu¨r eine Anwendung fest gewa¨hlt werden muß. Ein hierfu¨r aufgebau-
ter Index la¨ßt sich auch fu¨r spezielle Vergro¨berungen R′ von R einsetzen. Hiermit ist gemeint, daß
Treffer bzgl. R′ mit den bzgl. R definiertem Vokabular und invertierten Listen berechnet werden.
Dies wird nun im Detail betrachtet.
Sei f : A→ B eine Abbildung. Dann wird fu¨r α ⊆ A mit f [α] die Menge {f(a)|a ∈ α} und fu¨r
b ∈ B mit f−1[b] die Menge {a ∈ A|f(a) = b} bezeichnet.
Seien R und R′ zwei Mengen von Relationen mit den in Abschnitt 2.2 beschriebenen Ei-
genschaften. R′ wird als Vergro¨berung von R bezeichnet, wenn |R| > |R′| gilt und sich jede
Relationen R′ ∈ R′ aus ein oder mehreren Relationen R ∈ R zusammensetzt, d.h. R′ = ∪R∈SR′R
fu¨r ein SR′ ⊆ R. Allgemein wird dies durch eine surjektive Abbildung ΓR,R′ : [1 : |R|]→ [1 : |R′|],
kurz Γ, ausgedru¨ckt, die auch als Vergro¨berungsabbildung bezeichnet wird. Mit dieser gilt fu¨r alle
γ′ ∈ [1 : |R′|] : R′γ′ = ∪γ∈Γ−1[γ′]Rγ . R wird auch als Verfeinerung von R′ bezeichnet.
Betrachten wir hierzu ein Beispiel aus der in Abschnitt 2.2 beschriebenen Suche in Baupla¨nen.
Beispiel 4.2.1. Auf Seite 11 sind die neun Kreuzungsrelationen aufgelistet, die in der Architek-
turanwendung verwendet werden. Diese bilden die Menge R. Ein Vergro¨berung von R ist z.B. die
Menge R′ = {R′+, R′b, R′d, R′e, R′b} mit
1. R′+ = R+ ∪R> ∪Ra ∪R⊥ ∪R`
2. R′b = Rb
3. R′d = Rd
4. R′e = Re
5. R′c = Rc.
Hier setzt sich die +-Kreuzung aus R′ aus fu¨nf Relationen aus R zusammen. Verwendet man
obige Durchnummerierung von R′ und die auf Seite 11 angegebene fu¨r R, so ergibt sich folgende
Vergro¨berungsabbildung
Γ : [1 : 9] → [1 : 5]
1 7→ 1
2 7→ 1
3 7→ 1
4 7→ 1
5 7→ 1
6 7→ 2
7 7→ 3
8 7→ 4
9 7→ 5.
Hier sieht man, daß eine Relation aus R in mehreren Relationen in R′ enthalten ist. In Abbildung
4.2 sind Beispiele fu¨r die oben beschriebene Vergro¨berung dargestellt. ◦
Bei der Trefferberechnung in Kapitel 3.3 wurde von beschrifteten Graphen ausgegangen. Diese
dienten als Darstellung der Dokumente bzgl. einer Menge von Relationen R. Hierbei bilden nach
Definition 2.4.7 Kantenbeschriftungen α ∈WE eine nichtleere Teilmenge von R. Invertierte Listen
und Vokabular wurden bzgl. einer Datenbasis D und einer Menge von Relationen R konstruiert.
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Abbildung 4.1: Fu¨r das Vokabular V = {({(a, 1)}, ∅, ∅), (∅, {(b, 1)}, ∅), ({(a, 2)}, ∅, ∅),({(a, 1)}, {(b, 1)}, ∅), (∅, ∅, {(a, b, 1)}), ({(a, 1), (b, 1)}, ∅, ∅), ({(a, 1)}, ∅, {(a, b, 1)}),({(a, 1), (b, 1)}, {(b, 1)}, ∅), (∅, {(b, 3)}, ∅)} ist die Anordnung mittels vVS dargestellt. Eine
Kante von v nach w symbolisiert v vVS w, wobei v in der Darstellung unterhalb von w angeordnet
ist. Ist die Kante mit einem I markiert, so gilt zusa¨tzlich v vVI w. Die Vokabeln sind in
Abha¨ngigkeit der Gesamtanzahl der repra¨sentierten Kanten gruppiert. Die beiden untersten
Vokabeln repra¨sentieren Knoten im Graphen GD mit einer ausgehenden bzw. eingehenden Kante.
Die vier Vokabeln in der Mitte der Abbildung stehen fu¨r Knoten in GD mit Grad 2 und die drei
obersten Vokabeln fu¨r Knoten mit Grad 3.
Abbildung 4.2: Fu¨nf Dokumente zur Demonstration der in Beispiel 4.2.1 angegebenen Vergro¨be-
rung R′ der Menge R der Kreuzungsrelationen. Die mit einem Pfeil markierten Kreuzungen sind
bzgl. der Vergro¨berung gleich. Wa¨hlt man ein beliebiges der dargestellten Dokumente als Anfrage
Q aus, so bilden alle fu¨nf Dokumente einen IC-Treffer von Q.
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Falls ein Index bzgl. R gegeben ist, so lassen sich damit auch Anfragen bzgl. einer Vergro¨-
berung R′ von R beantworten. Dafu¨r wird die oben eingefu¨hrte Vergro¨berung von Relationen
auf Kantenbeschriftungen α, also Mengen von Relationen, u¨bertragen. Hierbei ist die Menge aller
mo¨glichen Kantenbeschriftungen WE = 2[1:|R|] bzw. WE′ = 2[1:|R
′|].
Eine Vergro¨berungsabbildung fu¨r Kantenbeschriftungen ist eine Abbildung von WE nach WE′ .
Sie ergibt sich aus der Abbildung Γ, in dem jede Kantenbeschriftung α ∈WE auf Γ[α] abgebildet
wird. So kann Γ auch als Vergro¨berungsabbildung fu¨r Kantenbeschriftungen angesehen werden.
Vergro¨berungsabbildungen auf Kantenbeschriftungen sind i.d.R. nicht injektiv.
Beispielsweise ergibt sich mit der in Beispiel 4.2.1 angegebenen Vergro¨berungsabbildung fu¨r
die Kantenbeschriftung {1, 2}: Γ[{1, 2}] = {1}.
Eine komplette Vokabel la¨ßt sich nun wie folgt vergro¨bern:
Definition 4.2.2. Sei V ein Vokabular, das bzgl. R konstruiert wurde und Γ eine Vergro¨berungs-
abbildung fu¨r Kantenbeschriftungen bzgl. R und der Vergro¨berung R′. Dann wird fu¨r eine Vokabel
v ∈ V die vergro¨berte Vokabel Γ(v) definiert durch Γ(v) = (S1, S2, S3) mit
S1 =
{
(α′, x′)|0 < x′ =
∑
(α,x)∈pi1(v):Γ[α]=α′
x
}
S2 =
{
(β′, y′)|0 < y′ =
∑
(β,y)∈pi2(v):Γ[β]=β′
y
}
S3 =
{
(γ′, δ′, z′)|0 < z′ =
∑
(γ,δ,z)∈pi3(v):Γ[γ]=γ′∧Γ[δ]=δ′
z
}
.
Mittels dieser Vergro¨berung der Vokabeln bzgl. R lassen sich nun Anfragen in vergro¨berter
Form beantworten.
Die in Abschnitt 3.4 angegebenen Verfahren zur Trefferberechnung basieren auf der Bestim-
mung von Vorkommen fu¨r alle Objekte q einer Anfrage Q. Sei das Vokabular V und die invertierten
Listen fu¨r eine Datenbasis D bzgl. R gegeben. Dann lassen sich mittels der Sa¨tze 3.3.29 und 3.3.37
fu¨r die einzelnen Anfrageobjekte die Vorkommen aus den invertierten Listen berechnen, wenn die
dort gestellten Bedingungen an Stelle der Vokabeln v(q,GQ) und v ∈ V nun fu¨r die vergro¨berten
Vokabeln Γ(v(q,GQ)) und Γ(v) gelten.
Unterschiedliche Vokabeln v, w ∈ V ko¨nnen die gleiche Vergro¨berung Γ(v) = Γ(w) besitzen.
Daher mu¨ssen bei der Suche nach vergro¨berten Treffern i.d.R. mehr invertierte Listen abgearbeitet
werden als im normalen Fall, wenn der Index direkt bzgl. R′ aufgebaut wird.
Die hier vorgestelle Vergro¨berung ist mit der in Abschnitt 3.2.2 beschriebenen Fuzzy-Suche
vergleichbar. Wa¨hrend bei der Fuzzy-Suche fu¨r ein Anfrageobjekt eine Menge von potentiellen
Objekten angegeben wurde, kann durch die Vergro¨berung eine Relation fu¨r eine Menge von Rela-
tionen stehen.
4.2.4 Anfrageoptimierung
In diesem Abschnitt werden zwei Punkte besprochen, die die Laufzeit der in Abschnitt 3.4 an-
gegebenen Verfahren beeinflussen. Dies betrifft zum einen die Reihenfolge der Anfrageobjekte, in
der sie von den Verfahren abgearbeitet werden. Als zweites wird auf Kriterien zur Auswahl einer
Teilmenge Q′ einer Anfrage GQ eingegangen. Hierdurch la¨ßt sich bei zwei Verfahren die Menge
der zu bearbeitenden Anfrageobjekte einschra¨nken.
Bei den in Abschnitt 3.4 angegebenen vier Verfahren zur Trefferberechnung wurde eine Anfrage
GQ mit Q = {q1, . . . , qm} abgearbeitet, indem bzgl. q1 die Initialisierung durchgefu¨hrt wurde und
in einer Schleife die restlichen Anfrageobjekte q2, . . . , qm durchlaufen wurden. Natu¨rlich la¨ßt sich
Q in einer anderen Reihenfolge abarbeiten, ohne daß dies die endgu¨ltige Treffermenge vera¨ndert.
Die Reihenfolge der Abarbeitung von Q hat teilweise erheblichen Einfluß auf die Laufzeit der
Trefferberechnung. Dies wird durch die in Abbildung 4.3 dargestellte Anfrage GQ motiviert. Zu-
na¨chst wird davon ausgegangen, daß die Verfahren alle Anfrageobjekte von Q durchlaufen mu¨ssen.
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Auf eine geeignete Einschra¨nkung von Q zu Q′ fu¨r die zwei Verfahren A2 und A4 wird in diesem
Abschnitt an spa¨terer Stelle eingegangen.
Untersuchen wir nun die Berechnung aller I-Treffer fu¨r die in Abbildung 4.3 dargestellte Anfrage
GQ. Werden als erstes die beiden Anfrageobjekte q1 und q2 abgearbeitet, so entsteht bei der
Kombination der lokalen Trefferabbildungen eine unno¨tig große Anzahl an Trefferabbildungen
(Zeile 27 der Verfahren). Diese werden alle in der Menge F zwischengespeichert. Bzgl. GQ gilt fu¨r
jedes Dokument GD: Jede lokale Trefferabbildung bzgl. eines Vorkommens dq1 in GD von q1 kann
mit jeder lokalen Trefferabbildung eines Vorkommens dq2 in GD von q2 kombiniert werden. Nur
wenige dieser Kombinationen werden durch die Bedingungen in Zeile 26 ausgeschlossen.
In dem in Abbildung 4.3 dargestellten Dokument GD besitzt q1 sechs I-Vorkommen, ebenso
q2. Insgesamt ergeben sich 36 Mo¨glichkeiten zur Kombination der lokalen Trefferabbildungen von
q1 und q2, von denen nur vier durch die erste Bedingung in Zeile 26 ausgeschlossen werden. Nach
der Abarbeitung von q1 und q2 sind in der Menge F 32 Abbildungen gespeichert (Zeile 27).
Grund fu¨r die hohe Anzahl an Kombinationsmo¨glichkeiten ist die Eigenschaft, daß die Subgra-
phen Gq1Q und G
q2
Q von GQ keine gemeinsamen Knoten besitzen. In einem solchen Fall kann die
zweite Bedingung in Zeile 26 nicht greifen, wo gerade die Knoten aus Qq1 ∩Qq2 untersucht werden.
Werden dagegen in GQ die benachbarten Knoten q1 und q4 als erstes abgearbeitet, ergeben
sich insgesamt nur 5 Kombinationen von lokalen Trefferabbildungen, die die Bedingungen aus
Zeile 26 erfu¨llen. Hier werden nur 5 Abbildungen in F zwischengespeichert, was im Vergleich zu
32 Abbildungen im vorherigen Beispiel eine erhebliche Verbesserung ist.
Eine aus praktischer Sicht notwendige Bedingung an die Abarbeitungsreihenfolge der Anfrage-
objekte in der Schleife in Zeile 18 ist die folgende: Ein Objekt qi ∈ Q wird erst dann abgearbeitet,
wenn der Graph GqiQ mindestens einen Knoten mit dem Graphen G
p
Q eines bereits abgearbeiteten
Objektes q ∈ Q gemeinsam hat. Dies gilt natu¨rlich nicht fu¨r das erste Objekt bei der Initialisie-
rung. Da jeder Anfragegraph GQ nach Annahme 2.3.1 zusammenha¨ngend ist, existiert fu¨r jedes
q ∈ Q ein p ∈ Q : Qq ∩Qp 6= ∅. Weiterhin ist jeder Knoten q mit jedem anderen Knoten p durch
einen Pfad in GQ verbunden, bei dem die Kantenrichtungen vernachla¨ssigt werden, vgl. Annahme
2.4.9.
Zusa¨tzlich zu der bisher besprochenen Bedingung kann durch eine geeignete Wahl der Abar-
beitungsreihenfolge der Anfrageobjekte die Anzahl der in F zwischengespeicherten Abbildungen
mo¨glichst gering gehalten werden. Betrachten wir hierzu prima¨r die Verfahren A2 und A4, die auf
φ-Abbildungen basieren. Bei der Initialisierung bzgl. eines Anfrageobjektes q1 ist die Anzahl der
Abbildungen in F gleich der Anzahl der Vorkommen von q1 in allen Dokumenten der Datenbasis.
Diese Anzahl entspricht wiederum der Anzahl der Listeneintra¨ge der invertierten Listen L(v) mit
v ∈ V : v vVT v(q1, GQ). Hierbei ist vVT die partielle Ordnung auf den Vokabeln nach Definition
3.3.20 fu¨r eine Trefferart T .
In diesem Zusammenhang lassen sich die Kosten eines Anfrageobjektes q ∈ Q bzgl. eines
Abbildung 4.3: Eine Anfrage GQ mit vier Knoten und ein Dokument GD mit acht Knoten. Sie die-
nen zur Motivation, daß die Abarbeitungsreihenfolge der Anfrageobjekte die Rechenzeit beeinflußt.
Die Ziffer in einem Knoten ist dessen Knotennummer.
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Indexes aus invertierten Listen mit dem Vokabular V durch
KostenT (q) =
∑
v∈V:v(q1,GQ)vVT v
|L(v)|
definieren.
Bei der Abarbeitung einer Anfrage GQ sollte mit einem Objekt q ∈ Q mit minimalen Kosten
begonnen werden, d.h. q ∈ Q : ∀p ∈ Q : KostenT (q) ≤ KostenT (p). Hierdurch wird gewa¨hrleistet,
daß die Anzahl |F | der lokalen Trefferabbildungen bei der Initialisierung minimal ist.
Sei Qˆ die Menge der Anfrageobjekte, die noch nicht abgearbeitet worden sind. Nun soll moti-
viert werden, welches Objekt q aus Qˆ als na¨chstes bearbeitet werden soll.
Fu¨r eine grobe Abscha¨tzung der Anzahl der Abbildungen, die sich bei dem Kombinationsschritt
in Zeile 27 fu¨r den i-ten Schleifendurchlauf ergeben, wird folgende Heuristik verwendet: Die Anzahl
an neuen Abbildungen ist dann am kleinsten, wenn die Kosten von q am geringsten sind. Wie
bereits oben besprochen, muß zusa¨tzlich Qq∩Qp 6= ∅ fu¨r ein bereits abgearbeitetes Objekt p gelten.
Die verwendete Heuristik wurde durch praktische Tests besta¨tigt. Basierend auf der Heuristik wird
das als na¨chstes zu bearbeitende Anfrageobjekt q ∈ Qˆ so gewa¨hlt, daß
1. ∀p ∈ Qˆ : KostenT (q) ≤ KostenT (p) und
2. ∃p ∈ Q \ Qˆ : Qq ∩Qp 6= ∅.
Hierdurch la¨ßt sich eine Reihenfolge bestimmen, in der die Anfrageobjekte in den Verfahren ab-
gearbeitet werden und dabei die Anzahl an zwischengespeicherten Abbildungen mo¨glichst gering
ist.
Praktische Untersuchungen haben ergeben, daß fu¨r eine so bestimmte Reihenfolge der Abar-
beitung der Anfrageobjekte in den meisten Fa¨llen die geringsten Laufzeiten erzielt werden. Hierauf
wird in Abschnitt 4.3.4 eingegangen.
Bei der Bestimmung einer Teilmenge Q′ von Q fu¨r die Algorithmen A2 und A4 werden a¨hn-
liche U¨berlegungen wie bei der zuletzt besprochenen Bestimmung einer Abarbeitungsreihenfolge
der Anfrageobjekte angewendet. Auch hier sollte Q′ so gewa¨hlt werden, daß sowohl mo¨glichst
wenig Listeneintra¨ge geladen und abgearbeitet werden mu¨ssen als auch die Anzahl an zwischen-
gespeicherten Abbildungen gering ist. Hierfu¨r lassen sich die Kosten von Q′ in Abha¨ngigkeit der
Trefferart T definieren durch
KostenT (Q′) =
∑
q∈Q′
KostenT (q).
Natu¨rlich muß Q′ zusa¨tzlich die in Satz 3.3.9 gestellte Bedingung 3.9 erfu¨llen. Die Basis Q′ von
GQ wird nun so gewa¨hlt, daß die Kosten von Q′ minimal sind, d.h. fu¨r alle Basen Q′′ von GQ gilt:
KostenT (Q′) ≤ KostenT (Q′′).
Unberu¨cksichtigt bleibt bei der oben gewa¨hlten Kostenabscha¨tzung fu¨r Q′ die Anzahl an in-
vertierten Listen, die geladen werden mu¨ssen. Diese bestimmt die Anzahl an wahlfreien Zugriffen
auf das Sekunda¨rmedium und hat somit Einfluß auf die Laufzeit. Die Kosten fu¨r einen wahlfrei-
en Zugriff kann durch einen systemabha¨ngigen konstanten Faktor zu obiger Kostenabscha¨tzung
hinzugefu¨gt werden.
Fazit Die Auswahl der Basis Q′ von GQ und die Reihenfolge, in der die Anfrageobjekte abgear-
beitet werden, beeinflussen die Laufzeit der angegebenen Verfahren zur Trefferberechnung. Durch
das besprochene Auswahlverfahren wird die Abarbeitungsreihenfolge der Anfrageobjekte festge-
legt, durch die die Anzahl an zwischenzuspeichernden Abbildungen mo¨glichst gering gehalten wird.
Zusa¨tzlich kann durch die Auswahl der Basis Q′ die Anzahl an zu betrachtenden invertierten Li-
sten und Listeneintra¨gen fu¨r eine Anfrage GQ minimiert werden. In Abschnitt 4.3.4 wird durch
praktische Ergebnisse gezeigt, daß sowohl die Reihenfolge der Abarbeitung als auch die Auswahl
von Q′ i.d.R. erheblichen Einfluß auf die Laufzeit der Trefferberechnung haben.
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4.2.5 Trefferarten IC und SC
In Abschnitt 3.4 wurden Verfahren zur Trefferberechnung vorgestellt, die sich fu¨r alle vier Treffer-
arten eignen. Sie verwenden die in Abschnitt 3.3.4 und 3.3.5 definierte Indexstruktur aus invertier-
ten Listen. Diese Indexstruktur wurde prima¨r fu¨r die Trefferarten I und S entwickelt. In diesem
Abschnitt wird beschrieben, wie sich diese Indexstruktur durch einfache Erweiterungen an eine
spezielle Eigenschaft der Trefferarten IC und SC anpassen la¨ßt, um somit die IC- und SC-Treffer
effizienter berechnen zu ko¨nnen.
Von den vier in Abschnitt 2.3 definierten Trefferarten zeichnen sich die Trefferarten IC und SC
dadurch aus, daß die Kardinalita¨ten der Anfrage und der Trefferdokumente gleich sind. Fu¨r die
anderen beiden Trefferarten I und S muß dies nicht zutreffen.
Die Informationen u¨ber die Dokumentkardinalita¨ten wurden bisher nicht in die Indexstruk-
tur integriert. Statt dessen wurde bei den Verfahren zur Berechnung von IC- und SC-Treffern im
Initialisierungsschritt u¨berpru¨ft, ob fu¨r die betrachteten Eintra¨ge einer invertierten Listen die Do-
kumentkardinalita¨t mit der Anfragekardinalita¨t u¨bereinstimmt. Hierbei wird i.d.R. ein großer Teil
der betrachteten Listeneintra¨ge von der weiteren Bearbeitung ausgeschlossen. Trotzdem werden
sie zur U¨berpru¨fung in den Hauptspeicher transferiert. Durch eine feinere Indexgranularita¨t la¨ßt
sich fu¨r die Trefferarten IC und SC dieser u¨berflu¨ssige Datentransfer verhindern. Dafu¨r wird die
Kardinalita¨t von Dokumenten mit in das Vokabular einbezogen und die bisherigen invertierten
Listen in Abha¨ngigkeit der Dokumentkardinalita¨ten unterteilt. Dann gilt fu¨r alle Eintra¨ge einer
invertierten Liste, daß die Kardinalita¨t der in den Eintra¨gen referenzierten Dokumente gleich ist.
Fu¨r ein Objekt d ∈ D ist nach Definition 3.3.12 die Vokabel v(d,GD) ein Tripel, in dem
Informationen u¨ber Kantenbeschriftungen gespeichert sind. Die Vokabel wird nun um die Do-
kumentkardinalita¨t |D| zu einem Quadrupel erweitert. Diese erweiterte Vokabel von d wird mit
v+(d,GD) bezeichnet und ist ein Element aus
2WE×N × 2WE×N × 2WE×WE×N × N,
wobei WE die Menge aller mo¨glichen Kantenbeschriftungen ist. Ein Index bzgl. der erweiterten
Vokabeln wird als erweiterter Index und das Vokabular entsprechend als erweitertes Vokabular
bezeichnet.
Da nun alle Listeneintra¨ge zusa¨tzlich an Hand der Dokumentkardinalita¨t klassifiziert werden,
impliziert das erweiterte Vokabular eine gro¨ßere Anzahl an invertierten Listen und die oben be-
sprochene feinere Unterteilung der Eintra¨ge in invertierte Listen.
Man beachte, daß sich die in Abschnitt 3.4 definierten Verfahren zur Trefferberechnung direkt
mit dem hier beschriebenen erweiterten Index einsetzen lassen.
Ein großer Vorteil einer erweiterten Indexstruktur fu¨r die Trefferarten IC und SC ist, daß
bei der Trefferberechnung nur noch Listeneintra¨ge in den Hauptspeicher transferiert werden, de-
ren Dokumentkardinalita¨t mit der Kardinalita¨t der Anfrage u¨bereinstimmt. Dies fu¨hrt fu¨r diese
Trefferarten zu erheblichen Laufzeitverbesserungen, was in Abschnitt 4.3.8 praktisch untersucht
wird.
Fu¨r die restlichen beiden Trefferarten I und S besitzt ein erweiterter Index im Vergleich zum
urspru¨nglichen Index fu¨r die Trefferberechnung allerdings einen Nachteil. Hier muß eine gro¨ßere
Anzahl von invertierten Listen vereinigt werden. Dies fu¨hrt zu einer gro¨ßeren Anzahl an wahlfreien
Zugriffen auf dem Massenspeicher. Hierauf wird in Abschnitt 4.3.8 weiter eingegangen.
4.3 Auswertung
In diesem Abschnitt werden praktische Ergebnisse von Implementierungen der Trefferverfahren
vorgestellt. Teilweise werden die praktischen und theoretischen Ergebnisse miteinander verglichen.
4.3.1 Testumgebung
Die praktische Auswertung wurden auf einem PC mit einem Intel Celeron 600 Prozessor und 64 MB
Hauptspeicher unter dem Betriebssystem MS Windows 98 SE ermittelt. Als Massenspeicher wurde
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eine ga¨ngige IBM-Festplatte eingesetzt.
Die Verfahren wurden in der Programmiersprache C++ mit dem GNU-Compiler, Version
2.95.3− 5, entwickelt.
Datenbasis Die Dokumente der Datenbasis wurden zufa¨llig generiert. Hierbei entspricht einem
Dokumente ein zufa¨llig generierter zusammenha¨ngender beschrifteter Graph, wobei jedem Objekt
ein Knoten entspricht. Im Durchschnitt besitzt jeder Knoten zwei Nachbarn. Als Kantenbeschrif-
tungen wurden zufa¨llig nichtleere Teilmengen aus der Menge {1, . . . , 9} gewa¨hlt, d.h. die Menge
aller mo¨glichen Kantenbeschriftungen ist 2{1,...,9}. Dabei wurde die Wahrscheinlichkeit, daß eine
bestimmte Teilmenge X aus {1, . . . , 9} gewa¨hlt wird, in Abha¨ngigkeit von der Kardinalita¨t von
X definiert. Dies geschah antiproportional zur Kardinalita¨t von X. Kleinere Teilmengen kommen
also ha¨ufiger vor als große Teilmengen. Dies entspricht den Beobachtungen aus Abschnitt 2.2, wo
auf Eigenschaften der Architekturanwendung eingegangen wurde. Weitere spezielle Eigenschaften
der Architekturanwendung werden nicht ausgenutzt. Diese werden getrennt in Abschnitt 4.3.11
besprochen.
Gro¨ße der Datenbasis Fu¨r die nachfolgenden Untersuchungen wurde eine Datenbasis aus
200.000 Dokumenten mit durchschnittlich 200 Objekten pro Dokument verwendet. Insgesamt ent-
ha¨lt die Datenbasis ca. 40 Millionen Objekte.
Als na¨chstes wird der theoretisch beno¨tigte Speicherplatz der Datenbasis berechnet und mit
dem in der Praxis belegten verglichen.
Jeder beschriftete Graph der Datenbasis wird als Adjazenzliste abgespeichert. Jede so abge-
speicherte Kante bestehend aus Startknoten, Zielknoten und Kantenbeschriftung beno¨tigt 2 Byte
pro Knotennummer und 2 Byte fu¨r die Kantenbeschriftung. Insgesamt belegt eine Kante in einer
Adjazenzliste 6 Byte Speicherplatz.
Da die Anzahl der Kanten gleich der Anzahl der Knoten ist, ergibt sich fu¨r die Datenbasis eine
Gesamtgro¨ße von 40.000.000 · 6 Byte = 240.000.000 Byte, was ungefa¨hr 240 MB entspricht. In der
Praxis belegte die Datenbasis insgesamt 262 MB auf der Festplatte. Hier fu¨hrt u.a. die minimale
Blockgro¨ße des Dateisystems zu einer Abweichung vom theoretisch berechneten Speicherplatz [13].
Indexgro¨ße Betrachten wir nun den Speicherplatz, den die invertierten Listen beno¨tigen.
Jedes Objekt d eines DokumentesGD der Datenbasis erzeugt einen Listeneintrag. Dieser entha¨lt
die Objektnummer von d, die Dokumentnummer von GD und die Objektnummern der Nachbarn
von d. Da im Durchschnitt jeder Knoten zwei Nachbarn besitzt, ergibt sich ein durchschnittlicher
Speicherplatz von 4 Byte + 3 · 2 Byte = 10 Byte pro Listeneintrag. Hierbei belegt eine Dokumen-
treferenz 4 Byte.
Insgesamt ergibt sich eine theoretische Indexgro¨ße von 40.000.000·10 Byte = 400.000.000 Byte,
was ungefa¨hr 400 MB entspricht. In der Praxis belegt der Index 423 MB Platz auf der Festplatte.
Der unterschiedliche Speicherplatzbedarf in Theorie und Praxis beruht im wesentlichen auf den
bereits oben erwa¨hnten systemabha¨ngigen Gru¨nden.
Vokabular Die Gro¨ße des Vokabulars ist stark abha¨ngig von der jeweiligen Datenbasis. Bei
praktischen Tests mit verschiedenen Datenbasen der oben beschriebenen Gro¨ße bestand das Voka-
bular aus durchschnittlich 1.2 Millionen unterschiedlichen Vokabeln. Im Durchschnitt belegte das
Vokabular 19 MB Speicher, worin die in Abschnitt 4.1 besprochene Suchstruktur enthalten ist.
Fazit Bei der Volltextsuche entspricht die Indexgro¨ße ungefa¨hr der Gro¨ße der Datenbasis [50].
Der fu¨r die Trefferberechnung verwendete Index beno¨tigt fast den doppelten Speicherplatz wie die
Datenbasis. Im Vergleich zur Volltextsuche werden hier auch viel detailliertere Informationen in
den Listeneintra¨gen abgespeichert, was zu einem gro¨ßeren Platzbedarf fu¨hrt.
Das Vokabular belegt mit knapp 20 MB etwa ein Drittel des Hauptspeichers. Die praktischen
Berechnungen hat dies allerdings nicht behindert, da fu¨r die Trefferberechnung zu jedem Zeitpunkt
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genu¨gend Hauptspeicher zur Verfu¨gung stand. Hierbei ist allerdings zu beachten, daß unter dem
gewa¨hlten Betriebssystem eine tempora¨re Auslagerung des internen Speichers auf ein externes
Speichermedium mo¨glich ist [31].
Die Gro¨ße der Datenbasis wurde fu¨r das Testsystem in etwa so gewa¨hlt, wie es realistischen
Anwendungen in der Praxis auf anderen Systemen entspricht: Der Speicherplatz der Datenba-
sis ist um ein Vielfaches gro¨ßer als der vorhandene Hauptspeicher. Eine interne Suche allein im
Hauptspeicher ist also ausgeschlossen.
4.3.2 Indexkomprimierung
In Abschnitt 4.3.1 wurde auf die Indexgro¨ße im unkomprimiertem Zustand eingegangen. Der beno¨-
tigte Speicherplatz la¨ßt sich durch die in Abschnitt 4.2.2 beschriebenen Komprimierungsverfahren
verringern. Insgesamt wurden drei Verfahren zur Komprimierung der invertierten Listen getestet:
1. die Kodierung der Differenzen zwischen Objektnummern bzw. Dokumentnummern durch
eine Golomb-Kodierung,
2. die Verwendung von Verweisen bei wiederholt vorkommenden Objektmengen,
3. ein hybrides Verfahren, das die beiden vorherigen Ansa¨tze kombiniert.
Die Ergebnisse sind in folgender Tabelle zusammengefaßt:
Komprimierungsverfahren Indexgro¨ße in MB
kein 423
Golomb 192
Verweise 398
hybrid 177
Auffallend ist die deutliche Platzeinsparung durch die Golomb-Kodierung. Statt global 4 Byte
fu¨r eine Dokumentreferenz zu verwenden ist hier die Darstellungsla¨nge einer Zahl abha¨ngig von
dem tatsa¨chlichen Zahlenwert. Da durch die Verwendung von Differenzen die Zahlenwerte i.d.R.
gering gehalten werden, greift das Verfahren besonders gut. Dies stimmt mit den in [50] beschrie-
benen Testergebnissen u¨berein.
Bei den gewa¨hlten Byte-Werten fu¨r die unkomprimierte Zahlendarstellung wird nicht der volle
Zahlenbereich fu¨r Dokument- bzw. Objektreferenzen ausgenutzt. Z.B. besitzt ein Dokument im
Durchschnitt 200 Objekte, d.h. ein großer Bereich der mit 2 Byte darstellbaren Zahlen bleibt
ungenutzt. Dies begu¨nstigt das gute Abschneiden der Golomb-Kodierung im Vergleich zu dem
zweiten Verfahren.
Durch die Verwendung von Verweisen la¨ßt sich die Indexgro¨ße nur minimal verringern. Wendet
man dieses Vorgehen zusa¨tzlich zur Golomb-Kodierung an, so la¨ßt sich durch das hybride Verfahren
der beste Komprimierungswert erzielen.
Da durch das hybride Komprimierungsverfahren die besten Werte erzielt werden, beziehen sich
die weiteren Ergebnisse immer auf so komprimierte invertierte Listen.
4.3.3 Transferzeiten
Fu¨r den Vergleich der Trefferberechnungsverfahren aus Abschnitt 3.4 mit den bekannten Verfahren
aus Abschnitt 3.1.2, die ohne Index direkt auf der Datenbasis arbeiten, sind die Transferzeit aller
invertierten Listen bzw. der kompletten Datenbasis von Interesse.
Die Transferzeit der Datenbasis mit einer Gro¨ße von 240 MB von der Festplatte in den Haupt-
speicher betra¨gt auf dem Testsystem 130 Sekunden. Fu¨r den Index wurde die Transferzeit von allen
invertierten Listen mit einer Gesamtgro¨ße von 177 MB mit 90 Sekunden gemessen. Diese Werte
sind extrem systemabha¨ngig und nur als ungefa¨hre Richtwerte anzusehen. Bei den Messungen
konnten beeinflussende Faktoren wie Festplattencache und sonstige systemabha¨ngige Optimierun-
gen der Festplattenoperationen nie ganz ausgeschlossen werden.
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Trotzdem liefern sie eine untere Schranke fu¨r die Verfahren, die direkt auf der Datenbasis
arbeiten, da hier immer alle Daten in den Hauptspeicher transferiert werden mu¨ssen. Fu¨r den
Index liefert die Transferzeit von allen invertierten Listen eine obere Schranke fu¨r die gesamte
U¨bertragungszeit, die im schlechtesten Fall auftreten kann. Hier mu¨ssen fu¨r eine Anfrage alle
invertierten Listen abgearbeitet werden.
In Abschnitt 3.1.1 wurde das Ausgangsszenario dieser Arbeit beschrieben. Dabei wurden Werte
fu¨r den Datentransfer vom Massen- in den Hauptspeicher angegeben. Verwendete man diese Werte
zur Berechnung der Transferzeiten der kompletten Datenbasis bzw. aller invertierten Listen, so
unterscheiden sich diese stark von den auf dem Testsystem gemessenen Werten.
Fu¨r die Datenbasis ergibt sich mit den Werten aus dem Ausgangsszenario eine Transferzeit von
2120 Sekunden, die sich aus den Werten fu¨r den wahlfreien Zugriff (200.000 · 10 · 10−3 Sekunden)
und der eigentlichen Transferzeit der Daten (240.000.000 · 0, 5 · 10−6 Sekunden) ergibt.
Eine mo¨gliche Erkla¨rung fu¨r die starke Diskrepanz der Werte ist, daß die wahlfreien Zugriffe auf
dem Testsystem nicht ins Gewicht fallen. Vergleicht man die Dauern fu¨r den reinen Datentransfer,
so stimmen diese fast u¨berein. Hier unterscheidet sich mo¨glicherweise das Testsystem von großen
Datenbanksystemen, bei denen wahlfreie Zugriffe sta¨rker ins Gewicht fallen.
4.3.4 Einfluß der Anfrageoptimierung
In Abschnitt 4.2.4 wurde auf eine Optimierung einer Anfrage GQ bzgl. einer Datenbasis eingegan-
gen. Die Optimierung bestand aus 2 Teilen:
1. Die Reihenfolge wird festgelegt, in der die Objekte der Anfrage abgearbeitet werden.
2. Es wird eine Basis Q′ von GQ ausgewa¨hlt, die fu¨r zwei Verfahren verwendet wird.
Die Berechnungszeit zur Bestimmung der Reihenfolge und der Basis Q′ ist selbst fu¨r große
Anfragen mit ca. 200 Objekten kaum meßbar und kann somit vernachla¨ssigt werden.
Die erzielten Laufzeiten sind stark von der Anfrage und der Datenbasis abha¨ngig. Exemplarisch
wird die in Abbildung 4.4 dargestellte Anfrage GQ bzgl. der oben beschriebenen Testdatenbasis
auf zwei Arten untersucht. Einmal die komplette Anfrage GQ und einmal nur eine Anfrage, die
einen Teil von GQ dargestellt und aus den drei Objekten b, c und d sowie den entsprechenden
Kanten besteht.
Fu¨r die komplette Anfrage GQ wurden in Abha¨ngigkeit der Abarbeitungsreihenfolge die fol-
genden Werte fu¨r die Berechnung aller S-Treffer mit dem Verfahren A3 gemessen:
S-Trefferberechnung
Reihenfolge Laufzeit
a, b, c, d 18 Sek.
b, a, d, c 9 Sek.
b, c, a, d 7 Sek.
b, c, d, a 6 Sek.
d, b, c, a 6 Sek.
a, d, c, b u¨ber 5 Min.
Die in der letzten Zeile der Tabelle aufgefu¨hrte Reihenfolge entspricht nicht der in Abschnitt
4.2.4 besprochenen Bedingung: a und d sind nicht benachbart. Hierdurch ergibt sich die hohe
Beantwortungszeit.
Ansonsten wird deutlich, wie sehr die Reihenfolge die Antwortzeit bestimmen kann. Ein Grund
fu¨r die relativ lange Laufzeit der ersten Reihenfolge in der Tabelle ist die hohe Anzahl an Listenein-
tra¨gen, die fu¨r das Objekt a abgearbeitet werden mu¨ssen. a erzielt hier die ho¨chsten, in Abschnitt
4.2.4 definierten Kosten. Jeder Listeneintra¨ge bzgl. a erzeugt eine oder mehrere Trefferabbildun-
gen, die zwischengespeichert werden. Alle anderen Anfrageobjekte verursachen deutlich geringere
Kosten. Hier mu¨ssen deutlich weniger Trefferabbildungen zwischengespeichert werden. Je spa¨ter
a in der Reihenfolge abgearbeitet wird, um so geringer ist die Anzahl an Abbildungen, die sich
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nach der Kombination von Trefferabbildungen im Verfahren in Zeile 27 zwischengespeichert wer-
den. Wie die gemessenen Laufzeiten verdeutlichen, hat dies teilweise erheblichen Einfluß auf die
Antwortzeit.
Betrachtet man allerdings nur einen Teil der Anfrage GQ bestehend aus den drei Objekten
b, c, d und den entsprechenden Kanten, so hat hier die Abarbeitungsreihenfolge kaum Einfluß auf
die Laufzeit. Alle drei Objekte besitzen fast die gleichen Kosten. Dies ergibt sich in der Tabelle
aus den Zeilen, wo in der angegebenen Reihenfolge das Objekt a als letztes abgearbeitet wird.
Die in Abschnitt 4.2.4 besprochene Anfrageoptimierung liefert fu¨r GQ die Abarbeitungsreihen-
folge d, b, c, a, die mit die schnellste Beantwortungszeit erzielt. Fu¨r die eingeschra¨nkte Anfrage gilt
dies anlog fu¨r die berechnete Reihenfolge d, b, c.
Das bisher besprochene Beispiel dient auch zur Demonstration der Laufzeitabha¨ngigkeit von
der gewa¨hlten Basis Q′ von GQ. Hier ergaben sich die folgenden Laufzeiten in Abha¨ngigkeit von
Q′:
S-Trefferberechnung
Q′ Laufzeit
{a, c} 17 Sek.
{a, d} 17 Sek.
{b, d} 3 Sek.
{b} 2 Sek.
Einen deutlichen Laufzeitgewinn erzielt man, wenn das Objekt a nicht in Q′ enthalten ist.
Fu¨r Q′ = {b} lassen sich die besten Ergebnisse erzielen. Dies besta¨tigt die in Abschnitt 4.2.4
besprochene Anfrageoptimierung, nach der Q′ = {b} gewa¨hlt wird.
Fazit Das besprochene Beispiel demonstriert, daß die in Abschnitt 4.2.4 besprochene Anfrage-
optimierung teilweise erhebliche Laufzeitvorteile bringt. Dies gilt sowohl fu¨r die Bestimmung einer
Abarbeitungsreihenfolge als auch fu¨r die Auswahl der Basis Q′ von GQ fu¨r die Verfahren A2 und
A4.
Bei allen im weiteren Verlauf dieses Kapitels besprochenen Beispielen fu¨r die vier Berechnungs-
verfahren wird die Anfrageoptimierung verwendet.
4.3.5 Laufzeiten verschiedener Trefferberechnungen
Als na¨chstes werden die Laufzeiten der Trefferberechnungsverfahren fu¨r jede der vier Trefferarten
untersucht. Dabei kommen die vier Berechnungsverfahren so zum Einsatz, wie sie in Abschnitt
3.4 beschrieben wurden. Im Gegensatz zu den Varianten der Trefferberechnungsverfahren, die
im na¨chsten Abschnitt untersucht werden, werden hier die Bedingungen zur Kombination von
Trefferabbildungen in Zeile 26 des Verfahrens bei jedem Durchlauf durchgefu¨hrt.
Bei den Trefferarten IC und SC mu¨ssen die Kardinalita¨ten der Anfrage und der Trefferdo-
kumente u¨bereinstimmen. Um mindestens einen Treffer zu garantieren, wurde ein Dokument der
Datenbank mit 200 Objekten als Anfrage ausgewa¨hlt.
Fu¨r die anderen beiden Trefferarten ist die ausgewa¨hlte Anfrage in Abbildung 4.5 dargestellt.
Hier wurde die Anfrage relativ klein gewa¨hlt, da mit la¨ngeren Antwortzeiten zu rechnen ist.
IC-Treffer Wie oben bereits erwa¨hnt, mu¨ssen bei dieser Trefferart die Kardinalita¨ten der Anfra-
ge und der Trefferdokumente u¨bereinstimmen. Hierdurch wird der Suchraum stark eingeschra¨nkt.
90% der in der Datenbasis enthaltenen Dokumente ko¨nnen durch diese Bedingung keinen Treffer
darstellen. Die Listeneintra¨ge solcher Dokumente werden bei der Abarbeitung ignoriert. Da sie al-
lerdings fester Bestandteil der invertierten Listen sind, mu¨ssen sie trotzdem in den Hauptspeicher
transferiert werden.
Fu¨r die gewa¨hlte Anfrage mit 200 Objekten ergaben sich folgende Laufzeiten:
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Abbildung 4.4: Die dargestellte Anfrage GQ dient zur Demonstration der Laufzeitunterschiede in
Abha¨ngigkeit der Abarbeitungsreihenfolge und der ausgewa¨hlten Basis Q′.
Abbildung 4.5: Anfrage fu¨r die Untersuchung der Laufzeiten bei der Berechnung von I- und S-
Treffern. Fu¨r die beiden Verfahren, die auf einer Teilmenge der Anfrageobjekte arbeiten, wurde
Q′ = {1, 2, 3} gewa¨hlt.
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IC-Trefferberechnung
Berechnungsverfahren Laufzeit
A1 7 Sekunden
A2 u¨ber 10 Minuten
A3 7 Sekunden
A4 u¨ber 10 Minuten
Bei dem ersten und dritten Verfahren wird pro Anfrageobjekt genau eine invertierte Liste
geladen. Hieraus ergibt sich der Hauptbestandteil der gemessenen Laufzeiten. Von den geladenen
Listeneintra¨gen wurden nur diejenigen genauer bearbeitet, fu¨r die das referenzierte Dokument die
gleiche Kardinalita¨t wie die Anfrage besaß. Hierdurch blieb die Anzahl der zwischengespeicherten
Trefferabbildungen sehr gering.
Beim zweiten und vierten Verfahren wurden statt 200 nur 80 invertierte Listen beno¨tigt, da
hier die Basis Q′ von GQ aus 80 Objekten bestand. Allerdings muß bei diesen Verfahren bei
jeder Kombination von Trefferabbildungen zur U¨berpru¨fung der Bedingungen auf das Dokument
zugegriffen werden. So ergaben sich extrem lange Laufzeiten von u¨ber 10 Minuten.
Wa¨hrend bei den beiden schnellen Verfahren die Laufzeiten bei mehrmaligen Wiederholungen
des Tests weitgehend konstant blieb, gab es bei den beiden anderen Verfahren teilweise erhebliche
Abweichungen. Daher ist der angegebene Wert nur als grober Richtwert anzusehen. Allerdings
verdeutlicht er, daß sich die beiden langsamen Verfahren kaum fu¨r den praktischen Einsatz eignen.
SC-Treffer Wie bei der IC-Trefferberechnung wurde auch hier ein Dokument der Datenbasis
als Anfrage gewa¨hlt, um mindestens einen Treffer zu garantieren. Allerdings mu¨ssen fu¨r die SC-
Trefferberechnung wesentlich mehr invertierte Listen pro Anfrageobjekt abgearbeitet werden, was
im Vergleich zur IC-Trefferberechnung zu deutlich la¨ngeren Laufzeiten fu¨hrt.
SC-Trefferberechnung
Berechnungsverfahren Laufzeit
A1 93 Sekunden
A2 67 Sekunden
A3 88 Sekunden
A4 59 Sekunden
Verfahren A3, das zur Zwischenspeicherung der Bilder der Trefferabbildungen Mengen verwendet,
erzielt im Vergleich zu Verfahren A1 eine bessere Laufzeit. Gleiches gilt fu¨r den Vergleich zwischen
den Verfahren A4 und A2.
Deutliche Zeitgewinne lassen sich durch die Einschra¨nkung der Suche auf eine Basis Q′ von
GQ erzielen (Verfahren A2 und A4). Hier sind Dokumentzugriffe, die bei der Berechnung von IC-
Treffern erforderlich waren, nicht no¨tig.
Bei der absoluten Betrachtung der Antwortzeiten ist zu beachten, daß die gewa¨hlte Anfrage mit
200 Objekten als Extremfall anzusehen ist. In der Praxis du¨rfte mit erheblich kleineren Anfragen
im Verha¨ltnis zur Datenbankgro¨ße zu rechnen sein.
I-Treffer Fu¨r die Untersuchung von I- und S-Treffern wurden Anfragen mit kleinerer Kardi-
nalita¨t gewa¨hlt, da hier eine Einschra¨nkung des Suchraums durch die Kardinalita¨t der Anfrage
entfa¨llt. Im Vergleich zu den beiden oben besprochenen Trefferarten ist mit la¨ngeren Antwortzeiten
zu rechnen.
Als Anfrage wurde der in Abbildung 4.5 dargestellte Graph gewa¨hlt. Die Datenbasis entha¨lt
fu¨r diese Anfrage 3 Trefferdokumente mit jeweils einer Trefferabbildung.
Als Basis Q′ ergeben sich nach der Anfrageoptimierung die drei in der Abbildung fett markier-
ten Knoten.
Insgesamt wurden die folgenden Laufzeiten ermittelt:
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I-Trefferberechnung
Berechnungsverfahren Laufzeit
A1 4 Sekunden
A2 u¨ber 10 Minuten
A3 3 Sekunden
A4 u¨ber 10 Minuten
Wie schon bei der IC-Trefferberechnung fa¨llt die hohe Laufzeit bei zwei Verfahren auf. Dies
liegt, wie bereits oben motiviert, an den notwendigen externen Zugriffen auf die Daten in den
Dokumenten.
Fu¨r die anderen beiden Verfahren fa¨llt die Antwortzeit deutlich ku¨rzer aus. Wie schon bei
der SC-Trefferberechnung la¨ßt sich durch die Verwendung der φ-Abbildungen ein Laufzeitvorteil
erzielen.
S-Treffer Bei der allgemeinsten Trefferart wird die gleiche Anfrage wie bei der I-Trefferberech-
nung verwendet. In der Datenbasis wurden 11 S-Treffer ermittelt. Fu¨r die Trefferberechnung er-
gaben sich die folgenden Laufzeiten:
S-Trefferberechnung
Berechnungsverfahren Laufzeit
A1 17 Sekunden
A2 7 Sekunden
A3 14 Sekunden
A4 5 Sekunden
Bei der relativen Betrachtung der Laufzeiten ergeben sich die gleichen Ergebnisse wie bei der SC-
Trefferberechnung. Insbesondere ergibt die Einschra¨nkung der Suche auf eine Basis Q′ von GQ
einen deutlichen Laufzeitvorteil. Die ku¨rzeste Antwortzeit erzielt wieder das Verfahren A4.
Fazit Die praktischen Ergebnisse besta¨tigen die im Fazit von Abschnitt 3.4 gestellten Vermutun-
gen (vgl. Bemerkung 3.4.2): Durch den notwendigen Zugriff auf die Dokumente sind die Verfahren
A2 und A4 fu¨r die Berechnung von IC- und I-Treffern nicht geeignet. Fu¨r diese Trefferarten liefern
die anderen beiden Verfahren gute Ergebnisse.
Bei den Trefferarten SC und S ist die Bewertung der Verfahren genau andersherum. Hier liefern
die Verfahren A2 und A4 die mit Abstand besseren Laufzeiten. Im Vergleich zwischen den ψ- und
den φ-basierten Verfahren schneiden die beiden φ-basierten Verfahren A3 und A4 besser ab.
Bei dem absoluten Vergleich der Laufzeiten zwischen den einzelnen Trefferarten ist darauf zu
achten, daß fu¨r IC- und SC-Treffer erheblich gro¨ßere Anfragen gewa¨hlt wurden als bei den anderen
beiden Trefferarten. Die Ergebnisse sind in der folgenden Tabelle zusammengefaßt.
|Q| = 200 |Q| = 7
Berechnungsverfahren IC-Treffer SC-Treffer I-Treffer S-Treffer
A1 7 Sek. 93 Sek. 4 Sek. 17 Sek.
A2 10 Min. 67 Sek. 10 Min. 7 Sek.
A3 7 Sek. 88 Sek. 3 Sek. 14 Sek.
A4 10 Min. 59 Sek. 10 Min. 5 Sek.
Bei der SC-Trefferberechnung ist bei kleineren Anfragen mit einer Antwortzeit unterhalb der von
der S-Trefferberechnung zu rechnen.
In Abschnitt 4.2.5 wurde eine erweiterte Indexstruktur beschrieben, die speziell an Eigenschaf-
ten von IC- und SC-Treffern angepaßt ist. Diese Indexvariante wurde bei obigen Messungen nicht
eingesetzt. Sie wird getrennt in Abschnitt 4.3.8 im praktischen Einsatz untersucht.
Die in diesem Abschnitt angegeben Laufzeiten sind eher als Tendenz zu werten. Wie sich zeigen
wird, ha¨ngt die Laufzeit stark von der jeweiligen Anfrage ab. Bevor auf diesen Zusammenhang
eingegangen wird, werden im na¨chsten Abschnitt modifizierte Varianten der Trefferberechnungs-
verfahren untersucht.
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4.3.6 Varianten der Trefferberechnung
Bei den in Abschnitt 3.4 angegebenen Verfahren wurde vor jeder Kombination von Trefferab-
bildungen u¨berpru¨ft, ob die fu¨r einen Treffer no¨tigen Bedingungen erfu¨llt sind. Es werden nur
diejenigen kombinierten Trefferabbildungen zwischengespeichert, die diese Bedingungen erfu¨llen.
Somit werden fru¨hzeitig diejenigen Trefferabbildungen von der Berechnung ausgeschlossen, die
auf keinen Fall einen Treffer beschreiben ko¨nnen. Hierdurch wird die Anzahl der in der Menge
F gespeicherten Abbildungen gering gehalten und somit der intern beno¨tigte Speicherplatzbedarf
eingeschra¨nkt.
Andererseits beno¨tigt die U¨berpru¨fung der Bedingungen vor jeder Kombination in Zeile 26
teilweise erhebliche Rechenzeit, worauf schon im letzten Abschnitt eingegangen wurde.
Die Berechnungsverfahren ko¨nnen so abgea¨ndert werden, daß die Bedingungen vor der Kom-
bination nicht u¨berpru¨ft werden. Dies fu¨hrt i.d.R. zu erheblich mehr Trefferabbildungen, die zwi-
schengespeichert werden mu¨ssen. Erst am Ende werden alle Abbildungen daraufhin u¨berpru¨ft, ob
sie eine globale Trefferabbildung darstellen.
Fu¨r die so abgea¨nderten Verfahren ergaben sich fu¨r die schon im letzten Abschnitt besprochenen
Anfragen die folgenden Laufzeiten:
|Q| = 200 |Q| = 7
Berechnungsverfahren IC-Treffer SC-Treffer I-Treffer S-Treffer
A1 5 Sek. 95 Sek. 4 Sek. 16 Sek.
A2 3 Min. 70 Sek. 5 Min. 7 Sek.
A3 5 Sek. 80 Sek. 3 Sek. 13 Sek.
A4 2 Min. 55 Sek. 5 Min. 5 Sek.
Ein Vergleich dieser Laufzeiten mit den im letzten Abschnitt gemessenen verlangt nach folgenden
Beobachtungen und Kommentaren:
1. Die extremen Laufzeiten bei der Berechnung von IC- und I-Treffern bei den Verfahren A2 und
A4 sind deutlicher ku¨rzer geworden. Hier werden deutlich weniger Zugriffe auf die Dokumente
beno¨tigt, wodurch sich der Zeitunterschied ergibt.
2. Fu¨r die Berechnung von SC-Treffern mit dem Verfahren A1 und A2 sind die Berechnungszeiten
geringfu¨gig la¨nger geworden. Dies kann mit einer ho¨heren Anzahl an zwischenzuspeichernden
Abbildungen erkla¨rt werden.
3. Etwas im Widerspruch zum vorigen Punkt ist die Tatsache, daß fu¨r die beiden anderen
Verfahren bei der SC-Trefferberechnung die Laufzeiten minimal ku¨rzer geworden sind. Dies
la¨ßt sich dadurch erkla¨ren, daß mit der Verwendung von φ-Abbildungen zur Beschreibung
der Trefferabbildungen insgesamt weniger Abbildungen zwischengespeichert werden mu¨ssen
als bei den beiden ersten Verfahren.
4. Bis auf die in Punkt 2 beschriebene Ausnahme la¨ßt sich durch die neue Variante bei allen
Verfahren Zeitgewinne erzielen, die teilweise allerdings nur im Bereich von Bruchteilen einer
Sekunde liegen und in der Tabelle dargestellten gerundeten Zeitangaben nicht entnehmbar
ist.
Fazit Die oben besprochenen Untersuchungen zeigen, daß die fu¨r eine Kombination no¨tigen Be-
dingungen nicht bei jedem Schleifendurchlauf u¨berpru¨ft werden mu¨ssen. Durch diese Modifikation
la¨ßt sich i.d.R. ein Laufzeitgewinn erzielen. Dafu¨r ist mit einem erho¨hten Speicherplatzbedarf zu
rechnen.
Alternativ ko¨nnen die Bedingungen nur bei Bedarf u¨berpru¨ft werden, z.B. wenn der intern
beno¨tigte Speicherplatz zu groß wird.
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4.3.7 Abha¨ngigkeiten der Laufzeiten
Die letzten Abschnitte haben gezeigt, daß die Antwortzeit u.a. von der Trefferart und dem ge-
wa¨hlten Verfahren abha¨ngt. Wie schon erwa¨hnt, ha¨ngen die angegebenen Zeitangaben auch von
der Datenbasis ab. Zusa¨tzlich spielt auch die Anfrage ein Rolle. Allerdings ist hierbei die Gro¨ße
einer Anfrage eher sekunda¨r. Vielmehr bestimmen die vorhandenen Kantenbeschriftungen bzw.
Vokabeln der einzelnen Knoten die Laufzeit entscheidend mit. Dies wird als na¨chstes an einigen
Beispielen untersucht.
Fu¨r die beiden in Abbildung 4.6 dargestellten Anfragen ergeben sich fu¨r die S-Trefferberechnung
mit Verfahren A4 die folgenden Laufzeiten:
S-Trefferberechnung
Anfrage Laufzeit
GQ1 16 Sekunden
GQ2 2 Sekunden
Obwohl beide Anfragen aus zwei Objekten bestehen unterscheiden sich die Antwortzeiten deutlich.
Wa¨hrend bei der ersten Anfrage ca. 4 Millionen Listeneintra¨ge abgearbeitet werden mu¨ssen, sind
es bei der zweiten Anfrage nur ca. 2000. Dies spiegelt sich in den in Abschnitt 4.2.4 eingefu¨hrten
Kosten fu¨r ein Objekt bzw. fu¨r eine Anfrage wider. Die Kosten ergeben sich aus der Anzahl an
abzuarbeitenden Listeneintra¨gen. Die Antwortzeit ha¨ngt also nicht von der Anzahl der Objekte in
der Anfrage ab, sondern von den Kosten fu¨r die Anfrageobjekte.
Auch strukturelle Eigenschaften einer Anfrage ko¨nnen die Antwortzeit beeinflussen. Fu¨r die in
Abbildung 4.7 dargestellten beiden Anfragen wurden die folgenden Laufzeiten gemessen:
S-Trefferberechnung
Anfrage Laufzeit
GQ1 19 Sekunden
GQ2 30 Sekunden
Beide Anfragen besitzen ungefa¨hr die gleichen Kosten. Trotzdem ist die Antwortzeit von der ersten
Anfrage deutlich ku¨rzer. Die Anzahl an Treffern ist fu¨r beide Anfragen fast gleich: 3 fu¨r die erste
Anfrage, 5 fu¨r die zweite.
Betrachtet man beide Anfragen genauer, so besitzt die erste Anfrage einen Zyklus, was bei
der zweiten Anfrage nicht der Fall ist. Nach der Abarbeitung der beiden Anfrageobjekte a und b
wurden bei der zweiten Anfrage deutlich mehr Trefferabbildungen zwischengespeichert. Durch den
Zyklus wird bei der ersten Anfrage der Suchraum stark eingeschra¨nkt, was zu einer geringeren An-
zahl an zwischengespeicherten Trefferabbildungen fu¨hrt. Dies beeinflußt die Abarbeitungszeit der
restlichen Anfrageobjekte, da fu¨r die zweite Anfrage wesentlich mehr Kombinationsmo¨glichkeiten
vorhanden sind als bei der ersten.
Fazit Nicht die Gro¨ße einer Anfrage, sondern die Kosten einer Anfrage bestimmen die Beant-
wortungszeit mit. Hierbei ist die Anzahl der zu bearbeitenden Eintra¨ge in den invertierten Listen
entscheidend.
Auch strukturelle Eigenschaften einer Anfrage, z.B. wenn ein Zyklus vorhanden ist, ko¨nnen
die Antwortzeit beeinflussen. Diese Eigenschaften sind nicht in dem in Abschnitt 4.2.4 definierten
Kostenmaß beru¨cksichtigt.
4.3.8 Optimierte IC- und SC-Trefferberechnung
In Abschnitt 4.2.5 wurde eine Indexstruktur definiert, die speziell an die Eigenschaften der IC-
und SC-Treffer angepaßt wurde. Die dort definierten erweiterten Vokabeln unterscheiden sich von
den bisher verwendeten Vokabeln dadurch, daß zusa¨tzlich die Dokumentkardinalita¨t mit abgespei-
chert wird. In den getesteten Anwendungen beno¨tigte das erweiterte Vokabular u¨ber 800 MB an
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Speicherplatz und paßt somit nicht mehr in den Hauptspeicher. Dies ist ein erheblicher Nach-
teil im Vergleich zum nicht erweiterten Vokabular, das mit 19 MB Speicherplatz problemlos im
Hauptspeicher vorliegen kann.
Um den beno¨tigten Speicherplatz des erweiterten Vokabulars einzuschra¨nken, wird eine andere
Darstellungsform eingesetzt, in der nicht alle erweiterten Vokabeln explizit aufgelistet werden
mu¨ssen.
Zwar werden die invertierten Listen bzgl. des erweiterten Vokabulars gebildet, zur Speiche-
rung des erweiterten Vokabulars V+ werden allerdings die nicht erweiterten Vokabeln verwendet.
Zusa¨tzlich wird fu¨r jede Vokabel v ∈ V eine Liste Kv von Dokumentkardinalita¨ten auf dem Se-
kunda¨rmedium gespeichert, d.h. fu¨r v = (a, b, c) gilt K(a,b,c) := {k|(a, b, c, k) ∈ V+}. Somit sind
alle Informationen verfu¨gbar, die in den erweiterten Vokabeln enthalten sind. Neben dem klassi-
schen Index, der 19 MB an Hauptspeicher beno¨tigt, werden fu¨r die Auslagerung der Listen von
Dokumentkardinalita¨ten ca. 280 MB auf dem Massenspeicher belegt. Durch die in Abschnitt 4.2.2
beschriebenen Komprimierungsverfahren la¨ßt sich dieser Speicherbedarf auf 115 MB reduzieren.
Bei der Berechnung von IC- oder SC-Treffern wird auf die Listen von Dokumentkardinalita¨ten
zugegriffen. Hierdurch lassen sich Vokabeln (a, b, c) ∈ V zusammen mit einer Dokumentkardinalita¨t
k ∈ K(v) zu erweiterten Vokabeln (a, b, c, k) ∈ V+ pra¨zisieren.
So ist man in der Lage, gezielt auf die invertierten Listen zuzugreifen, fu¨r deren Eintra¨ge
die Dokumentkardinalita¨t mit der Kardinalita¨t der Anfrage u¨bereinstimmt. Hierdurch la¨ßt sich
das Datentransfervolumen fu¨r die Berechnung von IC- oder SC-Treffern im Vergleich zu den in
Abschnitt 3.4 untersuchten Verfahren erheblich einschra¨nken, worauf bereits in Abschnitt 4.2.5
eingegangen wurde. Dies spiegelt sich in den gemessenen Laufzeiten wider:
|Q| = 200 |Q| = 7
invertierte Listen IC-Treffer SC-Treffer I-Treffer S-Treffer
mit Dokumentkardinalita¨ten 1 Sek. 7 Sek. 4 Sek. 9 Sek.
ohne Dokumentkardinalita¨ten 5 Sek. 55 Sek. 3 Sek. 5 Sek.
Auffallend ist die erheblich geringere Laufzeit bei der IC- sowie bei der SC-Trefferberechnung.
Bei der Berechnung von S-Treffern hat sich die Laufzeit fast verdoppelt. Hier macht sich der
Mehraufwand fu¨r die Vereinigung der vielen kleinen invertierten Listen bemerkbar. Als na¨chstes
wird ein Ansatz beschrieben, der diesen Nachteil beseitigt.
Alternative Indexstruktur Die vorherigen Auswertungen haben gezeigt, daß die feinere In-
dexgranularita¨t die IC- und SC-Trefferberechnung beschleunigt, jedoch die Berechnung von I-
und S-Treffern verlangsamt. Als na¨chstes wird eine alternative Anordnung der invertierten Li-
sten besprochen, die einen direkten Zugriff auf Eintra¨ge einer bestimmten Dokumentkardinalita¨t
ermo¨glicht ohne daß die invertierten Listen zerteilt werden mu¨ssen.
Ausgangspunkt sind die invertierten Listen wie sie fu¨r das nicht erweiterte Vokabular eingesetzt
werden. Allerdings werden die Listeneintra¨ge nicht nach der Dokumentnummer, sondern nach der
Kardinalita¨t des im Eintrag referenzierten Dokuments sortiert gespeichert.
An den Anfang jeder invertierten Liste L wird ein “Directory” gespeichert. Ein Directory ist
eine Folge FL von Paaren (k, z). Fu¨r jede Dokumentkardinalita¨t k, fu¨r die mindestens ein Eintrag
E ∈ L existiert, dessen entsprechende Dokumentkardinalita¨t k ist, entha¨lt FL ein Paar (k, z). Dabei
ist z eine Referenz auf den ersten Listeneintrag in L, dessen Dokumentkardinalita¨t k ist. Formal
ergibt sich ein Directory FL einer invertierten Liste L = (E1, . . . , E`) mit |D(E1)| ≤ . . . ≤ |D(E`)|
bzgl. einer Datenbasis D als
FL :=
{
(k, z) ∈ N× [1 : `]
∣∣∣k = |D(Ez)| ∧ ∀1 ≤ i < z : |D(Ei)| < |D(Ez)|}.
Beispiel 4.3.1. Betrachten wir eine Datenbasis aus vier Dokumenten A,B,C,D mit |A| = |C| =
|D| = 7 und |B| = 8. Seien a, a′ ∈ A, b ∈ B, c ∈ C und d ∈ D Objekte mit der gleichen Vokabel
v. Dann ergibt sich als invertierte Liste L(v) mit Directory: (Hierbei besteht das Directory aus
den beiden Dokumentkardinalita¨ten 7 und 8 mit den entsprechenden Verweisen, die durch Pfeile
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dargestellt sind.)
◦
Durch diese Modifikationen lassen sich I- und S-Treffer wie bisher berechnen, ohne daß durch
die Verwendung des erweiterten Vokabulars zusa¨tzliche Vereinigungen von invertierten Listen an-
fallen. Weiterhin kann u¨ber die im Directory einer Liste gespeicherten Informationen direkt auf
Eintra¨ge mit einer bestimmten Dokumentkardinalita¨t zugegriffen werden, was die IC- und SC-
Trefferberechnung beschleunigt. In der Praxis werden Referenzen auf Eintra¨ge durch Dateiposi-
tionen innerhalb der komprimierten invertierten Liste realisiert.
Die Referenzierung von Eintra¨gen in invertierten Listen ist nicht neu. Z.B. werden in [33] ver-
schiedene Varianten diskutiert. Dort wird auch auf folgenden Nachteil eingegangen: Eine Referen-
zierung von Listeneintra¨gen setzt bei komprimierten invertierten Listen einen wahlfreien Zugriff
auf die referenzierten Eintra¨ge voraus. Bei den komprimierten invertierten Listen, die mit den
in Abschnitt 4.2.2 beschriebenen Verfahren komprimiert wurden, ist ein wahlfreier Zugriff nicht
mo¨glich, da eine Liste immer von Beginn an dekomprimiert werden muß. In [33] werden mehrere
Ansa¨tze diskutiert, wie man wahlfreien Zugriff in komprimierten invertierten Listen ermo¨glichen
kann. Alle Ansa¨tze erreichen nicht die Kompressionsrate, wie sie ohne eine Referenzierung erzielt
werden kann. Somit ist bei referenzierten komprimierten invertierten Listen mit einem ho¨heren
Speicherplatzbedarf zu rechnen.
Fu¨r die Trefferberechnung wurden innerhalb einer invertierten Liste die Eintra¨ge mit gleicher
Dokumentkardinalita¨t mittels des in Abschnitt 4.2.2 beschriebenen Verfahrens basierend auf einer
Golomb-Kodierung komprimiert. Auch das Directory la¨ßt sich entsprechend komprimieren. Bei
der Testanwendung ergab sich ein Speicherplatzbedarf von 315 MB. Dabei belegen die Directories
aller Listen 195 MB und die komprimierten invertierten Listen 220 MB externen Speicher. Damit
steigt der Speicherplatzbedarf im Vergleich zu nicht referenzierten invertierten Listen um 138 MB.
Dieser kann durch eine kompaktere Wahl zur Darstellung von Referenzen sicherlich noch gesenkt
werden.
Bei der Testanwendung wurden fu¨r die Trefferberechnung folgende Laufzeiten gemessen:
|Q| = 200 |Q| = 7
invertierte Listen IC-Treffer SC-Treffer I-Treffer S-Treffer
mit Directory 2 Sek. 8 Sek. 3 Sek. 6 Sek.
mit Dokumentkardinalita¨ten 1 Sek. 7 Sek. 4 Sek. 9 Sek.
ohne Dokumentkardinalita¨ten 5 Sek. 55 Sek. 3 Sek. 5 Sek.
Im Vergleich zum vorherigen Ansatz hat sich der gestiegene Speicherplatz geringfu¨gig auf die
Laufzeiten ausgewirkt. Die Verschlechterungen liegen i.d.R. unterhalb einer Sekunde, was durch die
gerundet angegebenen Werte etwas verschleiert wird. Allerdings werden deutliche Laufzeitvorteile
bei den Trefferarten IC und SC im Vergleich zu den Verfahren ohne Dokumentkardinalita¨ten
deutlich.
Fazit Die Modifikationen haben gezeigt, wie sich die IC- und SC-Trefferberechnung beschleu-
nigen la¨ßt. Allerdings muß hierbei ein erho¨hter Speicherplatzbedarf in Kauf genommen werden.
Durch den Einbezug der Dokumentkardinalita¨ten kann der Index durchaus 50 % mehr Speicher-
platz belegen als ein Index ohne direkten Einbezug von Dokumentkardinalita¨ten.
Die Verwendung eines Directory pro invertierter Liste ist i.d.R. einer sturen Auflistung der
Dokumentkardinalita¨ten vorzuziehen. Bei einem Einsatz der Directory-Variante bieten sich noch
einige Optimierungsmo¨glichkeiten an, die bei den bisherigen Implementierungen noch nicht be-
ru¨cksichtigt wurden.
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4.3.9 Vergleich mit bekannten Verfahren
In Abschnitt 3.1.2 wurden alternative Verfahren zur Berechnung von Graphenisomorphien vor-
gestellt. Diese arbeiten direkt auf den Dokumenten. Strategien, durch Filterung oder Kodierung
den Suchraum einzuschra¨nken, um nicht alle Dokumente einer Datenbasis zu laden und auf ei-
ne Isomorphie zu u¨berpru¨fen, lassen sich nicht auf die Trefferberechnung aller vier Trefferarten
u¨bertragen. Hierauf wurde bereits in Abschnitt 3.1.2 eingegangen.
Getestet wurde ein Verfahren, das alle Dokumente einer Datenbasis sequentiell durchla¨uft
und mittels klassischer Tiefensuche jedes Dokument auf (Sub-) Graphenisomorphie untersucht. In
Abschnitt 2.4 wurde beschrieben, wie sich jede der vier Trefferarten durch ein Isomorphieproblem
zwischen Graphen ausdru¨cken la¨ßt. Es wurden folgende Laufzeiten fu¨r die Anfragen aus Abschnitt
4.3.5 gemessen:
|Q| = 200 |Q| = 7
Verfahren IC-Treffer SC-Treffer I-Treffer S-Treffer
Tiefensuche 13 Sek. 28 Sek. 139 Sek. 300 Sek.
invertierte Listen 5 (1) Sek. 55 (7) Sek. 3 Sek. 5 Sek.
Bei der Bewertung der Laufzeiten ist zu beachten, daß man fu¨r den sequentiellen Transfer aller
Dokumente der Datenbasis in den Hauptspeicher 130 Sekunden beno¨tigt. Bei den Trefferarten IC
und SC mu¨ssen allerdings nur 10% aller Dokumente untersucht werden. Die restlichen scheiden
wegen unterschiedlicher Kardinalita¨ten zwischen Anfrage und Dokument aus.
Die Antwortzeit bei der IC- und I-Trefferberechnung wird durch die Transferzeit dominiert.
Die eigentliche Berechnungsdauer fa¨llt dagegen kaum ins Gewicht.
Vergleicht man obige Laufzeiten mit den Laufzeiten aus den letzten Abschnitten, so schneiden
die klassischen Verfahren bis auf die Berechnung von SC-Treffern deutlich schlechter ab. Bei der
SC-Trefferberechnung spricht die Einschra¨nkung des Suchraums auf 10% aller Dokumente der
Datenbasis und die Gro¨ße der Anfrage fu¨r das klassische Verfahren. Wie schon in den letzten
Abschnitten besprochen, mu¨ssen bei der getesteten, mit 200 Objekten relativ großen Anfragen,
viele invertierte Listen abgearbeitet werden. Dies fu¨hrt im Vergleich zum klassischen Verfahren zu
la¨ngeren Laufzeiten.
Durch die in Abschnitt 4.3.8 beschriebene Optimierung lassen sich durch die Verwendung von
invertierten Listen auch bei der SC-Trefferberechnung bessere Laufzeiten als bei der Tiefensuche
erzielen. Diese sind in obiger Tabelle in Klammern aufgefu¨hrt. Allerdings wird fu¨r die Erweiterung
ein sehr großer Index beno¨tigt.
Fazit Die sequentielle Untersuchung aller Dokumente auf Treffer mittels Graphenisomorphien
hat durchaus seine Berechtigung, wenn fu¨r einen Index nicht ausreichend Speicherplatz zur Verfu¨-
gung steht. Durch die Verwendung von invertierten Listen lassen sich bis auf wenige Ausnahmen
ku¨rzere Laufzeiten erzielen. Hierfu¨r ist mit einem moderaten zusa¨tzlichen Speicherplatzbedarf
fu¨r den Index zu rechnen. Durch eine Optimierung der invertierten Listen lassen sich fu¨r die
Trefferarten IC und SC noch bessere Laufzeiten erzielen. Allerdings steigt hierbei der fu¨r den
Index beno¨tigte Speicherplatz deutlich an.
4.3.10 Kombinierte Verfahren
Die auf invertierten Listen basierten Verfahren sind i.d.R. schneller als die klassische Tiefensuche.
Dies haben die Untersuchungen im letzten Abschnitt gezeigt. Allerdings existieren auch Fa¨lle, in
den die klassischen Verfahren, z.B. eine Tiefensuche, schneller ist. Man vergleiche dazu die im
vorherigen Abschnitt angegebenen Laufzeiten fu¨r die SC-Trefferberechnung.
Beide Verfahren lassen sich kombinieren. In einem ersten Schritt werden nur die Objekte einer
Anfrage mittels invertierter Listen abgearbeitet, die geringe Kosten besitzen (vgl. Abschnitt 4.2.4).
Hierdurch wird der Suchraum i.d.R. stark eingeschra¨nkt. Fu¨r Anfrageobjekte mit hohen Kosten
werden die invertierten Listen nicht verwendet. Statt dessen wird in einem zweiten Schritt die
klassische Tiefensuche auf die Dokumente aus dem eingeschra¨nkten Suchraum angewendet. Hierbei
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liefern die bereits abgearbeiteten Anfrageobjekte, bzw. die bei den Trefferberechnungsverfahren
zwischengespeicherten Abbildungen in der Menge F , konkrete Startpunkte fu¨r die Tiefensuche in
den Dokumenten.
Eine Implementierung der kombinierten Verfahren erzielte fu¨r die SC-Trefferberechnung der
Anfrage, die auch im letzten Abschnitt zum Einsatz kam, eine Laufzeit von 20 Sekunden. Damit
ist dieses Verfahren fu¨r diese Anfrage schneller als die beiden getrennten Verfahren.
Der Zeitpunkt, wann von der Verwendung von invertierten Listen zur klassischen Tiefensuche
gewechselt wird, ha¨ngt im wesentlichen von zwei Punkten ab:
1. den Kosten der Anfrageobjekte und
2. wie stark der Suchraum eingeschra¨nkt wird.
Beide Werte sind extrem systemabha¨ngig. Durch Testla¨ufe auf den entsprechenden Systeme ko¨nnen
diese Werte grob bestimmt werden.
Fazit Durch eine Kombination der klassischen Tiefensuche und der Verwendung von invertier-
ten Listen fu¨r einen Teil der Anfrage lassen sich die positiven Laufzeiteigenschaften aus beiden
Verfahren ausnutzen.
4.3.11 Architekturanwendung
In Abschnitt 2.2 wurde eine Anwendung aus dem Architekturbereich besprochen, die als Moti-
vation fu¨r die Treffersuche dient. Nun werden exemplarisch Resultate der Trefferberechnung fu¨r
diese Anwendung untersucht. Vorher wird auf spezielle Eigenschaften der Architekturanwendung
eingegangen. Diese anwendungsspezifischen Eigenschaften werden bei der Trefferberechnung aus-
genutzt. Hierbei steht die Berechnung der allgemeineren Trefferarten SC und S im Vordergrund.
Als Menge von Relationen R wird fu¨r die Architekturanwendung die in Abschnitt 2.2 definierte
Menge RKreuzungen verwendet, die aus neun Kreuzungsrelationen besteht.
Objekte lassen sich in waagerechte und senkrechte Objekte disjunkt unterteilen. Fu¨r die Kreu-
zungsrelationen gilt, daß zwei in Relation stehende Objekte immer unterschiedliche Ausrichtungen
besitzen.
Allgemein lassen sich Relationen, die Kreuzungen zwischen Objekten beschreiben, symme-
trisch definieren. Die in der Architekturanwendung verwendeten neun Kreuzungsrelationen sind
ein Beispiel, wie sich symmetrische Relationen durch asymmetrische ersetzen lassen. Hierbei ist
die disjunkte Zerlegung von O in waagerechte und senkrechte Objekte wichtig. Es gilt O =W unionsqS,
wobei W die Menge aller waagerechten und S die Menge aller senkrechten Objekte ist. Hiermit
la¨ßt sich fu¨r gegebene symmetrische Relationen R′ die asymmetrische Relation R definieren durch
R =
{
(w, s) ∈W × S|(w, s) ∈ R′}.
Da der fu¨r einen Index beno¨tigte Speicherplatz u.a. von der Anzahl
∑
D∈D |(D ×D) ∩R| der in
Relation R zueinander stehenden Objekte abha¨ngt, la¨ßt sich durch die Verwendung von antisym-
metrischen Relationen anstelle symmetrischer Relationen i.d.R. teilweise erheblich Speicherplatz
einsparen.
Bei der Darstellung von Dokumenten durch Graphen entspricht jedem Objekt ein Knoten. Zwei
Knoten sind durch eine Kante verbunden, wenn die entsprechenden Objekte in mindestens einer
Relation zueinander stehen.
Da bei der allgemeinen Trefferberechnung zwei Objekte in mehreren Relationen zueinander ste-
hen ko¨nnen, ist die Menge der mo¨glichen Kantenbeschriftungen WE definiert als die Potenzmenge
von {1, . . . , |R|}. Bei der Architekturanwendung sind die Kreuzungsrelationen so definiert, daß
zwei Objekte in ho¨chstens einer Relation aus R stehen. Daher wird hier die Menge der mo¨glichen
Kantenbeschriftung als WE = {1, . . . , |R|} definiert.
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Durch die Verwendung der antisymmetrischen Relationen besitzen alle Graphen die Eigen-
schaft, daß Knoten entweder nur ausgehenden Kanten oder nur eingehende Kanten besitzen. Kno-
ten mit nur ausgehenden Kanten entsprechen Objekten mit waagerechter Ausrichtung, die anderen
Knoten entsprechen senkrechten Objekten.
Prima¨r fu¨r die Berechnung von SC- und S-Treffern la¨ßt sich das Vokabular und die Anzahl an
Listeneintra¨gen im Vergleich zu einer allgemeinen Anwendung halbieren. Statt fu¨r jedes Objekt
einen Listeneintrag zu erzeugen, wird dies entweder nur fu¨r alle waagerechte Objekte oder nur fu¨r
alle senkrechten Objekte getan. Im folgenden wird dies fu¨r alle waagerechten Objekte besprochen.
Die Ausfu¨hrungen gelten analog fu¨r eine Wahl der senkrechten Objekte.
Fu¨r ein waagerechtes Objekt o besteht die Vokabel von o nur aus Informationen u¨ber die Anzahl
der ausgehenden Kanten und deren Kantenbeschriftungen. Analoges gilt fu¨r Listeneintra¨ge. Hier
ist nur der erste Tupeleintrag nicht leer.
Im Vergleich zur allgemeinen Trefferberechnung halbiert sich die Indexgro¨ße und Vokabelgro¨ße,
wenn die Anzahl von waagerechten und senkrechten Objekten gleich ist. Nur fu¨r die Ha¨lfte aller
Objekte wird eine Vokabel im Vokabular gespeichert und ein Listeneintrag erzeugt.
Ein so erzeugter Index setzt allerdings den Einsatz eines der beiden Verfahren voraus, die auf
einer Basis Q′ von GQ arbeiten. Weiterhin ergibt sich fu¨r eine Anfrage GQ die Basis Q′ als die
Menge aller Knoten, die waagerechte Objekte repra¨sentieren. Eine Anfrageoptimierung bzgl. der
Wahl von Q′ ist hier wegen des eingeschra¨nkten Vokabulars nicht mo¨glich.
Auswertung Fu¨r die Architekturanwendung wurde eine Datenbasis verwendet, die in Anzahl
an Dokumenten und Objekten der in den letzten Abschnitten besprochenen Datenbasis gleicht.
Der fu¨r den Index beno¨tigte Speicherplatz ist mit 130 MB ungefa¨hr halb so groß wie fu¨r die
allgemeine Anwendung.
Untersuchungen mit einem kompletten Index, wie er fu¨r die allgemeinen Anwendungen verwen-
det wird, ergab fu¨r einige Anfragen die gleichen Laufzeiten wie bei dem speziellen Index. Allerdings
ergab sich fu¨r andere Anfragen eine deutlicher Laufzeitunterschied bei der Verwendung des spezi-
ellen und des normalen Indexes. Dieser Zusammenhang wird nun exemplarisch beschrieben.
Fu¨r die beiden in Abbildung 4.8 dargestellten Anfragen wurden folgende Laufzeiten gemessen:
S-Trefferberechnung, A4
Index GQ1 GQ2
normal 3 Sek. 3 Sek.
speziell 3 Sek. ca. 180 Sek.
Es ergeben sich deutlich la¨ngere Laufzeiten bei der Verwendung des speziellen Indexes. Betrachtet
man die Kosten der verwendeten Basen der beiden Anfragen, so sind diese fu¨r den speziellen Index
erheblich ho¨her als fu¨r den kompletten Index. Hier macht sich die feste Wahl der Basis durch den
speziellen Index deutlich negativ bemerkbar.
Fazit Die Anwendung in der Architekturdoma¨ne hat gezeigt, daß sich anwendungsspezifische
Eigenschaften bei der Indexkonstruktion ausnutzen lassen. Die Trefferberechnungsverfahren sind
so allgemein gehalten, daß sie auch auf so spezialisierte Indexe angewendet werden ko¨nnen.
Die durchgefu¨hrten Untersuchungen ergaben, daß sich fu¨r die Architekturanwendung die In-
dexgro¨ße im Vergleich zum allgemeinen Ansatz halbieren la¨ßt. Allerdings muß hier bei einigen
Anfragen mit deutlich la¨ngeren Antwortzeiten gerechnet werden.
4.4 Fazit
In diesem Kapitel wurden Ansa¨tze zur praktischen Optimierung der Berechnungsverfahren vor-
gestellt. Außerdem wurden praktische Resultate der Berechnungsverfahren untersucht. Hier hat
sich gezeigt, daß die Laufzeit prima¨r von den Kosten einer Anfrage bestimmt wird. Die Gro¨ße der
Anfrage, d.h. die Anzahl der Anfrageobjekte, ist fu¨r die Laufzeit kaum entscheidend. Die Kosten
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Abbildung 4.6: Zwei Anfragen mit gleicher Knotenzahl, aber unterschiedlichen Antwortzeiten.
Abbildung 4.7: Zwei Anfragen mit gleichen Kosten, aber unterschiedlichen Antwortzeiten. Die
Anzahl an Treffern ist fu¨r beide Anfragen fast gleich.
Abbildung 4.8: Zwei Biespielanfragen aus der Architekturdoma¨ne zur Demonstration der Laufzeit-
unterschiede bei einem speziellen Index.
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ha¨ngen prima¨r von der Gro¨ße der invertierten Listen ab, die fu¨r die Berechnung beno¨tigt werden.
Hier la¨ßt sich bei zwei Verfahren durch die beschriebene Anfrageoptimierung die Laufzeit teil-
weise erheblich einschra¨nken. Dies gilt speziell fu¨r die beiden allgemeinsten Trefferarten, SC- und
S-Treffer.
Die in dieser Arbeit neu vorgestellten Berechnungsverfahren schneiden bei den Tests bis auf
einige Sonderfa¨lle deutlich besser ab als die klassischen Verfahren. Fu¨r diese Sonderfa¨lle besteht die
Mo¨glichkeit, die neuen und die klassischen Verfahren zu kombinieren. Somit ist gewa¨hrleistet, daß
die hier vorgestellten Verfahren nie schlechtere Laufzeiten besitzen als die klassischen Verfahren.
Die Ergebnisse zeigen auch, daß die Antwortzeiten stark von der Verteilung der Daten auf
die invertierten Listen abha¨ngig ist. Dies ist ein allgemeines Problem bei der Verwendung von
invertierten Listen [50], [4]. Somit ist fu¨r eine konkrete Anwendung zu pru¨fen, ob dafu¨r typische
Anfragen geringe Kosten verursachen.
Bei der absoluten Betrachtung der Antwortzeiten ist darauf zu achten, daß es sich bei den
Verfahren um prototypische Implementierungen handelt. Hier sind durch systemabha¨ngige Opti-
mierungen, insbesondere beim Datentransfer zwischen Haupt- und Massenspeicher sowie bei der
internen Speicherverwaltung, erhebliche Laufzeitverbesserungen mo¨glich.
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Kapitel 5
Zusammenfassung
Die in dieser Arbeit vorgestellte Konstellationssuche gliedert sich grob in drei Teile:
1. Die Beschreibung der Konstellationen, d.h. woraus sich Dokumente einer Datenbasis sowie
Anfragen zusammensetzen, und wie die Treffer der Konstellationssuche definiert sind. Als
formale Grundlage werden beschriftete Digraphen eingesetzt.
2. Die theoretische Trefferberechnung basiert auf einer Indexierung durch invertierte Listen.
Das Problem der Trefferberechnung ist mit einer Variante des (Sub-)Graphenisomorphiepro-
blems vergleichbar.
3. Die Trefferberechnung in der Praxis. Es werden vier Verfahren zur Trefferberechnung vorge-
stellt, Optimierungsstrategien erla¨utert und praktische Ergebnisse anhand einer prototypi-
schen Implementierung diskutiert.
Ausgangspunkt der Konstellationssuche ist eine Datenbasis von Dokumenten, wobei ein Do-
kument eine Menge von Objekten ist. Zusa¨tzlich existiert eine Menge von Relationen, durch die
Beziehungen zwischen Objekten erfaßt werden.
Die in dieser Arbeit verwendeten Konstellationen werden prima¨r durch die Beziehungen zwi-
schen den Objekten und nur sekunda¨r durch die Objekte selbst beschrieben.
Eine Anfrage an eine Datenbasis besteht, wie ein Dokument, aus einer Menge von Objekten
und der Angabe der Beziehungen zwischen den Anfrageobjekten.
Ein Treffer bzgl. einer Anfrage ist eine Teilmenge der Objekte eines Dokuments, zwischen den
die gleichen Beziehungen wie bei der Anfrage gelten. Es findet eine detaillierte Unterscheidung
in vier Trefferarten statt. Hierdurch wird z.B. festgelegt, ob zusa¨tzlich zu den in einer Anfrage
enthaltenen Beziehungen noch weitere in einem Treffer vorhanden sein du¨rfen (I-Treffer vs. S-
Treffer). Die Trefferbegriffe wurden ausfu¨hrlich in Abschnitt 2.3 beschrieben.
Dokumente und Anfragen lassen sich als beschriftete Digraphen darstellen. Dabei entspricht
jedem Knoten ein Objekt und jeder Kante entspricht einer oder mehreren Beziehungen zwischen
zwei Objekten. In den Kantenbeschriftungen werden die beteiligten Relationen kodiert. Treffer
lassen sich dann durch (Sub-)Graphenisomorphieprobleme beschreiben.
Anwendungsgebiete fu¨r die in dieser Arbeit eingefu¨hrte Konstellationssuche bzw. Trefferberech-
nung sind z.B. im Architekturbereich die Suche in Baupla¨nen, in der Geoinformatik, in der Chemie
im Zusammenhang mit der Suche in Moleku¨ldatenbanken und in der Wissensrepra¨sentation.
Zur Berechnung aller Treffer wird ein Index bestehend aus invertierten Listen verwendet. In-
vertierte Listen haben sich im Zusammenhang mit der Volltextsuche in großen Textbesta¨nden
etabliert. Das Konzept der invertierten Listen wurde fu¨r die Konstellationssuche erweitert.
Jedes Objekt d eines Datenbankdokuments D erzeugt in genau einer invertierten Liste einen
Listeneintrag. In diesem Eintrag werden Informationen u¨ber d und u¨ber in Relation zu d stehende
Objekte persistent gespeichert.
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Grob formuliert definiert die Auflistung aller beteiligten Relationen, mit denen d in Bezug zu
mindestens einem anderen Objekt steht, die Vokabel von d. Die Vokabel spezifiziert die invertierte
Liste, in die der Listeneintrag gespeichert wird.
In Abha¨ngigkeit von der Trefferart werden fu¨r jedes Objekt q einer Anfrage mit der Hilfe der
Vokabel von q die invertierten Listen ermittelt, deren Eintra¨ge Vorkommen von q definieren. Ein
Vorkommen d ∈ D besitzt die gleichen Beziehungen zu Nachbarobjekten im Dokument D wie q
zu Nachbarobjekten in der Anfrage.
Diese lokalen Informationen werden fu¨r Vorkommen von verschiedenen Anfrageobjekten pas-
send zu Treffern kombiniert.
In Kapitel 3 werden alle Schritte der theoretischen Trefferberechnung formal untersucht.
Der letzte Abschnitt von Kapitel 3 bildet den U¨bergang von der Theorie zur Praxis. Dort
werden vier Verfahren zur Berechnung aller Treffer vorgestellt. Die Verfahren eignen sich fu¨r alle
Trefferarten, besitzen allerdings davon abha¨ngige Vor- und Nachteile.
Die Verfahren setzen die vorangegangenen theoretischen Konzepte der Trefferberechnung um
und verwenden den besprochenen Index aus invertierten Listen.
In Kapitel 4 werden Strategien zur Optimierung der Verfahren diskutiert. Dies betrifft haupt-
sa¨chlich die Handhabung der invertierten Listen: die Bestimmung der fu¨r ein Anfrageobjekt be-
no¨tigten invertierten Listen, die Komprimierung von invertierten Listen und mo¨gliche Anfrageop-
timierungen.
Schließlich werden anhand prototypischer Implementierungen der Verfahren die praktischen
Resultate der Trefferberechnung untersucht.
Fazit Die in dieser Arbeit eingefu¨hrten Trefferbegriffe fu¨r eine Konstellationssuche sind sehr
allgemein gehalten und eignen sich fu¨r viele Anwendungen.
Die Trefferberechnungen lassen sich als Spezialfa¨lle von Problemen aus der Graphentheorie dar-
stellen. Hierbei spielen Varianten der Subgraphenisomorphie eine zentrale Rolle. Dies verdeutlicht
die enorme Komplexita¨t der Trefferbegriffe.
Trotz der theoretisch zeitaufwendigen Verfahren zur Lo¨sung der allgemeinen Subgrapheniso-
morphieprobleme wurden spezielle Trefferberechnungsverfahren entwickelt. Dafu¨r wurde das Kon-
zept der Indexierung durch invertierte Listen erweitert und an die Konstellationssuche angepaßt.
Die Verfahren verwenden invertierte Listen zum effizienten Zugriff auf die fu¨r die Berechnung
notwendigen Daten.
Im Gegensatz zu bekannten Verfahren, wo eine Anfrage sequentiell mit allen Dokumenten
(Graphen) einer Datenbasis verglichen wird, werden alle Dokumente der Datenbasis gleichzeitig
untersucht. Gerade bei großen extern gespeicherten Datenbesta¨nden lassen sich i.d.R. durch die
Verwendung von invertierten Listen und durch die damit verbundene gleichzeitige Betrachtung
aller Dokumente erhebliche Laufzeitvorteile im Vergleich zu klassischen Verfahren erzielen.
Die vorgestellte Konstellationssuche la¨ßt sich allerdings nicht fu¨r alle Anwendungen effizient
anwenden. Im schlechtesten Fall sind die neuen Verfahren langsamer als die klassischen sequen-
tiellen Verfahren. Gru¨nde dafu¨r sind Datenbasen und Relationen, fu¨r die der Datenbestand auf
wenige invertierte Listen verteilt wird. Hierdurch entsteht u.a. ein hohes Datentransfervolumen.
Auch die Anfrage bestimmt die Laufzeit mit. Dies wird durch das eingefu¨hrtes Kostenmodell
erfaßt. Hierdurch la¨ßt sich abscha¨tzen, wie zeitaufwendig die Anfragebeantwortung ist. Die Ko-
sten ha¨ngen prima¨r von den La¨ngen der zu betrachtenden invertierten Listen ab. Die Anzahl der
Anfrageobjekte ist hierbei nicht entscheidend.
Die neuen Verfahren lassen sich mit den klassischen Verfahren kombinieren. Erst wird mittels
invertierter Listen der Suchraum eingeschra¨nkt. Hierbei werden nur die Anfrageobjekte mit ge-
ringen Kosten abgearbeitet. Anschließend werden die im eingeschra¨nkten Suchraum enthaltenen
Dokumente sequentiell untersucht.
Abschnitt 4.3.5 hat gezeigt, daß die vier Verfahren fu¨r die verschiedenen Trefferarten unter-
schiedliche Vor- und Nachteile besitzen. Hier kann zum Anfragezeitpunkt automatisch das Verfah-
ren ausgewa¨hlt werden, das i.d.R. die fu¨r die jeweilige Trefferart besten Antwortzeiten erzielt.
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Ausblick Speziell fu¨r die in dieser Arbeit vorgestellten Trefferberechnungsverfahren lassen sich
einige Punkte noch genauer untersuchen, worauf im folgenden kurz eingegangen wird.
Auch wenn sich invertierte Listen fu¨r die Indexierung von Textdatenbesta¨nden etabliert haben,
muß das in dieser Arbeit erweiterte Konzept weiter auf der “Low-Level”Ebene untersucht werden.
Dieser Optimierungsschritt ist allerdings extrem abha¨ngig vom konkret eingesetzten Hardware-
System.
In das Kostenmodell aus Abschnitt 4.2.4, das u.a. zur Bestimmung der Abarbeitungsreihen-
folge der Anfrageobjekte verwendet wird, sollten systemabha¨ngige Parameter integriert werden.
Hierdurch lassen sich die Verfahren besser an die Systemeigenschaften anpassen.
Fu¨r die Suche im Vokabular wurde auf klassische Verfahren zuru¨ckgegriffen. Hier kann u.U.
durch speziell an das Vokabular angepaßte Verfahren Speicherplatz eingespart oder Laufzeitver-
besserungen erzielt werden.
Wie schon in Abschnitt 4.2.1 angedeutet, bietet sich eine Umsetzung auf Parallelrechner oder
Rechnercluster an. Dieses Umfeld bietet erhebliches Potential zur Laufzeitoptimierung.
Die in Abschnitt 4.3.8 beschriebene Erweiterung der invertierten Listen zur schnelleren Be-
rechnung von IC- und SC-Treffern bietet vielfa¨ltige Optimierungsmo¨glichkeiten (siehe z.B. [33]),
die bei der Testimplementierung nicht beru¨cksichtigt wurden. Hier ist mit weiteren Laufzeitver-
besserungen zu rechnen.
Schließlich sollte die Verwendung der Trefferberechnungsverfahren in weiteren Anwendungsdo-
ma¨nen untersucht werden. Die in dieser Arbeit verwendete Anwendung im Architekturbereich ist
ein erstes Beispiel, durch das eine Portierung in andere Bereiche motiviert wird.
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