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A B S T R A C T
Bone is a dynamic tissue that adapts its shape and material proper-
ties as a response to changes in mechanical demands. The process by
which bone functional adaptation takes places consists of a complex
cascade of events, entailing different levels of mechanical and biolog-
ical regulation, which are still unknown or under debate in the sci-
entific community. Mechanical cues are site-specific factors that play
a crucial role in skeletal maintenance and adaptation. The present
work is framed within this research area and aims to inspect a hy-
pothetical relationship between organ-level load-induced mechanical
cues and the adaptive response of cortical bone. More specifically,
this thesis focuses on how loading parameters (such load frequency
or the insertion of rest periods between load cycles) alter the mechani-
cal environment in bone tissue (estimated using numerical tools) and,
consequently, its adaptive response.
Animal in vivo loading models allow for inducing bone functional
adaptation in a controlled environment and are, therefore, a powerful
tool in the study of the influence of external loading and loading pa-
rameters to bone mechanotransduction. The murine axial tibial load-
ing model was used as platform to trigger cortical bone adaptation in
mouse specimens and provide relevant biological and biomechanical
information.
The spatial distribution of in vivo functional adaptation in the
murine model was assessed via morphological examination of ex
vivo µCT scans from loaded and control tibiae of C57BL/6 mice, by
contralateral comparison of cross-section geometrical properties and
measurements. Calculation of the second moment of area indicated
regions of bone formation along the length of the bone. A method
for mapping cortical thickness was developed, consisting in the three-
dimensional representation of the changes of shell thickness in the
diaphysis of a long bone, allowing for explicitly describing how bone
adaptation is distributed in space.
The mechanical environment of the cortical shell was estimated
using computational models, based on finite-element analysis gener-
ated from µCT data, to provide a full field description of mechan-
ical fields. A novel in silico predictive model was coupled to the
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finite-element models. This mathematical formulation assumed that
bone responds instantly to local mechanical cues in an on-off manner
and that this response is integrated in time and averaged in space,
resulting in a bone formation rate represented by surface displace-
ments. Strain energy density (SED) was initially employed as stim-
ulus to cortical bone formation. The obtained predictions were com-
pared against the 3D cortical adaptation maps from in vivo adapta-
tion, showing that SED is able to reproduce the spatial patterns of
changes in bone shape, but has a limited contribution in the study of
time-dependent parameters.
Following experimental evidence that suggests that interstitial fluid
flow in the lacunar-canalicular system is a stimulus for mechanoad-
aptation, a simplified 3D poroelastic finite-element model of a beam
in bending was developed in order to simulate the behaviour of fluid
flow in mouse cortical bone. This model allowed exploration of two
important loading parameters that affect mechanoadaptation: load
frequency and rest insertion.
A range of intrinsic permeabilities found in literature from
1× 10−23 to 1× 10−18 m2 were tested, and fluid velocity was deter-
mined. Models with permeabilities down to 1× 10−21 m2 followed
a dose-response relationship between fluid flow and sinusoidal fre-
quency. Smaller orders of magnitude of permeability were relatively
insensitive to frequency. It was found that there is a minimum time of
rest between loading cycles that is required to maximise fluid motion.
These findings suggest that, in addition to biological saturation, fluid
flow plays a role in the enhancement of osteogenic response in load
regimes that allow recovery periods between consecutive load cycles.
Fluid velocity was then included as a mechanical stimulus in the de-
veloped cortical bone adaptation algorithm, in order to determine if,
in addition to predicting time-dependent factors, fluid flow could re-
produce in vivo spatial patterns. Equivalent predictions to the strain-
based simulations were obtained. The presented cortical adaptation
algorithm simulated spatial distribution of cortical adaptation with a
good agreement between the in vivo measurements and our predic-
tions.
The work presented here provides novel methodological and theo-
retical approaches to understanding the spatial and temporal param-
eters of cortical bone adaptation. With a better understanding of the
factors that promote bone formation, mechanical loading can be opti-
mised to elicit a maximum osteogenic response.
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I N T R O D U C T I O N
Bone is a dynamic tissue, responding to changes in its mechanical
demands by adapting its shape and material properties. The pro-
cess by which bone functional adaptation takes places consists of a
complex cascade of events, entailing different levels of mechanical
and biological regulation, which are still unknown or under debate
in the scientific community. The present work is framed within this
research area. This first chapter aims to provide an anatomical and
physiological background to adaptive properties of bone.
1.1 bone function and structure
General functions of bone
The skeletal system consists of a rigid framework that provides sup-
port and protection to soft tissues. Bones transmit the forces exerted
by the muscular tissue and tendons and, along with joints and lig-
aments, allow for body movement. Bones are also a reservoir of
calcium and phosphorus, crucial elements in cell signalling, genetic
molecules and ATP composition. Bone marrow is the primary lo-
cation for haematopoiesis, the process blood cell and lymphocytes
production, and plays a role in the regulation of extracellular volume
and interstitial fluid pressure.
In its dry weight, bone is composed of roughly 65% of inorganic
mineral, mostly impure hydroxyapatite, which provides resistance to
compressive stresses, and 35% of organic constituents that include
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bone cells, fluids and the organic bone matrix, composed of 90% of
type I collagen and 10% of non-collagenous proteins (Jee, 2001).
Bone tissue
Bone is arranged in two macroscopic types of osseous tissues; corti-
cal (or compact) and trabecular (or cancellous) bone. The diaphysis
consists in a thick shell of cortical bone, whereas the epiphyses and
metaphyses are formed by a trabecular bone section and a thin corti-
cal shell. Cortical bone is denser, has about 3–4% porosity and com-
prises around 80% of the mass of a bone. Trabecular bone, on the
other hand, consists of a mesh of trabeculae (rod or plate-like trusts)
and is 70–80% porous (Turner and Burr, 2001).
(a) Longitudinal cut-view of a typical long bone
(b) Close-up of a partial osteon, seen as an illustration (left), scanning electron mi-
croscopy (centre) and light photomicrograph (right).
Figure 1.1: Micro-anatomy of compact bone. (Reprinted from Marieb et al.
2011)
1.1 bone function and structure 3
Figure 1.1 illustrates the micro-anatomy of bone. Microscopically,
bone can be structurally classified into woven and lamellar bone. Wo-
ven bone results from a rapid production of bone, has stochastic col-
lagen orientation and bone cell distribution, and is usually present
in initial human development stages or in fracture calluses. Lamellar
bone, composed by layers of lamellae, is more organised and stiffer
than woven bone and can be arranged in different patterns. Concen-
tric lamellae form the osteon (or Haversian system) with a central
vascular channel, where blood vessels and nerve tracts travel longi-
tudinally. Osteons are considered the structural unit of cortical bone,
however they are not present in all mammals. Mice, for instance,
mainly have another type of lamellar pattern, circumferential lamel-
lae, parallel to the bone surfaces and arranged around the circumfer-
ence of the bone shaft.
Outer and inner surfaces of the bone are covered by thin mem-
branes of connective tissue, the periosteum and endosteum, respec-
tively. The periosteum contains nerves, provides nourishment from
blood flow and contains a cellular milleu involved in bone formation
and fracture healing. The endosteum, which has similar functions,
is the internal interface with the medullary cavity and lies on the
internal cortical bone and trabecular structures (Jee, 2001).
Long bones are divided into three different sections: the diaph-
ysis, a central cylindrical structure, mostly composed of cortical bone;
the epiphysis, a wider structure located at both longitudinal ends
of the bone and surrounded with articular cartilage that lies on the
joint surface; and the metaphysis, the transition region between both
ephiphyses and the diaphysis. Trabecular bone is mostly contained
within the last two sections.
Canals and porosities
The hierarchical structure of bone is also reflected in the wide range
of the dimension of the different porosities. Cowin (1999) highlighted
four different porosity levels in bone, in descending order of charac-
teristic length:
inter-trabecular space Volume contained between trabeculae,
with a dimension in the order of 1 mm, and contains fat, mar-
row and blood vessels.
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vascular porosity Volume of canals that lodge blood vessels,
nerves and interstitial fluid. These include the Haversian canals,
Volkmann canals (both with a characteristic length in the order
of 10µm), and foramen with high cross-sections that allow for
the connection with exterior vasculature and nerves.
lacunar-canalicular porosity Defined as the volume within
lacunas and canaliculi, with diameters around 15 and 0.5µm,
respectively (Wang et al., 2005), these are the spaces where os-
teocytes (a type of bone cells) are accommodated. Despite of
being connected to the vascular porosity, it is characterised by
higher pore pressures with longer relaxation times.
collagen-apatite porosity The lowest porosity level, in the or-
der of 10nm, lies in the spaces between the organic collagen
fibbers and mineral hydroxyapatite.
1.2 bone cells
Bone has four main types of bone cells that are present in its biologi-
cal milieu.
Osteoclasts
Osteoclasts are large multinucleated cells, derived from haematopoi-
etic stem cell present in bone marrow, responsible for breaking down
and resorbing bone tissue (Figure 1.2a). Driven by local chemoattrac-
tant factors resultant from local damage or osteocyte death (Klein-
Nulend et al., 2005), osteoclasts secrete acid that dissolve the mineral
matrix, and consequently enzymes, which break down collagen, re-
leasing minerals and other molecules stored in the bone matrix to the
systemic circulation (Blair, 1998).
Osteoblasts
New bone tissue is synthesised by connected groups of osteoblasts,
derived from mesenchymal stem cells, markedly present in the pe-
riosteum. Active osteoblasts lay down the osteoid, the organic part
of the matrix, predominantly made of collagen that undergoes min-
eralisation. Osteoblasts can be eventually trapped within the newly
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(a) (b)
Figure 1.2: Scanning electron microscopy images of (a) an osteoclast resorb-
ing bone matrix (Source: www.brsoc.org.uk) and (b) an osteo-
cyte and connectivity to neighbour cells (Image by Prof. Lynda
Boneald in Pajevic 2009. Reprinted by permission from Macmil-
lan Publishers Ltd © 2009).
mineralised matrix, differentiating into osteocytes, or adopting a flat-
tened configuration upon filling a cavity, becoming lining cells.
Osteocytes
Enclosed in the bone matrix, osteocytes (Figure 1.2b) are located in
the lacunar-canalicular porosity and are arranged in a complex three-
dimensional network, visible in Figure 1.1. Osteocytes are stellate
shaped, with dendrites projecting away from the cell body, lodged in
a lacuna. The processes are accommodated in canals that connect
neighbour lacunae, called canaliculi, and connected via gap junc-
tions. Scattered uniformly throughout the bone matrix, osteocytes
are highlighted in the literature as the orchestrators of bone structural
homeostasis and integrity (Bonewald, 2011), behaving like embedded
mechanotransducers that communicate with each other. In addition,
osteocytes are associated with the triggering of basic multicellular
units (as described in the next section).
Lining cells
Bone lining cells can be found in all external surfaces of bone, i. e., pe-
riosteum, cortical endosteum and trabecular endosteum, whenever
these are in a quiescent state. They also form a connected net-
work mediated by gap junctions, continuous to the osteocyte net-
work, and are thought to contribute to the correct resorptive and
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appositional functions of osteoclasts and osteoblasts (Everts et al.,
2002), haematopoiesis, and control calcium and phosphate homeosta-
sis (Miller et al., 1989). Some studies suggest that lining cells are
mechanosensitive, and therefore may play a role in the mechanotrans-
duction mechanisms (Bonewald, 2011).
1.3 bone functional adaptation
Just like most biological functions, bone morphology is determined
by genetic and environmental factors. The genome works as a
blueprint of the bone in the early stages of life, however many ex-
ternal factors play a role in regulation of bone shape and its internal
structure. These can be systemic factors (e. g., hormone regulation
(Marenzana et al., 2011), dietary habits (Wohl et al., 1998)) or fac-
tors specific to bone tissue. Mechanical cues are site-specific factors
that play a crucial role in skeletal maintenance and adaptation. Bone
structure is capable of holding strenuous loads, while seemingly min-
imising its bone mass.
These self-optimising properties derive from the formation of new
bone under mechanical loads and loss of bone in disuse, a princi-
ple referred to as Wolff’s Law (Frost, 1964). The law’s name comes
from Julius Wolff, who, based on empirical observations by G. H. von
Meyer and C. Culmann of the alignment of trabeculae with the prin-
cipal stress trajectories, concluded that bone followed mathematical
optimisation rules (Wolff, 1892). It was Wilhelm Roux, however, who
introduced the dynamic concept of functional adaptation, the self-
regulating mechanism that the law describes (Lee and Taylor, 1999).
Classic examples of this adaptive capability of bone, in humans,
are bone loss during exposure to microgravity environments (Ca-
vanagh et al., 2005) or bed rest confinement (Figure 1.3a; Issekutz
et al. 1966), and bone mass gain resultant of frequent physical exer-
cise (Figure 1.3b; Haapasalo et al. 2000). Bone is altered efficiently in
specific locations; regions of high stimulation have a larger amount of
adaptation, with small changes in bone mineral content making a dra-
matic impact in the overall bone strength (Robling et al., 2002). Frost,
proposed in his mechanostat model that there are strain windows
for modelling and remodelling (described below), i. e., a minimum
effective strain that works as a threshold for adaptive responses to be
triggered.
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(a) Increased urinary output of nitrogen and calcium (indicators
of bone resorption) during 42 days of bed rest confinement.
(Reprinted from Issekutz et al. 1966)
(b) Peripheral quantitative computed tomography of the humerus of
a 26-year-old male tennis player. Dominant and non-dominant
arms are seen in the top and bottom rows respectively. Proximal
(left), midshaft (centre) and distal (right) regions verified respec-
tive changes in bone mineral content of 29.9%, 38.5%, and 46.5%.
(Reprinted from Haapasalo et al. 2000, with permission from El-
sevier)
Figure 1.3: Indicators of functional adaptation for disuse and exercise.
Remodelling and modelling
Frost (1963) identified two separate mechanisms by which bone re-
sponds to alterations in the mechanical environment: bone remod-
elling and modelling.
Remodelling (Frost, 1990b), is life-long continuous process by
which bone renews itself, replacing woven or old bone by new lamel-
lar bone. It is a key mechanism in the maintenance of bone integrity,
and homeostasis of calcium and hematopoiesis. Bone turnover is
operated by coupled actions of osteoblasts and osteoclasts, forming
temporary anatomical structures known as basic multicellular unit
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(BMU) (Figure 1.4a). The presence of microcracks in bone begets os-
teocyte apoptosis and subsequent activation of BMUs (Verborgt et al.,
2000). After bone lining cells having provided access to the bone sur-
face and released chemotactic factors, active BMUs start by recruiting
a cutting cone of osteoclasts, forming a resorbing front. Osteoblasts
and osteoclasts are cellularly and hormonally coupled, with the lat-
ter being followed by a closing cone of osteoblasts that lay osteoid in
the resorption cavity. The outcome of the complete remodelling pro-
cess in cortical bone is the osteon or subperiosteal and subendosteal
circumferential lamellae (Figure 1.4b). The osteon characteristic di-
ameter, around 200µm (Jee, 2001), constrains its presence to the mid-
cortex and is not present in trabecular bone or in cortical bone of
smaller animals. This is visible in Figures 1.4b and 1.4c that show
two different kinds of remodelling outcomes in a photomicrograph
of a cortical cross-section, as osteons and endosteal circumferential
lamellae. Remodelling plays a role in adjusting trabecular alignment
and cortical bone osteon directionality, where this process happens in
a longitudinal direction to the bone.
Bone modelling (Frost, 1990a) consists of changes in bone shape,
due to displacement of bone surfaces. Unlike remodelling, here os-
teoblasts and osteoclasts work independently. Such adaptation in
macroscopic architecture is handled by formation drifts, where os-
teoblasts add new circumferential lamellae (green star region in Fig-
ure 1.4a), and resorption drifts, where osteoclasts remove tissue. Bone
tissue can only grow by appositional growth (addition of new bone
on the surface), unlike cartilage that can grow by proliferation and
growth of cells on the inside of the tissue. Modelling is a very active
mechanism during early life stages, fundamental in the early growth
processes, and less present after skeletal maturity. Mature bone mod-
elling is the mechanism responsible for changes in morphology as a
response to alterations in the mechanical environment. Bone adapta-
tion in material properties and in shape at the apparent level are often
referred to in biomechanics as internal and external remodelling, re-
spectively, despite of the fact that cortical adaptation is more relatable
to Frostian modelling rather than Frostian remodelling.
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Figure 1.4: (a) Photomicrograph of an active BMU (top half) and illustra-
tion of the process (bottom half). Osteoclasts (in purple) form
a cutting cone that digs through the bone and are followed by
osteoblasts (in green), which lay the osteoid (in blue) that even-
tually mineralises (mineralised osteoid seen in black colours in
the photomicrograph). Vasculogenesis of a capillary (in red) pro-
vides osteoblast precursors and mineral ions to the remodelling
milieu. (b) Photomicrograph of a midshaft cross section of a long
bone showing three different kinds of osteoactivity: circumferen-
tial lamellae resultant from bone modelling (area under green
star); the osteons (yellow arrows), with concentric lamellae sur-
rounding a vascular pore; and remodelling next to the endosteal
surface (red arrows) that resulted in circumferential lamellae.
The last two are a consequence of bone remodelling. (c) Zoomed
view of a section of the photomicrograph in b, where it is visible
that the osteonal remodelling interrupt the periosteal lamellar
layers, suggesting that these were a results of bone modelling.
This contrasts with the endosteal lamellae that wrap around the
osteons, and therefore created from remodelling mechanisms.
(Reprinted from Robling et al. 2006)
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1.4 mechanotransduction
The rates of modelling and remodelling are tuned by extrinsic factors,
such as the mechanical environment. An increase in the mechanical
demands sensed by bone cells can trigger differentiation and activity
of osteoblasts, building up bone mass locally. Reduced loads will lead
to an enhance in resorption and remodelling, increasing bone poros-
ity or bone mass overall. The process by which mechanical loads are
biologically perceived by cells and converted into a biochemical re-
sponse is known as mechanotransduction, which involves a complex
network of signalling cascades and transcription factors (Papachris-
tou et al., 2009). Despite a growing understanding of discrete phases
of the cascade, both the mechanical cues that initiate the response
and the molecular machinery involved are still unclear.
Figure 1.5 illustrates the overall steps involved in mechanotrans-
duction. Duncan and Turner (1995) identified four different phases
associated in the process:
mechanocoupling The conversion of a mechanical load applied
at the macroscopic level into a local mechanical signal that is
perceptible by the mechanosensory system of bone cells;
biochemical coupling Conversion of the perceived mechanical
cue into a autocrine biochemical response by the cell, at the
molecular level (signalling that binds to the secreting cell);
signal transmission Paracrine (short range cell-cell) and en-
docrine (long range cell-cell) signalling from the sensor cell to
the effector cell of tissue adaptation;
effector cell response Tissue-level response by the cellular mi-
lieu accountable for the final adaptation.
1.4.1 Mechanocoupling
In general, the different types of bone cells are sensitive to mechanical
cues; however the primary mechanosensors are likely to be osteocytes
and bone lining cells, due to their substantial relative populations
and connectivity. Lining cells, for instance, differentiate into active
osteoblasts after being mechanically stimulated (Chow et al., 1998).
In vitro studies showed that the sensitivity of osteoblast lineage cells
increases with the level of differentiation, with osteocytes showing
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Figure 1.5: Illustration of different events and respective scales at which hap-
pen in the mechanotransduction process. (Reprinted from Jacobs
et al. 2010, with permission from Annual Reviews)
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the highest mechanosensitivity in all bone cells (Klein-Nulend et al.,
1995b).
Organ scale forces will create mechanical stimuli at the cell level
directly (by means of substrate strains, with tissue deformation be-
ing locally amplified in the matrix that surrounds osteocytes) or in-
directly (through hydrostatic pressure, electric fields, interstitial fluid
shear stress or drag forces that result from macroscopic loading). In-
direct stimulation by fluid flow is currently considered to be the likely
mechanism, as discussed in Chapters 4 and 5. Interstitial fluid-flow in
the lacunar-canalicular porosity was initially identified by Piekarski
and Munro (1977) as a key process for transportation of nutrients
and removal of waste products, with its circulation being driven by
a influx from the vasculature and an efflux to the lymphatic sys-
tem (Knothe Tate, 2003). In addition to the diffusion caused by this
fluid circulation, it was found that mechanical loads add a convec-
tive component (Knothe Tate et al., 1998) that increases the perfusion
to the midcortex, suggesting that load-induced fluid flow is likely
to be a medium for functional adaptation (Weinbaum et al., 1994;
Knothe Tate et al., 2000). The collagen-apatite porosity is not involved
in these mechanisms (Wang et al., 2004).
There are several receptors in the sensorial apparatus of bone cells
that are putative mechanosensors, including ion channels (McDonald
et al., 1996), G-protein-coupled receptors, primary cilia (Malone et al.,
2007), cytoskeletal proteins (McGarry et al., 2005) or focal adhesions
(Leucht et al., 2007). The relative importance of these to the mechan-
otransductive cascade is still under debate, however all of them seem
to be indispensable and to work in tandem (Robling and Turner, 2009;
Castillo and Jacobs, 2010).
1.4.2 Biochemical coupling
Several cellular events following mechanical perception by bone cells
have been identified and can occur in different characteristic time
scales, ranging from seconds to hours. Figure 1.6 shows the temporal
distribution of some of these anabolic events.
Release of ATP and increase of intracellular calcium are two of the
earliest steps, taking place in the order of seconds. These are followed
by the upregulation of prostaglandin (PGE2, more specifically) and
nitric oxide (NO), two second messengers that are released within
minutes and involved in intercellular communication (Klein-Nulend
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Figure 1.6: Timeline of metabolical events that follow mechanosensing by
bone cells: initial response with the release of ATP and intercel-
lular Ca2+ (iCa2+), second messengers prostaglandin E2 (PGE2)
and nitric oxide (NO), differentiation proteins (ERK 1/2), Wnt
signalling pathway activation characterised by a downregulation
of sclerostin genes (Sost) and Dkk1 protein, and finally expres-
sion of matrix genes. (Reprinted from Robling and Turner 2009)
et al., 1995a; Bakker et al., 2001). Nitric oxide, for instance, is known
to promote osteoblast cell division and inhibit osteoclast resorption
(Johnson et al., 1996). Several hours later, the expression of media-
tors of the canonical Wnt signalling pathway, an important regulator
of osteoblast activity and the transmission of signals from osteocytes
to bone surface cells, takes place. This is reflected by the downreg-
ulation of sclerostin and Dkk1 protein, inhibitors of LRP5, a protein
required to activate the Wnt pathway (Bonewald and Johnson, 2008).
Ultimately, the expression of structural proteins associated with bone
matrix, such as collagen or osteopontin, is upregulated.
The complexity of the mechanoadaptive process is considerable,
with other molecular pathways being currently under study. Bone
resorption is known to be controlled by signalling factors, as osteo-
clasts are not mechanisensitive. This is performed by the relative
levels of osteoprotegerin (OPG) and the receptor activator of nuclear
factor kappa-B ligand (RANK-L). Hormones such as the parathyroid
hormone (PTH), calcitonin, oestrogen or insulin-like growth factors
(IGF-1) are also involved in the finely tuned biochemical regulation
of bone adaptation (Robling and Turner, 2009).
Figure 1.7 illustrates the role of osteocytes signalling in the regula-
tion of bone formation. Quiescent bone is maintained by expression
of bone inhibitors (sclerostin and Dkk1, in red) by osteocytes (Fig-
ure 1.7a). When bone formation is triggered, this expression is in-
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terrupted and bone formation promoters are secreted (such as PGE2,
NO or IGF-1, in green) leading to the activation of osteoblasts in the
surface (Schaffler et al., 2014).
(a)
(b)
Figure 1.7: Illustration of the role of osteocytes signalling in the regulation
of bone formation. Bone is maintained quiescent due to the ex-
pression of inhibitors of bone formation by osteocytes (in red, a).
Formation of new bone by osteoblasts can be prompted by the ex-
pression of bone apposition promoters (in green, b). (Reprinted
from Schaffler et al. 2014, with permission from Springer)
1.4.3 Stronger, healthier bones
Bone modelling and remodelling are fundamental homeostatic reg-
ulators for structural (e. g., adaptation to new environments or frac-
ture healing) and metabolic functions (e. g., maintenance of calcium
levels or hormonal control). The same mechanisms, however, can
lead to pathological conditions, when overly positive or negative net
changes in bone volume occur. Figure 1.8 shows an example of bone
disuse in the cross sectional of the metacarpal bones in both grow-
ing and mature canine subjects. Appositional growth in young dogs
1.4 mechanotransduction 15
is atrophied and a striking increase of cortical porosity is visible in
the adult model. A detailed depiction of bone mechanotransduction
at all scales can contribute for efficient preventive care by clinicians,
designing new, more effective drugs or devising new non-invasive
exercises.
Figure 1.8: Cross-sectional view of canine metacarpal bones for young (top
row) and mature (bottom row) dogs with normal development
(left column) and subjected to 40 weeks of disuse (right column).
(Reprinted from Robling et al. 2006)
Osteoporosis is a very common disease, characterised by a decrease
in bone mass and trabecular density that can eventually lead to po-
tential fractures. It affects about one third of women and one fifth of
men over fifty years of age (Melton et al., 1992, 1998), causing around
9 million osteoporotic fractures every year, contributing significantly
to higher rates of morbidity and mortality (Johnell and Kanis, 2006).
Postmenopausal osteoporosis in women is characterised by hormonal
changes, which lead to an overall relative increase of bone resorption.
Research on the feedback mechanism between OPG and RANK-L,
for instance, has been a productive source of antiresorptive pharma-
ceutical therapies, namely oestrogens, bisphosphonates or calcitonin
(Feng and McDonald, 2011), all marked by secondary effects that can
be harmful over long periods of use.
Another type of osteoporosis, disuse osteoporosis, is associated
with prolonged bed-rest or exposure to microgravity environments.
In a study by Leblanc et al. (1990), volunteers were subjected to 17
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weeks of bed-rest and showed different amounts of bone loss depend-
ing in the skeletal position. Bone mineral changes were increasingly
negative along the superior-inferior direction, reaching 10% of bone
loss in the calcaneus. With the prospect of a manned mission to Mars
in the next 10-15 years, additional research in bone mechanotrans-
duction will surely be required, provided the known catabolic effects
in bone remodelling of long-duration spaceflight, even with in-flight
exercise regimes (LeBlanc et al., 2000) and the persistence of these
after prolonged periods post-mission (Lang et al., 2006). Understand-
ing how loading parameters can be tuned in prescribed exercises for
both bed confined patients and astronauts will contribute to develop
new non-pharmacological interventions. An example of this is the
low-magnitude, high-frequency mechanical stimulation developed by
Rubin et al. (2004). The impact of these parameters will be discussed
further in Chapter 4.
Animal in vivo loading models are a powerful tool in the study
of the influence of loading and loading parameters in the mechan-
otransductive pathway. However bone adaptation in these loading
models is often characterised by representing a few cross sections or
measuring cross-sectional second moments of area, from CT scans in
select locations, lacking a thorough representation of cortical adapta-
tion that results from external loading. The possibility of having a full
organ characterisation of cortical bone changes in morphology would
allow the assessment of the mechanical environment that results from
the applied loads.
Nevertheless, the determination of the mechanical environment is
a challenging task. Strain gauges have been traditionally used to as-
sess surface strains, being limited to provide point data solely in flat
surfaces. Digital image correlation (DIC) provides full-field estima-
tions of strains in flat surfaces. Finite-element based formulations
have been among the most popular methods used to determine me-
chanical measures, such as strains, stresses or hydrostatic pressure.
1.5 finite-element analysis in predictive studies of
bone mechanobiology
The finite-element method (FEM) is a numerical approach that pro-
vides approximate solutions to differential equations that form a
boundary value problem, based in finite difference approximations
and continuum elastic theory. Established in the 1960s, the method
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was introduced in bone research in the 1970s. The overall structure
is arranged as a set of discrete problems, allowing for the analy-
sis of complex geometries, material properties and boundary condi-
tions. The geometric representation consists in a mesh of elements
connected at nodal points, whose displacements are calculated from
the applied boundary conditions and mapped into local strains and
stresses of the whole structure.
Finite-element analysis (FEA) can be used to study mechanics in
biological tissues, for instance, to understand how these structures re-
spond to assorted loading conditions. The growing literature, that
constrains more and more the assumptions employed in material
properties and boundary conditions, in addition to the growing ac-
cess to improved imaging techniques, that create accurate numeri-
cal representations of organs and tissues with complex geometries,
played a chief part in the wide usage of FEA in biomechanics and
orthopaedics. FEA has also been employed to study the interaction
between biology and mechanics, for some steps of the mechanotrans-
ductive process, at contrasting levels, ranging from cell-level studies
inspecting the role of the cytoskeleton as cellular mechanoreceptor
(Barreto et al., 2013) to whole organ studies about material orienta-
tion directionality (Geraldes and Phillips, 2014).
Many studies on bone mechanobiology couple FEA and phe-
nomenological models of bone (re)modelling. The first is used to
characterise the mechanical environment in bone tissue when sub-
jected to a loading regime and the latter relates local mechanical
stimuli to a tissue response. These predictive algorithms are often
implemented in a feedback loop fashion, with the intrinsic properties
of the model being updated for incrementing adaptation iterations,
where bone can be represented at different scale levels. Remodelling
studies, i. e., internal adaptation of material properties, have been de-
veloped representing trabecular bone as a continuum (Figure 1.9a;
Beaupré et al. 1990b), as a meso-scale structural model, with bar and
shell elements representing trabecular and cortical bone (Figure 1.9b;
Phillips 2012), and at the trabecular level (Figure 1.9c; Tsubota et al.
2009). Some cortical bone adaptation (modelling) laws have also been
proposed in the literature (Huiskes et al., 1987; Beaupré et al., 1990b;
Chennimalai Kumar et al., 2010; Webster et al., 2012). These will not
be developed in this chapter, but in Chapter 3, which will look fur-
ther in detail into these and their application in the study of bone
functional adaptation.
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(a) Adaptation process of the distribution of trabecular bone in the femoral head.
(Reprinted from Beaupré et al. 1990b, with permission from John Wiley and Sons)
(b) Meso-scale adaptation model of
trabecular orientation, using 3D
bar and shell elements. (Reprinted
from Phillips 2012)
(c) Voxel-based adaptation model of
trabecular bone. (Reprinted from
Tsubota et al. 2009, with permis-
sion from Elsevier)
Figure 1.9: Finite-element-based internal adaptation models, ranging differ-
ent levels of representation.
Due to the intrinsic complexity of bone functional adaptation, these
computational models contribute toward better qualitative and quan-
titative understanding of the underlying mechanisms.
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1.6 motivations and specific goals of the thesis
1.6.1 Motivations
Our collaborators at the Royal Veterinary College, London, developed
a murine axial tibial loading device (described furthermore in Chap-
ter 2), which was designed to elicit anabolic responses from bone
tissue (De Souza et al., 2005) and is used as platform to examine
cortical bone modelling that results from controlled loading condi-
tions. The purpose of this project is to combine data obtained from
in vivo animal experiments with the determination of the mechanical
environment, via finite-element analysis. This will tell us how the
mechanical stimulus is related both spatially and temporally to the
biological response.
Previous studies have tested the potential of FE models of corti-
cal bone adaptation (Webster et al., 2012; Chennimalai Kumar et al.,
2012), however these either lacked a more mechanistic assessment of
the mechanical stimulus, disregarding its time-dependent behaviour,
or examined the obtained adaptation predictions against experimen-
tal data limited to global parameters, instead of local, more relevant
criteria.
In line with recent hypotheses regarding the mechanosensing
mechanisms (described in Chapters 4 and 5), finite-element mod-
els can be coupled to poroelastic theory to predict the velocity of
fluid inside the lacunar-canalicular system. Exploring load-induced
fluid flow as mechanical stimulus represents a mechanistic step when
modelling mechanocoupling in bone, with the addition of a time-
dependent component. This has implications in understanding how
loading parameters regulate mechanical osteogenic stimuli, which ul-
timately will enable researchers and clinicians to maximise and con-
trol bone adaptation. One of those parameters, short-term rest inser-
tion, has been shown to have an effect on osteogenic potential. How-
ever, the putative role of mechanics in this load parameter has not
previously been explored.
In addition, previous numerical studies explored the effects of fre-
quency on interstitial fluid flow, assuming specific value for poroelas-
tic material properties (Kameo et al., 2011; Malachanne et al., 2011;
Chennimalai Kumar et al., 2012). However there is a large variation
in experimental and numerical estimations of bone permeability (Car-
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doso et al., 2013), and its effect on the estimation of mechanoadaptive
stimuli using poroelastic models has not been previously determined.
Finally, previous numerical models that examined this transient
nature of physical cues in cortical bone, tested the predictive ability
of the presented formulations with the calculation of bulk quantities
(such as minimum moment of area, Chennimalai Kumar et al. 2012)
or qualitative descriptions (Malachanne et al., 2011). Explicit mea-
surements of cortical thickness changes in a spatial context describe
more accurately the adaptation that takes place.
This work will address the aforementioned limitations and will in-
spect the mentioned gaps in the literature.
1.6.2 Aims
This work aims to explore the relationship between the adaptive re-
sponse of cortical bone and organ-level mechanical cues that result
from mechanical loading, while exploring how external loading pa-
rameters affect local mechanical stimulation. Analytical and computa-
tional tools were developed to measure and predict bone adaptation
in an animal model.
The specific goals this thesis are the following:
1. To assess the spatial distribution of functional adaptation in the
murine model, by measuring the changes in morphology of the
mouse tibia that results from external stimulation;
2. To characterise the mechanical environment in the tibia, par-
ticularly the diaphysis, using finite-element models generated
from µCT data, to provide a full field description of mechanical
fields;
3. To develop a FE-based, phenomenologically motivated in sil-
ico predictive model that simulates cortical bone adaptation by
changing the morphology of bone surfaces, driven by the esti-
mated strain- and stress-based mechanical stimulus;
4. To estimate load-induced fluid-flow motion in cortical bone, cal-
culated with the poroelastic theory, in order to explore time-
dependent factors associated with bone mechanotransduction,
such as load frequency and the insertion of rest periods between
load cycles;
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5. To test the developed remodelling law using fluid-flow-derived
stimuli, as a mechanistic step into understanding the adaptive
response of cortical bone to loading;
6. To compare the measurements extracted from in vivo data to the
in silico predictions of cortical bone adaptation.
1.7 thesis structure
Chapter 1 Brief introduction to bone anatomy, cellular milieu and
functional adaptation;
Chapter 2 Description of the murine tibial axial loading model.
Differential analysis of µCT data obtained from loaded speci-
men, comparing contralateral and loaded limbs, with measure-
ments of changes in second moment of area and cortical thick-
ness;
Chapter 3 Development of a new adaptation law of cortical bone
and a finite-element bone of the mouse tibia. Coupling of the
adaptation law with the finite-element models and prediction of
spatial patterns of cortical bone adaptation, for the considered
animal model, employing a strain-based stimulus (strain energy
density);
Chapter 4 Introduction of fluid flow as a mechanical stimulus in
an idealised finite-element model, to predict time-dependent
parameters in bone functional adaptation (frequency and short-
term rest insertion);
Chapter 5 In silico predictions of cortical bone adaptation, using
the remodelling law proposed in Chapter 3 and fluid flow-
based stimuli, in order to inspect the accuracy of these drivers
in spatial terms;
Chapter 6 Future developments are suggested for further develop-
ments in the remodelling laws and validation procedures.

2
I N V I V O C O RT I C A L
B O N E A D A P TAT I O N
T O M E C H A N I C A L
L O A D S
This part of the study aims to provide a spatial description of cortical
bone surface modelling in the mouse axial tibial loading model. In
vivo adaptation was assessed via morphological evaluation of ex vivo
µCT scans from loaded and contralateral tibiae, by comparative anal-
ysis of cross-section geometrical properties and measurements. The
results data will be used for validation in Chapters 3 and 5.
2.1 introduction
Animal models
Human biology has several functions in common with a wide range
of other species. The extent at which these characteristics are shared
goes from very basic elements (like proteins or cell organelles) to less
common features only shared with some primates or mammals (as
behaviour, for instance). Animal models in research help understand
biological mechanisms, allowing the isolation of specific factors that
would be unethical or unfeasible to observe in humans. Animal re-
search is often not directly applied to humans, however, the species
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involved in studies have a specific taxonomic intersection with hu-
mans, involving identical biological and physiological machinery.
From an anatomical, physiological and genetic point of view, mice
have a marked similarity to humans. Mice are the most common ani-
mal model for research in physiology and disease in bone, as 99% of
mice genes have respective analogues in the human genome (Gunter
and Dhand, 2002) and, therefore, share similar molecular mech-
anisms involved in their bone mechanobiological processes (Jilka,
2013). Additionally, their accelerated lifespan, ease of genetic con-
trol and low-cost maintenance make them a suitable animal model
for a wide variety of biological studies. Knowledge of murine bone
mechanobiology is therefore of great importance, and applicable to
humans, providing that intrinsic differences are taken into account.
The C57BL/6J mouse strain was chosen to provide insights of in
vivo bone functional adaptation to mechanical loads, since it is the
most widely strain and it proved to respond to external mechanical
stimulation.
Mouse as a model for functional adaptation in bone
Animal studies isolate the contribution of specific mechanisms in-
volved in bone adaptation. In vivo loading models, opposed to in vitro
models, allow for the study of the full mechanotransduction process,
as the complete biological machinery involved is present (Robling
et al., 2001a). It is therefore possible to observe the response of the
whole bone or set of bones, at the organ level. Forces can be imposed
to the bone intrinsically (generated by the specimen) or extrinsically
(applied by an external apparatus). Whether or not the loading model
requires surgical procedures, it is classified respectively as invasive
or non-invasive. Some examples of murine models are the (intrinsic,
non-invasive) murine running studies in treadmills (Chen et al., 1994),
the (intrinsic, invasive) ulnar osteotomy (Lanyon et al., 1982), the (ex-
trinsic, non-invasive) tibial four-point bending in Figure 2.1a (Robling
et al., 2000, 2001c; Turner et al., 1991) or the (extrinsic, non-invasive)
axial compression of the ulna in Figure 2.1b (Hsieh and Turner, 2001;
Torrance et al., 1994).
In this project, an extrinsic non-invasive model in mice was used,
by axial loading of right tibia, while in the left leg (contra-lateral
control) no extrinsic forces were applied (De Souza et al., 2005). This
loading model, shown in Figure 2.1c, provides measurable amounts
2.2 in vivo loading and µct data 25
of bone formation after two weeks, avoids artefacts that arise from
the effects of surgical procedures or skin pressure induced periosteal
adaptation (observable in flexural loading protocols), and allows for
the examination of periosteal, endosteal and trabecular adaptation.
Sugiyama et al. (2010) showed that, in this model, significant bone
apposition occurred only in the loaded limb, demonstrating a local
rather than systemic response.
2.2 in vivo loading and µct data
2.2.1 Animals
Two different age groups (young and mature) of female C57BL/6J
mice were kept in polypropylene cages, exposed to 12h cycles of
light/dark exposure. Sample size of N = 6 and N = 7 were used,
respectively, for young (12-week-old) and mature (22-week-old) mice.
Mouse maintenance, loading, sacrifice and µCT acquisition were per-
formed by our collaborators at the Royal Veterinary College.
2.2.2 Murine tibial anatomy
Mice tibia and fibula are fused at the distal diaphysis and consid-
ered to be a single bone structure. The whole structure is roughly
19 mm in length and 4 mm in width at the point of maximum dis-
tance between fibula and tibia. Figure 2.2 displays some anatomical
landmarks, adapted from Bab et al. (2007), that will be employed
throughout this thesis.
Starting on the proximal end of the tibia, two convex prominences
form the medial and lateral condyles, part of the articulation with
the femur. Bellow the condyles, a roughly axial hyaline cartilage plate
divides the epiphysis and the metaphysis, known as the growth plate.
A growth plate is present at each end of a long bone and, unlike
other mammals, it persists in the mouse throughout skeletal maturity.
A similar plate is present in the proximal fibula. The distal end of
the tibia is formed by the lateral and medial malleoli, part of the
articulation with the talus.
The tibia has three main borders: the tibial ridge, located anteri-
orly, where the deep fascia of the leg attaches; the soleal line, located
posteriorly, a ridge where part of the origin of the soleus, flexor digi-
torum longus, and tibialis posterior muscles are attached; and the in-
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(a) Four-point bending of the rat tibia.
(Reprinted from Robling et al. 2001c,
with permission from Company of Biol-
ogists Ltd.)
(b) Axial compression of the rat
ulna. (Reprinted from Robling
et al. 2001b, with permission
from Elsevier)
(c) The loading model used for this
study: axial compression of the
murine tibia. (Reprinted from
De Souza et al. 2005, with per-
mission from Elsevier)
Figure 2.1: Examples of murine mechanoadaptation animal models.
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terosseous crest, located laterally, where the interosseous membrane,
that spans between the fibula and the tibia diaphysis, is attached. Be-
tween each border, the tibia has three main surfaces located laterally,
posteriorly and medially. These surfaces are adjacent to the bellies of
muscles, such as the soleus, flexor digitorum longus, tibialis anterior
and tibialis posterior.
Figure 2.2 highlights the aforementioned borders, surfaces and two
tuberosities: the proximal tibial crest, located in the medial side, and
the distal tibial crest, positioned anteriorly.
Medial condyle
Lateral condyle
Proximal
growth plate
Fibular
growth plate
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tibial crest
Soleal line
Interosseous
crest
Tibial ridge
Distal
tibial crest
Lateral
malleolus
Medial
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Anterior view Posterior view
LateralMedial Medial
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E
Figure 2.2: Anatomical landmarks of the mouse tibia adapted from Bab et al.
(2007). Legend: Epiphysis (E), metaphysis (M) and diaphysis (E).
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2.2.3 Tibial loading
The protocol for this experiment is identical to the one described in
the work by De Souza et al. (2005). The extrinsic actuator consisted
of two vertically aligned padded cups, with different concavities cor-
responding to the imprint of flexed knee and ankle joints. The cups
were enclosed in a 200N load range servo-hydraulic materials testing
machine (Model HC10, Dartec, Ltd., Stourbridge, UK), with an actu-
ator and a load cell. The right tibia of each specimen was placed in
between the cups, while the left limb was a contra-lateral limb. The
tibia was compressed across the knee joint, with axial forces exerted
through the joint soft tissues and bones (Figure 2.1c).
Load cycles consisted in a 10 Hz trapezoidal function with peak
force at 13 N for the young group and at 9 N for the mature group,
separated by a 10 s rest period, as depicted in Figure 2.3. These were
applied at 40 cycles/day, three times a week for 2 weeks.
An advantage of this load model is the fact that axial forces are ex-
erted in a direction similar to joint contact forces during gait, creating
comparable strain distribution patterns. The natural bowing curva-
ture of the tibia induces bending and transforms the axial compres-
sion into a combination of compression and mediolateral bending
moment at the mid-diaphysis. Resulting surface strains are expected
to match the ex vivo strain gauge measurements by De Souza et al.
(2005) and surface patterns acquired with digital image correlation
(DIC) by Sztefek et al. (2010). For the DIC measurements, muscles
were removed in order to expose the surface of the tibia and every-
thing else was left intact. Figure 2.4 shows the obtained surface lon-
gitudinal strains, where it is observable that the medial surface to be
predominantly under tension, while the lateral side under compres-
sive strains.
Intraperitoneal injections of calcein and alizarin were administered
respectively at day 5 and 12 of loading, with the purpose of con-
ducting a novel histomorphometric analysis of bone adaptation, as
described in Appendix A. The mice were killed at day 15, tibiae were
dissected, stored in 70% ethanol, and scanned with µCT with a reso-
lution of 5 µm.
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Force (N)
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Figure 2.3: A 10 Hz load function was applied at each cycle, with a load and
unload duration of 0.025 s, siding a 0.05 s plateau at peak load
of 13 N. A rest period of 10 s was inserted between consecutive
load cycles.
Figure 2.4: Logitudinal surface strain contours obtained using DIC for a
12 N axial load to the mouse tibia. The medial surface experi-
ences tensile strains, while the lateral side is mostly under com-
pression. (Reprinted from Sztefek et al. 2010, with permission
from Elsevier)
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2.2.4 Cross-section processing
The µCT axial images for the left tibiae were imported to an image-
processing software (Mimics v15.1, Materialise, Leuven, Belgium).
Segmentation was applied to the images and surface triangular
meshes of the periosteal and endosteal surfaces were exported as an
STL file. The procedure was repeated for the right leg tibia. The STL
files of the right tibia was reflected and registered to the left tibia us-
ing landmark registration in order to align the meshes (Figure 2.5a).
The overlaying tibial shapes of left and right tibiae were then aligned
to the longitudinal axis in a reproducible manner (Figure 2.5b). The
axial cross sections of the aligned geometries (Figure 2.5c) were then
exported separately as BMP files.
(a) Tibiae are imported to Mimics. (b) Left and right leg bones are align
to each other and to the longitudi-
nal axis (z-axis).
(c) New masks are obtained from final
cross sectional contours.
Figure 2.5: Alignment process conducted to obtain consistent cross-sections
of the left (white) and right (red) tibiae.
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Sample µCT slices
Figure 2.6 shows the tibial cross-sections of loaded (black line) and
contra-lateral (grey line) limbs for an example specimen.
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Figure 2.6: Cross-section contours of left (non-loaded, grey line) and right
(loaded, black line) tibiae for a particular specimen. Anatomical
landmarks: interosseous crest (IC), proximal tibial crest (PTC),
soleal line (SL), tibial ridge (TR).
2.3 second moments of area
Functional modelling in bone increases second moments of area,
since bone is added to the surface, and therefore several studies used
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such cross-sectional geometry properties to quantify the extent of the
adaptive response (Lanyon et al., 1982; Daegling, 2002; Robling et al.,
2002; Robling and Turner, 2002; Warden and Turner, 2004; Fritton
et al., 2005), as these are highlighted as appropriate indicators of me-
chanical competence (Ruff et al., 2006).
Figure 2.7 shows the calculated (geometrical) major and minor axes
and the (structural) neutral axis 1, in a cross-section of the tibial dia-
physis subjected to the axial loading applied (Section 2.2.3), and ob-
tained with finite-element models that aim to simulate the mechanical
behaviour of the loaded mouse tibia. Material and boundary condi-
tions were assigned in order to simulate the conditions described in
Section 2.2.3 and strains were solved at the instant of peak load. Fur-
ther details of this can be found in Chapter 3. Peak tensile strains
occur at the medial surface, whereas peak compressive strains occur
laterally at the interosseous crest.
In mid-diaphysis, the neutral and minor axes are roughly parallel.
Strains are highest away from the neutral axis (and minor axis) 2, and
adaptive changes are therefore expected in these regions, provided
that tissue strains trigger mechanoadaptive responses (Frost, 2003).
To provide additional resistance to bending, it is more efficient to lay
a certain amount of bone away from the bending axis than near it.
Bone formation on the surface away from the neutral (and Imin) axis
provides significant resistance to bending. We therefore employ Imin,
in this section, to quantify cortical bone apposition.
2.3.1 Methods
In order to calculate the second moments of area, tibia and fibula
were separated between the proximal and distal junctions using im-
age editing in ImageJ (NIH, Maryland, USA) (Figure 2.8). Analyses of
the fibular structure were not included in this thesis. The BoneJ plu-
gin for ImageJ (Doube et al., 2010) was used to process cross-sectional
geometric properties of each slice (such as second moments of area
or cross sectional area). To achieve this, binary images were created
and given as input into the Slice Geometry macro. The results from
BoneJ were exported as ASCII-delimited files to be processed with a
1 The neutral axis of a cross section is defined as the set of points with neither tensile
nor compressive longitudinal strains (ezz).
2 The combination of bending and pure compression will cause the neutral axis to
shift away from the compressive region, decreasing tensile strains and increasing
compressive strains.
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Figure 2.7: Colormap of the longitudinal strains in a diaphyseal cross-
section, calculated with a finite-element model of the bone, with
the second moment of area major and minor axis (solid lines)
and zero-strain neutral axis (dashed line). Tensile (positively
strained) and compressive (negatively strained) sites are show
with warm and cold colours respectively. Bone adaptation is
expected where mechanical signal is highest, away from the neu-
tral axis, which is close to the minor axis. Hence Imin is used to
capture changes in cortical shape.
Matlab (Mathworks, Natick, MA, USA) script, described in the fol-
lowing section. Changes in moments of area from contra-lateral to
loaded leg were expressed as the rate of increase (∆I/I) in Imin or
Imax/Imin. Considering the former, then ∆Imin/Imin is expressed as
∆Imin/Imin =
IRmin − ILmin
ILmin
(2.1)
where ILmin and I
R
min correspond to the second moment of area about
the minor axis for the left (control) and right (loaded) tibiae. As
illustrated in Figure 2.8, Z corresponds to the axial range between
the tibia-fibula proximal and distal junctions, in the distal direction
(Z = 0 at the proximal junction and Z = 1 distally).
Statistical significance was visualised by box plots, summarised in
Figure 2.9. When no overlap exists between the confidence interval
(CI) of cross-section geometry properties from two statistical groups
(contra-lateral and loaded tibiae, in this study) the groups are consid-
ered significantly different. Difference parameters, such as the one
in Equation 2.1, with confidence intervals not containing 0 indicate a
statistically significant increase in second moment of area.
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Z = 0
Z = 1
≈ 9mm
Figure 2.8: Tibia and fibula were separated in the region between the proxi-
mal and distal junction, in order to calculate cross-sectional iso-
lated geometrical variations. Non-dimensional coordinate, Z,
corresponds to the axial space between the proximal (Z = 0)
and distal (Z = 1) tibia-fibula junctions.
Outlier
Maximum datum
Third quartileAverage
Median95% confidence limits
First quartile
Minimum datum
Figure 2.9: Box plot representation. Each data point consists in a central
mark that corresponds to the median, the lower and upper edges
of the box are respectively the first and third percentiles, the
whiskers range between the data limits, the average is shown by
the solid lines, outliers are represented by cross markers and the
triangles indicate the estimate of the 95% confidence interval (CI)
for the median, calculated as CI = median ± 1.58 × IQR/√N,
with IQR is the interquartile range between the first and third
quartiles (the box limits) and N the number of specimens (N = 6
for the 12-week-old group and N = 7 for the 22-week-old group).
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2.3.2 Results
2.3.3 Comparative analysis: 12 week group
Figure 2.10 shows the second moment of area about the minor axis
(Imin) for non-dimensional coordinate Z. The values of Imin along
Z of all specimens that showed sizeable response in the diaphysis
are plotted in Figure 2.10a and a box plot of these data is shown in
Figure 2.10b. Imin decreases steadily with Z, following the reduction
of the mediolateral width of the bone (Figure 2.10a).
Figure 2.10b shows a boxplot graph, grouping left and right legs
of all specimens. In the figure, each specimen has a respective colour
and thicker lines represent the loaded limb. This age group shows a
significant difference between contra-lateral and loaded legs in data
points comprised in 0.15 ≤ Z < 0.3 and 0.4 < Z ≤ 0.55, since the
CI of contra-lateral and loaded tibiae do not intersect within these
ranges. Nonetheless, grouping of the right and left legs can con-
ceal relevant differences due to individual variability. Hence inter-
specimen measurements were performed.
Equation 2.1 was used for Figure 2.11, where the changes in Imin are
represented individually for each specimen (Figure 2.11a) and in a
boxplot (Figure 2.11b). A double peak trend is visible with significant
changes peaking Imin around Z = 0.2 (≈ 18% of the total bone length,
from the proximal end) and Z = 0.5 (≈ 34% of the total bone length),
in the intervals where CI does not intersect ∆Imin/Imin = 0. The
information extracted from these statistics is different from the one in
Figure 2.10b. Here the adaptive changes are expressed individually
for each specimen, reducing the influence of extrinsic factors that
might interfere in our comparative analysis, such as animal size or
mass.
2.3.4 Comparative analysis: 22 week group
The corresponding results, for the mature group, are illustrated in
Figures 2.12 and 2.13. Figure 2.12 shows the second moment of area
about the minor axis for the mature group, as a function of Z, with
raw data and box plot representation in Figures 2.12a and 2.12b, re-
spectively. A broader distribution of Imin values was obtained for the
mature groups, for Z ≤ 0.2, but similar trends are verified for both
age groups, .
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(a) Raw values of tibial Iminof non-loaded (dashed lines) and loaded limbs (solid lines).
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
I
m
in
(m
m
4
)
 
 
Contra-lateral
Loaded
Z
(b) Boxplot representation of tibial Iminof non-loaded (blue) and loaded (red) limbs.
Figure 2.10: Second moment of area about the minor axis Imin, as a func-
tion of the normalised diaphyseal length Z, for the 12-week-old
group.
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(a) Raw values of ∆Imin/Imin for all specimens.
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(b) Boxplot representation of tibial ∆Imin/Imin.
Figure 2.11: Changes in second moment of area about the minor axis
∆Imin/Imin, as a function of the normalised diaphyseal length
Z, for the 12-week-old group.
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(a) Raw values of tibial Iminof non-loaded (dashed lines) and loaded limbs (solid lines).
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(b) Boxplot representation of tibial Iminof non-loaded (blue) and loaded (red) limbs.
Figure 2.12: Second moment of area about the minor axis Imin, as a func-
tion of the normalised diaphyseal length Z, for the 22-week-old
group.
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Figure 2.13a shows individual changes in Imin for the mature group
and Figure 2.13b a boxplot of the ∆Imin/Imin data. A significant in-
crease was calculated for data points comprised in 0.35 ≤ Z ≤ 0.8
and, similarly to the young group, a double peak in the average was
obtained around Z = 0.2 and Z = 0.5. However, only the 12-week-
old group showed significant bone mass gains at the proximal peak
(Z ≈ 0.2), whereas the 22-week-old mice exhibited a broader standard
deviation.
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(a) Raw values of ∆Imin/Imin for all specimens.
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(b) Boxplot representation of tibial ∆Imin/Imin.
Figure 2.13: Changes in second moment of area about the minor axis
∆Imin/Imin, as a function of the normalised diaphyseal length
Z, for the 22-week-old group.
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Figure 2.14 shows the boxplot representation of ∆Imin/Imin for both
age groups. The peak in average ∆Imin/Imin was slightly higher for
12-week-old mice. However, the response in the two groups was not
statistically different, as the CI from both groups intersect each other
for all values of Z. This means that similar amounts of adaptation
were verified for both groups and, therefore, the 22-week-old data
was disregarded hereafter.
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Figure 2.14: Boxplot representation of ∆Imin/Imin as a function of the nor-
malised diaphyseal length Z, for the 12 week (yellow) and 22
week (greek) mice. No significant differences were found be-
tween the two age groups.
2.3.5 Limitations
Change in Imin was used as an indicator of adaptation in shape, be-
cause bone formation is expected away from the minor axis. This
assumption was made based on the premises that (1) bone adapts
primarily in region of high strain magnitude, i. e., away from the zero-
strain neutral axis, represented in Figure 2.7, and (2) that minor and
neutral axes were approximately parallel. To understand this latter as-
sumption, these axes were compared by calculating the neutral axis
for one of the specimen using a finite-element model of the mouse
tibia.
Figure 2.15 shows the neutral and the Imin axes for three cross-
sections. The respective axis orientation, as a function of Z, is plotted
in Figure 2.16. For 0.15 ≤ Z ≤ 0.7, the Imin (minor) axis agrees
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relatively well with the neutral axis (as visible in Figure 2.15b), and
therefore for this range Imin is sensitive to strain-derived adaptation
in the cortical bone. Outside this interval, at the ends of the bone,
their orientation diverges considerably (visible in Figures 2.15a and
2.15c), indicating a poor agreement between ∆Imin/Imin and changes
in shape away from the neutral axis, suggesting that Imin may not be
an appropriate indicator of bone formation.
(a) Z = 0.06 (b) Z = 0.29 (c) Z = 0.89
Figure 2.15: Minor (solid) and neutral (dashed) axes for three different axial
positions. The orientation of both axes can vary importantly.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−200
−150
−100
−50
0
A
n
g
le
 (
º)
 
 
Neutral axis
Minor axis
Z
Figure 2.16: Angle variation along Z for the second moment of area minor
and zero-strain neutral axes.
The reason for such offset in axes orientation at the ends of region
of interest (0 ≤ Z ≤ 1) is change in area proportions of the axial
sections change along the length of bone. Tibial cross-sections start
proximally with a roughly circular shape (Figure 2.15a), becoming
more elongated (Figure 2.15b) and then more circular again distally
(Figure 2.15c). A way of quantifying this area proportion is by calcu-
lating the ratio Imax/Imin, plotted in Figure 2.17 for contra-lateral and
loaded limbs. The closer Imax/Imin is to 1, the more circular the cross-
section is. Mice tibiae have a more elongated shape for Z ∈ [0.3, 0.7],
coinciding, as expected, with the region at which neutral and minor
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axes are aligned, and a rounder shape outside this interval. Therefore,
using Imin, outside this range, to compare loaded and contra-lateral
legs, would not be a viable measure of functional adaptation.
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Figure 2.17: Boxplot representation of Imax/Imin as a function of the nor-
malised diaphyseal length Z, for non-loaded (blue) and loaded
(red) limbs.
In addition to the aforementioned points, quantifying the second
moment of area does not indicate the exact location where bone for-
mation occurs, since a single value is attributed to each cross-section.
For instance, it is not possible to distinguish from bone formation in
the medial side from the lateral side, or even if changes are taking
place in the periosteal or endosteal surfaces. Namely, ∆Imin/Imin is
capable of describing the distribution of cortical bone functional adap-
tation in length, but not how it is distributed in the transverse plane.
As a result, complementary geometric measurements were devised
for this study.
2.4 cortical thickness
The goal of this method is to obtain a map of cortical thickness
changes that occur in the diaphysis of long bones. To achieve that,
two types of measures were assessed: cortical thickness and endos-
teum distance to the centroid of the medullar canal. Matlab scripts
were developed for this study, in order to calculate thickness mea-
surements from the binary µCT scan images obtained in Section 2.2.4
and used in Section 2.3.1.
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2.4.1 Methods
As illustrated in Figure 2.18, the cortical bone shell in the initial binary
mask (Figure 2.18a) was isolated from the fibula and unconnected
trabecular structures. The interior pixels of the resulting region (Fig-
ure 2.18b) were then removed using Matlab function bwmorph, in or-
der to obtain the boundary pixels. The peri- and endosteal surface
boundaries were then identified, removing others that might result
for blood vessel penetrations and distinct porosities (Figure 2.18c).
The latter step might be compromised if a given cross-section has a
connection between the marrow cavity and the outside of the bone.
This was solved by finding the characteristic size of the opening and
performing morphological closing (dilation followed by erosion) of
mask.
The map of Euclidean distances from the periosteum was com-
puted with Matlab function bwdist. Figure 2.18d shows the contour
plot of the calculated distances to the closest pixel at the endosteal
surface. The thickness of cortical bone, in this study denoted as Th,
at a certain periostal location was then considered to be the calcu-
lated distance value obtained at the boundary pixels, represented by
a black line in the this figure.
Results were reported using cylindrical coordinates; boundary pix-
els were arranged into groups according to their angular positions θ
from the centroid of the cross-section in Figure 2.18b. For each group
the measured values were averaged for the pixels enclosed within an
azimuthal range of pi/90 (2◦) – Figure 2.18e illustrates this step for
a pi/12 angle range (15◦). A similar procedure was carried out to
determine the location of the endosteum, denoted as En. The dis-
tance from each inner boundary pixel to the centroid was calculated
(Figure 2.18f) and grouped into angle ranges.
Left and right leg axial images were processed using the previous
steps and results were expressed in a cylindrical coordinates coordi-
nate system (Th, θ, Z), where the coordinates respectively correspond
to the thickness of the cortical shell, the angular position in the cross
section with the cortical centroid as origin and the axial range be-
tween the tibia-fibula proximal and distal junctions. The coordinate
system is illustrated in Figure 2.19. The variation of cortical thickness
shell (∆Th/Th) between adapted and non-adapted tibiae is given by
∆Th/Th(θ, Z) =
ThR(θ, Z)
ThL(θ, Z)
(2.2)
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(a) Initial cross-section. (b) Cortical shell isolated
from fibula and un-
connected trabecular
bone.
(c) Peri- and endosteal
boundaries.
(d) Map of Euclidean distances
from the endosteum.
(e) Boundary pixels are
grouped by polar angle
with origin in the centroid
of the cortical shell.
(f) Endosteal distance from
the centroid for an exem-
plifying pixel.
Figure 2.18: Steps of script for the calculation of cortical thickness and en-
dosteal distance from centroid.
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with ThL and ThR as the thickness for left and right legs. This data,
for the complete range of longitudinal position Z, can be better visu-
alised in a three-dimensional representation. Colour maps of cortical
thickness Th were plotted in a two-dimensional plane (θ, Z).
0
4590
−45±180
−135 −90
135 θ
0
1
ZTibial ridge
Interosseous crest
Figure 2.19: Angular (θ) and longitudinal (Z) coordinates used in the cylin-
drical coordinates system.
Due to some slight variability in the longitudinal progress of the
angular position of the tibial borders and other bony landmarks, sta-
tistical analysis of these colour maps results becomes rather complex.
The lack of alignment leads to over-calculated standard deviations,
concealing the desired adaptation patterns. Hence, the specific ge-
ometry of a single representative specimen will be used to measure
cortical thickness Th(θ, Z) in the next sections and, using the finite-
element method, to model adaptation in subsequent chapters.
2.4.2 Results
2.4.2.1 Cortical thickness
In Figure 2.20, the computed cortical thickness, Th, of both left and
right tibiae, for the specimen with cross-sections represented in Fig-
ure 2.6, are shown at different normalised lengths Z.
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Figure 2.20: Polar representation of cortical thickness, Th, for left (grey line)
and right tibiae (black line), as function of coordinate θ, for
different Z values (Th units in µm). Anatomical landmarks:
interosseous crest (IC), proximal tibial crest (PTC), soleal line
(SL), tibial ridge (TR).
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A common feature for all values of Z until around 0.7 is the high
thickness values calculated between around θ = 40–60◦, a region that
corresponds to the tibial ridge and peaks around 1000 µm. The local
maxima corresponding to the interosseous crest clearly noticeable, in
this figure, around θ = 300◦. The soleal line and the proximal crest
are visible at Z = 0.2, 0.3, around θ = 220◦ and 160◦, respectively.
Figure 2.21 shows a 3D reconstruction of the proximal tibial crest,
present in the medial side, which can slightly vary in longitudinal po-
sition from lateral to contra-lateral limbs. There is an average change
in Z of about 0.05; the position of the proximal crest coincides with
the small plateau present around Z = 0.2 in Figure 2.10.
Proximal crest apex
Figure 2.21: Aligned left (yellow) and right (orange) tibiae evidence a slight
shift in proximal tibial crest in length, more proximal in the
right side.
Some noise is visible in a significant number of sections, most no-
ticeable proximally at Z = 0.1, due to trabecular structures connected
to the cortical shell and blood vessel or nerve foramina that open in
the peri- and endosteal surfaces. Figure 2.22 shows cross-sections of
left and right tibiae at Z = 0.045, where trabecular structures are
present in the left tibia for a given angular range (135◦ < θ < 185◦),
but absent in the right leg. Figure 2.23 illustrates a situation where the
opening of a blood vessel foramen into the medullary cavity creates
a sudden reduction of the cortical thickness in the pixels rendered
as endosteal surface. These situations will lead, respectively, to lo-
cal over- and underestimations of Th, at those coordinates. When
comparing left and right tibiae using Equation 2.2, the first will cal-
culate ∆Th/Th values lower that actual, due to the abnormally high
readings of Th; whereas the latter will compute a sudden increase in
thickness between left and right, as the opening of the pore to the
48 in vivo cortical bone adaptation to mechanical loads
medullar canal will abruptly reduce Th. These situations are of high
importance upon the analysis of thickness colour maps.
(a) Left (Control) (b) Right (Loaded)
Figure 2.22: Left and right tibiae of the specimen at Z = 0.045 and angle
range of 135◦ < θ < 185◦ highlighted in red. Trabecular struc-
tures are present in the left side, leading to erroneous calcula-
tions of the thickness for this limb.
(a) Z = 0.93 (b) Z = 0.94
Figure 2.23: Opening of blood vessel in the endosteal boundary of the left
tibia. When the vessel is enclosed intracortically at a certain
section (highlight with red in a) it is not taken into consideration
for the calculation of shell thickness. These type of situations
cause sudden changes in cortical thickness readings.
Figures 2.24 and 2.25 show the thickness map for left (ThL) and
right (ThR) tibiae respectively. Each polar plot of Figure 2.20 corre-
sponds to a horizontal line in this representation. For both limbs,
three vertical high thickness columns stand out, corresponding to
the tibial ridge (for Z ∈ [0 , 0.7] and θ ∈ [35◦, 75◦]), the soleal line
(Z ∈ [0.15 , 0.35] and θ ∈ [200◦, 230◦]) and the interosseous crest (for
Z > 0.1 and θ ∈ [270◦, 320◦]). The most striking difference between
both figures is the increase in thickness of the interosseous crest, an
aspect that also is markedly visible in the polar representation of
Th in Figure 2.20. As shown in Figure 2.21, there is a slight shift
in Z between different limbs in the location of the proximal tibial
crest, shown as a elliptical hotspot roughly located within the inter-
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vals Z ∈ [0.1, 0.3] and θ ∈ [135◦, 180◦], can be seen comparing these
colour maps. It is also observable the presence of horizontal dashes of
high Th values and occasional sudden longitudinal changes in thick-
ness, such as the ones seen at (θ, Z) = (200◦, 0.94) in the left tibia
and at (θ, Z) = (260◦, 0.93) in the right side. The horizontal dashes
correspond to the connected trabeculae and the latter to opening of
canals to any of the cortical surfaces, as illustrated in Figure 2.22 and
2.23. These artefacts contribute to a more complex appearance of the
colormap of ∆Th/Th, depicted in Figure 2.26.
TR IC
PTC SL
Figure 2.24: Colour map of cortical thickness Th for the contra-lateral tibia.
Warm colours indicate high thickness values and cold colours
represent thiner shell locations (Th units in µm). Anatomical
landmarks: interosseous crest (IC), proximal tibial crest (PTC),
soleal line (SL), tibial ridge (TR).
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TR IC
PTC SL
Figure 2.25: Colour map of cortical thickness Th for the loaded tibia (Th
units in µm).
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Figure 2.26: Colour map of changes in cortical thickness ∆Th/Th. Regions
of bone formation (∆Th/Th > 1) are represented with warm
colours and unadapted regions are shown with cold colours
(∆Th/Th ≈ 1).
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The tibial ridge, similarly to Figures 2.24 and 2.25, can be identified
in the colour map of ∆Th/Th as a sequence of horizontal dashes of
high and low values that correspond to the sequential opening and
closing of a series of foramina at the endosteal surface. Figure 2.6
shows the presence of these porosities quite clearly, where blood ves-
sel pores are observable going across the tibial ridge in the proximal
first 50% of the length between the junctions of tibia and fibula. Since
the opening of these channels in both sides can occur at different Z, a
pattern of alternated increase and decrease in ∆Th/Th is obtained in
Figure 2.26. Figure 2.27 shows the regions where a reduction in cor-
tical thickness was calculated (0.7 < ∆Th/Th < 1), which coincide
with the location of some of these artefacts.
Connected trabeculas
(Figure 2.22)
Proximal crest shift
(Figure 2.21)
Soleal line
misalignment
Foramen opening
(Figure 2.23)
Figure 2.27: Thickness map of predicted resorptive areas in dark shades
(0.7 < ∆Th/Th < 1). Many of these regions are in fact arte-
facts that result from misalignment of bony landmarks between
sides.
Examining the gap between lines in the polar plots of Figure 2.20
and the color map of Figure 2.26, two main regions of mechanical
adaptation can be identified, located in the flat medial surface and the
interosseous crest. Figure 2.28 shows the corresponding location of
these regions in the thickness map and in a 3D reconstruction. During
axial compression, these regions are mainly subjected to tensile and
compressive stresses respectively. The regions of low ∆Th/Th con-
2.4 cortical thickness 53
tained inside these areas are coincident with the artefacts described
previously and therefore considered to be within mechanoadapted
regions. The first 10% of length is problematic to analyse, due to the
high amount of connected trabeculae.
Figure 2.28: Regions of high mechanoadaptive response, located in the flat
medial surface and the interosseous crest. Thickness map was
shifted in the θ coordinate for visualisation purposes, with the
tibial ridge region being aligned at θ = 0, so that the regions of
interest inside the boxes were not split.
2.4.2.2 Endosteum arrangement
Figure 2.29 shows the location of the endosteum, En, of both left
and right tibiae, for the specimen with cross-sections represented in
Figure 2.6, at different normalised lengths Z. A marked similarity
was found for the spatial arrangement of the endosteal boundaries in
both loaded and contra-lateral limbs, suggesting that the endosteum
is relatively insensitive to mechanical loading.
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Figure 2.29: Polar representation of location of the endosteum, En, for left
(grey line) and right tibiae (black line), as function of coordinate
θ, for different Z values (En units in µm)
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2.5 discussion
The changes found in cortical geometry between unloaded and
loaded legs were assumed to be originated due to anabolic effects
of mechanical loading. The effects of expected daily loading were not
taken into consideration, as both legs were assumed to be exposed
to similar physical forces during that regime. Previous studies found
that surface peak strains, for 13 N applied loads, were up to 10 times
higher than during normal walking and up to 5 times higher than
during 13 cm jumps (De Souza et al., 2005). Despite of the fact that
further studies are required to ascertain the relative contribution of
normal cage activity versus extrinsic loading, the results in this chap-
ter show that there are significant contralateral differences caused
from the latter.
Second moments of area
Some expected variability was seen on the location and extent of sur-
face modelling, likely associated with the adaptation tolerance of each
specimen, differential handling, loading of mice or physical activity
outside loading times (fighting, cage climbing, etc.)
Comparative analysis of the young group showed significant me-
chanical adaptation for 0.1 ≤ Z ≤ 0.3 and 0.35 ≤ Z < 0.8, with a
rather large variability around Z = 0.33 (Figure 2.11b). However, the
misalignment of the proximal tibial crests, shown in Figure 2.21, had
an effect in the calculations of Imin for 0.2 < Z < 0.3, contributing
to the reduction in ∆Imin/Imin verified for Z values between 0.2 and
0.5. Therefore it is fair to consider that a significant mechanoadaptive
response was verified in 0.1 ≤ Z < 0.8 in the 12 week group.
Figure 2.17 shows a significant reduction in tibial Imax/Imin from
left to right limb, implying that mechanoadapted bones become more
circular around midshaft.
Younger mice, expected to be more responsive to external loading,
were subjected to higher magnitude of loading (13 N of axial load-
ing) than the mature group (9 N). Yet, both age groups obtained
similar responses in terms of changes in second moment of area (Fig-
ure 2.14), indicating that 9 N of load is likely to be enough to prompt
a significant osteogenic response for the presented loading protocol.
This seems to be in agreement in previous studies in the same ani-
mal model (Weatherholt et al., 2013), where it has been found that
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loading magnitude of 9 N is enough to elicit lamellar apposition of
cortical bone.
Despite not explicitly describing how bone adaptation is dis-
tributed across bone, contralateral change in Imin is a suitable prop-
erty to carry out statistical analysis on groups of animals and deter-
mine the regions in length where significant adaptation is verified.
Robling et al. (2002) used ∆Imin/Imin measurements of the axial load-
ing model of the rat ulna, shown in Figure 2.30a, to verify a signifi-
cant increase in bone formation when 360 daily cycles of loading are
separated into 4 bouts of 90 cycles. Weatherholt et al. (2013), in a
study conducted in the same animal model of the present work (with
different aged mice and load function), used variations in polar mo-
ment of inertia, Ip = Imax + Imin, to determine changes in mechanical
properties for different load magnitudes, 5, 7 and 9N, as shown in
Figure 2.30b. Figure 2.30c shows the obtained changes in Ip from the
same results in Section 2.3.3. Nevertheless, Figures 2.30b and 2.30c
are not comparable, as these calculations by Weatherholt et al. (2013)
consider the contribution of both tibia and fibula.
Thickness maps
A similar thickness mapping methodology has been developed by
other groups to determine the relationship between regions of corti-
cal thinning and the location of fracture in humans (Poole et al., 2012).
Nonetheless, this study is, to the author’s knowledge, the first in em-
ploying a similar approach to animal studies, and presents a thorough
description of cortical bone changes due to functional adaptation.
Calculating cortical thickness changes allows for a full length anal-
ysis, improving the extent of the assessment from a global parameter
(second moment of area) to a local geometric measurement. This
parameter allows to explicitly delineate the regions where bone re-
sponds to loads. The information contained in the polar plots of
Figure 2.20 and in each row in Figures 2.24 and 2.25 is condensed
into a data point in the previous representation of cortical bone mor-
phology. ∆Th/Th calculations were able to report for the response
at the distal end of our region of interest, but not in the first 10% of
Z, due to the substantial amount of trabecular bone connected to the
cortical shell.
A limitation of this measurement is that it is not capable of iden-
tifying geometrical changes in regions where the contours of both
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(a) Variations in minimum moment of area for the axial
loading model of the rat ulna. (Reprinted from Robling
et al. 2002, with permission from John Wiley and Sons)
(b) Variations in polar moment of inertia for the axial load-
ing model of the mouse tibia. (Reprinted from Weather-
holt et al. 2013, with permission from Elsevier)
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(c) Variations in polar moment of inertia obtained for the in vivo adaptation data pre-
sented in this chapter.
Figure 2.30: Cross-sectional measurements for different animal studies.
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endosteal and periosteal surfaces are remodelled, but thickness re-
mains constant. Hence the data is complemented with the endosteal
arrangement between loaded and unloaded tibiae, represented in Fig-
ure 2.29, so to identify the sites of endosteal surface modelling.
For some regions, reductions in cortical thickness were calculated
(i. e., the calculated value of ∆Th/Th was less than 1). Figure 2.27
shows these sectors, which are associated with artefacts, visible as
sudden variations of ∆Th/Th. The larger region of cortical reduc-
tion, located in the distal half of the diaphysis and 135◦ < θ < 225◦,
corresponds, as illustrated in Figure 2.31, to a slight bulging in the en-
dosteal surface that surrounds a foramen opening to medullary canal.
A detailed analysis of the obtained colour maps suggests that actual
resorption was not found in this model, confirming the anabolic na-
ture of this animal loading model, where bone formation prevails
practically across the whole bone.
Figure 2.31: Left tibiae at Z = 0.932 and angle range of 180◦ < θ < 225◦
highlighted in red. Surrounding the opening of the vessel there
is a bulging of the endosteal surface, increasing the distance
between this and the periosteal surface. Such increase explains
the seeming reduction in ∆Th/Th shown in Figure 2.27, more
specifically the dark shade comprised in 135◦ < θ < 225◦ in the
distal half of the diaphysis.
In addition, the resulting colour maps had an overall "noisy" ap-
pearance, due to the presence of the aforementioned artefacts, as
mentioned above, which created unrealistic variations in thickness,
contributing to a less straightforward reading of these maps. The
main contributors for the presence of deceptive hotspots were (1) tra-
becular structures that, in specific axial sections, remained connected
to cortical shell (Figure 2.22), (2) the opening and closing of foramen,
both in the medullar cavity and in the periosteum (Figure 2.23), and
(3) small organ-level contralateral morphological differences that lead
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to a misalignment of correspondent anatomical landmarks. Further
developments are necessary to create clearer maps of adaptation, that
facilitate the process of identifying the regions where changes in thick-
ness take place; An improvement in the image processing is required
to remove the effect of trabecular bone and, in order to decrease the
contribution of misalignment, nonrigid registration of each bone to
the contralateral equivalent could be included, as done in previous
works (Poole et al., 2012). This would not only allow to statistically
compare several mice studies, but also facilitate the examination and
comparison between thickness maps obtained from µCT scans and
from predictive algorithms, in the following chapters. These, how-
ever, are not straightforward procedures and should be considered
for future projects.
An alternative methodology would be time-lapsed imaging of bone
morphometry, as performed by Lambers et al. (2011), which combines
in vivo µCT with registration of the same bone at different time points.
This procedure, instead of working out the changes in measured ex
vivo geometrical properties, would be able to detect local tissue vari-
ation and more accurately identify regions of tissue addition or re-
moval.
Yet, the presented methodology, using ex vivo specimen imaging
of contralateral bones, allows to perform dynamic morphometry us-
ing images from conventional scanners, which are highly accessible.
Also, the patterns that emerged form these artefacts were interpreted
and identified, allowing to discern the regions that responded to the
external load: the lateral side and a part of the medial surface as
mechanoadapted regions, subjected, respectively, to the highest com-
pressive and tensile stresses during axial loading.
Our lab is making significant efforts to improve the assessment of
bone dynamics during functional adaptation. In a separate study, still
in a preliminary phase, we are exploring a state-of-the-art method-
ology that allows to indicate active sites of bone formation. This
method consists in acquiring sequences of histological sections of la-
beled bone, which then can be post-processed to reconstruct a 3D
map of bone formation. Such methodology has the potential to
provide highly accurate data for the determination of sites of corti-
cal bone adaptation, complementing the presented measurements of
change in thickness, and further contributes to validate our FE-based
remodelling algorithms. The details of this technique and examples
of preliminary data are included in Appendix A.
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Mouse models and its relevance for load-induced bone adaptation in humans
How well does research in mice translates to human?
The most relevant structural difference between mice and humans
or other larger animals is the fact that compact bone of the former
lacks Haversian systems. It is likely that osteons have a minimum
characteristic diameters. This value is in the order of the hundreds
of micrometers (Jee, 2001), similarly to the thickness of the cortex
of long bone in mice. Therefore murine cortical bone, structurally,
has one hierarchical level missing, and is composed by concentric
lamellae around the medullary cavity.
Despite such structural difference, the biological processes of bone
tissue in mice are still notably similar to humans. Intracortical remod-
elling does not result in Haversian systems, however the dynamics of
bone modelling should be biologically and structurally similar. The
mechanocoupling mechanisms (in Section 1.4.1) and the biochemical
signals responsible for the regulation of the correspondent cellular
responses (addressed in Section 1.4.2) are similar in both. This partic-
ular strain has been widely used for studying adaptation (De Souza
et al., 2005; Robling et al., 2008; Srinivasan et al., 2007; Warden and
Turner, 2004; Wang et al., 2013). Hence studying how mouse bone
responds to external loading is highly relevant for the advances in
modelling human mechanobiology.
2.6 conclusions
This chapter characterises adaptation of cortical bone that results
from in vivo functional adaptation. The murine tibial axial load-
ing model provided a controlled loading environment to an isolated
part of the mouse limb, allowing comparison of loaded to unloaded
contra-lateral limbs.
Variations in the second moment of area about the minor axis,
∆Imin/Imin, was capable of describing the distribution of cortical bone
functional adaptation in length and suitable to preform statistical
analysis within the considered age groups. Imin calculations did not
allow to identify how adaptation was distributed in the transverse
plane, therefore a method for mapping of cortical thickness was in-
troduced in this chapter, allowing for the three-dimensional repre-
sentation of the changes of shell thickness in the diaphysis of a long
bone.
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The endosteal surface was found not sensitive to the loading proto-
col.
The presented methodologies provided a spatial description of the
bone adaptation that results for the axial loading of the mouse tibia.
But what are the mechanical conditions that led to such biological
response? Can those mechanical cues inform the spatial distribution
of cortical bone adaptation?

3
C O RT I C A L
A D A P TAT I O N : I N
S I L I C O P R E D I C T I O N S
Following the depiction of the structural arrangements of cortical
bone that result from the loading applied to the mouse tibia, reported
in the previous chapter, this part of the project aims to investigate the
mechanical conditions that generated the corresponding adaptive re-
sponse.
Finite-element analysis was used to calculate mechanical fields ex-
perienced in the cortex. The developed finite-element models were
coupled to an adaptation algorithm that estimated cortical bone for-
mation using strain energy density as mechanical stimulus.
3.1 introduction
The first clinical observations of bone functional adaptation brought
interest into the development of mathematical formulations that the-
orise the underlying remodelling laws. The complexity of the bio-
physical phenomena involved, many of which are still unknown, and
the range of scales at which such events take place, as described in
Section 1.4, makes it unfeasible to fully assess these events, in order
to have a complete model of the mechanotransduction process. How-
ever, simplified mathematical representations aimed to mimic bone
adaptation not only contribute to the understanding of specific stages
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of bone mechanobiology, but also can support the design of more ef-
ficient loading protocols and drugs therapies that target the relevant
actuators. Theoretical studies in the literature span several levels of
scale, from the whole adaptation of bone (Huiskes et al., 1987) to
model signalling pathway regulation (Pivonka et al., 2008).
Even pivotal steps in the process, such as the mechanocoupling of
physical loads into a cellular stimulus, are still under debate. Several
candidates for the mechanosensory machinery have been proposed,
as mentioned in Section 1.4.1. Research groups developed predictive
models of bone adaptation, using numerical methods to calculate me-
chanical fields in bone that result from external loading and propos-
ing remodelling laws that control changes in material properties or
shape, as a function of the considered mechanical stimulus (Cowin,
1984; Carter, 1984; Huiskes et al., 1987; Beaupré et al., 1990b; Prender-
gast, 1997; Fernandes and Rodrigues, 1999; Huiskes et al., 2000; Chen-
nimalai Kumar et al., 2010; Phillips, 2012; Webster et al., 2012). Early
empirical studies considered a direct effect between tissue deforma-
tion and bone cell triggering, using local tissue strain and stresses
based stimuli to drive such models. Internal and external loading in
animals creates intricate mechanical environments in bone structures,
whose assessment is very difficult. Finite-element analysis is one of
the most employed approaches to determine mechanical fields.
Adaptation models can be divided into three categories, depend-
ing on their aim and modelling techniques (Hart, 2001): optimisation
theory, which treats bone as a structure that tries to optimise a certain
parameter, disregarding the physiological machinery and time depen-
dence; phenomenological, where a qualitative response to a stimulus
is prompted, however not including a biological description of the
stimulus and adaptation feedback; mechanistic, where chemical and
biological processes are modelled.
Predictive bone adaptation models can also be classified depending
on their level of representation: continuum-level models (described
below), where a macroscopic point of view is adopted to describe ge-
ometry and material properties of bone at the apparent level; tissue-
level models (mentioned in Section 1.5), where microscopic local ar-
chitecture is described in detail; and cell models that have been used
to characterise the mechanical environment surrounding osteocytes
(Weinbaum et al., 1994) or the rearrangement of cytoskeletal architec-
ture (Loosli et al., 2010). Frost (1964) proposed bone adaptation to
be separated into external and internal modelling, referring to alter-
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altions in shape by apposition and resorption of tissue at the bone
surface, in the first, and changes in density and material properties,
in the latter.
3.2 simulating cortical bone adaptation : previous ap-
proaches
There is a marked similarity in the peak strains registered in differ-
ent bones of different vertebrates, even for distinct actions (Rubin
and Lanyon, 1984b), suggesting that bone structure operates within a
range of strain magnitudes. The mechanostat hypothesis, introduced
by Frost (1964, 1987, 2003), established the concept of minimum ef-
fective strain (MES) that defines the strain threshold at which bone
responds. The adaptation process leads to a new constitutive con-
figuration that responds differently to the mechanical environment,
inducing a feedback loop between bone mechanical properties and
biological activity. This theory delineates the foundations of most of
the phenomenological theories developed in bone adaptation.
Another important notion is the lazy zone introduced by Carter
(1984); a range of mechanical stimulus values for which bone is con-
sidered to be in an equilibrium condition. These observations, illus-
trated in Figure 3.1, are part of the theoretical foundation of most
of the computational models found in the literature, including the
mechanobiological theory developed in this thesis, that aim to gradu-
ally add further mechanistic features.
3.2.1 Cowin’s adaptive elasticity
The theory of adaptive elasticity by Cowin and Hegedus (1976), one of
the earliest mechanobiological models of bone, consisted of an ana-
lytical framework that described bone remodelling occurring between
two loading states, in which stresses prompted changes in mechani-
cal properties at the apparent level. Here bone is considered to have
a homeostatic strain state that, being subjected to a new mechani-
cal environment, alters its properties, in order to recover equilibrium
strains again. Cowin and colleagues developed this theory to be ap-
plied to both cortical (surface) (Cowin and Van Buskirk, 1979) and
trabecular remodelling (Cowin et al., 1992). The rate of surface re-
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Figure 3.1: Frost proposed a minimum effective strain (MES) that worked
as threshold to trigger an adaptive response. An adaptation
curve relates net bone gain (vertical axis) and mechanical stimu-
lus (horizontal axis). Three different MES thresholds are shown
in this figure: remodeling (MESr), modeling (MESm), and micro-
damage (MESp). This type of trilinear curve was introduced by
Carter (1984), suggesting the existence of a physiological range
of activity at which bone is unresponsive to loads. (Reprinted
from Frost 2003, with permission from John Wiley and Sons)
modelling, using the notation in Cowin and Van Buskirk (1979), was
defined for a point with coordinates Q and surface normal n as
U = Cij(n, Q)
[
Eij(Q)− E0ij(Q)
]
(3.1)
with Cij, Eij and E0ij corresponding respectively to the tensors of
remodelling rate coefficients, strain and reference strain, similar to
Frost’s MES. Hart and colleagues employed this formulation to pre-
dict cortical adaptation for different mechanobiological models in an
idealised cylindrical shaft (Hart, 1990) and to ulnar osteotomy model
(Hart et al., 1990), as shown in Figure 3.2. The reference strains are ob-
tained from a model with the intact ulna (Figure 3.2a). A new strain
field is obtained after the ulna is removed (Figure 3.2b), leading to a
new set of strain off from the homeostatic state that triggers surface
remodelling. Once the strains are close to the defined as equilibrium,
a new morphology is obtained (Figure 3.2c).
This formulation was also devised to simulate trabecular bone
adaptation at the apparent level (Cowin et al., 1992), introducing a
continuum fabric tensor that changes its degree of anisotropy, and
accounting for changes in volume fraction with time.
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(a)
(b) (c)
Figure 3.2: Model with intact ulna (a), new strain field that results from ul-
nar osteotomy (b) and adapted configuration that normalises the
reference strain values (c). Figures show contours of longitudinal
strains. (Reprinted from Hart et al. 1990, with permission from
Computational Mechanics Publ.)
3.2.2 Carter’s daily stress stimulus
Fyhrie and Carter (1986) modelled adaptation in cancellous bone at
the continuum level, focusing on its self-optimising properties. They
considered that the apparent density of bone ρ is driven by a scalar,
instead of a tensor, the local effective stress σ¯, following the relation
ρ ∝ σ¯ =
√
2EavgU (3.2)
where Eavg is the average Young’s modulus and U denotes the appar-
ent strain energy density (SED). This formulation would become the
foundations of the daily stress stimulus studies (Carter et al., 1987;
Beaupré et al., 1990a,b; Carpenter and Carter, 2007, 2009), a time-
dependent theoretical model of external and internal bone adaptation
by considering multiple loading situations in the overall stimulation
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of bone. The stress stimulus ψ adds up the contribution of different
applied load types i and is defined as
ψ =
(
∑
day
niσ¯mi
)1/m
(3.3)
where ni is the number of type i load cycles and m an empirical
constant that is used to adjust the importance mechanical stimulus
and its number of cycles. A non-linear function was then used to
map local values of ψ into the remodelling rate, comparable to the
curve in Figure 3.1.
Carter and colleagues applied this formulation to study morpho-
genesis and adaptation to different load cases (Beaupré et al., 1990b),
periosteal and endosteal radius with age (van Der Meulen et al., 1993),
etc. Figure 3.3 shows a study where the daily stress stimulus was
used to simulate the effect of periosteal pressure loads a study by
Lanyon (1980). They compared simulations for normally function-
ing limbs, with periosteal surface loaded applied, to neurectomised
animals, where adjacent muscles (tibialis anterior and soleus) are in-
active (Carpenter and Carter, 2007). In this model they demonstrated
the effects of periosteal surface pressure from the muscle on bone
shape.
3.2.3 Huiskes’ strain energy density studies
Huiskes et al. (1987) developed a continuous phenomenological
model, conceptually similar to Cowin’s adaptive elasticity and
Carter’s remodelling law, which accounts for adaptation in shape
and material properties. Strain energy density U was used as the me-
chanical driver and replaced the remodelling equilibrium state from
one single point by a range of mechanical stimulus values where the
bone is assumed not to adapt, i. e., Carter’s lazy zone. Huiskes and col-
leagues combined two three-linear remodelling curve models for (ex-
ternal) geometry modelling and (internal) stiffness remodelling. The
relation between surface adaptation rate and SED, using the notation
from their work, was linear as follows
dX
dt
=

C(U − (1+ s)Un), U > (1+ s)Un
0 , (1− s)Un ≤ U ≤ (1+ s)Un
C(U − (1− s)Un), U < (1− s)Un
. (3.4)
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Figure 3.3: Simulations of bone morphogenesis, taking periosteal tensile
forces and pressures into account. Triangular and circular cross-
sections are obtained, respectively, for control (normal muscle
function) and sciatic neurectomy (diminished muscular function)
cases. (Reprinted from Carpenter and Carter 2007, with permis-
sion from Springer)
with dX/dt as the rate of periosteal adaptation, s the relative width
of the lazy zone, C a proportionality constant and Un the homeostatic
SED. A similar equation was used for the variation of the elastic
modulus E. This formulation was used to simulate the bone-density
distribution (assuming that it is proportional to E) in a 2D model
of the proximal femur, and in a 2D stress-shielding model of an in-
tramedullary fixation. They showed the different bone configurations
for variations of stem diameters, adaptation model thresholds and
bonding characteristics of the implant.
3.2.4 Recent theories
Roberts and Hart (2005) used strain energy density, along with other
stimuli, including von Mises stress, axial strain and dilatational stress,
to simulate long bone alignment of idealised shapes, described by
Frost (1990a). The last two were able to produce a straightened con-
figuration, starting with a curved solid cylinder (Figures 3.4a and
3.4b). Simulations using SED and von Mises, on the other hand, did
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not obtain the desired result (Figures 3.4c and 3.4d). The fact that
both of these quantities are always positive did not allow to specify
resorptive signals to the tensile side while adding bone in regions in
compression. B-spline curves were used to delimitate the boundaries
of cortical bone, allowing remeshing the geometry at each iteration,
guaranteeing high quality of elements throughout the simulation.
(a) (b) (c) (d)
Figure 3.4: Simulation of long bone alignment using axial strain (a), dilata-
tional stress (b), strain energy density (c) and Von Mises stress
(d). Only the first two were able to correctly simulate bone align-
ment, resorbing regions in tension and forming bone in regions
under compression. (Reprinted from Roberts and Hart 2005)
Chennimalai Kumar et al. (2010), in a similar approach to Huiskes
et al. (1987), used SED to account for external bone adaptation in the
axial loading model of the rat ulna, illustrated in Figure 2.1b. Sur-
face remodelling was simulated using iterative nodal displacements
at the periosteal surface and the resulting adapted geometry was com-
pared to changes in second moment of area about the minor axis
(∆Imin/Imin) measured experimentally by Robling et al. (2002) (Fig-
ure 3.5). This experimental study highlighted the advantages of sepa-
rating loading periods into smaller bouts and this was introduced in
the in silico model by changing the stimulus threshold. They also con-
ducted a parametric study to the reference stimulus and remodelling
rate coefficient, concluding that the former regulated the area extent
of surface adaptation and the latter controlled the amount of formed
bone.
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Figure 3.5: Changes cortical bone Imin for in vivo experiments and in silico
simulations for the axial loading model of the rat ulna, for two
different loading regimens. (Reprinted from Chennimalai Ku-
mar et al. 2010, with permission from Springer)
Adding to strain, daily stress and strain energy density, other stress-
or strain-based quantities have been used as indicators of bone func-
tional adaptation, such as tissue damage (Prendergast and Taylor,
1994; Prendergast, 1997), applied by McNamara et al. (1992) to simu-
late the ulnar osteotomy experiment of Lanyon (1980). These theories
have also been applied to microstructure of the trabeculae, in the
studies shown in Figure 1.9.
3.3 proposed remodelling algorithm
A poor agreement was found between the in vivo measurements of
cortical adaptation in Chapter 2 and in silico predictions obtained us-
ing other remodelling laws, present in the literature 1. Therefore, for
this chapter, we developed a cortical adaptation algorithm to simu-
late the changes in shape in the tibial axial loading in mice, based
on some of the methodologies listed in the previous section. In com-
mon with these models, our formulation has an phenomenological
nature, and does not explicitly model any biological mechanism. All
calculations were taken at the organ scale.
The finite-element method was used to accurately account for the
complex geometry of the bone and to calculate the mechanical fields
that result from the external application of the loads. As in the algo-
1 These simulations were not included in this thesis, as the results were similar to
when a high value for the mechanical stimulus threshold for apposition was used in
the adaptation law proposed in this chapter. Section 3.3.2 will further develop this
point.
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rithms described in the previous section, the mechanosensing machin-
ery was assumed to be directly linked with the tissue remodelling
actuators. The algorithm is versatile enough to easily change the
adaptation model and respective mechanical driver, however, for this
chapter, only one remodelling law and strain-based stimulus were
employed.
The algorithm will be explained in depth in subsequent sections,
but, in brief, the simulation of cortical bone adaptation starts with the
local mechanical signal Ψ that results from an external applied load F.
The cellular response to the stimulus is denoted as Λ, a value ranging
between −1 (resorptive response) and 1 (formation response), with
different responses being triggered if Ψ is above or below a certain
threshold. The obtained local remodelling rate u˙ was considered to be
linearly proportional to the integral in time of the perceived stimulus,
Λ, and then was averaged over a neighbourhood (u˙). The vector
of nodal displacement rate u˙, with the same direction as the node
normal, constitutes the final adaptive quantity to be calculated at the
end of each remodelling iteration:
F −−→ Ψ −−→ Λ −−→ u˙ −−→ u˙ −−→ u˙
3.3.1 The employed mechanical stimulus
The local mechanical stimulus, Ψ, was defined has the mechanical
indicator that triggers a mechanosensing response from bone cells.
It differs from the perceived mechanical stimulus, Λ, in the sense
that Ψ is an exclusively mechanical quantity that results from the
mechanocoupling of an external load into a local mechanical signal,
while Λ corresponds to the cellular sensorial output to the cue.
Strain energy density (SED), here represented as U, was used as
local mechanical stimulus in this chapter. The underlying motivation
for using this quantity resides in its effectiveness in previous stud-
ies and its inherent properties; a scalar easily interpretable (Weinans
et al., 1992) that comprises contributions from all components of the
strain and stress tensors, and has been employed as an external adap-
tation cue in previous bone adaptation studies in human (Huiskes
et al., 1987) and animal (Chennimalai Kumar et al., 2010) subjects.
SED is defined, using Einstein notation, as
Ψ = U =
1
2
σij eij (3.5)
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where σ and e are respectively the stress and strain tensors, numeri-
cally determined by the finite-element method.
3.3.2 Remodelling law
This subsection explains how the adaptive law proposed in this
project was developed, starting from the algorithms in the literature,
eventually adapted and modified. The adaptation mechanism con-
siders that osteocytes, embedded in the cortex, detect the mechanical
stimulus and convey a signal to the effector cell, at the bone surface
(osteoblasts and osteoclasts).
Perceived mechanical stimulus
Preliminary developments of the algorithm used an adaptation law
similar to the studies of Section 3.2 (Cowin and Hegedus, 1976; Fyhrie
and Carter, 1986; Huiskes et al., 1987; Chennimalai Kumar et al.,
2010), where the rate of adaptation, u˙, is directly proportional to the
offset of the local mechanical stimulus, Ψ, from the apposition thresh-
old of the lazy zone, ΨA (Figure 3.6),
u˙ =
{
C(Ψ−ΨA), ΨA≤ Ψ
0, Ψ < ΨA
. (3.6)
This equation is equivalent to Equation 3.4, without taking into ac-
count bone resorption. In this particular in vivo loading model, and
as shown in Section 2.4.2, bone formation prevails across the whole
cortical shell and thus resorption was not detected. On that account,
only bone formation will be regarded in the derivation of the remod-
elling law, for the sake of simplicity.
In order to facilitate the description of the remodelling law devel-
oped for this study, it is important to clarify the concept of perceived
mechanical stimulus. This study considers Λ to be the effective me-
chanical stimulus, i. e., the result of thresholding the local mechanical
stimulus, Ψ, without considering any coeffiecients of remodelling (C).
For the remodelling law in Equation 3.6, Λ is defined as
Λ(Ψ) =
{
Ψ−ΨA, ΨA≤ Ψ
0, Ψ < ΨA
(3.7)
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Ψ
u˙
ΨA
Figure 3.6: Illustration of generic stimulus vs. adaptation curve, only consid-
ering adaptation. Grey shade represents the physiological range
of stimulus (lazy zone). Arrows used as interval reference for
the next figures.
and the rate of adaptation u˙ can be expressed as
u˙ = CΛ(Ψ).
On-Off response
In the early developments of the algorithm, a stimulus-adaptation
response curve equivalent to Equation 3.6 was employed. After a
sensitivity study on parameters C and ΨA, the results showed that
using this relationship led to a poor agreement between the result-
ing simulations and the in vivo response, as an excessive difference in
the amount of adaptation between regions with high and low stim-
ulus values was obtained. This kind of formulation was favourably
employed in the studies described in Section 3.2, where static loads
compose the load history. Yet, integrating the stimulus over the sev-
eral time frames accentuated the differences in adaptation obtained
in regions with disparate SED values; the non-linear distribution of Ψ
built up a remodelling signal significantly in regions of higher stimu-
lus compared to others.
A possible solution was to lower the reference stimulus ΨA, in or-
der to increase the rate of adaptation in regions of lower stimulus,
and controlling the slope of the curve (Figure 3.7). This made bone
adapt in regions with lower stimulus, but still significantly more in
regions with high stimulus, due to the linear proportionality between
Ψ and u˙.
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Ψ
u˙
ΨA
Figure 3.7: Illustration of generic stimulus vs. adaptation curve, where the
reference stimulus ΨA was lowered and the slope of curve is
changed.
The adaptation curve was, in subsequent developments, capped by
an upper limit, as done by Adachi et al. (2001), imposing a maximum
remodelling rate. Equation 3.7 then becomes
Λ(Ψ) =

ΨA′ −ΨA(= umax/C), ΨA′≤ Ψ
Ψ−ΨA, ΨA ≤ Ψ ≤ΨA′
0, Ψ < ΨA
(3.8)
where ΨA′ is the stimulus value at which the maximum adaptation
rate, umax, is reached (Figure 3.8). Improvements in the obtained
predictions only became manifest for small differences between both
thresholds ΨA and ΨA′ . As ΨA and ΨA′ approach each other, the
curve u˙(Ψ) resembles a step function (Figure 3.9). This formulation
suggests that cortical bone responds at specific time instances in an on-
off manner, rather than laying more bone for higher stimulus regions.
However, this does not mean that bone lays the same quantity of bone
in regions of low and high stimulus. During a load cycle, the most
highly strained regions are exposed to positive perceived stimulus
during a longer time. Hence, the adaptation rate u˙ is higher in these
regions, leading to higher apposition rates.
Time-dependent loading
Another important aspect of this model is that, despite the finite-
element analyses in this chapter being quasi-static, a time varying
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u˙max
Ψ
u˙
ΨA ΨA′
Figure 3.8: Illustration of generic stimulus vs. adaptation curve, where the
rate of adaptation is capped by an upper limit.
u˙max
Ψ
u˙
ΨA ΨA′
Figure 3.9: Illustration of generic stimulus vs. adaptation curve, showing the
profile for which computational predictions better reproduced
the experimental measurements.
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loading was used, simulating the trapezoidal load cycle in Figure 2.3.
The complete load cycle was employed so to compare the results
in this chapter with the ones presented in Chapter 5, where time-
dependent stimuli were employed. Different time frames, for varying
axial loads, were therefore considered in each iteration of adaptation.
This means that the mechanical stimulus can vary depending on the
time frame t and position of the node n:
Ψ = Ψ(n, t)
At the end of each remodelling iteration, the time-dependent stimu-
lus is integrated in time, in order to account for the loading history.
Signal integration is then performed in the time windows at which Ψ
is above the reference stimulus, ΨA, i. e.,
u˙(n) = C
∫
t
Λ(Ψ) dt (3.9)
Complete formulation of the proposed model
Here, the whole formulation is presented, despite of the fact that re-
sorption was not considered in the simulations. The mechanosensing
signal were calculated in n at time instant t, Ψ(n, t), can elicit three
discrete responses of bone activity, Λ(n, t): appositional (Λ = +1), re-
sorptive (Λ = −1) or quiescent (Λ = 0), depending on the magnitude
of the signal compared to ΨA and ΨR, the apposition and resorption
limits of the homeosteatic interval. Λ is considered to be a dimension-
less quantity. This can be expressed as the following set of equations
Λ(n, t) =

1, ΨA≤ Ψ(n, t)
0, ΨR≤ Ψ(n, t) < ΨA
−1, Ψ(n, t) < ΨR
or, using the Heaviside step function, H,
Λ(n, t) = H (Ψ(n, t)−ΨA)− H (ΨR −Ψ(n, t)) . (3.10)
Spatial adaptation u˙ (units of length per iteration) is given by inte-
grating these adaptation quanta over time
u˙(n) = C
∫
t
Λ(n, t) dt (3.11)
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where C is a proportionality constant (units of length per time per
iteration).
The network-type of arrangement of osteocytes, connected by gap-
junctions, indicates that a spatial integration of mechanotransductive
signals are likely to take place. This model assumes that this commu-
nication is done by averaging the local adaptive response, u˙(n), over
a spherical zone of influence of radius R (shown in Figure 3.10), simi-
larly to what was done by Adachi et al. (2001). A weighting function
w(r) was used and considered to be a linear decay with distance r
from the node where adaptation is being computed
w(r) =
(R− r)
R
(3.12)
The value of R was set to be 150µm, the average osteon radius (Brock-
stedt et al., 1996), since it was assumed that the latter is associated
with the physical limits of nutrient perfusion and osteocyte action
reach. Mouse bone is not osteonal, but interestingly the average thick-
ness of the cortical shell in mice observable in the thickness maps
in Section 2.4.2 has similar values. The maximum values of cortical
thickness (apart from the tibial ridge regions) are close to the maxi-
mum osteon radius (≈ 350µm) (Cattaneo et al., 1999).
The averaging at a node n is calculated as the mean between the
value of u˙(n) and its weighted average at the nodes inside the zone
of influence
u˙(n) =
1
2
u˙(n) +
∫
Ω
w(r) u˙(r) dΩ∫
Ω
w(r) dΩ

Ω := {(r, θ,Ψ) | 0 ≤ r ≤ R, 0 ≤ θ ≤ 2pi, 0 ≤ Ψ ≤ 2pi}
(3.13)
with (r, θ,Ψ) as a spherical coordinate system with origin in node n.
Finally, the rate of nodal displacement u˙(n) is calculated and applied
in the normal direction of the surface (as bone formation occurs by
appositional growth),
u˙(n) = u˙(n) n(n) (3.14)
In total, only four parameters are introduced in this cortical adapta-
tion law: the reference stimuli for adaptation and resorption (ΨA and
ΨR), the proportionality constant that relates signal with amount of
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R
Figure 3.10: Transverse cut-view of the tibia and zone of influence, with ra-
dius R, for a node at the surface. Mechanical stimuli sensed in
the cortex, within the green sphere, results in a signal that is
communicated to the surface, according to weighting function
w(r).
formed bone (C) and the radius of influence during signal transmis-
sion (R).
80 cortical adaptation : in silico predictions
3.4 fe model generation and verification
To simulate bone adaptation, it was necessary to iteratively (1) gen-
erate a computational 3D representation of the bone of interest, (2)
determine the relevant mechanical fields, like stress or strain, expe-
rience by cortical bone during experimental loading conditions, (3)
simulate mechanotransduction phenomena that link mechanical stim-
uli to changes in bone morphology, (4) update the geometry of bone
accordingly.
The adaptation process was implemented with homemade scripts,
starting from an initial morphology of bone structure, given as a sur-
face mesh, and adapted according to pre-defined parameters. Tissue
stresses and strains in the cortical shell of the mouse tibia were de-
termined using the finite-element (FE) method. Abaqus/CAE (v6.12,
ABAQUS Inc., Pawtucket, RI, USA) was used to assemble and pro-
vide a numerical solution to the FE model. FE models were automat-
ically assembled and analysed using Abaqus Python-based scripting
extension and solved using the High Performance Computing facility
at Imperial College London. The parameters involved in the adapta-
tion framework include properties inherent to the FE model (mate-
rial, step, boundary) and mechanoadaptation parameters (described
in Section 3.4.5).
Matlab (Mathworks, Natick, MA, USA) was used to post-process
the FE results, determine hypothetical mechanical signals (Ψ) and
simulate the transduction model provided by the user. These signals
were rendered into surface node displacements (Λ), in a direction nor-
mal to the bone’s surface, simulating bone morphological variations.
Morphology changes were accomplished by translating surface nodes
and so each iteration started by creating a new volume mesh, in order
to preserve mesh quality. Nodal displacement can potentially lead
to the collapse or excessive distortion of triangular elements; how-
ever this was not the case for the simulations presented in this thesis.
Homeostasis was assumed to be reached for the adaptation iterations
that obtained similar values for the geometrical properties (moment
of area and cortical thickness) measured in the in vivo data, as de-
scribed in Section 3.4.6. The algorithm is schematised in Figure 3.11
and expanded below.
Each iteration of adaptation took about 45 minutes of wall clock
time (1 minute of pre-processing, 30 minutes of finite-element solving,
15 minutes of post processing).
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µCT scans Surface mesh
Simulation of
bone adaptation Homeostasis? Volume mesh
Final adapted morphology Material properties
Adaptation transduction Determine me-
chanical stimulus
Boundary conditions
Figure 3.11: Adaptation algorithm flowchart. Shade indicative of software
used: Mimics (green), ABAQUS (blue), MATLAB (red). Steps
inside dashed line are automated.
3.4.1 FE mesh
Mimics® was used to segment and mesh the µCT scans of the tibiae
of specimen, as illustrated in Figure 3.12. Batches of axial µCT scan
images, with a resolution of 5µm, were thresholded, the tibiae were
segmented from other regions containing pixels belonging to the fe-
mur and pes bones, and reconstructed using Mimics (Figure 3.12a).
The shrink-wrap meshing tool was employed to close small openings
and apply smoothing to the geometry, set with a smallest detail of
50µm and a gap closing distance of 200µm (Figure 3.12b), followed by
a triangle reduction with a tolerance of 10µm and an edge angle of 30◦
(Figure 3.12c). The obtained surface mesh was then remeshed using
the Height/Base(N) shape measurement, a maximum geometric error
of 10µm and a maximum triangle edge length of 30µm (Figure 3.12d).
The final surface mesh, consisting on two shells (representing the en-
dosteal and periosteal surfaces), was exported and used as starting
template for our adaptation algorithm.
Following the assumptions mentioned below in Section 3.4.2, the
inner surface (endosteum) included the proximal metaphysis region
and the epiphyseal trabecular section was considered to be comprised
between both surfaces (and therefore assigned cortical bone material
properties). At the start of each iteration, a volume mesh composed of
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C3D4 (3D, 4-node tetrahedral linear) elements was generated using the
Abaqus Python generateMesh function, filling the space between the
two surfaces with the volume elements (Figure 3.13). The elements
were finally converted into C3D10 (3D, 10-node tetrahedral) quadratic
elements. A convergence study, shown in Section B.1 (Appendix B),
was performed to verify the mesh density and thus number of de-
grees of freedom.
(a) (b) (c) (d)
Figure 3.12: Meshing process from µCT-based geometry carried out using
Mimics: (a) reconstruction of µCT images, (b) geometry wrap-
ping of both surfaces, periosteal (illustrated) and endosteal sur-
faces, (c) triangle reduction, (d) final mesh of solid shell ele-
ments obtained after remeshing.
3.4.2 Material Properties
Three material sections, shown in Figure 3.14, were considered ini-
tially: cortical bone, trabecular bone and proximal (tibial and fibular)
growth plates.
Sensitivity studies, reported in Section B.2, were conducted to de-
termine the influence of trabecular and growth plate stiffness on the
calculations of the mechanical environment at the dyaphisis. Estima-
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(a) (b)
Figure 3.13: Cut-view of the mouse tibia on a longitudinal plane. (a) Surface
meshes representing the periosteal (yellow) and the endosteal
(red) surfaces. (b) The space between the both surfaces is filled
with volume elements (orange) at the start of each iteration of
the adaptation algorithm.
tions of Ψ and, consequently, the outcome of the remodelling algo-
rithm were not sensitive to the properties of the tibial growth plate
(which is present even in skeletally mature mice) and the trabecu-
lar compartment. Hence, these two compartments were modelled
respectively as cortical bone and as a hollow section. The same ra-
tionale was applied to the epiphyseal trabecular section, modelled as
cortical bone to simplify the handling of different meshes.
The mechanical fields obtained in the fibula were influenced greatly
by the material properties of the fibular growth plate. For simplifica-
tion purposes, the mouse tibia was ultimately modelled using two
sections; cortical bone and fibular growth plate, as shown in Fig-
ure 3.14c.
The fibular growth plate was automatically generated at each itera-
tion of adaptation. Starting with two nodes provided by the user as a
reference (Figure 3.15a), a layer of elements is selected (Figure 3.15b),
and assigned with the correspondent material properties (described
below). The layer of elements has to be thicker than the characteris-
tic element size, enough to guarantee that an uninterrupted layer is
automatically formed.
In its constitutive behaviour, it is reasonable to assume bone as a
linear elastic material for a small strains (Cowin, 1984). Cortical bone
elements were modelled to be a transversely isotropic, linear elas-
tic, continuous and homogeneous. Elements within the growth plate
were assumed to be constituted by cartilage, modelled as isotropic
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(a) (b) (c)
Figure 3.14: Material sections initially considered in the FE model of murine
tibial axial loading, with cortical bone shown in pale yellow: (a)
trabecular compartment, (b) tibial proximal growth plate and
(c) fibular proximal growth plate.
(Lacroix and Prendergast 2002 2). The elastic constants of bone were
adapted from Steck et al. (2003a) and verified comparing experimen-
tal digital image correlation (DIC) and strain gauge measurements
obtained in a previous study by Sztefek et al. (2010) (Section 3.4.4).
The material properties used for both bone and growth plate sections
are listed in Table 3.1.
Table 3.1: Material properties used for cortical bone and membrane layer
elements.
Property Units Bone § Growth plate †
Longitudinal Young Modulus Ez MPa 17.0× 103 10.0
Transverse Young Modulus Et MPa 11.5× 103 10.0
Transverse Poisson’s ratio νt - 0.38 0.167
Longitudinal-transverse Poisson’s ratio νlt - 0.41 0.167
Transverse shear modulus Gt MPa 4.1× 103 6.86
Longitudinal-transverse shear modulus Glt MPa 5.2× 103 6.86
† Lacroix and Prendergast (2002)
§ Steck et al. (2003a)
2 The Poisson ration value used in this study is more appropriate for poroelastic carti-
lage. However a study was conducted that showed that considering an incompress-
ible growth plate, with νt = νlt = 0.49, leads to minor changes in the mechanical
environment of the diaphysis.
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(a) (b)
Figure 3.15: Automatic generation of the fibular growth plate, starting with
two reference nodes (a). The resulting growth plate section (b)
is assigned with material properties similar to cartilage.
3.4.3 Boundary conditions
Sensitivity studies on the loading conditions indicated that strain pat-
terns in the tibia were sensitive to the distribution of proximal load-
ing on the tibial plateau. Loading conditions were determined from
a study by Poulet et al. (2011), where µCT imaging was employed to
visualise the knee joint during axial loading (Figure 3.16). The nar-
rowing of the gap between femoral and tibial condyles from the un-
loaded (Figure 3.16a) to the loaded (Figure 3.16b) configuration is par-
ticularly noticeable in the lateral compartment. In addition, contact
in lateral compartment takes place posteriorly (Figure 3.16d). For this
reason, the distribution of loading in the FE model was confined in
the posterior region of the lateral compartment, corresponding with
the areas of contact on the scan. Figure 3.17c shows a sketch of the
boundary conditions applied in the FE model.
Axial load was simulated as concentrated forces distributed by a
node set at the proximal condyles, to simulate the conditions of the
in vivo loading model, represented by red marks in Figure 3.17a. The
loads resulted in a total of 13N applied as a single trapezoidal load
cycle, with a load and unload time of 0.025s and a peak load time of
0.05s, shown previously in Figure 2.3. Only 0.5 s of total time period
was processed, in order to have feasible computation times, enclosing
a single load cycle plus 0.4 s of unload period. The solver time step
was set to 0.005s, totalising 100 time frames. A set of nodes at the
distal interior articular surface was fixed (Figure 3.17b).
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(a) Non-loaded
(b) Loaded
(c) Medial view (d) Lateral view
Figure 3.16: Assessment of boundary conditions in the proximal joint of the
tibia, using µCT images of the knee joint during axial loading.
Medial view of lateral (left) and medial (right) compartments,
for non-loaded (a) and loaded (b) cases. A more pronounced
narrowing of the gap between femur and tibia is visible in the
lateral compartment. 3D reconstruction of the joint (c and d)
with femur and tibia shown, respectively, in blue and yellow.
(Figures a and b reprinted from Poulet et al. 2011, with permis-
sion from John Wiley and Sons)
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The direction of the applied forces influenced greatly the results
obtained. Therefore, the tibia was vertically aligned, at each iteration,
in order to avoid unrealistic bending moments (Figure 3.17d).
The surface strain patters obtained with the combination of the
alignment and the boundary conditions, described in previous para-
graphs, obtained a good agreement with the ones measured with DIC,
as shown in the next subsection.
3.4.4 DIC verification
The DIC measurements by Sztefek et al. (2010) were used to verify
the boundary conditions applied and material properties of cortical
bone and growth plate. Sztefek et al. mapped surface strain patterns
during loading on the medial and lateral side of an explanted tibia.
The DIC readings were obtained for a 12N axial load (the experimen-
tal protocol applied 13N) and thus the force in the FE model was
adjusted accordingly, for this step.
Figure 3.18 shows the contour plots of the longitudinal strains ezz
measured in this study and calculated in the FE predictions, both for
a non-adapted left tibia. These plots show inhomogeneous regions of
high strain, with tension on the medial side and compression on lat-
eral. FE strain patters have a nice agreement with the experimentally
measured, with a slight overestimation in the compressive strains
present in the interosseous crest. The magnitude of the estimated
compressive strains was larger than the tensile strains.
3.4.5 Mechanical stimuli and adaptation
In order to determine the influence of the reference stimulus, and ad-
just our adaptive law parameter ΨA to fit the experimental data, five
different values for the stimulus threshold were considered, as listed
in Table 3.2. An arbitrary value was used for C (4.45µm); a value
large enough to have substantial bone formation between consecutive
adaptive iterations, yet small enough to avoid overdeformation of the
mesh and in the same order of magnitude as the maximum mineral
apposition rate calculated from the µCT scans (≈ 6.68µm/day). Bone
resorption was not modelled, since bone formation prevails in the tib-
ial loading mode, and therefore ΨR was set to zero. Table 3.3 shows
the rest of the parameters employed in the simulation. The region
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where cortical bone adaptation was simulated was defined by the set
of nodes in Figure 3.19.
Table 3.2: Values used for the bone apposition reference stimulus, ΨA.
1 2 3 4 5
ΨA (MPa) 10 50 100 200 300
Table 3.3: Values used for the other parameters of the remodelling law de-
scribed in Section 3.3.2.
Property C (µm/interation) ΨR (MPa) R (µm)
Value 4.45 0 150
3.4.6 Cross-sectional morphology analysis
In order to evaluate changes in bone cross sectional shape that re-
sulted from simulated growth, cross sectional cuts of the result-
ing mesh morphology, obtained at each iteration, were extracted.
Changes in cortical thickness, ∆Th/Th, and changes in second mo-
ment of area about the minor axis, ∆Imin/Imin, were calculated for
the obtained predictions. For each iteration of adaptation, the maxi-
mum value of ∆Imin/Imin around Z = 0.5, and the maximum value of
∆Th/Th in the mechanoadapted regions (highlighted in Figure 2.28),
were registered. The iterations at which these values matched to
maximum values obtained experimentally (∆Imin/Imin ≈ 0.3 and
∆Th/Th ≈ 0.67), were identified. Maximum ∆Imin/Imin and ∆Th/Th
were matched at different iterations, depending on the value of ΨA,
and the matching iteration was not necessarily the same for both
cross-sectional measurements. Table 3.4 lists the considered final iter-
ations of adaptation.
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Table 3.4: Iteration at which maximum ∆Imin/Imin and ∆Th/Th are matched
for each value of stimulus threshold, ΨA.
ΨA (MPa) ∆Imin/Imin ∆Th/Th
10 6 8
50 7 8
100 8 8
200 13 13
300 17 14
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(a) Set of nodes where concentrated
forces were applied to simulate ax-
ial loading (proximal view).
(b) Set of nodes constrained in all trans-
lational degrees of freedom (distal
view).
(c) Illustration of boundary conditions
(medial view).
z
(d) Vertical alignment of the model as-
sembly with the z direction (lateral
view).
Figure 3.17: Boundary conditions applied in the FE model.
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Figure 3.18: Verification of finite-element models using digital image corre-
lation measurements by Sztefek et al. (2010). (Source of DIC
images: Sztefek et al. 2010)
Figure 3.19: Region where cortical bone adaptation was considered, demar-
cated by the cloud of nodes highlighted in red.
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3.5 simulation of cortical bone adaptation
3.5.1 Mechanical stimulus
Figure 3.20 shows contour plots of the obtained values for strain
energy density at the time instant where peak load was obtained
(t = 0.025s) for multiple cross-sections. Similar to the longitudinal
strains, the values obtained for strain energy density are higher in
the region of the interosseous crest, in compression, than in the me-
dial surface, in tension.
(a) Z = 0.1 (b) Z = 0.3
U (MPa)
100
200
300
400
500
600
700
800
900
1,000
0
(c) Z = 0.5 (d) Z = 0.7 (e) Z = 0.9
Figure 3.20: Contour plots of strain energy density, obtained at t = 0.25s
(peak load), for different Z positions in the initial geometry.
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3.5.2 Simulation of cortical bone adaptation
The adaptation obtained for different reference mechanical stimulus,
ΨA, is shown for Z = 0.3, Z = 0.5 and Z = 0.7 respectively in Figures
3.21, 3.22 and 3.23, with the corresponding µCT cross-section. For low
values of ΨA, bone formation occurs on most of the periosteal surface.
For higher stimulus threshold, the region of bone formation is con-
fined to the regions around the lateral interosseous crest 3, where the
stimulus is higher during the whole load cycle, and therefore enough
to obtain positive values of Λ.
(a) µCT cross-section (b) ΨA = 10 MPa (c) ΨA = 50 MPa
(d) ΨA = 100 MPa (e) ΨA = 200 MPa (f) ΨA = 300 MPa
Figure 3.21: Changes in cortical bone morphology: in vivo (a) and in silico
cross-sections at Z = 0.3 for different values of ΨA. Added
bone is represented in green.
3 The initial developments of this work, where variations of adaptation laws from the
literature were implemented, resulted in simulations comparable the ones obtained
for ΨA = 300 MPa.
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(a) µCT cross-section (b) ΨA = 10 MPa (c) ΨA = 50 MPa
(d) ΨA = 100 MPa (e) ΨA = 200 MPa (f) ΨA = 300 MPa
Figure 3.22: Changes in cortical bone morphology: in vivo (a) and in silico
cross-sections at Z = 0.5 for different values of ΨA. Added
bone is represented in green.
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(a) µCT cross-section (b) ΨA = 10 MPa (c) ΨA = 50 MPa
(d) ΨA = 100 MPa (e) ΨA = 200 MPa (f) ΨA = 300 MPa
Figure 3.23: Changes in cortical bone morphology: in vivo (a) and in silico
cross-sections at Z = 0.7 for different values of ΨA. Added
bone is represented in green.
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3.5.3 ∆Imin/Imin comparisson
The changes in second moment of area about the minor axis,
∆Imin/Imin, as a function of the normalised diaphyseal length, Z, for
the in silico models are plotted in Figure 3.24 with a boxplot of the ex-
perimental data in the background. Changes of Imin are lower at both
ends of the diaphysis, reaching the highest value roughly at Z = 0.5.
With ΨA = 10 MPa, the predicted ∆Imin/Imin profile is nearly con-
stant, obtaining the largest mean squared error from the experimental
average (the calculations of this error were reported in Section 3.5.5,
where calculations for ∆Imin/Imin and ∆Th/Th are compared). For
the other simulations, the in silico predictions are within the confi-
dence interval of the experimental measurements for 0 ≤ Z ≤ 0.7.
Outside this interval (0.7 < Z ≤ 1), when ΨA = 100, 200 and 300
MPa, values of ∆Imin/Imin are enclosed between the maximum and
minimum datum range, with ΨA = 200 and 300 MPa having the
smallest mean squared error when compared to the experimental av-
erage. Overall, the smallest error for the whole length was obtained
for ΨA = 200 MPa.
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Figure 3.24: Changes in second moment of area about the minor axis
∆Imin/Imin as a function of the normalised diaphyseal length
Z for in silico models, in coloured solid lines, and, in the back-
ground, the boxplot representation of the experimental mea-
surements.
The peak in ∆Imin/Imin obtained experimentally at Z = 0.2 was not
reproduced for any value of ΨA. The value of the local mechanical
stimulus obtained around this value of Z in the finite-element models
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was lower relative to the stimulus obtained around Z = 0.5. However,
the change in Imin measured experimentally at these two positions is
comparable. The presence of this peak may occur due to an overesti-
mation (or underestimation) of ∆Imin/Imin due to the position of the
proximal tibial crest and a more circular cross-section (Imin/Imin ≈ 1),
as discussed in Section 2.3.5.
3.5.4 ∆Th/Th comparisson
The polar representation of the thickness of initial (grey line) and
adapted (solid line) tibiae for Z = 0.3, 0.5 and 0.7 is shown in Fig-
ures 3.25, 3.26 and 3.27, for the measurements of the µCT scans (Fig-
ure 2.20) and the five different values of ΨA. The tibial ridge is recog-
nisable by the high thickness values around 60◦ present in all plots.
Starting proximally in Figure 3.25, the proximal crest present in the
medial side is visible in the left tibia roughly around 160◦, and appo-
sition is noticeable between 240◦ and 30◦. This is accurately predicted
for ΨA = 10 and 50 MPa. The same values of ΨA obtained the best
predictions of adaptation in the medial and lateral sides for Z = 0.5.
Proximally at Z = 0.7, apposition is present in the µCT measure-
ments again for θ = 240◦ and 30◦, coincident with the predicted with
ΨA = 50 and 100 MPa.
All models were able to simulate adaptation in the regions of
high mechanoadaptive response identified in the experimental data,
around the interosseous crest and in the medial surface (Figure 2.28).
The colour maps of surface adaptation for different values of ΨA,
shown in Figures 3.28–3.32, were compared to the surface maps from
the µCT scans (Figure 2.26). Changes in thickness gradually change
from a widespread area, for ΨA = 10 MPa, to become confined to the
lateral region, when ΨA is increased.
3.5.5 Quantifying simulation accuracy
The obtained set of ∆Imin/Imin curves for all threshold values, in Fig-
ure 3.24, suggest that higher reference stimuli ΨA agrees most closely
with experimental µCT results. The difference between the obtained
simulation curves ∆Ismin(Z) and the average changes in second mo-
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Figure 3.25: Polar representation of cortical thickness, Th, for initial (grey
line) and adapted geometry (black line), as function of coordi-
nate θ, at Z = 0.3 (Th units in µm). Respective µCT calculation
is shown in (a). Anatomical landmarks: interosseous crest (IC),
proximal tibial crest (PTC), soleal line (SL), tibial ridge (TR).
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Figure 3.26: Polar representation of cortical thickness, Th, for initial (grey
line) and adapted geometry (black line), as function of coordi-
nate θ, at Z = 0.5 (Th units in µm). Respective µCT calculation
is shown in (a). Anatomical landmarks: interosseous crest (IC),
tibial ridge (TR).
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Figure 3.27: Polar representation of cortical thickness, Th, for initial (grey
line) and adapted geometry (black line), as function of coordi-
nate θ, at Z = 0.7 (Th units in µm). Respective µCT calculation
is shown in (a). Anatomical landmarks: interosseous crest (IC),
tibial ridge (TR).
ment of area ∆Iemin(Z) was quantified calculating the mean squared
error, as follows:
MSEI =∑
Z
(
∆Ismin(Z)− ∆Iemin(Z)
)2
. (3.15)
The same procedure was done for the cortical thickness estimations.
The mean squared error between the obtained maps of changes in
thickness and the experimentally measured were calculated using:
MSETh =∑
Z
∑
θ
(∆Th/Ths(θ, Z)− ∆Th/The(θ, Z))2 . (3.16)
Figure 3.33 shows the values obtained for the mean squared error in
Imin and Th, respectively MSEI and MSETh, which were minimised at
different values of reference stimulus; the minimum value for MSEI
was obtained with ΨA = 200 MPa and for MSETh at ΨA = 50 MPa.
This means that ΨA = 200 is the threshold that better predicts mass
changes in length, however, when the overall response is taken into
account, the best prediction is obtained for a ΨA = 50 MPa.
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Figure 3.28: Colour map of changes in cortical thickness ∆Th/Th for ΨA =
10 MPa.
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Figure 3.29: Colour map of changes in cortical thickness ∆Th/Th for ΨA =
50 MPa.
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Figure 3.30: Colour map of changes in cortical thickness ∆Th/Th for ΨA =
100 MPa.
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Figure 3.31: Colour map of changes in cortical thickness ∆Th/Th for ΨA =
200 MPa.
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Figure 3.32: Colour map of changes in cortical thickness ∆Th/Th for ΨA =
300 MPa.
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Figure 3.33: Mean squared error between ∆Iemin(Z) and ∆I
s
min(Z), MSEI (a),
and between ∆Th/The(θ, Z) and ∆Th/Ths(θ, Z), MSETh (b), ob-
tained for the values of ΨA considered in this study (units in
MPa).
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Contributions of predictive adaptation algorithms to the field
Many theoretical models and adaptation frameworks have been de-
veloped to simulate specific controlled experimental results. Currey
(1995) claims that these algorithms lack further testing and questions
their utility for the field, as they are not matched against each other.
He also highlights the limited validation against experimental data
that usually follows these hypothetical mechanisms. In response,
Huiskes (1995) makes a case for the scientific output of this appar-
ent "Algorithism", suggesting that new hypotheses contribute to the
incremental understanding of these processes.
Huiskes frames the utility of descriptive bone remodelling algo-
rithms in an analogy with the development of Newton’s Laws of Mo-
tion. Newton was unable to explain why two masses would exert a
force on each other, the mechanistic aspect of his work, a point that
obstructed the acceptance of his work at the time of publication. The
intrinsic algorithm of the physical law was unknown. Nevertheless,
the predictive capabilities of this model are a historical landmark and,
the fact that bone adaptation is outstandingly more complex than
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planetary motion, motivates the development of new improved theo-
retical models that can be tested and falsified.
Assumptions
Some necessary simplifications were considered for the FE models
developed in this work. Cortical bone is highly heterogeneous at
the smaller length scale. Yet, it is commonly approximated as a ho-
mogeneous material at the organ level. It has also several degrees
of anisotropy in its material constituency; however, bone exhibits or-
thotropic elastic properties, and can be approximated to be a trans-
versely isotropic material (Reilly and Burstein, 1975). In addition,
the stiffness of added bone, which is known to have lower levels of
mineralization, was assumed to be the same of existing bone, since
the characteristic size of the elements would have necessarily to be
in the same order as the apposition distance in each iteration. This
would lead to either unpractical small sized elements or excessive
variations in bone shape, per iteration. Overall, and despite of these
points, these FE models provide an accurate qualitative picture of the
mechanical environment.
The proposed remodelling law also considered some assumptions;
this is an phenomenological motivated formulation of the whole
mechanotransduction process, understandably oversimplified. The
adaptive capability of the tissue was not modelled as site-dependent;
more specifically, bone sensors (osteocytes and lining cells) and for-
mation actuators (osteoblasts) were considered to be homogeneously
distributed in the cortex and surfaces, respectively, and directly cou-
pled to each other. Signal transmission was calculated by the spa-
tial average of the cellular output, Λ, not modelling the its diffusion
through the lacunar-canalicular network. The integration of Λ in time
also simplified time-dependent mechanisms involved in cellular and
metabolic regulation of bone mechanotransduction and variable C en-
closes the relationship between adaptive signal and tissue response.
Only further research into bone biology and metabolic regulation in
mechanotransduction will allow scrutiny of the main assumptions
of the proposed theoretical framework (the instantaneous on-off re-
sponse, integrated over time, of bone tissue to mechanical stimuli
and the direct link between the latter and cortical bone modelling).
These points will be discussed further, in Chapter 5.
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Verification and validation
Verification and validation of theoretical models is a recurring debate
in the field of bioengineering. The American Society of Mechanical
Engineers (ASME) regards verification as "the process of determin-
ing that a computational model accurately represents the underlying
mathematical model and its solution" and validation "the process of
determining the degree to which a model is an accurate representa-
tion of the real world from the perspective of the intended uses of the
model" (V&V, 2006). As Henninger et al. (2010) puts it "verification is
’solving the equations right’ (mathematics) and validation is ’solving
the right equations’ (physics)".
The numerical predictions calculated with the finite-element
method and the solution of the remodelling law equations were con-
sidered to be verified. In this chapter, the FEM was solved using a
verified software package. FE models were quasi-static and linear
elastic and, therefore, no time-dependent constitutive response was
included. Hence, the accuracy of the FEM is mostly dependent on the
number of degrees of freedom (here assessed with the convergence
study in Section B.1), and not in the incrementation time between
each step frame 4.
Validation however is not completely possible, due to simplification
in the phenomenological nature of the presented adaptive law. How-
ever, this study included a comprehensive method for comparison of
in vivo and in silico adaptation. Previous experimental models of cor-
tical bone adaptation (Chennimalai Kumar et al., 2010), reported how
much bone has formed in a specific cross-section, using bulk cross
sectional parameters, but not where it has formed (Figure 3.5). In
addition to the measurements of second moment of area, this work
provides spatial patterns of bone formation across the whole diaph-
ysis.
Despite of all the simplifications in the adaptation algorithm, the
predictions presented in this chapter show that SED provides a strong
agreement on the spatial distribution of adaptation results, as it will
be discussed below.
4 This is not the case of the FE models presented in Chapter 5, where the poroelastic
theory was employed, having a time-dependent component.
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The effect of the reference stimulus
The mechanical stimulus threshold for apposition, ΨA (and, if mod-
elled, the threshold for resorption), dictates the spatial extent of the
adaptive region. The lower its value, the more sites will respond to
the loading, and thus the larger this region will be.
Biologically, ΨA is likely to be regulated by multiple factors, such as
the cellular network, metabolic and nutrient availability, or the local
material properties of bone. These, as mentioned earlier in this dis-
cussion, were assumed as homogeneous throughout the whole bone;
however, it is cortical bone is likely to have a different reference stim-
ulus for different locations.
Due to the characteristics of the presented adaptation law, regions
exposed during longer periods to mechanical cues that elicit a posi-
tive cellular response to the stimulus, will build up higher amounts
of formed tissue. As a result, this variable also regulates the amount
of added bone.
Strain energy density as cue for mechanoadaptation
In Section 3.5.5, different optimal reference stimuli ΨA were ob-
tained for MSEI and MSETh, respectivelly the mean squared error
for Imin and Th. This disagreement has origin not only in the amount
of information masked in Imin measurements, but also in over overes-
timation of adaptation in some regions.
The error in changes of second moment of area, MSEI , was min-
imised at high values of ΨA, however the thickness maps obtained
for such threshold showed that using Imin for validation purposes is
inapplicable for the purpose of this study. The regions affected by
external loading in the thickness map obtained for the optimal refer-
ence stimuli for MSEI (ΨA = 200 MPa), shown in Figure 3.31, were
restricted to a small sector in the lateral side in compression. No vis-
ible adaptation takes place in the medial side. Therefore, this value
of reference stimulus results in unrealistic bone formation spatial pat-
terns. The seeming convergence in Figures 3.24 and 3.33a are just due
to a matching in the longitudinal extent of change in second moment
of area, rather than a close reproduction of the in vivo patterns of
adaptation.
On the other hand, when taking MSETh as standard, ΨA = 50 MPa
was found to be the best predictor, but obtained relatively high MSEI
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values. From examining Figure 3.34, where the values for Th and
∆Th/Th calculated from µCT scans and from the simulation for ΨA =
50 MPa are shown side-by-side, the likely reason of the inconsistency
in optimal reference stimulus is the overestimation of bone apposition
in the distal half of the medial side (area comprised within Z > 0.55
and 90◦ < θ < 180◦), as observable in the site marked by the red
asterisk in Figure 3.34. Except for this region, most of the adaptation
that results from in silico simulations is enclosed within the regions
of high mechanoadaptive response highlighted in Figure 2.28. This
leads to excessive Imin values distally; ∆Imin/Imin for ΨA = 50 MPa,
shown in Figure 3.24 as a blue line, is outside the confidence interval
for Z > 0.7.
There is an inherent compromise in the adjustment of ΨA: high
values constrains adaptation exclusively in the lateral side, while low
values elicit apposition in sites that did not exhibit changes in thick-
ness in vivo. The simulations were most accurate in the mid-diaphysis
and less accurate proximally (due to the artefacts in the experimental
measurements) and distally as indicated in Figures 3.34 e–h (likely
due to the assumptions described earlier in this Discussion, such as
loading conditions, inhomogeneous material and biological proper-
ties). Within the range of tested threshold values, it was not possible
to find a perfect match; however, overall, a value of ΨA around 50
MPa gives the best predictions.
Despite of the "noisy" µCT data and the geometrical and
mechanobiological idealisations in the presented methodology, the
simulation results obtained for a value of ΨA = 50 MPa obtained
a Kendall’s tau rank correlation coefficient of τ = 0.43 (p < 0.001)
when compared with the in vivo response, showing a significant pos-
itive correlation 5. Linear elastic models are therefore able to provide
relevant information on the spatial distribution of cortical bone adap-
tation, even considering a simple relationship between mechanical
deformation and adaptation. From a technical point of view, its im-
plementation is simple, as linear elastic models require less material
parameters and less computation time.
5 Both experimental and computational data deviate significantly from normal distri-
bution, as tested by the Kolmogorov-Smirnov test (p < 0.001). Therefore, a non-
parametric correlation test was considered. The test considered the 10,763 data
points contained inside the dashed yellow line in Figure 3.34 (g and h), in order
to exclude the areas with a high concentration of artefacts (the tibial ridge, the proxi-
mal ridge and the region with more concentration of connected trabecular bone, i. e.,
the first 15% of length). For more information regarding this statistical test, please
refer to Kendall, M.G. (1970) Rank Correlation Methods, Griffin.
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Figure 3.34: Polar representation and color map of changes in cortical thick-
ness ∆Th/Th measured for in vivo data (a,c,e,g) against the re-
spective predictions using ΨA = 50 MPa (b,d,f,h). The red
asterisk (e–h) is placed at Z = 0.7 and θ = 135◦.
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The role of loading parameters in the osteogenic effectiveness of exercise loads
Stress- and strain-based mechanical stimuli can be used to exam-
ine the influence of some important load parameters that, at a phe-
nomenological level, play a role in the efficiency of some in vivo load-
ing protocols (described in detail in Chapter 4), but have a limited
contribution in the study of time-dependent parameters. More specif-
ically, the proposed algorithm, using SED as cue for adaptation, is sen-
sitive to load parameters, such as load amplitude (Rubin and Lanyon,
1985) or the number of loading cycles (Burr et al., 2002); yet, is not to
others, like strain rate (Turner et al., 1995).
Another important aspect of in vivo bone adaptation, is that bone
appears to be exclusively mechanosensitive to dynamic strains, rather
than static loads. In a study by Lanyon and Rubin (1984), an invasive
external loading device was installed on the ulna of turkey specimens,
and specimens were separated into three groups of loading: no-load,
static load and dynamic load. The groups where no-load and static
load were applied, exhibited a similar response, with a marked in-
crease in endosteal diameter, whereas the intermittent loading group
showed very little increase in endosteal diameter and was the only
group where periosteal apposition occurred. In our remodelling law
with SED as stimulus, the case of static loading is the most osteogenic,
since the regions where Λ = 1 would be integrated in time, across the
whole period of loading, which is in conflicts with empirical observa-
tions.
These points do not invalidate that SED could be used to predict
time-dependent behaviour, as the algorithm could be adapted to con-
sider the rate of SED change in time, for instance. However, this
would be an ad hoc solution that would solve a specific problem.
Fluid-flow and mechanistic mechanical stimuli
The next chapters aim to include a mechanistic step in our remod-
elling laws, using fluid velocity as driver for mechanoadaptation.
Fluid-flow in the lacunar-canalicular porosity is thought to be the
prime actuator on bone cell mechanoreceptors, triggering anabolic
mechanotransductive pathways. In the next chapter, poroelastic ele-
ments will be used with the finite-element formulation to predict pore
pressure and fluid velocities inside the lacunae and canaliculi (Cowin,
1999), and investigate a possible link between bone formation and
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two time-dependent parameters of external loading: load frequency
(Turner et al., 1994) and inclusion of resting periods between load cy-
cles (Robling et al., 2001c). Chapter 5 will use the remodelling law
presented in this chapter and fluid velocity as adaptation cue, to ver-
ify is this mechanical stimulus is able to predict spatial patterns of
adaptation.
3.7 conclusions
Finite-element models were used to provide a description of the
mechanical environment in the cortex of the mouse tibia that re-
sults from axially imposed compressive forces. These calculations
were verified using digital image correlation measurements from
other projects. This chapter introduced a novel adaptation algorithm,
which assumed that bone has an on-off adaptive response to local
mechanical stimuli and this response is integrated in time and aver-
aged in space resulting in surface displacements. The simulations of
this chapter used strain energy density as mechanical driver and ac-
curately reproduced the changes in bone shape that were measured
in vivo. Computer simulations using strain-based stimuli are capable
of predicting the spatial arrangement of cortical adaptation, but do
simulate time-dependent phenomena that can be used to study load
parameters, such as load frequency or rest insertion.
4
F L U I D F L O W A S
M E C H A N I C A L
S T I M U L U S
The research described in this Chapter has been published in:
A. F. Pereira and S. J. Shefelbine. The influence of load repetition in
bone mechanotransduction using poroelastic finite-element models:
the impact of permeability. Biomechanics and Modeling in
Mechanobiology, 13(1):215-225, 2014
With kind permission from Springer Science and Business Media.
Fluid-flow inside the lacunar-canalicular network has been demon-
strated to directly stimulate bone cells into an adaptive response. This
chapter aims to investigate the possible role of such mechanism in
the optimisation of two osteogenic load parameters: load frequency
and rest insertion between load cycles. Simplified poroelastic finite-
element models were developed to predict the impact of these param-
eters in the fluid velocity fields experienced by osteocytes.
4.1 introduction
Fluid flow as a stimulus for bone mechanotransduction
Historically, it was thought that bone cells were triggered by di-
rect substrate deformations of the bone tissue (Frost, 1964). How-
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ever, many studies in the last decades have indicated fluid-induced
mechanostimulation of bone cells. You et al. (2000) used a stretching
platform and a flow chamber to expose osteoblast cells, respectively,
to dynamic substrate strain and oscillatory fluid flow, and registered
Ca2+ and OPN mRNA levels. Strains that are osteogenic at the tis-
sue level (Rubin and Lanyon, 1984a) were found to be well below the
strains required to elicit an osteoblast response to in vitro substrate
deformation (You et al., 2000). The number of cells responding to
fluid stimulation, on the other hand, exhibited higher levels, suggest-
ing that interstitial fluid flow motion in the extracellular space of the
lacunar-canalicular porosity (PLC) (Turner et al., 1994; Cowin et al.,
1995) may play a role in cellular mechanosensitivity.
Other studies on bone adaptation contributed to this reasoning.
Rubin et al. (2001) used low-amplitude high-frequency stimulation
on sheep hindlimbs, applying a vibratory loading with a deforma-
tion amplitude of 5microstrain at a frequency of 30Hz, and showed
that cancellous bone responds with an increase in trabecular density.
Even with no externally applied load, pressure oscillations applied in
the marrow cavity generates an osteogenic response in cortical bone
(Qin et al., 2003). In this study the turkey ulna was isolated from any
other external loads (Figure 4.1a) and pressure oscillations resulted in
significant endosteal and periosteal bone formation (Figure 4.1b). Hu
et al. (2013) studied the effect of the frequency of intramedullary oscil-
latory pressure, applied in the rat tibia, registered the intramedullary
pressure and obtained an optimal frequency of 2Hz.
(a) Experimental set-up: oscillatory hy-
draulic stimulation imposed vari-
ations of intramedullary pressure
through a device connected to the
marrow cavity.
(b) Significant periosteal and endosteal
bone apposition resulted from the
applied oscillatory pressure.
Figure 4.1: Pressure oscillations applied in the marrow cavity of a model of
bone disuse in the turkey ulna, with no external loading, induce
cortical bone adaptation. (Reprinted from Qin et al. 2003, with
permission from Elsevier)
4.1 introduction 115
Interstitial fluid flow in bone was initially regarded as a mechanism
for nutrient transportation and waste removal (Piekarski and Munro,
1977). Further studies experimentally demonstrated that external
stresses can produce fluid motion at the canalicular level (Knothe Tate
et al., 2000; Price et al., 2011). The estimated fluid shear stress on the
cell (Weinbaum et al., 1994) lies within the osteogenic limits deter-
mined in vitro (Klein-Nulend et al., 1995b; Reich and Frangos, 1991).
In addition, the metabolic activity of osteoblastic lineage cells when
exposed to fluid shear stress is similar to that of endothelial cells
(Klein-Nulend et al., 1995b; Reich and Frangos, 1991). Production
of nitric oxide (a bone formation promoter) by osteoblasts has been
shown to respond in a dose-dependent manner to fluid shear stress
rates (Bacabac et al., 2004). Similar numerical models predicted that
fluid drag forces on bone cell tethering proteins can reach values sev-
eral times higher than shear forces in the cell membrane (You et al.,
2001). These findings indicate that interstitial fluid flow may be a
direct mechanical cue in bone and may explain the time-dependent
response of bone to loading protocols.
Loading parameters
Dynamic loading is required to obtain an osteogenic mechano-
adaptive response (Lanyon and Rubin, 1984; Turner, 1998) and var-
ious parameters are associated with the dynamic nature of external
loading. Experiments have shown that bone is mechanosensitive to
variables such as load amplitude (Rubin and Lanyon, 1985), load
rate (Turner et al., 1995), number of loading cycles (Burr et al., 2002),
frequency (Hsieh and Turner, 2001; Turner et al., 1994; Warden and
Turner, 2004) and inclusion of resting periods (Batra et al., 2005; Rob-
ling et al., 2001c; Srinivasan et al., 2007).
Burr et al. (2002) compiled two studies by Rubin and Lanyon
(1984a) and Umemura et al. (1997), respectively, using an invasive
loading model in the ulna of roosters and an intrinsic loading model
in the femur and tibia of rats that were trained for jumping. These
studies highlight the importance of load history in bone. Figure 4.2
shows the relationship obtained for percentage difference in both ul-
nar and tibial bone. The first decade of load cycles are enough to
obtained manifest functional response that saturates for higher num-
ber of cycles.
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Figure 4.2: Saturation in the functional adaptation of bone mass for the
rooster ulna (open triangles) and rat tibia (filled circles) for in-
creasing number of load cycles per day. (Reprinted from Burr
et al. 2002, with permission from Elsevier)
Turner et al. (1995) applied four-point bending loads to the rat tibia
with the same peak load, but varying the imposed strain rate (Fig-
ure 4.3a). They obtained a proportional relationship between strain
rate and the bone formation rate (Figure 4.3b), and a significant in-
crease in mineral apposition rate for the group with the highest strain
rate (Figure 4.3c). In addition, further studies (Hsieh and Turner,
2001) showed, for the rat ulna model, that high strain rate loading
with lower peak strains can result in considerably higher modelling
rates. Therefore, strain magnitude alone is not a critical parameter
of mechanotransduction, consistent with the idea of a fluid-induced
mechanotransduction process.
Judex et al. (1997) investigated the correlation between strain gra-
dients and bone adaptation in a model of treadmill running roosters.
They found that circumferential strain gradient had the best correla-
tion with periosteal bone formation (Figure 4.4).
Frequency and rest insertion
Bone is sensitive to the frequency of loading (Turner et al., 1994).
Experimental models show that osteogenic strain thresholds are al-
tered for different frequencies of a sinusoidal load function (Hsieh
and Turner, 2001). Turner et al. (1994) loaded rat tibiae applying
a four-point bending regime and measured ex vivo strain-generated
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(a)
(b)
(c)
Figure 4.3: Impact of strain rate in bone adaptation. Four-point bending
was applied with different strain rates and the same peak load
in four groups (a). A proportional relationship between strain
rate and the bone formation rate (b) and significant increase in
mineral apposition rate for the group with the highest strain rate
(c) were obtained. (Reprinted from Turner et al. 1995)
Figure 4.4: Peak circumferential strain gradient (black bars) correlate well
with the percentage of labelled surface (white bars) in a model
of treadmill running of roosters in the tarsometatarsal diaphysis
(cross-section in grey). (Reprinted from Judex et al. 1997, with
permission from John Wiley and Sons)
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potentials 1, and found a dose-response relationship with frequency.
Warden and Turner (2004) used the axial compression of the ulna,
illustrated in Figure 2.1b, in C57BL/6 mice to quantify histomorpho-
metric parameters in cortical bone. In one group, different loading
frequencies were applied in a group with the same total number of
load cycles (i. e., different loading times); in the other group different
frequencies were applied with a constant loading time (i. e., different
number of loading cycles). The findings of both groups suggested
the existence of an optimal frequency window between 5 and 10Hz,
in which the adaptive response was maximised. Figure 4.5 shows
the obtained periosteal bone formation rate for the group with fixed
number of cycles, exhibiting a significant relative increase for a 10Hz
regime. The biophysical process that underlies the effect of frequency
on the adaptive response is not fully understood. In vitro studies have
demonstrated a frequency-dependent response with the number of
cells responding, intracellular calcium levels and amount of cell de-
formation (Donahue et al., 2001).
Figure 4.5: Periosteal bone formation rate is significantly higher in the 10Hz
load frequency group in a model of mouse axial ulna compres-
sion. (Reprinted from Warden and Turner 2004, with permission
from Elsevier)
Both experimental and numerical studies investigating the sensi-
tivity to frequency of cortical bone often use a oscillatory loading
function. However, changing the frequency of a sinusoid also alters
the loading rate. Strain rate alone has been shown to be an impor-
1 Strain-generated potentials are electric fields in bone that result from the motion of
interstitial fluid inside the lacunar-canalicular porosity. The electric field is created
by the negatively charges extracellular matrix and positive ions contained in the
interstitial fluid in motion.
4.1 introduction 119
tant variable (Turner et al., 1995). In order to isolate the effects of
load repetition frequency in cortical bone, the number of load cycles
per second must change while maintaining the loading rate constant.
This is similar to rest-insertion experimental models where the load
is interrupted between each load cycle.
Robling, Burr and Turner published a series of studies, showing
that the insertion of rest between in vivo loading periods has a pow-
erful osteogenic effect (Robling et al., 2000, 2001c, 2002). They used
a four-point bending of the tibia of Sprague Dawley rats protocol,
where 360 54N cycles were imposed each day. The total amount of cy-
cles was partitioned in different number of bouts, as illustrated in Fig-
ure 4.6a, ranging between one single bout (with all 360 cycles being
applied at once) and six bouts of 60 cycles each. Histological measure-
ments showed that the obtained response was significantly higher
when loads were arranged in four or six bouts of cycles. In order to
study the short-term impact of rest, Robling et al. (2001c) included
a different type of regime, with rest periods being inserted between
consecutive load cycles, as illustrated in Figure 4.6b. The results of
the two mentioned studies were expressed in terms of time between
long- and short-term rest-inserted loading. Figure 4.6c shows the ob-
tained bone formation rate for long-term rest, where it was found that
8h between loading bouts was enough to fully restore mechanosen-
sitivity. For short-term rest, in Figure 4.6d, 14 seconds rest between
each load cycle significantly increased the bone formation rate de-
spite having fewer total loading cycles (Robling et al., 2001c). It is
hypothesised that continuous dynamic loading saturates the stimu-
latory effect to bone cells, and a rest interval between load periods
restores mechanosensitivity (Robling et al., 2000).
Previous in vitro studies showed an enhanced biophysical response
with rest insertion, increasing the number of Ca2+ concentration
peaks (Donahue et al., 2003) and number of responsive cells and os-
teopontin mRNA levels (Batra et al., 2005). It has been suggested
(Donahue et al., 2003; Robling et al., 2001c) that intracellular cal-
cium diffusion and replenishment dynamics may be involved in the
short-term rest response, whereas formation of focal adhesions and
(re)organization of cytoskeleton may be involved in the recovery of
mechanosensitivity after long-term rest. The differences in the me-
chanical stimuli delivered at the cellular level with rest insertion have
not been examined; however, it has been suggested that the mechan-
ics may also play an important role (Srinivasan and Gross, 2000).
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(a) Long-term rest-insertion load-
ing: time interval with no load-
ing is introduced between bouts
of continuously applied load cy-
cles.
t
F
(b) Short-term rest-insertion load-
ing: time interval with no load-
ing is introduced between con-
secutive load cycles.
(c) For the long-term rest group, bone mechanosensi-
tivity was restored after 8h without external stimu-
lation between loading bouts.
(d) For the long-term rest group, 14s were required to
significantly increased the bone formation rate.
Figure 4.6: Impact of long- and short-term rest periods in a four-point bend-
ing loading model of the rat tibia. (Figures c and d reprinted
from Robling et al. 2001c, with permission from Company of
Biologists Ltd.)
4.1 introduction 121
Do the cells receive a greater mechanical stimulus (i.e., fluid-derived
forces) with rest insertion?
Cortical bone permeability
Previous numerical studies used poroelastic finite-element (FE) mod-
els to account for lacunar-canalicular fluid motion and predict bone
adaptation taking frequency of loading into account (Kameo et al.,
2011; Malachanne et al., 2011; Chennimalai Kumar et al., 2012), as-
suming a value for the cortical bone intrinsic permeability k, which
measures how easily fluid can flow through a porous material. De-
spite the fact that bone poroelasticity parameters have been exten-
sively explored in the last decades (Cowin, 1999), both numerical
and experimental estimations of k can range from 10−25 to 10−18 m2
(Gailani et al., 2009; Lemaire et al., 2012; Oyen et al., 2012; Rodriguez-
Florez et al., 2013; Smit et al., 2002). This broad range highlights the
multiscale hierarchical structure of bone (Cowin, 1999), complex bio-
physical phenomena present in extravascular fluid flow (Kaiser et al.,
2012) and reflects the varied approaches to determining permeability
(Cardoso et al., 2013).
Chapter objectives
If fluid flow is a primary driver for mechanoadaptation, poroelastic
models could be employed to design therapeutic in vivo loading pro-
tocols that maximise mechanical stimulus or contribute to improve
the development of biomaterials with bone properties. Hence, it
is important to determine how permeability affects the response of
poroelastic models, specifically how load frequency and rest-insertion
times influence fluid flow stimuli. In this study a simplified 3D finite-
element (FE) model of a beam in bending with poroelastic properties
was developed to simulate the behaviour of interstitial fluid flow in
the lacunar-canilicular system of mouse cortical bone. The objectives
of this research are to (1) determine the influence of the permeability
on fluid flow behaviour in cortical bone and (2) explore how fluid
flow stimuli change with load frequency and rest insertion.
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4.2 methods
4.2.1 Bone as a poroelastic material
Bone tissue is a biphasic material, as various fluids are present in
different levels of porosities (Cowin, 1999). Poroelastic finite-element
formulations are commonly used to predict pore pressure and fluid
velocities in the PLC (Weinbaum et al., 1994; Zhang and Cowin, 1994;
Cowin et al., 1995; Prendergast, 1997; Steck et al., 2003a; Fornells et al.,
2007; Goulet et al., 2008; Kameo et al., 2011; Malachanne et al., 2011;
Chennimalai Kumar et al., 2012). For this chapter a simplified section
of mouse cortical bone was modeled as a beam with a porous matrix
saturated with interstitial fluid in the PLC, similar to previous gen-
eralised models of poroelastic bone (Taber, 1992; Zhang and Cowin,
1994; Kameo et al., 2008)
Following the theory of poroelasticity (Biot, 1941), the constitutive
equations for a fluid-saturated isotropic material include additional
terms for pore pressure p and fluid content variation ξ and are ex-
pressed as two limiting behaviours, drained and undrained deforma-
tions (Detournay and Cheng, 1993). The stress-strain relationship for
the drained situation holds
σij + αpδij = 2Geij +
(
2Gνij
1− 2ν
)
ekkδij, (4.1)
where i and j are tensor components, σij the stress tensor, eij the
strain tensor, G the drained shear modulus, ν the drained Poisson’s
ratio and α the Biot effective stress coefficient. The latter is defined
by
α = 1− K
Ks
, (4.2)
with K and Ks as, respectively, drained and solid matrix bulk moduli.
The constitutive equation of the undrained deformation is
2Gξ = α
(
1− 2ν
1+ ν
)(
σkk +
3p
B
)
, (4.3)
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where B is the Skempton pore pressure coefficient, which quantifies
the relation between solid- and fluid-phase compressibility, and is
expressed as
B =
αK
[α− φ(1− α)]Kf + φK (4.4)
with Kf as the bulk modulus of the fluid phase and φ as the pore
volume fraction of the PLC.
Darcy’s law accounts for the interstitial fluid transport, and the
effective fluid velocity with respect to the solid is proportional to the
pore pressure gradient by a permeability factor k/µ
Vi = − 1
φ
k
µ
∇p, (4.5)
where k is the intrinsic permeability, µ the interstitial fluid viscosity
and ∇p the pore pressure gradient. For an complete description of
the poroelastic theory and bone poroelasticity refer to Detournay and
Cheng (1993) and Cowin (1999). Soil analyses were preformed in
Abaqus/CAE (Providence, RI, USA) to solve the biphasic problem.
4.2.2 Finite-element mesh and material properties
A simplified 3D beam geometry was used to simulate bending of cor-
tical bone in a mouse tibia and predict fluid motion in the PLC. In
this simplified model, the effect of vascular porosities was not con-
sidered as flow in the lacuna-cannilicular system is more important
for mechantransduction to the cell A finite-element mesh was devel-
oped with dimensions 5× 0.2× 2 mm (that correspond to the medial
surface of the tibial diaphyseal midshaft – Figure 4.7a) with 10,080
8-node linear poroelastic hexahedral elements (C3D8P), as depicted
in Figure 4.7b. Mesh density was obtained from a convergence study.
Cortical bone matrix was modelled as continuous, linear elastic
(drained elastic modulus E = 19 GPa and Poisson ratio ν = 0.3),
homogeneous and isotropic material properties. For the poroelastic
properties, the solid and fluid phases for the lacunar-canalicular sec-
tion were assumed to be compressible, with compressibility Ks =
25 GPa for the solid phase and Kf = 2.3 GPa for the fluid phase
(values adapted from Cowin (1999) and Zhang and Cowin (1994))
and a pore volume fraction φ = 3.8% (Goulet et al., 2008). Inter-
stitial fluid properties, such as viscosity (= 8.9× 10−4 Pa s) and spe-
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(a)
(b)
(c)
Figure 4.7: Medial surface of a mouse tibia highlighted in purple (a), gener-
alised FE model of tibia with the region of interest indicated (b)
and loading conditions (c).
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cific weight (=9.8 kN m−3), were assumed to be similar to salt water.
The order of magnitude of the intrinsic permeability was varied from
10−23 to 10−18 m2, to model those values found in literature (Lemaire
et al., 2012). As in previous poroelastic studies, the periosteum and
endosteum were assumed to be impermeable and permeable layers,
respectively (Cowin, 1999). The surface perpendicular to the z-axis
corresponding to the endosteal boundary was assumed to allow free
flow by applying zero pore pressure to all nodes in the surface – Fig-
ure 4.7c. A zero flow condition was imposed by default to all other
surfaces.
4.2.3 Loading conditions
To generate a bending moment, concentrated loads were applied in a
row of nodes parallel to the x-axis and the adjacent nodes were fixed,
as shown in Figure 4.7c, in order to replicate in vivo loading condi-
tions in a mouse model of mechanoadaptation (Sztefek et al., 2010).
The magnitude of these loads resulted in a peak bending moment of
2 N ·m in the x-axis, reaching peak strains of 0.2%. Two different
load sets of 13 models each were considered: (1) Forces were applied
as a continuous haversine sinusoid, with load wave frequency fLW
ranging from 1 to 30Hz, and (2) a 10Hz haversine load amplitude
with rest-insertion times ranging from 0 to 10 seconds, simulating
constant strain rate at altered load repetition frequency fLR. Each
load group had a total of 78 models–6 different permeability orders
of magnitude × 13 load frequencies.
The time step size was optimised to insure convergence. The mini-
mum increment time for the rest-insertion group was 5× 10−3 s and
for the sinusoidal group was given by 1/( fLR × 30).
4.2.4 Mechanobiological stimulus
Assuming a fluid-derived stimulus acting upon bone cells is respon-
sible for the mechanoadaptive process (e.g., fluid shear stress on the
osteocyte wall or hydrodynamic drag on the pericellular matrix), the
velocity of interstitial fluid can provide indication of the amount of
mechanical stimulation. Calculations for fluid velocity were regis-
tered in the integration points of a region around the centroid of the
mesh as highlighted in Figure 4.7b. The values were then averaged to
a node close to halfway to the thickness of the beam. The amount of
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Table 4.1: Employed sinusoidal frequencies fLW for the frequency group and
recovery time intervals tRI for the rest-insertion group.
fLW (Hz) tRI (s)
Frequency
group
1 0
Rest-insertion
group
2 0.0111
3 0.025
4 0.0429
5 0.0667
6 0.1
7 0.15
8 0.2333
9 0.4
10 1
15 2
20 5
30 10
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fluid motion Ψ, assumed as a proxy for the mechanical stimulus, was
quantified as the integral of the magnitude of average fluid velocity
~V over time:
Ψ =
∫
‖V‖dt (4.6)
Figure 4.8 illustrates the calculation of Ψ. Since the total time of
analysis (ta = 10 seconds) is the same in all models, this quantity is
also an indicator of the fluid velocity magnitude averaged over time
(Vaveraged = Ψ/ta).
Ψ =
∫ ‖V‖dt
t
V
Figure 4.8: The amout of fluid motion, i. e., the time integral of fluid velocity
magnitude, was assumed as mechanical stimulus.
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4.3.1 Permeability and relaxation time
A single cycle of bending creates an oscillatory motion of fluid inside
the pores. Figure 4.9a shows the fluid velocity in the considered node
for three different orders of magnitude for the intrinsic permeability
and normalised to the maximum value obtained for each, for a sin-
gle cycle. Peak load and unload strain rates occur at t = 0.025 and
0.075 s, with local maxima in fluid velocity magnitude taking place
immediately after these instants (Figure 4.9b). The resultant fluid
flow changes direction after load is released (Figure 4.9c). For high
permeability, k = 10−19 m2 (blue solid line) the fluid velocity exhibits
a symmetrical profile, with the peak fluid velocity having equal mag-
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nitude and opposing directions during load application and removal.
Lower values of permeability do not result in symmetric flow. Resul-
tant fluid velocity has a larger magnitude when loading is applied
(load flow), than during load removal (unload flow). There is also
a time lag between peak load and peak flow for lower permeabili-
ties. The increase in time lag and profile asymmetry is related to the
pore pressure relaxation, which is the time that it takes for the fluid
velocity to reach negligible values. For low permeability, it takes a
longer time for the pore pressure to relax after load than for high
permeabilities.
Pore pressure p decay after the removal of a constant load (Fig-
ure 4.10) can be fitted to an exponential
p = p0e−t/τ, (4.7)
where p0 is the pore pressure at the time of load removal and τ the
characteristic relaxation time of pore pressure. The value of τ influ-
ences the response to consecutive load cycles. Figure 4.11 shows the
value of τ as a function of k, which can be fitted to a power law.
log τ = a log k + b (4.8)
The relaxation time is exponentially proportional to the intrinsic
permeability; small values of k result in a large τ. Therefore, for k =
10−19 m2, the interval between peak load and unload is long enough
for the pore pressure to relax between load and unload flow. For the
lowest orders of magnitude, higher values of τ result in an increase in
time lag between peak strain and fluid velocity. At the instant of peak
unload rate, the pore pressure has not relaxed and load flow is still
occurring, causing interference with unload flow and thus reducing
the magnitude of the unload (return) flow as observable in Figure 4.9.
4.3.2 Frequency response
Figure 4.12 shows the fluid motion as a function of load wave fre-
quency fLW for 10s of analysis, normalised by the maximum stimulus
obtained for each value of k (Ψmax), listed in Table 4.2. For different
values of the intrinsic permeability, the profile changes. In general,
the stimulus (fluid velocity) increases for high frequencies due to the
increase in the number of load cycles and load rate. For a high per-
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(a) Time profile for the normalised fluid velocity obtained for a
single 10Hz haversine load cycle applied at t = 0 s (inter-
rupted black line) for intrinsic permeability k = 10−19, 10−20 and
10−21 m2. Positive values for fluid velocity indicate flow to the
endosteum. Lower permeabilities have an asymmetrical time pro-
files and take longer to reach negligible values of fluid velocity,
after the load is removed.
z!
(b) Fluid flow direction during loading (fluid travels in the negative
z direction).
(c) Fluid flow direction upon unloading (fluid travels in the positive
z direction).
Figure 4.9: Fluid velocity response of the modelled poroelastic beam under
bending loads.
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p
t
p = p0e−t/τ
Figure 4.10: The decay of pore pressure p, after the removal of a constant
load, can be fitted to an exponential function. Contrasting val-
ues of permeability k will entail different values for the charac-
teristic relaxation time of pore pressure τ.
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Figure 4.11: Pore pressure relaxation time for a sustained load as function of
the intrinsic permeability k. Lower permeabilities have higher
relaxation times, following a power law.
4.3 results 131
meability of k = 10−18 m2, a linear relation between fluid motion and
fLW was obtained.
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Figure 4.12: Fluid motion in 10 s for the continuous sinusoidal group as
function of load wave frequency fLW, normalised by the maxi-
mum stimulus for each value of k, Ψmax from Table 4.2.
Table 4.2: Maximum stimulus for 10s of analysis and peak fluid velocity(
Vpeak
)
obtained across all frequencies for each order of magni-
tude of permeability k, for the frequency-loading group.
k (m) Ψmax (µm) Vpeak (µm s−1)
10−23 3.704× 10−3 7.86× 10−4
10−22 2.976× 10−2 8.00× 10−3
10−21 2.718× 10−1 8.00× 10−2
10−20 2.573× 10 0 6.77× 10−1
10−19 1.639× 10 1 2.86× 10 0
10−18 2.535× 10 1 3.98× 10 0
With lower permeability, the mechanical signal tends to saturate as
fLW is increased, since fluid flow from consecutive load cycles results
in interference. For k = 10−22 and 10−23 m2, fluid does not flow back
when the load is removed, resulting in fairly constant fluid motion
across all frequencies.
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4.3.3 Rest-insertion group
Fluid motion versus fLR for the group of models with rest insertion is
displayed in Figure 4.13. Similar to the sinusoidal frequency group,
the linear response at high permeability disappears as permeability
decreases. Fluid motion saturation for k = 10−21 and 10−20 m2 leads
to the presence of an optimal frequency, with a decrease in signal
for the highest frequencies due to interference between consecutive
cycles. Fluid flow from one cycle cancels out the unload flow from
the previous. Further decrease in k will lead to values of τ higher
than 10s and fluid does not flow back completely after load removal.
At k = 10−23 m2 there is not enough time between cycles for fluid
to flow back after load removal, and a linear relationship is again
observed.
1 2 3 4 5 6 7 8 9 10
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
fLR (Hz)
N
o
rm
a
li
ze
d
fl
u
id
m
o
ti
o
n
 
 
k = 10−18m2
k = 10−19m2
k = 10−20m2
k = 10−21m2
k = 10−22m2
k = 10−23m2
Figure 4.13: Fluid motion in 10 s for the rest-insertion group as function of
the load repetition frequency fLR normalised by the maximum
stimulus for each value of k, Ψmax from Table 4.3.
Figure 4.14 shows normalised fluid motion plotted as a function of
rest-insertion time. The stimulus obtained in the first 10 cycles was
normalised to the maximum value obtained for each permeability
across all frequencies (Ψ10cycles), shown in Table 4.3. In all perme-
abilities it seems that only around 50% of the maximum mechanical
stimulus is obtained when no rest is inserted between cycles. Each
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Table 4.3: Maximum stimulus for 10 seconds of analysis (Ψmax), for the first
10 cycles
(
Ψ10cycles
)
and peak fluid velocity
(
Vpeak
)
obtained ob-
tained across all frequencies for each order of magnitude of per-
meability k, for the rest-insertion loading group.
k ( m2) Ψmax (µm) Ψ10cycles (µm) Vpeak (µm s−1)
10−23 3.616× 10−3 1.781× 10−3 7.81× 10−4
10−22 2.771× 10−2 1.635× 10−2 7.86× 10−3
10−21 2.861× 10−1 1.497× 10−1 7.81× 10−2
10−20 2.305× 10 0 8.381× 10−1 5.03× 10−1
10−19 7.721× 10 0 1.637× 10 0 1.21× 10 0
10−18 8.586× 10 0 1.723× 10 0 1.33× 10 0
value of k has a specific rest time after which the mechanical stimulus
is maximised. These curves can be fit to an exponential function
Ψˆ = 1− (1− Ψˆ0) e−C tRI , (4.9)
where Ψˆ = Ψ/Ψ10cycles is the normalised fluid motion obtained for
a rest-insertion time interval tRI, Ψˆ0 is the normalised mechanical
stimulus for no rest between load cycles (i.e., tRI = 0), and C is a
constant obtained from curve fitting. Considering the characteristic
time for rest-insertion fluid motion τRI =
1
C
, tRI can be expressed as
function of Ψˆ
tRI = τRI log
(
1− Ψˆ0
1− Ψˆ
)
(4.10)
Each permeability has a respective τRI and Ψˆ0, however the value
of Ψˆ0 seems to be fairly consistent. Table 4.4 shows the rest-insertion
periods needed to obtain 90% of maximum mechanical cue (Ψˆ = 0.90)
for the different values of k used in this study.
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Figure 4.14: Fluid motion in the first 10 cycles, for the rest-insertion group,
as function of the rest time between load cycles tRI, normalised
by the maximum stimulus for each value of k, Ψ10cycles from
Table 4.3. Lines correspond to the fitting to Equation 4.9.
Table 4.4: Relation between the intrinsic permeability k and time of rest be-
tween consecutive cycles tRI required to get 90% of maximum me-
chanical cue.
k
(
m2
)
tRI ( s)
10−23 88.240
10−22 6.411
10−21 0.809
10−20 0.189
10−19 0.018
10−18 0.002
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4.4 discussion
There is ample evidence that fluid flow may be a mechanical cue
for cortical bone adaption. Previous studies employed poroelastic
formulations to predict bone adaptation taking into account load-
ing frequency (Kameo et al., 2011; Malachanne et al., 2011; Chenni-
malai Kumar et al., 2012). These studies assumed a specific value for
the lacunar-canalicular permeability. However, in the literature there
is a wide range of proposed values. This study demonstrates how
the mechanostimulus (fluid flow) varies substantially as a function of
permeability, frequency and rest-insertion times.
4.4.1 Model assumptions
The models necessarily included simplifying assumptions and ap-
proximations. Cortical bone was assumed to be continuous, homo-
geneous and isotropic in its elastic and poroelastic behaviour, which
are necessary assumptions given the limited experimentally derived
properties for mouse bone. Yet, bone is an anisotropic tissue in both
in elastic parameters and PLC connectivity. Cortical bone can be ap-
proximated as orthotropic material. Previous studies showed that
transverse isotropy has an marked effect in the poroelastic predic-
tions of fluid flow as explored by Knothe Tate et al. (2009). The next
chapter will consider transverse isotropy in the poroelastic material
properties of FE models of cortical bone.
The endosteal and periosteal layers were idealised as permeable
and impermeable, respectively. Recent measurements (Evans et al.,
2013) suggest the periosteal permeability to be higher than cortical
bone’s (> 10−17 m2). Parameter studies, described ahead in Sec-
tion 4.4.4, varied the endo/periosteum permeabilities and obtained
altered the fluid flow response with frequency, supporting the conclu-
sion that permeability is critical to determining flow response. How-
ever, reliable measurements of endosteal permeability are needed to
accurately model boundary flow conditions.
Finally, this approach does not include the effect of vascular poros-
ity (mouse bone does not have a Haversian system, but does have
vascular channels). Goulet et al. (2008) proposed that the vascular
porosities act as low-pressure reservoirs and play an important role
in bone interstitial fluid flow dynamics. The inclusion of these canals
in the FE models may influence the relaxation time for a certain per-
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meability and alter the response in frequency and rest insertion. Fu-
ture models will include the contribution of the vascular canals for
the prediction of interstitial fluid flow using dual-porosity elements
(Fornells et al., 2007) or explicit modeling of the canals.
4.4.2 Fluid-velocity results
The relation between permeability and calculated maximum fluid ve-
locity is consistent with previous numerical studies (Fornells et al.,
2007; Goulet et al., 2009). Recently, Price et al. (2011) used a combi-
nation of fluorescence recovery after photobleaching (FRAP) experi-
mental measurements and computational models adapted from Zhou
et al. (2008) and estimate a peak fluid velocity in mouse cortical of
60 µm s−1. This value is well above the obtained predictions. The
effective fluid velocity calculated in the models is averaged value at
a continuum level and underestimates peak magnitude on a micro-
scopic scale, since it does not take into account specific flow around
the tortuosities of the PLC. Hence, it is expected to predict velocity
peaks lower than experimental measurements that are performed at
the level of the pericellular matrix.
4.4.3 Relaxation time
Previous studies employed experimental data to theoretically deter-
mine the value of the intrinsic permeability (Gardinier et al., 2010;
Smit et al., 2002). Experimentally measuring the relaxation time pro-
vides means of determining a suitable value for the poroelastic perme-
ability, allowing estimation of k from τ. Previous theoretical estima-
tions for mouse relaxation time obtained 6.76 s (Zhou et al., 2008). A
relaxation time with this order of magnitude maps in the relaxation
plot of Figure 4.11 to an intrinsic permeability k = 10−22 m2. This
value for permeability matches those recently found experimentally
with novel nanoindentation methods (Oyen et al., 2012).
4.4.4 Frequency group results
For the range of permeability, k, between 10−21 − 10−18 m2 the mod-
els in this study predict an increase in stimulus as a function of si-
nusoidal frequency. This is consistent with previous experimental
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studies that found a dose-response relationship between osteogenic
response and loading frequency (Turner et al., 1994) and in particular
a significant increase in the response of cortical bone for frequencies
between 5–10 Hz (Warden and Turner, 2004), with a decrease above
10Hz for some indicators. These models did not predict a reduction
in stimulus for frequencies higher than 10 Hz; nevertheless cell vis-
coelasticity that may reduce mechanosensitivity at higher frequencies
by increasing stiffness (Hsieh and Turner, 2001) was not accounted
for.
The amount of fluid motion for the lower permeabilities was rela-
tively insensitive to the change in frequency (top lines in Figure 4.13).
This could be explained by the fact that model has not reached a
steady-state behaviour within the 10s of analysis. In order to inves-
tigate this, the frequency group models were run long enough to
reach the steady response and calculated the fluid velocity amplitude
VS (proportional to the amount of fluid motion during steady state).
Figure 4.15 shows frequency expressed as a dimensionless frequency
f ∗ = fLWd2/c (Detournay and Cheng, 1993) and a dimensionless fluid
velocity amplitude V∗ = VSd/c, where the characteristic length d was
considered to be the smallest element edge (d = 4× 10−5 m) and the
diffusivity coefficient c defined as
c =
2GB2k(1− ν)(1+ νu)2
9µ(1− νu)(νu − ν) , (4.11)
with νu as the undrained Poisson ratio. c was calculated for this
model to be c = k(2.863× 1013) m2/s. These dimensionless quanti-
ties normalise the response (velocity and frequency) by permeability,
since all other parameters are constant. The different permeability
groups are coincident with each other for the same f ∗. For example,
the value of V∗ at f ∗ = 0.56 for the k = 10−20 m2 model at 10 Hz
is the same as the k = 10−21 m2 model at 1 Hz. This figure indi-
cates that the fluid flow response plateaus for all permeabilities at
f ∗ = 0.39. Table 4.5 indicates, for each permeability, the frequency at
which the fluid flow response will plateau. At the lowest permeabil-
ities in Figure 4.12, the plateau region is reached. For high perme-
ability, loading at higher frequency would be required, in order for
the fluid flow response to plateau. The apparent insensitivity of our
models to high frequencies, where a high value of V∗ is reached, can
still be compatible with the results obtained by Warden and Turner
(2004). Benalla et al. (2013) verified a steady decrease in the value of k
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for increasing permeabilities. Therefore, the obtained plateau might
be misrepresentative of the real response bone.
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Figure 4.15: Dimensionless fluid velocity amplitude V∗ as function of the di-
mensionless frequency f ∗ = fLWd2/c. All models have a range
of frequencies with an increase in fluid velocity, stabilizing after
f ∗ = 0.39.
Table 4.5: Frequency at which f ∗ = 0.39 occurs for each value of k.
k
(
m2
)
fLW (Hz)
10−23 0.07
10−22 0.7
10−21 7
10−20 70
10−19 700
10−18 7000
In order to analyze the impact of the idealisation of flow condition
in the peri and endosteal surfaces, a new set of models was created,
where the permeability of bone membranes were explicitelly modeled
by including layers of less stiff elements (E = 0.6 MPa, ν = 0.3),
both with a permeability k = 10−17 m2. These elements therefore add
no stiffness, but do alter the permeability, making the endosteum
less permeable and the periosteum more permeable than the original
model. Figure 4.16 shows the V∗ versus f ∗ response of these models
superimposed with the curve of Figure 4.15. Layered models reach
higher fluid velocities (at f ∗ = 0.56) and, instead of plateauing after
the peak, fluid velocity decreases steadily for higher frequencies. This
behaviour is closer to what was reported by Warden and Turner (2004)
and shown in Figure 4.5. Once accurate values for endosteal and
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periosteal permeability have been determined, models could be used
to optimise fluid flow stimulus.
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Figure 4.16: Dimensionless fluid velocity amplitude V∗ as function of the
dimensionless frequency f ∗ with and without explicitely mod-
elling membrane permeability with layers of poroelastic ele-
ments. Layered models exhibit a higher peak value of V∗, peak-
ing at a slightly higher normalised frequency f ∗ = 0.56, and
decrease its value at further f ∗ instead of plateauing.
Figure 4.17 shows the relationship between stimulus/adaptation
and frequency of loading in other poroelastic simulations. Similar
curves were obtained, despite of each author employing a different or-
der of magnitude for k. Kameo et al. (2011) modelled morphological
changes in trabecular bone and used k ≈ 1× 10−21 m2; Malachanne
et al. (2011) used k ≈ 1× 10−18 m2 in a model changes in specific
mass; and Chennimalai Kumar et al. (2012) used k ≈ 1× 10−20 m2 in
a model of cortical bone adaptation of the rat ulna. In practical terms,
these models considered a value of k that simulated loading imposed
at a dimensionless frequency f ∗ within the range 0–0.5.
4.4.5 Rest-insertion group results
Figure 4.14 demonstrates that for a fixed number of loading cycles,
there is a minimum rest period at which the fluid-derived mechani-
cal stimulus is maximal. In the poroelastic models, loading without
rest reduces fluid flow and therefore mechanostimulus by up to 50%.
This suggests that bones might have a characteristic time to maximise
mechanical stimulus that ranges from a few milliseconds, for high k
values, to hundreds of seconds, for the lowest k values. These results
indicate that the rest period may enhance not only the metabolic re-
140 fluid flow as mechanical stimulus
(a) (b)
(c)
Figure 4.17: Change in adaptive response as a function of frequency for
the poroelastic models developed by Kameo et al. (2011) (a),
Malachanne et al. (2011) (b) and Chennimalai Kumar et al.
(2012) (c). (Images reprinted from respective studies, with per-
mission from Elsevier)
sponse, as previously suggested (Batra et al., 2005; Donahue et al.,
2003), but also the mechanical signal delivered.
This study illustrates the possible role of mechanics in the os-
teogenic effect of short-term rest insertion, as investigated by Robling
et al. (2001c). Previous studies suggest that bone mechanosensitiv-
ity in rat (Robling et al., 2001c) and mouse (Srinivasan et al., 2007)
tibiae is enhanced, respectively, with 10 and 14 s of rest period be-
tween cycles. According to the fitting obtained in Equation 4.10 and
Table 4.4, such time periods are consistent with permeability values
close to 10−22 m2. Interestingly, in a recent study, Cowin and col-
leagues used a previously developed analytical model of the human
osteon (Benalla et al., 2011) and fitted experimentally acquired data to
the numerical estimations that were dependent on tissue permeabil-
ity (Benalla et al., 2013). They determined the permeability of cortical
bone to be in the same order of magnitude (10−22 m2).
These results were not expressed in normalised time, as in Fig-
ure 4.15, since there was a constant strain rate across different per-
4.4 discussion 141
meability values. This means that a non-dimensional strain rate is
not maintained constant across different orders of magnitude, not
only having an impact in the obtained magnitude of fluid velocity,
but also becoming impossible to relate inter-permeability relaxation
times. The opposite happens in the frequency group, where the
strain rate increases with frequency, but remains constant in the non-
dimensional space and, therefore, it was possible to report the results
in normalised time.
4.4.6 Mechanical stimulus
In the previous chapter, the local mechanical stimulus Ψ is thresh-
olded into a perceived stimulus Λ. The was not done in the present
chapter, as the value of fluid velocity V will be dictated by the value
of the permeability k, obtaining different orders of magnitude for dif-
ferent permeability groups. Further thresholding V would required
another layer of parametric studies, within each value of k, in order
to inspect the value of ΨA. However, for the purposes of this study,
V is indicative of model behaviour.
Experimental measures of intrinsic permeability will contribute to-
ward an accurate insight into the mechanical phenomena involved in
load induced fluid flow and consequently to understand the full pic-
ture of bone mechanotransduction mechanisms. Validated poroelas-
tic models will allow researchers to account for the influence of load
frequency and rest-insertion dynamics helping in designing load pro-
tocols to tune bone mechanical properties in pathological conditions.
This may help clinicians to efficiently regulate bone mass with drug-
free methods. Experimental measures of k are therefore essential so
that these models can be reliably employed.
This chapter showed that poroelastic models, used to estimate fluid
velocities inside the lacunar-canalicular porosity, are capable of pre-
dicting the effect of time-dependent loading parameters. However,
is fluid velocity a good predictor of the spatial distribution of corti-
cal bone adaptation? To address that question, the next chapter will
used mechanical stimuli based on fluid velocity in the remodelling
law introduced in Chapter 3.
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4.5 conclusions
Poroelastic formulations are often used to model interstitial fluid mo-
tion in bone and help understand the effect of load parameters in
bone mechanoadaptation. The study in this chapter estimated that
mechanical cues (i. e., fluid flow) increase with loading frequency,
but reach a maximum beyond which the flow is insensitive to fre-
quency. It also provided evidence that, in addition to biological sat-
uration, there is a minimum time of rest between loading cycles that
is required to maximise fluid motion. However, intrinsic permeabil-
ity has a marked effect in the relation between load repetition and
mechanical signal. Therefore, accurate estimations of k are required
in order to understand how loading parameters can be optimised to
provide enhanced osteogenic response of bone tissue. Given a certain
intrinsic permeability, these models could determine which loading
regimes deliver maximum mechanical stimulus to bone.
5
C O RT I C A L
A D A P TAT I O N : F L U I D
F L O W
The previous chapter demonstrated how the poroelastic theory can
model changes in time of the mechanical environment of bone cells,
and how fluid-flow-based mechanical stimuli can explain time-depen-
dent phenomena, such as the effect of load frequency or the insertion
of rest periods between load cycles. Previous phenomenological stud-
ies have introduced fluid-flow as a driver for adaptation of bone tis-
sue (Adachi et al., 2010; Malachanne et al., 2011; Chennimalai Kumar
et al., 2012). The goal of this chapter is to include such mechanis-
tic step in the adaptation law developed in this project and test its
accuracy.
5.1 introduction
5.1.1 Fluid-flow interactions
Fluid-flow-induced physical cues acting upon the several cellular-
level mechanoreceptors mentioned in Section 1.4.1 impose forces that
trigger an anabolic response from bone cells. Two of the most widely
accepted mechanisms are (1) fluid shear stress acting on the cell mem-
brane (Weinbaum et al., 1994) and (2) fluid drag force acting on the
pericellular matrix (PCM) fibres that tether cell transmembrane pro-
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teins to proteins in the extracellular matrix (You et al., 2001). These
are illustrated in Figure 5.1.
BONE MATRIX
CELL
r
0
D
v(r)
sm
FD
v(r)
sm ∆
Parabolic flow Plug flow
Cell wall
shear stress
Fluid
drag forces
Figure 5.1: Cross section of the extracellular space surrounding a bone cell
(an osteocyte dendrite), illustrating the two different types of
mechanical forces that have been suggested as activators of the
mechanosensory system of the cell: fluid shear stress (sm) act-
ing on the cell membrane and fluid drag force (FD) acting on the
PCM fibres that tether the cell membrane to the bone matrix. The
fluid velocity profile, v(r), along the radial direction between cell
and canalicular wall (coordinate r) ranges between two limiting
cases: parabolic and plug flow. The width of the plug velocity
plateau depends on the pericellular fibre spacing, ∆, which is ap-
proximately equal to the thickness of the nonslip boundary layer
adjacent to the walls. The distance between cell membrane and
canalicular wall is D.
Direct fluid-cell interaction by fluid shear stress has been high-
lighted as the most likely mechanism (Riddle and Donahue, 2009),
however recent developments suggest that fluid-fibre interaction may
play a main role in mechanocoupling. You et al. (2001) developed a
theoretical model to study the role of fluid drag forces on the PCM
fibres and predicted that fluid drag forces to be 20 times higher that
shear forces. Wang et al. (2013) compared the effects of in vivo loading
in mice with deficient amount of a proteoglycan protein (perlecan) in
the PCM compared with control mice. The perlecan-deficient mice,
predicted to experience higher shear stress (due to higher fluid veloc-
ities) and lower drag forces (due to the reduced fibre density), exhib-
ited a reduced response in tibial loading.
Poroelastic theory can provide predictions of lacunar-canalicular
fluid flow velocity at a continuous level (effective fluid velocity V,
from the previous chapter), a macroscopic average of the microscopic
5.1 introduction 145
velocities v, i. e., in the small spaces surrounding the osteocytes (on
the order of 0.1µm).
Cell membrane shear stress
Characterising the dynamics of interstitial fluid at the lacunar-canalic-
ular level is a challenging task, due to the small-scale nature of this
porosity. Shear stress, s, is proportional to the fluid viscosity, µ, and
the gradient of the local velocity profile, v (s = µ dv/dr). Therefore,
the relation between v and the macroscopic Darcy velocity, V, esti-
mated here using poroelastic theory, is relevant for this part of the
study. Small scale velocity varies its profile v(r) along a dimension
in a direction perpendicular to the cell membrane and the canalicu-
lus wall, denoted as r, and with total length D, as schematised in
Figure 5.1.
The Reynolds number, Re, is a dimensionless quantity commonly
used in the field of fluid mechanics to predict whether laminar or
turbulent flow regimes will take place, and expressed as the ratio of
inertial to viscous forces, interpreted as follows
Re =
ρ v dh
µ
, (5.1)
where ρ is the fluid density, dh the hydraulic diameter (dh = D), and
µ the viscosity of the fluid. Assuming the interstitial fluid to have
properties similar to water, an hydraulic diameters in the order of
0.1µm (Weinbaum et al., 1994), and velocities in the order of 10 µm s−1
(Price et al., 2011), it comes that
Re ∼ 5.6× 10−6  1. (5.2)
For a Reynolds number below 2000, the flow is characterised as
laminar (or parabolic), as viscous forces prevail, causing fluid parti-
cles to adhere to the cell membrane and canaliculus wall, i. e.,
v(r = 0) = v(r = D) = 0. (5.3)
When Re is much smaller than 1, as in the present case of bone, the
inertial forces in the Navier-Stokes equations can be neglected and
the type of flow is denoted as Stokes flow.
The mesh of fibres contained in the extracellular space may also
change the flow regime. Weinbaum et al. (1994) developed a model
of bone mechanocoupling in bone cells for an idealised isotropic net-
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work of osteocytes taking place at three different levels of scale, us-
ing Darcy’s law and poroelastic theory to account for fluid motion
at the large scale level, the Brinkman equation (an additional form
of Darcy’s law) to describe the flow in the annulus surrounding an
idealised cylindrically-shaped osteocyte process, and the Stokes equa-
tion to account for the flow between fibres in the PCM. Wang et al.
(2013) derived the Brinkman equations from the study by Weinbaum
et al. using experimental measured values of peak fluid velocity and
fibre spacing, and determined the spatial fluid flow profile in nor-
mal and perlecan-deficient (low PCM fibre density) mice. They ob-
tained a plug flow-like pattern in the fluid velocity profile for control
specimens and a parabolic-like pattern for perlecan-deficient mice.
Therefore, the fibre density regulates not only the permeability of the
lacunar-canalicular system (Tsay and Weinbaum, 1991), but also the
profile of the canalicular flow profile, v(r).
The macroscopic fluid velocity, V, determined in FEA models, is
linked to microscopic cell membrane shear stress, sm. Below, equa-
tions for shear stress and drag force are derived as a function of V for
two idealised, limiting types of flow profile, for the sake of simplicity:
parabolic (very low fibre density, i. e., high ∆) and plug flow (high
fibre density), shown in Figure 5.1.
Starting with a parabolic flow, solving and integrating the Navier-
Stokes equation, with Equation 5.3 as boundary conditions, will re-
sult in a fluid velocity profile v(r) consisting in a parabola
v(r) = vmax
[
1−
(
2r− D
D
)2]
, (5.4)
where vmax corresponds to the maximum fluid velocity value, ob-
tained at the centre (r = D/2). The average fluid profile velocity
at the scale of the pores v, can be calculated as
v =
∫ D
0
v(r) dr∫ D
0
dr
=
2
3
vmax. (5.5)
Differentiating Equation 5.4 with respect to r and using Equa-
tion 5.5, the shear stress experienced at the cell membrane sm can
be expressed as
sm = µ
dv
dr
∣∣∣∣
r=0
=
6 µ
D
v , (5.6)
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and, since µ and D are assumed constant, the shear stress is propor-
tional to the average average fluid profile velocity v. The value of the
macroscopic Darcy velocity V corresponds to a spatial averaging of
the microscopic velocities experienced in a certain region, and there-
fore it is also proportional to sm:
sm ∝ v ∝ V. (5.7)
In the idealised case of plug flow regime, the fluid profile is as-
sumed to be constant along the space between cell and bone matrix,
except within a thin nonslip boundary layer adjacent to the walls with
thickness approximately equal pericellular fibre spacing, ∆ (as shown
in Figure 5.1), and on the order of the effective space between fibres
(∼ 7nm). Considering a linear profile in the boundary layer, the fluid
velocity gradient can be approximated as follows
dv
dr
≈ vmax
∆
. (5.8)
Using the relation between the velocity of the plug front vmax and the
average velocity v (vmax = v D/(D− ∆)) and the approximation in
the previous equation, the shear stress can then be estimated as
sm ≈ µvmax∆ =
µ D
∆(D− ∆) v ∝ v. (5.9)
Hence, Equation 5.7 also applies for plug flow conditions, and there-
fore fluid shear stress in both regimes is considered to be roughly
proportional to the fluid velocity determined in poroelastic theory.
PCM drag forces
Sangani and Acrivos (1982) determined the drag force per unit length
for a perpendicular Stokes flow to an array of cylindrical fibres to be
proportional to the fluid viscosity and average velocity,
FD ∝ µ v, (5.10)
and therefore, FD is assumed to be proportional to the macroscopic
Darcy velocity V,
V ∝ FD (5.11)
∝ sm (5.12)
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Fluid-flow-based stimuli for cortical bone adaptation in the literature
Malachanne et al. (2011) and Chennimalai Kumar et al. (2012) respec-
tively modelled changes in bone mass density and geometry for the
rat ulna loading model, in order to take into account the effect of load-
ing frequency. Malachanne et al. (2011) adapted the daily stress stim-
ulus remodelling law from Beaupré et al. (1990a,b) to take account for
the effect of fluid flow in the prediction of variation in macroscopic
specific mass for the axial ulna loading model. Using the authors’ no-
tation, the mechanical stimulus employed took the value of the time
average of the von Mises equivalent stress, σ, and a linear relation-
ship with the time average of the local fluid velocity squared, w2, for
a loading type i. The suggested daily stress stimulus, ψ, included a
material parameter a, and was defined as
ψ =∑
i
T(i)
T
σ
(
1+ a2w2
)
. (5.13)
where T(i) is the duration of load i and T is one day.
Chennimalai Kumar et al. (2012) introduced the viscous dissipa-
tion energy, q, as a mechanical driver for changes in cortical bone
morphology. This stimulus can be expressed as
q =
1
2
(
npv f l
)
κ−1
(
npv f l
)
, (5.14)
where np is the porosity (pore volume fraction), κ the permeability
tensor (considering a non-isotropic permeability) and v f l the fluid
velocity vector, in the authors’ notation.
Both these approaches considered a quadratic relationship between
mechanical stimulus and fluid velocity. The first formulation, how-
ever, fails to model the lack of response of bone for static loads, as a
sustained load will not create fluid velocity motion (w = 0), but the
stimulus would have the von Mises shear component. This is equiv-
alent to what happens when using SED in our adaptation algorithm,
as mentioned in Chapter 3.
This chapter considers the following mechanical stimuli:
Ψ = V : Taking into account that fluid shear and drag forces are pro-
portional to fluid velocity (Equations 5.11 and 5.12);
Ψ = V 2 : To be consistent and comparable to previous studies (Equa-
tions 5.13 and 5.14).
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5.1.2 Bone membrane permeability
The previous chapter highlighted the role of poroelastic boundary
conditions in the modeling of bone fluid flow. Until recently, the
periosteum and endosteum, respectively, were described in the liter-
ature as "relatively" impermeable and permeable membranes. Wein-
baum et al. (1994) determined the response of a poroelastic structure
for fully impermeable (Figure 5.2a) and fully permeable (Figure 5.2b)
boundaries. Figure 5.2 shows the pore pressure along the thickness
of the structure (i. e., as a function of non-dimensional coordinate υ)
for different increments in loading phase, obtaining significantly dif-
ferent profiles. From Darcy’s law, fluid velocity is proportional to the
gradient of pore pressure, and, therefore, for the first boundary con-
dition, fluid flow is only obtained in the midcortex, whereas for the
permeable boundary case, fluid flow takes place next to boundaries
(Υ = ±1) and in the midcortex.
(a) Free flow (∂p/∂Y|Y=±1 = 0). (b) No resistance to flow at the boundary
( p|Y=±1 = 0).
Figure 5.2: Dimensionless pore pressure, P, along the normalised thickness,
Y, obtained by Weinbaum et al. (1994), for free flow (a) and no-
leakage (b) boundary conditions. Each line represents different
increments in loading phase (45◦ intervals). (Reprinted from
Weinbaum et al. 1994, with permission from Elsevier)
In their approach, Malachanne et al. (2011) imposed a positive
value of pore pressure to the bone proximal end (simulating the effect
of pressure cause by load bearing) and zero pore pressure in the dis-
tal end, creating a longitudinal gradient of pressure. Chennimalai Ku-
mar et al. (2012) applied more physiological boundary conditions, as-
suming the periosteum to be fully impermeable and the endosteum
fully permeable. These lead to very low fluid velocity magnitudes
close to the periosteal surface and high speeds in the endosteal sur-
face. The mechanical stimulus was averaged within a region around
each node, in order to obtain perceptible signal at the periosteum.
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However new experimental measurements raise questions regard-
ing the assumption of an impermeable periosteum. Evans et al. (2013)
measured ovine periosteal permeability to be higher, in the order
of 1× 10−17 m2, for low flow rates, roughly 5 orders of magnitude
higher than the permeability of the lacunar-canalicular porosity (from
Chapter 4, 1× 10−22 m2). Steck et al. (2003a) explicitly modelled sur-
face permeability by including a layer of poroelastic elements in each
surface (Figure 5.3). This approach is replicated in this chapter.
Figure 5.3: FE model developed by Steck et al. (2003a), where layers of
poroelastic elements adjacent to the periosteum (light gray) and
endosteum (dark gray) explicitly modelled surface permeability.
(Reprinted from Steck et al. 2003a, with permission from Else-
vier)
5.2 methods
The poroelastic theory was considered to account for the biphasic
nature of bone and predict fluid motion inside the lacunar canalic-
ular pores (Cowin, 1999). Similarly to Chapter 4, the finite-element
(FE) method was employed to provide a numerical solution to the
poroelastic problem. The Abaqus/CAE Python routines in Chapter 3
were modified to assemble and solve the poroelastic FE models, us-
ing C3D10MP elements (3D, 10-node tetrahedral quadratic, with a pore
pressure degree of freedom) in poroelastic and C3D10 elements in elas-
tic regions.
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Each iteration of adaptation took, in average, 75 minutes of wall
clock time (1 minute of pre-processing, 60 minutes of finite-element
solving, 15 minutes of post processing). Similarly to Chapter 3, only
0.5 s of total time were processed, in order to have feasible computa-
tion times, enclosing a single load cycle and allowing pressure relax-
ation to take place in the remainder 0.4 s. The solver time step was
set to 0.005s, in order to account for the load cycle profile, totalising
100 time frames.
5.2.1 Material Properties
Four material sections, shown in Figure 5.4, were included in these
models: elastic and poroelastic cortical bone, fibular growth plate
and membrane layers. Table 5.1 summarises material constants for
cortical bone and membrane elements. The fibular growth plate re-
gion (red colour in Figure 5.4a) and its properties were defined as
described in Section 3.4.2.
(a) (b)
Figure 5.4: Material sections considered in the FE models. Poroelastic cor-
tical bone (light yellow), elastic cortical bone (blue) and fibular
growth plate (red) are represented in (a), and surface membranes
(maroon) in (b).
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Table 5.1: Material properties used for cortical bone and membrane layer
elements.
Property Units Bone Memb.
Longitudinal Young Modulus Ez MPa 17.0× 103 † 2.0 ‡
Transverse Young Modulus Et MPa 11.5× 103 † 2.0 ‡
Transverse Poisson’s ratio νt – 0.38 † 0.167 ‡
Longitudinal-transverse Poisson’s ratio νlt – 0.41 † 0.167 ‡
Transverse shear modulus Gt MPa 4.1× 103 † 0.73 ‡
Longitudinal-transverse shear modulus Glt MPa 5.2× 103 † 0.73 ‡
Pore volume fraction φ % 5 ? 0.8 ‡
Longitudinal permeability kl m2 1× 10−22 ˆ 1× 10−17 §
Transverse permeability kt m2 1× 10−23 ˆ¶ 1× 10−17 §
Effective stress coefficient α – 0.14 ? –
? Cowin (1999)
§ Evans et al. (2013)
‡ Lacroix and Prendergast (2002)
ˆ Pereira and Shefelbine (2014)
† Steck et al. (2003a)
¶ Dillaman et al. (1991)
Cortical bone section
Cortical bone was partitioned in two sections of elastic and poroe-
lastic elements. The poroelastic region (yellow colour in Figure 5.4a)
was defined as the elements enclosed within and surrounding the
adaptive region shown in Figure 3.19. Elastic elements were consid-
ered in the rest of the cortical region (blue colour in Figure 5.4a) and
were assigned with the same elastic properties used in Chapter 3.
Transversely isotropic elasticity was used to model both elastic and
poroelastic sections.
As discussed in Chapter 4, the estimation of bone permeability at
this level has had special attention from the scientific community in
recent years (Cardoso et al., 2013). However the correct order of mag-
nitude is still a matter of debate. Previous studies showed that poroe-
lastic models with bone permeability k = 10−22 m2 would simulate re-
laxation times similar to in vivo measures in mice, as described in the
previous chapter (Pereira and Shefelbine, 2014). Osteocyte canaliculi
are predominantly oriented longitudinally, rather than transversely
(Dillaman et al., 1991), and, therefore, this value was assigned to the
longitudinal component, kl. Permeability in other directions was as-
5.2 methods 153
sumed to be 10 times smaller, resulting in the following intrinsic per-
meability tensor
k =

kt 0 0
0 kt 0
0 0 kl
 =

10−23 0 0
0 10−23 0
0 0 10−22
m2. (5.15)
The properties for the interstitial fluid, listed in Table 5.2, were the
same as in Chapter 4, i. e., assumed to be similar to salt water.
Table 5.2: Interstitial fluid material properties (adapted from Cowin 1999).
Property Units Fluid
Specific weight γ N/m3 9.8× 103
Dynamic viscosity µ Pa.s 8.9× 10−4
Bulk modulus K f MPa 2.3× 103
Membrane layers section
A thin layer of poroelastic elements was included in both periosteal
and endosteal regions (element layers in red shown in Figure 5.4b), to
explicitly model the permeability of these membranes, as mentioned
in Section 5.1.2. The arrangement of membrane layer is not represen-
tative, as a much larger thickness was required to obtain good quality
elements. The thickness of both layers does not affect the results.
Membrane layers were regarded as isotropic, with elastic properties
similar to fibrous tissue (Lacroix and Prendergast, 2002). A periosteal
Darcy permeability of 10−17 m2, as measured by Evans et al. (2013),
was used in both membrane layers, i. e., periosteal and endosteal sur-
faces were assumed to have the same permeability.
5.2.2 Boundary conditions
External forces were applied axially as described in Section 3.4.3, and
shown Figure 3.17c, with the load function depicted in Figure 2.3.
Surface flow boundary conditions, in regard to the poroelastic analy-
sis, were applied by explicitly modelling the permeability of the peri
and endosteal membranes with the addition of layers of elements,
described in the previous subsection.
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5.2.3 Mechanical stimuli
Following the reasoning in Section 5.1.1, two types of mechanical
stimuli for adaptation (ΨV and ΨV
2
) were given as input into the
remodelling law detailed in Section 3.3.2, the magnitude of fluid ve-
locity and fluid velocity squared:
ΨV = V (5.16)
ΨV
2
= V2 (5.17)
For each driver, five different values for ΨA were considered, as
listed in Table 5.3. The values used for the other parameters in the
remodelling law (C, ΨR and R) were the ones in Table 3.3.
Table 5.3: Mechanical stimuli thresholds.
ΨA Units 1 2 3 4 5
ΨV µm/s 1.0× 10−3 3.0× 10−2 6.0× 10−2 7.0× 10−2 1.0× 10−1
ΨV
2
µm2/s2 1.0× 10−9 0.5× 10−3 1.2× 10−3 2.0× 10−3 6.0× 10−3
5.2.4 Cross-sectional morphology analysis
The predicted changes in bone cross sectional shape were quantified
in the same way as in Chapter 3. Table 5.4 lists the iterations that
matched the indicators of moment of area and thickness, i. e., respec-
tively maximum ∆Imin/Imin at Z = 0.5 and maximum ∆Th/Th in the
regions highlighted in Figure 2.28.
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Table 5.4: Iteration at which maximum ∆Imin/Imin and ∆Th/Th are matched
for each value of stimulus threshold, ΨA.
ΨA ∆Imin/Imin ∆Th/Th
ΨV
(µm/s)
1.0× 10−3 5 7
3.0× 10−2 11 13
6.0× 10−2 11 12
7.0× 10−2 14 13
1.0× 10−1 20 15
ΨV
2
(µm2/s2)
1.0× 10−9 5 6
0.5× 10−3 12 13
1.2× 10−3 11 13
2.0× 10−3 12 13
6.0× 10−3 15 13
5.3 results
5.3.1 Mechanical stimuli
Fluid velocity is proportional to the gradient of pore pressure, shown
in Figure 5.5 for cortical bone at the time instant of peak load
(t = 0.025s) in the initial, unadapted geometry. Figures 5.6 and 5.7
respectively show the contour plots obtained for fluid velocity mag-
nitude and its squared value.
Due to the higher permeability of the membrane, the boundaries at
the periosteum and endosteum develop low pore pressures, leading
to the flow vector fields shown in Figure 5.8. Interestingly, the fluid in
this models flows in opposite direction than the one reported in Chap-
ter 4 (shown in Figure 4.9). For instance, the interosseous crest region,
which experience compressive strains, develops low pore pressures
during loading (influx of fluid, Figure 5.8a) and high pore pressures
during unloading (efflux of fluid, Figure 5.8b). Conversely, the me-
dial surface, in tension, develops high and then low pore pressures
during loading and unloading. This counter-intuitive flow direction
is consistent with previous studies (Steck et al., 2003b) and will be
addressed in the Discussion of this chapter.
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(a) Z = 0.1 (b) Z = 0.3
p (MPa)
−10.00
−8.85
−7.69−6.54
−5.38−4.23
−3.08−1.92
−0.77
+0.38
+1.54
+2.69
+3.85
+5.00
(c) Z = 0.5 (d) Z = 0.7 (e) Z = 0.9
Figure 5.5: Contour plots of pore pressure, p, obtained at t = 0.25s (peak
load) for different Z positions in the initial geometry.
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(a) Z = 0.1 (b) Z = 0.3
V (µm/s)
1.15 · 10−2
2.31 · 10−2
3.46 · 10−2
4.61 · 10−2
5.77 · 10−2
6.92 · 10−2
8.08 · 10−2
9.23 · 10−2
1.04 · 10−1
1.15 · 10−1
1.27 · 10−1
1.38 · 10−1
1.50 · 10−1
0
(c) Z = 0.5 (d) Z = 0.7 (e) Z = 0.9
Figure 5.6: Contour plots of fluid velocity, V, obtained at t = 0.25s (peak
load) for different Z positions in the initial geometry.
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(a) Z = 0.1 (b) Z = 0.3
V2 (µm2/s2)
1.72 · 10−3
3.45 · 10−3
5.19 · 10−3
6.91 · 10−3
8.65 · 10−3
1.04 · 10−2
1.21 · 10−2
1.38 · 10−2
1.56 · 10−2
1.73 · 10−2
1.90 · 10−2
2.08 · 10−2
2.25 · 10−2
0
(c) Z = 0.5 (d) Z = 0.7 (e) Z = 0.9
Figure 5.7: Contour plots of fluid velocity squared, V2, obtained at t = 0.25s
(peak load) for different Z positions in the initial geometry.
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(a) Loading
p
+
−
(b) Unloading
Figure 5.8: Vector field visualisation of peak interstitial fluid velocity during
load (a) and unload (b). Cross sections at Z = 0.5 with con-
tour plots of pore pressure, p, and unit length fluid flow vectors,
V, represented by the red arrows (right). As opposed to what
happens in the isotropic poroelastic models of Chapter 4, here
regions in compression experience an influx of fluid during load-
ing, while the reverse happens in regions in tension.
5.3.2 Simulation of cortical bone adaptation
The extent of surface modelling for the different values of reference
mechanical stimulus ΨA and corresponding µCT cross-section con-
tours are shown for Ψ = V (ΨV) at Z = 0.3, 0.5 and 0.7 respectively in
Figures 5.9, 5.10 and 5.11. The respective figures for Ψ = V2 (ΨV
2
) is
depicted in Figures 5.12, 5.13 and 5.14. The obtained spatial distribu-
tions of adaptation and the gradual reduction in the adapted region
with increasing ΨA, were comparable for all stimuli (including strain
energy density, shown in Figures 3.21–3.23). Only the surfaces adja-
cent to the interosseous crest obtained visible modelling for the range
of threshold examined and, therefore, the regions in compression are
exposed to the highest mechanical stimuli.
5.3.3 ∆Imin/Imin comparisson
Figures 5.15 and 5.16 show the second moment of area about the
minor axis, ∆Imin/Imin, as a function of the normalised diaphyseal
length, Z, for ΨV and ΨV
2
respectively. The response for increas-
ing values of ΨA is found to be similar for all stimuli; ∆IVmin/Imin
and ∆IV
2
min/Imin have a gradually more similar profile in length to the
average measured from the in vivo data, ∆Iemin(Z), for increasing ref-
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(a) µCT cross-section (b) ΨA = 1.0× 10−3 (c) ΨA = 3.0× 10−2
(d) ΨA = 6.0× 10−2 (e) ΨA = 7.0× 10−2 (f) ΨA = 1.0× 10−1
Figure 5.9: Changes in cortical bone morphology in vivo (a) and in silico with
ΨV at Z = 0.3 for different values of ΨA (units in µm/s). Added
bone is represented in green.
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(a) µCT cross-section (b) ΨA = 1.0× 10−3 (c) ΨA = 3.0× 10−2
(d) ΨA = 6.0× 10−2 (e) ΨA = 7.0× 10−2 (f) ΨA = 1.0× 10−1
Figure 5.10: Changes in cortical bone morphology in vivo (a) and in silico
with ΨV at Z = 0.5 for different values of ΨA (units in µm/s).
Added bone is represented in green.
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(a) µCT cross-section (b) ΨA = 1.0× 10−3 (c) ΨA = 3.0× 10−2
(d) ΨA = 6.0× 10−2 (e) ΨA = 7.0× 10−2 (f) ΨA = 1.0× 10−1
Figure 5.11: Changes in cortical bone morphology in vivo (a) and in silico
with ΨV at Z = 0.7 for different values of ΨA (units in µm/s).
Added bone is represented in green.
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(a) µCT cross-section (b) ΨA = 1.0× 10−9 (c) ΨA = 0.5× 10−3
(d) ΨA = 1.2× 10−3 (e) ΨA = 2.0× 10−3 (f) ΨA = 6.0× 10−3
Figure 5.12: Changes in cortical bone morphology in vivo (a) and in silico
with ΨV
2
at Z = 0.3 for different values of ΨA (units in µm/s).
Added bone is represented in green.
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(a) µCT cross-section (b) ΨA = 1.0× 10−9 (c) ΨA = 0.5× 10−3
(d) ΨA = 1.2× 10−3 (e) ΨA = 2.0× 10−3 (f) ΨA = 6.0× 10−3
Figure 5.13: Changes in cortical bone morphology in vivo (a) and in silico
with ΨV
2
at Z = 0.5 for different values of ΨA (units in µm/s).
Added bone is represented in green.
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(a) µCT cross-section (b) ΨA = 1.0× 10−9 (c) ΨA = 0.5× 10−3
(d) ΨA = 1.2× 10−3 (e) ΨA = 2.0× 10−3 (f) ΨA = 6.0× 10−3
Figure 5.14: Changes in cortical bone morphology in vivo (a) and in silico
with ΨV
2
at Z = 0.7 for different values of ΨA (units in µm/s).
Added bone is represented in green.
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erence stimuli values (shown in as a boxplot in the background). The
lowest value of ΨA, in both cases, exhibits an arrangement in cross-
sectional moment of area nearly constant along the length. The peak
in ∆Imin/Imin obtained experimentally around Z = 0.5 is predicted
for all stimuli thresholds, however only at higher threshold values
does the curve approach the confidence intervals, for Z ∈]0.7 1]. Iden-
tically to Ψ = U, the peak obtained experimentally at Z = 0.2 was not
predicted for any value of ΨA. The agreement between experiments
and in silico predictions will be quantified in Section 5.3.5.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−0.2
−0.1
0
0.1
0.2
0.3
0.4
0.5
∆
I m
in
 
 
ΨA = 1 × 10−3 µm/s
ΨA = 3 × 10−2 µm/s
ΨA = 6 × 10−2 µm/s
ΨA = 7 × 10−2 µm/s
ΨA = 1 × 10−1 µm/s
Z
Figure 5.15: Changes in second moment of area about the minor axis,
∆Imin/Imin, as a function of the normalised diaphyseal length Z
for ΨV in silico models, in coloured solid lines, and, in the back-
ground, the boxplot representation of the in vivo experimental
measurements.
5.3.4 ∆Th/Th comparisson
Figures 5.17, 5.18 and 5.19 show cortical thickness obtained for simu-
lations driven with ΨV , ∆Th/ThV(θ, Z), in a polar representation at
Z = 0.3, 0.5 and 0.7. Figures 5.20–5.24 show the colour maps for in-
creasing values of ΨA. The respective figures for ∆Th/ThV
2
(θ, Z) are
shown in Figures 5.17–5.19 (polar representations of thickness) and
Figures 5.28–5.32 (cortical thickness heat maps).
The overall trends obtained in the simulation using Ψ = U is
present for ΨV and ΨV
2
. The spatial distribution of modelling sites is
almost identical among all stimuli and the gradual confinement of the
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Figure 5.16: Changes in second moment of area about the minor axis,
∆Imin/Imin, as a function of the normalised diaphyseal length Z
for ΨV
2
in silico models, in coloured solid lines, and, in the back-
ground, the boxplot representation of the in vivo experimental
measurements.
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Figure 5.17: Polar representation of cortical thickness, Th, for initial (grey
line) and adapted geometry (black line), as function of coordi-
nate θ, at Z = 0.3 (Th units in µm). Results for µCT calculation
(a) and corresponding in silico simulations for Ψ = ΨV (b–f)
at different values of ΨA (ΨA units in µm/s). Anatomical land-
marks: interosseous crest (IC), proximal tibial crest (PTC), soleal
line (SL), tibial ridge (TR).
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Figure 5.18: Polar representation of cortical thickness, Th, for initial (grey
line) and adapted geometry (black line), as function of coordi-
nate θ, at Z = 0.5 (Th units in µm). Results for µCT calculation
(a) and corresponding in silico simulations for Ψ = ΨV (b–f) at
different values of ΨA (ΨA units in µm/s).
regions of adaptation for increasing thresholds take place in similar
ways.
5.3.5 Quantifying ΨV and ΨV
2
simulation accuracy
Equation 3.15 was used to calculate the mean squared error between
the average changes in second moment of area measured experimen-
tally, ∆Iemin(Z), and the obtained simulation curves, ∆Imin/Imin
V and
∆Imin/IminV
2
.
The mean squared error between the obtained maps of changes in
thickness, ∆Th/ThV(θ, Z) and ∆Th/ThV
2
(θ, Z), and the experimen-
tally measured, ∆Th/The(θ, Z), were calculated with Equation 3.16.
The values obtained for MSEI and MSETh are shown in Figure 5.33
and Figure 5.34, for ΨV and ΨV
2
, respectively. A local minimum was
not obtained in MSEI with the presented range of ΨA, for both stim-
uli. It would required higher threshold values to observe it. How-
ever, just as for Ψ = U, there was a discrepancy in the value of
ΨA at which ∆Imin/Imin and ∆Th/Th obtained its lowest values. In
both stimuli, the lowest value of MSEI was obtained for the highest
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Figure 5.19: Polar representation of cortical thickness, Th, for initial (grey
line) and adapted geometry (black line), as function of coordi-
nate θ, at Z = 0.7 (Th units in µm). Results for µCT calculation
(a) and corresponding in silico simulations for Ψ = ΨV (b–f) at
different values of ΨA (ΨA units in µm/s).
value of ΨA, i. e., for ΨV = 0.1 m s−1 and ΨV
2
= 0.1 m2 s−2 . The er-
ror in thickness was minimised for ΨV = 3× 10−2 m s−1 and ΨV2 =
1.2× 10−3 m2 s−2; however, for the latter, similar MSETh values were
obtained at ΨV
2
= 0.5× 10−3 and 2× 10−3 m2 s−2.
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Figure 5.20: Colour map of relative changes in cortical thickness, ∆Th/Th,
for ΨV and ΨA = 1.0× 10−3 µm/s. Regions with ∆Th/Th =
1 (dark blue colous) indicate no change in cortical thickness.
Warm colours represent increase in cortical thickness.
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Figure 5.21: Colour map of relative changes in cortical thickness, ∆Th/Th,
for ΨA = 3.0× 10−2 µm/s. Regions with ∆Th/Th = 1 (dark
blue colous) indicate no change in cortical thickness. Warm
colours represent increase in cortical thickness.
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Figure 5.22: Colour map of relative changes in cortical thickness, ∆Th/Th,
for ΨA = 6.0× 10−2 µm/s. Regions with ∆Th/Th = 1 (dark
blue colous) indicate no change in cortical thickness. Warm
colours represent increase in cortical thickness.
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Figure 5.23: Colour map of relative changes in cortical thickness, ∆Th/Th,
for ΨA = 7.0× 10−2 µm/s. Regions with ∆Th/Th = 1 (dark
blue colous) indicate no change in cortical thickness. Warm
colours represent increase in cortical thickness.
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Figure 5.24: Colour map of relative changes in cortical thickness, ∆Th/Th,
for ΨA = 1.0× 10−1 µm/s. Regions with ∆Th/Th = 1 (dark
blue colous) indicate no change in cortical thickness. Warm
colours represent increase in cortical thickness.
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Figure 5.25: Polar representation of cortical thickness, Th, for initial (grey
line) and adapted geometry (black line), as function of coordi-
nate θ, at Z = 0.3 (Th units in µm). Results for µCT calculation
(a) and corresponding in silico simulations for Ψ = ΨV
2
(b–f) at
different values of ΨA (ΨA units in µm2/s2).
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(b) ΨA = 1.0× 10−9
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Figure 5.26: Polar representation of cortical thickness, Th, for initial (grey
line) and adapted geometry (black line), as function of coordi-
nate θ, at Z = 0.5 (Th units in µm). Results for µCT calculation
(a) and corresponding in silico simulations for Ψ = ΨV
2
(b–f) at
different values of ΨA (ΨA units in µm2/s2).
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Figure 5.27: Polar representation of cortical thickness, Th, for initial (grey
line) and adapted geometry (black line), as function of coordi-
nate θ, at Z = 0.7 (Th units in µm). Results for µCT calculation
(a) and corresponding in silico simulations for Ψ = ΨV
2
(b–f) at
different values of ΨA (ΨA units in µm2/s2).
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Figure 5.28: Colour map of relative changes in cortical thickness, ∆Th/Th,
for ΨA = 1.0× 10−9 µm2/s2. Regions with ∆Th/Th = 1 (dark
blue colous) indicate no change in cortical thickness. Warm
colours represent increase in cortical thickness.
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Figure 5.29: Colour map of relative changes in cortical thickness, ∆Th/Th,
for ΨA = 0.5× 10−3 µm2/s2. Regions with ∆Th/Th = 1 (dark
blue colous) indicate no change in cortical thickness. Warm
colours represent increase in cortical thickness.
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Figure 5.30: Colour map of relative changes in cortical thickness, ∆Th/Th,
for ΨA = 1.2× 10−3 µm2/s2. Regions with ∆Th/Th = 1 (dark
blue colous) indicate no change in cortical thickness. Warm
colours represent increase in cortical thickness.
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Figure 5.31: Colour map of relative changes in cortical thickness, ∆Th/Th,
for ΨA = 2.0× 10−3 µm2/s2. Regions with ∆Th/Th = 1 (dark
blue colous) indicate no change in cortical thickness. Warm
colours represent increase in cortical thickness.
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Figure 5.32: Colour map of relative changes in cortical thickness, ∆Th/Th,
for ΨA = 6.0× 10−3 µm2/s2. Regions with ∆Th/Th = 1 (dark
blue colous) indicate no change in cortical thickness. Warm
colours represent increase in cortical thickness.
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Figure 5.33: Mean squared error between ∆Iemin(Z) and ∆Imin/Imin
V , MSEI
(a), and between ∆Th/The(θ, Z) and ∆Th/ThV(θ, Z), MSETh
(b), obtained for the values of ΨA considered in this study (units
in µm/s).
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Figure 5.34: Mean squared error between ∆Iemin(Z) and ∆Imin/Imin
V2 , MSEI
(a), and between ∆Th/The(θ, Z) and ∆Th/ThV
2
(θ, Z), MSETh
(b), obtained for the values of ΨA considered in this study (units
in µm2/s2).
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5.4 discussion
Fluid flow drivers presented in this chapter were able to reproduce
the patterns of cortical bone adaptation, using the proposed remod-
elling law. Considering additionally the findings in Chapter 4, where
interstitial fluid velocity magnitude predicted time-dependent param-
eters in loading protocols, these drivers represent a mechanistic step
in this phenomenological framework. The presented remodelling al-
gorithm differs from previous approaches in that more physiological
boundary flow conditions were considered, different mechanical stim-
uli and remodelling law were used, and a more thorough comparison
with experimental data is presented.
FE model
An inherent trade off, between the accuracy of the models and the
practicality in both finding a solution and post-processing the results,
was present in the finite-element analyses presented in this thesis.
Most of the considered assumptions have been discussed in Sections
3.6 and 4.4, namely the homogeneous and continuous properties used
in the presented models.
In this chapter we considered transverse isotropic stiffness and per-
meability of cortical bone. A curious phenomenon was seen, analo-
gous to the results by Knothe Tate and colleagues (Steck et al., 2003b;
Knothe Tate et al., 2009). In models with isotropic elasticity, regions in
compression are often associated with positive (or relatively higher)
pore pressures, whereas tensile regions verify negative (or lower) val-
ues. The opposite happens in orthotropic models exposed to asymet-
ric loading, where compression and tension develop negative and
positive pore pressures, respectively (Figure 5.35). This will lead to
reversed patterns in flow direction for these models, with compres-
sive regions absorbing and tensile regions exuding interstitial fluid,
as shown in Figure 5.35a. According to Knothe Tate et al. (2009), this
happens due to "the effective expansion of the flow volume in the
radial direction during compression and the effective compression of
the volume in the radial direction during tension." This effect mo-
tivated the development of mechanoactive material, inspired in the
material properties of bone (Knothe Tate et al., 2009).
The flow conditions at the bone surfaces were explicitly modelled
by including layers of poroelastic elements. The permeability of both
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(a) Cross sections showing compressive and tensile regions (left) and corre-
spondent contour plots of influx and efflux regions (right). (Reprinted
from Knothe Tate et al. 2009, with permission from Elsevier)
ezz
+
−
p
+
−
(b) Cross sections with contour plots of longitudinal strain, ezz, with compressive
and tensile regions corresponding respectively to negative and positive ezz (left)
and correspondent contour plots pore pressure, p, and fluid flow vectors, V, rep-
resented by the red arrows (right).
Figure 5.35: The effect of transverse isotropic stiffness in a poroelastic FE
model of bone in the work by Knothe Tate et al. (2009) (a) and
the results obtained in this chapter (b).
surfaces was considered to be 1× 10−17 m2, as experimentally mea-
sured by Evans et al. (2013). The same value was assigned to both
surfaces, despite the fact that the literature often characterises the en-
dosteum to be more permeable than the periosteum. However, due
to the considerable offset between lacunar-canalicular and periosteal
permeabilty (5 orders of magnitude), poroelastic models were insen-
sitive to any value of endosteal permeability below 1× 10−17 m2.
Fluid velocity as cue for mechanoadaptation
For the sake of simplicity two limiting idealised fluid velocity profiles
at the level of the the extracellular space were assumed in Section 5.1.1
(parabolic and plug flow), leading to the assumption of proportion-
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ality between Darcy velocity with fluid drag forces and wall shear
stress. These profiles, however, are not necessarily actual.
Weinbaum et al. (1994) identified three different levels of scales of
the lacunar-canalicular porosity: (1) large scale porosity, consisting
in the entire lacunar-canalicular system at the apparent level, where
fluid flow can be described by Darcy’s law; (2) the extracellular space,
comprised between the cell membrane and the bone matrix, illus-
trated in Figure 5.1; and (3) the space between the fibres that populate
the extracellular space, where fluid flow is described by the Navier-
Stokes law (Stokes law for the present case, as the Reynolds number
is much smaller than 1).
In order to study the flow at this porosity level, Weinbaum et al.
(1994) considered Brinkman’s equation to account for transition of
flow between boundaries from a regime described by Darcy’s law
to Stokes law. Tsay and Weinbaum (1991) showed that Brinkman’s
equation is a valid approximation, capable of accounting for flow in
a fibre-filled channel, provided that the aspect ratio of the cylindrical
fibres is greater than five. Using Weinbaum et al. (1994) notation,
Brinkman’s equation is stated as:
∇p = − µ
kp
u + µ∇2u (5.18)
where kp is the small-scale intrinsic permeability, for flow through the
fibre matrix, u is the fluid velocity at the canaliculus level (v in the
notation of this work), and µ the fluid viscosity.
Solving the previous differential equation for the velocity profile
between a cell membrane at r = a and canaliculus wall at r = b,
yields
u =
kp
µ
∂p
∂y
[
A1 I0
(
γ
r
b
)
+ B1K0
(
γ
r
b
)
− 1
]
(5.19)
where r is the direction perpendicular to the cell membrane and the
canaliculus wall, y the coordinate along the axis of the canaliculus, γ
a non-dimensional length parameter (γ = b/
√
kp), A1 and B1 coeffi-
cients stated in Weinbaum et al. (1994), and I0 and K0 are modified
Bessel functions of zeroth order.
Tsay and Weinbaum (1991) derived an approximation for kp as
a function of extracellular matrix components, the radius of gly-
cosaminoglycan (GAG) side chains, a0, and fibre spacing, ∆. You
et al. (2001) developed this estimation and included the contribution
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of both the transverse and longitudinal fibre components, adding an-
other parameter, the length of the transverse proteins, lGAG. The pa-
rameters used in the model developed by You et al. (2001), and listed
in Table 5.5 were used in Equation 5.19. The fluid velocity profile was
calculated for different values of the fibre spacing, ∆, varied between
5–12nm, its physiological range (You et al., 2001). For the range of ∆
values, the term inside square brackets in Equation 5.19 is very close
to 1, and therefore umax ≈ (kp/µ)(∂p/∂y).
Table 5.5: Parameter values used in the work by You et al. (2001) and con-
sidered for Equation 5.19.
Parameter Value Units
Cell membrane radius a 50 nm
Canaliculus wall radius b 100 nm
GAG side chain radius a0 0.6 nm
GAG side chain length lGAG 20 nm
Figure 5.36 shows the resulting normalised fluid velocity divided
by the term (kp/µ)(∂p/∂y). For increasing values of ∆, and conse-
quently higher values of kp, the flow inside the canaliculus reshapes
from a plug-like profile to a parabolic one. Therefore, fluid velocity
can have a profile that is parabolic, plug-like or anything ranging be-
tween these two regimes, as it depends in the structure of the pericel-
lular matrix (Wang et al., 2013) or the distance between cell membrane
and matrix wall, know to vary considerably due to the roughness of
the bone matrix (Anderson and Knothe Tate, 2008; Kamioka et al.,
2012).
Nevertheless, in the poroelastic model presentend in this chapter,
the effect of the structural properties of the canaliculi are considered
to be averaged at the apparent level, and the intrinsic permeability
at the macroscopic level, k, is assumed constant. Local variations in
the density of the extracellular matrix or canaliculi arrangement are
not contemplated. Therefore, the term ∂p/∂y is the only expected to
be site- and time-specific, a point that is consistent with our assump-
tion of proportionality between shear stress, sm, and apparent fluid
velocity, V.
Mechanical phenomena that happen at the level of the canaliculus
also have an implication in the assumptions made for the propor-
tionality between Darcy velocity and drag forces. You et al. (2001)
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Figure 5.36: Fluid velocity along the radial gap between cell membrane
(r = 50 nm) and bone matrix (r = 100 nm), normalised by
the conductivity term (kp/µ) and the gradient of pore pressure
along the direction of the length of the canaliculus (∂p/∂y), for
different values of the fibre spacing, ∆. The fluid velocity can
range from a plug profile (for lower values of ∆) to a parabolic
profile (for higher values of ∆).
determined that the ratio between shear forces acting on the cell pro-
cess membrane, sm, and the drag forces applied on the transverse
elements between the canalicular wall and the cell membrane, FD,
also depends exclusively on the geometry of the canaliculus and the
structure of the pericellular matrix.
Remodelling law and accuracy of predictions
The minimum error values obtained for both fluid-flow-based stim-
uli were lower than the ones obtained in SED driven simulations,
shown in Figure 3.33, markedly for MSEI (~57% lower in ΨV) and
only slightly lower for MSETh (~13% lower, in both fluid-based stim-
uli). Using the same statistical test in Section 3.6, which measured the
agreement between simulations and experimental data, ΨV and ΨV
2
obtained respectively a Kendall’s tau τ = 0.51 (ΨA = 3× 10−2 m s−1)
and 0.52 (ΨA = 1.2× 10−3 m2 s−2). A positive, highly significant
(p < 0.001) correlation, stronger than the value obtained for the most
favourable SED-driven simulation. Nevertheless, more data points
would be required to confirm these figures and, due to the simi-
larity in the appearance of the color maps and the values obtained
for MSETh, it is fair to regard all stimuli (strain- and fluid-based) as
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equally suited to predict spatial distribution of cortical bone adapta-
tion in this specific loading model.
The accuracy measurements of the presented in silico predictions, in
Figures 5.33 and 5.34, have a baseline error, observable when compar-
ing the colour map of simulations against µCT measurements. This
not only associated with the artefacts in the experimental data, but
also with intrinsic assumptions in the remodelling law, disregarded
in this work either for the sake of simplicity or due to a lack of lit-
erature. These include site-dependent assumptions that do not corre-
spond with real conditions. Examples are: the homogeneity of tissue
biological response, as bone cells are assumed to be evenly spread
over the cortex and surfaces; or equal surface adaptability, as both
periosteal and endosteal surfaces are assumed to respond equally for
a specific stimulus, despite the fact of being exposed to different bio-
chemical and biological environments.
Other assumptions are associated with biological processes at
smaller scales. Signal transmission was modelled as a local averaging
of the perceived mechanical stimulus and load history was consid-
ered as the integral of cellular output Λ over time, however the space-
and time-dependance of these processes is unknown.
Mechanical stimuli, single-handedly, in the context of the presented
adaptation law, are not able to provide information on the long-term
phenomena of bone cell desensitisation to persistent stimulation, for
instance the saturation in the functional adaptation of bone mass for
increasing number of load cycles per day (shown in Figure 4.2) or the
recovery of mechanosensitivity in protocols that include rest-insertion
periods in the order of hours (Robling et al., 2001c) or days (Saxon
et al., 2005).
Further research is necessary to understand the nature of time in-
tegration over long-term physical stimulation. Also metabolic com-
ponents and nutrients (provided by the vascular network) were as-
sumed to be available and homogeneously present.
It is curious however that contrasting mechanical stimuli (strain en-
ergy density and fluid velocity) obtained similar patterns of adapta-
tion. This suggests that, for this particular loading model, the regions
with high SED signal coincide with regions with high values for the
gradients of strain and pore pressure, and consequently high values
of fluid velocity. This seemingly indiscriminate response of two very
different stimuli, in terms of spatial terms, is in line with an observa-
tion by Hart (2001):
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"(...) bone models certainly seem to adapt to mechanical
usage but seem not to be very picky about the specific
mechanical stimuli used. It seems that any description of
the mechanical situation can be successfully used to drive
a satisfactory adaptation response."
It can be argued that these results are in conflict with other studies
that found a higher correlation between sites of cortical bone forma-
tion and strain gradients and lower for peak strain (Judex et al., 1997).
Nevertheless these were done for different bone, animal and loading
protocols. Further studies would be required, where the proposed
remodelling law was applied in different animal loading models, to
assess the differences in the spatial distribution of tissue adaptation
in strain- and fluid-based stimuli.
This research also showed that fluid velocity is capable of predict-
ing adequately not only site-dependent, but also to account, to some
extent, time-dependent parameters of cortical response (Chapter 4).
It is compatible with the fact that bone requires dynamic loads, and
is sensitive to parameters such as load magnitude, rate and frequency,
and the insertion rest periods between load cycles. This suggests that
fluid velocity is a more physiological mechanical driver of cortical
bone adaptation, likely because of the mechanocoupling of fluid-flow-
induced physical cues with bone biology.
Despite of not modelling different layers of the mechanotransduc-
tive process or the dynamics of cell population and mechanotransduc-
tive pathways, our models obtained particularly satisfactory predic-
tive results. Using very simple concepts, this novel cortical adaptation
algorithm simulated spatial distribution of cortical adaptation with
a promising agreement between the in vivo measurements and our
predictions. This suggests that poroelastic models can be used to un-
derstand a possible link between fluid flow and loading parameters,
at the organ level, which contributes to the integration of different
levels in a multi-scale framework of load-induced bone adaptation.
The shift from postdictive to predictive models empowers re-
searchers to understand where and how much bone will form under
defined loading conditions, which eventually will enable clinicians in
the devise of optimised external loads or exercise regimes that are
able to tackle bone deficits in clinical diagnosis linked to bone loss.
6
C O N C L U S I O N S ,
F U T U R E
D E V E L O P M E N T S A N D
C O N T R I B U T I O N S
6.1 conclusions
For this thesis, a methodology was developed to investigate the corre-
spondence between the mechanical environment and functional adap-
tation of the cortical bone in an animal model.
In vivo functional adaptation that results from the controlled me-
chanical environment in the murine tibial axial loading model was
characterised. Analysis of the second moment of area around the mi-
nor axis, measured in µCT cross-sections, showed the distribution in
length of cortical bone functional adaptation, which peaked around
34% of total bone length.
The calculation of moment of area, however, was found to be an
insufficient description of bone adaptation, as it is a bulk measure
that conceals the distribution of adaptation in the transverse plane.
In order to provide full-field evaluation of cortical bone adaptation,
a method for mapping of cortical thickness was introduced, allowing
to map in 3D the changes of shell thickness in the diaphysis of a long
bone. Complemented with DIC and FE analyses, these calculations
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showed that bone formation was more pronounced in compressive
regions.
Furthermore the mechanical environment in the cortex of the
mouse tibia, which results from externally applied axial loads, was
determined using finite-element analysis models, verified using digi-
tal image correlation measurements from previous studies.
A novel cortical bone adaptation algorithm was coupled to the
finite-element models. This mathematical model assumed that bone
tissue responds to local mechanical stimuli in an on-off manner and
that this response is integrated in time and averaged in space, result-
ing in a bone formation rate represented by surface displacements.
Mechanical fields of strain energy density and, using poroelastic the-
ory, interstitial fluid velocity were calculated and employed as stimuli
to cortical bone formation. For both stimuli, the presented adaptation
law reproduced the spatial patterns of changes in cortical shape that
were measured in vivo, with a highly significant positive correlation
between experimental and computational data.
Poroelastic models assumed bone adaptation was mediated by
fluid flow and were able to model the influence of two load param-
eters: load frequency or rest insertion. Fluid flow was found to in-
crease with loading frequency, but reach a maximum beyond which
the flow is insensitive to this parameter.
It was found that there is a minimum time of rest between loading
cycles that is required to maximise fluid motion. These findings sug-
gest that, in addition to biological saturation, fluid flow plays a role
in the enhancement of osteogenic response in load regimes that allow
recovery periods between consecutive load cycles.
These models also showed that, in poroelastic studies of bone, the
intrinsic permeability has a marked effect in the relation between load
repetition and mechanical signal. Accurate estimations of the lacunar-
canalicular permeability are required, in order to examine the impact
of loading parameters on the mechanical environment of bone and
study how the loading regime can be optimised to provide enhanced
osteogenic response of bone tissue.
The framework in this work provides to a better understanding
of how mechanical cues can regulate cortical bone modelling and
how fluid flow can explain the time-dependent nature of osteogenic
stimuli.
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6.2 future developments
6.2.1 µCT assessment
The developed methodology of comparative analysis allowed map-
ping of the changes in cortical thickness between control and loaded
tibiae. The analysis carried out using µCT data would benefit from
some improvements, namely further image processing dedicated to
the removal of trabecular structures connected to the cortical shell
and 3D Euclidean distance calculation (in order to have a calculation
independent of the transverse sectioning orientation).
In addition, there are intrinsic contralateral differences in the tibial
shape that may contribute to a slight skew in obtained results. A pos-
sible solution to help reduce potential misalignments and maximise
the geometrical coincidence of the anatomical landmarks, seen in pre-
vious works (Poole et al., 2012), would be nonrigid registration of the
contralateral tibiae to a template bone.
There are alternative ways of assessing bone adaptive dynamics, for
example time-lapsed imaging of bone morphometry (Lambers et al.,
2011), which requires in vivo µCT scanning acquisition at different
time points in the course of mechanical loading. A different approach
is being explored presently, by our research group, in the Department
of Bioengineering at Imperial College, consisting in a automated cut-
and-view approach that allows for the creation of 3D maps of bone
growth indicators and bone tissue, revealing histological features of
functional adaptation dynamics. Appendix A describes this experi-
mental procedure and shows some preliminary data.
6.2.2 Remodelling law
Inclusion of biomolecular and cellular models
The presented algorithm does not model time-dependent behaviour
of bone to long-term mechanical loading. In this study we assumed
a immediate relationship between stimulation and bone formation,
however bone mechanotransduction is an intricate process with sev-
eral layers of events taking place at different length scales. It entails
physical, cellular and metabolic mechanisms that are yet to be fully
understood. Therefore, improvements in the accuracy of predictive
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laws on bone adaptation will be possible with a better understanding
of the cellular and biochemical pathways involved.
As mentioned in the discussion of Chapter 5, the predictions pre-
sented in this work are limited by the intrinsic simplifications in the
remodelling law, which can be addressed in future projects by tak-
ing into consideration parallel studies at smaller length scales. These
include mathematical models of discrete phases of the transduction
cascade that could be adapted and coupled to full-organ models, such
as the one presented in this work.
Space-dependent assumptions, such as the homogeneity of bone
tissue mechanosensitivity or the transmission of adaptive signals by
communication of bone cells (implemented in this thesis as a spatial
averaging of the mechanical signal), could be addressed using some
of these methodologies. These include the modelling specific maps
of cell network and spatial integration (Srinivasan et al., 2010), the
use of differential equations to model bone cell population dynamics
and interactions between osteoblasts and osteoclasts during remod-
elling (Lemaire et al., 2004), or predicting the regulation of molecular
messengers, for example Ca and PTH (Aguilera-Tejero et al., 1996) or
NO and PGE2 (Maldonado et al., 2006). Hambli and Rieger (2012)
coupled some of these formulations to develop a mechanotransduc-
tion model that predicts adaptive signals to BMUs, using mechanical
(fluid velocity) and biological inputs (concentration of calcium).
Understanding how molecular phenomena takes place via gap-
junctional, endocrine or paracrine signalling upon mechanical stim-
ulation, and how these are diffused throughout the vascular and
lacunar-canalicular network could, not only, provide additional in-
formation on the distribution of adaptation across the adapted tissue,
but also explain long-term time-dependent parameters, such as cell
desensitisation (Saxon et al., 2005), and bring to light mechanisms
related to the age-related decline in mechanosensitivity.
Vascular porosity
In this work, the effect of the vascular porosities was not considered.
However, mouse bone has a complex inhomogeneous vascular net-
work distributed across bone and the medullary cavity. In addition
to their role as a source of factors required for bone maintenance and
adaptation, like nutrients and metabolites, vascular canals act as low-
pressure reservoirs and may alter space- and time-dependent patterns
of lacunar-canalicular fluid flow (Goulet et al., 2008), as it would in-
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fluence the relaxation time of excess pore pressure inside lacunaes
and canaliculi. Including explicit spatial description of this porosity
level and employing dual-porosity elements developed by Fornells
et al. (2007) could contribute to understand the effects of blood ves-
sels on the local response of tissue and perhaps improve the obtained
distribution of cortical bone adaptation.
Other animal models
Previously developed predictive algorithms of cortical bone adapta-
tion obtained poor agreements with the experimental measurements
for the axial loading model in the mouse tibia. Therefore, a novel
remodelling law was proposed and provided accurate predictions.
However, in order to further examine its applicability, further devel-
opments should test it in different animal models, such as the axial
compression of the rat ulna (Torrance et al., 1994).
Optimisation of load protocols
Despite of the simplicity of our adaptation model, which assumed
a straightforward link between mechanical environment and cortical
bone formation, it allowed to accurately reproduced the spatial pat-
terns of changes in bone shape that were measured in vivo and to
provide relevant information on the time dependence of load param-
eters, in the short time scale (order of seconds).
Therefore, this model will be used to find optimised load profiles.
Combining the influence of parameters such as load magnitude, peak
strain, load rate, short-term rest insertion and test different load pro-
files (e. g., haversine, triangular, trapezoidal with different plateau
times, etc.). The enhanced load regime will be suggested to experi-
mentalists to conduct animal studies.
6.3 contributions of this work to the field of bone re-
search
Measurements of in vivo cortical bone adaptation
The research developed for this work provides a greater understand-
ing of the mechanical environment and corresponding adaptive re-
sponse in cortical bone in the noninvasive loading of the murine tibia.
The developed framework of full-field evaluation of cortical thickness
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produces a comprehensive portrayal of functional adaptation from ex
vivo computed tomography sections and contributes to the study of
bone mechanotransduction in animal loading models. Previous ap-
proaches were limited to the reporting of bulk geometric quantities
or to the analysis of single cross-sections. These post-processing cal-
culations allow for further insight into the macroscopic patterns of
bone modelling, as spatial changes in cortical shape are explicitly
measured.
In silico cortical bone adaptation
The novel cortical bone adaptation law, proposed in this thesis, was
tested by comparison of its predictions against the 3D cortical adapta-
tion maps of in vivo data, and demonstrated its accuracy in modelling
spatial patterns of bone formation, using both strain- and fluid flow-
based mechanical drivers. Such verification of an adaptation law, to
the author’s knowledge, is the most thorough ever applied to the
study of the effect of loading exercised in cortical bone and exposed
the inaccuracy of previous theoretical approaches.
Intrinsic permeability in poroelastic studies
From a theoretical standpoint, this work also contributed to the anal-
ysis of the effect of the permeability parameter in poroelastic estima-
tions of load-induced fluid flow in cortical bone. Earlier macroscopic
models assumed a value within the broad range found in the liter-
ature, but no one ever inspected its impact on final fluid velocity
predictions. The findings presented in this thesis highlight the impor-
tance of permeability in obtaining relevant quantitative and qualita-
tive estimations, and motivate further in vivo experimental studies on
its determination.
The role of mechanics in rest-insertion regimes
The developed poroelastic models revealed that changes in fluid flow
mechanical stimulation is affected during regimes with short-term
rest insertion, and play a part in the mechanobiological events asso-
ciated with it. This is the first study to calculate in detail the role
of mechanics in this loading parameter, bringing new light to how
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mechanical forces can be regulated to provide enhanced stimulation
and contributing to future poroelastic studies, that will help in the
development of optimal loading protocols.
3D visualisation of in vivo bone formation
In order to robustly validate these models, spatial distribution of bone
formation must be shown. Microfocal computed tomography images
alone do not indicate active sites of bone formation. We have made
significant efforts in developing a system to study the dynamics of
functional adaptation in bone, which will validate the predictions of
the models.
6.4 implications and applications of this thesis
Overall, this dissertation provides a new approach for the prediction
of cortical bone modelling, tested thoroughly against experimental
data from a non-invasive loading model of mouse tibiae. Moreover,
it presents provides a plausible explanation for the the effect of fre-
quency and the insertion of a rest interval between each load cycle
as mechanical parameters, by examining the time-dependent nature
of load-induced fluid flow. Thus, clinical and research fields that con-
cern the health and regulation of bone function can potentially benefit
from these findings.
One example is research on bone mechanotransduction that rely on
murine loading models as a platform, as this work provides further
understanding to both mechanical and adaptive response of mouse
cortical bone under axial loading.
Also, in conjugation with parallel studies at different scales, this
work contributes to the passage from postdictive mechanobiologi-
cal modelling to a predictive paradigm. The proposed adaptation
law can potentially be used to model the influence of physical load-
ing on trabecular bone. The addition of more mechanistic aspects,
such as fluid flow, will certainly increase our capacity of predicting
where bone will form under defined loading conditions, ultimately
contributing to the devising of effective mechanical stimulation pro-
tocols and the advance to clinical therapies in humans.
The translation from experiments based in animal models and com-
putational research to human clinical orthopaedics studies has major
implications for the possible development of new diagnostic and ther-
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apeutic tools that would ultimately improve patient care and overall
well-being. Human bone undergoes the process of pore pressure re-
laxation upon mechanical loading, and therefore osteonal and human
bone are expected to be sensitive to load frequency and short-term
rest insertion in a similar fashion. Consequently, further experimen-
tal studies on the effect of frequency and rest-insertion protocols can
take into account the conclusions in this work, in order to understand
in depth the underlying mechanobiological mechanisms.
Understanding the physical characteristics of human bone, namely
the determination of osteonal permeability (Benalla et al., 2013), and
the processes associated with fluid-cell interaction and the correspon-
dent tissue response is of great importance, as it allows us to describe
the characteristic relaxation time of osteonal bone and understand
how to adjust in magnitude and time the imposed exercises.
Such implications would be applicable to people of all ages. Re-
cent studies showed that the skeletal exposure to physical exercise
at early stages in life has a long-lasting effect, being beneficial later
in life (Warden et al., 2014). Not only adults with motor disorders,
such as cerebral palsy or paraplegia, but also healthy individuals are
vulnerable to bone loss induced by disuse, as in the example of as-
tronauts exposed to microgravity environments. Therefore, under-
standing on how mechanical cues can be adjusted to regulate the os-
teogenic potential of loading regimens will contribute for physicians
to provide informed recommendations on highly osteogenic activities
or prescribe physical stimulation, which aims to prevent potentially
harmful levels of bone resorption or even improve bone mass and
strength.
Rehabilitation regimes in senior citizens, prone to develop age-
related osteoporosis, have a particular interest in the regulation of
bone parameters, as physical activity can develop fractures and be-
come detrimental. This study and others included in the literature
review showed high magnitude loads are not necessarily the most
osteogenic, provided that load frequency and rest insertion are taken
into account. Mechanical stimulation in patients in late stages of life
has necessarily to compensate a decrease in intensity with these time
dependent parameters.
Thereby, this research project has potential applications in clinical
orthopaedics, contributing to understand the links between mechan-
ics and biological output.
A
T H R E E -
D I M E N S I O N A L
H I S T O M O R P H O M E -
T RY
This section introduces a methodology to cortical bone dynamic histo-
morphometry, still in a preliminary phase, that will allow to validate
our FE-based remodelling algorithm, as it provides a highly accu-
rate method for the determination of sites of cortical bone adaptation.
Our collaborators at the RVC supplied the bones and technical sup-
port was provided by Amanda Wilson. Samples were prepared by Dr
Alessandra Carriero, the sectioning procedure described below was
preformed by Andre Pereira and Dr Alessandra Carriero, and Andre
Pereira was responsible for the post processing of acquired images.
a.1 histology and dynamic histomorphometry
Histology is the mainstream method to assess and visualise the micro-
scopic activity of biological tissues. Histological samples are treated
and sectioned, as means to allow its visualisation under a microscope,
which can be coupled to a camera to acquire high-resolution images
of the biological structures in the section under study. Bone mod-
elling and remodelling are usually measured and examined using
bone histomorphometry that requires labelling of in vivo bone forma-
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tion, by administration of fluorescent tracers to animals before sacri-
fice. These labels are laid down in regions of new bone formation,
marking active formation sites.
Conventional histomorphometry is often restricted to the analysis
of a few selected 2D axial sections and is a time consuming proce-
dure. With the aim of establishing a methodology for the assessment
of bone 3D histomorphometric data, an experimental technique com-
bining an automated microtome and fluorescence microscope was
employed for slice-and-view type 3D imaging (design based on work
by J. Crawford Downs and Juan Reynaud, at Devers Eye Institute,
and commissioned by the Department of Bioengineering, at Imperial
College London). The histocutter automatically acquires sequences
of histological sections in blocks of bones embedded in an opaque
methacrylate, that can be post-processed to reconstruct a 3D map of
bone formation, providing a high-precision and quantitative method-
ology to assess bone cell and tissue dynamics in the whole organ.
a.2 methodology
sample preparation
Mice were given intraperitoneal injections of fluorochrome labels (mo-
lecules that emit light when excited) at day 5 and day 12 of loading.
In this study we used double labelling, with administration of calcein
in the first injection and alizarin red subsequently, both tracers of
osteogenic activity. The dissected bones were embedded in PMMA
blocks with the addition of a dye (Sudan black), in order to block
fluorescence from deeper focal layers.
histocutter
The histocutter consists in the coupling of a rotary microtome, micro-
scope, fluorescent filters, light source, camera and computer, shown
in Figure A.1 that work together to sequentially section and image the
block surface. The computer software that orchestrates the procedure
was originally developed by Juan Reynaud, and further enhanced by
Peter Cashman and Amanda Wilson. Light from the light source
passes through the filter, that transmits a monochromatic wavelength.
The monochromatic light beam excites the fluorochromes, which emit
light (at longer wavelength) back along the same pathway to the
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microscope-camera complex, allowing separating the channels of cal-
cein, alizarin and ultra-violet reflections. The separation is performed
by a filter wheel, containing three filter cubes, fitted to the fluores-
cence microscope. These cubes are optimised for green, red and UV
imaging, which can be used to image calcein, alizarin red and the
native bone, respectively. The acquired batch of images was post-
processed using ImageJ and Amira (ZIB, Berlin; Indeed Visual Con-
cepts GbmH, Berlin; TGS), in order to obtain 3D reconstructions of
bone tissue and label distribution.
Microtome
Microtome head
Blade
Objective lens
Microscope Camera
Lamp
Figure A.1: Histocutter set-up.
a.3 preliminary results
Figure A.2 shows cross-sections with calcein and alizarin labels, ob-
tained for a tibia throughout midshaft length. The green channel had
good contrast between background and calcein labelled sites. Some
visual artefacts were obtained for the red channel, possibly due to
some background fluorescence or, most likely, auto-fluorescence from
the Sudan black dye.
Substantial bone formation was obtained at the endosteal surface
of all samples. Nonetheless, comparative analyses of µCT measure-
ments from Chapter 2 found very similar endosteum shape in contra-
lateral and loaded legs (shown for the representative specimen in Fig-
ure 2.29). In addition, skeletally maturity in C57BL/6J mice is only
reached after 4 months (17.4 weeks) (Somerville et al., 2004) and the
histocutter data was collected from 12-week-old mice. This means
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Figure A.2: Composite images, obtained using ImageJ, of calcein (green)
and alizarin (red) labels along the midshaft of a specimen.
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that the bone formation visible in Figure A.2 is not modulated by
mechanical stimulation, but consists in modelling from bone growth.
Figure A.3a shows a composite image of green, red and UV chan-
nels in the midshaft of the tibia. The addition of the UV channel
allows for the visualisation of fluorochrome labels and bone tissue
simultaneously. A 3D reconstruction of the slides in Figure A.3a is
shown in Figure A.3b. A slight misalignment between the UV chan-
nel and the others was detected and further inspection of these im-
ages by Ms. Amanda Wilson confirmed that, during tests, different
channels do not superimpose perfectly, i. e., there is an issue with
chromatic aberration (a distortion that arises due to a inconsistency
in focusing all channels to the same convergence point).
a.3.1 Next steps
The thickness mapping methodology, presented in Chapter 2, is ver-
satile enough to accommodate different types of input data. This
means that not only µCT data can be analysed, but also the three-
dimensional field of labels obtained using our 3D histology system.
The result will be a quantitative map of bone adaptation in the whole
bone, calculated from histological data.
Loaded and contralateral tibiae will be sectioned, once the issues
related to the auto-fluorescence of the Sudan black dye and the chro-
matic aberration between the channels are solved. Measuring param-
eters such as label distribution and intra-labelling distances in the
whole organ will provide a method for in vivo validation of the pre-
dictive models for bone adaptation presented in this thesis. This tech-
nique could provide a groundbreaking contribution to the field of
bone adaptation and mechanotransduction research.
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(a)
(b)
Figure A.3: Composite images, obtained using ImageJ, of calcein (green),
alizarin (red) and bone tissue (grey) labels around the distal
tibial-fibular junction (a) and its 3D reconstruction, obtained us-
ing Amira (b). Bone tissue reflections were obtained with the
UV filter.
B
F I N I T E - E L E M E N T
M O D E L L I N G
b.1 mesh convergence
Five models, with varying size of elements and, therefore, different
mesh densities were considered in this study, as shown in Figure B.1.
All elements were assigned cortical bone material properties, listed in
Table 3.1, modelled as transverse isotropic, linear elastic, continuous
and homogeneous. The total number of elements ranged from 10, 924
to 115, 486.
Figure B.2 plots the obtained longitudinal strain, ezz, averaged at
two nodes in the mid-diaphysis, located in opposite sides of the bone,
for different mesh densities. The results at the node positioned in the
interosseous crest reaches convergence at lower mesh densities. The
model composed by 18, 890 elements is very close to the convergence
point, however, a smaller number of surface nodes would increase
the chances of occurring element distortion during the simulations of
surface remodelling, as a consequence of nodal displacement. For this
reason, the FE surface mesh shown in Figure B.1c, and highlighted as
a red data point in Figure B.2, was chosen as a compromise between
mesh density and geometric stability in the adaptation algorithm.
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(a) 10, 924
elements
(b) 18, 890
elements
(c) 71, 725
elements
(d) 85, 154
elements
(e) 115, 486
elements
Figure B.1: Different mesh densities considered in the convergence study.
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Figure B.2: Longitudinal strain, ezz, estimated at nodes at the mid-diaphysis,
located in the medial surface (in tension, solid line) and in the
interosseous crest (in compression, dashed line). The data point
highlighted in red corresponds to the mesh employed in this
thesis.
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b.2 material properties
b.2.1 Trabecular compartment
The influence of the trabecular compartment, highlighted in Fig-
ure 3.14a, was examined by changing its Young moduli, E, ranging
from very low values (essentially no trabecular bone) to 17.1 GPa
(cortical bone material properties). The elements contained within
this sector were considered to be isotropic, linear elastic, continuous
and homogeneous.
Figure B.3 shows a medial view of the contour plots of longitudi-
nal strain, ezz, for varying stiffness. Even for a wide range of stiff-
ness, negligible changes (mostly in proximal regions) were obtained,
showing that the models are insensitive to the presence of the tibial
compartment.
(a) E ≈ 0.0GPa (b) E = 6.0GPa (c) E = 17.1GPa
ezz(%)
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−2.60
−1.80
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−0.20
+0.60
+1.40
+2.20
+3.00
Figure B.3: Medial view of the contour plots of longitudinal strain, ezz, for
different stiffness values in the trabecular compartment, high-
lighted in Figure 3.14a.
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b.2.2 Growth plates
The presence of both tibial and fibular growth plate compartments,
highlighted in Figures 3.14b and 3.14c, was evaluated by comparison
of models with and without these sections. Growth plate elements
were modelled as isotropic and assumed to have the properties of
cartilage, as listed in Table 3.1.
Tibial growth plate
Figure B.5 shows a lateral view of the contour plots of longitudinal
strain, ezz, for tibia models with and without considering the tibial
growth plate section. The difference in the obtained strains was very
small, with no effect in the calculated mechanical stimulus.
(a)
ezz(%)
−5.00
−4.27
−3.47
−2.60
−1.80
−1.00
−0.20
+0.60
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+2.20
+3.00
(b)
Figure B.4: Lateral view of the contour plots of longitudinal strain, ezz, with
(a) and without (b) the proximal tibial growth plate compart-
ment highlighted in Figure 3.14b.
Fibular growth plate
Figure B.5 shows a lateral view of the contour plots of longitudinal
strain, ezz, for tibia models with and without considering the fibu-
lar growth plate section. A considerable increase of strains (approx-
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imately 25% in the tensile strains and 20% compressive strains) was
calculated, this showed that the FE models are sensitive to the inclu-
sion of this compartment.
(a)
ezz(%)
−5.00
−4.27
−3.47
−2.60
−1.80
−1.00
−0.20
+0.60
+1.40
+2.20
+3.00
(b)
Figure B.5: Medial view of the contour plots of longitudinal strain, ezz, with
(a) and without (b) the proximal fibular growth plate compart-
ment highlighted in Figure 3.14c
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