Abstract In this paper, the H 1 filtering problem is treated for N coupled genetic oscillator networks with timevarying delays and extrinsic molecular noises. Each individual genetic oscillator is a complex dynamical network that represents the genetic oscillations in terms of complicated biological functions with inner or outer couplings denote the biochemical interactions of mRNAs, proteins and other small molecules. Throughout the paper, first, by constructing appropriate delay decomposition dependent Lyapunov-Krasovskii functional combined with reciprocal convex approach, improved delay-dependent sufficient conditions are obtained to ensure the asymptotic stability of the filtering error system with a prescribed H 1 performance. Second, based on the above analysis, the existence of the designed H 1 filters are established in terms of linear matrix inequalities with Kronecker product. Finally, numerical examples including a coupled Goodwin oscillator model are inferred to illustrate the effectiveness and less conservatism of the proposed techniques.
Introduction
In living organisms, biological activities are regulated by a network of genes (Jacob and Monod 1961) that interact among themselves to synthesize certain products such as proteins. During these biochemical interaction mechanism, the nonlinear physiological behaviors such as genetic switches (Lin et al. 2015) and genetic oscillations (Stricker et al. 2008 ) exist predominately in the complex biochemical network which forms the central functions of living cells. To illustrate the oscillatory nature and regulation mechanism of natural genetic oscillators, several mathematical models namely, Goodwin oscillator (Goodwin 1965) , repressilator (Fraser and Tiwari 1974) , Smolen oscillator (Smolen et al. 1999) , circadian oscillator (Im and Taghert 2010) etc., have been constructed and discussed by many researchers. In Goodwin oscillator model, oscillations are induced by a single gene that represses itself. Later, Elowitz and Leibler (2000) proposed a repressilator model by extending the Goodwin oscillator model to a cycle of three genes, in which the oscillations are induced by repressing its successor genes in the cell cycle. In recent years, the robustness analysis of genetic oscillators has received considerable research attention (Amos 2014; O'Brien et al. 2012 ). An example for a natural genetic oscillator includes a tumor suppressor protein p53 in relation to cancer (Lahav et al. 2004) .
It is noted that coupled networks can well describe the dynamical behavior of many real world systems (Gonze 2010; Pastor-Satorras et al. 2003; Rakkiyappan and Sasirekha 2014) including biological oscillators. In this aspect, greater efforts have been made to analyze the synchronization phenomena of coupled genetic oscillators (Li et al. 2007; Lu et al. 2015) . Recently, authors in Uriu and Morelli (2014) have analyzed the effect of collective cellular behaviors during embryonic development enhance the synchronization of locally coupled genetic oscillators. In the previous work, it is noted that time delay has not been taken into account in the synchronization analysis of genetic oscillators. However, in genetic networks, time delay plays a crucial role, which is regarded as a source of instability and oscillations (Lakshmanan et al. 2014; Mao 2013; Mathiyalagan et al. 2012) due to the slow process of transcription and translation associated with mRNA and protein respectively. It has been observed that in gene regulator oscillator model (Wang et al. 2014 ) intercellular delay regulates the collective period of coupled cellular oscillators. By using Lyapunov stability theory and matrix inequality approach, the synchronization criteria for coupled genetic oscillators with delayed coupling has been investigated in Li and Lam (2011) . And then, the analysis of exponential synchronization for Markovian jump and switched genetic oscillators with constant and time-varying nonidentical feedback delays have been discussed in Wan et al. (2014) ; Zhang et al. 2013) . Very recently, different from asymptotic and exponential synchronization technique, authors in Alofi et al. (2015) have introduced a new power-rate synchronization technique to handle the unbounded time-varying delays in coupled genetic oscillators.
On the other hand, it has been shown that (Li et al. 2007; Li and Li 2009 ) cellular noises (intrinsic and extrinsic noises) in gene networks affect the dynamics of system both quantitatively and qualitatively. Hence, extrinsic noises resulting from environmental perturbations are unavoidable in modeling genetic oscillator networks (GONs). Based on linear matrix inequality (LMI) approach, the robust synchronization design problem for stochastic genetic oscillators has been discussed in Chen and Hsu (2012) to approximate the nonlinear coupled system. To exhibit more realistic characteristics of GONs, the stochastic synchronous criteria for Markovian jumping GONs with time delays have been derived in Wang et al. (2010) . Recently, the authors in Lu et al. (2015) have utilized the drive-response concept, to study the passive synchronization analysis of Markovian jump GONs with external disturbances. However, noise has played a key role in biological systems, only few works have been reported in the literature to minimize the effect of it. Recently, H 1 filtering approach has been developed in Revathi et al. (2014) , Wang et al. (2008) to estimate the true concentrations of network components in genetic regulatory networks. The objective of H 1 filtering is to minimize the H 1 norm of the filtering error system from noise inputs to filtering errors. It assumes that the noise inputs are energy-bounded signals rather than Gaussian white noise. Thus, the applicability of the H 1 filtering approach is that it does not requires the exact knowledge on the external noise signals. Upto now, the H 1 filtering analysis for GONs with extrinsic noises has not yet received much research attention.
Furthermore, in recent years, delay decomposition approach Jarina Banu and Balasubramaniam 2014; Lakshmanan et al. 2012; Wu et al. 2011) has been widely used to reduce the conservatism issue of the stability of time delay systems. Despite, these efforts, authors in Cheng et al. (2013) , Ge et al. (2014) have utilized delay decomposition approach along with reciprocal convex technique to further reduce the conservatism in terms of LMIs. Motivated by this fact, in this paper, we have made the first attempt to investigate the delay decomposition approach with reciprocal convex lemma for H 1 filtering analysis of GONs with time-varying delays and external disturbances.
Inspired by the above works, the main objective of this paper is to investigate the problem of H 1 filtering for GONs with extrinsic noises and time-varying delays in network couplings and nonlinear function. By implementing the Lyapunov-Krasovskii functional approach and delay decomposition method combined with reciprocal convex technique, new delay-dependent sufficient stability conditions are derived to guarantee the existence of the designed H 1 filters. The main contributions of this paper can be highlighted as follows:
1. To estimate the true concentrations of network components in GONs, an improved delay-dependent filter design criteria is derived by employing the delay decomposition method for time-varying delays. 2. The sufficient stability conditions are given in more generalized compact form for the existence of the designed H 1 filters. 3. The applicability of the proposed approach is numerically illustrated by providing the simulation results for a coupled Goodwin oscillator model.
The rest of this paper is organized as follows. ''System description and preliminaries'' section presents the delay differential equation model describing the N coupled GONs with time-varying delays in nonlinear function and network coupling. Also some preliminaries are given to design the H 1 filters against the exogenous disturbances. ''Main results'' section provides the sufficient conditions in terms of LMIs for the existence of the designed H 1 filters. ''Numerical examples'' section numerically illustrates the conservatism of the proposed delay decomposition approach along with reciprocal convex technique by providing two numerical examples including a Goodwin oscillator model. Finally, ''Conclusions'' section concludes the paper.
Notation
Throughout this paper, I denotes the identity matrix with compatible dimension. R n and R nÂm denote, respectively, the n-dimensional Euclidean space and the space of all n Â m real matrices. L 2 ½0; 1Þ represents the space of square integrable vector functions over ½0; 1Þ. ðQ RÞ 2 R mpÂnq denotes the Kronecker product of matrices Q 2 R mÂn and R 2 R pÂq . We use diagfÁ Á Ág as a block-diagonal matrix. A [ 0 ð\0Þ means A is a symmetric positive (negative) definite matrix, A À1 denotes the inverse of matrix A. A T denotes the transpose of matrix A and Ã denotes the symmetric terms in a symmetric matrix.
System description and preliminaries
The differential equation model of a general delayed GON can be described by the following vector form:
where yðtÞ ¼ colfy 1 ðtÞ; y 2 ðtÞ; . . .; y n ðtÞg 2 R n represents the concentrations of mRNAs, proteins and chemical complexes; A; B are matrices in R nÂn ; f ðyðt À sÞÞ ¼ col ff 1 ðy 1 ðt À sÞÞ; f 2 ðy 2 ðt À sÞÞ; . . .; f n ðy n ðt À sÞÞg 2 R n is a monotonic genetic regulatory function which is usually taken as the Hill form. s [ 0 denotes the translation time delay in the translation process.
It is well known that genetic oscillators in biological networks are tightly coupled between each other in the network dynamics and also external disturbances are inevitable which affects the oscillations of the system. Therefore, the H 1 filtering problem is formulated for N coupled GONs by considering time-varying delays and disturbance inputs: where x l ðtÞ ¼ colfx l1 ðtÞ; x l2 ðtÞ; . . .; x ln ðtÞg 2 R n is the state vector of the lth genetic oscillator; y l ðtÞ 2 R p is the measured output of the lth genetic oscillator and z l ðtÞ 2 R m is the signal to be estimated; m l1 ðtÞ and m l2 ðtÞ are the extrinsic noises belonging to L 2 ð½0; 1Þ; R q Þ. u l ðtÞ denotes the initial condition of x l ðtÞ defined on the interval ½Às; 0. A; B; C l ; D 1l ; D 2l ; H are known constant matrices with appropriate dimensions.
G ¼ ½g lm nÂn is the matrix describing the inner-coupling between each genetic network node; W ¼ ½w lm NÂN is the outer coupling matrix representing the coupling strength and topological structure of the network; w lm is defined as: if there is a link from lth genetic oscillator to the mth genetic oscillator (l 6 ¼ m), then w lm equals to a positive constant, otherwise, w lm ¼ 0; w ll ¼ À P N l¼1;l6 ¼m w lm . The timevarying delay sðtÞ satisfies 0 sðtÞ s; _ sðtÞ l\1:
Assumption 1 The nonlinear function f i ðÁÞ satisfies the following sector-like condition
To estimate the concentrations of genetic oscillator containing mRNAs, proteins and chemical complexes, the following full-order filter is designed:
z l ðtÞ ¼ Hx l ðtÞ;
x l ðtÞ ¼û l ðtÞ; 8t 2 ½Às; 0;
wherex l ðtÞ 2 R n is the filter state vector of the lth genetic oscillator and A Fl ; B Fl are appropriately dimensioned filter matrices to be designed.ẑ l ðtÞ 2 R m is the estimate of the z l ðtÞ.
By using Kronecker product, systems (1) and (3) can be rewritten in the compact form:
AxðtÞ þ e Bf ðxðt À sðtÞÞÞ þ ðW GÞxðt À sðtÞÞ þ D 1 m 1 ðtÞ;
zðtÞ ¼ e HxðtÞ; xðtÞ ¼ uðtÞ; 8t 2 ½Às; 0;
:
x l ðtÞ ¼ u l ðtÞ; 8t 2 ½Às; 0; l ¼ 1; 2; . . .; N; 
Definition 2.1 Given a scalar c [ 0, the filtering error system (4) is said to be asymptotically stable with an H 1 performance c, if it is asymptotically stable with mðtÞ ¼ 0 and, under zero initial condition, it satisfies 1 N k zðtÞ k 2 ck mðtÞ k 2 , for any non-zero mðtÞ 2 L 2 ½0; 1Þ.
Main results
In this section, by constructing suitable Lyapunov-Krasovskii functional along with delay-decomposition approach, new set of delay-dependent sufficient stability conditions are derived for the filtering error system (4) with H 1 performance c.
Theorem 3.1 For given scalars s; l and positive integer d, the filtering error system (4) is asymptotically stable with an H 1 performance c for time-varying delay sðtÞ satisfying (2), if there exist positive definite matrices P; e Q; e R; e R h ; e S h and for any matrices e U h ðh ¼ 1; 2; . . .; dÞ with appropriate dimensions such that the following LMIs hold
where
Proof 
with P ¼ diagfI P 1 ; I P 2 g; e Q ¼ I Q; e R ¼ I R; e R h ¼ I R h ; e S h ¼ I S h and d ! 1 is the number of divisions of the interval ½Às; 0; d ¼ s=d is the length of the each subinterval and h varies from 1; 2; . . .; d.
Taking the time derivative of V(t, e(t)) along the trajectory of the system (4), we have 
Case 1: If 0 sðtÞ\s=d, then 
Case 2: If s=d sðtÞ\2s=d, then
Keðt À s=dÞ À Keðt À sðtÞÞ
Case 3: If 2s=d sðtÞ\3s=d, then
Keðt À 2s=dÞ À Keðt À sðtÞÞ
. . .
Case d:
If ðd À 1Þs=d sðtÞ s, then
Considering the Eqs. (8)- (11) for Case 1, we have _ Vðt; eðtÞÞ fðtÞ mðtÞ 
Now, we show that for Case 1, the filtering error system (4) with mðtÞ ¼ 0, is asymptotically stable. If mðtÞ ¼ 0, from (15), we obtain _ Vðt; eðtÞÞ f T ðtÞðN þ P 1 ÞfðtÞ:
From (5), we can conclude that N þ P 1 \0, which implies _ Vðt; eðtÞÞ\0. Thus, the filtering error system (4) with mðtÞ ¼ 0 is asymptotically stable.
For H 1 performance analysis of filtering error system (4) with non-zero mðtÞ, we define the following performance index
By Schur complement, for h=1, (5) is equivalent to X\0 and consequently, if (5) and (6) which means that 1 N k zðtÞ k 2 ck mðtÞ k 2 for any nonzero mðtÞ. Therefore, the filtering error system (4) is asymptotically stable with H 1 performance c. Hence the theorem holds for Case 1. Similarly, Theorem 3.1 holds for all other cases by considering Eqs. (12), (13), (14) for Case 2, Case 3, ..., Case d. This completes the proof.
h
Remark 1 It has been noted that, in the proof process of Theorem 3.1, by employing a more general delay decomposition approach and reciprocal convex technique, better conservative results are obtained in terms of LMIs without using any free-weighting matrix method and model transformation. The conservative reduction increases with increase in number of delay intervals.
Based on Theorem 3.1, the following theorem presents a solution to H 1 filter design for the filtering error system (4).
Theorem 3.2 For given scalars s; l and a positive integer d, the filtering error system (4) is asymptotically stable with an H 1 performance c for time-varying delay sðtÞ satisfying (2), if there exist positive definite matrices P 1 ; P 2 ; Q; R; R h ; S h , matrices A F ; B F and U h ðh ¼ 1; 2; . . .; dÞ with appropriate dimensions such that the following LMIs hold 
Further, the parameters of the desired filters are choosen as
Proof Substituting (4) and the values of P; e Q; e R; e R h ; e S h and e U h into (5) and (6), we obtain (16) and (17), in which the parameters are defined as ðI (16), (17) hold, the filter gain matrices are given by (18). This completes the proof. h
Numerical examples
In this section, the applicability of the proposed delay decomposition approach for H 1 filtering design is demonstrated by considering two numerical examples with simulation results for the coupled GONs (1).
Example 1 Consider the coupled GONs (1) By choosing the initial conditions x 1 ðtÞ ¼x 1 ðtÞ ¼ ½0:6; 0:6 T ; x 2 ðtÞ ¼x 2 ðtÞ ¼ ½0:8; 0:2 T ; x 3 ðtÞ ¼x 3 ðtÞ ¼ ½0:4; 0:8 T and the disturbance inputs m l1 ðtÞ ¼ sinðtÞe À2t ; m l2 ðtÞ ¼ sinðtÞe À4t , the simulation results for Example 1 are shown in Fig. 1 and 2. Figure 1 shows the state responses of three coupled GONs and its estimates. Figure 2 shows the estimation errors z l ðtÞ of three coupled GONs. The simulation results demonstrate that the designed filters are feasible and effective for the considered GONs. Furthermore, the maximum allowable upper bound (MAUB) values of s for various values of l are obtained in Table 1 by increasing the number of divisions of the delay interval d.
Remark 2 From Table 1 , it can be verified that, the maximum value of the upper bound s is obtained by dividing the delay interval into multiple equidistant subintervals. The improvement in the results are observed when d ! 2 compared to the case of d ¼ 1. This shows the effectiveness of utilizing delay decomposition approach to get possible conservative delay-dependent stability results for H 1 filtering analysis of GONs.
Example 2 An example for a mathematical model of biochemical oscillator has been discussed in (Goodwin 1965 ) based on a negative feedback loop. The mechanism of the single cell oscillatory behavior of genetic regulatory network is described by a set of differential equations (Alofi et al. 2015; Li and Lam 2011) : The single cell oscillator model described in (19) can be represented in the form of (1) by considering three coupled Goodwin oscillators with time-varying delays in the coupling term and disturbance inputs. Then, the matrices associated with system (1) can be defined as 
x 3 (t) Fig. 1 The state trajectories x l ðtÞ of three coupled GONs and its estimatesx l ðtÞ for Example 1 Figures 3, 4 and 5 illustrate the simulation results for Example 2 with random initial conditions. In particular, Fig. 3 shows the time evolution of mRNAs concentration x l1 ðtÞ, its estimatesx l1 ðtÞ and estimation errors z l1 ðtÞ. Figures 4 and 5 depict the concentrations of proteins and inhibitors, x l2 ðtÞ; x l3 ðtÞ, its estimatesx l2 ðtÞ;x l3 ðtÞ and estimation errors z l2 ðtÞ; z l3 ðtÞ for all coupled genetic oscillators l ¼ 1; 2; 3.
Conclusions
The problem of H 1 filtering for GONs with external disturbances and time-varying delays in nonlinear function as well as in coupling nodes has been investigated. In order to guarantee the existence of the H 1 filters, suitable Lyapunov-Krasovskii functional has employed combined with Kronecker product and delay decomposition approach. Further, less conservative sufficient stability conditions have been derived in terms of LMIs by using reciprocal convex combination lemma. Then the desired H 1 filters have been obtained by solving the appropriate LMIs by using Matlab LMI toolbox. Numerical examples have been provided to illustrate the practical importance and reduced conservatism of the proposed approach. In particular, a simple genetic network containing Goodwin oscillators has also been discussed.
