Each normal rational curve Γ in PG(n, F ) admits a group PΓL(Γ) of automorphic collineations. It is well known that for characteristic zero only the empty and the entire subspace are PΓL(Γ)-invariant. In case of characteristic p > 0 there may be further invariant subspaces. For #F ≥ n + 2, we give a construction of all PΓL(Γ)-invariant subspaces. It turns out that the corresponding lattice is totally ordered in special cases only.
Introduction
If the (commutative) ground field F of a projective space PG(n, F ) has characteristic zero, then only the trivial subspaces are fixed by the group PΓL(Γ) of automorphic collineations of a normal rational curve Γ. However, in case of non-zero characteristic there may be further PΓL(Γ)-invariant subspaces. A well known example is the intersecting point of the tangents of a conic, the so-called nucleus, in a projective plane of characteristic two.
In the present paper we show that every non-trivial PΓL(Γ)-invariant subspace is included in the nucleus of a normal rational curve, which is the intersection of all osculating hyperplanes. Our results are valid, if the ground field has sufficiently many elements (#F ≥ n+2). However, in case of a small ground field the problem is more complicated, since PΓL(Γ) needs not be isomorphic to PΓL(2, F ).
Note, that normal rational curves are just specific examples of Veronese varieties. In case of non-zero characteristic all Veronese varieties with empty nucleus have been determined independently by H. Timmermann [9] , [10] , A. Herzer [6] , and H. Karzel [8] . In [10] and [4] one can find an explicit formula for the dimension of the nucleus of a normal rational curve; in [3] this is generalized to arbitrary Veronese varieties. The term nucleus can be extended in the following way [4] : Define the intersection over all k-dimensional osculating subspaces of the curve Γ to be a k-nucleus. Obviously, these subspaces are further examples of PΓL(Γ)-invariant subspaces.
In the present paper we give a construction of all PΓL(Γ)-invariant subspaces of a normal rational curve Γ with the usual parametric representation Γ = {F (1, t, . . . , t n ) | t ∈ F ∪ {∞}}.
Note that ∞ yields the point F (0, . . . , 0, 1). We show that in case of #F ≥ n + 2 each PΓL(Γ)-invariant subspace U is spanned by points P λ (λ ∈ Λ) of the standard basis. In Theorem 2 we characterize those index sets Λ ⊂ {0, 1, . . . , n} which yield invariant subspaces in terms of two closure operators.
In Section 3 we give examples of non-trivial index sets Λ = Λ(I 1 , . . . , I L ; i, b). It turns out that their construction is closely related to Pascal's triangle modulo char F = p and, on the other hand, to the representation of the integer b := n + 1 in base p.
The lattice of all PΓL(Γ)-invariant subspaces is investigated in Section 4. We show that the invariant subspaces constructed in Section 3 are exactly the irreducible elements of the lattice.
Necessary and sufficient conditions
Let PG(n, F ) be the n-dimensional projective space on F n+1 , where n ≥ 2 and F is a (commutative) field with #F ≥ n + 2. In this section the characteristic (char F ) of the ground field is arbitrary.
We put PΓL(Γ) for the group of all collineations fixing the normal rational curve (1) as a set and PGL(Γ) for the subgroup of all projective collineations in PΓL(Γ). Due to #F ≥ n+2, PGL(Γ) and PGL(2, F ) are isomorphic transformation groups on Γ and PG(1, F ), respectively; cf. [5] and [7, [307] [308] .
The collineations induced by matrices of the form
where a ∈ F \ {0}, t ∈ F , generate the group PGL(2, F ), cf. [1, [320] [321] . So the projective collineations induced by matrices of the form
generate PGL(Γ).
The automorphic collineations arising from (2) form a subgroup G A of PΓL(Γ).
In an analogous manner the subgroup G C is the set of all collineations induced by matrices (4).
THEOREM 1 Let Γ be the normal rational curve (1) in PG(n, F ) and #F ≥ n + 2. A subspace U is G A -invariant if and only if U is spanned by points P λ (λ ∈ Λ) of the standard basis.
Proof. For all cases of char F we are able to find an element α ∈ F with the powers α 0 , α 1 , . . . , α n being mutually different. If char F = 0, the element α = 2 is appropriate. For char F = p > 0 we have to distinguish three possibilities. 1) For a finite field F = GF (q) the multiplicative group is cyclic with a generating element α. As #F ≥ n + 2, the powers α 0 , α 1 , . . . , α n are mutually different. 2) If #F = ∞ and GF (q) ⊂ F for q ≥ n + 2, the same argument holds. 3) Now let #F = ∞ and q ≤ n + 1 maximal, so that GF (q) ⊂ F . Each α ∈ F \ GF (q) is transcendental over F , because otherwise the field F (α) would have finite degree over F and q would not be maximal. Again, the powers α 0 , α 1 , . . . , α n are mutually different.
Now we investigate the collineation given by the matrix A α = diag (1, α 1 , . . . , α n ). As the eigenvalues are mutually different, exactly the points of the standard basis are fixed by the induced collineation. So, if U is spanned by base points, we certainly get G A (U) = U.
On the other hand, let the subspace U be G A -invariant. If dim U ∈ {−1, 0, n}, the assertion is either already shown or trivial. So, consider a k-dimensional (1 ≤ k ≤ n − 1) invariant subspace U and choose two hyperplanes H 1 and H 2 , spanned by points of the standard basis, such that Before we are able to characterize the subspaces U which are also G C -invariant, we need some preparations.
DEFINITION 1
Given char F and a non-negative integer n, then define for j ∈ N := {0, 1, . . .}:
Note, that Ω(∅) = ∅. As the sets Ω(j) are crucial for the rest of the paper, they have to be investigated thoroughly. If char F = 0, we get Ω(j) = {m ∈ N | j ≤ m ≤ n}. In case of characteristic p > 0, the following lemma of Lucas, cf. [2, 364] , is very helpful:
Here j σ and m σ are the digits of the representations of j and m in base p. Now, This gives rise to a half order F on N. We have
LEMMA 1 For fixed n and given char F the following antitonicity holds:
Here F is the above mentioned half order for char F = p, and the canonical half order " ≤ " in case of characteristic zero.
Proof. The case of char F = 0 is trivial, whereas the assertion in case of char F = p is a consequence of (5) and (7). 2 The mapping Ω is a closure operator on the set {0, 1, . . . , n}, because for arbitrary elements A and B of the power set of {0, 1, . . . , n} the following three conditions hold:
Now we characterize those G A -invariant subspaces that are also G C -invariant.
invariant if and only if the following condition holds:
If j ∈ Λ, we investigate the j-th column of a matrix (4) in the general case (t = 0). As U is spanned by base points, it is G C -invariant if and only if the condition
If U is PGL(Γ)-invariant, it has to be invariant under the collineation B in (3), which leads us to the next lemma.
invariant under the collineation B if and only if the following symmetry-condition holds:
Proof. This condition is an immediate consequence of the structure of the matrix B in (3). 2
In analogy to the operator Ω we may define another closure operator Σ, also called "the symmetry operator", on the power set of {0, 1, . . . , n}:
Now we are able to formulate the main theorem for invariant subspaces.
THEOREM 2 (main theorem)
If F has at least n + 2 elements, then the PΓL(Γ)-invariant subspaces can be characterized in the following way:
. . , n} is spanned by base points of the standard frame of reference.
The symmetry-condition
3. The set Λ has the closure property Ω(Λ) ⊂ Λ.
Proof. Note, that PGL(Γ) is generated by the 3 types of collineations induced by (2) , (3), and (4). Due to #F ≥ n + 2, we may apply Theorem 1, Lemma 2, and Lemma 3 to find out that the above theorem characterizes the PGL(Γ)-invariant subspaces. However, PGL(Γ) is a subgroup of PΓL(Γ) and each collineation κ ∈ PΓL(Γ) can be written as a product κ = κ 1 • κ 2 ; here κ 1 ∈ PGL(Γ) and κ 2 is fixing each point of the standard frame of reference. Thus each PGL(Γ)-invariant subspace is also κ 2 -invariant and therefore PΓL(Γ)-invariant. 2
REMARK 2
The trivial subspaces U = ∅ and U = P are certainly PΓL(Γ)-invariant and the corresponding trivial index sets are Λ = ∅ and Λ = {0, 1, . . . , n}.
We easily show that in case of char F = 0 these subspaces are the only ones:
Thus we are going to concentrate on the case char F > 0 for the rest of the paper. The main theorem enables us to decide for given dimension n, whether a given index set Λ represents a PΓL(Γ)-invariant subspace, or not. However, we aim at a construction of all appropriate sets Λ, which we are going to give in the following section.
Examples of invariant subspaces
Throughout this section the projective space PG(n, F ) has fixed dimension n and prime-number characteristic p = char F . For j ∈ {0, 1, . . . , n} the symmetric index n − j is written as j * . The representation of a non-negative integer b ∈ N in base p has the form
We are going to construct index sets Λ, for which the last two conditions of the main theorem hold. As Ω and Σ are both closure operators, suitable sets Λ can be created in the following way:
The starting point is a set J 0 := {j 0 }. Now compute Ω(J 0 ) and J 1 := Σ(Ω(J 0 )). If J 0 = J 1 we have found a suitable set Λ := J 1 . Otherwise, repeat the two operations from above to get J 2 and so on. As Ω and Σ are closure operators acting on a finite set, there exists an index α, so that J α+1 = J α and the construction is successful. We are going to follow up this idea later on; cf. Theorem 6.
Right now, our starting point are sets of the form Λ = σ Ω(σ) with the property Σ(Λ) = Λ. Later on we are able to show that these sets Λ are exactly those that we get by the above mentioned method.
Right at the beginning we have to give some definitions and notations: 
DEFINITION 2 Given an expansion of the form (11) we define the function
and for all α ∈ {1, 2, . . . , d − 1} the relation Proof. We have to investigate, if j * ∈ Λ for each index j ∈ Λ. The digits of j in base p satisfy:
For the symmetric index j * = n − j we get digits:
With these inequalities the assertion j * ∈ Ω (V (i, b) ) is shown. 
The digits of the symmetric index j * are:
However, the values V (i, b) are just the starting points for the construction of all invariant subspaces, and that is why further values V (I 1 , . . . , I L ; i, b) are defined. 
we define
For each I σ we have a system T (I σ ) of subsets:
The value t σ = −1 describes the empty set and
Now we check, if we can apply Definition 3 to ( 
if a set T α is empty, and so Definition 3 has to be modified in the following sense:
If there are empty sets T α , then ignore these sets and apply Definition 3 to the remaining tuple with only non-empty sets." 
THEOREM 4 For each
Proof. With T µ := T µ; tµ for all µ ∈ {1, 2, . . . , L}, we are going to choose j ∈ Ω(V (
Define j in terms of its digits in base p:
In case of t σ = −1 we simply omit the line j iσ = n iσ − 1, respectively j i 1 = n i 1 (if
For the symmetric index j * we get:
It is obvious that we have j
Theorem 4 tells us that starting with Ω(V (I 1 , . . . , I L ; i, b)), the smallest set which might pass the conditions of the main theorem is
taking the union over all L-tuples
In fact, these sets Λ(I 1 , . . . , I L ; i, b) meet the symmetry-condition of the main theorem. This will be proved by the help of the following two lemmas.
LEMMA 4 Let j be an element of
if and only if
exists for all µ ∈ {1, 2, . . . , L} and for α = 0, 1, . . . , k Y , then we would get the contradiction j ∈ Ω (V (I 1 , . . . , I Y −1 , ∅, I Y +1 , . . . , I L ; i, b) ). So the maximum ν µ exists for all indices. Now assume, that for Y ∈ {1, 2, . . . , L} we have
However, this results in j ∈ Ω (V (I 1 , . . . , 
Then the symmetric index j * has the same properties.
Proof. As the index j meets the conditions of the lemma, we have:
As a result we get j * α = n α − j α = p − 1 − j α with 0 ≤ α ≤ N 1 − 1, and for the other digits of j * the same inequalities are valid, as above. This gives
With the notations in Lemma 4 and fixed µ ∈ {1, 2, . . . , L} there are two possibilities: Either there is a "carry" in the addition
or there is not. It turns out, that in both cases we get
and with Lemma 4 we obtain the assertion.
2
With the aid of these two lemmas we are now able to formulate 
The lattice of the invariant subspaces
If we want to determine the lattice of all PΓL(Γ)-invariant subspaces, it is sufficient to characterize those "irreducible" elements, which cannot be written as a non-trivial sum of invariant subspaces. As the lattice has only finitely many elements, each "non-irreducible" subspace can be constructed as a sum of "irreducible" ones.
THEOREM 6 The subspaces of the form
are exactly the non-trivial irreducible invariant subspaces.
Proof. We are going to follow up the idea explained at the beginning of Section 3. For every index j in the set {0, 1, . . . , n} we construct the minimal index set Λ with Ω(Λ) = Λ and Σ(Λ) = Λ. If
the entire space, a trivial irreducible invariant subspace. Now take j with n j ≡ 0 (mod p) and define:
The index j with Having determined all irreducible invariant subspaces in the ambient space of a normal rational curve, it is a natural question to ask, in which cases the accompanying lattice is totally ordered. In conclusion we give according to char F = p the minimal dimension n, so that the lattice of PΓL(Γ)-invariant subspaces is not totally ordered:
1. p = 2: b = 1, 0, 1, 1 = 11, which means n = p 3 + p = p(p 2 + 1).
2. p ≥ 3: b = 1, 1, 1 , so n = p(p + 1).
