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ABSTRACT
This thesis summarizes my work on applying the ultrafast laser spectroscopy to the complex
solid state materials. It shows that the ultrafast laser pulse can coherently control the material
properties in the femtosecond time scale. And the ultrafast laser spectroscopy can be employed
as a dynamical method for revealing the fundamental physical problems in the complex material
systems.
1CHAPTER 1. INTRODUCTION
Spectroscopy is the study of the interaction between light and matter. The photo-excitation
triggers the transition between the quantized energy states, so that the information of the energy
levels can be obtained, and some of the material properties can be determined by their spectrum
features. Comparing with the traditional spectroscopy, the ultrafast laser spectroscopy, based
on the cutting-edge laser technique, opens a door to dynamically investigate the fundamental
interactions instead of the static response.
Fig. 1.1 shows the typical time scales of some of the basic interactions. As illustrated in the
figure, some of the important interactions happen in sub-nanoseconds or sub-picoseconds time
scale. To dynamically track the extremely fast interactions, one needs a ”camera” with very
high temporal resolution, and the ultrafast laser provides such a capability. Nowadays, even
the table-top ultrafast laser source can provide the laser with 10′s of femtoseconds (fs) pulse
duration, and state-of-art laser equipment can even generate the attoseconds or sub-attoseconds
pulse with the help of high-harmonic generation and accelerators.
Actually, what the ultrafast laser can provide is more than the extremely short pulse du-
ration (2; 3; 4). Due to the uncertainly principle, a temporally short pulse associated with a
broad bandwidth (e.g. a 100fs pulse provides a bandwidth of about 10 terahertz). The broad
bandwidth, on one hand leads to an more efficient spectroscopy, on the other hand provides a
relatively low coherent length which has been employed by the biomedical imaging technique
(such as optical coherent tomography (OCT), the low coherent length leads to a high spatial
resolution). (1)
The high peak power is another fancy feature of the ultrafast laser pulse. An femtosecond
laser with the average power of Watt exhibits a peak power up to the petawatt level (1015W ).
Due to the high peak power, the ultrafast laser pulse can efficiently drive the sample to a highly
2Figure 1.1 Typical time scale of some of the basic interactions
non-equilibrium state almost instantaneously. Such a scheme provides an opportunity to study
the coherent dynamics in non-adiabatic regime far beyond the conventional thermal-equilibrium
picture under the perturbation treatment. The correlation mechanism of the material system
could be greatly affected during such process, thus the ultra-high speed control of the mate-
rial properties could become possible. The high peak power also makes the ultrafast laser a
sophisticated sculptor for material processing. The heat diffusion during the processing can
be dramatically reduced by the short pulse duration and the high peak fluence, which makes
the operation(e.g. cutting or drilling) more precise and more clean. Thus the femtosecond
laser processing has been widely used in the field of micro-fabrication, semiconductor industry
and biomedical applications.The high peak power also leads to an efficient nonlinear optical
process so that the spectrum range of the ultrafast laser can be greatly enriched its spectrum
range. The harmonic generation provides the ultraviolet (UV) and visible (VIS) spectrum, the
near-infrared (NIR), mid-infrared (MIR) and terahertz (THz) spectrum can be generated by
the optical parametric generation and the optical rectification. Plus, ultrafast X-ray radiation
can be generated by high harmonic generation, which makes the ultrafast spectroscopy an
even more powerful tool to study intrinsic material properties. Nowadays, the ultrafast spec-
troscopy has been widely used in various of physical, chemical and biological material systems.
3(5; 6; 2; 3; 4; 7)
For ultrafast studies in physics, early researchers applied the ultrafast spectroscopy to the
semiconductor and their nanostructures demanded by industrial application (8). Many ultrafast
spectroscopy techniques that are commonly used in solid state physics have been developed,
e.g. pump-probe spectroscopy, four-wave-mixing spectroscopy, ultrafast luminescence, and
Terahertz spectroscopy. Through the extensive ultrafast studies, people understand more about
the dynamics of free-carriers, excitons, and phonons in coherent and incoherent regimes, which
greatly enriched knowledge about the semiconductor. Many of the pioneering works have
become the textbook cases, and these ultrafast researches brought the prosperity of the ultrafast
spectroscopy in condensed matter materials. Nowadays, the ultrafast spectroscopy has been
applied to various condensed matter systems. It has become a powerful tool for understanding
the fundamental physical interactions and exploring the novel physical phenomena in both
traditional solid state systems and newly-established materials.
However, featured with such fancy advantages, the ultrafast spectroscopy has its own draw-
backs comparing with many static techniques. Due to the slow detection speed of electronic
and magnetic methods, the high time-resolution of ultrafast spectroscopy is obtained via the
self-correlation-type detection scheme, in which the ultrafast system response is detected by
the ultrafast laser pulse itself. Thus, the optical responses including the transmission, the
reflection, or the emission are normally detected. However, those are typically not direct mea-
surements of the intrinsic physical parameters, e.g. resistivity, lattice constant, magnetization,
heat capacity, etc. Therefore, much effort needs to be made to understand the physics behind
the data. Better probing methods have always been developing, e.g. the ultrafast X-ray, which
can directly detect some of the intrinsic features. However, most of the X-ray light sources are
based on the more complicated equipments, and they have their own problems of low photon
density, signal fluctuation, and low time-resolution. But, still, a better light source is indeed a
trend to push the field forward.
Nowadays, due to the high commercialization of ultrafast lasers, the table-top femtosecond
laser with steady operation and Watt-level average power can be purchased at a decent price,
and the laser companies also offer strong technical support. Thus, it is no longer difficult to
4build an ultrafast laser spectroscopy setup in a lab. However, the challenges for the ultrafast
spectroscopy are not only the sophisticated experimental design and operation, but also a clear
physical pictures and a deep understanding of the physical meaning of the measurement. In
recent years, ultrafast laser spectroscopy has been employed to explore the physics of novel
materials, many unconventional phenomena and ground-breaking results have been reported.
To obtain a solid conclusion from the complex phenomena as well as to make contributions to
the field of physics, a deeper understanding of the physical problems and the rigorous scientific
spirit are particularly required. Thus, in our research, a lot of efforts have been made on
designing various kinds of controlled experiments. And, we also have a very strong support
from theoreticians who provide theoretical explanation for our experimental results.
In this thesis, I am going to introduce our work about using ultrafast laser spectroscopy to
study the fundamental interactions of unconventional solid state systems as well as to control
the material properties at the ultrashort time scale. It is organized as follows:
In Chapter 2, I am going to introduce the ultrafast spectroscopy technique. First, I will
give a brief introduction to the laser sources that have been used in my research. Then I will
focus on the detailed performance of the ultrafast pump-probe experiment. I will introduce the
whole experimental setup that I built for various pump-probe measurements. And some of the
key points for the ultrafast laser source performance and maintenance will also be addressed.
The sample preparation, the low-temperature system, the detailed experimental procedure of
optical alignment, and data collection will be introduced afterwards. For the detailed sample
polishing procedure, please refer to Appendix A.
In Chapter 3, I will introduce my work of the ultrafast carrier dynamics in graphene. Ap-
plying ultrafast pump-probe technique to the monolayer expitaxial graphene, we discovered a
femtosecond population inversion and broadband stimulated emission. And our experimental-
theory comparison reveals a crossover from a hot and dilute Maxwell-BoItzmann gas to a
degenerate population inverted quantum system enforced by the increase of the photoexcita-
tion. Probing the photoinduced differential reflectivity via the smaller energy photons than the
pump pulse, we observed a negative absorption optical gain persists on the scale of 100′s of fem-
toseconds in a broad spectrum range under strong photoexcitation. Due to the unique physical
5properties of graphene, the photoinduced carriers relax much faster than the normal semicon-
ductor and their nanostructures. A quasi-thermal distribution builds up instantaneously after
photoexcitation (∼ 10′s of femtosecond), such population inversion can access a much broader
energy range than in the bulk semiconductors. Our study unveiled the carrier dynamics of
graphene in a highly nonlinear region, and such ultrafast broadband population inversion phe-
nomena proposed the possiblities to explore the application of graphene as a noval photonics
material, e.g. broadband lasing materials, extremely fast modulators, high threshold absorber,
etc.
In Chapter 4, I will report our work about the femtosecond magnetic switching and associ-
ated quasi-particle relaxation. Using ultrafast NIR/UV pump-probe technique, we observed a
femtosecond all-optical switching of magnetism (antiferromagnetic to ferromagnetic) in colos-
sal magneto-resistive materials - a huge temperature-dependent magnetization develops during
nonlinear coherent photoexcitation with a pump-fluence-threshold behavior absent in the op-
tical conductivity measurement or in picosecond or longer time scales. Such a non-equilibrium
manganites phase transition is mediated by the quantum spin fluctuation and coherent inter-
atomic charge transfer by photoexcitation. Together with the carrier relaxation dynamics
measurement, we observed a strong correlation between spin and charge excitations in 100′s of
femtoseconds as a function of excitation fluence. This suggests a coexistence of local polaronic
carriers with photoinduced mobile carriers: quasi-particles of electrons dressed by quantum-spin
fluctuations. Our work provides more understanding of the elementary excitation of a strongly
correlated system in a highly non-quilibirum, coherent region. From a practical point of view,
revealing such sub-picosecond magnetic switching and electronic dynamics will help to push
the speed-limit of the information processing, communication and storage device industries.
In Chapter 5, I introduce our ultrafast studies of iron-pnictide, it is an example that the
ultrafast pump-probe technique is used as an advanced tool to answer some fundamental ques-
tions of condensed matter physics. Many of the iron pnictides have strongly anisotropic normal-
state characteristics, important for the exotic magnetic and superconducting behaviour these
materials exhibit. Yet the origin of the observed anisotropy is unclear. Electronically-driven
nematicity has been suggested, but distinguishing this as an independent degree of freedom
6from magnetic and structural orders is difficult as these couple together to break the same
tetragonal symmetry. Here we use time-resolved polarimetry to reveal critical fluctuations of
nematic correlation in unstrained Ba(Fe1−xCox)2As2. The femtosecond anisotropic response,
which arises from the two-fold in-plane anisotropy of the refractive index, displays a charac-
teristic two-step recovery absent in the isotropic response. The fast recovery appears only in
the magnetically ordered state, whereas the slow one persists in the paramagnetic phase with
a critical divergence approaching the structural transition temperature. The dynamics also
reveal a gigantic magnetoelastic coupling that far exceeds electron-spin and electron-phonon
couplings, opposite to conventional magnetic metals.
Charpter 6 is the summary of the thesis.
I also list some detailed procedures of sample polishing, data analysis and theoretical cal-
culations in the Appendix.
7CHAPTER 2. ULTRAFAST SPECTROSCOPY
This chapter will be started with a brief introduction to the principles of the ultrafast laser.
Then I will answer two key questions: ”what is ultrafast spectroscopy”, and ”what do we
measure in the ultrafast spectroscopy experiments”. Then I will provide some details of the ul-
trafast pump-probe experiment performance, including the pump-probe ultrafast spectroscopy
setup, performance and maintenance of the ultrafast lasers. Finally, I will show the detailed
procedure of optical alignment, measurement, data collection, and also the sample preparation.
2.1 Introduction to Ultrafast Laser
In this section, I will briefly introduce the principles of the ultrafast laser, including the
basic idea of laser, mode-locking, and ultra-short pulse generation methods. The content of
this section closely follows several ultrafast laser text books including Ref (2),Ref (3), Ref (11),
and Ref (4).
2.1.1 A brief review of laser
The word ”laser” stands for ”light amplification by stimulated emission of radiation”. A
laser emits light based on the optical amplified stimulated emission of electromagnetic radiation.
The key difference between the laser and other light sources is the coherent emission.
A typical laser consists a gain medium and a cavity. A typical laser system - a ring laser
is illustrated in Fig.2.1. Inside the gain medium, population inversion is built via external
pumping, e.g. optical pumping which is often used in the ultra-short pulse generation, electrical
discharge for gas laser, and current injection for semiconductor laser diodes. The gain medium
coherently amplifies the light passing through it so that the intensity of the light increases.
The design of the cavity maintains the multiple trips of the light through the gain medium
8and also the steady-state operation. Under the steady-state operation, the electric field has
to be exactly the same after a round trip through the cavity, so that two conditions must be
satisfied: the gain condition, in which the gain balances the loss after a round trip; and the
phase condition, the phase shift after a round trip has to be an integer number times 2pi, which
is 2ωl/c = 2npi, in which ω is the angular frequency of the electric field, l is the optical path
length of the cavity. The above expression also defines the longitudinal modes of the cavity
fn = nc/2l, and the mode spacing ∆f = c/2l.
Figure 2.1 A ring laser cavity
2.1.2 The basic idea of ultra-short pulses generation
Depending on the gain mediums and the cavity designs, the laser can operate in multiple-
mode and single-mode conditions. Although the single mode operation provides the well-
known monochromaticity of the laser, to achieve ultra-short pulse, a broad spectrum generated
from the multiple-mode operation is needed. The key idea of the short pulse generation is to
synchronize all the longitudinal modes so that they have a stable relative phase. Such that a
constructive interference gives rise to a sharp spike in the time domain.
Assuming the electric field for a multiple-mode laser can be written as:
E(x, t) = Re
{∑
n
Ene
i(ωnt−knx+φn)
}
(2.1)
where assuming the light propagates in x direction, En is the electric field of the nth modes,
ωn is the angular momentum of the nth modes, which is ωn = ω0 + n∆ω = ω0 + 2mpic/l, kn
9is the correspondent wave number, φn is the phase of the nth modes, and l is the round trip
distance of the cavity.
Assuming all modes have the same amplitude En = E0 and the identical phase φn = 0,
equation 2.1 can be rewritten as
E(x, t) = Re
E0eiω0(t−x/c)
(M−1)/2∑
−(M−1)/2
Ene
i[n∆ω(t−x/c)]
 (2.2)
which is the optical carrier eiω0(t−x/c) times a complex envelope function.
Using the summation formula, equation 2.2 can be further simplified as
E(x, t) = Re
{
E0e
iω0(t−x/c) sin(M∆ω/2)(t− x/c)
sin(∆ω/2)(t− x/c)
}
(2.3)
Thus the laser intensity I can be expressed as |E(x, t)|2, which is:
I(t) ∼ |E0|2 sin
2(M∆ωt/2)
sin2(∆ωt/2)
(2.4)
The result of equation 2.4 is shown in Fig.2.2 (a). It shows that the mode-locked laser output
consists of a periodic sequence of pulses. It can be shown through equation 2.4 that the period
is 1/∆f = l/c, the pulse duration is about 1/M∆f which is the periodicity divided by the
mode numbers, and the peak intensity is proportional to M2|E0|2. On the other hand, as
shown in Fig.2.2 (b), the sum of the non-mode-locked modes is about M |E0|2. Because of the
randomization of the phase, it exhibits fluctuations while the correlation time is still about
1/M∆f .
To realize the mode-locking, it is essential to introduce modulation elements into the laser
system to control the phase of the cavity modes as well as to maintain the stable operation.
In the following sections, several most widely used modulations and the correspondent mode-
locking methods will be introduced.
2.1.3 Active mode-locking
Active mode-locking is one of the earliest mode-locking technique, in which an external
driven modulator at the frequency of ωn = 2pi/T is inserted into the cavity to tune the intra-
cavity loss, where T is the round-trip time, and ωn = 2pi/T corresponds to the spacing of the
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Figure 2.2 (a) Output of a mode-locked laser (b) Output of random phase laser modes. (Re-
generated from Ref. (2))
longitudinal modes. The modulator acts like a periodic shutter, and one would expect the
appearance of the short pulse at the position of the maximum transmission with a period of T .
Assuming a Gaussian pulse of
E(t) = Re
{
a(t)eiω0t
}
(2.5)
where a(t) = E0e
−Γt2 stands for the envelope function and Γ is the pulse-width parameter, and
transforming it into the frequency domain, we obtain
E(t) =
1
2
[A(ω − ω0 +A∗(−ω − ω0))] (2.6)
and
A(ω) = E0(pi/Γ)
1/2e−ω
2/4Γ (2.7)
There are three main elements in an actively mode-locked laser: a cavity, a gain, and a loss
modulator. The effects of them can be expressed as multiplicative factors to the equation 2.7.
The cavity introduces loss and a round-trip delay. The cavity loss factor can be expressed as
e−l, which does not include the loss of the modulator. The round-trip time delay factor can
be written as e−iωL/c, where L = la + n
′
glg + n
′
mlm is the round-trip optical path length, la, lg
and lm are the physical lengths of the air, gain medium, and modulator, and n
′
g and n
′
m are
the real part refractive index of the gain medium and the modulator.
Assuming a homogeneously broadened gain medium with a finite optical bandwidth ωG,
the ωG limits the shortening of the pulse. And we consider the case that the gain medium
11
relaxation time is much longer than the pulse repetition, in other words, the gain medium is
only sensitive to the average laser power, such that the gain is considered as constant for a
single laser pulse. Thus, the gain medium factor can be expressed as
exp
[
g
1 + 2i[(ω − ω0)/ωG]
]
(2.8)
the above expression corresponds to the Lorentzian line-shape of a homogeneously broadened
medium, and g is the saturated gain, ω0 is the gain bandwidth.
Assuming the pulse has a narrow bandwidth compared to the gain bandwidth, so that
(ω − ω0)/ωG is a small value. With a 2nd-order Taylor series expansion, equation 2.8 can be
expressed as
exp
[
g
(
1− 2i(ω − ω0)/ωG − 4(ω − ω0)2/ω2G
)]
(2.9)
Adding all the multiplicative factors of the cavity and gain medium into the frequency
domain envelop function, assuming the pulse width per pass through the gain medium is small,
and Fourier-transforming it back into the time domain, we obtain
a(t) = E0e
g−l(
Γ
′
Γ
)1/2e−Γ
′
[t−(L/c+2g/ωG)]2 (2.10)
where Γ
′ ≈ Γ− 16gΓ2
ω2G
The contribution of the loss modulator can be expressed as a periodic transmission function
Λ(t) = e−∆m(1−cos(ωmt)) (2.11)
where ωm = 2pi/T , and ∆m is the modulation depth. Assuming the pulse is much shorter than
the modulation period and it is centered near the modulator transmission peak, cosωmt ≈
1− ω2m(t− T )2/2.
Now taking into account the cavity, the gain and the loss modulator by adding those
multiplicative equations to the envelop function, we obtain:
a(t) = E0e
g−l
(
Γ
′
Γ
)1/2
e−Γ
′′
(t−T )2 (2.12)
where
Γ
′′
= Γ− 16gΓ
2
ω2G
+ ω2m(t− T )2/2 (2.13)
12
which indicates that the gain broadens the pulse duration while the modulator competes with
the gain and minimizes the pulse duration.
To achieve steady-state operation, equation 2.12 must be identical to equation 2.5, so that
we have
Γ
′′
= Γ (2.14)
and
(Γ
′
/Γ)1/2eg−l = 1 (2.15)
Equation 2.14 indicates a stable pulse duration which gives rise to
16gΓ2
ω2G
= ω2m(t− T )2/2 (2.16)
and we can solve the pulse-width parameter Γ as:
Γ =
1
4
√
2
(
∆m
g
)1/2
ωmωG (2.17)
Expressing it in terms of the full width at half maximum of the intensity, we have
∆t = 2
(
ln2
2Γ
)1/2
= 27/4
√
ln2
(
g
∆m
)1/4
(ωmωG)
−1/2 (2.18)
And equation 2.15 describes the gain condition that the peak saturation gain should be slightly
higher than the loss to balance the modulator loss.
2.1.4 Passive mode-locking
Although the active mode-locking has been widely used in the early days of the ultra-short
pulse generation, people realized that it has certain drawbacks: first of all, the active mode-
locking method is not effective for short pulse, thus it is limited to the longer pulse generation;
and it is not easy to preciously match the modulator with the cavity length, a mismatch will
cause a strong timing jitter or even chaotic behaviors.
To overcome the disadvantages of the active mode-locking, passive mode-locking method
has been invented. In the passive mode-locking method, the modulation of the loss can be
achieved by a nonlinear optical element, the loss of which is a function of the pulse intensity,
thus the modulation is automatically synchronized with the laser pulse. The commonly used
13
nonlinear optical element is the saturable absorber, the optical absorption of which decreases
with the increase of the laser intensity. The passive mode-locking methods have been employed
to generate the first sub-100fs laser pulse in the dye laser. It is interesting to see that although
the relaxation of the medium is to the order of nanosecond, the competition of the time-
dependent loss and gain leads to the generation of a much much shorter pulse.
In a typical passive mode-locked cavity, there are three main elements: a cavity which
provide loss and timing delay, a time-dependent loss, and time-dependent gain.
The multiplicative factor of the cavity is
e−l0e−(ω−ω0)
2/ω2c (2.19)
where l0 is the linear time-dependent cavity loss, ωc is the finite bandwidth of the cavity.
Assuming the mode-locked spectrum is narrower than the cavity bandwidth, e−(ω−ω0)2/ω2c term
can be expanded by the 1st-order Taylor expansion as 1 − l0 − (ω − ω0)2/ω2c . Following the
same procedure in the last section by Fourier transforming the cavity contributions into time
domain and adding the multiplicative factors of the time-dependent loss l(t) and that of the
time-dependent gain g(t), we obtain the envelop function after the round trip:
a
′′
=
(
1− l0 − l(t) + g(t) + 1
ω2c
d2
dt2
)
a(t) (2.20)
where a(t) is the initial envelop function.
Using the steady-pulse condition and considering a time shift δT due to the nonlinear optical
elements, we have
a
′′
(t) ≈ a(t) + da
dt
δT (2.21)
which is:
1
ω2c
d2a(t)
dt2
+ [g(t)− l(t)− l0]a(t)− δT da(t)
dt
= 0 (2.22)
The above equation is called Haus’s master equation for mode-locking, and the key assumption
of it is that the change of the pulse through each element is small so that it can be approximated
by the leading term of Taylor expansion.
Then let’s consider the saturable absorber. A four level system is illustrated in Fig. 2.3.
The 1 to 2 transition is in resonance with the laser pulse. The 2 to 3 and 4 to 1 relaxation
14
are considered to be very fast. The 3 to 4 transition time is τA. The absorption strength is
proportional to the population difference between 1 and 2 levels N1 − N2. Assuming N2 ≈
N4 ≈ 0 and the total density of absorber NA = N1 +N3, we can simplify the rate equation as
∂N1
∂t
=
NA −N1
τA
− |a(t)|
2N1
PAτA
(2.23)
where PA = ~ω0AA/ωAτA is the absorber saturation power. |a(t)|2 is the normalized pulse
power, ωA is the 1 to 2 absorption cross section, and AA is the beam cross-section area. We can
obtain the time-dependent loss with the assumption of a small loss per pass: l(t) = ωAN1(t)la/2,
and la is the length of the absorber.
Comparing the mode-locked pulse width tp with the τA, one can distinguish the absorbers
into two categories: the fast saturable absorber (tp  τA), and the slow saturable absorber
(tp  τA).
For the fast saturable absorber,
N1(t) =
NA
1 + |a(t)|2/PA (2.24)
Thus l(t) varies rapidly with the envelop function a(t), and the absorption decreases under
higher laser power. However, the fast saturable absorber is not as widely used as the slow
saturable absorber, one reason could be that it is hard to find an absorber which is considered
to be much faster than the femtosecond pulse. So in this section, I will only introduce the
passive mode-locking using slow saturable absorbers. However, behavior of the fast saturable
absorber provides background to the discussion about the mode-locking methods in the solid
state lase system in the following sections.
For the slow saturable absorber, by solving the rate equation, the N1(t) can be expressed
as
N1(t) = NA +
(
N i1e
−U/UA −NAe−t/TA
)
(2.25)
where N i1 is the level 1 absorber population before the laser pulse, U is the total power of the
laser pulse, and UA = PAτA is the absorber saturation energy.
For the gain medium, we use the same four-level model, but the laser pulse is in resonance
with the 3 to 4 transition, and a pump drives the 1 to 2 transition. Following the similar
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analysis procedure, and only considering the slow saturable gain condition (tp  τG) (which
is the only one of practical importance for the discussion of this section), the gain can be
expressed as
g(t) =
(
gie−U/UG − g0
)
e−t/τG + g0 (2.26)
where gi is the saturable gain before the laser pulse, UG = PGτG, and g0 is the small-signal
gain.
Figure 2.3 Illustration of a four level atomic system
For the passive mode-locking, what matters is the behavior of the time-dependent net gain
gT (t) = g(t) − l(t) − l0. To generate the ultra-short laser pulse, the net gain must be positive
in the center of the pulse while be negative before and after the pulse. For the slow saturable
absorber, the loss function l(t) can be written as
l(t) = l(i)e−U(t)/UA (2.27)
and the initial saturable loss l(i) is
l(i) = l
(0)
sat + (l
(i)e−U/UA − l(0)sat)e−T/τA (2.28)
where l
(0)
sat is the small signal value of the loss.
Similarly, the time-dependent gain g(t) also follows the relation of
g(t) = g(i)e−U(t)/UG (2.29)
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and the initial gain g(i) is
g(i) = g0 + (l
(i)e−U/UG − g0)e−T/τG (2.30)
Thus, before and after the pulse, the gT (t) must be negative so that
g(i) < l0 + l
(i) (2.31)
g(i)e−U/UG < l0 + l0sate
U/UA (2.32)
To self-start the laser, the small signal net gain must be positive, which is
g0 > l0 + l
0
sat (2.33)
To maintain a positive gain during the pulse, the absorber has to saturate before the gain, with
Taylor expansion of the loss and gain expression, we obtain
g(i)
UG
<
l
(0)
sat
UA
(2.34)
Fig. 2.4 shows the pulse shortening mechanism through the saturable absober and gain.
The net gain is positive in the center of the pulse but negative for the wings.
By solving the Haus’s master equation for mode-locking with the above expression of the
time-dependent loss and gain, we can obtain the envelop function a(t) with the form of est in
the wings of the pulse which shows a exponential decay, and the pulse shape can be expressed
as
a(t) = a0sech(t/tp) (2.35)
2.1.5 Mode-locking in solid state laser systems
The development of the ultrafast laser has been greatly accelerated since the discovery of
solid state lasers in 1990s. Thanks to the innovation of the lasing medium and mode-locking
techniques, new types of ultrafast lasers with broader spectrum range, shorter pulse duration,
higher efficiency, and better stability have been proposed and commercialized, which greatly
enhanced the application of the ultrafast laser in various fields.
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Figure 2.4 Illustration of the pulse shortening process through a saturable absorber and gain.
(Regenerated from Ref. (3)))
The mode-locking methods for the solid state lasers are mostly based on the nonlinear
refractive index, which is the optical Kerr effect. Such effect is usually expressed as
n = n0 + n2I(t) (2.36)
where I(t) is the pulse intensity, it is proportional to the |a(t)|2. n0 is the linear refractive
index. n2 is the nonlinear term which is positive for most of the laser materials, so that the
higher intensity part of the laser experience a higher refractive index. The time scale of the
Kerr effect is considered to be very fast ∼ 1-2 fs.
Similarly to the fast saturable absorber, the time-dependent loss can be estimated by the
Taylor expansion of equation 2.24 ≈ l−γ|a(t)|2, where l is the time-independent loss term, and
γ is the self-amplitude modulation (SAM) coefficient. The origin of the SAM is the nonlinear
phase shift given as self-phase modulation (SPM). The time-dependent phase shift per pass
can be expressed as
a
′
(t) = ei∆φ(t)a(t) ≈ (1 + i∆φ(t))a(t) (2.37)
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and the SPM coefficient δ is defined as ∆φ(t) ≈ |a(t)|2. The SPM effect gives rise to the
time-dependent frequency, which creates blue shifts on the trialling edge and red shifts on the
front edge of the pulses.
2.1.5.1 Additive pulse mode-locking
One of the first mode-locking methods based on the Kerr effect is the additive pulse mode-
locking. The key idea of it is that through the interference between two coupled cavities, the
self-phase modulation can be converted to the amplitude modulation. As shown in Fig. 2.5,
the laser consists two cavities, a main cavity with a gain medium and an auxiliary cavity with
a SPM modulation. These two cavity is coupled via a partial reflector (with the reflective
coefficient r). The SPM modulates the interference between the pulses of the main and the
auxiliary cavity via tuning the relative phase, so that the self-amplitude modulation can be
achieved.
Figure 2.5 Scheme of additive pulse mode-locking
To understand the operation of the additive pulse mode-locking, the pulse after a round-trip
through the auxiliary cavity can be expressed as a2 = ηb2e
−iφ following the drawing in the Fig.
2.5. η is the amplitude transmission factor of the auxiliary cavity. φ is the phase shift due to
the auxiliary cavity. It can be expressed as the sum of a constant phase bias of the cavity φb
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and a nonlinear phase shift
Φ =
4pin2|a(t)|2Lf
λAeff
(2.38)
where Lf is the effective length and area of the Kerr effect.
So that the reflection coefficient Γ = b1/a1 of the main cavity can be written as
Γ =
b1
a1
=
r + ηe−iφ
1 + ηre−iφ
(2.39)
Assuming a small η and a small nonlinear phase shift Φ, the above expression can be approxi-
mated as
Γ = r + η(1− r2)e−iφb(1− iΦ) (2.40)
Thus, the self-amplitude modulation can be obtained via the scheme of two coupled cavities,
and the relative length of the of the cavities can be tuned to vary the SAM and SPM coefficients.
2.1.5.2 Kerr lens mode-locking
Another important mode-locking method of the solid-state laser is the Kerr lens mode-
locking, it is actually the most practical method that has been used in the sub-100-fs pulse
generation. Such method has been successfully used in lasers with titanium-doped sapphire
(Ti: sapphire) as the gain medium. Due to the broadband spectrum tunability, higher output
power and better beam quality, many most widely used solid-state ultrafast lasers are based on
Ti: sapphire. And the ultrafast laser sources that involved in my research are all based on Ti:
sapphire. As shown in Fig. 2.6 (regenerated from Ref (10)), the gain medium - Ti: sapphire
- has a broad absorption range from 400nm to 600nm and emission from 600nm to more than
1000nm.(10) However, the blue end of the actually spectrum range is narrowed to 670nm due
to the absorption / emission band overlapping and the effects from coating, cavity loss, pump
power and pump modes. Generally speaking, the nonlinear refractive index leads to the
self-focusing of the laser beam, the stronger the pulse is, the tighter it focuses. For the scheme
of a hard aperture, which is an aperture after the Kerr medium, the wings of the pulse will be
chopped, so the pulse will be shortened. For the soft aperture scheme, the gain medium itself
acts as a Kerr medium and an aperture, because the gain is modified via the laser pulse. In this
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Figure 2.6 Absorption and emission spectrum of Ti:sapphire
section, I will introduce the key principles of the Kerr lensing mode-locking, and the analysis
will closely follow the one in the reference (11).
The paraxial laser beam in the cavity can be expressed as a Gaussian beam
U(r, z) =
U0
q(z)
e−ikr
2/2q(z) (2.41)
where q(z) is a complex parameter which is defined as 1/q(z) = 1/R(z) − iλ/piω2(z). ω(z) is
the beam radius, at the beam waist, the w(z) has its minimum value ω0 R(z) is the radius of
the phase front curvature, at the beam waist, R = ∞, which corresponds to the plane wave.
Assuming the beam waist is located at z = 0, we have
ω(z) = ω0
[
1 + (λz/piω20)
2
]1/2
(2.42)
R(z) = z
[
1 + (piω20/λz)
2
]
(2.43)
The purpose of defining the complex parameter q(z) is to simplify the calculation of the Gaus-
sian pulse propagation. Assuming the q-parameter of the input and output of an optical system
are q1 and q2, they can be related as
q2 =
Aq1 +B
Cq1 +D
(2.44)
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where the A, B, C, and D are the matrix parameters of the optical elements.
One of the key issues of the laser operation is the stability of the laser cavity, we will start
our discussion from a relatively simple scheme - a two-mirror resonator. As illustrated in Fig.
2.7, such a two-mirror resonator consists of a mirror centered at M2 with the radii R1 and a
mirror centered at M1 with the radii R2. The ABCD matices can be obtained with the trick
of unfolding, which is
M =
 A B
C D
 =
 2g1g2 − 1 2g2L
2g1(g1g2 − 1)/L 2g1g2 − 1
 (2.45)
where gi = 1− L/Ri.
Figure 2.7 A two-mirror resonator. (Regenerated from Ref. (11).
A stable resonator implies that the eigenvalues of the M matrix are less than one. And due
to the lossless resonator assumption, det|M | = 1, the magnitude of the eigenvalues have to be
one. By solving the eigenvalue equation of
det|M − λ| = 0 (2.46)
, we have the condition for the stable resonator written as
0 ≤ g1g2 ≤ 1 (2.47)
Fig. 2.8 shows the basic configuration of Ti:sapphire mode-locked laser cavity. The prism
pairs are used to compensate the group velocity dispersion for fs performance. The gain medium
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is placed in a four-mirror resonator, which can be transformed to an equivalent two-mirror res-
onator as we discussed above. The Ti:sapphire crystal has been specially cut to the Brewster’s
angle. And the astigmatism generated by the crystal can be compensated by the astigmatism
generated by the oblique incidence of the curved mirrors.
Figure 2.8 Configuration of Kerr lens mode-locking Ti:sapphire laser (regenerated from Ref.
(9) )
As shown in equation 2.36, the index is a function of the pulse intensity I. For a Gaussian
pulse, the intensity can be expressed as
I(r) = |U(r)|2 = 2P
piω2
e−2(r/ω)
2
(2.48)
whereP is the peak power.
In the beam center, the index n can be approximated as
n(r) = n
′
0(1− γ2r2/2) (2.49)
where n
′
0 = n0 + 2n2P/piω
2, and γ =
√
8n2P/n
′
0pi/ω
2 The above thin parabolic index medium
can be treated as a thin lens, and its ABCD matrix can be written as
M =
 cosγt 1n′0γ sinγt
−n′0γsinγt cosγt
 (2.50)
where t is the thickness of the medium.
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Considering the Kerr medium is cut in Brewster’s angle, the beam size of the tangential
and sagittal plane are different:
ωs = ω (2.51)
ωt = ωn
′
0 (2.52)
To obtain the beam waist of the steady state laser pulse, one can start from the matrix of the
Kerr medium, a new cavity mode can be calculated, and thus a new cavity propagation matrix
with a given peak power P . A stable solution can be obtained by repeating such procedure till
the change becomes negligible.
Figure 2.9 Pulse width versus the width of the hard aperture of Kerr lensing mode-locking
(regenerated from (3))
For the soft-aperture Kerr lensing mode-locking, the gain of the medium is effected by the
pump as well as the laser mode:
g ∼
ˆ ∞
0
N(r) ∗NP (r)dr (2.53)
where N(r) and NP (r) are the radial photon distribution and population inversion of the laser,
which are proportional to the intensities of the pump and the laser. So that we can express the
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gain as a function of the pump and laser beam cross section
g ∼ (AP +AL)−1 (2.54)
Assuming the pump beam focuses much tighter in the gain medium, the Kerr lensing effect
gives rise to a shrinkage of the laser mode, so that the gain increases.
For the Hard-aperture Kerr lensing mode-locking, a real aperture that slightly cuts the
beam is placed on one arm of the resonator. The Kerr lensing effect leads to a shrinkage of
the beam spot size at the aperture position so that the lower intensity part experience higher
loss than the high intensity part. As shown in Fig. 2.9, as decreasing the aperture width, the
mode-locked part experiences lower and lower loss, so that the continuous wave is gradually
converted to a mode-locked wave.
2.2 Ultrafast Light Source: Principles and Performance
After reviewing the basic principles of the ultra-short pulse generation in the last section,
I will briefly introduce the principle and the detailed performance procedure of the ultrafast
laser sources that involved in my work. The aim of this section is to provide the readers a basic
idea about the technical details of the ultrafast light sources.
2.2.1 The ultrafast light sources involved in my work
The ultrafast light sources that I used are the solid-state lasers based on the Ti:sapphire gain
medium. The Ti:sapphire oscillator generates a high repetition rate and low power femtosec-
ond laser pulse, which is also a seed of the Ti:sapphire regenerative amplifier. The amplifier,
subsequently, generates a lower repetition rate and high power femtosecond laser pulse. To
achieve a wide-range spectrum tunability, we use the amplifier to drive an optical parametric
amplifier which provides femtosecond pulse in a broad range of the spectrum.
2.2.1.1 Ti:sapphire oscillator
The Ti: sapphire oscillator that we used is the Tsunami from Spectra−Physics. The oscil-
lator is pumped by a continuous-wave (CW) diode-pumped green laser (Millennia, Spectra−
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Physics). The gain medium Nd : Y V O4 is pumped by the laser diode with longitudinal pump-
ing geometry for optimal mode-match (12). The emission of the Nd : Y V O4 lasing medium, at
1064nm, is further frequency doubled via a non-critically phase-matched, temperature-tuned
lithium triborate (LBO) crystal. The quite multiaxial mode doubling (QMAD) method has
been used to reduce the amplitude fluctuations of the axial modes in the second harmonic
output. The output of the diode-pumped green laser is a CW light of TEM00 mode at 532nm
with the power of 10W.
Without mode-locking, the pump light excites gain medium as a free running of the oscillator
cavity, leading to the oscillation of multiple longitudinal modes - the CW operation. As I
mentioned in the preceding section, to achieve mode-locking, all the oscillating longitudinal
modes must have a well-defined phase relation so that a constructively interference only occurs
within a short period of time, and such mode-locked pulse should also be able to steadily
oscillate within the cavity. With the Kerr lensing mode-locking, the refractive index of the
beam center, where the beam is most intense, is higher than the edge where the intensity is low.
Thus the Ti:sapphire rod acts as a lens for the intense light, and this is called self − focusing.
With the special design, the cavity can be tuned to a geometry which is in the unstable zone of
the CW operation but in the stable zone of the pulsed operation. Through the ”soft aperture”
design, the intense part of the beam will experience lower loss than that of the less intense
part, thus, mode-locking can be enabled. The group velocity dispersion introduced by the self-
phase modulation and the cavity mirrors are compensated via prism pairs. The mode-locking
is started via a quick adjustment of the spring-loaded prism pairs which introduces a strong
dispersive perturbation for the CW oscillation. The oscillator gives an output of 1W average
power and MHz repetition rate (e.g. 76MHz for our laser), which greatly reduces the low
frequency noise.
2.2.1.2 Ti:sapphire regenerative amplifier
Because of the low peak power and high heating generation, the oscillator is mostly used in
the low excitation region. To study the transient nonlinear phenomena under strong excitation,
the oscillator pulse needs to be amplifier with the help of the Ti:sapphire regenerative amplifier
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which can amplify the pulse peak power from Gigawatts to Terawatts or Petawatts. It employs
the chirped pulse amplification methods and the regenerative amplification technique. First,
the seed pulse from the oscillator is stretched via a grating-based stretcher to several hundreds
of picoseconds. The stretched pulse exhibits lower peak power which greatly avoids the damage
of the gain medium. The gain medium is also Ti: sapphire which is pumped by a Q-switch
green laser (e.g. Empower, Spectra−Physics). The multiple passes through the gain medium
are realized via inserting polarizers and electro-optic modulators (Pockels cell) into the resonate
cavity. The pulse can undergo hundreds of round trips through the gain medium in order to
achieve a high amplification level. Then, the amplified pulse will be compressed to 30-50fs
through a grating-based compressor. The amplifier that we used is the SpitfirePro from
Spectra − Physics. It provides a 35fs pulse with center wavelength at 799nm and repetition
rate of 1kHz. The average power can be as high as 5W, in other words, the total output energy
is 5J within 1 second. Correspondingly, it also introduces higher laser fluctuation and noise
compared with the oscillator, and we will discuss the noise cancellation method later.
2.2.1.3 Optical parametric amplifier
Seeded by the amplifier, the optical parametric amplifier (OPA) provides a much broader
tunability of the light spectrum. With optical parametric generation, the pulse in the range
of 1.04 − 2.6µm can be generated, The UV-VIS spectrum and MIR (3 − 20µm) can also be
generated via the additional second harmonic generation or the differential frequency generation
process. Thus, the OPA photon energy can cover a quite wide range of the bandgaps or phonon
modes in solid-state materials, making it a powerful tool to study the transient phenomena in
various of materials.
The material response of the electric field - the macroscopic polarization Pˆ can be expressed
as a series of expansion as a function of the external electric field:
Pˆ = χ(1)Eˆ + χ(2)EˆEˆ + χ(3)EˆEˆEˆ + ... (2.55)
where the χ(n) is the nth order nonlinear susceptibility. Under the low intensity electric field,
the response of the medium is linear, where the high-order terms are negligible. However, under
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Figure 2.10 Illustration of the nonlinear processes: (a) optical parametric generation, (b) sum
frequency generation, (c) difference frequency generation.
the illumination of the intense laser, the contribution from the high-order term can no longer
be neglected, the medium will introduce the frequency modification to the output electric field.
As shown in Fig. 2.10, one photon can be split into two photons or two photons can be mixed
to one. In Fig. 2.10 (a), one high energy photon is split into two lower energy photons after the
nonlinear crystal, and this is named as opticalparametricgeneration(OPG). If ω1 > ω2, the
ω1 is called as signal, and ω2 is called as idler. Two incoming photons can also combine to one
outgoing photon. If the photon energy of the outgoing photon is the sum of the two incoming
ones, as shown in Fig. 2.10 (b), it is called as the sumfrequencygeneration or up−conversion.
If the outcoming photon energy is the difference between the two incoming photons, as shown
in Fig. 2.10 (c), it is called differencefrequencygeneration or down − conversion. Those
nonlinear three-wave mixing processes require not only the energy conservation but also the
momentum conservation. Taking the condition in Fig. 2.10 as an example, energy conservation:
~ω1 = ~ω2 + ~ω3 (2.56)
momentum conservation
−→
k1 =
−→
k2 +
−→
k3 (2.57)
The OPA that we used is the PalitraDue(Quantronix) which features two separated OPAs
under the pump. Here I will take one OPA as an example. The OPA is pumped by the Ti:
sapphire amplifier at 799nm central wavelength with 1kHz repetition rate. The pump beam
is further split into three paths: white light continuum generation, the first stage parametric
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amplification and the second stage parametric amplification. In the white light continuum gen-
eration path, the pump beam is focused on a sapphire crystal to generate white light continuum.
A tunable attenuator and an aperture are placed before the sapphire crystal to fine control the
input power and the numerical aperture. During the operation, one needs to carefully tune
the aperture and attenuator to avoid the damage of the crystal and the generation of single
filamentation which deteriorates the coherence of the white light pulse.
In the first stage parametric amplification, the 800nm pump pulse mixes the white light
in a BiBO crystal with tunable time delay. As shown in Fig. 2.11, the pulse-duration of the
pump is about 35fs, and the white-light continuum pulse-duration is pretty broad 2ps. By
tuning the time delay between the pump and white-light, the pump can be chosen to overlap
with a certain part of the white-light in time domain. Inside the nonlinear crystal, the pump
pulse with the photon energy of ωpump excites the electrons of the medium to a higher energy
state. Meanwhile, the photons of the white-light, which are selected to temporarily overlap
with the pump photons, with a lower energy ωseed, lead to the stimulated emission of not only
the photons with the same energy ωseed, but also the photons with the energy of ωpump−ωseed.
The emitted light which has the same photon energy as the seed photon energy is called the
signal, and its photon energy is ωsignal = ωseed. On the other hand, the emission which has
the difference photon energy between pump and seed is called idler, and the photon energy
of the idler is ωidler = ωpump − ωseed. The power is transfered from the pump pulse to the
emitted signal and idler pulses, in another words, the signal and idler light are amplified by the
pump light via the nonlinear effect of the crystal. By tuning the relative time delay between
the pump pulse and the white light, different signal-idler pairs can be generated. In our OPA,
with the limitation of the crystal, the signal range is 1.05µmto1.9µm, and the idler range is
1.34µmto2.7µm.
In the second stage parametric amplification, the pump pulse with a much higher power is
mixed with the signal and idler of the first stage parametric amplification. Thus, the power
of both the signal and idler are strongly amplified. For the 1kHz system, the output power of
signal plus idler is about 3−4mW after the first stage amplification, and is about 900mW after
the second stage amplification. The output of the second stage amplification can be frequency
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doubled via the second harmonic crystal to cover the visible range, or it can be used to generate
the MIR pulse (3µmto20µm) via differential frequency generation using a GaSe crystal.
Figure 2.11 Illustration of the first stage parametric amplification of the optical parametric
amplifier
2.2.2 Performance and maintenance of the ultrafast light sources
The main light source in my experiment is the Ti:Sapphire amplifier, it is seeded by the
Ti:Sapphire oscillator and pumped by the high power Q-switch diode laser, and they are the
prerequisite for a healthy Amplifier.
Our oscillator is a 10W-pumped model. Such high pump power might cause instabilities
of the oscillator. The common problems of the oscillator are the instability of the mode-
locking and the CW-break through. First of all, several things need to be checked periodically.
(1). There is a chiller to control the temperature of the LBO crystal in the diode-pumped
laser which is the pump of the oscillator. This chiller should be maintained every half a year
including changing the filter. (2). The diode currents of the diode-pumped laser need to be
checked monthly. And they need to be optimized once their values have been changed. (3).
The temperature and humidity of the lab needs to be monitored time to time. If the above
mentioned items are normal, the problems of the oscillator, especially the CW-break through
during the mode-locking, might be solved by (1). Cleaning the mirrors inside the oscillator
cavity, (2). Translationally moving the Ti:Sapphire crystal rod to avoid possible damage spot,
or (3). Optimizing the LBO crystal inside the diode-pumped laser.
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The Q-switched laser for pumping the amplifier works pretty well in our lab. However, once
the amplifier power becomes lower, the first thing that needs to be checked is the output power
of the Q-switched laser. And the chiller that controls the temperature of the Q-switched laser
also needs to be maintained every half a year.
The performance of the amplifier is also determined by several other parameters except for
the oscillator and the Q-switched pump laser. The humidity and temperature of the Ti:Sapphire
needs to be checked time to time, and the desiccant filter of the TCU needs to be replaced once
the color is turned from blue to purple. Once the output power of the amplifier becomes lower,
one needs to clean several the mirrors and lens inside the amplifier, especially the lens in the
telescope at the entrance of the Q-switch laser, which carries higher power so that dust might
be attached on their surface easily. One common feature that is always associated with the
decrease of the amplifier output power is the reducing of the build-up time of the pulse train,
and this can be monitored via an oscilloscope. To maximize the build-up time, one needs to
tune the seed mirrors. The power before the compressor is also a benchmark, which can be
optimized by tuning the seed mirrors as well as the pump mirrors. Another possible reason
that might leads to a low amplifier output is the condensation on the compressor grating. We
have observed such condensation spots several times, and the location of that spot corresponds
to the position which undergoes the highest laser power. As suggested by the laser company,
such stain spots can be removed via methanol washing, and the charcoal packs placed in the
amplifier could also be helpful to prevent the laser induced condensation of the dust. On the
other hand, because of the high peak power of the amplifier, the mirrors that we used in our
beam path (ultrafast mirrors, silver mirrors, gold mirrors, and the dichronic mirrors) could be
burned because of the dust on the mirror surface ( which might enhance the local electric field),
especially for the silver mirrors. Thus, the condition of all the mirrors needs to be checked time
to time, especially when the measured power becomes lower. And the dust on the surface needs
to be removed.
One of the most important parameters that needs to be checked frequently is the pulse
duration of the amplifier output. In our lab, the pulse duration is monitored by a homemade
autocorrelator which is shown in Fig. 2.12. The incoming beam is split by a pellicle beam
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Figure 2.12 The autocorrelation setup
splitter, which provides a 50:50 split ratio. One branch of the beam goes through mirrors on a
motorized delay stage, and another one is reflected by the fixed mirrors. These two branches
of the beam recombine again by the same pellicle beam splitter, and the combined beam is
focused by a curved mirror to a BBO crystal. The blue light that generated by the BBO crystal
is purified by a bandpass filter, and then it is fed into the photodiode. When the photons of
the two branches meet the BBO crystal at the exact same time, the intensity of the blue light
is the maximum. Thus, by scanning the delay stage, one can draw the autocorrelation profile
of the pulse, and the pulse duration can be obtained after deconvolution.
If some dispersive components inside the amplifier have been changed, e.g. the compressor
grating, one needs to minimize the pulse duration. If the autocorrelator is used in a step-scan
mode, after one scan, we stop the delay stage at the peak position of the autocorrelation trace
and rotate the compressor grating angle a certain amount, e.g. (90◦). Then we will optimize
the peak amplitude by tuning the compressor step motor which controls the beam path length
relative to the grating, and do another autocorrelation scan. Comparing the new scan with
the old one, if the new one has shorter pulse duration, one needs to continue the grating
angle rotation towards the same direction, otherwise, the opposite direction. After rotating the
grating angle, the peak amplitude needs to be optimized again by tuning the step motor, and
do another autocorrelation scan afterwards. The above procedure should be repeated till the
shortest pulse duration is obtained. After that, one needs to use the same procedure to rotate
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the stretcher grating angle. The stretcher grating angle has more effects on the shape of the
autocorrelation trace than its pulse duration, e.g. the wings. Thus, such procedure should be
repeated till the most healthy autocorrelation shape is obtained.
Another important light source in our lab is the optical parametric amplifier (OPA), which
is pumped by the Ti:sapphire amplifier. As described in previous sections, the OPA features two
stages. In the first stage, the white light continuum (WLC) is generated through the sapphire
crystal, and such white light is used as the seed to select the signal wavelength. During the
first stage amplification, the idler is also generated, and the sum of the signal and idler photon
energy is equal to that of the pump. In the second stage, the first stage signal and idler are
further amplified by the second stage pump (800nm pulse).
To perform the OPA, the first thing that needs to be checked is the beam alignment - how
well the Ti:Sapphire amplifier beam is sent into the OPA. Two mirrors before the OPA can be
tuned using two iris inside the OPA as the benchmarks. After that, one needs to generate a
healthy WLC by opening or closing the aperture before the focus lens and the sapphire crystal
to avoid single filamentation. Occasionally, a dark spot in the WLC can be observed - it is the
burn spot of the sapphire crystal due to the tight focusing. If that happens, one can rotate the
sapphire rod to avoid the burn spot, and then the spatial overlap between the WLC and the first
stage pump is needed. The time delay between the first stage pump and WLC determines the
signal wavelength, and therefore the idler wavelength, which is already calibrated, so one should
not change it during normal performance. On the other hand, the phase matching angle of the
BiBO crystal can be tuned to optimize the first stage output power. For the second stage, both
the pump-seed time delay and the BiBO phase matching angle should be tuned to optimize
the second stage output power. One of the most important issue is the stability of the OPA,
because the laser noise will be amplified by the OPA due to any high-order nonlinear process.
The stability of the OPA can be monitored by watching the fluctuation of the pulse train on
an analog scope. The aperture of the first stage pump, the aperture of the WLC generation
and the last mirror before the OPA can be used to optimize the stability.
The MIR pulse is generated by the pumping the GaSe crystal via the OPA output pulses.
Each MIR wavelength corresponds to a certain signal-idler combination. One needs to optimize
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the power of the MIR by tuning the crystal angle and position, and the collimation and the
relative time delay between the signal and idler pulses should also be tuned. The MIR and
the signal/idler spectrum can be characterized by the spectrometer. The 800nm and 400nm
spectrum can be simply detected by the fiber spectrometer.
2.3 Introduction to Ultrafast Pump-Probe Spectroscopy Scheme
After the basic introductions of the laser in the previous sections, I am starting to describe
the actual ultrafast spectroscopy experiment in this section. I will introduce the basic idea of
the ultrafast pump-probe spectroscopy, and the physical meaning of the measurement. Then I
will describe the setups that I built in our lab which features the ability of different pump-probe
combination for the investigation of different physical systems. I will also describe the detailed
procedure of the experiment, including the optical alignment, the laser characterization, the
measurement and data collection procedure, and also the sample preparation.
2.3.1 The basic scheme of the ultrafast pump-probe spectroscopy
Fig. 2.13 sketches the basic idea of the ultrafast pump-probe spectroscopy: an ultra-
short laser pulse is employed to generate a photoexcitation of the sample in a very short
time interval (in the fs time-scale), meanwhile, another ultra-short laser pulse, with the much
weaker intensity, is used to detect what happens of the sample before, during or after the
photoexcitation. The former pulse is called the pump pulse, and the later one is called the
probe pulse. By tuning the relative time-delay between the pump and the probe pulse, one
can sketch the change of the material properties due to the photoexcitation as a function of
the time. The time-delay is controlled by tuning the relative optical path length between the
pump and the probe pulse. Because 1fs time delay is equivalent to 300nm length difference, a
motorized translational stage can achieve the fs time-resolution preciously. Due to the limitation
of the time-resolution of the electronic or magnetic detection, to achieve the femtosecond time-
resolution, the above-mentioned optical detection is necessary. The signals that can be detected
are the transmission, reflection or emission, so that sometimes one needs to convert these
optical signals to the intrinsic physical parameters, e.g. conductivity, electrical polarization,
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magnetization, and etc. Even limited to optical measurement, many detection methods have
been developed for the investigation of different systems, e.g. time-resolved absorption, time-
resolved reflection/transmission, time-resolved photoemission, four-wave mixing, electro-optical
sampling, time-resolved Kerr effect or ellipsometry, etc. In this section, I am going to introduce
some of the ultrafast pump-probe schemes that have been used in my work.
Figure 2.13 The scheme of the ultrafast pump-probe spectroscopy
2.3.1.1 Ultrafast differential reflectivity/transmission spectroscopy
The ultrafast differential reflectivity/transmission spectroscopy measures the reflectivity/transmission
difference with and without pump as a function of pump-probe time delay, which is normally
defined as
∆R
R
(t) =
RPumpOn(t)−RPumpOff
RPumpOff
(2.58)
or
∆T
T
(t) =
TPumpOn(t)− TPumpOff
TPumpOff
(2.59)
To extract the physical meaning behind the pump-induced reflectivity or transmission, one need
to employ certain models, which highly depend on the material systems involved. Basically,
in some of the materials, what the pump does is to create a coherent photo-excitation of the
electronic systems, the lower energy electrons will be vertically excited (because of the small
momentum of the photons) to the higher energy levels via absorbing photon energies. The
pump creates a transient electronic population distribution, and such population distribution
evolves as a function of time during or after the pump pulse. After several different stages of the
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relaxation process involving electrons, phonons, spins, or some other degrees of freedom, the
pump induced change will be recovered by the time. The process of the building-up and relax-
ation of the population can be reflected by the reflectivity or the transmission. For example, in
the next chapter, I am going to introduce one of my works about the time-resolved differential
reflectivity measurement in graphene. Because of its relatively simple optical properties, the
differential reflectivity can be converted to the optical conductivity and the optical absorption,
so that we are able to monitor the revolution of the absorption in graphene as a function of time
under photo-excitation. Another example will be shown in chapter 4, in which I am going to
introduce my work about the strongly correlated electronic system. The differential reflectivity
is measured to provide understandings of the photo-induced electronic properties correlated
with the magnetic signals. The degenerate pump and probe differential reflectivity provides
information about the transient population, so that by analyzing the relaxation constant we
can differentiate the contributions from the photoinduced mobile carriers and the localized po-
larons. And the non-degenerate differential reflectivity of the strongly correlated system shows
the behavior of the optical conductivity. On the other hand, for some of the materials, what
the pump pulse provides is a strong electric field, so that the band-gap of the material can
be modified coherent through, for example, the Franz-Keldysh effect(15). This is commonly
considered under the condition of pumping below the band-gap.
The detailed analysis of the differential reflectivity/transmission signal strongly depends on
the material properties, so that it will be described under the specific conditions in the follow-
ing chapters. All of my measurements involved in this thesis are performed under reflection
geometry.
2.3.1.2 Ultrafast magneto-optical spectroscopy
One of the main measurements in my work is the ultrafast magneto-optical spectroscopy,
in this section, I am going to give a rather detailed description of it. As we recall the basic
equations describing the media response of the propagation of the electromagnetic waves, re-
lations between the macroscopic variables like the polarization ~P , the displacement ~D and the
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electric field ~E can be expressed as (99)
~D = ~E + 4pi ~P (2.60)
~P (ω) = χ(ω) ~E(ω) (2.61)
~D(ω) = [1 + 4piχ(ω)] (2.62)
~E(ω) = (ω) ~E(ω) (2.63)
where χ is the susceptibility, and  is the dielectric constant. Under a uniform magnetization
M in the z-direction, the dielectric tensor of an isotropic medium can be expressed as:
xx xy 0
−yx xx 0
0 0 xx
 (2.64)
And the elements ij = 
′
ij + i
′′
ij are complex. The diagonal elements retain time-reversal
symmetry under the change of the magnetization, and they are associated with the complex
refractive index n = n1 + iN2 of the normal linear optical behavior. The off-diagonal com-
ponents correspond to the breaking of the time reversal symmetry due to the magnetization,
which account the magneto-optical effects. To the first order approximation, the off-diagnal
components are proportional to the magnetization, xy(M,ω) = −xy(−M,ω) ∝M . We define
the magneto-optical constant(99) Q˜ = q
′
+ iq
′′
= −ixy/xx. These off-diagonal components
correspond to the different responses of the right and left circularly polarized light, thus the
dielectric constants for the propagation of these kinds of two circularly polarized light can be
written as + and −, and hence the complex refractive indices n+, k+, and n−, k− with the
relationship of
± = xx ± ixy = (n± + ik±)2 (2.65)
As we can see here, the difference between the ± is directly related to xy, and this is the
origin of the different medium response of the two light modes - the rotation and ellipticity as
shown in Fig. 2.14 The magneto-optical Kerr rotation θk is a rotation of the polarization plane
of the outcoming light reflected from the sample surface relative to that of the incident light.
The magneto-optical Kerr ellipticity ηk is the ellipticity of the outcoming light, which is also
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Figure 2.14 Illustration of the magneto-optical Kerr rotation and the magneto-optical Kerr
ellipticity
referred to as magneto-optical circular dichriosm (MCD). And the a complex MOKE angle,
named as the Voigt vector, is defined as Θ˜k = θk + iηk.
Considering a linearly polarized light with the E field oscillating in x direction [Ex, 0, 0]
travels in the z-direction to the sample surface. In the polar MOKE geometry, the sample
normal and the magnetization are both in the z-direction. The light hits the sample surface
and being reflected, r+ and r− represent the complex reflection coefficients of the right and
left- circularly polarized light, and can be expressed using the Fresnel equations:
r+ = rx + iry =
n+ + ik+ − 1
n+ + ik+ + 1
(2.66)
r− = rx − iry = n− + ik− − 1
n− + ik− + 1
(2.67)
The reflected light is given by [rxEx, ryEx, 0] and the complex MOKE angle can be expressed
as
Θ˜k = θk + iηk =
rxEx
ryEx
(2.68)
Thus the MOKE rotation and ellipticity can be expressed as
θk = F2(n1, n2)
′
xy + F1(n1, n2)
′′
xy (2.69)
ηk = F1(n1, n2)
′
xy − F2(n1, n2)
′′
xy (2.70)
Here the 
′
xy and 
′′
xy are the real and imaginary components of xy. F1 and F2 are magneto-
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optical coefficients, which are functions of n1 and n2:
F1(n1, n2) =
A
A2 +B2
(2.71)
F2(n1, n2) =
B
A2 +B2
(2.72)
where A = n1(n
2
1 − 3n22 − 1), B = n2(−n22 + 3n21 − 1) Under the assumption of a transparent
sample, where n1  n2, the above expression can be simplified as
Θ˜k = θk + iηk =
ixy√
xx(xx − 1)
= −′xy
1 + i
n(n2 − 1) (2.73)
It shows that the magneto-optical Kerr rotation and ellipticity are proportional to the mag-
netization M of the sample, thus by measuring the Kerr rotation and ellipticity signal, the
magnetization of the sample can be monitored.
The time-dependent complex Voigt vector can be expressed phenomenologically as
Θ˜(t) = N(t) +
∑
i=x,y,z
F˜i(t)Mi(t) (2.74)
where N(t) is from the nonmagnetic contribution of e.g. nonlinear optical effects, which can be
eliminated by measuring the magneto-optical signal under opposite magnetization directions.
Thus N(t) will be neglected in the following discussion. Under the normal incidence, and as-
suming only z-direction magnetization contribution, the time-dependent magneto-optical signal
can be expressed as
Θ˜(t) = N(t) + F˜z(t)Mz(t) (2.75)
If the F˜i(t) is time-independent, F˜i(t) = F˜ the change of the magneto-optical signal is propor-
tional to the change of the magnetization ∆Θ˜ = F˜ · ∆M(t) However, for some of the cases,
the pump induced transient carrier population change will introduce a time-dependence of the
magneto-optical coefficient F˜ . Hence the change of the Viogt vector is no longer proportional
to the change of the magnetization. Using the subscript 0 to express the static value, the
pump-induced change can be described as:
∆Θ˜(t) = F˜0 ·∆M(t) + ∆F˜ (t) ·M0 (2.76)
∆Θ˜
Θ˜0
=
∆M(t)
M0
+
∆F˜ (t)
F˜0
(2.77)
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Thus the magneto-optical signal is a mixture of the magnetization information and the elec-
tronic contribution, e.g. the dichroic bleaching, in which the pump-induced transient carrier
population leads to a redistribution of the coupling states oscillator strength, thus the off-
diagonal components change without magnetization change. Therefore, experiments must be
properly designed with controlled measurements to subtract the genuine magnetic contribu-
tions. For example, the non-degenerate pump-probe scheme could greatly reduce the contribu-
tion from the dichroic bleaching, detuning the probe photon energy far from that of the pump
beam can efficiently avoid nonlinear optical effects. Besides, an important criterion to exam the
magnetic contribution of the magneto-optical signal is the comparison of the temporal profile
of the magneto-optical Kerr rotation with that of the ellipticity. The real and the imaginary
parts of the change of the complex Voigt vector can be expressed as
∆θk
θk0
=
∆M(t)
M0
+
∆F1(t)
F10
(2.78)
∆ηk
ηk0
=
∆M(t)
M0
+
∆F2(t)
F20
(2.79)
Where F˜ (t) = F1(t) + iF2(t) Thus, if
∆θk
θk0
=
∆ηk
ηk0
, (2.80)
the magneto-optical signal will reflect the genuine magnetization information, which is
∆Θ(t)
Θ0
=
∆ηk
ηk0
. (2.81)
Such method has been used as a practical way to exam the genuine magnetic contribution in
previous literature. One example is the measurement in Ni film (100). By comparing the time-
dependent magneto-optical Kerr rotation and ellipticity, Ref. (100) reported that right after
the photoexcitation, the rotation and ellipticity did not overlap, no magnetization dynamics
could be obtained due to the dichroic bleaching as we mentioned above, only after 500fs, the
rotation and ellipticity started to overlap, which reflected the real magnetic contribution.
To distinguish the spin and charge contribution in the time-resovled magneto-optical mea-
surement, the dynamics of the diagonal and off-diagonal components of the dielectric tensor
will be separated via simultaneously measuring the magneto-optical rotation/ellipticity sig-
nal and the differential reflection/transmission (∆R/R0 or ∆T/T0 ) signal. The comparison
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of these measurements provide essential insight into the nature of the magneto-optical signal
and the connection to the genuine magnetization. As we recall the magneto-optical constant
Q˜ = q
′
+ iq
′′
= −ixy/xx, the following relation can be used as another criterion for whether
the magneto-optical measurement reflects genuine magnetic contribution:
∆q
′
(t)
q
′
0
=
∆q
′′
(t)
q
′′
0
 ∆
′
xx(t)
′xx
,
∆
′′
xx(t)
′′xx
(2.82)
which indicates that the change of the non-diagonal components is much larger than that of the
diagonal components. Therefore a practical relationship to justify the magnetic contribution
of the time-resolved magneto-optical signal is
∆θ(t)
θ0
=
∆η(t)
η0
 ∆R(t)
R0
,
∆T (t)
T0
(2.83)
As long as the magneto-optical signal is much larger than the electronic signal, the real magnetic
contribution dominate the magento-optical measurement.
The ultrafast two-color magnetic circular dichroism (MCD) and magneto-optical Kerr ro-
tation (MOKE) experimental setup is shown in Fig. 2.15 The light source is Ti: Sapphire
regenerative amplifier (Model: SplitFire Pro, Spectro-Physics) which is seeded by the ultra-
fast Ti: Sapphire oscillator (Model: Tsunami, Spectro-Physics) and pumped by diode pumped
pulsed green laser (Model: Empower, Spectro-Physics). The center wavelength of the Ti: Sap-
phire amplifier is 799nm (1.55eV), the repetition rate is 1kHz, and the polarization is purified
via a polarizer. The output of the Ti: Sapphire amplifier is split into pump and probe path.
The pump beam is modulated via an optical chopper to 500Hz, and then it goes through a
motorized translational stage to control the time delay between pump and probe beam. The
pump beam is focused on the sample surface providing photoexcitation. The photon energy of
the probe beam can be doubled via the BBO (Beta Barium Borate) crystal to 3.1eV. The probe
beam is focused on the sample surface, and the reflection of the probe beam from the sample
surface is collected. The MCD or MOKE signal is measured by the polarization bridge (the
green box in Fig. 2.15) as mentioned in previous sections. The reflection of the probe beam
goes through a half wave plate (HWP) or a quarter wave plate (QWP) and then a Wollaston
prism (WP), therefore the s and p polarization components of the beam are separated. The in-
tensity of the s and p components are detected via two identical photodiodes (PD). Employing
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the Jones matrix, we can link the detected signal to the magnetic-optical response. Assuming
the input light is s-polarized, and the waveplate is half waveplate,
Figure 2.15 Ultrafast magneto-optical Kerr rotation and the magneto-optical Kerr ellipticity
measurement setup
 Es
Ep
 =
 1
0
 (2.84)
A complex reflection from the sample surface is
R = rs
 1 −Θ˜
Θ˜ λ
 , (2.85)
where Θ˜ is the complex Voigt vector, rs and rp are the complex reflection coefficients, and
λ = rp/rs. Thus the intensity that the p- and s- polarized light after reflecting from the sample
surface are:
Ip =
|rs|2
2
∣∣∣∣∣∣∣
(
1 0
) 1 1
1 −1

 1
Θ˜

∣∣∣∣∣∣∣
2
(2.86)
Is =
|rs|2
2
∣∣∣∣∣∣∣
(
0 1
) 1 1
1 −1

 1
Θ˜

∣∣∣∣∣∣∣
2
(2.87)
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Thus the magneto-optical signal detected as the difference of the s and polarized light can be
expressed as
Iθ = Ip − Is = 2Rθk (2.88)
where R = |Is|2, and the second order terms in Θ˜ have been neglected. To obtain the ellipticity,
we simply need to replace the half waveplate by a quarter waveplate with its axis 45 degrees
to the x-axis. Using the similar procedure as above, the ellipticity can be expressed as:
Iη =
R
4
∣∣∣∣∣∣∣
(
1 0
) 1 + i 1− i
1− i 1 + i

 1
Θ˜

∣∣∣∣∣∣∣
2
− R
4
∣∣∣∣∣∣∣
(
0 1
) 1 + i 1− i
1− i 1 + i

 1
Θ˜

∣∣∣∣∣∣∣
2
= 2Rη
(2.89)
Thus the time-dependent rotation and ellipticity change are:
∆Iθ(t) = 2R0∆θ(t) + 2∆R(t)θ0 (2.90)
∆Iη(t) = 2R0∆η(t) + 2∆R(t)η0 (2.91)
where the subscription 0 indicates the static value. In some cases, the first terms of these two
equations are much larger than the second terms, thus the time-dependence of the intensity
difference of the s- and p- polarized light is proportional to the rotation or ellipticity.
To measure the rotation and ellipticity, two detection schemes have been used. In one
scheme, the s- and p- polarized components are detected via the autobalanced photodiodes
(Model: Nirvana, New Focus), and the output of the photodiodes are collected by the lock-in
amplifier. In this scheme, the differential reflectivity signal can not be measured simultaneously
with the MOKE or MCD signal. For the differential reflectivity measurement, as shown in Fig.
2.16, a reference beam that by-passes the sample is separated from the probe path for the noise
cancellation.
In another scheme, the s- and p- polarized components are detected via two identical pho-
todiodes and the signal is collected via two boxcar integrators. In this case, the differential
reflectivity signal can be collected simultaneously with MOKE or MCD signals, and this method
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Figure 2.16 Ultrafast differential reflectivity measurement setup
greatly reduces the pulse-to-pulse fluctuations from the light source. As illustrated in Fig. 2.17,
the chopper modifies the repetition rate of the pump from 1000Hz to 500Hz, in other words,
every other pump pulse is blocked by the chopper. Synchronizing the boxcar or the lock-in
amplifier via the laser and chopper frequencies, the intensity of the s- and p- polarized probe
with and without pump: Ionp , I
on
s , I
off
p , I
off
s can be measured. The MOKE (Kerr rotation
angle) and MCD (ellipticity) can be expressed in terms of those measured variables.
θk =
Ip − Is
2(Ip + Is)
(2.92)
ηk =
I+ − I−
2(I+ + I−)
(2.93)
where I+ and I− are the intensity of the left- and right- circularly polarized light. Taking
the rotation θk as an example, the change of the rotation can be obtained by taking the first
derivative of Equation 2.92, which is
∆θk(t) =
(Ioffs ∆Ip − Ioffp ∆Is)
(Ioffs + I
off
p )2
(2.94)
where ∆Ip = I
on
p − Ioffp , and ∆Is = Ions − Ioffs . The ellipticity can be obtained in a similar
way by simply replacing Is and Ip by I+ and I−. The differential reflectivity can be derived as:
∆R
R
=
(Ionp + I
on
s )− (Ioffs + Ioffp )
Ioffs + I
off
p
=
∆Is + ∆Ip
Ioffs + I
off
p
(2.95)
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Figure 2.17 The data colloction scheme of the ultrafast pump-probe magneto-optical mea-
surement
2.3.2 Ultrafast pump-probe spectroscopy setup
Fig. 2.18 sketches the whole setup. The output of the Ti:sapphire amplifier is split into
two: one path ( 3W average power) goes into the OPA to generate 1.04 1.56µm, 2.6 1.6µm and
3 16µm, and another one is further split into two for 800/400nm pump/probe. The output of
the OPA is purified by a 900 long pass filter which blocks the pump (800nm) and the visible
by-products generated during the three-wave mixing process. The beam polarization is also
changed by a periscope from s- to p- polarization, so that the dichronic mirrors in the collinear
setup provide a better spectrum separation. After that, the beam feeds into a collinear setup,
marked as the yellow dash box, which separates and then recombines the signal and idler by
two dichronic mirrors (marked as DM). The idler (the green line) is transmitted through the
first dichronic mirror, and the signal (the orange line) is reflected by that. Both of the signal
and idler are reflected by two reflective mirrors, and they are combined again via the second
dichronic mirror. The two reflective mirrors in the signal path sit on a manual stage, so that
the collimation and the relative time delay between the signal and idler can be finely controlled,
and this is useful for the differential frequency generation (DFG). After the collinear setup, the
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beam is reflected by a reflective mirror on a flip mount (FM), which is used to switch between
the OPA path and the 800/400nm path. Then the beam goes through a delay stage which is a
motorized translational stage with fs time resolution (the time is converted from the path length
divided by the speed of the light) to control the relative time delay between pump and probe
paths. After the delay stage, the beam feeds into an optical chopper to synchronously modify
the repetition rate. A GaSe crystal on a 3D-stage and rotational stage is used to generate the
MIR pulse (3.5µmto20µm). For the MIR generation, the signal and idler must be collimated
well via tuning the collinear setup. The generated MIR beam is purified by a 3µm long pass
filter and then focused to the sample surface through a metallic parabolic mirror. So far, the
path that I talked about is for the MIR pump. For signal or idler pump, one simply needs to
block the idler or signal branch of the collinear setup, and the GaSe crystal and the 3µm long
pass filter also need to be removed. If using the OPA path as a probe, one can spectrum-resolve
the reflected signal from the sample by adding a beam sampler, so that the reflected beam from
the sample will be fed into a spectrometer (chronometer) and then an MCT detector.
For the 800/400nm pump path, the 800nm output from the Amplifier can be doubled by
a BBO crystal and purified by a filter to generate 400nm light. The beam goes through the
delay stage by flipping down the flip mount before the delay stage. Removing the GaSe crystal
and the 3µm long pass filter for the OPA path, the 800/400nm beam can be focused on the
sample surface as the pump.
For the 800/400nm probe/pump path, the beam is focused on the sample surface, and
the reflected beam is collimated and then sent into the detection part. There are two kinds
of detection schemes: the differential reflectivity (∆R/R, shown in the blue dash box) and
the polarization bridge (in the green dash box). The differential reflectivity simply measures
the pump induced change of the reflectivity as a function of the pump-probe delay time -
(Rpumpon − Rpumpoff )/Rpumpoff - which measures the electrical responses of the materials.
In this detection scheme, the reflected beam from the sample is detected via a photodiode.
Meanwhile, a small portion of the probe beam, without hitting the sample, is directly fed into
an identical photodiode, which is used to reduce the noise. The intensity of the reflected beam
from the sample surface can be collected by the boxcar integrator with single photodiode or
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Figure 2.18 The pump-probe experimental setup.
the lock-in amplifier with autobalance photodiodes.
The polarization bridge is used to detect the difference between the s- and p- polarized
light or the left- and right- circularly polarized light, which provides the information about
the magnetization or the anisotropy. In the polarization bridge, the reflection from the sample
goes through a half-wave plate (HWP) or a quarter-wave plate (QWP) to control the ratio
between the two linear or circular components, and then those two components are spatially
separated by a Wollaston prism. The two spatially separated beams are detected through the
photodiodes with boxcar or lock-in amplifier.
Most of the samples are pasted on the surface of a copper plate, and the copper plate is
attached to the cold finger of the cryostat (shown as the black dash circle). The temperature
inside the cryostat can be cooled down via liquid He to about 4K, and a heater circuit can
finely control the temperature.
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2.4 Ultrafast Pump-Probe Spectroscopy Experiment Procedure
In this section, I will introduce the detailed procedure of experiment performance including
optical alignment, laser characterization, data collection, and sample preparation.
2.4.1 Pump-probe overlapping procedure and beam size characterization
The key thing for the pump-probe experiment is to make sure the spatial and temporal
overlap of pump and probe at the sample surface. Careful design of the optical path is very
necessary, especially when building the multi-functional pump-probe paths given the situation
that other paths already exist. The time-zero between pump and probe should be designed so
that it falls into a relatively flat range of the motorized stage, otherwise, the movement of the
delay stage may also introduce a ”fake dynamics”. To spatially overlap the pump and probe
beam as well as to determine their beam diameter, we normally clamp a pinhole with known
diameter on an copper plate which is on the cold finger of the cryostat. The cold finger can
carry three copper plates, each of them can be placed to the middle of the optical window
by tuning the vertical dimension of the cryostat. The cryostat is fixed on the top to a 2D
manual stage, which provides the in plane tunability. The pump and probe beams are first
aligned without the cryostat. After adding the cryostat, the pump path is blocked first, and
the vertical and horizontal positions of the pinhole should be tuned to optimize the intensity
that is transmitted through the pinhole. The ratio between the light intensity before and after
the pinhole needs to be recorded, and this can be used to determine the spot size of the probe
focus. Now the probe path is done, and we will block the probe path and let the pump beam
go through the pinhole. Then we will tune the last mirror in the pump path to maximize the
pump beam intensity that is transmitted through the pinhole. And the intensity ratio before
and after the pinhole should also be recorded. Up to now, the pump and probe should spatially
overlap in the pinhole position.
In the ideal case, the pump focus full width at half maximum (FWHM) should be to 2-
3 times of the probe focus FWHM, e.g. the typical pump FWHM that has been used in
one of my experiment is about 600µm, and that of the probe beam is about 200µm. With
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Gaussian beam profile assumption, one can obtain the information of the focus diameter with
the recorded intensity ratio before and after the pinhole. Considering a Gaussian beam profile
as: (16)
E = E0exp
(
−r
2
s20
)
(2.96)
where E is the electric field, E0 is the normalized electric field, r is the distance from the beam
center, and s0 is the radius at which position the intensity drops to 1/e of its value in the beam
center. The intensity can be expressed as:
I ∝ E · E∗ (2.97)
I = I0exp
(
−2r
2
s20
)
(2.98)
where I is the intensity and the I0 is the normalized intensity. Thus, the intensity before the
pinhole, which is the total intensity of a Gaussian profile, is the sum of the intensity from the
beam center to the infinity radius. And the intensity transmitted through the pinhole would be
the sum from the beam center to a certain radius (the radius of the pinhole). So the intensity
before the pinhole is:
Iin =
ˆ ∞
0
I0exp
(
−2r
2
s20
)
=
pis20
2
(2.99)
And the intensity after the pinhole is:
Iout =
ˆ d/2
0
I0exp
(
−2r
2
s20
)
=
pis20
2
(
1− exp
(
− d
2
2s20
))
(2.100)
where d is the diameter of the pinhole. Given the pinhole diameter d and the ratio of the
intensity before and after pinhole α (after considering the intensity loss due to the cryostat
windows), the w0 of the Gaussian profile can be obtained by solving the following equation:
α =
Iout
Iin
=
(
1− exp
(
− d
2
2s20
))
(2.101)
And the FWHM is simply 0.59s0. If the pump and probe focus FWHM or the ratio between
them are improper, one can play with the focusing lens in the pump or probe path to modify
them. The overlap needs to be done one more time after the modification.
The pinhole and the sample may have different thickness. However, the difference is not that
dramatic, and the focus, especially the pump focus, are kind of soft. In the real experiment,
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the thickness difference between the pinhole and the sample can be measured, and the focus
axis of the cryostat can be moved to compensate the thickness difference.
2.4.2 Measurement performance and data collection
After the pump-probe overlap, the sample will be moved to the center of the optical window.
The probe beam should hit a good area of sample surface, and this is done by monitoring the
probe position on the sample surface by camera or by simply watching the reflection spot
from the sample surface. For the differential reflectivity measurement using the autobalance
detector (which has two identical photodiodes: the signal port and the reference port), the
reflected probe beam is fed into the signal port of the autobalance detector. The output of the
detector is fed into the lock-in amplifier, and the probe beam repetition rate is not modified
by the optical chopper, so it remains 1kHz. The positions of the autobalance detector needs
to be tuned to maximize the reading of the signal port. And the intensity of the light needs
to be checked by neutron density filters (an attenuator with fixed optical density number) so
that both the photodiodes and the lock-in amplifier are not saturated. After that, the mirrors
in the reference path will be tuned to maximize the intensity that is detected by the reference
port. The autobalance detector features a auto-cancellation function in its autobalance mode,
in which mode the circuits inside the system always try to make the signal and reference port
reading cancel each other. Under a certain intensity split ratio between the signal and reference
port, the circuits provide a maximum auto-cancellation capability. Thus, we put a continuous
attenuator in the reference path, so that the split ratio between the signal and reference can
be tuned to minimize the autobalance reading. The ideal autobalance split ratio between the
reference and the signal is about 1.5 2. The signal port reading should be recorded for data
analysis.
For the magento-optical measurement using the polarization bridge, at the beginning, the
reference photodiode should be blocked to optimize the signal port reading via tuning the
detector position. After that, the signal port should be blocked, and the mirror before the
reference port should be tuned to optimize the reference port reading. The saturation of the
detector or the lock-in amplifier should be always avoided. Afterwards, one should turn the
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detector to the balance mode which gives the difference between the signal port reading and the
reference port reading. Under the balance mode, by rotating the half waveplate or the quarter
waveplate, the reading can be tuned to zero, so that the intensity of the s- and p- polarized
light or the left- and right- polarized light are equal. The reading from the signal or reference
port needs to be recorded.
During the above procedure, the pump beam was always blocked. In the differential reflec-
tivity or the magneto-optical measurement, the reading without pump beam is set to be zero
under the autobalance or balance mode. Now we will unblock the pump beam such that both
the pump and probe beam are shot to the sample surface. Triggered by the pump repetition
rate (chopped to 500Hz), the lock-in amplifier reading reflects the pump induced change of
the probe signal as a function of pump-probe delay time. Now one needs to scan the delay
stage to find the position where the pump and probe reach the sample surface at the same
time. However, sometimes, no pump induced signal is detected even when the pump and probe
are already temporally overlapped, this might be because of the poor spatial overlap between
pump and probe. It is hard to treat such problem with two independent parameters (tempo-
ral overlap and spatial overlap) simultaneously, especially when dealing with a new material
system or and a new beam path. Thus a safer way to do is starting from a model system in
which the pump induced behavior is well-studied with large and long-lasting pump induced
signal. The model system that we typically use is the GaMn wafer under 800nm pump- 800nm
probe, or even NIR / MIR pump, 800nm / 400nm probe. Using the GaMn, the zero time
delay between pump and probe (time zero) can be identified easily. Even if the time zero is
beyond the range of the delay stage, the long-lasting pump induced signal can provide some
evidence of the time zero, so that we can modify the beam path length of the pump or the
probe pulse correspondingly. After finding the time zero, one can always further optimize the
pump induced signal via tuning the mirror in the pump path or the focus axis of the cryostat.
After iterating the above procedure of the multiple-parameter tuning, one should be ready to
do a pump-probe delay scan with desired time range to capture the pump induced response of
the system.
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2.4.3 Sample preparation and cryogenic system
The samples are from our collaborators. Some of them, especially the bulk sample, need
to be polished by ourselves to achieve the optical surface quality, please refer to the Appendix
for the detailed sample polishing procedures. The sample is pasted on the surface of a copper
plate via silver paste which has a high thermal conductivity. A small magnetic field can be
applied perpendicular to the sample surface via a permanent magnet on the back side of the
sample. The copper plates are fixed on the cold finger of the cryostat with a indium foil in
between them to increase the thermal contact. The cold finger holds maximumly three copper
plates at the same time along the vertical axis, and each of the copper plates can be moved
to the center of the optical window via the vertical adjustment manipulator (as shown in Fig.
2.19 (a)).
Figure 2.19 (a)The drawing of the sample holder and cold finger of Janis ST-100 cryostat.
(b) Picture of the optical windows
There are four windows which allow the optical access (as shown in Fig. 2.19 (b)). The
window materials may vary for the different wavelength range. Normally, we used two kinds
of windows in our experiments: the Sapphire window, which has a decent transmission from
400nm to 4µm, and it is typically used in the 800nm/400nm/NIR experiments; another one
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is the KBr window, which exhibits a high transmission over a broad spectrum range (250nm
20µm), it is used for the experiments involving the MIR. However, the KBr is water soluble,
and the exposure to moisture will damage the surface.
The cryostat is cooled by liquid He, and it’s sample chamber is vacuumed to maintain the
low temperature. A cold trap is added between the cryostat and the vacuum pump station
to trap the possible contamination from the vacuum pump. A heater loop inside the cryostat
can automatically balance the sample temperature to the setting value. However, it takes time
for the heater and the liquid He to reach equilibrium, and the measured optical signal might
fluctuate as a function of the lab time which adds an additional ”dynamics” to the pump-probe
scan. Thus, during the experiment, one needs to scan the signal at a fix pump-probe delay as
a function of the lab time to monitor such temperature instability induced fluctuations. And
the real data collection should not be started until the fluctuation is gone.
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CHAPTER 3. FEMTOSECOND POPULATION INVERSION AND
STIMULATED EMISSION OF DENSE DIRAC FERMIONS IN
GRAPHENE
Graphene attracts tremendous of interests due to its unique electronic, optical and ther-
mal properties. (17; 18; 19; 20; 21; 22) It is gradually emerging as a prominent platform
for ultrafast photonics and optoelectronics. Growing evidence was demonstrated in, e.g.,
broadband transparency and universal absorption from the near-infrared to visible, carrier dy-
namics, saturable absorption, pulsed photoluminescence, and coherently driven photo-currents
(21; 23; 24; 25; 26; 27; 28; 29; 30). For graphene to play a significant role in ultrafast laser
technology or telecommunications that exceed semiconductor nanostructure performance, it is
vital to investigate femtosecond nonlinearities of strongly photoexcited states. In our work, we
reveal photoinduced femtosecond nonlinear saturation, transparency and stimulated infrared
emission of extremely dense fermions in graphene monolayers. We show that a single laser
pulse of 35 fs Dirac fermion population, where optical gain emerges and manifests itself via a
negative optical conductivity for the first 100s of fs. Increasing the excitation from the linear
to the highly nonlinear regime, the photoexcited transient state evolves from a hot classical gas
to a dense quantum fluid. Such femtosecond build-up of high-density and broadband popula-
tion inversion has implications in advancing gaphene-based above-terahertz speed modulators,
saturable absorbers and gain mediums. This chapter is heavily based on and modified from a
published paper: T. Li, L. Luo, M. Hupalo, J. Zhang, M. C. Tringides, J. Schmalian, and J.
Wang, ”Femtosecond population inversion and stimulated emission of dense Dirac-Fermions in
graphene” Phys. Rev. Lett. 108, 167401 (2012).
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3.1 Basic Physical Properties of Graphene
3.1.1 Electronic structures of graphene
In graphene, the 2s and 2p orbitals hybridized to sp2 orbitals in the direction of chemical
bonds (17; 18). Two 2s and one 2p (2px and 2py) electrons form three sp2 hybrid orbitals in
the graphene plane, which forms three binding and anti-bonding orbitals. Those orbitals give
rise to the strong covalent bond between carbon atoms, which is the origin of the exceptional
structural rigidity of graphene. On the other hand, perpendicular to the graphene plane, the
remaining 2pz electrons forms the pi orbitals (bonding and antibonding), which contribute one
electron per carbon atom.
Figure 3.1 (a)The honeycomb structure of graphene. (b) The correpondent reciprocal lattice
of graphene.
Graphene shows the honeycomb configuration of carbon atoms. As shown in the Fig. 3.1
(a), each carbon atom is surrounded by three most adjacent atoms which are non-equivalent to
the center one (labeled as A and B sites). The unit vector is shown in Fig. 3.1 (a), and is labeled
as a1 and a2: a1 = a(1/2,
√
3/2), a2 = a(1/2,−
√
3/2), |a1| = |a2| =
√
a = 2.46A˚, where a =
1.42A˚ is the length between two adjcent carbon atoms. Fig. 3.1 (b) shows the correspondent
reciprocal lattice,and the reciprocal vector is b1 = 1/a(2pi/
√
3, 2pi), b2 = 1/a(2pi/
√
3,−2pi).
The first Brillouin zone is also shown in Fig. 3.1 (b), it is centered at Γ = (0, 0) with hexagon
corner K = 1/a(2pi/
√
3, 2pi/3), where K and K
′
are non-equivalent. Under the tight-bonding
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model, considering the pi conductive electrons, the wave function can be written as the linear
combination of the wave function of the A and B sublattice:
Ψ(k, r) = cA(k)ΦA(k, r) + cB(k)ΦB(k, r) (3.1)
where ΦA and ΦB are the wave function of sublattice A and B
ΦA(k, r) =
1√
N
∑
A ΦA(r − rA)eik·rA (3.2)
ΦB(k, r) =
1√
N
∑
B ΦB(r − rB)eik·rB (3.3)
, the Schrdinger equation HΨk(r) = kΨk(r) can be solved analytically. The eigenvalues of
the Schrdinger equation can be expressed with the matrix elements of Hij = 〈Φi(k)|H|Φj(k)〉
and Hij = 〈Φi(k)Φj(k)〉. To obtain the matrix elements, only the interaction from the nearest
neighbors are considered, e.g. the contribution to the site of RA position is only considered to
be from the three adjacent B sites at RBi = RA + bi, where i=1, 2, 3. The eigenvalue of the
Schrdinger equation can be expressed as
λk =
−σλγ0|e(k)|
1− σλs0|e(k)| (3.4)
where γ0 = 〈Φ(r−RA)|H|Φ(r−RBi)〉, and s0 = 〈Φ(r)|Φ(r− b1)〉, and λ = corv for conduction
or valence band with σc = 1, σv = −1. And e(k) is the modulus of the nearest neighbor sum:
|e(k)| =
√
3 + 2cos(a0ky) + 4cos(
√
3a0
2
kx)cos(
a0
2
ky) (3.5)
The band structure can be plotted from the above dispersion relations as in Fig. 3.2.
(regenerated from Ref(18).) The most striking fact in the band structure is the linear dispersion
at K and K
′
points, which is also called Dirac point. Near the Dirac point, the band structure
is almost linear up to about 1eV, so that the band structure can be expressed as
λk = σλvFk, (3.6)
and the velocity
vF = −γ0a0
√
3/2 (3.7)
is approximately 300 times smaller than the speed of light in the vacuum. And the density of
states is
D() =
4σs
3piγ20a
2
0
||. (3.8)
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Figure 3.2 Electronic dispersion in the honeycomb lattice, and the zoom in near the Dirac
cone. (Neto et al. 2009)
3.1.2 Optical properties of graphene
The linear dispersion relation near the K point gives rise to the unique optical properties of
graphene, through the Kubo-formula with linear energy dispersion assumption near the Dirac
point, the optical conductivity for high frequencies (ω  kv/τ) can be obtained (31; 32; 33; 34)
σ =
e2ω
ipi~
[ˆ −∞
+∞
d
||
ω2
df0()
d
−
ˆ −∞
+∞
d
f0(−)− f0()
(ω + iδ)2 − 42
]
(3.9)
where the f0 is the Fermi-Dirac distribution function:
f0() =
1
1 + exp((− µ)/T ) (3.10)
The first term of Equation 3.9 represents the intraband conductivity
σintra(ω) =
2ie2T
pi~(ω + i/τ)
ln[2cosh(µ/2T )] (3.11)
The second term of Equation 3.9 origins from the interband transition, which is:
σinter(ω) =
e2
4~
[
θ(ω − 2µ)− i
2pi
ln
(ω + 2µ)2
(ω − 2µ)2
]
(3.12)
where θ is the step function. Thus the real part of the interband conductivity, which describes
the absorption of photons, can be expressed as:
σinter =
e2
8~
[
tanh
(
~ω + 2µ
4kBT
)
+ tanh
(
~ω − 2µ
4kBT
)]
(3.13)
with the assumption of µ kBT .
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Figure 3.3 Ultrafast nonlinearities and stimulated emission in graphene. (a). Optical inter-
band excitations induced by laser pulses with duration τp ∼ 35fs create highly
non-equilibrium 2D Dirac fermions (electrons and holes) that quickly relax to the
thermodynamic equilibrium via a series of rapid processes. (b). Dispersion of
our electron-doped graphene monolayers (µ = 0.4eV ) illustrating ultrafast non-
linearities in strongly-excited regime. Intraband relaxation bottleneck dominates
for τth >> τp, while a broadband quasi-equilibrium, population inverted quantum
system of extremely dense fermions emerges for the opposite limit. It exhibits
ultrafast nonlinearities such as saturable absorption due to Pauli blocking of phase
space, transparency due to the complete cancellation of absorption loss (blue ar-
row) and stimulated emission (red arrow). Also shown together is the pump pulse
spectrum. (c). STM images of tomography of the sample used, which show ho-
mogenous carbon monolayer in µm and atomic length scales. We have confirmed
the single layer graphene, with the homogeneity of the sample better than 90%
across the entire probe region.
Assuming µ much larger than ~ω and kBT , the real part of the optical conductivity of
graphene in the visible range is approximately a constant: σ0 = e
2/4~. Under the normal
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incidence, the transmittance of the graphene is given by T = (1+σ0/2c0)
−2 = (1+piα/2)−2 ∼=
1−piα, where α = e2/4pi0~c is the fine structure constant. The absorption is about piα = 2.3%,
which has been verified in (35).
3.2 Ultrafast Carrier Dynamics in Graphene under Intense
Photoexcitation
Graphene is unique due to its linear Dirac spectrum ε± (p) = ±vp, with both vanishing
gap and density of states at the neutrality point (18). Growing evidence for graphene’s sig-
nificant potential in ultrafast photonics and optoelectronics was demonstrated in, e.g., carrier
dynamics (36; 37; 38), saturable absorption (23; 27), pulsed photoluminescence (26; 25; 24),
and coherently-driven photo-currents (39).
Ultrafast photoexcitations strongly alter the thermodynamic equilibrium of electronic states
and lead to a series of temporally overlapping rapid processes in graphene, as illustrated in
Fig. 3.3 (a). First, during or immediately following the pulse duration τp, photoexcitations
are coherent. Then, electron-electron collisions lead to decoherence and eventually to a quasi-
thermal transient distribution after a time τth. Finally, for longer times via coupling to phonons,
the system relaxes back to equilibrium via cooling of the hot carriers (τc) and recombination
of electron-hole pairs (τr).
In most semiconductors and their nanostructures, where τth  τp for ∼10 fs laser pulses
(40; 41), ultrafast nonlinear photoexcitations lead to a largely non-thermal, peaked distribution
close to the pump photon energy and coherent state filling dominates on the 10 fs time scale
(first panel of Fig. 3.3 (b)). In the opposite limit τth < τp, a broadband quasi-equilibrium,
yet population inverted dense Fermi system emerges during the pulse propagation by quickly
depleting photoexcited phase space via carrier-carrier collisions, i.e., band filling (second panel
of Fig. 3.3 (b)). Most intriguingly, broadband gain could emerge below the excitation photon
energy via stimulated emission by effectively reversing the underlying quantum processes of
strongly photoexcited graphene states (third panel of Fig. 3.3 (b)). Prior time-resolved studies
in graphene have been mostly concerned with the weak excitation regime where the photoex-
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cited carrier density was much smaller than the initial background carriers and a linear power
dependence of transient signals was observed (42; 36; 37; 43; 44; 45). Femtosecond nonlinear
saturation and stimulated emission require exploring strongly photoexcited graphene states.
Here, we report the ultrafast emergence of a photoexcited, broadband population inverted
Dirac system at extremely high density (nex ' 0.5× 1014 cm−2) at ∆t = 40 fs via band filling
in graphene monolayers, immediately after propagation of a single laser pulse with τp ' 35 fs.
The transient state of dense Dirac fermions exhibits broadband optical gain where stimulated
emission completely compensate absorption loss. This process directly manifests itself via a
remarkable negative conductivity at the probe photon energy below the excitation energy.
3.2.1 Experimental method and sample characterization
In our experiment, the Ti:Sapphire amplifier with center wavelength 800nm, pulse width
35fs at 1kHz repetition rate is used, which also pumped an optical parametric amplifiers tun-
able with tunable optical pump pulses covering 572-2400 nm allowing for degenerate and non-
degenerate pump/probe spectroscopy. The beam is further split into pump and probe paths.
The pump beam, chopped as half harmonic of the laser repetition rate, directly excites the
sample. The reflection of the probe beam, together with reference, is fed into an auto-balance
detector, and the individual beams as well as the difference between them are picked up by
three boxcar integrators. During the measurement, the pump fluence from a few µJ/cm2 to the
mJ/cm2 level is finely controlled. This way we can record pump-induced differential reflectivity
changes ∆R/R with ∼ 40 fs time resolution with and signal-to-noise ratio down to 5 ∗ 10−5.
Graphene was prepared from the thermal evaporation of SiC with substrates used in the
current experiments 6H-SiC(0001) purchased from Cree, Inc. The layer thickness (whether
single layer G1 or bilayer G2) was controlled by the heating rate. Graphene thickness was
identified using contrast thickness and with step heights changes between different regions
which were found to be combinations of only two steps, i.e., 0.25nm (of SiC), and 0.33nm (of
graphene). Fig. 3.3 (c) shows a large 2µm × 2µm (left) with G1 formed after heating with
the fast rate. The atomic scale image is shown to the right with the 1 × 1 unit cell seen with
lattice constant 0.246nm and intensity modulation due to the 6
√
3 is also seen. The tunneling
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conditions are -0.5V, 1nA. The high intensity of the modulation and the resolution of the 6
atoms of the graphene ring indicate that this is predominantly G1( in excess of 90% of the
area). The Fermi energy is ∼ 0.4 eV in the sample (Fig. 3.3 (b)) reflecting the substrate-
induced electron doping as reported (47).
3.2.2 Threshold reflection coefficient and optical gain
Considering graphene on a substrate with dielectric constant εs, the amplitude of the re-
flected and transmitted waves for a normal incident beam follow from Maxwell’s equations
along with the usual boundary conditions:
r =
1− ns − 4piσ (ω) /c
1 + ns + 4piσ (ω) /c
,
t =
2
1 + ns + 4piσ (ω) /c
. (3.14)
Here σ (ω) is the complex optical conductivity. The common reflection and transmission coef-
ficients are determined by R = |r|2 and T = ns |t|2. In case σ = 0 holds that R + T = 1. The
presence of a finite conductivity in the graphene sheet leads to absorption
Ag =
1
4
(1 + ns)
2 (1− T −R) . (3.15)
where it is custom(35) to introduce the coefficient (1 + ns)
2 /4 such that Ag corresponds to the
absorption coefficient of a suspended graphene sheet.
Following Ref.(35) we can introduce the reflection of the substrate (for σ = 0)
Rs =
(
1− ns
1 + ns
)2
(3.16)
and of the substrate with graphene Rs+g
Rs+g =
∣∣∣∣1− ns − 4piσ (ω) /c1 + ns + 4piσ (ω) /c
∣∣∣∣2 . (3.17)
For the complex optical conductivity of graphene in equilibrium and at T = 0 it holds
σeq (ω, T = 0) =
e2
4~
(
θ (ω − 2µ)− i
2pi
ln
(
ω + 2µ
ω − 2µ
)2)
. (3.18)
Near the jump in the optical conductivity at ω = 2µ, the imaginary part of the conductivity
has a logarithmic divergence which is smeared out in case of finite temperatures. Since σ (ω)
61
is of order e2/~, it holds that σ (ω) /c is of order of the finestructure constant of quantum
electrodynamics αQED = e
2/ (~c) ≈ 1/137  1. This allows for an expansion in σ (ω) /c. It
follows
Rs+g −Rs
Rs
=
4
n2s − 1
4pi
c
σ′ (ω) +O
(
α2QED
)
(3.19)
Thus, the reflection coefficient to leading order in αQED is fully determined by the real part of
the optical conductivity σ′ (ω) = Reσ (ω), the imaginary part only enters at higher orders. For
the transmission and absorption coefficients follows in the same limit
T =
4ns
(1 + ns)
2 −
8ns
(ns + 1)
3
4pi
c
σ′ (ω) +O
(
α2QED
)
Ag =
4pi
c
σ′ (ω) +O
(
α2QED
)
(3.20)
This yields the result
Rg+s −Rs
Rs
=
4
n2s − 1
Ag (3.21)
of Ref.(35).
Figure 3.4 The differential reflectivity determined by the measurements with Rg+s or without
Rs graphene monolayer on SiC substrate. The reflection from the zero conductiv-
ity in pumped garphene/SiC exactly corresponds to the case of bare SiC substrate.
Consequently, the threshold ∆R/R|c % for zero conductivity can be directly de-
termined from the curve, which is consistent with value used in the manuscript
∼-1.46
Eq.3.19 enables us to determine a threshold value for the reflectivity that corresponds to a
negative optical conductivity and thus to a behavior with optical gain. From Eq.3.19 it follows
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for the reflection after delay time τ :
∆R/R ≡ Rs+g (τ)−Rs+g (0)
Rs
=
4
n2s − 1
4pi
c
(
σ′ (τ)− σ′ (0)) (3.22)
Using the experimentally established value σ′ (0) = e2/ (4~) for the optical conductivity prior
to the pulse, it follows that σ′ (τ) < 0 if ∆R/R < ∆R/R|c where
∆R/R|c = −
4piαQED
n2s − 1
. (3.23)
With ns = 2.7 it follows ∆R/R|c = −1.4582%. If for some reason the dielectric constant of the
substrate is larger that 2.7, this would only reduce the critical value of ∆R/R and we would
only underestimate the regime where σ < 0. Given that our data yield that ∆R/R as big as
0.19%, it follows that we have σ < 0 as long as ns > 2.41. In the literature, the uncertainty of
ns = 2.7 is ±0.1. The smallest index of SiC is 2.55 in the THz range. These results demonstrate
that our conclusion σ < 0 is robust.
In Fig. 3.4, we experimentally determine the existence and value of the threshold ∆R/R|c =
−1.4582% for zero conductivity in our sample. This further demonstrates unambiguously that
the reflectivity geometry in current sample provides a direct measurement of the real part of
conductivity σ of the graphene layer (or absorption), which directly accessing the gain/loss
processes. This also demonstrates again our sample is graphene monolayer, consistent with
conclusion from STM.
Using the same reasoning we can relate the reflectivity to the absorption coefficient
Rs+g (τ) = Rs +
ns − 1
ns + 1
4
(1 + ns)
2A (τ) (3.24)
and obtain
Ag (τ)−Ag,0
Ag,0
=
Rs+g (τ)−Rs+g (0)
Rs+g (0)
· n
2
s − 1 + 4Ag,0
4Ag,0
(3.25)
that will be used in our analysis of the density of transient electrons and holes, where Ag,0 =
Ag (τ = 0) = piαQED.
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3.2.3 Results: femtosecond optical gain
A typical temporal profile of ∆R/R at 1.55 eV in the graphene monolayer (black dots) is
shown in Fig. 3.5 (a), clearly showing a negative transient signal. Several temporal regimes can
be identified in the logarithmic scale plot in the inset: a pulse width limited rise ∼ 40 fs (red
line), followed by a bi-exponential decay of 70 fs and 2.5 ps (blue lines). The power dependence
of photoinduced ∆R/R in Fig. 3.5 (b) reveals a clear nonlinear behavior. The perfect overlap
of the pair of curves at the intimidate pump fluences indicates that the observed nonlinear
saturation behaviour is reproducible and not caused by laser-induced permanent changes. Fig.
3.5 (c) summarizes ∆R/R at the signal peak for different pump fluences Ip, showing a nonlinear
pump fluence dependence above ' 1842µJ/cm2, at least one order of magnitude higher than
what is reported for semiconducting single-walled carbon nanotubes (48). Following Eq.(3.19),
the measured ∆R/R allows us to obtain the corresponding peak conductivity in photoexcited
graphene, as shown by the red dot in Fig. 3.5 (c) (normalized by σ0). At the highest pump
fluence used for the degenerate pump and probe condition, ∆R/R peak appoaches 90% of the
critical value ∆R/R|c and the peak conductivity drops to only 10% of σ0.
The most striking response is obtained after ultrafast non-degenerated differential reflectiv-
ity using 1.55 eV pump and low energy probe at 1.16 eV, shown in Figs. 3.6 (a) and (b). With
increasing pump fluence, the critical value ∆R/R|c indeed occurs at Ipump,c ' 2000µJ/cm2,
above which the conductivity of photoexcited graphene indeed becomes negative. We empha-
size three key aspects of this conclusion: (i) the critical value has not been reached by the
degenerate pump/probe (Fig. 3.5 (c)) and appears exclusively for non-degenerate condition
when probing below 1.55 eV, (ii) the ∆R/R|c is a model independent value that corresponds
to σ = 0, which directly indicates the transition from loss to gain behavior, (iii) the fem-
tosecond emergence of stimulated emission even at the ∼400 meV below the excitation level
indicates very rapid establishment of population inversion and broadband gain in the strongly
photoexcited graphene states.
We can extract the number of photoexcited electrons in graphene immediately after the
laser pulse from our experimental data. The amplitude of the time dependent absorption A as
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Figure 3.5 Femtosecond nonlinear saturation revealed by ultrafast degenerate reflectivity
spectroscopy. (a) Temporal profiles of the differential reflectivity changes at 1.55
eV for the graphene monolayer (solid black dots) and SiC substract (red empty
dots) under the pump fluence of 1842 µJ/cm2. b, Ultrafast degenerate differen-
tial reflectivity at 1.55 eV for different pump fluences. The dashed straight line is
guide for the eyes. The different curves were taken in the order as marked, from
the lowest fluence 184 µJ/cm2 to the highest 3868 µJ/cm2 and then back to the
intermediate pump fluence, e.g., 2118 µJ/cm2. (c) The peak transient reflectivity
4R
R |peak as function of the pump fluence (black squares) and the corresponding
conductivity change (red solid dots). Blue arrow marks the threshold for nega-
tive conductivity ∆R/R|c = −1.4582% (see text). Dashed line: linear dependence
(guide to the eyes).
function of pump fluence can be derived from the measured differential reflectivity by applying
the Fresnel equations in thin film limit (35; 49)
∆A(Ip)
A0
=
∆Rg+s(Ip)
Rg+s
· n
2
s − 1 + 4Ag,0
4Ag,0
, (3.26)
where Rg+s and ∆Rg+s are the static reflectivity and pump-induced reflectivity changes for
the graphene monolayer (g) on the substrate (s) with index ns = 2.7. Ag,0 is the absorption
of graphene monolayer without pump, which takes a universal value of Ag,0 = pi
e2
~c ' 0.023,
as determined by the universal a.c. conductivity σ0 =
e2
4~ . Here the ∆A(Ip)/A0 is the relative
differential absorption of graphene on the substrate: A0 =
4
(ns+1)2
Ag,0, which yields
∆A
A0
=
∆Ag
Ag,0
.
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Therefore Eq.(3.26) follows from Eq.(3.25). The peak amplitude A(Ip) = A0+∆A(Ip) gradually
diminishes as increasing the pump fluence. From the measured transient saturation curve above,
one can extract the density of photoexcited electrons(holes) in graphene after the propagation
of a single laser pulse of 35 fs (τp) with pump fluence Ip
nex(Ip) =
ˆ ∞
−∞
dt
τp
nex(t, Ip) =
1
~ω
ˆ ∞
−∞
dt
τp
I(t, Ip)A (t) , (3.27)
where I(t, Ip) is the Gaussian pulse envelop I(t, Ip) = Ip
√
4 ln 2
pi exp
[
−4 ln 2
τ2p
t2
]
, normalized such
that the total pulse fluence is Ip =
´∞
−∞
dt
τp
I(t, Ip). Since A(t) = A0 + ∆A(t) = A0(1 +
∆A(t)
A0
),
we have
nex(t, Ip) =
I(t, Ip)A0
~ω
(
1 +
∆A(t)
A0
)
. (3.28)
Applied to graphene where τth  τp, A (t) is determined by the adiabatic dependence of the
absorption on the pump fluence with Ipartial (t, Ip) =
´ t
−∞
dt′
τp
I(t′, Ip). Consequently, Eq.3.28
becomes
nex(t, Ip) =
I(t, Ip)A0
~ω
(
1 +
∆A (Ipartial(t, Ip))
A0
)
. (3.29)
We determine A (Ipartial) experimentally from the reflectivity data of Fig.3.5 (a), combined with
Eq.3.26, as discussed above. Finally, from Eqs. (3.26)-(3.29) we have
nex(Ip) =
ˆ ∞
−∞
I(t, Ip)A0
~ω
×
[
1 +
∆Rg+s (Ipartial(t, Ip))
Rg+s
· n
2
s − 1 + 4Ag,0
4Ag,0
]
dt
τp
. (3.30)
The result is shown in Fig. 3.6 (c), which clearly shows that using the actual absorption A (t),
instead of A0, is crutial to understand the high density regime of fs dynamics in graphene, as
the linear relation ~ωnex ' A0Ip substantially overestimates nex during the pulse propagation,
as shown in Fig. 3.6 (c). Thus, we can extract from the data extremely dense photo-excited
fermions nexpmax ' 0.5× 1014 cm−2 for our electron doped sample, surpassing the saturation in a
10 nm GaAs quantum well by more than two orders of magnitude under the similar excitation
condition (50).
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Figure 3.6 Stimulated infrared emission and transparency revealed by ultrafast non-degen-
erate reflectivity spectroscopy. (a). Ultrafast ∆R/R at 1.55 eV pump and 1.16
eV probe for two different pump fluences, 1116 and 3960 µJ/cm2, respectively.
Blue arrow marks the threshold for negative conductivity ∆R/R|c = −1.4582%
(see text). Shown together are the pump and probe spectra. (b). The peak tran-
sient reflectivity as function of the pump fluence clearly shows that the critical
value ∆R/R|c (blue line) indeed occurs Ipump,c ' 2000µJ/cm2. (c). The extracted
transient fermion density at 40 fs (blue dots), as explained in the text, which is
significantly lower than A0Ip/~ω obtained from the universal conductivity (open
circles), as illustrated in shadow area. d, Theory (lines) vs. experimental values
(rectangles) for non-degenerate (red) and degenerate (blue) transient conductivity
at 40 fs.
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3.2.4 Discussion
Next we analyze the transient state at τth < t < τc. Immediately after the pulse at ∆t = 40
fs , energy of the electronic system is conserved because no relaxation into the phonon system
has taken place yet. In the case of highly excited graphene, the phase space constraint of the
Dirac spectrum leads to an approximate conservation of numbers of photoexcited holes and
electrons, valid to the second order in the electron-electron Coulomb interaction (177; 178).
A recent explicit analysis of the short time dynamics by Winzer et al. indicates that the
conservation of hole and electron numbers is a good approximation for the high excitation
regime (53).
Consequently, this gives rise to a slow imbalance relaxation and thus to a population inverted
transient state with quasi-conserved occupations of the two branches of the Dirac cone in our
experimental condition. These, together with the assumption that a decoherenced state is of
maximal entropy lead to the non-equilibrium transient distribution function (ε = vp)
fe(h) (ε) =
1
exp
(
ε−µe(h)
kBTe
)
+ 1
, (3.31)
characterized by the electron temperature, Te and two distinct chemical potentials µe and µh,
for electrons in the upper and holes in the lower branch of the spectrum, respectively. Note
that a scenario of single chemical does not explain the demonstrated population inversion. In
thermodynamic equilibrium holds µe = −µh = µ and Te = T . In general, Te and µe(h) are
functions of given photon energy, ~ω, total density, and density of photoexcited carriers, nex.
The optical conductivity of this transient state follows as
σ (ω) =
e2
4~
(1− fe (~ω/2)− fh (~ω/2)) . (3.32)
Fig. 3.6 (d) compares the peak transient conductivity with the calculated conductivity
σ (ω) of Eq.3.32 as function of nex for two probe photon energies 1.55 eV and 1.16 eV. Ex-
cellent agreement between experiment and theory is found which demonstrates the faithful
representation of the transient state at 40 fs by the distribution function, Eq.3.31. For the
degenerate scheme, our theory (black dashed line) yields σ → 0 and thus perfect transparency
for nthmax = 0.48 × 1014 cm−2. Once the systems is driven into this regime, a balance between
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Figure 3.7 The properties of the transient state and broadband optical gain at 40 fs. (a).
Plot of the calculated transient electron (µe) and hole (µh) chemical potentials as
function of photoexcited carrier density. Inset: the calculated transient temper-
ature as function of photoexcited carrier density. (b) Illustration of a crossover
from a hot and dilute Maxwell-Boltzmann gas to a dense degenerate Fermi-Dirac
system. (c). Transient electron and hole distribution function at 40 fs are plotted
for different pump fluence. The interband optical excitation used ~ω = 1.55 eV
is marked and the two intersection planes represent the occupation probability of
an electron-hole pair at the given excitation photon energy is equal to unity, i.e.,
fe(ω/2) + fh(ω/2) = 1. Broadband optical gain establishes in the region between
the two planes (σ < 0).
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stimulated emission and absorption will lead to a transprancy. For non-degenerate scheme by
probing at 1.16 eV, our theory (black solid line) predicts a critical density n|thc = 0.32 × 1014
cm−2 for the transition from loss to gain. All of these agree extremely well with the experi-
mental value nexpmax = 0.5 × 1014 cm−2 and n|expc = 0.34 × 1014 cm−2 (black arrows) (136). In
addition, carrier temperature of the transient state at 40 fs can be derived from the discussed
energy conservation in the electronic system, which is ∼ 2800K at the threshold fluence.
The detailed information of the transient state at 40 fs as a function of nex is shown in
Fig. 3.7 (a) for the transient chemical potentials and carrier temperature (inset). For weak
excitation nex  ω2/v2 (but larger than the number of thermally excited carriers before the
pulse) we find kBTe ∼ ~ω while µh < 0, corresponding to a hot, dilute gas of classical holes.
Increasing nex changes the sign of the hole chemical potential and eventually decreases Te,
i.e. as a function of pump fluence we enforce a crossover from a hot and dilute Maxwell-
Boltzmann gas to a degenerate population inverted quantum system, as illustrated in Fig. 3.7
(b), with µe + µh measuring the degree of population inversion. Most notably, the transient
conductivity, σ (ω), of Eq.(3.32) changes sign if µe + µh crosses ~ω, with broadband optical
gain due to population inversion for the entire region ω < µe + µh, as illustrated between two
intersection planes in Fig. 3.7 (c), consistent with our experiment.
Please refer to Appendix B for detailed data analysis and the theoretical calculation about
the transient charge and energy balance in graphene after the ultrafast photoexcitation.
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CHAPTER 4. FEMTOSECOND MAGNETIC SWITCHING VIA
STRONGLY CORRELATED SPINCHARGE QUANTUM EXCITATIONS
ASSOCIATED WITH QUASI-ELECTRON RELAXATION
Transition metal oxides (TMO) are a model systems of the strongly correlated electronic
materials, in which the strong Columbic interaction activates the coupling of the many inter-
nal electronic degrees of freedom - charge, spin, lattice and orbitals. The potential energy is
minimized by the formation of certain regular patterns (e.g. charge order, spin/orbital order),
and the charge is isolated with the formation of local polarons against the itinerate tendency
of mobile electrons. Such complex interplay and the strong electronic localization result in
the emergence of nanoscale phase inhomogeneity - the coexistence of the competing states in
nanometer scale. (57; 58). In such a nanoscale phase separated system, the nonlinearities dom-
inate - the system becomes extremely sensitive to the external stimuli (e.g. current, magnetic
field, pressure, light), which leads to many interesting phenomenon, e.g. colossal magneto-
resistive effect (CMR) (59; 60), insulator-metal transition (61; 62). Those exotic features have
made the TMO system an important subject in the modern magnetic storage/logic indus-
tries. On the other hand, understanding the physics of such a complicated many body system
becomes a great challenge for the scientists. Various advanced experimental techniques and
theoretical approaches have been applied to TMOs to investigate the fundamental interactions
behind their unique properties.
Ultrafast laser spectroscopy is one of the advanced techniques that has been widely applied
to the strongly correlated systems. Taking the advantage of the femtosecond (fs) and picosecond
(ps) time resolution with tunable photon energies, ultrafast techniques can dynamically resolve
the coupling in the non-thermal regime providing information about the complex interactions
which are tangled in the thermal regime. Moreover, the ultrafast pulse, specifically tuned
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to a certain power level or spectrum range, can manipulate the electronic and/or magnetic
properties of the material via the photoexcitation of carriers or control the phonon modes.
In this chapter, I will report our work on the ultrafast study in strongly correlated mangan-
ites. We observed the fs magnetic switching from an antiferromagnetic state to a ferromagnetic
state. And we also studied the associated quasi-electron relaxation dynamics. Part of the
content in this chapter is heavily based on these two papers: Tianqi Li, Aaron Patz, Leonidas
Mouchliadis, Jiaqiang Yan, Thomas A. Lograsso, Ilias E. Perakis and Jigang Wang, ”Femtosec-
ond switching of magnetism via strongly correlated spincharge quantum excitations”, Nature
496, 6973 (2013); and T. Li, A. Patz, P. Lingos, L. Mouchliadis, L. Li, J. Yan, I. E. Perakis,
and J. Wang, ” Correlating Quasi-Electron Relaxation with Quantum Femtosecond Magnetism
in the Order Parameter Dynamics of Insulating Manganites”, submitted to Physical Review
Letters, (2014) (arxiv.org/abs/1409.1591).
4.1 Introduction to Manganites
4.1.1 Basic structure and electronic properties of Manganites
Manganites normally exhibit ABO3 perovskite structure. As shown in Fig. 4.1 (184; 64; 65),
the large cations in the A sites are typically the trivalent rare earth (RE) elements, for example,
La3+, P r3+, Nd3+..., and/or the alkaline earth (AE) elements such as Sr2+, Ca2+, Ba2+....
The small cations in the B sites are manganese, Mn3+ or Mn4+. Each manganese cation is
surrounded by an octahedron cage of oxygen.
Because of the crystal-field, the five-fold degenerated 3d-orbitals of Mn are split into higher
level eg state (x
2− y2 and 3z2− y2 orbitals) and lower level t2g states (xy, xz and yz orbitals),
as shown in Fig. 4.2 (60). The eg state orbitals point toward the oxygens, while the t2g orbitals
point between the oxygens. The stronger hybridization between the eg states and the oxygen
2p orbitals makes the eg electrons more itinerant. And the t2g electrons, on the other hand,
hybridized weakly with the oxygen 2p electrons, are considered to be localized. The Jahn-Teller
distortion of the oxygen cage will further lift the degeneracy of eg and t2g orbitals. As shown in
the Fig. 4.2, the z direction elongation of the O couples with the occupied 3z2 − y2 orbital in
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Figure 4.1 Unit cell of an ABO3 perovskite structure
the eg, thus it decreases the energy of 3z
2 − y2, while lifts the energy of x2 − y2 states. As for
the t2g orbitals, though hybridized less with the O, are still affected by the O distortion, and
split to lower-lying yz, zx and higher-laying xy. Thus, for Mn3+, three electrons occupy the
t2g states and one electron occupies the 3z
2− y2 orbital in the eg state. For Mn4+, no electron
occupies the eg states, and the Jahn-Teller effect is absent.
Figure 4.2 The d-orbital electronic structure under the crystal field splitting
The essential characteristic of such a strongly correlated electronic system are the proper-
ties of the electrons - their mobility and their interactions. Two important parameters related
to the kinetic energy of the conduction electrons are the one-electron bandwidth (the electron
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hopping), and the band filling (the level of doping). The doping may create electron vacancies
which increase the mobility of the carriers. The tuning of the ionic size of A site elements may
change the connective pattern of the O cage in the perovskite structure, leading to a modifica-
tion of the Mn−O −Mn bond angle, and this influences the one-electron bandwidth via the
supertransfer process (57). Thanks to the development of the advanced crystal growth method,
various compounds with controlled chemical composition have been successfully prepared, and
provide the natural starting point to systematically study the physics behind their complex
phenomenon.
Although the eg electrons hybridize strongly with the O 2p orbitals, the strong on-site
ferromagnetic coupling between the eg electrons and the t2g electrons tends to diminish the
hopping possibility of the conduction eg electrons. Such ferromagnetic Hund’s rule coupling
energy is as large as 2-3eV so that the eg electrons are localized. Such localization gives rise to
the so-called Mott insulator, and one typical example is the insulating nature of the undoped
LaMnO3 parent compound. However, as holes are added via the alkaline earth element doping,
the eg electrons can become itinerant through the inter-site hopping. The hopping probability
of the conductive electrons between i and j sites under the limit of the strong coupling can be
expressed as tij ∝ cos(θij/2), where the θij corresponds to the relative angle between i and j site.
For the ferromagnetic alignment, the relative angle θij is zero, thus the ferromagnetic metallic
state is stabilized, and this is the double-exchange mechanism proposed by Zener et.al.. (66; 67;
188) The double-exchange model has been used to explain the magneto-resistive phenomenon
in the large one-electron bandwidth system (La1−xSrxMnO3). In which, the external magnetic
field aligns the local spins which are randomized approaching the transition temperature (TC),
thus leading to a magnetic-field-reduction of the resistivity. However, the physics behind the
colossal mangetoresistance phenomenon is much more complicated. In the system of relative
smaller one-electron bandwidth or different hole doping level, the complicated electron-electron
and electron-lattice interaction competes with the ferromagnetic double-exchange coupling,
short-range order and phase separation emerge, which leads to a rich phase diagram with
competition and co-existence of different tendencies. Next, I will take a typical small one-
electron bandwidth system Pr1−xCaxMnO3 as an example to elucidate the unique physical
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properties and correlation mechanisms of the strongly correlated electronic manganite, and this
is also the material system that we studied in our works.
4.1.2 Complex phase diagram and phase separation - taking Pr1−xCaxMnO3 as an
example
Fig. 4.3 (a) is reproduced from (71). It shows the phase diagram under different doping
levels, where PI, CI, FI, CAFI, AFI, COI stand for the paramagnetic insulating, spin-canted
insulating, ferromagnetic insulating, canted antiferromagnetic insulating, antiferromagnetic in-
sulating and charge-ordered insulating states. The relatively small A-site average ionic radius
increases the bending of the Mn − O −Mn bond. The enhanced lattice distortion favors the
electron-lattice coupling which competes with the double-exchange interaction, thus leading to
the insulating states. The key feature of such small one-electron bandwidth system is the sta-
bilized charge-order / orbital order state (CO/OO) in a pretty wide doping range, comparing
with a narrower CO/OO doping range of the intermediate one-electron bandwidth system, e.g.
Nd1−xSrxMnO3, and the absence of the CO/OO in the large one-electron bandwidth system,
e.g. La1−xSrxMnO3. In the doping range of 0.3 < x < 0.5, the CO/OO appears together with
the antiferromagnetic spin ordering, which is called the CE type (a mixture of C and E type
antiferromagnetic spin arrangement).
As illustrated in Fig. 4.3 (b), the Mn3+ and Mn4+ form a 1:1 ratio ordering in real space
in the ab plane, and the orbital is also ordered. They form a zig-zag chain with the opposite
spin alignment between two neighboring chains. For the adjacent layers in the c direction,
they exhibit the same CO/OO pattern but the opposite spin alignment. Although the ideal
CE type CO/OO is stabilized at the x=0.5 doping level, CE type order also persists as the
doping level deviated from 0.5 due to a more pronounced lattice distortion in the small one-
electron bandwidth system. However, such CE type order is no longer the ”perfect” one, the
incommensurate doping of the holes introduces ”defects” into the typical CE type state, e.g.
the ”pseudo”- CE type state in x=0.4. Such ”defects” will mediate the double-exchange like
ferromagnetic coupling in the c direction, thus leading to a spin canting along the c direction
- the spin alignment between the adjacent layers are no longer strictly opposite. And neutron
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scattering shows that the coupling along the c axis changes from the antiferromagnetic coupling
at x=0.5 to the ferromangetic coupling at x=0.3 (72). The CMR effect can be explained via
the field-induced melting of the CO/OO state scheme, in which the magnetic field favors the
ferromagnetic double-exchange interaction which competes with the CO/OO insulating state.
As shown in Fig. 4.4, the magnetic field induced phase transition as a function of temperature
at different doping level is plotted. The hatched area shows the hysteresis behavior which
demonstrates the first-order nature of such transitions. One key observation is: under the
lower temperature, the larger magnetic field is required to drive the phase transition. This
is because of the decrease of the thermal dynamic energy when the temperature decreases.
Another key feature is: as the doping level approaching x=0.5, a larger field is require and the
larger hysteresis area appears. On the contrary, as x decreases to 0.3, the transition field is
lower with smaller hysteresis. This can be clearly linked to the different stability of the CO/OO
state at the different doping levels, which has been discussed in previous paragraphs.
Figure 4.3 (a) The PrCaMnO phase diagram as a function of Ca doping. (b) The charge
order, spin order and orbital order configuration of the PrCaMnO, reproduced
from (71).
However, the physics of the strongly correlated manganite is more complicated than the phe-
nomenological explanation given above. Many interactions have to be taking into account, e.g.
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Figure 4.4 Reproduced from Ref. (60). Temperature and magnetic field dependence of the
resistivity of PrCaMnO with x=0.3 doping. The inset shows the phase diagram.
The hatched region shows the hysteresis.
the coulomb interactions, Hund’s rule coupling, the electron-phonon coupling, the Heisenberg
coupling. And the quantum scheme needs to be employed rather than the simple semi-classical
model. Theoretical and experimental works have provided the evidence of the nano-scale phase
separation and percolative behavior of the co-existing phases (184; 73), such inhomogeneous
phase-mixture feature is strongly influenced by the level of the disorder and the electronic
topological features. (74)
4.2 Introduction to The Ultrafast Studies in Strongly Correlated
Manganites
The strongly correlation nature of the manganite systems attracts tremendous interest in
the field of ultrafast science. This system is supposed to be more sensitive to the external
stimuli comparing with the weakly correlated system, e.g. semiconductors and metals, and
such response could be from various of sections, e.g. electronic, spin, orbital, lattice, etc. Thus,
people believe that such a strongly correlated electronic system could be a good playground
to realize the concept of ultrafast phase control. Such system will not only allow people to
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study the transient dynamics and interactions which are beyond the thermal and perturbation
pictures, but also can be used to achieve a much faster modulation of the electronic/magnetic
properties than the current industrial technology.
4.2.0.1 Ultrafast dynamics of the electronic response
In the late 1990’s, people started to use a rather straight forward way to study the photoin-
duced phenomena in manganites, and many groundbreaking works were reported during that
time. In Miyaono et.al.’s work in 1997, a typical small band gap manganite - Pr1−xCaxMnO3
was chosen, and the insulating sample was actually tuned to be on the edge of the insulating
and metallic phases. (75). In their work, the nanosecond (ns)-duration VIS/NIR pulse was
employed to provide photonexcitation, and the photoinduced responses were measured as the
voltage change through the attached electrodes on the sample surface. A voltage drop was
observed under photoexcitation, and this indicates a huge drop of resistance - the insulator
to metal transition. A two-step dynamics was proposed: a fast component corresponds to
the photocarrier generation which creates metallic patches (10-100ns), and a slow component
corresponds to the further formation of the filamentary current path (> 10µs). The metallic
state that initialized by the photo irradiation can be stabilized via an applied static voltage,
the persistence of such metallic state exhibits a threshold behavior as a function of the external
static voltage. On the other hand, although no magnetic measurement was taken, based on the
fact that the static insulating state is antiferromagnetic and the metallic is ferromagnetic, Ref.
(75) still claimed a potential of the antiferromganetic-ferromagnetic transition associated with
the insulator-metal transition. And their observation provided an opportunity to control the
electronic properties through an ultrafast optical method, and it also inspired further research
of the ultrafast study in strongly correlated manganites. Soon after that, the same group pro-
vided a more intuitive method to visualize such photoinduced metallic state (76). The imaging
method was used to directly observe the metallic paths generated by the photoexcitation, and
the wavelength and external current dependence was studied in detail. The different nature be-
tween the photo-induced metallic state and the ordinary metallic state was suggested through
the observed unusual wavelength dependence. The creation and removal of the conducting
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paths was studied in detail under various of external currents, temperatures and light inten-
sities. To unveil the nature of the photoinduced metallic phase, people applied the spectrum
investigation to the manganite system, and measurements with higher temporal-resolution were
also reported. The reflection spectrum under the photoexcitation indeed showed a feature of
insulator - metal transition, e.g. a gap collapses in the low photon energy range and a forma-
tion of plasma edge in the high photon energy range were observed. However, the spectrum
of the transient insulator - metal transition exhibits a strong modification compared with the
static field induced insulator - metal transition. Auch photoinduced dynamics was attributed
to the phase competition between the metallic regions and the surrounding insulating regions
(77). With much shorter excitation pulse ∼ 100s of fs pulse duration, measurements closer
to the non-thermal regime had been performed which provided a better understanding of dy-
namics during the photoinduced phase transition (78). However, under such ultra-short time
scale, the simple electronic detection method could no longer be the applied because of their
limited temporal resolution. Instead of that. Instead, it is necessary to measure the reflec-
tion or transmission through the pulse itself - the pump-probe technique that we mentioned
in previous chapters. In such ultrafast dynamics measurement, several relaxation components
were observed in the transient reflectivity: (1) an initial small component about 200fs which
corresponds to a photoinduced bleaching; (2) a large component within 1ps which corresponds
to a breakdown of the charge-ordered insulating phase, and in such process, the delocalized
photoinduced carriers lead to the screening of the localized electronic interaction - in the other
words - the melting of the charge order; (3) an oscillation component corresponding to an
acoustic phonon, which is generated by the mechanical stress created by the photoinduced new
phase - the shrinking of the unit cell; (4) a µs long component of the metallic phase, and this
component can be stabilized via the external electrical field which competes the relocalization
trend of the surrounding insulating phases; and (5) a ns recovery of the insulating phase under
the lower external electric field. The spectrum results, which compares the sub-ps behavior with
longer time scale behavior, suggested that the sub-ps photoinduced metallic state is different
from the ps or longer time state, and the state longer than 1ps already exhibits the feature of
the steady local metallic phase. And it was proved that the pump-induced local heating effect
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has a negligible contribution to the transient reflectivity change (78). Using sub-10-fs optical
pulse, a coherent vibrational mode accompanying the melting of CO/OO under long-range
Jahn-Teller (JT) distortion had be observed (79). Meanwhile, the same group reported that by
pumping right at the THz phonon vibration mode, a transition from the insulating ground state
to the metastable metallic state is observed with a threshold behavior. And the vibrationally
driven bandgap collapse is attributed to the coherent modulation of the Mn-O distortion. (80).
The development of the ultrafast X-ray diffraction technique allows a direct measurement of
the change of the lattice constant in ps time scale(81). Applying the ultrafast X-ray probe
and optical pump to the manganite system, people observed a photoinduced structural-ordered
homogeneous phase with different crystallographic parameters from any conventional thermal
state. And the phase was assigned as a hidden insulating phase. (81).
4.2.0.2 Ultrafast dynamics of the magnetic response
On the other hand, controlling the spin state in an ultrafast time scale has been a hot
topic due to the scientific interests and the technological demands. The light field is a promis-
ing candidate which might be able to break the spin flipping speed limit of the conventional
magnetic field approaches. Manipulating the magnetism in ps or even fs time scale has been
reported in metals or semiconductors via the ultrafast optics. (82; 83; 84; 85; 86; 87). How-
ever, because the photon can hardly interact with the spin system, the origin of some of the
photoinduced magnetization response is still under debate. And such challenges also motivated
research on ultrafast magnetism in recent years. The strongly correlated manganite system
exhibits a complex phase diagram and strong coupling among different degrees of freedom,
thus it becomes a promising platform to study the photoinduced magnetic phenomena. The
magnetic response is detected by the magneto-optical Kerr effect - the Kerr rotation angle and
the ellipticity (as introduced in Chapter 2), however, the Kerr measurement is a mixture of the
pure magnetization ( the off-diagonal of the transfer matrix) and the magnetic-optical coupling
( the diagonal components which is caused by the electronic contributions). Thus carefully-
designed controlled experiments are needed to extract the genuine magnetic components as
well as reduce the electronic contributions.
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For the compounds with a ferromagnetic ground state, a slow demagnetization after pho-
toexcitation had been observed with distinguished temporal feature comparing with the elec-
tronic response measured by the differential reflectivity in the large-bandgap manganites. (88).
This phenomena was explained by the heat transfer from the photexcitated electronic system to
the lattice and then the spin systems. The spin-lattice interaction leads to the decrease of the
magnetization, and the slow demagnetization indicates the relatively weak spin-orbit coupling
comparing with the other types of ferromagnets. Together with the controlled static magnetic-
field dependent measurements, a demagnetization had been reported under the bulk/surface
ferromagnetic insulating ground state in low-bandwidth manganites (89). Contrary to the in-
efficient spin-lattice coupling proposed previously (88; 89), a spin disordering time of 1-10ps
was reported due to the mixing of several photoinduced demagnetization channels given the
complex nature of the bulk and the surface phase. Further ultrafast studies in intermediate-
bandwidth manganites reported a photoinduced magnetization in ns time scale near or above
the magnetic transition temperature TC embedded on a 100s of ps photoinduced demagne-
tization (90). Such simultaneous photo-induced spin disordering and photo-nucleated spin
ordering were believed to be related to the microscopic phase separation - the existence of the
ferromagnetic clusters in the paramagnetic state. The photoinduced magnetic polarons may
enhance the volume fraction of the ferromagnetic state which competes with the paramagnetic
background. People also compared the spin dynamics of various types of compounds including
ferromagnetic manganites and ferrimagnetic chromium chalcogenide spinel to investigate the
microscopic mechanism of the photoinduced demagnetization(91). The general features are
summarized as (see Fig. 4.5): after the photoexcitation, (1) a fast decay component (∼ 200fs)
is assigned to be non-magnetic due to its similarity with the photoinduced reflectivity signal;
(2) a ps step-like component is assigned as the photinduced damage of the spin order; (3) an
oscillation feature corresponds to the precession of the macroscopic magnetic moments; (4) a
delayed component (100’s of ps) indicates the thermalization of the spins; and eventually, (5)
a ∼10ns decay component corresponds to the thermal diffusion. The demagnetization process
is described as (1) the emission of the magnetic excitation (magnon), which randomizes the
magnetic order, and (2) the thermalization of the spin system via the energy transfer towards
81
the lattice. The spin-lattice relaxation was claimed to be more efficient than the spin-electron
channel. A series of ultrafast studies of the manganite thin film with ferromagnetic insulator
ground state were also reported(92; 93; 94). In this work, photoinduced phase fraction change
was claimed in the 10-100 ps time scale which indicates the formation of the transient ferro-
magnetic metallic clusters. No evidence for the sub-ps magnetization modification has been
observed, and the conducting ferromagnetic phase is not formed immediately on the sub-ps
time scale. For compounds with antiferromagnetic ground state, the ultrafast study of
Figure 4.5 General features of time-resolved magneto-optical Kerr effect signal in strongly
correlated materials. (Regenerated from Ref. (91))
the photoinduced magnetic response is even more attractive. The ordered patterns, which are
formed to minimize the total energy, not only lead to the Mott insulating nature of the ground
state, but also lead to the antiferromagnetic state below the Neel temperature. Applying an
external magnetic field (a small field would be enough for some specially designed structures),
a dramatic change of the resistivity was observed. The strong external magnetic field compen-
sates the Hund’s rule energy (in which the itinerant and localized spins tend to have the same
alignment to minimize the energy), so that it aligns the spins ferromagnetically. The nature of
the magnetic field-induced insulator-metal transition is the breaking of the charge order / spin
order / orbital order due to the itinerant tendency of the electrons under the ferromagnetic spin
alignment. (71). Thus, for certain kinds of manganite compounds, there would be a strong link
between the insulating/metallic states and the antifferomagnetic/ferromagnetic states. In the
early work of the ultrafast electronic response measurement, people observed the photoinduced
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insulator to metal transition in PrCaMnO compound as we reported before. Based on the fact
that the static insulating states is antiferromagnetic and the metallic state is ferromagnetic,
they claimed the possibility that the antiferromganetic - ferromagnetic transition correlated
with the insulator to metal transition(75). But the direct observation and proper explanation
of the magnetic response were still needed to unveil the magnetic response under photoexcita-
tion. The observation of the sub-ps magnetization enhancement was claimed in the thin film
manganite compounds (95; 96; 97). In these works(95; 96; 97), they claimed that the micro-
scopic localized FM metallic state is initialized about 200fs time scale during the melting of the
CO/OO in electronic response, and it is assigned as the parallel spin alignment formed by the
delocalization of the excited electron via the double exchange mechanism. Further formation
of the macroscopic FM phase is stabilized via orbital order in ps ∼ 10s of ps time scale. Such
a claim was supported by the observation of the sub-ps component in the magnetic measure-
ment and the comparison between the photoinduced optical conductivity change and the static
temperature-dependent spectrum. However, as pointed out in Reference (93), in those works,
only one component of the complex Kerr angle was reported, and no detailed investigation of
magnetic field dependence was reported to reveal the magnetic properties. Taking the advan-
tage of the ultrafast X-ray technique, the intrinsic magnetic parameters could be measured
(98), though the temporal resolution was as low as 10s of ps ∼ 100s of ps. Ref. (98) observed
a melting of the AFM order via optical pumping, which suggested that the photoexcitation
removes the spin order while leaving orbital order almost non-perturbed. However, due to
the limitation of the time-resolution, the magnetic response in the coherent region can not be
resolved.
Given the contradicting claims of the fs magnetization and arguments about the nature
of the correlations mechanisms, the systematic investigation of the photoinduced magnetic
measurement is required to reveal the real physical dynamics in the photo-excited manganite
system. As mentioned above, previous ultrafast experiments mainly focused on the scheme of
photoinduced melting of the ordered states (charge order and orbital order) and the structural
phase transformations. The transient magnetism was only inferred indirectly, and their theories
for explaining the ultrafast magnetic responses were still based on the static pictures and
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the quasiequilibrium theories. Thus, solid indication of the transient magnetism with the
observation of a threshold behavior is needed to claim the genuine photoinduced magnetism
in ultrafast timescale, and accordingly, appropriate non-equilibirum many-body theory taking
into account the strong local correlation is expected to describe the transient spin dynamics in
the coherent time regime.
Recently, our group proposed a new paradigm called quantum femtosecond magnetism,
which is the magnetic phase transition driven by quantum spin flucations and femtosecond-
laser-excited inter-atomic coherences/entanglement (121). In Ref. (121), we reported our
observation of the quantum femtosecond magnetism in a colossal magneto-resistive mangan-
ite material (Pr0.7Ca0.3MnO3) via ultrafast two-color near-IR pump (1.55eV) and ultraviolet
probe (3.1eV) magnetic circular dichroism (MCD) and magneto-optical Kerr rotation (MOKE)
measurements. The results show a femtosecond photoinduced switching from antiferromagnetic
to ferromagnetic ordering by the establishment of a huge temperature-dependent magnetization
in 200 fs with photoexcitation threshold behaviour absent in the optical reflectivity. The de-
velopment of the ferromagnetic correlations during the femtosecond laser pulse reveal an initial
quantum coherent regime of magnetism mediated by photo-induced inter-atomic coherences
and quantum spin-flip fluctuations. We also investigated the ultrafast quasi-particle dynam-
ics after creating a non-equilibrium population close to the insulator gap of Pr0.7Ca0.3MnO3
manganites through the ultrafast differential reflectivity with the pump/probe photons set at
1.55 eV. A two-step relaxation of charge excitation is observed with fast fs and slow ps decay
times, absent at high temperature or photon energy detuned far above the gap excitation.
Most intriguingly, the transient amplitude ratio of the fast and slow components displays a
distinct pump-fluence-threshold directly correlated to fs spin generation, measured by ultrafast
magneto-optical techniques, while the total amplitude shows a linear excitation dependence.
We attribute these to the coexistence of two quasi-particle excitations, where their popula-
tions determine the amplitude of the measured nonlinear signals, via phase space filling, and
their lifetimes are quantified by the dynamics. We further present calculations to corroborate
this scenario that fast, mobile electronic quasiparticles dressed by quantum spin fluctuations
together with the slow, localized polaronic carriers govern the non-equilibrium CMR phases.
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They result in both the dynamic charge reorganization and fs AFM-FM switching via a quan-
tum spin-charge-lattice coupling absent for classical spins.
4.3 Femtosecond Switching of Magnetism via Strongly Correlated
Spin-charge Quantum Excitations
The technological demand to push the gigahertz switching speed limit of today’s mag-
netic memory/logic devices into the terahertz (1012 Hz) regime underlies the entire field of
spin–electronics and integrated multi-functional devices. This challenge is met by all–optical
magnetic switching based on coherent spin manipulation (69). By analogy to femto–chemistry
and photosynthetic dynamics (70), where photo-products of chemical/biochemical reactions
can be influenced by creating suitable superpositions of molecular states, femtosecond (fs)
laser–excited coherence between electronic states can switch magnetic orders, by “suddenly”
breaking the delicate balance between competing phases of correlated materials, e.g., the colos-
sal magneto–resistive (CMR) manganites(184; 59).
Here we show fs photoinduced switching from antiferromagnetic to ferromagnetic ordering
in Pr0.7Ca0.3MnO3, by observing the establishment, within ∼120 fs, of a huge temperature–
dependent magnetization with photoexcitation threshold behavior absent in the normal optical
reflectivity. The development of ferromagnetic correlations during the fs laser pulse reveals
an initial quantum coherent regime of magnetism, distinguished from the picosecond lattice-
heating regime characterized by phase separation without threshold behavior (90; 94). And
our simulations reproduce the nonlinear fs spin generation and underpin fast quantum spin–
flip fluctuations correlated with coherent superpositions of electronic states to initiate local
ferromagnetic correlations.These results merge two fields, femto-magnetism in metals/band
insulators (69; 102; 190; 103), and non–equilibrium phase transitions of strongly correlated
electrons (104; 78; 105; 106; 163; 108; 80; 81), where the strong local interactions exceeding the
kinetic energy produce a complex balance of competing orders.
There is growing evidence that fs transient polarization of condensed matter systems during
a laser pulse can be used to manipulate spin or change magnetic order (69; 102; 190; 109; 110;
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111). Un-adiabatic coherent photoexcitation during very early times can be used to control
subsequent slower dynamics driven by the free-energy or an excited potential surface (112).
In strongly correlated materials, such as CMR manganite and high-Tc cuprate systems, prior
ultrafast spectroscopy experiments mostly concentrated on laser-induced melting of electronic
charge/orbital orders (CO/OO), and on structural phase transformations (108; 81; 80). Thus
far experiments directly probing magnetism only showed picosecond (ps) and nanosecond spin
generation, much slower than the fs excitation pulse, without threshold dependence on laser
intensity (97; 90; 98; 94). At such “long timescales”, lattice heating and phase separation dy-
namics dominate, as seen, e.g., in some CMR manganites (90; 94; 95). Transient magnetism
there was mostly indirectly inferred by transferring static pictures and quasi–equilibrium the-
ories to the ultrafast regime.
4.3.1 Materials and experimental scheme
Here we excite the CE-type antiferromagnetic (AFM) (one type of the atomic arrange-
ment of the AFM structure) charge-order and orbital-order CO/OO ground state of CMR
manganites, consisting of one-dimensional (1D) zig–zag chains with alternating manganese
Mn4+/Mn3+ atoms (CO) and ferromagnetically(FM)–aligned spins (Fig.4.6 (a)) (184; 59).
Neighboring chains are AFM-ordered, which restricts inter-chain electron hopping because
of the large magnetic energy penalty (Hund’s rule). The Mn4+ atom t2g–orbitals (184; 59) are
occupied by 3 electrons forming local S=3/2 spins Si. In the Mn
3+ atoms, an additional elec-
tron of spin si populates a Mn eg–orbital (184; 59). The resulting Jahn–Teller (JT) distortion
of MnO6 octahedra lifts the eg orbital degeneracy on the Mn
3+ atoms, which are then pop-
ulated by alternating d3x2−r2/d3y2−r2 orbitals (OO) (184; 59). The measured phase diagram
of our Pr0.7Ca0.3MnO3 manganite, Fig.4.6(b), results from the competition between this AFM
CO/OO insulating and FM metallic phases. The ground state is however always insulating as
a function of temperature for weak magnetic fields (B<0.5T in our experiment). It exhibits
CO/OO below ∼200K and CE–type AFM below TN∼140K (shaded area). Thus, heating of
our system cannot induce ferromagnetism, unlike those with high temperature ferromagnetic
order (95).
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Figure 4.6 A quantum many-body scheme for fs switching of magnetism and ultrafast pho-
toinduced spin dynamics in Pr0.7Ca0.3MnO3. a) Schematics of ultrafast excitations
of a CE–type AFM/CO/OO order consist of one–dimensional (1D) antiferromag-
netically-coupled zig–zag chains. electron conduction and optical transitions are
restricted within the same 1D ferromagnetic chain since J=S-1/2 total spin con-
figurations are suppressed by the Hund’s rule (white arrows). Quantum spin–flip
fluctuations, however, allow eg electrons to hop on sites with opposite local t2g
spin, by forming non–equilibrium total spin eigenstates Eq.(4.2) as illustrated (red
arrows). b) The equilibrium phase diagram of our Pr0.7Ca0.3MnO3 sample. c)
Ultrafast photoinduced ellipticity change ∆ηk for magnetic field B=0.5T and tem-
perature T=30K. Inset: the instrument response time (shaded) and the convolution
of the probe pulse with a double–exponential time–dependent magnetization in-
crease. We extract time constants τ1=120fs (fast fs magnetization) and τ2=18500fs
(slow ps magnetization).
87
This section reveals a fs AFM → FM phase transition in Pr0.7Ca0.3MnO3. Particularly,
we observe a threshold excitation fluence for inducing a huge magnetization during coherent
nonlinear optical excitation of the CE-type AFM CO/OO ground state by a 82fs laser pulse.
To see this, we performed two-color near-infrared pump (1.55eV), ultraviolet probe (3.1eV)
fs–resolved magnetic circular dichroism (MCD) and magneto–optical Kerr rotation (MOKE)
measurements. A Ti:Sapphire amplifier with center wavelength of 800nm (1.55eV), pulse du-
ration of 82fs at the sample position, and 1kHz repetition rate was separated into pump and
probe beams. The probe was frequency–doubled to 400nm (3.1eV). This photon energy pro-
duces a large magneto–optical activity due to optical transitions between oxygen 2p and Mn
t2g states (117), and thereby mostly measures dynamics of t2g local spins. The probe beam
was kept nearly perpendicular to the sample surface (polar MOKE geometry) (∼7 degree from
the normal). To a first approximation, the magneto-optical signal is proportional to
−→
k · −→S ,
where
−→
k is the vector of the probe light, and
−→
S is the spin vector. Thus, the signal measured
reflects the out-of-plane magnetization component Sz of t2g local spins. Our pump beam is
linearly polarized, with a tunable excitation fluence of up to ' 6 mJ/cm2. There is no obvious
pump polarization dependence. This two–color pump–probe geometry was shown to maximize
the magneto–optical response while minimizing the contamination of magneto-optical signals
during fs time scales, e.g., by dichroic bleaching, spectral weight transfer associated with the
electronic phase transitions, etc.
This geometry allows us to observe, at 3.1eV, genuine fs spin dynamics of the t2g electron
magnetization component Sz perpendicular to the sample surface induced by the pump. Our
sample is a single crystals Pr0.7Ca0.3MnO3 which were grown by the floating-zone method
in flowing oxygen with a growth rate of 3 mm/h. X ray powder diffraction on pulverized
single crystals confirmed the single phase. The phase diagram in Fig.4.6 (b) was constructed
by measuring the temperature- and field-dependence of magnetic susceptibility and electrical
resistivity of our samples. Strong magnetic fields melt the AFM/CO/OO insulator ground
state and induce a transition to a ferromagnetic metallic state, e.g., a critical magnetic field
of B=5T at T ∼75K. This cannot be accessed by heating the sample without a large magnetic
field. For our ultrafast measurements, we placed the sample under a weak magnetic field
88
provide by a permanent magnet of no more than 0.5T. And the direction of the magnetic field
is perpendicular to the sample surface.
We measure fs changes in the complex magneto-optical angle Θ˜K = θk + iηk, where the
imaginary part ηk (MCD) and real part θk (MOKE) correspond to absorption difference and
phase shift, respectively, between right– and left–circularly polarized light, induced by Sz(t).
Simultaneously, we measured the time-resolved differential reflectivity ∆R/R under the same
conditions, which probes the charge dynamics and photoinduced changes in electronic CO/OO
order parameters that accompany the dynamics of the spin order parameter. Unlike for ∆θk and
∆ηk, we did not observe a threshold behavior or sudden change in ∆R/R with laser intensity.
We did, however, observe a saturation behavior of ∆R/R as function of intensity as the distinct
femtosecond magnetization temporal regime appears (see Fig. 4.7). We attribute the ps spin
and charge dynamics, which do not show any threshold dependence for any intensity, and
the very small fs spin dynamics below threshold to lattice–heating–induced phase separation,
consistent with the prior literatures. Above threshold, our observations indicate that the spin
and charge order parameters, coupled in the ground state, dynamically evolve along different
pathways.
Our theoretical model shows that, while ∆R/R is strongly affected by intra–chain pho-
toexcitations that leave the spin unchanged, all–optically–induced spin dynamics arises from
inter–chain excitations, which in turn, for high intensities, trigger ultrafast nonlinear changes in
∆R/R and the bandstructure of the mobile electrons, as fs photoinduced quantum spin canting
allows for global electron hopping. The actual instrument response time of our pump–probe
experiment at the sample position was measured separately, by performing an ultrafast differ-
ential reflectivity experiment on a GaAs sample. This response time is plotted as the shaded
area in Fig.4.6 (c). Deconvolution procedures were used to extract the exact pump and probe
pulse durations. We obtain a FWHM of 82 fs for the 1.55 eV pump and 106 fs for the 3.1 eV
probe pulse at the sample position. As shown in Fig. 4.6 (c), in the ultrafast MCD experi-
ments, temporal profiles of ∆ηk were measured as function of time delay ∆τ of the reference
probe pulse with Gaussian envelope function Iprobe(t) =
√
4 ln 2
pi exp
[
−4 ln 2
τ2p
t2
]
, where τp is the
duration of the probe pulse. Since the slow detector has no fs resolution, the measured ∆ηk
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shown in Fig.4.6c is the convolution of the magnetization M(t) and the temporal profile of the
probe intensity Iprobe(t),
∆ηk(∆τ) =
ˆ ∞
−∞
Iprobe(t−∆τ)M(t)dt. (4.1)
M(t) was extracted by deconvolution of ∆ηk with the probe pulse as in Eq.(4.1). The time–
dependence of the photoinduced magnetization has the form M(t)=Afe
−t/τ1+Ase−t/τ2 . We ex-
tracted the time constants τ1=120fs for the fs photoinduced magnetization rise and τ2=18500fs
for the slow ps magnetization rise. This result is plotted in the inset of Fig. 4.6 (c) (blue
solid line), together with the measured ∆ηk. The emergence of a distinct fs magnetization
temporal regime above a threshold intensity is clear. Intriguingly, the initial discontinuity,
<200fs, observed in the ∆ηk collective spin temporal profiles [Fig. 4.6 (c)] above threshold
pump intensity marks the transition from the fs quantum–coherent nonlinear optical excitation
temporal regime to the ps thermal, lattice heating regime. This coincidence and the clear sep-
aration of two different temporal regimes, but only above pump threshold, supports our claim
of observing femto–magnetism in a strongly correlated quantum material.
4.3.2 Results: femtosecond photoinduced magnetization enhancement
Typical temporal profiles of the pump–induced ellipticity change, ∆ηk, during the first 5ps
are shown in Fig.4.6(c), at 30K and for two pump fluences. ∆ηk >0 indicates photoinduced
magnetization from the AFM ground state. At low pump fluence, 0.64mJ/cm2 (red solid dots),
we only observe a gradual, ps magnetization rise. Intriguingly, an increase of pump fluence to
5.8mJ/cm2 (black hollow dots) reveals a remarkable fs regime of spin photogeneration: a huge
quasi-instantaneous jump in magnetization, three orders of magnitude larger than in magnetic
semiconductors (111; 113), now precedes ps spin dynamics. Deconvolution of the ∆ηk and
probe pulse temporal profiles gives a fast magnetization rise time of ∼120fs (Fig.4.6(c), inset).
The clear discontinuity of ∆ηk (dashed line, Fig. 4.6(c)) marks two different temporal regimes
of transient magnetism. Fig.4.7 (a) shows the detailed pump–fluence–dependence of ∆ηk: it
reveals a photoexcitation threshold Ith ∼2.5mJ/cm2 for the emergence of fs magnetization. In
contrast, the charge dynamics, measured by the pump–induced reflectivity change ∆R/R (Fig.
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4.7(b)), exhibits no threshold, which rules out melting of the CO/OO as the main origin of Ith.
The critical fluence dependence exclusively for the fs spin dynamics represents a hallmark of
non–equilibrium magnetic phase transitions.
Figure 4.7 A three–dimensional view demonstrating the distinct fs spin and charge dynamics
as well as photoexcitation threshold behavior. a, Time-resolved ellipticity change
∆ηk and b, differential optical reflectivity ∆R/R as function of pump fluence. a
photoexcitation threshold Ith ∼2.5mJ/cm2 is seen for emergence of fs magnetization
(∆ηk), while the charge dyanmics exhibits no threshold. Magnetic field B=0.5T
and temperature T=30K.
Further evidence for fs change of magnetic ordering is presented in Fig.4.8(a), which com-
pares the MCD ∆ηk and MOKE ∆θk at two pump fluences and demonstrates striking differ-
ences between fs and ps time intervals. Both MOKE and MCD demonstrate the existence of
a fluence threshold for observing a distinct fs pump–induced magnetization. Such coincidence
corroborates our conclusions. In contrast, the ps components of ∆ηk and ∆θk exhibit different
temporal profiles (e.g., a damped oscillation is absent in MOKE) without threshold, indicative
of slow thermal non–magnetic contributions (90; 94). In Fig. 4.8(b), the fs magnetization
vanishes when reducing the magnetic field from 0.5T to 0T, again pointing to the magnetic
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origin of the “discontinuity” in ∆ηk and ∆θk and, thereby, the fast spin generation during the
excitation pulse.
Furthermore, the observed fs spin photogeneration depends sensitively on temperature and
AFM order (Fig.4.8 (c)). At 200K and 150K, i.e. above the AFM phase transition, we observe
negligible fs magnetization components for all fluences used. The fs magnetization appears
at 50K above threshold, reaches its maximum around 30K, and then decreases again at lower
temperatures of 20K and 10K. We attribute this behavior to the competition between spin
stiffness–describing the rigidity of the AFM order– and thermal fluctuations, which display
opposite temperature dependence. Interestingly, the measured temperature for maximum fs
spin generation, 30K, corresponds to the minimum critical B–field required for driving an
AFM→FM phase transition in Fig. 4.6(b).
Figs.4.9(a) and 4.9(b) compare the pump fluence dependence of ∆ηk and ∆R/R at two
fixed times, ∆τ=200fs and 6ps: (i) any threshold dependence of photoinduced magnetization
clearly smears out in the ps ∆ηk data (black circles), which shows a linear power dependence,
and is absent in both ps (red circles) and fs (red squares) ∆R/R. Thresholdless behaviors can
be attributed to phonon-assisted phase separation (90; 94). However, the distinct nonlinear
pump fluence and threshold dependence of the fs spin dynamics (Fig. 4.9(a)) reveal a new
femto–magnetism nonthermal temporal regime during coherent nonlinear photoexcitation,
well–distinguished from the ps thermal temporal regime. (ii) The fs build–up of FM corre-
lations above threshold Ith coincides with a transition, at INL, from linear to nonlinear intensity
dependence of ∆R/R (shaded area). Such coincidence suggests that global electronic conduct-
ing paths emerging from photoinduced inter–chain hopping are important for fs (but not ps)
magnetism.
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Figure 4.8 Evidence for genuine fs switching of magnetic ordering and its sensitive tempera-
ture dependence: a, Comparison between ellipticity ∆ηk (solid) and MOKE ∆θk
(dashed line) under pump excitation fluences of 4.48 mJ/cm2 (black) and 1.60
mJ/cm2 (red). b, Magnetic field dependence of the ultrafast photoinduced el-
lipticity change during the first 5 ps and for extended time intervals up to 60ps
(logarithmic scale). Black: B=0.5 T; Red: B=0T. T=30K. c, Temperature depen-
dence of the photoinduced ellipticity for the first 5ps under two pump excitation
fluences of 0.64 mJ/cm2 (red) and 5.80 mJ/cm2 (black).
4.3.3 Discussion
Can we attribute our observation of femto–magnetism to the photo–doping of the AFM
ground state with electrons (e) and holes (h)? A transition from AFM to FM states with e
doping was predicted for Hamiltonians without CO/OO (114), but these states are unstable
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to phase separation: FM polarons, i.e. an e surrounded by a FM–aligned neigboring spin
“cluster”, form locally inside the AFM matrix (114). Above critical doping, polaron percola-
tion results in a global FM ground state. At equilibrium, e doping of the CE/CO/OO state
Fig.4.6(a), x=1/2+∆x, gives an unconventional FM metal (x <1/2), while the system remains
CE–insulating with h doping (x >1/2). Such e–h asymmetry, important for photo-doping spin,
arises from competition between e delocalization (by canting anti–parallel t2g spins) and self–
trapping (by JT distortions) (185). However, the latter lattice processes are slow (ps) (98).
During fs times shorter than the JT phonon period and thermalization times, magnetization
can only be induced by fast spin–flip/canting non–equilibrium processes.
Below, we propose a non–equilibrium spin–exchange mechanism that produces FM corre-
lations during the fs laser pulse. Classical spin scenarios (98; 184) neglect spin–flips, and so
e hopping from atom to atom diminishes with increasing angle between the local spins (184).
Consequently, inter–chain eg–electron hopping is suppressed by AFM spin alignment, resulting
in electronic confinement within 1D chains (Fig.4.6(a), white arrows). This, however, sup-
presses any fs spin dynamics, as the eg and t2g spins remain parallel within the same chain
(98). We must thus turn to quantum spin scenarios and, additionally, engage the transient
coherence, correlation, and nonlinearity that dominate during the laser coherent excitation, a
new paradigm in ultrafast magnetism. Quantum spin–flips (Fig.4.6(a), red arrows) allow for
electron hopping to a site with anti–parallel local spin, as we can now populate the degenerate
non–equilibrium quantum states of photoexcited and local electron spins shown schematically
in Fig.4.6(a), which diagonalize the strong Hund’s rule interaction:
|iαM〉 =
√
S +M + 12
2S + 1
c†iα↑ |iS,M −
1
2
〉+
√
S −M + 12
2S + 1
c†iα↓ |iS,M +
1
2
〉, (4.2)
where |iSSz〉 are the Mn4+ t2g–spin eigenstates. The eigenvalues of the total spin Ji=si+Si are
J=S+1/2 and M=-J, · · · , J . c†iασ adds a spin–σ electron in orbital α at site i. The quantum–
coherent superposition Eq.(4.2), suppressed in the classical spin limit S→∞, allows for ultrafast
quantum spin dynamics, driven by the off–diagonal Hund’s rule magnetic interaction JHS
±
i ·s∓i .
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Figure 4.9 Inter–chain fs quantum spin–flip fluctuations establishes ferromagnetic correlations
during the coherent laser photoexcitation. a, Pump fluence dependence of pho-
toinduced ∆ηK and b, ∆R/R, after two time intervals, ∆τ= 200 fs and ∆τ=6 ps,
following photoexcitation, at 30K. The nonlinear fluence dependence with thresh-
old is only seen for the fs ∆ηK . c, Calculated photoinduced total spin for three
Rabi energy values similar to those in the experiment, d=70 meV (black), 0.3d
(blue), 0.1d(red), and inter–atomic coherence (inset) for d=70 meV . The laser
pulse time–dependence is superimposed (E2(t)), demonstrating that FM local cor-
relations transiently build–up from the AFM ground state (total spin zero) during
the photoexcitation, with nonlinear dependence on Rabi energy and hence inten-
sity. The time–dependence of the inter–atomic coherence describes “photoinduced
bond” order, which implies strong transient coupling between neigboring atoms
during the lifetime of the nonthermal populations, i.e. prior to the establishment
of a quasi–equilibrium hot temperature. The damped oscillations in the pho-
toinduced spin, with period determined by the JT energy, reflect deviations from
adiabaticity.
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In the insulating AFM state, we expect localized photoexcitations (114). We thus describe
the spin, charge, and orbital populations at the i–th atom by the diagonal density matrix ele-
ments ρi(m)=〈|iSm〉〈iSm|〉 (Mn4+) and ρi(αM)=〈|iαM〉〈iαM |〉 (Mn3+). The 3.1eV magneto–
optical signal probes the t2g spin (117) Sz(i)=
∑
m S cos θm ρi(m) +
∑
αM S cos θM ρi(αM),
where cos θm=m/S and cos θM=M/J . The 1.55eV fs pump field, tuned across the JT insulator
gap, drives coherent e hopping between neigboring atoms i and j with different JT distortions.
Such quantum kinetics is hidden in static measurements (116), and the equations of motion
couple ρi(m) and ρi(αM) to the off–diagonal density matrix 〈eˆ†α′σ(jM ′)eˆασ(iM)〉 describing
time–dependent e–h superpositions of electronic quantum states Eq.(4.2) (bond orders). The
composite fermions created by eˆ†ασ(iM) = |iαM〉〈iS,M − σ2 | treat the strong correlation(118).
The solution of our density matrix equations for a two–site inter–chain cluster with ground
state M=S+1/2 (JT–distorted site i) and m=-S ( empty site j) numerically demonstrates
the development of FM correlations with fs time–dependence and nonlinear dependence on
photoexcitation similar to Fig.4.9(c), the key features of the fs quantum spin regime. The
calculated photoinduced spin ∆Sz(ij)=∆Sz(i)+ ∆Sz(j) is shown in Fig.4.9(c) for three Rabi
energies, together with the laser pulse, where the Rabi energy d=eEa, E is the optical field
and a is the lattice spacing. The decrease in Rabi energy, from d=70 meV (black) to 0.1d
(red), diminishes the fs spin dynamics as the perturbative regime is recovered for small d.
FM correlation, ∆Sz(ij) > 0, develops during laser excitation, driven by nonlinear photoex-
cited inter–atomic coherences ∆〈eˆ†α′σ(jM ′)eˆασ(iM)〉 (inset, Fig. 4.9(c) for d=70 meV) and e–h
asymmetry, enhanced by fast virtual e hopping due to nonthermal/coherent nonlinear popula-
tion changes that results in photoinduced bonding between neigboring atoms. The h, created at
Mn3+ site i populated by parallel eg and t2g spins, leaves the t2g spin unchanged. The e, created
at the neigboring Mn4+ site j populated by t2g spin Sz=S (intra–chain excitation) or Sz=-S
(inter–chain excitation), forms a state Eq.(4.2) with M=Sz+σ/2. Inter–chain e–h excitations
increase the Sz=-S spin via spin–flip (Eq.(4.2)), thus inducing FM correlations between AFM–
aligned chains. Intra–chain excitations move the S+1/2 total spin along the chain and thus
only affect ∆R/R and populations. The collective behavior of these photoinduced FM “defects”
is affected by a small magnetic field, which creates a preferred direction through spin canting
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(185), resulting in nonzero collective spin and enhanced inter-chain hopping. Such B–field can
also facilitate percolation of the photoinduced magnetic clusters, establishing macroscopic FM
order above a critical Ith as the local FM domain size grows nonlinearly. Our predicted fs
quantum spin canting/flip also gives rise to inter-chain conductive paths, which may explain
INL in the fs-resolved ∆R/R (Fig. 4.9(c)).
4.4 Correlating Quasi–electron Relaxation with Quantum Femtosecond
Magnetism in the Order Parameter Dynamics of Insulating
Manganites
Femtosecond (fs)–resolved simultaneous measurements of charge and spin dynamics reveal
the coexistence of two different quasi–particle excitations in colossal magneto-resistive (CMR)
manganites, with fs and ps relaxation times respectively. Their populations reverse size above
a photoexcitation–intensity–threshold coinciding with a “sudden” antiferro–to–ferromagnetic
switching during <100 fs laser pulses. We present evidence that fast, metallic, mobile quasi–
electrons dressed by quantum spin fluctuations coexist with slow, localized, polaronic charge
carriers in non–equilibrium phases. This may be central to CMR transition and leads to a
laser–driven charge reorganization simultaneously with quantum fs magnetism via an emergent
quantum–spin/charge/lattice transient coupling.
Traditionally, quantum material phases are tuned by static parameters such as chemical
dopants, pressure, or magnetic fields. Spontaneous coherence induced in this way, e.g. between
many–body states separated by the Mott–Hubbard insulator gap, can establish new orders via
equilibrium phase transitions. Non–equilibrium phase transitions may be similarly triggered by
non–local, time–dependent electron–hole (e–h) coherence driven by a fs laser pulse (119; 120).
Due to the “sudden” time–dependent change in the Hamiltonian, the equilibrium state is no
longer the ground state of the coupled light–matter system, which creates a quasi–instantaneous
initial condition for time evolution of material phases. Strongly–correlated states, determined
by many–electron ordering and coherence arising, e.g., when local interactions exceed or com-
pare to the kinetic energy, are particularly responsive to such non–adiabatic excitations. In
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contrast, fs excitations merely perturb the “rigid” electronic bands of weakly–correlated ma-
terials (e.g. semiconductors). In the manganites, laser–driven bonding mediated by quantum
spin flip/canting fluctuations was shown to induce a magnetic phase transition during <100fs
pulses (121). The quantum femtosecond magnetism originates from transient modification of
inter–atomic e–hopping amplitude by the laser E–field (121), which non–adiabatically generates
spin–exchange coupling and ferromagnetic correlation, as photoelectron hopping simultaneously
flips local spins.
Complex materials such as manganites involve simultaneous ordering of multiple degrees
of freedom: spin, lattice, charge/orbital orders, etc (122; 123; 76; 79; 124; 125). The ele-
mentary excitations then depend on a complex set of coupled order parameters with large
fluctuations which makes it difficult to underpin their microscopic compositions (126; 127).
Although strong coupling of electronic, magnetic, and lattice degrees of freedom in the man-
ganites is known to lead to coexisting insulating/lattice–distorted/antiferromagnetic (AFM)
and metallic/undistorted/ferromagnetic (FM) regions of sizes ∼10–300nm (128), the relevant
quasi–particles remain controversial. While electrons localized by Jahn–Teller (JT) lattice dis-
tortions dominate the AFM insulating state, some theoretical studies have proposed that the
sensitivity to small perturbations leading to CMR phase transition to a FM metallic state is
due to coexisting mobile minority electrons mediated by classical spin canting (129; 130; 126).
Moreover, while the strong spin–charge coupling should considerably correlate the correspond-
ing fs dynamics, the photoexcitation–threshold observed for fs spin generation was absent in the
measured optical conductivity (121; 96) and the exact linkage between the two is still elusive.
The simultaneous probing of fs spin (121) and charge (131) dynamics may dynamically disen-
tangle degrees of freedom coupled in equilibrium and reveal crucial many–body mechanisms.
This work uses fs pump–probe spectroscopy to identify the quasi–particle excitations of
Pr0.7Ca0.3MnO3 (PCMO) manganites and quantify their dynamical properties. For this we
excite non–equilibrium electron populations close to the insulator energy gap and then probe
with fs resolution their effect on both differential reflectivity and magneto–optical responses
at 1.55eV and 3.1eV. When pump/probe are both tuned at 1.55 eV, we observe a two–step
bi–exponential relaxation of charge excitations absent at 3.1eV. These two components, char-
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acterized by distinct fast fs (τ fs) and slow ps (τps) relaxation times, disappear at higher temper-
atures. Intriguingly, the ratio of their amplitudes displays a pump-fluence-threshold nonlinear
dependence that coincides with the threshold for fs AFM→FM switching. We present calcula-
tions indicating coexistence in a non–equilibrium phase of fast, mobile, metallic quasi–electrons
dressed by quantum spin fluctuations (τ fs) with slow, localized polaronic carriers (τps). The
laser–induced rearrangement of these majority and minority carriers creates a critical non–
thermal population of quasi–electrons with strongly–coupled spin–charge degrees of freedom,
which drives a simultaneous AFM→FM switching via quantum–spin–charge–lattice dynamical
coupling.
Figure 4.10 Illustration of (a) fs e–h excitations in CE–AFM/CO/OO ordered manganites
and (b) laser–driven off-diagonal bonding–order, via quantum spin canting, of
composite fermion quasi–particles. (c): fs–resolved ∆R/R charge dynamics for
1.55eV pump/probe excitation, plotted on a log–scale. Dashed lines highlight two
distinct components of bi–exponential decay. (d)-(e): Comparison of normalized
∆R/R for two pump fluences marked at (d) 30K and (e) 300K.
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4.4.1 Material properties and experimental scheme
We consider the CE–AFM–insulator state characterized by coexisting charge (CO), orbital
(OO), and magnetic orders (132; 128). Here, AFM–coupled charge–modulated zig-zag chains
have alternating Mn3+/Mn4+ ions (CO), FM spins, and JT–distorted lattice sites with popu-
lated orbitals pointing along the chain (OO) (Fig. 4.10(a)). The JT interaction of a localized
eg–electron with its surrounding Mn
3+O6 octahedron splits the two degenerate Mn
3+ states
and results in a polaronic insulator with populated lower level (JT energy gain EJT ) (129; 132).
We study here Pr0.7Ca0.3MnO3 single-crystals grown by the floating–zone method. All equi-
librium phases are insulating, with CO/OO order below ∼200K and CE–AFM order below
∼140K. A Ti:Sapphire amplifier laser beam, with pulse duration of 35fs and repetition rate of
1kHz, was used in fs pump–probe spectroscopy measurements of differential reflectivity ∆R/R,
magneto-optical Kerr effect (MOKE, ∆θk), and magnetic circular dichroism (MCD, ∆ηk). We
thus trace the fs spin and charge dynamics for magnetic field B≤ 0.25T (133).
eg–electron charge fluctuations are restricted by exchange interaction with the local S=3/2
spins formed by filling all three t2g–orbitals (132; 134) and by suppression of double–occupancies
(Mn2+) by the strong local interactions. In classical–spin thermodynamic scenarios, it is en-
ergetically favorable for eg–electrons (spin s=1/2) to move within a single chain so that the
spins remain FM–coupled via strong Hund’s rule interaction JHSi · si. For quantum spins,
however, photoelectrons can also hop to sites with anti–parallel t2g spins without magnetic
energy cost, illustrated in Fig. 4.10 (b). This is possible by forming quantum states with the
same total spin J after flipping t2g–spins via JHS
±
i · s∓i electron–magnon coupling that leads
to quantum spin canting. (135). These ultrafast fluctuations mediate non-local off-diagonal
inter-atomic bonding (Fig. 4.10(b)) and dynamically–entangle neigboring AFM chains, Fig.
4.10(a), which competes with the AFM surroundings to establish a metastable state (quantum
femtosecond magnetism (121)). Such FM correlation during the coherently-excited e-hopping
has no speed–limit imposed by free energy or spin adiabaticity (136; 129; 137).
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Figure 4.11 (a)-(c): Ultrafast ∆R/R dynamics under 1.55eV pump/probe photoexcitation.
(a): 2D dependence on pump fluence and time delay at 30K; (b): peak amplitude
as function of pump fluence; (c): temporal trace at 3.8mJ/cm2 marked in (a).
(d)-(f): Same ∆R/R plot as above, but for non–degenerate photoexcitation with
1.55eV pump/3.1eV probe.
4.4.2 Results: quasi–electron relaxation associated with the femtosecond mag-
netism
Fig. 4.11 shows a 2D plot of ∆R/R as function of pump–fluence and probe time de-
lay. The color gradients demonstrate distinct differences, along both axes, between probe
frequencies that either couple directly to [1.55 eV, Fig. 4.11(a)] or decouple from [3.1 eV, Fig.
4.11(d)] the insulator gap. While at 1.55eV the peak of ∆R(t)/R shows almost linear fluence–
dependence (Fig. 4.11(b)), at 3.1eV it displays nonlinear saturation (Fig. 4.11(e)). For 1.55
eV pump/probe, ∆R(t)/R comes from phase–space–filling by linearly–increasing quasi–particle
populations near the insulator gap.
Its temporal decay, Fig. 4.11(c), thus reveals two coexisting quasi–particle populations, with
relaxation times τ fs and τps respectively. For 3.1eV probe/1.55eV pump, ∆R(t)/R reflects a fs
increase and saturation of the conductivity, with spectral–weight transfer to low energies due to
a fs pump–induced decrease in the insulator gap. On the other hand, as shown in Fig. 4.11(d),
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a further ps increase of ∆R(t)/R reflects a slower phonon–related conductivity increase after
the initial rise.
We now compare this charge relaxation to the spin dynamics extracted from the fs–resolved
magnetic signals. Both MOKE and MCD show the same large quasi–instantaneous jump (inset,
Fig.4.12(c)) above a critical pump–fluence of 2-3mJ/cm2. Despite this threshold for fs spin
photogeneration, Figs. 4.12(b) and (e) show smooth thresholdless fluence–dependence of ∆R/R.
Disentangling the τ fs and τps components of ∆R(t)/R provides the missing link between spin
and charge quantum excitations. Fig. 4.12(a) shows the pump–fluence–dependences of the
amplitudes Afs and Aps, via bi–exponential fit, and their sum Asum=Afs+Aps (inset).
While Asum appears linear, the two populations Afs and Aps reverse their magnitudes with
increasing excitation (Fig. 4.12(a)). Most intriguingly, a threshold increase of the short–lived
(τ fs) minority population is seen in Fig. 4.12(b) by plotting the fraction F=Afs/Asum. This
apparent threshold coincides coincides with the threshold for fs spin generation in Fig. 4.12(c),
while τ fs and τps remain fairly constant (inset of Fig. 4.12(b)). This direct correlation of
AFM→FM switching with critical increasing the proportion of the minority τ fs population,
suggests the emergence of a quasi–particle excitation composed of strongly–coupled spin and
charge degrees of freedom.
4.4.3 Discussion
To explore this issue, we model the non–adiabatic (136) spin–charge quantum correlation
that dresses e–h excitations during the fs timescales of coherent light–matter coupling. For this,
we solve the quantum–kinetic equations of motion of the spin–dependent density matrix that
describes spin/charge non–equilibrium populations and inter–site coherences involving atomic
many–body states. In the ground state (Fig. 4.10(a)), fully–localized JT–polarons (majority
carriers) gain lattice energy EJT by populating alternating Mn
3+ sites (site 1 in Fig.4.13(a)),
with total spin J=S+1/2 and parallel eg and t2g spins. In the deep–insulating limit of large
EJT (129), we neglect electron hopping along FM chains, which does not change the total spin.
We focus on quantum correlations between two neigboring AFM atoms in different chains
(yellow arrows, Fig. 4.10(b)), driven by the laser E–field with central frequency ~ωp∼EJT .
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Figure 4.12 Photoexcitation dependence. (a): Amplitudes of fast component Afs (black dots),
slow component Aps (red dots), and A
sum= Afs+ Aps (inset). (b): Fraction
F=Afs/Asum (blue rhombus) and the two distinct relaxation times (inset). (c):
Photoinduced fs magnetization ∆M extracted from ∆ηk at 200fs (green rectan-
gle). Inset: ∆ηk and ∆θk dynamics for 5.6mJ/cm
2 (red) and 0.8mJ/cm2 (black).
show the same “sudden” magnetization (arrow). All error bars within the mark-
ers.
The strong charge fluctuations during this fs pump pulse involve hopping of the eg–electron
from the Mn3+ atom (ε=−EJT ) to the JT–undistorted Mn4+ atom (ε=0) with anti–parallel
t2g spin Sz=-S (site 2 in Fig.4.13(b)). Such virtual (130) and laser–driven fluctuations across
the JT gap are faster than the JT distortions for hopping amplitudes t0 ~ωph (129), so for
now our simulation ignores JT displacements (phonon frequency ωph) to examine the roles of
quantum charge/spin fluctuations.
Fig.4.13 shows all non–equilibrium spin–resolved populations of the two sites above-discussed
(Figs. 4.13 (a) and 4.13(b)) and the z–component of the total t2g–spin, Sz=Sz(1)+Sz(2) (Fig.
4.13 (c)). Here JH→∞, so an electron can hop between AFM sites only by simultaneously
flipping t2g spins (134). This results in correlated spin–charge non–adiabatic dynamics. The
bottom panel of Fig.4.13 (a) shows the photoexcited hole population (Mn3+→Mn4+ excitation,
Jz=S+1/2→Sz=m) of the JT–distorted site 1. Excitation of majority carriers does not change
significantly the m=3/2 t2g–spin. In contrast, the minority quasi–electrons (Mn
4+→Mn3+ ex-
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citation, Sz=−S→Jz=M) populating site 2 (top panel of Fig.4.13 (b)) have mixed spin due to
flipping of the opposite eg and t2g spins (M=−S+1/2). Such quasi–electron photoexcitations
thus induce a quantum dynamics of Sz, which saturates with population inversion (Fig.4.13
(c)). The fluence–dependence of quasi–electron population then naturally correlates with that
of the fs spin, as in our experiment (Fig. 4.12(b)). FM inter–chain correlation arises from
this electron dressing by quantum spin fluctuations, driven by fs quantum–spin–canting in the
AFM insulating state.
Figure 4.13 Calculated time–dependence of (a): Spin–resolved Mn3+ (upper panel) and Mn4+
(lower panel) non–equilibrium populations, (b): Total t2g–spin under different
Rabi energies d0. Here composite fermion populations, T1=1ps, are riven by e–h
photoexcitations with lifetime T2=50fs.
After photoexcitation, the system is thereby left in an excited state with non–thermal
populations of two composite–fermion quasi–particles. Subsequent relaxation (τ fs and τps)
depends on the quasi–particle energy dispersions, shown in Fig. 4.14 along three directions: kx
(along the chain), ky (perpendicular to the chain, along the same plane), and kz (perpendicular
to the plane). We considered one–electron excitations of the CE–type CO/OO/AFM ordered
periodic state (138) without spin–canting. Fig. 4.14 compares our quantum spin results to the
classical limit S→∞, where we reproduce previous results (128; 139). For classical spins, an
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adiabatic description applies: the diagonalized electronic Hamiltonian describes energy bands
that depend on fixed local spin and JT–distortion patterns (129; 128). For large JH , the frozen
CE–AFM spin pattern then only allows photoelectron dispersion along a single FM chain
(134). For quantum spins, however, photoelectrons move by simultaneously deforming local
spins (e.g. electron–magnon coupling (135)). They decrease the insulator gap, Fig. 4.14, by
hopping between chains parallel (ky) or perpendicular (kz) to the plane (Fig. 4.10(a)) (140).
Figure 4.14 Calcualted composite–fermion energy dispersions. (a), (b): Quantum Spins, (c),
(d): Classical Spins (see text).
For large EJT , Fig. 4.14(a) demonstrates anisotropic quasi–particle dispersions with ener-
gies close to the Mn3+ (ε=0) and Mn4+ (ε=−EJT ) localized levels. CO suppresses electron
hopping along the plane due to the JT energy gap between all neigboring sites, so dispersion
along kx and ky is small. For classical spins, charge carriers are fairly localized in all three
directions, as neigboring planes have opposite spins. For quantum spins, however, inter–plane
hopping between JT–undistorted sites (Fig. 4.10(a)) becomes possible by deforming the ground
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state AFM spins. This results in large dispersion along kz, only for the spin–dressed conduction
quasi–electrons close to ε=0 (Fig. 4.14(a)). As in Fig. 4.13, polaronic holes do not deform
strongly the parallel background spins, so the valence band dispersion in Fig. 4.14 (a), close to
ε=−EJT , is small.
Relaxation across the large insulator gap is suppressed, so photoexcitation creates non–
equilibrium e and h populations with two very different chemical potentials and spin properties.
A critical density of quasi–electrons in the dispersive conduction band leads to anisotropic
metallic properties and global conductivity. The (FM) spin–canting responsible for this mobility
dominates over JT distortion in determining the free energy change (129). In contrast, holes
have weak dispersion, small Fermi energy, and localize by relaxing JT distortions to gain elastic
energy (129).
The differences between classical and quantum spins become most pronounced as EJT
decreases to values reasonable for some manganites (Figs. 4.14 (b) and (d)). Quantum spin
fluctuations can then overcome JT confinement to enhance delocalization of both e and h quasi–
particles in all three directions and rapidly close the charge energy gap. Decreasing EJT favors
an insulator–to–metal transition (130) for quantum spins, which may explain why classical spin
calculations require critical magnetic fields for CMR phase transition much larger (140) than
experiment (129).
Note that the presence of lattice deformations (141; 124) can work cooperatively with the
proposed electronic fluctuation mechanism to decrease EJT and further enhance the above ef-
fects. In summary, by simultaneously tracing the fs dynamics of charge and spin excitations,
we provide solid evidence that the properties of CMR manganites are governed by the coexis-
tence of two very different quasi–particles: metallic quasi–electrons dressed by quantum spin
fluctuations and JT polarons. Femtosecond coherent nonlinear excitation controls a “sudden”
AFM→FM switching in the insulating phase, coincident with majority/minority carrier rever-
sal, increased conductivity, and closing of the JT energy gap by quantum spin fluctuations.
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CHAPTER 5. ULTRAFAST OBSERVATION OF CRITICAL NEMATIC
FLUCTUATIONS AND GIANT MAGNETOELASTIC COUPLING IN
IRON PNICTIDES
5.1 Introduction
Since 2008, the discovery of the new types of the superconductor containing moment-bearing
iron has attracted a lot of scientific attention, leading to a prosperous experimental and theo-
retical studies of such iron-pnictide superconductor families. The puzzling of the Fe-containing
material with high-Tc, the exploration of other possible high-Tc systems, and the discovery of
the unconventional superconducting pairing mechanisms stimulate people’s curiosity and push
the field forward. Tremendous of the efforts have been made to understand the nature behind
the iron-pnictide materials, however, many questions still remain to be answered in terms of
the basic physics of such system. The origin of the anisotropy of iron-pnictide materials is
one of the interesting questions. Many of the iron pnictides have strongly anisotropic normal-
state characteristics, important for the exotic magnetic and superconducting behaviour these
materials exhibit. Yet the origin of the observed anisotropy is unclear. Electronically-driven ne-
maticity has been suggested, but distinguishing this as an independent degree of freedom from
magnetic and structural orders is difficult as these couple together to break the same tetragonal
symmetry. In this Chapter, I will introduce our ultrafast study in the iron pnictide system,
which characterizes ultrafast relaxation of the Ising-nematic order parameter φ following non-
equilibrium photoexcitation at 1.55eV of unstrained Ba(Fe1−xCox)2As2, by using laser-based,
femtosecond (fs)-resolved polarimetry probe centered at the blue/near-UV region, at 3.1 eV. A
two-step polarization recovery with fast (τ fast) and slow (τ slow) relaxation times is observed only
in the anisotropic response ∆η. Such two-step relaxation dynamics is absent in the measured
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response ∆R/R that mostly arises from the isotropic transient electron and lattice relaxations.
In both parent (x=0.00, with TS ≈ TN = 136K) and underdoped (x=0.047, with TS = 66K and
TN = 48K) single crystals(164), we are able to separate the contributions to the anisotropy
relaxation: the long-range magnetic order, τ fast, is present only below TN, while the nematic
fluctuations, τ slow, persist even in the paramagnetic orthorhombic phase. In the parent com-
pound, a sharp increase of τ slow is clearly observed upon approaching TS, which is indicative of
critical divergence of nematic correlation. τ slow also increases close to TS in the under-doped
compound, despite the smaller signal-to-noise ratio. A quasi-equilibrium, three-temperature
model reproduces the first few-picosecond dynamics, and reveals, particularly, a gigantic mag-
netoelastic coupling that far exceeds both e-spin and e-phonon couplings, opposite to what
is observed in magnetic metals (165). Our direct measurement of time-dependent anisotropy
thus establishes the presence of an independent electronic nematic degree of freedom in iron
pnictides, and bridges the gap between quantum nematic matter and technologically interesting
functionalities. The demonstrated ultrafast polarimetry approach will provide a versatile and
powerful spectroscopic tool to investigate the electronic nematicity and disentangle its coupling
with other order parameters. The content of this chapter is heavily based on a published paper:
Aaron Patz*, Tianqi Li*, Sheng Ran, Rafael M. Fernandes, Joerg Schmalian, Sergey L. Budko,
Paul C. Canfield, Ilias E. Perakis Jigang Wang, ”Ultrafast observation of critical nematic fluc-
tuations and giant magnetoelastic coupling in iron pnictides”, Nature Communication, 5, 3229,
(2014)
5.2 The Nematic States
In the electronic nematic state of the iron pnictides, the high-temperature tetragonal sym-
metry (C4) of the system is lowered to an orthorhombic one (C2) at the temperature TS through
the divergence of nematic fluctuations. As illustrated in Fig. 5-1(a), at high temperatures, there
exists a O(3) spin-rotational symmetry along with the Ising-nematic Z2 symmetry associated
with the doubly-degeneracy of the magnetic ground state, corresponding to magnetic stripes
with either (0, pi) or (pi, 0) modulation. Below the tetragonal-to-orthorhombic transition tem-
*Equal contribution
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perature TS, this emergent Z2 symmetry is broken, but the O(3) symmetry is preserved until
T ≤ TN, when long-range magnetic order sets in. At TS the system also develops orbital and
structural order. The associated nematic order parameter φ has therefore Ising (Z2) character
(two discrete values) (Please refer to Appendix E for the theoretical modeling of the nematic
order parameter) (142; 143; 144). Its coupling to other degrees of freedom, such as magnetic
fluctuations, lattice orthorhombicity, and orbital order (145), thus gives rise to anisotropies in
several quantities – electrical and thermal transport, orbital occupation, optical conductivity,
and magnetic susceptibility(146; 147; 148; 149; 150; 151; 154; 152; 153). In most materials,
the nematic transition usually takes place very close to a magnetic transition at TN ≤ TS,
giving rise to a (0, pi)/(pi, 0) spin-striped state (155). The challenge arises on how to underpin
the anisotropy from electronic nematicity and disentangle it from various different, although
cooperative, other contributions (156; 142; 143; 144; 145; 157).
Ultrafast dynamics of the nematic order parameter φ in iron pnictides has not been measured
thus far, despite the fact that this approach can potentially reveal dynamic and critical fluctua-
tions associated with the establishment of the new phase. The time resolution also disentangles
the various coupled order parameters based on their distinct relaxation dynamics subsequent
to being suddenly driven out of equilibrium. Such a femtosecond-resolved approach can reveal
information hidden inside the time-averaged signals obtained from static measurements. Prior
ultrafast experiments in iron pnictides mostly concentrated on laser-induced melting of the su-
perconducting and spin density wave (SDW) gaps and on charge-quasi-particle dynamics, but
provided little insight into nematicity, as it is not known how to resolve the φ-order-parameter
dynamics. (159; 160; 161; 158; 162; 163) Recently, linear polarization spectroscopy from the
far-infrared up to 2 eV revealed an anisotropy of the static conductivity along the a and b
orthorhombic directions (Fig. 5-1(a)), along (0,pi) and (pi,0) directions, thus paving a way to
optically-probe the Z2 Ising order parameter (150; 151). However, two key issues remain before
one can access the unexplored ultrafast regime: first, probing the anisotropy in the ultraviolet
(UV) region is most critical, since this minimizes the contamination of ultrafast polarization
signals by spurious effects, e.g., spectral weight transfer associated with pump-induced Fermi-
surface reconstruction and transient filling of the mid-infrared SDW gaps (methods). Thus far,
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optical anisotropy above 2 eV could not be observed with conventional broadband polarization
optics (150). Second, to access the “spontaneous” order φ, it is critical to study unstrained sin-
gle crystals. Even a small external strain will smear out the well-defined critical temperature,
predicted at TS, because of the large nematic susceptibility (147; 146).
Figure 5.1 A laser-based polarimetry technique measures the ellipticity η. It is di-
rectly proportional to the Ising-nematic order parameter, φ, in Ba(Fe1−xCox)2As2
systems. (a) Schematics of the establishment of the Ising-nematic phase via spon-
taneous tetragonal symmetry breaking, illustrated in the ab plane. (b) As illus-
trated, the ellipticity of the reflected beam is detected by passing the reflected beam
through a quarter-wave plate (QWP), with its axis oriented at 45 degrees with re-
spect to the vertical s-axis, and a polarization-dependent beam splitter (wollaston
prism, WP) to spatially separate the S and P polarized components (methods).
The anisotropy component η is measured from IS − IP and the isotropic contri-
bution R from IS + IP. (c) The measured temperature-dependent η (black solid
dots) and the calculated normalized nematic order parameter φ/φ0 for the x=0.047
sample agree very well. The coupling between the nematic and magnetic order pa-
rameters – black empty dots shown in (d) extracted via neutron scattering – is
manifested by the hump in φ at TN = 48K. The coupling between φ and the lattice
gives rise to a non-zero orthorhombicity at TS = 66K, as found by x-ray scattering
– black line in d.
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5.3 Methods
5.3.1 Ba(Fe1−xCox)2As2 growth and characterization.
Single crystals of Ba(Fe1−xCox)2As2, x=0.00 and 0.047, were grown out of a (Fe1−yCoy)As
flux, using conventional high-temperature solution growth techniques.(164; 176) For the x=0.00
parent compound small Ba chunks and FeAs powder were mixed together with 1:4 ratio. For
the Co substituted compound, small Ba chunks, FeAs powder, and CoAs powder were mixed to-
gether according to the ratio Ba:FeAs:CoAs=1:3.75:0.25. Elemental analysis of the samples was
performed using wavelength dispersive x-ray spectroscopy (WDS) in the electron probe micro-
analyzer of a JEOL JXA-8200 electron-microprobe to determine the real Co concentration.(176)
The x=0.047 sample undergoes a separate SDW transition at TN = 48K and a structural tran-
sition from tetragonal to orthorhombic phase at TS = 66K. For the x=0.00 sample, the TN and
TS are almost indistinguishable in these measurements ∼136K.(176; 166)
5.3.2 Laser-based static polarimetry measurements.
Here we develop a more sensitive laser probe from a Ti:Sapphire oscillator (1.55eV center
wavelength, ∼100 fs pulse duration, and 80MHz repetition rate) that is frequency–doubled to
400nm (3.1eV). As illustrated in Fig. 5-1(b) , when a linearly-polarized optical field, oriented
at 45 degrees with respect to the orthogonal axes of different complex refractive indices N˜a
and N˜b, is incident on the sample surface, an elliptically polarized light (η) with a rotated
polarization plane (θ) is reflected (methods). A complex angle Θ˜ = θ + iη can be obtained
by expanding the solution of the Fresnel equation with respect to α = ∆N˜/N˜ (defined as
(N˜a − N˜b)/(N˜a + N˜b)1):
Θ˜ =
2∆N˜
N˜2 − 4 +O(α
2) (5.1)
and is directly proportional to ∆N˜ , i.e. Θ˜ ∝ φ. Since the real and imaginary parts of Θ˜ are
connected via Kramers-Kronig relations we focus on the imaginary part of Θ˜, η, to extract
information about φ.
In the definition above and in the Jones Matrix notation, the incident E-field (s-polarized)
and complex reflection E-field from the sample are Ein = (ES, EP) = (1, 0) and ER = (1, Θ˜).
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The detection of the ellipticity η is achieved by passing the reflected beam through a quarter-
wave plate (QWP), with its axis oriented at 45 degrees with respect to the vertical s-axis, and
through a polarization-dependent beam splitter to spatially separate the S and P polarized
components. The anisotropy η is calculated from
2Rη =
R
4
[
∣∣∣∣∣∣∣
(
1 0
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],
(5.2)
where R, defined as the reflection from the surface, is a measure of the isotropic response equal
to IS +IP. Thus we obtain η by subtracting the S and P polarized components (IS−IP)/2(IS +
IP). In our experiment, the probe beam is linearly polarized along the direction that produces
maximum polarization activity. This is determined by the controlled experiment of probe
polarization dependence, which rotates the polarization plane along one of the tetragonal crystal
vectors. The probe focus diameter is ∼200µm, which is smaller than the length of elongated
strips from twinned domains (146). This allows to optically probe the index anisotropy even
in unstrained crystals using highly-sensitive laser-based polarimetry, as clearly demonstrated
in Fig. 5.1(c).
5.3.3 Ultrafast polarimetry measurements.
For time-resolved measurements, a Ti:Sapphire amplifier with center wavelength of 800nm
(1.55eV), pulse duration of ∼80 fs at the sample position, and 1kHz repetition rate was sep-
arated into pump and probe beams. The probe was frequency–doubled to 400nm (3.1eV)
with a pulse duration of ∼120 fs. This photon energy measures the nematic order parameter
φ, as demonstrated by the static measurement shown in Fig. 5.1(c). This two–color pump–
probe geometry was used to minimize the contamination of polarization signals during ultrafast
time scales, e.g., by dichroic bleaching, spectral weight transfer associated with pump-induced
Fermi-surface reconstruction and transient filling of the mid-infrared SDW gaps, etc (e.g. Sto-
jchevska et al.(162) showed that near-infrared transient polarization signals persist far above
all transition temperatures independent of doping). Lattice and electron relaxation dynamics
are measured by the pump-induced optical reflectivity change ∆R/R. Small polarization or
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optical reflection changes were sampled as function of pump and probe delay by synchronously
chopping the pump beam at 500 Hz and detecting the intensity change between consecutive
pulses.
5.4 Result
5.4.1 Laser-based static polarimetry of nematic order parameter φ.
The result for unstrained, under-doped Ba(Fe0.953Co0.047)2As2 (black dots) is shown in Fig.
5.1(c). η shows a gradual increase only below TS = 66K and exhibits a distinct increase across
≈ TN = 48K. This temperature-dependence reveals a coupling between the nematic order
parameter φ and the magnetic and orthorhombic order parameters measured with x-ray and
neutron scattering (Fig. 5.1(d)).(166) Furthermore, a quantitative comparison of the measured
temperature profile of η(T ) with the theoretically predicted behavior of φ(T ) shows a good
agreement. In this calculation, the degeneracy of the magnetic ground state, allied to magnetic
fluctuations, gives rise to a non-zero nematic order parameter at TS, which is enhanced at TN due
to the feedback effect on the magnetic spectrum (see Fig. 5.1(a) and methods). The anisotropic
optical conductivity observed at such high energies, ∼ 3eV, arises most likely from the non-
equivalent occupations of the dxz and dyz Fe orbitals, which is proportional to the nematic
order induced by magnetic fluctuations. Note that the full temperature dependence of φ(T )
measured here has been inaccessible with various other probes, e.g., due to the inapplicability of
magnetometry in the SDW phase (154) and due to the limited signal-to-noise ratio in polarized
photoemission.(149)
5.4.2 Ultrafast pump-probe spectroscopy measurements
We start with the parent (undoped) compound. The fs-resolved ellipticity change ∆η is
shown on a logarithmic scale as a function of time delay in Fig. 5.2(a) at 4K under pump
fluence of 115µJ/cm2. Ultrafast photoexcitation results in the sudden softening of the nematic
order, revealed by a negative change ∆η <0, which is followed by a bi-exponential recovery
composed of an initial fast relaxation of τ fast ∼1.2ps and a subsequent slow one of τ slow ∼28ps.
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Figure 5.2 Ultrafast photoinduced dynamics of the nematic order parameter in the parent
compound BaFe2As2. (a) Ultrafast photoinduced change in the ellipticity ∆η at
T = 4K for 35 ps and for the first 1.2 ps of time delay (black dots, inset). (b)
and (c), the photoinduced ellipticity ∆η (back lines) and ∆R/R (red shades) for
the first 1.5 ps and for the extended time scales of 100 ps (split axis) at two
temperatures 4K (b) and 130K (c). Green dash lines. (d) Detailed temperature
dependence of the photoinduced ellipticity ∆η for the first 2 ps (black lines) and
extended 100 ps (blue shades, split axis), shown together with double-exponential
fittings (red lines). Pump fluence used for all four traces is 115µJ/cm2. The
extracted τ fast (red circles) and τ slow (blue squares) with error bars, defined as
the s.d. in the fitting, are presented in the inset as a function of the normalized
temperature T/TS. Note the critical slowing down in the τ
slow relaxation time at
TS (blue dashed line).
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The most salient feature in Fig. .5.2 is the striking difference in temporal profiles between
the polarization ∆η and the simultaneously-probed reflectivity ∆R/R. This difference persists
both in the fs and in the subsequent extended 100 ps time intervals. The inset of Fig. 5.2
(a) focuses on the first 1.2 ps and reveals a delayed rise ∆τrise of ∆η (black dots) as compared
to ∆R/R (red shade). This delay indicates a fast electron thermalization ∼150fs prior to the
softening of the nematic order. Three key properties of the relaxation times τ fast and τ slow of
∆η are seen following this initial thermalization: (i) both relaxations are absent in the ∆R/R
decay profiles dominated by cooling of hot electrons and lattice since ∆R/R originates from
thermally-induced band structure renormalization. The clear difference in the time evolution
of η strongly points to a separate physical origin of the measured anisotropy. (ii) The τ fast and
τ slow components exhibit a distinctly different dependence on temperature (Figs. 5. 2(b) and
5.2(c): τ fast displays little variation between 4K and 130K, while τ slow shows a much faster
relaxation at low temperatures (T = 4K) than at temperatures (T = 130K) slightly below
TS(= 136K). This trend is clearly visible by following the τ
slow dynamics (blue shades) at
various temperatures, shown in Fig. 5.2 (d). A detailed fitting of the temperature dependence
of the two-step recovery reveals that τ slow is mostly constant up to near TS, where it sharply
increases in a way that indicates critical divergence near the phase transition (inset). Since
the structural transition is second order while the magnetic one is first order in the parent
compound, the critical slowing down behavior in Fig. 5.2 (d) must come only from the structural
transition. In contrast, ∆R/R mostly exhibits a temperature-independent decay profile: the
4K and 130K traces (red shade, Figs. 5.2 (b)-(c)) are almost identical. This distinct behavior
of the anisotropic-only response rules out effects such as gap opening in the density of states
and phonon fluctuations as the origin of observed critical slowing down in τ slow. We attribute
this remarkable anisotropic response to the predicted divergence of nematic correlation at TS
(145; 152). iii) The photoinduced ∆η amplitude quickly diminishes above TS, but in a different
way than ∆R/R, which again corroborates the nematic origin of the observed transient η signal.
Fig. 5.3 (a) presents ultrafast ∆η measurements on the x=0.047 sample, which undergoes
separate magnetic and structural transitions (TN = 48K and TS = 66K respectively). At 4K
and pump fluence of 115µJ/cm2, we again observe a bi-exponential relaxation behavior similar
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Figure 5.3 Ultrafast photoinduced dynamics of the nematic order parameter in (under-doped)
Ba(Fe0.953Co0.047)2As2. (a) Detailed temperature dependence of the ultrafast pho-
toinduced ellipticity change ∆η for x=0.047 samples for the first 2 ps (black lines)
and for extended time scales of 100 ps (blue lines, split axis), shown together with
the 4K ellipticity trace for x=0 sample (red lines). (b) The extracted τ fast (red
circles) and τ slow (blue squares) with error bars, defined as the s.d. in the fitting,
are presented as a function of the normalized temperature T/TS. Note the critical
slowing down in the τ slow relaxation time at TS (red dashed line). (c) A false color
image of the time-resolved ellipticity change ∆η for the x=0.047 sample as function
of temperature, showing distinct transitions at both TN and TS. (d) Temperature
dependence of the photoinduced ∆η at ∆τ=3770fs. (e) Temperature dependence
of the photoinduced ∆η at two time intervals ∆τ=350fs (blue solid diamonds) and
3770fs (red solid diamonds), following photoexcitation.
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to the x=0.00 sample. However, at T = 54K slightly above TN = 48K, the τ
fast component
disappears, while the τ slow relaxation persists. In addition, the photoinduced ultrafast ellipticity
dynamics at T = 60K and T = 66K that approach the structural transition temperature
(red line) exhibits a slower τ slow relaxation time as compared to 4K, 10K, 40K and 54K. A
detailed fitting of the temperature dependence of the two-step recovery, Fig. 5.3 (b), again
shows a slowing-down of τ slow near TS, observed despite our smaller signal-to-noise ratio as
compared to the parent compound. The detailed temperature dependence of ∆η shown in Fig.
5.3(c) confirms that the τ fast component exclusively appears below TN, and therefore originates
from the long-range magnetic order contribution to the anisotropy. In Fig. 5.3(d), the τ slow
component (white area), shown at the fixed time delay ∆τ=3770fs, exhibits no change at low
temperatures, begins to drop at ∼ TN, and then fades out only at TS = 66K. We therefore
again attribute τ slow to the electronic nematicity, since there is no long-range magnetic order
for TN < T < TS.
Fig. 5.3(e) compares the photoinduced ∆η dynamics in the x=0.047 sample versus tem-
perature at two fixed time delays ∆τ =350fs and 3770fs. While these two ∆η amplitudes
are different below TN, they coincide above TN, and both then diminish at TS. This salient
feature allows us to estimate the ratio between the contributions to the nematicity from the
magnetic order versus other Ising-nematic contributions. The difference of the two amplitudes
∆η|∆τ=350fs-∆η|∆τ=3770fs measures the pure magnetic order contribution, which sets in only
below TN (blue shaded region). The contribution to the anisotropy from the nematic order
parameter is characterized by ∆η|∆τ =3770fs (red shaded region), which begins to increase
at TS, exhibits a kink at TN due to the magnetic feedback effect, and shows little variation
deep inside the SDW phase. The comparable magnitude between the two above contributions
indicates a substantial spin influence on the nematicity which we address next.
5.4.3 Comparing fs-resolved nematicity and charge carrier dynamics.
Analyzing the fs-resolved nematicity and charge carrier dynamics in terms of a transient
temperature description reveals key information about the coupling between the different reser-
voirs. The transient temperature Te associated with the electron heat-bath after ultrafast
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photoexcitation is proportional to the differential reflectivity profile, ∆Te ∝ ∆R/R(∆τ) as
established in many prior ultrafast studies of metals (165; 167), after substracting a local max-
imum at ∼10 ps here. Below TN, we introduce a reservoir temperature Tm characterizing the
magnetic-nematic phase. In this regime, both the nematic and the magnetic order parameters
contribute to the anisotropy, while the latter dominates the time evolution during the first
few ps. From the temperature dependence of the static η (Fig. 5.1(c)) and the photoinduced
changes ∆η, we extract the temporal profile of Tm from the ultrafast data. Fig. 5. 4 (a) shows
Te(t) (green squares) and Tm(t) (red circles) for the first 4 ps in the x=0.047 sample at an initial
temperature 10K and pump fluence of 172µJ/cm2. Te(t) rises first during the 80 fs ultrafast
photoexcitation via laser heating of the electronic sub-system, followed by an increase of the
magnetic-nematic reservoir temperature Tm via heat transfer from the electron reservoir. The
most salient feature is that Tm decays far before equilibrating with Te – i.e., before reaching
Te(t). This is opposite to what is observed in ferromagnetic metals like Nickel (165; 167), where
(inset Fig, 5.4 (a)) the magnetic and electron sub-systems first reach the same temperature and
then lock together to decay towards an isothermal regime of the same heat-bath temperature
with phonons (Tl), i.e., Tm does not decrease before equilibrating with electrons (Supplementary
Note 5)(165; 167). This behavior in conventional metals is due largely to the weak spin-phonon
interaction compared to e-phonon and e-spin couplings, i.e., gml  gel, gem. The observation of
an opposite trend in iron pnictides underpins an unusually strong spin-phonon coupling, i.e.,
gml  gel, gem. This result follows naturally from a magnetic-nematic state, where the nematic
order parameter mediates the coupling between spin and lattice degrees of freedom, and is
seen by the direct comparison of experimental data in the two material systems without any
modeling (Supplementary Discussion). We also performed controlled measurements at a sub-
stantially lower pump fluence, which indicate that sample heating effects are not the dominant
mechanism.
5.4.4 Modeling of the first few-ps ultrafast dynamics.
For further understanding, we simulate the obtained ultrafast dynamics using a three-
temperature (3T) model, via a set of coupled differential equations describing energy flow
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Figure 5.4 Ultrafast photoinduced transient cooperative processes in iron pnictides (a) the
measured and calculated ultrafast transient temperature changes up to 4 ps for
the electron (Te), lattice (Tl) and magnetic-nematic (Tm) heat baths at Ti = 10K.
Shown together in the inset is the result from elemental nickel for comparison
(T = 300K, TC = 631K). (b) A unified picture emerges for transient photo-driven
cooperative processes in iron pnictide systems with the respective time scales ex-
tracted from our analysis. The illustration refers to low temperatures T < TN, TS
under the 80 fs photoexcitation. It depicts, in this order: the electron thermaliza-
tion and cooling, the magnetic-nematic order thermalization, the lattice heating
through strong spin-optical phonon coupling, the slow recovery of the nematic
order via its own fluctuation diverging at TS, and the final relaxation back to
T = 10K by heat diffusion.
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between three reservoirs, which describes transient couplings among the electron (Te), lattice
(Tl) and spin-nematic (Tm) heat baths with corresponding coupling constants gij following
pumping with a rate P(t) of 673 Joule/mol by the 80fs Gaussian laser pulses over the excited
volume. The set of coupled differential equations for energy flow are of the form below for three
reservoirs with corresponding specific heat coefficients Ce,m,l and coupling constants gij (=gji):
Ce
d
dt
Te = −gel (Te − Tl)− gem (Te − Tm) + P (t) (5.3)
Cl
d
dt
Tl = −gel (Tl − Te)− glm (Tl − Tm) (5.4)
Cm
d
dt
Tm = −gem (Tm − Te)− glm (Tm − Tl) (5.5)
P(t) represents the pumping rate by the 80fs Gaussian laser pulses over the excited volume. The
pump fluence is 172µJ/cm2 and absorbed fluence 67µJ/cm2 after taking into account surface
and cryostat window reflection loss. This corresponds to energy density of 673 Joule/mol
deposited by the 80fs Gaussian laser pulses over the excited volume into the sample. This
is used as the input value for P(t) in the three temperature model. The electronic specific
heat is given by Ce = γeTe + Csc, where γe = 6.1×102 mJ/m3·K2 and Csc = 2.475 ×102
mJ/m3·K is the albeit small, average superconducting contribution acting only below TC. The
lattice specific heat, Cl, was determined from the Debye model with β = 10 J/m
3·K4, while
the magnetic-nematic specific heat Cm was calculated from Cm = Ctotal − Ce − Cl. For the
three temperature model, we numerically solved the system of equations simultaneously via
4th and 5th order Runge-Kutta formulae to make error estimates and adjust the time step
accordingly, and extracted the best fit coupling constants to be: gem = 3.16 × 1017 W/m3·K,
gml = 13.3 × 1017 W/m3·K and gel = 0.033 × 1017 W/m3·K. Error bars for gem, gml and gel
are 0.58×1017 W/m3·K, 1.66×1017 W/m3·K and 0.13×1017 W/m3·K, respectively. The inset
shows the same simulation for nickel using the well-established parameters in the literature
(165). The coupling constants for nickel are gel = 8× 1017 W/m3·K, gem = 6× 1017 W/m3·K,
glm = 0.3×1017 W/m3·K. The results of this calculation, shown in Fig. 5.4 (a), agree very well
with the experiment, and reveal, particularly, a giant ratio gml/gem larger than that in nickel
by ∼100 times for the best fit values and by a lower bound of ∼64 times considering error bars.
120
5.5 Discussion
A unified picture emerges for transient photo-driven cooperative processes in iron pnictides,
illustrated in Fig.5.4 (b) for low temperatures T < TS, TN: ultrafast photoexcitations during
80 fs, shorter than the As-As optical phonon period, suddenly and strongly alter the thermo-
dynamic equilibrium between various reservoirs. I) During or immediately following the pulse,
electron-electron collisions lead to decoherence and the quick establishment of a quasi-thermal
distribution of charge carriers after an electron thermalization time τ eth ∼200fs. II) Next, the
electrons cool down through energy transfer to the other reservoirs. Spin-electron interaction
gives rise to the softening of the spin-nematic order, which leads to the delayed negative rise
∆τrise ∼150fs of the thermalized magnetic-nematic order. III) The subsequent fast decay, up
to ∼2 ps of Tm, indicates lattice heating through strong spin-optical phonon coupling, which
reaches an iso-thermal regime of lattice, electron, magnetic-nematic reservoirs, still higher than
the equilibrium lattice temperature before the pump. IV) The slow recovery of the nematic
order proceeds within ∼20-100ps via the nematic fluctuation channel, and the system finally
relaxes back to the equilibrium lattice temperature by heat diffusion between the laser pulses
(1 ms).
The above reservoir temperature analysis is limited when describing the nematic fluctuations
on time intervals of 10’s of ps, as clearly shown by the raw data presented in Figs. 5. 2 (d) and
5.3 (a). That is why here our modeling mainly focuses on the fast, few-ps components, where the
magnetic softening and relaxation are the main nonlinear mechanisms, and, thereby, provides
insights into the previously-inaccessible couplings among various reservoirs. Our results should
motivate the development of a microscopic theory for non-equilibrium quantum dynamics and
critical phenomena of the electronic nematicity, a very challenging problem at the moment.
Additionally, we should note that a comparison of the ultrafast dynamics in iron pnictides
to specifically-chosen antiferromagnetic metals with similar transition temperatures and large
electron-spin coupling gem exceeding gel and gml would be desirable. However, this is a rare
combination and we are not aware of such a material to compare our results. On the other
hand, ferromagnetic metals such as Nickel have long been established as a prominent example
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with gem exceeding gel and gml.
Our results reveal some important issues that warrant further investigations: the micro-
scopic origin of the transient anisotropic response and its pronounced differences from the
isotropic signals; the universality of the demonstrated ultrafast approach based on time-resolved
critical dynamics to study other quantum nematic matter with various dopings/compositions
(168). The electronic nematicity can be further explored via complementary techniques to
be sensitive to anisotropic SDW gaps, such as ultrafast near- and mid-infrared spectroscopy
(170; 169; 171; 172). Iron pnictides may provide another playground for exploring quantum
femtosecond tuning of exotic ground states in complex materials (173; 175; 174).
Please refer to Appendix C for detailed data analysis and theoretical calculation methods.
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CHAPTER 6. SUMMARY
Adding one important dimensionality - the time, ultrafast spectroscopy dramatically en-
hances people’s capability to explore the nature by helping people to answer the question of
”what’s happening?”. As been reviewed in this thesis, the ultrafast spectroscopy has been
successfully applied to various kinds of complex solid state materials. It provides the opportu-
nity to discover many interesting physical phenomena that can not be accessed through static
methods. And it can dynamically disentangle some of the statically coupled degrees of freedom,
which could be helpful for deciphering some of the fundamental physical problems.
Among them, the graphene could be the relatively simpler system. The complexity comes
from its short-time scale dynamics under strong photoexcitation, in which a large population of
carriers are compressed into a narrow energy band instantaneously. Thus, it is very interesting
to answer the question of ”what will be the behavior of these extremely dense carriers under the
unique linear dispersion relation of graphene?”. Using the NIR ultrafast spectroscopy, we were
able to observe a broadband population inversion formed by the extremely fast thermalization
process, and the physics of the degenerate quantum Dirac-fermion gas was also revealed. In
Chapter 3, I reported this work about ultrafast carrier dynamics in the highly photoexcited
graphene. It shows that the graphene can be pump to a lasing material instantaneously, and
such optical gain condition lasts for 100s of femtosecond. Comparing with the traditional lasing
materials, the graphene features a broadband population inversion with more efficient phase
space filling. And our experimental-theory comparison reveals a crossover from a hot and dilute
Maxwell-BoItzmann gas to a degenerate population inverted quantum system that enforced by
the increase of the photoexcitation.
Then we moved on to a really complex material - the strongly correlated electronic system.
The intense ultrafast photo-excitation will dramatically change the material properties due to
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its strong coupling nature. The influence of the photo-excitation can be transferred from the
carrier system ”instantiniously” to the spin system, which manifests itself as a femtosecond
magnetization enhancement and correlated ”spin-dressed” quasi-particles. In Chapter 4, I in-
troduced these works on the femtosecond magnetism switching and the associated quasi-electron
relaxation in strongly correlated manganites. For the material system that we selected, the low
temperature ground state is the antiferromagnetic insulator, and it can be driven to ferromag-
netic state by a large magnetic field, but can never do so by simply changing the temperature.
Increasing the photoexcitation power, we observed a threshold behavior - a building up of a
100s of femtosecond component - exists in the magneto-optical measurement, but absents in
the electronic response measurement. This indicates a transition from antiferromagnetism to
ferromagnetism in 100s of femtosecond time scale. This observation implies the possibility of a
much faster magnetic storage scheme. And the phenomena can be explained by the quantum
spin fluctuation and the photoinduced hopping between different electronic states. We further
investigated the behavior of the electronic response. The ratio between the photoinduced mo-
bile carrier and the locallized Joha-Teller polarons exhibits a threshold behavior that coincident
with the magnetization threshold. Such direct correlation of AFM-FM switching with critical
increasing the proportion of the mobile carriers suggests the emergence of a quasi-particle exci-
tation composed of strongly-coupled spin and charge degrees of freedom. Our ultrafast studies
on the strongly correlated system provide a much clear pictures of the many-particle dynamics
in the coherent regime.
The iron-pnicide material is also a complex system, it puzzles the field of condensed mat-
ter physics since its birth. The ultrafast studies have been applied to such system aimed at
deciphering some fundamental physical problems. However, the contradicting claims and in-
consistent observations makes the ultrafast results even more obscure. We carried a series
of static and ultrafast spectroscopy studies in various iron-pnicide materials, and we believed
that we were able to provide answers to some of the controversial questions. In Chapter 5,
I showed our ultrafast studies in iron-pnictides. We dynamically investigated the recovery of
the optical anisotropy softened by the pump excitation. The different temperature dependence
of the anisotropy recovery dynamics in different doped compounds have been observed. Our
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results suggest a possibility to reveal the electronic nematic state which can not be identified
through the static measurement. Our measurement also reveal a gigantic magneto-elastic cou-
pling that far exceeds electronspin and electronphonon couplings in the iron-pnictides opposite
to conventional magnetic metals.
To summary, the complex solid state material is a unique platform for ultrafast spectroscopy.
The ultrafast photo-excitation actives the responses from different degrees of freedom in a very
short time scale which rouse novel physical phenomena that absent in the static world. On
the other hand, dynamically tracking the responses from different physical sections provides
an unique opportunity to study their basic interactions which might be masked by the strong
static correlations.
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APPENDIX A. SAMPLE POLISHING PROCEDURE
Sample polishing is an important issue for ultrafast optical measurement. A clean and
homogeneous sample surface without impurity deposition can increase the signal size, reduce
the alignment difficulties, decrease the non-intrinsic inhomogeneity of the optical signal, and
guarantee the genuine original of the signal, thus increasing the reliability of the ultrafast
optical signal which is already hard to explain due to the complexity of multiple factors in the
experiment.
Several polishing methods are used in AmesLab so far, manually/mechanically polishing
using sand paper and suspension: the basis of the advanced polishing method, can polish down
to 1µm 10s′ of nm; ion polishing: using Ar ion beams which is heavy in mass to collide with
the sample surface thus providing a much finer polishing quality, used for STM; electropolish-
ing: deposition via electrolyze method, however, may add different components on the sample
surface. For our measurement, manually/mechanically polishing is enough.
To get good polishing result, one need to be very patient and careful, and always need to
think and check while operating, experience and practice are required, and it would be very
helpful to consult professional people. It will take at least half day to successfully polishing a
sample.
A.1 Preliminary
 This procedure is for polishing rare-earth bulk sample.
 The polishing equipment is in Wilhelm basement, need to talk with Kevin Dennis and
get his permit.
 Dont polish toxic materials.
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 Wear gloves and goggle, and dont use the contaminated gloves to touch personal things
and public equipment including handle of doors.
A.2 Pasting the Sample
The sample should be pasted on the surface of the cylinder in Fig. A.1 (a) using the crystal
glue. The crystal glue is liquid in high temperature and solid in room temperature. So that
one can paste the sample via the heater Fig. A.1 (b) When heating, set to about 100 C, and
remember to turn if off after using. The inner side cylinder should be fix into the outer side
ring via side screw. The relative position between the inner side cylinder and outer side ring
determine the thickness of the sample. After polishing, remove the sample from the holder
using heater. The crystal glue can be cleaned by Acetone but not Ethanol or water.
Figure A.1 (a). Sample holder for polishing. (b) The heater
A.3 Coarse Polishing via Sand Paper
 Use the mechanically polishing machine as shown in Fig. A.2 (a) with sand paper. The
water droplet is for cooling.
 Normally start from 240 sand paper. If the sample should be polished with surface A,
paste the surface A on the surface of the polishing tool, use 240 sand paper to reach a
127
desired thickness and get a surface B which is parallel to surface A. Then could paste B
surface on the surface of the polishing tool so that can polish surface A.
 Starting from 240 sand paper, then 320, 400, 600, 800, 1200 sand paper. Hold and press
the polishing tool kind of firmly while polishing. Change the sample direction frequently
while the sand paper rotating to avoid inhomogeneous scratches. The polishing under
each sand paper lasts for less than 3 min. Dispose the sand paper after using. The sand
paper can be broken after a long time immersion of water. The grain size of 240 sand
paper is about 53µm, and for 800 sand paper is 12.5µm.
 After using 800 or 1200 sand paper, it would be good to take a look at the surface under
microscope which is also in the basement of Wilhelm. The appearance of the polishing,
by this time, depends on the experience, at least, so far, the scratches should be still
visible by naked eyes. Go back to lower number sand paper is the deep scratches cannot
be eliminated after a longer time polishing. Can use cotton or cotton swab to clean the
surface without generating more scratches.
 Try not to adjust the thickness of the sample while polishing, which may leads to the tilt-
ing of the sample surface. But a better polishing tool which adjustable sample thickness
(Fig. A.2 (b)) is indeed helpful, which might be borrowed from STM group in Wilhelm.
A.4 Fine Polishing via Suspension
 Paste a Nylon pad on the thick glass pad in a plastic container, fix the plastic container
on the polishing machine (Fig. A.2 (c)). Put the polishing tool up-side-down and fixed
by the pin of the lever. Drip about 10 drops of suspension on the nylon pad and make
sure the sample contacts the drops. The speed can be set as ¡3, and the pressure of the
lever can be mid-hard, and press start.
 Use different suspension, from 9µm, 3µm, 1µmto0.04µm (Fig. A.2 (d)). Take a look at
the sample surface under microscope each 5mins of polishing, then determine if need to
change suspension. The longer polishing time with finer suspension will be helpful.
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Figure A.2 (a) Mechanically polishing machine using sand paper. (b) An adjustable polishing
tool. (c) Fine polishing machine using suspension. (d) Suspensions with different
particle size.
 For a relatively good surface, under the microscope in the basement of Wilhelm, there
should be a large area without dots or scratches. Can use cotton swabs with Ethanol to
clean the surface, Be careful, Ethanol is toxic.
 Use a better microscope to take a look at it or take a picture.
A.5 Sample Removal and Cleaning
 If the surface looks good, can remove the sample from the polishing tool via the reverse
procedure of pasting. Extra caution need to be taken to avoid sample broken.
 Clean the table, polishing tools, the mechanical polishing tools, e.g. plastic and glass
pads. Put all the things back to their original position. Be sure the heater, and polishing
machines are turned off. Close the door and light of no one else will need it.
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 Store the sample appropriately and label it.
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APPENDIX B. TRANSIENT CHARGE AND ENERGY BALANCE IN
GRAPHENE INDUCED BY ULTRAFAST PHOTOEXCITATION
B.1 Slow Imbalance Relaxation via Electron-electron Coulomb Interaction
The fact that the linear Dirac spectrum of graphene is well established in numerous ex-
periments supports the view that electron-electron Coulomb interactions can be treated as
additional corrections within perturbation theory. To leading order, electron-electron Coulomb
interactions cause a weak, logarithmic correction of the electron velocity v → v (1 + α4 ln (Λ/k)),
where Λ is a momentum cut off of order the inverse carbon-carbon spacing. This Hartree-Fock
term does not lead to a finite lifetime of electronic states. The leading term causing a finite
life time is of second order in the Coulomb energy V and can be expressed in terms of Fermi’s
golden rule
Γi→f =
2pi
~
|〈f |V | i〉|2 δ (εs (k) + εs′ (k′)− εr (k′−q)− εr′ (k + q)) , (B.1)
with s, s′, r, s′ = ±1 referring to the upper (+) and lower (−) branch of the Dirac cone. We
need to simultaneously conserve momentum (k + k′−(k′−q)−(k + q) = 0) and energy. In case
of the linear spectrum holds εs (k) = s~v |k|, such that the condition for energy conservation
becomes
s |k|+ s′ ∣∣k′∣∣− r ∣∣k′−q∣∣− r′ |k + q| = 0. (B.2)
There are in total 16 combinations (s, s′, r, r′) of the branch indices. For example, (+,+,+,+)
and (−,−,−,−) correspond to intra band scattering processes, while all processes with dis-
tinct signs correspond to interband processes. Energy conservation cannot be fulfilled for the
(+,+,−,−) and (−,−,+,+) combination of (s, s′, r, r′). This would correspond to two elec-
trons (both of positive energy) scattering into two holes (both of negative energy) and vice
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versa, which is obviously not allowed. In addition, there are 8 processes with either three
electrons and one hole or three holes and one electron: (+,+,+,−), (+,+,−,+), (+,−,+,+),
(−,+,+,+) and (−,−,−,+), (−,−,+,−), (−,+,−,−), (+,−,−,−). These processes are not
allowed either as momentum and energy conservation cannot be fulfilled simultaneously (the
length of one side of a quadrangle is always shorter than the sum of the three others). Thus,
out of the 16 combinations, only 6 will contribute: (+,+,+,+), (+,−,+,−), (+,−,−,+), as
well as (−,−,−,−), (−,+,−,+), (−,+,+,−). The common property of these processes is
that the number of holes and electrons are individually conserved. This is trivially the case for
the intra-band scattering processes, yet even the allowed interband processes keep the number
of electrons in each branch conserved. Consider for example the process (+,−,+,−). The
initial state with s = + and s = − and the final state with r = + and r′ = − each have one
electron and one hole. The same is true for the other three interband processes (+,−,−,+),
(−,+,−,+), and (−,+,+,−). Thus the number of electrons and holes are individually con-
served up to second order in the Coulomb interaction. The exception to this behavior are
collinear scattering processes, where all momenta are parallel or antiparallel. The relative
importance of those processes is negligible. They are further suppressed by the logarithmic
correction of the velocity, discussed above.
This theory was used to solve the quantum Boltzmann equation in Ref.(177) and was
the basis of the hydrodynamic theory of Ref.(178). Here it was pointed out that this law
is robust against the logarithmic velocity renormalization. Only higher order terms in the
Coulomb interaction, electron-phonon scattering events or scattering off impurities may cause
a relaxation of a population inverted state, leading to a slow imbalance relaxation. Note, the
fact that interband scattering events exist is crucial for our transient distribution as they lead to
a thermalization of both branches of the graphene spectrum at a common electron temperature
Te.
B.1.1 Model
As discussed in the Chapter 3, when the internal thermalization time τth of the electron
system is much shorter than the cooling τc and electron-hole recombination time τr, the photo-
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excited electrons and holes in graphene quickly establish separate thermal equilibrium through
carrier-carrier scattering for the transient state at τth < t < τc,r, i.e., after absorbing photons
but before losing energy to the lattice. These, together with the assumption that a decoherenced
state is of maximal entropy lead to the non-equilibrium transient distribution function (ε = vp)
fe(h) (ε) =
1
exp
(
ε−µe(h)
kBTe
)
+ 1
, (B.3)
characterized by the electron temperature, Te and two distinct chemical potentials µe and µh,
for electrons in the upper and holes in the lower branch of the spectrum, respectively. Note
that for the convenience of theoretical calculation, we use the upper- and lower-branch electron
picture instead of the electron-hole picture adopted in the Chapter 3, which are related via
f+ = fe, f− = 1 − fh. Besides an obvious conservation law 1) the total number of electrons
before and after pump excitation is the same, a pseudo-conserved quantity emerges 2) the photo-
excited electron and hole number in the transient state stays the same as that of right after the
pump excitation, and the above described adiabatic process requires 3) the absorbed photon
energy is kept in the electron system until the formation of the transient quasi-thermal state
(B.3). These are good approximations particularly in the strong excitation regime considered
here, as discussed in the text. These three conditions are expressed as
ntot = n+ + n− = n0+ + n
0
−, (B.4)
nex = n+ − n0+ = n0− − n−, (B.5)
nex~ω = u− u0, (B.6)
where ntot = Ntot/L
2 represents the total density of electrons in the system, nex = Nex/L
2
refers to the density of photo-excited carriers, n±(n0±) indicates the electron densities in the
transient(initially equilibrium) state, and u (u0) represents the transient(initial) energy density
of the whole electron system while ~ω is the pump photon energy. Applying the distribution
(B.3) to Eqs. (B.4)-(B.6) and taking into account the valley and spin degeneracy in graphene,
we obtain the following expressions in terms of fugacities z0 = e
µ0
kBT
0 , z± = e
µ±
kBTe ,
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δ =
2
pi
(kBTe)
2
(~v)2
[
−Li2(−z+) + Li2
(
− 1
z−
)]
=
2
pi
(kBT
0)2
(~v)2
[
−Li2(−z0) + Li2
(
− 1
z0
)]
, (B.7)
where δ refers to the initial doping density with respect to the neutrality point, and
nex =
2
pi
1
(~v)2
{
(kBTe)
2 [−Li2(−z+)]− (kBT 0)2
[−Li2(−z0)]}
=
2
pi
1
(~v)2
{
(kBTe)
2
[
−Li2
(
− 1
z−
)]
− (kBT 0)2
[
−Li2
(
− 1
z0
)]}
, (B.8)
as well as
nex~ω =
4
pi
(kBTe)
3
(~v)2
[
−Li3 (−z+)− Li3
(
− 1
z−
)]
− 4
pi
(kBT
0)3
(~v)2
[
−Li3
(−z0)− Li3(− 1
z0
)]
.
(B.9)
Solving the three equations gives the transient electron temperature Te and individual chemical
potentials µ± = kBTe ln z± for a given photoexcitation density nex at initial temperature T 0
and chemical potential µ0 associated with the equilibrium state before being excited.
To perform numerical calculation, we introduce the dimensionless variables
fex ≡ nex
n¯
, x ≡ δ
n¯
, t ≡ kBTe
D
, α± ≡ µ±
D
, Ω ≡ ~ω
D
, (B.10)
with a choice for the upper momentum cutoff Λ to define the energy scale D = ~vΛ and the
density scale n¯ = Λ
2
pi . Here we choose Λ such that piΛ
2 = 12(2pi)
2/A0 where A0 = 3
3/2a20/2 is
the area of the hexagonal unit cell. Note that these dimensionless units are solely introduced
for computational convenience. None of our final expressions depends on the actual values of
Λ, D or n¯, as these quantities cancel (see for example Eq. (B.13)).
B.1.1.1 Neutral system
We first analyze for the system at the neutrality point, i.e. δ = 0. In terms of the dimen-
sionless variables, Eq. (B.7) becomes
0 = 2t2
[
−Li2(−z+) + Li2
(
− 1
z−
)]
= 2
(
t0
)2 [−Li2(−z0) + Li2(− 1
z0
)]
.
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This yields z0 = 1 (µ0 = 0) and z+ =
1
z− ≡ z (µ+ = −µ− ≡ µ). Solving Eq. (B.8) and (B.9)
we obtain the expression for the dimensionless temperature
t =
(
fex
2 +
(
t0
)2 pi2
12
−Li2(−z)
)1/2
. (B.11)
and the equation for the dimensionless photoexcitation density
g(z) =
(
fex
2 +
(
t0
)2 pi2
12
)3/2
fexΩ
8 + (t
0)3 34ζ(3)
(B.12)
with g(z) ≡ [−Li2(−z)]3/2−Li3(−z) . The function g(z) is monotonously increasing with an upper bound
3/
√
2 in large z limit, which implies(
fex
2 +
(
t0
)2 pi2
12
)3/2
fexΩ
8 + (t
0)3 34ζ(3)
≤ 3√
2
.
It follows a maximum value of fex
fmaxex =
(
3Ω
4
)2
.
That is to say, there exists a phase space limit on the photo-excited carrier number
nmaxex =
9
16piv2
ω2. (B.13)
In this limit, the temperature approaches zero as z →∞,
t −→ (f
max
ex )
1/2
ln z
=
3Ω
4 ln z
−→ 0.
Solving Eq. (B.11) and (B.12), we plot Te vs nex in Fig. B.4.
Figure B.1 Plot of the transient temperature Te(nex), in units of Kelvin, in the neutral system.
Horizontal axis nex is in units of 10
13cm−2.
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Figure B.2 Plot of the transient upper-band chemical potential µ+(nex), in units of eV, in the
neutral system. The lower-band chemical potential µ− = −µ+. Horizontal axis
nex is in units of 10
13cm−2.
Indeed, the electron temperature approaches zero at large photoexcitation density. Also
the solution µ with respect to nex is plotted in Fig.B.5
The sign change in µ shows that at small pump fluence the excited carriers form a very
hot and dilute classical gas, but with more carriers excited they gradually build up a quantum
degenerate fermion system with temperature cooling down in order to accommodate more
electrons in the finite phase space. If the phase space could really be exhausted, the electron
and the hole carriers would be pumped into zero temperature Fermi-Dirac distributions.
B.1.1.2 Phase space capacity
Inspired by the analysis of the neutral system, we see that the phase space capacity is
reached at zero electron and hole temperature. To obtain an analytical estimate of the maximal
available phase space at different electron doped systems, we assume the initial temperature to
be zero for convenience (for numerical analysis see below). Eqs. (B.4)-(B.6) are simplified into
δ =
1
pi
1
(~v)2
[(
µmax+
)2 − (µmax− )2] = 1pi 1(~v)2 (µ0)2 ,
nmaxex =
1
pi
1
(~v)2
[(
µmax+
)2 − (µ0)2] = 1
pi
1
(~v)2
(
µmax−
)2
,
nmaxex ~ω =
2
3pi
1
(~v)2
[(
µmax+
)3
+
(−µmax− )3 − (µ0)3] .
In terms of dimensionless variables defined in (B.10), we find a relation between maximal
photoexcitation density and doping from the above equations
fmaxex =
2
3Ω
[
(fmaxex + x)
3/2 + (fmaxex )
3/2 − x3/2
]
. (B.14)
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Figure B.3 Plot of the maximal photo-excited carrier density nmaxex (δ), in units of 10
13cm−2
, as a function of initial doping, when the phase space for photoexcitations is
exhausted. Horizontal axis is the doping density δ in the same unit.
The solved nmaxex changing with doping density is shown in Fig. B.6
Clearly, the available phase space rises with increasing pumping frequency, as seen in the
neutral system nmaxex ∼ ω
2
v2
, but falls with higher initial electron doping level, as expected.
B.1.1.3 Experimental system
Our experimental system has an initial electron doping δ = 1.17× 1013cm−2, with chemical
potential µ0 = 0.4eV, being excited by the pump energy ~ω = 1.55eV. The phase space
capacity is calculated to be nmaxex = 8.34×1013cm−2. Solving Eq. (B.7)-(B.9) we obtain Te and
µ± as functions of nex plotted in Fig.3.7, where µh = −µ−.
Compared with the undoped system, the evolution of electron temperature with photoex-
citation density is smoother. And due to initial electron doping, the upper branch chemical
potential is always positive although it slightly drops at low photoexcitation densities. The
crossover from classical gas to quantum degenerate fermions can still be seen in the lower
branch electron (hole) system.
B.1.2 Optical Conductivity for the Transient State
The non-equilibrium optical conductivity is calculated in Keldysh formalism (we set ~ ≡ 1
for the time being, but will recover it in the final result),
σαβ(ω) =
4pi
ω
ˆ
dω′d2k
(2pi)2
Tr
[
jˆαkAˆk(ω
′ + ω)jˆβkNˆk(ω′)− jˆαkAˆk(ω′)jˆβkNˆk(ω′ + ω)
]
(B.15)
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for the direction α(β) = x, y in the 2D graphene layer with the current vertex of the non-
interacting Dirac fermions to be
jˆαk = ev
(
k
k
σz − k× ez
k
σy
)
α
. (B.16)
where σy,z are Pauli matrices, and the definitions
Aˆk(ω) =
i
2pi
(
Gˆretk (ω)− Gˆadvk (ω)
)
, (B.17)
Nˆk(ω) = − i
2pi
Gˆ<k (ω). (B.18)
Here the retarded and advanced Green’s functions are matrices in band representation
Gˆ
R/A
k (ω) =
 1ω±i0++µ¯−vk 0
0 1
ω±i0++µ¯+vk
 (B.19)
where +(−) sign associates with the retarded(advanced) Green’s function, and the lesser
Green’s function is given by
Gˆ<k (ω) =
 g<k,+(ω) 0
0 g<k,−(ω)
 ,
g<k,±(ω) = 2piif(ε±(k)− µ±)δ(ω − ε±(k) + µ¯), (B.20)
with µ¯ = 12 (µ+ + µ−) and the Fermi function f(x) =
1
ex/(kBTe)+1
. Note that distinct chem-
ical potentials are employed in the distribution functions to characterize the nonequilibrium
state but an average chemical potential is used in the spectral functions to avoid an artificial
modification of the spectrum.
For probing frequencies on the order of 1eV, the optical conductivity is dominated by
interband transitions, which is obtained from (B.15) as
σ(ω) =
e2
4~
1
2
[
tanh
(
~ω + 2µ−
4kBTe
)
+ tanh
(
~ω − 2µ+
4kBTe
)]
, (B.21)
where Te and µ± are determined by the photoexcitation density nex and the pumping energy
as well as the initial doping. Using tanh( x2kBTe ) = 1− 2f(x) and µh = −µ− give the expression
in Eq. 3.31.
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B.1.2.1 Perfect transparency
From the expression (B.21), we see that at a certain photoexcitation density such that
µ+ − µ− = ~ω,
the optical conductivity vanishes. This indicates that the absorption reaches zero at this density,
which corresponds to the saturation density nsatex .
For the experimental system with initial doping µ0 = 0.4eV and the probe photon energy
at ~ω = 1.55eV, the optical conductivity changing with photoexcitation densities has been
shown in Fig.3.5 (d). In this case, the conductivity approaches zero at roughly nsatex (theory) =
4.8 × 1013cm−2. The calculated saturation density agrees very well with the experimentally
measured value nsatex (expt.) ≈ 5× 1013cm−2. For the experiment with the probe photon energy
at 1.16 eV below the excitation photon energy 1.55 eV, the prefect transparency, corresponding
to zero conductivity, occurs at pump fluence 2000µJ/cm2, as shown in Fig. 3.4 (b).
B.1.2.2 Comparison with the equal-chemical-potential model calculation
Fig. B.7 shows the comparison of the conductivity σ(ω)σ0 calculated in the distinct-chemical-
potential model (black lines) and in the equal-chemical-potential model (green lines) at the
probe photon energy ~ω = 1.55eV and 1.16eV with the experimental data. Clearly, the exper-
imental measurement agrees with the distinct-µ model calculation.
B.1.3 Saturation Density by Coherent State Filling
Finally, we calculate the saturation density by coherent state filling. Density of state of the
Dirac spectrum of graphene is linear in energy as
D(ε) =
2ε
pi(~v)2
.
A 35fs pump pulse has an energy span of roughly ∆ε ≈ 2.9 × 10−2eV at ~ω/2. Then at the
photon excitation energy ε = ~ω/2 = 0.775eV, coherent state filling yields a saturation density
nex = D(
~ω
2
) ·∆ε ≈ 0.33× 1013cm−2.
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Figure B.4 The calculated conductivity σ(ω)σ0 at ~ω = 1.55eV (black lines) in the distinc-
t-chemical-potential model (solid black line) and equal-chemical-potential model
(dashed black line) and that at ~ω = 1.16eV (green lines) in the distinct-µ (solid
green line) and equal-µ (dashed green line) model are plotted and compared with
the experimental data. We can see the distinct-µ model gives better agreement
with the experimental data.
We can see that the saturation density by coherent state filling is an order of magnitude smaller
than the experimental value.
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APPENDIX C. THEORETICAL AND DATA ANALYSIS DETAILS
ABOUT THE ULTRAFAST STUDIES IN IRON PNICTIDE SYSTEM
This Chapter provide some of the detailed description of the theoretical calculation and
data analysis of Chapter 5
C.1 Theoretical Modeling of the Nematic Order Parameter φ
Here the nematic order parameter φ is the scalar product of the two sublattice Neel vectors
that make up the long range order below TN: φ =< M1 ×M2 >. The important aspect of
Ising-spin nematicity is that long range order of φ occurs already above the Neel temnperature,
i.e. in a regime where the magnetic order parameters still vanish < M1 >=< M2 >= 0.(145)
We follow the model extensively discussed in Ref. (145) to obtain the static nematic order
parameter φ as function of temperature (red line, Fig. 5.1(c). In this approach, the existence
of a doubly-degenerate magnetic ground state – stripes with either (pi, 0) or (0, pi) modulation –
combined with strong enough magnetic fluctuations gives rise to an Ising-nematic state which
spontaneously breaks the tetragonal symmetry of the system already in the paramagnetic state.
In particular, we consider a quasi-two dimensional system, composed of FeAs layers coupled via
the magnetic interaction ηz. In the paramagnetic phase, the self-consistent equations describing
the nematic order parameter φ are:
r = r0 − u log
(√
r + φ+
√
ηz + r + φ
)
− u log
(√
r − φ+
√
ηz + r − φ
)
φ = g log
(√
r + φ+
√
ηz + r + φ√
r − φ+√ηz + r − φ
)
(C.1)
Here, r0 ∝ T − TN,0 is the independent variable, proportional to the temperature. TN,0
is a reference temperature, proportional to the mean-field value of the magnetic transition
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temperature. The free parameters are the coupling constants u (referring to the magnetic
system), g (the nematic coupling constant), and ηz (the interlayer magnetic coupling). r is
an unknown, proportional to the inverse magnetic correlation length, and is obtained together
with φ by solving the self-consistent equations.
The magnetic transition takes place when the condition r = φ is satisfied. Below this
transition temperature, the magnetic order parameter M assumes a finite value, and the self-
consistent equations are replaced by:
r0 = φ+ u
[
log
(√
2φηz +
√
η2z + 2φηz
)
−M2
]
M2 =
φ
g
− log
(√
2φ+
√
ηz + 2φ√
ηz
)
(C.2)
By solving the sets of equations (C.1) and (C.2), one can then extract the temperature
dependent Ising-nematic order parameter φ (r0) for every temperature r0 ∝ T − TN,0. To
obtain Fig. 5.1(c) we used the parameters u = 1, ηz = 0.3, and g = 0.33. The increase of φ at
the magnetic transition temperature is a consequence of the change of the magnetic spectrum
due to the onset of long-range nematic order, and indicates proximity to a magnetic tricritical
point. In fact, this tricritical point is observed experimentally(155) at the doping level x ≈ 0.2.
C.2 Fitting Procedure and Error Bar Analysis
To gain a quantitative understanding of the time resolved ellipticity relaxation dynamics,
∆η (t), we fit the data with a convolution of the Gaussian probe pulse (FWHM = 120fs) and
a bi-exponential decay function with exponential rise term. The exponential fitting function is
given by:
f (t) = (1− exp (−t/τrise)) · (A1 exp (−t/τfast) +A2 exp (−t/τslow) +A3)
Where τfast and τslow represent the decay times for the fast 100’s of fs and slow 20-100’s of ps
relaxation processes respectively. An accurate fit is ensured by the fact that τslow is much larger
than τfast, thus helping the fitting procedure distinguish between these two parameters. The
exponential rise term τrise takes into account for the finite response of the nematic softening
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Figure C.1 A representative time dependent measurement of η(t) for x=0.00 at an initial
temperature Ti = 20K. Data is shown in blue with shade, and the fitting is red.
Note the horizontal axis is split to better display the fitting at both short and long
time-scales. A low pump fluence of 172µJ/cm2 was used.
effect. The constants A1 and A2 represent the amplitudes of the fast and slow relaxation
processes respectively. The last term A3 represents the relaxation processes that occur on longer
timescales than measured here and therefore can be considered time-independent . The fitting
is done via a standard, iterative least-squares method and the best fit is one that minimizes
chi-square. Finally, the error for each fitting parameter is calculated and is defined as one
standard deviation. Error bars are given in Fig. 5. 2(d). A representative time dependent
measurement of the photoinduced ∆η (t) for x = 0.00 at an initial temperature Ti = 20K is
shown in Fig. C.1. Measured data is colored blue while the fitting is red.
The results from fitting this trace are:
τfast = 1286.5± 47.9 fs
τslow = 28444± 825 fs
τrise = 78.427± 5.23 fs
A1 = 0.0013617± 3.6× 10−5 rad
A2 = 0.00061001± 7.09× 10−6 rad
A3 = 0.00025269± 4.13× 10−6 rad
The fitting results for all temperatures are shown in Fig. 5.2 (d). The conclusion of critical
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nematic fluctuations is from the experimental fact that a sharp increase of the relaxation
time approaching the structural transition temperature exclusively appears in the ultrafast
anisotropic signals η, proportional Z2 Ising nematic order parameter. It is absent in ultrafast
isotropic response, measured by transient differential reflectivity ∆R/R. This trend is clearly
visible by following the anisotropic η dynamics at various temperatures shown in Fig. 5.
2(c), (d). This anisotropic-ONLY response clearly shows the critical divergence of nematic
fluctuations by the Z2 symmetry breaking as the dominant correlation mechanism. Any other
electronic origins, including the gap opening in the density of states and phonon fluctuations,
would cause the same slowing down behaviors in the isotropic response measured by ∆R/R,
which is inconsistent with our data.
C.3 Extracting Transient Reservoir Temperatures
There is an unambiguous way, as shown in Supplementary Fig. C.2 below, to extract
the magnetic-nematic temperature Tm as a function of time from the static and time-resolved
polarization ellipticity ∆η as well as Te from ∆R/R signals, shown in Fig. C.3 and Fig. 5.4
(a).
For the time-resolved measurement under a certain lattice temperature, the ellipticity as
a function of the time (η(t)) is obtained by extracting the time-resolved ellipticity change
−∆η(t) from the static ellipticity value η under this temperature: η(t) = η − ∆η(t). For
example, the red curve in the Fig. C.2 (a) represents the ellipticity change data −∆η(t)
taken at 10K. We can read from Figure S2(c) that the static ellipticity at 10K is 0.197mrad,
so: η(t) = 0.197mrad − ∆η(t) gives the ellipticity as a function of the time, which is the
blue curve in Supplementary Fig. C.2 (b). It shows that the ellipticity of the system has
no change before time zero, then decreases sharply with pump excitation, and recovers back.
Since the static ellipticity measurement provides the relationship between the ellipticity and the
magnetic temperature, and the time-resolved measurement provides the relationship between
the ellipticity and time, we can get the magnetic temperature Tm as a function of time via the
link to the ellipticity, which is shown in Fig. C.2 (b). For each data point in Fig. C.2 (b), a time
value corresponds to an ellipticity value, and we can read from Fig. C.2 (c) the corresponding
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Figure C.2 Procedure to unambiguously extract the magnetic temperature Tm as a function
of time from the static and time-resolved polarization ellipticity measurements.
temperature for each ellipticity value, then we know what the temperature corresponding to
this time is. For example, in Fig. C.2 (c), at the time of 5ps, the ellipticity is 0.124mrad,
then by interpolating the Fig. C.2 (c), we know that when the temperature is 47.57K, the
corresponding ellipticity is 0.124mrad, thus we can draw on Fig. C.2 (d) that, at the time
of 5ps, the magnetic temperature Tm is 47.57K. Thus, Tm vs. Time Delay can be extracted
from η vs. Time Delay and η vs. Tm, and this process is illustrated in Fig. C.2. Next, the
transient temperature Te associated with the electron heat bath after ultrafast photoexcitation
is proportional to the differential reflectivity profile, ∆Te ∝ ∆R/R after subtracting the acoustic
phonon contributions. Te and Tm will overlap at few ps timescales after thermalization time
between magnetic and electron reservoirs, as seen in magnetic metals(167; 169). The resulting
dynamics are shown above in Fig. 5.4 (a). This is independently confirmed by the three
temperature model calculation with the input of initial excitation density of 673 Joule/mol
deposited by the 80fs Gaussian laser pulses drawn from the experiment to calculate the peak
transient temperature changes (green line, Fig. 5.4 (a)).
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Figure C.3 Experimentally extracted electronic and magnetic temperatures for
Ba(Fe1−xCox)2As2, x = 0.047. Te shown with black squares and Tm with
red circles.
C.4 Comparing Ultrafast Dynamics in Ni vs Ba122
Another conclusion in our paper is a large magnetoelastic coupling gml > gem & gle in
FeAs that far exceeds conventional magnetic metals which exhibit the opposite behavior gml <
gem & gle. This conclusion can be directly seen by comparing the experimentally extracted
transient temperature changes associated with magnetic and electron reservoirs in the two
material systems without any modeling. This analysis follows the original idea by Beaurepaire
et al., which has been extensively confirmed in many later studies in the last decade (167).
For more details, see a review in ultrafast dynamics of magnetic metal (169). We reproduce
the graph by Beaurepaire et al., (Fig. 5. 4(a)) which extracts experimental magnetic (red
line) and electron (green line) temperatures in fs photo-excited magnetic metal Ni from the
measured ultrafast isotropic (∆T/T ) and anisotropic (polarization rotation angle ∆θ) signals.
We applied a similar analysis to unambiguously extract the Tm in Fig. C.3. The distinctly
different photo-excited transient temperature behaviors for magnetic and electronic reservoirs
between BaFe2As2 and Ni clearly show the opposite couplings among various reservoirs. During
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fs photo-excitation, Te(t) rises first via laser heating of the electronic sub-system, followed by
an increase of the magnetic reservoir temperature Tm(t) via heat transfer from the electron
reservoir. In conventional magnetic metals such as Ni that have small magnetoelastic coupling
gml < gem & gle, as seen in the inset of Fig. 5.4(a), the magnetic and electron sub-systems
first quickly reach the same temperature (within 150fs accurately determined by the follow-
up measurements with better time resolution (195)) and then lock together to decay towards
an isothermal regime of the same heat bath temperature with phonons (Tl). This means the
spin dynamics are driven by the electronic temperature after 150 fs, i.e., Te and Tm show the
same amplitude and decay together. Particularly, Tm doesn’t decrease before equilibrating
with electrons. However, the exact opposite behavior is seen in our experimental data for
FeAs shown in Supplementary Fig. C.3. Here, Tm never reaches the same temperature as the
electron sub-system during the rise time, i.e., it reaches a maximum and then decays far before
it becomes hot enough to equilibrate with the electron bath. This means the spin dynamics
are mostly driven by another reservoir, instead of the electronic temperature. That means, it
is strongly coupled with phonons (Tl) - gml > gem & gle - opposite to conventional magnetic
metals.
It is critical to note that a common misconception is that the ∆R/R decay is mostly de-
termined by the electron-phonon relaxation and relaxation times only go as the inverse of
the coupling constants gij. First, the ∆R/R decay is influenced by both phonon and mag-
netic/nematic reservoirs, which depends sensitively on the relative strength between various
heat transfer channels. gem is almost the same as gel in Ni but much larger in FeAs. Therefore,
it is incorrect to try to infer gel simply from the ∆R/R decay in FeAs systems. Actaully it is
clearly from our results and simulations that the decay in ∆R/R is actually mostly determined
by electronic-magnetic reservoir coupling, which is different from Ni or non-magnetic metals, as
shown in Fig. 5.4 (a). Second: as it is well known for metals that the corresponding relaxation
time depends on not only the coupling constant gij but also the specific heat Ci, which roughly
goes as C/g. At low temperature in the 10’s of K range, Ce is actually smaller than Cm and
simply comparing ∆R/R and ∆η decay times cannot give the information of gem vs gml. In
our discussion, we clearly show how to analyze the data properly both qualitatively (comparing
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Ni vs FeAs) and quantitatively (3T fitting by considering both Ci and gij), which consistently
explain the observed dynamics.
C.5 Supplementary Discussion
In order to completely rule out any alternative explanations from sample heating effects,
we provide measurements at substantially lower pump fluence as shown in Supplementary
Fig. C.4. In these new measurements, two relaxation components are clearly visible even in
the weak pumping case with an even more pronounced fast component than the slow one as
compared to the high pumping case. This is fully consistent with the original explanation and
rules out alternative interpretations from the sample heating which would predict the decrease
and disappearance of the fast relaxation. This corroborates again that the slow relaxation
originated from nematic correlation and the fast one from SDW correlation. In order to
Figure C.4 Ultrafast ellipticity dynamics at 4K for under-doped Ba122 sample under two
pump fluences as marked. The traces are normalized to their peak amplitudes for
clarity.
further elaborate the subtleties associated with ultrafast polarization measurements, we provide
extra discussions and measurements to unambiguously justify the magnetic-nematic origin of
transient polarization signals. First, in our case, the relative variation of the anisotropic change
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is much larger than that of the isotropic response, i.e.,
∆η(t)
η0
 ∆R
R
This huge magnitude difference makes a very strong case that the ellipticity change probes the
genuine in-plane symmetry breaking of the magnetic-nematic phase. For example, the peak
ellipticity change in the 4.7% Co-doped compound at 4k is 40% 4K ( 0.08/0.2), shown in Fig.
5. 3 (a), which is at least two orders of magnitude larger than the differential reflectivity of
typical 0.15%. Secondly, the magnetic-nematic origin of this femtosecond anisotropic response
is further confirmed by controlled measurements showing a complete overlap of the pump-
induced rotation ∆Θ(t) and ellipticity ∆η(t) changes, as shown in Supplementary Fig. C.5.
Any other non-magnetic contribution would cause discrepancy between the temporal profiles
of the rotation angle and ellipticity, and vice versa.
Figure C.5 Normalized photoinduced ellipticity (∆η) vs. rotation (∆Θ) decay profiles at 4K
for the under-doped Ba122 sample.
For comparison between FeAs and Ni, it is critical to note that the purpose is to compare ul-
trafast dynamics associated with various reservoirs in magnetic materials that exhibit itinerant
carriers coupled with a magnetic order parameter, instead of static thermodynamic properties
such as TC or TN. Ni is a ferromagnetic metal and has long been explored as a prominent
example of such category in the ultrafast community. More importantly, it has been shown
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that the reservoir dynamics shown in Ni are typical for itinerant magnets, consistent with all
magnetic metals with small magnetoelastic coupling gml < gem & gle. For example, there has
been a systematic study of fs laser-induced dynamic magnetic behaviors of iterant magnets —
metallic, half-metallic, oxides, elemental, alloys with different transition temperatures (196).
The ultrafast dynamics shows certain blueprint behaviors regardless of the different transition
temperature or details of magnetic order parameters. The difference is mostly determined by
the coupling strength among reservoirs, which is the exact information that we try to extract
here. Applied here, we compare the dynamics of FeAs compounds — antiferromagnetic metals
showing itinerant carriers coupled with a magnetic order parameter — to the dynamics typi-
cally associated with gml < gem & gle as the case of Ni. The reservoir dynamics in FeAs shows
the opposite behavior to Ni, i.e., gml > gem & gle. Secondly, one has to use lower fluence in
FeAs in order to compare to Ni. We would like to emphasize three key facts:
1. There is an unambiguous way to experimentally show that we DO NOT completely kill
the anisotropy with our photoexcitation. The photoinduced peak signals ∆η(t) presented
in the paper are all smaller than the static anisotropy at that temperature T, i.e., ∆η(T ) <
η(T )|∆t<0. Knowing the temperature dependence of the static η (Fig. 5. 1(c)), one can
absolutely be sure that there is no complete killing of the nematic order.
2. Full details of all numerical procedures and experimentally realistic input parameters used
are provided in the method section to quantitatively solve the 3T model and calculate
the transient temperature changes. This is the accepted way to obtain the transient
temperature theoretically. It shows that the maximum transient temperature changes
are not above the nematic transition temperature.
3. In addition, the photoinduced ellipticity change by a significantly lower pump fluence
still exhibits qualitatively similar two component relaxation, as shown in Supplementary
Fig. C.4, which again corroborates our appropriate experimental conditions and correct
claims.
Finally, we point out that, although a critical divergence near the nematic phase transi-
tion is clearly visible in the raw data in Fig. 5.2 and 5.3, the phenomenological transient
150
temperature theory does have limitations for describing the microscopic physics of quantum
nematic dynamics. For example, in Fig. 5.4(a) the transient temperature associated with the
magnetic-nematic reservoir (red circles) shows a fast change within the first 1-2 ps, followed
by much smaller changes on longer time scales. This is due, in part, to the fact that the static
anisotropy does not change much from 4K - 40K, but instead changes mostly in a narrow
temperature range near TS. This shows that the magnetic-nematic order is very sensitive to
external perturbations near the critical point. Consequently, large ellipticity changes only cor-
respond to small temperate changes and this is not a good way to analyze the dynamics from
nematic fluctuations that lead to the slow relaxation. This is the reason that we only apply the
temperature reservoir model in the first few ps where the magnetic softening and decay is the
main nonlinear mechanism. Our experimental data provide perspective for further theoretical
investigations.
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