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Uvod
Fundamentalni rezultati klasicˇne teorije vjerojatnosti su zakoni velikih brojeva i cen-
tralni granicˇni teoremi. Kljucˇna pretpostavka tih rezultata je da imamo niz nezavisnih
slucˇajnih varijabli. Dakle, niz pokusa takvih da ni u jednom trenutku ishod sljedec´eg
pokusa ne ovisi o prethodnim ishodima. Ipak, htjeli bismo modelirati procese u ko-
jima postoji neki oblik zavisnosti. Jedno od takvih svojstava je tzv. Markovljevo
svojstvo.
Markovljevi lanci su stohasticˇki procesi sa svojstvom da u svakom trenutku sljedec´i
korak lanca ovisi samo o trenutnoj poziciji lanca. Kazˇemo da lanac, uvjetno na
sadasˇnjost, zaboravlja svoju prosˇlost. To svojstvo lanca naziva se Markovljevo svoj-
stvo. Jedna od najvazˇnijih posljedica tog svojstva je da, uz neke uvjete, distribucija
Markovljevog lanca konvergira prema tzv. stacionarnoj distribuciji kada vrijeme ide
u beskonacˇnost. Postavlja se pitanje brzine te konvergencije. U tu svrhu kazˇemo
da je vrijeme mijesˇanja Markovljevog lanca minimalan broj koraka koji je potreban
da distribucija lanca bude ”priblizˇno” stacionarna. Cilj je odrediti vrijeme mijesˇanja
zadanog Markovljevog lanca, te shvatiti kako se ono mijenja sa povec´anjem pripadnog
prostora stanja.
Jedna od primjena ove teorije je u tzv. MCMC (Monte Carlo Markov Chains) meto-
dama. Pretpostavimo da zˇelimo simulirati neku vjerojatnosnu distribuciju pi. Ideja
MCMC metode je konstruirati dovoljno dobar Markovljev lanac kojemu je distri-
bucija pi stacionarna distribucija, te simulirati jednu trajektoru lanca. Buduc´i da
je distribucija lanca nakon dovoljno velikog broja koraka priblizˇno stacionarna, vri-
jednost lanca u tom trenutku predstavlja simulaciju zadane distribucije pi. Vrijeme
mijesˇanja tog lanca govori nam koliki broj koraka je dovoljan da bi aproksimacija bila
dovoljno dobra.
Postoje razne tehnike za odredivanje vremena mijesˇanja Markovljevih lanaca. Spa-
rivanje, jako stacionarna vremena i spektralne tehnike neke su od osnovnih. Poblizˇe
c´emo se upoznati samo sa jako stacionarnim vremenima. Ipak, cilj ovog rada je
primjeniti napredne martingalne tehnike pri rjesˇavanju problema vezanih uz brzinu
konvergencije prema stacionarnosti. Glavni alat bit c´e nam tzv. proces evoluirajuc´ih
skupova. Za dani Markovljev lanac, proces evoluirajuc´ih skupova je Markovljev lanac
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cˇija su stanja podskupovi prostora stanja originalnog lanca, a kretanje tog procesa je
usko vezano uz kretanje pocˇetnog lanca. Precizno c´emo definirati taj proces, poka-
zati njegova svojstva i iskoristiti ih kako bismo rijesˇili probleme vezane uz mijesˇanje
Markovljevih lanaca.
Na kraju ovog uvoda, dajemo kratak pregled rada po poglavljima.
U prvom dijelu Poglavlja 1 definiramo Markovljev lanac na konacˇnom prostoru stanja,
pojam stacionarne distribucije, te svojstva ireducibilnosti i aperiodicˇnosti. Navodimo
fundamentalne rezultate koji govore da ireducibilan Markovljev lanac na konacˇnom
prostoru stanja ima jedinstvenu stacionarnu distribuciju, te da uz dodatnu pretpos-
tavku aperiodicˇnosti, distribucija lanca konvergira prema stacionarnoj distribuciji
kada vrijeme tezˇi u beskonacˇnost. U drugom dijelu upoznajemo se sa osnovnim
pojmovima vezanim uz vremena mijesˇanja Markovljevih lanaca. Definiramo pojam
udaljenosti potpune varijacije kao mjeru udaljenosti medu vjerojatnosnim distribuci-
jama, te preko nje precizno definiramo vrijeme mijesˇanja Markovljevog lanca.
Na pocˇetku Poglavlja 2 definiramo martingale i pokazujemo njihova osnovna svoj-
stva. U ostatku poglavlja bavimo se procesom evoluirajuc´ih skupova. Cˇesto c´emo
taj proces radi jednostavnosti zvati samo evoluirajuc´i skupovi. Za ireducibilan i ape-
riodicˇan Markovljev lanac na konacˇnom prostoru stanja definiramo pripadni proces
evoluirajuc´ih skupova, te pokazujemo na koji nacˇin su ta dva procesa povezana. Pri-
mjenu martingalnih tehnika omoguc´uje proces vezan uz stacionarnu distribuciju lanca
i pripadni proces evoluirajuc´ih skupova za koji pokazujemo da je martingal. Takoder
pokazujemo vezu evoluirajuc´ih skupova i vremena mijesˇanja originalnog lanca, te de-
finiramo Doobovu transformaciju evoluirajuc´ih skupova, koja c´e nam biti od velike
koristi.
U Poglavlju 3 upoznajemo se tehnikom ogranicˇavanja vremena mijesˇanja Markovlje-
vog lanca koja koristi jako stacionarna vremena. Pokazujemo da vrijeme apsorpcije
Doobove transformacije evoluirajuc´ih skupova predstavlja jedno takvo vrijeme za ori-
ginalni lanac.
U Poglavlju 4 koristec´i evoluirajuc´e skupove dajemo ogradu na vrijeme mijesˇanja
Markovljevog lanca u terminima radijusa toka (engl. conductance) podskupova pri-
padnog prostora stanja. Kljucˇna je generalizacija standarnog omjera uskog grla sa
funkcijom radijusa toka. Ta funkcija, za razliku od omjera uskog grla, mjeri radijus
toka skupova stanja razlicˇitih velicˇina. Pokazujemo da je za brzo mijesˇanje lanca
dovoljno da odredeni vagani prosjek te funkcije nije prevelik.
U zadnjem poglavlju bavimo se standardnim primjerom Markovljevog lanca, a to je
jednostavna slucˇajna sˇetnja na grafu. Koristec´i martingalne tehnike i evoluirajuc´e
skupove, dajemo ogradu na povratne vjerojatnosti slucˇajne sˇetnje u terminima mak-
simalnog stupnja pripadnog grafa.
Poglavlje 1
Vremena mijesˇanja Markovljevih
lanaca
U ovom poglavlju definiramo pojam Markovljevog lanca na konacˇnom prostoru sta-
nja, te navodimo glavne rezultate iz teorije Markovljevih lanaca koji c´e nam biti
potrebni. Iako uvijek pretpostavljamo da je prostor stanja konacˇan, vec´ina rezultata
vrijedi i u slucˇaju prebrojivog prostora stanja. Kljucˇan je pojam stacionarne dis-
tribucije Markovljevog lanca, te Teorem 1.1.3 o granicˇnom ponasˇanju Markovljevog
lanca. U drugom dijelu definiramo udaljenost potpune varijacije i vrijeme mijesˇanja,
osnovne alate pomoc´u kojih mjerimo brzinu konvergencije Markovljevih lanaca prema
stacionarnoj distribuciji. Nasˇe izlaganje vec´inom prati Poglavlja 1. i 4. u [3], gdje se
mogu nac´i izostavljeni dokazi. Za detaljnije o Markovljevim lancima vidi [5].
1.1 Markovljevi lanci
Neka je Ω konacˇan skup i P = (P (x, y) : x, y ∈ Ω) po retcima stohasticˇka matrica,
tj. P ≥ 0 i ∑
y∈Ω
P (x, y) = 1, za sve x ∈ Ω.
Slucˇajni proces (Xn)
∞
n=0 definiran na vjerojatnosom prostoru (S,F ,P) s vrijednos-
tima u Ω nazivamo Markovljev lanac sa prostorom stanja Ω i prijelaznom
matricom P ako vrijedi
P{Xn+1 = y|Xn = x,Xn−1 = xn−1, . . . , X0 = x0} = P{Xn+1 = y|Xn = x} = P (x, y),
za sve n ≥ 0 i sve x0, . . . , xn−1, x, y ∈ Ω za koje su gornje uvjetne vjerojatnosti dobro
definirane ili ekvivalentno, ako za sve n ≥ 0 i sve y ∈ Ω vrijedi
P{Xn+1 = y|X0, . . . , Xn} = P{Xn+1 = y|Xn} = P (Xn, y).
3
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Rijecˇima, ako se u trenutku n Markovljev lanac nalazi u stanju x, tada on prelazi
u stanje y sa vjerojatnosˇc´u P (x, y) bez obzira u kojim je stanjima x0, . . . , xn−1 bio
ranije. Nekad umjesto termina Markovljev lanac kazˇemo da proces (Xn)
∞
n=0 ima
Markovljevo svojstvo.
Neka je (Xn)
∞
n=0 Markovljev lanac sa konacˇnim prostorom stanja Ω i prijelaznom
matricom P . Napomenimo da c´emo vjerojatnosne distribucije na Ω predstavljati
vektor-retcima, a za proizvoljnu vjerojatnosnu distribuciju µ na Ω i za svaki skup
A ⊂ Ω piˇsemo
µ(A) :=
∑
x∈A
µ(x).
Nadalje, neka je µn distribucija slucˇajne varijable Xn za sve n ≥ 0, tj.
µn(x) := P{Xn = x}, za sve x ∈ Ω.
Tada za sve n ≥ 0 i sve y ∈ Ω vrijedi
µn+1(y) =
∑
x∈Ω
P{Xn = x}P{Xn+1 = y|Xn = x} =
∑
x∈Ω
µn(x)P (x, y).
Gornju jednakost zgodnije piˇsemo u vektorskom obliku, tj. vrijedi
µn+1 = µnP, za sve n ≥ 0.
Odavde se lagano dobije da vrijedi
µn = µ0P
n, za sve n ≥ 0, (1.1)
gdje je P 0 := I i P n := P n−1P za sve n ≥ 1. Buduc´i da c´emo cˇesto promatrati
lance s istom prijelaznom matricom, ali razlicˇitim pocˇetnim distribucijama, piˇsemo
Pµ i Eµ za vjerojatnost i ocˇekivanje u slucˇaju kad je pocˇetna distribucija lanca µ, tj.
µ0 = µ. Najcˇesˇc´e c´e pocˇetna distribucija lanca biti koncentrirana u jednom stanju
x ∈ Ω. Tada radi jednostavnosti koristimo oznake Px i Ex. Sada iz (1.1) slijedi da
za sve x, y ∈ Ω vrijedi
Px{Xn = y} = P n(x, y).
Dakle, vjerojatnost da lanac koji krec´e iz stanja x u trenutku n bude u y je upravo
P n(x, y). Te vjerojatnosti nazivamo n-koracˇne prijelazne vjerojatnosti.
Za stanja x, y ∈ Ω kazˇemo da je y dostizˇno iz x ako lanac koji krec´e iz x mozˇe
s pozitivnom vjerojatnosˇc´u stic´i u y, tj. ako postoji n = n(x, y) ≥ 0 takav da je
P n(x, y) > 0. Buduc´i da za sve x, y ∈ Ω i sve n ≥ 1 vrijedi
P n(x, y) =
∑
x1∈Ω
· · ·
∑
xn−1∈Ω
P (x, x1)P (x1, x2) · · ·P (xn−1, y),
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slijedi da je y dostizˇno iz x ako i samo ako postoji n = n(x, y) i stanja x1, . . . , xn−1 ∈ Ω
takva da je P (x, x1)P (x1, x2) · · ·P (xn−1, y) > 0. Kazˇemo da je prijelazna matrica P
ireducibilna ako su svaka dva stanja x, y ∈ Ω medusobno dostizˇna.
Vjerojatnosnu distribuciju pi na Ω nazivamo stacionarnom za prijelaznu matricu P
ako vrijedi
pi = piP,
tj.
pi(y) =
∑
x∈Ω
pi(x)P (x, y), za sve y ∈ Ω.
Iz (1.1) i prethodne definicije slijedi da za lanac cˇija je pocˇetna distribucija stacionarna
(tj. µ0 = pi) vrijedi µn = piP
n = pi za sve n ≥ 0, tj. distribucija lanca se ne mijenja
kroz vrijeme. Pokazuje se da je stacionarna distribucija usko vezana uz granicˇno
ponasˇanje Markovljevog lanca. Osnovno pitanje u vezi stacionarne distribucije je
pitanje egzistencije i jedinstvenosti.
Teorem 1.1.1. Neka je zadana ireducibilna prijelazna matrica P na konacˇnom pros-
toru stanja Ω. Tada postoji jedinstvena stacionarna distribucija pi za P . Nadalje,
vrijedi
pi(x) > 0, za sve x ∈ Ω.
Za sve x ∈ Ω sa T (x) oznacˇimo sve moguc´e trenutke u vremenu u kojima se lanac
mozˇe vratiti u pocˇetno stanje x, tj.
T (x) := {n ≥ 1 : P n(x, x) > 0}.
Sada za svako stanje x ∈ Ω definiramo period od x kao najvec´i zajednicˇki djelitelj
skupa T (x). Mozˇe se pokazati da u slucˇaju ireducibilne prijelazne matrice P , sva
stanja imaju isti period. Zato je moguc´e, barem u slucˇaju ireducibilnog lanca (tj.
matrice P ), definirati period lanca kao period bilo kojeg stanja. Kazˇemo da je lanac
aperiodicˇan ako mu je period jednak 1, dok u suprotnom kazˇemo da je periodicˇan.
Korisna c´e nam biti sljedec´a propozicija.
Propozicija 1.1.2. Neka je zadana ireducibilna i aperiodicˇna prijelazna matrica P
na konacˇnom prostoru stanja Ω. Tada postoji r ∈ N takav da je
P r(x, y) > 0, za sve x, y ∈ Ω.
Pretpostavimo da je zadan ireducibilan lanac sa periodom d ≥ 2. Mozˇe se pokazati
da tada postoje postoji particija C0, C1, . . . , Cd−1 prostora stanja Ω sa svojstvom da
ako lanac krec´e iz nekog stanja iz Ck, u sljedec´em koraku prelazi u neko stanje iz
Ck+1(mod d), zatim u neko iz Ck+2(mod d) i tako redom. Preciznije, za x ∈ Ck, za sve
POGLAVLJE 1. VREMENA MIJESˇANJA MARKOVLJEVIH LANACA 6
l ≥ 1, l-koracˇna distribucija P l(x, ·) je koncentrirana na skupu Ck+l(mod d). Odavde
je jasno da distribucija P n(x, ·) ne mozˇe konvergirati kada n → ∞. Ipak, mozˇemo
definirati novu prijelaznu matricu Q := P+I
2
. Trivijalno je za provjeriti da je Q
stohasticˇka, a buduc´i da je Q(x, x) ≥ 1/2 za sve x ∈ Ω, jasno je da je Q aperiodicˇna.
Intuitivno, modificirali smo pocˇetni lanac tako da u svakom koraku prvo bacamo
simetricˇan novcˇic´ i ako padne glava, ostajemo u stanju u kojem smo trenutno, a inacˇe
radimo prelazak u skladu sa pocˇetnom matricom P . Prijelaznu matricu Q nazivamo
lijena verzija od P . Opc´enito, prijelaznu matricu P za koju vrijedi P (x, x) ≥ 1/2
nazivamo lijena prijelazna matrica.
Pokazuje se da su svojstva ireducibilnosti i aperiodicˇnosti u slucˇaju Markovljevih
lanaca na konacˇnom prostoru stanja dovoljna da bi taj lanac konvergirao prema
svojoj stacionarnoj distribuciji.
Teorem 1.1.3. Neka je µ proizvoljna vjerojatnosna distribucija na konacˇnom skupu
stanja Ω. Pretpostavimo da je (Xn)
∞
n=0 Markovljev lanac sa ireducibilnom i ape-
riodicˇnom prijelaznom matricom P , prostorom stanja Ω i pocˇetnom distribucijom
µ0 = µ. Neka je pi jedinstvena stacionarna distribucija toga lanca. Tada je
lim
n→∞
P{Xn = y} = pi(y), za sve y ∈ Ω.
Specijalno,
lim
n→∞
P n(x, y) = pi(y), za sve x, y ∈ Ω.
Rijecˇima, nakon ”dovoljno” velikog broja koraka, vjerojatnost da c´e se lanac na-
laziti u stanju y je priblizˇno pi(y) bez obzira iz kojeg stanja je lanac krenuo. Nas
zanima koliko veliki broj koraka je ”dovoljan”.
Slucˇajnu varijablu T koja poprima vrijednosti u skupu {0, 1, 2, . . . } ∪ {∞} zovemo
vrijeme zaustavljanja za proces (Xn)
∞
n=0 ako za sve n ≥ 0 dogadaj {T = n} ovisi
o X0, X1, . . . , Xn, tj.
{T = n} ∈ σ(X0, X1, . . . , Xn), za sve n ≥ 0.
Intuitivno, T je vrijeme zaustavljanja ako mozˇemo rec´i da li se slucˇajno vrijeme T
dogodilo u trenutku n ili ne samo na temelju poznavanja ponasˇanja lanca do trenutka
n. Za proizvoljan B ⊂ Ω slucˇajna varijabla TB definirana sa
TB := min{n ≥ 0 : Xn ∈ B},
je vrijeme zaustavljanja. Zaista, za sve n ≥ 0 vrijedi
{TB = n} = {X0 /∈ B, . . . , Xn−1 /∈ B,Xn ∈ B} ∈ σ(X0, X1, . . . , Xn).
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Varijablu TB zovemo prvo vrijeme pogadanja skupa B. Neka je dano vrijeme
zaustavljanja T za (Xn)
∞
n=0, na dogadaju {T <∞} definiramo slucˇajnu varijablu XT
sa
XT :=
∞∑
n=0
Xn1{T=n}.
Cˇesto nam je vazˇno znati da li je vjerojatnost da se vrijeme zaustavljanja T ne dogodi
jednaka 0, tj. da li je P{T <∞} = 1. Sljedec´a lema daje kriterij za provjeru u slucˇaju
kada je T prvo vrijeme pogadanja nekog skupa.
Lema 1.1.4. Neka je (Xn)
∞
n=0 Markovljev lanac sa prijelaznom matricom P i kona-
cˇnim prostorom stanja Ω. Pretpostavimo da za B ⊂ Ω vrijedi
Px{TB <∞} > 0, za sve x ∈ Ω. (1.2)
Tada je
P{TB <∞} = 1.
Dokaz. Buduc´i da je {TB < ∞} =↑ ∪n∈N{TB ≤ n}, iz neprekidnosti vjerojatnosti u
odnosu na rastuc´i niz dogadaja i (1.2) slijedi da za sve x ∈ Ω vrijedi
lim
n→∞
Px{TB ≤ n} = Px{TB <∞} > 0.
Buduc´i da je Ω konacˇan, iz prethodne nejednakosti slijedi da postoje α > 0 i n0 ≥ 1
takvi da je
Px{TB ≤ n0} ≥ α, za sve x ∈ Ω. (1.3)
Neka je sada x ∈ Ω proizvoljan. Dokazat c´emo da Markovljevo svojstvo povlacˇi da
za sve k ≥ 0 vrijedi
Px{TB > kn0} ≤ (1− α)k. (1.4)
Buduc´i da je TB ∈ Z+, u tom slucˇaju je
ExTB =
∞∑
n=0
Px{TB > n} ≤ n0
∞∑
k=0
Px{TB > kn0} ≤ n0
∞∑
k=0
(1− α)k = n0
α
.
Dakle, ExT < ∞, pa je specijalno Px{TB < ∞} = 1. Sada tvrdnja teorema slijedi
zbog proizvoljnosti od x.
Preostalo nam je dokazati da za sve k ≥ 0 vrijedi (1.4). Dokaz provodimo indukcijom
po k. Slucˇaj kada je k = 0 je trivijalan, a tvrdnja za k = 1 slijedi iz (1.3). Nadalje,
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pretpostavimo da (1.4) vrijedi za sve k ≤ n. Buduc´i da je {TB > n0(n+1)} ⊂ {TB >
n0n}, slijedi da je
Px{TB > n0(n+ 1)} = Px{TB > n0(n+ 1), TB > n0n}
= Px{TB > n0n}Px{TB > n0(n+ 1)|TB > n0n}
≤ (1− α)nPx{TB > n0(n+ 1)|TB > n0n}, (1.5)
gdje zadnja nejednakost vrijedi zbog pretpostavke indukcije. Buduc´i da je {TB >
n0n} = {TB ≤ n0n}c ∈ σ(X0, . . . , Xn0n), zbog Markovljevog svojstva vrijedi
Px{TB > n0(n+ 1)|TB > n0n} =
∑
y∈Ω\B
Px{Xn0n = y|TB > n0n}
×Px{TB > n0(n+ 1)|TB > n0n,Xn0n = y}
=
∑
y∈Ω\B
Px{Xn0n = y|TB > n0n}Py{TB > n0}
≤ (1− α)
∑
y∈Ω\B
Px{Xn0n = y|TB > n0n} zbog (1.3)
= 1− α.
Sada iz prethodne nejednakosti i (1.5) slijedi korak indukcije.
Nadalje, za ireducibilnu prijelaznu matricu P na konacˇnom prostoru stanja Ω sa
stacionarnom distribucijom pi definiramo matricu
←−
P = (
←−
P (x, y) : x, y ∈ Ω) sa
←−
P (x, y) :=
pi(y)P (y, x)
pi(x)
, za sve x, y ∈ Ω.
Buduc´i da je pi stacionarna distribucija za P , za sve x ∈ Ω je∑
y∈Ω
←−
P (x, y) =
1
pi(x)
∑
y∈Ω
pi(y)P (y, x) = 1.
Nadalje, za sve y ∈ Ω vrijedi∑
x∈Ω
pi(x)
←−
P (x, y) = pi(y)
∑
x∈Ω
P (y, x) = pi(y).
Dakle, pokazali smo da je
←−
P dobro definirana prijelazna matrica na Ω, te da je
stacionarna distribucija za P stacionarna i za
←−
P . Lanac sa tom prijelaznom matri-
com nazivamo reverzibilni lanac pridruzˇen prijelaznoj matrici P . U slucˇaju da je
P (x, y) =
←−
P (x, y), za sve x, y ∈ Ω, prijelaznu matricu P nazivamo reverzibilnom.
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Ovaj dio zavrsˇavamo teoremom o reprezentaciji Markovljevog lanca pomoc´u niza
nezavisnih, jednako distribuiranih slucˇajnih elemenata. Ta reprezentacija je korisna
za simuliranje Markovljevih lanaca.
Teorem 1.1.5. Neka (Zn)
∞
n=1 niz nezavisnih, jednako distribuiranih slucˇajnih eleme-
nata u nekom prostoru Λ (npr. Λ = [0, 1]), f : Ω × Λ → Ω funkcija, te neka je X0
slucˇajna varijabla koja poprima vrijednosti u skupu Ω i nezavisna od niza (Zn)
∞
n=1.
Za n ≥ 1 definiramo
Xn := f(Xn−1, Zn). (1.6)
Tada je (Xn)
∞
n=0 Markovljev lanac.
Nadalje, pretpostavimo da je zadana prijelazna matrica P na Ω i vjerojatnosna dis-
tribucija µ na Ω. Tada postoje funkcija f , niz nezavisnih, jednako distribuiranih
slucˇajnih elemenata (Zn)
∞
n=1 i slucˇajna varijabla X0 takvi da je (Xn)
∞
n=0 definiran sa
(1.6) Markovljev lanac sa prijelaznom matricom P i pocˇetnom distribucijom µ.
Cˇesto u opisivanju nekog Markovljevog lanca kazˇemo ”na temelju ishoda bacanja
simetricˇnog novcˇic´a lanac radi...”. Time implicitno radimo konstrukciju iz prethod-
nog teorema. Zapravo, intuitivno o Markovljevim lancima razmiˇsljamo upravo na
taj nacˇin. U svakom trenutku, samo na temelju trenutacˇnog stanja i nekog izvora
slucˇajnosti nezavisnog sa prethodnim koracima, lanac prelazi u neko od moguc´ih sta-
nja. Niz izvora slucˇajnosti (Zn)
∞
n=1 iz prethodnog teorema nazivamo generirajuc´i
niz za Markovljev lanac (Xn)
∞
n=0.
1.2 Uvod u mijesˇanje
Znamo da ireducibilan i aperiodicˇan Markovljev lanac na konacˇnom skupu stanja
konvergira prema svojoj stacionarnoj distribuciji u smislu Teorema 1.1.3. Buduc´i da
zˇelimo mjeriti brzinu te konvergencije potrebna nam je neka metrika nad distribuci-
jama na pripadnom prostoru stanja.
Definicija 1.2.1. Neka su µ i ν vjerojatnosne distribucije skupu Ω. Definiramo
udaljenost potpune varijacije medu njima sa
||µ− ν||TV := max
A⊂Ω
|µ(A)− ν(A)|. (1.7)
Rijecˇima, udaljenost potpune varijacije izmedu µ i ν je najvec´a razlika izmedu
vjerojatnosti koje µ i ν mogu pridruzˇiti istim dogadajima. Dakle, ta udaljenost je na
neki nacˇin prirodna za vjerojatnosne distribucije. Ipak, definicija (1.7) nije najsretnija
za racˇunanje. Mozˇe se pokazati da vrijede sljedec´e dvije karakterizacije koje rjesˇavaju
taj problem.
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Lema 1.2.2. Neka su µ i ν vjerojatnosne distribucije skupu Ω. Vrijedi
||µ− ν||TV = 1
2
∑
x∈Ω
|µ(x)− ν(x)|,
||µ− ν||TV =
∑
x∈Ω
µ(x)≥ν(x)
[µ(x)− ν(x)].
Napomenimo da se udaljenost potpune varijacije prirodno vezˇe uz sparivanje dis-
tribucija. Preciznije, sparivanje distribucija µ i ν je svaki slucˇajni vektor (X, Y )
definiran na nekom vjerojatnosnom prostoru takav da je marginalna distribucija od
X jednaka µ, a marginalna distribucija od Y jednaka ν. U slucˇaju kad je µ = ν,
mozˇemo definirati slucˇajnu varijablu X sa distribucijom µ, te zatim definirati Y := X.
Tada je (X, Y ) sparivanje od µ i ν takvo da je P{X 6= Y } = 0. Takvo sparivanje smo
mogli napraviti samo u slucˇaju kada je µ = ν. Primjetimo da je tada ||µ− ν||TV = 0.
Opc´enito, kada µ i ν nisu jednake, ne mozˇemo konstruirati takvo sparivanje. Poka-
zuje se da udaljenost potpune varijacije izmedu µ i ν govori koliko X i Y mogu biti
jednake, tj. vrijedi
||µ− ν||TV = inf{P{X 6= Y } : (X, Y ) je sparivanje od µ i ν}.
Zapravo, mozˇe se pokazati da uvijek postoji sparivanje (X, Y ) u kojem se gornji
infimum postizˇe.
Nadalje, neka je zadana ireducibilna i aperiodicˇna prijelazna matrica P na konacˇnom
prostoru stanja Ω, te neka je pi njena stacionarna distribucija. Zanima nas da li
distribucija P n(x, ·) konvergira prema pi u smislu da udaljenost potpune varijacije
medu njima tezˇi u 0. Iz Teorema 1.1.3 slijedi da je
lim
n→∞
|P n(x, y)− pi(y)| = 0, za sve x, y ∈ Ω.
Buduc´i da je Ω konacˇan, za proizvoljan x ∈ Ω vrijedi
||P n(x, ·)− pi||TV = 1
2
∑
y∈Ω
|P n(x, y)− pi(y)| → 0, za n→∞.
Opet zbog konacˇnosti od Ω, iz prethodnog zakljucˇujemo da je
max
x∈Ω
||P n(x, ·)− pi||TV → 0, za n→∞.
Sada napokon mozˇemo dati smisao terminu ”udaljenost lanca od stacionarnosti”. Za
sve n ≥ 0 definiramo
d(n) := max
x∈Ω
||P n(x, ·)− pi||TV .
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Primjetimo da promatramo samo ponasˇanje lanca sa prijelaznom matricom P koji
krec´e iz fiksnog stanja. Prirodno se namec´e pitanje da li mozˇda lanac koji krec´e iz
neke distribucije µ mozˇe u nekom trenutku n biti ”udaljeniji” od stacionarnosti nego
lanci koji krec´u iz fiksnog stanja, tj. da je
||µP n − pi||TV ≥ d(n).
Ipak, pokazuje se da takav slucˇaj nije moguc´, tj. za sve n ≥ 0 vrijedi
d(n) = sup
µ
||µP n − pi||TV ,
gdje uzimamo supremum po svim vjerojatnosnim distribucijama µ na Ω. Intuitivno
je to jasno, buduc´i da je svaka distribucija konveksna kombinacija ”ekstremnih” dis-
tribucija koncentriranih samo u jednom stanju.
Buduc´i da zˇelimo mjeriti vrijeme u kojem je udaljenost od stacionarnosti jako mala,
definiramo -vrijeme mijesˇanja prijelazne matrice P (ili pripadnog lanca) sa
tmix() := min{n ≥ 0 : d(n) ≤ }, za sve  > 0.
Uobicˇajeno je vrijeme mijesˇanja za P definirati sa
tmix := tmix(1/4).
Zˇelimo za dane Markovljeve lance odrediti pripadno vrijeme mijesˇanja tmix, te vidjeti
koja su to svojstva Markovljevih lanaca koja povlacˇe brzˇe ili sporije mijesˇanje. Spe-
cijalno, cilj nam je vidjeti kako se tmix mijenja kada se povec´ava prostor stanja Ω.
Napomenimo na kraju da, iako smo definirali vrijeme mijesˇanja pomoc´u udaljenosti
totalne varijacije, postoje i druge mjere odstupanja od stacionarnosti od kojih c´emo
neke koristiti u ovom radu.
Poglavlje 2
Evoluirajuc´i skupovi
U ovom c´emo poglavlju, za dani Markovljev lanac, konstruirati novi Markovljev lanac
kojemu je prostor stanja skup podskupova prostora stanja originalnog lanca. Taj
novi lanac, tzv. proces evoluirajuc´ih skupova, usko je vezan uz pocˇetni lanac, te c´e se
pokazati kao koristan alat u rjesˇavanju raznih problema vezanih uz vrijeme mijesˇanja
originalnog lanca. Prije nego sˇto formalno definiramo proces evoluirajuc´ih skupova
i pokazˇemo njegova svojstva, dajemo kratak uvod u martingale. Za detaljnije o
martingalima vidi [6].
2.1 Martingali
Neka je u cijelom ovom dijelu zadan vjerojatnosni prostor (S,F ,P). Niz F = (Fn, n ≥
0) neopadajuc´ih σ-podalgebri od F nazivamo filtracija. Za slucˇajan proces (Xn)∞n=0
kazˇemo da je adaptiran s obzirom na filtraciju F = (Fn, n ≥ 0) (ili F-adaptiran), ako
je za sve n ≥ 0 slucˇajna varijabla Xn Fn-izmjeriva.
Definicija 2.1.1. Neka je zadana filtracija F = (Fn, n ≥ 0), te neka je X = (Xn)∞n=0
F-adaptirani niz integrabilnih slucˇajnih varijabli.
(i) X se zove martingal ako vrijedi
E(Xn+1|Fn) = Xn g.s., za sve n ≥ 0. (2.1)
(ii) X se zove supermartingal ako vrijedi
E(Xn+1|Fn) ≤ Xn g.s., za sve n ≥ 0.
(iii) X se zove submartingal ako vrijedi
E(Xn+1|Fn) ≥ Xn g.s., za sve n ≥ 0.
12
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Neka je X = (Xn)
∞
n=0 slucˇajan proces. Filtraciju (σ(X0, . . . , Xn) : n ≥ 0) zovemo
prirodna filtracija procesa X. To je najmanja filtraciju s obzirom na koju je X
adaptiran. Lagano se pokazˇe da, ako je X martingal uz neku filtraciju, onda je X
martingal i s obzirom na svoju prirodnu filtraciju. Zaista, buduc´i da je za sve n ≥ 0
σ(X0, . . . , Xn) ⊂ Fn, vrijedi
E(Xn+1|X0, . . . , Xn) = E(E(Xn+1|Fn)|X0, . . . , Xn) = E(Xn|X0, . . . , Xn) = Xn g.s.
Uzimanjem ocˇekivanja iz relacije (2.1), slijedi da svaki martingal X = (Xn)
∞
n=0 ima
konstantno ocˇekivanje, tj.
EXn = EX0, za sve n ≥ 0.
Ipak, nisu svi procesi sa konstantnim ocˇekivanjem martingali. Trivijalan primjer
takvog procesa je niz nezavisnih jednako distribuiranih slucˇajnih varijabli sa konacˇnim
ocˇekivanjem koje nisu konstante. Zaista, za takav proces (Xn)
∞
n=0 zbog nezavisnosti
vrijedi
E(Xn+1|X0, . . . , Xn) = EXn+1 6= Xn, za sve n ≥ 0.
U slucˇaju da je X = (Xn)
∞
n=0 supermartingal, odmah zakljucˇujemo da je
EXn+1 ≤ EXn, za sve n ≥ 0,
tj.
EXn ≤ EX0, za sve n ≥ 0.
Jasno je da vrijede analogne nejednakosti u slucˇaju kad je X submartingal.
Slucˇajnu varijablu T koja poprima vrijednosti u skupu {0, 1, 2, . . . } ∪ {∞} zovemo
vrijeme zaustavljanja s obzirom na filtraciju F = (Fn, n ≥ 0) ako je
{T = n} ∈ Fn, za sve n ≥ 0.
U prethodnom poglavlju definirali smo vremena zaustavljanja samo u slucˇaju kada
je pripadna filtracija bila prirodna filtracija nekog procesa. Neka je dano vrijeme
zaustavljanja T i slucˇajni proces (Xn)
∞
n=0. Proces X
T = (XTn , n ≥ 0) definiran sa
XTn = XT∧n, za sve n ≥ 0,
zovemo proces zaustavljen u vremenu T . Pretpostavimo sada da su X = (Xn)
∞
n=0
martingal i T vrijeme zaustavljanja s obzirom na filtraciju F. Proces XT je do
(slucˇajnog) vremena T jednak martingalu X, a nakon toga je konstantno jednak XT .
Buduc´i da su konstante trivijalno martingali, ocˇekujemo da c´e i proces XT takoder
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biti martingal. Zaista, za proizvoljno n ≥ 1, buduc´i da je {k ≤ T} = {T ≤ k− 1}c ∈
Fk−1 ⊂ Fn−1 za sve k ≤ n i X martingal, slijedi da je
E(XT∧n|Fn−1) = E(X0 +
n∑
k=1
1{k≤T}(Xk −Xk−1)|Fn−1)
= X0 +
n−1∑
k=1
1{k≤T}(Xk −Xk−1) + 1{n≤T}E(Xn −Xn−1|Fn−1)
= XT∧(n−1).
Specijalno, znamo da je tada
EXT∧n = EX0, za sve n ≥ 0. (2.2)
Analogno se pokazˇe da, u slucˇaju kada je X = (Xn)
∞
n=0 supermartingal (submartin-
gal), vrijedi da je i zaustavljen proces XT takoder supermartingal (submartingal).
Specijalno, u slucˇaju supermartingala vrijedi
EXT∧n ≤ EX0, za sve n ≥ 0,
a u slucˇaju submartingala vrijedi
EXT∧n ≥ EX0, za sve n ≥ 0.
Pretpostavimo da je P{T <∞} = 1. Tada gotovo sigurno vrijedi
XT∧n → XT , kada n→∞.
Zanima nas pod kojim uvjetima mozˇemo u (2.2) zamijeniti limes i integral, tj. za-
kljucˇiti da vrijedi
EXT = EX0.
Rezultati koji daju uvjete pod kojim gornja jednakost vrijedi zovu se teoremi o op-
cionalnom zaustavljanju.
Teorem 2.1.2. (Doobov teorem o opcionalnom zaustavljanju) Neka je T vrijeme
zaustavljanja s obzirom na filtraciju F, takvo da je P{T <∞} = 1.
(a) Neka je X = (Xn)
∞
n=0 supermartingal (submartingal) s obzirom na F. Pretpos-
tavimo da vrijedi jedan od sljedec´ih uvjeta:
(i) Postoji N > 0 takvo da je T ≤ N g.s.
(ii) Postoji K > 0 takav da je |XT∧n| ≤ K, za sve n ≥ 0.
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Tada je XT integrabilna slucˇajna varijabla i u slucˇaju supermartingala vrijedi
EXT ≤ EX0, dok u slucˇaju submartingala vrijedi EXT ≥ EX0.
(b) Ako je X martingal i vrijedi (i) ili (ii), tada je XT integrabilna i vrijedi EXT =
EX0.
Dokaz. (a) Pretpostavimo da je X supermartingal. Tada je zaustavljen proces XT
takoder supermartingal i vrijedi EXT∧n ≤ EX0 , za sve n ≥ 0. U slucˇaju (i), imamo
da je EXT = EXT∧N ≤ EX0. U slucˇaju (ii) je |XT∧n| ≤ K, za sve n ≥ 0, pa
upotrebom teorema o dominiranoj konvergenciji slijedi
EXT = lim
n→∞
EXT∧n ≤ EX0.
Analognu tvrdnju dobijemo i za submartingal X, tako da vec´ dokazano primjenimo
na supermartingal −X.
(b) Primjenimo (a) na supermartingale X i −X.
Martingalni pristup rjesˇavanju problema uglavnom se se sastoji od pronalaska
dobrog martingala i primjeni teorema o dominiranoj ili monotonoj konvergenciji (tj.
teorema o opcionalnom zaustavljanju). Sljedec´i primjer to lijepo ilustrira.
Primjer 2.1.3. Neka je (Yn)
∞
n=1 niz nezavisnih jednako distribuiranih slucˇajnih
varijabli takvih da je P{Y1 = +1} = P{Y1 = −1} = 1/2. Definiramo proces X =
(Xn)
∞
n=0 sa X0 := k za neki k ∈ Z i
Xn = Xn−1 + Yn, za sve n ≥ 1.
Proces X nazivamo jednostavna simetricˇna slucˇajna sˇetnja na Z. Za sve n ≥ 1
vrijedi
E(Xn|X0, . . . , Xn−1) = E(Xn−1 + Yn|X0, . . . , Xn−1) = Xn−1 + EYn = Xn−1 g.s.,
gdje smo iskoristili cˇinjenicu da je Yn nezavisna sa (X0, . . . , Xn−1), koja slijedi iz
definicije od X i nezavisnosti niza (Yn)
∞
n=1. Dakle, X je martingal.
Neka je sada N ≥ 1 fiksan i pocˇetno stanje slucˇajne sˇetnje k takvo da je 0 ≤ k ≤ N ,
te neka je τ prvo vrijeme kada sˇetnja dode u 0 ili N . Jasno je da je τ vrijeme
zaustavljanja. Prvo c´emo pokazati da je P{τ <∞} = 1.
Definiramo proces M = (Mn)
∞
n=0 sa
Mn = X
2
n − n, za sve n ≥ 0.
Za sve n ≥ 1 vrijedi
E(X2n|X0, . . . , Xn−1) = X2n−1 + 2Xn−1E(Yn) + EY 2n = X2n−1 + 1 = Mn−1 + n,
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tj.
E(Mn|X0, . . . , Xn−1) = Mn−1.
Dakle, M je martingal, pa iz cˇinjenice da je i zaustavljen procesM τ takoder martingal,
slijedi da je za sve n ≥ 0
k2 = EM0 = EMτ∧n = EX2τ∧n − E(τ ∧ n).
Buduc´i da 0 ≤ (τ ∧n) ↑ τ kada n→∞, po teoremu o monotonoj konvergenciji slijedi
da je
lim
n→∞
E(τ ∧ n) = E(τ).
Iz prethodne dvije jednakosti i cˇinjenice da je X2τ∧n ≤ N2 za sve n ≥ 0 slijedi da je
E(τ) = lim
n→∞
EX2τ∧n − k2 ≤ N2 <∞. (2.3)
Specijalno, vrijedi P{τ <∞} = 1.
Sada primjenom teorem o opcionalnom zaustavljanju na martingal X slijedi
k = EX0 = EXτ = EXτ1{Xτ=N} = NP{Xτ = N},
tj.
P{Xτ = N} = k/N,
pa odmah imamo da je
P{Xτ = 0} = 1− k/N.
Vratimo se sada na (2.3). Buduc´i da smo dokazali da je τ < ∞ g.s., slijedi da
je limn→∞Xτ∧n = Xτ g.s. Sada upotrebom teorema o dominiranoj konvergenciji
(X2τ∧n ≤ N2 za sve n ≥ 0) iz (2.3) dobivamo
E(τ) = EX2τ − k2 = EX2τ1{Xτ=N} − k2 = N2P{Xτ = N} − k2 = Nk − k2,
tj.
E(τ) = k(N − k).
Pretpostavimo sada da je slucˇajna sˇetnja uvjetovana na to da c´e doc´i u N prije nego u
0. Zanima nas koliko je u tom slucˇaju ocˇekivano vrijeme do apsorpcije E(τ |Xτ = N).
Definiramo proces S = (Sn)
∞
n=0 sa
Sn = X
3
n − 3nXn, za sve n ≥ 0.
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Tvrdimo da je proces S martingal s obzirom na prirodnu filtraciju od X. Neka je
n ≥ 0 proizvoljan. Vrijedi da je
Sn+1 = (Xn + Yn+1)
3 − 3(n+ 1)(Xn + Yn+1)
= X3n + 3X
2
nYn+1 + 3XnY
2
n+1 + Y
3
n+1 − 3(n+ 1)Xn − 3(n+ 1)Yn+1
Ako djelujemo s uvjetnim ocˇekivanjem E(·|X0, . . . , Xn) na gornju jednakost, zbog
izmjerivosti od Xn i nezavisnosti Yn+1 sa (X0, . . . , Xn), slijedi da su na desnoj strani
drugi, cˇetvrti i zadnji cˇlan jednaki nuli, dok je trec´i cˇlan jednak 3XnE(Y
2
n+1) =
3XnE(1) = 3Xn. Dakle, vrijedi da je
E(Sn+1|X0, . . . , Xn) = X3n + 3Xn − 3(n+ 1)Xn
= X3n − 3nXn
= Sn,
tj. S je martingal.
Buduc´i da je i zaustavljen proces Sτ takoder martingal, slijedi da za sve n ≥ 0 vrijedi
k3 = EX3τ∧n − 3E((τ ∧ n)Xτ∧n). (2.4)
Pustimo sada n→∞ i pogledajmo sˇto se dogada sa gornjom jednakosti. Buduc´i da
je τ <∞ g.s. i X3τ∧n ≤ N3 za sve n ≥ 0, teorem o dominiranoj konvergenciji daje
lim
n→∞
EX3τ∧n = EX
3
τ = EX
3
τ1{Xτ=N} = N
3P{Xτ = N} = N2k. (2.5)
Za drugi cˇlan na desnoj strani u (2.4) vrijedi
E((τ ∧ n)Xτ∧n) = E(τXτ1{τ≤n}) + E(nXn1{τ>n})
= NE(τ1{τ≤n,Xτ=N}) + E(nXn1{τ>n}) (2.6)
Buduc´i da 0 ≤ τ1{τ≤n,Xτ=N} ↑ τ1{Xτ=N} kada n →∞, upotrebom teorema o mono-
tonoj kovergenciji slijedi da je
lim
n→∞
NE(τ1{τ≤n,Xτ=N}) = NE(τ1{Xτ=N}). (2.7)
Nadalje, iz cˇinjenica da je limn→∞ τ1{τ>n} = τ1{τ=∞} = 0 g.s. (uz konvenciju∞·0 =
0) i da je Xn ≤ N na dogadaju {τ > n}, slijedi
0 ≤ lim
n→∞
E(nXn1{τ>n}) ≤ N lim
n→∞
E(τ1{τ>n}) = 0,
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gdje je ulazak limesa pod integral u zadnjem koraku opravdan teoremom o domini-
ranoj konvergenciji, buduc´i da je τ integrabilna i τ1{τ>n} ≤ τ za sve n ≥ 0. Dakle,
vrijedi
lim
n→∞
E(nXn1{τ>n}) = 0.
Koristec´i gornju jednakost i (2.7) u (2.6), dobivamo
lim
n→∞
E((τ ∧ n)Xτ∧n) = NE(τ1{Xτ=N}).
Sada pusˇtanjem n→∞ u (2.4), koriˇstenjem gornje jednakosti i (2.5) slijedi da je
k3 = N2k − 3NE(τ1{Xτ=N})
Dijeljenjem prethodne jednakosti sa P{Xτ = N} = k/N konacˇno dobivamo
Nk2 = N3 − 3NE(τ |Xτ = N),
tj.
E(τ |Xτ = N) = N
2 − k2
3
.
2.2 Definicija i osnovna svojstva evoluirajuc´ih
skupova
Do kraja ovog poglavlja pretpostavljamo da nam je dana ireducibilna i aperiodicˇna
prijelazna matrica P na konacˇnom prostoru stanja Ω.
Za sve x, y ∈ Ω, definiramo tok od x do y sa
Q(x, y) = pi(x)P (x, y).
Nadalje, za svaka dva podskupa A,B ⊂ Ω definiramo tok iz A u B sa
Q(A,B) =
∑
x∈A
y∈B
Q(x, y).
Rijecˇima, Q(A,B) je vjerojatnost da u jednom koraku lanac prijede iz A u B kada
krec´e iz stacionarne distribucije. U slucˇaju da su A ili B jednocˇlani skupovi piˇsemo
Q(x,B) := Q({x}, B), odnosno Q(A, y) := Q(A, {y}). Primjetimo da je zbog staci-
onarnosti od pi, za svaki y ∈ Ω
Q(Ω, y) =
∑
x∈Ω
pi(x)P (x, y) = pi(y). (2.8)
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Takoder je jasno da je
Q(y,Ω) = pi(y). (2.9)
Josˇ c´emo koristiti da je za svaka dva podskupa A,B ⊂ Ω,
Q(A,B) +Q(Ac, B) = Q(Ω, B) (2.10)
i
Q(A,B) +Q(A,Bc) = Q(A,Ω). (2.11)
Neka je (Un)
∞
n=0 niz nezavisnih slucˇajnih varijabli uniformno distribuiranih na [0, 1].
Definicija 2.2.1. Proces evoluirajuc´ih skupova za prijelaznu matricu P s po-
cˇetnim stanjem A ⊂ Ω je Markovljev lanac (Sn)∞n=0 na podskupovima od Ω takav da
je S0 := A, te za sve n ≥ 0 vrijedi
Sn+1 :=
{
y ∈ Ω : Q(Sn, y)
pi(y)
≥ Un
}
. (2.12)
Intuitivno (ali dosta neprecizno), u svakom koraku biramo slucˇajan broj u iz
intervala [0, 1] i prelazimo u vec´i skup ako je taj broj malen, odnosno u manji ako
je taj broj velik. Jasno je da proces definiran sa (2.12) uistinu ima Markovljevo
svojstvo. Zaista, za sve n ≥ 0 skup Sn+1 ovisi samo o prethodnom stanju Sn, te o
nezavisnom izvoru slucˇajnosti Un. Formalno, S0 je konstanta pa je dakle nezavisna
sa nizom (Un)
∞
n=0, te postoji funkcija f : P(Ω) × [0, 1] → P(Ω) takva da za sve
n ≥ 0 vrijedi Sn+1 = f(Sn, Un). Sada Markovljevo svojstvo procesa evoluirajuc´ih
skupova slijedi iz Teorema 1.1.5, s time da je generirajuc´i niz (Un)
∞
n=0 indeksiran od
0, a ne od 1 kao u teoremu. Prostor stanja tog procesa je skup svih podskupova od Ω
koji je zbog konacˇnosti od Ω takoder konacˇan. Ipak, taj proces ne nasljeduje svojstvo
ireducibilnosti jer su ∅ i Ω ocˇito apsorbirajuc´a stanja. Iz (2.12) lako dobijemo sljedec´u
propoziciju.
Propozicija 2.2.2. Neka je (Sn)
∞
n=0 proces evoluirajuc´ih skupova. Tada za sve y ∈ Ω
i n ≥ 0 vrijedi
P {y ∈ Sn+1|Sn} = Q(Sn, y)
pi(y)
. (2.13)
Dokaz. Neka su n ≥ 0 i y ∈ Ω proizvoljni. Buduc´i da su Sn i Un nezavisne, slijedi
da su i slucˇajne varijable Q(Sn,y)
pi(y)
i Un takoder nezavisne. Ako u Lemi 2.2.3 stavimo
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G := σ(Sn) i h(x, y) := 1{y≥x}, slijedi da je
P {y ∈ Sn+1|Sn} = P
{
Q(Sn, y)
pi(y)
≥ Un|Sn
}
= E
[
h
(
Un,
Q(Sn, y)
pi(y)
)
|Sn
]
= g
(
Q(Sn, y)
pi(y)
)
,
gdje je g(y) := E [h(Un, y)] = P(Un ≤ y). Buduc´i da je Un uniformna slucˇajna
varijabla na [0, 1] slijedi da je g(y) = y za sve y ∈ [0, 1], a to daje tvrdnju propozicije.
Radi potpunosti navodimo lemu iz dokaza prethodne propozicije, dokaz leme se
mozˇe nac´i u [6, Zadatak 1.26].
Lema 2.2.3. Neka je dan vjerojatnosni prostor (S,F ,P) i σ-podalgebra G ⊂ F .
Nadalje, neka je Y G-izmjeriva slucˇajna varijabla, te X slucˇajna varijabla nezavisna
od G. Ako je h : R2 → [0,∞) Borelova funkcija, tada je
E [h(X, Y )|G] = g(Y ) g.s.
gdje je g(y) := E[h(X, y)].
Za proizvoljan podskup A ⊂ Ω sa PA oznacˇavat c´emo vjerojatnost P( · |S0 = A),
te analogno za ocˇekivanje EA.
Primjer 2.2.4. Neka je X = (Xn)
∞
n=0 Markovljev lanac na prostoru stanja Ω =
{0, . . . , N} sa prijelaznom matricom P definiranom sa
P (k, k ± 1) = 1/4 i P (k, k) = 1/2, za sve k ∈ {1, . . . , N − 1},
te
P (0, 0) = P (N,N) = 3/4 i P (0, 1) = P (N,N − 1) = 1/4.
X je zapravo lijena verzija simetricˇne slucˇajne sˇetnje na {0, . . . , N} sa petljama u
krajnjim tocˇkama. Jasno je da je X ireducibilan i aperiodicˇan Markovljev lanac.
Nadalje, lako se provjeri da je pi = ( 1
N+1
, . . . , 1
N+1
) stacionarna distribucija zaX. Neka
je (Sn)
∞
n=0 pripadni proces evoluirajuc´ih skupova i (Un)
∞
n=0 generirajuc´i niz nezavisnih
uniformnih slucˇajnih varijabli. Stavimo S0 := {k} za neki k ∈ {1, . . . , N − 1}.
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Pogledajmo kako se ponasˇaju evoluirajuc´i skupovi.
Buduc´i da je pi uniformna, za svaki S ⊂ Ω i sve y ∈ Ω vrijedi
Q(S, y)
pi(y)
=
∑
x∈S pi(x)P (x, y)
pi(y)
=
1/(N + 1)
∑
x∈S P (x, y)
1/(N + 1)
=
∑
x∈S
P (x, y).
Iz prethodnog lako izracˇunamo da je
Q({k}, k ± 1)/pi(k ± 1) = 1/4
i
Q({k}, k)/pi(k) = 1/2,
dok je za ostale y ∈ Ω
Q({k}, y)/pi(y) = 0.
Sada iz definicije (2.12) slijedi da je
S1 =

∅, kada je U0 > 1/2
{k}, kada je 1/4 < U0 ≤ 1/2
{k − 1, k, k + 1}, kada je U0 ≤ 1/4.
Dakle, iz {k}, proces evoluirajuc´ih skupova mozˇe prec´i u ∅, {k} ili {k − 1, k, k + 1} s
vjerojatnostima 1/2, 1/4 i 1/4, respektivno. Analogno se pokazˇe da, u slucˇaju kada
k±1 nisu rubne tocˇke, iz {k−1, k, k+1} proces mozˇe prec´i jedino u {k}, {k−1, k, k+1}
ili {k−2, k−1, k, k+1, k+2} s vjerojatnostima 1/4, 1/2 i 1/4, respektivno. Dakle, u
svakom trenutku, ako proces evoluirajuc´ih skupova prelazi u drugi skup, mozˇe jedino
dodati susjedne tocˇke ili izbaciti rubne tocˇke.
Sljedec´a propozicija daje direktnu vezu izmedu prijelaznih vjerojatnosti pocˇetnog
Markovljevog lanca i prijelaznih vjerojatnosti pripadnog procesa evoluirajuc´ih sku-
pova.
Propozicija 2.2.5. Ako je (Sn)
∞
n=0 proces evoluirajuc´ih skupova za prijelaznu matricu
P, tada je za svaki n ≥ 0 i sve x, y ∈ Ω
P n(x, y) =
pi(y)
pi(x)
P{x}{y ∈ Sn}. (2.14)
Dokaz. Dokaz provodimo indukcijom po n. Slucˇaj n = 0 je trivijalan. Naime, obje
strane u (2.14) su u tom slucˇaju jednake 1{x=y}. Pretpostavimo sada da (2.14) vrijedi
POGLAVLJE 2. EVOLUIRAJUC´I SKUPOVI 22
za sve k ≤ n, tada je
P n+1(x, y) =
∑
z∈Ω
P n(x, z)P (z, y)
=
∑
z∈Ω
pi(z)
pi(x)
P{x}{z ∈ Sn}P (z, y)
=
1
pi(x)
∑
z∈Ω
E{x}(1{z∈Sn}pi(z)P (z, y))
=
1
pi(x)
E{x}(
∑
z∈Sn
Q(z, y))
=
1
pi(x)
E{x}(Q(Sn, y)). (2.15)
Prva jednakost slijedi zbog Markovljevog svojstva, druga zbog pretpostavke indukcije,
cˇetvrta zamjenom ocˇekivanja i sumacije, a zadnja direktno iz definicije od Q. Buduc´i
da proces evoluirajuc´ih skupova ima Markovljevo svojstvo vrijedi da je
P{x} {y ∈ Sn+1|Sn} = P {y ∈ Sn+1|Sn} .
Iz relacije (2.13) i zadnje jednakosti slijedi da je
1
pi(x)
E{x}(Q(Sn, y)) =
pi(y)
pi(x)
E{x}(P {y ∈ Sn+1|Sn})
=
pi(y)
pi(x)
E{x}(P{x} {y ∈ Sn+1|Sn}).
Sada iz (2.15), prethodne jednakosti i cˇinjenice da je ocˇekivanje uvjetne vjerojatnosti
jednako bezuvjetnoj vjerojatnosti imamo
P n+1(x, y) =
pi(y)
pi(x)
P{x} {y ∈ Sn+1} .
Ovaj dio zavrsˇavamo sa dva izrazito korisna svojstva evoluirajuc´ih skupova.
Propozicija 2.2.6. Neka je (Sn)
∞
n=0 proces evoluirajuc´ih skupova za P. Tada je niz
komplemenata (Scn)
∞
n=0 takoder proces evoluirajuc´ih skupova za istu prijelaznu matricu
P.
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Dokaz. Zbog (2.10) i Q(Ω, y) = pi(y) slijedi da je
Q(Sn, y) = pi(y)−Q(Scn, y),
pa iz (2.12) imamo da je
Scn+1 = {y ∈ Ω : Q(Sn, y) ≥ Unpi(y)}c
= {y ∈ Ω : pi(y)−Q(Scn, y) < Unpi(y)}
= {y ∈ Ω : Q(Scn, y) > (1− Un)pi(y)}
= {y ∈ Ω : Q(Scn, y) ≥ (1− Un)pi(y)}
gdje zadnja jednakost vrijedi gotovo sigurno jer je Un neprekidna slucˇajna varijabla.
Sada tvrdnja slijedi iz cˇinjenice da je niz (1−Un)∞n=0 takoder niz nezavisnih slucˇajnih
varijabli uniformno distribuiranih na [0, 1].
Propozicija 2.2.7. Niz (pi(Sn))
∞
n=0 je martingal s obzirom na prirodnu filtraciju od
(Sn)
∞
n=0. Specijalno, vrijedi da je za svaki n ≥ 0
E(pi(Sn)) = E(pi(S0)).
Dokaz. Neka je n ≥ 0 proizvoljan. Zbog Markovljevog svojstva imamo da je
E(pi(Sn+1)|Sn, . . . , S0) = E(pi(Sn+1)|Sn) = E(
∑
z∈Ω
1{z∈Sn+1}pi(z)|Sn).
Zbog linearnosti uvjetnog ocˇekivanja je
E(
∑
z∈Ω
1{z∈Sn+1}pi(z)|Sn) =
∑
z∈Ω
P {z ∈ Sn+1|Sn} pi(z),
pa zbog (2.13) imamo∑
z∈Ω
P {z ∈ Sn+1|Sn} pi(z) =
∑
z∈Ω
Q(Sn, z) = Q(Sn,Ω) = pi(Sn).
2.3 Evoluirajuc´i skupovi i vremena mijesˇanja
U ovom dijelu dokazat c´emo osnovnu vezu izmedu vremena mijesˇanja originalnog
lanca i evoluirajuc´ih skupova. Pokazat c´e se da na neki nacˇin brza apsorpcija evolu-
irajuc´ih skupova u Ω ili ∅ povlacˇi brzˇe mijesˇanje originalnog Markovljevog lanca.
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Definicija 2.3.1. Za svaki skup S ⊂ Ω definiramo
S] :=
{
S, ako je pi(S) ≤ 1/2
Sc, inacˇe.
(2.16)
Primjetimo da je S] = ∅ kada je S = Ω ili S = ∅.
Lema 2.3.2. Za svaka dva podskupa S, Λ ⊂ Ω vrijedi
|pi(S ∩ Λ)− pi(S)pi(Λ)| ≤
√
pi(S])pi(Λ]).
Dokaz. Neka su S, Λ ⊂ Ω proizvoljni skupovi. Tada vrijedi
pi(S ∩ Λ) + pi(Sc ∩ Λ) = pi(Λ) = pi(S)pi(Λ) + pi(Sc)pi(Λ),
pa je stoga
|pi(S ∩ Λ)− pi(S)pi(Λ)| = |pi(Sc ∩ Λ)− pi(Sc)pi(Λ)|.
Analogno se pokazˇe da gornja jednakost vrijedi i ako umjesto Λ piˇsemo Λc. Koristec´i
notaciju iz (2.16) imamo
|pi(S ∩ Λ)− pi(S)pi(Λ)| = |pi(S] ∩ Λ])− pi(S])pi(Λ])|
≤ |pi(S]) ∧ pi(Λ])|
≤
√
pi(S])pi(Λ]).
Potrebna c´e nam biti josˇ jedna mjera udaljenosti nad vjerojatnosnim distribuci-
jama na Ω.
Definicija 2.3.3. Za svaku mjeru µ na Ω neka je
χ2(µ, pi) :=
∑
y∈Ω
pi(y)
(
µ(y)
pi(y)
− 1
)2
. (2.17)
Primjetimo da je χ2-udaljenost dobro definirana jer je pi stacionarna distribucija
ireducibilnog lanca pa je stoga strogo pozitivna. Koristimo termin udaljenost jer
je u pozadini udaljenost u tezˇinskoj L2(pi)-normi na RΩ. Preciznije, vrijedi da je
χ(µ, pi) = ||µ(·)
pi(·) − 1||L2(pi). Slijedi jednostavna tehnicˇka lema.
Lema 2.3.4. Za svaku mjeru µ na Ω vrijedi
χ2(µ, pi) =
(∑
y∈Ω
µ(y)2
pi(y)
)
− 1. (2.18)
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Dokaz. Vrijedi
χ2(µ, pi) =
∑
y∈Ω
pi(y)
(
µ(y)
pi(y)
− 1
)2
=
∑
y∈Ω
pi(y)
(
µ(y)2
pi(y)2
− 2µ(y)
pi(y)
+ 1
)
=
∑
y∈Ω
(
µ(y)2
pi(y)
− 2µ(y) + pi(y)
)
=
(∑
y∈Ω
µ(y)2
pi(y)
)
− 2 + 1
=
(∑
y∈Ω
µ(y)2
pi(y)
)
− 1.
Veza χ2− udaljenosti i udaljenosti totalne varijacije dana je sljedec´om lemom.
Lema 2.3.5. Za svaku vjerojatnosnu distribuciju µ na Ω vrijedi
||µ− pi||TV ≤ 1
2
χ(µ, pi). (2.19)
Dokaz. Vrijedi
2||µ− pi||TV =
∑
y∈Ω
|µ(y)− pi(y)|
=
∑
y∈Ω
pi(y)
∣∣∣∣µ(y)pi(y) − 1
∣∣∣∣
≤
√∑
y∈Ω
pi(y)
√√√√∑
y∈Ω
pi(y)
(
µ(y)
pi(y)
− 1
)2
= χ(µ, pi)
gdje smo u trec´em retku koristili Cauchy-Schwarzovu nejednakost u R|Ω|.
Sad smo spremni dokazati preciznu vezu izmedu vremena mijesˇanja i evoluirajuc´ih
skupova u terminima χ2-udaljenosti.
Teorem 2.3.6. Neka je (Sn)
∞
n=0 proces evoluirajuc´ih skupova za P. Tada za svako
pocˇetno stanje x ∈ Ω i sve n ≥ 0 vrijedi
χ(P n(x, ·), pi) ≤ 1
pi(x)
E{x}
√
pi(S]n). (2.20)
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Dokaz. Neka su x ∈ Ω i n ≥ 0 proizvoljni. Nadalje, neka su (Sn)∞n=0 i (Λ)∞n=0 dva
nezavisna procesa evoluirajuc´ih skupova za P koja krec´u iz istog pocˇetnog stanja
S0 = Λ0 = {x}. Prvo primjetimo da je zbog martingalnosti
pi(x) = E{x}pi(Sn) = E{x}pi(Λn). (2.21)
Nadalje, zbog redom (2.18), (2.14) i jednake distribuiranosti od Sn i Λn, imamo
χ2(P n(x, ·), pi) =
(∑
y∈Ω
P n(x, y)2
pi(y)
)
− 1
=
(∑
y∈Ω
pi(y)
P{x}(y ∈ Sn)2
pi(x)2
)
− 1
=
1
pi(x)2
[∑
y∈Ω
pi(y)P{x}{y ∈ Sn}P{x}{y ∈ Λn} − pi(x)2
]
.
Zbog nezavisnosti od Sn i Λn gornji izraz jednak je
1
pi(x)2
[∑
y∈Ω
pi(y)P{x}{y ∈ Sn ∩ Λn} − pi(x)2
]
. (2.22)
Koristec´i (2.21) i nezavisnost mozˇemo pisati
pi(x)2 = E{x}pi(Sn)E{x}pi(Λn) = E{x} (pi(Sn)pi(Λn)) .
Uvrsˇtavanjem gornjeg izraza u (2.22) dobivamo
χ2(P n(x, ·), pi) = 1
pi(x)2
E{x} (pi(Sn ∩ Λn)− pi(Sn)pi(Λn)) .
Koristec´i Lemu 2.3.2 slijedi
χ2(P n(x, ·), pi) ≤ 1
pi(x)2
E{x}
√
pi(S]n)pi(Λ
]
n)
=
1
pi(x)2
E{x}
√
pi(S]n)E{x}
√
pi(Λ]n)
=
1
pi(x)2
(
E{x}
√
pi(S]n)
)2
,
gdje predzadnja jednakost slijedi zbog nezavisnosti, a zadnja zbog jednake distribu-
iranosti od Sn i Λn.
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2.4 Doobova transformacija evoluirajuc´ih
skupova
Neka je, kao i dosada, (Sn)
∞
n=0 proces evoluirajuc´ih skupova za ireducibilnu i aperi-
odicˇnu prijelaznu matricu P na konacˇnom prostoru stanja Ω. Neka su K(A,B) :=
PA(S1 = B) prijelazne vjerojatnosti evoluirajuc´eg procesa. Oznacˇimo sa τB prvo
vrijeme pogadanja skupa B za evoluirajuc´i proces (B je skup podskupova od Ω),
preciznije
τB := min {n ≥ 0 : Sn ∈ B} .
Za jednocˇlane B piˇsemo τA := τ{A}. Uz konvenciju min{∅} := ∞, τB je vrijeme
zaustavljanja za evoluirajuc´i proces. Specijalno, nas zanima vrijeme τ := τ{∅,Ω}.
Propozicija 2.4.1. Neka je (Sn)
∞
n=0 proces evoluirajuc´ih skupova za ireducibilnu i
aperiodicˇnu prijelaznu matricu P na konacˇnom prostoru stanja Ω. Tada je
P(τ <∞) = 1.
Dokaz. Uzmimo proizvoljan neprazan S ⊂ Ω. Neka je
∂S := {y ∈ Ω : Q(S, y) > 0}.
Buduc´i da je P ireducibilna, pi je strogo pozitivna, pa direktno iz definicije toka
Q slijedi da je y ∈ ∂S ako i samo ako je P (x, y) > 0 za neki x ∈ S. Sada opet
zbog ireducibilnosti od P , zakljucˇujemo da je ∂S neprazan. Nadalje, ako proces
evoluirajuc´ih skupova krec´e iz S, iz (2.13) je jasno da se u sljedec´em skupu S1 mogu
nalaziti samo y ∈ ∂S (g.s.), tj. S1 ⊂ ∂S. Definiramo nadalje
β := min
y∈∂S
Q(S, y)
pi(y)
.
Zbog konacˇnosti od Ω je β > 0, pa opet iz (2.12) imamo da je
PS(S1 = ∂S) = PS(U0 ≤ Q(S, y)
pi(y)
, za sve y ∈ ∂S) = PS(U0 ≤ β) = β > 0. (2.23)
Buduc´i da je P ireducibilna i aperiodicˇna, te Ω konacˇan, prema Propoziciji 1.1.2
postoji r ≥ 0 takav da je P r(x, y) > 0 za sve x, y ∈ Ω. Ako za svaki n ≥ 1 definiramo
∂n+1S := ∂(∂nS), slijedi da je ∂rS = Ω. Zbog (2.23) i Markovljevog svojstva je onda
PS(Sr = Ω) = PS(Sr = ∂
rS) ≥ PS{S1 = ∂S, S2 = ∂2S, . . . , Sr = ∂rS} > 0.
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Buduc´i da je τ ≤ τΩ, zakljucˇujemo da je
PS(τ <∞) > 0.
Kako je S bio proizvoljan neprazan skup, gornja tvrdnja vrijedi za sve takve. Za
prazan skup ocˇito vrijedi
P∅(τ <∞) = 1.
Sada, buduc´i da je P(Ω) konacˇan, iz Leme 1.1.4 slijedi da je
P(τ <∞) = 1.
Koristec´i prethodnu propoziciju, iz Doobovog teorema o opcionalnom zaustavlja-
nju ( (pi(Sn))
∞
n=0 je ogranicˇen martingal!) slijedi da je za svaki A ⊂ Ω
pi(A) = EA(S0) = EA(Sτ ) = PA(Sτ = ∅)pi(∅) + PA(Sτ = Ω)pi(Ω) = PA(Sτ = Ω).
Odnosno,
pi(A) = PA(τΩ < τ∅).
Iz gornje jednakosti slijedi da je funkcija pi harmonijska za K (pi shvatimo kao funk-
ciju sa P(Ω) u [0, 1]). Za A ∈ {∅,Ω} je to trivijalno, dok za ostale A ⊂ Ω zbog
Markovljevog svojstva vrijedi
PA(τΩ < τ∅) =
∑
S⊂Ω
K(A, S)PA(τΩ < τ∅|S1 = S) =
∑
S⊂Ω
K(A, S)PS(τΩ < τ∅),
odnosno
pi(A) = Kpi(A).
Sada za A,B ⊂ Ω takve da je A 6= ∅ definiramo prijelazne vjerojatnosti
K̂(A,B) :=
pi(B)
pi(A)
K(A,B). (2.24)
Buduc´i da je pi harmonijska, K̂ je dobro definirana. Zaista, za sve neprazne A ⊂ Ω
vrijedi ∑
S⊂Ω
K̂(A, S) =
∑
S⊂Ω
pi(S)
pi(A)
K(A, S) =
Kpi(A)
pi(A)
= 1.
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K̂ nazivamo Doobova transformacija od K po funkciji pi. Za A 6= ∅ zbog Mar-
kovljevog svojstva vrijedi
K̂(A,B) =
K(A,B)PB(τΩ < τ∅)
PA(τΩ < τ∅)
=
PA(S1 = B, τΩ < τ∅)
PA(τΩ < τ∅)
= PA(S1 = B|τΩ < τ∅).
Dakle, Markovljev lanac sa takvim prijelaznim vjerojatnostima je pocˇetni evoluirajuc´i
proces uvjetovan da c´e doc´i u Ω prije nego u ∅.
Poglavlje 3
Jako stacionarno vrijeme
Neka je, kao i dosada, zadana ireducibilna i aperiodicˇna prijelazna matrica P na
konacˇnom prostoru stanja Ω sa stacionarnom distribucijom pi, te neka je (Xn)
∞
n=0
Markovljev lanac s prijelaznom matricom P .
Vrijeme mijesˇanja tmix je neslucˇajno vrijeme takvo da je distribucija slucˇajne varija-
ble Xtmix ”priblizˇno” stacionarna. Pretpostavimo da postoji vrijeme zaustavljanja T
za proces (Xn)
∞
n=0 sa svojstvom da je distribucija od XT jednaka stacionarnoj distri-
buciji. Intuitivno je jasno da postoji veza izmedu T i tmix, tj. ocˇekujemo da c´e nam
poznavanje distribucije slucˇajnog vremena T omoguc´iti da ogranicˇimo neslucˇajno
vrijeme tmix. Nakon sˇto preciziramo tu vezu, pomoc´u evoluirajuc´ih skupova c´emo
konstruirati jedno takvo vrijeme T .
3.1 Jako stacionarna vremena
Promatrat c´emo sˇiru klasu slucˇajnih varijabli od vremena zaustavljanja. Neka je
x ∈ Ω proizvoljan. Po Teoremu 1.1.5 postoji niz nezavisnih slucˇajnih varijabli (Zn)∞n=1
koje primaju vrijednosti u nekom skupu Λ (npr. Λ = [0, 1]), te funkcija f : Ω×Λ→ Ω
takva da je proces (Xn)
∞
n=0 definiran sa X0 := x i
Xn := f(Xn−1, Zn), za sve n ≥ 1,
Markovljev lanac sa prijelaznom matricom P i pocˇetnim stanjem x. Slucˇajno vrijeme
T je poslucˇajeno vrijeme zaustavljanja za Markovljev lanac (Xn)
∞
n=0 ako je ono
vrijeme zaustavljanja za generirajuc´i proces (Zn)
∞
n=1. Buduc´i da je za sve n ≥ 1
slucˇajna varijabla Xn funkcija slucˇajnog vektora (Z1, Z2, . . . , Zn), slijedi da je za sve
n ≥ 1 informacija koju sadrzˇe slucˇajne varijable X0, X1, . . . , Xn manja od one koju
sadrzˇe slucˇajne varijable Z1, Z2, . . . , Zn, tj.
σ(X0, X1, . . . , Xn) ⊂ σ(Z1, Z2, . . . , Zn).
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Primjetimo da je dodavanje informacije dobivene od X0 opravdano, buduc´i da je
X0 konstanta. Iz prethodnog razmatranja slijedi da je svako vrijeme zaustavljanja
ujedno i poslucˇajeno vrijeme zaustavljanja. Vidjet c´emo da obrat opc´enito ne mora
vrijediti.
Nadalje, poslucˇajeno vrijeme zaustavljanja T nazivamo stacionarnim za Markovljev
lanac (Xn)
∞
n=0 ako je distribucija slucˇajne varijable XT jednaka stacionarnoj distri-
buciji pi, tj. ako za sve x, y ∈ Ω vrijedi
Px{XT = y} = pi(y).
Poslucˇajeno vrijeme zaustavljanja T je jako stacionarno vrijeme za Markovljev
lanac (Xn)
∞
n=0 ako za sve n ≥ 0 i sve x, y ∈ Ω vrijedi
Px{XT = y, T = n} = pi(y)Px{T = n}, (3.1)
tj. ako slucˇajna varijabla XT ima distribuciju pi i nezavisna je sa T . Bit c´e nam
potrebna sljedec´a generalizacija gornje definicije.
Lema 3.1.1. Neka je (Xn)
∞
n=0 ireducibilan Markovljev lanac na konacˇnom skupu
stanja Ω sa stacionarnom distribucijom pi i P pripadna matrica prijelaza. Ako je T
jako stacionarno vrijeme za (Xn)
∞
n=0, tada za sve n ≥ 0 i sve x, y ∈ Ω vrijedi
Px{Xn = y, T ≤ n} = pi(y)Px{T ≤ n}.
Dokaz. Neka je (Zn)
∞
n=1 niz nezavisnih slucˇajnih varijabli koji generira Markovljev
lanac (Xn)
∞
n=0, te neka su n ≥ 0 i x, y ∈ Ω proizvoljni. Buduc´i da je T jako stacionarno
vrijeme, za sve k ≤ n vrijedi
Px{T = k,Xn = y} =
∑
z∈Ω
Px{Xn = y|T = k,Xk = z}Px{T = k,Xk = z}
= Px{T = k}
∑
z∈Ω
Px{Xn = y|T = k,Xk = z}pi(z). (3.2)
Dogadaj na kojem je T = k ovisi samo o slucˇajnom vektoru (Z1, . . . , Zk) jer je T
vrijeme zaustavljanja za (Zn)
∞
n=1. S druge strane, uvjetno na Xk = z, slucˇajna
varijabla Xn ovisi o slucˇajnom vektoru (Zk+1, . . . , Zn). Buduc´i da su slucˇajni vektori
(Z1, . . . , Zk) i (Zk+1, . . . , Zn) nezavisni, slijedi da su, uvjetno na Xk = z, dogadaji
{T = k} i {Xn = y} nezavisni. Iz prethodnog slijedi da za sve z ∈ Ω vrijedi
Px{Xn = y|T = k,Xk = z} = Px{Xn = y|Xk = z} = P n−k(z, y).
Sada iz gornje jednakosti i (3.2) dobivamo da za sve k ≤ n vrijedi
Px{T = k,Xn = y} = Px{T = k}
∑
z∈Ω
P n−k(z, y)pi(z) = Px{T = k}pi(y),
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gdje zadnja jednakost slijedi iz cˇinjenice da je pi stacionarna distribucija za P . Sada
sumiranjem gornje jednakosti po svim k ≤ n slijedi tvrdnja leme.
Jaka stacionarna vremena prirodno se vezˇu uz udaljenost separacije sx(n) de-
finiranu sa
sx(n) := max
y∈Ω
[
1− P
n(x, y)
pi(y)
]
, za sve n ≥ 0 i sve x ∈ Ω.
Definicija je dobra jer ireducibilnost matrice P povlacˇi strogu pozitivnost njene sta-
cionarne distribucije pi. Buduc´i da su P n(x, ·) i pi(·) vjerojatnosne distribucije, slijedi
da za sve x ∈ Ω i sve n ≥ 0 udaljenost separacije sx(n) poprima vrijednosti u seg-
mentu [0, 1]. Iako koristimo termin udaljenost, u pozadini nema metrike. Sljedec´u
karakterizaciju nec´emo koristiti, ali ona pokazuje u kojem smislu udaljenost separacije
”mjeri” odstupanje od stacionarnosti.
Lema 3.1.2. Za sve x ∈ Ω i sve n ≥ 0 udaljenost separacije sx(n) je najmanji s ≥ 0
za koji postoji vjerojatnosna distribucija µ na Ω za koju vrijedi
P n(x, y) = (1− s)pi(y) + sµ(y), za sve y ∈ Ω.
Dokaz. Neka su x ∈ Ω i n ≥ 0 proizvoljni. Iz definicije od sx(n) slijedi da za sve
y ∈ Ω vrijedi
sx(n) ≥ 1− P
n(x, y)
pi(y)
,
tj.
P n(x, y) ≥ (1− sx(n))pi(y).
Buduc´i da je gornja nejednakost ustvari jednakost barem za jedno y ∈ Ω, niti jedan
s < sx(n) ne zadovoljava gornju nejednakost za sve y ∈ Ω. Nadalje, iz prethodnog
zakljucˇujemo da postoji nenegativna mjera µ̂ na Ω takva da vrijedi
P n(x, y) = (1− sx(n))pi(y) + µ̂(y), za sve y ∈ Ω.
Sumiranjem gornje jednakosti po svim y ∈ Ω slijedi da je∑
y∈Ω
µ̂(y) = sx(n).
Dakle, sa µ := µ̂/sx(n) dobro je definirana vjerojatnosna distribucija na Ω za koju
vrijedi
P n(x, y) = (1− sx(n))pi(y) + sx(n)µ(y), za sve y ∈ Ω.
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Veza jako stacionarnih vremena i udaljenosti separacije dana je sljedec´om lemom.
Lema 3.1.3. Ako je T jako stacionarno vrijeme za (Xn)
∞
n=0, tada za sve n ≥ 0 i sve
x ∈ Ω vrijedi
sx(n) ≤ Px{T > n}. (3.3)
Dokaz. Neka su n ≥ 0 i x ∈ Ω proizvoljni. Za sve y ∈ Ω vrijedi
1− P
n(x, y)
pi(y)
= 1− Px{Xn = y}
pi(y)
≤ 1− Px{Xn = y, T ≤ n}
pi(y)
Po Lemi 3.1.1 desna strana je jednaka
1− pi(y)Px{T ≤ n}
pi(y)
= Px{T > n}.
Mozˇe se pokazati (vidi [1]) da zapravo postoji jako stacionarno vrijeme T takvo
da u (3.3) za sve n ≥ 0 i sve x ∈ Ω vrijedi jednakost. Taj rezultat je viˇse teorijske
naravi jer se za konstrukciju tog vremena pretpostavlja poznavanje svih prijelaznih
vjerojatnosti P n. Ipak, on pokazuje da jako stacionarna vremena savrsˇeno odgova-
raju udaljenosti separacije.
Preko udaljenosti separacije povezujemo mijesˇanje Markovljevog lanca i jako staci-
onarna vremena.
Propozicija 3.1.4. Ako je T jako stacionarno vrijeme za (Xn)
∞
n=0, tada za sve n ≥ 0
vrijedi
d(n) = max
x∈Ω
||P n(x, ·)− pi||TV ≤ max
x∈Ω
Px{T > n}.
Dokaz. Neka su n ≥ 0 i x ∈ Ω proizvoljni. Vrijedi
||P n(x, ·)− pi||TV =
∑
y∈Ω
Pn(x,y)<pi(y)
[pi(y)− P n(x, y)]
=
∑
y∈Ω
Pn(x,y)<pi(y)
pi(y)
[
1− P
n(x, y)
pi(y)
]
≤ max
y∈Ω
[
1− P
n(x, y)
pi(y)
]
= sx(n).
Sada iz Leme 3.1.3 slijedi tvrdnja propozicije.
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Dakle, transformirali smo pocˇetni problem u problem pronalaska repa distribucije
jako stacionarnog vremena.
Primjer 3.1.5. Za proizvoljan N ≥ 1, N -dimenzionalna kocka je skup Ω = {0, 1}N .
Kazˇemo da su dva vrha iz Ω susjedi ako se razlikuju u tocˇno jednoj koordinati. Dakle,
svaki vrh ima tocˇno N susjeda.
Definiramo lijenu simetricˇnu slucˇajnu sˇetnju na Ω na sljedec´i nacˇin: u svakom tre-
nutku, s vjerojatnosˇc´u 1/2 ostajemo u istom vrhu, a inacˇe biramo unifomno jedan
od susjeda i prelazimo u taj vrh. U smislu Teorema 1.1.5, ovaj lanac mozˇemo ge-
nerirati tako da u svakom trenutku izaberemo uniformno element (j, B) iz skupa
{1, . . . , N}× {0, 1} i stavimo na koordinatu j trenutnog stanja broj (bit) B. Neka je
(Zn)
∞
n=1 = (jn, Bn)
∞
n=1 jedan takav generirajuc´i niz nezavisnih jednako distribuiranih
slucˇajnih vektora i (Xn)
∞
n=0 pripadna slucˇajna sˇetnja na Ω.
Jasno je da je ovakav lanac ireducibilan i aperiodicˇan, a trivijalno je za provjeriti da
je stacionarna distribucija lanca uniformna distribucija na Ω.
Definiramo slucˇajno vrijeme τ kao prvo vrijeme kada su sve koordinate barem jednom
bile izabrane za promjenu, tj.
τ := min{n ≥ 0 : {j1, . . . , jn} = {1, 2, . . . , N}}.
Ovako definirano vrijeme τ je vrijeme zaustavljanja, ali ne za (Xn)
∞
n=0, nego za ge-
nerirajuc´i niz (Zn)
∞
n=1. Dakle, τ je primjer poslucˇajenog vremena zaustavljanja za
(Xn)
∞
n=0 koje nije ”obicˇno” vrijeme zaustavljanja za isti lanac.
Buduc´i da su u trenutku τ sve koordinate barem jednom bile zamijenjene sa neza-
visnim slucˇajnim bitom (0 ili 1 sa jednakom vjerojatnosˇc´u), distribucija od Xτ je
uniformna na Ω, tj. jednaka stacionarnoj, i to nezavisno od vremena τ . Dakle, τ je
jako stacionarno vrijeme za (Xn)
∞
n=0.
Promotrit c´emo detaljnije distribuciju od τ , pa uz pomoc´ Propozicije (3.1.4) dobiti
ogradu na vrijeme mijesˇana lijene slucˇajne sˇetnje na N -dimenzionalnoj kocki. Neka
je za svako k ∈ {1, . . . , N} vrijeme τk prvi trenutak kada su tocˇno k razlicˇitih koor-
dinata barem jednom bile zamijenjene nezavisnim slucˇajnim bitom. Tada je vrijeme
τN upravo jednako vremenu τ . Nadalje, ako stavimo da je τ0 := 0, imamo da je
τ = τN =
N∑
k=1
(τk − τk−1).
Pretpostavimo da je tocˇno k−1 koordinata bilo izabrano barem jednom. U sljedec´em
trenutku bira se uniformno jedna od koordinata. Vrijeme τk c´e se dogoditi ako je
izabrana jedna od N − k + 1 koordinata koje prethodno nisu izabrane, dakle sa
vjerojatnosˇc´u N−k+1
N
. Iz toga zakljucˇujemo da je za sve k ∈ {1, . . . , N} slucˇajna
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varijabla (τk − τk−1) ima geometrijsku distribuciju sa vjerojatnosˇc´u uspjeha N−k+1N .
Zato je
E(τ) =
N∑
k=1
E(τk − τk−1) = N
N∑
k=1
1
N − k + 1 ,
tj.
E(τ) = N
N∑
k=1
1
k
. (3.4)
Zˇelimo dati ocjenu gornje sume. Buduc´i da je x 7→ 1/x opadajuc´a funkcija na (0,∞),
slijedi da je
N∑
k=1
1
k
≥
N∑
k=1
∫ k+1
k
dx
x
=
∫ N+1
1
dx
x
= log(N + 1) ≥ logN,
i
N∑
k=1
1
k
= 1 +
N∑
k=2
1
k
≤ 1 +
N∑
k=2
∫ k
k−1
dx
x
= 1 +
∫ N
1
dx
x
= 1 + logN.
Dakle vrijedi
logN ≤
N∑
k=1
1
k
≤ logN + 1,
pa iz (3.4) slijedi da je
N logN ≤ E(τ) ≤ N logN +N.
Nadalje, mozˇe se pokazati (vidi [3, Proposition 2.4.]) da je malo vjerojatno da c´e
vrijeme τ biti puno vec´e od svoje ocˇekivane vrijednosti. Preciznije, za sve c > 0
vrijedi
P{τ > N logN + cN + 1} ≤ e−c.
Primjetimo da nismo uopc´e odredili pocˇetno stanje slucˇajne sˇetnje, ali jasno je da
distribucija od τ ne ovisi o pocˇetnom stanju x ∈ Ω. Zato, za proizvoljan  > 0,
koristec´i Propoziciju 3.1.4 i prethodnu nejednakost za c = log(1/), dobivamo da je
d(N logN + log(1/)N + 1) ≤ .
Dakle
tmix() ≤ N logN + log(1/)N + 1,
tj.
tmix() = O(N logN).
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3.2 Jako stacionaran dual
Neka je (Sn)
∞
n=0 proces evoluirajuc´ih skupova za prijelaznu matricu P , te neka je
K prijelazna matrica evoluirajuc´ih skupova. U odjeljku 2.4 smo definirali Doobovu
transformaciju evoluirajuc´ih skupova i pokazali da je po distribuciji taj proces jednak
procesu evoluirajuc´ih skupova koji je uvjetovan da c´e biti apsorbiran u Ω. Prijelaznu
matricu tog procesa oznacˇili smo sa K̂, a definirana je sa (2.24).
Pokazat c´emo da je vrijeme apsorpcije Doobove transformacije evoluirajuc´ih skupova
jako stacionarno vrijeme za originalni lanac (Xn)
∞
n=0. Opc´enito, proces sa tim svoj-
stvom naziva se jako stacionaran dual (vidi [2]).
Ideja je spariti originalni Markovljev lanac (Xn)
∞
n=0 i proces evoluirajuc´ih skupova
(Sn)
∞
n=0 tako da u svakom koraku uvjetujemo na to da je Xn ∈ Sn. U nastavku
konstruiramo takvo sparivanje.
Definiramo skup stanja S sa
S := {(x,A) ∈ Ω× P(Ω) : A 6= ∅, x ∈ A}.
U dokazu Propozicije 2.4.1 za sve neprazne S ⊂ Ω definirali smo
∂S := {y ∈ Ω : Q(S, y) > 0}.
Iz (2.13) direktno slijedi da je y ∈ ∂S ako i samo ako je PS{y ∈ S1} > 0. Dakle,
za sve A,B ⊂ Ω takve da je B ∩ (∂A)c 6= ∅ vrijedi K(A,B) = 0. Sada za sve
(x,A), (y,B) ∈ S definiramo prijelazne vjerojatnosti P ∗ sa
P ∗((x,A), (y,B)) :=
{
P (x, y)PA{S1 = B|y ∈ S1}, ako je y ∈ ∂A
0, inacˇe.
(3.5)
Pokazujemo da je P ∗ dobro definirana prijelazna matrica na S. Za proizvoljno stanje
(x,A) ∈ S i sve y ∈ ∂A vrijedi∑
B⊂Ω
(y,B)∈S
P ∗((x,A), (y,B)) = P (x, y)
∑
B⊂Ω
y∈B
PA{S1 = B|y ∈ S1} = P (x, y), (3.6)
gdje sumiramo po svim B ⊂ Ω takvim da je (y,B) ∈ S, a to je ekvivalentno sa
uvjetom y ∈ B. Buduc´i da je P ireducibilna, pi je strogo pozitivna, pa direktno iz
definicije toka Q slijedi da je y ∈ ∂A ako i samo ako postoji x ∈ A takav da je
P (x, y) > 0. Dakle, za sve x ∈ A i sve y /∈ ∂A vrijedi P (x, y) = 0. Iz te cˇinjenice i
definicije (3.5) slijedi da jednakost (3.6) vrijedi i za y /∈ ∂A, tj. za proizvoljno stanje
(x,A) ∈ S i sve y ∈ Ω vrijedi∑
B⊂Ω
(y,B)∈S
P ∗((x,A), (y,B)) = P (x, y). (3.7)
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Sada sumiranjem gornje jednakosti po svim y ∈ Ω slijedi∑
(y,B)∈S
P ∗((x,A), (y,B)) =
∑
y∈Ω
P (x, y) = 1.
Dakle, P ∗ je dobro definirana. Nadalje, iz (2.13) slijedi da za sve (x,A), (y,B) ∈ S
takve da je y ∈ ∂A vrijedi
P ∗((x,A), (y,B)) =
P (x, y)PA{S1 = B, y ∈ S1}
PA{y ∈ S1}
=
P (x, y)PA{S1 = B}
PA{y ∈ S1}
=
P (x, y)K(A,B)pi(y)
Q(A, y)
. (3.8)
Neka je sada ((Xn, Sn))
∞
n=0 Markovljev lanac sa prijelaznom matricom P
∗, te neka je
P∗ vjerojatnost na vjerojatnosnom prostoru na kojem je taj lanac definiran. Direktno
iz definicije skupa stanja S slijedi da je Xn ∈ Sn za sve n ≥ 0, dok iz (3.8) slijedi da
je Sn+1 ⊂ ∂Sn (K(Sn, Sn+1) mozˇe biti strogo pozitivno samo za takve Sn+1) za sve
n ≥ 1. Iz (3.7) slijedi da za sve x, y ∈ Ω vrijedi
P∗{X1 = y|X0 = x} =
∑
A⊂Ω
x∈A
P∗{S0 = A|X0 = x}P∗{X1 = y|X0 = x, S0 = A}
=
∑
A⊂Ω
x∈A
P∗{S0 = A|X0 = x}
×
∑
B⊂Ω
y∈B
P∗{X1 = y, S1 = B|X0 = x, S0 = A}
=
∑
A⊂Ω
x∈A
P∗{S0 = A|X0 = x}
∑
B⊂Ω
y∈B
P ∗((x,A), (y,B))
= P (x, y)
∑
A⊂Ω
x∈A
P∗{S0 = A|X0 = x}
= P (x, y).
Na isti nacˇin se pokazˇe da za sve n ≥ 0 i proizvoljna stanja y, x, x0, . . . , xn−1 ∈ Ω
vrijedi
P∗{Xn+1 = y|Xn = x,Xn−1 = xn−1, . . . , X0 = x0} = P (x, y).
Dakle, uz vjerojatnost P∗, (Xn)∞n=0 je Markovljev lanac sa prijelaznom matricom P .
Time smo dokazali tvrdnju (i) sljedec´eg teorema.
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Teorem 3.2.1. Neka je ((Xn, Sn))
∞
n=0 Markovljev lanac sa prijelaznom matricom P
∗
definiranom sa (3.5) koji krec´e iz stanja (x, {x}) za neko x ∈ Ω. Pripadnu vjerojatnost
oznacˇavamo sa P∗x. Tada vrijedi:
(i) (Xn)
∞
n=0 je Markovljev lanac sa prijelaznom matricom P i pocˇetnim stanjem x.
(ii) (Sn)
∞
n=0 je Markovljev lanac s prijelaznom matricom K̂ i pocˇetnim stanjem {x}.
(iii) Za sve n ≥ 0 i y ∈ Ω vrijedi
P∗x{Xn = y|S0, S1, . . . , Sn} =
pi(y)
pi(Sn)
1{y∈Sn}.
Dokaz. Za dokaz tvrdnje (ii) treba pokazati da za sve n ≥ 0 i proizvoljne neprazne
skupove S,A1, . . . , An ⊂ Ω i A0 = {x} vrijedi
P∗x{Sn+1 = S|(S0, S1, . . . , Sn) = (A0, A1, . . . , An)} = K̂(An, S). (3.9)
Primjetimo da je gornja jednakost trivijalno ispunjena kada ne vrijedi S ⊂ ∂An.
Dokaz tvrdnje (iii) provodimo indukcijom po n. Uz to paralelno dokazujemo i (3.9).
Napomenimo josˇ da c´emo kroz dokaz, bez da to naznacˇimo, koristiti cˇinjenicu da je
Xn ∈ Sn za sve n ≥ 0. Buduc´i da je X0 = x i S0 = {x}, za sve y ∈ Ω vrijedi
P∗x{X0 = y|S0} = 1{y=x} =
pi(y)
pi(S0)
1{y∈S0}.
Time je dokazana tvrdnja (iii) u slucˇaju n = 0. Jednakost u (3.9) za n = 0 slijedit
c´e iz prethodne tvrdnje analogno kao sˇto c´e ista jednakost u opc´em slucˇaju slijediti
iz pretpostavke indukcije. Buduc´i da se radi o istome racˇunu, ne navodimo ga.
Pretpostavimo sada da tvrdnja (iii) vrijedi za neki n ≥ 1. Neka su S,A1, . . . , An ⊂ Ω
proizvoljni neprazni skupovi i A0 = {x}. Pretpostavit c´emo da je S ⊂ ∂An, u suprot-
nom su sve tvrdnje trivijalne. Radi jednostavnosti, umjesto vektora (S0, S1, . . . , Sn),
odnosno (A0, A1, . . . , An), piˇsemo Sn, odnosno An. Po formuli potpune vjerojatnosti,
za sve y ∈ S vrijedi
P∗x{Sn+1 = S,Xn+1 = y|Sn = An}
=
∑
z∈An
P∗x{Sn+1 = S,Xn+1 = y|Sn = An, Xn = z}P∗x{Xn = z|Sn = An}. (3.10)
Buduc´i da je proces ((Xn, Sn))
∞
n=0 Markovljev lanac s prijelaznom matricom P
∗, za
sve y ∈ S ⊂ ∂An i sve z ∈ An vrijedi
P∗x{Sn+1 = S,Xn+1 = y|Sn = An, Xn = z} = P ∗((z, An), (y, S))
=
P (z, y)K(An, S)pi(y)
Q(An, y)
,
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gdje zadnja jednakost slijedi iz relacije (3.8). Zbog pretpostavke indukcije za sve
z ∈ An vrijedi
P∗x{Xn = z|Sn = An} =
pi(z)
pi(An)
.
Uvrsˇtavanjem prethodnih izraza u (3.10) slijedi da za sve y ∈ S vrijedi
P∗x{Sn+1 = S,Xn+1 = y|Sn = An} =
∑
z∈An
P (z, y)K(An, S)pi(y)
Q(An, y)
pi(z)
pi(An)
=
pi(y)
pi(An)
K(An, S)
∑
z∈An pi(z)P (z, y)
Q(An, y)
=
pi(y)
pi(An)
K(An, S). (3.11)
Sada koristec´i prethodnu jednakost dobivamo
P∗x{Sn+1 = S|Sn = An} =
∑
y∈S
P∗x{Sn+1 = S,Xn+1 = y|Sn = An}
=
∑
y∈S
pi(y)
pi(An)
K(An, S)
=
pi(S)
pi(An)
K(An, S) (3.12)
= K̂(An, S).
To je upravo jednakost (3.9). Konacˇno, dijeljenjem (3.11) sa (3.12) slijedi da za sve
y ∈ S vrijedi
P∗x{Xn+1 = y|Sn = An, Sn+1 = S} =
pi(y)
pi(S)
,
a buduc´i da su S,A1, . . . , An ⊂ Ω bili proizvoljni, time smo dokazali korak indukcije.
Neka je ((Xn, Sn))
∞
n=0 Markovljev lanac sa prijelaznom matricom P
∗, te (Zn)∞n=1
niz nezavisnih slucˇajnih varijabli koje ga generiraju. Definiramo vrijeme zaustavljanja
T ∗ sa
T ∗ := min{n ≥ 0 : Sn = Ω}. (3.13)
Specijalno, T ∗ je poslucˇajeno vrijeme zaustavljanja za taj lanac, tj. T ∗ je vrijeme
zaustavljanja za (Zn)
∞
n=1. Buduc´i da (Zn)
∞
n=1 generira i marginalni lanac (Xn)
∞
n=0,
slijedi da je T ∗ poslucˇajeno vrijeme zaustavljanja za (Xn)∞n=0.
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Korolar 3.2.2. Neka je ((Xn, Sn))
∞
n=0 Markovljev lanac sa prijelaznom matricom P
∗
i T ∗ definirano sa (3.13). Tada je T ∗ jako stacionarno vrijeme za (Xn)∞n=0.
Dokaz. Buduc´i da smo u razmatranju prije korolara pokazali da je T ∗ poslucˇajeno
vrijeme zaustavljanja za (Xn)
∞
n=0, preostaje pokazati da za sve n ≥ 0 i sve x, y ∈ Ω
vrijedi (3.1).
Neka su n ≥ 0 i x ∈ Ω proizvoljni, te neka je (X0, Y0) = (x, {x}). Dogadaj {T ∗ = n}
je disjunktna unija dogadaja {Sn = An} := {S0 = A0, . . . , Sn = An} pri cˇemu su
A0 = {x}, Ak 6= Ω za k ∈ {1, 2, . . . , n − 1} i An = Ω. Sumiranjem po svim takvim
vektorima (A0, . . . , An) slijedi da za sve y ∈ Ω vrijedi
P∗x{T ∗ = n,Xn = y} =
∑
P∗x{Sn = An, Xn = y}
=
∑
P∗x{Sn = An}P∗x{Xn = y|Sn = An}
=
∑
P∗x{Sn = An}pi(y)
= P∗x{T ∗ = n}pi(y),
gdje smo u trec´oj jednakosti koristili tvrdnju (iii) iz Teorema 3.2.1 i cˇinjenicu da je
An = Ω.
Poglavlje 4
Radijus toka i mijesˇanje
U ovom poglavlju, uz pomoc´ evoluirajuc´ih skupova, dajemo ogradu na vrijeme mi-
jesˇanja Markovljevog lanca u terminima geometrijskog svojstva njegovog prostora
stanja zvanog usko grlo. Naime, za prostor stanja Ω pripadnog lanca kazˇemo da
ima usko grlo ako postoje dijelovi od Ω koji su tesˇko dostizˇni kada lanac krec´e iz
pojedinih stanja. Iz te opisne definicije, intuitivno je jasno da postojanje ili neposto-
janje uskog grla u Ω kontrolira vrijeme mijesˇanja pripadnog Markovljevog lanca, tj.
brzinu konvergencije ka stacionarnoj distribuciji.
4.1 Prosjecˇan radijus toka
Kao i dosada, pretpostavljamo da je zadana ireducibilna i aperiodicˇna prijelazna
matrica P na konacˇnom skupu stanja Ω. Radijus toka nepraznog skupa S ⊂ Ω dan
je sa
Φ(S) =
Q(S, Sc)
pi(S)
.
Intuitivno, ako zamislimo da se u svakom stanju y ∈ Ω nalazi cˇestica mase pi(y),
tada je Φ(S) dio mase od S koji prede u Sc u jednom koraku. Primjetimo da je
Φ(S) ≤ Q(S,Ω)
pi(S)
= pi(S)
pi(S)
= 1, za sve S ⊂ Ω. Omjer uskog grla Φ∗ definiramo sa
Φ∗ = min{Φ(S) : pi(S) ≤ 1/2}.
Intuitivno, omjer uskog grla mjeri sposobnost Markovljevog lanca da se slobodno
krec´e po prostoru stanja. Ako je taj omjer mali, lanac c´e zapinjati u nekim podsku-
povima prostora stanja, dok c´e se u suprotnom on slobodnije kretati. Kljucˇan pojam
ovog dijela je generalizacija tog omjera.
Definiramo funkciju radijusa toka kao (opadajuc´u) funkciju Φ : [pimin,∞)→ [0, 1]
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sa
Φ(r) =
{
min{Φ(S) : pi(S) ≤ r}, za r ∈ [pimin, 1/2]
Φ∗, inacˇe.
Spektralnim tehnikama mozˇe se dokazati da za reverzibilne i lijene lance vrijedi
τ() ≤ 2
Φ2∗
log
(
1
pimin
)
, (4.1)
pri cˇemu je
τ() = min
{
n ≥ 0 :
∣∣∣∣P n(x, y)− pi(y)pi(y)
∣∣∣∣ ≤ ,∀x, y ∈ Ω}
-uniformno vrijeme mijesˇanja.
Dakle, ako je radijus toka ”najgoreg skupa” velik (tj. ako je 1/Φ2∗ mali), imat c´emo
brzo mijesˇanje. Pokazat c´emo da se pomoc´u evoluirajuc´ih skupova ta ograda mozˇe
poboljˇsati, i to bez zahtjeva reverzibilnosti. Zapravo c´emo iskoristiti cˇinjenicu da ma-
nji skupovi opc´enito imaju puno vec´i radijus toka, te pokazati da je za brzo mijesˇanje
dovoljno da odredeni vagani prosjek funkcije Φ nije prevelik. Preciznije, dokazat c´emo
sljedec´i teorem.
Teorem 4.1.1. Neka je P ireducibilna i aperiodicˇna prijelazna matrica na konacˇnom
prostoru stanja Ω i γ ∈ (0, 1/2] takav da je za sve x ∈ Ω
P (x, x) ≥ γ.
Neka je nadalje,  > 0 proizvoljan. Tada za proizvoljne x, y ∈ Ω i sve
n ≥ 1 + (1− γ)
2
γ2
∫ 4/
4(pi(x)∧pi(y))
4du
uΦ2(u)
vrijedi ∣∣∣∣P n(x, y)− pi(y)pi(y)
∣∣∣∣ ≤ .
Specijalno,
τ() ≤ 1 + (1− γ)
2
γ2
∫ 4/
4pimin
4du
uΦ2(u)
. (4.2)
Napomena 4.1.2. U slucˇaju lijene prijelazne matrice P (γ = 1/2), koristec´i cˇinjenicu
da je Φ padajuc´a imamo∫ 4/
4pimin
4du
uΦ2(u)
≤ 4
Φ2∗
∫ 4/
4pimin
du
u
=
4
Φ2∗
log(
1
pimin
).
Dakle, ako zanemarimo konstante, ograda u (4.2) je bolja nego ona u (4.1).
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Dokaz Teorema 4.1.1 c´e slijediti iz Propozicije 4.2.2 i Teorema 4.3.1 koje dokazu-
jemo u sljedec´im potpoglavljima.
4.2 Koeficijent rasta
U ovome dijelu c´emo uspostaviti vezu izmedu radijusa toka skupa S sa ocˇekivanom
promjenom ”obujma” pripadnog evoluirajuc´eg procesa kada je trenutno stanje upravo
S.
Definicija 4.2.1. Za svaki neprazan podskup S ⊂ Ω, definiramo mjeru rasta skupa
S sa
Ψ(S) := 1− ES
√
pi(S1)
pi(S)
.
Nadalje, definiramo koeficijent rasta ψ kao funkciju na [pimin,∞) sa
ψ(r) :=
{
min{Ψ(S) : pi(S) ≤ r}, ako je r ∈ [pimin, 1/2]
ψ∗ := ψ(1/2), inacˇe.
Zbog martingalnosti i Jensenove nejednakosti je
ES
√
pi(S1) ≤
√
ES(pi(S1)) =
√
pi(S).
Iz toga slijedi da je Ψ(S) ∈ [0, 1] za svaki neprazan S ⊂ Ω. To povlacˇi da je ψ(r) ∈
[0, 1] za sve r ≥ pimin. Buduc´i da je minimum po vec´em skupu manji, ψ je padajuc´a
na [pimin,∞). Primjetimo da je Ψ(Ω) = 0 jer je Ω apsorbirajuc´e stanje za evoluirajuc´e
skupove. Cilj ovog dijela je dokazati sljedec´u propoziciju.
Propozicija 4.2.2. Neka je S ⊂ Ω neprazan skup i γ ∈ (0, 1/2] takav da je za sve
x ∈ Ω, P (x, x) ≥ γ. Tada vrijedi
Ψ(S) ≥ γ
2
2(1− γ)2 Φ(S)
2. (4.3)
Za dokaz c´e nam biti potrebno nekoliko pomoc´nih lema. Neka je (Sn)
∞
n=0 proces
evoluirajuc´ih skupova i (Un)
∞
n=0 niz uniformnih slucˇajnih varijabli koji ga generira.
Definirajmo za svaki n ≥ 0
Rn :=
pi(Sn+1)
pi(Sn)
.
Prvi korak biti c´e pojacˇanje tvrdnje da je proces (pi(Sn))
∞
n=0 martingal.
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Lema 4.2.3. Za svaki neprazan skup S ⊂ Ω definiramo
ϕ(S) :=
1
2pi(S)
∑
y∈Ω
(Q(S, y) ∧Q(Sc, y)) . (4.4)
Tada za sve neprazne skupove S ⊂ Ω i sve n ≥ 0 vrijedi
E
(
Rn
∣∣∣∣Sn = S, Un ≤ 12
)
= 1 + 2ϕ(S), (4.5)
E
(
Rn
∣∣∣∣Sn = S, Un > 12
)
= 1− 2ϕ(S). (4.6)
Dokaz. Neka je n ≥ 0 proizvoljan. Za svaki y ∈ Ω po definiciji (2.12) vrijedi
P
(
y ∈ Sn+1
∣∣∣∣Sn = S, Un ≤ 12
)
= P
(
Q(S, y)
pi(y)
≥ Un
∣∣∣∣Sn = S, Un ≤ 12
)
.
Uvjetno na Un ≤ 12 , Un ima uniformnu distribuciju na [0, 1/2]. Iz tog razloga i
nezavisnosti Sn i Un slijedi da je gornja vjerojatnost jednaka
2Q(S, y)
pi(y)
, za
Q(S, y)
pi(y)
∈ [0, 1/2],
odnosno 1 inacˇe. Zato zakljucˇujemo da vrijedi
P
(
y ∈ Sn+1
∣∣∣∣Sn = S, Un ≤ 12
)
= 1 ∧ 2Q(S, y)
pi(y)
.
Zbog pi(y) = Q(Ω, y) = Q(S, y) + Q(Sc, y) i gornje jednakosti lako se provjeri da
vrijedi
pi(y)P
(
y ∈ Sn+1
∣∣∣∣Sn = S, Un ≤ 12
)
= Q(S, y) + (Q(S, y) ∧Q(Sc, y)) .
Koristec´i gornju jednakost dobivamo da je
E
(
pi(Sn+1)
∣∣∣∣Sn = S, Un ≤ 12
)
= E
(∑
y∈Ω
pi(y)1{y∈Sn+1}
∣∣∣∣∣Sn = S, Un ≤ 12
)
=
∑
y∈Ω
pi(y)P
(
y ∈ Sn+1
∣∣∣∣Sn = S, Un ≤ 12
)
= Q(S,Ω) +
∑
y∈Ω
(Q(S, y) ∧Q(Sc, y))
= pi(S) + 2pi(S)ϕ(S). (4.7)
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Zbog martingalnosti i formule potpune vjerojatnosti (koristimo cˇinjenicu da su Un i
Sn nezavisne) slijedi da je
pi(S) = E (pi(Sn+1)|Sn = S)
= P
(
Un ≤ 1
2
∣∣∣∣Sn = S)E(pi(Sn+1)∣∣∣∣Sn = S, Un ≤ 12
)
+ P
(
Un >
1
2
∣∣∣∣Sn = S)E(pi(Sn+1)∣∣∣∣Sn = S, Un > 12
)
=
1
2
(
E
(
pi(Sn+1)
∣∣∣∣Sn = S, Un ≤ 12
)
+ E
(
pi(Sn+1)
∣∣∣∣Sn = S, Un > 12
))
.
Uvrsˇtavanjem (4.7) u gornji izraz i premjesˇtanjem dobivamo
E
(
pi(Sn+1)
∣∣∣∣Sn = S, Un > 12
)
= pi(S)− 2pi(S)ϕ(S). (4.8)
Djeljenjem sa pi(S) u (4.7) i (4.8) slijedi tvrdnja propozicije.
Lema 4.2.4. Za svaki α ∈ [−1
2
, 1
2
] vrijedi
√
1 + 2α +
√
1− 2α
2
≤
√
1− α2 ≤ 1− α
2
2
. (4.9)
Dokaz. Kvadriranjem odmah zakljucˇujemo da vrijedi druga nejednakost
√
1− α2 ≤ 1− α
2
2
⇐⇒ 1− α2 ≤ 1− α2 + α
4
4
.
Kvadriranjem prve nejednakosti dobivamo
1 + 2α + 1− 2α + 2
√
1− 4α2 ≤ 4− 4α2 ⇐⇒
√
1− 4α2 ≤ 1− 2α2,
a to vrijedi po vec´ dokazanoj drugoj nejednakosti (ili ponovnim kvadriranjem).
Lema 4.2.5. Za svaki S ⊂ Ω vrijedi
Q(Sc, S) = Q(S, Sc).
Dokaz. Tvrdnja leme je posljedica relacija (2.10) i (2.11).
Q(S, Sc) +Q(Sc, Sc) = Q(Ω, Sc) = pi(Sc) = Q(Sc,Ω) = Q(Sc, S) +Q(Sc, Sc).
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Dokaz Propozicije 4.2.2 Prisjetimo se da je R0 =
pi(S1)
pi(S0)
. Za proizvoljan neprazan
skup S ⊂ Ω koristec´i Jensenovu nejednakost imamo
1−Ψ(S) = E
(√
R0
∣∣∣S0 = S)
=
E
(√
R0
∣∣S0 = S, U0 ≤ 12)+ E (√R0∣∣S0 = S, U0 > 12)
2
≤
√
E
(
R0
∣∣S0 = S, U0 ≤ 12)+√E (R0∣∣S0 = S, U0 > 12)
2
.
Koristec´i Lemu 4.2.3 i relaciju (4.9) slijedi
1−Ψ(S) ≤
√
1 + 2ϕ(S) +
√
1− 2ϕ(S)
2
≤ 1− ϕ(S)
2
2
. (4.10)
Dakle, za svaki neprazan S ⊂ Ω je
Ψ(S) ≥ ϕ(S)
2
2
. (4.11)
Primjetimo da smo, iskoristivsˇi (4.9), presˇutno pretpostavili da je ϕ(S) ≤ 1/2. Ali
to uistinu vrijedi jer je
ϕ(S) =
1
2pi(S)
∑
y∈Ω
(Q(S, y) ∧Q(Sc, y)) ≤ 1
2pi(S)
∑
y∈Ω
Q(S, y) =
Q(S,Ω)
2pi(S)
=
1
2
.
Uspostavimo sada vezu izmedu ϕ(S) i Φ(S). Neka je, kao u pretpostavci propozicije,
P (x, x) ≥ γ za sve x ∈ Ω. Fiksirajmo proizvoljan neprazan skup S ⊂ Ω. Tada je za
y ∈ S
Q(S, y) ≥ pi(y)P (y, y) ≥ γpi(y). (4.12)
Stoga je za sve y ∈ S
Q(S, y) ∧Q(Sc, y) ≥ γpi(y) ∧Q(Sc, y). (4.13)
Nejednakost (4.12) povlacˇi da je
Q(Sc, y) = pi(y)−Q(S, y) ≤ (1− γ)pi(y).
Dijelimo sa 1− γ, te potom mnozˇimo sa γ da bismo zakljucˇili da je
γ
1− γQ(S
c, y) ≤ γpi(y).
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Po pretpostavci je γ ∈ (0, 1/2], pa je 1− γ ≥ γ. Zbog toga je
γ
1− γQ(S
c, y) ≤ Q(Sc, y).
Koristec´i zadnje dvije nejednakosti u (4.13) dobivamo da je za sve y ∈ S
Q(S, y) ∧Q(Sc, y) ≥ γ
1− γQ(S
c, y).
Zbog simetrije u gornjoj nejednakosti vrijedi da je za sve y ∈ Sc
Q(S, y) ∧Q(Sc, y) ≥ γ
1− γQ(S, y).
Stoga je
2pi(S)ϕ(S) =
∑
y∈Ω
[Q(S, y) ∧Q(Sc, y)]
≥
∑
y∈S
γ
1− γQ(S
c, y) +
∑
y∈Sc
γ
1− γQ(S, y)
=
γ
1− γ [Q(S
c, S) +Q(S, Sc)]
=
2γ
1− γQ(S, S
c).
U zadnjem smo koraku koristili Lemu 4.2.5. Dijeljenjem sa 2pi(S) dobivamo
ϕ(S) ≥ γ
1− γΦ(S).
Iz gornje nejednakosti i (4.11) slijedi
Ψ(S) ≥ γ
2
2(1− γ)2 Φ(S)
2

Napomena 4.2.6. U prethodnom dokazu smo pokazali da za sve neprazne skupove
S ⊂ Ω vrijedi
ϕ(S) ≥ γ
1− γΦ(S),
Specijalno, kada je P lijena prijelazna matrica (γ = 1/2) za sve neprazne skupove
S ⊂ Ω vrijedi
ϕ(S) ≥ Φ(S).
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Pokazat c´emo da u tom slucˇaju zapravo vrijedi
ϕ(S) = Φ(S).
Neka je S ⊂ Ω proizvoljan neprazan skup. Tada zbog lijenosti slijedi da za sve y ∈ S
vrijedi
Q(S, y) ≥ pi(y)P (y, y) ≥ pi(y)
2
.
Buduc´i da za sve y ∈ Ω vrijedi Q(S, y) +Q(Sc, y) = pi(y), za sve y ∈ S je
Q(Sc, y) ≤ pi(y)
2
≤ Q(S, y).
Zbog simetrije za sve y ∈ Sc vrijedi
Q(S, y) ≤ Q(Sc, y).
Iz prethodno pokazanog slijedi
ϕ(S) =
1
2pi(S)
∑
y∈Ω
(Q(S, y) ∧Q(Sc, y))
=
1
2pi(S)
(∑
y∈S
Q(Sc, y) +
∑
y∈Sc
Q(S, y)
)
=
1
2pi(S)
(Q(Sc, S) +Q(S, Sc))
= Φ(S),
gdje zadnja jednakost slijedi iz Leme 4.2.5.
Iz prethodne napomene i Leme 4.2.3 odmah slijedi sljedec´i korolar.
Korolar 4.2.7. Neka je P lijena prijelazna matrica i (Sn)
∞
n=0 pripadajuc´i proces
evoluirajuc´ih skupova. Tada za sve neprazne skupove S ⊂ Ω i sve n ≥ 0 vrijedi
E
(
pi(Sn+1)
pi(Sn)
∣∣∣∣Sn = S, Un ≤ 12
)
= 1 + 2Φ(S)
i
E
(
pi(Sn+1)
pi(Sn)
∣∣∣∣Sn = S, Un > 12
)
= 1− 2Φ(S).
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4.3 Mijesˇanje i koeficijent rasta ψ
Ranije smo definirali χ2-udaljenost sa (2.17). Cilj ovog dijela je dokazati sljedec´i
teorem.
Teorem 4.3.1. Neka su x ∈ Ω i  > 0 proizvoljni. Tada je χ2(P n(x, ·), pi) ≤  za sve
n ≥
∫ 4/
4pi(x)
du
uψ(u)
.
Koristit c´emo Doobovu transformaciju procesa evoluirajuc´ih skupova definiranu
u potpoglavlju 2.4. Prisjetimo se, to je Markovljev lanac na podskupovima od Ω sa
prijelaznim vjerojatnostima
K̂(A,B) =
pi(B)
pi(A)
K(A,B),
pri cˇemu je K prijelazna matrica procesa evoluirajuc´ih skupova. Generaliziramo
gornju jednakost na n-koracˇne prijelazne vjerojatnosti.
Propozicija 4.3.2. Neka su K̂(·, ·) prijelazne vjerojatnosti Doobove transformacije
procesa evoluirajuc´ih skupova. Tada za sve A,B ⊂ Ω, A 6= ∅, i sve n ≥ 0 vrijedi
K̂n(A,B) =
pi(B)
pi(A)
Kn(A,B).
Nadalje, sa oznacˇimo Ê ocˇekivanje kada je (Sn)
∞
n=0 proces sa prijelaznim vjerojatnos-
tima K̂(·, ·). Tada za svaku funkciju f : P(Ω)→ R i sve n ≥ 0 vrijedi
ÊAf(Sn) = EA
[
pi(Sn)
pi(A)
f(Sn)
]
.
Dokaz. Prvu tvrdnju dokazujemo indukcijom po n. Po definiciji (2.24) slijedi da
tvrdnja vrijedi za n = 1. Ako pretpostavimo da je tvrdnja istinita za sve k ≤ n, tada
zbog Markovljevog svojstva i pretpostavke indukcije slijedi
K̂n+1(A,B) =
∑
S 6=∅
K̂n(A, S)K̂(S,B)
=
∑
S 6=∅
pi(S)
pi(A)
Kn(A, S)
pi(B)
pi(S)
K(S,B)
=
pi(B)
pi(A)
∑
S 6=∅
Kn(A, S)K(S,B)
=
pi(B)
pi(A)
Kn+1(A,B).
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Nadalje, za svaku funkciju f vrijedi
ÊAf(Sn) =
∑
S⊂Ω
K̂n(A, S)f(S)
=
∑
S⊂Ω
pi(S)
pi(A)
Kn(A, S)f(S)
= EA
[
pi(Sn)
pi(A)
f(Sn)
]
.
Podsjetimo se da smo za svaki S ∈ Ω definirali
S] :=
{
S, ako je pi(S) ≤ 1/2
Sc, inacˇe.
Iz definicije je jasno da je pi(S]) = pi(S)∧ pi(Sc). Nadalje, definirajmo proces (Zn)∞n=0
sa
Zn =
√
pi(S]n)
pi(Sn)
. (4.14)
Buduc´i da je Zn funkcija od Sn, prema Propoziciji 4.3.2 za sve x ∈ Ω vrijedi
Ê{x}(Zn) = E{x}
pi(Sn)
pi(x)
√
pi(S]n)
pi(Sn)
 = 1
pi(x)
E{x}
√
pi(S]n).
Sada iz Teorema 2.3.6 slijedi da je za sve x ∈ Ω
χ(P n(x, ·), pi) ≤ Ê{x}(Zn). (4.15)
Dakle, ako ogranicˇimo desni izraz u gornjoj nejednakosti dobiti c´emo ogradu na
vrijeme mijesˇanja pocˇetnog Markovljevog lanca. Prisjetimo se da je za svaki neprazan
S ⊂ Ω
Ψ(S) = 1− ES
√
pi(S1)
pi(S)
.
Zbog Markovljevog svojstva evoluirajuc´ih skupova jasno je da za sve n ≥ 0 vrijedi
Ψ(S) = 1− E
(√
pi(Sn+1)
pi(Sn)
∣∣∣∣∣Sn = S
)
.
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Lema 4.3.3. Za sve neprazne S ⊂ Ω vrijedi
E
√pi(S]n+1)
pi(S]n)
∣∣∣∣∣∣Sn = S
 ≤ 1−Ψ(S]). (4.16)
Dokaz. Neka je S ⊂ Ω proizvoljan neprazan skup. Ako je pi(S) ≤ 1/2, tada je S] = S,
pa buduc´i da je pi(S]n+1) = pi(Sn+1) ∧ pi(Scn+1), imamo da je
E
√pi(S]n+1)
pi(S]n)
∣∣∣∣∣∣Sn = S
 = E
√pi(S]n+1)
pi(Sn)
∣∣∣∣∣∣Sn = S

≤ E
[√
pi(Sn+1)
pi(Sn)
∣∣∣∣∣Sn = S
]
= 1−Ψ(S) = 1−Ψ(S]).
U suprotnome, to jest ako je pi(S) > 1/2, vrijedi da je S] = Sc. Analogno kao u
prethodnom slucˇaju, najprije zakljucˇujemo da je
E
√pi(S]n+1)
pi(S]n)
∣∣∣∣∣∣Sn = S
 ≤ E[√pi(Scn+1)
pi(Scn)
∣∣∣∣∣Sn = S
]
.
Prema Propoziciji 2.2.6, proces komplemenata (Scn)
∞
n=0 po distribuciji je jednak ori-
ginalnom procesu. Zato je
E
[√
pi(Scn+1)
pi(Scn)
∣∣∣∣∣Sn = S
]
= E
[√
pi(Scn+1)
pi(Scn)
∣∣∣∣∣Scn = Sc
]
= E
[√
pi(Sn+1)
pi(Sn)
∣∣∣∣∣Sn = Sc
]
= 1−Ψ(Sc) = 1−Ψ(S]).
Prisjetimo se definicije koeficijenta rasta ψ
ψ(r) =
{
min{Ψ(S) : pi(S) ≤ r}, ako je r ∈ [pimin, 1/2]
ψ∗, inacˇe.
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Pri cˇemu smo stavili ψ∗ := ψ(1/2). Jasno je da je ψ padajuc´a na [pimin,∞).
Dokaz Teorema 4.3.1. Neka je n ≥ 0 fiksan, te S ⊂ Ω neprazan skup. Koristec´i
Markovljevo svojstvo evoluirajuc´ih skupova, te Propoziciju 4.3.2 (u trec´oj jednakosti)
slijedi
Ê
(
Zn+1
Zn
∣∣∣∣Sn = S) = Ê
pi(Sn)
√
pi(S]n+1)√
pi(S]n)pi(Sn+1)
∣∣∣∣∣∣Sn = S

=
pi(S)√
pi(S])
ÊS

√
pi(S]1)
pi(S1)

= ES

√
pi(S]1)√
pi(S])

= E

√
pi(S]n+1)√
pi(S]n)
∣∣∣∣∣∣Sn = S

Buduc´i da je pi(S]) ≤ 1/2, odmah slijedi da je Ψ(S]) ≥ ψ(pi(S])). Iz cˇinjenica da je
ψ padajuc´a i pi(S]) ≤ pi(S), zakljucˇujemo da je ψ(pi(S])) ≥ ψ(pi(S)). Koristec´i Lemu
4.3.3 i prethodne tvrdnje slijedi da je
E
√pi(S]n+1)
pi(S]n)
∣∣∣∣∣∣Sn = S
 ≤ 1−Ψ(S]) ≤ 1− ψ(pi(S])) ≤ 1− ψ(pi(S)).
Buduc´i da su n i S bili proizvoljni, mozˇemo zakljucˇiti da je za sve n ≥ 0
Ê
(
Zn+1
Zn
∣∣∣∣Sn) ≤ 1− ψ(pi(Sn)). (4.17)
Nadalje, primjetimo da je Z−2n = pi(Sn) kad je pi(Sn) ≤ 1/2. U slucˇaju kad je
pi(Sn) > 1/2 imamo
Z−2n =
pi(Sn)
2
pi(S]n)
≥ pi(Sn)
2
pi(Sn)
= pi(Sn) >
1
2
.
Buduc´i da je ψ(r) = ψ∗ za r ≥ 1/2, zakljucˇujemo da u oba slucˇaja vrijedi
ψ(pi(Sn)) = ψ(Z
−2
n ).
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Ako definiramo neopadajuc´u funkciju f0(z) := ψ(z
−2), (4.17) prelazi u
Ê
(
Zn+1
Zn
∣∣∣∣Sn) ≤ 1− f0(Zn).
Kako je za sve n ≥ 0, Zn ocˇito izmjeriva u odnosu na Sn, iz svojstava uvjetnog
ocˇekivanja slijedi da je
Ê
(
Zn+1
Zn
∣∣∣∣Zn) = Ê [Ê(Zn+1Zn
∣∣∣∣Sn)∣∣∣∣Zn] ≤ 1− f0(Zn). (4.18)
Neka su sada  > 0 i x ∈ Ω proizvoljni, te stavimo δ := √ i S0 := {x}. Definiramo
Ln := Ê{x}(Zn) za sve n ≥ 0. Iz (4.18) i cˇinjenice da je f0 ∈ [0, 1] i neopadajuc´a
(slijedi odmah iz svojstava od ψ), dio (ii) iz Leme 4.3.4 daje da za sve
n ≥
∫ L0
δ
2dz
zf0(z/2)
=
∫ L0
δ
2dz
zψ(4/z2)
= [u = 4/z2] =
∫ 4/
4L−20
du
uψ(u)
vrijedi
Ê{x}(Zn) = Ln ≤ δ =
√
.
Koristec´i (4.15) zakljucˇujemo da je za sve takve n,
χ2(P n(x, ·), pi) ≤ .
Potrebno je pokazati da gornja nejednakost vrijedi za sve n takve da je
n ≥
∫ 4/
4pi(x)
du
uψ(u)
.
Na temelju prethodno dokazanog, za to je dovoljno pokazati da vrijedi∫ 4/
4pi(x)
du
uψ(u)
≥
∫ 4/
4L−20
du
uψ(u)
,
a to slijedi iz cˇinjenice da je integrand pozitivna funkcija i zato sˇto je
L−20 = Z
−2
0 =
pi(S0)
2
pi(S]0)
≥ pi(S0)
2
pi(S0)
= pi(S0) = pi(x).

Lema 4.3.4. Neka su f, f0 : [0,∞)→ [0, 1] neopadajuc´e funkcije, (Zn)∞n=0 niz nenega-
tivnih slucˇajnih varijabli i δ > 0 proizvoljan. Definiramo niz (Ln)
∞
n=0 sa Ln := E(Zn).
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(i) Ako je Ln+1 ≤ Ln(1− f(Ln)) za sve n ≥ 0, tada je Ln ≤ δ za sve
n ≥
∫ L0
δ
dz
zf(z)
.
(ii) Ako je E(Zn+1|Zn) ≤ Zn(1− f0(Zn)) za sve n ≥ 0, tada zakljucˇak iz (i) vrijedi
uz f(z) := f0(z/2)/2.
Dokaz. (i) Niz (Ln)
∞
n=0 je ocˇito padajuc´i. Zbog te cˇinjenice i pozitivnosti integranda,
zakljucˇujemo da je dovoljno dokazati da za sve n ≥ 0 vrijedi∫ L0
Ln
dz
zf(z)
≥ n. (4.19)
Za n = 0 tvrdnja je trivijalna. Neka je sada n ≥ 0 proizvoljan. Koriˇstenjem pretpos-
tavke i nejednakosti 1 − x ≤ e−x koja vrijedi za sve x ∈ R, zakljucˇujemo da za sve
k ≥ 0 vrijedi
Lk+1 ≤ Lk[1− f(Lk)] ≤ Lke−f(Lk).
Iz gornjeg izraza lako dobijemo da za sve k ≥ 0 vrijedi
1
f(Lk)
log
Lk
Lk+1
≥ 1.
Nadalje, koristec´i gornju nejednakost i pretpostavku da je f neopadajuc´a funkcija,
dobivamo ∫ Lk
Lk+1
dz
zf(z)
≥ 1
f(Lk)
∫ Lk
Lk+1
dz
z
=
1
f(Lk)
log
Lk
Lk+1
≥ 1.
Sada sumiranjem gornjih nejednakosti za k ∈ {0, 1, . . . , n− 1} slijedi (4.19).
(ii) Iz svojstva uvjetnog ocˇekivanja dobivamo da za sve n ≥ 0 vrijedi
Ln − Ln+1 = E(Zn)− E(Zn+1) ≥ E[Znf0(Zn)]. (4.20)
Neka je n ≥ 0 proizvoljan. Stavimo An := {Zn > Ln/2}. Odmah je jasno da vrijedi
E[Zn1Acn ] ≤
Ln
2
.
Zbog Ln = E[Zn1Acn ] + E[Zn1An ] slijedi da je E[Zn1An ] ≥ Ln2 . Upotrebom zadnje
nejednakosti, rasta od f0 i definicije od An slijedi
E[Znf0(Zn)] ≥ E[Zn1Anf0(Zn)] ≥ E[Zn1Anf0
(
Ln
2
)
] ≥ f0
(
Ln
2
)
Ln
2
.
Za f(z) := f0(z/2)/2, iz gornje nejednakosti i (4.20) slijedi
Ln − Ln+1 ≥ f0
(
Ln
2
)
Ln
2
= Lnf(Ln).
Sada tvrdnja slijedi iz (i).
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4.4 Dokaz Teorema 3.1.1
Zapravo jedino sˇto nam je preostalo je ocijeniti izraze oblika
∣∣∣Pn(x,y)−pi(y)pi(y) ∣∣∣ u terminima
χ2-udaljenosti, te primjeniti Propoziciju 4.2.2 i Teorem 4.3.1. Za to c´emo iskoristiti
reverzibilni Markovljev lanac pridruzˇen matrici P , koja ima stacionarnu distribuciju
pi. Podsjetimo se da je to Markovljev lanac na istom skupu stanja Ω sa prijelaznom
matricom
←−
P koja za sve y, z ∈ Ω zadovoljava
pi(y)
←−
P (y, z) = pi(z)P (z, y),
te ima istu stacionarnu distribuciju kao i originalni lanac. Prethodnu jednakost lako
poopc´imo. Naime, za proizvoljan m ≥ 1 je
pi(y)
←−
P m(y, z) =
∑
i1,i2,...,im−1∈Ω
pi(y)
←−
P (y, i1)
←−
P (i1, i2) · · ·←−P (im−1, z)
=
∑
i1,i2,...,im−1∈Ω
pi(z)P (z, im−1), · · ·P (i2, i1)P (i1, y)
= pi(z)Pm(z, y). (4.21)
Nadalje, znamo da za sve n,m ≥ 1 vrijedi P n+m(x, y) = ∑z∈Ω P n(x, z)Pm(z, y).
Koristec´i prethodnu jednakost i stacionarnost od pi slijedi da je
P n+m(x, y)− pi(y) =
∑
z∈Ω
P n(x, z) (Pm(z, y)− pi(y))−
∑
z∈Ω
pi(z) (Pm(z, y)− pi(y))
=
∑
z∈Ω
(P n(x, z)− pi(z))(Pm(z, y)− pi(y))
= pi(y)
∑
z∈Ω
pi(z)
(
P n(x, z)
pi(z)
− 1
)(
Pm(z, y)
pi(y)
− 1
)
.
Koriˇstenjem relacije (4.21) i Cauchy-Schwarzove nejednakosti u R|Ω| dobivamo∣∣∣∣P n+m(x, y)− pi(y)pi(y)
∣∣∣∣ =
∣∣∣∣∣∑
z∈Ω
pi(z)(
P n(x, z)
pi(z)
− 1)(
←−
P m(y, z)
pi(z)
− 1)
∣∣∣∣∣
≤ χ (P n(x, ·), pi)χ(←−P m(y, ·), pi). (4.22)
Po Lemi 4.2.5 je za svaki S ⊂ Ω
Q(Sc, S) = Q(S, Sc).
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Slijedi da je za reverzibilan lanac tok od S do Sc jednak
←−
Q(S, Sc) =
∑
x∈S
∑
y∈Sc
pi(x)
←−
P (x, y) =
∑
x∈S
∑
y∈Sc
pi(y)P (y, x) = Q(Sc, S) = Q(S, Sc).
Buduc´i da je pi stacionarna za oba lanca, radijus toka Φ(·) reverzibilnog lanca jednak je
radijusu toka originalnog lanca. Takoder je jasno da i
←−
P zadovoljava uvjet
←−
P (x, x) ≥
γ za sve x ∈ Ω. Koristec´i prethodne tvrdnje i Propoziciju 4.2.2 dobivamo da je za
sve neprazne S ⊂ Ω
Ψ(S) ∧←−Ψ(S) ≥ γ
2
2(1− γ)2 Φ(S)
2.
Odavde odmah slijedi da je za sve r ≥ pimin
ψ(r) ∧←−ψ (r) ≥ γ
2
2(1− γ)2 Φ(r)
2.
Koristec´i zadnju nejednakost, slijedi da za proizvoljan  > 0 i za sve
m,n ≥ (1− γ)
2
γ2
∫ 4/
4(pi(x)∧pi(y))
2du
uΦ2(u)
vrijedi
n ≥
∫ 4/
4pi(x)
du
uψ(u)
i m ≥
∫ 4/
4pi(y)
du
u
←−
ψ (u)
.
Za sve takve m,n Teorem 4.3.1 daje
χ(P n(x, ·), pi) ≤ √, odnosno χ(←−P m(y, ·), pi) ≤ √,
pa iz (4.22) slijedi ∣∣∣∣P n+m(x, y)− pi(y)pi(y)
∣∣∣∣ ≤ .
Sada lako zakljucˇujemo da za sve
n ≥ 1 + (1− γ)
2
γ2
∫ 4/
4(pi(x)∧pi(y))
4du
uΦ2(u)
vrijedi ∣∣∣∣P n(x, y)− pi(y)pi(y)
∣∣∣∣ ≤ .
Poglavlje 5
Ograda na povratne vjerojatnosti
na grafu
5.1 Slucˇajna sˇetnja na grafu
Jednostavan neusmjereni graf G = (Ω, E) je uredeni par (konacˇnog) skupa vr-
hova Ω i skupa bridova E, gdje je E ⊂ {{x, y} : x, y ∈ Ω, x 6= y}. Ovakav graf zovemo
jednostavan jer ne dopusˇta viˇsestruke bridove i petlje. Buduc´i da c´emo se baviti samo
jednostavnim neusmjerenim grafovima, radi jednostavnosti zvat c´emo ih samo grafo-
vima. U slucˇaju kada vrijedi {x, y} ∈ E, piˇsemo x ∼ y i kazˇemo da su vrhovi x i y
susjedi. Kazˇemo da je graf povezan ako za svaka dva vrha x, y ∈ Ω postoji konacˇan
niz vrhova x = x0, x1, . . . , xn−1, xn = y ∈ Ω takav da za sve k ∈ {1, 2, . . . , n− 1} vri-
jedi xk ∼ xk+1. Za svaki vrh x ∈ Ω definiramo njegov stupanj d(x) kao broj njegovih
susjeda. Maksimalan stupanj grafa ∆ definiramo sa ∆ := maxx∈Ω d(x).
Definicija 5.1.1. Neka je zadan graf G = (Ω, E). Jednostavna slucˇajna sˇetnja
na grafu G je Markovljev lanac na Ω sa prijelaznim vjerojatnostima
P (x, y) =
{
1
d(x)
, ako je y ∼ x
0, inacˇe.
I u ovom slucˇaju koristit c´emo termin slucˇajna sˇetnja umjesto jednostavna slucˇajna
sˇetnja. Neka je P prijelazna matrica slucˇajne sˇetnje na grafu G = (Ω, E). Ako sta-
vimo d :=
∑
x∈Ω d(x), tada je zbog konacˇnosti od Ω sa
pi(x) :=
d(x)
d
, za sve x ∈ Ω,
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dobro definirana vjerojatnosna mjera na Ω. Za sve y ∈ Ω tada vrijedi
piP (y) =
∑
x∈Ω
pi(x)P (x, y) =
1
d
∑
x∼y
d(x)
d(x)
= pi(y).
Dakle, pi je stacionarna distribucija za slucˇajnu sˇetnju. Direktno iz definicije poveza-
nog grafa slijedi da je slucˇajna sˇetnja na povezanom grafu ireducibilna. Ipak, slucˇajna
sˇetnja na grafu ne mora biti aperiodicˇna. Taj problem rjesˇavamo tako da umjesto ori-
ginalne slucˇajne sˇetnje promatramo njenu lijenu verziju. Preciznije, promatrat c´emo
Markovljev lanac na Ω sa prijelaznim vjerojatnostima
P (x, y) =

1
2d(x)
, ako je y ∼ x
1
2
, ako je y = x
0, inacˇe.
Intuitivno, u svakom trenutku bacamo simetricˇan novcˇic´, ako padne pismo ostajemo
u istom vrhu, a u suprotnom biramo uniformno jedan od susjeda i prelazimo u taj
vrh. Ranije definirana vjerojatnosna distribucija pi stacionarna je i za lijenu slucˇajnu
sˇetnju. Zaista, za sve y ∈ Ω vrijedi
piP (y) =
∑
x∈Ω
pi(x)P (x, y) =
pi(y)
2
+
1
2d
∑
x∼y
d(x)
d(x)
= pi(y).
5.2 Povratne vjerojatnosti
Koristit c´emo se evoluirajuc´im skupovima kako bismo dokazali sljedec´i teorem.
Teorem 5.2.1. Neka je P prijelazna matrica lijene slucˇajne sˇetnje na povezanom
grafu G = (Ω, E) maksimalnog stupnja ∆. Tada za sve x ∈ Ω i n ≥ 1 vrijedi
|P n(x, x)− pi(x)| ≤ 2
√
2∆5/2√
n
.
Primjetimo da ograda u prethodnom teoremu ne ovisi o broju vrhova u grafu.
Neka je (Sn)
∞
n=0 proces evoluirajuc´ih skupova za matricu P . Prisjetimo se da smo
sa τ oznacˇili prvo vrijeme kad proces evoluirajuc´ih skupova pogodi skup {∅,Ω}. U
Propoziciji 2.4.1 smo pokazali da je to vrijeme gotovo sigurno konacˇno. Prvi korak u
dokazu Teorema 5.2.1 je sljedec´a lema.
Lema 5.2.2. Za sve x ∈ Ω i sve n ≥ 1 vrijedi
|P n(x, x)− pi(x)| ≤ P{x}{τ > n}.
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Dokaz. Neka su x ∈ Ω i n ≥ 1 proizvoljni. Buduc´i da je proces (pi(Sn))∞n=0 ogranicˇen
martingal, a τ vrijeme zaustavljanja koje je konacˇno gotovo sigurno, koriˇstenjem
teorema o opcionalnom zaustavljanju slijedi
pi(x) = E{x}pi(Sτ ) = E{x}pi(Sτ )1{Sτ=Ω} = P{x}{Sτ = Ω} = P{x}{x ∈ Sτ}.
U prethodnim jednakostima koristili smo cˇinjenicu da je Sτ ∈ {∅,Ω}. Iz Propozicije
2.2.5 znamo da vrijedi
P n(x, x) = P{x}{x ∈ Sn}.
Buduc´i da su ∅ i Ω apsorbirajuc´a stanja, vrijedi {x ∈ Sτ , τ ≤ n} = {x ∈ Sn, τ ≤ n}.
Koristec´i prethodne tvrdnje slijedi
|P n(x, x)− pi(x)| = |P{x}{x ∈ Sn} −P{x}{x ∈ Sτ}|
= |P{x}{x ∈ Sn, τ > n} −P{x}{x ∈ Sτ , τ > n}|
≤ P{x}{τ > n}.
Iz prethodne leme vidimo da je potrebno dati ocjenu repa razdiobe od τ . Buduc´i
da je τ prvo vrijeme kada martingal (pi(Sn))
∞
n=0 napusti interval (0, 1), korisna c´e se
pokazati sljedec´a propozicija.
Propozicija 5.2.3. Neka je (Mn)
∞
n=0 martingal s vrijednostima u [0, 1] obzirom na
filtraciju F = (Fn, n ≥ 0). Definirajmo za sve h ∈ [0, 1] vrijeme zaustavljanja Th kao
prvo vrijeme kada martingal (Mn)
∞
n=0 napusti interval (0, h), tj.
Th := min{n ≥ 0 : Mn = 0 ili Mn ≥ h}.
Neka je T := T1. Pretpostavimo da vrijedi sljedec´e:
(i) Postoji σ > 0 takav da za sve n ≥ 0 vrijedi
Var(Mn+1|Fn) ≥ σ2
na dogadaju {T > n}.
(ii) Postoji D ≥ 1 tako da za sve h ∈ [0, 1] vrijedi
Mn∧Th ≤ Dh, za sve n ≥ 0.
Ako je M0 konstanta, tada za sve n ≥ 1 vrijedi
P{T ≥ n} ≤ 2M0
σ
√
D
n
.
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Napomena 5.2.4. Za kvadratno-integrabilnu slucˇajnu varijablu X i σ-podalgebru G
uvjetna varijanca definira se formulom
Var(X|G) := E [(X − E[X|G])2|G] .
Iz definicije odmah slijedi da je Var(X|G) ≥ 0, a lako se dobije da vrijedi
Var(X|G) = E(X2|G)− E(X|G)2.
Dokaz. Neka je h ∈ (0, 1] proizvoljan. Odmah je jasno da je Th zaista vrijeme za-
ustavljanja za filtraciju F. Nadalje, iz definicije vremena Th slijedi da za sve n ≥ 1
vrijedi
{Th < n} ∩ {MTh < h} ⊂ {T < n}.
Komplementiranjem gornje relacije zakljucˇujemo da za sve n ≥ 1 vrijedi
P{T ≥ n} ≤ P{Th ≥ n}+ P{MTh ≥ h}. (5.1)
Primjetimo da gornja nejednakost ima smisla samo ako je MTh dobro definirano, tj.
ako je vrijeme Th konacˇno gotovo sigurno. Prvo c´emo to pokazati (zapravo c´emo
pokazati da je E(Th) < ∞), te uz to dati ogradu na P{Th ≥ n}. Definirajmo novi
proces (Gn)
∞
n=0 sa
Gn := M
2
n∧Th − hMn∧Th − σ2(n ∧ Th) , za sve n ≥ 0.
Pokazat c´emo da iz prepostavke (i) slijedi da je taj proces submartingal u odnosu na
filtraciju F. Integrabilnost i adaptiranost su ocˇiti. Neka je n ≥ 0 proizvoljan. Iz (i) i
cˇinjenice da je (Mn)
∞
n=0 martingal slijedi da na dogadaju {T > n} vrijedi
σ2 ≤ Var(Mn+1|Fn) = E(M2n+1|Fn)− E(Mn+1|Fn)2 = E(M2n+1|Fn)−M2n.
Na dogadaju {Th > n} = {Th ≥ n + 1} je n ≤ n + 1 ≤ Th. Nadalje, ocˇito je
{Th > n} ⊂ {T > n}, pa koristec´i prethodne tvrdnje slijedi da na dogadaju {Th >
n} = {Th ≤ n}c ∈ Fn vrijedi
E(Gn+1|Fn) = E(M2(n+1)∧Th − hM(n+1)∧Th − σ2((n+ 1) ∧ Th)|Fn)
= E(M2n+1|Fn)− hE(Mn+1|Fn)− σ2(n+ 1)
≥M2n + σ2 − hMn − σ2(n+ 1)
= M2n∧Th − hMn∧Th − σ2(n ∧ Th)
= Gn
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Na dogadaju {Th ≤ n} jeGn+1 = Gn, pa u tom slucˇaju trivijalno vrijedi E(Gn+1|Fn) =
Gn. Dakle, proces (Gn)
∞
n=0 je submartingal. Iz te cˇinjenice slijedi da za sve n ≥ 0
vrijedi
− hM0 ≤ G0 ≤ EGn = E(M2n∧Th − hMn∧Th)− σ2E(n ∧ Th). (5.2)
Primjetimo da za n ≤ Th zbog pretpostavke (ii) vrijedi
M2n − hMn = (Mn − h)Mn ≤ (D − 1)hMn,
pa zbog martingalnosti zaustavljenog procesa (Mn∧Th)
∞
n=0 slijedi
E(M2n∧Th − hMn∧Th) ≤ (D − 1)hM0.
Ako iskoristimo gornju nejednakost u (5.2) dobivamo da za sve n ≥ 0 vrijedi
−hM0 ≤ (D − 1)hM0 − σ2E(n ∧ Th),
tj.
E(n ∧ Th) ≤ DhM0
σ2
.
Upotrebom teorema o monotonoj konvergenciji slijedi
E(Th) ≤ DhM0
σ2
.
Time je dokazano da je vrijeme Th konacˇno gotovo sigurno. Buduc´i da je h ∈ (0, 1]
bio proizvoljan, koriˇstenjem Markovljeve nejednakosti konacˇno zakljucˇujemo da za
sve h ∈ (0, 1] i sve n ≥ 1 vrijedi
P{Th ≥ n} ≤ DhM0
nσ2
. (5.3)
Specijalno, za h = 1 iz gornje nejednakosti slijedi da za sve n ≥ 1 vrijedi
P{T ≥ n} ≤ DM0
nσ2
. (5.4)
Preostalo nam je josˇ ogranicˇiti P{MTh ≥ h} za sve h ∈ (0, 1]. Vec´ smo pokazali da je
vrijeme Th konacˇno gotovo sigurno, a buduc´i da je (Mn∧Th)
∞
n=0 ogranicˇen martingal
mozˇemo iskoristiti teorem o opcionalnom zaustavljanju iz kojeg slijedi
M0 = EMTh = EMTh1{MTh≥h} ≥ hP{MTh ≥ h},
tj.
P{MTh ≥ h} ≤
M0
h
.
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Koristec´i prethodnu nejednakost i (5.3) u (5.1) zakljucˇujemo da za sve h ∈ (0, 1] i
n ≥ 1 vrijedi
P{T ≥ n} ≤ DhM0
nσ2
+
M0
h
.
Deriviranjem se lako pokazˇe da je funkcija po h na desnoj strani gornje nejednakosti
konveksna, te da se globalni minimum postizˇe u ĥ = σ
√
n
D
. Dakle, za ĥ ∈ (0, 1],
odnosno za 1 ≤ n ≤ D
σ2
, zakljucˇujemo da vrijedi
P{T ≥ n} ≤ 2M0
σ
√
D
n
.
Sada se vratimo na nejednakost (5.4). Opet se lako pokazˇe da za n > D
4σ2
vrijedi
DM0
nσ2
≤ 2M0
σ
√
D
n
,
pa specijalno, za n > D
σ2
iz (5.4) slijedi
P{T ≥ n} ≤ DM0
nσ2
≤ 2M0
σ
√
D
n
.
Intuitivno je jasno da uvjetovanje smanjuje varijancu. Sljedec´a lema daje precizno
znacˇenje toj tvrdnji, dokaz se mozˇe nac´i u [6, Zadatak 1.33].
Lema 5.2.5. Za kvadratno-integrabilnu slucˇajnu varijablu X i σ-podalgebru G vrijedi
Var(X) = E[Var(X|G)] + Var(E[X|G]).
Specijalno, vrijedi
Var(X) ≥ Var(E[X|G]).
Dokaz Teorema 5.2.1. Neka je (Sn)
∞
n=0 proces evoluirajuc´ih skupova pridruzˇen
slucˇajnoj sˇetnji (tj. prijelaznoj matrici P ) i τ , kao i dosada, prvo vrijeme kad taj
proces pogodi skup {∅,Ω}. Koristec´i cˇinjenicu da je (pi(Sn))∞n=0 martingal prethodno
smo pokazali (Lema 5.2.2) da za sve x ∈ Ω i sve n ≥ 1 vrijedi
|P n(x, x)− pi(x)| ≤ P{x}{τ > n}. (5.5)
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Zbog Markovljevog svojstva evoluirajuc´ih skupova za sve n ≥ 0 vrijedi
Var(pi(Sn+1)|S0, S1, . . . , Sn) = Var(pi(Sn+1)|Sn). (5.6)
Opet koristec´i Markovljevo svojstvo, te Lemu 5.2.5 imamo da za proizvoljan S ⊂ Ω
vrijedi
Var(pi(Sn+1)|Sn = S) = VarS(pi(S1)) ≥ VarS(ES[pi(S1)|1{U0≤1/2}]). (5.7)
Iz Korolara 4.2.7 slijedi da za sve S ⊂ Ω vrijedi
ES[pi(S1)|1{U0≤1/2}] = ES[pi(S1)|U0 ≤ 1/2]1{U0≤1/2} + ES[pi(S1)|U0 > 1/2]1{U0>1/2}
= (pi(S) + 2Q(S, Sc))1{U0≤1/2} + (pi(S)− 2Q(S, Sc))1{U0>1/2}.
Primjetimo da Korolar 4.2.7 mozˇemo upotrijebiti samo za neprazne S ⊂ Ω, ali buduc´i
da je ∅ apsorbirajuc´e stanje evoluirajuc´ih skupova i Q(∅,Ω) = 0, gornja jednakost
vrijedi i za S = ∅. Nadalje, buduc´i da su U0 i S0 nezavisne, U0 je uniformno distribu-
irana i s obzirom na vjerojatnost PS. Sada zbog martingalnosti (ES(pi(S1)) = pi(S))
lako dobijemo da za sve S ⊂ Ω vrijedi
VarS(ES[pi(S1)|1{U0≤1/2}]) = 4Q(S, Sc)2.
Uzmimo proizvoljan S ⊂ Ω takav da S /∈ {∅,Ω}. Buduc´i da je graf povezan slijedi
da postoje x ∈ S i y ∈ Sc takvi da je P (x, y) > 0, pa je stoga
Q(S, Sc) ≥ pi(x)P (x, y) = d(x)
d
1
2d(x)
=
1
2d
≥ 1
2|Ω|∆ .
Iz gornje nejednakosti slijedi da za sve S /∈ {∅,Ω} vrijedi
VarS(ES[pi(S1)|1{U0≤1/2}]) ≥
1
|Ω|2∆2 .
Koristec´i gornju nejednakost i (5.7) u (5.6) zakljucˇujemo da za sve n ≥ 0 vrijedi
Var(pi(Sn+1)|S0, S1, . . . , Sn) ≥ 1|Ω|2∆2
kada Sn /∈ {∅,Ω}, tj. kada je τ > n. Ako stavimo σ := 1|Ω|∆ , iz prethodne nejednakosti
slijedi da martingal (pi(Sn))
∞
n=0 zadovoljava uvjet (i) iz Propozicije 5.2.3.
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Pretpostavimo da je trenutno stanje evoluirajuc´ih skupova Sn = S ⊂ Ω. Tada u Sn+1
mogu jedino biti vrhovi iz S, te njihovi susjedi iz Sc. Iz prethodnog slijedi da je
pi(Sn+1) ≤ pi(S) +
∑
x∈S
∑
y∼x
y∈Sc
pi(y)
= pi(S) +
1
d
∑
x∈S
∑
y∼x
y∈Sc
d(y)
≤ pi(S) + 1
d
∑
x∈S
d(x)∆
= (∆ + 1)pi(S).
Dakle, za sve n ≥ 0 vrijedi
pi(Sn+1) ≤ (∆ + 1)pi(Sn).
Iz prethodne nejednakosti, uz D := ∆ + 1, lako slijedi da (pi(Sn))
∞
n=0 zadovoljava i
uvjet (ii) iz Propozicije 5.2.3. Buduc´i da za sve x ∈ Ω vrijedi
pi(x) =
d(x)∑
y∈Ω d(y)
≤ ∆∑
y∈Ω 1
=
∆
|Ω| ,
iz Propozicije 5.2.3 i relacije (5.5) slijedi da za sve x ∈ Ω i sve n ≥ 1 vrijedi
|P n(x, x)− pi(x)| ≤ P{x}{τ ≥ n} ≤ 2∆
2|Ω|
|Ω|
√
∆ + 1
n
≤ 2
√
2∆5/2√
n
.

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Sazˇetak
Na pocˇetku ovog rada dajemo kratak uvod u teoriju Markovljevih lanaca na konacˇnom
prostoru stanja. Glavni rezultat je da ireducibilan Markovljev lanac na konacˇnom
prostoru stanja ima jedinstvenu stacionarnu distribuciju, te da uz dodatni zahtjev
aperiodicˇnosti, distribucija lanca konvergira prema stacionarnoj distribuciji. Zanima
nas brzina te konvergencije. Kljucˇni pojmovi za njeno kvantificiranje su udaljenost
potpune varijacije i vrijeme mijesˇanja Markovljevog lanca.
Srediˇsnji pojam ovog rada je proces evoluirajuc´ih skupova koji pridruzˇujemo svakom
Markovljevom lancu. To je Markovljev lanac na podskupovima stanja originalnog
lanca, sa jednostavnim prijelaznim pravilom koje povec´ava ili smanjuje trenutno sta-
nje (skup). Pokazujemo osnovna svojstva tog procesa, vezu sa vremenima mijesˇanja
originalnog lanca, te definiramo Doobovu transformaciju evoluirajuc´ih skupova. U
ostatku radu koristimo evoluirajuc´e skupove i martingalne tehnike u rjesˇavanju pro-
blema vezanih uz mijesˇanje Markovljevih lanaca.
Najprije se upoznajemo sa standardnom tehnikom ogranicˇavanja vremena mijesˇanja
Markovljevih lanaca koja koristi jako stacionarna vremena. Sparivanjem Markov-
ljevog lanca i pripadne Doobove transformacije evoluirajuc´ih skupova, konstruiramo
jako stacionarno vrijeme za originalni lanac.
Nadalje, koristec´i evoluirajuc´e skupove, poboljˇsavamo dosada poznate ograde na vre-
mena mijesˇanja Markovljevog lanca u terminima radijusa toka (engl. conductance)
podskupova pripadnog prostora stanja. Kljucˇan pojam tog dijela je funkcija radijusa
toka, koja je direktna generalizacija omjera uskog grla.
Na kraju, definiramo jednostavnu slucˇajnu sˇetnju na grafu, te uz pomoc´ evoluirajuc´ih
skupova dajemo ogradu na povratne vjerojatnosti slucˇajne sˇetnje u terminima mak-
simalnog stupnja pripadnog grafa.
Summary
In the beginning of this paper, we give a short introduction into theory of finite Mar-
kov chains. The key result is that every irreducible and finite Markov chain has a
unique stationary distribution, and in the case when the chain is aperiodic, the distri-
bution of the chain converges to its stationary distribution. The goal is to determine
the rate of that convergence. We define total variaton distance and mixing time of a
Markov chain, the key tools for quantifying that convergence.
Given a Markov chain, we define the evolving set process, a Markov chain whose
states are subsets of the state space of the original chain. The transition rule of that
process is a simple procedure which grows or shrinks the current state. We show the
basic properties of the evolving set process, the connection with mixing time of the
original chain, and define the Doob transform of the evolving sets. In the rest of
the paper, we present some applications of the evolving set process using martingale
techniques.
At first, we introduce a standard technique for bounding mixing time of a Markov
chain which uses strong stationary times. Then we construct one such time by co-
upling a Markov chain and the Doob transform of the evolving set process.
Next, we use the evolving set process to give sharp bounds on mixing time of Markov
chains in terms of conductance. An extension of the bottleneck ratio, the conduc-
tance function of a Markov chain, is key to this part.
In the end, we define a simple random walk on a graph, and use evolving sets to
bound the return probabilities of the random walk in terms of maximum degree of
the underlying graph.
Zˇivotopis
Roden sam 12.2.1990. u Splitu. U Zagrebu pohadam Osnovnu sˇkolu Ante Kovacˇic´a,
nakon cˇijeg zavrsˇetka upisujem matematicˇku gimnaziju Lucijana Vranjanina koju
zavrsˇavam 2009. godine. Iste godine upisujem Preddiplomski sveucˇiliˇsni studij mate-
matike na Prirodoslovno-matematicˇkom fakultetu u Zagrebu. Nakon zavrsˇenog pred-
diplomskog studija, 2012. godine na istom fakultetu upisujem diplomski sveucˇiliˇsni
studij Financijska i poslovna matematika. Za vrijeme studija, od svih grana mate-
matike, najzanimljiviji su mi bili slucˇajni procesi, te vjerojatnost opc´enito. U skladu
s time je nastao i ovaj rad.
