Abstract. Inequalities between the Dirichlet and Neumann eigenvalues of the Laplacian have received much attention in the literature, but open problems abound. Here, we study the number of Neumann eigenvalues no greater than the first Dirichlet eigenvalue. Based on a combination of analytical and numerical results, we conjecture that this number is controlled by the isoperimetric ratio of the domain. This has applications to the nodal deficiency of eigenfunctions and is closely related to a long-standing conjecture of Yau on the Hausdorff measure of nodal sets.
Introduction
Let Ω ⊂ R n be a bounded domain with sufficiently smooth boundary. Denote the Dirichlet and Neumann eigenvalues of −∆ by 0 < λ 1 < λ 2 ≤ λ 3 ≤ · · · and 0 = µ 1 < µ 2 ≤ µ 3 ≤ · · · respectively. In the one-dimensional case, the interlacing property
holds for every k. The extent to which these inequalities generalize to higher dimensions has received much attention over the years. However, most results impose rather strong assumptions (e.g. convexity) on the geometry on ∂Ω, and the optimal results for general domains remain unknown.
1.1. Survey of known results. The variational formulation of the eigenvalue problem immediately gives µ k ≤ λ k for all k. It was shown by Pólya that µ 2 < λ 1 always holds [28] . In the case of a convex planar domain with C 2 boundary, Payne [26] showed that µ k+2 < λ k for any k.
By imposing assumptions on various combinations of the principal curvatures of the boundary, Levine and Weinberger [20] showed that µ k+r < λ k for a C 2,α domain, where 1 ≤ r ≤ n depends on the geometric assumptions. In particular, µ k+n < λ k when Ω is convex. Through a limiting argument, they obtained µ k+n ≤ λ k for a general (not necessarily smooth) convex domain. They also obtained (as a special case) a result of Aviles [4] , that µ k+1 < λ k when the mean curvature is nonnegative.
More generally, it was shown by Friedlander [16] that µ k+1 ≤ λ k on any domain with C 1 boundary. This result was extended to Lipschitz domains by Arendt and Mazzeo [2] and even further by Filinov [15] to domains of finite Lebesgue measure for which the embedding H 1 (Ω) ⊂ L 2 (Ω) is compact. In fact, the latter two references obtain the strict inequality µ k+1 < λ k .
1.2.
Open problems and conjectures. The question of whether or not µ k+n ≤ λ k holds for nonconvex domains remains open. 1 More precisely, given a Dirichlet eigenvalue λ k , one can ask how many Neumann eigenvalues, µ, exist with µ ≤ λ k , and how this number depends on the geometry of Ω. We investigate this when k = 1, where little is known beyond the general results described above.
The case k = 1 is particularly important when studying nodal domains of eigenfunctions. This is because any eigenvalue λ is necessarily the first Dirichlet eigenvalue on any nodal domain of its associated eigenfunction. Several applications of this idea are described in Section 2.
Given a domain Ω, we define the number
It follows from the results surveyed above that N (Ω) ≥ 2 for any domain, and N (Ω) ≥ n + 1 when Ω is convex.
To obtain further intuition, we use the finite-element method (FEM) to approximate N (Ω) for a wide variety of planar domains. In every case, our finite-element approximations satisfy N (Ω) ≥ 3, whether or not Ω is convex. In fact, the farther Ω is from a ball, the larger N (Ω) is seen to be, bringing to mind the remark of Osserman [25] that "One has the somewhat ironic situation that the more irregular the boundary, the stronger will be the isoperimetric inequality, but the harder it is to prove."
We quantify this irregularity using the isoperimetric ratio
where |Ω| denotes the area of the domain and |∂Ω| the perimeter. Computing N (Ω) and I(Ω) numerically for a wide variety of examples, we arrive at the following conjecture.
Conjecture 1.
There exist constants c 1 , c 2 > 0 so that
for any bounded Lipschitz domain Ω ⊂ R 2 .
The computations leading to this conjecture are described in Sections 3 and 4 and summarized in Figure 1 .
While our numerical investigations focus on n = 2, we conjecture that the same result also holds in higher dimensions. For Ω ⊂ R n we define the isoperimetric ratio
where |Ω| is the Lebesgue measure of Ω, and |∂Ω| is the (n − 1)-dimensional Hausdorff measure of the boundary. There exist constants c 1 , c 2 > 0, depending only on n, so that
In Theorem 2, we verify this conjecture for n-dimensional rectangles. For the unit ball, B n ⊂ R n , we prove in Theorem 3 that N (B n ) grows faster than any polynomial function of n. The isoperimetric ratio satisfies
where ω n = π n/2 /Γ(n/2 + 1) is the volume of the unit ball in R n , and Stirling's approximation for the Gamma function implies ω n ≈ Cn −(n+1)/2 for large n. Therefore, I(B n ) ≈ Cn (n−1)/2 also has superpolynomial growth in n.
To the best of our knowledge, none of the known isoperimetric inequalities for Dirichlet and Neuman eigenvalues are of use in resolving Conjecture 2. Instead, we suggest that more detailed information be sought in the spectrum of the Dirichlet-to-Neumann map, building on the work of Friedlander [16] . As described in Sections 2.1 and 2.2, such information would also improve our understanding of Courant's nodal domain theorem and Yau's conjecture of the size of the nodal set. 
Motivation and implications
In this section, we explain our motivation for considering the quantity N (Ω) in the first place, and describe the consequences Conjecture 2 would have if true.
2.1. Relation to the nodal deficiency. Our investigation into the quantity N (Ω) was inspired by a recent result in [13] (see also [7] ) on the nodal deficiency of Laplacian eigenfunctions. Combining this with Friedlander's lemma for the Dirichlet-to-Neumann map, we obtain an upper bound on the spectral position of an eigenvalue.
To state the result in its simplest form, let φ be a Dirichlet eigenfunction of the Laplacian on Ω, corresponding to a simple eigenvalue λ, and define the regions Ω + = {φ(x) > 0} and Ω − = {φ(x) < 0}. Since λ is simple, it equals λ k for a unique k ∈ N, which we call the spectral position of λ.
Theorem 1. The spectral position of λ satisfies
where the indices on the right-hand side count eigenvalues with either Dirichlet or Neumann boundary conditions on the interior boundaries ∂Ω ± ∩ Ω and Dirichlet boundary conditions on ∂Ω.
This formula remains valid if Ω is replaced by a compact Riemannian manifold, and a modified version holds for degenerate eigenvalues; see [7] for details.
Proof. Let ν ± denote the number of connected components of Ω ± , so the total number of nodal domains is ν = ν + + ν − . On Ω ± , the first Dirichlet eigenvalue is λ, with multiplicity ν ± . Thus, for sufficiently small ǫ > 0, 0 is not an eigenvalue of the operator ∆ + (λ + ǫ) on Ω ± , so the Dirichlet-to-Neumann maps Λ ± are well defined (see [13] for details).
The nodal deficiency of φ is defined to be If Conjecture 2 is true, then Theorem 1 implies that highly deficient eigenfunctions have nodal domains with large isoperimetric ratios. For instance, if φ k is an eigenfunction with only two nodal domains, then one of them, say Ω + , must have N (Ω + ) ≥ k/2 and hence I(Ω + ) ≥ c 1 k/2, where the constant c 1 only depends on the dimension. This is particular useful when one has a subsequence of eigenfunctions (φ j k ) each having just two nodal domains; see [12, 21, 30] for classical examples of such eigenfunctions, and [19] for a recent construction.
In general, denoting the nodal domains by Ω 1 , . . . , Ω ν , we have
where N (Ω * ) denotes the mean of the numbers N (Ω 1 ), . . . , N (Ω ν ). Generalizing the two-dimensional result of Pleijel [27] , Bérard and Meyer showed in [6] that
where γ(n) < 1 is a universal constant that only depends on the dimension. From this we obtain
When n = 2 we have γ(2) = (2/j 0,1 ) 2 < 0.7, so (5) yields lim inf N (Ω * ) ≥ 1.4. This is not anything new, since Friedlander has already shown that N (Ω i ) ≥ 2 for every i, so the same is true of the mean. Thus, for (5) to be of any use, one must have γ(n) < 1/2, as this would imply lim inf N (Ω * ) > 2. It was shown in [17] that the constant γ(n) is strictly decreasing in n, with γ(n) < 1/2 for n ≥ 3. In fact, one has γ(n) ≤ C(2/e) n for some uniform constant C > 0.
2.2.
The size of the nodal set. Recall that Σ = {φ(x) = 0} denotes the nodal set of a fixed eigenfunction. A well-known conjecture of Yau suggests that
where λ is the eigenvalue corresponding to φ. This result is known to be true when n = 2 [10] , and on real analytic manifolds [14] . Recently, Logunov showed that the lower bound on |Σ| holds on a smooth manifold of any dimension [23] , and proved the upper bound |Σ| ≤ c 2 λ α for some constant α > 1/2 that depends only on n [22] .
We observe here that the upper bound in (6) follows from Conjecture 2 and an additional assumption on the nodal domains and nodal sets. Recall that Ω 1 , . . . , Ω ν denote the nodal domains of an eigenfunction. If we assume that there exist constants a and b such that ν|Ω i | ≥ a and ν|∂Ω i | ≤ b|Σ|, uniformly in λ, then it follows from Theorem 1 and Conjecture 2 that
Furthermore, Weyl's law implies λ n/2 k ≤ Ck for some uniform constant C, so we obtain λ n/2 k ≤ C|Σ| n , as desired. However, the assumed uniform bounds on the nodal domains and nodal sets are not known.
We conclude by stating an equivalent form of Yau's conjecture in terms of the nodal deficiency. It follows from the argument of Pleijel [27] that c 1 λ n/2 ≤ δ(φ) ≤ c 2 λ n/2 , from which we see that (6) is, in fact, equivalent to the existence of uniform constants c 1 , c 2 > 0 such that
for all eigenfunctions φ. From this equivalence, Logunov's upper and lower bounds on the size of the nodal set immediately imply there exist positive constants c 1 , c 2 and
We find this formulation of Yau's conjecture particularly appealing in light of the formula δ(φ) = Mor(Λ + + Λ − ) for the nodal deficiency, which was proved in [13] and used in the proof of Theorem 1 above. In particular, it suggests an alternate route to studying the conjecture through the spectra of the Dirichlet-to-Neumann maps, Λ ± .
Analytical results
In this section, we consider a few separable examples, where the calculations are relatively explicit.
3.1. Rectangles. We first consider an n-dimensional rectangle with side lengths ℓ 1 , . . . , ℓ n . In this case, we are able to verify Conjecture 2.
Theorem 2. There exist positive constants, c 1 (n) and c 2 (n), such that
for any rectangle R ⊂ R n .
Proof. The Dirichlet eigenvalues are (m 1 π/ℓ 1 ) 2 + · · · + (m n π/ℓ n ) 2 for m i ∈ N, while the Neumann eigenvalues are given by the same formula but with m i ∈ N 0 = N ∪ {0}. Therefore
This equals the number of nonnegative lattice points in the n-ellipsoid with axes a i = ℓ i ρ, where
so that N (R) = #L = |E|. Finally, let P ⊂ R n denote the first quadrant, where all coordinates are nonnegative. We claim that
where E(2a) is the ellipsoid with axes 2a i = 2ℓ i ρ.
Let x = (x 1 , . . . , x n ) ∈ E(a) ∩ P and define m = ⌊x⌋ ∈ N n 0 componentwise. Then
hence m ∈ L and x ∈ C m ∈ E. On the other hand, for m ∈ L we have
hence C m ⊂ E(2a) ∩ P . It follows that E ⊂ E(2a) ∩ P , so we have verified (9) , and conclude that the volume |E| = N (R) satisfies ω n 2 n a 1 · · · a n ≤ |E| ≤ ω n a 1 · · · a n ,
where ω n is the volume of the unit ball in R n .
We next estimate the isoperimetric ratio I(R). The rectangle has volume |R| = ℓ 1 · · · ℓ n , and the boundary has area
where ℓ 1 · · · ℓ i · · · ℓ n denotes the product with the ith term omitted. Note that
and hence
Using the inequalities
for nonnegative numbers (x i ), we obtain
Combining (10) and (11) completes the proof.
For a rectangle in R 2 we can obtain a more precise result. Assume without loss of generality that the side lengths are 1 and ℓ ≥ 1. The inequality
ℓ 2 is only satisfied by (0, 0), (1, 0), (1, 1) and (0, n) with 1 ≤ n 2 ≤ 1 + ℓ 2 , so we have
In particular, we see that N (R)/I(R) → 1/4 as ℓ → ∞. [20] that µ 3 < λ 1 < µ 4 on the disc in R 2 , and µ 4 < λ 1 < µ 5 for the ball in R 3 . Here, we investigate extensions of these inequalities to the unit ball, B n ⊂ R n , for n > 3. Since B n is strictly convex, [20, Theorem 2.1] implies µ n+1 (B n ) < λ 1 (B n ). However, we observe numerically that the inequality λ 1 (B n ) < µ n+2 (B n ) is false for n > 3, and prove that the number of Neumann eigenvalues below λ 1 (B n ) grows faster than any polynomial function of n.
The unit ball. Levine and Weinberger observed in
The eigenvalue equation ∆u + λu is separable, with radial solutions given by the so-called ultraspherical Bessel functions, r 1−n/2 J n/2+ℓ−1 ( √ λr), for ℓ ∈ N ∪ {0}; see [3, 24] . The positive Neumann eigenvalues are, thus, of the form (p
ν,k denotes the kth positive zero of [x 1−ν J ν+ℓ−1 (x)] ′ . The corresponding angular solution is a spherical harmonic of degree ℓ, so eigenvalues corresponding to ℓ = 0 are simple, those corresponding to ℓ = 1 have multiplicity n, and those corresponding to ℓ > 1 have multiplicity
(It is immediate that (p
n/2,k ) 2 has multiplicity at least (13) ; the fact that the multiplicity is no greater is a consequence of the fact that, for any m ∈ N, the functions [x 1−ν J ν+ℓ−1 (x)] ′ and [x 1−ν J ν+ℓ+m−1 (x)] ′ have no zeros in common, which was established in [17, Lemma 2.5].) Similarly, the first Dirichlet eigenvalue is given by λ 1 = j n/2−1,1 2 , where j ν,1 denotes the first positive zero of J ν . It follows from standard properties of Bessel functions (see [24] ) that j ν,k = p 
n/2,1 , and hence p
Moreover, it follows from Dixon's interlacing theorem [31, p. 480 ] that the zeros of [x 1−ν J ν+ℓ−1 (x)] ′ interlace with those of J ν+ℓ−1 (x). In particular, J n/2 must have a zero between p (1) n/2,1 and p
On the other hand, the inequality
of Lorch and Szego [24] implies that p
ν,1 for ν > 0 and ℓ ≥ 2. Therefore (p
n/2,1 ) 2 is the smallest positive Neumann eigenvalue of B n , with multiplicity n, and the only other Neumann eigenvalues potentially less than λ 1 are (p (ℓ) n/2,k ) 2 for ℓ ≥ 2. Numerically, we observe that p (2) n/2,1 < j n/2−1,1 for n ≥ 4; see Table 1 . Thus there are more than n + 1 Neumann eigenvalues below the first Dirichlet eigenvalue whenever n ≥ 4. In terms of the quantity N defined in (1), this means N (B n ) > n + 1 when n ≥ 4.
More precisely, when p (2) n/2,1 < j n/2−1,1 we obtain an additional Neumann eigenvalue below λ 1 . The angular part of the eigenfunction is a spherical harmonic of degree ℓ, so the multiplicity is
Adding this to the n + 1 Neumann eigenvalues already known to exist below λ 1 , we find that N (B n ) ≥ 1 2 n(n + 3). This argument can be generalized, using the fact that for any fixed ℓ, we have p (ℓ) n/2,1 < j n/2−1,1 once n is sufficiently large. (For ℓ = 3 we observe numerically that n = 7 suffices; see Table 1 .) As a result, we find that N (B n ) grows faster than any polynomial function in n.
Theorem 3. For any ℓ ∈ N there exists n 0 ∈ N such that N (B n ) ≥ n ℓ for all n ≥ n 0 .
Proof. From the upper bound in (14) and the lower bound j ν,1 > ν (see [31, p. 485 ]), we find that p (2) n/2,1 2 < λ 1 if 2ℓ(n/2 + ℓ) ≤ (n/2 − 1) 2 . For fixed ℓ, this will be satisfied by all sufficiently large n. For any such n, there is thus a Neumann eigenvalue below λ 1 , of multiplicity
so for large enough n, we can guarantee N (B n ) ≥ n ℓ /(2ℓ!).
Applying the above argument to ℓ + 1, we obtain N (B n ) ≥ n ℓ+1 /(2(ℓ + 1)!) when n is sufficiently large, say n ≥ n 1 . Thus, for n ≥ max{n 1 , 2(ℓ + 1)!} we have N (B n ) ≥ n ℓ .
Numerical results
In this section, we present the numerical results that motivated Conjecture 1.
Using a finite-element method (FEM), we compute N (Ω) and plot it against I(Ω) for different choices of Ω. Note that the size of Ω is irrelevant as both quantities are scale invariant.
Overview of FEM.
In general, a finite-element method approximates solutions to either a PDE or the associated eigenvalue problem by projecting the weak form of the problem onto a finitedimensional subspace [8, 9] . For a symmetric and positive-definite operator, as considered here, a standard Galerkin projection is typically chosen, with the finite-dimensional approximation space determined by low-order piecewise polynomial basis functions on an appropriate discretization of the domain, Ω. Considering the weak form of the Laplacian eigenvalue problem, finding u ∈ V ⊂ H 1 (Ω) such that
we define a space V h ⊂ V in terms of a finite-dimensional basis, and simply solve the eigenvalue problem restricted to V h in place of the continuum weak form. Once restricted to a finite-dimensional basis set, the approximate eigenvalue calculation becomes a standard matrix eigenvalue problem, for which efficient numerical methods are well-known [29] . The form above is equally valid for both the Dirichlet and Neumann eigenvalue problems (or combinations of these boundary conditions), simply by appropriately choosing V = H 1 0 (Ω) and V = H 1 (Ω), respectively. For the Dirichlet problem, the boundary condition is enforced strongly, as it is automatically satisfied by all test functions in V, whereas, for the Neumann problem, the boundary condition is enforced weakly.
In the calculations that follow, we consider only polygonal domains, Ω. As such, we directly discretize the domain by considering triangulations, T h , such that Ω = ∪ T ∈T h T , where the union is taken over planar triangles. The superscript h is given to indicate the discrete nature of the triangulation (and the associated approximation space, V h ), and may be taken to be the maximum edge length (or diameter) of any triangle in T h , for example. The approximation space, V h , is then defined as
where u T is the restriction of u to triangle T , and P k (T ) is the space of polynomials of total degree no more than k on T . The calculations below are computed using the FEniCS finite-element package [1] , with eigenvalue calculations performed using the SLEPc package [18] .
4.2.
Rectangles. Let R ℓ denote the rectangle with side lengths of 1 and ℓ ≥ 1. Our numerical results, shown in Figure 2 , are consistent with the explicit formulas for N (R ℓ ) and I(R ℓ ) given in (12) . In particular, the graph of N vs. I is asymptotic to a line of slope 1/4 as I → ∞. 
, we obtain µ 3 (P m ) < λ 1 (P m ) < µ 4 (P m ), and hence N (P m ) = 3, for all sufficiently large m. We observe numerically that it suffices to take m = 5; see Figure 4 .
4.5. Random polygons. We next consider a family of random polygons, generated by the following algorithm. 4.6. Non-simply connected domains. The domains considered above were all simply connected. In this section, we consider two families of domains with holes. In both cases, we observe behaviour consistent with Conjecture 1, providing evidence that the conjectured bounds on N (Ω) hold uniformly for Ω ⊂ R 2 , independent of its topology.
The first is the so-called "square annulus," consisting of a unit square with a smaller concentric square removed from its interior. The results are shown in Figure 8 , where the interior side length ranges from 0.1 to 0.9.
The next example is the family of "waffle" domains. The mth waffle domain, W m , consists of a square of side length 2m + 1 with m 2 evenly spaced unit squares removed from its interior; see Figure 3 for an illustration of a waffle and Figure 8 for the numerical results with 1 ≤ m ≤ 8. 
Conclusion
In this paper, we numerically approximated the quantity N (Ω) for many planar domains, with varying geometry and topology. In all cases, we observed that N (Ω) is controlled by the isoperimetric ratio, I(Ω). Based on these observations, we hypothesized that this relationship always holds (Conjecture 1). We also suggested that this holds in higher dimensions (Conjecture 2). We also discussed some implications these conjectures would have if they are indeed true. In particular, our conjectures, combined with results from [13] , yield a direction connection between the spectral position of an eigenfunction and the isoperimetric ratio of its nodal sets.
We suggest that these conjecture be approached using the Dirichlet-to-Neumann map formalism in [13, 16] . This approach seems promising in light of results giving isoperimetric control on Steklov eigenvalues; see, for instance, [11] .
In terms of the finite-element experiments presented in this paper, a natural generalization would be the numerical study of domains in higher dimensions, where the geometry and topology can be much more complicated than in the planar case studied here.
