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$X$ (p.d.f.) $f(x, \theta)(\theta\in\ominus)$ .
, $\Theta_{0},$ $\Theta_{1}\subset \mathrm{R}^{1},$ $\ominus_{0}\cap\Theta_{1}=\emptyset$ , $\mathrm{H}:\theta\in\ominus_{0}$ , $\mathrm{K}:\theta\in\ominus_{1}$
, \ominus $\chi \mathrm{e}_{0}(\theta)$ . ,
$L_{k}(\theta, d):=|\chi \mathrm{e}_{0}(\theta)-d|^{k}$ , $k=1,2$ (2.1)




. Hwang et . $al$ [HCRWF92] , , ,
$k=2$ Neyman-Pearson , $\mathrm{p}$ , Bayes ,





, $\mathrm{H}:\theta\leq\theta_{0}$ , $\mathrm{K}:\theta>\theta_{0}$ ,
$L^{(\gamma)}(\theta, d):=|\theta-\theta_{0}|^{\gamma}\{\chi_{\ominus 0}(\theta)-d\}^{2}$ $(\gamma>0)$
. , $\Theta_{0}=(-\infty, \theta_{0}]$ . , (2.1) ,
$\theta=\theta_{0}$ . , $\varphi$
$R^{(\gamma)}(\theta, \varphi):=E_{\theta}[L^{(\gamma)}(\theta, \varphi)]=|\theta-\theta_{0}|^{\gamma}E_{\theta}[\{\chi_{\ominus_{0}}(\theta)-\varphi(X)\}^{2}]$
, , $\gamma=2$ Bayes , Neyman-Pearson
, $\mathrm{p}$ , $\mathrm{A}$ $\mathrm{a}$ , . , Bayes
.
, $\theta(>0)$ , $\mathrm{H}:\theta\leq\theta_{0}$ , $\mathrm{K}:\theta>\theta_{0}$ }
, $\Theta_{0}=(0, \theta_{0}]$
$\tilde{L}^{(\gamma)}(\theta, d):=(\theta/\theta_{0})^{\gamma}\{\chi_{\ominus 0}(\theta)-d\}^{2}$ $(\gamma\geq 0)$
. , $\varphi$




, $L_{2}$ $\varphi$ $R_{2}(\theta, \varphi)$ ,





, $\varphi_{0}(x)=1/2a.e$ . $\varphi_{0}$ ( ( , ( [
$\sup_{\theta}R_{2}(\theta, \varphi_{0})=1/4$
(3.1)









[ . , $\varphi_{0}(ae)=1/2a.e$ .
$\inf_{\varphi}\sup_{\theta}R_{2}(\theta, \varphi)=\sup_{\theta}R_{2}(\theta, \varphi_{0})=\frac{1}{4}$
, $\varphi_{0}$ . , (3.2) , $\varphi(x)\neq 1/2a.e$ . [
$\sup_{\theta}R_{2}(\theta, \varphi)>1/4$
.
, $X$ $T(X)$ $\mathrm{H}:\theta\in\ominus_{0}$
(c.d.f.)
$F_{T(X)}^{\mathrm{H}}(t):=P_{\mathrm{H}}\{T(X)\leq t\}$ , $t\in \mathrm{R}^{1}$
, $\mathrm{p}$
$r(t):=P_{\mathrm{H}}\{T(X)>t\}$ , $t\in \mathrm{R}^{1}$
. , $\mathrm{H}$ , $U:=F_{T(X)}^{\mathrm{H}}(T)$ $U(0,1)$ $\mathrm{A}$ $\mathrm{a},$ $r(T)=1-U$
, $r$ $L_{2}$ , $\theta\in\ominus_{0}$ , $\mathrm{H}$
$R_{2}( \theta, r)=E_{\theta}[\{\chi \mathrm{e}_{0}(\theta)-r(T)\}^{2}]=E_{\theta}[\{1-r(T)\}^{2}]=\int_{0}^{1}u^{2}du=\frac{1}{3}$ (3.3)
, $\theta\in\ominus_{1}$ , $\mathrm{K}$
$R_{2}(\theta,r)=E_{\theta}[\{\chi \mathrm{e}_{0}(\theta)-r(T)\}^{2}]=E_{\theta}[\{r(T)\}^{2}]$ (3.4)
. , $\mathrm{K}$
$G_{\mathrm{K}}(a):=P_{\mathrm{K}}\{r(T)\leq a\}=P_{\mathrm{K}}\{1-F_{T(X)}^{\mathrm{H}}(T)\leq a\}$ , $a\in \mathrm{R}^{1}$
, (3.4)
$R_{2}( \theta, r)=E_{\theta}[\{r(T)\}^{2}]=\int_{-\infty}^{\infty}a^{2}dG_{\mathrm{K}}(a)$, $\theta\in\ominus_{1}$
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. , $\mathrm{H}:\theta=1$ , $\mathrm{K}:\theta>1$
. , $\mathrm{p}$ $r(t)=P_{1}\{T>t\}=e^{-t}(t>0)$ , (3.4) , $\theta>1$ $\mathrm{A}$ ‘
$R_{2}( \theta, r)=E_{\theta}[\{r(T)\}^{2}]=\frac{1}{\theta}\int_{0}^{\infty}e^{-(2+\frac{1}{\theta})t}dt=\frac{1}{2\theta+1}$ (3.5)




. , (3.1) 1/4 .
32( ). $T$ p.d.f.
$f_{T}(t; \theta)=\frac{1}{2}e^{-|t-\theta|}$ $(-\infty<t<\infty)$
. , $\mathrm{H}:\theta=0$ , $\mathrm{K}:\theta\neq 0$
. , $\mathrm{p}$
$r(t)=P_{0} \{|T|>|t|\}=\int_{|t|}^{\infty}e^{-x}dx=e^{-|t|}$
, (3.4) , $\theta\neq 0$
$R_{2}( \theta, r)=E_{\theta}[\{r(T)\}^{2}]=E_{\theta}[e^{-2|T|}]=\frac{1}{2}\int_{-\infty}^{\infty}$ -2|t|-|t-\mbox{\boldmath $\theta$}|dt $= \frac{1}{3}(2e^{-|\theta|}-e^{-2|\theta|})$ (3.6)




. , (3.1) { [ 1/4 .
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4. $L^{(\gamma)}$
, $\theta$ . $X$ (Lebesgue )p. $\mathrm{d}.\mathrm{f}$.
$f(x$ , $\theta$ (Lebesgue ) $\pi$ . , $\mathrm{H}$ :





















4.1 ( ). $X_{1},$ $\cdots,$ $X_{n}$ $N(\theta, 1)$ , $\theta$
$\pi_{\sigma}$
$N(0, \sigma^{2})$ p.d.f. . , $\overline{X}=(1/n)\sum_{i=1}^{n}X_{i}$ $N(\theta, 1/n)$
, $\overline{X}=\overline{x}$ $\theta$
$N( \frac{n\sigma^{2}\overline{x}}{n\sigma^{2}+1},$ $\frac{\sigma^{2}}{n\sigma^{2}+1})$
. , $\gamma=2$ , (4.2) Bayes
$\varphi_{\pi_{\sigma}}^{*}(\overline{x})=\frac{\int_{-\infty}^{0}\theta^{2}p(\theta|\overline{x})d\theta}{\int_{-\infty}^{\infty}\theta^{2}p(\theta|\overline{x})d\theta}=1-\frac{\int_{0}^{\infty}\theta^{2}p(\theta|\overline{x})d\theta}{\int_{-\infty}^{\infty}\theta^{2}p(\theta|\overline{x})d\theta}$
.




$\}$ . , $\phi,$ $\Phi$ [ $N(0,1)$ p.d.f., c.d.f. . , (4.2)\sim (4.4)
$\varphi_{\pi_{\sigma}}^{*}(\overline{x})=1-\Phi(\frac{n\sigma\overline{x}}{\sqrt{n\sigma^{2}+1}})-\frac{n\sigma\overline{x}\sqrt{n\sigma^{2}+1}}{n^{2}\sigma^{2}\overline{x}^{2}+(n\sigma^{2}+1)}\emptyset(\frac{n\sigma\overline{x}}{\sqrt{n\sigma^{2}+1}})$
.
, $\mathrm{p}$ , N-P , Bayes $\varphi_{\pi_{\sigma}}^{*}$
, . , $\mathrm{p}$ , N-P ,
$p(\overline{x})=P_{0}\{\sqrt{n}\overline{X}\geq\sqrt{n}\overline{x}\}--\Phi(-\sqrt{n}\overline{x})$ ,
$\varphi \mathrm{N}\mathrm{P}(\overline{x})=\chi(-\infty,u_{\alpha}](\sqrt{n}\overline{x})=\{$
1 $(\sqrt{n}\overline{x}\leq u_{\alpha})$ ,
0( )
\‘if l). , $0<\alpha<1$ N-P , $u$ jE
$N(0,1)$ 100\mbox{\boldmath $\alpha$}% $\text{ }$ . N-P (UMP) . ,
$1)_{\mathrm{N}- \mathrm{P}}$
$\varphi \mathrm{N}\mathrm{P}$
$\{x|\sqrt{n}\overline{x}\leq u_{\alpha}\}$ , , $\{x|\sqrt{n}\overline{x}<$
$u_{\alpha}\}^{c}=\{x|\sqrt{n}\overline{x}\geq u_{\alpha}\}$ . , $\mathrm{H}$ ,
$\ovalbox{\tt\small REJECT}$ . , , $\mathrm{H}$ $\ominus_{0}$ $\chi-_{0}(\theta)$
, $\mathrm{H}$ 1 $(=\chi\ominus_{\mathrm{o}}(\theta))$ , $\mathrm{K}$ 0 $(=\chi-\mathrm{o}(\theta))$ $\mathrm{A}$
$\mathrm{a}$
. , 0, 1 , $\mathrm{H}$ , $\theta\leq 0$
( $E_{\theta}[\varphi_{\mathrm{N}\mathrm{P}}(\overline{x})]=P_{\theta}\{\sqrt{n}\overline{x}\leq u_{\alpha}\}=P_{\theta}\{\sqrt{n}(\overline{x}-\theta)\leq u_{\alpha}-\sqrt{n}\theta\}=\Phi[u_{\alpha}-\sqrt{n}\theta]\geq\Phi[u_{\alpha}]=1-\alpha$
, $\alpha$ 0.1 005 $’$ $\mathrm{a}$ , 1 . , $\mathrm{K}$




Bayes , $\mathrm{p}$ , N-P . , Bayes
$\theta<0$
$R^{(2)}(\theta,\varphi_{\pi_{\sigma}}^{*})$
$= \theta^{2}\int_{-\infty}^{\infty}\{\Phi(\frac{n\sigma x}{\sqrt{n\sigma^{2}+1}})+\frac{n\sigma x\sqrt{n\sigma^{2}+1}}{n^{2}\sigma^{2}x+(n\sigma^{2}+1)}\phi(\frac{n\sigma x}{\sqrt{n\sigma+1}})\}^{2}\sqrt{n}\phi(\sqrt{n}(x-\theta))dx$
$=\theta^{2}E_{Z}[\{$
$\Phi(\frac{\sqrt{n}\sigma(Z+\sqrt{n}\theta)}{\sqrt{n\sigma^{2}+1}})+\frac{\sqrt{n}\sigma(Z+\sqrt{n}\theta)\sqrt{n\sigma^{2}+1}}{\{\sqrt{n}\sigma(Z+\sqrt{n}\theta)\}^{2}+(n\sigma^{2}+1)}\phi(\frac{\sqrt{n}\sigma(Z+\sqrt{n}\theta)}{\sqrt{n\sigma^{2}+1}})\}^{2}]$ (4.5)









. (4.7) , Bayes $\theta=0$
.






. , $\theta\in \mathrm{R}^{1}$
$R^{(2)}(\theta, \varphi_{\mathrm{N}\mathrm{P}})=\theta^{2}\Phi(sgn(\theta)(u_{\alpha}-\sqrt{n}\theta))$ (4.8)
. , $sgn(\theta)$ [ $\theta$ .






. , $\theta\in \mathrm{R}^{1}$
$R^{(2)}(\theta, \varphi_{\mathrm{N}\mathrm{P}})=\theta^{2}E_{Z}[\Phi(Z-\sqrt{n}|\theta|)^{2}]$ (4.9)
. , (4.9) , Bayes , $\mathrm{p}$
$\theta=0$
.
, (4.7), (4.8), (4.9) , Bayes , $\mathrm{p}$ , N-P
( 1, 2).
1Bayes , $\mathrm{p}$ , N-P $(n=1)$
1 , $\mathrm{H}$ $\ominus_{0}=\{\theta|\theta\leq 0\}$
$\text{ }$ , K&
$\Theta_{1}=\{\theta|\theta>0\}$ N-P ,
$\alpha$ $(\alpha=0.01,0.05,0.1)$ , .
Bayes $\mathrm{p}$ . N-P [ $\Theta_{0}$
, $\Theta_{1}$ [
. , N-P 0 1 , $\mathrm{A}\mathrm{a}$ ,
$\mathrm{H}$
( 1) ).
, Neyman-Pearson { , UMP ,
UMPU( )
$\grave{\grave{1}}$ , $\mathrm{A}\mathrm{a}$ , $\mathrm{A}\mathrm{a}$
$\chi\ominus_{0}(\theta)$ , N-P $\mathrm{H}$ [
$\grave{\grave{1}}$
. , $\mathrm{p}$ Bayes , $\Theta_{1}$ [
N-P .
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2Bayes , $\mathrm{p}$ $(n=1)$ . $\mathrm{p}$ $R^{(2)}(\theta,p)$ ,
Bayes $R^{(2)}(\theta, \varphi_{\pi_{\sigma}}^{*})$ . , ( )
$\sigma^{2}=0.3^{2},0.5^{2},1^{2},2^{2}$ .
, 2 , $\sigma^{2}$ , 2 $\sigma^{2}=0.3^{2},0.5^{2}$
, Bayes $\sup_{\theta}R^{(2)}(\theta, \varphi_{\pi_{\sigma}}^{*})$
$\mathrm{p}$ $\sup_{\theta}R^{(2)}(\theta,p)$
, Bayes 3 . ,
$R(\theta, \varphi)$ , Bayes $r_{\pi}(\varphi)$ Bayes
, Bayes . ,
Bayes $\varphi_{\pi_{\sigma}}^{*}$ , , ,
$\inf_{\sigma}\sup_{\theta}R^{(2)}(\theta, \varphi_{\pi_{\sigma}}^{*})=\sup_{\theta}R^{(2)}(\theta, \varphi_{\pi_{\sigma_{0}}}^{*})$
$\sigma_{0}^{2}$ , . , Bayes
$R^{(2)}(\theta, \varphi_{\pi_{\sigma}}^{*})$ $\theta=0$ , $\sup$
$\theta\geq 0$ . , Bayes (4.7)
, $\sigma_{0}$
. 2 , $\sigma$ Bayes
. , $\sigma^{2}$ ,
, $\sigma^{2}arrow 0$ , $\theta$ $\theta=0$ , $\sigma^{2}$
, $\theta=0$ . $\sigma^{2}$
, .
$\sigma_{0}$ , $\sigma$ ,
$\sigma$ ,
, $\sigma$ , ,
4 $\sigma$ .
186
3Bayes $R^{(2)}(\theta, \varphi_{\pi_{\sigma}}^{*})$ $\sigma_{0}.=$. $1.186$
$(n=1, \sigma=1.1850(0.0002)$ $1.1870)$ .
4Bayes $R^{(2)}(\theta, \varphi_{\pi_{\sigma}}^{*})$ $\sigma_{0}.=$. $0.530$
$(n=5, \sigma=0.5295(0.0001)$ $0.5305)$ .
5Bayes $R^{(2)}(\theta, \varphi_{\pi_{\sigma}}^{*})$ $\sigma_{0}.=$. $0.375$
$(n=10, \sigma=0.3745 (0.0001) 0.3755)$ .
187
6Bayes $R^{(2)}(\theta, \varphi_{\pi_{\sigma}}^{*})$ $\sigma_{0}.=$. 0.265
$(n=20, \sigma=0.2645 (0.0001) 0.2655)$ .
, $n=1,5,10,20$
$\hslash\not\in\sigma_{0}$ \sigma Bayes $\varphi_{\pi_{\sigma_{0}}}^{*}$ $\sup_{\theta}R^{(2)}(\theta, \varphi_{\pi_{\sigma_{0}}}^{*})$
$n=1$ , $\sigma_{0}.=$. 1.186, $R(1.228,$ $\varphi_{\pi_{\sigma_{0}}}^{*}).=$. 0.11988,
$n=5$ , $\sigma_{0}.=$. $0.530$ , $R(0.549,$ $\varphi_{\pi_{\sigma_{0}}}^{*}).=$. $0.02398$ ,
$n=10$ , $\sigma_{0}.=$. $0.357$ , $R(0.388,$ $\varphi_{\pi_{\sigma_{0}}}^{*}).=$. $0.01199$ ,
$n=20$ , $\sigma 0^{\cdot}=$. $0.265$ , $R(0.275,$ $\varphi_{\pi_{\sigma_{0}}}^{*}).=$. 0.00599
. , , $n$ , $\sigma^{2}$
.
, $\theta$ . $X$ (Lebesgue )p. $\mathrm{d}.\mathrm{f}$.
$(1/\theta)f(x/\theta)(\theta>0)$ , $\theta$ (Lebesgue ) $\pi$ . ,
$\mathrm{H}:\theta\leq\theta_{0}$ , $\mathrm{K}:\theta>\theta_{0}$ , $\ominus_{\mathrm{o}}=(0, \theta_{0}]$ ,
$\tilde{L}^{(\gamma)}(\theta, d):=(\frac{\theta}{\theta_{0}})^{\gamma}\{\chi_{\Theta_{0}}(\theta)-d\}^{2}$ $(\gamma>0)$
. , , $\theta=\theta_{0}$




. , $\theta_{0}=1$ . , Bayes ,
$\varphi_{\pi}^{*}(x)=\frac{\int_{0}^{1}\theta^{\gamma}\frac{1}{\theta}f(\frac{x}{\theta})\pi(\theta)d\theta}{\int_{1}^{\infty}\theta^{\gamma}\frac{1}{\theta}f(\frac{x}{\theta})\pi(\theta)d\theta}$




42( ). $X_{1},$ $\cdots,$ $X_{n}$ $N(0, \sigma^{2})$ ,
$\tau:=1/(2\sigma^{2})$ \pi $G(a, b)(a>1, b=2a-2)$











2) 2 Bayes [ ,
$\sigma^{2}=1$ $\tau=1/(2\cdot 1)=1/2$ , 2 \nearrow
. , $G(a, b)(a, b>0)$ p.d.f. $f(x|a, b)$ ,
$\frac{df(x|a,b)}{dx}=-\frac{b^{a}}{\Gamma(a)}\{bx-(a-1)\}x^{a-2}e^{-bx}$
, $a>1$ $b=2(a-1)$ , $x=1/2$ [ .
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. , $F(\cdot ; (n+2a-\alpha)/2,1/2),$ $Q(\cdot ; (n+2a-\alpha)/2,1/2)$
$G((n+2a-\alpha)/2,1/2)$ (c.d.f.), . , $n+2a-\alpha$
[ $a,$ $\alpha$ , $G((n+2a-\alpha)/2,1/2)\}$ $n+2a-\alpha$
2 $\chi_{n+2a-\alpha}^{2}$ , (4.11)
\mbox{\boldmath $\varphi$}\pi * $(y)=1-F_{n+2a-\alpha}(b+y)=Q_{n+2a-\alpha}(b+y)$ (4.12)
. , $F_{n+2a-\alpha},$ $Q_{n+2a}$- \chi :+2a- c.d.f.,
.
, $\mathrm{H}:\sigma\leq\sigma_{0},$ $\mathrm{K}:\sigma>\sigma_{0}$ , $\gamma=0$ , 2
$\tilde{L}^{(0)}$
$\mathrm{p}$ , N-P , Bayes
\mbox{\boldmath $\varphi$}\pi * , . $\mathrm{p}$ , N-P ,
$p(y)=P_{1}\{\mathrm{Y}\geq y\}=P_{1}\{\mathrm{Y}/1^{2}\geq y/1^{2}\}=1-F_{n}(y)=Q_{n}(y)$ ,
$\varphi_{\mathrm{N}\mathrm{P}}$ (y)=\chi (-\infty ,\chi 9, ](y) $=\{$
1 $(y\leq\chi_{n,\alpha}^{2})$ ,
0( )
. , $F_{n},$ $Q_{n}$ $\chi_{n}^{2}$ c.d.f., , $0<\alpha<1$
N-P (UMP) , $\chi_{n,\alpha}^{2}$ $\chi_{n}^{2}$ 100\mbox{\boldmath $\alpha$}%
. , Bayes , $\mathrm{p}$ , N-P . , Bayes
\mbox{\boldmath $\varphi$}\pi * $\sigma\leq 1$
$\tilde{R}^{(0)}(\sigma, \varphi_{\pi_{a}}^{*})=E_{Z_{n}}[\{F(b+\sigma^{2}Z_{n};(n+2a)/2,1/2)\}^{2}]$ (4.13)
. , $Z_{n}$ $\chi_{n}^{2}$ . , $\sigma>1$
$\tilde{R}^{(0)}(\sigma, \varphi_{\pi_{a}}^{*})=E_{Z_{n}}[\{Q(b+\sigma^{2}Z_{n};(n+2a)/2,1/2)\}^{2}]$ (4.14)
.
, N-P , $\sigma\leq 1$
$\tilde{R}^{(0)}(\sigma, \varphi_{\mathrm{N}\mathrm{P}})=E_{\sigma}[\{1-\chi(0,\chi_{n.\alpha}^{2}](\mathrm{Y})\}^{2}]=E_{\sigma}[\{\chi(x_{n.\alpha}^{2},\infty)(\mathrm{Y})\}^{2}]$
190
$\ovalbox{\tt\small REJECT} E_{\sigma}$ [\chi ’\sim ) $(Y)]\ovalbox{\tt\small REJECT} P_{7}\{Y>\ovalbox{\tt\small REJECT}_{\alpha},\}$




, $\mathrm{p}$ $\sigma\leq 1$
$\tilde{R}^{(0)}(\sigma,p)=E_{Z_{n}}[\{F_{n}(\sigma^{2}Z_{n})\}^{2}]$ (4.17)




, (4.13)\sim (4.18) , Bayes , $\mathrm{p}$ , N-P
. , N-P $\mathrm{p}$ G .
8 $\mathrm{p}$ (@, N-P $(n=5)$ . $\mathrm{p}$ $\tilde{R}^{(0)}(\sigma,p)$ ,
$\grave{\grave{1}}$ N-P
$\tilde{R}^{(0\rangle}(\sigma, \varphi_{\mathrm{N}\mathrm{P}})$ , $\alpha$ $\alpha=0.01,0.05,0.1$
( 10, 12, 14 ).
8 , , , N-P
$\mathrm{H}$
$\Theta_{0}=\{\sigma|0<\sigma\leq 1\}$ , $\mathrm{K}$ $\Theta_{1}=\{\sigma|\sigma>1\}$
. , 025 $\mathrm{A}\mathrm{a}$ $\mathrm{A}\mathrm{a}$
$\grave{\grave{\backslash }}$ , [ ,
2 $\varphi_{0}(=1/2a.e.)$
025 . , Bayes , $\mathrm{p}$ [ .
191
9Bayes \not\in , $\mathrm{p}$ $(n=5)$ . $\mathrm{p}$ $\tilde{R}^{(0)}(\sigma,p)$ , N-P
$\tilde{R}^{(0)}(\sigma, \varphi_{\mathrm{N}\mathrm{P}})$ , $a$ $a=2,3,4,5$
( , 13, 15 ).
, Bayes $\mathrm{p}$ ,
.
, $\gamma=2$ 2 $\tilde{L}^{(2)}$
. N-P $\mathrm{p}$ , 2 $\tilde{L}^{(0)}$
(4.15)\sim (4.18) $\sigma^{2}$ . Bayes , $\gamma=2$ ,
(4.11)
$\varphi_{\pi_{a}}^{*}(y)=1-F(b+y;(n+2a-2)/2,1/2)=Q(b+y;(n+2a-2)/2,1/2)$ (4.19)
. , , (4.13), (4.14) , $\sigma\leq 1$
$\tilde{R}^{(2)}(\sigma, \varphi_{\pi_{a}}^{*})=\sigma^{2}E_{Z_{n}}[\{F(b+\sigma^{2}Z_{n};(n+2a-2)/2,1/2)\}^{2}]$ (4.20)
. , $Z_{n}$ $\chi_{n}^{2}$ . , $\sigma>1$
$\tilde{R}^{(2)}(\sigma, \varphi_{\pi_{l}}^{*})=\sigma^{2}E_{Z_{n}}[\{Q(b+\sigma^{2}Z_{n};(n+2a-2)/2,1/2)\}^{2}]$ (4.21)
. , Bayes , $\mathrm{p}$ , N-P ( 10\sim 15).
, N-P $\mathrm{p}$ .
192
10 $\mathrm{p}$ , N-P $(n=5)$
10 , , , N-P [
$\mathrm{H}$ [
$\Theta_{0}=\{\sigma|0<\sigma\leq 1\}$
$\text{ }$ , $\mathrm{K}$ $\Theta_{1}=\{\sigma|\sigma>1\}$
. , Bayes , $\mathrm{p}$ { .
11 Bayes , $\mathrm{p}$ $(n=5)$
$n$ .
193
14 $\mathrm{p}$ , N-P $(n=20)$
194
15 Bayes , $\mathrm{p}$ $(n=20)$
$n$ 3 ,
Bayes . , , Bayes
,
. , ,
2 ( ) .
5.
, , 2 , Bayes
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