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WHEN ARE DUAL CAYLEY AUTOMATON SEMIGROUPS
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Abstract. In this note we prove that, for a finite semigroup S, the dual
Cayley automaton semigroup C∗(S) is finite if and only if S is H-trivial and
has no non-trivial right zero subsemigroups.
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1. Introduction & Main Theorem
In a recent paper [6], Silva & Steinberg for any finite semigroup S define the
Cayley automaton C(S) associated with S: its state set is S; the alphabet, on
which the states act, is S; and when C(S) is in state s and reads symbol x, it moves
to the state sx and outputs the symbol sx. In other words, this is the automaton
obtained from the Cayley graph of S, specifying the output symbol on the arc,
going from s and labeled by x, to be sx.
As to every automaton, to the automaton C(S) we can associate its automaton
semigroup C(S), i.e. the transformation semigroup on infinite sequences S∞, gen-
erated by states s ∈ S viewed as the correspondent transformations of S∞. In [6]
Silva & Steinberg prove the following
Theorem 1.1. Let G be a finite non-trivial group. Then C(G) is a free semigroup
of rank |G|.
The author and Alan Cain after reading [6] decided to study semigroups C(S)
in more details. In [1] we characterized when C(S) is free, commutative, trivial, a
left or a right zero semigroup. But the most interesting result we obtain in [1] is:
Theorem 1.2. Let S be a finite semigroup. Then C(S) is finite if and only if S
is H-trivial.
The sufficiency of Theorem 1.2 was proved in a recent work [4]. While the
author and Alan Cain where preparing [1], we did not know about the work [4].
The sufficiency of Theorem 1.2 is the harder bit of this result. We provided in [1]
two different proofs of sufficiency of Theorem 1.2: using the method of actions on
sequences and using the method of wreath recursions. These two approaches and
the method from [4] are all different in their realizations but bear the same spirit:
the aim was to find an ultimate constant N such that any product of states from
C(S) of length N can be reduced to a shorter word.
Now, if in the Cayley graph of a finite semigroup S, instead of the output symbol
sx we put the symbol xs, we arrive at the dual Cayley automaton C∗(S): the state
and alphabet sets being S and when C∗(S) is in state s and reads symbol x, it
moves to the state sx and outputs the symbol xs.
Denote by C∗(S) the automaton semigroup generated by the automaton C∗(S).
The main result of the note is
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Theorem 1.3. Let S be a finite semigroup. Then C∗(S) is finite if and only if S
is H-trivial and does not contain non-trivial right zero subsemigroups.
We prove Theorem 1.3 in Section 3. The way we do it differs from the way of
proving Theorem 1.2: there will be no need to deal with ‘long’ words and trying
to reduce their lengths. The author hopes to exhibit the power of the method of
wreath recursions.
Before we start the proof, in the next section we give all the auxiliary notation
and lemmas we will need.
2. Auxiliary Lemmas
In order to distinguish the states and symbols in C∗(S), we will write s to denote
the state correspondent to s ∈ S. If S = {s1, . . . , sn}, it is convenient to realize s
via the wreath recursion (see [5]):
s = ρs(ss1, . . . , ssn),
where ρs : S → S, given by x 7→ xs, corresponds to the action of s on the symbols
S, and ssi is the state where s moves after reading the symbol si.
If x ∈ S and α ∈ C∗(S) then by q(α, x) we will denote the state, to which α
moves after reading x ∈ S. The transition function of α on S we will denote by
τ(α). So, τ(α) : S → S and for all x ∈ S, xτ(α) is the symbol which outputs C∗(S),
reading x in the state α. By definition, for all a1, . . . , ak, x ∈ S, we have
(2.1) q(a1 · · · ak, x) = a1x · a2xa1 · · ·akxa1 · · ·ak−1.
Also the corresponding transition function τ(a1 · · · ak) is ρa1 · · · ρak = ρa1···ak .
Lemma 2.1. Let S be a finite semigroup. Then for all s, t ∈ S, s = t in C∗(S) if
and only if ρs = ρt.
Proof. Let s, t ∈ S. Then s = t if and only if ρs = ρt and sx = tx for all x ∈ S.
Recursing the latter, we obtain that s = t if and only if ρs = ρt and ρsx = ρtx for
all x ∈ S. It remains to notice that if ρs = ρt, then ρsx = ρtx for all x ∈ S. 
In the following three lemmas we collect some information about C∗(S) for
specific types of S.
Lemma 2.2. Let G be a non-trivial finite group. Then C∗(G) is infinite.
Proof. Take any non-identity element a ∈ G. Then H = 〈a〉 is a non-trivial com-
mutative group. Obviously the restrictions of the action of the state h, h ∈ H , to
H∞, is the same as the action of h in C∗(H). Notice that C(H) = C∗(H) and so,
by Theorem 1.1, H is a free system. Thus C∗(G) is infinite. 
Lemma 2.3. Let L be a finite left zero semigroup and S be a finite semigroup.
Then C∗(S × L) = C∗(S).
Proof. Let s ∈ S and r, t ∈ L. Then it follows from Lemma 2.1 that (s, r) = (s, t)
in C∗(S × L). Hence C∗(S × L) coincides with T = {(s, r0) : s ∈ S} for any fixed
r0 ∈ L. It is now easy to check that (s, r0) 7→ s gives rise to an isomorphism from
T onto C∗(S). 
Lemma 2.4. Let R be a finite right zero semigroup with |R| > 1. Then C∗(R) is
a free semigroup of rank |R|.
Proof. Let R = {q1, . . . , qn} with n > 1. A direct calculation shows that C
∗(R) is
the automaton A of the type:
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· · ·
We will prove now that the automaton semigroup generated by the automaton
A is free of rank n. If A has just read a symbol i, then it has just entered state qi
and its next output symbol will be i. Thus the action of qi is to send a sequence α
to iα: the sequence α is shifted right by one symbol and the symbol i is inserted
at the start. So if w = qi1 · · · qim with ij ∈ {1, . . . , n}, then
1∞ · w = imim−1 · · · i2i11
∞ and 2∞ · w = imim−1 · · · i2i12
∞.
The common prefix of 1∞ ·w and 2∞ ·w thus determines w and so the automaton
semigroup generated by A is free with the basis R. 
The following lemma is standard to prove, we include it for completeness.
Lemma 2.5. Let S be a finite semigroup and let a, b ∈ S. If all a, b and ab belong
to the same D-class of S, then ab ∈ Ra ∩ Lb.
Proof. By [2, Theorem 2.4] we have that LaRb is contained in the same D-class of
S. Take any element c ∈ Ra ∩ Lb. Then c
2Dc. Let µ : S → TX be any faithful
representation of S into TX , the transformation semigroup on X , for some finite X .
Obviously Hc is a group H-class in S if and only if Hµ(c) is a group H-class in TX .
We have that µ(c) and µ(c)2 = µ(c2) are D-equivalent in TX . This happen only if
µ(c)Hµ(c)2 in TX . So that Hµ(c) is a group and so Hc is a group in S. Therefore
cHc2 and so La∩Rb has an idempotent. By Clifford-Miller Theorem it now follows
that ab ∈ Ra ∩ Lb. 
3. Proof of Theorem 1.3
Proof of Theorem 1.3. First notice that the condition that S does not contain non-
trivial right zero subsemigroups is equivalent to the condition that there are no two
distinct idempotents e, f ∈ S such that eRf .
(⇒). Suppose that C∗(S) is finite.
S is H-trivial.
Take anyH-classH in S. With the seek of a contradiction, suppose that |H | > 1.
Let T = {t ∈ S : Ht ⊆ H}. Then for every t ∈ T , by [2, Lemma 2.21], the mapping
γt : h 7→ ht, h ∈ H , is a bijection of H onto itself. The set of all these bijections
forms the so-called Schu¨tzenberger group Γ(H) of H . By [2, Theorem 2.22] we have
|Γ(H)| = |H |. Take arbitrary t1, . . . , tk ∈ T . Then, by (2.1), for all x ∈ H we have:
q(t1 · · · tk, x) = t1x · t2xt1 · · · tkxt1 · · · tk−1.
We also have τ(t1 · · · tk) = τ(t1 · · · tk).
Take now γt1 , . . . , γtk , γx ∈ C
∗(Γ(H)). Then
q(γt1 · · · γtk , γx) = γt1γx · γt2γxγt1 · · · γtkγxγt1 · · · γtk−1
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and τ(γt1 · · · γtk) = τ(γt1 · · · γtk). Notice also that γxγy = γxy for x, y ∈ T .
Take t ∈ T and consider the restriction of t to H∞. From the very definition
of Γ(H), it follows that the mapping t ↾H∞ 7→ γt gives rise to a well-defined homo-
morphism from 〈t ↾H∞ : t ∈ T 〉 onto C
∗(Γ(H)). By Lemma 2.2, it means that 〈T 〉
is infinite. Thus C∗(S) is infinite, a contradiction.
There are no distinct idempotents e, f ∈ S such that eRf .
Suppose the converse: that there exist two idempotents e 6= f with eRf . Then
{e, f} is a 2-element right zero semigroup. Restricting the action of e and f to
{e, f}∞ yields the automaton C∗({e, f}). By Lemma 2.4, it follows now that 〈e, f〉
is a free semigroup of rank 2, a contradiction.
(⇐). We will prove by induction on |S| that if S is H-trivial and every its R-
class contains at most one idempotent, then C∗(S) is finite. The base case |S| = 1
is obvious. Assume that we have proved this for all such semigroups of size ≤ n.
Take now any semigroup S with the assumption of sufficiency of the theorem such
that |S| = n+ 1.
Let M be the set of all maximal D-classes in S, and let I be the complement
of all these D-classes in S. Suppose first that I = ∅. Then S consists of a single
D-class and so S is a Rees matrix semigroup M[G;X,Y ;P ] for some group G and
a Y × X-matrix P = (pyx)Y×X . Since S is H-trivial, we have that G = {1}.
Moreover, by [3, Theorem 3.4.2], we may assume that there exists a column in P
consisting entirely of the element 1. Since columns in P correspond to R-classes
in S, we obtain that |X | = 1. So, again by [3, Theorem 3.4.2], it now holds that
S = Y is a left zero semigroup. Then by Lemma 2.3, C∗(S) is trivial.
So in the remainder of the proof we may assume that I 6= ∅. Obviously I is an
ideal in S. We prove that C∗(S) = 〈S〉 is finite in the following four steps.
Step 1: 〈I〉 is finite.
It suffices to prove that there are finitely many products i · i1 · · · ik ∈ 〈I〉 for
any fixed i ∈ I. We have that i · i1 · · · ik and i · j1 · · · jn are distinct if and only if
the restrictions of i1 · · · ik and j1 · · · jn on S
∞i coincide. Notice that S∞i ⊆ I∞.
Obviously i1 · · · ik and j1 · · · jn act on I
∞ in the same way as the correspondent
products from C∗(I) do. Now the claim of Step 1 follows from the induction
hypothesis.
Step 2: I〈S〉1 = I ∪ I〈S〉 is finite.
Take a typical element w = i · a1 · · · ak ∈ I〈S〉. Then for all x ∈ S, we have
q(i · a1 · · · ak, x) = ix · a1xi · a2xia1 · · · akxia1 · · ·ak−1.
Having that I is an ideal in S, we deduce that q(i · a1 · · ·ak, x) ∈ 〈I〉. Therefore,
having that τ(w) = ρj for j = i · a1 · · · ak ∈ I, we obtain |I〈S〉| ≤ |I| · |〈I〉|
|S|. Step
2 now follows immediately.
Step 3: 〈S \ I〉 is finite.
Take a1, . . . , ak ∈ S \ I. For all x ∈ S, we have
qx = q(a1 · · ·ak, x) = a1x · a2xa1 · · ·akxa1 · · · ak−1.
Obviously, to prove Step 3, it suffices to show that there are only finitely many
expressions qx for all a1, . . . , ak ∈ S \ I and x ∈ S. Moreover, by Step 2, it even
suffices to show finiteness of the set P0 of all such expressions qx with additional
requirement that a1x ∈ S \ I and a2xa1 ∈ S \ I. (Otherwise a2xa1 ∈ I and so qx
comes from the finite set S · I〈S〉1.)
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Observe that if a1, . . . , ai, x do not come from the same D-class from M , for
some i, then aixa1 · · · ak−1 ∈ I. In particular, if a1x and a1 are not elements from
the same D-class in M , then a1x ∈ I and so qx ∈ I〈S〉
1.
So, take x ∈ S such that a1x ∈ S \I and a2xa1 ∈ S \I. Find the maximum num-
ber m such that aixa1 · · · ai−1 ∈ S \ I for all i ≤ m. Then, by the preceding para-
graph, all x, a1, . . . , am are from the same D-class in M . Now, am+1xa1 · · · am ∈ I
and so, by Step 2, to prove Step 3, it suffices to prove finiteness of the set P1 ⊆ P0:
P1 = {a1x · a2xa1 · · · akxa1 · · · ak−1 | aixa1 · · · ai−1 ∈ S \ I for all i ≤ k}.
Take a typical product a1x · a2xa1 · · · akxa1 · · · ak−1 ∈ P1. Then as we discussed
above, x, a1, . . . , ak ∈ D for some D-class D from M . Moreover, a1x, . . . , akx ∈
D. Hence by Lemma 2.5 and Miller-Clifford Theorem, we have that each H-class
La1 ∩Rx, . . . , Lak ∩Rx contains an idempotent. Then, by hypothesis, a1L · · · Lak.
Now, for all i ≤ k − 1, we have aiai+1 ∈ D and so Lai ∩ Rai+1 contains an
idempotent. Having that aiLai+1 and by H-triviality, we deduce that ai+1 is an
idempotent. Then a1 = a1a2 = · · · = a1 · · · ak−1. Hence
qx = a1x · a2xa1 · · · akxa1 · · · ak−1 = a1x · a2xa1 · · · akxa1.
Finally, a1x ∈ D and so xa1, being the unique element of La1∩Rx, is an idempotent.
Then for all 2 ≤ i ≤ k, aiLa1Lxa1, and since ai is an idempotent, we obtain that
aixa1 = ai. Therefore qx = a1x · a2 · · ·ak. Recall also that a2, . . . , ak are L-
equivalent idempotents.
So that, to establish Step 3, it suffices to prove finiteness of the set
P2 = {a1 · · ·ak | a1, . . . , ak are L− equivalent idempotents from S \ I}.
Take a typical product a1 · · · ak ∈ P2. Let x ∈ S be arbitrary and let qx =
q(a1 · · · ak, x). Then qx = a1x · a2xa1 · · · akxa1. Consider now the following three
cases:
Case 1: (a1x, a1) /∈ D.
Then, as above, there are only at most k1 = |I〈S〉
1| many such qx-s.
Case 2: a1xDa1 but (a1x, a1) /∈ L.
Let y ∈ S be arbitrary. Then
qx,y = q(qx, y) = a1xy · a2xa1ya1x · a3xa1ya1xa2xa1 · · · .
We will prove that if k > 2, then a3xa1ya1xa2xa1 ∈ I. Suppose the converse.
Then a3xa1ya1xa2xa1Da1 and so a1x, a2, a1xa2 all lie in the same D-class Da1 .
Then by Lemma 2.5, we obtain that La1x∩Ra2 = {e} contains an idempotent. But
a1La2 and (a1x, a1) /∈ L, so that a2 and e are R-equivalent distinct idempotents, a
contradiction.
Therefore qx,y ∈ S ∪ S
2
∪ (S
2
· I〈S〉1). In turn, it implies that there at most k2
elements qx, where k2 depends only on S.
Case 3: a1xLa1.
Then in particular we have xLa1 and x is an idempotent. Hence a1x = a1,
a2xa1 = a2, . . . , akxa1 = ak. Therefore qx = a1 · · ·ak.
So, from Case 3 it follows that a1 · · · ak is uniquely determined by τ(a1 · · · ak)
and qx-s with x ∈ S such that (a1x, a1) /∈ L. Thus from Cases 1 and 2 we have
|P2| ≤ |S| · (k1 + k2)
|S|.
So, P2 is finite and thus Step 3 is established.
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Step 4: 〈S〉 is finite.
Follows from 〈S〉 = I〈S〉1 ∪ 〈S \ I〉 ∪ 〈S \ I〉I〈S〉1, by Steps 2 and 3. 
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