In this paper, two approaches to assess the impacts of climate change on streamflows have been used. In the first approach (direct), a statistical downscaling technique was utilized to predict future streamflows based on large-scale data of general circulation models (GCMs). In the second approach (indirect), GCM outputs were downscaled to produce local climate conditions which were then used as inputs to a hydrological simulation model. In this article, some data-mining methods such as model-tree, multivariate adaptive regression splines and group method of data handling were utilized for direct downscaling of streamflows. Projections of HadCM3 model for A2 and B2 SRES scenarios were also used to simulate future climate conditions. These evaluations were done over three subbasins of Karkheh River basin in southwest Iran. To achieve a comprehensive assessment, a global uncertainty assessment method was used to evaluate the results of the models. The results indicated that despite simplifications included in the direct downscaling, this approach is accurate enough to be used for assessing climate change impacts on streamflows without computational efforts of hydrological modeling. Furthermore, comparing future climate projections, the uncertainty associated with elimination of hydrological modeling is estimated to be high.
INTRODUCTION
Climate change has had significant impacts on monthly and seasonal variations of streamflows in various basins. Therefore, it is necessary to take the impacts of climate change into account for achieving realistic projections of surface water resources at any location in the future. In the literature, two approaches have been proposed for assessing the effects of climate change on streamflows:
1. Direct downscaling of the large-scale outputs of GCMs 
Indirect approach in which, at first, a downscaling
technique is used to estimate local climate variables (precipitation, temperature, and evaporation) based on GCM simulations. In the second step, the local climate variables are utilized as input data to a hydrological model to estimate streamflows (Menzel & Burger ; wide range of meteorological and environmental factors, mostly unrelated to climate change, the direct approach has been criticized because of over-simplification (Xu ) . However, previous experiences of using the direct approach have shown that effects of factors unrelated to climate change can be covered indirectly in the process of building the statistical relationship between large-scale predictors (GCM outputs) and streamflows (Landman et To the best of our knowledge, this is the first study that makes a comparison between the two direct and indirect approaches in assessing climate change impacts on streamflows and the uncertainties associated with the approaches. In this study, for the direct approach, statistical downscaling was done to formulate a direct relationship between large-scale data from GCMs and local-scale streamflow in daily time resolution. For the indirect approach, GCM outputs were downscaled to produce local climate variables, which were then used as input data to a hydrological model. Finally, the uncertainty of the two approaches was assessed using UNEEC (uncertainty estimation based on local errors and clustering) method and the advantages and limitations of the two approaches compared.
In the next section, the study area and local and largescale data are presented. In the third section, downscaling models, Guo water balance model and UNEEC method are described. In the fourth section, the results of the case study are reported and discussed, and in the last section, concluding remarks are presented. Figure 2 shows the grid points covering over and around the study area which were utilized in this study. In addition, 1-to 3-day lagged series of the predictors have also been used in the daily downscaling process.
STUDY AREA AND DATA

METHODOLOGY
In this section, selected methodologies for statistical down- Before explaining details of the two approaches, it should be noted that, for the case study of this research, daily streamflow and precipitation records were available, but evaporation and temperature records have been accessible only in monthly time resolution. Therefore, different downscaling models were used for climatic variables in monthly and daily time resolutions.
As mentioned earlier, two direct and indirect approaches for assessing climate change impacts on streamflows have been compared in this study. Figure 3 shows how these two approaches were utilized and compared. In the indirect modeling approach, the following steps were taken: In the direct modeling approach, the observed time series of daily streamflows and time series of NCEP predictors were used to calibrate the DMDM downscaling model. The calibrated model was then used for estimating downscaled daily streamflow time series. The daily downscaled streamflows were then transformed to monthly time series.
Since daily records of streamflows are available for the study area, the direct downscaling of streamflows was done at daily time scale and then converted to monthly 
Statistical downscaling model
Spatial resolution of GCM outputs is not sufficiently fine to assess local impacts of climate change and therefore it must be transformed to a finer resolution to be instrumental in local analyses. For this purpose, downscaling techniques were developed to resolve the scale discrepancy and extract regional-scale data from GCM outputs. Due to the relatively accurate results obtained from the monthly water balance model proposed by Guo et al. () in recent studies in some basins scattered over Iran (Nasseri et al. b, a, b) , it has been employed in this research.
General structure of the Guo model is shown in Figure 5 . This model is based on various storage tanks such as ground water, snow pack, and soil moisture (one soil layer). It also takes into account snow melt, groundwater discharge, surface runoff, and evapotranspiration in water balance modeling. Pseudo for the requested level (e.g., for 90% PI, 5% and 95% quantiles are extracted from the pdf) and model performance is assessed.
Statistical evaluation
To assess the performance of the calibration process of the downscaling and water balance modeling, different statistical indicators can be used. In this study, relative root mean square error (RRMSE) and coefficient of determination (R 2 ) were used to evaluate monthly downscaling efficiency, and for evaluating water balance models normal mean square error (NMSE), mean square error (MSE), and Nash-Sutcliffe (NS) were used. These indicators are calculated as follows:
n, Obs t , Obs, and Q m , are number of observations, observation at time t, mean of observation over the time, and model result, respectively. var ( ) and cov (,) represent variance and covariance of data, respectively.
To evaluate the results of uncertainty simulations, three statistical indicators including average relative interval length (ARIL), P level , and normalized uncertainty efficiency (NUE) were used in this study. To achieve PI equal to 100 × (1 À α)%, (0 < α < 1), the ½α=2, 1 À α=2 × 100 percentile values must be calculated via empirical distribution. To assess different PIs, these indicators, ARIL and P level , are calculated as follows:
n, UpLi t , LoLi t , Obs t , and NQ in , are number of observations, upper and lower bounds of the PI in time t, observation in time t, and number of observations within the PI, respectively. ARIL describes the width of uncertainty bounds versus the observed values. P level describes the bracketed observations with upper and lower bounds of a specific confidence interval.
For an ideal PI, ARIL and P level will be close to 0 and 100, respectively. In other words, a lower value of ARIL shows that PI is narrower than a higher value of ARIL, and a higher value of P level represents how many data are located within the PI. Based on the meaning of these two statistical indicators, modeled uncertainty with lower ARIL and higher P level values are preferred. P level in probabilistic uncertainty assessment has a conceptual upper limit (equal to its PI).
To consider inconsistent/inverse variations of ARIL and P level indices during selection of the most suitable model, the NUE proposed by Nasseri et al. (b, a, b) was utilized in this study. NUE is estimated as follows:
Higher NUE means higher ratio of the grouped observation points with upper and lower bounds to the covered area between these bounds. It should be noted that very low ARIL values do not necessarily result in high NUEs since low ARIL is usually followed by low P level values. Thus, among the PIs being studied, the one with higher NUE has the best performance. For further information, readers are referred to Solomatine & Shrestha () and Nasseri et al. (b, a, b) .
RESULTS
Downscaling results
According to the inherent linearity of the used mathematical kernels in DMDM, stepwise regression was implemented to select the suitable predictors for daily downscaling of streamflow and precipitation. Selected predictors are reported in Tables 3 and 4 . It can be seen that meridional and zonal velocity and vorticity at different elevations and air temperature are the main variables selected for streamflow downscaling. However, in the case of precipitation, relative humidity and airflow strength at different elevations for occurrence and near surface specific humidity for amount are the most selected variables. It should be noted that selected predictors for direct downscaling are mostly from the 3-day lagged series, while for precipitation they are mostly from 1-or 0-day lagged series.
As previously stated, daily records of temperature and evaporation were not available for the study area and so monthly mean amounts were downscaled. GMDH and AMI were chosen as regression and feature selection Overall, the results show that the downscaling models were appropriately calibrated and their performances during validation period were suitable as well.
Water balance modeling
Thiessen polygon method was used to estimate areal average precipitation, temperature, and evaporation over the sub- In Ghoor. station, the direct approach shows superiority in estimation of monthly mean values specifically in the last Figure 10 | Prediction of streamflows based on HadCM3 model predictions for A2 and B2 emission scenarios using direct and indirect approaches. Overall, in all of the three gauging stations located at the outlets of the basins, both methods present acceptable compatibility between observed and computed monthly mean values.
The direct approach provided better estimations of monthly mean values (except for Poled. station, in which both direct Projected future streamflows based on the two SRES scenarios, A2 and B2, for the three basins are shown in Table 9 As can be seen in Table 9 , future streamflows predicted by the direct method were significantly lower than those 
Uncertainty analysis results
In order to assess the uncertainty associated with streamflows obtained from direct and indirect approaches, time series of streamflows based on HadCM3 predictions for A2 and B2 scenarios were estimated. Figure 10 shows the procedure used for this purpose.
In this study, for the predicted streamflow time series obtained from the two direct and indirect approaches, three PIs of 60%, 80%, and 90% were calculated. According to Table 10, 
CONCLUSIONS
This study draws a comparison between the direct and indirect approaches assessing climate change impacts on streamflows. Direct downscaling is easier than the indirect approach because it omits an important and challenging step of hydrological modeling. Differences between the results obtained from the two approaches showed significant Testing the performance of direct and indirect downscaling approaches in different climatic conditions, assessing the sensitivity of these approaches to the selected GCMs, incorporating hydrological modeling in the structure of downscaling models, and employing different mathematical kernels in order to upgrade the performance of direct approach can be important topics for future studies.
