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Abstract
The embedding problem for Markov chains is a famous problem in probability theory and
only partial results are available up till now. In this paper, we propose a variant of the embedding
problem called the reversible embedding problem which has a deep physical and biochemical
background and provide a complete solution to this new problem. We prove that the reversible
embedding of a stochastic matrix, if it exists, must be unique. Moreover, we obtain the sufficient
and necessary conditions for the existence of the reversible embedding and provide an effective
method to compute the reversible embedding. Some examples are also given to illustrate the
main results of this paper.
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1 Introduction
In 1937, Elfving [1] proposed the following problem: given an n × n stochastic matrix
P , can we find an n × n generator matrix Q such that P = eQ? This problem, which
is referred to as the embedding problem for stochastic matrices or the embedding problem
for finite Markov chains, is still an open problem in probability theory. Let X = {Xn :
n ≥ 0} be a discrete-time homogeneous Markov chain with transition probability matrix
P . The embedding problem is equivalent to asking whether we can find a continuous-time
homogeneous Markov chain Y = {Yt : t ≥ 0} with transition semigroup {P (t) : t ≥ 0}
such that P = P (1). If this occurs, the discrete-time Markov chain X can be embedded as
the discrete skeleton of the continuous-time Markov chain Y .
The embedding problem has been studied for a long time [2–13]. So far, the embedding
problem for 2×2 stochastic matrices has been solved by Kendall and this result is published
in Kingman [2]. The embedding problem for 3× 3 stochastic matrices has also been solved
owing to the work of Johansen [7], Carette [10], and Chen [12]. However, when the order
n of the stochastic matrix P is larger than three, only partial results are available and our
knowledge on the set of embeddable n × n stochastic matrices is quite limited. There is
also an embedding problem for inhomogeneous Markov chains which has been dealt with
by some authors [14–22]. However, we only focus on the homogeneous case in this paper.
The embedding problem has wide applications in many scientific fields, such as social
science [8, 9], mathematical finance [23], statistics [24, 25], biology [26, 27], and manpower
planning [28]. One of the most important applications of the embedding problem is the gen-
erator estimation problem in statistics. Let Y = {Yt : t ≥ 0} be a continuous-time Markov
chain with generator matrix Q. In practice, it often occurs that we can only observe a suffi-
ciently long trajectory of Y at several discrete times 0, T, 2T, · · · , mT with time interval T .
Let P = (pij) be the transition probability matrix of Y at time T . Then pij can be estimated
by the maximum likelihood estimator
pˆij =
∑m−1
k=0 I{YkT=i,Y(k+1)T=j}∑m−1
k=0 I{YkT=i}
, (1)
where IA denotes the indicator function of A. A natural question is whether we can obtain
an estimator Qˆ of the generator matrix Q from the estimator Pˆ = (pˆij) of the transition
probability matrix P . It is reasonable to require the estimators Pˆ and Qˆ to be related by
Pˆ = eQˆT . Therefore, the generator estimation problem in statistics is naturally related to
embedding problem for finite Markov chains.
Recently, the generator estimation problem has been widely studied in biology [26, 27],
since a number of biochemical systems can be modeled by continuous-time Markov chains.
In general, there are two types of Markov chains that must be distinguished, reversible chains
and irreversible chains. In the reversible case, the detailed balance condition µiqij = µjqji
holds for any pair of states i and j, where µi is the stationary probability of state i and qij is
the transition rate from state i to j [29]. From the physical perspective, detailed balance is a
thermodynamic constraint for closed systems. In other words, if there is no sustained energy
supply, then a biochemical system must satisfy detailed balance [30]. In the modelling of
many biochemical systems such as enzymes [31] and ion channels [32], detailed balance has
become a basic assumption [33]. Therefore, in many realistic biochemical systems, what we
are concerned about is not simply to find a generator matrix Qˆ such that Pˆ = eQˆT , but to
find a reversible Markov chain with generator matrix Qˆ such that Pˆ = eQˆT .
Here we consider the following problem: given an n×n stochastic matrix P , can we find
a reversible generator matrix Q such that P = eQ? This problem will be referred to as the
reversible embedding problem for stochastic matrices or the reversible embedding problem
for finite Markov chains in this paper. Compared with the classical embedding problem, the
reversible embedding problem has a deeper physical and biochemical background.
In this paper, we provide a complete solution to the reversible embedding problem. We
prove that the reversible embedding of stochastic matrices, if it exists, must be unique. More-
over, we give the sufficient and necessary conditions for the existence of the reversible em-
bedding and provide an effective method to compute the reversible embedding. Finally, we
use some examples of 3× 3 stochastic matrices to illustrate the main results of this paper.
2 Preliminaries
For clarity, we recall several basic definitions.
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Definition 1. An n× n real matrix P = (pij) is called a stochastic matrix if pij ≥ 0 for any
i, j = 1, 2, · · ·n and∑nj=1 pij = 1 for any i = 1, 2, · · ·n.
Definition 2. An n× n real matrix Q = (qij) is called a generator matrix if qij ≥ 0 for any
i 6= j and∑nj=1 qij = 0 for any i = 1, 2, · · ·n.
In this paper, we consider a fixed n× n stochastic matrix P . For simplicity, we assume
that P is irreducible. Otherwise, we may restrict our discussion to an irreducible recurrent
class of P . Since P is irreducible, it has a unique invariant distribution µ = (µ1, µ2, · · · , µn)
whose components are all positive [29].
Definition 3. P is called reversible if the detailed balance condition µipij = µjpji holds for
any i, j = 1, 2, · · · , n. In this case, µ is called a reversible distribution of P .
Definition 4. Let Q be an n×n generator matrix. Then Q is called reversible if there exists
a distribution pi = (pi1, pi2 · · · , pin) such that the detailed balance condition piiqij = pijqji
holds for any i, j = 1, 2, · · · , n. In this case, pi is called a reversible distribution of Q.
In fact, if pi is a reversible distribution of Q, then pi is also an invariant distribution of Q.
Definition 5. If there exists an n×n real matrix A such that P = eA, then A is called a real
logarithm of P .
Definition 6. P is called embeddable if there exists an n× n generator matrix Q such that
P = eQ. In this case, Q is called an embedding of P .
It is easy to see that if Q is a embedding of P , then Q is also a real logarithm of P .
3 Results
In this paper, we shall address the reversible embedding problem for stochastic matrices.
We first give the definition of reversible embeddability for stochastic matrices.
Definition 7. P is called reversibly embeddable if there exists an n×n reversible generator
matrix Q such that P = eQ. In this case, Q is called a reversible embedding of P .
Lemma 1. If Q is a reversible embedding of P , then Q is irreducible and µ is the reversible
distribution of Q.
Proof. If Q has two or more communicating classes, it is easy to see that P = eQ also has
two or more communicating classes, which contradicts the irreducibility of P . This shows
that Q is irreducible.
Since Q is reversible, it has a reversible distribution pi = (pi1, pi2 · · · , pin) which is also
the invariant distribution of Q. Therefore, pi is the unique invariant distribution of P = eQ.
This shows that pi = µ.
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Remark 1. Let X = {Xn : n ≥ 0} be a stationary discrete-time Markov chain on the finite
state space S = {1, 2, · · · , n}with transition probability matrix P = (pij). According to the
above lemma, if P is reversibly embeddable with reversible embedding Q, then there exists
a reversible continuous-time Markov chain Y = {Yt : t ≥ 0} on the state space S with
generator matrix Q such that X and {Yn : n ≥ 0} have the same distribution. Therefore,
the stationary discrete-time Markov chain X can be embedded as the discrete skeleton of
the reversible continuous-time Markov chain Y . That is why the problem dealt with in this
paper is called the reversible embedding problem for finite Markov chains.
In this paper, a diagonal matrix with diagonal entries a1, a2, · · · , an will be denoted by
diag(a1, a2, · · · , an).
Lemma 2. If P is reversible, then P is diagonalizable and the eigenvalues of P are all real
numbers.
Proof. Let M = diag(√µ1,√µ2, · · · ,√µn). Since µ is a reversible distribution of P , it is
easy to see that S = MPM−1 is a symmetric matrix. Thus S must be diagonalizable and the
eigenvalues of S are all real numbers. This shows that P = M−1SM is also diagonalizable
and the eigenvalues of P are all real numbers.
Lemma 3. If P is reversibly embeddable, then P is reversible and the eigenvalues of P are
all positive.
Proof. Since P is reversibly embeddable, there exists a reversible generator matrix Q such
that P = eQ. Let M = diag(√µ1,√µ2, · · · ,√µn). Since µ is a reversible distribution of
Q, it is easy to see that S = MQM−1 is a symmetric matrix. Thus eS = MPM−1 is also a
symmetric matrix. This shows that P is reversible. Since Q is reversible, the eigenvalues of
Q are all real numbers. Thus the eigenvalues of P = eQ are all positive.
Due to the above lemma, we always assume that P is reversible and the eigenvalues of
P are all positive in the sequel. Let λ1, λ2, · · · , λn be all the eigenvalues of P , where λi > 0
for any i = 1, 2, · · ·n. Let γ1, γ2, · · · , γm be the mutually different eigenvalues of P , where
m ≤ n. Let ni be the multiplicity of the eigenvalue γi for any i = 1, 2, · · · , m. It is easy to
see that n1 + n2 + · · ·+ nm = n. Let
D = diag(λ1, λ2, · · · , λn) = diag(γ1, · · · , γ1, γ2, · · · , γ2, · · · , γm, · · · , γm). (2)
and let
logD = diag(log λ1, log λ2, · · · , log λn)
= diag(log γ1, · · · , log γ1, log γ2, · · · , log γ2, · · · , log γm, · · · , log γm).
(3)
Since P is reversible, according to Lemma 2, there exists an n× n real invertible matrix T
such that P = TDT−1. Let H be the matrix defined as
H = T logDT−1. (4)
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It is easy to see that eH = TDT−1 = P , which shows that H is a real logarithm of P .
It has been known for a long time that the embedding of a stochastic matrix may not be
unique [5]. However, this is not the case when it comes to the reversible embedding. The
following theorem, which is the first main result of this paper, reveals the uniqueness of the
reversible embedding. It shows that the reversible embedding of a stochastic matrix, if it
exists, must be unique.
Theorem 1. P has at most one reversible embedding. If P is reversibly embeddable, then
the unique reversible embedding of P must be H .
Proof. This theorem will be proved in Section 5.
We next study the existence of the reversible embedding.
Lemma 4. Assume that P is reversible and the eigenvalues of P are all positive. Then P is
reversibly embeddable if and only if H is a reversible generator matrix.
Proof. This lemma follows directly from Theorem 1.
In general, it is difficult to determine whether H is a reversible generator matrix. Thus
we hope to obtain simpler sufficient and necessary conditions for a stochastic matrix being
reversibly embeddable. Let k0, k1, · · · , km−1 ∈ R be the solution to the following system of
linear equations: 

k0 + k1γ1 + · · ·+ km−1γm−11 = log γ1,
k0 + k1γ2 + · · ·+ km−1γm−12 = log γ2,
· · · · · ·
k0 + k1γm + · · ·+ km−1γm−1m = log γm.
(5)
Since
det


1 γ1 · · · γm−11
1 γ2 · · · γm−12
· · · · · · · · · · · ·
1 γm · · · γm−1m

 =
∑
1≤i<j≤m
(γj − γi) 6= 0, (6)
the solution to the above system of linear equations exists and is unique. From (5), it is easy
to see that
logD = k0I + k1D + · · ·+ km−1Dm−1, (7)
which implies that
H = k0I + k1P + · · ·+ km−1Pm−1. (8)
The following theorem, which is the second main result of this paper, gives the sufficient
and necessary conditions for the existence of the reversible embedding.
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Theorem 2. Let P k = (p(k)ij ) for any k ≥ 1. Then P is reversibly embeddable if and only if
the following two conditions hold:
(i) P is reversible and the eigenvalues of P are all positive;
(ii) k1pij + k2p(2)ij + · · ·+ km−1p(m−1)ij ≥ 0 for any i 6= j.
Proof. This theorem will be proved in Section 6.
From (8), it is easy to see that the condition (ii) in the above theorem is equivalent to
saying that the off-diagonal entries of H are all nonnegative.
The following classical result about the embeddability for 2 × 2 stochastic matrices is
due to Kendall and is published in Kingman [2]. Interestingly, the above theorem gives a
simple derivation of this classical result.
Theorem 3 (Kendall). Let P be a 2 × 2 irreducible stochastic matrix. Then the following
four statements are equivalent:
(i) P is embeddable;
(ii) P is reversibly embeddable;
(iii) tr(P ) > 1;
(iv) det(P ) > 0.
Proof. It is easy to see that (iii) and (iv) are equivalent. Thus we only need to prove that (i),
(ii), and (iii) are equivalent.
Assume that Q is an embedding of P . If Q has two or more communicating classes, it is
easy to see that P = eQ also has two or more communicating classes. This contradicts the
irreducibility of P . This shows that Q is irreducible. It is easy to see that a 2× 2 irreducible
generator matrix Q must be reversible. Thus Q is a reversible embedding of P . This shows
that (i) and (ii) are equivalent.
We next prove that (ii) and (iii) are equivalent. Let
P =
(
p 1− p
1− q q
)
. (9)
The irreducibility of P implies that p, q < 1. It is easy to see that P is reversible and the two
eigenvalues of P are γ1 = 1 and γ2 = p + q − 1 < 1. Thus the condition (i) in Theorem 2
is equivalent to saying that p+ q > 1. Assume that p+ q > 1. Let k0 and k1 be the solution
to the following system of linear equations:{
k0 + k1γ1 = log γ1,
k0 + k1γ2 = log γ2.
(10)
It is easy to check that
k1 = −k0 = log(p+ q − 1)
p+ q − 2 . (11)
Since 1 < p + q < 2, it is easy to see that k1 > 0. Thus the off-diagonal entries of k1P
are all nonnegative. This shows that the condition (ii) in Theorem 2 holds. Thus p + q > 1
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implies the condition (ii) in Theorem 2. By Theorem 2, P is reversibly embeddable if and
only if p+ q > 1, that is, tr(P ) > 1. This shows that (ii) and (iii) are equivalent.
As another application of Theorem 2, we give some simple and direct criteria for a
3× 3 stochastic matrix being reversible embeddable. Let P be a 3× 3 irreducible stochastic
matrix. The Perron-Frobenius theorem [34] claims that one eigenvalue of P must be 1 and
the absolute values of the other two eigenvalues must be less than 1.
We first consider the case where P has a pair of coincident eigenvalues.
Theorem 4. Let P be a 3 × 3 irreducible stochastic matrix with eigenvalues 1, λ, and λ.
Then P is reversibly embeddable if and only if P is reversible and λ > 0.
Proof. The condition (i) in Theorem 2 is equivalent to saying that P is reversible and λ > 0.
Assume that λ > 0. The Perron-Frobenius theorem implies that 0 < λ < 1. Since P has
a pair of coincident eigenvalues, the mutually different eigenvalues of P are γ1 = 1 and
γ2 = λ. Let k0 and k1 be the solution to the following system of linear equations:{
k0 + k1γ1 = log γ1,
k0 + k1γ2 = log γ2.
(12)
Straightforward calculations show that
k1 = −k0 = log λ
λ− 1 . (13)
Since 0 < λ < 1, it is easy to see that k1 > 0. Thus the off-diagonal entries of k1P are all
nonnegative. This shows that the condition (ii) in Theorem 2 holds. Thus λ > 0 implies the
condition (ii) in Theorem 2. By Theorem 2, P is reversibly embeddable if and only if P is
reversible and λ > 0.
We next consider the case where P has three different eigenvalues.
Theorem 5. Let P be a 3 × 3 irreducible stochastic matrix with distinct eigenvalues 1, λ,
and η. Then P is reversibly embeddable if and only if the following two conditions hold:
(i) P is reversible and λ, η > 0;
(ii) k1pij + k2p(2)ij ≥ 0 for any i 6= j, where
k1 =
(η2 − 1) log λ− (λ2 − 1) log η
(λ− 1)(η − 1)(η − λ) ,
k2 =
(λ− 1) log η − (η − 1) log λ
(λ− 1)(η − 1)(η − λ) .
(14)
Proof. It is easy to see that the mutually different eigenvalues of P are γ1 = 1, γ2 = λ, and
γ3 = η. Let k0, k1, k2 be the solution to the following system of linear equations:

k0 + k1γ1 + k2γ
2
1 = log γ1,
k0 + k1γ2 + k2γ
2
2 = log γ2,
k0 + k1γ3 + k2γ
2
3 = log γ3.
(15)
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By solving the above system of linear equations, it is easy to check that (14) holds. The rest
of the proof follows directly from Theorem 2.
4 Examples
In this section, we shall use some examples of 3 × 3 stochastic matrices to illustrate
the main results of this paper. Let P = (pij) be a 3 × 3 irreducible stochastic matrix. It is
well-known that P is reversible if and only if p12p23p31 = p21p32p13. This result is a direct
corollary of Kolmogorov’s criterion for reversibility [35], which claims that a discrete-time
Markov chain is reversible if and only if the product of the transition probabilities along
each cycle and that along its reversed cycle are exactly the same.
Example 1. Let
P =


1
6
1
3
1
2
1
2
1
6
1
3
1
3
1
2
1
6

 . (16)
It is easy to check that p12p23p31 6= p21p32p13, which shows that P is not reversible. Thus it
follows from Theorem 2 that P is not reversibly embeddable.
Example 2. Let
P =


1
3
1
2
1
6
1
2
1
6
1
3
1
6
1
3
1
2

 . (17)
It is easy to check that P is reversible and the three eigenvalues of P are
λ1 = 1, λ2 =
√
3
6
, λ3 = −
√
3
6
. (18)
Since λ3 < 0, it follows from Theorem 2 that P is not reversibly embeddable.
Example 3. Let
P =


1
2
2
5
1
10
2
5
2
5
1
5
1
10
1
5
7
10

 . (19)
It is easy to check that P is reversible and the three eigenvalues of P are
λ1 = 1, λ2 =
3 +
√
7
10
, λ3 =
3−√7
10
, (20)
which are all positive and mutually different. Let k1 and k2 be the two real numbers defined
in (14). Straightforward calculations show that k1p13 + k2p(2)13 < 0. Thus it follows from
Theorem 5 that P is not reversibly embeddable.
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Example 4. Let
P =


1
2
1
4
1
4
1
4
1
2
1
4
1
4
1
4
1
2

 . (21)
It is easy to check that P is reversible and the three eigenvalues of P are
λ1 = 1, λ2 = λ3 =
1
4
, (22)
which are all positive. Since P has a pair of coincident eigenvalues, it follows from Theorem
4 that P is reversibly embeddable.
5 Proof of Theorem 1
For convenience, we give the following definition.
Definition 8. Assume that P is reversible and the eigenvalues of P are all positive. Let T
be an n× n real invertible matrix such that P = TDT−1. Then H = T logDT−1 is called
a candidate of P .
It is easy to see that if H is a candidate of P , then H is a real logarithm of P .
Lemma 5. Let λ be a complex number and let
A =


λ 1
.
.
.
.
.
.
λ 1
λ


n×n
. (23)
Then the Jordan canonical form of eA is

eλ 1
.
.
.
.
.
.
eλ 1
eλ


n×n
. (24)
Proof. Let
B =


0 1
.
.
.
.
.
.
0 1
0


n×n
. (25)
Then A = λI +B. Note that Bl = 0 for any l ≥ n. Thus we have
eA =
∞∑
k=0
1
k!
(λI +B)k =
∞∑
k=0
1
k!
k∑
m=0
Cmk λ
mBk−m =
∞∑
m=0
λm
m+n−1∑
k=m
1
k!
Cmk B
k−m
=
∞∑
m=0
λm
n−1∑
k=0
1
(k +m)!
Cmk+mB
k =
∞∑
m=0
1
m!
λm
n−1∑
k=0
1
k!
Bk = eλ
n−1∑
k=0
1
k!
Bk.
(26)
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In view of the above equation, it is easy to check that (eA− eλI)n−1 = e(n−1)λBn−1 6= 0 but
(eA − eλI)n = 0. This shows that eλ is an n-fold eigenvalue of eA and the Jordan canonical
form of eA is eλI +B.
Lemma 6. Assume that P is reversible and the eigenvalues of P are all positive. Then each
reversible embedding of P must be a candidate of P .
Proof. Let Q be a reversible embedding of P . Since Q is reversible, the eigenvalues of Q
must be all real numbers. Since P is diagonalizable, it follows from Lemma 5 that Q must
be also diagonalizable and thus the Jordan canonical form of Q must be logD. Thus there
exists an n×n real invertible matrix T such that Q = T logDT−1. Thus P = eQ = TDT−1.
This shows that Q is a candidate of P .
Lemma 7. Assume that P is reversible and the eigenvalues of P are all positive. Then the
candidate of P is unique.
Proof. Let H1 and H2 be two candidates of P . Thus there exist two n × n real invertible
matrices T1 and T2 such that H1 = T1 logDT−11 and H2 = T2 logDT−12 . This shows that
T1DT
−1
1 = e
H1 = P = eH2 = T2DT
−1
2 . (27)
Let S = (sij) = T−12 T1. It is easy to see that SD = DS, which implies that sijλj = λisij for
any i, j = 1, 2, · · ·n. This shows that sij = 0 whenever λi 6= λj . Thus whether λi = λj or
λi 6= λj , we always have sij log λj = log λisij for any i, j = 1, 2, · · ·n, which is equivalent
to saying that S logD = logDS. Thus we obtain that
H1 = T1 logDT
−1
1 = T2 logDT
−1
2 = H2. (28)
This shows that the candidate of P is unique.
We are now in a position to prove Theorem 1.
Proof of Theorem 1. Assume that P is reversibly embeddable. By Lemma 3, P is reversible
and the eigenvalues of P are all positive. Since H is a candidate of P , it follows from
Lemmas 6 and 7 that the reversible embedding of P must be the unique candidate H of P .
Thus P has at most one reversible embedding.
6 Proof of Theorem 2
Lemma 8. Assume that P is reversible and the eigenvalues of P are all positive. Let H =
(hij) be the unique candidate of P . Then µihij = µjhji for any i = 1, 2, · · · , n.
Proof. Let M = diag(√µ1,√µ2, · · · ,√µn). Since µ is a reversible distribution of P , it
is easy to see that S = MPM−1 is a symmetric matrix. Thus there exists an orthogonal
matrix R such that RSRT = D. This shows that RMPM−1RT = D, or equivalently, P =
10
M−1RTDRM . Thus H = M−1RT logDRM , or equivalently, MHM−1 = RT logDR.
This shows that MHM−1 is a symmetric matrix, which implies that µihij = µjhji for any
i = 1, 2, · · · , n.
Lemma 9. Assume that P is reversible and the eigenvalues of P are all positive. Let H be
the unique candidate of P . Let 1 be the n-dim column vector whose components are all 1.
Then H1 = 0.
Proof. Since H is a candidate of P , we have eH1 = P1 = 1. Let
B =
∞∑
k=0
1
(k + 1)!
Hk. (29)
It follows from eH1 = 1 that BH1 = 0. Since the Jordan canonical form of H is logD, the
Jordan canonical form of B is
∞∑
k=0
1
(k + 1)!
(logD)k. (30)
Simple calculations show that
∞∑
k=0
1
(k + 1)!
λk =

1, if λ = 0,1
λ
(eλ − 1), if λ 6= 0.
(31)
Thus the eigenvalues of B are all nonzero, which shows thatB is invertible. Since BH1 = 0,
we have H1 = 0.
Remark 2. In Definition 8, Lemma 7, and Lemma 9, the assumption “P is reversible” can
be weakened to “P is diagonalizable”.
We are now in a position to prove Theorem 2.
Proof of Theorem 2. By Lemma 3, we only need to prove that if the condition (i) holds, then
P is reversibly embeddable if and only if the condition (ii) holds.
Assume that the condition (i) holds. Let H be the unique candidate of P . It follows from
Lemma 4 that P is reversibly embeddable if and only if H is a reversible generator matrix.
By Lemmas 8 and 9, H is reversible and the sum of entries in each row of H is zero. This
shows that H is a reversible generator matrix if and only if the off-diagonal entries of H are
all nonnegative. From (8), it is easy to see that H is a reversible generator matrix if and only
if the off-diagonal entries of k0I + k1P + · · ·+ km−1Pm−1 are all nonnegative. Thus P is
reversibly embeddable if and only if the condition (ii) holds. This completes the proof of
this theorem.
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