We reformulate the eigenvalue problem for the selection-mutation equilibrium distribution in the case of a haploid asexually reproduced population in the form of an equation for an unknown probability generating function of this distribution. The special form of this equation in the infinite sequence limit allows us to obtain analytically the steady state distributions for a number of particular cases of the fitness landscape. The general approach is illustrated by examples and theoretical findings are compared with numerical calculations.
Introduction
Selection and mutation are two main evolutionary forces that shape (together with recombination and genetic drift) the life histories of evolving populations. The mathematical theory of selection-mutation models is deep and elaborate [7, 8, 9] , covering various biological assumptions (such as different mutation schemes, consequence of ploidy, mating systems, heterogeneous environment, etc.) The scope of the theory notwithstanding, even the simplest possible formulation of a multi locus mutation-selection model in the case of an asexually reproduced haploid population still presents mathematical challenges. The goal of our manuscript is to introduce an approach that allows, at least in some cases, a relatively straightforward derivation of the steady state distribution for such model.
Consider a haploid one locus asexually reproduced population with N + 1 alleles. Let p i = p i (t) be the frequency of the i-th allele at time t, i = 0, . . . , N ; the corresponding Malthusian fitness is denoted m i . Let µ ij denote the mutation rate of allele j to allele i, then, assuming that reproduction events and mutations are separated, we end up with the system of ordinary differential equations (e.g., [1, 10] where M = diag(m 0 , . . . , m N ) is the fitness landscape, M = (µ ij ) is the mutation matrix, p = (p 0 , . . . , p N ) ⊤ , and I is the identity matrix. Model (1.2) is invariant to rescaling the Malthusian fitnesses asm i = m i +m for any constantm and does not allow for lethal mutations.
A basic fact about model (1.2) is that, given that matrix M is irreducible, then there exists a unique globally stable positive selection-mutation equilibrium lim t→∞ p(t) =p that can be found as the normalized eigenvector of the matrix M +M corresponding to the strictly dominant eigenvalue λ =m = N j=0 m jpj (e.g., [8, 23] ). In Eigen's theory of the origin of life, which is equivalent to the selection-mutation approach in haploid populations [26] , the eigenvectorp, which describes the equilibrium frequencies of the self-replicating macromolecules, was called the quasispecies [11, 12, 13] .
To obtain further theoretical results on the form of the dominant eigenvalue λ and/or selection-mutation equilibriump additional assumptions on the form of the fitness landscape M and/or mutation matrix M are necessary. For example, a profitable way is to neglect the reverse mutations, i.e., put (e.g., [25] )
or even more restrictive (e.g., [24] )
A less restrictive assumption is that allele j can mutate only to the neighbors j − 1 and j + 1, other mutations are prohibited [1, 3, 15] . In the last case, assuming additionally that
for some constant µ > 0, it is possible to write down an explicit solution for the equilibrium frequenciesp i in the case of an additive or Fujiyama fitness landscape, defined as m j = −M j for some constant M > 0 [3, 16, 18] (we reproduce this solution, using our method, below in Example 3.6). We stress that no simple analytical expressions for the components ofp are known for a general fitness landscape M and the mutation scheme (1.3); even in the case of a single or sharply peaked landscape, defined as M = diag(m 0 , 0, . . . , 0), m 0 > 0, there exists no analytical solution.
The mutation scheme (1.3) naturally arises if one changes the point of view from a one locus N + 1 allele population to a biallelic N locus haploid population, which is scrutinized in the quasispecies theory [1, 6, 12, 17] . To this end, consider a population of sequences, each sequence consists of N sites (loci), and each site can be either in 0 or 1 state (two alleles per each locus). Let µ > 0 denote the mutation rate per site per sequence per time unit, such that 0s mutates to 1s and 1s mutates to 0s with the same rate µ > 0. Also assume that fitness is determined by the number of 1s in the sequence such that we have N + 1 different sequence classes with fitnesses m 0 , m 1 , . . . , m N (this is sometimes called permutation invariant or symmetric fitness landscape). Then the dynamics of the frequencies of classes are determined by model (1.2) with (1.3), which is often called in the literature the paramuse or Crow-Kimura quasispecies model [1] .
It was shown that model (1.2), (1.3) is equivalent to a so-called Ising quantum chain (e.g., [3] ). This fact allowed obtaining a number of analytical results about the mean population fitness λ =m (and for some other population averages) in the selection-mutation equilibrium when the sequence length approaches infinity (N → ∞) under an appropriate scaling of the model parameters [3] .
A similar infinite sequence point of view was taken in [15] (see also [2] for a more recent generalization), where a maximum principle for the mean population fitness was formulated. For our needs the maximum principle can be formulated as follows (we note that a more general case is treated in [15] ). Assume that
. Then the scaled equilibrium fitnessr =m/N is given bŷ
(1.4)
Using the approximate expression for the mean fitness in (1.4) it is possible to obtain expressions for other averages such as the variance per site of fitness and of distance from the fittest class [15] . However, no attempt was made in [15] to obtain analytical expressions forp ∞ (we use index ∞ throughout the text to denote the expressions in the infinite sequence limit). An exact integral representation of solutionp ∞ for the infinite sequence length for the mutation scheme (1.3) and the single peaked landscape was written in [14] , however, transparent analytical expressions were obtained only forr ∞ andp ∞,0 . In [20] a full solution forp ∞,i was written down by disregarding the reverse mutations from class j to class j − 1. The same solution was rigorously obtained in [6] together with estimates of the speed of convergence. In [19] , using the Hamilton-Jacobi formalism, a general solution forp ∞ depending on an arbitrary scaled fitness landscape r(x) is suggested in an integral form. This general solution is, however, not straightforward to apply to obtain relatively simple analytical expressions for the selectionmutation equilibrium frequenciesp ∞,i . Therefore, we conclude that there exists no simple general way to find the limit quasispecies distribution. The goal of the present text is to suggest a straightforward way of calculating the selection-mutation equilibrium for the model (1.2), (1.3) in the infinite sequence length limit that leads to simple analytical expressions at least for some particular fitness landscapes. Our text is self contained, but most of the original ideas and extensive background for the current work can be found in [6] (see also [21] for the analysis of the classical Eigen's quasispecies model).
2 A general approach to solve for the selection-mutation equilibrium
Our goal is to find approximations for the dominant eigenvalue λ =m and the corresponding normalized eigenvectorp (such that
where M = diag(m 0 , . . . , m N ), µ > 0, and
We note that at the equilibrium bothm andp are the functions of the mutation rate µ:m = m(µ),p =p(µ). Following [6] , together with matrix Q also consider a linear differential operator 
Then problem (2.1) can be rewritten for the unknown probability generating function P (s) as
with the normalization condition P (1) = 1. Inasmuch as problem (2.4) is equivalent to (2.1) then, due to the Perron-Frobenius theorem, there exists a unique solution P (s) satisfying P (1) = 1. There is little hope to be able to solve equation (2.4) explicitly (one such example, well known in the literature, is given below, see Example 3.6). It is possible, however, to find approximations of the quantities of interest in the case N → ∞ at least for some particular fitness landscapes.
To formulate the general approach, we introduce notations
After dividing by N equation (2.4) takes the form
Now we make the following assumptions:
H1: There exists the limit
The distributionp ∞,i =p i , i = 0, 1, 2, . . ., corresponding to P ∞ (s) = ∞ i=0p i s i , will be called the limit distribution.
H2:
lim
If H1-H3 hold then problem (2.4) is reduced to
with the conditions
Problem (2.5)-(2.6) can be effectively solved at least for some simple choices of the fitness landscape M (see the next section for representative examples). A careful scrutiny of validity of the obtained solutions requires a deeper analysis of the convergence of the eigenvaluem and the quasispeciesp when N → ∞. This, for instance, can be done with the help of parametric solutions to (2.1) introduced in [6] (in Appendix A.1 we outline the approach used in [6] , in Appendix A.2 we provide an alternative parametric solution approach, which is illustrated by filling in the skipped details in Example 3.8). Notwithstanding these concerns, a formal solution of (2.5)-(2.6) is of significant value, because, as the examples show, the found solutions closely approximate, even for moderate values of N , numerical solutions of (2.1).
In a sense our approach is a generalization of the so-called random variable technique (e.g., [4] ), and assumption H2 implies that we disregard all the mutations from j to j − 1 classes, similarly to [24, 25] . To see this, consider the mutation scheme of the form
where µ 1 = µ 2 . Then, as it can be directly checked, operator Q takes the form
After dividing by N and formally taking the limit, the only term that is left is
which agrees with (2.5) and shows that for the limit equation the rate of backward mutations µ 1 is neglected.
To conclude this section, we suggest the following approach: Solve problem (2.5)-(2.6) for each µ. For the found solution P ∞ (s) check H1-H3. If the hypotheses do not hold then notice that P ∞ (s) ≡ 0 solves (2.5)-(2.6), withr ∞ (µ) ≡ 0. This corresponds to the delocalization phenomenon of the quasispecies distribution, or, in terms of the Ising model, the phase transition, which was called the error threshold in the quasispecies theory. A number of examples illustrating this approach are given in the following section.
3 Examples of the steady state distributions Example 3.1 (Single peaked landscape). We start with a testbed (both numerical [22] and analytical [14] ) for the quasispecies model, which was called the single or sharply peaked landscape.
Let
Equation (2.5) takes the form
Plug s = 0 in the last expression and find
Assuming that P ∞ (0) = 0 we findr ∞ (µ) = 1 − µ, and hence, using the condition P ∞ (1) = 1,
which is the probability generating function of the geometric distribution with the parameter µ. Therefore the limit distribution is geometriĉ
We see, in view of H1-H3, that the discussion above holds only for µ < 1, therefore at µ = 1 the structure of the limit distribution abruptly changes and we obtain the solution P ∞ (s) = 0 for µ ≥ 1. The mean population fitness has the form shown in Fig. 1a . This abrupt change in the quasispecies distribution was called by Eigen et al. the error threshold [5] . 
Plugging s = 0 yields −µP ∞ (0) + 2P ∞ (0) =r ∞ P ∞ (0).
Assuming P ∞ (0) = 0 we findr
After differentiating the last expression with respect to s and plugging s = 0 we find µP ∞ (0) = P ′ ∞ (0). Plugging this into (3.1) implies
and finally, using the condition P ∞ (1) = 1, we obtain
Again, the reasonings above work only for µ < 2, and for µ ≥ 2 we obtain thatr(µ) = 0 and the quasispecies distribution is degenerate (see also Fig. 2 ). 
.).
Then r ∞ • P ∞ (s) = P ∞ (0) + 2P ′ ∞ (0)s, and (2.5) takes the form
We must assume that P ∞ (0) =p ∞,0 = 0 since max r k = 2 = r 1 > r 0 , therefore we cannot just plug s = 0 in the last equality. Instead, we differentiate it and find
Then, for s = 0, assuming thatp ∞,0 = 0 and P ′ ∞ (0) = 0, r ∞ = 2 − µ.
which, together with P ∞ (1) = 1, gives
which holds only for µ < 2, for µ ≥ 2 the distribution becomes degenerate (see Fig. 3 ).
Remark 3.4. In general, if max r k = r a and r j < r a for j > a then we need additional initial conditions
These initial conditions are motivated by the comparison of the theoretical predictions with the numerical calculations, and at this point we lack an analytical proof of the validity of these conditions in general. 
then r ∞ • P ∞ (s) = P ∞ (qs), and (2.5) reads
Plugging s = 0 and assuming P ∞ (0) = 0 we find
Using the fact P ∞ (1) = 1 and plugging into the last expression s = 1, s = q, s = q 2 , . . . we find
(1 − µq j ), . . .
Taking the limit n → ∞ implies
Assuming P ∞ (s) = ∞ j=0p j s j in (3.2), we obtain q np n =p n − µp n−1 , orp n = µ 1 − q np n−1 , which gives, for 0 < µ < 1, the limit distribution (see also Fig. 4 ) The value µ = 1 is critical and corresponds to the error threshold. See Fig. 4 for comparison of the theoretical predictions and numerical computations.
We note that there are effective methods calculate expressions of the form 2) with the mutation scheme (1.3) can be analytically solved for the selectionmutation equilibrium is the additive fitness landscape, which we define here as
The solutions can be found in [3, 16] and arguably is most naturally derived using the tensor products for the representation of matrices M + M. Here we re-derive the same solution using the generating function approach. Since
Making the substitution P N (s) = W N (s) yields the ODE
Integrating this ODE yields
with the condition C(1 + a) A (1 − b) B = 1. We formally have that W (b) = 0, but this cannot occur, since 0 < b < 1 and the polynomial P N (s) has all non-negative coefficients and is not equal to zero anywhere on the interval [0, 1]. This implies that B = 0, and therefore A = 1, and
Moreover, the condition B = 0 implies that independently of N
The final solution is
and therefore the steady state distribution is binomial:
which holds for any µ > 0, there exists no error threshold for this fitness landscape.
Example 3.7. Consider a close relative of the additive fitness landscape in the form
where K ∈ N and does not depend on N . We have
and (2.5) reads
Plugging s = 0 and assuming P ∞ (0) = 0 implieŝ
Therefore,
and we need to determinep a for a = 0, . . . , K − 1. Since we have
The last recurrent formula implies that for 1 ≤ a ≤ K − 1
To determinep 0 , we use P ∞ (1) = 1, which yields, for µ < 1,
or, using the expressions forp a :
which allows us to findp 0 . Now we determined allp a for 0 ≤ a ≤ K − 1 and from (3.3) we have that for j ≥ Kp
To simplify the expressions forp j we note that due to the central limit theorem, for K → ∞,
Therefore, for the case 1 ≪ K ≪ N the equilibrium distribution is approximately Poisson with parameter µK (see Fig. 5 ).
In all the examples above the limit mean fitnessr ∞ can be easily determined from the maximum principle (1.4) . The next example shows that in the case when r(x) has a point of discontinuity such that at this point function r(x) neither left nor right continuous then a formal application of the maximum principle (1.4) may lead to incorrect conclusions. where 1 is exactly at the A-th position. In [6] , using a parametric solution to the eigenvalue problem (this solution is outlined in Appendix A.1), it was proved that
which is defined for any µ > 0, there is no error threshold for this fitness ladscape. In Appendix A.2 we re-derive this result using a new approach.
The maximum principle (1.4) for this example cannot be applied because r(x) is neither left nor right continuous at the point x = 0.5. Formal application of the maximum principle leads to incorrect conclusion (e.g., for µ = 1 it predicts thatr ≈ 1, which is wrong, the exact value is √ 2 − 1). In [6] also the expressions for the limit distributionp ∞ were given without a full derivation. Here we show, using the method of generating functions, that the coordinates of the selection-mutation equilibrium indeed can be found in explicit form.
In the following it will be convenient to consider the generating functions in the form of the Laurent series
In (2.4) we make the substitution P N (s) = P 2A (s) = s A U A (s). Since the fitness landscape is symmetric, then the coefficients of U A (s) are also symmetric:
After dividing by 2A equation (2.4) becomes
Similarly to H1-H3 we assume that, given that A → ∞, the first term in the last equality vanishes, and U A (s) turns into
Therefore, we have the limit equation
Plugging in s = 1 we find u 0 =r ∞ .
Moreover, by equating the coefficients at s −n + s n , we obtain the system
This system has the following solution, which can be directly checked,
Therefore, the limit distributionp ∞ is two-sided geometric, and for large N = 2A we have approximatelyp
Numerical computations confirm this conclusion (see Fig. 6 ).
A Parametric solutions to the basic eigenvalue problem
The suggested general approach of the generating functions is heuristic. Rigorous proofs can be obtained using the parametric solution method introduced in [6] . In this appendix we give a concise form for the method used in [6] (see Appendix A.1) and also introduce a new parametric solution in Appendix A.2, which is used to prove the result from Example 3.8 on the limit form ofr ∞ .
Recall that we are interested in finding the dominant eigenvalue and the corresponding positive eigenvector of the problem (M + µQ)p =mp, 
Introduce the notations
Then the original eigenvalue problem takes the form (R + µS)p =rp, or, after introducing new parameter u = µ/r,
A.1 Approach A
In [6] it was shown that
where C = (c ka ) is the matrix composed (by columns) of the coefficients of the generating polynomials
and possesses the property C 2 = 2 N I, where I is the identity matrix. Using this information, we have
Equation (A.1) can be written asrp
Therefore,r is the dominant eigenvalue of the matrix F (u)R, andp is the corresponding eigenvector, both of which can be represented in the parametric form, depending on parameter u. The details how to write down the explicit formulas depending on the number of nonzero elements of the vector m = (m 0 , . . . , m N ) are given in [6] .
A.2 Approach B
The equalityrp Using the introduced notations equality (A.2) can be written aŝ rp = (1 + u)
where the application of the geometric series can be justified by noting that the 1-norm of matrix , from wherer ∞ = 1 + µ 2 − µ, as it was stated in Example 3.8 and proved in [6] using, essentially, approach A.
