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An invertible field transformation is such that the old field variables correspond one-to-one to the
new variables. As such, one may think that two systems that are related by an invertible transfor-
mation are physically equivalent. However, if the transformation depends on field derivatives, the
equivalence between the two systems is nontrivial due to the appearance of higher derivative terms
in the equations of motion. To address this problem, we prove the following theorem on the relation
between an invertible transformation and Euler-Lagrange equations: If the field transformation is
invertible, then any solution of the original set of Euler-Lagrange equations is mapped to a solution
of the new set of Euler-Lagrange equations, and vice versa. We also present applications of the
theorem to scalar-tensor theories.
I. INTRODUCTION
It had been believed that the Horndeski theory [1], also known as the generalized Galileon theory [2, 3], is the most
general healthy (single-field) scalar-tensor theory. This was because it forms the broadest class that yields second-order
Euler-Lagrange (EL) equations both for the metric and the scalar field, and thus trivially evade so-called Ostrogradsky
ghosts associated with higher-order equations of motion [4]. However, the myth was destroyed: The second-order
nature of the EL equations is just a sufficient condition and not a necessary condition for the absence of Ostrogradsky
ghosts [5]. Gleyzes, Langlois, Piazza, and Vernizzi (GLPV) then constructed a healthy theory beyond Horndeski [6].
The key for healthy theories beyond Horndeski is that the EL equations are a priori of higher order, but can be
rearranged into a second-order system [7], which is realized in the presence of appropriate degeneracy conditions
or a sufficient number of constraints [8–10]. Thus far many efforts have been made to construct healthy theories
beyond Horndeski, which include quadratic/cubic degenerate higher-order scalar-tensor (DHOST) theories [9, 11] and
extended Galileons [12, 13].
Along this line, the transformation properties of these theories under the disformal transformation have been
investigated in Refs. [5, 6, 11, 13–17]. A disformal transformation is a kind of frame transformation that generalizes
conformal transformation. The law of transformation is defined by
g˜µν = A(φ,X)gµν +B(φ,X)∇µφ∇νφ, φ˜ = φ, (1)
where X ≡ −(∇µφ)2/2, and the functions A,B are chosen so that the transformation does not change the metric
signature and is consistent with the existence of the inverse matrix of g˜µν [14, 18]. It was shown in Ref. [5] that
there exists the inverse transformation of Eq. (1) if A,B satisfy some additional condition (see §IVA for detail).
One naturally expects that the number of physical degrees of freedom (DOFs) is not changed by such an invertible
transformation because there is a one-to-one correspondence between the old and new sets of variables. On the other
hand, since the disformal transformation contains derivatives of the scalar field, the EL equations derived from the
transformed action contain higher-order derivatives, and thus the equivalence between the two frames is not clear.
There are some works that addressed this issue: In the special case where the original action is of the Einstein-Hilbert
form, the authors of Refs. [5, 19] showed that the EL equations in the new frame containing higher-order derivatives
can be recomposed to yield second-order equations. The disformal invariance of cosmological perturbations and their
number of DOFs are investigated in Refs. [20–23], and it was clarified in Ref. [24] that the disformal transformation
in a cosmological setup amounts to a rescaling of time coordinate, and thus leaves physical observables unchanged.
The authors of Ref. [25] proved the equivalence between two sets of EL equations for disformally related frames
for an arbitrary scalar-tensor theory. The equivalence between the old and new frames has also been confirmed
by Hamiltonian analysis in the unitary gauge φ = t [26], though the similar analysis without gauge fixing remains
unaddressed. They also showed that the Hamiltonian structure is unchanged under a broad class of invertible field
transformations. However, there exist infinite different types of invertible transformations that are not covered by
their analysis. Also, the equivalence between EL equations for two frames related through general transformations
has not been clarified. These facts motivate us to explore the nature of generic invertible transformations that depend
on fields and their derivatives.
2Besides the above, there is another motivation to address the issue on invertible transformations: It is related to
noninvertible transformations, i.e., a class of transformations that are not invertible. The so-called mimetic gravity
model [27] is known as an example of a theory resulting from such a noninvertible transformation. This theory is
obtained by performing a particular noninvertible disformal transformation on the Einstein-Hilbert action in general
relativity, and was shown to have three DOFs [28]. Hence, in this case the noninvertible transformation increases
the number of DOFs by one. In general, a noninvertible transformation could map a theory to one with a different
number of DOFs as opposed to the case of invertible transformations. It is intriguing to investigate how the number
of DOFs of a given theory changes by a generic noninvertible transformation. Although this problem is beyond the
scope of the present paper, the methodology for analyzing the nature of invertible transformations developed in this
paper may be extensible to noninvertible transformations.
In light of this situation, we show the following theorem on invertible transformations: If two frames*1 are related by
a general invertible transformation, the EL equations in the new frame are completely equivalent to the original-frame
EL equations written in terms of the new fields. In other words, the new-frame EL equations are derived from the
original-frame EL equations without any loss/gain of information of the equations, and vice versa. Combining this
result with the property of invertible transformations that the fields in the two frames are related by a one-to-one
correspondence, it can be concluded that any solution of the EL equations in the original frame is mapped to a solution
in the new frame by the invertible transformation. The application of the theorem is not restricted to scalar-tensor
theories, but rather extends to any field theory.
This paper is organized as follows. In §II, we provide two examples to illustrate the role of (derivative-dependent)
invertible transformations. Then in §III, we prove the main theorem to clarify the relation between invertible trans-
formations and EL equations. Furthermore, we present applications of our theorem to scalar-tensor theories in §IV,
which include the class of disformal transformations mentioned above. Finally, we draw our conclusions in §V.
II. EXAMPLES
Before proceeding to general arguments in field theories, we give two examples which are useful to get a flavor of
the main theorem.
A. Analytical mechanics
First, we consider a simple model in analytical mechanics. Let us start from the Lagrangian
L(X˙, Y˙ ) =
1
2
X˙2 +
1
2
Y˙ 2. (2)
As is obvious, the equations of motion (EOMs) obtained from this Lagrangian
EX ≡ −X¨ = 0, EY ≡ −Y¨ = 0, (3)
are a pair of second-order ordinary differential equations, and thus we need four initial conditions, i.e., the system has
two DOFs. Now we perform a derivative-dependent frame transformation with
X = x− y˙, Y = y. (4)
Note that this transformation is invertible: It can be uniquely solved for x, y as
x = X + Y˙ , y = Y. (5)
Since X has y˙ in its transformation rule, the new Lagrangian contains a higher-order time derivative:
L′(x˙, y˙, y¨) =
1
2
(x˙− y¨)2 + 1
2
y˙2, (6)
and so do the EOMs:
Ex ≡ −x¨+ y(3) = 0, Ey ≡ −y¨ − x(3) + y(4) = 0. (7)
*1 Although the use of the word “system” would be more appropriate than “frame,” we use the latter in connection with disformal
transformations.
3At a first glance, this new system of equations seems to require more initial conditions than Eq. (3), but this is not
true. Indeed, one can eliminate the higher derivative terms by taking linear combinations of the EOMs together with
their time derivatives:
Ex + E˙y − E¨x = −x¨ = 0,
Ey − E˙x = −y¨ = 0.
(8)
This system of equations has the same structure as the original one (3). Therefore, we need the same number of
initial conditions to fix the dynamics of x, y as in Eq. (3). The above equivalence between the two frames can also be
understood as follows. Written in terms of the original set of variables (X,Y ), the left-hand sides of Eq. (7) become
Ex = −X¨, Ey = −Y¨ −X(3). (9)
Then, they are combined to give EX and EY , i.e., the original set of EOMs (3), as
EX = Ex, EY = Ey − E˙x, (10)
while (Ex, Ey) is expressed in terms of (EX , EY ) as
Ex = EX , Ey = EY + E˙X . (11)
Equations (10) and (11) imply that the new-frame EOMs written in terms of the old variables are completely equivalent
to the old-frame EOMs. Hence, any solution in the old frame (X,Y ) is mapped to a solution in the new frame (x, y)
and vice versa, meaning that the two theories (2) and (6) have a common number of physical DOFs. Note also the
similarity between Eqs. (4), (5) and Eqs. (10), (11). We shall clarify the origin of the similarity in §III.
One may notice that the transformation (4) basically captures the essential nature of the disformal transforma-
tion (1). The crucial difference between them is that the disformal transformation is more complicated so that it is
not always invertible. When it is invertible, the logic is the same as the above discussion.
B. Scalar-tensor theory
The second example is the case of scalar-tensor theory. For the Einstein-Hilbert action with a canonical scalar
field φ˜ and some matter fields ΨI ,
S[g˜µν , φ˜; Ψ
I ] =
∫
d4x
√
−g˜
[
M2Pl
2
R˜− 1
2
∇˜µφ˜∇˜µφ˜− V (φ˜)
]
+ Sm[g˜µν ; Ψ
I ], (12)
let us consider the following transformation:
g˜µν = gµν , φ˜ = φ− f(R), (13)
where f(R) is an arbitrary function of the Ricci scalar associated with the metric gµν . The inverse transformation is
given by
gµν = g˜µν , φ = φ˜+ f(R˜), (14)
where now R˜ is computed from g˜µν . For this transformation, the original action (12) is transformed as
S′[gµν , φ; ΨI ] =
∫
d4x
√−g
[
M2Pl
2
R− 1
2
∇µ (φ− f(R))∇µ (φ− f(R))− V (φ− f(R))
]
+ Sm[gµν ; Ψ
I ]. (15)
Introducing a Lagrange multiplier, one can recast this S′ into the form of
S′′[gµν , φ, χ, λ; ΨI ] =
∫
d4x
√−g
[
M2Pl
2
R− 1
2
∇µϕ∇µϕ− V (ϕ) + λ(χ−R)
]
+ Sm[gµν ; Ψ
I ], ϕ ≡ φ− f(χ), (16)
which manifestly yields second-order field equations. The action (16), which contains three scalar fields φ, χ, and λ,
describes a specific model of tensor-multiscalar theory defined in Ref. [29]. Although such a theory has 2 + 3 DOFs
in general, the specific theory defined by S′′ is expected to have only 2 + 1 DOFs as it is obtained via the invertible
4transformation (13) from the action (12) containing only one scalar field. Actually, we can explicitly show that the
EL equations derived from S′′ are completely equivalent to those derived from the original action S in the following
way. The EOMs obtained from S′′ are
Eµν ≡ 1√−g
δS′′
δgµν
= 0, EΦ ≡ 1√−g
δS′′
δΦ
= 0, (Φ = φ, χ, λ), (17)
where
Eµν =
M2Pl
2
(
Rµν − 1
2
Rgµν
)
+
1
2
gµν
[
1
2
∇σϕ∇σϕ+ V (ϕ)− λ(χ −R)
]
− 1
2
∇µϕ∇νϕ+∇µ∇νλ− gµνλ− λRµν − 1
2
Tµν , (18)
Eφ = ϕ− V ′(ϕ), (19)
Eχ = λ− f ′(χ) [ϕ− V ′(ϕ)] , (20)
Eλ = χ−R, (21)
with Tµν ≡ − 2√−g δSmδgµν being the energy-momentum tensor for the matter fields. The EOM for the Lagrange multi-
plier Eλ = 0 implies χ = R. Combining Eφ = 0 and Eχ = 0, one obtains λ = 0. Thus, the metric EOM Eµν = 0 is
written as
M2Pl
2
(
Rµν − 1
2
Rgµν
)
+
1
2
gµν
[
1
2
∇σϕ∇σϕ+ V (ϕ)
]
− 1
2
∇µϕ∇νϕ− 1
2
Tµν = 0. (22)
This equation and Eφ = 0 are nothing but the Einstein and Klein-Gordon equations derived from the original
action (12) with the replacement φ → ϕ. Hence, for any solution (gµν , φ) = (g(0)µν , φ(0)) of the original EOMs,
the set (gµν , ϕ) = (g
(0)
µν , φ(0)) satisfies the new-frame EOMs. Once (gµν , ϕ) is fixed, the solution for the new-frame
variables (gµν , φ, χ, λ) is also fixed as follows:
gµν = g
(0)
µν , φ = φ
(0) + f(R(0)), χ = R(0), λ = 0, (23)
where R(0) denotes the Ricci scalar associated with g
(0)
µν . Therefore, the system of EOMs (17) is essentially the system
composed of the Einstein equation (22) and the Klein-Gordon equation Eφ = 0, and thus has the same number of
DOFs as the original system.
What we can learn from these simple examples is that, even if we perform a derivative-dependent transformation
to obtain a Lagrangian with higher derivatives, it has the same number of DOFs as the original one as long as the
transformation is invertible. In the subsequent section, we prove this statement for general field theories.
III. PROOF OF THE THEOREM
A. Setup
Let us consider a general field theory in D-dimensional spacetime:
S =
∫
dDxL[φ],
L[φ] ≡ L(φi, ∂µφi, ∂µ∂νφi, · · · , ∂(n)φi),
(24)
where i = 1, · · · , N labels the fields and ∂(k) ≡ ∂µ1 · · · ∂µk . Transforming φi to a new set of fields ψi by*2
φi = f i[ψ] ≡ f i(ψj , ∂µψj , ∂µ∂νψj , · · · , ∂(m)ψj), (25)
*2 Although it is natural to begin with the expression of the new variables in terms of the old ones, i.e., in the form of ψi = gi[φ], we
instead start from Eq. (25) which is more convenient for later arguments.
5we obtain a new theory, symbolically written as
L′[ψ] ≡ L[f [ψ]], (26)
which consists of at most (m+ n)th derivatives of ψi. It should be noted that the transformation (25) depends only
on ψi and their derivatives evaluated at the same point in the spacetime. A field transformation between φi and ψi
is called invertible if ψi are uniquely determined from φi and vice versa. As such, Eq. (25) can be solved for ψi in the
form of
ψi = gi(φj , ∂µφ
j , ∂µ∂νφ
j , · · · , ∂(ℓ)φj). (27)
Hereafter we require that the number of φ fields be the same as that of ψ fields, because otherwise one cannot define
an invertible transformation between φi and ψi.*3
In general, the transformation law (25) could be quite nonlinear. However, as we shall see below, if the invertibility
is considered only locally in field space, the invertibility of the transformation can be judged within the language of
linear algebra. Let us consider infinitesimal changes δφi, δψi from configurations of φi, ψi that satisfy the relation (25).
Then Eq. (25) is linearized as
δφi = Pˆ ij δψ
j , (28)
where Pˆ ij is a derivative-operator-valued matrix determined from the functional form of f
i:
Pˆ ij =
m∑
s=0
u
i(s)
j ∂(s), u
i(s)
j ≡
∂f i
∂(∂(s)ψj)
. (29)
A system of equations of the form (28) is called linear differential-algebraic equations (DAEs), since it consists of
coupled linear differential and algebraic equations. The solution to Eq. (28) is generically not unique as it may contain
integration constants. On the other hand, if the transformation (25) is invertible at least locally, then one can uniquely
solve the system of DAEs (28) for δψi in the form of
δψi = Qˆijδφ
j , (30)
where Qˆij is a derivative-operator-valued matrix satisfying
*4
Pˆ ij Qˆ
j
k = Qˆ
i
jPˆ
j
k = δ
i
k, (31)
and hence plays the role of the inverse operator of Pˆ ij . In the present paper, we restrict ourselves to such a special
class of field transformations. For the detailed arguments on the unique solvability of DAEs, see Ref. [30].
B. Main theorem
In §II, we saw that an invertible transformation does not change the number of physical DOFs in two simple models.
Below we prove the following theorem for general field theories:
Theorem. Suppose two sets of fields φi and ψi are related by an invertible transformation of the form φi = f i[ψ].
If a configuration ψi(0) satisfies the EL equations for ψ
i, then its transformation f i[ψ(0)] satisfies the EL equations for
φi. Conversely, if a configuration φi(0) satisfies the EL equations for φ
i, then its inverse transformation (f−1)i[φ(0)]
satisfies the EL equations for ψi.*5
Proof. Let us consider the variation of the action in two different manners. If we vary the original action written
in terms of φi, then we obtain
δS = δ
∫
dDxL[φ] =
∫
dDx E(φ)i δφi. (32)
*3 We also require that the dynamics of φi is restricted within the codomain of f i.
*4 If there exists a derivative-operator-valued matrix Qˆij for which Qˆ
i
jPˆ
j
k
= δi
k
, one can prove Pˆ ij Qˆ
j
k
= δi
k
and the uniqueness of such Qˆij
in the same manner as c-number matrices.
*5 The symbol (f−1)i[φ] stands for the configuration of ψi that satisfies φi = f i[ψ].
6Here, E(φ)i = 0 denote the EOMs for φi. Meanwhile, if we rewrite the action in terms of ψi by the relation (25), the
variation yields
δS = δ
∫
dDxL′[ψ] =
∫
dDx E(ψ)i δψi, (33)
where E(ψ)i = 0 are the EOMs for ψi. Note that, in deriving the EL equations, we have imposed independent boundary
conditions for φi and ψi: ∂(k)φ
i = 0 (k = 0, 1, · · · , n− 1) and ∂(k′)ψi = 0 (k′ = 0, 1, · · · , n+m− 1), respectively. This
is because we need only the relation between the old- and new-frame EL equations obtained in such manner. Now we
impose Eq. (28) on δφi and reexpress Eq. (32) by δψi:*6
δS =
∫
dDx E(φ)i Pˆ ij δψj =
∫
dDx
(
Pˆ †ijE(φ)i
)
δψj . (34)
Note that, as a result of integration by parts, here we have the adjoint of Pˆ ij which satisfies
Pˆ †ijwi =
m∑
s=0
(−1)s∂(s)
(
u
i(s)
j wi
)
, (35)
with wi being an arbitrary vector function. After this, one can compare Eqs. (33) and (34). Since δψ
i are arbitrary,
one obtains the following relation between E(φ)i and E(ψ)i :*7
E(ψ)i = Pˆ †jiE(φ)j . (36)
The relation (36) can be regarded as the adjoint DAE system to Eq. (28). Now the problem is whether the original
set of EOMs E(φ)i = 0 follows from Pˆ †jiE(φ)j = 0. To prove this, one can follow the arguments on the unique solvability
of adjoint DAEs given in Ref. [30]. Since the operator matrix Pˆ ij has its inverse Qˆ
i
j without integral operator, one can
take the adjoint of Eq. (31) to obtain
Pˆ †ijQˆ
†j
k = Qˆ
†i
jPˆ
†j
k = δ
i
k, (37)
which means that the inverse operator of Pˆ †ij is independent of integral operators and given by Qˆ
†i
j . Therefore, from
Eq. (36) we obtain
E(φ)i = Qˆ†jiE(ψ)j , (38)
which is the adjoint DAE system to Eq. (30). By multiplying both sides of Pˆ †jiE(φ)j = 0 by Qˆ†ik yields E(φ)k = 0.
Hence, if a configuration of ψi that satisfies the new set of EOMs (40) is transformed by the relation (25), then the
resulting configuration of φi satisfies the original set of EOMs (39). Moreover, the opposite direction is also true.
This completes the proof of the main theorem. 
In deriving the relation (36), we have not used explicit expressions for the EL equations in each frame. Although
technically more complicated, it is also possible to show the relation by a direct comparison between the explicit
expression of E(φ)i and that of E(ψ)i as follows. The EOMs for φi are formally written as
E(φ)i ≡
δL[φ]
δφi
=
n∑
q=0
(−1)q∂(q)v(q)i = 0, v(q)i ≡
∂L
∂(∂(q)φi)
. (39)
On the other hand, the EOMs for ψi become*8
E(ψ)i ≡
δL[f [ψ]]
δψi
=
m+n∑
p=0
n∑
q=0
(−1)p∂(p)
[
v
(q)
j
∂(∂(q)f
j)
∂(∂(p)ψi)
]
= 0. (40)
*6 Hereafter φi and ψi are freely replaced with each other via the relation (25).
*7 The relation (36) itself holds even if the transformation is not invertible.
*8 Note that E
(ψ)
i = 0 is different from what one obtains by substituting Eq. (25) into E
(φ)
i = 0, though these two sets of equations are
equivalent by virtue of the relation (36).
7By using the relation*9
∂(∂(q)f
j)
∂(∂(p)ψi)
=
∑
0≤k≤q
0≤p−k≤m
(
q
k
)
∂(q−k)u
j(p−k)
i , (41)
the expression of E(ψ)i becomes
E(ψ)i =
n∑
k=0
k+m∑
p=k
n∑
q=k
(−1)p
(
q
k
)
∂(p)
[
v
(q)
j ∂(q−k)u
j(p−k)
]
, (42)
where we have interchanged the summations. With the aid of the Leibniz rule,
E(ψ)i =
n∑
k=0
k+m∑
p=k
n∑
q=k
k∑
r=0
(−1)p
(
q
k
)(
k
r
)
∂(p−k)
[
∂(r)v
(q)
j ∂(q−r)u
j(p−k)
]
=
m∑
s=0
n∑
k=0
n∑
q=k
k∑
r=0
(−1)k+s
(
q
k
)(
k
r
)
∂(s)
[
∂(r)v
(q)
j ∂(q−r)u
j(s)
]
, (43)
where we have defined s ≡ p− k. Interchanging the summations as∑nk=0∑nq=k∑kr=0 =∑nq=0∑qr=0∑qk=r and using
the formula
q∑
k=r
(−1)k
(
q
k
)(
k
r
)
= (−1)qδqr, (44)
we finally obtain
E(ψ)i =
m∑
s=0
n∑
q=0
(−1)s+q∂(s)
[
u
j(s)
i ∂(q)v
(q)
j
]
= Pˆ †jiE(φ)j , (45)
which is nothing but Eq. (36).
C. Remarks
According to the Theorem, if one can define an inverse transformation between φi and ψi, then the solution space
for ψi is mapped to a subspace of the solution space for φi, and vice versa. Therefore, the two solution spaces have
the same number of DOFs.
One may naively think that the proof for the equivalence between E(φ)i = 0 and Pˆ †ijE(φ)i = 0 becomes simpler
if the field transformation is reduced to one without field derivatives. Such a reduction is realized by introducing
auxiliary fields with Lagrange multipliers and then replacing the derivatives contained in the field transformation by
the auxiliary fields. However, this method is not helpful for comparing E(φ)i = 0 and Pˆ †ijE(φ)i = 0 as the EOMs of the
resulting theory apparently do not coincide with Pˆ †ijE(φ)i = 0. For the detailed arguments, see the Appendix.
There are several other remarks on the Theorem. If a given transformation law φi = f i[ψ] can be solved for ψi
without integration constant but with branches of solutions, one can still apply the Theorem by choosing any one
of the branches. For instance, the transformation φ = ψ2 has two inverse transformations, ψ = ±√φ. In this case,
Pˆ = 2ψ and Qˆ = ±1/(2√φ). After choosing either of the branches of Qˆ, one can apply the Theorem.
The original- and new-frame EL equations (E(φ)i = 0 and E(ψ)i = 0) are at most (2n)th- and (2n + 2m)th-order
differential equations, respectively. We have seen in Eq. (38) that the latter can be reduced to the equivalent (2n+m)th-
order differential equations by operating the regular matrix Qˆ†ij . Since the Theorem states that the DOFs of the
*9 Equation (41) can be verified by repeated use of the following identity for Φ[ψ] = ∂(r)f
j [ψ] (r = 0, 1, · · · , q − 1):
∂(∂(1)Φ[ψ])
∂(∂(p)ψi)
= ∂(1)
∂Φ[ψ]
∂(∂(p)ψi)
+
∂Φ[ψ]
∂(∂(p−1)ψi)
,
which can be checked by expanding the both sides using the chain rule.
8reduced equations are the same as the ones of the original-frame EL equations, it is natural to expect that the
reduced equations can be further reduced to the manifestly equivalent (2n)th-order differential equations by some
manipulations. While the total number of required initial conditions is the same in both frames, it does not mean EL
equations in the new frame are reducible to the set of equations each of which has the same orders of derivatives as
those for EL equations in the old frame. To see this, let us consider the following Lagrangian in analytical mechanics
depending on (X,Y ):
L =
1
2
X˙2 +
1
2
Y˙ 2 +XY. (46)
Clearly, the EOMs for (X,Y ),
EX ≡ −X¨ + Y = 0, EY ≡ −Y¨ +X = 0, (47)
are two second-order differential equations, which require four initial conditions. Now we perform a transformation
of variables (X,Y )→ (x, y) defined by
x = EY = X − Y¨ , y = Y, (48)
which has the inverse transformation
X = x+ y¨, Y = y. (49)
Note that x = 0 and is nondynamical by definition. The Lagrangian is then transformed as
L′ =
1
2
(x˙ + y(3))2 − 1
2
y˙2 + xy, (50)
where we performed integration by parts. The EOMs for (x, y) are given by
Ex ≡ −x¨− y(4) + y = 0, Ey ≡ −x(4) − y(6) + y¨ + x = 0. (51)
Due to our main theorem, the EOMs in the new frame are equivalent to those in the old frame through the relation (38)
with the replacement (49). Indeed,
EX = Ex = −x¨− y(4) + y = 0,
EY = Ey − E¨x = x = 0.
(52)
Hence, the EOMs for (x, y) are x = 0, which is consistent with Eq. (48), and a fourth-order differential equation−y(4)+
y = 0 obtained by substituting x = 0 into EX = 0. As such, the two second-order equations (47) are transformed
into one zeroth-order equation and one fourth-order equation. Obviously, the new EOMs are not reducible to two
second-order differential equations. Nevertheless, the two sets are still related through Eq. (36) or Eq. (38), and have
the same number of DOFs. In this case, the EOMs in both frames indeed require four initial conditions. This example
demonstrates that in general the old and new sets of EOMs have different derivative structures.*10 To clarify their
structures, one has to investigate on a case-by-case basis.
Another thing to note is that if the original theory has gauge symmetries, then Eq. (36) is not the only way to
express E(ψ)i in terms of E(φ)i . This is because there exist identities among the EL equations corresponding to the gauge
symmetries, i.e., Noether identities. If the original theory is invariant under an infinitesimal gauge transformation in
the form of
∆ǫφ
i = GˆiIǫ
I , (53)
where I = 1, · · · ,M labels the gauge symmetries, then the Noether identities are written as*11
Gˆ†iIE(φ)i = 0, (54)
*10 This type of situation happens whenever one defines an invertible transformation in such a way that a part of the new fields becomes
nondynamical. The above example has a problem that the Hamiltonian obtained from the Lagrangian (46) is not bounded below. Such
a model was chosen just for simplicity in calculation.
*11 The number of the gauge symmetries M is smaller than that of the fields N .
9which reduces the dimensionality of the old-frame EOM space byM . Correspondingly, the new system also has gauge
symmetries under the infinitesimal transformation ψi → ψi+∆ǫψi, where ∆ǫψi = QˆijGˆjIǫI . Therefore, the new-frame
EOMs satisfy the corresponding Noether identities Gˆ†iIQˆ
†j
iE(ψ)j = 0, which means that the new-frame EOM space
also has dimension N −M . Even in this case, the proof of the main theorem still holds since it relies only on the
invertibility of Pˆ †ij . On the other hand, combining Eqs. (36) and (54), we obtain
E(ψ)i = (Pˆ †ji + Fˆ Ii Gˆ†jI)E(φ)j ≡ RˆjiE(φ)j , (55)
with Fˆ Ii being an arbitrary derivative-operator-valued matrix. Note that this arbitrariness of the relation between
the EOMs does not spoil the proof of the main theorem. For some choice of Fˆ Ii , the matrix Rˆ
i
j may become singular,
in which case Rˆij is a projection operator onto the (N −M)-dimensional constrained surface in the N -dimensional
EOM space defined by the Noether identity (54). Nevertheless, the singularity is not problematic since it is only this
constrained surface that is physically relevant.
Before closing this section, let us remark that not all the variables relevant to an invertible transformation have to
be dynamical, in which case however the transformed theory acquires redundant DOFs in general. We consider the
following Lagrangian as an example:
L(X˙) =
1
2
X˙2, (56)
with the invertible field transformation of the same form as Eq. (4). Note that Y does not appear in the original
Lagrangian (56). In this case, the new Lagrangian takes the form
L′(x˙, y¨) =
1
2
(x˙− y¨)2, (57)
which has a gauge symmetry under
x→ x+ ξ˙, y → y + ξ, (58)
with ξ being an arbitrary function of time. Once the gauge is completely fixed by setting y = 0, we recover the
original Lagrangian. In other words, introducing a gauge DOF y to the original theory defined by L is an invertible
transformation, whose inverse is fixing the gauge completely by setting y = 0 in the resultant new theory described
by L′, and vice versa.
This example is related to the Stu¨ckelberg formalism for a massive vector field. We start from the Proca Lagrangian
LProca(A˜µ, ∂λA˜µ) = −1
4
F˜µν F˜
µν +m2A˜µA˜
µ, F˜µν ≡ ∂µA˜ν − ∂νA˜µ. (59)
One can restore U(1) gauge symmetry via introducing a Stu¨ckelberg scalar φ by promoting
A˜µ → Aµ − ∂µφ, (60)
and assuming the following gauge transformation law
Aµ → Aµ + ∂µΛ, φ→ φ+ Λ. (61)
Indeed, the new Lagrangian
L′Proca(Aµ, φ, ∂λAµ, ∂λφ) = −
1
4
FµνF
µν +m2(Aµ − ∂µφ)(Aµ − ∂µφ), Fµν ≡ ∂µAν − ∂νAµ (62)
is invariant under the transformation (61). In this case, the replacement (60) can be regarded as an invertible
transformation by identifying it as the following field redefinition:
A˜µ = Aµ − ∂µφ, φ˜ = φ. (63)
The inverse transformation is given by
Aµ = A˜µ + ∂µφ˜, φ = φ˜. (64)
Hence, as it should be, the Stu¨ckelberg formalism just introduces a redundant DOF and it does not change the
number of physical DOFs. On the other hand, imposing a complete gauge fixing φ = 0 in L′Proca can be identified as
performing an invertible transformation (64) on L′Proca.
Similarly, in the context of scalar-tensor theories, any additional scalar/vector/tensor fields can be introduced
without changing the number of DOFs. This may be related to the recent work [31], which suggested a connection
between tensor-multiscalar theories [29], generalized Proca theories [32] and bigravity [33].
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IV. APPLICATIONS TO SCALAR-TENSOR THEORIES
In the previous section, we have shown that the new-frame EL equations can be made equivalent to the original-frame
EL equations by using the regular matrix Pˆ †ij . In this section, we consider two types of invertible transformations in
the context of scalar-tensor theories and present explicit forms of the matrix Pˆ †ij .
A. Disformal transformation
Let us consider the disformal transformation mentioned in §I:
g˜µν = A(φ,X)gµν +B(φ,X)∇µφ∇νφ, φ˜ = φ. (65)
One can define the inverse matrix of g˜µν as
g˜µν =
1
A
(
gµν − B
A− 2XB∇
µφ∇νφ
)
, (66)
as long as A(A − 2XB) 6= 0. Note that any composition of disformal transformations is again a disformal transfor-
mation. The necessary and sufficient condition for the invertibility of the disformal transformation is given by [5]*12
A(A−XAX + 2X2BX) 6= 0, (67)
which ensures the Jacobian determinant for the metric transformation is nonvanishing. If this is the case, the inverse
disformal transformation is written as
gµν = A˜(φ˜, X˜)g˜µν + B˜(φ˜, X˜)∇˜µφ˜∇˜ν φ˜, φ = φ˜, (68)
where ∇˜µ denotes a covariant derivative with respect to g˜µν , and the canonical kinetic term of the scalar field in the
original frame is related to the new variables by
X˜ ≡ −1
2
g˜µν∇˜µφ˜∇˜ν φ˜ = X
A− 2XB. (69)
The functional forms of A˜, B˜ are given by the following relation:
A˜(φ˜, X˜) =
1
A(φ˜, X)
, B˜(φ˜, X˜) = −B(φ˜, X)
A(φ˜, X)
, (70)
where X should be written in terms of (φ˜, X˜) by solving Eq. (69). As it should be, the solvability of Eq. (69) for X
is guaranteed by the condition (67) as
∂X˜
∂X
=
A−XAX + 2X2BX
(A− 2XB)2 6= 0. (71)
For some known classes of scalar-tensor theories, the transformation properties under disformal transformations have
been well studied. The authors of Ref. [14] showed that the Horndeski class is closed under disformal transformations
with A,B depending on φ only. If one proceeds to X-dependent B, the Horndeski theories are transformed to GLPV
theories [6, 15], and GLPV theories themselves are closed under the same class of disformal transformations. Further
introduction of X-dependence into A results in quadratic/cubic DHOST theories [11].*13*14 These papers explicitly
showed that an invertible transformation does not change the number of physical DOFs. In what follows, we show this
for an arbitrary scalar-tensor theory as an application of our main theorem. For the disformal transformation (65),
the linearization yields [
δg˜µν
δφ˜
]
= Pˆ
[
δgαβ
δφ
]
, Pˆ =
[
aαβµν bˆµν
0 1
]
, (72)
*12 The condition A(A− 2XB) 6= 0, which guarantees the existence of the inverse matrix g˜µν , automatically follows from Eq. (67).
*13 To the best of our knowledge, it remains an open question whether these DHOST theories are closed under generic disformal transfor-
mations.
*14 Apart from this line of research, the authors of Ref. [31] specified all the theories obtained via invertible disformal transformations from
the Horndeski class in the language of differential forms.
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where
aαβµν ≡
1
2
(AXgµν + BX∇µφ∇νφ)∇αφ∇βφ+Aδα(µδβν), (73)
bˆµν ≡ (Aφgµν +Bφ∇µφ∇νφ) +
[
2Bδσ(µ∇ν)φ− (AXgµν +BX∇µφ∇νφ)∇σφ
]
∇σ. (74)
The symmetrization for two indices is defined by Tαβγ···(µν)σ··· ≡ 12 (Tαβγ···µνσ··· + Tαβγ···νµσ··· ), with Tαβγ···µνσ··· being an arbitrary
tensor. Similarly, the inverse disformal transformation (68) is linearized in the form of
[
δgµν
δφ
]
= Qˆ
[
δg˜αβ
δφ˜
]
, Qˆ =
[
cαβµν dˆµν
0 1
]
. (75)
Here, the matrix elements cαβµν and dˆµν can be written in terms of (gµν , φ) as
cαβµν ≡ −
1
2A(A−XAX + 2X2BX) (AXgµν +BX∇µφ∇νφ)∇
αφ∇βφ+ 1
A
δα(µδ
β
ν), (76)
dˆµν ≡ −cαβµν bˆαβ . (77)
As it should be, this Qˆ defines the inverse matrix of Pˆ : One can check that
[
aρσµν bˆµν
0 1
] [
cαβρσ dˆρσ
0 1
]
=
[
cρσµν dˆµν
0 1
] [
aαβρσ bˆρσ
0 1
]
=
[
δα(µδ
β
ν) 0
0 1
]
. (78)
Now we confirm the equivalence between the old- and new-frame EOMs using the relation (36). Starting from a
generic action S[g˜µν , φ˜], the EOMs for the metric and the scalar field are derived as
E˜µν ≡ δS
δg˜µν
= 0, E˜φ ≡ δS
δφ˜
= 0. (79)
On the other hand, if the action is written in terms of the new variables as S′[gµν , φ], the resulting EOMs are
Eµν ≡ δS
′
δgµν
= 0, Eφ ≡ δS
′
δφ
= 0. (80)
Then the relation (36) reads
[
Eαβ
Eφ
]
= Pˆ †
[E˜µν
E˜φ
]
, Pˆ † =
[
aαβµν 0
bˆ†µν 1
]
, (81)
where the scalar equation Eφ acquires higher derivative terms due to the contribution bˆ†µν E˜µν . However, Eq. (81) can
be solved for the old-frame EOMs as [E˜αβ
E˜φ
]
= Qˆ†
[Eµν
Eφ
]
, Qˆ† =
[
cαβµν 0
dˆ†µν 1
]
, (82)
which means that the lower-order EOMs (79) in the old frame can be recovered from the higher-order EOMs (80) in
the new frame. The authors of Ref. [25] gave the same result based on a heuristic approach, but our method has an
advantage that the equivalence between the old- and new-frame EOMs can be verified in a systematic manner.
B. Mixing with derivatives of the metric
Contrary to the case of disformal transformations where only the metric is nontrivially transformed, here we consider
a nontrivial transformation of the scalar field, namely,
g˜µν = gµν , φ˜ = F (φ; gµν , ∂λgµν , ∂λ∂σgµν , · · · ), (83)
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where F is an arbitrary scalar quantity constructed without derivatives of φ. Note that the transformation (83)
generalizes the transformation (13) in §II B. If ∂F/∂φ 6= 0, one can solve F (φ) = φ˜ for φ in the form of
φ = F˜ (φ˜; gµν , ∂λgµν , ∂λ∂σgµν , · · · ), (84)
which defines the inverse transformation as
gµν = g˜µν , φ = F˜ (φ˜; g˜µν , ∂λg˜µν , ∂λ∂σ g˜µν , · · · ). (85)
As we did in the previous section, we check the recoverability of the original-frame EOMs. Following the prescription,
Eq. (83) is linearized as
[
δg˜µν
δφ˜
]
= Pˆ
[
δgαβ
δφ
]
, Pˆ =
[
δα(µδ
β
ν) 0
pˆαβ Fφ
]
, pˆαβ ≡
∑
s
∂F
∂(∂(s)gαβ)
∂(s), (86)
and its inverse transformation (85) as
[
δgµν
δφ
]
= Qˆ
[
δg˜αβ
δφ˜
]
, Qˆ =
[
δα(µδ
β
ν) 0
− 1
Fφ
pˆαβ 1
Fφ
]
= Pˆ−1. (87)
Now we find the relation between the old- and new-frame EOMs in the same manner as in the previous section:[Eαβ
Eφ
]
= Pˆ †
[E˜µν
E˜φ
]
, Pˆ † =
[
δα(µδ
β
ν) pˆ
†αβ
0 Fφ
]
. (88)
In this case, the metric equation Eαβ becomes of higher order due to the contribution pˆ†αβ E˜φ. Nevertheless, the new
system has the same DOFs as the original one because the EOMs in the old frame can be recovered as
[E˜αβ
E˜φ
]
= Qˆ†
[Eµν
Eφ
]
, Qˆ† =
[
δα(µδ
β
ν) −pˆ†αβ 1Fφ
0 1
Fφ
]
. (89)
V. CONCLUSIONS
Despite the common belief that an invertible transformation should not affect the number of physical DOFs, its
validity is not clear if the transformation depends on derivatives of fields. This is because the EL equations in the new
frame consist of derivatives of order higher than in the original frame. To address this issue, we showed in §III that
there is a one-to-one correspondence between solutions in the two frames, which implies any pair of theories related
by an invertible transformation has a common number of physical DOFs.
We also presented two examples of invertible transformations in scalar-tensor theories of gravity: One is the disformal
transformation, and the other is the transformation that contains derivatives of the metric. We discussed these two
types of transformations separately in §IV, but one can further consider their compositions. Such a composition of
transformations generically take highly nontrivial form in which the metric and the scalar field are mixed with each
other. For example, the following transformation
g˜µν = e
2φgµν , φ˜ = φ+ e
−2φ(R+ 12X − 6φ) (90)
has its inverse transformation and it is given by
gµν = e
−2(φ˜−R˜)g˜µν , φ = φ˜− R˜. (91)
As such, the space of invertible transformations on scalar-tensor theories has quite a rich structure.
Based on the main theorem, a class of theories which is obtained by an invertible transformation of some known
healthy theories of gravity, such as the Horndeski class, could also be a class of unknown healthy theories. In general,
the resulting theories are seemingly by far beyond any known class due to the diversity of invertible transformations.
Although such theories themselves are not essentially new, they could provide some hint for new types of couplings
in Lagrangian, and may lead us to construction of new theories that are not related to any known class by invertible
transformations.
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Appendix: Removing field derivatives from field transformation
We showed in §III B that one can recover the original EOMs E(φ)i = 0 from the new EOMs Pˆ †ijE(φ)i = 0 if
the field transformation is invertible. Here, Pˆ †ij contains derivative operators arising from derivatives in the field
transformation, which is the origin of the nontriviality when proving the equivalence between the original- and new-
frame EOMs. To circumvent this problem, one may want to reduce the derivative-dependent transformation to a
transformation without field derivatives by introducing auxiliary fields and Lagrange multipliers. Naively, such a
transformation allows us to obtain the new-frame EOMs in a more concise form and facilitates the proof of the
equivalence between E(φ)i = 0 and Pˆ †ijE(φ)i = 0. However, it is actually not the case for the following reasons.
Let us go back to the Lagrangian (24) and the derivative-dependent transformation (27). To remove derivatives
from Eq. (27), we introduce auxiliary fields χi(s) ≡ χiµ1···µs with Lagrange multipliers λ
(s)
i ≡ λµ1···µsi and obtain the
modified Lagrangian as
L˜ ≡ L(φi, ∂µφi, · · · , ∂(n)φi) +
ℓ∑
s=1
λ
(s)
i (χ
i
(s) − ∂(1)χi(s−1)). (A.1)
Here, ℓ denotes the highest order of derivative in the transformation (27), and χi(0) is understood as φ
i. The EL
equations are
E˜(φ)i ≡ E(φ)i + ∂µλµi = 0, (A.2)
E˜χi
(s)
≡ λ(s)i + ∂(1)λ(s+1)i = 0, (A.3)
E˜
λ
(s)
i
≡ χi(s) − ∂(1)χi(s−1) = 0, (A.4)
where λ
(ℓ+1)
i ≡ 0. Equations (A.3), (A.4) yield λ(s)i = 0, χi(s) = ∂(s)φi, respectively, and thus we obtain E
(φ)
i = 0 from
Eq. (A.2). Now we formally replace the derivatives contained in the field transformation (27) by χi(s), namely,
ψi = gi(φj , χjµ, · · · , χj(ℓ)). (A.5)
Assuming that χi(s) and λ
(s)
i remain unchanged when transformed into the new frame, Eq. (A.5) defines an invertible
transformation between extended field sets (φi, χi(s), λ
(s)
i ) and (ψ
i, χi(s), λ
(s)
i ) without field derivatives. This is because
the determinant of J ij ≡ ∂gi/∂φj is nonvanishing due to the invertibility of the field transformation (27).*15 One
may thus expect that (i) the relation between the old- and new-frame EOMs becomes clearer than considering the
derivative-dependent transformation (27), and (ii) it would alleviate the proof of the equivalence between E(φ)i = 0
and Pˆ †ijE(φ)i = 0. Indeed, (i) is the case. If we perform the transformation (A.5) on the modified Lagrangian (A.1),
*15 The condition det Jij 6= 0 is only a necessary and not a sufficient condition for the field transformation to be invertible. For details, see
Ref. [30].
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the variation of the action becomes as
δS˜ =
∫
dDxδL˜ =
∫
dDx
(
E˜(φ)i δφi + E˜χi(s)δχ
i
(s) + E˜λ(s)
i
δλ
(s)
i
)
=
∫
dDx
[
E˜(φ)i (J−1)ijδψj +
(
E˜χk
(s)
+ E˜(φ)i (J−1)ij
∂gj
∂χk(s)
)
δχk(s) + E˜λ(s)
i
δλ
(s)
i
]
. (A.6)
Then, the resulting EL equations are
(J−1)ij E˜(φ)i = 0, E˜χk(s) + (J
−1)ij
∂gj
∂χk(s)
E˜(φ)i = 0, E˜λ(s)
i
= 0, (A.7)
which are obviously equivalent to Eqs. (A.2)-(A.4), and thus the original EOMs E(φ)i = 0. However, (ii) is not the case
since Eq. (A.7) does not address the equivalence between E(φ)i = 0 and Pˆ †ijE(φ)i = 0. Therefore, the idea of removing
field derivatives from the field transformation does not lead to a simpler proof.
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