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Abstract. In two dimensions there is a direct superconductor-to-insulator quantum phase
transition driven by increasing disorder. We elucidate, using a combination of inhomogeneous
mean field theory and quantum Monte Carlo techniques, the nature of the phases and the
mechanism of the transition. We make several testable predictions specifically for local
spectroscopic probes. With increasing disorder, the system forms superconducting blobs on the
scale of the coherence length embedded in an insulating matrix. In the superconducting state,
the phases on the different blobs are coherent across the system whereas in the insulator long
range phase coherence is disrupted by quantum fluctuations. As a consequence of this emergent
granularity, we show that the single-particle energy gap in the density of states survives across
the transition, but coherence peaks exist only in the superconductor. A characteristic pseudogap
persists above the critical disorder and critical temperature, in contrast to conventional theories.
Surprisingly, the insulator has a two-particle gap scale that vanishes at the SIT, despite a robust
single-particle gap.
1. Introduction
A superconductor (SC) is an emergent state of matter in which electrons pair up forming Cooper
pairs, the different Cooper pairs become phase coherent, and the system undergoes Bose-Einstein
condensation. What is the effect of disorder on such a phase-coherent state? It was argued
by Anderson [1] that three-dimensional superconductivity is quite robust, persisting even in
polycrystalline or amorphous materials. Two dimensions turns out to be particularly intriguing
because it is the marginal dimension for localization and superconductivity. One can ask: does a
two-dimensional system develop superconducting behavior when all its eigenstates are localized
due to a random potential and if so, what is the mechanism [2]? It is seen from experiments
that superconductivity in two dimensions does exist but can be destroyed by a large variety of
tuning parameters including temperature, inverse thickness (characterized by sheet resistance),
disorder, gate voltage, Coulomb blockade, perpendicular magnetic field, and parallel magnetic
field [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15]. Once superconductivity is destroyed the system
becomes an insulator beyond a quantum phase transition at F τ ≈ 1 (see Fig. 1). Much progress
has made in the field of superconductor-insulator transitions (SIT) over the years, however, there
are still several open questions:
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• For zero disorder, we know that above the superconducting transition temperature Tc the
system is a normal Fermi liquid. What is the nature of the state above Tc at finite disorder?
Is it a Fermi liquid, or a quantum critical phase with a pseudogap?
• What is the nature of the insulator? Is it a localized Anderson insulator, a Mott insulator,
a Fermi glass, a Bose glass, or something else?
• What are the energy scale(s) in the insulator that vanish at the SIT?
• What is the mechanism that drives the SIT?
• How do the single-particle spectral functions and dynamical conductivity behave in the
superconductor, the insulator, and near the SIT?
• What is the universality class (critical exponents, amplitude ratios, and scaling functions)?
• Is the critical resistance universal and equal to the quantum of resistance RQ = h/(2e)2?
If so (as in Ref. [15]), does this indicate self-duality?
• Can one develop a theory that captures both Coulomb amplitude suppression and phase
fluctuations, and thus unify the fermionic and bosonic pictures of the SIT?
• Does the SIT happen concomitantly with the metal-insulator transition (MIT), or not?
• What is the origin of the gigantic peak in the magnetoresistance in the insulating state?
In our work so far we have successfully addressed the first five points and we summarize those
in this article.
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Figure 1. Typical Energy Scales: A superconductor has a gap of order ∆0 ≈ 1 meV,
which is much smaller than the Fermi energy F ≈ 1 eV. Disorder introduces an energy
scale ~/τ where τ is the mean scattering time. As the disorder is increased τ gets
smaller and the disorder energy scale increases. When ~/τ ≈ ∆0 the system evolves
from a clean superconductor to a “dirty superconductor” but superconductivity remains
robust. It is only when ~/τ approaches the Fermi energy that the systems starts to show
the superconductor to insulator phase transition.
2. Quantum Phase Transitions
A SIT is an excellent example of a continuous quantum phase transition (QPT) driven by
quantum zero-point fluctuations controlled by a parameter V . For V < Vc the system
is a superconductor with well-defined Bogoliubov quasiparticles and collective modes of a
superconductor, whereas for V > Vc the system is an insulator, also with well-defined excitations.
On the superconducting side, there is an energy scale that vanishes at Vc – the 2D superfluid
density or phase stiffness. Similarly, on the insulating side, one generally expects an energy scale
that vanishes at Vc.
The QPT also profoundly affects behavior of the system at finite temperature. The
superconducting transition temperature Tc decreases with increasing V , finally vanishing at
the quantum critical point (QCP) at V = Vc, as illustrated schematically in Fig. 2. The
fan emanating from the QCP is a quantum critical region that is neither superconducting nor
insulating, where the spectrum is broad and quasiparticles are ill-defined. The primary aim of
experimental and theoretical research in this field is to clearly elucidate the properties of the
phases and excitations, and then go on to understand the quantum critical region.
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Figure 2. The SIT is a quantum phase
transition occurring at zero temperature
(T = 0) and at a critical value of a
tuning parameter V = Vc. Above the
quantum critical point there is a fan-
shaped quantum critical (QC) region
where fluctuations are enhanced and QC
scaling is obeyed.
Figure 3. BCS-BEC crossover showing
the energy and temperature scales of a
generic 2D superconductor as a function
of attractive interaction g.
3. Amplitude and Phase Fluctuations
In order to understand the role of amplitude and phase fluctuations, it is useful to consider
a clean problem of fermions with attractive interactions. A singlet s-wave superconductor
is described by a complex order parameter ∆(R) = |∆(R)| eiθ(R). At zero temperature the
pairing amplitude |∆(R)| takes a uniform value, ∆0. This is the energy scale associated with
pairing. It typically manifests itself as an energy gap Eg = ∆0, and it also sets the maximum
temperature, Tpair = 0.57∆0, for the formation of Cooper pairs. On the other hand, the
fluctuations of the phase, θ(R), are controlled by the superfluid density (or phase stiffness) ρs.
For 2D superconductors ρs has the dimensions of energy, and it can be directly interpreted as
the energy scale for phase fluctuations. ρs can be measured using mutual inductance techniques.
It also sets the maximum temperature, Tphase, for long-range phase coherence.
As seen in Fig. 3, with increasing attraction the pairing scale Tpair ∝ ∆0 increases, whereas
the phase coherence scale Tphase ∝ ρs decreases (because tightly bound pairs have a larger
effective mass in a lattice). The transition temperature Tc is determined by the lower of the
two scales Tpair and Tphase. Weak-coupling superconductors such as Al are described by the
BCS (Bardeen-Cooper-Schrieffer) limit of large overlapping Cooper pairs, where Tpair  Tphase.
The phase coherence scale is of the order of the Fermi energy, Tphase ∼ EF ∼ 104 K, whereas
the pairing scale is exponentially suppressed, Tpair ∼ 1 K. Thus, the critical temperature is
determined by pairing, and we have a mean-field like, amplitude-driven transition. Conversely,
in the BEC (Bose-Einstein condensation) limit where Tpair  Tphase, the Cooper pairs are small
and tightly bound, and the transition is determined by the temperature Tphase above which
phase coherence is lost. However, a pseudogap – a suppression in the density of states around
the Fermi energy – persists up to a higher temperature Tpair [16, 17, 18, 19].
Although the crossover from BCS to BEC regimes is not directly relevant to superconductivity
in weakly coupled traditional superconductors, we will see that as disorder is introduced, the
amplitude-driven mechanism for the loss of superconductivity is modified to a phase-driven
mechanism opening up a pseudogap regime. This manifests itself as the discrepancy between
transport and tunneling measurements (Fig. 14): transport measurements are sensitive to global
phase coherence and hence to Tphase, whereas tunneling densities of states are sensitive to local
pairing correlations and hence to Tpair.
The key reason for the formation of a pseudogap regime even in a weakly coupled
BCS superconductor is the phenomenon of disorder-induced “emergent granularity”: a
“homogeneously disordered” model or sample may have a strongly inhomogeneous pairing
amplitude. This emerged from Bogoliubov-de Gennes (BdG) calculations [20, 21] and is
supported by QMC work and experiments. See Figs. 4,6,7, and 8. At weak disorder the pairing
amplitude is homogeneous. At strong disorder it breaks up into blobs. The phases of the
order parameter on different blobs are weakly coupled, so the system is similar to a granular
superconductor or a Josephson Junction Array (JJA), where phase fluctuations are extremely
important (see Fig. 5). A treatment of phase fluctuations requires going beyond BdG.
Figure 4. Maps of the pairing
amplitude ∆(R) = 〈cR↓cR↑〉 for a
given disorder realization with increasing
disorder strength V , according to BdG
calculations. For low disorder V = 1t the
pairing amplitude is fairly uniform over
the system. With increasing disorder the
system breaks up into SC puddles with
large ∆ in an insulating sea with ∆ ≈ 0.
Figure 5. The superfluid density
is a measure of the rigidity of the
phases. This rigidity is clearly reduced
by thermal fluctuations. It is also
reduced by amplitude variations and
by quantum phase fluctuations even at
T = 0. The upper panel shows a
phase coherent ground state albeit with
variations in the amplitude– large values
in the SC puddles and small values in the
intervening sea. For an applied twist,
the system can accommodate most of
the twist in regions where the amplitude
is small leading to a very small cost in
energy and hence a very small superfluid
density.
4. Thermal Fluctuations versus Quantum Fluctuations
Thermal phase fluctuations include Goldstone modes and vortices. These may be treated
using Monte Carlo simulation of a XY or Ginzburg-Landau action for a Hubbard-Stratonovich
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Figure 6. Eigenvalue spectrum for disorder V = 3t. In the absence of any attraction,
the spectrum is gapless at the chemical potential. However, even the smallest attraction
(U = −1.5t) opens up a gap. In fact, as discussed in this paper, the gap remains
finite for all values of the disorder. The eigenfunctions corresponding to the eigenvalues
just above the gap edge correlate extremely well with SC puddles with relatively large
pairing amplitude. For a given profile of random potentials, the system chooses those
regions where |V (r)−µ| ≈ 0 to form the SC puddles. On the other hand, eigenfunctions
corresponding to the eigenvalues far below or above the gap edge correlate with deep
valleys with a trapped pair or high mountains that are empty. These regions have a
pairing amplitude close to zero due to strong localization effects.
auxiliary field [22, 23].
At T = 0 thermal fluctuations are quenched. However, long-range phase coherence can
nevertheless be destroyed by quantum phase fluctuations. These can be understood to arise
primarily as a consequence of the number-phase uncertainty. In a bulk superconductor, the
number of fermions is completely uncertain and phase is uniform. Disorder confines the
wavefunctions and places constraints on fermion number, thus introducing phase fluctuations
that can ultimately drive the system into an insulator. These fluctuations can be captured
qualitatively with the self-consistent harmonic approximation [20, 21, 24, 25] or more
quantitatively using quantum Monte Carlo and maximum entropy methods.
5. Minimal Model for the SIT
To model the competition between superconductivity and localization that leads to the SIT in
quench-condensed films with thicknesses less than the coherence length, we take the simplest
lattice Hamiltonian that has an s-wave superconducting ground state in the absence of disorder
(V = 0) and exhibits Anderson localization when the attractive interaction is turned off (U = 0).
Thus, we study the two-dimensional attractive Hubbard model in a random potential:
H = −t
∑
〈RR′〉σ
(c†RσcR′σ + c
†
R′σcRσ)
−
∑
Rσ
(µ− VR)nRσ − |U |
∑
R
nR↑nR↓. (1)
with lattice sites R and R′, spin indices σ =↑ or ↓, fermion creation and annihilation operators
c†Rσ and cRσ, number operators nRσ = c
†
RσcRσ, hopping t between neighboring sites 〈RR′〉,
and a chemical potential µ chosen such that the average density is 〈n〉 6= 1. VR is a random
potential at each site drawn from the uniform distribution on [−V,+V ], and |U | is the on-site
attraction leading to s-wave SC. We will measure all energies in units of t.
6. Predictions from Theory
Numerous studies taken together, including Bogoliubov-de Gennes (BdG) mean-field theory,
determinant quantum Monte Carlo (QMC) simulations, and maximum entropy method (MEM)
analytic continuation, give rise to the following predictions near the disorder-tuned SIT.
6.1. Emergent Granularity
There has been considerable debate about whether the transition is driven by a destruction of
the pairing amplitude or the phase stiffness. It was believed that homogeneously disordered films
would show a closing of the single particle gap in tunneling signaling a destruction of the pairing
amplitude, whereas intentionally grown granular films would lose global superconductivity
because of a loss of phase coherence between grains even though the individual grains could
be locally superconducting. Our results indicate that, at least for this minimal model, there is
a single paradigm for homogeneously disordered and granular films. For low disorder the local
pairing amplitude ∆(R) ≡ 〈cR↓cR↑〉 is homogeneous across the system. However, as disorder
is increased the system self-organizes into superconducting blobs on the scale of the coherence
length within an insulating matrix (see Figs. 4 and 6). The phases of the different blobs are
coupled by Josephson tunneling of pairs. In the globally superconducting state, the phases of the
different blobs get locked together whereas in the insulator the phase coherence of the different
blobs is lost on ever shorter length and time scales as one moves away from the quantum phase
transition.
6.2. Pairing amplitude does not equal gap
In a clean system, the pairing amplitude equals the single-particle gap, and it is common to use
the symbol ∆ for both quantities.
In a disordered system near the SIT, the pairing amplitude ∆(R) is strongly inhomogeneous.
Does it describe the local gap Egap(R) as measured by scanning tunneling spectroscopy? The
answer is no!
Figure 7 shows that there is in fact an anti-correlation between the local pairing amplitude
and the local spectral gap. The SC puddles on which the local ∆(R) is finite have a finite gap
with symmetric line shapes and sharp coherence peaks or pile-ups in the density of states at
the gap edges. On the other hand, the insulating regions have ∆(R) ≈ 0 and very asymmetric
broad density of states showing a much larger gap. Although the local gap extracted from the
local density of states (LDOS) is highly inhomogeneous, it is nevertheless finite at every site,
similar to the experimental data in Fig. 8.
The DOS is the LDOS averaged over all sites. The gap in the DOS, Egap, is the lowest gap
in the LDOS on any site. According to BdG (Fig. 10) and QMC (Fig. 14) calculations, Egap
empty hill: n(r) = 0 
filled valley: n(r) = 2 
SC puddle: Δ(r) > 0  
local pairing amplitude Δ(r) 
Local gap ωdos(r)  
large Δ(r)  ↔  small ωdos(r) 
small Δ(r)  ↔  large ωdos(r)  
Figure 7. (Right) Within BdG, the local
pairing amplitude is anticorrelated with the local
gap. (Left) LDOS results from QMC+MEM.
Site R1 is on a high potential hill that is nearly
empty, and R3 is in a deep valley that is almost
doubly occupied. This leads to the characteristic
asymmetries in the LDOS for R1 and R3. The
small local pairing amplitude ∆(R) at these two
sites is reflected in the absence of coherence
peaks in the LDOS. In contrast, site R2 has a
density closer to half-filling, leading to a significant
local pairing amplitude, a much more symmetrical
LDOS, and coherence peaks that persist even at
strong disorder.
Figure 8. Gap map of a
TiN film obtained from scanning
tunneling spectroscopy, showing
inhomogeneities on a scale of a few
tens of nanometers.
remains robust across the SIT, even when thermal and quantum phase fluctuations are included.
Thus the SIT is a transition from a gapped superconductor to a gapped insulator.
Figure 9. Disorder depen-
dence of single-particle spectrum from
QMC+MEM at very low temperature
[26]. With increasing disorder, quantum
phase fluctuations eventually wash out
the coherence peaks, but the gap is ro-
bust.
6.3. Coherence peaks disappear beyond SIT
These characteristic pile-ups in the DOS at the gap edges appear to be directly correlated with
superconducting order. They vanish as the disorder is increased across the SIT (Fig. 9), or as
the temperature is raised above Tc (Fig. 11). These predictions agree very well with experiments
(see Fig. 12).
6.4. Pseudogap over wide temperature range
Near the SIT, a pseudogap – a suppression in the low-energy DOS – persists well above the
superconducting Tc up to a crossover temperature scale T
∗, in marked deviation from BCS
Figure 10. (Left) According
to BdG simulations, the gap
persists across the SIT. This
conclusion holds even after
phase fluctuations are taken
into account. (Right) The
renormalized superfluid stiff-
ness Ds, including phase fluc-
tuations within the SCHA,
falls to zero at the SIT.
theory. This disorder-driven pseudogap also exists at finite temperatures in the insulating
state and grows with disorder (Fig. 11.) These predictions are again in good agreement with
experiments (Fig. 12).
Figure 11. Temperature dependence
of DOS from QMC+MEM calculations
[26]. (Top) At weak disorder, as a func-
tion of increasing temperature, thermal
fluctuations destroy the coherence peaks
for T & Tc ≈ 0.14. However, a pseudo-
gap remains up to higher temperatures
T ∼ 0.4. (Bottom) At strong disorder,
there are no coherence peaks; there is a
hard gap at T = 0 and a pseudogap up
to T ∼ 1.5.
Figure 12. Local tunneling
conductance spectrum in InO films
[27]. (Top) At low disorder there
are coherence peaks below Tc and
a pseudogap up to much higher T .
(Bottom) At high disorder there are no
coherence peaks, but nevertheless there
is a hard gap at low T and a pseudogap
up to high temperatures.
Figure 13. Imaginary part
of the dynamical pair susceptibility
P ′′(ω)/ω at T = 0.1t. Error bars
represent variations between 10 disorder
realizations. For V < Vc the large peak
at ω = 0 indicates zero energy cost to
insert a pair into the SC. For V > Vc,
there is a gap-like structure at ±ωpair,
the typical energy required to insert a
pair into the insulator.
Figure 14. Energy and tempera-
ture scales across the superconductor-
insulator transition (SIT) according to
QMC+MEM calculations. The single-
particle gap ωdos remains finite for all
values of disorder V , whereas the super-
conducting Tc and the two-particle en-
ergy scale ωpair in the insulator both van-
ish at the SIT.
6.5. Two-particle spectrum
The local two-particle spectral function, or pair susceptibility P (ω), is defined as the analytic
continuation of the correlation function P (τ) =
∑
R
〈TτF (R; τ)F †(R; 0)〉 where F (R, τ) =
cR↓(τ)cR↑(τ). Physically, P (R, ω) is the amplitude for inserting a pair at a site R at energy ω,
and P (ω) is the average insertion amplitude over all sites.
Fig. 13 shows QMC+MEM results for the imaginary part of P . On the superconducting side
of the transition there is a large amplitude for inserting pairs at zero energy. However, on the
insulating side, there is a characteristic energy scale ωpair to insert a pair in the insulator that
collapses upon approaching the SIT (notwithstanding a small amount of spectral weight at low
energies coming from rare regions).
6.6. Suggestions for Further Experiments
A large number of experiments exploring SITs in conventional s-wave materials have focused on
transport measurements. In order to get deeper insights into the phases, it is useful to bring
to bear a larger variety of experiments of SIT, such as a detailed and systematic analysis of
scanning tunneling spectroscopy and dynamical conductivity, some of which have already begun.
In the cuprates, considerable insight about the pseudogap region was obtained by measuring the
entropy carried by vortices from the Nernst effect [28]. Similar experiments for the regular SIT
should also be extremely useful [29]. It is evident that there should be large diamagnetic effects
in the insulator because of puddles of superconducting regions embedded in an insulating matrix.
Once again direct probes of diamagnetic in the insulator and its evolution toward the SIT, similar
to the explorations in the cuprates[30, 31], should be extremely instructive. Unlike the disorder
driven transition, the effect of a perpendicular magnetic field is not as well understood. The
experiments show that the sharp normal to SC transition at Tc for zero field develops long tails
in the presence of a magnetic field. In other words there appears to be some source of dissipation
in the SC state. Is this due to unpinned vortices? Why is the disorder, even when it is as high
as the quantum of resistance, unable to pin the vortices?
And finally, once the phases are understood, the next frontier will be investigations of the
quantum phase transition. In this context the ability to tune across the transition by gating is
a breakthrough! Gating allows one to separately tune the effects of screening and disorder and
will hopefully provide a much better understanding of quantum criticality.
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