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Abstract
Influenced by earlier results of Fiedler [M. Fiedler, Eigenvalues of nonnegative symmetric matrices,
Linear Algebra Appl. 9 (1974) 119–142], Wuven [Guo Wuven, Eigenvalues of nonnegative matrices, Linear
Algebra Appl. 266 (1997) 261–270] established interesting theorems and posed several natural questions in
the inverse spectrum problem for entrywise nonnegative matrices. We answer some of these (of a uniform
character) obtaining the sharpest possible results.
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1. Introduction
The inverse spectrum problem for nonnegative matrices has a long history, is still unsolved in
its generality, and has presented several interesting sub-problems in its development. In the quality
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(also) of good recapitulations and surveys see, e.g., [2,5]. In a remarkable paper M. Fiedler [4]
established sufficient conditions for the eigenvalue list of arbitrary nonnegative and, in particular,
of nonnegative symmetric matrices. Influenced by his work, Wuven [8] found an interesting
framework for asking and partly solving several natural questions in the inverse spectrum problem
for entrywise nonnegative matrices. He proved, e.g., remarkable first results in the direction
described in details below, in which Rojo and Soto [7] as well as Arela et al. [1] obtained some
sharper estimates, and in this paper we have established some results of a best possible character.
The main aim of the paper is to prove the following inverse spectrum theorem for nonnegative
matrices, which can be called of a uniform type:
The positive integer n − 1 has the property that together with any self-conjugate list (for exact
definition see below) of n − 1 complex numbers from the closed unit disc it forms the spectrum
(meant with multiplicities) of a nonnegative matrix of order n, but no real number r < n − 1 has
this property.
Call an unordered list L ⊂ Cn of complex numbers self-conjugate, if it is identical with the list
L consisting of the conjugates of the entries in the list L. We shall denote this fact by writing L ∈
SC(n). If L := (z2, z3, . . . , zn) ∈ SC(n − 1), then Wuven [8] introduced the following definition:
gn(L) ≡ gn(z2, z3, . . . , zn) := min{z  max
j
|zj | : (z, z2, z3, . . . , zn) ∈ N(n)},
where N(n) denotes the set of all n-tuples of complex numbers which are spectra of nonnegative
matrices of order n (or, equivalently, are realized by a nonnegative matrix of order n). Note that
the existence of the min above is proved in [8, Theorem 2.1]. If H ⊂ SC(n − 1), then we define
in a similar spirit
hn(H) := sup{gn(z2, . . . , zn) : (z2, . . . , zn) ∈ H }.
It is not hard to see that hn(H) is the infimum of the set of those z  0 which are the spectral radii
of some nonnegative matrix M(L) with spectrum {z, L} for every list L ∈ H . We shall also write
pn(L) and qn(H) (in that order) for the corresponding concepts when the word nonnegative is
substituted by the word positive, and we write inf instead of min, respectively ([8, Theorem 2.3]).
Let D denote the open unit disc in C with closure D̂. Let D(n − 1) denote the subset of
SC(n − 1) consisting of all the lists containing entries exclusively from D, and define D̂(n − 1)
in the corresponding way. Then, clearly, (−1,−1, . . . ,−1) ∈ D̂(n − 1) and, in view of the simple
trace inequality we have gn(−1,−1, . . . ,−1)  n − 1. Hence we obtain
hn(D̂(n − 1))  n − 1.
On the other hand, Wuven [8] studied the basic properties of the functions gn and (not using
this notation) hn, and proved in [8, Theorem 2.1] that
hn(D̂(n − 1))  2n.
Moreover, Rojo and Soto [7] cited a manuscript [1], and presented in [7, p. 55] also the proofs
that (in our notation)
hn(D̂(n − 1))  n − 1 +
√
2, (1)
and that, denoting the subset of D̂(n − 1) consisting of (n − 1)-tuples of exclusively real numbers
by R(n − 1), we have in our notation hn(R(n − 1))  n − 1. Hence they have evidently obtained
hn(R(n − 1)) = n − 1.
Note that the last statement says that the number n − 1 and any list of n − 1 real numbers from
the closed interval [−1, 1] make together a list of n real numbers which can be realized by a
nonnegative matrix of order n, but no real number r < n − 1 has this property.
340 K.-H. Förster et al. / Linear Algebra and its Applications 421 (2007) 338–344
The aim of this paper is to improve the general inequality (1), and show that it is valid without
the term
√
2. It will imply the equality
hn(D̂(n − 1)) = n − 1,
and thereby the solution of the problem posed above. In the preliminary results we shall also
give some better estimates in interesting special cases. The methods used will be refinements and
careful applications of some ideas in [8,7].
In particular, if we consider the self-conjugate lists
L1 :={x1, . . . , xk,D}, L2 :={y1, . . . , yk,D},
where the numbers x, y are real and the parts D = D are identical, then we define the total change
from the list L1 to L2 by
t (L1, L2) :=
k∑
j=1
|xj − yj |.
We shall need [8, Theorem 3.1] and its [8, Corollary 3.2]. Note that the conditions of the latter
are formulated there in an unnecessarily restricted way. With the same proof as that of [8, Theorem
3.1] we can state in our notation the following.
Theorem ([8]). |gn(L1) − gn(L2)|  t (L1, L2).
Recall that a square matrix C of order n is called a circulant determined by the numbers
c0, c1, . . . , cn−1 ∈ C if
C :=
⎛
⎜⎜⎜⎜⎝
c0 c1 c2 . . . cn−1
cn−1 c0 c1 . . . cn−2
cn−2 cn−1 c0 . . . cn−3
. . .
c1 c2 c3 . . . c0
⎞
⎟⎟⎟⎟⎠ .
For the basic properties of circulants we refer the reader to [3].
2. The results
Assume that an unordered list L ∈ D̂(n − 1) of complex numbers from D̂ has the following
form:
L :=
{
r
(2m1)
1 , . . . , r
(2mt )
t , z
(k1)
1 , z1
(k1), . . . , z(ks )s , zs
(ks )
}
.
Here the numbers r are real, the numbers m, k are positive integers, the numbers z are nonreal
together with their conjugates z¯, and the notation x(j) means that the number x occurs in the list
exactly j times. LetL0 denote a list of the preceding type completed by a single number 0. Note that
the number #L of the entries in the list L is the even number 2(m1 + · · · + mt + k1 + · · · + ks),
and #L0 is odd. We shall have to consider both cases slightly differently.
In order to conform with the notation of [8], we shall denote the number of entries in each of
the lists by n − 1.
Theorem 1. Let the assumptions above be satisfied. If #L = n − 1, then n is odd, and
gn(L)  #L = n − 1.
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If #L0 = n − 1, then n is even, and
gn(L0)  #L0 − 1 = n − 2.
It follows that
pn(L)  n − 1, pn(L0)  n − 2.
Let now L,L0 ∈ D(n − 1). Then
gn(L) < n − 1, pn(L) < n − 1, gn(L0) < n − 2, pn(L0) < n − 2.
Proof. With the help of the lists L or L0 define the diagonal matrices D or D0 in the following
way:
D :=diag
(
p, r
(m1)
1 , . . . , r
(mt )
t , z
(k1)
1 , . . . , z
(ks )
s , zs
(ks ), . . . , z1
(k1), r
(mt )
t , . . . , r
(m1)
1
)
and define D0 by enlarging D by placing a 0 in the main diagonal between z(ks)s and zs(ks ). Here
p is a positive number, the value of which will be fixed later.
Consider first the case of D (when n = #L + 1 is odd), and define
w ≡ wn :=ei2/n, vq :=wqn ≡ ei2q/n (q = 0, 1, . . . , n − 1).
Consider (cf. [3, p. 32]) the Fourier matrix F ≡ Fn of order n whose adjoint (≡ conjugate
transpose) is defined by
F ∗ij :=
1√
n
w(i−1)(j−1) (i, j = 1, 2, . . . , n).
Recall the periodicity properties of F , hence the fact that there are only n distinct entries in F
and that F is a unitary matrix. Recall also that for any diagonal matrix, hence also for our D,
the matrix C :=F ∗DF is a circulant matrix whose spectrum (with algebraic multiplicities) is
exactly the list determining D (see [3, pp. 72–73]). In our case we obtain for the first column
C(1) of C
C(1) = 1
n
⎛
⎜⎜⎜⎜⎜⎝
1 1 1 . . . 1
1 w w2 . . . wn−1
1 w2 w4 . . . w2(n−1)
...
1 wn−1 w2(n−1) . . . w(n−1)(n−1)
⎞
⎟⎟⎟⎟⎟⎠D
⎛
⎜⎜⎜⎜⎜⎝
1
1
1
...
1
⎞
⎟⎟⎟⎟⎟⎠ .
The product of the last two matrices is the n × 1 column B containing the diagonal entries of D
(in the corresponding order), i.e.,
BT =
(
p, r
(m1)
1 , . . . , r
(mt )
t , z
(k1)
1 , . . . , z
(ks )
s , zs
(ks ), . . . , z1
(k1), r
(mt )
t , . . . , r
(m1)
1
)
.
Taking into account the periodicity properties of the powers of w, we obtain that the (q + 1)th
row f (q + 1) in the matrix √nF ∗ with the notation v :=vq is:
f (q + 1) = (1 wq w2q · · · wq(n−1)) = (1 v v2 · · · v(n−1))
= (1 v v2 · · · v¯2 v¯) (q = 0, 1, . . . , n − 1),
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since vn−j = v¯j . Hence the entry (q + 1, 1) in the circulant C is
C(q + 1, 1) = 1
n
{
p + (vr1 + v¯r1 + · · · + vm1r1 + v¯m1r1)+ · · ·
+ (vm1+···+mt−1+1rt + v¯m1+···+mt−1+1rt + · · ·
+ vm1+···+mt rt + v¯m1+···+mt rt
)+ · · · + vm1+···+mt+k1+···+ks zs
+ v¯m1+···+mt+k1+···+ks z¯s
}
.
We obtain that
nC(q + 1, 1) = p + 2
{
r1Re
[
vq + · · · + vm1q
]
+ · · ·
+ rtRe
[
v
m1+···+mt−1
q (vq + · · · + vmtq )
]
+ · · ·
+ Re
[
zsv
m1+···+mt+k1+···+ks−1
q (vq + · · · + vksq )
] }
(q=0, 1, . . . , n−1).
If for every q = 0, 1, . . . , n − 1 the right-hand side is >0, then each entry in the first column of
the circulant C is strictly positive. If only 0 hold, then each entry is nonnegative. The structure
of any circulant shows that the same (individual) statement holds for each entry of the circulant C.
If each eigenvalue of the list L is in the open unit disc D, then the very simple (and rough)
estimate
|Re[vlq(vq + · · · + vmq )]|  |vlq(vq + · · · + vmq )|  m
for every pair of integers l  0,m > 0 shows that whenever p is greater than (n − 1) times the
greatest of the moduli in the list L, then each entry of C is positive. If we suppose only that
each eigenvalue is in the closed unit disc, then p  #L = n − 1 implies that each entry of C is
nonnegative, whereas the strict inequalityp > #L = n − 1 implies that each entry ofC is positive.
Turning now to the case of a list of the type L0 and applying the same method, we see that
each entry C(q + 1, 1) has the same expression as above, since its right-hand side becomes only
“longer” by an added term of 0. If we apply the notation #L0 = n − 1, then the same reasoning
shows that our statements remain valid if we change our assumptions to p greater than (n − 2)
times the greatest of the moduli in the list L0, to the inequality p  #L0 − 1 = n − 2, or to strict
inequality here.
The statements in the Theorem are evident consequences of these facts and of [8, Theorem
2.3]. 
Remark 1. Note that the expression of C(q + 1, 1) shows that much sharper estimates are
possible in special cases depending on the location and multiplicities of the eigenvalues.
In the following we get rid of the assumptions that the list L contains an even number of each
of its real entries, or that the list L0 contains an eigenvalue 0. Our estimates in the results will
become slightly (but not very much) worse. The method will be an application of some results of
[8]. Note that the lists below will (as before) be considered unordered, the occasionally appearing
order relations only shorten the description.
Theorem 2. Assume that a list M of complex numbers from D̂ has the following form:
M :=
{
x1  x2  · · ·  xm, z(k1)1 , z1(k1), . . . , z(ks )s , zs (ks )
}
,
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where the numbers x are real, and the numbers z are nonreal. Then
gn(M)  #M = n − 1.
Proof. Assume that the positive integer v is determined by the fact that
−1  x1  · · ·  xv < 0, 0  xv+1  · · ·  xm  1.
Then the list M is the disjoint union of the lists {xv+1  · · ·  xm} and
M˜ :=
{
x1  · · ·  xv, z(k1)1 , z1(k1), . . . , z(ks )s , zs (ks )
}
.
Denote the positive integer #M˜ by n˜ − 1, and note that any nonnegative realization of M˜ plus
(direct sum!) the nonnegative matrix diag(xv+1, . . . , xm) yields a nonnegative realization of the
list M .
Consider first the case when v is odd or, equivalently, n˜ is even, and consider the following
self-conjugate list:
L0 :=
{
x
(2)
2 , x
(2)
4 , . . . , x
(2)
v−1, 0, z
(k1)
1 , z1
(k1), . . . , z(ks )s , zs
(ks )
}
.
The total change from the list M˜ to the list L0 is
0  (x2 − x1) + · · · + (xv−1 − xv−2) + (0 − xv) < 1.
If pL0 denotes any positive number p yielded in the proof of Theorem 1 for the list L0, we define
now the corresponding pM˜ as the sum of pL0 and the total change from M˜ to the list L0. The
above estimate shows that, since #M˜ = n˜ − 1, we have, by Theorem [8],
pM˜  pL0 + 1  (n˜ − 2) + 1 = n˜ − 1.
Consider now the case when v is even, and the list is
M˜ = {x1, . . . , xv−1, xv,D}, #M˜ = n˜ − 1.
Here −1  x1  · · ·  xv−1  xv < 0, and the sublist D consists of pairs of conjugate nonreal
numbers from the closed unit disc. Define the lists
M1 :={x1, . . . , xv−1,D},
M2 :={x1, . . . , xv−1, 0,D}.
Then n1 :=#M1 = n˜ − 2 is odd. By the preceding paragraph,
gn˜−1(M1) ≡ gn˜−1(x1, . . . , xv−1,D)  #M1 = n˜ − 2.
Hence there is a nonnegative matrix N of order n˜ − 1 realizing the list M1 ∪ {n˜ − 2}. It follows
that the nonnegative matrix
N2 :=N ⊕ 0 ≡
(
N 0
0 0
)
,
where the second direct summand or, equivalently, the lower right 0 is a 1 × 1 zero matrix, is a
realization of the list M2 ∪ {n˜ − 2}. We obtain that
gn˜(M2) ≡ gn˜(x1, . . . , xv−1, 0,D)  n˜ − 2.
344 K.-H. Förster et al. / Linear Algebra and its Applications 421 (2007) 338–344
Since 0  0 − xv  1, an application of Theorem [8] yields that
gn˜(M˜) ≡ gn˜(x1, . . . , xv−1, xv,D)  n˜ − 1.
This implies that
gn(M) = gn(x1, . . . , xm,D)  n − 1 ≡ #M.
Note that the validity of similar estimates for the other considered cases (case of D and of qn)
follows in a similar way as above. The proof is complete. 
Remark 2. Note that the technique of the step of passing from M1 to M2 could also be applied
in the final part of the proof of Theorem 1.
The arguments in Section 1, at the end of the proof of Theorem 1, and Theorem 2 yield
immediately our main results:
Theorem 3. We have
hn(D(n − 1)) = hn(D̂(n − 1)) = n − 1
and in the definition of hn(D̂(n − 1)) we can replace sup by max. Moreover, we have also
qn(D(n − 1)) = qn(D̂(n − 1)) = n − 1.
Remark 3. In order to make connection with earlier results note that Loewy and London [6, p.
87] proved (in our terminology) that h3(D̂(2)) = 2.
Acknowledgments
The authors are indebted to the referee for valuable remarks that improved the presentation of
the paper.
References
[1] S. Arela, J. Egana, R.L. Soto, A note on a Wuven result on nonnegative matrices, preprint.
[2] M. Boyle, D. Handelman, The spectra of nonnegative matrices via symbolic dynamics, Ann. of Math. 133 (2) (1991)
249–316.
[3] P. Davis, Circulant Matrices, John Wiley and Sons, New York, 1979.
[4] M. Fiedler, Eigenvalues of nonnegative symmetric matrices, Linear Algebra Appl. 9 (1974) 119–142.
[5] K.H. Kim, N.S. Ormes, F.W. Roush, The spectra of nonnegative integer matrices via formal power series, J. Amer.
Math. Soc. 13 (2000) 773–806.
[6] R. Loewy, D. London, A note on an inverse problem for nonnegative matrices, Linear and Multilinear Algebra 6
(1978) 83–90.
[7] O. Rojo, R.L. Soto, Existence and construction of nonnegative matrices with complex spectrum, Linear Algebra Appl.
368 (2003) 53–69.
[8] Guo Wuven, Eigenvalues of nonnegative matrices, Linear Algebra Appl. 266 (1997) 261–270.
