Many problems in machine learning involve calculating correspondences between sets of objects, such as point clouds or images. Discrete optimal transport provides a natural and successful approach to such tasks whenever the two sets of objects can be represented in the same space, or at least distances between them can be directly evaluated. Unfortunately neither requirement is likely to hold when object representations are learned from data. Indeed, automatically derived representations such as word embeddings are typically fixed only up to some global transformations, for example, reflection or rotation. As a result, pairwise distances across two such instances are ill-defined without specifying their relative transformation. In this work, we propose a general framework for optimal transport in the presence of latent global transformations. We cast the problem as a joint optimization over transport couplings and transformations chosen from a flexible class of invariances, propose algorithms to solve it, and show promising results in various tasks, including a popular unsupervised word translation benchmark.
Introduction
Optimal transport (OT) plays dual roles across machine learning applications. First, it provides a wellfounded, geometrically driven approach to realizing correspondences between sets of objects such as shapes in different images. Such correspondences can be used for image registration (Haker and Tannenbaum, 2001) or to interpolate between them (Solomon et al., 2015) .
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More generally, OT extends to problems such as domain adaptation where we wish to transport a set of labeled source points to the realm of the target task (Courty et al., 2017a,b) . Second, the transportation problem induces a theoretically well-characterized distance between distributions. This distance is expressed in the form of a transport cost and serves as a natural population difference measure, which can be exploited as a source of feedback in adversarial training (Arjovsky et al., 2017; Bousquet et al., 2017) . Our focus in this paper is on the optimal coupling mediating the transport, i.e., realizing the latent correspondences between the objects.
A key limitation of classic OT is that it implicitly assumes that the two sets of objects in question are represented in the same space, or at least that meaningful pairwise distances between them can be computed. This is not always the case, especially when the objects are represented by learned feature vectors. For example, word embedding algorithms operate at the level of inner products or distances between word vectors, so the representations they produce can be arbitrarily rotated, sometimes even for different runs of the same algorithm on the same data. Such global degrees of freedom in the vector representations render direct pairwise distances between objects across the sets meaningless. Indeed, OT is locally greedy as it focuses on minimizing individual movement of mass, oblivious to global transformations. As a concrete example, consider two identical sets of points where one set is subjected to a global rotation. The optimal transport coupling evaluated between the resulting sets may no longer recover the correct correspondences (Figure 3 ).
When the global transformation is known or can be easily estimated, it can be incorporated in the computation of pairwise distances, thereby enabling the use of traditional OT. Unfortunately, only the type of underlying transformation (e.g., rotation) is typically known, not the actual realization. In such cases, we would like the optimal transport problem to also find the best latent transformation along with the optimal coupling. In other words, we seek a formulation of OT that remains invariant under global transformations.
In this work, we propose a generalization of discrete optimal transport that incorporates global invariances directly into the optimization problem. While the driving motivation is invariance to rigid transformations (arguably the most common case in practice), our framework is very general and allows various other types of invariances to be encoded. Moreover, our approach unifies previous methods for fusing OT with global transformations such as Procrustes mappings (Grave et al., 2018; Rangarajan et al., 1997; Zhang et al., 2017b) , and reveals unexpected connections to the Gromov-Wasserstein distance (Mémoli, 2011) .
The main contributions of this work are thus:
• A novel formulation of the discrete optimal transport problem that allows for global geometric invariances to be incorporated into the objective; • Design and analysis of efficient algorithms for this general class of problems; • An application of the framework to the problem of unsupervised word translation, yielding performance comparable to state-of-the-art methods at a fraction of their computational cost.
Related Work
The general problem of unsupervised estimation of correspondence between sets of features is well-studied and arises in various fields under different names, such as manifold alignment (Wang and Mahadevan, 2009) , feature set matching (Grauman and Darrell, 2005) and feature correspondence finding (Torresani et al., 2008) . Here, we focus the discussion on related methods that combine soft correspondences (such as those produced by OT) with explicit space alignment.
Perhaps the earliest such approach is by Rangarajan et al. (1997) , who derive a framework to establish correspondences between shapes that rejects non-homologies (e.g., rotations) based on an entropyregularized version of the OT problem. The resulting Softassign Procrustes Algorithm proceeds iteratively by alternating between estimating optimal rotations and performing Sinkhorn iterations. This approach, however, only considers rotations, and is tailored to 2D data, where rotations can be easily parametrized.
More recently, Zhang et al. (2017b) propose combining OT with Procrustes alignment to find correspondences between word embedding spaces. They initialize their orthogonal mapping using an adversarial training phase, much like Conneau et al. (2018) , and solve the optimization problem with alternating minimization. Our approach, on the other hand, does not rely on neural network initialization, instead leveraging a convexity annealing scheme that leads to smooth convergence, with little sensitivity to initialization.
Concurrently with our work, Grave et al. (2018) tackle the word embedding alignment task with an approach similar to that of Zhang et al. (2017b) , combining Wasserstein distances (an instance of OT) and Procrustes alignment. Their approach differs from Zhang et al. (2017b) in how they scale up optimization, by relying on a stochastic Sinkhorn solver (Genevay et al., 2018) , and in how they initialize it, by solving a convex relaxation of the original problem.
1
Although driven by a similar motivation (word embedding alignment) and relying on similar principles (joint optimization of transport coupling and feature mapping) as the work of Zhang et al. (2017b) and Grave et al. (2018) , our approach differs from them in several aspects. First, it allows for more general types of invariance classes (characterized as Schatten p -norm balls), subsuming orthogonal invariance considered in prior work as a special case. Second, we dispense with the need for any ad-hoc initialization by introducing instead a convexity-annealing approach to optimization. Third, our approach remains robust to the choice of entropy regularization parameter λ.
Compared to methods that directly solve a Procrustes problem from a few known correspondences (Artetxe et al., 2017; Zhang et al., 2016) or by generating pseudo-matches through an initial unsupervised step (Artetxe et al., 2018a; Conneau et al., 2018) , OT allows for more flexible correspondence estimation.
A different generalization of the OT problem aimed at overcoming lack of intrinsic correspondence between spaces is the Gromov-Wasserstein (GW) distance (Mémoli, 2011) . It has been recently applied to various correspondence problems, including shape interpolation Solomon et al., 2016) and unsupervised word translation (Alvarez-Melis and Jaakkola, 2018). While our framework recovers this distance in certain scenarios (see §4.2), it is best understood as a compromise between the classic formulation of OT that requires the spaces to be fully registered, and the GW distance, which completely forgoes explicit computation of distances across spaces, relying instead on comparison of intra-space similarities. Thus, our approach is best suited to tasks where distances across spaces can be computed, but are meaningful only if made invariant to some latent transformation. A further difference with the usual OT and GW distances is that our approach produces, as intrinsic part of optimization, a global mapping which can be used to map out-of-sample points across spaces.
Feature Space Correspondences
Notation. We denote vectors and matrices with bold font (e.g., x, X), their entries without it (x i , X ij ), and sets as X, Y . We use super-indices to enumerate vectors, and subindices to denote their entries. For matrices A, B, let A,
ij denote their Frobenius inner product, and · * the nuclear (trace) norm. We denote by O n the set of orthogonal matrices of order n, and finally, let n {1, . . . , n}.
Problem Setting
Suppose we are given two sets of examples, X = {x
, drawn from potentially distinct feature spaces X ⊂ R dx and Y ⊂ R dy . Our goal is to learn correspondences between X and Y , in the challenging case where no prior instancewise correspondences are known-i.e., the problem is fully unsupervised-and the spaces X and Y are unregistered-i.e., the global correspondence between them is unknown too.
This task can be thought of as consisting of two subproblems: (i) finding a global alignment of spaces X and Y, e.g., via a mapping T : X → Y such that T (x) − y is small for every correspondence pair (x, y), and (ii) finding correspondences between the items in X and Y , via an assignment A : n → m such that x (i) → y (j) if these points are in correspondence. Individually, these two problems are wellstudied and understood. Below, we briefly discuss popular approaches to solve them. In Section 4, we show how to combine them to enforce invariances in the optimal transport problem, leading to a flexible class of problems that can be solved efficiently.
Space alignment from paired samples
Assume for now 2 that m = n and d x = d y . Given paired samples from the two domains, consider matrices X ∈ R d×n and Y ∈ R d×n , whose columns correspond to these paired elements. The problem of finding the best mapping T that maps the target samples to the source ones can be cast as
where F is some class of functions and · is typically taken to be the Frobenius norm A F = i,j |a ij | 2 . Naturally, the choice of space F will determine the difficulty of finding T as well as the quality of the alignment implied by it.
2 We discuss how to relax these in Appendix.
The classic Orthogonal Procrustes problem restricts F to be rigid (rotation and reflection) transformationsi.e., orthogonal matrices:
Despite its simplicity, Procrustes analysis is a powerful tool used in various applications, from statistical shape analysis (Goodall, 1991) to market research and others (Gower and Dijksterhuis, 2004) . Its main advantage is that it has a closed-form solution in terms of a singular value decomposition (SVD) (Schöne-mann, 1966) . Namely, given an SVD, say UΣV , of XY , the orthogonal matrix minimizing problem (1) is P * = UV , which is a direct consequence of a well-known approximation property of the SVD:
Proof. This is a particular case of Lemma 4.2. All other proofs are provided in the Appendix.
We emphasize that the Procrustes problem (1) crucially requires the columns of X and Y be paired, making it an intrinsically supervised approach. Thus, its application to the problem of feature alignment requires either an-ideally small-initial set of true paired examples or a method to generate them.
Correspondences between aligned spaces
Optimal transport is an appealing approach for finding correspondences between feature vectors in a fully unsupervised way. Besides strong theoretical foundations and fast algorithms, it is ideal for this setting, as it is fully unsupervised, inferring correspondences by leveraging the geometry of these collections.
The OT problem considers two measures µ and ν over spaces X and Y, and a transport cost c : X × Y → R + . It seeks to minimize the cost of transporting measure µ onto ν. In its original discrete formulation, µ and ν are taken as empirical distributions:
so all relevant pairwise costs can be represented as a matrix C ∈ R n×m . Monge's formulation seeks a transport map T : X → Y that assigns each point x (i) to a single point y (j) , and which pushes the mass of µ toward that of ν (i.e., T µ = ν), while minimizing:
Since the solution to this problem is not guaranteed to exist, a relaxation of this problem by Kantorovich considers instead "soft" assignments defined in terms of probabilistic couplings Γ ∈ R n×m + whose marginals recover µ and ν. Formally, Kantorovich's formulation seeks Γ in the transportation polytope:
The discrete optimal transport (DOT) problem is a linear program. Practical algorithms to solve it include Orlin's algorithm and interior point methods, both of which have O(n 3 log n) complexity (Pele and Werman, 2009 ). However, adding an entropy regularization term leads to much more efficient algorithms:
This is a strictly convex optimization problem, whose solution has the form Γ
where the exponential is computed entrywise (Peyré and Cuturi, 2018) , and can be obtained efficiently via the Sinkhorn-Knopp algorithm, an iterative matrix-scaling procedure (Cuturi, 2013) . Besides computational motivation, introducing this regularization often leads to better empirical performance in applications where having denser correspondences is beneficial, e.g., in settings where the support points correspond to noisy features (Alvarez-Melis et al., 2018).
Unfortunately, naive application of DOT often fails in applications where the two spaces X and Y are not registered : i.e., when there is no a priori meaningful notion of distance between them. As stated before, this is likely to be the case when the feature spaces are learned. In such cases, even if the feature spaces are of the same dimensionality, the naive choice of cost function c(x, y) = x−y is flawed, as there is no guarantee that these two spaces are coherent, i.e., that their coordinate axes are in correspondence. To remedy this situation, we seek to make optimal transport invariant to global transformations of the space. In the next section, we do so for a general class of invariances.
Transporting with Global Geometric Invariances
Our goal in this work is to extend the DOT problem (5) to enforce invariance with respect to certain classes of transformations. Formally, we assume there exists an unknown function f in a pre-specified class F which characterizes the global correspondence between spaces X and Y, i.e., for which X = {x ∈ R d | x = f (y), y ∈ Y}. Naturally, the choice of F should be informed by the application domain.
In this setting, given collections {x
and associated empirical measures µ, ν, we seek to simultaneously find the best global transformation of the space (within F) and the best local correspondences between the two collections, as defined by the optimal transport problem. In other words, we seek to jointly optimize f ∈ F and Γ ∈ Π(p, q) to minimize the transportation cost between the two collections. Formally, given an invariance set F, for f ∈ F let f (Y) denote the matrix of size d × m whose columns are f (y (j) ). The problem we wish to solve is min
where
. In this work, we focus on invariances defined by linear operators with bounded norm:
where · p is the Schatten p -norm, that is, P p = σ(P) p where σ(P) is a vector containing the singular values of P. In addition, k p is a norm-and problem-dependent constant.
3 This choice of invariance sets follows both modeling and computational motivations. As for the former, Schatten norms allow for immediate interpretation of the elements of F p in terms of their spectral properties (Fig. 1) . For example, choosing p = 1 encourages solutions with sparse spectra (e.g., projections, useful when the support of one of the two distributions is known to be contained in a lower-dimensional subspace), while p = ∞ instead seeks solutions with uniform spectra (e.g., unitary matrices, thus enforcing invariance to rigid transformations). Intermediate values of p interpolate between these two extremes. Interestingly, the choice p = 2 recovers a recent popular generalization of the optimal transport problem motivated by a similar goal: the Gromov-Wasserstein distance (Mémoli, 2011) , as we show in Section 4.2. Thus, the proposed Schatten invariance framework offers significant flexibility. In terms of computation, Schatten norms exhibit various desirable properties, such as unitary invariance, submultiplicativity, and easy characterization via duality, all of which play an important role in deriving efficient optimization algorithms below.
Here, we formulate the problem for the case where the ground metric c is the squared euclidean distance, i.e, c(x, y) = x − y Figure 1 : Schatten-norm invariance classes. The depicted p -norm balls in singular value space correspond to matrix invariance classes F p . The radius is chosen so as to include the identity matrix (σ = [1, 1]). For linear objectives, solutions when optimizing over F ∞ and F 1 can be found on the extreme points of their respective constraint spaces: orthogonal matrices for the former and rank-one matrices for the latter. metric, let u, v be vectors with entries u i = x (i) 2 2 , and v j = Py (j) 2 2 respectively. Then, it is easy to show that (7) becomes:
This objective has a clear interpretation. The first term, which can be equivalently written as XΓ, PY , measures agreement between XΓ, the source points mapped according to the barycentric mapping implied by Γ, and PY, the target points mapped according to P. The other two terms, which can be interpreted as empirical expectationsÊ x∼µ x 2 2 andÊ y∼ν Py 2 2 , act as a counterbalance, normalizing the objective and preventing artificial maximization of the similarity term by arbitrary scaling of the mapped vectors.
In general, Problem (9) is not jointly concave on P and Γ, but it is concave in either variable if the other one is fixed. Hence, we can solve it via alternating maximization on P and Γ. Since only the first term depends on Γ, solving for this variable for a fixed P is a usual OT problem, for which we discuss optimization in Section 4.3. On the other hand, for a fixed Γ the problem is a concave maximization over a compact and convex set, which can be solved efficiently with FrankWolfe-type algorithms since projecting onto Schatten norm balls is tractable (Jaggi, 2013) . While this approach provides a tractable way to solve problem (9) in general, we show that under conditions that often hold practice, optimization is much simpler. This simplification relies on eliminating the dependence on P of the third term in problem (9): Lemma 4.1. Under either of the conditions 1. ∀P ∈ F, P is angle-preserving (i.e., ∀x, y Px, Py = x, y ), or 2. ∃k ≥ 0 : P F = k ∀P ∈ F and the matrix Y is ν-whitened (i.e., Y diag (q)
Condition (1) above is reasonable as it guarantees P preserves geometric relations across spaces. On the other hand, whitening is a common pre-processing step in feature learning (Hyvärinen and Oja, 2000) and correspondence problems (Artetxe et al., 2018b) .
The following generalization of Lemma 3.1 shows that when optimizing over Schatten p -norm balls, the inner problem in (10) admits a closed form solution. Lemma 4.2. Let M be a matrix with SVD M = UΣV and let Σ = diag (σ σ σ), then
where s is such that s p ≤ k and attains s σ σ σ = k σ σ σ q , for · q the dual norm of · p .
Therefore, the inner problem in (10) boils down to maximization of support functions of vector-valued p balls, which can be done in closed form for any p ≥ 1 by choosing s i ∝ σ q−1 i (Jaggi, 2013) . This, in turn, greatly simplifies the alternating optimization approach. For a fixed Γ, we can use Lemma 4.2 to obtain a closed-from solution P * . On the other hand, for a fixed P, optimizing for Γ is a classic discrete optimal transport problem with cost matrixC = −X PY, 4 which can be solved with off-the-shelf OT algorithms.
Next, we investigate what Lemma 4.2 implies for two salient cases, p = ∞ and p = 2. The case p = 1 is discussed in the Appendix. Then, in Section 4.3, we discuss optimization of the general problem in detail.
The case p = ∞
The Schatten ∞ -norm is the spectral norm A ∞ = σ max (A). To guarantee that the identity is contained in F ∞ , we take k ∞ 1. Note that combining either condition in Lemma 4.1 with this implies that F ∞ = O n . Therefore, this choice of norm naturally encodes invariance to rotations and reflections. The dual characterization of Schatten norms implies that
so that (10) becomes a single-block problem:
Albeit succinct, this alternative representation of the problem is not easier to solve. Despite having eliminated P, the objective is now non-convex with respect to Γ (maximization of a convex function). Nevertheless, this formulation offers an interesting geometric interpretation. When p, q are uniform distributions, thenX XΓ is a matrix whose columns correspond to the those of X transported to Y according to the optimal barycentric mapping. Hence,XY is the (shifted) cross-covariance matrix of the features in X and Y space, i.e., [XY ] ij = cov(x i , y j ), and its norm indicates the strength of correlation of these features. Therefore, problem (13) essentially seeks a transport coupling that maximizes the correlation of feature dimensions after transportation. We leave exploration of direct techniques to optimize (13) for future work.
Here instead we rely on the generic alternating minimization scheme described in the previous section.
The case p = 2
The Schatten 2 -norm is the Frobenius norm. Since
As before, we use Schatten norm duality to note that
whereupon problem (10) now becomes
with similar intuition to Problem (13), but for a different metric. However, this subtle difference has important consequences, such as the following connection.
Lemma 4.3. Consider the Gromov-Wasserstein problem for discrete measures µ and ν :
where (C x , p) and (C y , q) are (intra-space) measured similarity matrices and L is a loss function. For the choice of cosine similarity and squared loss L(a, b) = 1 2 |a − b| 2 , Problems (15) and (14) are equivalent.
Optimization
We solve problem (10) with alternating maximization on Γ and P. For a fixed Γ, Lemma 4.2 shows a closedfrom solution P * at the cost of an d × d SVD, i.e., O(d 3 ). For a fixed P, the optimal Γ * can be obtained 
The Sinkhorn algorithm can be applied even to the original (non-regularized) problem (10) by relying on inexact alternating minimization methods that allow for approximate solution of intermediate steps (Eckstein and Yao, 2017; Mokhtari et al., 2015) . Besides providing an alternative algorithmic approach, this observation could be used to prove convergence rates for problem (10). Here, we instead focus on optimizing the regularized formulation (16).
Alternating optimization methods for non-convex objectives are known to be sensitive to initialization (Hardt, 2014; Jain et al., 2013) . Indeed, a key component of fully unsupervised approaches to feature alignment is finding good quality initializations. For example, for unsupervised word embedding alignment, state-of-the-art methods rely on additionaloften heuristic-steps to generate good initial solutions, such as adversarially-trained neural networks (Conneau et al., 2018; Zhang et al., 2017a,b) , which themselves are often very sensitive to initialization, sometimes failing completely on the same problem for different random restarts (Artetxe et al., 2018b) .
Neither Problem (10) nor (16) is jointly concave in Γ and P, thus facing in principle a similar challenge in terms of sensitivity to initialization. However, in (16) the strength of the entropic regularization controls the extent of non-concavity: strong regularization leads to a more concave objective, while λ → 0 leads to increasingly more non-concave objective. We propose to leverage this observation to alleviate sensitivity to initialization by using an annealing scheme on the regularization term. Starting from a large value of λ, we decay this value in each iteration by setting λ t = α×λ t−1 with α ∈ (0, 1), until a minimum value λ is reached. We stop the method when the value of the objective converges. The advantage of this annealing approach is that it avoids ad-hoc initialization, and eliminates the need for hyperparameter tuning on λ, since any sufficiently large choice of λ 0 achieves the same objective. In all our experiments, we use the same parameter values λ 0 = 1 and decay α = 0.95.
The method described so far, summarized as Algorithm 1 in the supplement, is used in our first set of experiments. However, to scale up to very large problems, such as the motivating application of word embedding alignment, we propose an incremental approach, described in detail in Appendix F. 
Experiments

Synthetic Datasets
First, we test our approach in a controlled setting with known underlying invariance. We generate a point cloud in R 3 (the source), and then apply a transformation P randomly sampled from one of the families F p to generate a target point cloud. The goal is thus to recover the true correspondences between source and target points. We generate a discrete matching ψ from a coupling Γ as ψ(i) = argmax j Γ ij , and compute its accuracy with respect to the known true point-wise correspondences. As expected, when the true latent transformation is orthogonal, endowing OT with ∞ invariance allows it to recover the correct matching between the point clouds, while the classic (invariance-agnostic) formulation does not, greedily matching based on proximity instead (Figure 2 ). Next, we investigate the effect of noise. As before, we generate point clouds with two types of invariances (F 2 and F ∞ ), but now add a Gaussian noise term with variance σ to the target points. We compare the performance of the following versions of OT: classic Emd (5), the entropy-regularized formulation (6) solved via the Sinkhorn algorithm, our 2 and ∞ -invariant versions, and an Oracle which solves a entropy-regularized problem without the transformation applied, i.e. only adding noise. Figure 3 (top) shows the matching accuracy (mean and one standard deviation over 5 repetitions). As expected, ∞ -OT is better than 2 -OT at recovering the correspondences when the true transformation is orthogonal, and vice versa; and there is a loss of accuracy caused by the estimation of P in the 2 case, as shown by the gap between our methods and Oracle OT. But surprisingly, both invariance methods outperform the oracle in the ∞ case, which we attribute to the added freedom of choosing P to overcome noise, combined with the ease of optimizing over F ∞ compared to F 2 . This hypothesis is supported by the overall higher error in recovering P in the latter case (Fig. 3, bottom) .
Unsupervised word translation
Automatic word translation has a long tradition (under the name bilingual lexical induction) in computational linguistics (Fung, 1995; Rapp, 1995) , and has seen a recent revival due to the success of fully unsupervised methods (Artetxe et al., 2018a; Conneau et al., 2018) . Most such methods cast the problem as feature alignment between sets of word embeddings, motivated by the observation that these possess similar geometry across languages (Mikolov et al., 2013) . Though their relational structure is similar, the absolute position of these vectors is irrelevant. Indeed, word embedding algorithms are naturally interpreted as metric recovery methods (Hashimoto et al., 2016) , making these vectors intrinsically invariant to angle (or distance) preserving transformations. This observation suggests inducing invariance to orthogonal transformations, as described in Section 4.1.
Most current unsupervised methods circumvent this issue by resorting to ad-hoc normalization, joint reembedding, or by estimating a complex mapping between the two spaces with adversarial training. These methods require careful initialization and postmapping refinements, such as mitigating the effect of frequent words on neighborhoods, and are often hard to tune properly (Artetxe et al., 2018a) . Table 1 : Accuracy on the word translation task. "Time" refers to average runtime in minutes per problem (language pair) on the same CPU machine. We report results for our ∞ -OT method without relying on the iterative refinement step of Conneau et al. (2018) , so it is more appropriately compared to their Adv + Csls.
Dataset and Methods
The dataset of Conneau et al. (2018) consists of fastText word embeddings and parallel dictionaries for 110 language pairs. Here, we focus on the five language pairs for which they report results: English to Spanish, French, Italian, German and Russian. As they do, we include a strong semi-supervised baseline of solving a Procrustes problem directly using the available (5K) cross-lingual embedding pairs. In addition, we compare against various unsupervised methods: SelfLearn (Artetxe et al., 2018a) , GromovWasserstein (Alvarez-Melis and Jaakkola, 2018), Adv (Conneau et al., 2018) and Wasserstein (Grave et al., 2018) . 5 The code for the last of these was not available, so we report results from their paper (which excludes En−It), and omit runtime. Whenever nearest neighbor search is required, we use Cross-domain Similarity Local Scaling (Csls) (Conneau et al., 2018) .
Results
Optimization Dynamics. Figure 4 shows a typical run of our algorithm for ∞ -OT, exhibiting a common pattern: little progress at the beginning (during which P is being aggressively adjusted), followed by a steep decline in the objective (during which both P and Γ are increasingly modified in each step), after which convergence is reached. Note how the value of the optimization objective (left) and the accuracy in the translation task (right) are strongly correlated, particularly when compared against adversarial networks (Conneau et al., 2018) . This is crucial because accuracy (shown here for expository purposes) is not available during the actual task, so model selection and early stopping are made based solely on the unsu-5 Despite its relevance, we do not include the OT-based method of Zhang et al. (2017b) in the comparison because their implementation required use of proprietary software. pervised objective. In addition, note that except for a small adjustment at the end of training, our method does not risk degradation by over-training, as is often the case for adversarial training alternatives.
Performance. The accuracy results (Table 1) show that our general framework performs on par with state-of-the-art approaches tailored this task, at a fraction of the computational cost, and yields an objective which is more faithful to the true metric of interest.
Discussion
We proposed a general formulation of optimal transport that accounts for global invariances in the underlying feature spaces, unifying various existing approaches to deal with such invariances. The problem allows for very efficient algorithms in two cases often found in practice. The experiments show that this framework provides a fast, principled and robust alternative to state-of-the-art methods for unsupervised word translation, delivering comparable performance. These results suggest that OT with invariances is a viable alternative to adversarial methods that infer correspondences from complex, often underdetermined, neural network maps.
A Dealing with different samples sizes and dimensions
In the general case where we consider collections of potentially different size (n = m) of vectors of potentially different dimensionality (d x = d y ), we have that X and Y are matrices of size d x × m and d y × n, respectively, while P is of size d x × d y .
Note that for the transportation problem in (10), i.e., max Γ∈Π(p,q) Γ, X PY , the dimensions d x , d y are irrelevant. While the transportation coupling Γ Γ Γ is now of size m × n, the problem is equally meaningful as before, i.e., DOT is well formulated and solved analogously in this case (n = m) as in the case of equal-sized marginals.
On the other hand, the transformation problem in (10), namely
is oblivious to n and m. However, when d x = d y , the problem no longer admits a closed form solution in general, so in this case this step requires optimization too. However, there exist various iterative algorithms to solve this problem-known as unbalanced Procrustes-efficiently (Gower and Dijksterhuis, 2004; Park, 1991; Viklands, 2006) .
B The case p = 1
Recall that the Schatten 1 -norm is the nuclear norm A * = n i=1 σ i (A). Therefore, the invariance set of interest is now
which, as before, contains the identity matrix. Note that adding either condition in Lemma 4.1 yields, again, the set of orthonormal matrices. 6 Therefore, in the case one wants to rely on Lemma 4.2 to solve the problem efficiently, this choice of invariance ends up being equivalent to the p = ∞ case described in Section 4.1. However, we remark that this equivalence is a consequence of the simplifying assumptions, and that one could still solve this problem with the FrankWolfe approach described in Section 4.3, in which case the two cases p = ∞ and p = 1 would indeed lead to different solutions.
C Further Extensions
The framework proposed here can be further extended by considering other transformations that can be easily incorporated into the Procrustes problem framework. For example, scaling and translation can be added on top of orthogonal Procrustes and still yield a closed form solution (Gower and Dijksterhuis, 2004) .
D Proofs
Lemma 4.1. If any of the following conditions holds;
1. ∀P ∈ F, P is angle-preserving 2. ∃k ≥ 0 : P F = k ∀P ∈ F and the matrix Y is ν-whitened
then problem (9) is equivalent to
Proof. Suppose (1) holds, i.e., Px, Py = x, y for every x, y ∈ R d . Then, in particular Py 2 = y 2 for every y (j) , and therefore:
and therefore only the first term in (10) depends on P or Γ, from which the conclusion follows. On the other hand, suppose (2) holds, and letỸ = Y diag (q), so thatỸỸ = I d . We have:
q j Py = PỸ, PỸ = P, PỸỸ = P
that is, v, q again does not depend on P. This concludes the proof.
Lemma 4.2. Let M be a matrix with SVD decomposition M = UΣV and let Σ = diag (σ σ σ), then argmax P: P p ≤k
Proof. Suppose P is such that P p ≤ k, and let U P diag (s) V P be its singular value decomposition. This implies that s p = P ≤ k. In addition,
Here, the inequality holds because, by definition of the SVD decomposition, for every i it must hold that u i 2 = v i 2 = 1 and Conversely, take any vector s with s p = k, and definẽ P(s) = U diag (s) V . Clearly, P (s) p = k, so the supremum must satisfy: Therefore, we conclude that the optimal value of (19) is exactly k σ σ σ q .
Furthermore, (20) holds with equality if and only if (u i , v i ) coincide with the left and right singular vectors of P. Thus, any P maximizing (19) must have the form P = U diag (s) V , with s p ≤ k and s, σ σ σ = k σ σ σ q , as stated.
Proof. For the choice of cosine metric, and assuming without loss of generality that the columns of X and Y are normalized, the similarity matrices are given by C x = X X and C y = Y Y. In addition, let L be the 2 loss, i.e., L(a, b) = |a − b| 2 . Then the objective in problem (21) Since Γ ∈ Π(p, q), the first of these terms becomes
where p is the vector of probabilities in empirical distribution µ, and the last equation follows from the definition of the transportation polytope. Crucially, this term does not depend on Γ anymore. Analogously, the last term in L(Γ) does not depend on Γ either, so which is exactly the objective in (22). Hence, Problems (14) and (21) are indeed equivalent.
