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Re´sume´. — Le quotient d’un espace vectoriel de dimension finie par l’action
d’un sous-groupe fini d’automorphismes est une varie´te´ en ge´ne´ral singulie`re.
Sous bonnes hypothe`ses, la correspondance de McKay relie la ge´ome´trie de
bonnes re´solutions des singularite´s aux repre´sentations du groupe. Pour le
sche´ma de Hilbert de points sur le plan affine, nous e´tudions comment les
diffe´rentes correspondances (McKay, McKay duale et McKay multiplicative)
sont relie´es les unes aux autres. A cette fin, nous calculons des formules com-
binatoires pour les classes caracte´ristiques des fibre´s vectoriels usuels sur le
sche´ma de Hilbert de points sur le plan affine. Paralle`lement, nous e´tudions le
comportement multiplicatif du the´ore`me de Bridgeland, King & Reid construi-
sant la correspondance de McKay pour le sche´ma de Hilbert de points sur le
plan affine. Dans une dernie`re partie, nous calculons les classes de Chern du
fibre´ tangent au sche´ma de Hilbert de points sur le plan affine.
xAbstract (On the McKay correspondences for the Hilbert scheme of
points on the affine plane)
The quotient of a finite-dimensional vector space by the action of a finite
subgroup of automorphisms is usually a singular variety. Under appropriate
assumptions, the McKay correspondence relates the geometry of nice resolu-
tions of singularities and the representations of the group. For the Hilbert
scheme of points on the affine plane, we study how the different correspon-
dences (McKay, dual McKay and multiplicative McKay) are related to each
other. For this purpose, we compute combinatorial formulas for the charac-
teristic classes of the usual vector bundles on the Hilbert scheme of points on
the affine plane. We also study the multiplicative behavior of the theorem
of Bridgeland, King & Reid constructing the McKay correspondence for the
Hilbert scheme of points on the affine plane. We finish with the computation
of the Chern classes of the tangent bundle on the Hilbert scheme of points on
the affine plane.
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INTRODUCTION
Les correspondances de McKay
Nous proposons ici un survol de certains aspects du de´veloppement des
correspondances de McKay. Cette pre´sentation est assez personnelle mais est
issue en grande partie de la lecture de Brylinski [Bry], Gonzales-Sprinberg &
Verdier [GSV83], Craw [Cra01] et Reid [Rei97, Rei00].
Correspondance de McKay en dimension deux
• Soit G un sous-groupe fini non trivial de SL(2,C). La varie´te´ quotient
C2/G := SpecC[x, y]G a un unique point singulier a` l’origine. Il existe une
re´solution minimale des singularite´s ρ : Y → C2/G ou` Y est une surface
alge´brique lisse dont le diviseur exceptionnel est une re´union de courbes ra-
tionnelles C1, . . . , Cr d’auto-intersection−2 se coupant mutuellement transver-
salement en au plus un point. On peut alors construire un graphe de sommets
i = 1, . . . , r pour chaque courbe Ci en reliant deux sommets par une areˆte si les
courbes correspondantes s’intersectent. On obtient ainsi, d’apre`s une analyse
au cas par cas de DuVal et Artin (voir Reid [Rei]), des graphes de Dynkin de
type ADE :
G graphe de la re´solution
cyclique Z/nZ An−1
die´dral binaire D2n Dn+2
te´trae´dral binaire E6
octae´dral binaire E7
icosae´dral binaire E8
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• Soit {V0, V1, . . . , Vk} les repre´sentations irre´ductibles de G, V0 e´tant la
repre´sentation triviale, et Q la repre´sentation de G dans C2 induite par l’in-
clusion G ⊂ SL(2,C). En conside´rant les de´compositions :
Q⊗ Vi =
k⊕
j=0
V
⊕ai,j
j ,
McKay [McK80] construit un graphe de sommets j = 0, 1, . . . , k pour chaque
repre´sentation irre´ductible Vj en reliant deux sommets i et j par ai,j areˆtes.
Il observe par une analyse au cas par cas que les graphes obtenus sont les
graphes de Dynkin comple´te´s A˜n−1, D˜n+2, E˜6, E˜7, E˜8.
• En regroupant ces deux informations, on relie ainsi la ge´ome´trie de la
re´solution Y aux repre´sentations du groupe G : les classes de cohomologie des
courbes Ci forment une base de H
2(Y,Q) et en ajoutant la classe d’un point
on a une base de H∗(Y,Q) donnant une bijection :
{repre´sentations irre´ductibles de G} ←→ {base de H∗(Y,Q)}
V0 ←→ [pt]
Vi, i = 1, . . . , k ←→ [Ci]
• Gonzales-Sprinberg & Verdier [GSV83] interpre`tent ensuite ge´ome´trique-
ment cette correspondance en construisant, pour chaque repre´sentation de G,
un fibre´ vectoriel sur Y de telle sorte que la correspondance de McKay soit
re´alise´e comme un isomorphisme entre l’anneau de repre´sentations R(G) du
groupe G et le groupe de Grothendieck K(Y ) des fibre´s vectoriels sur Y :
R(G)
∼
←→ K(Y ).
Ge´ne´ralisation de la correspondance de McKay
Jusqu’ici, tout a re´sulte´ d’e´tudes au cas par cas. On souhaite ge´ne´raliser
l’e´tude en dimension supe´rieure : G est un sous-groupe fini de SL(n,C) et on
s’inte´resse a` des re´solutions projectives cre´pantes Y → Cn/G, i.e. a` faisceau
canonique trivial. Dans cette perspective, Nakamura [Nak01], Ito & Naka-
mura [IN96] et Ito & Nakajima [IN00] introduisent le sche´ma de Hilbert de
G-orbites re´gulie`res Y := G- Hilb(Cn) parame´trant les sous-sche´mas Z ⊂ Cn
de dimension 0, de longueur |G|, invariants sous l’action de G et tels que
H0(OZ) est la repre´sentation re´gulie`re de G. Ce sche´ma Y est muni d’une
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famille universelle :
Z
q
##H
HH
HH
HH
HH
p
{{xx
xx
xx
xx
x
Y
ρ
""E
EE
EE
EE
E C
n
{{ww
ww
ww
ww
Cn/G
Le morphisme p est plat de degre´ |G| et le fibre´ vectoriel R := p∗OZ se
de´compose sous l’action de G sous la forme :
R =
k⊕
i=0
Ri ⊗ Vi.
Pour n = 2, Ito & Nakamura observent que Y est exactement la re´solution
minimale de C2/G et les fibre´s Ri sont pre´cise´ment les fibre´s de Gonzales-
Sprinberg & Verdier. Suivant Ito & Nakajima [IN00] et Bridgeland, King &
Reid [BKR01], on re´alise la correspondance de McKay sous la forme d’une
transformation de Fourier-Mukai au niveau des cate´gories de´rive´es :
Rq∗ ◦ p
∗ : D(Coh(Y )) −→ D(CohG(C
n)).
Ce foncteur induit une application line´aire en K-the´orie :
q! ◦ p
! : K(Y ) −→ KG(C
n) ∼= R(G)
telle que q! ◦ p
!(R∗k) = Vk.
Le proble`me est de savoir si Y est le bon candidat :
The´ore`me (Bridgeland, King & Reid). — [BKR01] Si le produit fibre´
Y ×
Cn/G
Y ⊂ Y × Y est de dimension infe´rieure ou e´gale a` n + 1, alors Y
est une re´solution cre´pante de Cn/G et Rq∗ ◦ p
∗ induit une e´quivalence de
cate´gories.
Dans le cas plus particulier d’un espace vectoriel complexe V de dimension n
muni d’une forme symplectique et pour un sous-groupe fini G ⊂ Sp(V ) d’au-
tomorphismes respectant cette forme symplectique, d’apre`s Kaledin [Kal99,
Kal02], les re´solutions cre´pantes sont exactement les re´solutions symplec-
tiques. Bezrukavnikov & Kaledin [BK] ont alors de´montre´ que, pour une
telle re´solution Y → V/G, les cate´gories D(Coh(Y )) et D(CohG(V )) sont
e´quivalentes.
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Correspondance de McKay duale
Cette correspondance a e´te´ initie´e par Ito & Reid [IR94] et Brylinski [Bry].
Nous pre´sentons la ge´ne´ralisation due a` Kaledin [Kal99, Kal02, Kal]. En
toute ge´ne´ralite´, si V est un espace vectoriel de dimension finie muni d’une
action d’un groupe fini G ⊂ GL(V ), notons X = V/G le quotient et sup-
posons donne´e une re´solution projective ρ : Y → X. L’espace vectoriel V
est naturellement stratifie´ par les sous-espaces V H de vecteurs H-invariants
pour divers sous-groupes H de G, induisant une stratification XH de X. On
en de´duit une stratification YH := ρ
−1XH de Y . Dans le contexte ou` V est
un espace vectoriel symplectique, G un sous-groupe de Sp(V ) et Y → X
une re´solution projective symplectique, Kaledin montre que la re´solution est
semi-petite respectivement a` cette stratification :
codimYH ≥
1
2
codimXH .
De plus, les strates Z de dimension maximale (i.e. codimZ = 12 codim(ρ(Z)))
donnent une base de l’homologie de Borel-Moore HBM∗ (Y,C) indexe´e par les
classes de conjugaison dans G. En notant C(G) l’espace des fonctions classes
sur G (i.e. les fonctions sur G a` valeurs complexes invariantes par conjugaison)
on obtient une bijection :
HBM∗ (Y )
∼
←→ C(G).
Correspondance de McKay multiplicative
Cette correspondance vise a` de´crire l’anneau de cohomologie (a` coefficients
rationnels ou complexes) H∗(Y ) a` partir d’informations sur le groupe G. Une
telle correspondance a e´te´ re´alise´e initialement par Lehn & Sorger [LS01] et
Vasserot [Vas01] pour le sche´ma de Hilbert sur le plan affine et conjecture´e par
Ginzburg & Vasserot dans le cas ge´ne´ral. Conside´rons la filtration croissante
de l’alge`bre du groupe G :
F dC[G] := C{g ∈ G | rg(idV − g) ≤ d}.
Cette filtration est compatible avec la multiplication de l’alge`bre du groupe G.
En se restreignant au centre ZG de l’alge`bre, on obtient une structure d’alge`bre
gradue´e sur grF ZG. On se place toujours dans le cadre symplectique :
The´ore`me (Ginzburg & Kaledin). — [GK04] Soit Y → V/G une
re´solution projective cre´pante. Alors les alge`bres gradue´es H∗(Y ) et grF ZG
sont naturellement isomorphes.
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Quelques questions
Parmi la quantite´ de questions ouvertes dans le domaine, nous nous
inte´ressons a` trois proble`mes propose´s par Nakajima et Ginzburg & Kaledin,
que nous pre´sentons dans leur cadre ge´ne´ral.
Soit V un espace vectoriel complexe de dimension finie muni d’une forme
symplectique et G ⊂ Sp(V ) un sous-groupe fini d’automorphismes. Supposons
donne´e une re´solution projective symplectique Y → V/G.
(i) La correspondance de McKay classique donne une e´quivalence de
cate´gories entre D(Coh(Y )) et D(CohG(V )). En passant aux groupes de
Grothendieck on obtient un isomorphisme entre K(Y ) et KG(V ) ∼= R(G). Cet
isomorphisme n’est pas compatible avec la structure d’anneau induite par le
produit tensoriel de fibre´s vectoriels.
Proble`me de la structure d’anneau. — (Nakajima [Nak96b, Question
4.23]) De´crire le produit induit sur R(G) par la correspondance de McKay.
(ii) La correspondance de McKay duale donne un isomorphisme vectoriel
entre HBM∗ (Y ) et C(G) et la correspondance de McKay multiplicative donne
un isomorphisme d’anneaux entre H∗(Y ) et grF Z(G). La dualite´ de Poincare´
fournit un isomorphisme naturel D : H∗(Y ) → HBM∗ (Y ).
Proble`me de la dualite´ de Poincare´. — (Ginzburg & Kaledin [GK04,
Proble`me 1.4]) Calculer l’application compose´e :
grF ZG −→ H∗(Y )
D
−→ HBM∗ (Y ) −→ C(G).
(iii) Le caracte`re de Chern donne un isomorphisme naturel d’anneaux
ch : K(Y ) → H∗(Y ). L’espace C(G) des fonctions classes sur G est naturel-
lement isomorphe a` l’anneau R(G) en associant a` chaque repre´sentation son
caracte`re et on peut identifier canoniquement C(G) avec ZG.
Proble`me du caracte`re de Chern. — (Ginzburg & Kaledin [GK04,
Proble`me 1.5]) Calculer l’application compose´e :
ZG ∼= R(G) ∼= KG(V ) −→ K(Y )
ch
−→ H∗(Y ) −→ grF ZG.
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Pre´sentation des re´sultats
Nous e´tudions se´pare´ment ces questions dans le cas du sche´ma de Hilbert
de n points sur le plan affine, ou` nous pouvons calculer comple`tement les ap-
plications. Le groupe G := Sn agit sur C
n par permutation et on conside`re
l’action induite sur l’espace vectoriel V := Cn ⊗ C2. Le sche´ma de Hilbert
Hilbn(C2) fournit une de´singularisation symplectique naturelle du quotient
V/G, isomorphe au sche´ma d’orbites Sn- Hilb(C
2n) (the´ore`me de Haiman).
La correspondance de McKay est re´alise´e par la transformation de Fourier-
Mukai (the´ore`me de Bridgeland, King & Reid) et des calculs pre´cis peuvent
eˆtre mene´s en utilisant des re´sultats de Haiman. La correspondance de McKay
multiplicative est construite a` partir des ope´rateurs de Nakajima sur l’espace
total de cohomologie des sche´mas de Hilbert de points sur le plan affine et
re´alise´e par le the´ore`me de Lehn & Sorger ou Vasserot, tandis que la corres-
pondance de McKay ge´ne´ralise´e est re´alise´e par le choix d’une base naturelle
de l’homologie donne´e par certaines sous-varie´te´s.
Dans ce cadre, modulo des isomorphismes naturels, nous pouvons remplacer
les espaces ZSn, R(Sn) et C(Sn) par l’espace Λ
n des fonctions syme´triques de
poids n, de´fini comme le sous-espace vectoriel des polynoˆmes de poids n de l’an-
neau Λ des polynoˆmes en des inde´termine´es p1, p2, . . . telles que poids(pi) = i.
On dispose de bases naturelles indexe´es par les partitions λ de l’entier n, en
particulier les fonctions de Schur sλ qui correspondent aux repre´sentations
irre´ductibles et les fonctions de Newton pλ qui correspondent aux classes de
conjugaison. On introduit une graduation sur Λn en posant deg pλ := n− l(λ)
ou` l(λ) de´signe la longueur de la partition. Pour toute fonction syme´trique
f ∈ Λn, on note alors [f ]k la composante homoge`ne de degre´ k de f . On
de´finit deux filtrations :
F dΛn := Q{pλ | deg pλ ≤ d} (filtration croissante),
FdΛ
n := Q{pλ | deg pλ ≥ d} (filtration de´croissante).
La filtration croissante sert dans la construction de la structure d’anneau dans
la correspondance de McKay multiplicative.
Nous nous inte´ressons tout d’abord a` la question du caracte`re de Chern.
L’anneau de K-the´orie K(Hilbn(C2)) admet une filtration topologique natu-
relle donne´e par le support des faisceaux. Nos notations sont les suivantes
(l’application Ψ est de´finie au §3.1.3 et l’application Θ au §3.3) :
Λn
Ψ // H∗(Hilbn(C2))
Λn
Γ
OO
Θ // K(Hilbn(C2))
ch
OO
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Nous calculons explicitement l’application Γ et montrons qu’elle est compatible
avec la filtration de´croissante. Nous en de´duisons alors le fait suivant :
The´ore`me. — Le morphisme Θ (correspondance de McKay) est compatible
avec la filtration topologique de la K-the´orie et la filtration de´croissante de
l’anneau des fonctions syme´triques.
Il est alors naturel de passer aux gradue´s associe´s. Apre`s graduation on a
le diagramme :
grF Λn
Ψ // H∗(Hilbn(C2))
grF Λ
n
gr Γ
OO
grΘ // grK(Hilbn(C2))
gr ch
OO
Dans ce diagramme, l’espace grF Λn de´signe l’espace gradue´ relativement a` la
filtration croissante tandis que grF Λ
n correspond a` la filtration de´croissante.
Ces deux espaces sont des espaces vectoriels gradue´s isomorphes (la base
gradue´e ne change pas) mais nous notons grF Λn pour rappeler que la struc-
ture d’anneau faisant de Ψ un isomorphisme d’alge`bres gradue´es se voit plus
naturellement a` partir de la filtration croissante.
Notons l’aˆge (ou degre´ de de´calage) d’une partition λ = (λ1, λ2, . . .) de n par
age(λ) := n− l(λ) et de´finissons son degre´ de complexite´ par 〈λ〉 :=
∏
i≥1
λi. Ces
de´finitions sont des cas particuliers de de´finitions ge´ne´rales associe´es a` l’action
d’un groupe G sur un espace vectoriel V : l’aˆge d’un e´le´ment g ∈ G se lit dans
la diagonalisation de l’endomorphisme tandis que le degre´ de complexite´ se
calcule par la de´composition de Frobenius.
Nous commenc¸ons par calculer des formules explicites pour le morphisme
Γ. Bien que ces formules soient assez complique´es, nous observons, en meˆme
temps que la compatibilite´ de Γ avec la filtration de´croissante, que le mor-
phisme gr Γ obtenu apre`s graduation admet l’expression tre`s simple suivante :
The´ore`me. — Pour tout pλ ∈ Λ
n on a :
(gr Γ)(pλ) =
(−1)age(λ)
〈λ〉
pλ.
L’ingre´dient essentiel de nos calculs consiste en des formules combinatoires
pour les classes de Chern de tous les fibre´s vectoriels sur Hilbn(C2) relevant
l’action naturelle du tore C∗ :
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The´ore`me. — Soit F un fibre´ C∗-line´arise´ de rang r sur Hilbn(C2) et
fλ1 , . . . , f
λ
r les poids associe´s a` l’action sur les fibres en chaque point fixe.
Alors pour tout k ≥ 0, la k-ie`me classe de Chern du fibre´ F vue dans Λn sous
Ψ vaut :
ck(F ) =
∑
λ⊢n
1
h(λ)
σk(f
λ
1 , . . . , f
λ
r )[sλ]k,
ou` les σk(·) de´signent les fonctions syme´triques e´le´mentaires.
Le k-ie`me caracte`re de Chern du fibre´ F vaut :
chk(F ) =
1
k!
∑
λ⊢n
1
h(λ)
r∑
i=1
(fλi )
k[sλ]k.
Nous nous inte´ressons ensuite a` la question de la dualite´ de Poincare´. Nos
notations sont les suivantes :
Λn
φ // HBM∗ (Hilb
n(C2))
Λn
γ
OO
Ψ // H∗(Hilbn(C2))
D
OO
En choisissant convenablement les signes dans la de´finition de φ nous obtenons
la formule suivante pour l’application γ :
Proposition. — Pour tout pλ ∈ Λ
n on a :
γ(pλ) =
(−1)age(λ)
〈λ〉
pλ.
Nous observons que cette application est exactement la meˆme que l’appli-
cation gr Γ obtenue a` partir du caracte`re de Chern apre`s graduation.
Ces re´sultats de comparaison des correspondances de McKay s’interpre`tent
en disant qu’il y a une seule correspondance de McKay : la correspondance
duale et la correspondance multiplicative sont les versions gradue´es de la cor-
respondance classique. Pre´cise´ment, nos formules montrent que l’isomorphisme
C(Sn) ∼= K(Hilb
n(C2)) donne´ par la correspondance de McKay est compatible
avec les filtrations naturelles. En passant aux gradue´s associe´s on obtient un
isomorphisme grF C(Sn)
∼= grK(Hilbn(C2)) ∼= H∗(Hilbn(C2)). Alors l’isomor-
phisme induit sur les espaces vectoriels duaux HBM∗ (Hilb
n(C2)) ∼= ZSn est
la correspondance de McKay duale (quitte a` bien normaliser). La correspon-
dance de McKay multiplicative est elle aussi la meˆme, avec une normalisation
diffe´rente des vecteurs permettant de de´crire plus naturellement la structure
d’anneau.
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Paralle`lement a` cette question, nous nous inte´ressons a` la structure d’anneau
induite par la correspondance de McKay (le morphisme Θ), avant le passage
a` la graduation qui nettoie comple`tement ce produit. En notant Bn le fibre´
tautologique sur Hilbn(C2), nous obtenons le re´sultat suivant, qui se re´ve`le
analogue pour la K-the´orie au re´sultat de Lehn sur l’action en cohomologie
du caracte`re de Chern du fibre´ Bn (voir la de´finition de l’ope´rateur D et le
the´ore`me 5.3.4) :
The´ore`me. — Soit l’ope´rateur diffe´rentiel sur Λ :
E =
∑
r≥1
rprt
r
 exp
∑
r≥1
∂
∂pr
t−r
∣∣∣∣∣∣
t0
.
Alors on a dans K(Hilbn(C2)) :
Bn ⊗Θ(y) = Θ(E (y)) ∀y ∈ Λ
n.
Nous nous inte´ressons ensuite aux formules ge´ne´ratrices pour les classes
caracte´ristiques des fibre´s vectoriels usuels sur les sche´mas de Hilbert de points
sur des surfaces projectives. Nous de´montrons des formules d’universalite´ que
nous utilisons pour de´montrer la formule suivante donnant les classes de Chern
du fibre´ tangent au sche´ma de Hilbert de points sur le plan affine :
The´ore`me. — Les classes de Chern du fibre´ tangent au sche´ma Hilbn(C2)
sont donne´es par la se´rie ge´ne´ratrice :∑
n≥0
ctot(T Hilb
n(C2)) = exp
∑
k≥0
(−1)kCk
p2k+1
2k + 1
 ,
ou` Ck :=
1
k + 1
(
2k
k
)
est le k-ie`me nombre de Catalan.
Son caracte`re de Chern est donne´ par la se´rie ge´ne´ratrice :∑
n≥0
ch
(
T Hilbn(C2)
)
= 2ep1
∑
k≥0
p2k+1
(2k + 1)!
.
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Pre´sentation du plan
Les chapitres 1 et 2 contiennent des rappels sur les fonctions syme´triques,
les polynoˆmes de Macdonald et les substitutions ple´thystiques, avec lesquels
nous menons les calculs.
Le chapitre 3 rappelle les notions utiles sur le sche´ma de Hilbert de points,
le sche´ma de Hilbert isospectral et le sche´ma de Hilbert d’orbites.
Le chapitre 4 explique comment calculer les classes de Chern et le caracte`re
de Chern de tout fibre´ sur le sche´ma de Hilbert de points sur le plan affine
lorsqu’il existe une line´arisation naturelle de ce fibre´ pour l’action naturelle
du tore.
Le chapitre 5 s’inte´resse a` l’action d’un fibre´ par produit tensoriel en K-
the´orie en de´terminant l’ope´rateur qui re´sulte apre`s application de la corres-
pondance de McKay.
Le chapitre 6 traite les proble`mes de la dualite´ de Poincare´ et du caracte`re de
Chern, en calculant explicitement les applications, puis de´montre le the´ore`me
de comparaison des trois correspondances de McKay e´tudie´es.
Le chapitre 7 rappelle la structure d’alge`bre vertex sur l’espace total de co-
homologie des sche´mas de Hilbert de points sur une surface projective, pre´sente
divers ope´rateurs et des re´sultats d’universalite´ s’y rapportant. A titre d’illus-
tration de ces re´sultats, nous de´taillons ensuite quelques se´ries ge´ne´ratrices de
classes de Chern et de caracte`res de Chern du fibre´ tautologique sur le sche´ma
de Hilbert de points sur le plan affine, pour la plupart bien connues et re-
de´montre´es en utilisant les re´sultats du chapitre 4. Nous de´montrons ensuite
la formule donnant la se´rie ge´ne´ratrice des classes de Chern du fibre´ tangent.
Les appendices A,B,C pre´sentent quelques rappels d’homologie et cohomo-
logie, d’homologie et cohomologie e´quivariantes puis de K-the´orie. L’appendice
D expose quelques proprie´te´s du degre´ de complexite´ dans le cas du groupe
syme´trique, l’appendice E dresse quelques carquois de McKay pour le groupe
syme´trique.
CHAPITRE 1
FONCTIONS SYME´TRIQUES
Nous pre´sentons quelques notions sur les fonctions syme´triques et les
repre´sentations du groupe syme´trique. Cette pre´sentation suit Manivel
[Man98] et Macdonald [Mac91, Mac79], a` l’exception des substitutions
ple´thystiques ou` nous suivons Haiman [Hai99]. Nous travaillons directement
sur le corps des nombres rationnels.
1.1. L’alge`bre des fonctions syme´triques
Soit x1, . . . , xr des inde´termine´es inde´pendantes. Le groupe syme´trique Sr
agit sur l’anneau de polynoˆmes Q[x1, . . . , xr] en permutant les inde´termine´es
et l’ensemble des invariants est note´ :
Λr := Q[x1, . . . , xr]
Sr ,
appele´ alge`bre des polynoˆmes syme´triques en les inde´termine´es x1, . . . , xr. Tout
e´le´ment f ∈ Λr se de´compose sous la forme :
f =
∑
n≥0
f (n),
ou` f (n) est la composante homoge`ne de degre´ n du polynoˆme f . Chaque f (n)
est lui-meˆme un polynoˆme syme´trique et Λr est une Q-alge`bre gradue´e :
Λr =
⊕
n≥0
Λnr ,
ou` Λnr est le sous-espace vectoriel forme´ des polynoˆmes syme´triques homoge`nes
de degre´ n en les inde´termine´es x1, . . . , xr.
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Si l’on adjoint d’autres inde´termine´es xr+1, . . . , xr′ pour r
′ > r, on peut
former l’alge`bre Λr′ disposant d’un morphisme surjectif d’alge`bres gradue´es :
ρr′,r : Λr′ → Λr,
obtenu en posant xr+1 = · · · = xr′ = 0. Les applications restreintes Λ
n
r′ → Λ
n
r
sont surjectives pour tout n et on construit successivement :
Λn := lim←−Λ
n
r ,
Λ :=
⊕
n≥0
Λn.
L’alge`bre gradue´e Λ est appele´e alge`bre des fonctions syme´triques.
Si A est une Q-alge`bre commutative, les alge`bres de fonctions syme´triques
a` coefficients dans A sont obtenues par changement de base :
ΛnA := Λ
n ⊗Q A,
ΛA := Λ⊗Q A.
1.2. Partitions d’un entier
Une partition d’un entier n est une suite de´croissante d’entiers positifs ou
nuls :
λ = (λ1 ≥ λ2 ≥ · · · ≥ λk ≥ 0),
telle que n =
k∑
i=1
λi, ce que nous e´crirons par : λ ⊢ n. Les entiers λi sont
appele´s les parts de la partition. Si besoin, nous prolongerons les partitions
par des parts nulles. Le nombre de parts non nulles, note´ l(λ), est appele´ la
longueur de la partition. La somme des parts, note´e |λ|, est appele´e le poids
de la partition. Si la partition λ a α1 parts e´gales a` 1, α2 parts e´gales a` 2 etc.
nous la noterons aussi sous la forme :
λ = (1α1 , 2α2 , . . .).
Nous utiliserons aussi le nombre suivant :
n(λ) :=
∑
i≥1
(i− 1)λi.
Le diagramme de Young de λ est de´fini par :
D(λ) := {(i, j) ∈ N×N | j < λi+1}.
Dans la repre´sentation d’un tel diagramme, nous adoptons la convention ma-
tricielle : l’indice i est l’indice de ligne et l’indice j est l’indice de colonne, en
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commenc¸ant toutefois en (0, 0). Pour une cellule x = (i, j) ∈ D(λ), on appelle
bras le nombre a(x) de cellules a` droite de x, jambe le nombre l(x) de cellules
au-dessous de x, longueur d’e´querre le nombre h(x) := 1 + a(x) + l(x) et
contenu le nombre c(x) := j − i. Par exemple :
x a a
l
λ = (4, 3, 1) x = (0, 1)
|λ| = 8 a(x) = 2 l(x) = 1
l(λ) = 3 h(x) = 4 c(x) = 1
Pour une partition λ, on note λ′ la partition conjugue´e obtenue par syme´trie
sur le diagramme de Young. Par exemple :
λ = (3, 3, 1) λ′ = (3, 2, 2)
Soit P l’ensemble de toutes les partitions d’entiers et Pn l’ensemble des
partitions de poids n. L’ensemble P est muni de la relation d’ordre partiel
dominant de´fini par :
λ ≥ µ⇔ |λ| = |µ| et λ1 + · · ·+ λi ≥ µ1 + · · ·+ µi pour tout i ≥ 1.
Proposition 1.2.1. — [Mac79, I-(1.11)] Pour toutes partitions λ, µ on a :
λ ≥ µ⇔ λ′ ≤ µ′.
1.3. Fonctions syme´triques usuelles
Nous reprenons la de´finition de certaines familles de fonctions syme´triques
indexe´es par les partitions que nous utiliserons dans la suite.
1.3.1. Fonctions monomiales. — Soit une partition λ = (λ1, λ2, . . .) et
un entier r ≥ l(λ). Quitte a` prolonger λ par des parts nulles, on peut de´finir
le monoˆme :
xλ := xλ11 x
λ2
2 · · ·x
λr
r .
Le polynoˆme syme´trique monomial mλ est la somme de tous les monoˆmes
distincts que l’on peut obtenir en permutant les inde´termine´es :
mλ(x1, . . . , xr) :=
∑
ν∈Sr.λ
xν
=
1
Card{σ ∈ Sr |σ.λ = λ}
∑
σ∈Sr
x
λσ(1)
1 · · ·x
λσ(r)
r ,
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ou` Sr.λ de´signe l’orbite du r-uplet (λ1, . . . , λr) sous l’action par permutation
du groupe syme´trique.
Cette de´finition est compatible avec le syste`me projectif : pour tout r′ > r
on a ρr′,rmλ(x1, . . . , xr′) = mλ(x1, . . . , xr) ce qui de´finit par passage a` la limite
projective un e´le´ment mλ ∈ Λ appele´ fonction monomiale.
Proposition 1.3.1. —
(i) Les fonctions monomiales forment une base de l’alge`bre des fonctions
syme´triques.
(ii) Les fonctions monomiales mλ pour les partitions λ de poids n forment
une base de Λn.
1.3.2. Fonctions de Newton. — On de´finit similairement la k-ie`me
somme de puissances par :
pk :=
∑
i≥1
xki .
Pour toute partition λ = (λ1 ≥ λ2 ≥ · · · ) on appelle alors fonction de
Newton le produit :
pλ := pλ1pλ2 · · · ∈ Λ
|λ|.
The´ore`me 1.3.2. — [Mac79, I-(2.12)]
(i) Les fonctions de Newton forment une base de l’alge`bre des fonctions
syme´triques.
(ii) Les fonctions de Newton pλ pour les partitions de poids n forment une
base de Λn.
L’observation suivante reviendra dans l’e´tude de la cohomologie e´quivariante
du sche´ma de Hilbert de points sur le plan affine :
Lemme 1.3.3. — Soit une partition λ = (1α1 , 2α2 , . . .). Dans la de´composi-
tion de la fonction monomiale mλ dans la base des fonctions de Newton, le
coefficient devant pλ est
1∏
i≥1
αi!
et toute autre fonction pµ intervenant corres-
pond a` une partition de longueur strictement infe´rieure a` celle de λ.
De´monstration. — Travaillons avec r = l(λ) inde´termine´es. Avec les notations
pre´ce´dentes on observe que :
Card{σ ∈ Sr |σ.λ = λ} =
∏
i≥1
αi!
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ce qui fait que :∏
i≥1
αi!
mλ = ∑
σ∈Sr
x
λσ(1)
1 · · ·x
λσ(r)
r
= (xλ11 + · · ·+ x
λ1
r )(x
λ2
1 + · · ·+ x
λ2
r ) · · · − monoˆmes excessifs
= pλ − monoˆmes excessifs.
Les monoˆmes en exce`s sont obtenus dans le de´veloppement de la fonction
de Newton lorsqu’on a choisi plusieurs fois la meˆme inde´termine´e dans
les diffe´rents facteurs. Ces monoˆmes font donc intervenir au plus r − 1
inde´termine´es a` la fois et se codent avec des fonctions de Newton pµ pour des
partitions µ de longueur au plus r − 1.
Nous noterons ω : Λ → Λ l’isomorphisme d’alge`bre involutif caracte´rise´ par
ωpk = −pk.
1.3.3. Fonctions de Schur. — Prenons r inde´termine´es x1, . . . , xr. Pour
toute suite d’entiers positifs α = (α1, . . . , αr) nous posons x
α := xα11 · · ·x
αr
r .
On de´finit :
aα := det
(
x
αj
i
)
1≤i,j≤r
=
∑
σ∈Sn
ε(σ)xα1σ(1) · · ·x
αr
σ(r),
ou` ε(σ) est la signature de la permutation σ. En particulier, lorsque
δ = (r − 1, r − 2, . . . , 1, 0), aδ est le de´terminant de Vandermonde :
aδ =
∏
1≤i<j≤r
(xj − xi).
On observe que aα change de signe si l’on e´change deux des αi et en par-
ticulier aα est nul si deux des αi sont e´gaux. On peut donc se restreindre a`
conside´rer des suites α telles que α1 ≥ α2 ≥ · · · ≥ αr ≥ 0 et e´crire αi = λi+r−i
pour i = 1, . . . , r de telle sorte que α = λ+ δ ou` λ = (λ1, . . . , λr) est une par-
tition de longueur au plus r. Puisque aα s’annule de`s que deux des xi sont
e´gaux, aα est divisible par le de´terminant de Vandermonde aδ dans l’anneau
Q[x1, . . . , xr] et le quotient :
sλ(x1, . . . , xr) :=
aλ+δ
aδ
est un polynoˆme syme´trique de degre´ |λ|. Si l’on passe a` r+1 inde´termine´es, on
ve´rifie que sλ(x1, . . . , xr, 0) = sλ(x1, . . . , xr). On peut donc de´finir une limite
projective sλ ∈ Λ appele´e fonction de Schur.
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The´ore`me 1.3.4. — [Mac79, I-(3.3)]
(i) Les fonctions de Schur forment une base de l’alge`bre des fonctions
syme´triques.
(ii) Les fonctions de Schur sλ pour les partitions de poids n forment une
base de Λn.
La formule suivante nous servira lors du calcul des classes de Chern du fibre´
tautologique sur le sche´ma de Hilbert de points du plan affine :
Proposition 1.3.5. — [Man98, Corollaire 1.4.11] Soit λ une partition. Pour
r ≥ l(λ) on a par e´valuation en x1 = · · · = xr = 1 et xi = 0 pour i > r :
sλ(1, . . . , 1︸ ︷︷ ︸
r
, 0, . . .) =
∏
x∈D(λ)
r + c(x)
h(x)
.
1.4. Relation avec les repre´sentations du groupe syme´trique
Nous les ponts naturels entre les repre´sentations du groupe syme´trique, les
caracte`res et les fonctions syme´triques.
1.4.1. Produit scalaire sur l’alge`bre des fonctions syme´triques. —
Pour toute partition λ = (1α1 , 2α2 , . . .) on pose :
zλ :=
∏
r≥1
αr!r
αr .
On de´finit un produit scalaire sur Λ par :
〈pλ, pµ〉 = δλ,µzλ ∀λ, µ,
ou` δλ,µ de´signe le symbole de Kronecker.
Proposition 1.4.1. — [Mac79, I-(4.8)] La base des fonctions de Schur est
orthonorme´e :
〈sλ, sµ〉 = δλ,µ ∀λ, µ.
1.4.2. Repre´sentations et caracte`res du groupe syme´trique. — Soit
C(Sn) l’espace vectoriel sur Q des fonctions classes sur le groupe syme´trique
Sn : ce sont les fonctions f : Sn → Q constantes sur les classes de conjugaison
dans Sn. Ces classes de conjugaison sont en bijection avec les partitions de
l’entier n, en associant a` toute permutation la liste des longueurs des cycles qui
interviennent dans sa de´composition en cycles disjoints. Si λ est une partition
de n, nous notons χλ la fonction classe qui vaut 1 sur la classe de conjugaison
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associe´e a` λ et 0 sur les autres classes. La famille des fonctions χλ forme une
base de C(Sn). Soit R(Sn) l’alge`bre sur Q des repre´sentations du groupe Sn,
le produit e´tant induit par le produit tensoriel de repre´sentations.
L’application caracte`re est l’isomorphisme(1) :
χ : R(Sn) → C(Sn)
obtenu en associant a` chaque repre´sentation son caracte`re.
Le morphisme de Frobenius est l’isomorphisme :
Φ : C(Sn) → Λ
n
caracte´rise´ par :
Φ(χλ) = z
−1
λ pλ.
Notons χλ les fonctions classes telles que Φ(χλ) = sλ, χ
λ
µ la valeur de la
fonction χλ sur la classe de conjugaison µ et V λ la repre´sentation (a priori
virtuelle) du groupe Sn de caracte`re χ
λ.
Proposition 1.4.2 (Formules des caracte`res). — [Man98, §1.6.4] Les
repre´sentations V λ de caracte`re χλ sont les repre´sentations irre´ductibles de
Sn. On a les formules de changement de base dans Λ
n :
pµ =
∑
λ⊢n
χλµsλ (formule de Frobenius),
sλ =
∑
µ⊢n
z−1µ χ
λ
µpµ (formule de Frobenius inverse).
1.5. Substitutions ple´thystiques
Pour effectuer des substitutions ple´thystiques, nous utilisons la description
de l’alge`bre Λ comme alge`bre des polynoˆmes en les sommes de puissances :
Λ = Q[p1, p2, . . .].
Soit f = F (p1, p2, . . .) ∈ Λ et E(t1, t2, . . .) une se´rie de Laurent formelle.
On appelle substitution ple´thystique de E dans f la se´rie de Laurent formelle
note´e f [E] de´finie par :
f [E] = F
(
E(t1, t2, . . .), E(t
2
1, t
2
2, . . .), . . .
)
ce qui signifie que l’on remplace chaque pk par E(t
k
1, t
k
2, . . .) dans la
de´composition de f .
(1)Pour un groupe ge´ne´ral G fini, l’application caracte`re χ : R(G) → C(G) n’est un isomor-
phisme qu’apre`s extension des scalaires a` C ; le cas du groupe syme´trique est particulier.
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Autrement dit, l’identification Λ ∼= Q[p1, p2, . . .] permet de spe´cialiser les
pk sur des e´le´ments de n’importe quelle Q-alge`bre : la spe´cialisation s’e´tend
de manie`re unique en un morphisme d’alge`bre sur Λ. Pour une se´rie formelle
E en des inde´termine´es t1, t2, . . ., on de´finit pk[E] comme la se´rie obtenue en
remplac¸ant chaque inde´termine´e ti par t
k
i et par extension de la spe´cialisation
a` toute fonction syme´trique f ∈ Λ on de´finit f [E]. Nous conviendrons que,
dans une substitution ple´thystique, X de´signe la somme des inde´termine´es
originelles x1 + x2 + · · · , de telle sorte que pk[X] = pk.
Exemples 1.5.1. —
– pk[X(1− t)] = (1− t
k)pk ;
– pℓ[pk] = pℓk ;
– pλ[tX] = t
|λ|pλ .
Remarquons cette subtilite´ : pk[tX] = t
kX tandis que pk[−X] = −pk. Ainsi,
il faut se garder d’e´valuer en t = −1.
La substitution ple´thystique induit une application Λ× Λ → Λ de´finie par
(f, g) 7→ f [g].
Proposition 1.5.1. — [Mac79, §I.8]
(i) Pour tout g ∈ Λ, l’application f 7→ f [g] est compatible avec la somme et
le produit :
(f + h)[g] = f [g] + h[g],
(fh)[g] = (f [g])(h[g]).
(ii) Pour tout n ≥ 1, l’application g 7→ pn[g] est compatible avec la somme
et le produit :
pn[f + g] = pn[f ] + pn[g],
pn[fg] = pn[f ]pn[g].
(iii) Le ple´thysme est associatif :
f [g[h]] = (f [g])[h] ∀f, g, h ∈ Λ.
Par contre, en ge´ne´ral f [g + h] 6= f [g] + f [h].
Il sera utile de poser p0 = 1 et de convenir que :
p0[f ] = 1 ∀f ∈ Λ.
CHAPITRE 2
POLYNOˆMES DE MACDONALD
Nous reprenons brie`vement la pre´sentation des polynoˆmes de Macdonald
([Mac91, Mac79]) donne´e par Haiman [Hai99, Hai03].
2.1. L’alge`bre ΛQ(q,t)
On e´tend les scalaires sur les fonctions syme´triques au corps de fractions
rationnelles Q(q, t) :
ΛQ(q,t) := Λ⊗Q Q(q, t).
La substitution ple´thystique s’e´tend naturellement a` ce cadre, mais les susbs-
titutions pourront faire intervenir les inde´termine´es q, t. Le produit scalaire
est e´tendu par Q(q, t)-biline´arite´.
Pour toute partition λ, a` partir du diagramme de Young D(λ) on de´finit le
polynoˆme :
Bλ(q, t) :=
∑
(i,j)∈D(λ)
tiqj ,
qui est la somme des monoˆmes dans le remplissage du diagramme :
λ = (4, 2, 1) :
1 q q2 q3
t tq
t2
On de´finit aussi la se´rie formelle :
Ω := exp
∑
k≥1
pk
k
 .
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Pour toutes se´ries formelles A,B on observe les formules :
Ω[A+B] = Ω[A]Ω[B],
Ω[−A] =
1
Ω[A]
.
2.2. Polynoˆmes de Macdonald
Soit ∆′ : ΛQ(q,t) → ΛQ(q,t) l’ope´rateur Q(q, t)-line´aire de´fini par :
∆′f = f
[
X −
1− q
z
]
Ω[zX(1− t−1)]
∣∣∣∣
z0
.
Proposition 2.2.1. — [Hai99, Proposition 2.2] Pour toute partition λ on
a :
∆′mλ =
(
1− (1− q)(1− t−1)Bλ(q, t
−1)
)
mλ +
∑
µ<λ
bλ,µmµ
pour certains coefficients bλ,µ ∈ Q(q, t).
La forme triangulaire de l’ope´rateur ∆′ conduit a` la de´finition des polynoˆmes
de Macdonald :
De´finition 2.2.2. — On appelle polynoˆme de Macdonald Pλ la fonction
propre de l’ope´rateur ∆′ restreint a` Λ
|λ|
Q(q,t) telle que :
∆′Pλ =
(
1− (1− q)(1− t−1)Bλ(q, t
−1)
)
Pλ,
normalise´e de telle sorte que :
Pλ = mλ +
∑
µ<λ
cλ,µmµ,
avec cλ,µ ∈ Q(q, t).
2.3. Polynoˆmes de Macdonald modifie´s
La forme inte´grale des polynoˆmes de Macdonald est de´finie par :
Jλ :=
 ∏
x∈D(λ)
(
1− qa(x)t1+l(x)
)Pλ.
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Les polynoˆmes de Macdonald modifie´s sont alors donne´s par :
Hλ := Jλ
[
X
1− t
]
,
H˜λ := t
n(λ)Hλ(q, t
−1).
Proposition 2.3.1. — [Hai99, Proposition 2.6] Les polynoˆmes H˜µ sont ca-
racte´rise´s par les trois conditions :
(H1) pour tout µ, H˜µ[X(1− q)] ∈ Q(q, t){sλ |λ ≥ µ},
(H2) pour tout µ, H˜µ[X(1− t)] ∈ Q(q, t){sλ |λ ≥ µ
′},
(H3) pour tout µ, 〈H˜µ, s(n)〉 = 1.
Nous utiliserons la formule suivante au §6.2.2 :
Proposition 2.3.2. — [Hai03, Proposition 3.5.10] L’e´valuation du po-
lynoˆme de Macdonald H˜µ en t = 1/q donne :
H˜µ(q, q
−1) = q−n(µ)
∏
x∈D(µ)
(
1− qh(x)
)
sµ
[
X
1− q
]
.
Soit ∆ : ΛQ(q,t) → ΛQ(q,t) l’ope´rateur Q(q, t)-line´aire de´fini par :
∆H˜λ =
(
1− (1− q)(1− t)Bλ(q, t)
)
H˜λ.
Proposition 2.3.3. — [Hai99, Proposition 2.4] L’ope´rateur ∆ est donne´ par
la formule :
∆f = f
[
X +
(1− t)(1− q)
z
]
Ω[−zX]
∣∣∣∣
z0
.
Proposition 2.3.4. — [Hai03, §3.5 formule (53)] Les polynoˆmes H˜µ
ve´rifient la dualite´ :
〈H˜µ, ωH˜λ[X(1− q)(1− t)]〉 = δλ,µaλ,
pour certains aλ ∈ Q(q, t) non nuls.
Les polynoˆmes H˜µ se de´composent dans la base des fonctions de Schur sous
la forme :
H˜µ =
∑
λ⊢n
K˜λ,µsλ,
pour certains K˜λ,µ ∈ Q(q, t) appele´s q, t-polynoˆmes de Kostka, pour la raison
suivante :
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The´ore`me 2.3.5 (Conjectures de Macdonald). — [Hai01a, The´ore`me
3.2] Les coefficients K˜λ,µ sont des polynoˆmes en q, t a` coefficients entiers
positifs ou nuls : K˜λ,µ ∈ N[q, t].
CHAPITRE 3
SCHE´MAS DE HILBERT SUR LE PLAN
AFFINE
3.1. Sche´ma de Hilbert de points
3.1.1. De´finition du sche´ma Hilbn(C2). — Le sche´ma de Hilbert de n
points sur le plan affine est la varie´te´ parame´trant les sous-sche´mas du plan
C2 de dimension nulle et de longueur n. On peut l’obtenir par la construc-
tion de Grothendieck [Gro61] comme le sche´ma quasi-projectif repre´sentant le
foncteur parame´trant les familles plates de sous-sche´mas du plan de polynoˆme
de Hilbert constant de valeur n. Soit Ξn ⊂ Hilb
n(C2)×C2 le sous-sche´ma uni-
versel et Bn := pr1∗OΞn l’image directe du faisceau structural par la projection
sur le premier facteur. C’est un faisceau localement libre de rang n et on note
encore Bn le fibre´ vectoriel associe´, de´nomme´ fibre´ tautologique sur Hilb
n(C2).
Le sche´ma Hilbn(C2) admet une description ensembliste tre`s simple :
Hilbn(C2) = {I ide´al de C[x, y] tel que dimC C[x, y]/I = n} .
The´ore`me 3.1.1 (Fogarty). — [Fog68] Le sche´ma de Hilbert Hilbn(C2)
est lisse et connexe de dimension 2n.
Soit SnC2 le quotient de Mumford de (C2)n pour l’action du groupe
syme´trique Sn par permutation. Le morphisme de Hilbert-Chow :
ρ : Hilbn(C2) → SnC2
est de´fini ensemblistement par :
ρ(Z) =
∑
x∈Z
dimC(OZ,x)x.
The´ore`me 3.1.2 (Fogarty). — [Fog68] L’application de Hilbert-Chow ρ
induit un morphisme projectif de varie´te´s alge´briques. C’est une re´solution
des singularite´s.
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Nous e´tudions la topologie de Hilbn(C2) en conside´rant sa structure re´elle
sous-jacente de dimension 4n. D’apre`s Ellingsrud & Strømme [ES87], sa co-
homologie singulie`re impaire est nulle et sa cohomologie paire est sans torsion,
engendre´e par des cycles alge´briques. On note H∗(Hilbn(C2)) son anneau de
cohomologie singulie`re a` coefficients rationnels, la structure d’anneau e´tant
donne´e par le produit cup. On note K(Hilbn(C2)) le groupe de Grothendieck
a` coefficients rationnels des fibre´s vectoriels alge´briques sur Hilbn(C2), que
l’on munit de la structure d’anneau induite par le produit tensoriel de fibre´s
vectoriels. Puisque la varie´te´ Hilbn(C2) est lisse et quasi-projective, c’est aussi
le groupe de Grothendieck des faisceaux alge´briques cohe´rents sur Hilbn(C2).
Le caracte`re de Chern ch : K(Hilbn(C2)) → H∗(Hilbn(C2)) induit un isomor-
phisme d’anneaux.
Nous utiliserons l’observation suivante au §6.2 :
The´ore`me 3.1.3 (Beauville). — [Nak96b, The´ore`me 1.10] La forme sym-
plectique naturelle sur C2 induit une structure symplectique sur Hilbn(C2).
3.1.2. Stratification. — Pour toute partition λ = (λ1, . . . , λk) de n,
conside´rons le sous-ensemble de SnC2 de´fini par :
SλC
2 :=
{
k∑
i=1
λixi |xi 6= xj pour i 6= j
}
.
On constate que :
SnC2 =
∐
λ⊢n
SλC
2.
Proposition 3.1.4. — [Nak96b, §6.2] Chaque strate SλC
2 est une sous-
varie´te´ localement ferme´e de SnC2, lisse et connexe de dimension 2l(λ).
On observe que :
SλC2 =
∐
µ
SµC
2,
ou` la re´union porte sur les partitions µ que l’on peut obtenir depuis λ en re-
montant des lignes dans le diagramme de Young de λ. Ces proprie´te´s justifient
le terme de stratification pour cette de´composition de SnC2.
Pour toute partition λ de n, posons :
Xλ := ρ
−1SλC
2,
et notons ρλ : Xλ → SλC
2 la restriction du morphisme de Hilbert-Chow.
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Proposition 3.1.5. — [Nak96b, §6.2] Le morphisme ρλ : Xλ → SλC
2 est
une fibration localement triviale pour la topologie forte.
On appelle sche´ma de Hilbert ponctuel la fibre du morphisme de Hilbert-
Chow a` l’origine :
Hn = ρ
−1(n · (0, 0)).
The´ore`me 3.1.6 (Brianc¸on). — [Bri02] Le sche´ma de Hilbert ponctuel
Hn est irre´ductible de dimension n− 1.
On en de´duit aise´ment la dimension des strates :
Proposition 3.1.7. — Les sous-varie´te´s Xλ sont irre´ductibles et localement
ferme´es de dimension n+ l(λ).
Nous aurons besoin d’interpre´ter les re´sultats pre´ce´dents dans le contexte
plus ge´ne´ral suivant :
De´finition 3.1.8. — Soit f : X → Y un morphisme projectif de varie´te´s
complexes. Supposons que Y admet une stratification en sous-varie´te´s locale-
ment ferme´es Y =
∐
α
Yα et notons Xα := f
−1(Yα). Supposons que pour tout
α, la restriction fα : Xα → Yα est une fibration localement triviale pour la
topologie forte, de fibre Fα. Alors f est dit strictement semi-petit pour cette
stratification si :
2 dimFα = codimYα ∀α.
Les re´sultats pre´ce´dents se redisent alors sous la forme suivante :
Proposition 3.1.9. — [Nak96b, Lemme 6.10] Le morphisme de Hilbert-
Chow ρ : Hilbn(C2) → SnC2 est strictement semi-petit pour la stratification
par les sous-varie´te´s SλC
2. De plus, les fibres de ρ sont irre´ductibles.
3.1.3. Ope´rateurs de Nakajima. — Nakajima [Nak97] et Grojnowski
[Gro61] construisent un isomorphisme vectoriel :
Ψ : Λn −→ H∗(Hilbn(C2)),
en de´finissant des ope´rateurs ge´ome´triques sur la somme totale de cohomologie
des sche´mas de Hilbert Hilbn(C2) pour tout n. Rappelons les grandes lignes
de la construction de Nakajima(1). Pour tout i ≥ 1, soit :
Xn,i ⊂ Hilb
n(C2)×Hilbn+i(C2)
(1)L’appendice A contient quelques de´tails sur les notations utilise´es en cohomologie.
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la sous-varie´te´ des couples (ξ, ξ′) ∈ Hilbn(C2)×Hilbn+i(C2) tels que ξ est un
sous-sche´ma ferme´ de ξ′ et ξ, ξ′ diffe`rent d’un point de multiplicite´ i. Soit πn
la projection de Hilbn(C2)×Hilbn+i(C2) sur Hilbn(C2) et πn+i la projection
de Xn,i sur Hilb
n+i(C2). On de´finit un ope´rateur :
qi : H
∗(Hilbn(C2)) −→ H∗+2i−2(Hilbn+i(C2))
par(2) :
qi(α) = πn+i!(π
∗
n(α) ∪ [Xn,i]).
En notant |0〉 ∈ H0(Hilb0(C2)) ∼= Q l’unite´, on de´montre alors que l’ensemble
des vecteurs :
qλ := qλ1 ◦ · · · ◦ qλk |0〉 ∈ H
2n−2l(λ)(Hilbn(C2)),
pour toutes les partitions λ = (λ1, . . . , λk) de n forme une base de
H∗(Hilbn(C2)) et l’isomorphisme :
Ψ : Λn −→ H∗(Hilbn(C2))
est caracte´rise´ par : Ψ(pλ) = qλ.
Nous utiliserons plus tard l’observation classique suivante concernant les
classes de cohomologie des sous-varie´te´s Xλ :
Lemme 3.1.10. — Pour toute partition λ = (1α1 , 2α2 , . . .) on a :[
Xλ
]
=
1∏
i≥1
αi!
qλ.
3.1.4. Anneau de cohomologie. — Lehn & Sorger [LS01] et Vasserot
[Vas01] ont obtenu, par des me´thodes diffe´rentes, une description explicite
de la structure d’anneau induite par le produit cup sur Λn par Ψ. Reprenons
cette description.
Soit Q[Sn] l’anneau du groupe syme´trique Sn, i.e. l’ensemble des combi-
naisons line´aires
∑
π∈Sn
aππ ou` les aπ sont des nombres rationnels, muni du
(2)La formule donne´e est valable au sens ou` l’on conside`re une intersection avec support.
La projection de Hilbn(C2) × Hilbn+i(C2) sur Hilbn+i(C2) n’est pas ferme´e mais sa res-
triction a` la sous-varie´te´ Xn,i est ferme´e. On peut le voir en conside´rant la situation iden-
tique pour le sche´ma projectif Hilbn(P2C) : les projections sont alors ferme´es et la projection
X(P2C)n,i → Hilb
n+i(P2C) reste ferme´e. En se restreignant aux sche´mas de n + i points ne
rencontrant pas la droite a` l’infini, on obtient que la projection Xn,i → Hilb
n+i(C2) est
ferme´e.
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produit : (∑
π∈Sn
aππ
)
·
(∑
σ∈Sn
bσσ
)
=
∑
π,σ∈Sn
aπbσπσ.
On identifie les e´le´ments de l’anneau Q[Sn] avec les fonctions sur Sn a` valeurs
rationnelles : la donne´e d’une fonction f : Sn → Q est e´quivalente a` la donne´e
de la combinaison line´aire
∑
π∈Sn
f(π)π. Par cette identification, le produit sur
l’anneau Q[Sn] correspond au produit de convolution sur les fonctions de´fini
par :
(f ∗ g)(π) =
∑
σ∈Sn
f(πσ−1)g(σ).
Si π ∈ Sn (resp. σ ∈ Sn) est identifie´ avec la fonction valant 1 en π (resp. σ)
et 0 ailleurs, on a : π · σ = π ∗ σ.
Conside´rons le sous-ensemble C(Sn) des fonctions classes (voir §1.4.2). Si f
et g sont deux fonctions classes, leur produit de convolution f ∗ g est encore
une fonction classe donc C(Sn) he´rite d’une structure de sous-anneau de Q[Sn].
C’est le centre de cet anneau pour le produit de convolution.
On introduit une graduation grF Q[Sn] =
n−1⊕
d=0
Q[Sn](d) de la manie`re sui-
vante : une permutation π est dite de degre´ d si elle est produit d’un nombre
minimal d de transpositions. De manie`re e´quivalente, si π a une de´composition
en cycles disjoints de type λ, alors deg(π) = n− l(λ).
Le produit de convolution ne pre´serve pas la graduation mais est compa-
tible avec la filtration croissante associe´e F dQ[Sn] :=
⊕
d′≤d
Q[Sn](d
′), i.e. qu’il
satisfait :
F iQ[Sn] ∗ F
jQ[Sn] ⊂ F
i+jQ[Sn],
puisque : deg(πσ) ≤ deg(π) + deg(σ) pour tous π, σ ∈ Sn.
Le produit induit sur le gradue´ grF Q[Sn] =
n−1⊕
d=0
F dQ[Sn]/F
d−1Q[Sn] est
appele´ produit cup. Il est caracte´rise´ par :
π ∪ σ =
{
π ∗ σ = π · σ si deg(πσ) = deg(π) + deg(σ)
0 sinon
pour tous π, σ ∈ Sn.
Le sous-anneau C(Sn) est engendre´ par les e´le´ments χλ qui sont homoge`nes
de degre´ n − l(λ) donc il he´rite de la graduation, de la filtration et du pro-
duit cup. Nous noterons grF C(Sn) l’anneau gradue´ obtenu et gr
F Λn l’anneau
correspondant par l’isomorphisme de Frobenius, le produit restant note´ ∪.
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L’anneau Λn est donc gradue´ par deg pλ = |λ| − l(λ) et nous y re´fe`rerons en
tant que degre´ cohomologique sur Λn. La filtration qui est en jeu sur Λn est
ici la filtration croissante :
F dΛn := Q{pλ | deg pλ ≤ d}.
Le re´sultat est alors :
The´ore`me 3.1.11 (Lehn & Sorger, Vasserot). — [LS01, Vas01]
Le morphisme Ψ : grF Λn → H∗(Hilbn(C2)) est un isomorphisme d’an-
neaux.
3.2. Sche´ma de Hilbert isospectral
Le sche´ma de Hilbert isospectral Xn est le produit fibre´ re´duit :
Xn
f //
π
²²
C2n
²²
Hilbn(C2)
ρ // SnC
2
The´ore`me 3.2.1 (Haiman). — [Hai01a, The´ore`me 3.1]
La projection π : Xn → Hilb
n(C2) est un morphisme plat fini de degre´ n!
Soit Pn := π∗OXn l’image directe du faisceau structural. C’est un faisceau
localement libre de rang n! et on note encore Pn le fibre´ vectoriel associe´,
de´nomme´ fibre´ isospectral sur Hilbn(C2).
3.3. Sche´ma de Hilbert d’orbites
Nous avons vu pre´ce´demment, graˆce a` l’e´tude d’ope´rateurs ge´ome´triques,
comment la cohomologie de la varie´te´ Hilbn(C2) est isomorphe a` l’espace des
fonctions syme´triques. Nous pre´sentons maintenant une construction de na-
ture tre`s diffe´rente amenant a` un isomorphisme entre la K-the´orie de la varie´te´
Hilbn(C2) et l’espace des fonctions syme´triques, en faisant intervenir la cor-
respondance de McKay. Bien suˆr, via le caracte`re de Chern on obtient aussi
un isomorphisme avec la cohomologie et l’un des objectifs de cette e´tude sera
justement de comprendre en quelle mesure les deux constructions diffe`rent.
Commenc¸ons en toute ge´ne´ralite´. Partant d’un espace vectoriel V de dimen-
sion finie sur C et d’un sous-groupe fini G ⊂ GL(V ), Ito & Nakamura [IN96]
construisent le sche´ma de Hilbert de G-orbites re´gulie`res, note´ G- Hilb(V ), de
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la manie`re suivante : tout point v dans un ouvert de Zariski non vide de V a
un stabilisateur trivial sous l’action de G. Son orbite G.v de´finit donc un point
dans Hilb|G|(V ) et G- Hilb(V ) est de´fini comme la cloˆture dans Hilb|G|(V ) du
lieu de ces points. Pour tout ξ ∈ G- Hilb(V ), H0(Oξ) est la repre´sentation
re´gulie`re de G. La famille universelle sur Hilb|G|(V ) se restreint en une famille
universelle p : Z → G- Hilb(V ). Le groupe G agit sur Z et sur le fibre´ tautolo-
gique p∗OZ . Ce fibre´ est de rang |G| et l’action du groupe G sur ses fibres est
la repre´sentation re´gulie`re.
On s’inte´resse au cas ou` V = (C2)n pour G = Sn agissant par permutation
des coordonne´es. On note Sn- Hilb(C
2n) le sche´ma de Hilbert de Sn-orbites et
Zn ⊂ Sn- Hilb(C
2n)× C2n la famille universelle.
The´ore`me 3.3.1 (Haiman). — [Hai01a, The´ore`me 5.1] Le sche´ma de Hil-
bert de Sn-orbites Sn-Hilb(C
2n) est naturellement isomorphe au sche´ma de
Hilbert de points Hilbn(C2). L’isomorphisme identifie le sche´ma de Hilbert
isospectral Xn avec la famille universelle Zn.
Par ce the´ore`me, le fibre´ Pn n’est donc autre que le fibre´ tautologique p∗OZn
sur Sn- Hilb(C
2n).
Conside´rons le diagramme :
Zn
q //
p
²²
C2n
²²
Sn- Hilb(C
2n)
ρ // SnC2
Soit D(Sn- Hilb(C
2n)) la cate´gorie de´rive´e borne´e de faisceaux cohe´rents sur
Sn- Hilb(C
2n) et DSn(C
2n) la cate´gorie de´rive´e borne´e de faisceaux cohe´rents
Sn-e´quivariants sur C
2n. Puisque Hilbn(C2) est isomorphe a` Sn- Hilb(C
2n)
et que le morphisme de Hilbert-Chow ρ est semi-petit, les hypothe`ses du
the´ore`me de Bridgeland, King & Reid [BKR01] sont satisfaites (voir §6.1.2)
donc le foncteur :
Υ := Rq∗ ◦ p
∗ : D(Hilbn(C2)) −→ DSn(C
2n)
est une e´quivalence de cate´gories.
Cette e´quivalence de cate´gories induit un isomorphisme de groupes de Gro-
thendieck :
Υ : K(Hilbn(C2)) −→ KSn(C
2n),
ou` KSn(C
2n) de´signe le groupe de Grothendieck de fibre´s vectoriels alge´briques
Sn-e´quivariants sur C
2n. En l’identifiant avec le groupe de Grothendieck de
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An := O(C
2n)-modules Sn-e´quivariants de type fini, on observe (voir Haiman
[Hai02]) que l’isomorphisme Υ s’exprime par :
Υ(F ) =
∑
i≥0
(−1)iH i
(
Hilbn(C2), Pn ⊗ F
)
pour tout fibre´ vectoriel F sur Hilbn(C2). Les groupes H i
(
Hilbn(C2), Pn ⊗ F
)
sont vus comme des An-modules Sn-e´quivariants a` travers les fibres de Pn.
Soit Θ la compose´e d’isomorphismes d’espaces vectoriels :
Θ : Λn
Φ−1
−−→ C(Sn)
χ−1
−−→ R(Sn)
Thom
−−−−→ KSn(C
2n)
Υ−1
−−−→ K(Hilbn(C2))
ou` Thom de´signe l’isomorphisme de Thom consistant ici a` la restriction a` une
fibre (voir [CG97, The´ore`me 5.4.17]).
En conside´rant le fibre´ Pn comme l’image directe de la famille universelle
Zn, i.e. Pn = p∗OZn , l’action naturelle du groupe Sn sur le fibre´ Pn induit une
de´composition isotypique :
Pn =
⊕
λ⊢n
Vλ ⊗ Pλ,
ou` Vλ de´signe le fibre´ trivial de fibre V λ sur Hilbn(C2), en notant
Pλ := HomSn(V
λ, Pn). On note P
∗
λ le fibre´ dual du fibre´ Pλ.
En faisant un calcul identique a` celui d’Ito-Nakajima ([IN00, Formule
(5.3)]), a` cette diffe´rence pre`s que notre transformation de Fourier-Mukai est
e´crite dans le sens inverse, on obtient :
Proposition 3.3.2. — Pour toute partition λ, on a Θ(sλ) = P
∗
λ . En particu-
lier, les fibre´s Pλ forment une base du groupe de Grothendieck K(Hilb
n(C2)).
CHAPITRE 4
CLASSES DE CHERN DES FIBRE´S
LINE´ARISE´S
Nous de´montrons dans ce chapitre des formules combinatoires pour les
classes caracte´ristiques des fibre´s vectoriels sur le sche´ma de Hilbert de points
sur le plan affine. Nos formules s’appliquent a` tout fibre´ vectoriel relevant
l’action naturelle du tore alge´brique de dimension 1 sur le sche´ma Hilbn(C2)
et s’expriment en fonction de donne´es aux points fixes de l’action. La me´thode
consiste a` calculer les classes caracte´ristiques e´quivariantes dans l’anneau
de cohomologie e´quivariante du sche´ma Hilbn(C2) pour re´cupe´rer ensuite
les classes caracte´ristiques. Cette approche s’appuie sur l’e´tude de Vasserot
[Vas01] que nous rappelons dans un premier temps.
4.1. Action du tore sur le sche´ma de Hilbert de points
Remarque 4.1.1. — Dans cette section, je reprends en de´tail certains as-
pects de l’article de Vasserot [Vas01]. Je remercie E´ric Vasserot de son aide
dans la compre´hension de ce travail.
Nous conside´rons la situation suivante : le tore T = C∗ agit sur
C2 = SpecC[x, y] par :
s.x = sx, s.y = s−1y, ∀s ∈ T.
Ceci induit une action naturelle sur Hilbn(C2). Si I ∈ Hilbn(C2) est un ide´al,
son image sous l’action de s ∈ T est donne´e par image re´ciproque :
s.I = {p(s−1x, sy) | p ∈ I}.
L’action de T sur Hilbn(C2) a un nombre fini de points fixes parame´tre´s par
les partitions de l’entier n : ce sont les sche´mas supporte´s en l’origine de C2
et dont l’ide´al est monomial. Nous notons ces points ξλ ∈ Hilb
n(C2).
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On s’inte´resse a` la cohomologie T -e´quivariante(1) de Hilbn(C2). En notant
ET → BT l’espace classifiant des fibre´s vectoriels T -e´quivariants, nous posons
(Hilbn(C2))T := (Hilb
n(C2)×ET )/T le quotient pour l’action diagonale de T .
L’anneau de cohomologie e´quivariante H∗T
(
Hilbn(C2)
)
:= H∗
((
Hilbn(C2)
)
T
)
est une Q[u]-alge`bre gradue´e pour l’isomorphisme naturel H∗(BT ) ∼= Q[u] ou`
u est une inde´termine´e de degre´ 2.
Nous notons j : Hilbn(C2) →֒ (Hilbn(C2))T l’inclusion d’une fibre dans la
projection p :
(
Hilbn(C2)
)
T
→ BT (par choix d’un point de base) et pour tout
Q[u]-module M nous notons M ′ la localisation de M en l’ide´al 〈u− 1〉.
Soit Σ ⊂ C2 la droite d’e´quation x = 0 et XΣn,i la sous-varie´te´ de Xn,i
(de´finie lors de la construction des ope´rateurs de Nakajima) pour laquelle le
point extre´mal est sur Σ. Plus pre´cise´ment, en notant ρi : Xn,i → S
iC2 la
« variante » du morphisme de Hilbert-Chow associant a` un couple (ξ ⊂ ξ′) le
cycle repre´sentant la diffe´rence entre les deux sous-sche´mas et ϕ : C2 → SiC2
l’inclusion x 7→ i · x, on a [XΣn,i]T = ρ
∗
iϕ![Σ]T . De´finissons pour tout i ≥ 1 un
ope´rateur :
qTi [Σ] : H
∗
T (Hilb
n(C2)) −→ H∗+2iT (Hilb
n+i(C2))
par :
qTi [Σ](α) = πn+i!(π
∗
nα ∪ [X
Σ
n,i]T ).
Vasserot [Vas01] de´montre alors que l’ensemble des vecteurs :
qTλ [Σ] := q
T
λ1 [Σ] ◦ · · · ◦ q
T
λk
[Σ]1Hilb0(C2) ∈ H
2n
T (Hilb
n(C2))
pour toutes les partitions λ = (λ1, . . . , λk) de n forme une base de
H2nT (Hilb
n(C2)) et construit un isomorphisme :
φ : H2nT (Hilb
n(C2)) → Λn
par(2) φ(qTλ [Σ]) = pλ.
Pour tout i ≥ 1, de´finissons un ope´rateur :
qTi : H
∗
T (Hilb
n(C2)) −→ H∗+2i−2T (Hilb
n+i(C2))
par :
qTi (α) = πn+i!(π
∗
nα ∪ [Xn,i]T )
et posons comme pre´ce´demment :
qTλ := q
T
λ1 ◦ · · · ◦ q
T
λk
1Hilb0(C2) ∈ H
2n−2l(λ)
T (Hilb
n(C2)).
(1)L’appendice B contient des de´tails sur les notations utilise´es en cohomologie e´quivariante.
(2)Il y a une impre´cision dans [Vas01] : il manque un facteur z(i) dans la formule (2) (voir
Nakajima [Nak96b, Lemme 9.4]).
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En observant que [Σ]T = u.[C
2]T on de´duit par Q[u]-line´arite´ des ope´rateurs :
qTλ [Σ] = u
l(λ)qTλ ∈ H
2n
T (Hilb
n(C2)).
La naturalite´ des ope´rations cohomologiques utilise´es fournit le lien entre la
cohomologie et la cohomologie e´quivariante puisque l’inclusion :
j : Hilbn(C2) →֒ (Hilbn(C2))T
induit un morphisme d’anneaux j∗ : H∗T (Hilb
n(C2)) → H∗(Hilbn(C2)) tel
que :
j∗qTλ = qλ.
Nous sommes donc dans la configuration d’un fibre´ :
Hilbn(C2)
j
−→ (Hilbn(C2))T
p
−→ BT
pour lequel nous disposons de classes de cohomologie qTλ ∈ H
∗((Hilbn(C2))T )
telles que les restrictions j∗qTλ = qλ forment une base de l’espace de cohomo-
logie H∗(Hilbn(C2)). Le the´ore`me de Leray-Hirsch s’applique donc et donne
un isomorphisme de H∗(BT )-modules gradue´s :
H∗T
(
Hilbn(C2)
)
= H∗
((
Hilbn(C2)
)
T
)
∼= H∗(BT )⊗Q H
∗(Hilbn(C2)).
Puisque BT et Hilb
n(C2) n’ont pas de cohomologie impaire, il en est donc
de meˆme de (Hilbn(C2))T et le the´ore`me fournit une base en chaque degre´
cohomologique :
H2mT (Hilb
n(C2)) ∼=
m⊕
k=0
H2m−2k(BT )⊗H
2k(Hilbn(C2))
um−kqTλ ↔ u
m−k ⊗ qλ
ou` λ de´signe une partition de n telle que n− l(λ) = k.
En conside´rant la de´composition de Q[u]-modules :
H∗T
(
Hilbn(C2)
)
∼= Q[u]⊗Q H
∗(Hilbn(C2)),
nous voyons que la multiplication par u envoyant HkT (Hilb
n(C2)) sur
Hk+2T (Hilb
n(C2)) est injective. Par ailleurs, puisque Hq(Hilbn(C2)) = 0
pour q ≥ 2n, l’espace vectoriel H2nT
(
Hilbn(C2)
)
contient toute l’informa-
tion sur la cohomologie e´quivariante et la multiplication par u devient un
isomorphisme a` partir de ce niveau :
H0T (Hilb
n(C2))
u·
→ · · ·
u·
→ H2nT (Hilb
n(C2))
u·
→
∼
H2n+2T (Hilb
n(C2))
u·
→
∼
· · · .
La de´composition obtenue par le the´ore`me de Leray-Hirsch munit en
particulier H2nT (Hilb
n(C2)) d’une structure d’espace vectoriel gradue´ :
nous notons grH2nT (Hilb
n(C2)) l’espace vectoriel gradue´ correspondant et
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H2nT (Hilb
n(C2))(k) le sous-espace vectoriel des e´le´ments de degre´ k. Puisque
qTλ [Σ] = u
l(λ)qTλ , les vecteurs q
T
λ [Σ] forment une base homoge`ne de l’espace
vectoriel gradue´ grH2nT (Hilb
n(C2)) avec deg qTλ [Σ] = n− l(λ). Par le choix de
cette base homoge`ne, on dispose d’un isomorphisme d’espaces vectoriels :
H2nT (Hilb
n(C2))
can.
−→ grH2nT (Hilb
n(C2))
associant a` chaque vecteur ses composantes homoge`nes. Nous adoptons la
notation suivante : pour α ∈ H2nT (Hilb
n(C2)), grk α de´signe la composante de
degre´ k de α pour la de´composition dans la base homoge`ne qTλ [Σ].
On dispose d’un isomorphisme d’espaces vectoriels gradue´s :
J : grH2nT (Hilb
n(C2)) → H∗(Hilbn(C2))
de´fini par J(qTλ [Σ]) = qλ. Autrement dit, en regardant a` travers la
de´composition H2nT (Hilb
n(C2)) ∼=
n⊕
k=0
uk ⊗ H2n−2k(Hilbn(C2)), l’isomor-
phisme J signifie concre`tement « on pose u = 1 ».
Puisque le morphisme φ : H2nT (Hilb
n(C2)) → Λn fait correspondre les bases
gradue´es, il de´finit correctement un isomorphisme au niveau des espaces vecto-
riels gradue´s, que nous notons grφ : grH2nT (Hilb
n(C2)) → grΛn (voir §3.1.4).
Le diagramme suivant est donc commutatif :
(4.1 a) Λn
can. // grΛn
Ψ
))SSS
SSS
SSS
SSS
SSS
S
H2nT (Hilb
n(C2)) //
φ
OO
can. // grH2nT (Hilb
n(C2))
grφ
OO
J // H∗(Hilbn(C2))
L’e´tape suivante chez Vasserot [Vas01] consiste a` de´crire les structures d’an-
neaux sur les divers espaces. Des informations pre´ce´dentes on extrait un iso-
morphisme H2nT (Hilb
n(C2))
∼
−→ H4nT (Hilb
n(C2)) donne´ par multiplication par
un. On peut donc de´finir un produit :
⋆ : H2nT (Hilb
n(C2))×H2nT (Hilb
n(C2)) → H2nT (Hilb
n(C2))
par l’identite´ :
un · (x ⋆ y) = x ∪ y.
Cette structure d’alge`bre sur H2nT (Hilb
n(C2)) n’est pas compatible avec la
graduation mais elle est compatible avec la filtration croissante associe´e :
F kH2nT (Hilb
n(C2)) :=
⊕
k′≤k
H2nT (Hilb
n(C2))(k′),
i.e. qu’elle satisfait :
F iH2nT (Hilb
n(C2)) ⋆ F jH2nT (Hilb
n(C2)) ⊂ F i+jH2nT (Hilb
n(C2)).
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Ce produit induit donc une structure d’alge`bre gradue´e sur grH2nT (Hilb
n(C2))
de produit note´ ⋆gr. Pour cette structure, l’isomorphisme J devient un isomor-
phisme d’alge`bres gradue´es :
J :
(
grH2nT
(
Hilbn(C2)
)
, ⋆gr
)
∼=
(
H∗(Hilbn(C2)),∪
)
.
Posons [λ] ∈ H2nT (Hilb
n(C2)) l’e´le´ment de´fini par l’identite´ :
un · [λ] = (−1)nh(λ)−1[ξλ]T ,
ou` h(λ) de´signe le produit des longueurs d’e´querres sur le diagramme de Young
de λ :
h(λ) :=
∏
x∈D(λ)
h(x).
Soit SnΣ ⊂ SnC2 la sous-varie´te´ des 0-cycles porte´s sur la courbe Σ et
SλΣ la stratification de S
nΣ construite comme au §3.1.2. On conside`re les
sous-varie´te´s :
Yλ := ρ
−1SλΣ.
Remarque 4.1.2. — Vasserot [Vas01] utilise une description diffe´rente de
ces sous-varie´te´s. L’e´quivalence des deux de´finitions est explique´e dans Naka-
jima [Nak96a]. En particulier, les adhe´rences Yλ sont des sous-varie´te´s ferme´es
de Hilbn(C2) de dimension n et T -stables.
Proposition 4.1.3 (Vasserot). — [Vas01]
(i) Pour toute partition λ, on a φ([λ]) = sλ.
(ii) Pour toute partition λ, on a φ
([
Yλ
]
T
)
= mλ.
Remarque 4.1.4. — De ces informations, Vasserot [Vas01] de´duit la struc-
ture d’anneau : grφ est un isomorphisme d’alge`bres pour la structure cup sur
gr Λn pre´sente´e au §3.1.4.
On observe le fait suivant :
Lemme 4.1.5. — On a J
(
grn−l(λ)
[
Yλ
]
T
)
=
[
Xλ
]
.
De´monstration. — D’apre`s le lemme 1.3.3, si λ = (1α1 , 2α2 , . . .) on a :
mλ =
1∏
i≥1
αi!
pλ + termes de degre´ cohomologique supe´rieur.
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Puisque φ est compatible avec les graduations, cela signifie d’apre`s la propo-
sition 4.1.3 que :
grn−l(λ)
[
Yλ
]
T
=
1∏
i≥1
αi!
qTλ [Σ].
D’apre`s le lemme 3.1.10, on a :
Ψ
 1∏
i≥1
αi!
pλ
 = [Xλ] ∈ H2n−2l(λ)(Hilbn(C2)),
dont on de´duit avec la commutativite´ du diagramme :
J
(
grn−l(λ)
[
Yλ
]
T
)
=
[
Xλ
]
.
4.2. Classes de Chern des fibre´s line´arise´s
Si F est un fibre´ T -line´arise´ de rang r sur Hilbn(C2), chaque fibre F (ξλ)
est une repre´sentation de T . Par identification de l’anneau de repre´sentations
de T (a` coefficients entiers) avec l’anneau de polynoˆmes en une inde´termine´e
R(T ) ∼= Z[s, s−1], nous notons cette repre´sentation par :
F (ξλ) := Fλ(s) :=
r∑
i=1
sf
λ
i ,
ou` les entiers relatifs fλi sont appele´s les poids de l’action de T sur F en ξλ.
Nous sommes maintenant en mesure de de´montrer le re´sultat suivant per-
mettant de calculer les classes de Chern du fibre´ F a` partir de la connaissance
de ses poids en chaque point fixe pour l’action de T :
The´ore`me 4.2.1. — Soit F un fibre´ T -line´arise´ de rang r sur Hilbn(C2) et
fλ1 , . . . , f
λ
r les poids associe´s a` l’action sur les fibres en chaque point fixe. Alors
pour tout k ≥ 0, la k-ie`me classe de Chern du fibre´ F vue dans Λn sous Ψ
vaut :
ck(F ) =
∑
λ⊢n
1
h(λ)
σk(f
λ
1 , . . . , f
λ
r )
∑
µ⊢n
l(µ)=n−k
z−1µ χ
λ
µpµ,
ou` les σk(·) de´signent les fonctions syme´triques e´le´mentaires.
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Le k-ie`me caracte`re de Chern du fibre´ F vaut :
chk(F ) =
1
k!
∑
λ⊢n
1
h(λ)
r∑
i=1
(fλi )
k
∑
µ⊢n
l(µ)=n−k
z−1µ χ
λ
µpµ.
Remarque 4.2.2. — La formule donnant les classes de Chern apparaˆıt
comme une version raffine´e de la formule de Bott, calculant non pas les
nombres de Chern mais toutes les classes de Chern, utilise´e ici dans un
contexte non compact.
De´monstration. — Le principe de cette de´monstration consiste a` calculer les
classes de Chern e´quivariantes de F puis a` y lire convenablement l’information
qui concerne les classes de Chern usuelles.
Si λ est une partition de n et ξλ le point fixe de Hilb
n(C2) correspondant a` λ,
on note l’inclusion du point par iλ : ξλ →֒ Hilb
n(C2) et la classe fondamentale
de cohomologie e´quivariante par [ξλ]T := iλ!1ξλ ∈ H
4n
T (Hilb
n(C2)). L’inclusion
du lieu des points fixes est note´e :
in :=
⊕
λ⊢n
iλ : (Hilb
n(C2))T → Hilbn(C2).
D’apre`s le the´ore`me de localisation en cohomologie e´quivariante, l’image di-
recte localise´e :
in! : H
∗
T ((Hilb
n(C2))T )′ → H∗T (Hilb
n(C2))′
est un isomorphisme d’inverse donne´ par :
α 7→
∑
λ⊢n
i∗λα
cTmax(Tξλ Hilb
n(C2))
1ξλ .
Notons θ la repre´sentation de poids 1 de T (i.e. celle pour laquelle s ∈ T agit
par multiplication par s). L’isomorphisme H∗T (pt) = H
∗(BT ) ∼= Q[u] e´tant
donne´ par la premie`re classe de Chern, pour tout entier relatif a on a :
cTtot(θ
⊗a) = 1 + auZ ∈ H∗(BT )[Z],
ou` l’on note ainsi la classe de Chern totale :
cTtot := 1 + c
T
1 Z + c
T
2 Z
2 + · · · .
Ainsi, si F est un fibre´ T -line´arise´ de rang r sur Hilbn(C2) et fλ1 , . . . , f
λ
r les
poids de l’action au point fixe ξλ, de la proprie´te´ ctot(E ⊕G) = ctot(E)ctot(G)
on de´duit :
cTtot(i
∗
λF ) =
r∏
i=1
(1 + fλi uZ).
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En particulier, on sait (voir par exemple Nakajima [Nak96b]) que l’espace
tangent a` Hilbn(C2) en un point fixe ξλ est une repre´sentation de T donne´e
par la formule suivante :
i∗λT Hilb
n(C2) = Tξλ Hilb
n(C2) ∼=
⊕
x∈D(λ)
(θh(x) ⊕ θ−h(x)).
On en de´duit que :
cTtot(Tξλ Hilb
n(C2)) =
∏
x∈D(λ)
(1− h(x)2u2Z2),
et en particulier :
cTmax(Tξλ Hilb
n(C2)) = (−1)nh(λ)2u2n.
De la formule de localisation inverse on de´duit alors dans H∗T (Hilb
n(C2))′[Z] :
cTtot(F ) = (−1)
n 1
u2n
∑
λ⊢n
1
h(λ)2
r∏
i=1
(1 + fλi uZ)[ξλ]T .
Puisque Hq(Hilbn(C2)) = 0 pour q > 2n, seules les classes de Chern ck(F )
pour k ≤ n nous inte´ressent, donc nous ne calculons les classes cTk (F ) que
pour k ≤ n. En prenant dans la formule pre´ce´dente le terme en Zk on obtient
l’e´quation suivante dans H∗T (Hilb
n(C2))′ :
u2ncTk (F ) = (−1)
nuk
∑
λ⊢n
1
h(λ)2
σk(f
λ
1 , . . . , f
λ
r )[ξλ]T ,
ou` les σk(·) de´signent les fonctions syme´triques e´le´mentaires. Puisque
u est inversible, on obtient l’e´quation suivante dans le module localise´
H2nT (Hilb
n(C2))′ :
un−kcTk (F ) = (−1)
nu−n
∑
λ⊢n
1
h(λ)2
σk(f
λ
1 , . . . , f
λ
r )[ξλ]T ,
ou encore :
un−kcTk (F ) =
∑
λ⊢n
1
h(λ)
σk(f
λ
1 , . . . , f
λ
r )[λ].
Par de´finition de la localisation, cela signifie qu’il existe un polynoˆme Q(u)
dans Q[u] tel que Q(1) 6= 0 pour lequel l’e´quation suivante a lieu dans
H∗T (Hilb
n(C2)) :
Q(u) ·
(
un−kcTk (F )−
∑
λ⊢n
1
h(λ)
σk(f
λ
1 , . . . , f
λ
r )[λ]
)
= 0.
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Cependant, le terme entre parenthe`ses est dans H2nT (Hilb
n(C2)) et on a ob-
serve´ pre´ce´demment que la multiplication par u est un isomorphisme a` partir
de ce degre´ cohomologique, donc on peut simplifier Q dans cette e´quation pour
obtenir l’e´quation cette fois dans H2nT (Hilb
n(C2)) :
un−kcTk (F ) =
∑
λ
1
h(λ)
σk(f
λ
1 , . . . , f
λ
r )[λ].
De cette formule nous pouvons re´cupe´rer la k-ie`me classe de Chern ck(F )
de F en observant le fait suivant :
Lemme 4.2.3. — On a J
(
grk(u
n−kcTk (F ))
)
= ck(F ).
De´monstration du lemme. — Dans la de´composition :
H2kT (Hilb
n(C2)) ∼=
k⊕
j=0
H2j(BT )⊗Q H
2k−2j(Hilbn(C2)),
on peut e´crire :
cTk (F ) =
k∑
j=0
uj ⊗ αj .
Puisque l’isomorphisme du the´ore`me de Leray-Hirsch est un morphisme de
Q[u]-modules on a donc, toujours au travers de l’isomorphisme donne´ par le
the´ore`me de Leray-Hirsch :
un−kcTk (F ) =
k∑
j=0
un−k+j ⊗ αj ,
donc grk(u
n−kcTk (F )) = u
n−k ⊗ α0 et ainsi :
J
(
grk(u
n−kcTk (F ))
)
= α0.
Par ailleurs, par construction de l’isomorphisme de Leray-Hirsch, on peut
e´crire dans H2kT (Hilb
n(C2)) :
cTk (F ) =
k∑
j=0
ujα′j
pour des classes α′j ∈ H
2k−2j
T (Hilb
n(C2)) telles que j∗α′j = αj . Puisque la
composition p ◦ j : Hilbn(C2) → BT envoie Hilb
n(C2) sur le point base, on
a j∗u = 0, au sens ou` u de´signe en fait p∗u pour cette structure de module.
Puisque j∗ est un morphisme d’anneaux et que j∗cTk (F ) = ck(F ), cela implique
que ck(F ) = α0, d’ou` le re´sultat annonce´.
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La commutativite´ du diagramme (4.1 a), la proposition 4.1.3 et le lemme
ci-dessus donnent alors l’expression des classes de Chern de F vues sous Ψ
dans Λn :
ck(F ) =
∑
λ⊢n
1
h(λ)
σk(f
λ
1 , . . . , f
λ
r )[sλ]k,
ou` [sλ]k signifie que l’on ne conserve que la composante de degre´ cohomologique
k. La formule des caracte`res de Frobenius inverse (proposition 1.4.2) donne
alors l’expression dans la base des fonctions de Newton :
ck(F ) =
∑
λ⊢n
1
h(λ)
σk(f
λ
1 , . . . , f
λ
r )
∑
µ⊢n
l(µ)=n−k
z−1µ χ
λ
µpµ.
Similairement, on calcule les caracte`res de Chern a` partir des caracte`res
de Chern e´quivariants. Sachant que pour un fibre´ L de rang 1 le ca-
racte`re de Chern est donne´ par ch(L) = ec1(L) et en utilisant la proprie´te´
ch(E ⊕ G) = ch(E) + ch(G) on de´duit (voir aussi Li, Qin & Wang
[LQW03a]) :
chTk (i
∗
λF ) =
1
k!
r∑
i=1
(fλi )
k.
La formule de localisation inverse permet d’obtenir :
un−kchTk (F ) =
1
k!
∑
λ
1
h(λ)
r∑
i=1
(fλi )
k[λ],
puis par naturalite´ j∗chTk (F ) = chk(F ) et par le meˆme argument que
pre´ce´demment :
chk(F ) =
1
k!
∑
λ
1
h(λ)
r∑
i=1
(fλi )
k[sλ]k,
ou de manie`re e´quivalente :
chk(F ) =
1
k!
∑
λ
1
h(λ)
r∑
i=1
(fλi )
k
∑
µ⊢n
l(µ)=n−k
z−1µ χ
λ
µpµ.
4.3. Commentaire
La me´thode utilise´e permet aussi de calculer les classes de Todd de ces
fibre´s. Partant des formules td(L) = c1(L)
1−e−c1(L)
pour un fibre´ L de rang 1 et
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td(E ⊕G) = td(E)td(G) on de´duit :
tdT (i∗λF ) =
r∏
i=1
(
fλi u
1− e−f
λ
i u
)
,
puis :
tdT (F ) =
1
un
∑
λ⊢n
1
h(λ)
r∏
i=1
(
fλi u
1− e−f
λ
i u
)
[λ].
Pour extraire de cette formule les diverses classes de Todd, il faut faire les
de´veloppement limite´s des quotients. Ce type de calcul s’inscrit dans le cadre
des suites multiplicatives de Hirzebruch [Hir66], dont nous rappelons le prin-
cipe d’utilisation.
Soit Q(z) :=
+∞∑
i=0
biz
i une se´rie formelle et γ1, . . . , γr des inde´termine´es. On
cherche une formule pour le de´veloppement :
r∏
j=1
Q(γjz) =
+∞∑
k=0
Pkz
k.
Soit σ1, . . . , σr les fonctions syme´triques e´le´mentaires en les inde´termine´es
γ1, . . . , γr, de´finies par l’identite´ :
r∏
j=1
(1 + γiz) = 1 +
r∑
i=1
σiz
i.
Alors il existe des polynoˆmes Kk(σ1, . . . , σr) tels que :
r∏
j=1
Q(γjz) =
+∞∑
k=0
Kk(σ1, . . . , σr)z
k.
Ces polynoˆmes sont uniquement de´termine´s (ici jusqu’au rang r). Par exemple,
pour Q(z) = z
1−e−z on obtient les polynoˆmes de Todd :
T1 =
1
2
σ1,
T2 =
1
12
(σ2 + σ
2
1),
T3 =
1
24
σ1σ2, . . .
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Ainsi, pour le calcul qui nous occupe :
r∏
i=1
(
fλi u
1− e−f
λ
i u
)
=
+∞∑
k=0
Tk(σ1, . . . , σr)u
k,
avec σk := σk(f
λ
1 , . . . , f
λ
r ). Par le meˆme proce´de´ qu’auparavant, on en de´duit
la formule combinatoire des classes de Todd de F :
tdk(F ) =
∑
λ⊢n
1
h(λ)
Tk(σ1, . . . , σr)[sλ]k.
En fait, le calcul des classes de Chern a repose´ sur le meˆme principe, d’une
manie`re e´le´mentaire puisque dans ce cas on prenait Q(z) = 1 + z et les po-
lynoˆmes intervenant e´taient simplement Kk(σ1, . . . , σn) = σk.
Par contre, le calcul des caracte`res de Chern est un peu diffe´rent car le
caracte`re de Chern est additif. La se´rie formelle a` conside´rer est Q(z) = ez
mais on utilise cette fois le de´veloppement :
r∑
j=1
Q(γjz) =
+∞∑
k=0
1
k!
Sk(γ1, . . . , γr)z
k
ou` Sk(γ1, . . . , γr) =
r∑
j=1
γki est la k-ie`me somme de Newton.
4.4. Formules globales
Pour un fibre´ T -line´arise´ F sur Hilbn(C2), Fλ(s) ∈ Z[s, s
−1] de´signe tou-
jours la repre´sentation au point fixe ξλ. Introduisons une inde´termine´e t et
posons :
ωtpk := t
k−1pk,
que l’on prolonge en un morphisme d’alge`bres ωt : Λ → Λ[t]. On a ainsi
ωtpλ = t
|λ|−l(λ)pλ : cette notation permet de garder une trace du degre´ coho-
mologique. On obtient alors :∑
k≥0
[sλ]kt
k = ωtsλ.
Les formules pre´ce´dentes de caracte`res de Chern se simplifient en une for-
mule globale qui nous sera utile au §6.2.2 :
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Proposition 4.4.1. — Le caracte`re de Chern total d’un fibre´ line´arise´ F sur
Hilbn(C2) est donne´ par :
ch(F ) =
∑
λ⊢n
1
h(λ)
Coeff
(
t0, ωtsλFλ(e
1/t)
)
.
Le caracte`re de Chern total de son fibre´ dual F ∗ est donne´ par :
ch(F ∗) =
∑
λ⊢n
1
h(λ)
Coeff
(
t0, ωtsλFλ(e
−1/t)
)
.
De´monstration. — D’apre`s le the´ore`me 4.2.1 et sa de´monstration, le caracte`re
de Chern total de F vaut :
ch(F ) =
∑
λ⊢n
1
h(λ)
r∑
i=1
∑
k≥0
1
k!
(fλi )
k[sλ]k.
En remarquant que :
Fλ(e
1/t) =
r∑
i=1
ef
λ
i /t =
r∑
i=1
∑
k≥0
1
k!
(fλi )
kt−k,
et que
ωtsλ =
∑
k≥0
[sλ]kt
k,
on de´duit la premie`re formule annonce´e. La deuxie`me formule se de´montre de
meˆme, en utilisant que chk(F
∗) = (−1)kchk(F ).
On observe une formule similaire pour la classe de Chern totale d’un fibre´
line´arise´ :
Proposition 4.4.2. — La classe de Chern totale d’un fibre´ line´arise´ F de
rang r sur Hilbn(C2) est donne´e par :
ctot(F ) =
∑
λ⊢n
1
h(λ)
Coeff
(
t0, ωtsλ
r∏
i=1
(
1 + fλi t
−1
))
.

CHAPITRE 5
ACTION DES FIBRE´S LINE´ARISE´S
Nous conside´rons le proble`me suivant : un fibre´ vectoriel F sur Hilbn(C2)
induit un ope´rateur sur K(Hilbn(C2)) par multiplication : G 7→ F ⊗ G. Via
l’isomorphisme Θ : Λn → K(Hilbn(C2)), on cherche a` de´terminer l’ope´rateur
que l’on obtient sur Λn :
Λn
Θ
∼
//
EF
²²
K(Hilbn(C2))
F⊗−
²²
Λn
Θ
∼
// K(Hilbn(C2))
Puisque l’espace vectorielK(Hilbn(C2)) a une base de fibre´s T 2-line´arise´s (pro-
position 3.3.2), il suffit de travailler avec des fibre´s line´arise´s. Nous reprenons
pour cela certains re´sultats de Haiman [Hai98, Hai99, Hai01a, Hai01b,
Hai02, Hai03].
Le tore T 2 = (C∗)2 agit sur C2 = SpecC[x, y] par :
(t, q).x = tx,
(t, q).y = qy,
et s’e´tend en une action sur tous les objets en jeu au-dessus de C2. En parti-
culier, l’isomorphisme Υ est compatible avec cette action et induit un isomor-
phisme Υ : KT 2(Hilb
n(C2)) → KSn×T 2(An) (rappelons que An = O((C
2)n) et
que KSn×T 2(An) de´signe le groupe de Grothendieck des An-modules de type
fini Sn × T
2-e´quivariants).
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5.1. Formules de caracte`res
On dispose d’une ge´ne´ralisation de l’isomorphisme de Frobenius pour les
An-modules de type fini Sn × T
2-e´quivariants :
De´finition 5.1.1. — Soit M un An-module de type fini Sn×T
2-e´quivariant,
et notons M =
⊕
i,j
Mi,j sa de´composition isotypique sous T
2, ou` chaque Mi,j
est la repre´sentation de Sn sur laquelle le groupe T
2 agit par multiplication
par tiqj . On appelle se´rie de Frobenius de M la se´rie formelle :
FM =
∑
i,j
tiqjΦ(Mi,j) ∈ ΛQ[[q±1,t±1]].
Notons par ⊗ le produit dans Λ issu depuis Φ ◦ χ du produit tensoriel de
repre´sentations. On observe les formules e´le´mentaires suivantes :
Proposition 5.1.2. —
(i) Si 0 → N → M → P → 0 est une suite exacte de An-modules de type
fini Sn × T
2-e´quivariants, on a :
FM = FN + FP .
(ii) Pour tous An-modules de type fini Sn × T
2-e´quivariants M,N on a :
FM⊗CN = FM ⊗FN .
Pour toute partition µ de n, soit ξµ ∈ Hilb
n(C2) l’ide´al monomial construit
sur le diagramme de Young de µ (avec les conventions du chapitre 4). Les
points ξµ sont les points fixes pour l’action de T
2. Si F est un fibre´ vectoriel
T 2-line´arise´ sur Hilbn(C2), chaque fibre F (ξµ) est une repre´sentation de T
2 et
on note Fµ la se´rie correspondante par l’isomorphisme naturel entre R(T
2) et
Z[q±1, t±1]. On dispose alors de la version suivante de la formule de Bott :
Proposition 5.1.3 (Formule de Bott). — [Hai02, Proposition 3.2] Soit
F un fibre´ vectoriel T 2-line´arise´ sur Hilbn(C2). Alors :
FΥ(F ) =
∑
µ⊢n
FµFPn(ξµ)∏
x∈D(µ)
(1− t1+l(x)q−a(x))(1− t−l(x)q1+a(x))
,
ou` a(x), l(x) de´signent respectivement le bras et la jambe d’une case x du
diagramme de Young.
La connexion entre les sche´mas de Hilbert et les polynoˆmes de Macdonald
apparaˆıt dans le re´sultat suivant :
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The´ore`me 5.1.4 (Haiman). — [Hai02, Proposition 3.4] Pour toute parti-
tion µ de n, on a :
FPn(ξµ) = H˜µ.
Remarque 5.1.5. — En observant que les alge`bres Pn(ξµ) sont des quotients
de O(C2n), on de´duit les conjectures d’inte´gralite´ et de positivite´ de Macdo-
nald (the´ore`me 2.3.5) : les coefficients K˜λ,µ sont des polynoˆmes a` coefficients
entiers positifs en t, q.
5.2. Action des fibre´s line´arise´s
En reprenant les me´thodes de Haiman puise´es dans les divers articles de´ja`
cite´s, nous obtenons le re´sultat suivant :
The´ore`me 5.2.1. — Soit F un fibre´ T 2-line´arise´ sur Hilbn(C2) et notons
Fµ ∈ Q[q
±1, t±1] les repre´sentations associe´es a` l’action sur les fibres en
chaque point fixe ξµ. Soit l’ope´rateur ∇F : Λ
n
Q(q,t) −→ Λ
n
Q(q,t) de´fini par :
∇F H˜µ = FµH˜µ ∀µ ⊢ n,
et soit EF : Λ
n −→ Λn l’ope´rateur de´fini par :
EF = (ω∇
∗
Fω)q=1,t=1
ou` ∇∗F de´signe l’ope´rateur adjoint de ∇ pour le produit scalaire 〈·, ·〉. Alors on
a dans K(Hilbn(C2)) :
F ⊗Θ(y) = Θ(EF (y)) ∀y ∈ Λ
n.
De´monstration. — La formule de Bott (proposition 5.1.3) et le the´ore`me de
Haiman 5.1.4 donnent les formule suivantes pour tout fibre´ T 2-line´arise´ G :
FΥ(F ) =
∑
µ⊢n
FµH˜µ∏
x∈D(µ)
(1− t1+l(x)q−a(x))(1− t−l(x)q1+a(x))
,
FΥ(F⊗G) =
∑
µ⊢n
FµGµH˜µ∏
x∈D(µ)
(1− t1+l(x)q−a(x))(1− t−l(x)q1+a(x))
.
Par de´finition de l’ope´rateur ∇F , cela signifie :
FΥ(F⊗G) = ∇FFΥ(G).
Les modules ou combinaisons line´aires formelles de modules dans KSn×T 2(An)
Υ(G) et Υ(F⊗G) admettent des re´solutions libres Sn×T
2 -e´quivariantes finies
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fournissant des de´compositions dans le groupe de Grothendieck, ce qui montre
que leurs se´ries de Frobenius satisfont des e´quations de la forme :
FΥ(G) = FAn ⊗RG(q, t),
FΥ(F⊗G) = FAn ⊗RFG(q, t),
avec RG(q, t), RFG(q, t) ∈ Λ
n
Q[q±1,t±1]. Le passage par l’isomorphisme de Thom
dans la de´finition de Θ signifie alors (on ne conserve qu’une fibre et on oublie
l’action de T 2) :
Θ−1(G) = RG(1, 1),
Θ−1(F ⊗G) = RFG(1, 1).
L’e´quation a` re´soudre est :
FAn ⊗RFG(q, t) = ∇F
(
FAn ⊗RG(q, t)
)
.
En utilisant la formule FAn = s(n)
[
X
(1−t)(1−q)
]
(voir [Hai02, Lemme 3.2]),
cette e´quation devient :
s(n)
[
X
(1− t)(1− q)
]
⊗RFG(q, t) = ∇F
(
FAn ⊗RG(q, t)
)
.
De la formule pλ⊗pµ = zλδλ,µpλ (voir Manivel [Man98]) on de´duit la relation
ple´thystique suivante :
(pλ ⊗ pµ)
[
X
(1− t)(1− q)
]
= pλ ⊗
(
pµ
[
X
(1− t)(1− q)
])
=
(
pλ
[
X
(1− t)(1− q)
])
⊗ pµ
qui s’e´tend par biline´arite´ et fournit la re´solution de l’e´quation :
RFG(q, t) =
(
∇F
(
FAn ⊗RG(q, t)
))
[X(1− t)(1− q)]
(puisque s(n) est le neutre pour le produit tensoriel).
D’apre`s la formule de dualite´ (proposition 2.3.4), l’ope´rateur adjoint ∇∗F
ve´rifie(1) :
∇∗F
(
ωH˜µ[X(1− t)(1− q)]
)
= FµωH˜µ[X(1− t)(1− q)].
Ainsi,
(∇F H˜µ)[X(1− t)(1− q)] = FµH˜µ[X(1− q)(1− t)]
= (ω∇∗Fω)
(
H˜µ[X(1− t)(1− q)]
)
.
(1)On observera que l’ope´rateur ω commute aux ple´thysmes utilise´s.
5.2. ACTION DES FIBRE´S LINE´ARISE´S 39
En e´tendant cette relation par line´arite´ on trouve :
(∇F f)[X(1− t)(1− q)] = (ω∇
∗
Fω) (f [X(1− t)(1− q)]) ∀f.
En appliquant a` f = FAn ⊗ RG(q, t) on obtient, en utilisant a` nouveau le
transfert de ple´thysme dans le produit tensoriel :
RFG(q, t) = (ω∇
∗
Fω)
(
(FAn ⊗RG(q, t))[X(1− t)(1− q)]
)
= (ω∇∗Fω)RG(q, t).
Par e´valuation en t = 1, q = 1 (voir la remarque suivant cette de´monstration)
ceci nous donne finalement :
RFG(1, 1) = EFRG(1, 1),
soit pour tout G :
Θ−1(F ⊗G) = EF (Θ
−1(G)),
ou de manie`re e´quivalente, puisque les fibre´s line´arise´s Pλ forment une base
de K(Hilbn(C2)) d’apre`s la proposition 3.3.2 :
F ⊗Θ(y) = Θ(EF y) ∀y ∈ Λ
n.
Remarque 5.2.2. — Pour un ope´rateur Λn
Q(q,t) → Λ
n
Q(q,t) de´fini dans la base
des polynoˆmes de Macdonald modifie´s H˜µ, la restriction « t = q = 1 » n’est
bien suˆr pas toujours possible. Dans le cas ou` l’ope´rateur se restreint en un
ope´rateur sur le sous-re´seau Λn
Q[q±1,t±1], on peut penser utiliser, en raison du
re´sultat d’inte´gralite´ de Macdonald (the´ore`me 2.3.5), le changement de base
H˜µ =
∑
λ⊢n
K˜λ,µsλ, mais cela ne fonctionne pas car le de´terminant de ce change-
ment de base n’est pas inversible dans l’anneau Q[q±1, t±1] (par exemple, pour
n = 2 ce de´terminant vaut t− q). Autrement dit, la famille des polynoˆmes de
Macdonald modifie´s H˜µ forme une famille libre du sous-re´seau ΛQ[q±1,t±1] de
ΛQ(q,t), mais n’est pas une base. Dans les cas qui nous concernent, l’ope´rateur
∇F provient de´ja` d’un ope´rateur EF : Λ
n → Λn existant, e´tendu d’abord en un
ope´rateur sur Λn
Q[q±1,t±1] en utilisant les polynoˆmes H˜µ, puis conside´re´ comme
un ope´rateur sur Λn
Q(q,t). Donc l’e´valuation t = q = 1 est possible, a` condition
de simplifier convenablement les fractions rationnelles qui apparaissent.
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5.3. Cas du fibre´ tautologique
Nous conside´rons maintenant le proble`me du calcul explicite d’un ope´rateur
EF dans la base des fonctions de Schur ou dans la base des fonctions de Newton.
Un entier n e´tant fixe´, en notant K˜ la matrice de passage de la base des
fonctions de Schur a` la base des polynoˆmes de Macdonald modifie´s H˜, on
observe que la matrice de l’ope´rateur EF dans la base des fonctions de Schur
s’exprime comme :
Mat(EF , (sλ)) = ω(K ·Diag(Fµ) ·K
−1)⊤t=1,q=1ω.
ou` (·)⊤ de´signe la matrice transpose´e (cette formule n’est e´valuable qu’avec
pre´caution, voir la remarque au-dessus).
Concernant l’ope´rateur EBn associe´ au fibre´ tautologique, nous pouvons
obtenir une expression explicite. La de´finition de l’ope´rateur ∇Bn e´tant iden-
tique pour tout entier n, nous abre´geons ici la notation en posant simplement
∇ := ∇Bn pour tout n : on obtient un ope´rateur de´fini globalement sur ΛQ(q,t).
Similairement, nous notons simplement E l’ope´rateur EBn pour chaque n.
On observe que la repre´sentation Bn(ξµ) est le polynoˆme Bµ de´fini au §2.1
donc l’ope´rateur ∇ est de´fini par :
∇H˜µ = BµH˜µ.
Puisque l’ope´rateur ∆ (voir au chapitre 2) est caracte´rise´ par :
∆H˜µ =
(
1− (1− q)(1− t)Bµ
)
H˜µ,
on a :
∇ =
1
(1− q)(1− t)
(id−∆),
donc d’apre`s la proposition 2.3.3 :
∇f =
1
(1− q)(1− t)
(
f − f
[
X +
(1− t)(1− q)
z
]
Ω[−zX]
)∣∣∣∣
z0
.
Nous commenc¸ons par calculer une formule ple´thystique pour l’ope´rateur
ω∇∗ω :
Proposition 5.3.1. — L’ope´rateur ω∇∗ω est de´fini par :
(ω∇∗ω)(f) =
1
(1− t)(1− q)
(
f − f
[
X +
1
z
]
Ω[−zX(1− t)(1− q)]
)∣∣∣∣
z0
.
De´monstration. — La formule de dualite´ (proposition 2.3.4) entraˆıne :
∇∗
(
ωH˜µ[X(1− t)(1− q)]
)
= BµωH˜µ[X(1− t)(1− q)].
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En posant Sµ := H˜µ[X(1− t)(1− q)] on a donc :
(ω∇∗ω)Sµ = BµSµ
= (BµH˜µ)[X(1− t)(1− q)].
Par de´finition de ∇ on a :
BµH˜µ =
1
(1− t)(1− q)
(
H˜µ − H˜µ
[
X +
(1− t)(1− q)
z
]
Ω[−zX]
)∣∣∣∣
z0
.
On effectue la substitution ple´thystique [X(1− t)(1− q)] :
BµSµ=
1
(1−t)(1−q)
(
Sµ−H˜µ
[
X+
(1−t)(1−q)
z
]
[X(1−t)(1−q)]·Ω[−zX][X(1−t)(1−q)]
)∣∣∣
z0
.
Par associativite´ du ple´thysme on obtient :
BµSµ=
1
(1−t)(1−q)
(
Sµ−H˜µ
[
X(1−t)(1−q)+ (1−t)(1−q)
z
]
·Ω[−zX][X(1−t)(1−q)]
)∣∣∣
z0
.
On observe que :
Ω[−zX][X(1− t)(1− q)] = Ω[−zX(1− t)(1− q)].
En reprenant H˜µ = Sµ
[
X
(1−t)(1−q)
]
on trouve :
H˜µ
[
X(1−t)(1−q)+ (1−t)(1−q)
z
]
=Sµ
[
X
(1−t)(1−q)
][
X(1−t)(1−q)+ (1−t)(1−q)
z
]
=Sµ[X+ 1z ].
Ainsi,
(ω∇∗ω)Sµ =
1
(1− t)(1− q)
(
Sµ − Sµ
[
X +
1
z
]
Ω[−zX(1− t)(1− q)]
)∣∣∣∣
z0
,
dont le re´sultat de´coule par line´arite´.
Nous de´duisons alors une premie`re formule pour l’ope´rateur E :
Proposition 5.3.2. — Pour toute partition λ = (λ1, . . . , λl(λ)),
E (pλ) =
∑
I⊂{1,...,l(λ)}
I 6=∅
|λI |p|λI |pλI¯
ou` I de´signe un choix de parts, λI la partition obtenue en conservant ces parts,
λI¯ la partition comple´mentaire et |λI | la somme des parts.
De´monstration. — Partant de l’expression ple´thystique de l’ope´rateur ω∇∗ω :
(ω∇∗ω)f =
1
(1− q)(1− t)
(
f − f
[
X +
1
z
]
Ω[−zX(1− q)(1− t)]
)∣∣∣∣
z0
,
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on calcule dans la base {pλ}. Pour une partition λ = (λ1, . . . , λl(λ)) on a :
(ω∇∗ω)pλ = 1(1−t)(1−q)
(
pλ−
l(λ)∏
i=1
(
pλi+
1
zλi
)
exp
∑
r≥1
−zr(1−tr)(1−qr)
r
pr
)∣∣∣∣∣
z0
= 1
(1−t)(1−q)
pλ− ∑
I⊂{1,...,l(λ)}
∏
j /∈I
pλj∏
j∈I
z
λj
∏
r≥1
∑
mr≥0
(−1)mr zrmr (1−tr)mr (1−qr)mr
mr !rmr
pmrr

∣∣∣∣∣∣∣
z0
Pour I = ∅, on obtient pλ dans la somme, donc ce terme s’annule avec le pλ
pre´sent, d’ou` :
(ω∇∗ω)pλ = −
∑
I⊂{1,...,l(λ)}
I 6=∅
pλI¯
∑
|µ|=|λI |
(−1)l(µ)
1
zµ
∏
r≥1
(1− tr)mr(1− qr)mr
(1− t)(1− q)
pµ,
en notant µ = (1m1 , 2m2 , . . .). Quand on e´value en t = q = 1, si la partition
µ a plus de deux parts non nulles le terme correspondant est nul. Il ne reste
donc que le cas ou` µ est la partition (|λI |) et ainsi :
E pλ =
∑
I⊂{1,...,l(λ)}
I 6=∅
pλI¯
1
z|λI |
|λI |
2p|λI |
=
∑
I⊂{1,...,l(λ)}
I 6=∅
|λI |p|λI |pλI¯ .
La formule pre´ce´dente peut encore eˆtre ame´liore´e :
Corollaire 5.3.3. — Soit l’ope´rateur diffe´rentiel sur Λ :
E =
∑
r≥1
rprt
r
 exp
∑
r≥1
∂
∂pr
t−r
∣∣∣∣∣∣
t0
.
Alors on a dans K(Hilbn(C2)) :
Bn ⊗Θ(y) = Θ(E (y)) ∀y ∈ Λ
n.
De´monstration. — Seul est a` montrer que cette nouvelle formule pour
l’ope´rateur E est e´quivalente a` la pre´ce´dente. De´veloppons l’expression de
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l’e´nonce´ :
E =
∑
r≥1
rprt
r

1 +∑
k≥1
1
k!
∑
r≥1
∂
∂pr
t−r
k

∣∣∣∣∣∣∣
z0
=
∑
r≥1
rprt
r
1 +∑
k≥1
1
k!
∑
n1,...,nk≥1
∂
∂pn1
· · ·
∂
∂pnk
t−(n1+···+nk)
∣∣∣∣∣∣
z0
=
∑
k≥1
1
k!
∑
n1,...,nk≥1
(n1 + · · ·+ nk)pn1+···+nk
∂
∂pn1
· · ·
∂
∂pnk
.
Soit λ = (λ1, . . . , λl(λ)) = (1
α1 , 2α2 , . . .) une partition. Dans le calcul de
E (pλ) avec cette dernie`re formule, seuls les k-uplets (n1, . . . , nk) forme´s de
parts de λ re´pe´te´es avec une multiplicite´ moindre dans ce k-uplet que dans λ
contribuent a` la somme : pour les autres, on a ∂∂pn1
· · · ∂∂pnk
pλ = 0. On peut
donc indexer les k-uplets par les choix de k lignes dans λ :
I = {i1, . . . , ik} ⊂ {1, . . . , l(λ)} sous-ensemble a` k e´le´ments,
et on pose : n1 = λi1 , . . . , nk = λik . On parcourt ainsi tous les k-uplets in-
tervenants mais il faut multiplier par k! pour permuter les parts (les k-uplets
ne sont pas ordonne´s) et diviser par le de´faut d’injectivite´ de l’association
I 7→ λI ou` λI de´signe la sous-partition de λ obtenue en ne conservant que les
parts se´lectionne´es par I. En notant λI = (1
αI1 , 2α
I
2 , . . .) on voit que ce de´faut
d’injectivite´ est : ∏
j≥1
αj !
(αj − αIj )!
.
Ainsi,
E (pλ) =
∑
k≥1
∑
|I|=k
∏
j≥1
(αj − α
I
j )!
αj !
|λI |p|λI |
∂
∂pλi1
· · ·
∂
∂pλik
pλ.
On calcule alors :
∂
∂pλi1
· · ·
∂
∂pλik
pλ =
∏
j≥1
∂α
I
j
∂p
αIj
j
p
αj
j
=
∏
j≥1
αj !
(αj − αIj )!
p
αj−αIj
j .
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En notant I¯ les parts non se´lectionne´es dans I, on a donc :
∂
∂pλi1
· · ·
∂
∂pλik
pλ =
∏
j≥1
αj !
(αj − αIj )!
pλI¯ ,
et finalement la formule obtenue dans la proposition 5.3.2 :
E (pλ) =
∑
I⊂{1,...,l(λ)}
I 6=∅
|λI |p|λI |pλI¯ .
Ce re´sultat est comparable au the´ore`me de Lehn sur l’isomorphisme Ψ :
The´ore`me 5.3.4 (Lehn). — [LS01, The´ore`me 4.1] Soit l’ope´rateur
diffe´rentiel sur Λ :
D =
−∑
r≥1
prt
r
 exp
−∑
r≥1
r
∂
∂pr
t−r
∣∣∣∣∣∣
t0
.
Alors on a dans H∗(Hilbn(C2)) :
ch(Bn) ∪Ψ(y) = Ψ(D(y)) ∀y ∈ Λ
n.
Un calcul identique a` celui pre´sente´ pour l’ope´rateur E (corollaire 5.3.3)
donne :
Proposition 5.3.5. — Pour toute partition λ = (λ1, . . . , λl(λ)),
D(pλ) =
∑
I⊂{1,...,l(λ)}
I 6=∅
(−1)|I|−1〈λI〉p|λI |pλI¯ ,
ou` |I| de´signe le cardinal de I et 〈λI〉 le produit des parts.
Conside´rons la situation suivante :
Λn
Ψ
∼
// H∗(Hilbn(C2))
Λn
Γ
OO
Θ
∼
// K(Hilbn(C2))
ch ∼
OO
Le fibre´ Bn agit sur K(Hilb
n(C2)) par produit tensoriel et ch(Bn) agit
sur H∗(Hilbn(C2)) par produit cup. Les ope´rateurs D et E jouent des roˆles
identiques dans la compre´hension du produit induit par le produit cup via Ψ
(re´solu par Lehn-Sorger [LS01]) et l’e´tude du produit induit par le produit
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tensoriel via Θ, apportant un de´but de re´ponse a` la question de Nakajima
[Nak96b, Question 4.23].
Terminons cette e´tude par l’observation e´le´mentaire suivante :
ΛnE
** Γ // Λn D
tt
Proposition 5.3.6. — L’ope´rateur Γ conjugue les ope´rateurs D et E :
Γ ◦ E = D ◦ Γ.
De´monstration. — D’apre`s le corollaire 5.3.3 :
Θ(E (y)) = Bn ⊗Θ(y) ∀y ∈ Λ
n,
donc puisque le caracte`re de Chern est un morphisme d’alge`bres :
(ch ◦Θ)(E (y)) = ch(Bn) ∪ (ch ◦Θ)(y).
Puisque ch ◦Θ = Ψ ◦ Γ on obtient en utilisant le the´ore`me 5.3.4 :
(Ψ ◦ Γ)(E (y)) = ch(Bn) ∪ (Ψ ◦ Γ)(y)
= Ψ(DΓy).
Puisque Ψ est un isomorphisme, cela signifie : Γ ◦ E = D ◦ Γ.
5.4. Application : re´solution des anneaux de polygraphes
On peut de´couvrir l’ope´rateur E en cherchant une re´solution libre de cer-
tains An-modules de type fini : les anneaux de coordonne´es des polygraphes.
5.4.1. Polygraphes. —
De´finition 5.4.1. — Soit E un ensemble et n, ℓ deux entiers positifs, n ≥ 1.
Le polygraphe Z(n, ℓ) est le sous-ensemble de En ×Eℓ de´fini par :
Z(n, l) := {(P1, . . . , Pn, Q1, . . . , Qℓ) |Qi ∈ {P1, . . . , Pn} ∀i = 1, . . . , ℓ}.
On convient que Z(n, 0) = En.
Soit une application f : {1, . . . , ℓ} → {1, . . . , n}. On construit une applica-
tion :
πf : E
n → Eℓ
de´finie par :
πf (P1, . . . , Pn) = (Pf(1), . . . , Pf(ℓ)).
Son graphe est le lieu Wf ⊂ E
n × Eℓ de´fini par :
Wf = {(P1, . . . , Pn, Q1, . . . , Qℓ) |Qi = Pf(i) ∀i = 1, . . . , ℓ}.
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Ainsi, on voit que :
Z(n, ℓ) =
⋃
f
Wf ,
ou` la re´union porte sur toutes les applications f . Ceci explique le terme poly-
graphe.
Prenons E = C2 et fixons sur En × Eℓ = (C2)n × (C2)ℓ les coordonne´es
suivantes :
x,y,a,b = x1, y1, . . . , xn, yn, a1, b1, . . . , aℓ, bℓ
ou` xj , yj sont les coordonne´es du j-ie`me facteur dans E
n et ai, bi les coor-
donne´es du i-ie`me facteur dans Eℓ. Dans ces coordonne´es, un graphe Wf
est un sous-ensemble de C2n+2ℓ de´fini par des e´quations line´aires, d’ide´al
If = I(Wf ) ⊂ C[x,y,a,b] de´fini par :
If = 〈ai − xf(i), bi − yf(i) | i = 1, . . . , ℓ〉
=
ℓ∑
i=1
〈ai − xf(i), bi − yf(i)〉.
On a alors :
V (If ) = V (I(Wf )) = Wf .
Ainsi, puisque Z(n, ℓ) =
⋃
f
Wf , Z(n, ℓ) est une sous-varie´te´ alge´brique de
C2n+2ℓ de la forme Z(n, ℓ) = V (J(n, ℓ)) ou` J(n, ℓ) est l’ide´al de C[x,y,a,b]
donne´ par :
J(n, ℓ) =
∏
f
If .
En effet, on a :
Z(n, ℓ) =
⋃
f
Wf =
⋃
f
V (If ) = V
∏
f
If
 .
L’ide´al de la sous-varie´te´ Z(n, ℓ) est donne´ par :
I(n, ℓ) = I(Z(n, ℓ)) = I
⋃
f
Wf
 = ⋂
f
I(Wf ) =
⋂
f
If .
En ge´ne´ral, les ide´aux I(n, ℓ) et J(n, ℓ) sont distincts.
De´finition 5.4.2. — On appelle anneau de polygraphe l’anneau des coor-
donne´es sur le polygraphe Z(n, ℓ) :
R(n, ℓ) = O(Z(n, ℓ)) = C[x,y,a,b]/ I(n, ℓ).
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Soit π : Z(n, ℓ) → (C2)n la projection canonique. Elle induit un morphisme
d’anneaux π∗ : C[x,y] → R(n, ℓ) qui fait de R(n, ℓ) un C[x,y]-module de
type fini. En effet, il est e´quivalent de voir que l’extension donne´e par π∗ est
entie`re : pour tout polynoˆme P et toute fonction f : {1, . . . , ℓ} → {1, . . . , n},
en notant Pf ∈ C[x,y] la substitution ai = xf(i), bi = yf(i) dans P , on a∏
f
(P−Pf ) ∈ I(n, ℓ) qui induit une e´quation polynomiale unitaire dans R(n, ℓ).
Proble´matique, premie`re version. — Calculer une re´solution libre de
R(n, ℓ) par des C[x,y]-modules libres de type fini.
En fait, on cherche plus. Le groupe syme´trique Sn agit sur C[x,y] par
permutation sur les inde´termine´es xi et yi, et sur C[x,y,a,b] en laissant inva-
riantes les inde´termine´es ai, bi. L’ide´al I(n, ℓ) est invariant pour cette action,
ce qui munit l’anneau R(n, ℓ) de l’action de Sn induite. La projection π est
Sn-e´quivariante, donc finalement R(n, ℓ) est un C[x,y]-module de type fini
Sn-e´quivariant.
Proble´matique, deuxie`me version. — Calculer une re´solution libre Sn-
e´quivariante de R(n, ℓ).
On va chercher en fait des re´solutions encore plus pre´cises. On munit l’an-
neau C[x,y,a,b] d’une bigraduation par le degre´ en x,a d’une part et le
degre´ en y,b d’autre part. De manie`re e´quivalente, on peut conside´rer l’action
du tore T 2 = (C∗)2 telle que (t, q) ∈ T agit par multiplication par t sur les
inde´termine´es x,a et par multiplication par q sur les inde´termine´es y,b. Les
ide´aux If sont doublement homoge`nes, donc I(n, ℓ) aussi et l’anneau R(n, ℓ)
he´rite de la double graduation. Finalement, R(n, ℓ) est un C[x,y]-module de
type fini Sn-e´quivariant et bigradue´, ou de manie`re e´quivalente un C[x,y]-
module de type fini Sn × T
2-e´quivariant.
Proble´matique, troisie`me version. — Calculer une re´solution libre Sn-
e´quivariante bigradue´e de R(n, ℓ).
Dans les deux sous-sections qui suivent, a` titre d’exemple, nous traitons a`
la main deux cas simples pour lesquels je tiens a` remercier Duco Van Straten.
La dernie`re section explique le roˆle joue´ par l’ope´rateur E dans ce travail.
5.4.2. Etude de R(2, 1). — Puisque l = 1, on note a = a1, b = b1. L’anneau
C[x,y,a,b] ∼= C[x,y][a, b] est engendre´, comme C[x,y]-module, par tous les
monoˆmes aubv. L’ide´al I(2, 1) est ici :
I(2, 1) = (x1 − a, y1 − b) ∩ (x2 − a, y2 − b).
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Cet ide´al a 4 ge´ne´rateurs :
E1 = (x1 − a) (x2 − a)
E2 = (x1 − a) (y2 − b)
E3 = (y1 − b) (x2 − a)
E4 = (y1 − b) (y2 − b)
ce qui donne dans l’anneau R(2, 1) les relations suivantes :
E1 = a
2 − a (x1 + x2) + x1x2 = 0
E2 = ab− ay2 − bx1 + x1y2 = 0
E3 = ab− ay1 − bx2 + x2y1 = 0
E4 = b
2 − b (y1 + y2) + y1y2 = 0
Ces relations montrent que tous les moˆnomes aubv se re´duisent dans le module
R(2, 1) de`s qu’ils contiennent a2, b2 ou ab, donc R(2, 1) est engendre´ par 1, a, b
sur C [x,y].
Notons A2 := C [x,y] = C [x1, y1, x2, y2]. On a donc un morphisme surjectif
de A2-modules :
A2 ⊗C
3 −→ R(2, 1) −→ 0
1⊗ ε1 7−→ 1
1⊗ ε2 7−→ a
1⊗ ε3 7−→ b
ou` {ε1, ε2, ε3} de´signe la base canonique de C
3. Puisque les ge´ne´rateurs 1, a, b
sont invariants sous S2, ce morphisme est S2-e´quivariant si l’on fait agir S2
trivialement sur C3. Autrement dit, en notant V0 la repre´sentation triviale de
S2, on a un morphisme surjectif de A2-modules S2-e´quivariants :
A2 ⊗ V
⊕3
0 −→ R(2, 1) −→ 0
La seule relation entre les ge´ne´rateurs 1, a, b est obtenue en faisant E2−E3 :
E2 − E3 = a (y1 − y2) + b (x2 − x1) + (x1y2 − x2y1)
ce qui fournit la pre´sentation :
A2 ⊗C
φ
−→ A2 ⊗C
3 −→ R(2, 1) −→ 0
ou` le morphisme φ est de´fini par la matrice :(
(x1y2 − x2y1) (y1 − y2) (x2 − x1)
)
.
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Soit ε le vecteur de base de C et notons S2 = {id, τ1,2}. Si l’on fait agir S2 sur
C par les formules :
id.ε = ε,
τ1,2ε = −ε,
le morphisme φ devient S2-e´quivariant puisque τ1,2φ = −φ. Ainsi, l’action
que l’on obtient sur C est la repre´sentation alterne´e V1 de S2. Puisque φ est
injectif, on a trouve´ la re´solution S2-e´quivariante de R(2, 1) suivante :
0 −→ A2 ⊗ V1 −→ A2 ⊗ V
⊕3
0 −→ R(2, 1) −→ 0
La repre´sentation virtuelle de S2 associe´e au module R(2, 1) est donc :
R12 := 3V0 − V1 ∈ R(S2).
C’est une repre´sentation de rang 2.
5.4.3. Etude de R(3, 1). — Dans l’anneau C [x1, y1, x2, y2, x3, y3, a, b],
l’ide´al I(3, 1) est :
I(3, 1) = (x1 − a, y1 − b) ∩ (x2 − a, y2 − b) ∩ (x3 − a, y3 − b)
et admet pour ge´ne´rateurs :
E1 = (y1 − b) (y2 − b) (y3 − b)
E2 = (x1 − a) (y2 − b) (y3 − b)
E3 = (x2 − a) (y1 − b) (y3 − b)
E4 = (x3 − a) (y1 − b) (y2 − b)
E5 = (x1 − a) (x2 − a) (y3 − b)
E6 = (x1 − a) (x3 − a) (y2 − b)
E7 = (x2 − a) (x3 − a) (y1 − b)
E8 = (x1 − a) (x2 − a) (x3 − a)
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En de´veloppant, on trouve les relations dans R(3, 1) :
E1 = −b
3 + b2 (y1 + y2 + y3)− b (y1y2 + y1y3 + y2y3) + y1y2y3 = 0
E2 = −ab
2 + ab (y2 + y3) + b
2x1 − ay2y3 − b (x1y2 + x1y3) + x1y2y3 = 0
E3 = −ab
2 + ab (y1 + y3) + b
2x2 − ay1y3 − b (x2y1 + x2y3) + x2y1y3 = 0
E4 = −ab
2 + ab (y1 + y2) + b
2x3 − ay1y2 − b (x3y1 + x3y2) + x3y1y2 = 0
E5 = −a
2b+ ab (x1 + x2) + a
2y3 − bx1x2 − a (x1y3 + x2y3) + x1x2y3 = 0
E6 = −a
2b+ ab (x1 + x3) + a
2y2 − bx1x3 − a (x1y2 + x3y2) + x1x3y2 = 0
E7 = −a
2b+ ab (x2 + x3) + a
2y1 − bx2x3 − a (x2y1 + x3y1) + x2x3y1 = 0
E8 = −a
3 + a2 (x1 + x2 + x3)− a (x1x2 + x1x3 + x2x3) + x1x2x3 = 0
On en de´duit que R(3, 1) est engendre´ sur A3 := C [x1, y1, x2, y2, x3, y3] par
1, a, b, a2, ab, b2 :
A3 ⊗C
6 −→ R(3, 1) −→ 0
1⊗ ε1 7−→ 1
1⊗ ε2 7−→ a
1⊗ ε3 7−→ b
1⊗ ε4 7−→ a
2
1⊗ ε5 7−→ ab
1⊗ ε6 7−→ b
2
ou` {εi}i=1,...,6 de´signe la base canonique de C
6. Puisque les ge´ne´rateurs sont
S3-invariants, ce morphisme est e´quivariant si l’on fait agir S3 trivialement sur
C6 : en notant V0 la repre´sentation triviale de S3, on a donc un morphisme
surjectif de A3-modules S3-e´quivariants :
A3 ⊗ V
⊕6
0 −→ R(3, 1) −→ 0
Le premier module de syzygies est obtenu en regardant les relations entre
les ge´ne´rateurs 1, a, b, a2, ab, b2. Ces relations sont engendre´es par les diverses
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expressions de a2b et ab2, donc par :
F1 = E2 − E3 = ab (y2 − y1) + b
2 (x1 − x2)− a (y2y3 − y1y3)
− b (x1y2 + x1y3 − x2y1 − x2y3) + (x1y2y3 − x2y1y3)
F2 = E3 − E4 = ab (y3 − y2) + b
2 (x2 − x3)− a (y1y3 − y1y2)
− b (x2y1 + x2y3 − x3y1 − x3y2) + (x2y1y3 − x3y1y2)
F3 = E5 − E6 = ab (x2 − x3) + a
2 (y3 − y2)− b (x1x2 − x1x3)
− a (x1y3 + x2y3 − x1y2 − x3y2) + (x1x2y3 − x1x3y2)
F4 = E6 − E7 = ab (x1 − x2) + a
2 (y2 − y1)− b (x1x3 − x2x3)
− a (x1y2 + x3y2 − x2y1 − x3y1) + (x1x3y2 − x2x3y1)
ce qui fournit la pre´sentation :
A⊕43
M1−→ A⊕63 −→ R(3, 1) −→ 0
ou` M1 est la matrice suivante :
x1y2y3−x2y1y3 x2y1y3−x3y1y2 x1x2y3−x1x3y2 x1x3y2−x2x3y1
y1y3−y2y3 y1y2−y1y3
 x1y2+x3y2
−x1y3−x2y3
  x2y1+x3y1
−x1y2−x3y2
 x2y1+x2y3
−x1y2−x1y3
  x3y1+x3y2
−x2y1−x2y3
 x1x3−x1x2 x2x3−x1x3
0 0 y3−y2 x2x3−x1x3
y2−y1 y3−y2 x2−x3 x1−x2
x1−x2 x2−x3 0 0

ou de fac¸on e´quivalente :
A3 ⊗C
4 M1−→ A3 ⊗C
6 −→ R(3, 1) −→ 0
Le groupe S3 agit sur les vecteurs F1, F2, F3, F4 de la manie`re suivante :
F1 F2 F3 F4
id F1 F2 F3 F4
τ = (12) −F1 F1 + F2 F3 + F4 −F4
(13) −F2 −F1 −F4 −F3
(23) F1 + F2 −F2 −F3 F3 + F4
σ = (123) F2 −F1 − F2 −F3 − F4 F3
(231) −F1 − F2 F1 F4 −F3 − F4
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Cela de´finit une action S3 → GL
(
C4
)
qui rend l’application M1 e´quivariante.
Pour de´terminer cette repre´sentation on calcule les traces :
tr(id) = 4
tr(τ) = tr

−1 1 0 0
0 1 0 0
0 0 1 0
0 0 1 −1
 = 0
tr(σ) = tr

0 −1 0 0
1 −1 0 0
0 0 −1 1
0 0 −1 0
 = −2
ce qui signifie que la repre´sentation obtenue est V ⊕22 , ou` V2 de´signe la
repre´sentation standard de S3 (i.e. la sous-repre´sentation irre´ductible non
triviale de la repre´sentation par permutation).
Pour le calcul du deuxie`me module de syzygies, le logiciel MACAULAY2
[GS] fournit la re´solution :
0 → A3
M2−→ A⊕43
M1−→ A⊕63 −→ R(3, 1) −→ 0
ou` l’application M2 est donne´e par la matrice :
x3 − x2
x1 − x2
y2 − y1
y2 − y3

Cela signifie que F1, F2, F3, F4 sont lie´s par l’unique relation :
G = (x3 − x2)F1 + (x1 − x2)F2 + (y2 − y1)F3 + (y2 − y3)F4.
En tenant compte de l’action de S3 sur les Fi, on trouve alors que l’action de
S3 sur G est donne´e par :
id.G = G
τ.G = −G
σ.G = G
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Par exemple,
τ.G = (x3 − x1) (−F1) + (x2 − x1) (F1 + F2)
+ (y1 − y2) (F3 + F4) + (y1 − y3) (−F4)
= (x2 − x3)F1 + (x2 − x1)F2 + (y1 − y2)F3 + (y3 − y2)F4
= −G.
Cela signifie que l’action est la repre´sentation alterne´e V1 de S3. Finalement,
on a obtenu la re´solution S3-e´quivariante :
0 → A3 ⊗ V1 −→ A3 ⊗ V
⊕2
2 −→ A3 ⊗ V
⊕6
0 → R(3, 1) → 0
La repre´sentation virtuelle de S3 associe´e au module R(3, 1) est donc :
R13 := 6V0 − 2V2 + V1 ∈ R(S3).
C’est une repre´sentation de rang 3.
L’alge`bre A := A3 = C [x1, y1, x2, y2, x3, y3] est bigradue´e en degre´s totaux
(i, j) en x et y. On note la de´composition en bidegre´ :
A =
⊕
i,j≥0
Ai,j
et les de´calages sont de´finis par :
A [u, v]i,j = Au+i,v+j .
L’action du groupe S3 respecte la bigraduation.
En e´tant plus pre´cis dans la re´solution calcule´e, on voit que la re´solution du
module R(3, 1) est bigradue´e par :
0
↓
A [−2,−2]
↓
A [−1,−2] ⊕ A [−1,−2] ⊕ A [−2,−1] ⊕ A [−2,−1]
↓
A ⊕ A [−1, 0] ⊕ A [0,−1] ⊕ A [−2, 0] ⊕ A [−1,−1] ⊕ A [0,−2]
↓
R(3, 1)
↓
0
ou` dans la ligne du bas, les de´calages sont pose´s pour que l’image dans R(3, 1)
fournisse les ge´ne´rateurs 1, a, b, a2, ab, b2 avec les bons degre´s, ensuite, dans
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la ligne au-dessus, les de´calages sont calcule´s par rapport aux bidegre´s des
entre´es des matrices M1 et M2, et ainsi de suite en remontant la re´solution.
Puisque le groupe S3 pre´serve la bigraduation, et puisque la re´solution est
S3-e´quivariante, on en de´duit une re´solution bigradue´e S3-e´quivariante :
0
↓
A [−2,−2]⊗ V2,1
↓
(A [−1,−2]⊗ V1,1) ⊕ (A [−2,−1]⊗ V1,2)
↓
(A⊗ V0,1)⊕ (A [−1, 0]⊗ V0,2)⊕ (A [0,−1]⊗ V0,3)
⊕ (A [−2, 0]⊗ V0,4)⊕ (A [−1,−1]⊗ V0,5)⊕ (A [0,−2]⊗ V0,6)
↓
R(3, 1)
↓
0
ou` V2,1 est une repre´sentation de S3 de rang 1, V1,1 et V2,1 sont de rang 2 et
V0,1, . . . , V0,6 sont de rang 1. Les calculs pre´ce´dents ont montre´ que V2,1 est la
repre´sentation alterne´e de S3, V1,1 et V1,2 sont les repre´sentations standards,
et les V0,i sont les repre´sentations triviales. On note ρ0 le caracte`re de la
repre´sentation triviale, ρ1 celui de la repre´sentation alterne´e et ρ2 celui de la
repre´sentation standard. Alors, en utilisant les formules sur la manipulation
des se´ries de Frobenius formelles et en remarquant que :
FA[u,v] = t
−uq−vFA
on obtient que :
FR(3,1) =
(
1 + t+ q + t2 + tq + q2
)
FA ⊗ Φ (ρ0)
−
(
tq2 + t2q
)
FA ⊗ Φ(ρ2)
+t2q2FA ⊗ Φ (ρ1)
= FA ⊗
((
1 + t+ q + t2 + tq + q2
)
ρ0 −
(
tq2 + t2q
)
ρ2 + t
2q2ρ1
)
ou`
(
1 + t+ q + t2 + tq + q2
)
ρ0−
(
tq2 + t2q
)
ρ2 + t
2q2ρ1 ∈ C (Sn)⊗Q (q, t) est
une repre´sentation dont l’e´valuation en t = q = 1 fournit : 6ρ0 − 2ρ2 + ρ1 qui
est le re´sultat pre´ce´dent.
5.4.4. Cas ge´ne´ral. — Dans le cas ge´ne´ral, le proce´de´ consiste a`
de´composer le module R(n, ℓ) dans le groupe de Grothendieck de An-
modules de type fini Sn × T
2-e´quivariants comme combinaison line´aire de
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modules libres. On note alors Rℓn ∈ R(Sn) la repre´sentation associe´e en ne
conservant que l’action sur une fibre et en oubliant l’action de T 2. Ceci est
acheve´ en utilisant le re´sultat suivant :
The´ore`me 5.4.3 (Haiman). — [Hai02, The´ore`me 2.1] Pour tout entier
ℓ ≥ 0 on a :
H i(Hilbn(C2), Pn ⊗B
⊗ℓ
n ) =0 pour i > 0,
H0(Hilbn(C2), Pn ⊗B
⊗ℓ
n ) =R(n, l).
Il en re´sulte que Υ(B⊗ℓn ) = R(n, l) ∈ KSn(C
2n) et la de´monstration du
the´ore`me 5.2.1 donne :
Proposition 5.4.4. — On a les formules de caracte`res suivantes :
FR(n,ℓ) = (ω∇
∗ω)ℓ(s(n));
Rℓn = E
ℓ(s(n)) (vu dans Λ
n).
On ve´rifie aise´ment ces formules sur les premiers exemples calcule´s a` la
main.

CHAPITRE 6
CORRESPONDANCES DE MCKAY
6.1. Ge´ne´ralite´s sur les correspondances de McKay
6.1.1. Action d’un groupe sur un espace vectoriel. — Soit V un espace
vectoriel complexe de dimension n et G un groupe fini d’automorphismes de
V . Pour tout g ∈ G, on note V g le sous-espace vectoriel des points fixes de V
sous l’action de g :
V g := {v ∈ V | gv = v} = Ker(g − id).
Puisque le groupe G est fini, chaque endomorphisme g : V → V est diagona-
lisable et dans une base approprie´e sa matrice est de la forme : e
2iπr1 0
. . .
0 e2iπrn
 ,
en convenant que ri ∈ [0, 1[. On de´finit alors l’aˆge de g par :
age(g) :=
n∑
i=1
ri ∈ Q.
L’aˆge est invariant par conjugaison dans G. On ve´rifie aise´ment la formule
suivante :
age(g) + age(g−1) = codimV (V
g).
Si l’espace vectoriel V est muni d’une forme symplectique et si le groupe G
agit en respectant cette forme symplectique (i.e. G ⊂ Sp(V )) on en de´duit
que :
age(g) =
1
2
codimV (V
g).
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Paralle`lement a` la diagonalisation d’un e´le´ment g ∈ G, on peut proce´der a`
sa re´duction de Frobenius : si P1, . . . , Pk sont les invariants de similitude de g,
il existe une base de V dans laquelle la matrice de g est de la forme :C(P1) 0. . .
0 C(Pk)
 ,
ou` C(Pi) de´signe la matrice compagnon du polynoˆme Pi. En notant λi sa
dimension, on a n =
k∑
i=1
λi. Nous notons le produit des dimensions de ces
espaces par :
〈g〉 :=
k∏
i=1
λi.
En d’autres termes, partant d’un vecteur v ∈ V non nul, on conside`re le sous-
espace vectoriel engendre´ par v, g(v), g2(v), . . . dont la dimension est la dimen-
sion du bloc associe´ dans la de´composition de Frobenius. Alors, le nombre 〈g〉
peut s’interpre´ter comme la ge´ne´ralisation a` ce contexte du produit des car-
dinaux des orbites (dans le cas d’une action d’un groupe fini) : la notion de
cardinal d’une orbite est remplace´e par la notion e´quivalente de dimension de
l’espace vectoriel engendre´ par une orbite.
La de´composition de Frobenius e´tant invariante par conjugaison, ces
nombres sont invariants par conjugaison dans G. Nous proposons la termino-
logie suivante :
De´finition 6.1.1. — On appelle degre´ de complexite´ de l’action de g sur V
le nombre 〈g〉.
Par exemple, la complexite´ de l’identite´ est 〈id〉 = 1. L’appendice D contient
quelques proprie´te´s du degre´ de complexite´ pour le groupe syme´trique dans le
contexte suivant :
Exemple 6.1.2. — Conside´rons l’action naturelle du groupe syme´trique Sn
sur Cn. Les valeurs propres de l’action d’un cycle de longueur j sont les racines
j-ie`mes de l’unite´, donc son aˆge est 12(j − 1). Plus ge´ne´ralement, si une per-
mutation σ se de´compose en cycles disjoints s1, . . . , sk de longueurs λj avec
k∑
j=1
λj = n, alors age(σ) =
1
2(n − k). En notant λ = (λ1, . . . , λk) la parti-
tion de n associe´e, on a donc age(σ) = 12(|λ| − l(λ)). On observe aussi que la
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de´composition de Frobenius de σ = s1 · · · sk contient k blocs, le bloc associe´
au cycle si e´tant de longueur λi. Ainsi, 〈σ〉 =
k∏
i=1
λi.
La de´finition de la graduation de l’anneau Q[Sn] pre´sente´e au §3.1.4 se
ge´ne´ralise. Dans ce cadre plus ge´ne´ral, suivant Ginzburg & Kaledin [GK04]
nous travaillons sur C et nous conside´rons la filtration croissante :
F dC[G] := C{g ∈ G | rg(idV − g) ≤ d}.
Cette filtration est compatible avec la multiplication de l’alge`bre du groupe
G. En se restreignant au centre ZG de l’alge`bre, on obtient une structure
d’alge`bre gradue´e sur grF ZG.
6.1.2. Les correspondances de McKay. — Soit V un espace vectoriel
complexe de dimension finie et G ⊂ SL(V ) un sous-groupe fini d’automor-
phismes de V pre´servant le volume. L’espace quotient V/G admet une struc-
ture de varie´te´ alge´brique affine, en ge´ne´ral singulie`re. D’apre`s le the´ore`me
d’Hironaka, il existe des re´solutions des singularite´s π : Y → V/G ou` Y est
une varie´te´ alge´brique lisse et π un morphisme birationnel. La correspondance
de McKay est un principe selon lequel, pour certaines re´solutions Y → V/G
« naturelles », la ge´ome´trie de la varie´te´ Y peut se lire dans l’action de G sur
V . Ce principe recouvre trois aspects que nous pre´sentons en nous inspirant
de Reid [Rei97, Rei00] comme suit :
(i) Lire les fibre´s vectoriels sur Y avec les repre´sentations de G :
K(Y ) oo
correspondance de McKay
classique
// R(G) ;
(ii) Lire l’anneau de cohomologie de Y avec le centre de l’alge`bre sur G :
H∗(Y ) oo
correspondance de McKay
multiplicative
// ZG ;
(iii) Lire l’homologie de Y avec les fonctions sur G invariantes par conju-
gaison :
HBM∗ (Y )
oo correspondance de McKay
duale
// C(G) .
La question d’une re´solution « naturelle » π : Y → V/G s’est oriente´e vers
la recherche de re´solutions projectives cre´pantes, ce qui signifie ici que le fibre´
canonique KY := Λ
dimY T ∗Y est trivial. Cependant, dans les cas ou` une telle
re´solution existe, elle n’est pas toujours unique.
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Dans notre cadre(1), la correspondance de McKay classique s’e´nonce comme
suit :
The´ore`me 6.1.3 (Bridgeland, King & Reid). — [BKR01] Soit Y le
sche´ma de Hilbert de G-orbites de Nakamura, Z ⊂ Y × V le sous-sche´ma
universel et p, q ses projections respectives sur Y et V . Conside´rons le
diagramme commutatif :
Z
q //
p
²²
V
σ
²²
Y
π // V/G
ou` σ est l’application quotient et π le morphisme de Hilbert-Chow. Soit D(Y )
la cate´gorie de´rive´e des faisceaux alge´briques cohe´rents sur Y et DG(V ) la
cate´gorie de´rive´e des G-faisceaux alge´briques cohe´rents sur V . Soit le produit
fibre´ :
Y ×X Y = {(y1, y2) ∈ Y × Y |π(y1) = π(y2)} .
Si dim(Y ×X Y ) ≤ dimX + 1, alors le foncteur de Fourier-Mukai :
Υ := Rq∗ ◦ p
∗ : D(Y ) → DG(V )
est une e´quivalence de cate´gories et Y est une re´solution cre´pante de V/G. En
particulier, les groupes de Grothendieck K(Y ) et KG(V ) sont isomorphes.
L’isomorphisme de Thom induit une identification naturelle de KG(V ) avec
l’anneau de repre´sentations R(G) du groupe G. La correspondance de McKay
est donc re´alise´e par la varie´te´ Y sous la forme d’un isomorphisme :
K(Y ) ∼= R(G).
On conside`re un contexte plus restrictif ou` l’espace vectoriel V est muni
d’une forme symplectique et ou` le groupe G agit en respectant la forme sym-
plectique. D’apre`s un re´sultat de Kaledin [Kal02], toute re´solution projective
cre´pante Y de V/G est symplectique et l’application Y → V/G est semi-petite
pour la stratification naturelle du quotient. Si le sche´ma de Hilbert de G-
orbites de Nakamura est lisse, l’hypothe`se du the´ore`me de Bridgeland, King
& Reid est alors automatiquement ve´rifie´e.
Nous e´noncons la correspondance de McKay duale ainsi :
(1)le the´ore`me de Bridgeland, King & Reid est valable dans une plus grande ge´ne´ralite´.
6.2. LE CAS DU SCHE´MA DE HILBERT DE POINTS 61
The´ore`me 6.1.4 (Kaledin). — [Kal02] Il existe une base de l’espace d’ho-
mologie de Borel-Moore de Y indexe´e par les classes de conjugaison dans G,
induisant une bijection naturelle HBM∗ (Y )
∼= C(G).
La correspondance de McKay multiplicative re´side dans le the´ore`me suivant :
The´ore`me 6.1.5 (Ginzburg & Kaledin). — [GK04] Il existe un isomor-
phisme naturel d’alge`bres gradue´es H∗(Y ) ∼= grF ZG.
Reid [Rei97, Rei00] et Ginzburg & Kaledin [GK04, Proble`me 1.4,
Proble`me 1.5] posent alors les questions de l’interpre´tation de la dualite´ de
Poincare´ et du caracte`re de Chern sous ces correspondances de McKay :
HBM∗ (Y )
oo correspondance de McKay
duale
// C(G)
H∗(Y )
D
OO
oo correspondance de McKay
multiplicative
// ZG
?
OO
K(Y )
ch
OO
oo correspondance de McKay
classique
// R(G)
?
OO
Remarquons que tout ce qui pre´ce`de doit eˆtre compris avec des coefficients
complexes. Cependant, dans notre cadre d’e´tude il suffit de travailler avec des
coefficients rationnels.
6.2. Le cas du sche´ma de Hilbert de points
Le plan C2 e´tant muni de sa forme symplectique naturelle, l’action du
groupe syme´trique Sn sur (C
2)n respecte la forme symplectique induite. La
re´solution des singularite´s du quotient SnC2 par le sche´ma de Hilbert re-
monte cette forme symplectique (the´ore`me 3.1.3), donc rentre exactement dans
le cadre d’e´tude et fournit une famille d’exemples en toute dimension, pour
chaque valeur de l’entier n.
6.2.1. Le « proble`me de la dualite´ de Poincare´ ». — Avec nos nota-
tions usuelles, le « proble`me de la dualite´ de Poincare´ » signifie le calcul de la
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fle`che pointille´e γ :
Λn
φ // HBM∗ (Hilb
n(C2))
Λn
γ
OO
Ψ // H∗(Hilbn(C2))
D
OO
Ainsi que nous l’avons vu pre´ce´demment, les classes fondamentales d’homo-
logie des sous-varie´te´s ferme´es Xλ de Hilb
n(C2), note´es ϑXλ , forment une base
de l’homologie de Hilbn(C2), ce qui donne un exemple concret du the´ore`me de
Kaledin 6.1.4. L’identification naturelle qu’il propose comme correspondance
de McKay duale consiste a` faire correspondre la classe d’homologie ϑXλ avec la
fonction classe sur Sn valant 1 sur la classe λ et 0 ailleurs. Vue dans l’anneau
des fonctions syme´triques, cette bijection φ−1 : HBM∗ (Hilb
n(C2)) → Λn est
donc caracte´rise´e par :
φ−1ϑXλ = z
−1
λ pλ.
D’autre part, nous avons vu (lemme 3.1.10) que les classes fondamentales
de cohomologie de ces varie´te´s valent :[
Xλ
]
=
1∏
i≥1
αi!
qλ, pour λ = (1
α1 , 2α2 , . . .),
donc dans la correspondance de McKay multiplicative :
Ψ−1 : H∗(Hilbn(C2)) → Λn,
on a :
Ψ−1
[
Xλ
]
=
1∏
i≥1
αi!
pλ.
Puisque par dualite´ de Poincare´ on a D
[
Xλ
]
= ϑXλ , il en re´sulte que l’appli-
cation compose´e :
γ : Λn
Ψ
−→ H∗(Hilbn(C2))
D
−→ HBM∗ (Hilb
n(C2))
φ−1
−→ Λn
est caracte´rise´e par :
pλ 7→
 1∏
i≥1
λi
 pλ.
Pour des raisons qui apparaˆıtront plus loin, nous proposons d’introduire un
signe dans cet isomorphisme de correspondance de McKay duale :
φ−1ϑXλ = (−1)
n−l(λ)z−1λ pλ.
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de telle sorte que la compose´e soit maintenant de´finie par :
pλ 7→ (−1)
n−l(λ) 1∏
i≥1
λi
pλ.
Le signe propose´ est naturel puisque codimXλ = n− l(λ).
En re´sume´, la dualite´ de Poincare´ vue a` travers les correspondances de
McKay est l’isomorphisme :
γ : Λn → Λn
pλ 7→ (−1)
n−l(λ) 1∏
i≥1
λi
pλ.
6.2.2. Le « proble`me du caracte`re de Chern ». — Avec nos notations
usuelles (l’application Ψ a e´te´ de´finie au §3.1.3 et l’application Θ au §3.3), le
« proble`me du caracte`re de Chern » signifie le calcul de la fle`che pointille´e Γ :
Λn
Ψ // H∗(Hilbn(C2))
Λn
Γ
OO
Θ // K(Hilbn(C2))
ch
OO
Cette fle`che est caracte´rise´e d’apre`s le the´ore`me 3.3.2 par :
Γ(sλ) = ch(P
∗
λ ).
Nos re´sultats pre´ce´dents nous disent que la repre´sentation de T = C∗ d’une
fibre Pλ(ξµ) est calcule´e par K˜λ,µ(q, t)
∣∣∣
t=s,q=s−1
et le caracte`re de Chern total
est calcule´ par la proposition 4.4.1. En calculant l’application Γ dans la base
des fonctions de Newton nous obtenons le re´sultat suivant :
The´ore`me 6.2.1. — Pour toute partition µ de n, on a :
Γ(pµ) =
(−1)n−l(µ)∏
i≥1
µi
pµ +
∑
ν
l(ν)<l(µ)
gµ,νpν ,
pour certains coefficients gµ,ν ∈ Q.
De´monstration. — Nous conservons nos notations usuelles. Si F = Pµ, on sait
que Fλ(s) = K˜µ,λ(q, t)
∣∣∣
t=s,q=s−1
donc :
Γ(sµ) = ch(P
∗
µ) =
∑
λ⊢n
1
h(λ)
Coeff
(
t0, ωtsλK˜µ,λ(e
1/t, e−1/t)
)
.
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La base de Schur e´tant orthonorme´e, on a K˜µ,λ = 〈H˜λ, sµ〉 donc :
Γ(sµ) =
∑
λ⊢n
1
h(λ)
Coeff
(
t0, ωtsλ〈H˜λ(e
1/t, e−1/t), sµ〉
)
.
Par line´arite´, cette formule reste vraie en toute base et en particulier :
Γ(pµ) =
∑
λ⊢n
1
h(λ)
Coeff
(
t0, ωtsλ〈H˜λ(e
1/t, e−1/t), pµ〉
)
.
D’apre`s la proposition 2.3.2 :
H˜λ(q, q
−1) = q−n(λ)
∏
x∈D(λ)
(
1− qh(x)
)
sλ
[
X
1− q
]
,
donc en inse´rant dans la formule on trouve :
Γ(pµ)=
∑
λ⊢n
1
h(λ)
Coeff
t0, (ωtsλ)q−n(λ) ∏
x∈D(λ)
(1−qh(x))
〈
sλ
[
X
1−q
]
,pµ
〉∣∣∣∣∣
q=e1/t
.
En observant que : 〈
sλ
[
X
1− q
]
, pµ
〉
=
〈
sλ, pµ
[
X
1− q
]〉
=
l(µ)∏
i=1
1
(1− qµi)
χλµ,
on obtient finalement :
Γ(pµ) =
∑
λ⊢n
1
h(λ)
Coeff
t0, (ωtsλ)χλµ
q−nλ
∏
x∈D(λ)
(1− qh(x))
l(µ)∏
i=1
(1− qµi)

∣∣∣∣∣∣∣∣∣
q=e1/t
 .
Puisque l’on a par de´finition :
ωtsλ =
∑
ν⊢n
z−1ν χ
λ
νpνt
n−l(ν),
la de´composition de Γ(pµ) dans la base {pν} est (apre`s changement de variable
u = 1/t) :
Γ(pµ) =
∑
ν⊢n
z−1ν
∑
λ⊢n
1
h(λ)χ
λ
νχ
λ
µ Coeff
un−l(ν),
q−n(λ)
∏
x∈D(λ)
(1−qh(x))
l(µ)∏
i=1
(1−qµi )

∣∣∣∣∣∣∣
q=eu
 pν .
On observe alors le de´veloppement suivant :
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Lemme 6.2.2. —q−n(λ)
∏
x∈D(λ)
(1−qh(x))
l(µ)∏
i=1
(1−qµi )

∣∣∣∣∣∣∣
q=eu
= (−1)
n−l(µ)h(λ)
l(µ)∏
i=1
µi
un−l(µ) + puissances supe´rieures .
De´monstration du lemme. — En effet, on a les de´veloppements limite´s :
1− eµiu = −µiu(1 + u(. . .)),
1− eh(x)u = −h(x)u(1 + u(. . .)),
donc en remontant les quotients on voit que le premier terme du de´veloppement
est : ∏
x∈D(λ)
(−h(x)u)
l(µ)∏
i=1
(−µiu)
=
(−1)n−l(µ)h(λ)
l(µ)∏
i=1
µi
un−l(µ).
On en de´duit que si l(ν) > l(µ), alors le coefficient de Γ(pµ) devant pν est
nul. Si l(ν) = l(µ), alors le coefficient de Γ(pµ) devant pν est :
gµ,ν :=
(−1)n−l(µ)
l(µ)∏
i=1
µi
z−1ν
∑
λ⊢n
χλνχ
λ
µ.
Partant de la formule de Frobenius :
pµ =
∑
λ⊢n
χλµsλ,
en faisant le produit scalaire par pν on trouve l’identite´ :
δµ,νzν =
∑
λ⊢n
χλνχ
λ
µ,
ce qui permet de conclure que gµ,ν = 0 si µ 6= ν et que :
gµ,µ =
(−1)n−l(µ)
l(µ)∏
i=1
µi
,
ce qui ache`ve la de´monstration.
Nous avons de´fini au §3.1.4 une graduation sur l’alge`bre Λn en posant pour
toute partition λ de n :
deg pλ = n− l(λ).
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Pour de´finir le cup-produit, nous nous sommes alors servis de la filtration
croissante :
F dΛn = Q{pλ | deg pλ ≤ d},
et nous avons note´ grF Λn le gradue´ associe´.
Nous conside´rons maintenant la filtration de´croissante :
FdΛ
n = Q{pλ | deg pλ ≥ d},
et nous notons grF Λ
n le gradue´ associe´. Bien suˆr, grF Λn ∼= grF Λ
n mais cette
dernie`re filtration n’est plus compatible avec le produit de convolution.
Par ailleurs, l’anneau de K-the´orie K(Hilbn(C2)) admet une filtration to-
pologique de´croissante :
FdK(Hilb
n(C2)) = Q{F | codim SuppF ≥ d},
ou` pour tout faisceau cohe´rent F le support est le ferme´ :
SuppF = {x ∈ Hilbn(C2) | Fx 6= 0}.
Le produit de faisceaux dans K(Hilbn(C2)) est compatible avec cette filtra-
tion(2). L’anneau gradue´ grK(Hilbn(C2)) est isomorphe a` l’anneau gradue´ de
cohomologie H∗(Hilbn(C2)) par le caracte`re de Chern gradue´, donne´ alors
simplement par gr chF = [SuppF ] (voir [CG97, §5.9] en conside´rant le ca-
racte`re de Chern de cohomologie au lieu du caracte`re de Chern homologique
qui y est pre´sente´).
Le calcul de l’application Γ me`ne a` la conclusion suivante :
Corollaire 6.2.3. — Le morphisme Θ (correspondance de McKay) est com-
patible avec la filtration topologique de la K-the´orie et la filtration cohomolo-
gique de´croissante de l’anneau des fonctions syme´triques.
De´monstration. — Nous avons vu que les classes de cohomologie
[
Xλ
]
forment
une base homoge`ne de l’anneau de cohomologie. Nous en de´duisons que les
faisceaux structuraux OXλ forment une base gradue´e de grK(Hilb
n(C2)) telle
que degOXλ = n− l(λ) puisque :
(6.2 a) ch
(
OXλ
)
=
[
Xλ
]
+ termes en degre´ supe´rieur.
Partons de :
(Ψ ◦ ch ◦Θ)(pλ) = Γ(pλ) =
(−1)n−l(λ)∏
i≥1
λi
pλ + degre´s supe´rieurs.
(2)L’appendice C contient quelques de´tails sur ces notions.
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D’apre`s le lemme 3.1.10, pour une partition λ = (λ1, λ2, . . .) = (1
α1 , 2α2 , . . .)
on a :
Ψ
[
Xλ
]
=
1∏
i≥1
αi!
pλ
donc :
(ch ◦Θ)(pλ) = (−1)
n−l(λ)
∏
i≥1
αi!
λi
[
Xλ
]
+ degre´s supe´rieurs
ce qui entraˆıne (en utilisant (6.2 a)) :
Θ(pλ) = (−1)
n−l(λ)
∏
i≥1
αi!
λi
OXλ + degre´s supe´rieurs,
d’ou` le re´sultat.
Puisque l’application Θ est compatible aux filtrations, il est naturel de pas-
ser aux gradue´s associe´s et l’application Γ devient alors exactement l’applica-
tion de dualite´ de Poincare´. En effet, apre`s graduation, on a le diagramme :
grF Λn
Ψ // H∗(Hilbn(C2))
grF Λ
n
gr Γ
OO
grΘ // grK(Hilbn(C2))
gr ch
OO
et :
(gr Γ)(pλ) = (−1)
n−l(λ) 1∏
i≥1
λi
pλ,
ce qui est exactement le morphisme obtenu pour la dualite´ de Poincare´.
Nous pouvons aussi sche´matiser la situation ainsi :
H∗(Hilbn(C2))
dualite´
de Poincare´
// HBM∗ (Hilb
n(C2))
aa
McKay
duale
!!D
DD
DD
DD
DD
DD
DD
DD
DD
grΛn
Proble`me de la dualite´ de Poincare´
++
Proble`me du caracte`re de Chern
44
}}
McKay
multiplicative
=={{{{{{{{{{{{{{{{{
aa
McKay
gradue´e !!C
CC
CC
CC
CC
CC
CC
CC
CC
© grΛn
grK(Hilbn(C2))
caracte`re
de Chern
// H∗(Hilbn(C2))
}}
McKay
multiplicative
==zzzzzzzzzzzzzzzzz
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6.3. Commentaire
Nous avons obtenu que les deux questions du calcul de la dualite´ de Poincare´
et du caracte`re de Chern au travers des correspondances de McKay (apre`s
graduation naturelle pour ce dernier) se re´solvent en les applications :
pλ 7→ (−1)
n−l(λ) 1∏
i≥1
λi
pλ.
Dans notre cadre d’e´tude, le groupe syme´trique Sn agit par permutation
sur Cn et nous conside´rons l’action induite sur (C2)n ∼= Cn ⊗C2 muni de la
structure symplectique naturelle, qui via cet isomorphisme naturel est simple-
ment le produit tensoriel du produit scalaire canonique sur Cn et de la forme
volume canonique sur C2. Pour de´finir les aˆges, nous conside´rons l’action de
Sn sur (C
2)n et nous voyons que age(λ) = n − l(λ) (car c’est le double de la
valeur calcule´e dans l’exemple 6.1.2). Par contre, pour calculer les degre´s de
complexite´, nous conside´rons l’action de Sn sur C
n (car dans la de´composition
(C2)n ∼= Cn ⊗C2, le groupe Sn n’agit que sur le premier facteur) et nous ob-
tenons 〈λ〉 =
∏
i≥1
λi. Ainsi, l’application s’interpre`te comme :
pλ 7→ (−1)
age(λ) 1
〈λ〉
pλ.
On peut relire cette application dans C(Sn). En de´signant toujours par χλ la
fonction classe valant 1 sur la classe λ et 0 ailleurs, l’application est de´termine´e
par :
χλ 7→ (−1)
age(λ) 1
〈λ〉
χλ.
Question 6.3.1. — Dans le cadre symplectique ge´ne´ral expose´ initialement,
nous sommes conduits a` conside´rer l’application suivante de C(G) dans C(G)
(ici avec des coefficients complexes) :
χ[g] 7→ (−1)
age(g) 1
〈g〉
χ[g],
ou` χ[g] de´signe la fonction classe valant 1 sur la classe de conjugaison [g] de
g et 0 ailleurs. Se pourrait-il que ce soit encore l’application de dualite´ de
Poincare´ vue au travers des correspondances de McKay ? Se pourrait-il que
l’isomorphisme de correspondance de McKay en K-the´orie soit encore compa-
tible avec les filtrations et qu’apre`s graduation l’isomorphisme de caracte`re de
Chern soit aussi cette application ?
CHAPITRE 7
FIBRE´ TANGENT DU SCHE´MA DE HILBERT
DE POINTS
Dans ce chapitre, nous de´montrons des formules de se´ries ge´ne´ratrices pour
la classe de Chern totale et de caracte`re de Chern du fibre´ tangent au sche´ma
de Hilbert de point sur le plan affine. La me´thode consiste a` e´tablir l’existence
de formules universelles d’un certain type pour le sche´ma de Hilbert de points
sur une surface projective quelconque, puis a` de´duire les formules pour le plan
affine.
7.1. Cohomologie des sche´mas de Hilbert de points
Nous introduisons maintenant dans leur ge´ne´ralite´ les sche´mas de Hilbert de
points et divers ope´rateurs exploitant la structure d’alge`bre vertex de leur es-
pace total de cohomologie. Nous reprenons les pre´sentations de Lehn [Leh99]
et Li, Qin & Wang [LQW02, LQW01, LQW03b]. Nous conservons des nota-
tions compatibles avec les chapitres pre´ce´dents : en particulier, nous n’utilisons
pas les notations usuelles de la the´orie des alge`bres vertex ni leurs conventions
de signe pour les ope´rateurs de Heisenberg et de Virasoro (nous suivons en
cela Lehn [Leh99]).
7.1.1. Ge´ne´ralite´s. — Soit S une surface projective complexe lisse de classe
canonique KS et de classe d’Euler eS . On note S
[n] := Hilbn(S) le sche´ma de
Hilbert de points sur S, parame´trant les sous-sche´mas ferme´s de dimension
0 et de longueur n dans S. La varie´te´ S[n] est projective, lisse de dimension
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complexe 2n. Notons les espaces de cohomologie singulie`re a` coefficients ra-
tionnels :
H
S
n :=
4n⊕
i=0
H i
(
S[n]
)
,
H
S :=
⊕
n≥0
H
S
n .
L’unite´ de HS0
∼= Q est appele´e vecteur vide et est note´e |0〉 (ou |0〉S si
besoin). L’espace HS est bigradue´ en (n, i) : l’entier n est le poids conforme,
l’entier i le degre´ cohomologique que nous noterons aussi | · |.
Un ope´rateur line´aire f ∈ End(HS) est dit homoge`ne de bidegre´ (u, v) si
f
(
H i
(
S[n]
))
⊂ H i+v
(
S[n+u]
)
. Le super-commutateur de deux ope´rateurs ho-
moge`nes f, g ∈ End
(
H
S
)
est de´fini par :
[f, g] := f ◦ g− (−1)|f|·|g|g ◦ f.
La forme d’intersection 〈α, β〉n :=
∫
S[n] α · β pour α, β ∈ H
S
n s’e´tend na-
turellement en une forme biline´aire anti-syme´trique non-de´ge´ne´re´e sur HS
note´e 〈·, ·〉. Pour tout ope´rateur line´aire homoge`ne f ∈ End
(
H
S
)
, on note
f† l’ope´rateur adjoint de´fini par :
〈f(α), β〉 = (−1)|f|·|α|〈α, f†(β)〉.
7.1.2. Ope´rateurs de Heisenberg. — Pour tous n ≥ 0 et k > 0, soit
S[n,n+k] ⊂ S[n] × S × S[n+k] la sous-varie´te´ ferme´e de´finie ensemblistement
par :
S[n,n+k] :=
{
(ξ, x, ξ′) | ξ ⊂ ξ′ et Supp
(
Iξ/Iξ′
)
= {x}
}
,
ou` Iξ de´signe le faisceau d’ide´aux du sous-sche´ma ξ (on convient que
S[n,n] = ∅). Les projections sur les divers facteurs sont note´es ainsi :
S[n] × S × S[n+k]
ϕ
wwooo
oo
oo
oo
oo
o
ρ
²²
ψ
''PP
PP
PP
PP
PP
PP
S[n] S S[n+k]
De´finition 7.1.1 (Nakajima). — [Nak96a] De´finissons des ope´rateurs
line´aires :
qk : H
∗(S) −→ End
(
H
S
)
, k ∈ Z,
comme suit : si k ≥ 0, pour α ∈ H∗(S) et x ∈ H∗
(
S[n]
)
on pose :
qk(α)(x) := ψ!
([
S[n,n+k]
]
· ϕ∗(x) · ρ∗(α)
)
.
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Les ope´rateurs d’indice ne´gatif sont de´finis par adjonction :
q−k(α) := (−1)
kqk(α)
†, ∀k > 0.
Par construction, qk(α) est un ope´rateur homoge`ne de bidegre´ (k, 2k− 2+ |α|)
et q0 = 0. Les ope´rateurs qk sont appele´s ope´rateurs de cre´ation si k ≥ 1 et
ope´rateurs d’annihilation si k ≤ −1.
The´ore`me 7.1.2 (Nakajima). — [Nak96a, Nak96b] Les ope´rateurs q
ve´rifient la relation de commutation suivante :
[qi(α), qj(β)] = i · δi+j,0 ·
∫
S
αβ · idHS .
Il re´sulte de ce the´ore`me que l’espace total de cohomologie HS admet une
base de vecteurs de la forme :
qn1(u
S
1 ) · · · qnk(u
S
k ) |0〉,
avec ni ≥ 1 et ou` les classes u
S
i parcourent une base vectorielle de H
∗(S) (voir
[EG99, The´ore`me 5.6]).
7.1.3. Ope´rateurs de Virasoro. — Pour tout k ≥ 1, nous notons
τk! : H
∗(S) −→ H∗(Sk) l’application induite par l’inclusion diagonale
τk : S → S
k. Par de´composition de Ku¨nneth, on note :
τk!α =
∑
j
αj,1 ⊗ · · · ⊗ αj,k ∈ H
∗(S)⊗ · · · ⊗H∗(S)
et on pose :
qi1 · · · qik(τk!α) :=
∑
j
qi1(αj,1) ◦ · · · ◦ qik(αj,k).
Le produit bien ordonne´ de deux ope´rateurs q est de´fini par la convention :
: qnqm : :=
{
qnqm si n ≥ m
qmqn si n ≤ m
De´finition 7.1.3 (Lehn). — [Leh99] De´finissons des ope´rateurs line´aires
Ln : H
∗(S) −→ End
(
H
S
)
pour n ∈ Z par :
Ln :=
1
2
∑
ν∈Z
: qνqn−ν : τ2!
Par construction, Ln(α) est un ope´rateur homoge`ne de bidegre´ (n, 2n+ |α|).
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The´ore`me 7.1.4 (Lehn). — [Leh99] Les ope´rateurs L ve´rifient les rela-
tions de commutation suivantes :
[Ln(α), qm(β)] = −m · qn+m(αβ);
[Ln(α),Lm(β)] = (n−m) · Ln+m(αβ)−
n3 − n
12
δn+m,0 ·
∫
S
eSαβ · idHS .
7.1.4. De´rivations. — En conservant dans ce cadre ge´ne´ral les nota-
tions que nous avons utilise´es dans les chapitres pre´ce´dents, nous notons
ΞSn ⊂ S
[n] × S la famille universelle et BSn := p∗OΞSn le fibre´ tautologique sur
S[n].
De´finition 7.1.5 (Lehn). — [Leh99] Soit d ∈ End
(
H
S
)
l’ope´rateur
line´aire de´fini par :
d(x) := c1(B
S
n ) · x ∀x ∈ H
∗
(
S[n]
)
.
La de´rive´e d’un endomorphisme f ∈ End
(
H
S
)
est f′ := [d, f]. Les de´rive´es
supe´rieures sont note´es f(n) := (ad d)n(f).
L’ope´rateur d est homoge`ne de bidegre´ (0, 2).
The´ore`me 7.1.6 (Lehn). — [Leh99] Les de´rive´es des ope´rateurs q
ve´rifient les formules :
[q′n(α), qm(β)] = −nm ·
(
qn+m(αβ) +
|n| − 1
2
δn+m,0 ·
∫
S
KSαβ · idHS
)
;
q′n(α) = n · Ln(α) + qn(KSα).
7.1.5. Fibre´s tautologiques. — Conside´rons le diagramme suivant :
ΞSn
Â Ä // S[n] × S
p
²²
q // S
S[n]
Soit F un faisceau localement libre sur S. Pour tout n ≥ 0, le fibre´ tautologique
associe´ sur S[n] est de´fini par :
F [n] := p∗
(
OΞSn ⊗ q
∗F
)
.
Puisque la projection p est un morphisme plat fini de degre´ n, F [n] est un fibre´
de rang n · rg(F ) et on convient que F [0] = 0. Par exemple, BSn = O
[n]
S .
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La construction s’e´tend naturellement en un morphisme de groupes :
−[n] : K(S) → K
(
S[n]
)
.
De´finition 7.1.7 (Lehn). — [Leh99] Pour u ∈ K(S), soit les ope´rateurs
line´aires c(u) et ch(u) dans End
(
H
S
)
agissant pour tout n ≥ 0 sur H∗
(
S[n]
)
respectivement par multiplication par la classe totale de Chern ctot
(
u[n]
)
et
par le caracte`re de Chern ch
(
u[n]
)
.
The´ore`me 7.1.8 (Lehn). — [Leh99] Soit u ∈ K(S) de rang r et
α ∈ H∗(S). Alors :
[ch(u), q1(α)] = exp(ad d)(q1(ch(u)α));
c(u) ◦ q1(α) ◦ c(u)
−1 =
∑
ν,k≥0
(
r − k
ν
)
q
(ν)
1 (ck(u)α).
7.1.6. Classes tautologiques. — Par analogie avec la construction des
fibre´s tautologiques, on construit un ope´rateur−[n] : H∗(S) → H∗
(
S[n]
)
ainsi :
De´finition 7.1.9 (Li, Qin & Wang). — [LQW02] Pour toute classe de
cohomologie γ ∈ H∗(S), on pose :
γ[n] := p∗
(
ch
(
OΞSn
)
· q∗td(S) · q∗γ
)
.
On de´finit un ope´rateur line´aire G(γ) ∈ End
(
H
S
)
agissant sur H∗
(
S[n]
)
par
multiplication par γ[n].
Cette de´finition est telle que, d’apre`s le the´ore`me de Riemann-Roch-
Grothendieck, le diagramme suivant est commutatif :
H∗(S)
−[n] // H∗
(
S[n]
)
K(S)
ch
OO
−[n] // K
(
S[n]
)ch
OO
The´ore`me 7.1.10 (Li, Qin & Wang). — [LQW02] Soit γ, α ∈ H∗(S).
Alors :
[G(γ), q1(α)] = exp(ad d)(q1(γα)).
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7.2. Formules universelles
Remarque 7.2.1. — Le contenu de cette section de´veloppe des ide´es de Man-
fred Lehn ([Leh]). Toute erreur e´ventuelle serait uniquement de mon fait !
7.2.1. De´finition d’une formule universelle. — Nous exprimons l’ide´e
de formule universelle en nous inspirant de la notion de combinaison line´aire
universelle de´finie par Li, Qin & Wang [LQW03b, De´finition 3.1].
Pour toute varie´te´ projective X, le mot UX de´signe une classe de cohomo-
logie dans H∗(X) fonctorielle en X : si Y
f
−→ X est une application re´gulie`re,
alors UY = f∗UX . Pour toute surface projective lisse S, on pose USn := U
S[n]
et :
US :=
∑
n≥0
USn ∈ H
S .
De´finition 7.2.2. — Une classe USn ∈ H
∗
(
S[n]
)
admet une formule univer-
selle s’il existe un polynoˆme P ∈ Q[Z1, . . . , Zp] inde´pendant de la surface S,
des entiers k1, . . . , kp ≥ 1, des indices ni,j ≥ 1 pour 1 ≤ i ≤ p et 1 ≤ j ≤ ki
ainsi que des classes de cohomologie uSi ∈ H
∗(S) appartenant au sous-anneau
engendre´ par 1S ,KS , eS (et de´pendant e´ventuellement des donne´es construi-
sant USn ) avec lesquels on puisse e´crire :
USn = P
(
(qn1,1 · · · qn1,k1 )(τk1!u
S
1 ), . . . , (qnp,1 · · · qnp,kp )(τkp!u
S
p )
)
|0〉 .
Si le polynoˆme est homoge`ne de degre´ 1, on dira que la formule est une com-
binaison line´aire universelle.
Remarque 7.2.3. — Les classes USn que nous avons en vue sont les classes
caracte´ristiques de fibre´s vectoriels naturels sur le sche´ma de Hilbert S[n].
7.2.2. Ope´rations sur des ope´rateurs vertex. — Nous pre´sentons ici
quelques me´thodes de calcul sur les ope´rateurs vertex que nous allons utiliser.
Bien que le langage et les notations s’inspirent de Ben-Zvi & Frenkel [BZF01]
et Kac [Kac97], les conventions de signe dans les ope´rateurs diffe`rent des
conventions usuelles.
Soit V un espace vectoriel de dimension quelconque sur Q. L’alge`bre
End(V ) des endomorphismes sur V est associative unitaire mais non com-
mutative. On conside`re l’alge`bre des se´ries formelles End(V )[[t]]. Pour un
e´le´ment f ∈ End(V )[[t]] (que nous appellerons un ope´rateur vertex ) note´ :
f =
∑
k≥0
fkt
k, fk ∈ End(V ),
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on appelle valuation de f l’entier :
ν(f) := min{k ≥ 0 | fk 6= 0},
en convenant que ν(f) = +∞ si f = 0. Si ν(f) ≥ 1 on peut de´finir l’exponen-
tielle et le logarithme suivants :
exp(f) :=
∑
n≥0
1
n!
fn,
log(idV +f) :=
∑
n≥1
(−1)n−1
n
fn,
et on a les relations habituelles pour deux ope´rateurs vertex f, g de valuation
strictement positive et tels que f ◦ g = g ◦ f :
exp(f + g) = exp(f) ◦ exp(g);
exp (log(idV +f)) = idV +f ;
log (exp(f)) = f ;
log ((idV +f) ◦ (idV +g)) = log(idV +f) + log(idV +g).
Si V = V1 ⊗ V2, on a une application naturelle :
End(V1)⊕ End(V2) →֒ End(V1)⊗ End(V2) ⊂ End(V )
f1 ⊕ f2 7→ f1 ⊗ idV2 + idV1 ⊗f2
qui s’e´tend aux ope´rateurs vertex en un morphisme d’alge`bres gradue´es, en
supposant que idVi est en degre´ t
0 :
End(V1)[[t]]⊕ End(V2)[[t]] →֒ End(V1)[[t]]⊗ End(V2)[[t]] ⊂ End(V )[[t]]
On ve´rifie alors aise´ment que si f1 ∈ End(V1)[[t]] et f2 ∈ End(V2)[[t]] sont
deux ope´rateurs vertex de valuation strictement positive, ils commutent en
tant qu’ope´rateurs vertex sur V et on a :
exp(f1 ⊕ f2) = exp(f1)⊗ exp(f2);
log ((idV1 +f1)⊗ (idV2 +f2)) = log(idV1 +f1)⊕ log(idV2 +f2).
7.2.3. Principe d’utilisation. — Soit S1, S2 deux surfaces projectives
lisses et S1 ∐ S2 leur re´union disjointe. Le sche´ma de Hilbert de points se
de´compose sous la forme :
(S1 ∐ S2)
[n] =
∐
n1+n2=n
S
[n1]
1 × S
[n2]
2
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(voir [EGL01, Formule (0.1)]). Il en re´sulte que :
H∗
(
(S1 ∐ S2)
[n]
)
∼=
⊕
n1+n2=n
H∗
(
S
[n1]
1
)
⊗H∗
(
S
[n2]
2
)
,
et donc :
H
S1∐S2 ∼= HS1 ⊗HS2 .
En particulier, puisque ces espaces gradue´s sont tels que HSi0
∼= Q, on a une
inclusion bigradue´e :
H
S1 ⊕HS2 ⊂ HS1∐S2 .
Nous allons utiliser les ope´rations sur les ope´rateurs vertex explique´es
pre´ce´demment avec V = HS , V1 = H
S1 et V2 = H
S2 . L’inde´termine´e t sera le
plus souvent omise car elle est implicite : un ope´rateur qm(·) signifie, si l’on
veut pre´ciser, qm(·)t
m : on garde trace du poids conforme de l’ope´rateur.
Lemme 7.2.4. — Soit US ∈ HS une classe admettant une formule univer-
selle et telle que :
US1 ⊕ US2 = US1∐S2
pour toutes surfaces projectives lisses S1, S2. Alors la formule universelle pour
US est une combinaison line´aire universelle (infinie).
De´monstration. — Par hypothe`se, on a pour tout n ≥ 0 l’e´quation
US1n ⊕ U
S2
n = U
S1∐S2
n . Soit qn1 · · · qnp(τp!u
S) et qm1 · · · qmq(τq!v
S) deux
ope´rateurs apparaissant dans le polynoˆme universel de la classe USn . Puisque
uS1∐S2 = uS1 + uS2 et vS1∐S2 = vS1 + vS2 pour les classes pouvant in-
tervenir dans une expression universelle (si ces classes font intervenir
des donne´es supple´mentaires, ainsi qu’il est autorise´ dans la de´finition,
nous supposons qu’elles se de´composent aussi, ce qui sera le cas dans
nos utilisations), si le polynoˆme universel contient un produit du type
qn1 · · · qnp(τp!u
S) ◦ qm1 · · · qmq(τq!v
S), en de´composant les ope´rateurs comme :
qn1 · · · qnp(τp!u
S1∐S2) = qn1 · · · qnp(τp!u
S1) + qn1 · · · qnp(τp!u
S2),
des termes en trop apparaissent. Donc il ne peut pas y avoir de produits dans le
polynoˆme universel, qui est donc homoge`ne de degre´ 1 et la formule universelle
est une combinaison line´aire.
Lemme 7.2.5. — Soit US ∈ HS une classe admettant une formule univer-
selle ve´rifiant US0 = |0〉 et telle que :
US1 ⊗ US2 = US1∐S2
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pour toutes surfaces projectives lisses S1, S2. Alors la formule universelle pour
US est une exponentielle d’une combinaison line´aire universelle (infinie).
De´monstration. — Notons US ∈ End
(
H
S
)
l’ope´rateur de´fini par la formule
universelle de US (cet ope´rateur est tre`s diffe´rent de l’ope´rateur agissant par
multiplication par US). Par construction, US = US |0〉S et l’e´quation signifie :
US1∐S2 |0〉S1∐S2 =
(
US1 |0〉S1
)
⊗
(
US2 |0〉S2
)
=
(
US1 ⊗ US2
) (
|0〉S1 ⊗ |0〉S2
)
,
avec |0〉S1∐S2 = |0〉S1 ⊗ |0〉S2 . Puisque l’ope´rateur U
S ne contient que des
ope´rateurs qi avec i ≥ 1, cette e´quation implique l’e´galite´ des ope´rateurs :
US1∐S2 = US1 ⊗ US2 .
Puisque US0 = |0〉, on a U
S = idHS + · · · donc l’ope´rateur U
S admet un loga-
rithme. L’e´quation pre´ce´dente entraˆıne :
log US1∐S2 = log US1 ⊕ log US2 .
L’ope´rateur log US ne contient que des ope´rateurs de cre´ation, donc on peut
appliquer le lemme 7.2.4 aux classes log US |0〉S , ce qui ache`ve la de´monstration
puisque US = exp(log US).
7.2.4. Re´sultats ge´ne´raux sur l’universalite´. — Nous rappelons
quelques re´sultats d’universalite´ de´montre´s par Li, Qin & Wang dont nous
aurons besoin pour e´tudier les classes caracte´ristiques des fibre´s tautologiques
et du fibre´ tangent. Le type de formules que nous allons e´noncer diffe`re de
notre notion de formule universelle puisqu’ici les indices seront des entiers
relatifs.
Lemme 7.2.6 (Li, Qin & Wang). — [LQW03b, Lemme 3.2] Tout com-
mutateur [qn1 · · · qnp(τp!α), qm1 · · · qmq(τq!β)] est une combinaison line´aire uni-
verselle d’ope´rateurs qi1 · · · qik(τk!(αβ)) (tous les indices d’ope´rateurs sont ici
des entiers relatifs).
Lemme 7.2.7 (Li, Qin & Wang). — [LQW03b, Lemme 3.3(i)] Tout
ope´rateur de´rive´ q
(ν)
n (α) est une combinaison line´aire universelle d’ope´rateurs
qn1 · · · qnk(τk!(K
r
Sα)) pour 0 ≤ r ≤ 2 et ni ∈ Z.
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Lemme 7.2.8 (Li, Qin & Wang). — [LQW03b, Lemme 3.4] Pour tout
α ∈ H∗(S), nj ∈ Z, k ≥ 2 et 1 ≤ j < k on a :
qn1 · · · qnjqnj+1 · · · qnk(τk!α)− qn1 · · · qnj+1qnj · · · qnk(τk!α)
= njδ2nj+1,0qn1 · · · qnj−1qnj+2 · · · qnk(τ(k−2)!(eSα))
Lemme 7.2.9 (Li, Qin & Wang). — [LQW03b, Lemme 4.2] Tout com-
mutateur [G(α), qn1 · · · qnk(τk!β)] est une combinaison line´aire universelle
d’ope´rateurs qm1 · · · qmp(τp!(K
r
Sαβ)) (tous les indices sont des entiers relatifs
et 0 ≤ r ≤ 2).
Lemme 7.2.10 (Li, Qin & Wang). — [LQW03b, The´ore`me 5.1] Le pro-
duit cup de deux classes qn1 · · · qnp(τp!α) |0〉 et qm1 · · · qmq(τq!β) |0〉 est une
combinaison line´aire universelle de classes qi1 · · · qik(τk!γ) |0〉 ou` γ de´pend de
α, β,KS , eS (ici tous les indices sont positifs).
7.2.5. Formules universelles pour les fibre´s tautologiques. —
7.2.5.1. Caracte`re de Chern des fibre´s tautologiques. — Nous montrons ici
qu’il existe une formule universelle pour USn := ch
(
u[n]
)
ou` u ∈ K(S).
Lemme 7.2.11. — Soit u ∈ K(S). Le caracte`re de Chern ch
(
u[n]
)
admet
une formule universelle de la forme :∑
n≥0
ch
(
u[n]
)
= exp(q1(1S))F(u) |0〉
ou` F(u) |0〉 est une combinaison line´aire universelle faisant intervenir ch(u).
De´monstration. — Dans une premie`re approche, nous montrons l’existence
d’une formule universelle par re´currence sur n, le re´sultat e´tant clair pour
n = 0. Nous reprenons ensuite la me´thode plus finement pour pre´ciser le type
de la formule universelle obtenue. Partons de la formule de commutation du
the´ore`me 7.1.8 :
[ch(u), q1(1S)] =
∑
ν≥0
1
ν!
q
(ν)
1 (ch(u)),
que nous e´valuons en 1S[n−1] pour n ≥ 1. Puisque 1S[n] =
1
n!q1(1S)
n |0〉, on a :
n · ch
(
u[n]
)
= q1(1S)ch
(
u[n−1]
)
+
∑
ν≥0
1
ν!(n− 1)!
q
(ν)
1 (ch(u))q1(1S)
n−1 |0〉 .
Par hypothe`se de re´currence, le premier terme a` droite est une formule univer-
selle. D’apre`s le lemme 7.2.7, chaque ope´rateur q
(ν)
1 (ch(u)) est une combinaison
line´aire d’ope´rateurs qn1 · · · qnk(τk!(K
r
Sch(u))), pour des indices ni ∈ Z. Nous
7.2. FORMULES UNIVERSELLES 79
n’avons donc pas tout-a`-fait fini puisqu’il faut encore expliquer comment une
compose´e qn1 · · · qnk(τk!(K
r
Sch(u))) ◦ q1(1S)
n−1 |0〉 se met sous la forme d’une
combinaison line´aire universelle au sens de notre de´finition, i.e. ne faisant in-
tervenir que des ope´rateurs de cre´ation. On e´crit :
qn1 · · · qnk(τk!(K
r
Sch(u))) ◦ q1(1S)
n−1
= [qn1 · · · qnk(τk!(K
r
Sch(u))), q1(1S)]q1(1S)
n−2
+ q1(1S) ◦ qn1 · · · qnk(τk!(K
r
Sch(u))) ◦ q1(1S)
n−2.
D’apre`s le lemme 7.2.6, le commutateur est une combinaison line´aire univer-
selle faisant intervenir KrSch(u). De proche en proche, on fait ainsi passer a`
droite tout ope´rateur qn1 · · · qnk(τk!(−)) contenant des indices ni < 0. Dans un
tel ope´rateur, on peut ensuite pousser a` droite tous les indices ne´gatifs graˆce
au lemme 7.2.8, en conservant une formule universelle. Par e´valuation sur le
vide, chaque terme commenc¸ant par un ope´rateur d’annihilation disparaˆıt et il
ne reste dans la formule universelle qu’une combinaison line´aire d’ope´rateurs
de cre´ation, ce qui est la forme voulue dans notre de´finition d’une formule
universelle.
Plus pre´cise´ment, partant a` nouveau de la formule :
n · ch
(
u[n]
)
= q1(1S)ch
(
u[n−1]
)
+
∑
ν≥0
1
ν!(n− 1)!
q
(ν)
1 (ch(u))q1(1S)
n−1 |0〉,
posons F (t) :=
∑
n≥1
ch
(
u[n]
)
tn (la somme commence en n = 1 puisque u[0] = 0)
et sommons pour tout n ≥ 1. On obtient :
F ′(t)− q1(1S)F (t) =
∑
ν≥0
1
ν!
q
(ν)
1 (ch(u))
 exp(q1(1S)t) |0〉 .
Nous devons montrer que l’on peut passer l’exponentielle a` gauche de la for-
mule, de telle sorte qu’a` droite on ait seulement une combinaison line´aire uni-
verselle ; apre`s application sur le vide, le lemme 7.2.8 justifiera que l’on puisse
se ramener a` une combinaison d’ope´rateurs de cre´ation. Puisque les ope´rateurs
de´rive´s q
(ν)
1 (−) sont des combinaisons line´aires universelles d’ope´rateurs, il suf-
fit de traiter le cas :
qn1 · · · qnk(τk!α) ◦ exp(q1(1S)) |0〉 .
Si aucun des ni n’est e´gal a` −1, il n’y a aucun proble`me car l’exponentielle
commute avec qn1 · · · qnk(τk!α). Sinon, quitte a` utiliser le lemme 7.2.8, nous
supposons que nk = −1. On commence en observant le lemme suivant :
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Lemme 7.2.12. — Pour tout α ∈ H∗(S), tout x ∈ HS et tout n ≥ 0 on a :
q−1(α)q1(1S)
nx = −n
∫
S
α · q1(1S)
n−1x+ q1(1S)
nq−1(α)x;
q−1(α) exp(q1(1S))x = −
∫
S
α · exp(q1(1S))x+ exp(q1(1S))q−1(α)x.
De´monstration du lemme. — La deuxie`me formule re´sulte imme´diatement de
la premie`re, qui pour sa part se voit par re´currence :
q−1(α)q1(1S)
n+1x = [q−1(α), q1(1S)]q1(1S)
nx+ q1(1S)q−1(α)q1(1S)
nx
= −
∫
S
α · q1(1S)
nx
+ q1(1S)
(
−n
∫
S
α · q1(1S)
n−1x+ q1(1S)
nq−1(α)x
)
= −(n+ 1)
∫
S
α · q1(1S)
nx+ q1(1S)
n+1q−1(α)x.
Nous pouvons maintenant e´tudier la situation qn1 · · · qnk(τk!α)◦exp(q1(1S)) |0〉
pour nk = −1. Notons la de´composition :
τk!α =
∑
i
αi,1 ⊗ · · · ⊗ αi,k.
Alors d’apre`s le lemme pre´ce´dent applique´ a` x = |0〉 :
qn1 · · · qnk(τk!α)◦ exp(q1(1S)) |0〉 =
∑
i
qn1(αi,1) ◦ · · · ◦ qnk(αi,k) ◦ exp(q1(1S)) |0〉
= −
∑
i
∫
S
αi,k · qn1(αi,1) ◦ · · · ◦ qnk−1(αi,k−1) ◦ exp(q1(1S)) |0〉 .
On utilise alors le fait suivant (voir [LQW03b, Lemme 3.1, formule 2]) :
τ(k−1)!α =
∑
i
∫
S
αi,k · αi,1 ⊗ · · · ⊗ αi,k−1,
qui permet de conclure que pour nk = −1 on a :
qn1 · · · qnk(τk!α) ◦ exp(q1(1S)) |0〉 = −qn1 · · · qnk−1(τ(k−1)!α) ◦ exp(q1(1S)) |0〉 .
En recommenc¸ant l’ope´ration si d’autres indices sont e´gaux a` −1 ou sinon en
faisant commuter, on fait ainsi passer l’exponentielle a` gauche.
On est finalement ramene´ a` une e´quation diffe´rentielle :
F ′(t)− q1(1S)F (t) = exp(q1(1S)t)F(u) |0〉
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ou` F(u) |0〉 est une formule universelle (avec seulement des ope´rateurs de
cre´ation). Cette e´quation se re´sout aise´ment en :
F (t) = exp(q1(1S)t)F(u)t |0〉,
ce qui ache`ve la de´monstration.
7.2.5.2. Classes de Chern des fibre´s tautologiques. — Nous nous inte´ressons
maintenant a` des formules universelles pour des classes USn := ctot(u
[n]) ou`
u ∈ K(S).
Lemme 7.2.13. — Soit u ∈ K(S). Les classes de Chern totales ctot
(
u[n]
)
admettent une formule ge´ne´ratrice universelle de la forme :∑
n≥0
ctot
(
u[n]
)
= exp (F(u)) |0〉
ou` F(u) est une combinaison line´aire universelle (ne contenant que des
ope´rateurs de cre´ation) dont l’argument de´pend de ctot(u), KS et eS.
De´monstration. — Nous commenc¸ons par montrer qu’il existe une formule
universelle, puis nous en de´duisons que cette formule est de la forme indique´e.
Premie`re e´tape. Nous avons montre´ dans le lemme 7.2.11 qu’il existe une
formule universelle pour les caracte`res de Chern des fibre´s tautologiques. Les
formules de passage entre classes de Chern et caracte`res de Chern sont trian-
gulaires. Par exemple :
ch1 = c1,
ch2 = c2 −
1
2
c21,
ch3 =
1
2
c3 +
1
6
(c21 − 3c1c2),
. . .
Il en re´sulte, en proce´dant de proche en proche et en utilisant le lemme 7.2.10
disant que les produits cup sont des combinaisons line´aires universelles, que
puisque les caracte`res de Chern sont universels, les classes de Chern aussi.
Cependant, cet argument ne pre´cise pas si ce sont bien exactement les classes
de Chern de u qui interviennent dans la formule (on voit plutoˆt apparaˆıtre les
caracte`res de Chern). Pour ceci, on peut raisonner en partant de la deuxie`me
formule du the´ore`me 7.1.8 dont il re´sulte facilement (voir par exemple [Leh,
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Corollaire 4.3]) :
∑
n
ctot
(
u[n]
)
= exp
∑
ν,k≥0
(
rg(u)− k
ν
)
q
(ν)
1 (ck(u))
 |0〉
En de´veloppant l’exponentielle et en remplac¸ant les ope´rateurs de´rive´s
par leurs formules universelles, on obtient une formule universelle faisant
pre´cise´ment intervenir les classes de Chern ck(u). Par e´valuation sur le vide,
en faisant passer a` droite les ope´rateurs d’annihilation ainsi qu’il a e´te´ explique´
plus toˆt, on re´cupe`re une formule universelle conforme a` la de´finition, fonction
des classes de Chern de u.
Deuxie`me e´tape. Notons US la formule universelle pour la classe totale de
Chern d’une classe tautologique u[n] pour u ∈ K(S). Soit S1, S2 deux surfaces
projectives lisses, n1, n2 des entiers positifs et pri : S
[n1]
1 × S
[n2]
2 → S
[ni]
i les
projections. Pour u1⊕u2 ∈ K(S1∐S2) = K(S1)⊕K(S2), on a la de´composition
suivante (voir [EGL01, The´ore`me 4.2](1)) :
(u1 ⊕ u2)
[n1+n2]
∣∣∣
S
[n1]
1 ×S
[n2]
2
= pr∗1
(
u
[n1]
1
)
⊕ pr∗2
(
u
[n2]
2
)
,
dont il re´sulte :
US1∐S2 = US1 ⊗ US2 .
On peut alors appliquer le lemme 7.2.5 pour conclure.
La premie`re formule explicite ayant e´te´ obtenue dans ce sens et qui a motive´
toute l’e´tude des formules universelles est le re´sultat suivant, qui illustre bien
ce que nous cherchons :
The´ore`me 7.2.14 (Lehn). — [Leh99, The´ore`me 4.6] Soit L un fibre´ en
droites sur S. Alors :∑
n≥0
ctot(L
[n]) = exp
∑
m≥1
(−1)m−1
m
qm(c(L))
 |0〉 .
7.2.6. Formules universelles pour le fibre´ tangent. — Par analogie
avec les re´sultats obtenus pour les fibre´s tautologiques, il est raisonnable d’at-
tendre des formules universelles pour le fibre´ tangent au sche´ma de Hilbert.
Un re´sultat a de´ja` e´te´ obtenu dans cette direction. Pour toute partition
λ = (λ1, . . . , λk) de 2n, on note les nombres de Chern de S par :
cλ(TS
[n]) := cλ1(TS
[n]) · · · cλk(TS
[n]) ∈ H4n(S[n]) ∼= Q.
(1)La formule qui y figure est e´crite avec un produit · au lieu de la somme directe ⊕.
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On a le re´sultat suivant :
The´ore`me 7.2.15 (Ellingsrud, Go¨ttsche & Lehn)
[EGL01, Proposition 0.5] Pour tout entier n et toute partition λ de 2n, il
existe un polynoˆme universel Pλ ∈ Q[z1, z2] tel que pour toute surface projec-
tive S on a :
cλ(TS
[n]) = Pλ(c1(S)
2, c2(S)).
Nous allons de´montrer des e´nonce´s plus pre´cis au niveau des classes de Chern
et, en suivant le meˆme sche´ma que pour les fibre´s tautologiques, nous com-
menc¸ons par montrer l’existence d’une formule universelle pour le caracte`re
de Chern, puis nous en de´duisons l’e´nonce´ correspondant pour les classes de
Chern (en fait, nous pourrions aussi bien de´montrer directement l’existence de
formules universelles pour les classes de Chern sans passer par les caracte`res
de Chern, en suivant le plan de de´monstration de [Leh99, Corollaire 4.3] que
nous avons de´ja` utilise´, mais les formules sont plus difficiles a` e´tudier).
7.2.6.1. Caracte`re de Chern du fibre´ tangent. —
Lemme 7.2.16. — Il existe une formule universelle pour le caracte`re de
Chern total du fibre´ tangent au sche´ma de Hilbert S[n] d’une surface projective
lisse S, de la forme : ∑
n≥0
ch
(
TS[n]
)
= exp(q1(1S))F |0〉
ou` F |0〉 est une combinaison line´aire universelle.
De´monstration. — Nous commenc¸ons par rappeler quelques re´sultats
ge´ome´triques (voir [Dan01, Leh99, EGL01]). Conside´rons le diagramme
commutatif suivant :
S[n,n+1]
ψ //
σ
²²ϕ
©©
ρ
ºº
S[n+1]
S[n] × S
p
zzuu
uu
uu
uu
u
q
%%KK
KK
KK
KK
KK
K
S[n] Ξn
?Â
OO
S
Alors σ = (ϕ, ρ) : S[n,n+1] → S[n] × S est l’e´clatement de S[n] × S le long
de la famille universelle Ξn, i.e. S
[n,n+1] ∼= BlΞn(S
[n] × S). On note E le
diviseur exceptionnel et L := OS[n,n+1](−E). En notant Tn la classe du fibre´
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tangent TS[n] dans K(S[n]), on a alors la formule suivante dans K(S[n,n+1])
(voir [EGL01, Proposition 2.3]) :
ψ!Tn+1 =ϕ
!Tn + L − L · σ
!(OΞn)
∨ + L∨ · ρ!ω∨S
− L∨ · σ!(OΞn) · ρ
!ω∨S − ρ
!(OS − TS + ω
∨
S ).
Soit {bi} une base de H
∗(S) telle que
∫
S bibjtd(S) = δi,j . Dans la
de´composition de Ku¨nneth H∗(S[n] × S) ∼= H∗(S[n]) ⊗ H∗(S), on peut
e´crire :
ch(OΞn) =
∑
i
αi ⊗ bi =
∑
i
p∗αi · q
∗bi
pour certaines classes αi que nous allons de´terminer. Par de´finition des classes
tautologiques et en utilisant la formule de projection, on trouve :
b
[n]
j = p! (ch(OΞn) · q
∗bj · q
∗td(S))
=
∑
i
p! (p
∗αi · q
∗bi · q
∗bj · q
∗td(S))
=
∑
i
αi · p!q
∗(bibjtd(S))
= αj ,
car puisque la compose´e p!q
∗ : H i(S) → H i−4(S[n]) diminue le degre´ cohomo-
logique de 4, seules les composantes cohomologiques de degre´ maximal i = 4
interviennent et p!q
∗(bibjtd(S)) = δi,j . On obtient donc :
ch(OΞn) =
∑
i
b
[n]
i ⊗ bi =
∑
i
p∗b
[n]
i · q
∗bi.
De meˆme, en de´finissant de manie`re analogue des classes tautologiques
« duales » par :
γ{n} := p!
(
ch(O∨Ξn) · q
∗γ · q∗td(S)
)
,
on trouve :
ch(O∨Ξn) =
∑
i
b
{n}
i ⊗ bi =
∑
i
p∗b
{n}
i · q
∗bi.
Notons chT ∈ End(HS) l’ope´rateur agissant par multiplication par ch(Tn)
en chaque poids conforme n. Par analogie avec la notation G(γ) pour
l’ope´rateur agissant par multiplication par γ[n] en chaque poids conforme,
on note G∨(γ) l’ope´rateur multipliant par γ{n}. Alors, en remarquant les
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formules :
σ∗ch(OΞn) =
∑
i
ϕ∗b
[n]
i · ρ
∗bi
σ∗ch(O∨Ξn) =
∑
i
ϕ∗b
{n}
i · ρ
∗bi
et en calculant comme dans la de´monstration de [Leh99, The´ore`me 4.2] (la
seule diffe´rence e´tant qu’il y a plus de termes dans les formules) on obtient :
[chT, q1(α)] =
∑
ν
1
ν!
q
(ν)
1 (α)
−
∑
i,ν
1
ν!
q
(ν)
1 (biα) ◦G
∨(bi)
+
∑
ν
(−1)ν
ν!
q
(ν)
1 (ch(ω
∨
S )α)
−
∑
i,ν
(−1)ν
ν!
q
(ν)
1 (bich(ω
∨
S )α) ◦G(bi)
+ q1(ch(OS − TS + ω
∨
S )α).
Puisque c1(TS) = −KS , c2(TS) = eS , c1(ωS) = KS , on de´duit les caracte`res
ch(ωS) = 1 + KS +
1
2K
2
S et ch(OS − TS + ω
∨
S ) = eS + K
2
S . Nous reprenons
alors la meˆme me´thode que pour le lemme 7.2.11. Nous devons montrer que
les classes de la forme suivante sont des formules universelles pour lesquelles
on peut passer l’exponentielle a` gauche de la formule :
q
(ν)
1 (1S) exp(q1(1S)) |0〉,(7.2 a) ∑
i
q
(ν)
1 (bi)G
∨(bi) exp(q1(1S)) |0〉,(7.2 b)
q
(ν)
1 (exp(−KS)) exp(q1(1S)) |0〉,(7.2 c) ∑
i
q
(ν)
1 (bi exp(−KS))G(bi) exp(q1(1S)) |0〉,(7.2 d)
q1(eS +K
2
S) exp(q1(1S)) |0〉 .(7.2 e)
Les formules (7.2 a) et (7.2 c) ont e´te´ traite´es pre´ce´demment et dans la formule
(7.2 e) il n’y a rien a` faire. Restent les formules (7.2 b) et (7.2 d). Nous traitons
en de´tail la formule (7.2 d), puis nous expliquerons comment la formule (7.2 b)
s’en de´duit.
D’apre`s le lemme 7.2.7, on peut supposer que q
(ν)
1 (bi exp(−KS)) est sim-
plement un ope´rateur qn1 · · · qnk(τk!(biα)) ou` α est un polynoˆme en KS . On
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calcule alors :
qn1 · · · qnk(τk!(biα))G(bi) exp(q1(1S)) |0〉 = qn1 · · · qnk(τk!(biα))
∑
n≥0
b
[n]
i .
Or, b
[n]
i = ch
(
(ch−1bi)
[n]
)
donc d’apre`s le lemme 7.2.11,
∑
n≥0
b
[n]
i admet une
formule universelle de la forme exp(q1(1S))F(bi) |0〉 (voir aussi a` ce sujet
[LQW03b, The´ore`me 4.1]) ou` F(bi) |0〉 est une combinaison line´aire uni-
verselle faisant intervenir la classe bi (i.e. qu’elle intervient line´airement
comme argument). Le lemme 7.2.12 applique´ a` x = F(bi) |0〉 montre alors, en
raisonnant comme dans la de´monstration du lemme 7.2.11, que l’expression :
qn1 · · · qnk(τk!(biα)) exp(q1(1S))F(bi) |0〉
peut se mettre sous une forme similaire avec l’exponentielle a` gauche, en fac-
teur d’une combinaison line´aire de termes de la forme :
qi1 · · · qip(τp!(biβ))F(bi).
Par line´arite´ de la formule universelle F(bi), supposons qu’elle soit simple-
ment un ope´rateur qj1 · · · qjq(τq!(biγ)). Pour se de´barrasser des classes bi, qui
empeˆchent de voir la formule universelle, on re´-introduit la somme sur les
indices i qui avait e´te´ laisse´e de coˆte´ :∑
i
(
qi1 · · · qip(τp!(biβ))
)(
qj1 · · · qjq(τq!(biγ))
)
= qi1 · · · qipqj1 · · · qjq
(∑
i
τp!(biβ)⊗ τq!(biγ)
)
En utilisant les re`gles de calcul sur les inclusions diagonales (issues de la for-
mule de projection : voir par exemple [LQW03b, Lemme 3.1]), partant de :
τ2!td(S) =
∑
i
bi ⊗ bi
on de´duit :
τ2!(td(S)βγ) =
∑
i
(biβ)⊗ (biγ)
puis :
τ(p+q)!(td(S)βγ) =
∑
i
τp!(biβ)⊗ τq!(biγ)
7.3. SE´RIES GE´NE´RATRICES POUR LE FIBRE´ TAUTOLOGIQUE SUR Hilbn(C2) 87
avec quoi on conclut :∑
i
(
qi1 · · · qip(τp!(biβ))
)(
qj1 · · · qjq(τq!(biγ))
)
= qi1 · · · qipqj1 · · · qjq(τ(p+q)!(td(S)βγ)),
ce qui montre que l’on a une formule universelle.
Pour traiter la formule (7.2 b) il suffit de remarquer que ch(OΞn) et ch(O
∨
Ξn
)
diffe`rent seulement par leurs signes dans certains degre´s, donc les ope´rateurs
G(γ) et G∨(γ) se comportent similairement vis-a`-vis de tous les lemmes que
nous utilisons, les formules universelles e´tant simplement diffe´rentes relative-
ment a` certains signes.
7.2.6.2. Classes de Chern du fibre´ tangent. —
Lemme 7.2.17. — Il existe une formule universelle pour la classe totale de
Chern du fibre´ tangent au sche´ma de Hilbert S[n] d’une surface projective lisse
S, de la forme : ∑
n≥0
ctot
(
TS[n]
)
= exp (F) |0〉
ou` F est une combinaison line´aire universelle dont l’argument de´pend de
1S ,KS , eS (ne contenant que des ope´rateurs de cre´ation).
De´monstration. — La de´monstration est identique a` la de´monstration du
lemme 7.2.13 puisque, si S1, S2 sont deux surfaces projectives lisses, on a la
de´composition :
T (S1 ∐ S2)
[n1+n2]
∣∣∣
S
[n1]
1 ×S
[n2]
2
= pr∗1
(
TS
[n1]
1
)
⊕ pr∗2
(
TS
[n2]
2
)
.
7.3. Se´ries ge´ne´ratrices pour le fibre´ tautologique sur Hilbn(C2)
7.3.1. Classes de Chern. — La fibre du fibre´ tautologique Bn en un point
fixe ξλ pour l’action de T est isomorphe a` l’alge`bre quotient C[x, y]/Iλ ou` Iλ
est l’ide´al monomial construit sur le diagramme de Young de λ : une base du
quotient C[x, y]/Iλ est donc forme´e des monoˆmes
(2) :
Bλ = {x
iyj | (i, j) ∈ D(λ)}.
(2)Ces conventions pre´cises sont ne´cessaires a` la cohe´sion de l’ensemble. Ce sont les meˆmes
que Nakajima [Nak96a] et Haiman [Hai98].
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Par exemple, pour la partition λ = (4, 3, 1) :
1 y y2 y3
x xy xy2
x2
Le tore T agit sur les inde´termine´es par s.x = sx, s.y = s−1y donc les poids
de l’action sont les oppose´s des contenus des cellules x ∈ D(λ) : i− j = −c(x).
Dans notre exemple, les poids sont :
0 −1 −2 −3
1 0 −1
2
La k-ie`me classe de Chern du fibre´ tautologique est alors donne´e par la
formule :
Proposition 7.3.1 (Lehn & Sorger). — [LS01, Proposition 5.2]
ck(Bn) = (−1)
k
∑
µ⊢n
l(µ)=n−k
z−1µ pµ.
De´monstration. — Nous allons donner une nouvelle de´monstration de cette
formule en utilisant le the´ore`me 4.2.1 :
ck(Bn) =
∑
λ⊢n
1
h(λ)
σk({−c(x) |x ∈ D(λ)})
∑
µ⊢n
l(µ)=n−k
z−1µ χ
λ
µpµ
= (−1)k
∑
µ⊢n
l(µ)=n−k
z−1µ
(∑
λ⊢n
χλµ
1
h(λ)
σk({c(x) |x ∈ D(λ)})
)
pµ.
Pour simplifier le terme entre parenthe`ses, partons de la formule de caracte`res
de Frobenius (proposition 1.4.2) :
pµ =
∑
λ⊢n
χλµsλ,
et prenons r ≥ l(λ) inde´termine´es x1, . . . , xr que nous e´valuons en 1. D’apre`s
la proposition 1.3.5, on a l’identite´ :
rl(µ) =
∑
λ⊢n
χλµ
∏
x∈D(λ)
r + c(x)
h(x)
.
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C’est une identite´ polynomiale en r et en prenant dans le membre de droite le
coefficient devant rl(µ) on obtient la formule suivante, avec k = n− l(µ) :
1 =
∑
λ⊢n
χλµ
1
h(λ)
σk({c(x) |x ∈ D(λ)}).
Ainsi,
ck(Bn) = (−1)
k
∑
µ⊢n
l(µ)=n−k
z−1µ pµ.
Il en re´sulte imme´diatement :
Corollaire 7.3.2 (Lehn & Sorger). — [LS01]
ctot(Bn) =
∑
λ⊢n
(−1)n−l(λ)z−1λ pλ.
On en de´duit aise´ment (voir Lehn & Sorger [LS01, Proposition 5.2] et la
re´fe´rence indique´e) la se´rie ge´ne´ratrice des classes de Chern du fibre´ tautolo-
gique :
Proposition 7.3.3 (Lehn). — [Leh99, The´ore`me 4.6]
∑
n≥0
ctot(Bn) = exp
∑
m≥1
(−1)m−1
pm
m

De´monstration. — Nous rappelons la de´monstration usuelle. Notons hλ les
fonctions syme´triques comple`tes et eλ les fonctions syme´triques e´le´mentaires.
Partant de la formule :
Ω = exp
∑
k≥1
pk
k

on de´duit que Ω[x] = 11−x puis :
Ω[tX] =
∏
i≥1
(1− xit)
−1 =
∑
n≥0
hnt
n.
On sait par ailleurs (voir dans Manivel [Man98]) que :
ωhn = en =
∑
λ⊢n
(−1)n−l(λ)z−1λ pλ,
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donc en utilisant la proposition 7.3.2 :
ωΩ[tX] =
∑
n≥0
ent
n
=
∑
n≥0
(∑
λ⊢n
(−1)n−l(λ)z−1λ pλ
)
tn
=
∑
n≥0
ctot(Bn)t
n.
Par ailleurs on ve´rifie aise´ment, puisque ωpk = (−1)
k−1pk :
ωΩ[tX] = exp
∑
k≥1
(−1)k−1
pk
k
 ,
d’ou` la formule.
7.3.2. Caracte`re de Chern. — Une conse´quence du the´ore`me 5.3.4 donne
la se´rie ge´ne´ratrice du caracte`re de Chern total du fibre´ tautologique, dont on
ve´rifie qu’elle est du type pre´dit dans le lemme 7.2.11 :
Proposition 7.3.4. —∑
n≥0
ch(Bn) = e
p1
∑
k≥1
(−1)k−1
pk
k!
De´monstration. — D’apre`s le the´ore`me 5.3.4, on a la formule :
ch(Bn) = D
(
1
n!
pn1
)
.
L’ope´rateur D est de´fini par :
D =
−∑
r≥1
prt
r
 exp
−∑
r≥1
r
∂
∂pr
t−r
∣∣∣∣∣∣
t0
,
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ce qui donne en de´veloppant :
D =
−∑
r≥1
prt
r

1 +∑
k≥1
(−1)k
k!
∑
r≥1
r
∂
∂pr
t−r
k

∣∣∣∣∣∣∣
t0
=
(
−
∑
r≥1
prt
r
)(
1 +
∑
k≥1
(−1)k
k!
∑
n1,...,nk≥1
n1 · · ·nk
∂
∂pn1
· · · ∂∂pnk
t−(n1+···+nk)
)∣∣∣∣∣
t0
=
∑
k≥1
(−1)k−1
k!
∑
n1,...,nk≥1
n1 · · ·nkpn1+···+nk
∂
∂pn1
· · ·
∂
∂pnk
.
On en de´duit que :
D(pn1 ) =
n∑
k=1
(−1)k−1
(
n
k
)
pn−k1 pk,
donc :
ch(Bn) =
n∑
k=1
(−1)k−1
k!(n− k)!
pn−k1 pk,
dont on de´duit la se´rie ge´ne´ratrice annonce´e.
7.4. Se´ries ge´ne´ratrices pour le fibre´ tangent sur Hilbn(C2)
7.4.1. Classes de Chern. — Les poids du fibre´ tangent a` Hilbn(C2) en un
point ξλ sont les longueurs d’e´querres et leurs oppose´es :
{h(x),−h(x) |x ∈ D(λ)}.
Soit x1, . . . , xn, xn+1, . . . , x2n des inde´termine´es. Les fonctions syme´triques
e´le´mentaires σk(x1, . . . , x2n) sont de´finies par l’identite´ :
2n∏
i=1
(1 + xit) =
2n∑
k=0
σk(x1, . . . , x2n)t
k.
Si l’on pose xn+i = −xi pour tout i = 1, . . . , n on obtient :
2n∏
i=1
(1 + xit) =
n∏
i=1
(1− x2i t
2)
ce qui donne les formules suivantes :
σ2k+1(x1,−x1, . . . , xn,−xn) = 0
σ2k(x1,−x1, . . . , xn,−xn) = (−1)
kσk(x
2
1, . . . , x
2
n).
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Il en re´sulte les formules suivantes pour les classes de Chern du fibre´ tangent :
c2k+1(T Hilb
n(C2)) = 0
c2k(T Hilb
n(C2)) = (−1)k
∑
λ⊢n
1
h(λ)
σk({h(x)
2 |x ∈ D(λ)})[sλ]2k.
Remarque 7.4.1. — L’annulation des classes de Chern impaires du fibre´ tan-
gent T Hilbn(C2) est bien connue : on peut le voir en utilisant la structure
symplectique sur Hilbn(C2) (the´ore`me 3.1.3) qui entraˆıne un isomorphisme
du fibre´ tangent avec son dual, ce qui force l’annulation des classes de Chern
impaires.
Proposition 7.4.2. —∑
n≥0
cn−1(T Hilb
n(C2)) =
∑
k≥0
(−1)kCk
p2k+1
2k + 1
,
ou` Ck :=
1
k + 1
(
2k
k
)
est le k-ie`me nombre de Catalan.
Remarque 7.4.3. — Les nombres de Catalan apparaissent de´ja` dans le
contexte du sche´ma de Hilbert de points sur le plan affine dans l’article de
Haiman [Hai98].
De´monstration. — Si n est pair, nous savons que cn−1(T Hilb
n(C2)) = 0.
Supposons donc que n = 2k + 1 et posons αk := c2k(T Hilb
2k+1 C2). Nous
allons de´montrer que αk = (−1)
kCk
p2k+1
2k+1 . D’apre`s le the´ore`me 4.2.1, on a :
αk =
∑
λ⊢2k+1
1
h(λ)
Coeff
t2k, ∏
x∈D(λ)
(1− h(x)2t2)
 ∑
µ⊢2k+1
l(µ)=1
χλµz
−1
µ pµ.
Dans la deuxie`me somme, seule la partition µ = (2k + 1) intervient d’ou` :
αk =
∑
λ⊢2k+1
1
h(λ)
Coeff
t2k, ∏
x∈D(λ)
(1− h(x)2t2)
χλ(2k+1) p2k+12k + 1 .
D’apre`s Fulton & Harris [FH91, Exercice 4.16], l’e´valuation d’un caracte`re χλ
en un cycle maximal suit la formule suivante :
χλ(2k+1) =
{
(−1)s si λ = (2k + 1− s, 1, . . . , 1), 0 ≤ s ≤ 2k
0 sinon
7.4. SE´RIES GE´NE´RATRICES POUR LE FIBRE´ TANGENT SUR Hilbn(C2) 93
Pour une telle partition λ = (2k+1−s, 1, . . . , 1), on constate que les longueurs
d’e´querres sont les entiers {1, . . . , s}, {1, . . . , 2k − s} et 2k + 1 d’ou` :
αk =
2k∑
s=0
(−1)s
(2k+1)s!(2k−s)!
Coeff
(
t2k,
s∏
i=1
(1−i2t2)
2k−s∏
j=1
(1−j2t2)(1−(2k+1)2t2)
)
p2k+1
2k+1
= Coeff
(
t2k, (1−(2k+1)
2t2)
2k+1
2k∑
s=0
(−1)s
s!(2k−s)!
s∏
i=1
(1− i2t2)
2k−s∏
j=1
(1− j2t2)
)
p2k+1
2k+1 .
E´tudions le polynoˆme :
Pk :=
2k∑
s=0
(−1)s
s!(2k − s)!
s∏
i=1
(1− i2t2)
2k−s∏
j=1
(1− j2t2).
Introduisons les symboles de Pochhammer :
(a)r := a(a+ 1) · · · (a+ r − 1) pour r ≥ 1
et modifions l’expression de Pk de manie`re a` les faire apparaˆıtre :
Pk =
2k∑
s=0
(−1)s
s!(2k − s)!
s∏
i=1
(i2t2 − 1)
2k−s∏
j=1
(j2t2 − 1)
= t4k
2k∑
s=0
(−1)s
s!(2k − s)!
s∏
i=1
(i2 −
1
t2
)
2k−s∏
j=1
(j2 −
1
t2
)
= t4k
2k∑
s=0
(−1)s
s!(2k − s)!
s∏
i=1
(i−
1
t
)(i+
1
t
)
2k−s∏
j=1
(j −
1
t
)(j +
1
t
)
= t4k
2k∑
s=0
(−1)s
(
1− 1t
)
s
(
1 + 1t
)
s
s!
(
1− 1t
)
2k−s
(
1 + 1t
)
2k−s
(2k − s)!
On observe alors le lemme suivant :
Lemme 7.4.4. — Pour tous a, b et tout entier k ≥ 0 on a l’identite´ :
2k∑
s=0
(−1)s
(a)s(b)s
s!
(a)2k−s(b)2k−s
(2k − s)!
=
1
k!
(a+ b)2k(a)k(b)k
(a+ b)k.
De´monstration du lemme. — Rappelons la de´finition d’une fonction hy-
perge´ome´trique ge´ne´ralise´e :
pFq(a1, . . . , ap; b1, . . . , bq; z) :=
∑
n≥0
(a1)n · · · (ap)n
(b1)n · · · (bq)n
zn
n!
.
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Nous utilisons l’identite´ produit suivante, que l’on trouvera dans [MOS66,
§II.2.9, p. 63, 4e formule] :
2F0(a, b;−z)2F0(a, b; z) = 4F1
(
a, b,
a+ b
2
,
a+ b+ 1
2
; a+ b; 4z2
)
.
En de´veloppant et en comparant les coefficients devant z2k, on obtient la for-
mule voulue. En effet, on a :
2F0(a, b; z) =
∑
s≥0
(a)s(b)s
s!
zs
donc en de´veloppant, puisque le terme de gauche est pair, il ne contient que
des termes pairs en z et il vaut :
2F0(a, b;−z)2F0(a, b; z) =
∑
k≥0
(
2k∑
s=0
(−1)s
(a)s(b)s
s!
(a)2k−s(b)2k−s
(2k − s)!
)
z2k
tandis que le terme de droite vaut :
4F1
(
a, b,
a+ b
2
,
a+ b+ 1
2
; a+ b; 4z2
)
=
∑
k≥0
4k
(a)k(b)k
(
a+b
2
)
k
(
a+b+1
2
)
k
k!(a+ b)k
z2k
et on constate aise´ment que
(
a+b
2
)
k
(
a+b+1
2
)
k
= 1
4k
(a+ b)2k.
Ainsi, avec a = 1− 1t et b = 1 +
1
t nous obtenons :
Pk = t
4k 1
k!
(2k + 1)!
(
1− 1t
)
k
(
1 + 1t
)
k
(k + 1)!
=
(2k + 1)!
k!(k + 1)!
t4k
k∏
i=1
(i−
1
t
)(i+
1
t
)
= (−1)k(2k + 1)Ckt
2k
k∏
i=1
(1− i2t2).
Il en re´sulte imme´diatement :
αk = (−1)
kCk
p2k+1
2k + 1
,
ce qui ache`ve la de´monstration.
Remarque 7.4.5. — Je remercie Marc Nieper-Wißkirchen pour son
aide dans la formulation hyperge´ome´trique du lemme au centre de cette
de´monstration.
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Remarque 7.4.6. — L’e´nonce´ pre´ce´dent a e´te´ obtenu initialement par
quelques expe´rimentations et un peu de nume´rologie, graˆce a` l’aide inspire´e
de Manfred Lehn qui a aussi permis de deviner la se´rie ge´ne´ratrice des classes
de Chern du fibre´ tangent :
The´ore`me 7.4.7. — Les classes de Chern du fibre´ tangent sur Hilbn(C2)
admettent la formule ge´ne´ratrice suivante :
∑
n≥0
ctot(T Hilb
n(C2)) = exp
∑
k≥0
(−1)kCk
p2k+1
2k + 1
 ,
ou` Ck :=
1
k + 1
(
2k
k
)
est le k-ie`me nombre de Catalan.
De´monstration. — D’apre`s le lemme 7.2.17, les classes totales de Chern du
fibre´ tangent sur P
[n]
2 sont donne´es par une formule universelle de la forme :∑
n≥0
ctot
(
TP
[n]
2
)
= exp (F) |0〉
ou` F est une combinaison line´aire universelle d’ope´rateurs qn1 · · · qnk(τk!α)
dont l’argument de´pend de 1P2 , KP2 et eP2 . l’inclusion C
2 ⊂ P2 induit une
immersion ouverte Hilbn(C2) ⊂ P
[n]
2 qui donne une surjection H
P2 ։ HC
2
.
Puisque les restrictions au plan affine des classes KP2 et eP2 sont nulles et
que les morphismes d’inclusion diagonale τk! sont nuls de`s que k ≥ 2 (car la
cohomologie du plan affine est triviale), la formule pour la classe de Chern
totale du fibre´ tangent se simplifie et, en notant qm := qm(1C2) et en utilisant
l’identification entre qm et la fonction de Newton pm, on voit que la formule
s’e´crit simplement sous la forme :
∑
n≥0
ctot(T Hilb
n(C2)) = exp
∑
m≥1
fmpm
 .
En comparant les degre´s cohomologiques pouvant intervenir, on constate que :∑
n≥0
cn−1(T Hilb
n(C2)) =
∑
m≥1
fmpm.
Ainsi, la formule re´sulte directement de la proposition 7.4.2.
7.4.2. Caracte`re de Chern. — En utilisant le meˆme proce´de´ que pour
le calcul des classes de Chern, nous calculons le caracte`re de Chern du fibre´
tangent :
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Proposition 7.4.8. —∑
n≥0
ch
(
T Hilbn(C2)
)
= 2ep1
∑
k≥0
p2k+1
(2k + 1)!
.
De´monstration. — La de´monstration est similaire a` la de´monstration de la
formule de classes de Chern. Puisqu’il existe une formule universelle de la
forme exp(q1(1S))F |0〉 ou` F est une combinaison line´aire, dans le cas du plan
affine cette formule est simplement du type :∑
n≥0
ch(T Hilbn(C2)) = ep1
∑
m≥1
fmpm.
En regardant les degre´s cohomologiques maximaux pouvant apparaˆıtre, on
constate alors que : ∑
n≥1
chn−1(T Hilb
n(C2)) =
∑
m≥1
fmpm.
D’apre`s le the´ore`me 4.2.1, on a :
chn−1(T Hilb
n(C2))= 1
(n−1)!
∑
λ⊢n
1
h(λ)
( ∑
x∈D(λ)
(1+(−1)n−1)h(x)n−1
) ∑
µ⊢n
l(µ)=1
z−1µ χ
λ
µpµ,
dont on de´duit que chn−1(T Hilb
n(C2)) = 0 si n est pair. On suppose donc
que n = 2k + 1. Alors :
αk := ch2k(T Hilb
2k+1(C2)) =
2
(2k)!
∑
λ⊢n
1
h(λ)
 ∑
x∈D(λ)
h(x)2k
χλ(2k+1) p2k+12k + 1 .
Par le meˆme argument que pre´ce´demment, seules contribuent les partitions λ
qui sont des e´querres et :
αk = 2
2k∑
s=0
(−1)s
(2k + 1)s!(2k − s)!
 s∑
i=1
i2k +
2k−s∑
j=1
j2k + (2k + 1)2k
 p2k+1
(2k + 1)!
.
Il est clair que
2k∑
s=0
(−1)s
s!(2k−s)! = 0 donc le troisie`me terme dans la parenthe`se ne
contribue pas dans αk.
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Nous calculons le premier terme :
2k∑
s=0
(−1)s
s!(2k − s)!
s∑
i=1
i2k =
2k∑
i=1
2k∑
s=i
(−1)si2k
s!(2k − s)!
= −
2k∑
i=1
i−1∑
s=0
(−1)si2k
s!(2k − s)!
= −
1
(2k)!
2k∑
i=1
i2k
i−1∑
s=0
(−1)s
(
2k
s
)
En utilisant la formule
p∑
k=0
(−1)k
(
n
k
)
= (−1)p
(
n−1
p
)
(imme´diate par
re´currence sur p) puis la formule e´le´mentaire
(
n−1
p−1
)
= pn
(
n
p
)
, on obtient
alors :
2k∑
s=0
(−1)s
s!(2k − s)!
s∑
i=1
i2k =
1
(2k)!
2k∑
i=1
(−1)i
(
2k − 1
i− 1
)
i2k
=
1
2k · (2k)!
2k∑
i=1
(−1)i
(
2k
i
)
i2k+1
=
1
2k · (2k)!
2k∑
i=0
(−1)i
(
2k
i
)
i2k+1.
On observe alors le lemme suivant :
Lemme 7.4.9. — Pour tout n ≥ 0, on a :
n∑
j=0
(−1)n−j
(
n
j
)
jn+1 =
(
n+ 1
2
)
n!
De´monstration du lemme. — Rappelons des proprie´te´s e´le´mentaires des
nombres de Stirling de deuxie`me espe`ce. S(n, k) est le nombre de partitions
en k blocs d’un ensemble a` n e´le´ments et on a la formule suivante (voir par
exemple [Com70]) :
S(n, k) =
1
k!
k∑
j=0
(−1)j
(
k
j
)
(k − j)n.
En particulier, on de´duit (en re´-indexant) :
S(n+ 1, n) =
1
n!
n∑
j=0
(−1)n−j
(
n
j
)
jn+1
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et par ailleurs S(n+1, n) est le nombre de manie`res de partitionner un ensemble
a` n + 1 e´le´ments en n blocs, ce qui revient a` choisir deux e´le´ments que l’on
met dans la meˆme partition, les autres blocs e´tant des singletons. Autrement
dit, S(n+ 1, n) =
(
n+1
2
)
, d’ou` le re´sultat.
En appliquant ce lemme on trouve enfin :
2k∑
s=0
(−1)s
s!(2k − s)!
s∑
i=1
i2k =
1
2k · (2k)!
(
2k + 1
2
)
(2k)!
=
2k + 1
2
.
Le deuxie`me terme est identique :
2k∑
s=0
(−1)s
s!(2k − s)!
2k−s∑
j=1
j2k =
2k∑
j=1
2k−j∑
s=0
(−1)sj2k
s!(2k − s)!
= −
2k∑
j=1
2k∑
s=2k−j+1
(−1)sj2k
s!(2k − s)!
= −
2k∑
j=1
j−1∑
s=0
(−1)sj2k
s!(2k − s)!
=
2k + 1
2
.
De ces formules, on de´duit imme´diatement que αk = 2
p2k+1
(2k+1)! , ce qui ache`ve
la de´monstration.
On en de´duit l’observation suivante :
Corollaire 7.4.10. — Dans K(Hilbn(C2)), on a l’identite´ :
T Hilbn(C2) = Bn +B
∗
n.
De´monstration. — Pour montrer cette identite´, il suffit de montrer que
ch(T Hilbn(C2)) = ch(Bn) + ch(B
∗
n), ce qui est imme´diat d’apre`s les formules
donne´es dans la proposition 7.3.4 et la proposition 7.4.8.
Remarque 7.4.11. — L’inte´reˆt de cette identite´ est que, pour une surface
projective lisse S, ainsi qu’il est explique´ dans la de´monstration de [EGL01,
Proposition 2.2], on a la de´composition suivante :
TS[n] = BSn + (B
S
n )
∗ − p!(O
∨
ΞSn
· OΞSn).
Ainsi, pour S = C2, le terme superflu est nul.
APPENDICE A
HOMOLOGIE ET COHOMOLOGIE
Nous expliquons ici les notations et les conventions utilise´es en cohomologie
tout au long des pages pre´ce´dentes. Elles viennent pour l’essentiel de Chriss
& Ginzburg [CG97], Fulton [Ful97, Appendice B] et Manivel [Man98, Ap-
pendice].
Soit X un espace topologique se´pare´ localement compact. Nous notons
HBM∗ (X) l’homologie de Borel-Moore a` coefficients rationnels : c’est l’homo-
logie de chaˆınes singulie`res infinies a` support fini sur tout compact, ou de
manie`re e´quivalente, l’homologie relative H∗(X, {∞}) pour la compactifica-
tion a` un point X = X ∪ {∞}. Si X est compact, l’homologie de Borel-Moore
est simplement l’homologie. Nous notons H∗(X) la cohomologie singulie`re a`
coefficients rationnels. Le produit cup :
∪ : Hp(X)×Hq(X) → Hp+q(X)
fait de H∗(X) une Q-alge`bre gradue´e d’unite´ note´e 1X ∈ H
0(X). Le produit
cap :
∩ : Hp(X)×HBMq (X) → H
BM
q−p (X)
fait de HBM∗ (X) un H
∗(X)-module gradue´.
Une application continue f : X → Y induit une image re´ciproque
f∗ : H∗(Y ) → H∗(X) qui est un morphisme d’anneaux ; si f est ferme´e, elle
induit aussi une image directe f∗ : H
BM
∗ (X) → H
BM
∗ (Y ) ve´rifiant la formule
de projection :
f∗(f
∗(x) ∩ y) = x ∩ f∗(y).
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Si X est une varie´te´ topologique oriente´e de dimension re´elle n, elle admet
une classe fondamentale en homologie ϑX ∈ H
BM
n (X) permettant la construc-
tion de la dualite´ de Poincare´ :
DX : H
q(X) → HBMn−p(X)
de´finie par DX(x) = x ∩ ϑX . La dualite´ de Poincare´ est un isomorphisme
et permet de de´finir des classes fondamentales de cohomologie : si Y
j
→֒ X
est l’inclusion d’une sous-varie´te´ topologique ferme´e de dimension k, on note
[Y ] := D−1X j∗ϑY ∈ H
n−k(X). En particulier, [X] = 1X .
Si f : X → Y est une application ferme´e entre varie´te´s topologiques
oriente´es, la dualite´ de Poincare´ permet de de´finir une image directe en coho-
mologie :
f! : H
∗(X) → H∗(Y )
donne´e par f! := D
−1
Y f∗DX et ve´rifiant la formule de projection :
f!(f
∗(x) ∪ y) = x ∪ f!(y).
APPENDICE B
COHOMOLOGIE E´QUIVARIANTE
Nous expliquons maintenant les notations et les conventions utilise´es en
cohomologie e´quivariante tout au long des pages pre´ce´dentes. Elles viennent
pour l’essentiel de Brion [Bri98, Bri00].
Soit T = C∗ le tore alge´brique. Pour tout entier m ≥ 1 posons :
ET,m := C
m+1 − {0} et BT,m := P
m
C .
Le quotient πm : ET,m → BT,m pour l’action naturelle de T est un T -fibre´
principal. Pour les inclusions e´videntes on obtient un syste`me inductif :
· · · Â
Ä // ET,m
πm
²²
Â Ä // ET,m+1
πm+1
²²
Â Ä // · · ·
· · · Â
Ä // BT,m
Â Ä // BT,m+1
Â Ä // · · ·
dont les limites inductives sont note´es :
ET := lim−→ETm ,
BT := lim−→BT,m,
π := lim−→πm.
La limite inductive π : ET → BT est encore un T -fibre´ principal (la trivialite´
locale n’est pas imme´diate et re´sulte de [MS74, Lemme 5.4]) et ve´rifie la
proprie´te´ universelle suivante : pour tout espace paracompact X et tout T -
fibre´ principal F sur X, il existe une application continue f : X → BT unique
a` homotopie pre`s telle que F ∼= f∗ET .
Soit X un espace topologique se´pare´ muni d’une action de T . Le groupe T
agit diagonalement sur le produit X ×ET . Cette action est libre et on note le
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quotient :
XT := (X × ET )/T (ou encore X ×T ET ).
L’alge`bre de cohomologie de XT est note´e H
∗
T (X) et est appele´e alge`bre de
cohomologie e´quivariante de X. Le produit cup est note´ :
∪ : HpT (X)×H
q
T (X) → H
p+q
T (X)
et le neutre est note´ 1X ∈ H
0
T (X).
La fonctorialite´ de la construction X 7→ XT permet d’e´tendre les
constructions usuelles au cadre e´quivariant. Toute application T -e´quivariante
f : X → Y induit une image re´ciproque f∗ : H∗T (Y ) → H
∗
T (X) qui est un
morphisme d’anneaux.
En vertu de la projection naturelle XT → BT , H
∗
T (X) est naturellement une
alge`bre gradue´e sur H∗(BT ) = H
∗
T (pt) et les morphismes d’image re´ciproque
f∗ sont H∗(BT )-line´aires.
Si F est un fibre´ vectoriel T -e´quivariant sur X, FT est un fibre´ vectoriel sur
XT . On de´finit les classes de Chern e´quivariantes de F comme les classes de
Chern du fibre´ FT :
cTk (F ) := ck(FT ) ∈ H
2k
T (X)
et de meˆme les caracte`res de Chern e´quivariants chTk (F ) := chk(FT ). Le lien
avec les classes de Chern usuelles est fourni ainsi : si X
j
→֒ XT est l’inclusion
d’une fibre dans la projection XT → BT , on a par fonctorialite´ des classes de
Chern : j∗(cTk (F )) = ck(F ) et j
∗(chTk (F )) = chk(F ).
Supposons que X est une varie´te´ topologique de dimension re´elle n. Pour
calculer la cohomologie e´quivariante de X on peut remplacer l’espace clas-
sifiant par son approximation alge´brique ET,m → BT,m. De fait, puisque
H i(ET,m) = 0 pour i = 1, . . . , 2m on a en utilisant la suite spectrale de Serre :
HqT (X) = H
q(X ×T ET,m) ∀q ≤ 2m.
En se servant des approximations alge´briques on peut construire l’homologie
e´quivariante en posant HTq (X) := H
BM
q+2m(X×TET,m) pour tout q ≤ 2m (cette
de´finition ne de´pend pas de m s’il est assez grand : on trouvera les de´tails dans
[Bri00, p.3], [Lus88, Lemme 1.2]). Puisque X×T ET,m est de dimension re´elle
n+2m, la dualite´ de Poincare´ usuelleHq(X×TET,m) → H
BM
n+2m−q(X×T ET,m)
donne´e par le produit cap avec la classe fondamentale d’homologie de
X ×T ET,m devient une ope´ration D : H
q
T (X) → H
T
n−q(X) qui tient lieu de
dualite´ de Poincare´ pour la the´orie e´quivariante. On note alors ϑTX la classe
fondamentale d’homologie e´quivariante par laquelle D ope`re par produit cap,
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lui-meˆme note´ :
∩ : HpT (X)×H
T
q (X) → H
T
q−p(X)
et faisant de HT∗ (X) un H
∗
T (X)-module gradue´.
Une application ferme´e T -e´quivariante f : X → Y induit une image directe
f∗ : H
T
∗ (X) → H
T
∗ (Y ) ve´rifiant la formule de projection :
f∗(f
∗(x) ∩ y) = x ∩ f∗(y).
La dualite´ de Poincare´ est un isomorphisme et permet de de´finir des classes
fondamentales de cohomologie e´quivariante : si Y
j
→֒ X est l’inclusion d’une
sous-varie´te´ topologique T -stable ferme´e de dimension k, on note :
[Y ]T := D
−1
X j∗ϑ
T
X ∈ H
n−k
T (X).
Si f : X → Y est une application ferme´e T -e´quivariante entre varie´te´s
topologiques oriente´es, la dualite´ de Poincare´ permet de de´finir une image
directe en cohomologie e´quivariante :
f! : H
∗
T (X) → H
∗
T (Y )
ve´rifiant la formule de projection :
f!(f
∗(x) ∪ y) = x ∪ f!(y).
En particulier, cette formule implique que f! est H
∗
T (BT )-line´aire.
On connaˆıt l’isomorphisme d’alge`bres H∗(BT ) ∼= Q[u] ou` u est une
inde´termine´e de degre´ 2. Par ailleurs, l’anneau de repre´sentations R(T ) est
isomorphe a` l’anneau des caracte`res sur T , i.e. les morphismes alge´briques
C∗ → C∗. Ils sont tous de la forme χk : s 7→ s
k pour k ∈ Z. En notant Lk la
repre´sentation de rang 1 de caracte`re χk, on a Lk = L
⊗k
1 . Une repre´sentation
L de T permet de construire un fibre´ de rang 1 sur BT note´ LT . En lui
associant sa classe de Chern, on construit une application R(T ) → H∗(BT ),
L 7→ c1(LT ) telle que L1 est envoye´ sur u et par les formules classiques sur la
premie`re classe de Chern, Lk est envoye´ sur ku.
L’outil essentiel que nous utilisons est le the´ore`me de localisation dont nous
pre´sentons ici une version suffisante pour notre contexte. Soit X une varie´te´
alge´brique complexe (non suppose´e compacte) sur laquelle le groupe T agit
alge´briquement. Soit XT le lieu de X des points fixes sous T , que nous sup-
posons fini. L’inclusion ι : XT →֒ X induit un morphisme d’image directe en
cohomologie e´quivariante :
ι! : H
∗
T (X
T ) → H∗T (X).
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Ainsi qu’il a e´te´ rappele´, c’est un morphisme de Q[u]-modules. Le the´ore`me
de localisation affirme que ι! devient un isomorphisme apre`s localisation.
Pre´cise´ment, en chaque x ∈ XT , l’espace tangent TxX est une repre´sentation
de T et admet des classes de Chern e´quivariantes dans H∗(BT ) ∼= Q[u]. Si l’on
rend inversibles les classes d’Euler e´quivariantes cTmax(TxX), alors ι! devient
inversible et son inverse est :
α 7→
∑
x∈X
ι∗xα
cTmax(TxX)
1x ∈
⊕
x∈XT
H∗T (x)
∼= H∗(XT ) (localise´s)
ou` ιx : {x} →֒ X de´signe l’inclusion d’un point et 1x la classe fondamentale
de cohomologie dans H∗T (x).
APPENDICE C
K-THE´ORIE
Nous reprenons ici quelques notions classiques autour de la K-the´orie et du
caracte`re de Chern, en suivant Borel & Serre [BS58] et Chriss & Ginzburg
[CG97]. Une re´fe´rence pour tout ce contenu est Grothendieck [Gro, exp. 0,
appendice, ch. II].
Soit X une varie´te´ alge´brique complexe quasi-projective lisse et connexe,
de dimension n sur C. Soit Coh(X) la cate´gorie abe´lienne des faisceaux
alge´briques cohe´rents sur X et K(X) son groupe de Grothendieck a` coef-
ficients rationnels, i.e. le quotient du Q-espace vectoriel engendre´ par les
classes d’isomorphisme [F ] de faisceaux alge´briques cohe´rents F sur X par les
relations [F ′]− [F ]+ [F ′′] = 0 pour toute suite exacte 0 → F ′ → F → F ′′ → 0
dans Coh(X). On munit l’espace K(X) d’une structure d’alge`bre commutative
en de´finissant pour tous faisceaux F ,G sur X le produit dans K(X) :
[F ] · [G] := F ⊗OX G +
∑
p≥1
(−1)p TorOXp (F ,G) .
Puisque X est lisse et quasi-projective, tout faisceau cohe´rent sur X admet
une re´solution finie par des faisceaux localement libres. L’alge`bre K(X) est
donc isomorphe a` l’alge`bre de K-the´orie construite a` partir des fibre´s vectoriels
alge´briques sur X (voir [BS58]).
Le caracte`re de Chern est le morphisme Q-line´aire :
ch : K(X) −→ H∗(X),
de´fini comme suit : pour tout fibre´ vectoriel F sur X, de rang r et de classes
de Chern ci ∈ H
2i(X) pour tout i ≥ 1, on pose :
ch[F ] := r.[X] +
∑
k≥1
1
k!
Qk (c1, . . . , ck)
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ou` Qk de´signe le k-ie`me polynoˆme de Newton en les fonctions syme´triques
e´le´mentaires et [X] ∈ H0(X) de´signe le cycle fondamental cohomologique de
la varie´te´ X. On e´tend ensuite cette de´finition par line´arite´ a` tout faisceau
alge´brique cohe´rent sur X.
On suppose que la cohomologie de X est engendre´e par des cycles
alge´briques. Alors la cohomologie impaire de X est nulle et on a le the´ore`me
suivant :
The´ore`me. — Le caracte`re de Chern ch : K(X) −→ H2∗(X) est un isomor-
phisme de Q-alge`bres.
Pour tout faisceau alge´brique cohe´rent F sur X, on appelle support de F
le ferme´ alge´brique :
SuppF := {x ∈ X|Fx 6= 0},
ou` Fx de´signe le germe de F en x.
On construit une filtration de´croissante :
0 = Fn+1K(X) ⊂ FnK(X) ⊂ · · · ⊂ F0K(X) = K(X)
en de´finissant FkK(X) comme le sous-espace vectoriel de K(X) engendre´ par
les faisceaux F tels que codim(SuppF) ≥ k.
Proposition (De´vissage). — [CG97, Proposition 5.9.3] Soit F un faisceau
alge´brique cohe´rent sur X tel que codim(SuppF) = d et S1, . . . , Sm les com-
posantes irre´ductibles de codimension d de SuppF . Alors [F ] ∈ FdK(X) et il
existe des entiers positifs mult (F , Si) ∈ N tels que dans K(X) :
[F ] =
m∑
i=1
mult (F , Si) [OSi ] mod (Fd+1K(X)) .
L’entier mult (F , Si) est appele´ la mutiplicite´ de F en Si et le cycle
alge´brique :
[SuppF ] =
m∑
i=1
mult (F , Si) [Si] ∈ H
2d(X)
est appele´ le cycle support de F .
Proposition. — [CG97, Proposition 5.9.7, Lemme 5.9.13] Pour tout k,
(i) ch : FkK(X) → H
2∗(X) est a` valeurs dans
⊕
j≥k
H2j(X) ;
APPENDICE C. K-THE´ORIE 107
(ii) l’application induite ch : FkK(X)/Fk+1K(X) → H
2k(X) est donne´e
par :
[F ] mod (Fk+1K(X)) 7→ [SuppF ].
Le gradue´ associe´ a` la filtration est note´ :
grK(X) :=
n⊕
k=0
FkK(X)/Fk+1K(X).
Le comportement du produit par rapport a` la filtration est donne´ par la
proposition suivante :
Proposition. — Si [F ] ∈ FiK(X) et [G] ∈ FjK(X) alors pour tout p ≥ 0 :
TorOXp (F ,G) ∈ Fi+j+pK(X).
De´monstration. — La proposition de´coule directement des deux arguments
suivants :
– si F ,G sont deux faisceaux alge´briques cohe´rents sur X, il existe un
ouvert de Zariski non vide inclus dans l’intersection des supports de F et
G sur lequel les deux faisceaux sont localement libres de rang non nul. On
en de´duit que le support de TorOX1 (F ,G) est de codimension au moins 1
dans le support de F ⊗ G.
– il existe une suite spectrale TorOXp
(
F ,TorOXq (F ,G)
)
=⇒ TorOXp+q (F ,G),
donc le support de l’aboutissement est contenu dans le support du terme
initial.
On en de´duit que le produit induit sur le gradue´ associe´ munit l’espace
grK(X) d’une structure d’alge`bre commutative gradue´e. On obtient enfin le
re´sultat suivant :
Corollaire. — Le caracte`re de Chern ch : grK(X) → H2∗(X) est un iso-
morphisme de Q-alge`bres gradue´es donne´ explicitement par [F ] 7→ [SuppF ].

APPENDICE D
DEGRE´ DE COMPLEXITE´
Rappelons la de´finition du degre´ de complexite´ (voir le chapitre 6). Soit G un
groupe fini agissant line´airement sur un espace vectoriel de dimension finie V .
Tout e´le´ment g ∈ G est un endomorphisme de V et admet une de´composition
de Frobenius : partant d’un vecteur non nul v1 ∈ V , l’orbite v1, g(v1), g
2(v1) . . .
engendre un sous-espace vectoriel V1 de dimension finie λ1. En recommenc¸ant
sur le supple´mentaire, on obtient une de´composition V = V1⊕· · ·⊕Vk telle que
la matrice de g est une diagonale d’endomorphismes cycliques (dont la matrice
est la matrice compagnon de leur polynoˆme caracte´ristique). On de´finit alors
le degre´ de complexite´ par :
〈g〉 :=
k∏
i=1
λi.
Puisque la de´composition de Frobenius est invariante par conjugaison, ce
nombre est invariant par conjugaison. Par exemple, 〈idG〉 = 1. Ce nombre
refle`te la complexite´ de l’action de g sur V , en un sens que nous allons pre´ciser
dans le contexte du groupe syme´trique Sn agissant par permutation sur C
n
(dans la base canonique).
Soit σ ∈ Sn. A` conjugaison pre`s, on peut supposer que σ se de´compose
comme produit de cycles disjoints :
σ = (1, . . . , λ1)◦(λ1+1, . . . , λ1+λ2)◦· · ·◦(λ1+ · · ·+λk−1+1, . . . , λ1+ · · ·+λk)
ou` les cycles sont de longueur λ1, . . . , λk. Alors 〈σ〉 =
k∏
i=1
λi tandis que
n =
k∑
i=1
λi.
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Pour comprendre mieux ce degre´ de complexite´, nous allons calculer sa
valeur maximale et nous posons pour tout n ≥ 1 :
κn := max
{
k∏
i=1
λi
∣∣∣ (λ1, . . . , λk) ⊢ n
}
.
On calcule aise´ment les premie`res valeurs :
1, 2, 3, 4, 6, 9, 12, 18, 27, 36
54, 81, 108, 162, 243, 324, 486, 729, 1458, 2187,
2916, 4374, 6561, 8748, 13122, 19683, . . .
Selon que l’entier n a e´te´ de´compose´ en k+(n−k) puis partitionne´ encore ou
pas, ou n’est pas de´compose´, on conclut la re´currence suivante (en commenc¸ant
avec κ1 = 1) :
κn = max {n, {κk · κn−k | k = 1, . . . , n− 1}} .
La valeur de κn est donne´e par :
Proposition D.0.1. — Soit n ≥ 1. Alors :
– Si n = 3a, alors κn = 3
a ;
– Si n = 3a+ 1, alors κn = 2
2 · 3a−1 ;
– Si n = 3a+ 2, alors κn = 2 · 3
a.
Ainsi, une permutation a un degre´ de complexite´ maximal lorsqu’elle
contient un nombre maximal de 3-cycles. Toutefois, cette de´composition ne
doit pas laisser un point fixe : si cela devait eˆtre, le dernier 3-cycle et le point
fixe re´siduel doivent eˆtre change´s en 2 transpositions (ou, certes, un 4-cycle)
pour atteindre la complexite´ maximale. Les de´compositions les plus complexes
sont donc (3, 3, . . . , 3) ou (2, 3, . . . , 3) ou (2, 2, 3, . . . , 3).
De´monstration. — Nous proce´dons par re´currence forte, en supposant n ≥ 6
(la formule est aise´ment ve´rifiable pour n = 1, 2, 3, 4, 5), en e´tudiant la division
euclidienne de n par 3, note´e n = 3a + b, 0 ≤ b ≤ 2 et en utilisant la formule
re´currente.
– Si n = 3a, supposons une de´composition n = k + (n − k), k ≥ 1. Par
division euclidienne, on a 3a = (3a1 + b1) + (3a2 + b2) avec b1 + b2 ≡ 0[3].
Les cas possibles sont :
– b1 = b2 = 0. Alors a = a1 + a2 (ceci suppose a ≥ 2) et :
κk · κn−k = 3
a1 · 3a2 = 3a;
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– b1 = 1 et b2 = 2. Alors a = a1 + a2 + 1 et :
κk · κn−k = 2
2 · 3a1−1 · 2 · 3a2 = 23 · 3a−2;
– b1 = 2 et b1 = 1. De meˆme, κk · κn−k = 2
3 · 3a−2.
Puisque 23 < 32, on a 3a > 23 ·3a−2 donc κn = max{n, 3
a}. En supposant
n ≥ 6 on a donc κn = 3
a.
Les deux autres cas se traitent de meˆme. Nous les faisons brie`vement.
– Si n = 3a+ 1, 3a+ 1 = (3a1 + b1) + (3a2 + b2) avec b1 + b2 ≡ 1[3].
– b1 = b2 = 2. Alors a = a1 + a2 + 1 et :
κk · κn−k = 2 · 3
a1 · 2 · 3a2 = 22 · 3a−1;
– b1 = 0 et b2 = 1. Alors a = a1 + a2 (ceci suppose a ≥ 1) et :
κk · κn−k = 3
a1 · 22 · 3a2−1 = 22 · 3a−1;
– b1 = 1 et b2 = 0. De meˆme, κk · κn−k = 2
2 · 3a−1.
Pour n ≥ 4 on a donc κn = 2
2 · 3a−1.
– Si n = 3a+ 2, 3a+ 2 = (3a1 + b1) + (3a2 + b2) avec b1 + b2 ≡ 2[3].
– b1 = b2 = 1. Alors a = a1 + a2 et :
κk · κn−k = 2
2 · 3a1−1 · 22 · 3a2−1 = 24 · 3a−2;
– b1 = 0 et b2 = 2. Alors a = a1 + a2 (avec a ≥ 1) et :
κk · κn−k = 3
a1 · 2 · 3a2 = 2 · 3a;
– b1 = 2 et b2 = 0. De meˆme, κk · κn−k = 3
a1 · 2 · 3a2 = 2 · 3a.
Pour n ≥ 5 on a donc κn = 2 · 3
a car 23 < 32.

APPENDICE E
CARQUOIS DE MCKAY POUR LE GROUPE
SYME´TRIQUE
Dans cette note, nous de´crivons le carquois de McKay pour l’action par
permutation du groupe syme´trique Sn sur C
n, afin d’imaginer quelle pourrait
eˆtre une ge´ne´ralisation de la correspondance de McKay « ge´ome´trique » , i.e.
comprendre ce qui pourrait remplacer l’observation fondatrice en dimension
2 disant que le carquois de McKay et le graphe de la re´solution des singula-
rite´s sont les meˆmes. En effet, dans les cas que nous e´tudions, une re´solution
projective cre´pante des singularite´s Y → V/G fournit un isomorphisme des
groupes de Grothendieck K(Y ) ∼= R(G) (voir Bezrukavnikov & Kaledin [BK]
et Bridgeland [Bri02]). Cependant, deux re´solutions projectives cre´pantes
diffe´rentes peuvent avoir un comportement tre`s diffe´rent vis-a`-vis de la corres-
pondance ge´ome´trique de McKay, ainsi que le montre Te´rouanne [Te´r04] sur
des exemples en dimension 3.
Soit Q la repre´sentation par permutation de Sn sur C
n :
Q = IndSnSn−1 C.
Rappelons les re`gles de branchement (ce sont des conse´quences de la re`gle
de Littlewood-Richardson : voir Manivel [Man98, (1.6.13)] et Kerber [Ker,
(4.52)]). Pour une partition λ de n, on a :
Ind
Sn+1
Sn
V λ =
∑
µ∈λ⊗1
V µ,
ResSnSn−1 V
λ =
∑
λ∈ν⊗1
V ν ,
ou` λ⊗ 1 de´signe l’ensemble des partitions que l’on peut obtenir a` partir de λ
en rajoutant une cellule a` son diagramme de Young.
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En particulier, Q = IndSnSn−1 V
(n−1) = V (n) ⊕ V (n−1,1). On calcule alors le
carquois de McKay en utilisant la formule de projection (voir Fulton & Harris
[FH91, Exercice 3.16]) :
V λ ⊗Q = V λ ⊗ IndSnSn−1 C
= IndSnSn−1
(
ResSnSn−1 V
λ ⊗C
)
=
∑
λ∈ν⊗1
∑
µ∈ν⊗1
V µ.
Ainsi, V λ ⊗Q contient exactement les repre´sentations V µ pour les partitions
µ que l’on peut obtenir a` partir de λ en bougeant exactement une cellule dans
le diagramme de Young de λ. En notant les de´compositions par :
V λ ⊗Q =
⊕
µ⊢n
aλ,µV
µ
on a donc aλ,µ = 0 si les diagrammes de λ et µ diffe`rent de plus d’une cellule,
aλ,λ est le nombre de partitions distinctes que l’on peut obtenir a` partir de λ
en retirant une cellule (ce nombre compte les boucles du carquois) et dans les
autres cas aλ,µ = 1 : toute autre repre´sentation que V
λ intervenant dans la
de´composition arrive avec une multiplicite´ 1. En effet, si ν, ν ′ sont deux parti-
tions diffe´rant d’une cellule exactement, alors (ν⊗1)∩(ν ′⊗1) est un singleton.
Il est alors facile de dresser les carquois de McKay (nous ne dessinons pas les
boucles). Il apparaˆıt naturel de lister les partitions par longueur de´croissante
(i.e. par degre´ cohomologique croissant).
Carquois de McKay pour n = 2 :
0 (1, 1)
1 (2)
Carquois de McKay pour n = 3 :
0 (1, 1, 1)
1 (2, 1)
2 (3)
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Carquois de McKay pour n = 4 :
0 (1, 1, 1, 1)
1 (2, 1, 1)
KK
KK
KK
KK
K
2 (3, 1) (2, 2)
3 (4)
Carquois de McKay pour n = 5 :
0 (1, 1, 1, 1, 1)
1 (2, 1, 1, 1)
MM
MM
MM
MM
MM
M
2 (3, 1, 1)
MM
MM
MM
MM
MM
M
(2, 2, 1)
3 (4, 1) (3, 2)
4 (5)
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Carquois de McKay pour n = 6 :
0 (1, 1, 1, 1, 1, 1)
1 (2, 1, 1, 1, 1)
PP
PP
PP
PP
PP
P
2 (3, 1, 1, 1)
PP
PP
PP
PP
PP
P
(2, 2, 1, 1)
LL
LL
LL
LL
LL
3 (4, 1, 1)
PP
PP
PP
PP
PP
PP
(3, 2, 1)
LL
LL
LL
LL
LL
(2, 2, 2)
4 (5, 1) (4, 2) (3, 3)
5 (6)
Carquois de McKay pour n = 7 :
0 (1, 1, 1, 1, 1, 1, 1)
1 (2, 1, 1, 1, 1, 1)
QQ
QQ
QQ
QQ
QQ
QQ
Q
2 (3, 1, 1, 1, 1)
QQ
QQ
QQ
QQ
QQ
QQ
Q
(2, 2, 1, 1, 1)
VVV
VVV
VVV
VVV
VVV
VVV
V
3 (4, 1, 1, 1)
QQ
QQ
QQ
QQ
QQ
QQ
Q
(3, 2, 1, 1)
MM
MM
MM
MM
MM
M
VVV
VVV
VVV
VVV
VVV
VVV
VVV
(2, 2, 2, 1)
4 (5, 1, 1)
QQ
QQ
QQ
QQ
QQ
QQ
QQ
(4, 2, 1)
MM
MM
MM
MM
MM
M
(3, 3, 1) (3, 2, 2)
5 (6, 1) (5, 2) (4, 3)
6 (7)
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Sur les correspondances de McKay pour
le sche´ma de Hilbert de points sur le plan affine
Mots cle´s.— Sche´ma de Hilbert, correspondance de McKay, fonctions
syme´triques, cohomologie e´quivariante, classes caracte´ristiques, polynoˆmes de
Macdonald.
Re´sume´.— Le quotient d’un espace vectoriel de dimension finie par l’action
d’un sous-groupe fini d’automorphismes est une varie´te´ en ge´ne´ral singulie`re.
Sous bonnes hypothe`ses, la correspondance de McKay relie la ge´ome´trie de
bonnes re´solutions des singularite´s aux repre´sentations du groupe. Pour le
sche´ma de Hilbert de points sur le plan affine, nous e´tudions comment les
diffe´rentes correspondances (McKay, McKay duale et McKay multiplicative)
sont relie´es les unes aux autres. A cette fin, nous calculons des formules combi-
natoires pour les fibre´s vectoriels usuels sur le sche´ma de Hilbert de points sur
le plan affine. Paralle`lement a` ces questions, nous e´tudions le comportement
multiplicatif du the´ore`me de Bridgeland, King & Reid construisant la corres-
pondance de McKay pour le sche´ma de Hilbert de points sur le plan affine.
Dans une dernie`re partie, nous calculons les classes de Chern du fibre´ tangent
au sche´ma de Hilbert de points sur le plan affine.
On the McKay correspondences for
the Hilbert scheme of points on the affine plane
Keywords.— Hilbert scheme, McKay correspondence, symmetric func-
tions, equivariant cohomology, characteristic classes, Macdonald polynomials.
Abstract.— The quotient of a finite-dimensional vector space by the ac-
tion of a finite subgroup of automorphisms is usually a singular variety. Under
appropriate assumptions, the McKay correspondence relates the geometry of
nice resolutions of singularities and the representations of the group. For the
Hilbert scheme of points on the affine plane, we study how the different cor-
respondences (McKay, dual McKay and multiplicative McKay) are related to
each other. For this purpose, we compute combinatorial formulas for the usual
vector bundles on the Hilbert scheme of points on the affine plane. We also
study the multiplicative behavior of the theorem of Bridgeland, King & Reid
constructing the McKay correspondence for the Hilbert scheme of points on
the affine plane. We finish with the computation of the Chern classes of the
tangent bundle on the Hilbert scheme of points on the affine plane.
