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RESUMO
0  objetivo deste trabalho é estudar a sincronização de freqüências 
em redes de mapas seno-círculo. A forma de acoplamento utilizada é governada por 
dois parâmetros: um responsável pela intensidade e outro pelo alcance da mteraçao 
entre os elementos da rede, fazendo com que o acoplamento varie de global (campo 
médio) a local (primeiros vizinhos). É observado que quando estes parâmetros sao 
variados, ocorre uma transição entre um estado completamente sincronizado e um 
estado não-sincronizado. A medida da sincronização foi feita através da comparaçao 
entre os valores do número de rotação de cada mapa. Esta compaxação indica a 
existência de platôs formados por sítios adjacentes que apresentam valores iguais 
paxa o número de rotação. Foi encontrada uma lei de distribuição exponencial para 
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C apítulo 1 
Introdução
0  fenômeno de sincronização foi observado e estudado pela primei­
ra vez em 1665 pelo holandês Christiaan Huygens, físico e inventor do relógio de 
pêndulo. Certo dia, ao observar dois dos seus relógios, ambos colocados numa mes­
ma paxede, ele notou que, à medida que o tempo passava, seus pêndulos sincroniza­
vam, ou seja, as variáveis angulares que descreviam o movimento de cada pêndulo 
apresentavam o mesmo valor em cada instante de tempo. Mesmo depois de per­
turbá-los, de alguma forma, eles voltavam a sincronizar após algum tempo. Quando 
Huygens afastou os relógios, colocando-os em paredes diferentes, ele notou que de­
pois de um determinado intervalo de tempo, seus pêndulos não estavam mais em 
sincronia. Depois de diversas observações sistemáticas como esta, ele iniciou um 
estudo matemático detalhado destes sistemas, dando início à teoria de osciladores 
acoplados. Devemos ressaltar que existem basicamente dois tipos de sincronização: 
a sincronização de fases, que foi descrita acima e a sincronização de frequências, on­
de podemos observar valores diferentes de variáveis angulares, mas o mesmo valor 
para as frequências individuais. Neste trabalho nos ocuparemos da última forma de 
sincronização citada. Os osciladores acoplados podem ser encontrados em toda a 
natureza, inclusive nos seres vivos. Um exemplo pode ser visto no comportamento 
coletivo de algumas espécies de vaga-lumes que, na época do acasalamento, apagam 
e acendem suas luzes sincronizadamente [Strogatz e Stewart, 1993]. A sincronização 
de osciladores biológicos pode ser encontrada nos mecanismos de geração dos ritmos 
cardíacos e respiratórios, e nos ritmos circadianos e de locomoção-respiração [Glass 
e Mackey, 1997].
A motivação física para este trabalho vem dos resultados observados 
nas cadeias de junções Josephson acopladas [Wiesenfeld ct o/., 1996], [Wiesenfeld e
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um determinado valor a partir do qual o mapa torna-se não-inversível. Neste tra­
balho nos concentraremos somente na região em que o mapa é inversível. Estudos 
que definem as principais características sobre este m apa podem ser encontrados 
em [Jensen et a/., -1983] e [Jensen et a/., 1984], A literatura que tra ta  destas redes 
apresenta estudos sobre fenômenos como ”mode-locking” [Alstrpm e Ritala, 1986], 
caos espaço-temporal [Kaneko, 1991] e turbulência solitÔnica [Crutchfield e Kane- 
ko, 1987], [Kaneko, 1989 (2)], [Kaneko, 1993], além da sincronização [Chatterjee e
Gupte, 1996].
Os elementos de uma rede de mapas acoplados interagem segundo 
uma pescrição especificada. Tal prescrição pode exibir um ou mais parâmetros, per­
mitindo que os elementos da rede interajam mais ou menos intensamente. Quando 
os parâmetros assumem valores adequados, o fenômeno de smcromzaçao pode surgir.
As regras de interação, ou de acoplamento, são diferenciadas pela maneira como os 
elementos da rede interagem com seus vizinhos. 0  acoplamento que utilizaremos e 
caracterizado por um parâmetro de alcance, que faz com que a intensidade de acopla­
mento decaia com a distância ao longo da rede, de acordo com uma lei de potência, 
além de um parâmetro que regula a intensidade do acoplamento, responsável pelo 
efeito difusivo na rede. 0  parâmetro de alcance pode fazer com que o acoplamento 
varie desde o local (apenas os primeiros vizinhos interagem) até o global (todos os 
elementos da rede interagem mutuamente). Esta forma de acoplamento foi introdu­
zida originalmente para redes de osciladores com tempo contínuo em [Rogers e Wille,
1996] e para um a rede de mapas em [Viana e Batista, 1998].
0  objetivo deste trabalho é estudar a sincronização como função do 
parâmetro de alcance e da intensidade do acoplamento. Isto será feito através 
de vários diagnósticos. Estes diagnósticos utilizam-se de uma quantidade chama­
da número de rotação, que é a freqüência perturbada de cada elemento da rede. 
Quando ocorre a sincronização de freqüências, os mapas mais próximos tendem a 
apresentar o mesmo valor do número de rotação, formando assim os ditos platos de 
sincronização [Rogers e Wille, 1996], [Viana e Batista, 1998]. Estudaremos tambem 
a distribuição de tais platos como função da quantidade de elementos existente em
cada um.
A dissertação foi segmentada da seguinte forma.
No Capítulo 2, primeiramente faremos um apanhado geral sobre os 
sistemas dinâmicos espacialmente extensos mais populares: os autÔmata celulares, 
as cadeias de osciladores com tempo contínuo e as equações diferenciais parciais,
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além, é claro, das redes de mapas acoplados. Depois abordaxemos os principais tipos 
de acoplamento existentes para redes unidimensionais e os principais aspectos da 
fenemenologia destas redes.
0  mapa que utilizaremos, o do seno-círculo, será apresentado no 
Capítulo 3 através da introdução de um circuito elétrico composto de dois gera­
dores AC que estão conectados em série com um resistor variável. Neste mesmo 
capítulo estudamos a dinâmica deste mapa, e posteriormente mostraremos os prin­
cipais fenômenos que ocorrem em redes compostas por estes mapas.
0  Capítulo 4 tra ta  do fenômeno de sincronização nas redes de mapas 
do seno-círculo acoplados, através do estudo dos perfis dos números de rotação. Neste 
capítulo também introduzimos algumas das quantidades utilizadas para diagnosticar 
os estados de sincronização, são elas: o desvio quadrático médio e o parâmetro de 
ordem complexo.
Finalmente, no Capítulo 5 apresentaremos duas novas quantidades, 
chamadas grau de sincronização e grau de sincronização modificado, que levam em 
conta os platôs de sincronização. Estas quantidades identificam transições entre esta­
dos sincronizados e não-sincronizados como funções dos parâmetros de acoplamento. 
A últim a parte deste capítulo apresentará um estudo sobre a distribuição dos platôs 
de sincronização, mostrando a dependência com o alcance e com a intensidade do 
acoplamento no limite termodinâmico para o acoplamento de primeiros vizinhos.
5
Capítulo 2 
Redes de M apas Acoplados
2.1 Sistemas Espacialmente Extensos
A teoria de caos em sistemas dinâmicos vem obtendo um grande de­
senvolvimento através do estudo de sistemas de baixa dimensão, ou seja, sistemas 
que possuem poucos graus de liberdade. Entretanto, problemas que apresentam caos 
espaço-temporal [Crutchfield e Kaneko, 1987], como turbulência em fluidos, ergodici- 
dade em mecânica estatística, formação de padrões em fenômenos naturais, sólitons, 
reações químicas, ondas químicas, dinâmica populacional e redes de neurônios pos­
suem muitos graus de liberdade. Assim, na busca de uma concordância, tanto com 
o número de graus de liberdade, quanto com a geometria de tais problemas, foram 
introduzidos sistemas dinâmicos que apresentam extensão espacial, de forma a mo­
delar e caracterzizar o comportamento dos processos citados anteriormente. Tais 
sistemas são descritos através do tempo, do espaço e da variável de estado local, 
sendo que cada uma das três quantidades citadas pode assumir um caráter discreto 
ou contínuo. Obtemos deste modo uma classificação com oito sistemas, dos quais 
apenas quatro recebem maior atenção. São eles: as equaçõs diferenciais parciais, as 
cadeias de osciladores, as redes de mapas acoplados e os autômatas celulares. Isto 
pode ser visualizado mais claramente na tabela 2 .1.
As equações diferenciais parciais (EDP) surgem ligadas a vários pro­
blemas físicos e geométricos, quando as funções em jogo dependem de duas ou mais 
variáveis. Estas variáveis podem ser o tempo e uma ou mais coordenadas espaci­
ais. Tanto as variáveis independentes, quanto as funções que representam o estado 
local do sistema físico num instante de tempo, devem variar continuamente dentro 
de intervalos estabelecidos de acordo com a natureza do problema. Equações como
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Modelo Espaço Tempo Variável de Estado
Autômata Celulares D D D
Redes de Mapas Acoplados D D C
Cadeias de Osciladores D C C
Equações Diferenciais Parciais C C C
Tabela 2.1: Principais sistemas dinâmicos espacialmente extensos. Sendo C=
continuo e D= discreto.
a de Poisson, de Laplace, da difusão, de Helmholtz, entre outras, são exemplos bem 
conhecidos das EDP‘s aplicadas a problemas físicos. Estas equações também são 
freqüentemente estudadas como modelo para caos espaço-temporal. Um exemplo é 
a equação de Ginzburg-Landau [Kaneko, 1991]
=  7 4>(r, t ) -  g\4>\2 +  D V 2<f)(r, t ), (2.1)
que descreve processos do tipo reação-difusão; sendo <f>(r,t) a variável de estado, 
r  a posição, t o tempo, D a constante de difusão, 7  e g os coeficientes de reação. 
Outras EDP s são bastante utilizadas para estudar o comportamento caótico em 
hidrodinâmica, física de plasmas [Tham e Sen, 1992] e outras áreas da física. Um 
outro exemplo de EDP que apresenta caos espaço-temporal pode ser encontrado em 
sistemas que representam ondas interagindo de forma não-linear [Lopes e Rizzato, 
1998].
As cadeias de osciladores acoplados apresentam o tempo e a variável 
de estado contínuos e o espaço discreto. A discretização do espaço é facilmente 
obtida através da construção de uma rede, na qual são distribuídos N  osciladores 
de forma que cada um esteja a uma mesma distância dos seus vizinhos adjacentes. 
0  local da rede onde um único oscilador está é denominado sítio. Os N  elementos 
da rede interagem seguindo alguma regra estabelecida, que pode ser o acoplamento 
introduzido em [Kuramoto, 1984]:
K .
èi = tti + — sen (6j -  9i), (i =  1,..., AT), (2.2)
j= 1
sendo 0; e fi;, respectivamente, a fase e a freqüência natural do i-ésimo oscilador, e 
K  é a constante de acoplamento. Uma aplicação das cadeias de osciladores acopla­
dos em biologia é descrita em [Sompolinski et al., 1991], onde é simulada uma rede
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de neurônios associados à região do cérebro de um gato, responsável pelo proces­
samento visual. Há também um grande interesse na descrição de redes de junções 
Josephson [Wiesenfeld e Hadley, 1989], [Wiesenfeld et a/., 1996] e lasers [Hohl et ai,
1997]. Redes de osciladores Rõssler, devido à sua dinâmica bastante rica, aparecem 
freqéntemente na literatura [Osipov et c/., 1997], [Brunnet e Chaté, 1998].
Um autômato celualar é essencialmente uma representação de um 
conjunto de muitos objetos que interagem simultaneamente, sendo que o espaço, 
o tempo e a variável de estado local são discretos. Tal sistema dinâmico tem as 
seguintes propriedades:
(a) 0  espaço é representado por uma rede regular em uma, duas ou três dimensões;
(b) cada sítio da rede pode estar em apenas um dos finitos estados acessíveis ao 
sistema. Os estados são representados por números inteiros;
(c) os valores de todos os sítios na rede são atualizados sincronizadamente em cada 
instante de tempo;
(d) os valores dos sítios são atualizados usando um conjunto de regras que levam 
em conta os valores do sítio e de seus vizinhos.
Grande parte dos estudos que estão relacionados a estes sistemas estão 
direcionados, principalmente, para a sincronização [Morelli e Zanette, 1998] e a auto- 
organização [Medvedev e Diamond, 1998]. Na modelagem de fenômenos físicos, este 
sistema dinâmico é bastante usado para simular o comportamento estatístico de 
sistemas do tipo modelo de Ising [Hemmingsson et al., 1993].
Neste trabalho voltaremos a nossa atençã para as redes de mapas 
acoplados. Este sistema, que apresenta o espaço e o tempo discretos e a variável 
de estado local contínua, foi introduzido por Kaneko em [Kaneko, 1983] como um 
modelo simples para caos espaço-temporal. Inicialmente estas redes eram unidimen­
sionais, mais tarde, Kaneko estendeu este modelo a redes bidimensionais [Kaneko, 
1989 (2)]. A modelagem e caracterização de tal aspecto é importante no estudo da 
turbulência como um fenômeno geral [Kaneko, 1989], [Cosenza e Parravano, 1996], 
que não está restrito apenas à dinâmica de fluidos, mas ocorre em outras áreas da 
ciência fundamental aplicada, como exemplo: física do estado sólido, óptica, química, 
problema da formação de padrões e biologia [Kaneko, 1990]. Caos espaçõ-temporal 
pode ser observado na convecção e Bénard, convecção em cristal líquido, problemas 
de reação-difusão em química e cadeias de junções Josephson.
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A rede de mapas acoplados é construída da seguinte forma [Crut- 
chfield e Kaneko, 1987]: uma variável x \  é distribuída sobre uma rede espacial 
d-dimensional (em nosso caso d = 1); sendo n o tempo e i a posição do sítio na 
rede (i =  1,2,...N =  tamanho da rede). Podemos optar dentre diversos tipos de 
condições de contorno, mas aqui optamos por trabalhar com condições de contorno 
periódicas (x '^N =  x'n). A evolução da variável de estado é governada pela dinâmica 
local, que evolui com o tempo, e pela forma de acoplamento com os outros sítios. 
Isto pode ser exemplificado através da seguinte rede de mapas acoplados
*2i-i =  / ( * ? )  =  A -  2/(x<?) + /(xíí«>)] , (2.3)
sendo A  a constante de acoplamento e / ( X n a dinâmica local da rede, ou seja, uma 
função não-linear que corresponde a um mapa unidimensional.
Como veremos no Apêndice A, podemos derivar uma das formas de 
acoplamento a partir de uma EDP de segunda ordem, que descreve processos de 
reação-difusão. 0  fato de derivarmos uma rede de mapas acoplados de uma equação 
que modela um processo físico, além de ser uma grande motivação, contribui para a 
popularidade da qual estes sistemas dinâmicos gozam atualmente. Podemos lembrar 
também de uma característica importante, que é o fato destes sistemas serem um mo­
delo simples para caos espaço-temporal. Tal simplicidade é devida à facilidade com 
que estas redes podem ser implementadas computacionalmente, além do tempo de 
processamento ser muito reduzido em relação às EDP e às cadeias de osciladores. Por 
estas razões, muitos trabalhos surgiram, dentre os quais podemos citar [Grassberger 
e Schreiber], [Keller et a i, 1992], [Marcq et a/., 1997], que estudam a transição de fase 
em redes de mapas acoplados. Outra aplicação na física é estudada através da simu­
lação do comportamento termodinâmico de modelos de Ising [Andrade, 1999]. Além 
das aplicações físicas, há trabalhos cuja atenção está voltada para a fenomenologia 
das redes, como em [Jánosi e Gallas, 1999], onde é feita uma análise da dinâmica de 
campo médio de mapas que apresentam mais de um atrator. A sincronização é outro 
aspecto extensivamente estudado, como é visot em [Viana e Batista, 1998], onde é 
explorada a sincronização de freqüências entre sistemas de ciclo-limite e [Chatterjee 
e Gupte, 1996], que mostra resultados analíticos a respeito da sincronização de fases 
entre mapas do seno-círculo acoplados.
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2.2 Tipos de Acoplamento
Na seção anterior, mencionamos brevemente que os sistemas que apre­
sentam discretização espacial - as redes de mapas acoplados, no nosso caso - são 
regidos por uma regra matemática de itneração chamada acoplamento. Há várias 
formas de acoplamento, mas independentemente do tipo utilizado, devemos explici­
tar a maneira como será feita a atualização das variáveis de estado a cada iteração. 
Nós optamos por atualizar todos os elementos da rede simultaneamente, diferente do 
que é feito em [Abramson e Zanette, 1998] que apresenta duas formas de atualização 
não simultânea. Quando fazemos a escolha da função que representa o acoplamento 
devemos deixar claro a maneira como abordamos as variáveis de estado; temos duas 
alternativas à nossa mão quando partimos do acoplamento gera:
4 l i  =  / ( * ? )  +  í l s ^ ) ]  C? =  0, N  — 1) e Ü # i ) -
Sendo £ um a função de 5 ( 4  ) (acoplamento).
(a) Acoplamento linear: tem a forma g(x) =  x, sendo g(x) a função que representa 
o acoplamento e x a variável de estado correspondente à iteração anterior;
(b) Acoplamento futuro: neste tipo de função utiliza-se o valor da variável de 
estado correspondente à iteração atual, ou seja, trocamos x por /(x ) . Aqui 
/(x )  é a dinâmica local da rede. Deste modo, temos um a função geral do tipo 
g(x) = f(x ) .
Este trabalho abordará três tipos de acoplamento, todos futuros: o 
acoplamento local, o acoplamento global e um tipo de acoplamento que varia entre o 
local e o global à medida que um parâmetro de alcance é mudado continuamente.
Quando Kaneko introduziu as redes de mapas acoplados [Kaneko,
1983], ele o fez apresentando o acoplamento local como um modelo que determina a 
dinâmica local do sítio i em função da dinâmica dos sítios i — l e i  +  l e d o  próprio 
sítio. Por este motivo ele também pode ser chamado de acoplamento entre primeiros 
vizinhos e tem a forma (usando o tipo (b) acima):
= (i - 4/(4°) +\ [/(4’1’)+/(4+1|)l. (2-4)
sendo e a constante de acoplamento. Esta função também pode ser chamada de 
acoplamento laplaceano, devido ao fato de podermos obter a rede de mapas exposta
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acima de uma EDP de segunda ordem, isto pode ser visto em [Lichtenberg e Lieber-
Apresentaremos agora o acoplamento global, que foi introduzido por 
Kaneko em [Kaneko, 1989 (3)]. Ele tem a forma
N
1996]. Mais tarde, este acoplamento foi utilizado, pela primeira vez, em redes de 
mapas acoplados [Viana e Batista, 1998].
dos correspondentes pesos estatísticos.
0  parâmetro a  é um número real positivo responsável pela transição 
entre o acoplamento global e local, à medida que é aumentado de 0 até oo. Consi­
deraremos agora os casos limites paxa a prescrição acima:
(a) Para a  =  0: Calculamos primeiro o termo de normalização
(2.5)
Este acoplamento envolve todos os sítios da rede a cada iteração, sem que haja um 
sítio com tratamento distinto dos demais. O segundo termo de (2.5) deixa claro que 
devemos tomar o cuidado de excluir o termo que está sob a ação da contribuição 
média dos outros sítios.
O terceiro e último tipo de acoplamento, a ser visto neste trabalho, foi 
introduzido originalmente para cadeias de osciladores não-lineares [Rogers e Wille,
sendo N ' = (N  — l) /2 , e
nm fator de normalização. Isto vem do fato da somatória na equação (2.6) ser uma 




Agora, o somatório, que denotaremos por S
N
s  = É  i  W4+i)) -  2/(4’) + /(zír’’)} =
j=i 3
= {/(4+,)) -  2/(4°) + /(4i_1))} + -  
{/(4,+w')) - 2/(4’) + /(4i-"'1)}
5 = {/(4,+1)) - 2/(4°) + /(4"1’)} + ■ • •
+ {/(4+w')) -  2/(4’)+/(4-N,))} = 
= -2jv'/(4 ’) + {/(4'w,)) +
=  - ( W - l ) / ( 4 >)+  £  / ( « ? )  (2 .8 )
j¥*u= 1
E agora, substituindo (2.7) e (2.8) em (2.6)
*í+i =  f ( xn]) ~  e /(*  1°) +  Ç  /(® n(j)),
j&;j=i
=  (i -  « )/(4> ) + tt= t  Ê  4 * » ü )) ,
recuperamos a Eq.(2.5).
(b) Para a  —> oo: Como
i
l i m V - r  = 1,o ^ o o ^  Ia 
3 = 1  J
somente o termo com j= l  sobrevive, portanto, temos
N '
4Ií = /(4>) +1£  {/(4i+i)) -  2/(4°) +
3=1
4li = (1 -  4/(4) +1 [/(4-11) + /(4+,))], (2-9)
que é o acoplamento local visto anteriormente na equação 2.4.
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2.3 Fenomenologia de M apas Acoplados em Rede
Nesta seção faremos uma sucinta apresentação, de forma qualitativa, 
da dinâmica de mapas acoplados em rede - estudos de maior profundidade podem 
ser encontrados em [Crutchfield e Kaneko, 1987], [Kaneko, 1989] e [Kaneko, 1991]. 
Estas redes possuem uma rica variedade de fenômenos, entre eles estão a formação 
de domínios espaciais - regiões da rede onde os mapas apresentam um comportamen­
to espacial semelhante -, coexistência de domínios com dinâmica caótica e regular, 
movimento aleatório das fronteiras dos domínios, intermitência espaço-temporal, es­
truturas zigzag etc. Utilizaremos, para exemplificar como dinâmica local da rede, o 
mapa logístico
— '̂2'n(l (2 .10)
e o acoplamento laplaceano futuro (2.4).
\
A medida que r é aumentado o mapa logístico sofre uma cascata de 
duplicação do período, começando em r = 3,0 até atingir o comportamento caótico 
em Too =  3,59. Para N  mapas acoplados, com condições de contorno periódicas, 
com r < 3,0, qualquer conjunto de condições iniciais leva a uma solução única, que 
é o ponto fixo estável de período 1 para o mapa isolado. Para r > 3,0, o sistema 
pode organizar-se em domínios nos quais a variável x  sofre uma transição espacial 
para cima ou para baixo, formando assim as paredes que separam os domínios. 
Tais paredes são chamadas de kinks (transição ’’para cima”) e antikinks (transição 
”para baixo”). A configuração dos domínios depende das condições iniciais e para 
r  < roo as paredes são fixas no tempo. Para r  =  3,3, ocorre a duplicação de período 
dentro dos domínios (figura2.1). Isoladamente, cada um dos mapas aproxima-se 
assintoticamente da solução estável de período 2 , devido à dependência das condições 
iniciais, pode ocorrer que os sítios tenham soluções diferentes no mesmo instante de 
tempo. Para o sistema acoplado esta estrutura persiste. A figura 2.2 ilustra este 
comportamento para a região de período 4.
O movimento caótico pode ocorrer dentro de cada domínio individu­
almente quando r está próximo de r<». Este comportamento depende da intensidade 
do acoplamento. Se r é aumentado demasiadamente a partir de as paredes dos 
domínios movem-se e eventualmente colidem. Quando isto acontece kinks e antikinks 
são aniquilados, e não exixtem valores bem definidos para as soluções em diferentes 
regiões da rede. Deste modo, as regiões regulares desaparecem com o aumento de r 
(figura 2.3).
A transição de um padrão ordenado da rede para outro que apresenta
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Figura 2.3: Diagrama x i com r  =  3,9 e e = 0,2 e N  =  50. Foram sobrepostas 
50 iterações após 1000 iterações transientes.
Figura 2.4: Diagrama x i com r  =  3 ,7 5 e £  =  0 , l e lV  =  50. Foram sobrepostas 
50 iterações após 1000 iterações transientes.
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R = R(V). Como as fontes de voltagem estão em série, temos V  =  v ise n ( fit+ 9 ^ )  + 
V2 sen (f2 t +  #o^)- A corrente que passa pelo resistor, I ( t ) =  V /R (V ), é uma função 
não-linear de V . Como os fatores j \ t  e / 2Í aparecem somente como argumento dos 







= f u  
= Í2-
Os ângulos e 9^2\  e o comportamento das freqüências f \  e /2  podem ser descritos 
por trajetórias confinadas à superfície de um torus. A freqUência f \  é associada com 
o movimento na circunferência externa, enquanto que a freqüência /2  é associada ao 
corte de seção do torus (figura 3.2).
Figura 3.2: Representação de uma trajetória, com freqüências /1  e / 2, confinada à 
superfície de um torus, juntam ente com o corte de Poincaré do mesmo. Leia-se na 
figura wi =  /2  e tu2 =  f \ .  Fonte: [Schuster, 1984]
Assum imos que os valores dos ângulos 0^) e 9 ^  permanecem no in­
tervalo (0 ,0 ; 1 ,0], ou seja, se um determinado valor é maior ou igual a 1,0 , então 
subtraímos 1,0 até que a parte inteira seja igual a zero. Tal operação é chamada de 
módulo 1 (mod 1). Podemos escrever matematicamente esta operação numa forma 
mais geral
a mod b = N  —
b
Sendo N  o menor inteiro satisfazendo Nb >  a.
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não-linear, representado por uma função g(0). Arnold [Arnold, 1965] introduziu o 
mapa
On+1 = fifin ) +  íí -  |^sen(27r0n), (3.3)
que é igual ao mapa (3.2) menos o termo não-linear g(9), que neste caso é igual a 
—K/2Trsen(27r9n). Fisicamente, g(6) modela o efeito de acoplamento não-linear no 
circuito. Na forma em que está, a equação é chamada de mapa do seno-círculo e 
foi, posteriormente, detalhadamente estudado por Jensen et al. [Jensen et a i, 1983] 
dentre outros. Sendo K  € [0, oo] o parâmetro de controle da não-linearidade do 
mapa. Para K  < 1,0 o mapa é inversível, ou seja, cada valor de f (9 n) corresponde 
a um único valor de 6n\ para K  > 1,0 o mapa não pe inversível, isto é, f (0 n) pode 
apresentar mais de um valor para cada valor de 6n. Temos assim, um mapa que 
depende de dois parâmetros: fí e K . A figura 3.4 mostra diagramas de primeiro 
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Figura 3.4: Diagramas de retorno para a primeira iteração do mapa do seno-círculo, 
com fi =  0,5 e quatro valores diferentes de K: (a) K  =  0,0, (b) K  =  0,5, (c) K  =  1 
e (d) K  =  3,0.
A figura 3.5 mostra o comportamento do mapa paxa valores diferentes 
de íí na região de K  onde f(6 ) é inversível. A descontinuidade na função qua aparece 
nas figuras 3.4 e 3.5 é aparente. Quando o valor do ângulo excede 1,0, subtraímos
1,0 do valor e o mesmo retorna paxa a parte inferior do diagrama.
Existem trabalhos que tentam  reproduzir alguns sistemas físicos 
através destes mapas, por exemplo: modelagem de junções Josephson, reação química 
de Belusov-Zhabotinsky, oscilações em um condutor iônico [Lichtenberg e Lieberman,
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onde o movimento depende sensivelmente deis condições iniciais.
Faremos um estudo de cada um dos três casos acima utilizando o 
expoente de Lyapunov que apresenta valores positivos quando o movimento é caótico, 
valores negativos quando o movimento é periódico e é igual a zero quando há quase- 
periodicidade. Uma outra quantidade que temos à nossa mão e que é usada para 
descrever a dinâmica dos mapas do círculo e do ÍV-torus é o número de rotação [Bergé 
et a i, 1984], definido por
„  =  lim ' • < * > - * ,  (3.4)
n — fo o  71
sendo f n(0o) a n-ésima iteração do mapa (sem a operação mod 1 , neste caso). 0  
número de rotação K  < 1,0 não depende das condições iniciais Ôq e converge para 
um determinado valor. O mesmo não acontece para K  >  1,0, sendo tal quantidade 
dependente das condições iniciais e não convergindo necessariamente para um mesmo 
valor, resultando num valor diferente a cada iteração. Para o mapa linear (K  =  0), 
representado pela equação (3.2), w e O apresentam o mesmo valor, como podemos 
ver abaixo
n íl +  6q — 6 o 
w =  lim ------------------ =
n-¥oo n
Neste trabalho, calculamos o número de rotação da seguinte maneira: 
esperamos um tempo transiente n =  mo até que o sistema atinja o estado estacionário 
e fazemos o cálculo de n = mo até n = m. Sempre usaremos mo =  2000 e m =  
5000. Para diminuir os erros numéricos fazemos a diferença a cada iteração. Temos, 
portanto, a seguinte forma
1 m —1
w — lim ----------  V '  |0„+i -  9n|. (3.5)
m-yoo m  — mo
n = m o
Para 0 <  /íT <  1,0, w e t i  não são necessariamente iguais, mas o fato de w ser racional 
ou irracional continua indicando se o movimento é periódico ou quase-periódico.
Vamos ilustrar o comportamento do mapa através das figuras 3.6 e 
3.7, cada uma delas apresentando os diagramas f(6 )  x K  e do expoente de Lyapunov 
versus K . O expoente de Lyapunov é definido como
A =  Jirn (3*6)
t—i
sendo T  o número total de iterações e / '( z .)  a derivada da função que descreve o 
mapa.
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Na figura 3.6 observamos que para K  ~  0,0 até aproximadamente 
1,415, encontramos uma região de período 2 , na qual o número de rotação é w =  0 ,5, 
e a paxtir de 1,415 existem alguns valores do parâmetro de controle da não-linearidade 
para os quais o movimento é quase periódico e algumas regiões onde observamos o 
expoente de Lyapunov positivo, indicando assim o movimento caótico; utilizamos 
Çl = p/q  =  1/2. Diferentemente da figura 3.6 a figura 3.7 apresenta o movimento 
quase-periódico sobre toda a região na qual o mapa é inversível (0 <  K  <  1,0). O 
número de rotação para este caso é irracional. A razão deste comportamento é a 
escolha de Cl =  0,606661, que é uma boa aproximação para um número irracional. 
A partir de K  =  1,0 observamos uma alternância entre regiões periódicas, quase- 
periódicas e caóticas.
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Figura 3.6: Diagrama de bifurcação e diagrama do expoente de Lyapunov versus o 
parâmetro de controle K  para 0  =  0,5.
A análise dos pontos fixos do mapa também é bastante útil na carac­
terização da dinâmica do mesmo. Um ponto fixo deve satisfazer a equação
o* =  / ( n ,  (3-7)
ou (sendo M  um inteiro)
0* = e* + Ü -  ^sen(27t9*) +  M. (3.8)
27r
A ocorrência dos pontos fixos se dá mediante certas combinações de K  e ü . Exa­
minaremos agora o comportamento das trajetórias nas vizinhanças dos pontos fixos,
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A figura 3.10 mostra o movimento com período 2 utilizando como 
parâmetros: K  =  0 ,8 , Cl = 0,5. O primeiro diagrama (figura 3.10 (a)) é uma série 
temporal para 0o =  0,3. No gráfico (b) temos o diagrama de retorno para a primeira 
iteração do mapa com 0O =  0,3. O Gráfico (c) apresenta o digrama de retorno 
para a segunda iteração do mapa com duas condições iniciais diferentes: $o = 0 ,3 e 
0Q =  0,33. Este último diagrama mostra o comportamento das trajetórias próximo 
aos pontos fixos. Os pontos fixos estáveis são 0 =  0,0 e 6 = 0,5. Aqui temos o 
travamento de freqüência com w = 1/ 2 .
A figura 3.11 apresenta um a caso de quase-periodicidade. O diagrama
(a) mostra a série temporal do mapa com K  =  0,5, ü  =  0,6180339 e 0 =  0,35. (b) 
apresenta o diagrama de retorno para a primeira iteração do mapa utilizando-se dos 
mesmos parâmetros. O número de rotação para este caso é igual a 0,621690. Na 
figura 3.11, nós deixamos o sistema evoluir somente até a iteração n =  200 . Se 
iterássemos mais vezes, a trajetória preenchida todo o diagrama.
Figura 3.8: Diagramas de primeiro retorno que mostram as trajetórias próximas aos 
pontos fixos: (a) K  =  0,5 e 0  =  0,05; (b) K  — 0,5 e Í2 =  0,95. 0o =  0,55
Paxa ilustrar as regiões onde ocorrem o travemnto de freqüência é 
usualmente utilizado um diagrama no espaço de parâmetros K  — í), onde são ob­
servadas áreas sombreadas que representam as regiões de travamento de freqüência. 
Tais regiões são denominadas línguas de Am old  [Arnold, 1965]. A figura 3.12 mos­
tra estas regiões com K  variando de 0,0 a 1,5. Existem regiões de travamento de 
freqüência para todas as razões p/q  entre inteiros e positivos. Em K  =  0, a  maioria 
dos fl produz um comportamento quase-periódico. À medida que K  é aumentado as
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Figura 3.10: (a) Série temporal para o mapa do seno-círculo com 8o =  0,3; (b) 
diagrama de retorno para a primeira iteração com 60 = 0,3; diagrama de retorno 
para a segunda iteração com duas condições iniciais distintas: 0o =  0,3 e 0o =  0,33. 
Os parâmetros utilizados foram K  =  0 ,8 e ü  — 0,5.
0£
0 02 M Oi Oi 1
Figura 3.11: (a) Série temporal para o mapa do seno-círculo. K  =  0,5, Cl =  
0,6180339 e 0O = 0,35. (b) Diagrama de retorno para a primeira iteração do mapa 
do seno-círculo referente à série temporal.
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Figura 3.13: A Escada do Diabo para o mapa do senocírculo para K  =  1,0.
0 . 6  r -







Figura 3.14: Diagrama 0 ^  x i  para uma condição inicial aleatória, e =  0,95, K  =  0,5, 
Çl — 0,5 e N  =  128. A figura corresponde à  sobreposição de 32 iterações, a partir de 
2000  iterações transientes desprezadas.
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(b) turbulência solitônica (figura 3.18): as estruturas de kinks e anti-kinks perma­
necem e um comportamento aperiódico surge devido à colisão entre kinks e 
anti-kinks. Foi utilizado K  =  1,2754866, e =  0,4 e Cl = 0,3.
(c) turbulência completamente desenvolvida (figura 3.19): Podemos observar todos 
os domínios que apresentavam periodicidade desapareceram devido à colisão de 
kinks e anti-kinks. Para este caso foi utilizado K  =  1,37, e — 0,4 e Í1 =  0,3.
Nas figuras 3.17 à 3.19 os valores de 0 $  nos gráficos computados a 
cada 4 iterações.
Figura 3.17: Diagrama em três dimensões da evolução temporal de uma rede de 
mapas do seno-círculo. K  =  1,2566751, e — 0,4 e =  0,3. Os valores de foram 
plotados a cada 4 iterações.
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C apítulo 4
Sincronização em  R edes de M apas 
do Seno-Círculo
4.1 S incr onização
Para sistemas espacialmente extensos há dois tipos de sincronização:
(a) Sincronização de fasesi Neste tipo de sincronização, as variáveis x l, x2 ,. . . ,  xjv, 
que representam o estado de cada ente do sistema, assumem os mesmos valores 
para quaisquer instantes de tempo n, como é mostrado na figura 4.1, que 
mostra a sincronização de fases entre dois pêndulos em quatro instantes de 
tempo diferentes (t = 0 , . . . ,  3).
A sincronização de fases não ocorre somente em sistemas nos quais as va­
riáveis de estado são representadas por ângulos, como por exemplo em [Shin- 
brot, 1994], onde a sincronização de mapas logísticos globalmente acoplados 
(equações (2.5) e (2.10)) é estudada, e em [Hemmingsson et al., 1993], [Morelli 
e Zanette, 1998] e [Grassberger, 1999] que apresentam estudos sobre a sincroni­
zação de autôm ata celulares. Há uma quantidade razoável de trabalhos sobre 
sincronização de fases tanto em redes de osciladores [Kuramoto, 1984], [Vieira 
et al., 1994], citeOsipov, [Hohl et al., 1997], quanto em redes de mapas aco­
plados [Pikovsky et al, 1997], [Gade e Amritkar, 1993], [Chatterjee e Gupte, 
1996], sendo que os dois últimos são trabalhos analíticos sobre a estabilidade e 
a sincronização em redes de mapas acoplados, respectivamente.
Um tipo especial de sincronização de fases é bastante estudado hoje em dia. 
Tal fenêmono é chamado de sincronização de caos e caracteriza-se por sistemas
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transições de estados não-sincronizados para estados sincronizados que estão 
em concordância com os resultados teóricos de Kuramoto [Kuramoto, 1984]. A 
equivalência entre estas redes e o modelo de Kuramoto foi mostrada em [Wie- 
senfeld e Hadley, 1989]. As junções Josephson são dispositivos supercondutores 
capazes de gerar oscilações com freqüências muito altas, entre IO10 e 1011 Hz. 
Elas têm  uma grande aplicação tecnológica como amplificadores, moduladores 
de voltagem, detectores e dispositivos de mudanças rápidas em circuitos digi­
tais. Estas junções podem detectar potenciais elétricos da ordem de 10-15 volts, 
e são usadas também para detectar radiação na faixa do infravermelho distante 
vindas de galáxias longínquas. Embora precisemos da mecânica quântica paxa 
explicar a origem do efeito Josephson, podemos descrever a dinâmica destes 
dispositivos através da equação de um pêndulo amortecido forçado.1
Os estudos desenvolvidos nesta dissertação levam em conta, para o mapa do 
seno-círculo, somente a sincronização de freqüência, como foi feito em [Rogers 
e Wille, 1996], [Wiesenfeld et al., 1996] e [Viana e Batista, 1998].
4.2 Perfis do Número de Rotação
A partir deste ponto analisaremos o comportamento das redes de ma­
pas de seno-círculo através de uma série de quantidades que caracterizam a sincroni­
zação. Nesta seção, mostraremos o comportamento da rede através de diagramas do 
número de rotação w (quer representa a freqüência perturbada para os mapas aco­
plados) contra a posição na rede i e a evolução temporal da rede de mapas através 
de diagramas em três dimensões. 0  acoplamento utilizado é o representado pela 
XA equação do pêndulo amortecido e forçado é:
m L 26 +  b6 +  mgLsenO =  T. (4.1)
Sendo 6 o ângulo, m a massa, L o comprimento da haste, T o torque aplicado, b o coeficiente de 
amortecimento e o termo m gL  o torque gravitacional máximo.
A equação para uma junção Josephson em circuito é:
^-4>  +  7r~5Phi +  Icsen<t> =  I. (4.2)
2e 2 eR
Sendo <j> a diferença de fases, h C /2 e  o potencial, C  a capacitância, /  a corrente aplicada, 1 /R  a 
condutância e Ic a corrente crítica e fi a constante de Planck dividida por 2rr.
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Figura 4.3: Três diferentes perfis do número de rotação para valores diferentes da 
semente utilizada para a geração da distribuição de freqüências aleatória Í2^  e das 
condições iniciais 0qK Com K  = 0,25, e =  0,0, iV =  100, a  =  0,0.
Figura 4.4: Diagrama em três dimensões mostrando a evolução temporal de uma 
rede de mapas do seno-círculo acoplados. K  =  0,25, £ =  0,0, N  =  100, a  — 0,0. 
Com condições iniciais e freqüências aleatórias, e condições de contorno periódicas.
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Figura 4.6: Diagrama em três dimensões mostrando a evolução temporal de uma 
rede de mapas. K  — 0,25, £ =  0,5, N  =  100, a  =  0,0.
0.6
Figura 4.7: Três diferentes perfis do número de rotação para valores diferentes da 
semente utilizada para a geração da distribuição de freqüências D(,) e das condições 
iniciais Com K  =  0,25, £ =  0,65, N  = 100, a  =  0,0. Aqui há a sobreposição 




Figura 4.10: Perfil dos números de rotação para a = 100,0, K  = 0,25, e — 0,7, 
N  =  100 .
nização, que no nosso caso é o valor médio do número de rotação. A medida de 
dispersão que utilizaremos é o desvio quadrático médio:
I " - 1
N
8oj = 3 y l > (,)-  < ^ » 1/2
i= 0
(4.3)
que nos diz essencialmente o quão distantes os valores do número de rotação estão
do seu valor médio <  w > =  {1/N)
As redes com as quais trabalhamos, nesta seção, possuem 2001 mapas 
e a constante de não-linearidade K  =  0,25. Primeiramente faremos a análise de dois 
casos da dispersão quando variamos a. A figura 4.11 foi obtida utilizando z — 0,7. 
Encontramos um a região entre a  =  0,0 e q  =  1,0, onde os valores de 8u> permanecem 
num valor constantes e próximos a zero (~  106) , indicando a existência de um estado 
completamente sincronizado. Na região em que a  assume os valores entre 1,1 e 2,0, 
há um crescimento bastante rápido dos valores de Su em função de a; esta região 
apresenta estados parcialmente sincronizados como é mostrado na figura 4.12(b) 
para a  =  1,3. Há um terceiro conjunto de valores de a , que se encontram acima 
de 2 ,0 , onde os valores de 8u mostram uma pequena oscilção, apresentando uma 
dispersão dos valores de u> aproximadamente igual a 7% em relação ao valor médio 
do número de rotação, caracterizando um estado completamente não-sincronizado
(figura 4.12(a)).
A figura 4.13 não exibe uma região de transição, onde existem es­
tados parcialmente sincronizados, entre a total sincronização da rede e um estado
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Figura 4.12: Perfis do número de rotação para dois valores diferentes do parâmetro 
a: (a) N  = 2000, K  = 0,25, e =  0 ,7 e a  =  4,0; (b) N  = 2000, K  =  0,25, £ =  0,7 e 
a  =  1 ,3.
rede. Tal quantidade é chamada de parâmetro de ordem e foi utilizada originalmente 
por Kuramoto [Kuramoto, 1984] em cadeias de osciladores com tempo contínuo.
O parâmetro de ordem é utilizado na mecânica estatística [Kubo et 
ai, 1981], [Stanley e Guyon, 1990], [Ma, 1985] para diagnosticar o estado de ordena­
mento de um sistema físico e pode ser utilizado para caracterizar transições de fase 
nestes sistemas. O parâmetro de ordem complexo é definido para redes de mapas 
acoplados [Viana e Batista, 1998] como
N - l
zn = Rne,4,n = — ^  exp[í27r^:’], (4.4)
3 = 0
sendo 0 $  (j =  0 ,1 ,2 , . . . ,  N - 1) o padrão da rede num tempo n. Uma representação 
pictórica desta quantidade pode ser feita através de um círculo unitário, sobre o qual 
as fases ^  são distribuídas e cada uma delas é associada a um vetor de estado y} 
de módulo |y}| =  |exp[z27T0n^]|, como é mostrado na figura 4.15.
Para ilustrar, consideremos duas situações extremas: no primeiro caso 
as fases 6 ^  estão descorrelacionadas de tal forma que podem ser consideradas como 
variáveis aleatórias - isto acontece, por exemplo, quando tomamos o acoplamento 
e =  0,0. Assim, podemos tomar o parâmetro de ordem como sendo uma média 
espacial que se anula sobre toda a rede
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Figura 4.15: As fases 8 $  distribuídas sobre um círculo unitário, sendo cada uma 
delas associadas a um vetor 0  módulo da soma vetorial yi divido por N  nos 
dá o valor de Rn-
zn = <  exp (i2n8^)  >espaço=< cos(27r0£) >j + i <  sen(27r^j)) > =  0. (4.5)
Esta situação pode ser visualizada através da figura 4.4, que mostra 
a evolução temporal de uma rede com 101 mapas, no limite de a  para o qual o aco­
plamento é global (a  =  0,0) e sem interações entre os sítios (e = 0,0). Encontramos 
um comportamento global não ordenado, mas individualmente não existe caos pois 
nesta região do parâmetro de não-linearidade (K  =  0,25) o mapa é inversível e não 
pode apresentar comportamento caótico. Desta forma, os mapas não estão total­
mente não-correlacionados, comforme observaremos através do espectro de potência 
para estes casos. A figura 4.16(a) apresenta a série temporal para a magnitude do 
parâmetro de ordem: encontramos uma oscilação irregular em torno de 0,1. Quando 
aumentamos o número de sítios na rede, observamos que o valor ao redor do qual Rn 
oscila irregularmente, aproxima-se de zero, como é previsto pela equação 4.4 (figura
4.17 (a)).
Para caracterizar de forma mais precisa a evolução temporal do parâmentro 
de ordem, utilizaremos a densidade espectral de potências (d.e.p.) [Bergé et a i ,
1984], [Schuster, 1984], a qual identifica processos regulares, distinguindo-os daqueles 
não-regulares. Para o caso de sinais periódicos de período T, o espectro de potências 
apresenta um pico bem definido na freqüência w correspondente a esse período e, em 
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Figura 4.16: (a) Magnitude do parâmetro de ordem K  = 0,25, a  =  0,0, N  =  100 
e £ =  0,0. (b) Espectro de potências referente ao parâmetro de ordem, (d.e.p. =  
densidade espectral de potência, em unidades arbitrárias.)
Se o sinal não é periódico, resultado da superposição de movimentos periódicos inco­
mensuráveis, o espectro de potência pode ser bem complicado, mas ainda assim será 
formado por picos bem localizados nas freqüências associadas aos períodos de cada 
oscilação independente do movimento. No entanto, sinais aperiódicos apresentam 
espectros de potência contínuos. Um espectro de potências contínuo define um sinal 
caótico quando exibem aumento da d.e.p. se a freqüência tende a zero (ruído l / f ) .
No segundo caso, todos os sítios têm o mesmo valor ôn^ em cada 
isntante de tempo, levando a um estado totalmente sicronizado. Assim, observamos 
que Rn =  1 para qualquer tempo n. Entretanto, não é necessário que todas as fases 
sejm iguais para que haja a sincronização de freqüências. Deste modo, esperamos que 
para estados sincronizados o módulo do parâmetro de ordem Rn seja uma constante 
próxima de 1 (para redes infinitas) ou apresente um valor que flutue ao redor de um 
valor fixo (para redes finitas). A figura 4.18 mostra, para uma rede de 101 mapas, um 
estado no qual há sincronização de freqüências, mas as fases mostram uma pequena 
oscilação temporal regular, que é mostrada pela série temporal do parâmetro de 
ordem na figura 4.19 (a). A figura 4.20 (a) mostra a mesma situação para uma 
rede com N  =  2000, onde notamos o mesmo tipo de flutuação próximo a Rn =  1- 
Existem ainda os casos em que as fases não são iguais em todos os instantes de tempo 
(figura 4.21), mas ocorre a sincronização de freqüências. Neste caso observamos um 
valor alto para Rn, mas não há uma oscilação periódica em torno do mesmo. Isto é
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Figura 4.18: Evolução temporal de uma rede de mapas do seno-círculo: K  -  0,25, 
a  =  0,0, N  = 100 e e =  0,9. Com 5000 iterações após desprezar 4975 iterações
transientes.
n  frequência
Figura 4.19: (a) Parâmetro de ordem para K  — 0,25, a — 0,0, N  100 e e 0,9.
(b) Espectro de potências referente ao parâmetro de ordem.
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Figura 4.22: (a) Parâmetro de ordem para K  =  0,25, a = 0,0, N  =  100 e e =  0,7.
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Figura 4.23: (a) Parâmetro de ordem para K  =  0,25, a  =  0,0, N  =  2000 e e =  0,7.
(b) Espectro de potências referente ao parâmetro de ordem.
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Capítulo 5 
Estrutura dos P latôs de 
Sincronização
5.1 Grau de Sincronização
Um estado totalmente sincronizado é caracterizado por um perfil do 
número de rotação que apresenta apenas um platô de sincronização contendo todos 
os elementos da rede. À medida que aumentamos a  ou diminuímos e, esta estrutura 
começa a se desfazer, aumentando o número de platôs. Isto acontece ou porque al­
guns sítios adjacentes sincronizaram em outros valores de w, ou porque alguns sítios 
isolados ”descarraram-se”do platô principal, ou ainda porque ambos os processos 
ocorreram ao mesmo tempo. A figura 5.1 m ostra como o número de platôs é modi­
ficada quando aumentamos o valor de a  à partir de zero. Trabalharemos com redes 
contendo 3.000 sítios.
Juntam ente com as medidas de dispersão, estes diagramas acusam a 
existência de uma região para certos valores de a  onde não é registrada a ocorrência 
de um estado completamente sincronizado, mas, pelo contrário, uma situação que 
apresenta uma dispersão grande em torno do valor médio de w e um número muito 
grande de platôs, ou poucos platôs, ou nenhum platô. A transição de um estado 
totalmente sincronizado para um estado não-sincronizado, ocorre em duas etapas, 
quando variamos a  acima do valor específico: (a) num primeiro momento o número 
de platôs n aumenta de 1 para valores entre 2 e 10 ; (b) posteriormente há um aumento 
brusco do número de platôs, indicando um regime de sincronização parcial.
Paxa uma melhor caracterização desta transição, utilizaremos o grau 
de sincronização p [Rogers e Wille, 1996], que nos dá uma medida da sincronização
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isolados. Este tipo de transição já  foi observada em redes de osciladores com tempo 
contínuo [Rogers e Wille, 1996] e em redes de mapas que representam osciladores 
forçados [Viana e Batista, 1998]. Apresentamos também o desvio quadrático médio 
8w contra o parâmetro de alcance a  para a mesma rede na figura 5.3 e notamos a 
transição ocorrendo no mesmo ponto (~  1,08). Assumimos como ponto crítico (o;c) 
o primeiro ponto que apresenta o valor de p diferente de 1 .
Figura 5.2: Grau de sincronização p como função do parâmetro a: N  =  3000, 
K  =  0,25, e — 0,9. a c «  1,08. Esta figura foi obtida através de três distribuições 
de freqüências e condições iniciais diferentes, obtendo-se sempre o mesmo resultado.
Uma outra transição ocorre quando variamos p em função de e, co­
mo é visto na figura 5.4. Nesta transição observamos que o valor de p vai de 0,0 
até 1,0, quando tomamos um valor de e ligeiramente acima de «  0,59. Portanto, 
não observamos um regime de sincronização paxcial. Neste caso nós mantivemos o
acoplamento global (a  =  0 , 0 ).
O caso para N  =  2000 também foi analisado do ponto de vista de p 
como função de e para a  =  0 ,0  (acoplamento global) e de p como função de a  com 
e =  0,9. Estas duas situações são mostradas nas figuras 5.5 e 5.6 respectivamente. 
Na figura 5.5 observamos uma situação idêntica à apresentada na figura 5.4, onde 
há uma transição abrupta de um estado totalmente dessincronizado para um estado 
totalemente sincronizado, sem que haja um estado intermediário de sincronização 
paxcial. Observamos que o ponto de transição (6C) não é o mesmo, apesar de estarem 
próximos a 0 ,6  nas duas situações. O valor crítico da intensidade do acoplamento ec 
é considerado como o primeiro valor de p que é igual a 1 .
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Figura 5.5: Grau de sincronização p como função do parâmetro e: N  = 2000, K  =  
0,25, e =  0,9 e a  =  0,0.
Na figura 5.6 notamos que a transição de um estado totalmente sin­
cronizado para um estado dessincronizado, qualitativamente, ocorre da mesma forma 
que para o caso onde N  =  3000 (figura 5.2). Mas, quantitativamente obtemos um 
valor de a , para o qual ocorre a transição (a c), diferente (a  =  1 , 0 2 ) e o valor de p 
referente a este valor de a  também é diferente (p ~  0,25). Encontramos também um 
valor diferente para a c (a c ~  0,98) quando mudamos o valor de e, conforme a figura 
5.7.
5.2 Grau de Sincronização M odificado
O diagnóstico que apresentaremos agora é uma versão modificada do 
grau de sincronização p, que considera, para efeito de cálculo, todos os sítios que 
apresentam valores de iguais como pertencentes a um mesmo platô, mesmo que 
estejam distantes ente si na rede. Portanto, o grau de sincronização modificado, que 
chamamos q, mede o estado de sincronização independemente do fato de haver ou 
não platôs de sincronização.
A figura 5.8 mostra uma situação hipotética na qual não existem 
platôs de sincronização, ou seja, temos um estado totalm ente dessincronizado do 
ponto de vista da quantidade p, que, neste caso, tem  valor 0,0. No entanto, do ponto 
de vista do grau de sincronização modificado q, temos um a situação de sincronização 
parcial, pois metade da rede apresenta um valor para (0,25) e os outros sítios
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Figura 5.6: Grau de sincronização p como função do parâmetro a: N  =  2000, 
K  =  0,25, £ =  0,9. a c 1,02. Esta figura foi obtida através de três distribuições 
de freqüências e condições iniciais diferentes, obtendo-se sempre o mesmo resultado.
Figura 5.7: Grau de sincronização p como função do parâmetro a: N  =  3000, 
K  = 0,25, £ =  0,8. a c «  0,99. Esta figura foi obtida através de três distribuições 
de freqüências e condições iniciais diferentes, obtendo-se sempre o mesmo resultado.
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têm um outro valor de que é o mesmo para todos os sítios (0,75). Para este 
último caso temos q =  0 ,5.
Figura 5.8: Situação hipotética do perfil do número de rotação. Não existem platôs 
de sincronização, mas existem somente dois valores de u/') apresentados pela rede.
A figura 5.9 apresenta um diagrama do grau de sincronização mo­
dificado q como função do parâmetro espacial a , para o mesmo caso representado 
pela figura 5.2. Vemos uma situação parecida: primeiramente temos uma região de 
sincronização total de valores entre q =  0,0 e q «  1,14. Em seguida observamos 
uma região de sincronização parcial dos valores de u i^  com valores de q variando 
de a  «  1,16 até a  ~  1,35. Para valores suficientemente grandes de a , temos um 
regime desincronizado que apresenta um perfil em que a maioria dos sítios não têm 
o mesmo valor de
5.3 Distribuição dos Comprimentos de Platôs
Até agora nos preocupamos em caracterizar estados sincronizados 
através de quantidades que fornecem um diagnóstico do comportamento de nosso 
sistema, quando variamos determinados parâmetros. E, utilizando este procedimen­
to, observamos três regimes diferentes: (a) completamente sincronizado; (b) parcial­
mente sincronizado; (c) completamente dessincronizado. Entretanto, não exploramos 
detalhadamente a distribuição dos platôs na rede como função de seus comprimentos.
O acoplamento local (a  —> oo) favorece a sincronização total para 
um determinado conjunto de valores da constante de acoplamento e (figura 5.4). A
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Figura 5.9: Grau de sincronização modificado q como função do parâmetro de alcance 
a. Com N  = 3000, K  = 0,25, e =  0,9. a c «  1,16. Esta figura foi obtida através de 
três distribuições de freqüências e condições iniciais diferentes, obtendo-se sempre o 
mesmo resultado.
medida que tomamos valores suficientemente pequenos de e, surgem vários platôs 
de tamanhos diferentes. O mesmo ocorre quando aumentamos a  a partir de um 
determinado valor. Estatisticamente esta distribuição de platôs apresenta um perfil 
melhor quando temos um grande número de sítios N. Porém, redes muito grandes, 
utilizando o acoplamento de alcance variável, demandam um tempo computacional 
muito grande, pois o número de operações aritméticas necessárias e proporcional a 
N 2 (todos os sítios acoplam com todos os sítios). Como podemos ver na figura 5.10 
(a). Por este motivo, utilizaremos a forma do acoplamento loca (2.4)
=  (i -  = )/(»?’) + 1 [ / ( " í " 1’) + M * 1’) 1 -
que utiliza um tempo computacional proporcional a N  (figura 5.10 (b)), reduzindo 
bastante o tempo de processamento. As redes com as quais trabalhamos têm até
800.000 sítios.
A figura 5.11 mostra o histrograma de freqüências para o número de 
platôs n contra seus respectivos comprimentos Ni, para e =  0,4. Mostramos em um 
mesmo gráfico, semi-log, os histogramas de freqüências para vários valores de e na
figura 5.12.
Estas distribuições são ajustadas por retas que indicam uma de­
pendência exponencial do tipo
n{Ni,e) = ke -m^ Ni, (5-2)
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Figura 5.10: Tempo de computação para o cálculo do número de rotação: (a) utili­
zando o acoplamento com alcance variável a; (b) utilizando o acoplamento local.
Figura 5.11: Histograma de freqüências para os comprimentos dos platôs, com e =  
0,4 e m  =  0,461 ±  0,094.
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Figura 5.12: Histogramas de freqüências: (a) e =  0,10 e m  — 1,514 ±  0,053; (b) 
e =  0,25 e m  =  0,690 ±  0,020; (c) £ =  0,30 e m =  0,597 ±  0,002 e (d) £ =  0,40 
e m  =  0,461 ±  0,094.
Figura 5.13: Variação das inclinações dos histogramas de freqüência com a intensi­
dade do acoplamento no caso local (a  ->• oo).
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5.4 Discussão
A análise que fizemos da sincronização das redes de mapas do seno- 
círculo acoplados nos mostrou alguns aspectos de tal fenômeno, que podem ser classi­
ficados em dois grupos: (a)a transição de um estado totalmente sincronizado para um 
estado parcialmente sincronizado ou totalmente dessincronizado; (b)a distribuição 
exponencial de platôs de sincronização na rede.
Primeiramente analisaremos os resultados encontrados no estudo da 
transição entre dois estados. Para tal investigação utilizaremos quatro quantidades, 
que nos mostram o comportamento coletivo da rede: o desvio quadrático médio 8 w \  
o parâmetro de ordem complexo e seu respectivo espectro de potência; o grau de 
sincronização p; o grau de sincronização modificado q.
0  desvio quadrático médio 8w nos fornece a dispersão dos valores do 
número de rotação u ^  em torno do valor médio < u/ú >. Observamos que o valor 
de 8w permanece próximo a zero (~  10-6) para os estados totalmente sincroniza­
dos e apresentam um valor aproximado 8w ~  0,06 quando o estado é totalmente 
dessincronizado em todos os casos estudados.
O primeiro caso que estudadmos foi uma rede com N  =  2000, K  =  
0,25, e =  0,7 e variamos a  desde 0,0 até 4,0. Observamos que entre o estado to­
talmente sincronizado e o totalmente dessincronizado, existe um conjunto de valores 
de a  para os quais 8w apresenta valores intermediários entre ~  0,0 e ~  0,06. Isto 
não acontece para o segundo caso estudado, que mantém os valores dos parâmetros 
utilizados anteriormente com exceção do valor do acoplamento e, que passou a ser 
0,9. Neste caso há uma transição abrupta de 8w k  0,0 para 8w «  0,06. Quando 
aumentamos o tamanho da rede para o mesmo conjunto anterior de parâmetros, 
notamos que valores intermediários voltam a aparecer.
Estes valores intermediários podem estar relacionados a um estado 
de sincronização parcial da rede. Dizemos ’’podem”pois a rede pode apresentar 
um perfil de vários platôs com diferentes valores de u/ú 0u um perfil sem platôs de 
sincronização mas onde todos os sítios têm valores diferentes que não apresentam 
um grau de dispersão muito elevado em relação a <  >.
A discussão acima nos indica que o cálculo do grau de dispersão da 
rede não é suficientemente confiável em certas situações. Para obtermos um di­
agnóstico mais robusto utilizamos juntam ente com o cálculo de 8w a magnitude Rn 
do parâmetro de ordem. O parâmetro de ordem nos dá a indicação da sincronização 
de fases da rede, fornecendo valores de Rn passa a oscilar de maneira irregular em
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torno de valores mais baixos, há uma indicação de que a rede está descorrelacionada, 
ou seja, não há mais a sincronização de fases. Mas devemos atentar para o fato de 
que pode haver sincronização de freqüências sem que haja a sincronização de fases, 
como acontece no caso representado pelas figuras 4.22 e 4.23.
Na tentativa de surprir as falhas que as grandezas anteriores apresen­
tam, em determinadas situações, nós passamos a analisar a sincronização nas redes 
do ponto de vista dos platôs de sincronização, através do grau de sincronização p. 
Esta análise foi feita de duas formas: (a)primeiramente mantivemos o parâmetro de 
alcance a  igual a zero, caracterizando um acoplamento global, e aumentamos o valor 
do acoplamento e a partir de 0,0  (p como função de s); (b)posteriormente variamos 
a  e mantivemos e fixo (p como função de a).
Para o caso em que N  =  3000, K  =  0,25 e £ =  0,9, o diagrama 
de p como função de e (figura 5.4)apresenta uma transição abrupta de um estado 
totalmente dessincronizado (p 10-6 ) para caso totalm ente sincronizado (p =  10), 
quando aumentamos e. O valor de £ para o qual ocorre a transição (ec) é ~  0,61. 
O estado totalmente sincronizado é caracterizado por apenas um platô de sincro­
nização, enquanto o estado totalmente dessincronizado pode apresentar um perfil 
com muitos platôs pequenos ou nenhum platô. Devemos salientar que não ocorrem 
estados parcialmente sincronizados neste tipo de transição, ou seja, estados onde 
há poucos platôs mas com comprimentos grandes. Para N  =  2000, K  = 0,25 e 
£ =  0 ,9  (figura 5 .5 ), observamos a transição descrita acima novamente, mas mesmo 
com uma variação não muito grande no tamanho da rede, encontramos um valor
diferente, e ~  0 , 6 .
A análise de p como função de a , também mostra a existência de 
uma transição, quando o parâmetro de alcance excede um determinado valor crítico 
a c. Esta transição apresenta uma característica diferente da transição descrita no 
parágrafo anterior. Primeiramente, ocorre uma transição de um estado totalmente 
sincronizado para um estado parcialmente sincronizado, onde existem poucos platôs 
grandes. Gradativãmente, à medida que aumentamos a, estes platôs são destruídos, 
dando lugar a um a configuração que representa um estado totalmente dessincroni­
zado. Para N  =  3000, K  = 0,25 e £ =  0,9 (figura 5.2) encontramos a c »  1,08. 
Novamente registramos a mudança de a c quando alteramos o tamanho da rede, pois 
numa rede com N  =  2000 e mantendo os mesmos parâmetros de caso anterior, te­
mos a c «  1,02 (5.6). Observamos também a mudança de a c quando mudamos a 
constante de acoplamento £, conforme é visto na figura 5.7.
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Devemos ressaltar que o grau de sincronização p não é estatisticamen­
te robusto, pois é instável e pode levar a resultados ambíguos sob certas condições. 
Por exemplo, se a rede apresenta um perfil em que metado dos sítios da rede está 
sincronizada em um mesmo platô e a outra metade apresenta um valor diferente de 
o/*) para cada sítio, o valor de p será igual a 0,5. O mesmo valor para p é obtido se a 
rede apresenta apenas dois sítios, não adjacentes, que estão fora do platô. Por esta 
razão, utilizaremos p juntamente com a medida da dispersão, obtida através do des­
vio quadrático médio 5w, e observamos a concordância entre os pontos de transição 
para os dois diagnósticos; confirmando, deste modo, a existência de uma transição 
entre os estados de sincronização.
Com o objetivo de estudar o comportamento dos valores durante 
a transição entre os estados observada anteriormente, introduzimos o grau de sincro­
nização modificado q, que não leva em conta os platôs de sincronização. Observamos 
na figura 5.9  a existência de uma transição, onde primeiro encontramos valores de 
q referentes a sincronização parcial de valores e posteriormente uma região de des- 
sincronização total. Vemos que o diagnóstico fornecido por essa figura, apresenta 
uma concordância, na região de sincronização parcial de valores, com o diagrama de 
dispersão para o mesmo caso (figura 5.3). O a c difere do valor encontrado quando 
utilizamos a medida p - para q encontramos a c «  1,16. Na região dos valores de a , 
entre os valores críticos para p e q, encontramos q ~  0,99, indicando que existem 
sítios que estão em valores diferentes da maioria dos sítios. Este último resultado 
vem a confirmar a validade da medida obtida por p. pois m ostra que os sítios com 
valores diferentes, citados anteriormente, estão distribuídos de tal forma na rede, 
fazendo com que p assuma valores baixos.
O acoplamento entre os elementos da rede ocorre mediante uma per­
turbação que é feita quando atribuímos valores a constante de acoplamento e, cau­
sando, deste modo, um efeito difusivo na rede. Quando £ =  0,0 temos uma desordem 
na rede que é inerente à distribuição aleatória das freqüências para cada ma­
pa. Quando aumentamos o valor da constante de acoplamento, surge a competição 
entre os dois processos citados anteriormente. Quando o acoplamento sobrepuja a 
desordem nas freqüências, a sincronização pode ocorrer. Para valores baixos de a , 
nós temos um comportamento condizente com o acoplamento global, no qual cada 
sítio está acoplado com muitos outros sítios. Neste caso, o efeito de acoplamento, 
para certos valores, é suficientemente forte para vencer o efeito da desordem, fazen­
do com que sítios distantes ajustem suas freqüências perturbadas w(,), dando lugar
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à sincronização. Por outro lado, um acoplamento local (a  grande) conecta apenas 
os vizinhos mais próximos, sendo este efeito muito fraco para produzir a sincroni­
zação entre sítios distantes. É interessante ressaltar que encontramos uma transição
abrupta ente os estados de sincronização.
Nas seções precedentes, nós arbitramos que uma rede está totalmen­
te sincronizada quando apresentasse p =  1 ,0  e estaria totalmente dessincronizada 
quando p «  0,0. No entanto, para este último caso, que aparentemente está de­
sorganizado, encontramos uma regra para a distribuição de platôs, denotada pela 
equação 5.2. Esta lei foi encontrada para um acoplamento local (q -> oo) e para 
valores baixos do acoplamento. Quando aumentamos o valor de £, a partir de um
certo valor, não obtemos tal distribuição.
O primeiro resultado que observamos, diz respeito a distribuição de 
comprimentos de platôs que foi colocada na forma de histogramas de freqüências, 
mostrados nas figuras 5.11 e 5.12. A últim a figura mostra vários histogramas para 
diferentes valores de £. Para um valor baixo do acoplamento (c =  0,1), não encon­
tramos platôs grandes. Como os platôs maiores são mais raros, eles contribuem para 
uma estatística pobre, o que pode ser visto nas figuras citadas acima. No entanto, 
na região onde os platôs são pequenos, obtemos um ajuste linear melhor.
O parâmetro característico da distribuição de comprimentos de platôs 
é a inclinação m  dos histogramas. Encontramos que m  é uma função de £ do tipo 
lei de potência (equação 5.3), conforme vemos na figura 5.3. Encontramos tal com­
portamento no intervalo entre e =  0,1 e 0,7. Para £ < 0,1 isto não ocorre devido à 
destruição dos platôs e para £ > 0,7, o surgimento de um número maior de platôs 
grandes contribui para uma estatística ruim, não permitindo o ajuste adequado das
curvas correspondentes.
Trabalhamos com redes contendo 80.000 mapas em todos os cálculos.
Esta escolha foi baseada nos resultados apresentados pela figura 5.14 que mostra a 
variação da inclinação m em relação ao tamanho da rede, para dois valores de e. 
Como os valores não mudam apreciavelmente entre ~  200.000 e 800.000, nós espera­
mos que nossos resultados sejam de maneira geral válidos no limite termodinâmico
(N  -¥  oo).
Os resultados apresentados neste capítulo foram aceitos para publi­




Nesta dissertação, estudamos alguns aspectos da formação de platôs 
de sincronização em redes de mapas do seno-círculo acoplados. 0  mapa com o qual 
trabalhamos depende, basicamente, de dois parâmetros: a freqüência intrínseca do 
mapa e o parâmetro de não-linearidade. As freqüências foram distribuídas, para 
cada mapa na rede, aleatoriamente e de modo uniforme, dentro de um intervalo 
especificado, e o parâmetro de não-linearidade foi escolhido de tal forma que o mapa 
fosse sempre reversível. A forma de acoplamento que utilizamos é caracterizada por 
um parâmetro de intensidade da interação entre os mapas e por um parâmentro de 
alcance espacial, que faz com que a intesidade do acoplamento decaia ao longo da 
rede, de acordo com uma lei de potência.
Os platôs de sincronização são encontrados, sob certas condições, 
quando observamos o perfil do número de rotação da rede, sendo o número de ro­
tação a freqüência perturbada do mapa. Para estudar, de forma mais detalhada, tais 
perfis, utilizamos a dispersão dos números de rotação em torno de seu valor médio, 
o parâmetro de ordem complexo, o grau de sincronização, que fornece uma medida 
relativa do tamanho médio dos platôs e o grau de sincronização modificado, que não 
leva em conta a correlação espacial dos mapas, paxa caracterizar estados totalmen­
te sincronizados e estados não-sincronizados. Observamos a transição, no regime de 
acoplamento global, entre um estado completamente dessincronizado e um estado to­
talmente sincronizado, quando aumentamos a intensidade do acoplamento. Também 
encontramos um a transição ente um estado completamente sincronizado e um estado 
totalmente dessincronizado, à medida que variamos o parâmetro de alcance de um 
regime global para um regime local.
Tais transições são resultados da competição entre a desordem ”con­
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gelada”da rede, devida à distribuição aleatória das freqüências, e o efeito da difusão 
que é causado pela intensidade do acoplamento. Quando a intesidade do acoplamento 
é suficientemente forte para anular a desordem da rede, podemos observar a sincro­
nização. No entanto, se a intensidade do acoplamento é baixa ou se o parâmetro de 
alcance do acoplamento é muito alto (acoplamento local), não observamos a sincro­
nização da rede, pois prevalece a desordem original da sfreqüências dos mapas.
Estudamos a distribuição de platôs de sincronização como função de 
seus tamanhos e encontramos que tal distribuição obedece a um decaimento expo­
nencial, isto é, à medida que o comprimento de platôs aumenta, o número de platôs 
diminui. Tal característica foi observada para o acoplamento local, dentro de um 
determinado intervalo dos valores da intesidade do acoplamento. Dentro deste inter­
valo, o parâmetro característico da distribuição exponencial, denotado pela inclinação 
da curva, apresenta um decréscimo segundo uma lei de potência. Alguns resultados 
obtidos mostraram que as redes que estudamos, eram suficientemente grandes para 
reproduzir o comportamento no limite termodinâmico (infinitos platôs).
Durante o desenvolvimento deste trabalho, observamos que os melho­
res resultados foram encontrados à medida que aumentávamos o tamanho das redes. 
Por exemplo, para redes pequenas transições entre os estados de sincronização apre­
sentavam regiões de oscilação, as quais podiam ocorrer, ou não, dependendo da esco­
lha da semente utilizada para gerar a distribuição de freqüências e condições iniciais. 
A partir do momento que aumentamos o tamanho da rede (2000 e 3000 mapas), 
estas oscilações desapareceram e não encontramos mais a dependência dos valores 
das sementes. Não foi possível analisar tais transições para o limite termodinâmico, 
pois o acoplamento com alcance espacial variável realiza operações algébricas que 
envolvem todos os elementos da rede (A 2). Este fato tambem nos impediu de estu­
dar a distribuição de platôs numa rede sob um regime de acoplamento variável, mas 
estudos preliminares (que não estão neste trabalho) esboçaram a existência de uma 
certa lei de distribuição. Porém, o acoplamento local dispende um tempo de com­
putação muito menor, que é proporcional a A, agilizando enormemente o trabalho 
numérico. Esperamos contornar este problema computacional através da otimização 
dos nossos algoritmos, ou através do uso de computadores mais eficientes.
Como trabalhos futuros, pretendemos estudar a sincronização das 
redes de mapas do seno-círculo quando distribuímos a s freqüências intrínsecas dos 
elementos da rede, de tal modo que a cada iteração, o valor da freqüência de um 
mesmo, sítio seja modificado dentro de um subintervalo especificado. Outra coisa a
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ser feita é desenvolver um método mais adequado para a caracterização dos pontos 
críticos a c (parâmetro de alcance crítico) e ec (intensidade do acoplamento crítica), 
bem como as suas dependências com e e a, respectivamentem e com o tamanho da 
rede N. Uma sugestão de trabalho futuro é feita no parágrafo precedente: pesquisar 
a distriuição de platôs de sincronização para o parâmetro de alcance variável.
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Apêndice A  
Derivação do A coplam ento Local
A EDP que mencionamos na seção 2.2 é uma equação homogênea 
periodicamente forçada e unidimensional
% “ ■° dè  + e w * « ) ,  (A-*)
sendo u (x ,í) a variável de estado, d o coeficiente de disfusão, R(u) o termo de reação 
e não-linearidade e G(t) é uma função do tempo. Escolhemos uma perturbação 
impulsiva com período r OO
G(t) =  £ $ ( f - f c r ) .  (A.2)
k=0
0  primeiro passo agora é integrar a equação (A .l) sobre o intervalo 
de tempo t € [nr -  e .n r  +  e] (figura A .l). A variável de estado u (x ,t)  é contínua 
através de um a função delta de Dirac, mas sua derivada temporal e descontinua. 
Para calcular o salto na derivada temporal, fazemos a consideração de que a derivada 
espacial de u , de qualquer ordem, e continua através da função delta, então
r *' ~ a = d  r +i +  r  G m ^ a  <a.3)
A t-«  dt JnT. c d x2 Jnr. t
í d 2u \  í nT+c
u[t = nr + e} — u[t = n r  — t] = D j  J +
r n r + c  T̂ T ~̂~€
+R[u{t =  n r  -  c)] /  S(t -  kr)dt. (A.4)
J n r —t  -
Podemos transformar a equação acima numa igualdade quando faze­
mos o limite e —> 0. Assim, temos
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Sobre o próximo intervalo de tempo t € [nr +  e, (n +  l ) r  -  e], o termo R(u)G(t) 
desaparece devido à função delta e somente o termo de difusão atua. Neste caso 
devemos integrar a equação neste intervalo de tempo, obtendo
du D &_ (A.11)
dt dx2
A derivada temporal em (A .ll)  dentro do segundo intervalo é




( i , í = n r )
sendo A í  =  ( n  +  l ) r  -  e  -  (n r +  e )  =  n r  + t  -  £ -  n r  -  e =  r  -  2e. Então, fazendo 
o limite e ->■ 0 , obtemos
f  d u \  . Un+l{x ) ~  Un(X)
dt
(A.13)
O próximo passo é discretizar o espaço introduzindo uma rede x =  iw, sendo w o 
intervalo entre os sítios i e i  + l. A derivada parcial é deste modo 
/ d u \  ^  u\x = (i + l)u ,t]  -  u[x = iu ,t]
V^/(x= iW)í) w
u[x = iu ,t]  -  u[x = { i -  1)^><]
w
e a derivada segunda é um a combinação simétrica das derivadas primeiras 
/ d2u \  d ( d u \  . (du/dx)[x  =  (i +  1)^M] ~  (du/dx)[x  =  iu),t]
{ w )  = f c \ f a )  =
•u[x =  (i -f- l)u>,t] ~  u[x =  iui,t]
(A-14)
ur
u[x =  icuJl -  u\x = { i -  1) M
ur
u[x =  (* +  l)çj, t\ -  2u[x =  iu , t] +  u[x =  (> -  l)fa>, t]
(jj
Agora calculamos a  derivada temporal e m  =  « e e m í - i i r  e definimos
uj'1 =  u[x = iw, i],
(A.15)
(A.16)
Da mesma forma, calculamos a derivada espacial (A. 15) em t = n r +  e e x  — iu  
'd 2u \  u[x =  (z +  1 )u ,t  =  n r  +  e] -  2u(l)[x = iu>,t = n r  + e]
d x2 J oj
u[x =  (i — l)w, t = nr  +  e]
+
<jj2






Tomando o limite para e —> 0 e usando (A.7)
'd V v  =  < (,'+1> -  2 u*J +
Kdx2J ix=iu)t=nr)~  cJ2
Combinando (A.17) e (A.19) em (A.11), obtemos
" " l 1 ~  < (,) =  4 k (,+1) -  2< (i)+ «c“ ' 1’] ( a .2 0 )r  ujz
Aplicando (A.9) para x  =  iw
=  «<•> +  *[«<?] (A.21)
Com a substituição de (A.21) em (A.20, obtemos
=  ^  -  2 [«íf>+ r ^ - v ) )+ « i r 11+ f l ( « í r ‘>)} (A.2 2 )
Definindo a constante de acoplamento
2 Dt
e a função que representa o mapa
/(u )  = u + R (u )
podemos escrever
t í l ,  -  M )) =  -  2 / ( Un+1))l>
OU
«S .. =  ( ! - £ ) -  /(« !? ) +  | [ / ( “ S_I)) +  (A.23)
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