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THE BOUNDEDNESS OF THE HILBERT TRANSFORMATION
FROM ONE REARRANGEMENT INVARIANT BANACH SPACE
INTO ANOTHER AND APPLICATIONS
F. SUKOCHEV, K. TULENOV, AND D. ZANIN
Abstract. In this paper, we study the boundedness of the Hilbert transfor-
mation in Lorentz function spaces, thereby complementing classical results of
Boyd. We also characterize the optimal range of a triangular truncation oper-
ator in Schatten-Lorentz ideals. These results further entail sharp commutator
estimates and applications to operator Lipschitz functions in Schatten-Lorentz
ideals.
1. Introduction
In his thesis [4, Chapter II] (see also [6]) Boyd posed a problem of finding nec-
essary and sufficient conditions for the Hilbert transformation,
(Hx)(t) = p.v.
1
π
∫
R
x(s)
t− s
ds,
to be bounded from one Banach rearrangement invariant space E into another F.
He found that the embedding E ⊆ F is a necessary condition [4, Corollary 3.2.2],
and some sufficient conditions [4, Theorems 3.5 and 4.4]. Boyd was able to resolve
the problem in the special case E = F [4, Theorems 3.4 and 4.3] (see also [6,
Theorem 3.7], [2, Theorem III.5.18, p. 154], and [12, Theorem II.7.2, p. 156]).
However, for an arbitrary couple (E,F ) of Banach rearrangement invariant spaces
the problem remains unsolved. In this paper, we present its full resolution in the
special case when E = Λφ, an arbitrary Lorentz space. In fact, our first main result,
Theorem 12 (and Corollary 14) below, identifies the optimal range for the Hilbert
transformation on Λφ as another Lorentz space Λψ. Thus, H acts boundedly from
E = Λφ into rearrangement invariant space F if and only if Λψ ⊆ F, where ψ is
given by formula (3.1) below. Of course, if the function ψ is equivalent to φ, then
our result simply recovers that of Boyd by ensuring that E = Λφ has non-trivial
Boyd indices.
Recall also that Boyd was also able to characterise the boundedness of the Hilbert
transformation for the spaces Λφ,p, where 1 < p < ∞, the p-convexification of Λφ
(see [4, Theorem 2.4, p. 121] and [6, Theorem 4.2]). Namely, he proved that H acts
boundedly on Λφ,p, 1 < p < ∞ if and only if the latter space is uniformly convex.
Thus, Theorem 12 below may be viewed as a complement to this Boyd’s result in
the crucial remaining case when p = 1.
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The second part of the paper is concerned with a non-commutative analogy of
Boyd’s question, when the couple of Banach rearrangement invariant spaces (E,F )
is replaced with (E(H),F(H)), the Banach ideals in B(H), and the singular Hilbert
transformation H is replaced by the triangular truncation operator (see [9, 10]) on
integral operators (on the Hilbert space L2(R)), defined by the formula
(1.1) (T (V )x)(t) =
∫
R
K(t, s)sgn(t− s)x(s)ds, x ∈ L2(R),
where K is the kernel of the integral operator V,
(V x)(t) =
∫
R
K(t, s)x(s)ds, x ∈ L2(R).
In the setting when E(H) = F(H), the full analogy of Boyd’s fundamental result
was obtained by J. Arazy [1, Theorem 4.1] (see also [9, 10] for the operator T ).
However, as in the commutative case, when E(H) 6= F(H) the problem remains
unsolved. In our recent work [20] this problem was treated in the somewhat different
setting of quasi-Banach symmetrically normed ideals. We also refer to [20] for
detailed discussion of the deep interconnections of this problem with the double
operator integration theory and its applications.
Our second main result, Theorem 15, shows that the operator T maps the Lorentz
ideal Λφ(H) into the ideal F(H) if and only if Λψ(H) ⊂ F(H), where ψ is given
by formula (3.1). The applications of this result to Lipschitz and commutator
estimates are given in Section 5.
2. Preliminaries
Throughout this paper, we write A . B if there is a constant cabs > 0 such that
A ≤ cabsB. We write A ≈ B if both A . B and A & B hold, possibly with different
constants.
2.1. Symmetric (quasi-)Banach function spaces and operator ideals. Let
(I,m) denote the measure space I = R+,R (resp. I = Z+,Z), where R+ := (0,∞)
(resp. Z+ := Z≥0) and R is the set of real (resp. Z the set of integer) numbers,
equipped with Lebesgue measure (resp. counting measure) m. Let L(I,m) be the
space of all measurable real-valued functions (resp. sequences) on I equipped with
Lebesgue measure (resp. counting measure) m i.e. functions which coincide almost
everywhere are considered identical. Define L0(I) to be the subset of L(I,m) which
consists of all functions (resp. sequences) x such that m({t : |x(t)| > s}) is finite
for some s > 0.
For x ∈ L0(I) (where I = R+ or R), we denote by µ(x) the decreasing rearrange-
ment of the function |x|. That is,
µ(t, x) = inf{s ≥ 0 : m({|x| > s}) ≤ t}, t > 0.
If I = Z+,Z, and m is the counting measure, then L0(I) = ℓ∞(I), where ℓ∞(I)
denotes the space of all bounded sequences on I. In this case, for a sequence x =
{xn}n≥0 in ℓ∞(Z+) (resp. ℓ∞(Z)), we denote by µ(x) the sequence |x| = {|xn|}n≥0
rearranged to be in decreasing order.
Definition 1. We say that (E, ‖·‖E) is a symmetric (quasi-)Banach function space
on I if the following holds:
(a) E(I) is a subset of L0(I);
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(b) (E(I), ‖ · ‖E(I)) is a (quasi-)Banach space;
(c) If x ∈ E(I) and if y ∈ L0(I) are such that |y| ≤ |x|, then y ∈ E(I) and
‖y‖E(I) ≤ ‖x‖E(I);
(d) If x ∈ E(I) and if y ∈ L0(I) are such that µ(y) = µ(x), then y ∈ E(I) and
‖y‖E(I) = ‖x‖E(I).
It is well known that Lp(I) (resp. ℓp(I)), (0 < p ≤ ∞) is a basic example of
(quasi-)Banach symmetric spaces of functions (resp. sequences).
Let E be a symmetric Banach function space on I. For s > 0, the dilation
operator Ds : E → E is defined by setting
Dsf(t) = f(t/s), t > 0, f ∈ E.
The upper and lower Boyd indices of E(I) are numbers βE and βE defined by
βE := lim
s↓0+
log ‖Ds‖E→E
log s
, β
E
:= lim
s→∞
log ‖Ds‖E→E
log s
.
Moreover, they satisfy 0 ≤ β
E
≤ βE ≤ 1 (see [2, Definition III.5.12 and Proposition
III.5.13, p. 149]). As is easily checked, if E = Lp, 1 ≤ p ≤ ∞, then βE = βE = 1/p.
It is by now a classical result of D. W. Boyd [4, 5] that if 1 ≤ p < q ≤ ∞, then E
is an interpolation space for the pair (Lp, Lq) if and only if 1/q ≤ βE ≤ βE < 1/p.
If 0 < β
E
≤ βE < 1, we shall say simply that E has non-trivial Boyd indices.
One of the central results in the theory of interpolation of symmetric Banach
function spaces is the Boyd interpolation theorem which finds its roots in the sem-
inal work of Caldero´n [7]. For a given symmetric function space E on [0,∞), based
on weak type estimates for a linear integral operator introduced by Caldero´n, Boyd
[5] showed that every sublinear operator on E which is simultaneously of weak types
(p, p) and (q, q) is bounded on E if and only if 1 ≤ p < β
E
≤ βE < q <∞.
Let H denote a fixed separable Hilbert space and let B(H) be the algebra of all
bounded operators on H. Let us denote by K(H) the ideal of compact operators
on H and
{
µ(n,A)
}
n∈Z+
is the sequence of singular values of a compact operator
A (see [9, Chapter II]).
Definition 2. Let E(H) be a linear subset in B(H) equipped with a complete norm
‖·‖E(H). We say that E(H) is a symmetric (quasi-)Banach operator ideal (in B(H))
if for A ∈ E(H) and for every B ∈ B(H) with µ(n,B) ≤ µ(n,A), ∀n ∈ Z+, we
have B ∈ E(H) and ‖B‖E(H) ≤ ‖A‖E(H).
Recall the construction of a symmetric (quasi-)Banach operator ideal (or non-
commutative symmetric (quasi-)Banach ideal) E(H). Let E be a symmetric Banach
sequence space on Z+. Set
E(H) =
{
A ∈ K(H) : µ(A) ∈ E(Z+)
}
.
We equip E(H) with a natural norm
‖A‖E(H) := ‖µ(A)‖E(Z+), A ∈ E(H).
Set
E(H) =
{
A ∈ K(H) : µ(A) ∈ E(Z+)
}
.
It was proved in [11] (see also [14, Question 2.5.5, p. 58]) that so defined (E(H), ‖ ·
‖E(H)) is a symmetric (quasi-)Banach operator ideal. An extensive discussion of the
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various properties of such spaces can be found in [11, 14]. In particular, if E = ℓp,
1 ≤ p <∞, then we obtain
Lp(H) =
{
A ∈ K(H) : µ(A) ∈ ℓp(Z+)
}
,
which is so called Schatten-von Neumann class of all compact operators A : H → H
with finite norm
‖A‖Lp(H) :=
( ∞∑
k=0
µ(k,A)p
)1/p
.
If p = ∞, then we set L∞(H) := B(H) with the uniform norm, i.e. ‖A‖L∞(H) :=
‖A‖, A ∈ B(H). It is easy to see that these are symmetric Banach ideals (see [14]
for more details).
2.2. Lorentz spaces.
Definition 3. [12, Definition II. 1.1, p. 49] A function ϕ : [0,∞)→ [0,∞) is said
to be quasiconcave if
(i) ϕ(t) = 0⇔ t = 0;
(ii) ϕ(t) is positive and increasing for t > 0;
(iii) ϕ(t)t is decreasing for t > 0.
Observe that every nonnegative concave function on [0,∞) that vanishes only
at origin is quasiconcave. The reverse, however, is not always true. But, we may
replace, if necessary, a quasiconcave function ϕ by its least concave majorant ϕ˜
such that
1
2
ϕ˜ ≤ ϕ ≤ ϕ˜
(see [2, Proposition 5.10, p. 71]).
Let Ω denote the set of increasing concave functions ϕ : [0,∞) → [0,∞) for
which limt→0+ ϕ(t) = 0 (or simply ϕ(0+) = 0). For a function ϕ in Ω, the Lorentz
space Λϕ(I) is defined by setting
Λϕ(I) :=
{
x ∈ L0(I) :
∫
R+
µ(s, x)dϕ(s) <∞
}
equipped with the norm
(2.1) ‖x‖Λϕ(I) :=
∫
R+
µ(s, x)dϕ(s).
In particular, if ϕ(t) = log(1 + t), t > 0, then we denote Λϕ(I) by Λlog(I).
The Lorentz sequence space Λϕ(Z+) is defined as follows
(2.2) Λϕ(Z+) :=
{
a ∈ c0 : ‖a‖Λϕ(Z+) =
∞∑
n=0
µ(n, a)(ϕ(n+ 1)− ϕ(n)) <∞
}
,
where c0 is the space of sequences converging to zero. Similarly, if ϕ(t) := log(1 +
t), t > 0, then Λϕ(Z+) = Λlog(Z+). For more details on Lorentz spaces, we refer
the reader to [2, Chapter II.5] and [12, Chapter II.5].
The Lorentz ideal Λϕ(H) (see [14, Example 1.2.7, p. 25]) is defined as follows
Λϕ(H) :=
{
A ∈ K(H) : ‖A‖Λϕ(H) =
∞∑
n=0
µ(n,A)(ϕ(n + 1)− ϕ(n)) <∞
}
.
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Let ϕ(t) := log(1 + t), t > 0. Then the corresponding Lorentz ideal Λlog(H) is
defined by
Λlog(H) :=
{
A ∈ K(H) : ‖A‖Λlog(H) =
∞∑
n=0
µ(n,A)
n+ 1
<∞
}
.
2.3. Caldero´n operator and Hilbert transformation. For a function x ∈
Λlog(R+), define the Caldero´n operator S : Λlog(R+)→ (L1,∞+L∞)(R+) as follows
(2.3) (Sx)(t) :=
1
t
∫ t
0
x(s)ds+
∫ ∞
t
x(s)
ds
s
, t > 0.
It is obvious that S is a linear operator. If 0 < t1 < t2, then
min
(
1,
s
t2
)
≤ min
(
1,
s
t1
)
≤
t2
t1
·min
(
1,
s
t2
)
, s > 0.
Let x be a nonnegative function on [0,∞). It follows from the first of preceding
inequalities that (Sx)(t) is a decreasing function of t. The operator S is often applied
to the decreasing rearrangement µ(x) of a function x defined on some other measure
space. Since Sµ(x) is non-increasing itself, it is easy to see that µ
(
Sµ(x)
)
= Sµ(x).
Proposition 4. Let S be the operator defined as in (2.3). If
(2.4) ϕ0(t) :=
{
t log( e
2
t ), 0 < t < 1,
2 log(et), 1 ≤ t <∞,
then the Lorentz space Λϕ0(R+) is the maximal among the symmetric Banach spaces
E(R+) such that
S : E(R+)→ (L1 + L∞)(R+).
Proof. Let E(R+) be a symmetric Banach function space such that S : E(R+) →
(L1 + L∞)(R+). First, we claim that the following equivalence holds for every
x ∈ Λϕ0(R+)
(2.5) ‖Sµ(x)‖(L1+L∞)(R+) ≤ ‖x‖Λϕ0 (R+) ≤ 2‖Sµ(x)‖(L1+L∞)(R+).
Indeed, if x ∈ Λϕ0(R+), then by using Fubini’s theorem and (2.4), we obtain
‖Sµ(x)‖(L1+L∞)(R+) =
∫
R+
Sµ(t, x)dt
(2.3)
=
∫
R+
1
t
∫ t
0
µ(s, x)dsdt+
∫
R+
∫ ∞
t
µ(s, x)
s
dsdt
=
∫ 1
0
µ(s, x)
(
1− log(s)
)
ds+
∫ ∞
1
µ(s, x)
1
s
ds
≤
∫ 1
0
µ(s, x)
(
1− log(s)
)
ds+ 2
∫ ∞
1
µ(s, x)
1
s
ds
(2.1)
= ‖x‖Λϕ0 (R+).
On the other hand, we have
‖x‖Λϕ0 (R+)
(2.1)
=
∫ 1
0
µ(s, x)
(
1− log(s)
)
ds+ 2
∫ ∞
1
µ(s, x)
1
s
ds
≤ 2
∫ 1
0
µ(s, x)
(
1− log(s)
)
ds+ 2
∫ ∞
1
µ(s, x)
1
s
ds
(2.3)
= 2‖Sµ(x)‖(L1+L∞)(R+)
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as claimed. Then, for any x ∈ E(R+), it follows from the second inequality of (2.5)
that
‖x‖Λϕ0 (R+) ≤ 2‖Sµ(x)‖(L1+L∞)(R+) . ‖x‖E(R+).
This shows E(R+) ⊂ Λϕ0(R+), thereby completing the proof. 
Since for each t > 0, the kernel kt(s) =
1
s ·min
{
1, st
}
is a non-increasing function
of s, it follows from [2, Theorem II.2.2, p. 44] that
|(Sx)(t)|
(2.3)
=
∣∣∣ ∫
R+
x(s)min
{
1,
s
t
}ds
s
∣∣∣
≤
∫
R+
|x(s)|min
{
1,
s
t
}ds
s
≤
∫
R+
µ(s, x)min
{
1,
s
t
}ds
s
(2.3)
= (Sµ(x))(t), ∀x ∈ Λlog(R+).
(2.6)
If x ∈ Λlog(R), then the classical Hilbert transformation H is defined by the
principal-value integral
(2.7) (Hx)(s) := p.v.
1
π
∫
R
x(η)
s− η
dη, ∀x ∈ Λlog(R),
(see, e.g. [2, Chapter III. 4]).
The following lemma is taken from [2] (see Proposition III. 4.10 on p. 140 there).
Lemma 5. Let x = xχ(0,∞) be such that x is a non-negative decreasing function
on R+. We have
µ(Hx) ≥
1
2π
Sµ(x).
If Hx is everywhere defined, then Sµ(x) exists, that is, x belongs to the domain of
S, i.e. x ∈ Λlog(R+) (see (2.3)).
Proof. For every t > 0, we have
|(Hx)(−t)|
(2.7)
=
1
π
∣∣∣∣∣
∫
R+
x(s)
−t− s
ds
∣∣∣∣∣
=
1
π
∫
R+
x(s)
t+ s
ds =
1
π
(∫ t
0
x(s)
t+ s
ds+
∫ ∞
t
x(s)
t+ s
ds
)
≥
1
π
(∫ t
0
x(s)
2t
ds+
∫ ∞
t
x(s)
2s
ds
)
=
1
2π
·
(
1
t
∫ t
0
x(s)ds +
∫ ∞
t
x(s)
s
ds
)
(2.3)
=
1
2π
(Sx)(t).

On the other hand, if x ∈ Λlog(R+), then by [2, Theorem III.4.8, p. 138], we
have
µ(Hx) . Sµ(x),
which shows existence of Hx.
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Define the discrete version of the operator Sd : Λlog(Z+)→ ℓ∞(Z+) by
(2.8)
(
Sda
)
(n) :=
1
n+ 1
n∑
k=0
a(k) +
+∞∑
k=n+1
a(k)
k
, a ∈ Λlog(Z+).
2.4. Triangular truncation operator. Our primary example is a triangular trun-
cation operator on the Hilbert space H = L2(R). More precisely, let K be a fixed
measurable function on R × R. Let us consider an operator V with the integral
kernel K on L2(R) defined by setting
(2.9) (V x)(t) =
∫
R
K(t, s)x(s)ds, x ∈ L2(R).
We define the triangular truncation operator T for any V ∈ E(H) as follows (see
[9, 10] for more details).
(2.10) (T (V )x)(t) =
∫
R
K(t, s)sgn(t− s)x(s)ds, x ∈ L2(R).
It was proved in [20, Theorem 11] that T is bounded from L1(H) into L1,∞(H).
3. Optimal range of the Caldero´n operator and Hilbert
transformation in Lorentz spaces
In this section, we describe the optimal range for the Caldero´n operator S among
the Lorentz spaces. Consequently, we obtain similar result for the classical Hilbert
transformation. Our main result in this section is Theorem 12 below, which identi-
fies the optimal range of the Caldero´n operator S on Λφ as another Lorentz space
Λψ together with Corollary 13.
Let φ : [0,∞) → [0,∞) be an increasing concave function such that φ(0+) = 0.
Define a function ψ by the following formula
(3.1) ψ(u) := inf
w>1
φ(uw)
1 + log(w)
.
We need the following lemmas.
Lemma 6. If a function φ : [0,∞) → [0,∞) is increasing and concave such that
φ(0+) = 0, then the function ψ defined by the formula (3.1) is also increasing and
concave.
Proof. For each w > 1, the mapping
u→
φ(uw)
1 + log(w)
is concave and increasing. Since infimum of an arbitrary family of concave (resp.
increasing) functions is concave (resp. increasing), the assertion follows. 
Lemma 7. Let φ : [0,∞) → [0,∞) be an increasing concave function such that
φ(0+) = 0 and let ψ be the function defined by the formula (3.1). Then
(3.2) lim
u→0
log(
1
u
)ψ(u) = 0.
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Proof. Let ǫ > 0 and let u ∈ (0, ǫ). Setting w = ǫu in the definition of ψ, we obtain
ψ(u) ≤
φ(ǫ)
1 + log( ǫu )
.
Therefore,
lim sup
u→0
log(
1
u
)ψ(u) ≤ lim sup
u→0
log( 1u )φ(ǫ)
1 + log( ǫu )
= φ(ǫ).
Since ǫ can be chosen arbitrarily small, the assertion follows. 
The following result could be inferred from [12, Lemma II.5.2 and Corollary II.1,
pp. 111-112] (see also [18, Lemma 5] for finite measure space); however, we present
its proof for convenience of the reader.
Lemma 8. Let φ and ϕ be increasing concave functions on [0,∞) vanishing at the
origin. Suppose Λφ(R+) ⊂ Λlog(R+). We have
S : Λφ(R+)→ Λϕ(R+)
if and only if
‖Sχ
∆
‖Λϕ(R+) ≤ cφ,ϕφ(m(∆)), ∆ ⊂ R+.
Proof. If
S : Λφ(R+)→ Λϕ(R+),
that is
‖Sf‖Λϕ(R+) ≤ cφ,ϕ‖f‖Λφ(R+), ∀f ∈ Λφ(R+),
then taking f = χ∆, we obtain
‖Sχ
∆
‖Λϕ(R+) ≤ cφ,ϕ‖χ∆‖Λφ(R+) = cφ,ϕφ(m(∆)), ∆ ⊂ R+.
Conversely, let
(3.3) ‖Sχ
∆
‖Λϕ(R+) ≤ cφ,ϕφ(m(∆)), ∆ ⊂ R+.
We split the proof into three steps.
Step 1. Let x be a nonnegative simple function in Λφ(R+). Then it can be
represented in the form
x(t) =
N∑
k=1
αkχ∆k (t),
where ∆1 ⊂ ∆2 ⊂ ... ⊂ ∆N and αk > 0, k = 1, 2, ..., N. Hence,
(3.4) ‖Sx‖Λϕ(R+) ≤
N∑
k=1
αk‖Sχ∆k ‖Λϕ(R+) ≤ cφ,ϕ ·
N∑
k=1
αkφ(m(∆k))
On the other hand, by formula (2.3) in [12, Chapter II, p. 60], we have
µ(x) =
N∑
k=1
αkχ[0,m(∆k)],
and consequently
(3.5) ‖x‖Λφ(R+) =
∫ ∞
0
N∑
k=1
αkχ[0,m(∆k)](t)dφ(t) =
N∑
k=1
αkφ(m(∆k))
Combining (3.4) and (3.5), we obtain
(3.6) ‖Sx‖Λϕ(R+) ≤ cφ,ϕ‖x‖Λφ(R+).
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Step 2. If now the simple function x from Λφ(R+) has values of arbitrary sign,
then by (3.6)
‖Sx‖Λϕ(R+) = ‖S(x+ − x−)‖Λϕ(R+)
= ‖Sx+ − Sx−‖Λϕ(R+)
≤ ‖Sx+‖Λϕ(R+) + ‖Sx−‖Λϕ(R+)
≤ cφ,ϕ(‖x+‖Λφ(R+) + ‖x−‖Λφ(R+))
≤ 2cφ,ϕ‖x‖Λφ(R+).
(3.7)
Step 3. Let f ∈ Λφ(R+) and let fn be a sequence of simple functions approxi-
mating f. Then, by (3.7) we obtain
‖S(fn − fm)‖Λϕ(R+) ≤ cφ,ϕ‖fn − fm‖Λφ(R+),
and so the sequence Sfn is Cauchy in Λϕ(R+). Note that S is a positive operator,
i.e. it maps nonnegative functions to nonnegative functions. Since S : Λlog(R+)→
L0(R+) (see Subsection 2.3) and Λφ(R+) ⊂ Λlog(R+), it follows from [15, Propo-
sition 1.3.5, p. 27] that S is continuous from Λφ(R+) into L0(R+). Therefore, the
sequence Sfn converges to Sf in L0(R+), and its limit will be the same Sf in
Λϕ(R+), i.e. Sf ∈ Λϕ(R+) which shows
S : Λφ(R+)→ Λϕ(R+).

Lemma 9. Let S be the operator defined in (2.3). For any measurable set ∆ ⊂ R+
with measure m(∆) = u > 0, we have
Sχ∆ ≤ 2Sχ(0,m(∆)).
Proof. Let ∆ be a Lebesgue measurable set with measure m(∆) = u > 0. Then,(
Sχ∆
)
(t) =
1
t
∫ t
0
χ∆(s)ds+
∫ ∞
t
χ∆(s)
s
ds.
We have
(3.8)
1
t
∫ t
0
χ∆(s)ds ≤
min{t,m(∆)}
t
=
min{t, u}
t
= min{1,
u
t
}, u, t > 0.
On the other hand, we have∫ ∞
t
χ∆(s)
s
ds ≤
∫ t+u
t
ds
s
= log
(
1 +
u
t
)
, u, t > 0.
If u > t, then
log
(
1 +
u
t
)
≤ 1 + log
(u
t
)
,
and if u ≤ t, then
log
(
1 +
u
t
)
≤
u
t
, u, t > 0.
Therefore, we have
(3.9)
∫ ∞
t
χ∆(s)
s
ds ≤
{
u
t , 0 < u ≤ t,
1 + log
(
u
t
)
, t < u <∞.
Combining (3.8) and (3.9), we obtain(
Sχ∆
)
(t) ≤
{
2u
t , 0 < u ≤ t,
2 + log
(
u
t
)
, t < u <∞.
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On the other hand, we know that(
Sχ(0,u)
)
(t) =
{
u
t , 0 < u ≤ t,
1 + log
(
u
t
)
, t < u <∞.
Thus, we have (
Sχ∆
)
(t) ≤ 2
(
Sχ(0,m(∆))
)
(t), t > 0.

The following two lemmas are crucial.
Lemma 10. Let φ and ϕ be increasing concave functions on [0,∞) vanishing at
the origin. Suppose that
lim
t→0
log
(1
t
)
ϕ(t) = 0, lim
t→∞
ϕ(t)
t
= 0.
We have
S : Λφ(R+)→ Λϕ(R+)
if and only if ∫ u
0
ϕ(t)
t
dt+ u
∫ ∞
u
ϕ(t)
t2
dt ≤ cφ,ϕφ(u), u > 0.
Here cφ,ϕ is a constant depending only on functions φ and ϕ.
Proof. By Lemma 8, we have
S : Λφ(R+)→ Λϕ(R+)
if and only if
‖Sχ∆‖Λϕ(R+) ≤ cφ,ϕφ(m(∆)), ∆ ⊂ R+.
Note that by Lemma 9, we have Sχ∆ ≤ 2Sχ(0,m(∆)) for every measurable set
∆ ⊂ R+ with Lebesgue measure m. Hence, the latter condition can be re-stated as
‖Sχ(0,u)‖Λϕ(R+) ≤ cφ,ϕφ(u), u > 0.
Obviously,
(3.10) (Sχ(0,u))(t) = 1 + log(
u
t
), t < u
and
(Sχ(0,u))(t) =
u
t
, t ≥ u.
Thus,
‖Sχ(0,u)‖Λϕ(R+) =
∫ u
0
(
1 + log(
u
t
)
)
dϕ(t) +
∫ ∞
u
u
t
dϕ(t).
Using integration by parts on the right-hand side, we obtain
‖Sχ(0,u)‖Λϕ(R+) =
(
ϕ(t) · log
(eu
t
))
|t=ut=0
+
∫ u
0
ϕ(t)
t
dt+
uϕ(t)
t
|t=∞t=u +u
∫ ∞
u
ϕ(t)
t2
dt.
Taking conditions limt→0 log
(
1
t
)
ϕ(t) = 0 and limt→∞
ϕ(t)
t = 0 into account, we
obtain
‖Sχ(0,u)‖Λϕ(R+) =
∫ u
0
ϕ(t)
t
dt+ u
∫ ∞
u
ϕ(t)
t2
dt.
This completes the proof. 
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Lemma 11. Let φ : [0,∞) → [0,∞) be an increasing concave function such that
φ(0+) = 0 and let ψ be the function defined by the formula (3.1). For every u > 0,
there exists y ∈ Λφ(R+) such that ‖y‖Λφ(R+) ≤ 2ψ(u) and
χ(0,u) ≤ Sµ(y).
Proof. Choose w > 1 such that
2ψ(u) ≥
φ(uw)
1 + log(w)
.
By (2.3), we have
(Sχ(0,uw))(u) = 1 + log(w).
Set y = µ(y) =
χ(0,uw)
1+log(w) . Obviously,
1 = (Sy)(u) ≤ (Sy)(t), t < u,
and, therefore, χ(0,u) ≤ Sy.
On the other hand, we have
‖y‖Λφ(R+) =
φ(uw)
1 + log(w)
≤ 2ψ(u).
This concludes the proof. 
The following theorem is the main result of this section.
Theorem 12. Let φ : [0,∞)→ [0,∞) be an increasing concave function such that
φ(0+) = 0 and let ψ be the function defined by the formula (3.1) and satisfying
limt→∞
ψ(t)
t = 0. Suppose Λφ(R+) ⊂ Λlog(R+). If
(3.11)
∫ u
0
ψ(t)
t
dt+ u
∫ ∞
u
ψ(t)
t2
dt ≤ cφ,ψφ(u), u > 0
holds, then
(i) S : Λφ(R+)→ Λψ(R+);
(ii) for every x ∈ Λψ(R+), there exists y ∈ Λφ(R+) such that µ(x) ≤ Sµ(y) and
‖y‖Λφ(R+) ≤ 8‖x‖Λψ(R+).
Proof. Let ψ be the function given by the formula (3.1) such that limt→∞
ψ(t)
t = 0.
By Lemma 7, we have
lim
u→0
log(
1
u
)ψ(u) = 0.
Moreover, by Lemma 6, ψ is an increasing concave function, and clearly ψ(+0) = 0.
Hence, φ and ψ satisfy the assumptions in Lemma 10 and we have
S : Λφ(R+)→ Λψ(R+).
This proves the first part of the theorem.
Next, we prove the second part of the theorem. Let x = µ(x) ∈ Λψ(R+). Set
z =
∑
n∈Z
2nχ[2n,∞)(x).
Obviously, z = µ(z) is a step function, z ≤ 2x and x ≤ 2z. By Lemma 11, there
exists a function yn ∈ Λφ(R+) such that
χ[2n,∞)(x) ≤ Sµ(yn)
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and
‖yn‖Λφ(R+) ≤ 2‖χ[2n,∞)(x)‖Λψ(R+) = 2ψ
(
d|x|(2
n)
)
,
where d|x|(s) := m({t : |x(t)| ≥ s}) is the distribution function of |x|. We now write
x ≤ 2z ≤
∑
n∈Z
2nSµ(yn) = S
(∑
n∈Z
2nµ(yn)
)
.
Setting
y :=
∑
n∈Z
2n+1µ(yn),
we obtain x ≤ Sµ(y) and
‖y‖Λφ(R+) ≤
∑
n∈Z
2n+1‖yn‖Λφ(R+) ≤ 4
∑
n∈Z
2nψ
(
d|x|(2
n)
)
= 4‖z‖Λφ(R+) ≤ 8‖x‖Λφ(R+).

Suppose that Λφ(R+) ⊂ Λlog(R+). In [20, Theorem 26], the authors considered
a linear space
F (Λφ) := {x ∈ (L1,∞ + L∞)(R+) : ∃y ∈ Λφ(R+), µ(x) ≤ Sµ(y)}.
It was further demonstrated in [20] that F (Λφ) is a symmetric quasi-Banach func-
tion space when equipped with a quasi-norm
‖x‖F (Λφ) := inf{‖y‖Λφ : µ(x) ≤ Sµ(y)} <∞.
The space (F (Λφ), ‖ · ‖F (Λφ)) is obviously, the least receptacle (in the class of sym-
metric quasi-Banach function spaces) for the operator S on Λφ.
The following result shows that the Lorentz space Λψ(R+) described in the The-
orem 12 is, in fact, the least receptacle (in the class of symmetric Banach function
spaces) for the operator S on Λφ.
Corollary 13. Let the assumptions of the Theorem 12 hold. Then,
F (Λφ) = Λψ(R+).
Proof. By Theorem 12 (i), we have
S : Λφ(R+)→ Λψ(R+).
Hence, it follows from [20, Theorem 26 (ii)] that F (Λφ) ⊂ Λψ(R+).
To prove converse inclusion, if x ∈ Λψ(R+), then by Theorem 12 (ii) there exist
y ∈ Λφ(R+) such that µ(x) ≤ Sµ(y). This shows Λψ(R+) ⊂ F (Λφ). 
Corollary 14. Let the assumptions of the Theorem 12 hold. Then the space Λψ(R)
is the least symmetric Banach function space, that is the optimal symmetric range
for the Hilbert transformation H defined in (2.7). The mapping
H : Λφ(R)→ Λψ(R)
is bounded.
Proof. By Theorem 12 (i), we have S : Λφ(R+)→ Λψ(R+). Hence, by [2, Theorem
III.4.8, p. 138], H : Λφ(R) → Λψ(R) is bounded. Now, suppose that G(R) is
another symmetric Banach function space such thatH : Λψ(R)→ G(R) is bounded.
Take x ∈ Λφ(R). By Lemma 5 there exists y with µ(x) = µ(y) such that Sµ(x) ≤
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cabsµ(Hy), which shows that Sµ(x) ∈ G(R+). Since x ∈ Λφ(R) is arbitrary, it
follows from the Corollary 13 that Λψ(R+) ⊂ G(R+).
This completes the proof. 
4. Optimal range for the triangular truncation operator in
Schatten-Lorentz ideals
In this section, we investigate optimal range of the triangular truncation operator
T in Schatten-Lorentz ideals. Let φ : [0,∞) → [0,∞) be an increasing concave
function such that φ(0+) = 0 and let ψ be the function defined by the formula
(3.1). Let Λφ(Z+) be the Lorentz sequence space associated with a function φ. If
E is a symmetric sequence space on Z+ such that E(Z+) ⊂ Λlog(Z+), then the
operator
Sd : E(Z+)→ ℓ∞(Z+)
is well defined (see (2.8)).
The optimal symmetric range for the discrete Caldero´n operator Sd on Lorentz
sequence space Λφ(Z+) can be characterized similarly to the case of Lorentz function
spaces in Corollary 13. Indeed, setting
F (Λφ)(Z+) := {a ∈ ℓ∞(Z+) : ∃b ∈ Λφ(Z+), µ(a) ≤ S
dµ(b)}
and
‖a‖F (Λφ)(Z+) := inf{‖b‖Λφ(Z+) : µ(a) ≤ S
dµ(b)} <∞
and repeating the arguments in [20, Theorem 26 (i)] and in Corollary 13 above, we
conclude that (F (Λφ)(Z+), ‖ · ‖F (Λφ) is a symmetric quasi-Banach sequence space
such that
F (Λφ)(Z+) = Λψ(Z+),
where ψ is given by formula (3.1).
The following theorem is a non-commutative analogue of the Theorem 12 for the
triangular truncation operator T defined in (2.10).
Theorem 15. Let the assumptions of Theorem 12 hold. The space Λψ(H) is the
least ideal in B(H) such that
T : Λφ(H)→ Λψ(H).
Proof. First, let us see that T : Λφ(H)→ Λψ(H) is bounded. By [20, Theorem 11],
T satisfies the assumptions of [20, Theorem 14 (ii)]. Therefore, we have µ(T (A)) .
Sµ(A). By Lemmas 6 and 7 functions φ and ψ satisfy the conditions of Lemma 10.
By the latter lemma, we have S : Λφ(0,∞)→ Λψ(0,∞), and so
‖T (A)‖Λψ(H) = ‖µ(T (A))‖Λψ(Z+) . ‖Sµ(A)‖Λψ(0,∞)
≤ cabs‖µ(A)‖Λφ(0,∞) = cabs‖A‖Λφ(H), ∀A ∈ Λφ(H).
Now, suppose that G(H) is another ideal in B(H) such that T : Λφ(H)→ G(H).
Let us show that Λψ(H) ⊂ G(H). Let a ∈ Λφ(Z+). By [20, Theorem 21], there exists
an operator A such that µ(a) = µ(A) and Sdµ(a) . µ(T (A)). Since T (A) ∈ G(H),
it follows that Sdµ(a) ∈ G(Z+), where sequence space G(Z+) is obtained from the
ideal G(H) by the Calkin correspondence [14]. Thus, Sd : Λφ(Z+)→ G(Z+).
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By Theorem 12, for every b ∈ Λψ(Z+), there exists a ∈ Λφ(0,∞) such that
µ(b) ≤ Sµ(a). For every x ∈ (L1 + L∞)(0,∞) straightforward computation yields
Sµ(x) ≤ 4Sdµ(z) on (1,∞), where z =
{∫ n+1
n
µ(s, x)
}
n≥0
.
Taking x = a and setting c = 4z ∈ Λφ(Z+), we infer that
µ(b) ≤ (‖b‖∞, 0, 0, · · · ) + Sdµ(c).
Hence, b ∈ G(Z+). Since b ∈ Λψ(Z+) is arbitrary, it follows that Λψ(H) ⊂ G(H),
thereby completing the proof. 
We now illustrate our methods by comparing our results with that of Arazy [1]
(in the special case of Schatten-Lorentz ideals).
Theorem 16. Let φ be an increasing concave function on [0,∞) such that φ(0+) =
0. Suppose Λφ(Z+) ⊂ Λlog(Z+). The following are equivalent:
(i) T : Λφ(H)→ Λφ(H);
(ii) Sd : Λφ(Z+)→ Λφ(Z+);
(iii) there exists a constant cφ > 0 such that
1
n+ 1
n∑
k=1
φ(k)
k
+
∞∑
k=n+1
φ(k)
k2
≤ cφ
φ(n)
n
, n ≥ 1.
Proof. By Theorem 14 (ii) and Theorem 21 in [20] T : Λφ(H) → Λφ(H) if and
only if Sd : Λφ(Z+) → Λφ(Z+). This shows equivalence of (i) and (ii). Following
the argument in Lemma 10 mutatis mutandi, we obtain the equivalence of (ii) and
(iii). 
5. Lipschitz and commutator estimates in Schatten-Lorentz ideals
In this section, we present an application of our approach in previous sections
to Double Operator Integrals. In particular, we obtain Lipschitz and commutator
estimates in Schatten-Lorentz ideals of compact operators described in the previous
section.
Let A be a bounded self-adjoint operator onH and ξ be a bounded Borel function
on R2. Symbolically, a double operator integral is defined by the formula
(5.1) TA,Aξ (V ) =
∫
R2
ξ(λ, µ)dEA(λ)V EA(µ), V ∈ L2(H).
For a more rigorous definition, consider projection valued measures on R acting on
the Hilbert space L2(H) by the formula X → EA(B)X and X → XEA(B). These
spectral measures commute and, hence (see Theorem V.2.6 in [3]), there exists a
countably additive (in the strong operator topology) projection-valued measure ν
on R2 acting on the Hilbert space L2(H) by the formula
ν(B1 ⊗ B2) : X → EA(B1)XEA(B2), X ∈ L2(H).
Integrating a bounded Borel function ξ on R2 with respect to the measure ν pro-
duces a bounded operator acting on the Hilbert space L2(H). In what follows, we
denote the latter operator by TA,Aξ (see also [16, Remark 3.1]).
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We are mostly interested in the case ξ = f [1] for a Lipschitz function f : R→ C.
Here,
(5.2) f [1](λ, µ) =
{
f(λ)−f(µ)
λ−µ , λ 6= µ
0, λ = µ.
The following is the main result of this section which describes Lipschitz and
commutator estimates in Schatten-Lorentz ideals of compact operators.
Theorem 17. Let the assumptions of Theorem 12 hold. The following assertions
hold:
(i) If A = A∗ is a self-adjoint operator in B(H) and f : R → R is a Lipschitz
function, then the double operator integral (associated with the function f [1]
defined in (5.2)) TA,A
f [1]
: Λφ(H)→ Λψ(H) is bounded and
‖TA,A
f [1]
‖Λφ(H)→Λψ(H) ≤ cΛφ‖f
′‖L∞(R);
(ii) For all self-adjoint operators A,B ∈ B(H) such that [A,B] ∈ Λψ(H) and for
every Lipschitz function f : R→ C, we have
‖[f(A), B]‖Λψ(H) . ‖f
′‖L∞(R)‖[A,B]‖Λφ(H),
where [A,B] := AB − BA. For all self-adjoint operators X,Y ∈ B(H) such
that X − Y ∈ Λφ(H) and for every Lipschitz function f : R→ R, we have
‖f(X)− f(Y )‖Λψ(H) . ‖f
′‖L∞(R)‖X − Y ‖Λφ(H).
Proof. (i). By Theorem 1.2 in [8], we have
‖TA,A
f [1]
(V )‖L1,∞(H) . ‖f
′‖L∞(R)‖V ‖L1(H), ∀V ∈ (L1 ∩ L2)(H).
Thus, the operator TA,A
f [1]
satisfies the conditions of Theorem 14 (ii) in [20]. In other
words, we have
µ(TA,A
f [1]
(V )) . ‖f ′‖L∞(R)Sµ(V ), V ∈ Λlog(H).
By Theorem 12 (i), the operator S acts boundedly from Λφ(0,∞) into Λψ(0,∞).
We have
‖TA,A
f [1]
(V )‖Λψ(H) = ‖µ
(
TA,A
f [1]
(V )
)
‖Λψ(Z+) . ‖f
′‖L∞(R)‖Sµ(V )‖Λψ(0,∞)
. ‖f ′‖L∞(R)‖µ(V )‖Λφ(0,∞) = cabs‖f
′‖L∞(R)‖V ‖Λφ(H), V ∈ Λφ(H).
In other words, TA,A
f [1]
: Λφ(H)→ Λψ(H) is bounded.
(ii). The double operator integral TA,A
f [1]
([A,B]) is equal to [f(A), B] for the oper-
ators A,B ∈ B(H) such that [A,B] ∈ Λφ(H) (see [17, Proposition 2.6]). Therefore,
the commutator estimate follows from part (i). Finally, applying the commutator
estimate to the operators
A =
(
X 0
0 Y
)
, B =
(
0 1
1 0
)
,
we obtain Lipschitz estimate.

In particular, we obtain the following result.
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Theorem 18. Let the assumptions of Theorem 16 hold. If any one of the following
holds
(i) T : Λφ(H)→ Λφ(H);
(ii) Sd : Λφ(Z+)→ Λφ(Z+);
(iii) there exists a constant cφ > 0 such that
1
n+ 1
n∑
k=1
φ(k)
k
+
∞∑
k=n+1
φ(k)
k2
≤ cφ
φ(n)
n
, n ≥ 1.
then
(i) The double operator integral TA,A
f [1]
: Λφ(H)→ Λφ(H) is bounded and
‖TA,A
f [1]
‖Λφ(H)→Λφ(H) ≤ cΛφ‖f
′‖L∞(R)
for all self-adjoint operator A = A∗ in B(H) and Lipschitz function f : R→
R;
(ii) For all self-adjoint operators A,B ∈ B(H) such that [A,B] ∈ Λφ(H) and for
every Lipschitz function f : R→ C, we have
‖[f(A), B]‖Λφ(H) . ‖f
′‖L∞(R)‖[A,B]‖Λφ(H),
where [A,B] := AB − BA. For all self-adjoint operators X,Y ∈ B(H) such
that X − Y ∈ Λφ(H) and for every Lipschitz function f : R→ R, we have
‖f(X)− f(Y )‖Λφ(H) . ‖f
′‖L∞(R)‖X − Y ‖Λφ(H).
Proof. The argument follows the same line as the proof of Theorems 17 and 15 and
is therefore omitted. 
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