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Abstract. We present W-cycle h-, p-, and hp-multigrid algorithms for the solution of the linear
system of equations arising from a wide class of hp-version discontinuous Galerkin discretizations
of elliptic problems. Starting from a classical framework in geometric multigrid analysis, we deﬁne
a smoothing and an approximation property, which are used to prove uniform convergence of the
W-cycle scheme with respect to the discretization parameters and the number of levels, provided the
number of smoothing steps is chosen of order p2+µ, where p is the polynomial approximation degree
and μ = 0, 1. A discussion on the eﬀects of employing inherited or noninherited sublevel solvers is
also presented. Numerical experiments conﬁrm the theoretical results.
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1. Introduction. Discontinuous Galerkin (DG) methods have undergone a huge
development in the last three decades mainly because of their ﬂexibility in dealing
within the same uniﬁed framework with a wide range of equations, handling noncon-
forming grids and variable polynomial approximation degrees, and imposing weakly
boundary conditions. Therefore, the construction of eﬀective solvers such as domain
decomposition and multigrid methods has become an active research ﬁeld. Domain
decomposition methods are based on the deﬁnition of subproblems on single subdo-
mains, followed by a coarse correction, which ensures the scalability of the method. In
the framework of domain decomposition algorithms for DG methods, in [30] a Schwarz
preconditioner based on overlapping and nonoverlapping partitions of the domain is
analyzed. The case of nonoverlapping Schwarz methods with inexact local solvers is
addressed in a uniﬁed framework in [2, 3]. This topic has been further analyzed in
[40, 31, 23, 4, 22, 29, 10, 6]. For substructuring-type preconditioners for DG methods,
we mention [28, 27], where Neumann-Neumann and Balancing Domain Decomposition
with Constraints (BDDC) for Nitsche-type methods are studied. A uniﬁed approach
for BDDC was recently proposed in [26], while in [17] a preconditioner for an over-
penalized DG method is studied. All these contributions focus on the h-version of
the DG method; only recently some attention has been devoted to the development
of eﬃcient solvers for hp-DG methods. The ﬁrst contribution in this direction is in
[8], where a nonoverlapping Schwarz preconditioner for the hp-version of DG methods
is analyzed; cf. also [7] for the extension to domains with complicated geometrical
details. In [24, 21] BDDC and multilevel preconditioners for the hp-version of a DG
scheme are analyzed, in parallel with conforming methods. Substructuring-type pre-
conditioners for hp-Nitsche type methods have been studied recently in [5]. The issue
of preconditioning hybrid DG methods is investigated in [47].
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Here we are interested in multigrid algorithms for hp-version DG methods that ex-
ploit the solution of suitable subproblems deﬁned on diﬀerent levels of discretization.
The levels can diﬀer for the mesh size (h-multigrid), the polynomial approximation
degree (p-multigrid), or both (hp-multigrid). In the framework of h-multigrid algo-
rithms for DG methods, in [34] a uniform (with respect to the mesh size) multigrid
preconditioner is studied. In [37, 38] a Fourier analysis of a multigrid solver for a
class of DG discretizations is performed, focusing on the performance of several re-
laxation methods, while in [51] the analysis concerns convection-diﬀusion equations
in the convection-dominated regime. Other contributions can be found for low-order
DG approximations: in [19] it is shown that V-cycle, F-cycle, and W-cycle multigrid
algorithms converge uniformly with respect to all grid levels, with further extensions
to an overpenalized method in [16] and graded meshes in [15, 14]. To the best of
our knowledge, no theoretical results in the framework of p- and hp-DG methods are
available, even though p-multigrid solvers are widely used in practical applications;
cf. [32, 41, 43, 42, 49, 11], for example.
In this paper, we present W-cycle h-, p-, and hp-multigrid schemes for high-
order DG discretizations of a second-order elliptic problem. We consider a wide class
of symmetric DG schemes, and, following the theoretical framework for geometric
multigrid methods presented in [18, 19, 15], we prove that the W-cycle algorithms
converge uniformly with respect to the granularity of the underlying mesh, the poly-
nomial approximation degree p, and the number of levels, provided that the number
of smoothing steps is chosen of order p2+μ with μ = 0, 1. The numerical experiments
conﬁrm our theoretical results and show that our multigrid method converges even
if the assumption on the minimum number of smoothing steps is not satisﬁed, but
in this case the convergence factor degenerates when p increases. The key points of
our analysis are suitable smoothing and approximation properties of the hp-multigrid
method. The smoothing scheme is a Richardson iteration, and we exploit the spectral
properties of the stiﬀness operator to obtain the desired estimates. The approxima-
tion property is based on the error estimates for hp-DG methods shown [45, 39, 50].
We also discuss in detail the eﬀects of employing inherited or noninherited sublevel
solvers. More precisely, we show that the W-cycle algorithms converge uniformly
with respect to the number of levels if noninherited sublevel solvers are employed
(i.e., the coarse solvers are constructed rediscretizing our original problem at each
level), whereas convergence cannot be independent of the number of levels if inherited
bilinear forms are considered (i.e., the coarse solvers are the restriction of the stiﬀness
matrix constructed on the ﬁnest grid). Those ﬁndings are conﬁrmed by numerical
experiments.
The rest of the paper is organized as follows. In section 2 we introduce the model
problem and its DG discretization and recall some results needed in the forthcoming
analysis. In section 3 we introduce W-cycle schemes based on noninherited bilinear
forms, while the convergence analysis is performed in section 4. Multigrid algorithms
based on employing inherited bilinear forms are discussed in section 5. Numerical
experiments are then presented in section 6. In section 7 we draw some conclusions.
2. Model problem and DG discretization. In this section, we introduce
the model problem and its discretization by the hp-version of several symmetric DG
methods. We describe the DG formulation on diﬀerent levels of discretization so
as to deﬁne at this stage a multilevel framework, which will be a key point in the
forthcoming multigrid analysis.
Throughout the paper we will use standard notation for Sobolev spaces [1]. We
write x  y and x  y in lieu of x ≤ Cy and C1y ≤ x ≤ C2y, respectively, for positive
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constants C, C1, and C2 independent of the discretization parameters. When needed,
the constants will be written explicitly.
Let Ω ∈ Rd, d = 2, 3, be a convex polygonal/polyhedral domain and f ∈ L2(Ω)
a given function. We consider the weak formulation of the Poisson problem with
homogeneous Dirichlet boundary conditions: ﬁnd u ∈ V := H2(Ω)∩H10 (Ω) such that
(2.1)
∫
Ω
∇u · ∇v dx =
∫
Ω
fv dx ∀v ∈ V.
We consider a sequence of quasi-uniform partitions {Tk}Kk=1 of Ω, each of which
consists of shape-regular elements T of diameter hT , and we set hk := maxT∈Tk hT ,
k = 1, . . . ,K. We suppose that each T ∈ Tk is the aﬃne image of a reference element
T̂ , i.e., T = FT (T̂ ), where T̂ can be either the open, unit simplex or the open, unit
hypercube in Rd, d = 2, 3. To each Tk, k = 1, . . . ,K, we associate a ﬁnite dimensional
discontinuous space Vk deﬁned as
Vk := {v ∈ L2(Ω) : v ◦ FT ∈ Mpk(T̂ ) ∀T ∈ Tk}, k = 1, . . . ,K,
where Mpk(T̂ ) is either the space of polynomials of total degree less than or equal
to pk ≥ 1, if T̂ is the reference simplex in Rd, or the space of all tensor-product
polynomials on T̂ of degree pk in each coordinate direction, if T̂ is the reference
hypercube in Rd. We note that we consider pk uniform on Tk. By suitably choosing
the sequence {Tk, Vk}Kk=1, we can obtain h-, p-, and hp-multigrid methods. More
precisely, we retrieve the h-multigrid framework if the polynomial degree is kept ﬁxed
for any k (i.e., pk = p) and any Tk, k = 2, . . . ,K, derives fromK−1 successive uniform
reﬁnements of an initial (coarse) grid T1 (so that hk = h121−k); cf. Figure 1(a). On
the other hand, in p-multigrid schemes, the mesh is kept ﬁxed for any k, and from
one level to another we vary the polynomial approximation degree in such a way that
(2.2) pk−1 ≤ pk  pk−1 ∀k = 2, . . . ,K;
cf. Figure 1(b). Combining the two previous strategies, we retrieve the hp-multigrid
method; cf. Figure 1(c). We observe that with the above construction the spaces Vk
are nested, i.e., V1 ⊆ V2 ⊆ · · · ⊆ VK .
For any Tk, k = 1, . . . ,K, we denote by FIk , respectively, FBk , the set of interior,
respectively, boundary, faces of the partition (if d = 2 “face” means “edge”), and set
Fk := FIk ∪ FBk . Here we have adopted the convention that an interior face is the
nonempty intersection of the closure of two neighboring elements. For regular enough
vector-valued and scalar functions τ and v, respectively, we deﬁne the jumps and
weighted averages (with δ ∈ [0, 1]) across the face F ∈ FIk as follows:
τ  := τ+ · nT+ + τ− · nT− , {{τ}}δ := δτ+ + (1 − δ)τ−, F ∈ FIk ,
v := v+nT+ + v
−nT− , {{v}}δ := δv+ + (1− δ)v−, F ∈ FIk ,
hk, p
hk−1, p
(a) h-multigrid
h, pk
h, pk−1
(b) p-multigrid
hk, pk
hk−1, pk−1
(c) hp-multigrid
Fig. 1. Example of the choice of {hk, pk} for the multigrid methods.
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with nT± denoting the unit outward normal vector to ∂T
± and with τ± and v±
denoting the traces of τ and v taken within the interior of T±, respectively. In the
case δ = 1/2 (standard average) we will simply write {{·}}. On a boundary face
F ∈ FBk , we set v := vnT , {{τ}}δ := τ . We observe that the following relations hold:
{{u}}δ = {{u}}+ δ · u, {{u}}1−δ = {{u}} − δ · u F ∈ FIk ,
with δ := (δ − 1/2)nF , where nF is the outward unit normal vector to the face F to
which δ is associated.
We introduce the local lifting operators rkF : [L
2(F )]d → [Vk]d and lkF : L2
(F ) → [Vk]d,∫
Ω
rkF (τ ) · η dx := −
∫
F
τ · {{η}} ds ∀η ∈ [Vk]d ∀F ∈ Fk,∫
Ω
lkF (v) · η dx := −
∫
F
vη ds ∀η ∈ [Vk]d ∀F ∈ FIk ,
and set Rk(τ ) :=
∑
F∈Fk r
k
F (τ ) and Lk(v) :=
∑
F∈FIk l
k
F (v). Next, for any k =
1, . . . ,K, we introduce the following bilinear forms Ak(·, ·) : Vk × Vk → R deﬁned as
Ak(u, v) :=
∑
T∈Tk
∫
T
∇u · ∇v dx+
∑
T∈Tk
∫
T
∇u · (Rk(v) + Lk(β · v)) dx
+
∑
T∈Tk
∫
T
(Rk(u) + Lk(β · u)) · ∇v dx+ Sjk(u, v)
+ θ
∑
T∈Tk
∫
T
(Rk(u) + Lk(β · u)) · (Rk(v) + Lk(β · v)) dx,
where θ = 0 for the Symmetric Interior Penalty (SIPG) [9] and the weighted Symmet-
ric Interior Penalty (SIPG(δ)) [36] methods and θ = 1 for the Local Discontinuous
Galerkin method (LDG) [25]. For the SIPG and SIPG(δ) methods β = 0 and β = δ,
respectively, whereas for the LDG method, β ∈ Rd is a uniformly bounded (and
possibly null) vector. The stabilization term Sjk(·, ·) is deﬁned as
Sjk(u, v) :=
∑
F∈Fk
∫
F
σku · v ds ∀u, v ∈ Vk,
where σk ∈ L∞(Fk) is given by
σk|F := αp
2
k
min(hT+ , hT−)
, F ∈ FIk , σk|F :=
αp2k
hT
, F ∈ FBk ,
with α ∈ R+, and hT± diameters of the neighboring elements T± ∈ Tk.
We are interested in solving eﬃciently the following DG formulation posed on the
ﬁnest level K: ﬁnd uK ∈ VK such that
(2.3) AK(uK , vK) =
∫
Ω
fvK dx ∀vK ∈ VK .
Once the basis of VK has been chosen, we can write (2.3) as the linear system of
equations
(2.4) AKuK = fK ,
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where AK and fK are the matrix representations of the bilinear form AK(·, ·) and
of the right-hand side of (2.1), respectively, and uK denotes, with a slight abuse of
notation, the vector of the unknowns, given by the coeﬃcients of the expansion of the
solution with respect to the basis.
Before describing our multigrid scheme for the solution of (2.4), we recall some
technical results that will be needed in the forthcoming analysis.
2.1. Technical results. We endow the space Vk with the DG norm ‖ · ‖DG,k
deﬁned as
(2.5) ‖v‖2DG,k :=
∑
T∈Tk
‖∇v‖2L2(T ) +
∑
F∈Fk
‖σ1/2k v‖2L2(F ), k = 1, . . . ,K,
and observe that, since
(2.6) hk ≤ hk−1  hk ∀k = 2, . . . ,K,
and thanks to hypothesis (2.2), we have
(2.7) ‖vk−1‖DG,k−1 ≤ ‖vk−1‖DG,k 
h
1/2
k−1
h
1/2
k
pk
pk−1
‖vk−1‖DG,k−1  ‖vk−1‖DG,k−1
for any v ∈ Vk−1, k = 2, . . . ,K. We remark that the hidden constant in the last
inequality above depends on the ratio (h
1/2
k−1pk)/(h
1/2
k pk−1), which means that if (2.2)
and (2.6) do not hold, such a dependence has to be taken into account.
The following result ensures that the bilinear forms Ak(·, ·) are continuous and
coercive in the DG norm (2.5); see [45, Proposition 3.1], [8, Lemma 2.4], or [50,
Propositions 2.3 and 2.4] for the proof.
Lemma 2.1. For any k = 1, . . . ,K, it holds that
Ak(u, v)  ‖u‖DG,k‖v‖DG,k ∀u, v ∈ Vk + V,(2.8)
Ak(u, u)  ‖u‖2DG,k ∀u ∈ Vk.(2.9)
For the SIPG and SIPG(δ) methods, coercivity holds provided the stabilization param-
eter α is chosen large enough.
Denoting by Hs(Tk), s ≥ 1, the space of elementwise Hs functions, we have the
following error estimates, cf. [45, Theorems 3.2 and 3.3], [39, Theorem 4.7], and [50,
Theorem 3.3] for the proof.
Theorem 2.2. Let uk ∈ Vk be the DG solution of problem (2.3) posed on level
k, i.e.,
Ak(uk, vk) =
∫
Ω
fvk dx ∀vk ∈ Vk, k = 1, . . . ,K.
If the exact solution u of problem (2.1) satisfies u ∈ Hs+1(Tk), s ≥ 1, the following
error estimates hold:
‖u− uk‖DG,k  h
min(pk,s)
k
p
s−1/2
k
‖u‖Hs+1(Tk), k = 1, . . . ,K,(2.10)
‖u− uk‖L2(Ω) 
h
min(pk,s)+1
k
psk
‖u‖Hs+1(Tk), k = 1, . . . ,K.(2.11)
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Remark 2.3. We point out that the error estimates of Theorem 2.2 are suboptimal
in the polynomial approximation degree pk of a factor p
1/2
k and pk for (2.10) and
(2.11), respectively. Optimal error estimates with respect to pk can be shown using
the projector of [33] provided the solution belongs to a suitable augmented space, or
whenever a continuous interpolant can be built; cf. [50]. Therefore, in the following,
we will write
‖u− uk‖DG,k  h
min(pk,s)
k
p
s−μ/2
k
‖u‖Hs+1(Tk), k = 1, . . . ,K,
‖u− uk‖L2(Ω) 
h
min(pk,s)+1
k
ps+1−μk
‖u‖Hs+1(Tk), k = 1, . . . ,K,(2.12)
with μ = 0, 1 for optimal and suboptimal estimates, respectively.
Remark 2.4. If we restrict to the case of meshes of d-hypercubes, the forthcoming
multigrid analysis can be extended to the methods introduced by Bassi et al. [12] and
Brezzi et al. [20], whose bilinear forms can be written as
Ak(u, v) :=
∑
T∈Tk
∫
T
∇u · ∇v dx+
∑
T∈Tk
∫
T
∇u · Rk(v) dx+
∑
T∈Tk
∫
T
Rk(u) · ∇v dx
+ θ
∫
Ω
Rk(u) · Rk(v)dx +
∑
T∈Tk
α
∫
T
rkF (u)r
k
F (v) dx,
where θ = 0, 1, for the Bassi et al. [12] and Brezzi et al. [20] methods, respectively.
Exploiting the equivalence (cf. [48, Lemma 7.2] for the proof)
α‖rkF (v)‖2L2(Ω)  ‖
√
σkv‖2L2(F )  α‖rkF (v)‖2L2(Ω), v ∈ Vk, F ∈ Fk,
we can prove continuity and coercivity with respect to the DG norm (2.5) using stan-
dard techniques. Furthermore, we observe that, in general, the forthcoming analysis
holds for any symmetric DG scheme satisfying the continuity and coercivity bounds
(2.8) and (2.9), respectively, and the error estimates of Theorem 2.2.
3. Multigrid methods with noninherited sublevel solvers. This section is
devoted to the description of the W-cycle algorithm and the proof of few auxiliary
results needed in the multigrid analysis. Let nk be the dimension of Vk. Denoting by
{φki }nki=1 a set of basis functions of Vk, any v ∈ Vk can be written as
(3.1) v =
nk∑
i=1
viφ
k
i , vi ∈ R, i = 1, . . . , nk.
We will suppose that {φki }nki=1 is an orthonormal basis with respect to the L2(T̂ )-inner
product, T̂ being the reference element. A detailed construction of such a basis can
be found in [8]. On Vk we introduce the mesh-dependent inner product
(3.2) (u, v)k := h
d
k
nk∑
i=1
uivi ∀u, v ∈ Vk, ui, vj ∈ R, i, j = 1, . . . , nk,
where ui, vj ∈ R are the coeﬃcients of the expansion of u and v, respectively, with
respect to the basis {φki }nki=1; cf. (3.1).
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The next result establishes the connection between the inner product deﬁned in
(3.2) and the L2 norm.
Lemma 3.1. For any v ∈ Vk, k = 1, . . . ,K, it holds that
(3.3) ‖v‖2L2(Ω)  (v, v)k.
Proof. The proof follows by deﬁnition (3.2), the Cauchy–Schwarz inequality, the
orthogonality of the basis {φki }nki=1, and the fact that ‖φki ‖2L2(T )  hdk (cf. [46, Propo-
sition 3.4.1]).
We next describe our hp-multigrid algorithm for the solution of problem (2.4).
To introduce our multigrid method, we need two ingredients (cf. [19, 15, 14]): the
intergrid transfer operators (restriction and prolongation) and a smoothing itera-
tion. The prolongation operator connecting the space Vk−1 to Vk is denoted by
Ikk−1 : Vk−1 → Vk and consists of the natural injection operator, while the restriction
operator Ik−1k : Vk → Vk−1 is the adjoint of Ikk−1 with respect to the discrete inner
product (3.2), i.e.,
(v, Ik−1k w)k−1 := (I
k
k−1v, w)k ∀v ∈ Vk−1, w ∈ Vk.
For the smoothing scheme, we choose a Richardson iteration; the corresponding op-
erator is given by
Bk := ΛkIdk,
where Idk is the identity operator and Λk ∈ R represents a positive bound for the
spectral radius of Ak, which is deﬁned as
(3.4) (Aku, v)k := Ak(u, v) ∀u, v ∈ Vk, k = 1, . . . ,K.
According to [8, Lemma 2.6] and using the equivalence (3.3), the following estimate
for the maximum eigenvalue of Ak can be shown:
(3.5) λmax(Ak) 
p4k
h2k
;
hence,
(3.6) Λk 
p4k
h2k
.
As usual, our multigrid algorithm is obtained employing recursion. We then
consider the following linear system of equations on level k:
Akz = g
with g ∈ Vk. We denote by MGW(k, g, z0,m1,m2) the approximate solution obtained
by applying the kth level iteration described in Algorithm 1 to the above linear system,
with initial guess z0 and using m1 pre- and m2 postsmoothing steps, respectively.
The error propagation operator associated to Algorithm 1 is given by
Ek,m1,m2(z − z0) := z −MGW(k, g, z0,m1,m2).
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Algorithm 1. W-cycle hp-multigrid scheme.
if k=1 then 	 Solution on the coarsest level
Solve Akz = g.
Set MGW(1, g, z0,m1,m2) = z.
else
for i = 1, . . . ,m1 do 	 Presmoothing
z(i) = z(i−1) +B−1k (g −Akz(i−1));
end for
rk−1 = Ik−1k (g −Akz(m1)) 	 Restriction of the residual
ek−1 = MGW(k − 1, rk−1, 0,m1,m2);
ek−1 = MGW(k − 1, rk−1, ek−1,m1,m2);
z(m1+1) = z(m1) + Ikk−1ek−1; 	 Prolongation and correction
for i = m1 + 2, . . . ,m1 +m2 + 1 do 	 Postsmoothing
z(i) = z(i−1) +B−1k (g −Akz(i−1));
end for
Set MGW(k, g, z0,m1,m2) = z(m1+m2+1);
end if
We recall that, according to [35, 13], the following recursive relation holds:
(3.7)
{
E1,m1,m2v = 0,
Ek,m1,m2v = G
m2
k (Idk − Ikk−1(Idk − E2k−1,m1,m2)P k−1k )Gm1k v, k > 1,
where Gk := Idk −B−1k Ak and P k−1k : Vk → Vk−1 is deﬁned as
(3.8) Ak−1(P k−1k w, v) := Ak(w, Ikk−1v) ∀v ∈ Vk−1, w ∈ Vk.
4. Convergence analysis of the multigrid method. In this section we
present the convergence analysis of the W-cycle multigrid algorithm described in
Algorithm 1. In particular, we ﬁrst introduce the smoothing property associated to
the Richardson iteration, followed by the approximation property. These results are
then combined to provide an estimate of the norm of the error propagation operator
of the two-level method, which in turn is fundamental to derive an analogous bound
for the multigrid scheme.
For s ∈ R, we ﬁrst deﬁne the norm ||| · |||s,k as
|||v|||2s,k := (Askv, v)k, v ∈ Vk, k = 1, . . . ,K,
and observe that
(4.1) |||v|||21,k = (Akv, v)k = Ak(v, v), |||v|||20,k = (v, v)k ∀v ∈ Vk,
and, by virtue of (3.3), it holds that
(4.2) ‖v‖L2(Ω)  |||v|||0,k.
Since the bilinear forms Ak(·, ·) are symmetric, in the following we can exploit the
eigenvalue problem associated to Ak
(4.3) Akψ
k
i = λiψ
k
i ,
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where 0 < λ1 ≤ λ2 ≤ · · · ≤ λnk represent the eigenvalues of Ak and {ψki }nki=1 are the
associated eigenvectors which form a basis for Vk. We can then write any v ∈ Vk as
(4.4) v =
nk∑
i=1
viψ
k
i , vi ∈ R.
Next, we introduce the following generalized Cauchy–Schwarz inequality [18, Lemma
6.2.10].
Lemma 4.1. For any v, w ∈ Vk and s ∈ R, it holds that
(4.5) Ak(v, w) ≤ |||v|||1+s,k|||w|||1−s,k .
Proof. Considering the eigenvalue problem (4.3) and relation (4.4), it follows that
Akv =
nk∑
i=1
viAkψ
k
i =
nk∑
i=1
viλiψ
k
i ∀v ∈ Vk.
From the deﬁnition (3.4) of Ak and of the inner product (3.2), we have
Ak(v, w) = (Akv, w)k = hdk
nk∑
i=1
viwiλi = h
d
k
nk∑
i=1
viλ
1+s
2
i wiλ
1−s
2
i .
The thesis follows applying the Cauchy–Schwarz inequality
(Akv, w)k ≤
√√√√hdk nk∑
i=1
v2i λ
1+s
i
√√√√hdk nk∑
j=1
w2jλ
1−s
j = |||v|||1+s,k|||w|||1−s,k .
Before providing the proof of the smoothing property pertaining the Richardson
smoother, we introduce an auxiliary result.
Lemma 4.2. Given m ∈ N \ {0}, it holds that
max
x∈[0,1]
{xγ(1− x)2m}  (1 +m)−γ , γ = 1, 2.
Proof. The estimate for γ = 1 is proved in [35, Corollary 6.2.2]. Its extension for
γ = 2 follows by noting that
max
x∈[0,1]
{xγ(1− x)2m} = γ
γ
(γ + 2m)γ−1
2m2m
(γ + 2m)2m+1
and employing the estimate for γ = 1.
We are now ready to prove the smoothing property.
Lemma 4.3 (smoothing property). For any v ∈ Vk, it holds that
(4.6)
|||Gmk v|||1,k ≤ |||v|||1,k,
|||Gmk v|||s,k  p2(s−t)k ht−sk (1 +m)(t−s)/2|||v|||t,k
for 0 ≤ t < s ≤ 2 and m ∈ N \ {0}.
Proof. We refer again to the eigenvalue problem (4.3) and write v according
to (4.4):
Gmk v =
(
Idk − 1
Λk
Ak
)m
v =
nk∑
i=1
(
1− λi
Λk
)m
viψ
k
i .
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From the above identity we can write
|||Gmk v|||2s,k = hdk
nk∑
i=1
(
1− λi
Λk
)2m
v2i λ
s
i ,
hence the result for s = t = 1 trivially holds. For t < s, we have
|||Gmk v|||2s,k = Λs−tk
{
hdk
nk∑
i=1
(
1− λi
Λk
)2m
λs−ti
Λs−tk
v2i λ
t
i
}
≤ Λs−tk max
x∈[0,1]
{xs−t(1− x)2m}|||v|||2t,k.
The thesis follows by estimate (3.6) and Lemma 4.2.
Following [19, Lemma 4.2], we now prove the following approximation property.
Lemma 4.4 (approximation property). Let μ be defined as in Remark 2.3. Then,
|||(Idk − Ikk−1P k−1k )v|||0,k 
h2k−1
p2−μk−1
|||v|||2,k ∀v ∈ Vk.(4.7)
Proof. For any v ∈ Vk, applying (4.2) and the duality formula for the L2 norm,
we obtain
|||(Idk − Ikk−1P k−1k )v|||0,k  ‖(Idk − Ikk−1P k−1k )v‖L2(Ω)(4.8)
= sup
φ∈L2(Ω)
φ =0
∫
Ω
φ(Idk − Ikk−1P k−1k )v dx
‖φ‖L2(Ω) .
Next, for φ ∈ L2(Ω), let η ∈ V be the solution to∫
Ω
∇η · ∇v dx =
∫
Ω
φv dx ∀v ∈ V,
and let ηk ∈ Vk and ηk−1 ∈ Vk−1 be its DG approximations in Vk and Vk−1, respec-
tively, i.e.,
(4.9) Ak(ηk, v) =
∫
Ω
φv dx ∀v ∈ Vk, Ak−1(ηk−1, v) =
∫
Ω
φv dx ∀v ∈ Vk−1.
By (2.12), a standard elliptic regularity result, (2.6), and (2.2), we have
(4.10)
‖η − ηk‖L2(Ω)  h
2
k
p2−μk
‖φ‖L2(Ω) 
h2k−1
p2−μk−1
‖φ‖L2(Ω),
‖η − ηk−1‖L2(Ω) 
h2k−1
p2−μk−1
‖φ‖L2(Ω).
Moreover, if we consider the deﬁnition (3.8) of P k−1k and (4.9), it holds that
Ak−1(P k−1k ηk, w) = Ak(ηk, Ikk−1w) = Ak(ηk, w) =
∫
Ω
φw dx = Ak−1(ηk−1, w)
for any w ∈ Vk−1, which implies
ηk−1 = P k−1k ηk.
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Now applying (4.9), the deﬁnition (3.8) of P k−1k , the above identity, the Cauchy–
Schwarz inequality (4.5), the L2 norm equivalence (4.2), and the error estimates (4.10)
we obtain∫
Ω
φ(Idk − Ikk−1P k−1k )v dx = Ak(ηk, v)−Ak(ηk, Ikk−1P k−1k v)
= Ak(ηk, v)−Ak−1(P k−1k ηk, P k−1k v)
= Ak(ηk, v)−Ak−1(ηk−1, P k−1k v) = Ak(ηk − Ikk−1ηk−1, v)
≤ |||ηk − ηk−1|||0,k|||v|||2,k  ‖ηk − ηk−1‖L2(Ω)|||v|||2,k
≤ (‖ηk − η‖L2(Ω) + ‖ηk−1 − η‖L2(Ω))|||v|||2,k

h2k−1
p2−μk−1
‖φ‖L2(Ω)|||v|||2,k.
The above estimate together with (4.8) gives the desired inequality.
Lemmas 4.3 and 4.4 allow the convergence analysis of the corresponding two-level
method, whose error propagation operator is given by
E
2lvl
k,m1,m2 = G
m2
k (Idk − Ikk−1P k−1k )Gm1k .
Theorem 4.5. There exists a positive constant C2lvl independent of the mesh
size, the polynomial approximation degree, and the level k such that
(4.11) |||E2lvlk,m1,m2v|||1,k ≤ C2lvlΣk|||v|||1,k
for any v ∈ Vk, k = 1, . . . ,K, with
Σk :=
p2+μk
(1 +m1)1/2(1 +m2)1/2
,
m1,m2 ≥ 1, and μ defined as in Remark 2.3. Therefore, the two-level method con-
verges uniformly provided the number of pre- and postsmoothing steps satisfy
(4.12) (1 +m1)
1/2(1 +m2)
1/2 ≥ χp2+μk
for a positive constant χ > C2lvl.
Proof. Exploiting the smoothing property (4.6), approximation property (4.7),
and assumptions (2.6) and (2.2), we obtain
|||E2lvlk,m1,m2v|||1,k = |||Gm2k (Idk − Ikk−1P k−1k )Gm1k v|||1,k
≤ Ch−1k p2k(1 +m2)−1/2|||(Idk − Ikk−1P k−1k )Gm1k v|||0,k
≤ Chkp2kpμ−2k−1(1 +m2)−1/2|||Gm1k v|||2,k
≤ Cp2+μk (1 +m1)−1/2(1 +m2)−1/2|||v|||1,k,
and the proof is complete.
The next result regards the stability of the intergrid transfer operator Ikk−1 and
the operator P k−1k .
Lemma 4.6. There exists a positive constant Cstab independent of the mesh size,
the polynomial approximation degree, and the level k such that
|||Ikk−1v|||1,k≤ Cstab|||v|||1,k−1 ∀v ∈ Vk−1,(4.13)
|||P k−1k v|||1,k−1≤ Cstab|||v|||1,k ∀v ∈ Vk.(4.14)
Proof. We apply (4.1), the continuity bound (2.8), and the relation (2.7) between
the DG norms on diﬀerent levels:
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|||Ikk−1v|||21,k = Ak(Ikk−1v, Ikk−1v)  ‖Ikk−1v‖2DG,k  ‖v‖2DG,k−1.
Estimate (4.13) easily follows using the coercivity (2.9) and denoting by C2stab the
resulting hidden constant. Inequality (4.14) is obtained by the deﬁnition (3.8) of
P k−1k , the Cauchy–Schwarz inequality, (4.1), and (4.13), i.e.,
|||P k−1k v|||1,k−1 = max
u∈Vk−1\{0}
Ak−1(P k−1k v, u)
|||u|||1,k−1 = maxu∈Vk−1\{0}
Ak(v, Ikk−1u)
|||u|||1,k−1
≤ Cstab |||v|||1,k|||u|||1,k−1|||u|||1,k−1 ≤ Cstab|||v|||1,k.
We are now ready to prove the main result of the paper concerning the convergence
of the W-cycle multigrid method.
Theorem 4.7. Let Σk and C2lvl be defined as in Theorem 4.5, and let Cstab be
defined as in Lemma 4.6. Then, there exists a positive constant Ĉ > C2lvl such that,
if the number of pre- and postsmoothing steps satisfies
(4.15) (1 +m1)
1/2(1 +m2)
1/2 ≥ p2+μk
C2stabĈ
2
Ĉ− C2lvl
,
it holds that
(4.16) |||Ek,m1,m2v|||1,k ≤ ĈΣk|||v|||1,k ∀v ∈ Vk
with ĈΣk < 1. That is, the W-cycle algorithm converges uniformly with respect to the
discretization parameters and the number of levels provided that m1 and m2 satisfy
(4.15).
Proof. We follow the guidelines given in [15, Theorem 4.6] and proceed by induc-
tion. For k = 1, (4.16) is trivially true. For k > 1 we assume that (4.16) holds for
k − 1. By deﬁnition (3.7) we write Ek,m1,m2v as
Ek,m1,m2v = G
m2
k (Idk − Ikk−1P k−1k )Gm1k v +Gm2k Ikk−1E2k−1,m1,m2P k−1k Gm1k v,
hence
|||Ek,m1,m2v|||1,k ≤ |||E2lvlk,m1,m2v|||1,k + |||Gm2k Ikk−1E2k−1,m1,m2P k−1k Gm1k v|||1,k.
The ﬁrst term can be bounded by Theorem 4.5,
|||E2lvlk,m1,m2v|||1,k ≤ C2lvlΣk|||v|||1,k,
while the second term can be estimated by applying the smoothing property (4.6),
the stability estimates (4.13)–(4.14), and the induction hypothesis
|||Gm2k Ikk−1E2k−1,m1,m2P k−1k Gm1k v|||1,k ≤ |||Ikk−1E2k−1,m1,m2P k−1k Gm1k v|||1,k
≤ Cstab|||E2k−1,m1,m2P k−1k Gm1k v|||1,k
≤ CstabĈ2Σ2k−1|||P k−1k Gm1k v|||1,k
≤ C2stabĈ2Σ2k−1|||Gm1k v|||1,k
≤ C2stabĈ2Σ2k−1|||v|||1,k.
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We then obtain
|||Ek,m1,m2v|||1,k ≤
(
C2lvlΣk + C
2
stabĈ
2Σ2k−1
)
|||v|||1,k.
By considering the deﬁnition of Σk given in Theorem 4.5 and (2.2), we obtain
Σ2k−1 =
p4+2μk−1
(1 +m1)(1 +m2)
≤ p
4+2μ
k
(1 +m1)(1 +m2)
≤ p
2+μ
k
(1 +m1)1/2(1 +m2)1/2
Σk.
Therefore,
C2lvlΣk + C
2
stabĈ
2Σ2k−1 ≤
(
C2lvl + C
2
stabĈ
2 p
2+μ
k
(1 +m1)1/2(1 +m2)1/2
)
Σk.
We now observe that if m1 and m2 satisfy
(1 +m1)
1/2(1 +m2)
1/2 ≥ p2+μk
C2stabĈ
2
Ĉ− C2lvl
,
we obtain C2lvlΣk + C
2
stabĈ
2Σ2k−1 ≤ ĈΣk < 1, and inequality (4.16) follows.
5. W-cycle algorithms with inherited bilinear forms. In section 4 we have
followed the classical approach in the framework of multigrid algorithms for DG meth-
ods [34, 19, 15, 14], where the bilinear forms are assembled on each sublevel. We now
consider inherited bilinear forms, that is, the sublevel solvers ARk (·, ·) are obtained as
the restriction of the original bilinear form AK(·, ·):
(5.1) ARk (v, w) := AK(IKk v, IKk w) ∀v, w ∈ Vk ∀k = 1, 2, . . . ,K − 1.
For k = 1, . . . ,K − 1, the prolongation operators are deﬁned as IKk := IKK−1
IK−1K−2 · · · Ik+1k , where Ik+1k is deﬁned as before. The associated operators ARk can
be computed as ARk = I
k
KAKI
K
k . Using the new deﬁnition of the sublevel solvers, it is
easy to see that the coercivity estimate remains unchanged, i.e., ARk (u, u)  ‖u‖2DG,k
for all u ∈ Vk, whereas the continuity bound (2.8) modiﬁes as follows:
(5.2) ARk (u, v)  ‖u‖DG,K‖v‖DG,K 
p2K
p2k
hk
hK
‖u‖DG,k‖v‖DG,k ∀u, v ∈ V (hk).
The modiﬁed continuity bound aﬀects the error estimates and it can be proved that
the error estimate in the L2 norm on level Vk (cf. (2.12)) becomes
(5.3) ‖u− uk‖L2(Ω)  p
4
K
p4k
h2k
h2K
h
min(pk,s)+1
k
psk
‖u‖Hs+1(Tk).
Moreover, also estimate (3.5) is aﬀected by (5.2), and it becomes
(5.4) λmax(A
R
k ) 
p2Kp
2
k
hKhk
,
where we have used the continuity bound (5.2) and the inverse and trace inequalities
as in [8]. We then consider the Richardson smoothing scheme with
BRk = Λ
R
k Idk,
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Fig. 2. Values of ΛRk as a function of (a) the mesh size hk and (b) the polynomial approximation
degree pk.
where, by (5.4), ΛRk ∈ R is such that
(5.5) ΛRk 
p2Kp
2
k
hKhk
.
In Figure 2, we verify estimate (5.5); in particular, in Figure 2(a) we keep the ﬁnest
grid ﬁxed and pk = 2 for any k and compute Λ
R
k for A
R
k obtained as the restriction
on sublevels of decreasing mesh size, while in Figure 2(b), starting from a ﬁnest level
corresponding to pK = 10, the operators A
R
k are computed as restrictions on sublevels
with ﬁxed mesh size and such that pk = pk+1 − 1.
The W-cycle algorithm is deﬁned as in Algorithm 1 but replacing Ak and Bk with
ARk and B
R
k , respectively. The convergence analysis then follows the lines of section 4
and we prove that a dependence on the number of levels is introduced. The following
modiﬁed smoothing property can be proved by reasoning as in the proof of Lemma 4.3.
Lemma 5.1. For any v ∈ Vk, it holds that
(5.6)
|||Gmk v|||1,k  |||v|||1,k,
|||Gmk v|||s,k  (pKpk)(s−t)(hKhk)(t−s)/2(1 +m)(t−s)/2|||v|||t,k
with 0 ≤ t < s ≤ 2.
From the error estimate (5.3), a diﬀerent approximation property follows, which
is reported in the following result.
Lemma 5.2 (approximation property). Let μ be defined as in Remark 2.3. Then,
(5.7) |||(Idk − Ikk−1P k−1k )v|||0,k 
p4K
p4k−1
h2k−1
h2K
h2k−1
p2−μk−1
|||v|||2,k ∀v ∈ Vk.
Regarding the convergence of the two-level method, estimates (5.6) and (5.7)
introduce a dependence on the level k, as shown in the next result.
Theorem 5.3. There exists a positive constant CR2lvl independent of the mesh
size, the polynomial approximation degree, and the level k such that
|||E2lvlk,m1,m2v|||1,k ≤ CR2lvlΣRk |||v|||1,k
for any v ∈ Vk, with
ΣRk := 2
3(K−k) p
6
Kp
μ−4
k
(1 +m1)1/2(1 +m2)1/2
,(5.8)
and μ defined as in Remark 2.3.
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We observe that the term 23(K−k) in (5.8) is due to the fact that hk = 2K−khK .
We also note that, from deﬁnition (5.1), the stability estimates (4.13) and (4.14)
reduce to
|||Ikk−1v|||1,k = |||v|||1,k−1 ∀v ∈ Vk−1, |||P k−1k v|||1,k−1 ≤ |||v|||1,k ∀v ∈ Vk,
thus resulting in the following convergence estimate for the W-cycle algorithm.
Theorem 5.4. Let ΣRk and C
R
2lvl be defined as in Theorem 5.3. Then, there exists
a positive constant CR > CR2lvl such that if the number of pre- and postsmoothing steps
satisfies
(1 +m1)
−1/2(1 +m2)−1/2 ≥ 23(K−k+2)p6Kp2μ−8k−1 p4−μk
(CR)2
CR − CR2lvl
,
it holds that
|||Ek,m1,m2v|||1,k ≤ CRΣRk |||v|||1,k ∀v ∈ Vk
with CRΣRk < 1 and μ defined as in Remark 2.3.
6. Numerical results. In this section we report some numerical experiments to
verify the sharpness of our theoretical estimates and to test the practical performance
of our W-cycle algorithms.
We ﬁrst verify numerically the smoothing (Lemma 4.3) and approximation
(Lemma 4.4) properties of the h-multigrid scheme. Since the dependence on the
mesh size is well known, we restrict ourselves to investigating the dependence on the
polynomial approximation degree and on the number of smoothing steps. To this
aim, we consider a Cartesian grid TK of the unit square Ω = (0, 1)2 with hK = 0.125
and the SIPG and LDG discretizations with α = 10. In Figure 3(a), we report the
estimate of the smoothing property constant, s = 2 and t = 0 in (4.6), as a function
of pK = p = 1, 2, . . . , 10, employing m = 2 smoothing steps. We observe that the
numerical data underpin the theoretical result and that the expected rates seem to
be achieved asymptotically. We have repeated the same set of experiments by ﬁx-
ing the polynomial order pk = 2 and varying the number of smoothing steps m; the
results are reported in Figure 3(b). Also in this case the expected rates seem to be
achieved asymptotically. To verify the approximation property, we consider a coarse
mesh TK−1 of size hK−1 = 0.25 such that TK is obtained by a uniform reﬁnement of
TK−1, and we set pK = pK−1 = p. The bound of Lemma 4.4 is veriﬁed in Figure 3(c),
where the approximation property constant as a function of p = 1, 2, . . . , 10 is shown.
The same behavior has been observed ﬁxing the mesh size and varying the polynomial
degree between level K and K − 1; for brevity these results have been omitted. In
Figure 3(d), we investigate the behavior of the constants C2lvlΣk and ĈΣk appear-
ing in the estimates (4.11) and (4.16), respectively, as a function of the polynomial
approximation degree. To this aim we have considered the h-multigrid scheme with
K = 2, 3 (i.e., two and three levels), with m1 = m2 = m = 3p
2 smoothing steps
and pk = p, k = 1, . . . ,K. As predicted in Theorems 4.5 and 4.7, these quantities
are constant (and strictly lower than one) as p grows, provided that the number of
smoothing steps is chosen of order p2.
Next, we investigate the performance of the W-cycle multigrid scheme described
in Algorithm 1 in terms of the convergence factor,
ρ := exp
(
1
N
ln
‖rN‖2
‖r0‖2
)
,
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Fig. 3. Estimates of the smoothing property constant (Lemma 4.3) as a function of (a) p
and (b) m. (c) Estimates of the approximation property constant (Lemma 4.4) as a function of p.
(d) Estimates of C2lvlΣk and ̂CΣk in (4.11) and (4.16), respectively, as a function of p, for K = 2, 3
and m1 = m2 = m = 3p2. SIPG and LDG methods (α = 10), Cartesian grids.
where N are the iteration counts needed to achieve convergence up to a (relative)
tolerance of 10−8 and rN and r0 are the ﬁnal and initial residuals, respectively. We
start from the h-multigrid scheme, and for all the test cases we ﬁx the coarsest mesh T1
of size h1 = 0.25, consisting of triangular/Cartesian elements (cf. Figure 4), and build
a sequence of uniform reﬁned grids. This implies that the mesh size of the resulting
grid TK obtained after K−1 reﬁnements decreases by increasing the number of levels.
This allows us to verify at the same time the uniformity of the method with respect to
the granularity of the mesh and the number of levels. The polynomial approximation
degree is kept ﬁxed, pk = p = 1, k = 1, . . . ,K, and we set the penalization parameter
α = 10. Figure 5(a) and Figure 5(b) show the computed convergence factors as a
function of m (with m1 = m2 = m) and the number of levels, obtained with the SIPG
on Cartesian grids and with the LDG on structured triangular grids, respectively.
As predicted by Theorem 4.7, we observe that the rate of convergence is independent
of the number of levels k, and for the LDG method a minimum number of smoothing
steps is needed, retrieving the well-known results already reported in [19, 14]. For the
sake of completeness, in Figure 5(c) we also test the case of inherited bilinear forms
(cf. Theorem 5.4) obtained by considering ARk instead of Ak for the SIPG method
on structured triangular grids. We observe that the convergence factor increases with
the number of levels, which means that qualitatively the data support the theoretical
prediction.
We now focus on the dependence of the convergence factor of the h-multigrid
scheme on the polynomial approximation degree, and in Table 1 we report the values
of ρ of the h-multigrid scheme for the SIPG method (structured triangular grids) as a
function of the number of levels and the polynomial approximation degree (we recall
that pk = p, k = 1, . . . ,K) with m1 = m2 = m = p
2. As expected, with such a choice
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(a) (b)
Fig. 4. Examples of the coarsest grid T1: (a) Cartesian grid and (b) structured triangular grid.
(a) (b) (c)
Fig. 5. Convergence factor ρ of the h-multigrid scheme as a function of the number of smoothing
steps m1 = m2 = m and the number of levels K for (a) SIPG method on Cartesian grids, (b) LDG
method on triangular structured grids, and (c) SIPG method on structured triangular grids with ARk
(α = 10, p = 1).
of the number of smoothing steps, the convergence factor is substantially constant,
thus conﬁrming the conclusions already drawn from the data reported in Figure 3(d).
We next show that our multigrid algorithm indeed converges even if the assump-
tion on the minimum number of smoothing steps is not satisﬁed, but in this case the
performance of the algorithm deteriorates when increasing the polynomial approxi-
mation degree. In Table 2, the convergence factor of the h-multigrid is reported as
a function of the polynomial approximation degree p and for diﬀerent levels K, for
both the SIPG and LDG methods. Here m1 = m2 = m = 6 for any p, which implies
that the hypotheses (4.12) and (4.15) on the minimum number of smoothing steps to
guarantee convergence are not satisﬁed.
Analogous results have been obtained employing the p-multigrid algorithm. In
this test case, we ﬁx the mesh size hk = h = 0.0625 for any k = 1, . . . ,K, and we set
pk−1 = pk− 1 with the convention that pK = p. In Table 3 we report the convergence
factor as a function of the number of smoothing steps m1 = m2 = m and the number
of levels for p = 5. Since, with pk−1 = pk−1, the ratio pk/pk−1 is not constant among
the levels, uniformity with respect to the number of levels seems to be achieved only
asymptotically.
In Table 4, we ﬁx the number of smoothing steps (m1 = m2 = 10), vary the
polynomial approximation degree p = 2, 3, . . . , 6, and report the convergence factor
of the p-multigrid method. As before, we address the performance of both the SIPG
and LDG methods on Cartesian and structured triangular grids, respectively. The
results reported in Table 4 show that if m is constant, whereas the h-version of the
method ensures uniformity with respect to the mesh size, the p-multigrid scheme in
general does not guarantee independence of the polynomial approximation degree p.
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Table 1
Convergence factor ρ of the h-multigrid scheme as a function of the number of levels K and
the polynomial approximation degree p (m1 = m2 = m = p2, α = 10). SIPG method on structured
triangular grids.
p = 1 p = 2 p = 3 p = 4 p = 5 p = 6
K = 2 0.8717 0.8741 0.8789 0.8821 0.8732 0.8738
K = 3 0.8777 0.8848 0.8861 0.8675 0.8627 0.8656
K = 4 0.8791 0.8824 0.8755 0.8529 0.8586 0.8627
K = 5 0.8798 0.8783 0.8625 0.8467 0.8542 0.8583
m = 1 m = 4 m = 9 m = 16 m = 25 m = 36
Table 2
Convergence factor ρ of the h-multigrid scheme as a function the polynomial approximation
degree p and the number of levels K (m1 = m2 = m = 6, α = 10).
SIPG, Cartesian grids LDG, triangular grids
p = 2 p = 3 p = 4 p = 5 p = 6 p = 2 p = 3 p = 4 p = 5 p = 6
K = 2 0.862 0.904 0.940 0.956 0.967 0.937 0.963 0.976 0.978 0.979
K = 3 0.861 0.900 0.928 0.949 0.963 0.942 0.965 0.973 0.972 0.972
K = 4 0.857 0.884 0.927 0.950 0.963 0.941 0.961 0.967 0.969 0.975
Table 3
Convergence factor ρ of the p-multigrid scheme as a function of the number of smoothing steps
m1 = m2 = m and the number of levels K (p = 5, α = 10).
SIPG, Cartesian grids LDG, triangular grids
m = 2 m = 4 m = 6 m = 10 m = 20 m = 2 m = 4 m = 6 m = 10 m = 20
K = 2 0.931 0.877 0.852 0.818 0.725 0.953 0.919 0.892 0.857 0.791
K = 3 0.934 0.882 0.854 0.818 0.725 0.956 0.921 0.888 0.854 0.789
K = 4 0.951 0.919 0.892 0.841 0.734 0.972 0.949 0.930 0.895 0.818
Table 4
Convergence factor of the p-multigrid scheme as a function of the polynomial approximation
degree p and the number of levels K (m1 = m2 = m = 10, α = 10).
SIPG, Cartesian grids LDG, triangular grids
p = 2 p = 3 p = 4 p = 5 p = 6 p = 2 p = 3 p = 4 p = 5 p = 6
K = 2 0.576 0.788 0.771 0.818 0.849 0.807 0.837 0.851 0.857 0.881
K = 3 - 0.784 0.779 0.818 0.849 - 0.841 0.856 0.854 0.879
K = 4 - - 0.781 0.841 0.844 - - 0.879 0.895 0.890
7. Conclusions. We have analyzed a W-cycle hp-multigrid scheme for
high-order DG discretizations of elliptic problems. We have shown uniform conver-
gence with respect to the discretization parameters, provided the number of pre- and
postsmoothing steps is chosen of order p2+μ, p being the polynomial approximation
degree and μ = 0, 1. Besides the traditional approach, where the coarse matrices
are built on each level [34, 19, 15, 14], we have also considered the case of inherited
bilinear forms, showing that the rate of convergence cannot be uniform with respect
to the number of levels. Finally, the theoretical results obtained in this paper pave
the way for future developments in enhancing multigrid methods for high-order DG
discretizations by introducing more sophisticated smoothing schemes and whose per-
formance can be compared to that of other solution techniques; see, e.g., the algebraic
multigrid preconditioner of [44]. Such an issue will be the subject of future research.
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