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Abstract: We study the connection between N = 2 supersymmetric gauge theories, quan-
tum cohomology and quantum integrable systems of hydrodynamic type. We consider gauge
theories on ALE spaces of A and D-type and discuss how they describe the quantum cohomol-
ogy of the corresponding Nakajima’s quiver varieties. We also discuss how the exact evaluation
of local BPS observables in the gauge theory can be used to calculate the spectrum of quantum
Hamiltonians of spin Calogero integrable systems and spin Intermediate Long Wave hydrody-
namics. This is explicitly obtained by a Bethe Ansatz Equation provided by the quiver gauge
theory in terms of its adjacency matrix.
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1 Introduction and Discussion
The study of BPS correlators inN = 2 supersymmetric gauge theories reveals to be a rich source
of results in various branches of modern mathematical physics, ranging from classical [1, 2, 3]
and quantum [4] integrable systems to topological invariants [5, 6, 7]. In this paper we use
exact results in supersymmetric gauge theories to highlight new connections between quantum
cohomology of algebraic varieties [8] and quantum integrable systems, focusing on Nakajima’s
quiver varieties [9]. These have a manifold interest, since they host representations of infinite
dimensional Lie algebrae of Kac-Moody type; moreover, they naturally describe moduli spaces
of Yang-Mills instantons on ALE spaces [10] and are linked to free [11, 12, 13] and interacting
[14, 15, 16, 17] two-dimensional conformal field theories. This reflects in the special nature
of the corresponding quantum integrable systems, which reveal to be of hydrodynamical type,
namely admitting an infinite complete set of quantum Hamiltonians in involution. The vev of
BPS local operators in the gauge theory on the Ω-background captures the spectrum of these
Hamiltonians [18, 19, 20]. The prototypical example for six-dimensional gauge theories is the
quantum glN Intermediate Long Wave system [21, 22] associated to the equivariant quantum
cohomology of the ADHM quiver variety [19, 23, 24, 20]. In the four dimensional limit this
reduces to the correspondence between instanton counting and Benjamin-Ono quantum system
discussed in [25, 26]. Our considerations are based on the intriguing interplay taking place
between the description of supersymmetric vacua of D-brane systems and quiver representation
theory [27]. The superstring background hosting the D-brane system fixes the quiver type,
while the D-branes dimensions select the abelian category where the quiver representation is
realized. We analyse in detail the D1-D5 system on ALE spaces and show that it provides a
description of the equivariant quantum cohomology of the associated Nakajima’s quiver varietes
and links it to quantum spin Calogero and spin Intermediate Long Wave integrable systems.
More precisely, we study the supersymmetric gauged linear sigma model (GLSM) on S2 which
describes the low-energy D1-branes dynamics by calculating its exact partition function. In
the Higgs phase, this model flows in the infrared to a non-linear sigma model with target space
the Nakajima’s quiver variety, naturally describing its equivariant quantum cohomology. An
equivalent description of the gauged linear sigma model can be obtained in the Coulomb phase,
giving rise to a Landau-Ginzburg model whose twisted superpotential is the Yang-Yang function
[28] of a quantum integrable system which we identify with spin glN Intermediate Long Wave
system [29]. The Bethe Ansatz Equation are provided by the general quiver gauge theory in
terms of its adjacency matrix which reduces to the Cartan matrix if 1 = 2. Once the BAE
are formulated in these terms, they naturally extend to the affine ADE general case.
Thus the equivariant quantum cohomology/quantum integrable system correspondence is
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realized as an incarnation of mirror symmetry for non-abelian GLSMs.
The gauge theories we consider are obtained as low energy theories of D-branes configura-
tions. The generic D-brane set up we consider is realized in the ten dimensional target space
˜(C2/Γ)×OP1(−2)×C where Γ is the ADE discrete group defining the ALE space as the quo-
tient C2/Γ, ˜(C2/Γ) is its minimal resolution and OP1(−2) is the total space of the canonical
bundle over P1. We place N D5-branes on ˜(C2/Γ)×P1 and k D1-branes on P1 and consider the
resulting quiver GLSM. It corresponds to the affine quiver Γˆ, where the nodes are representing
the GLSM input data corresponding to the dynamics on the common P1. Notice that, if Γ is
trivial, then the resulting quiver gauge theory is the ADHM quiver. The resulting affine quiver
has indeed a natural interpretation from the string theory point of view in that it keeps into
account all the different low energy open string sectors.
In section 2 we review the S2 partition function and explain the quantum cohomology/quantum
hydrodynamics mirror symmetry in a general set-up. We then focus on the ADHM quiver whose
Higgs phase is described in section 3 along with the description of its associated quantum coho-
mology problem in the non linear sigma model, while its Coulomb phase is described in section
4 along with its quantum hydrodynamical associated model. The generalization to ALE quiver
gauge theories is explained in section 5, where we consider Ap−1 and Dp quivers and the re-
spective mirror phases. In particular in subsection 5.3 we discuss the Bethe Ansatz equations
for quantum spin glN ILW arising from the LG model and the connection with quantum spin
Calogero model. Let us finally present some open issues.
• D1-D5 systems are naturally related to Donaldson-Thomas (DT) invariants. In particular,
for the ADHM quiver, our results directly link to the ones obtained by Diaconescu [30] for
non abelian local DT invariants on C2 × P1. Therefore it would be useful to explore the
relevance of our results for the computation of non abelian DT invariants on ˜(C2/Γ)×P1.
• We did not consider En quivers, although it would be interesting to analyse this class of
models too.
• The extension of our computations to the presence of gauge theory defects – as surface
operators – along the way of [31] could pave the way to further applications of supersym-
metric gauge theories to the quantization of integrable systems. For example, this could
provide explicit expressions for the quantum ILW eigenfunctions and the corresponding
quantum Hamiltonians.
• In the context of the AGT correspondence it was shown [25] that the basis of Virasoro
descendants reproducing instanton counting on C2 has the special property of diagonal-
izing the Benjamin-Ono quantum Hamiltonians. Our results point towards an analogous
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connection between spin glN Benjamin-Ono quantum Hamiltonians and parafermionic
WN -algebras that would be interesting to further explore.
• Finally, it would be interesting to understand how far the above correspondence goes in
using quiver gauge theories to describe the quantization of integrable models of hydrody-
namical type.
2 Gauged Linear Sigma Models on S2: generalities
Since in this paper we will be working with supersymmetric N = (2, 2) gauge theories on S2,
in this section we review the main points concerning localization on an euclidean two-sphere of
radius r along the lines of [32, 33], to which we refer for further details. After briefly reviewing
the computation of the partition function ZS2 for these theories, we will discuss how ZS2 is
related to Givental’s approach to genus zero Gromov-Witten theory for Ka¨hler manifolds when
we consider the Higgs branch of the theory. On the other hand, the Coulomb branch has strong
connections to quantum integrable systems via the so-called Bethe/Gauge correspondence; in
the last subsection we will discuss the meaning of the partition function in that context.
2.1 N = (2, 2) gauge theories on S2
The two-sphere S2 is a conformally flat space; it does not admit Killing spinors, but it admits
four complex conformal Killing spinors, which realize the osp(2|2,C) superconformal algebra on
S2. We take as N = (2, 2) supersymmetry algebra on S2 the subalgebra su(2|1) ⊂ osp(2|2,C),
realized by two out of the four conformal Killing spinors, which does not contain conformal nor
superconformal transformations; its bosonic subalgebra su(2) ⊕ u(1)R ⊂ su(2|1) generates the
isometries of S2 and an abelian vector R-symmetry, which is now part of the algebra and not
an outer automorphism of it.
The basic multiplets (i.e. representations of the supersymmetry algebra) of two-dimensional
N = (2, 2) supersymmetry are vector and chiral multiplets, which arise by dimensional reduc-
tion of four dimensional N = 1 vector and chiral multiplets. In detail
vector multiplet : (Aµ, σ, η, λ, λ¯, D)
chiral multiplet : (φ, φ¯, ψ, ψ¯, F, F¯ )
(2.1)
with (λ, λ¯, ψ, ψ¯) two component complex Dirac spinors, (σ, η,D) real scalar fields and (φ, φ¯, F, F¯ )
complex scalar fields. In two dimensions there also exist twisted chiral multiplets, whose matter
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content is the same as a chiral multiplet, but they satisfy different constraints:
twisted chiral multiplet : (Y, Y¯, χ, χ¯, G, G¯) (2.2)
The superfield strength
Σ = (σ − iη, λ, λ¯, D − iF12) (2.3)
i.e. the supermultiplet containing the field strength is a particular case of twisted chiral multi-
plet.
The theories we are interested in are N = (2, 2) gauged linear sigma models (GLSM) on
S2; these are made out of chiral and vector multiplets only, with canonical kinetic term for the
fields. A GLSM is specified by the choice of the gauge group G, the representation R of G
for the matter fields, and the matter interactions contained in the superpotential W (Φ), which
is an R-charge 2 gauge-invariant holomorphic function of the chiral multiplets Φ = (φ, ψ, F ).
If the gauge group admits an abelian term, we can also add a Fayet-Iliopoulos term ξ and
theta-angle θ.
The most general renormalizable N = (2, 2) Lagrangian density of a GLSM on S2 can be
written down as
L = Lvec + Lchiral + LW + LFI (2.4)
where
Lvec = 1
g2
Tr
{
1
2
(
F12 − η
r
)2
+
1
2
(
D +
σ
r
)2
+
1
2
DµσD
µσ +
1
2
DµηD
µη
− 1
2
[σ, η]2 +
i
2
λ¯γµDµλ+
i
2
λ¯[σ, λ] +
1
2
λ¯γ3[η, λ]
} (2.5)
Lchiral =Dµφ¯Dµφ+ φ¯σ2φ+ φ¯η2φ+ iφ¯Dφ+ F¯F + iq
r
φ¯σφ+
q(2− q)
4r2
φ¯φ
− iψ¯γµDµψ + iψ¯σψ − ψ¯γ3ηψ + iψ¯λφ− iφ¯λ¯ψ − q
2r
ψ¯ψ
(2.6)
LW =
∑
j
∂W
∂φj
Fj −
∑
j,k
1
2
∂2W
∂φj∂φk
ψjψk (2.7)
LFI = Tr
[
−iξD + i θ
2pi
F12
]
(2.8)
where q is the R-charge of the chiral multiplet. In addition, if there is a global (flavour)
symmetry group GF it is possible to turn on in a supersymmetric way twisted masses for the
chiral multiplets. These are obtained by first weakly gauging GF , then coupling the matter
fields to a vector multiplet for GF , and finally giving a supersymmetric background VEV σ
ext,
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ηext for the scalar fields in that vector multiplet. Supersymmetry on S2 requires σext, ηext being
constants and in the Cartan of GF ; in particular η
ext should be quantized, and in the following
we will only consider ηext = 0. The twisted mass terms can be obtained simply by substituting
σ → σ + σext in (2.6).
2.2 Localization on S2
Coulomb branch localization
The computation of the partition function of a GLSM on the two-sphere can be performed
via equivariant localization [6, 5]. Following [32, 33], in order to localize the path integral we
consider an su(1|1) ⊂ su(2|1) subalgebra generated by two fermionic charges δ and δ¯. In terms
of
δQ = δ + δ¯ (2.9)
this subalgebra is given by∗
δ2Q = J3 +
RV
2
,
[
J3 +
RV
2
, δQ
]
= 0 (2.10)
In particular, we notice that the choice of δQ breaks the SU(2) isometry group of S2 to a U(1)
subgroup, thus determining a North and South pole on the two-sphere.
It turns out that Lvec and Lchiral are δQ-exact terms:
¯Lvec = δQδ¯Tr
(
1
2
λ¯λ− 2Dσ − 1
r
σ2
)
¯Lchiral = δQδ¯Tr
(
ψ¯ψ − 2iφ¯σφ+ q − 1
r
φ¯φ
) (2.11)
This means that the partition function will not depend on the gauge coupling constant, since it
is independent of δQ-exact terms; for the same reason it will not depend on the superpotential
parameters, LW being also δQ-exact (although the presence of a superpotential constrains the
value of the R-charges). This choice of localizing action is referred to as the Coulomb branch
localization scheme, since the localization locus coincides in this case with the Coulomb branch
of the theory; in particular, in this case the localization locus is given by
0 = φ = φ¯ = F = F¯ (2.12)
(for generic R-charges) and
0 = F12 − η
r
= D +
σ
r
= Dµσ = Dµη = [σ, η] (2.13)
∗δ2Q also generates gauge and flavour transformations.
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These equations imply that σ and η are constant and in the Cartan of the gauge group; more-
over, since the gauge flux is quantized on S2
1
2pi
∫
F = 2r2F12 = m (2.14)
we remain with
F12 =
m
2r2
, η =
m
2r
(2.15)
The localization argument [6, 5] implies that the partition function is a 1-loop exact quantity.
One can therefore compute the one-loop determinants for vector and chiral multiplets around
the localization locus; the final result is
Z1lvec =
∏
α>0
(
α(m)2
4
+ r2α(σ)2
)
(2.16)
Z1lΦ =
∏
ρ∈R
Γ
(
q
2
− irρ(σ)− ρ(m)
2
)
Γ
(
1− q
2
+ irρ(σ)− ρ(m)
2
) (2.17)
with α > 0 positive roots of the gauge groupG and ρ weights of the representationR of the chiral
multiplet. Twisted masses for the chiral multiplet can be added by shifting ρ(σ)→ ρ(σ)+ρ˜(σext)
and multiplying over the roots of the representation ρ˜ of the flavour group GF . The classical
part of the action is simply given by the Fayet-Iliopoulos term:
SFI = 4piirξrenTr(σ) + iθrenTr(m) (2.18)
where we are taking into account that in general the Fayet-Iliopoulos parameter runs [33] and
the θ-angle gets a shift from integrating out the W -bosons [34], according to
ξren = ξ − 1
2pi
∑
l
Ql log(rM) , θren = θ + (s− 1)pi (2.19)
Here M is a SUSY-invariant ultraviolet cut-off, s is the rank of the gauge group and Ql are
the charges of the chiral fields with respect to the abelian part of the gauge group. In the
Calabi-Yau case the sum of the charges is zero, therefore ξren = ξ.
All in all, the partition function for an N = (2, 2) GLSM on S2 reads
ZS2 =
1
|W|
∑
m∈Z
∫ (rkG∏
s=1
dσs
2pi
)
e−4piirξrenTr(σ)−iθrenTr(m)Z1lvec(σ,m)
∏
Φ
Z1lΦ (σ,m, σ
ext) (2.20)
where |W| is the order of the Weyl group of G. If G has many abelian components, we will
have more Fayet-Iliopoulos terms and θ-angles.
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Higgs branch localization
As we saw, equation (2.20) gives a representation of the partition function as an integral
over Coulomb branch vacua. For the theories we will consider another representation of ZS2 is
possible, in which the BPS configurations dominating the path integral are a finite number of
points on the Higgs branch, supporting point-like vortices at the North pole and anti-vortices
at the South pole; we will call this Higgs branch representation.
Starting from the localization technique, the Higgs branch representation can be obtained
by adding another δQ-exact term to the action which introduces a parameter χ acting as a
Fayet-Iliopoulos. At q = 0 the localization locus admits a Higgs branch, given by
0 = F = Dµφ = ηφ = (σ + σ
ext)φ = φφ† − χ1 (2.21)
0 = F12 − η
r
= D +
σ
r
= Dµσ = Dµη = [σ, η] (2.22)
According to the matter content of the theory, this set of equations can have a solution with
η = F12 = 0 and σ = −σext, so that for generic twisted masses the Higgs branch consists of a
finite number of isolated vacua, which could be different for χ ≷ 0.
On top of each classical Higgs vacuum there are vortex solutions at the North pole θ = 0
satisfying
D +
σ
r
= −i(φφ† − χ1) = iF12 , D−φ = 0 (2.23)
and anti-vortex solutions at the South pole θ = pi
D +
σ
r
= −i(φφ† − χ1) = −iF12 , D+φ = 0 (2.24)
The size of vortices depends on χ and tends to zero for |χ| → ∞.
All in all, the partition function ZS2 in the Higgs branch can be schematically written in
the form
ZS2 =
∑
σ=−σext
ZclZ1lZvZav (2.25)
Apart from the usual classical and 1-loop terms, we have the vortex / anti-vortex partition
functions Zv, Zav; they coincide with the ones computed on R2 with Ω-background, where the
Ω-background parameter ~ depends on the S2 radius as ~ = 1
r
.
As a final remark, let us stress that although the explicit expressions for ZS2 in the Higgs
and Coulomb branch might look very different, they are actually the same because of the
localization argument, and in fact the Higgs branch representation (2.25) can be recovered
from the Coulomb branch one (2.20) by residue evaluation of the integral.
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2.3 Quantum cohomology from ZS2
At the classical level, the space X of supersymmetric vacua in the Higgs branch of the theory
is given by the set of constant VEVs for the chiral fields minimizing the scalar potential, i.e.
solving the F - and D-equations, modulo the action of the gauge group:
X = {constant 〈φ〉/F = 0, D = 0}/G (2.26)
This space is always a Ka¨hler manifold with first Chern class c1 > 0; a very important subcase
is when c1 = 0, in which X is a Calabi-Yau manifold. In the following we will refer to X as the
target manifold of the GLSM.
From the physics point of view, the most interesting GLSMs are those whose target is a
Calabi-Yau three-fold, since they provide (in the infra-red) a very rich set of four-dimensional
vacua of string theory. The study of Calabi-Yau sigma models led to great discoveries both in
mathematics and in physics such as mirror symmetry [35, 36, 37, 38, 39], an extremely impor-
tant tool to understand world-sheet quantum corrections to the moduli space of Calabi-Yau
three-folds. These non-perturbative quantum corrections form a power series whose coefficients,
known as Gromov-Witten invariants [40, 41, 42], are related to the counting of holomorphic
maps of fixed degree from the world-sheet to the Calabi-Yau. The physical interpretation is
that these terms capture Yukawa couplings in the four-dimensional effective theory obtained
from string theory after compactification on the Calabi-Yau. Unfortunately, mirror symmetry
can only be applied when the Calabi-Yau three-fold under consideration has a known mirror
construction; this is the case for complete intersections in a toric variety and few other excep-
tions.
The exact expression for ZS2 in subsection 2.2 can be used to compute these non-perturbative
corrections without having to resort to mirror symmetry. As conjectured in [43] and further
discussed in [44] building on [45, 46], the partition function ZS2 for an N = (2, 2) GLSM
computes the vacuum amplitude of the associated infrared non-linear sigma model:
ZS2(ta, t¯a) = 〈0¯|0〉 = e−KK(ta,t¯a) (2.27)
where KK is the exact Ka¨hler potential on the quantum Ka¨hler moduli space MK of the
corresponding Calabi-Yau target X. The ta are coordinates in MK parametrizing the Ka¨hler
moduli of X, and correspond to the complexified Fayet-Iliopoulos parameters of the GLSM.
Since KK(ta, t¯a) contains all the necessary information about the Gromov-Witten invariants of
the target, this allows us to compute them for targets more generic than those whose mirror is
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known, and in particular for non-abelian quotients. More in detail, the exact expression reads
e−K(t,t¯) = − i
6
∑
l,m,n
κlmn(t
l − t¯l)(tm − t¯m)(tn − t¯n) + ζ(3)
4pi3
χ(X)
+
2i
(2pii)3
∑
η
Nη
(
Li3(q
η) + Li3(q¯
η)
)
− i
(2pii)2
∑
η,l
Nη
(
Li2(q
η) + Li2(q¯
η)
)
ηl(t
l − t¯l)
(2.28)
Here χ(X) is the Euler characteristic of X, and
Lik(q) =
∞∑
n=1
qn
nk
, qη = e2pii
∑
l ηlt
l
, (2.29)
with ηl an element of the second homology group of the target Calabi-Yau three-fold, while Nη
are the genus zero Gromov-Witten invariants.
In [47] we took a different approach to the same problem, by re-interpreting ZS2 in terms of
Givental’s formalism [48] and its extension to non-abelian quotients in terms of quasi-maps [49].
More in general we considered both Calabi-Yau and Fano manifolds, as well as both compact
and non-compact targets; in the latter case we have to turn on twisted masses to regularize
the infinite volume, while Gromov-Witten invariants and quantum cohomology become equiv-
ariant. A good review of Givental’s formalism can be found in [50], here we will only discuss
basic facts which will be needed in the following.
In order to introduce Givental’s formalism we consider the flat sections Va of the Gauss-
Manin connection spanning the vacuum bundle of the theory and satisfying [51, 52]
(~Daδcb + Ccab)Vc = 0. (2.30)
Here Da is the covariant derivative on the vacuum line bundle and C
c
ab are the coefficients of
the OPE in the chiral ring of observables φaφb = C
c
abφc; the observables {φa} provide a basis
for H0(X) ⊕H2(X) with a = 0, 1, . . . , b2(X), φ0 being the identity operator.† The parameter
~ is the spectral parameter of the Gauss-Manin connection. When b = 0 in (2.30) we find that
Va = −~DaV0, which means that the flat sections are all generated by the fundamental solution
J := V0 of the equation
(~DaDb + CcabDc)J = 0 (2.31)
†For non-compact targets we work in the context of equivariant cohomology H•T (X), where T is the torus
acting on X. The values of the twisted masses assign the weights of the torus action.
10
The metric on the vacuum bundle is given by a symplectic pairing of the flat sections ga¯b =
〈a¯|b〉 = V ta¯EVb; in particular, the vacuum-vacuum amplitude can be written as
ZS2 = 〈0¯|0〉 = J tEJ (2.32)
for a suitable symplectic form E [51] that will be specified later.
Givental’s small J -function is the H0T (X)⊕H2T (X)-valued generating function of holomor-
phic maps of degree d ∈ N>0 from the sphere with one marked point to the target space X. The
world-sheet instanton corrections are labelled by the parameter Qd =
∏b2(X)
i=1 Q
di
i with Qi = e
−ti ,
ti being the complexified Ka¨hler parameters. This function can be recovered from a set of oscil-
latory integrals, called “I-functions”, which are generating functions of hypergeometric type in
the variables ~ and zi = e−τi ; for abelian quotients the I-function is the generating function of
solutions of the Picard-Fuchs equations for the mirror manifold Xˇ of X and can be expressed
in terms of periods on Xˇ, with τi complex structure moduli of Xˇ.
In order to calculate the equivariant Gromov-Witten invariants from the above functions,
one has to consider their asymptotic expansion in ~. The J function expands as
1 +
J (2)
~2
+
J (3)
~3
+ . . . (2.33)
Each coefficient is a cohomology-valued formal power series in the Q-variables. In particular
J (2)a = ηab∂bF , where ηab is the inverse topological metric and F the Gromov-Witten prepo-
tential. Higher order terms in (2.33) are related to gravitational descendant insertions.
The expansion for IX(q, ~) reads
I(0) +
I(1)
~
+
I(2)
~2
+ . . . (2.34)
The coefficients I(0), I(1) provide the change of variables (mirror map) and normalization
(equivariant mirror map) which transform I into J . To be more specific, let us split I(1) =∑
s psg
s(z) +
∑
i p˜ih
i(z), with ps cohomology generators and p˜i equivariant parameters of
H2T (X). The functions I and J are related by
J (~, q) = e−f0(z)/~e−
∑
i p˜ih
i(z)/~I(~, z(Q)) (2.35)
where f0(z)/~ = ln I(0). In the simple example with just one p and p˜, the mirror map is given
by Q = ln z + g(z)
I(0)(z)
; the equivariant mirror map is given instead by the factor e−
∑
i p˜ih
i(z)/~. If
I(1) = 0 the mirror maps are trivial and the two functions coincide.
We are now ready to illustrate the relation between Givental’s formalism and the spherical
partition function. First of all, as shown in many examples in [43, 47] we can factorize the
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expression (2.20) in a form similar to (2.25) even before performing the integral; schematically,
we will have
ZS
2
=
∮
dλZ1l
(
z−r|λ|Zv
) (
z¯−r|λ|Zav
)
(2.36)
Here dλ =
∏rank
α=1 dλα and |λ| =
∑
α λα, while z = e
−2pi~ξ+i~θ labels the different vortex sectors.
The contribution (zz¯)−rλr comes from the classical action, Zv is the equivariant vortex partition
function on the North pole patch, Zav is the equivariant vortex partition function on the South
pole patch and Z1l is the remnant one-loop measure.
The claim is that Zv coincides with the I-function of the target space X once we identify the
vortex counting parameter z with Q, λα with the generators of the cohomology, twisted masses
with equivariant parameters in the cohomology, and r = 1/~. The choice of FI parameters
and integration contours determines the chamber structure of the GIT quotient. In particular
in the geometric phase the vortex counting parameters are identified with the exponentiated
complex Ka¨hler parameters, while in the orbifold phase they label the twisted sectors of the
orbifold itself (i.e. the basis of orbifold cohomology).
The 1-loop term Z1l, even if not discussed by Givental, can be interpreted as the symplectic
pairing in (2.32). In order to reproduce the classical intersection cohomology on the target
manifold we need to normalize Z1l appropriately, as discussed in [47, 53] and reviewed in
Chapter 3.
2.4 Quantum integrable systems from ZS2
Mirror symmetry for two-dimensional N = (2, 2) gauge theories is a statement about the
equivalence of two theories, a GLSM and a twisted Landau-Ginzburg (LG) model (known as
mirror theory). A twisted LG model is a theory made out of twisted chiral fields Y only
(possibly including superfield strengths Σ), specified by a holomorphic functionW(Y,Σ) which
contains the information about interactions among the fields.
The Coulomb branch of a twisted LG model is related to quantum integrable systems via
Bethe/Gauge correspondence [54, 55]. It can be recovered by integrating out the matter fields
Y and the massive W -bosons: from
∂W
∂Y
= 0 (2.37)
we obtain Y = Y (Σ), and substituting back inW we remain with a purely abelian gauge theory
in the infrared, described in terms of the twisted effective superpotential
Weff(Σ) =W(Σ, Y (Σ)) (2.38)
The effect of integrating out theW -bosons results in a shift of the θ-angle. From the Bethe/Gauge
correspondence, the twisted effective superpotential of a 2d N = (2, 2) gauge theory coincides
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with the Yang-Yang function of a quantum integrable system (QIS); this implies that the
quantum supersymmetric vacua equations
∂Weff
∂Σs
= 2piins (2.39)
can be identified, after exponentiation, with the Bethe Ansatz Equations (BAE) which deter-
mine the spectrum and eigenfunctions of the QIS:
exp
(
∂Weff
∂Σs
)
= 1 ⇐⇒ Bethe Ansatz Equations (2.40)
In particular, to each solution of the BAE is associated an eigenstate of the QIS, and its
eigenvalues with respect to the set of quantum Hamiltonians of the system can be expressed as
functions of the gauge theory observables Tr Σn evaluated at the solution:
quantum Hamiltonians QIS ←→ Tr Σn∣∣
solution BAE
(2.41)
The Coulomb branch representation of the partition function (2.20) for a GLSM contains
all the information about the mirror LG model. We can start by defining
Σs = σs − ims
2r
(2.42)
which is the twisted chiral superfield corresponding to the superfield strength for the s-th
component of the vector supermultiplet in the Cartan of the gauge group G. We can now use
the procedure described in [44]: each ratio of Gamma functions can be rewritten as
Γ(−irΣ)
Γ(1 + irΣ)
=
∫
d2Y
2pi
exp
{
− e−Y + irΣY + e−Y + irΣY
}
(2.43)
Here Y , Y are interpreted as the twisted chiral fields for the matter sector of the mirror Landau-
Ginzburg model. The partition function (2.20) then becomes
ZS2 =
∣∣∣∣∣
∫
dΣ dY e−W(Σ,Y )
∣∣∣∣∣
2
(2.44)
from which we can read W(Σ, Y ) of the mirror LG theory; this is a powerful method to
recover the twisted superpotential of the mirror theory, when it is not known previously. Here
dΣ =
∏
s dΣs and dY =
∏
j dYj collect all the integration variables.
To recover the IR Coulomb branch of this theory we integrate out the Y , Y fields by
performing a semiclassical approximation of (2.43), which gives
Y = − ln(−irΣ) , Y = − ln(irΣ) (2.45)
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so that we are left with
Γ(−irΣ)
Γ(1 + irΣ)
∼ exp
{
ω(−irΣ)− 1
2
ln(−irΣ)− ω(irΣ)− 1
2
ln(irΣ)
}
(2.46)
in terms of the function ω(x) = x(lnx−1). The effect of integrating out the W -fields results in
having to consider θren instead of θ as in (2.19). As discussed in [20, 56] the functions ω(Σ) enter
inWeff, while the logarithmic terms in (2.46) (which modify the effective twisted superpotential
with respect to the one on R2) enter into the integration measure.
Alternatively, the same results for the IR Coulomb branch can be obtained by taking a large
r limit, since 1
r
sets the energy scale of the theory. In fact Stirling’s approximation
Γ(z) ∼
√
2pi zz−
1
2 e−z (1 + o(z−1)) , z →∞
Γ(1 + z) ∼
√
2pi zz+
1
2 e−z (1 + o(z−1)) , z →∞
(2.47)
implies
ln Γ(z) ∼ ω(z)− 1
2
ln z +
1
2
ln 2pi + o(z−1) , z →∞
ln Γ(1 + z) ∼ ω(z) + 1
2
ln z +
1
2
ln 2pi + o(z−1) , z →∞
(2.48)
from which we recover (2.46).
After this procedure has been implemented, (2.20) becomes
ZS2 =
∣∣∣∣∣
∫
dΣZmeas(Σ) e
−Weff(Σ)
∣∣∣∣∣
2
(2.49)
with Zmeas integration measure determined by the logarithms in (2.46). We can now perform a
semiclassical analysis around the saddle points of Weff. As we know, the saddle points Σcr are
solutions of the equations (2.39)‡, and coincide with the Bethe ansatz equations governing the
spectrum of the associated quantum integrable system; moreover, to each solution Σ
(a)
cr it cor-
responds an eigenfunction ψ(a). Up to quadratic fluctuations, the semiclassical approximation
of (2.49) around Σ
(a)
cr reads
Z
(a)
S2 =
∣∣∣∣∣e−Weff,crZmeas(Σ)
(
Det
∂2Weff
∂Σs∂Σt
)− 1
2
∣∣∣∣∣
2
Σ=Σ
(a)
cr
(2.50)
The total partition function will be obtained by summing the contributions coming from all
vacua. As noticed in [20, 56], apart from the classical term |e−Weff,cr|2 = |e−Weff(Σcr)|2 (2.50) can
be seen as the inverse norm square of the eigenstates ψ(a):
Z
(a)
S2 =
|e−Weff,cr |2
〈ψ(a)|ψ(a)〉 (2.51)
‡The 2piins comes from the symmetry θ → θ + 2pin
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In fact by comparison with (2.50) we find
1
〈ψ(a)|ψ(a)〉 =
∣∣∣∣∣Zmeas(Σ)
(
Det
∂2Weff
∂Σs∂Σt
)− 1
2
∣∣∣∣∣
2
Σ=Σ
(a)
cr
(2.52)
which is the expression for the norm of the Bethe states proposed by Gaudin.
3 ADHM Gauged Linear Sigma Model:
Higgs branch and quantum cohomology
The main character of this paper is the ADHM moduli space Mk,N of k instantons for a pure
U(N) gauge theory. In this chapter we will describe how this moduli space can be obtained
from a system of k Dp − N D(p+ 4) branes in type II string theory on C2×C2/Z2×C. When
p = 1, resolving the singular space C2/Z2 to T ∗S2 naturally leads us to consider a GLSM on
S2 whose Higgs branch target space coincides with Mk,N ; we will study this GLSM and its
partition function ZS
2
k,N , which as discussed in Section 2 contains all the information about the
equivariant quantum cohomology of the instanton moduli space.
3.1 The ADHM Gauged Linear Sigma Model
The ADHM moduli space of instantons admits a natural brane construction in type II string
theory on C2×C2/Z2×C [57, 58, 59]. We consider a stack of N D(p+4)-branes (p > −1) at the
C2/Z2 singularity and wrapping C2; at low energy their world-volume dynamics is described by
a (p+ 5)−dimensional pure U(N) super Yang-Mills theory with 8 supercharges. A k-instanton
configuration in this theory can be thought of as introducing a set of k Dp-branes on top of the
D(p+4)-branes. In order to derive the ADHM construction from branes, we have to consider the
theory living on the Dp-branes: at low energy this will be a (p + 1)−dimensional U(k) gauge
theory with matter fields in the adjoint, fundamental and antifundamental representations,
coming from Dp−Dp and Dp−D(p + 4) open strings. The key point is that its Higgs branch
moduli space of classical supersymmetric vacua is described exactly by the same equations
defining Mk,N .
To be more specific in the following we will restrict to the p = 1 case. If we resolve the
singular space C2/Z2 to T ∗S2, we can wrap our N D5-branes on C2 × S2 and our k D1-branes
on S2; this is the set-up considered in [53]. From the D5 point of view we have a 6d N = 1
pure U(N) Yang-Mills theory on C2×S2 at low energy, while the D1 system provides a GLSM
on S2 with gauge group U(k) and matter content summarized in Table 1.
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χ B1 B2 I J
D-brane sector D1/D1 D1/D1 D1/D1 D1/D5 D5/D1
gauge U(k) Adj Adj Adj k k¯
flavor U(N)× U(1)2 1(−1,−1) 1(1,0) 1(0,1) N¯(1/2,1/2) N(1/2,1/2)
twisted masses 1 + 2 −1 −2 −aj − 2 aj − 2
R-charge 2− 2q q q q + p q − p
Table 1: ADHM gauged linear sigma model
The superpotential of our model is W = Trk {χ ([B1, B2] + IJ)}, which leaves a global sym-
metry group U(N) × U(1)2; we denote as (aj,−1,−2) the twisted masses corresponding to
the maximal torus U(1)N+2 which acts on Mk,N . In the R-charges assignment we require
1 > q > p > 0 , q < 1, so that the integration contour in σ is along the real line; for negative
R-charges we can perform an analytic continuation by deforming the contour. We have now all
the necessary ingredients to compute the partition function ZS
2
k,N for our ADHM GLSM. This
is given by
ZS
2
k,N =
1
k!
∑
~m∈Zk
∫
Rk
k∏
s=1
d(rσs)
2pi
e−4piiξrσs−iθrenmsZgaugeZIJ Zadj (3.1)
with gauge one-loop determinant
Zgauge =
k∏
s<t
(
m2st
4
+ r2σ2st
)
(3.2)
and matter fields one-loop determinants
ZIJ =
k∏
s=1
N∏
j=1
Γ
(−irσs + iraj + ir 2 − ms2 )
Γ
(
1 + irσs − iraj − ir 2 − ms2
) Γ (irσs − iraj + ir 2 + ms2 )
Γ
(
1− irσs + iraj − ir 2 + ms2
) (3.3)
Zadj =
k∏
s,t=1
Γ
(
1− irσst − ir− mst2
)
Γ
(
irσst + ir− mst2
) Γ (−irσst + ir1 − mst2 )
Γ
(
1 + irσst − ir1 − mst2
) Γ (−irσst + ir2 − mst2 )
Γ
(
1 + irσst − ir2 − mst2
)
Here we defined  = 1 + 2, σst = σs − σt and mst = ms −mt. The ZIJ term represents the
contributions from I and J , while Zadj contains χ, B1, B2. The partition function (3.1) has
been referred to as the stringy instanton partition function in [53]. Let us point out that the
gauge one-loop determinant (3.2), together with the shift of θ in θren = θ + (k − 1)pi, can be
thought of as the one-loop determinant for the W -bosons if we consider them as fields with
R-charge 2, since
k∏
s 6=t
Γ
(
1− irσst − mst2
)
Γ
(
irσst − mst2
) = e−ipi(k−1)∑ks=1 ms k∏
s<t
(
m2st
4
+ r2σ2st
)
(3.4)
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When the radius r of S2 goes to zero we recover a system of D(-1)-D3 branes; the partition
function of the theory living on the D(-1)-branes will be the one considered in [60, 61, 13],
see also [62]. In particular we expect ZS
2
k,N → Zk,N for r → 0, with Zk,N contour integral
representation of the instanton part of the Nekrasov partition function ZN =
∑
k Λ
2NkZk,N for
a 4d N = 2 pure U(N) theory:
Zk,N =
1
k!
k
(2pii12)k
∮ k∏
s=1
dσs
P (σs)P (σs + )
k∏
s<t
σ2st(σ
2
st − 2)
(σ2st − 21)(σ2st − 22)
(3.5)
Here we defined P (σs) =
∏N
j=1(σs − aj − 2), while Λ is the RGE invariant scale. In fact in [53]
it has been shown that the lowest order term in the r expansion of (3.1) coincides with (3.5),
and the energy scale is naturally set to Λ = r−1.
3.2 Equivariant Gromov-Witten invariants of Mk,N
The explicit evaluation of (3.1) requires to classify the poles in the integrand; this has been
done in [53]. To summarize, we have to consider the ADHM phase which corresponds to
ξ > 0; this forces us to close the contour integral in the lower half plane. It turns out that
the poles can be classified by N Young tableaux {~Y }k = (Y1, . . . , YN) such that
∑N
j=1 |Yj| = k,
which describe coloured partitions of the instanton number k; these are the same ones used
in the pole classification of Zk,N , with the difference that to every box is associated not just
a pole, but an infinite tower of poles, labelled by a positive integer n. These towers of poles
correspond to D(-1)-branes describing the effective dynamics of the k D1-branes, and represent
the vortex/anti-vortex contributions to the spherical partition function; we can easily deal with
them by rewriting near each pole [43]
σs = − i
r
(
ns +
|ms|
2
)
+ iλs (3.6)
In this way we resum the contributions coming from the “third direction” of the Young tableaux,
and the poles for λs are now given in terms of usual two-dimensional partitions. With the
change of variables (3.6) we can explicitly show how ZS
2
k,N can be factorized before integration
as in (2.36); this is important since we discussed how we can extract the I-function of the
GLSM target space from this factorized form. If we define z = e−2piξ+iθ and ds = ns +
ms+|ms|
2
,
d˜s = ds −ms so that
∑
ms∈Z
∑
ns>0 =
∑
d˜s>0
∑
ds>0 we obtain the following expression:
ZS
2
k,N =
1
k!
∮ k∏
s=1
d(rλs)
2pii
(zz¯)−rλsZ1lZvZav (3.7)
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where
Z1l =
(
Γ(1− ir)Γ(ir1)Γ(ir2)
Γ(ir)Γ(1− ir1)Γ(1− ir2)
)k k∏
s=1
N∏
j=1
Γ
(
rλs + iraj + ir

2
)
Γ
(−rλs − iraj + ir 2)
Γ
(
1− rλs − iraj − ir 2
)
Γ
(
1 + rλs + iraj − ir 2
)
k∏
s 6=t
(rλs − rλt) Γ(1 + rλs − rλt − ir)Γ(rλs − rλt + ir1)Γ(rλs − rλt + ir2)
Γ(−rλs + rλt + ir)Γ(1− rλs + rλt − ir1)Γ(1− rλs + rλt − ir2)
(3.8)
Zv =
∑
d˜1,...,d˜k ≥ 0
((−1)Nz)d˜1+...+d˜k
k∏
s=1
N∏
j=1
(−rλs − iraj + ir 2)d˜s(
1− rλs − iraj − ir 2
)
d˜s
k∏
s<t
d˜t − d˜s − rλt + rλs
−rλt + rλs
(1 + rλs − rλt − ir)d˜t−d˜s
(rλs − rλt + ir)d˜t−d˜s
(rλs − rλt + ir1)d˜t−d˜s
(1 + rλs − rλt − ir1)d˜t−d˜s
(rλs − rλt + ir2)d˜t−d˜s
(1 + rλs − rλt − ir2)d˜t−d˜s
(3.9)
Zav =
∑
d1,...,dk ≥ 0
((−1)N z¯)d1+...+dk
k∏
s=1
N∏
j=1
(−rλs − iraj + ir 2)ds(
1− rλs − iraj − ir 2
)
ds
k∏
s<t
dt − ds − rλt + rλs
−rλt + rλs
(1 + rλs − rλt − ir)dt−ds
(rλs − rλt + ir)dt−ds
(rλs − rλt + ir1)dt−ds
(1 + rλs − rλt − ir1)dt−ds
(rλs − rλt + ir2)dt−ds
(1 + rλs − rλt − ir2)dt−ds
(3.10)
The Pochhammer symbol (a)d is defined as
(a)k =

∏k−1
i=0 (a+ i) for k > 0
1 for k = 0∏−k
i=1
1
a− i for k < 0
(3.11)
which implies the identity
(a)−d =
(−1)d
(1− a)d (3.12)
The 1
k!
in (3.7) is cancelled by the k! possible orderings of the λs, so in the rest of this paper
we will always choose an ordering and remove the factorial.
As discussed in subsection 2.3, the vortex partition function Zv appearing in (3.9) provides
a conjectural formula for Givental’s I-functions of the ADHM instanton moduli space:
Ik,N =
∑
d1,...,dk ≥ 0
((−1)Nz)d1+...+dk
k∏
s=1
N∏
j=1
(−rλs − iraj + ir)ds
(1− rλs − iraj)ds
k∏
s<t
dt − ds − rλt + rλs
−rλt + rλs
(1 + rλs − rλt − ir)dt−ds
(rλs − rλt + ir)dt−ds
(rλs − rλt + ir1)dt−ds
(1 + rλs − rλt − ir1)dt−ds
(rλs − rλt + ir2)dt−ds
(1 + rλs − rλt − ir2)dt−ds
(3.13)
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The λs are to be interpreted as the Chern roots of the tautological bundle of Mk,N .
For Nakajima quiver varieties, the notion of quasi-maps and I-function were introduced
in [49]; our Ik,N (3.13) should match the quasi-map I-function and therefore, according to
[8], should compute the J -function of the instanton moduli space. In Section 5 we will apply
the same supersymmetric localization approach to other Nakajima quiver varieties in order to
produce conjectural formula for Givental’s I-functions of moduli space of instantons on ALE
spaces of type A and D; type E can be obtained in a similar way.
From (3.13) we find that the asymptotic behaviour in ~ = r−1 is
Ik,N = 1 + I
(N)
~N
+ . . . (3.14)
Comparing with (2.34) we find that I(0) = 1 for every k,N , while I(1) = 0 when N > 1; this
implies that the equivariant mirror map is trivial, namely Ik,N = Jk,N , for N > 1. In the case
N = 1 we will have to invert the equivariant mirror map.
As a final comment, let us remark that in the limit  → 0 one can show [53] that all the
world-sheet instanton corrections to ZS
2
k,N vanish; this is in agreement with the results of [8]
about equivariant Gromov-Witten invariants of the ADHM moduli space.
3.3 Example: M1,2 versus M2,1
In this subsection we will explicitly compute the Ka¨hler potential for the casesM1,2 andM2,1.
Since M1,2 ' M2,1 we expect the two results to be the same, after appropriately identifying
the equivariant parameters; we will see that this is indeed the case once the equivariant mirror
map has been handled correctly.
The M1,2 case
The instanton moduli space M1,N is equivalent to C2 × T ∗PN−1; in the N = 2 case we have
M1,2 ' C2 × T ∗P1. There are only two 2-coloured partitions of k = 1 labelling the poles of
(3.7), given by
( , •) ⇐⇒ λ1 = −ia1 − i 2
(•, ) ⇐⇒ λ1 = −ia2 − i 2
The partition function can be written as
ZS
2
1,2 = (zz¯)
ir(a1+

2
)Z
(1)
1l Z
(1)
v Z
(1)
av + (zz¯)
ir(a2+

2
)Z
(2)
1l Z
(2)
v Z
(2)
av (3.15)
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where
Z
(1)
1l =
Γ (ir1) Γ (ir2)
Γ (1− ir1) Γ (1− ir2)
Γ (ira21) Γ (−ira21 + ir)
Γ (1− ira21) Γ (1 + ira21 − ir)
Z(1)v = 2F1
(
{ir,−ira21 + ir}
{1− ira21}
; z
)
Z(1)av = 2F1
(
{ir,−ira21 + ir}
{1− ira21}
; z¯
)
(3.16)
The other contribution is obtained by exchanging a1 ←→ a2. By identifying Z(1)v as the Givental
I-function, we expand it in r = 1} in order to find the equivariant mirror map; this gives
Z(1)v = 1 + o(r
2), (3.17)
which means there is no equivariant mirror map and I = J . The same applies to Z(2)v .
We still have to properly normalize the symplectic pairing Z1l. This problem comes from
the choice of renormalization scheme used to regularize the infinite products in the 1-loop
determinant (2.17). In [32, 33] the ζ-function renormalization scheme has been used. The
ambiguity amounts to replacing the Euler-Mascheroni constant γ appearing in the Weierstrass
form of the Gamma-function
1
Γ(x)
= xeγx
∞∏
n=1
(
1 +
x
n
)
e−
x
n (3.18)
with a finite holomorphic (because of supersymmetry) function of the parameters, namely γ →
Ref(z). We will fix this normalization by requiring the cancellation of the Euler-Mascheroni
constants; moreover we require the normalization to reproduce the correct intersection numbers
in classical cohomology, and to start from 1 in the rM expansion in order not to modify the
regularized equivariant volume of the target. In our case, in (3.15) Z
(1)
1l and Z
(2)
1l contain an
excess of 4ir(1+2) in the argument of the Gamma functions; to eliminate the Euler-Mascheroni
constant, we normalize the partition function multiplying it by
(zz¯)−ir
a1+a2
2
(
Γ(1− ir1)Γ(1− ir2)
Γ(1 + ir1)Γ(1 + ir2)
)2
(3.19)
Expanding the normalized partition function in r up to order r−1, we obtain
Znorm1,2 =
1
r212
[ 2
r2(2 − a212)
+
1
4
ln2(zz¯)− ir(1 + 2)
(
− 1
12
ln3(zz¯)
− ln(zz¯)(Li2(z) + Li2(z¯)) + 2(Li3(z) + Li3(z¯)) + 4
(
1− 12
2 − a212
)
ζ(3)
)]
(3.20)
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The first term in (3.20) correctly reproduces the Nekrasov partition function of M1,2 as ex-
pected, while the other terms compute the H2T (X) part of the genus zero Gromov-Witten
potential in agreement with [63]. We remark that, as a consequence of what inferred at the end
of subsection 3.2, the quantum part of the Gromov-Witten potential is linear in the equivariant
parameter 1 + 2.
The M2,1 case
ForM2,1 there are two poles of (3.7), given by the two partitions of k = 2 defined by (modulo
permutations)
⇐⇒ λ1 = −ia− i 2 , λ2 = −ia− i 2 − i1
⇐⇒ λ1 = −ia− i 2 , λ2 = −ia− i 2 − i2
The permutations of the λ’s cancel the 1
2!
in front of (3.1). Evaluation of the residues gives
ZS
2
2,1 = (zz¯)
ir(2a++1)Z
(row)
1l Z
(row)
v Z
(row)
av + (zz¯)
ir(2a++2)Z
(col)
1l Z
(col)
v Z
(col)
av (3.21)
with
Z
(row)
1l =
Γ(ir1)Γ(ir2)
Γ(1− ir1)Γ(1− ir2)
Γ(2ir1)Γ(ir2 − ir1)
Γ(1− 2ir1)Γ(1 + ir1 − ir2)
Z(row)v =
∑
d˜>0
(−z)d˜
d˜/2∑
d˜1=0
(1 + ir1)d˜−2d˜1
(ir1)d˜−2d˜1
(ir)d˜1
d˜1!
(ir1 + ir)d˜−d˜1
(1 + ir1)d˜−d˜1
(2ir1)d˜−2d˜1
(d˜− 2d˜1)!
(1− ir2)d˜−2d˜1
(ir1 + ir)d˜−2d˜1
(ir)d˜−2d˜1
(1 + ir1 − ir2)d˜−2d˜1
Z(row)av =
∑
d>0
(−z¯)d
d/2∑
d1=0
(1 + ir1)d−2d1
(ir1)d−2d1
(ir)d1
d1!
(ir1 + ir)d−d1
(1 + ir1)d−d1
(2ir1)d−2d1
(d− 2d1)!
(1− ir2)d−2d1
(ir1 + ir)d−2d1
(ir)d−2d1
(1 + ir1 − ir2)d−2d1
(3.22)
Here we defined d = d1 + d2 and changed the sums accordingly. The column contribution can
be obtained from the row one by exchanging 1 ←→ 2. From the expansion
Z(row, col)v = 1 + 2irLi1(−z) + o(r2) (3.23)
we recover the equivariant mirror map, which can be inverted by replacing
Z(row, col)v −→ e−2irLi1(−z)Z(row, col)v = (1 + z)2irZ(row, col)v
Z(row, col)av −→ e−2irLi1(−z¯)Z(row, col)av = (1 + z¯)2irZ(row, col)av (3.24)
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Now we can prove the equivalence M1,2 'M2,1: after identifying
a1 = 2a+

2
+ 1 , a2 = 2a+

2
+ 2 (3.25)
so that a12 = 1− 2 and by expanding in z, it can be shown that Z(1)v (z) = (1 + z)2irZ(row)v (z)
and similarly for the antivortex part; since Z
(1)
1l = Z
(row)
1l we conclude that Z
(1)(z, z¯) = (1 +
z)2ir(1 + z¯)2irZ(row)(z, z¯). The same is valid for Z(2) and Z(col), so in the end we obtain
ZS
2
1,2(z, z¯) = (1 + z)
2ir(1 + z¯)2irZS
2
2,1(z, z¯) (3.26)
Taking into account the appropriate normalizations for both the vortex/antivortex partition
functions and the 1-loop factors, this implies
Znorm1,2 (z, z¯) = Z
norm
2,1 (z, z¯) . (3.27)
The Ka¨hler potential will therefore be given by (3.20). The same procedure works for generic
Mk,N ; see [53] for further examples.
3.4 Quantum cohomology in oscillator formalism
In [64] the quantum multiplication in the Hilbert scheme of pointsMk,1 has been computed in
terms of operators constructed from oscillators satisfying a Heisenberg algebra. In this subsec-
tion we will review that construction and show that the Gromov-Witten potential computed
for M2,1 in subsection 3.3 is in agreement with what obtained in [64].
In [63] and [64] the equivariant cohomology of the Hilbert scheme of points of C2 has been
given a Fock space description in terms of creation-annihilation operators αp, p ∈ Z obeying
the Heisenberg algebra
[αp, αq] = pδp+q (3.28)
The positive modes annihilate the vacuum
αp|∅〉 = 0 , p > 0 (3.29)
The natural basis of the Fock space is labelled by partitions:
|Y 〉 = 1|Aut(Y )|∏i Yi
∏
i
αYi |∅〉 (3.30)
Here |Aut(Y )| is the order of the automorphism group of the partition Y and Yi are the lengths
of the columns of the Young tableau Y . The total number of boxes of the Young tableau is
counted by the eigenvalue of the energy
K =
∑
p>0
α−pαp (3.31)
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We can now consider the subspace Ker(K − k) for k ∈ Z+ and allow linear combinations with
coefficients being rational functions of the equivariant weights; this space is identified with
H∗T (Mk,1,Q), and in particular
|Y 〉 ∈ H2k−2`(Y )T (Mk,1,Q) , (3.32)
where `(Y ) denotes the length of the partition Y .
According to [64] the generator of the small quantum cohomology is given by the state
|D〉 = −|2, 1k−2〉 which describes the divisor corresponding to the collision of two point-like
instantons. The operator of quantum multiplication by |D〉 reads
HD ≡ (1 + 2)
∑
p>0
p
2
(−q)p + 1
(−q)p − 1α−pαp
+
∑
p,q>0
[12αp+qα−pα−q − α−p−qαpαq]− 1 + 2
2
(−q) + 1
(−q)− 1K
(3.33)
The three-point function can be computed as 〈D|HD|D〉, where the inner product is normalized
to be
〈Y |Y ′〉 = (−1)
K−`(Y )
(12)
`(Y ) |Aut(Y )|∏i Yi δY Y ′ (3.34)
This gives
〈D|HD|D〉 = (1 + 2)
(
(−q)2 + 1
(−q)2 − 1 −
1
2
(−q) + 1
(−q)− 1
)
〈D|α−2α2|D〉 = (−1)(1 + 2)1 + q
1− q 〈D|D〉,
where we used 〈D|α−2α2|D〉 = 2〈D|D〉. By (3.34), we finally get
〈D|HD|D〉 = 1 + 2
(12)
k−1
1
2(k − 2)!
(
1 + 2
q
1− q
)
(3.35)
If we rewrite 1 + 2 q
1−q = (q∂q)
3
[
(lnq)3
3!
+ 2Li3(q)
]
, we obtain the genus zero prepotential
F 0 = F 0cl +
1 + 2
(12)
k−1
1
2(k − 2)!
[
(lnq)3
3!
+ 2Li3(q)
]
(3.36)
which agrees with the prepotential one can extract from (3.20). In [53] this comparison has
been extended to M3,1 and M4,1.
The generalization of the Fock space formalism to Mk,N with generic N was given by
Baranovsky in [65] in terms of N copies of Nakajima operators as βk =
∑N
i=1 α
(i)
k . For example,
in the case N = 2 the operator of quantum multiplication becomes (modulo terms proportional
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to K =
∑2
i=1
∑
p>0 α
(i)
−pα
(i)
p ) [8]
HD =
1
2
2∑
i=1
∑
n,k>0
[12α
(i)
−nα
(i)
−kα
(i)
n+k − α(i)−n−kα(i)n α(i)k ]
− 1 + 2
2
∑
k>0
k[α
(1)
−kα
(1)
k + α
(2)
−kα
(2)
k + 2α
(2)
−kα
(1)
k ]
− (1 + 2)
∑
k>0
k
qk
1− qk [α
(1)
−kα
(1)
k + α
(2)
−kα
(2)
k + α
(2)
−kα
(1)
k + α
(1)
−kα
(2)
k ]
(3.37)
We will see in Section 4 how these operators of quantum multiplication are related to the
Hamiltonians of quantum integrable systems of hydrodynamic type.
3.5 Orbifold cohomology of the ADHM moduli space
The moduli space Mk,N of k SU(N) instantons on C2 is non-compact for two reasons: first
of all, the manifold C2 is non-compact; the second source of non-compactness is due to point-
like instantons. The first problem can be solved by introducing the so-called Ω-background
which corresponds to work in the equivariant cohomology with respect to the maximal torus
of rotations U(1)1 × U(1)2 on C2. The second one can be approached in different ways. A
compactification scheme is the Uhlembeck one:
MUk,N =
k⊔
l=0
Mk−l,N × Sl
(
C2
)
(3.38)
however, due to the presence of the symmetric product factors this space contains orbifold
singularities. A desingularization is provided by the moduli space of torsion free sheaves on P2
with a framing on the line at infinity. This is described in terms of the ADHM complex linear
maps (B1, B2) : Ck → Ck and (I, J†) : CN → Ck which satisfy the F-term equation
[B1, B2] + IJ = 0
and the D-term equation
[B1, B
†
1] + [B2, B
†
2] + II
† − J†J = ξI
where ξ is a parameter that gets identified with the FI parameter of the GLSM and that ensures
the stability condition of the sheaf.
Notice that the ADHM equations are symmetric under the reflection ξ → −ξ and
(Bi, I, J)→ (B†i ,−J†, I†)
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The Uhlembeck compactification is recovered in the ξ → 0 limit, which allows pointlike instan-
tons. This amounts to set the vortex expansion parameter as
(−1)Nz = eiθ (3.39)
giving therefore the orbifold I-function
IUk,N =
∑
d1,...,dk ≥ 0
(eiθ)d1+...+dk
k∏
r=1
N∏
j=1
(−rλr − iraj + ir)dr
(1− rλr − iraj)dr
k∏
r<s
ds − dr − rλs + rλr
−rλs + rλr
(1 + rλr − rλs − ir)ds−dr
(rλr − rλs + ir)ds−dr
(rλr − rλs + ir1)ds−dr
(1 + rλr − rλs − ir1)ds−dr
(rλr − rλs + ir2)ds−dr
(1 + rλr − rλs − ir2)ds−dr
(3.40)
In the abelian case N = 1 (Hilbert schemes of points) the above I-function reproduces the
results of [63] for the equivariant quantum cohomology of the symmetric product of k points
in C2. Indeed, by using the map to the Fock space formalism for the equivariant quantum
cohomology reviewed in subsection 3.4, it is easy to see that both approaches produce the same
small equivariant quantum cohomology. Notice that the map (3.39) reproduces in the N = 1
case the one of [63].
3.6 D5-branes dynamics and Donaldson-Thomas theory
Let us consider for a moment the brane construction of subsection 3.1 with p = −1; this is
the original setting considered by Nekrasov. The complete partition function for the four-
dimensional N = 2 pure U(N) Yang-Mills theory living on the D3-branes will have the form
Z(N)4d = Z(N)4d,1lZ(N)4d,np (3.41)
Here Z(N)4d,np is the instanton term coming from the D(-1) branes, which contains the non-
perturbative corrections to the D3-brane dynamics. The perturbative part of the D3-brane
dynamics is contained in Z(N)4d,1l; this has been computed in [13] and reads
Z(N)4d,1l =
N∏
l 6=m
Γ2(alm, 1, 2) (3.42)
The partition function (3.41) computes the free energy E4d of the system according to
Z(N)4d = exp
{
− 1
12
E4d(~a, 1, 2,Λ)
}
(3.43)
with Λ instanton counting parameter. E4d is a regular function as 1,2 → 0, and in this limit
becomes the Seiberg-Witten prepotential of the IR four-dimensional theory.
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We can now return to the D5-D1 branes case (p = 1). In analogy with the familiar four-
dimensional case, the total partition function of our six-dimensional N = 1 pure U(N) Yang-
Mills theory in Ω-background will be
Z(N)6d = Z(N)6d,1lZ(N)6d,np (3.44)
The non-perturbative term
Z(N)6d,np =
∑
k>0
QkZS
2
k,N(~a, 1, 2, z, z¯, r) (3.45)
is just the partition function of the D1-branes computed in Section 3.2 once we resum over k,
and provides the non-perturbative corrections to the D5-brane dynamics; it takes into account
the contributions of the topological sectors of the gauge theory labelled by the second and third
Chern character of the gauge bundle, with counting parameters Q and (z, z¯) respectively.
The perturbative term Z(N)6d,1l has been computed in [53] and reads
Z(N)1l =
N∏
l 6=m
Γ2(alm, 1, 2)
Γ3
(
alm, 1, 2,
1
ir
)
Γ3
(
alm, 1, 2,− 1ir
) = N∏
l 6=m
Γ3
(
alm, 1, 2,
i
r
)−2
(3.46)
This deforms the standard expression for the perturbative part of the Nekrasov partition func-
tion (3.42) by implementing the finite r corrections, related to the resummation over the Kaluza-
Klein modes.
The expression (3.44) will compute the free energy E6d of the six-dimensional theory on
C2 × P1 via
Z(N)6d = exp
{
− 1
12
E6d(~a, 1, 2,Λ; r, z)
}
(3.47)
Again, E6d is a regular function as 1,2 → 0, since Z(N)6d has the same divergent behaviour as
Z(N)4d due to the equivariant regularization of the C2 volume 112 . Moreover, E6d reduces to E4d
in the limit r → 0; higher order corrections in r encode the effect of stringy corrections due
to the blown-up sphere resolving the C2/Z2 singularity. The free energy E6d is expected to be
related to higher rank equivariant Donaldson-Thomas theory on C2×P1; this would lead to the
higher rank analogue of the equivalence between Gromov-Witten theory, Donaldson-Thomas
theory and quantum cohomology of the Hilbert scheme of points considered in [66].
The mathematical framework hosting our results is the theory of ADHM moduli sheaves
as developed in [30]. In such a context one gets Ik,1 = IDT and therefore the Ik,N function is
the most natural candidate for its higher rank generalization. On the other hand, one can also
show that Ik,1 reproduces the 1-legged Pandharipande-Thomas vertex as in [67].
Let us finally remark that recently a connection between the classical part of the six dimen-
sional partition function (3.44) and refined topological vertex has been discussed in [68].
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4 ADHM Gauged Linear Sigma Model:
Coulomb branch and quantum hydrodynamics
We discussed in subsection 2.4 how the twisted LG mirror theory in the Coulomb branch is
related to quantum integrable systems. In this Section we will consider the mirror of the ADHM
GLSM studied in Section 3; the proposal for the associated QIS is a system of hydrodynamic
type, the so-called gl(N) periodic Intermediate Long Wave system (ILWN or ILW for N =
1). After a brief review of the basic facts concerning ILW, we will discuss the details of the
correspondence between our mirror LG and this hydrodynamic integrable system.
4.1 The Intermediate Long Wave system
The non-periodic ILW equation
ut = 2uux +
Q
δ
ux +QT [uxx] (4.1)
is an integro-differential equation which describes the wave dynamics at the interface of two
fluids in a channel of finite depth δ. Here Q is a parameter related to the ratio of the densities
of the fluids, while T is the integral operator
T [f ](x) = 1
2δ
P.V.
∫
coth
(
pi(x− y)
2δ
)
f(y)dy (4.2)
with P.V.
∫
principal value integral. In the limit δ → 0 it reduces to the KdV equation
ut = 2uux +
Qδ
3
uxxx (4.3)
while in the infinite-depth limit δ →∞ it becomes the Benjamin-Ono (BO) equation
ut = 2uux +QH[uxx] (4.4)
with H Hilbert transform on the real line:
H[f ](x) = P.V.
∫
1
x− yf(y)
dy
pi
(4.5)
The KdV equation (4.3) is a famous integrable differential equation; (4.1) can be seen as an
integrable deformation of KdV and in fact the form of the integral kernel in (4.2) is fixed by
the requirement of integrability [69].
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What we will be interested in is the periodic version of ILW, in which we identify x ∼ x+2pi;
this is obtained by simply replacing (4.2) with
T [f ](x) = 1
2pi
P.V.
∫ 2pi
0
θ′1
θ1
(
y − x
2
, q
)
f(y)dy (4.6)
where q = e−δ. Equation (4.1) is Hamiltonian with respect to the Poisson bracket
{u(x), u(y)} = δ′(x− y) (4.7)
and in particular can be written as
ut(x) = {I2, u(x)} (4.8)
with respect to the Hamiltonian I2 =
∫
1
3
u3 + Q
2
uT [ux]. The other conserved quantities are
given by I1 =
∫
1
2
u2 and In−1 =
∫
1
n
un + . . . for n > 3, where the missing pieces are determined
by the involution condition {In, Im} = 0. These have been computed explicitly in [70].
The ILWN system is described in [21] in terms of a system of N coupled integrable integro-
differential PDEs in N fields; more explicit formulae for the ILW2 case can be found in [22].
An important class of solutions of the periodic BO system is represented by solitons. Soliton
solutions are waves whose profile does not change with time, apart from the instants in which
two or more solitons scatter. A k-soliton can be written in terms of a rational function whose
poles dynamics satisfies the k-particles trigonometric Calogero-Sutherland system [71].
This has been generalized in [20] by considering k-soliton solutions for ILW: in this case
the dynamics of the position of the poles turns out to be described by the k-particles elliptic
Calogero-Sutherland system. Let us review the argument here. The k-particle elliptic Calogero-
Sutherland model is defined by the Hamiltonian
HeCM =
1
2
k∑
j=1
p2j +Q
2
∑
l<j
℘(xl − xj;ω1, ω2) (4.9)
Here ℘ is the elliptic Weierstrass ℘-function and the periods are chosen as 2ω1 = L and 2ω2 = iδ;
we usually set L = 2pi. From (4.9) we can extract the Hamilton equations
x˙j = pj
p˙j = −G2∂j
∑
l 6=j
℘(xj − xl), (4.10)
which can be recast as a second order equation of motion
x¨j = −Q2∂j
∑
l 6=j
℘(xj − xl). (4.11)
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It can be shown that equation (4.11) is equivalent to the auxiliary system
x˙j = iQ
{
k∑
l=1
θ′1
(
pi
L
(xj − yl)
)
θ1
(
pi
L
(xj − yl)
) −∑
l 6=j
θ′1
(
pi
L
(xj − xl)
)
θ1
(
pi
L
(xj − xl)
)}
y˙j = −iQ
{
k∑
l=1
θ′1
(
pi
L
(yj − xl)
)
θ1
(
pi
L
(yj − xl)
) −∑
k 6=j
θ′1
(
pi
L
(yj − yl)
)
θ1
(
pi
L
(yj − yl)
)}. (4.12)
Notice that in the limit δ →∞ (q → 0), the equation of motion (4.11) reduces to
x¨j = −Q2
(pi
L
)2
∂j
∑
l 6=j
cot2
(pi
L
(xj − xl)
)
, (4.13)
while the auxiliary system goes to
x˙j = iQ
pi
L
{
k∑
l=1
cot
(pi
L
(xj − yl)
)
−
∑
l 6=j
cot
(pi
L
(xj − xl)
)}
y˙j = −iQpi
L
{
k∑
l=1
cot
(pi
L
(yj − xl)
)
−
∑
l 6=j
cot
(pi
L
(yj − yl)
)}
(4.14)
and we recover the BO soliton solution obtained in [71]. In analogy with [71] we now define a
pair of functions encoding the particle positions as simple poles
u1(z) = −iQ
k∑
j=1
θ′1
(
pi
L
(z − xj)
)
θ1
(
pi
L
(z − xj)
)
u0(z) = iQ
k∑
j=1
θ′1
(
pi
L
(z − yj)
)
θ1
(
pi
L
(z − yj)
) (4.15)
The linear combinations
u = u0 + u1, u˜ = u0 − u1. (4.16)
satisfy the differential equation
ut + uuz + i
Q
2
u˜zz = 0, (4.17)
as long as xj and yj are governed by the dynamical equations (4.12). When the lattice of
periodicity is rectangular, (4.17) is nothing but the ILW equation: in fact under the condition
xi = y¯i one can show that u˜ = −iT u [70]. To recover (4.1) one can shift u → u + 1/2δ and
rescale parameters. We stress that (4.17) does not explicitly depend on the number of particles
k and therefore holds also in the hydrodynamical limit k, L→∞, with k/L fixed.
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The periodic ILW system can be canonically quantized by first expanding the field u in
Fourier modes αk and then promoting the αk modes to creation/annihilation operators; from
(4.7) we get a quantum commutator
[αk, αl] = kδk+l (4.18)
representing a Heisenberg algebra. The quantum Hamiltonians Iˆn can be recovered from the
classical ones In after an appropriate quantization procedure which also involve normal ordering
[22]; for example we have
Iˆ1 = 2
∑
k>0
α−kαk − 1
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(4.19)
Iˆ2 =
Q
2
∑
k>0
k
(−q)k + 1
(−q)k − 1α−kαk +
∑
k,l>0
[12αk+lα−kα−l − α−k−lαkαl]− Q
2
(−q) + 1
(−q)− 1
∑
k>0
α−kαk
(4.20)
Here we introduced a complexified depth parameter 2pit = δ − iθ entering q = e−2pit. By doing
this we get a first hint of why the ILW system might have something to do with the moduli
space of instantons: if we identify Q = 1 + 2 we can immediately recognize that the operator
of quantum multiplication for the Hilbert scheme of points Mk,1 (3.33) coincides with the Iˆ2
quantum ILW Hamiltonian; the number of points k will be given by the eigenvalue of Iˆ1, which
is related to the energy operator (3.31). The αk creation and annihilation operators of quantum
ILW are identified with the Nakajima operators describing the equivariant cohomology ofMk,1:
this is why one has to consider periodic ILW to make a comparison with gauge theory. Notice
also that the complexified depth parameter 2pit = δ − iθ gets identified with the complexified
Ka¨hler parameter 2pit = ξ − iθ of the Hilbert scheme of points. In this way the quantum
ILW hamiltonian structure reveals to be related to abelian six dimensional gauge theories via
BPS/CFT correspondence. The BO limit t → ±∞ corresponds to the classical equivariant
cohomology of the instanton moduli space, and therefore describes the four-dimensional limit
of the abelian gauge theory.
Quantization of ILWN , related to non-abelian gauge theories, will produce the algebra
H ⊕WN with H Heisenberg algebra of a single chiral U(1) current. The case N = 2 has been
studied in detail in [22], while its BO2 limit has been shown in [25] to appear in the AGT
realization of the 4d N = 2 SU(2) gauge theory with Nf = 4: in fact the expansion of the
conformal blocks proposed in [14] coincides with the particular basis of descendants in CFT
which diagonalizes the BO2 Hamiltonians.
The Fourier modes of ILWN correspond to the Baranovsky operators acting on the equiv-
ariant cohomology of Mk,N . For the case N = 2 [20] showed that (3.37) can be rewritten in
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terms of the Iˆ2 quantum Hamiltonian for ILW2 given in [22]:
Iˆ2 =
∑
k 6=0
L−kak + 2iQ
∑
k>0
ka−kak
1 + qk
1− qk +
1
3
∑
n+m+k=0
anamak (4.21)
Here ak, Lk are the modes corresponding to a Heisenberg, Virasoro algebra respectively. The
idea is to rewrite the Virasoro generators in terms of a second set of Heisenberg generators ck;
we can then make the substitution
ak = − i√
12
α
(1)
k + α
(2)
k
2
, ck = − i√
12
α
(1)
k − α(2)k
2
(4.22)
for positive modes and
a−k = i
√
12
α
(1)
−k + α
(2)
−k
2
, c−k = i
√
12
α
(1)
−k − α(2)−k
2
(4.23)
for negative modes and at the end we obtain
Iˆ2 =
i
2
√
12
∑
n,k>0
[12α
(1)
−nα
(1)
−kα
(1)
n+k − α(1)−n−kα(1)n α(1)k + 12α(2)−nα(2)−kα(2)n+k − α(2)−n−kα(2)n α(2)k ]
+
iQ
2
∑
k>0
k[α
(1)
−kα
(1)
k + α
(2)
−kα
(2)
k + 2α
(2)
−kα
(1)
k ]
+ iQ
∑
k>0
k
qk
1− qk [α
(1)
−kα
(1)
k + α
(2)
−kα
(2)
k + α
(1)
−kα
(2)
k + α
(2)
−kα
(1)
k ]
(4.24)
which reproduces (3.37) after an appropriate rescaling of the α
(i)
k .
4.2 The ADHM mirror LG theory
In the last subsection we had evidence of the fact that the quantum ILWN Hamiltonians coincide
with the operators of quantum multiplication in the small equivariant quantum cohomology of
Mk,N . As we know from Section 3 this enumerative problem can be studied by computing the
partition function of the ADHM GLSM on S2 interpreted in the Higgs branch. On the other
hand, in subsection 2.4 we discussed a more direct connection between quantum integrable
systems and GLSMs by considering the partition function of the mirror LG theory on the
Coulomb branch; here we will further elaborate on this point giving the details for the ADHM
theory.
As explained in subsection 2.4, by taking a large r limit of (3.1) we obtain an expression for
ZS
2
k,N from which we can extract the twisted effective superpotential describing the IR Coulomb
branch of the twisted LG model mirror to the ADHM GLSM. In particular we obtain
ZS
2
k,N =
1
k!
(

r12
)k ∣∣∣∣∣
∫ k∏
s=1
d(rΣs)
2pi
(∏k
s=1
∏k
t6=s=1D(Σst)∏k
s=1 Q(Σs)
) 1
2
e−Weff(Σ)
∣∣∣∣∣
2
(4.25)
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The integration measure is expressed in terms of the functions
Q(Σs) = r
2N
N∏
j=1
(Σs − aj − 
2
)(−Σs + aj − 
2
) , D(Σst) =
(Σst)(Σst + )
(Σst − 1)(Σst − 2) (4.26)
while the twisted effective superpotential reads
Weff(Σ) = (2pit− i(k − 1)pi)
k∑
s=1
irΣs
+
k∑
s=1
N∑
j=1
[
ω(irΣs − iraj − ir 
2
) + ω(−irΣs + iraj − ir 
2
)
]
+
k∑
s,t=1
[ω(irΣst + ir) + ω(irΣst − ir1) + ω(irΣst − ir2)]
(4.27)
We remind here the definitions 2pit = 2piξ − iθ and ω(x) = x(lnx− 1). By extremizing (4.27)
according to (2.40) we obtain the equations describing the supersymmetric quantum vacua of
the Coulomb branch:
N∏
j=1
(Σs − aj − 
2
)
k∏
t=1
t6=s
(Σst − 1)(Σst − 2)
(Σst)(Σst − )
= e−2pit
N∏
j=1
(−Σs + aj − 
2
)
k∏
t=1
t6=s
(−Σst − 1)(−Σst − 2)
(−Σst)(−Σst − )
(4.28)
We already know that (4.28) can be thought as Bethe Ansatz Equations for some quantum
integrable system; the proposal of [22] is that the relevant system is ILWN . The motivation
lies in an explicit computation of eigenstates and eigenvalues of the first few quantum ILWN
Hamiltonians Iˆn (for example (4.19), (4.20) for N = 1 and (4.21) for N = 2) in a perturbative
expansion around the BON point q = 0. The key observation is noticing that the spectrum can
be written in terms of symmetric combinations of the Σs solutions to (4.28), as we will see in
the next subsection.
To conclude this subsection, let us perform the semiclassical approximation of (4.25) around
the saddle points of (4.28). First of all we notice that around the BO point t→∞ the solutions
to (4.28) can be labelled by N -partitions ~λ = (λ(1), . . . , λ(N)) of k, i.e. such that
∑N
l=1 |λ(l)| is
equal to k. In this limit the roots of the Bethe equations are given by
Σ(l)m = al +

2
+ (i− 1)1 + (j − 1)2 , m = 1, . . . , |λ(l)| (4.29)
with i, j running over all possible rows and columns of the tableau λ(l). These are exactly the
poles appearing in the contour integral representation for the 4d Nekrasov partition function
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[60]. We expect that for large t the roots will be given in terms of a series expansion in powers
of e−2pit, so that we can still associate an N -partitions ~λ to each eigenstate of the system, which
we will call |~λ(t)〉. Then from (2.50), (2.52) we expect the semiclassical approximation to give
the norm of the eigenstates; in fact we obtain
1
〈~λ(t)|~λ(t)〉 =
∣∣∣∣∣
(

r12
) k
2
(∏k
s=1
∏k
t6=s=1D(Σst)∏k
s=1Q(Σs)
) 1
2 (
Det
∂2Weff
r2∂Σs∂Σt
)− 1
2
∣∣∣∣∣
2
Σ=Σ
(~λ)
cr
(4.30)
which is the formula proposed in [22] for 〈~λ(t)|~λ(t)〉−1 (when t is real).
4.3 Quantum ILW Hamiltonians from gauge theory
As remarked above (2.41), from the Bethe/Gauge correspondence we expect the chiral ob-
servables of the ADHM GLSM to provide a basis for the quantum Hamiltonians of ILWN
[54, 55, 72]:
ILW quantum Hamiltonians ←→ Tr Σn(t)
∣∣∣
solution BAE
(4.31)
Actually we should consider the chiral ring observables of the 6d U(N) theory, but due to R-
symmetry selection rules these vanish in the perturbative sector and are therefore completely
determined by their non-perturbative contributions, given by our GLSM describing D1-branes
dynamics in presence of D(-1)s.
The calculation of the local chiral ring observables of the U(N) gauge theory on C2 × S2 is
analogous to the one on C2, apart from an extra dependence on the S2 coordinates of bosonic
and fermionic zero-modes in the instanton background. The sum over fixed points is replaced
by the sum over the GLSM vacua and we get
tr eΦ =
N∑
l=1
(
eal − e− 1+22 (1− e1)(1− e2)
∑
m
eΣ
(l)
m (t)
)
(4.32)
where Σ
(l)
m (t) are the solutions of (4.28). We expect one can give a mathematical proof of (4.32)
in the context of ADHM moduli sheaves introduced in [30].
A check of the proposal (4.31) can be obtained by considering the four dimensional limit
t → ±∞ where explicit formulae are already known. We saw in (4.29) that in this limit the
roots of the Bethe equations are given by [22]
Σ(l)m = al +

2
+ (i− 1)1 + (j − 1)2 , i, j > 1 , m = 1, . . . , |λ(l)| . (4.33)
therefore (4.32) reduces to the known formula for the chiral ring observables of four-dimensional
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U(N) SYM [73, 74]
TrΦn+1 =
N∑
l=1
an+1l +
N∑
l=1
k
(l)
1∑
j=1
[ (
al + 1λ
(l)
j + 2(j − 1)
)n+1
−
(
al + 1λ
(l)
j + 2j
)n+1
− (al + 2(j − 1))n+1 + (al + 2j)n+1
] (4.34)
Here k
(l)
1 is the number of boxes in the first row of the partition λ
(l), while λ
(l)
j is the number
of boxes in the j-th column. Since the t → ±∞ limit corresponds to Benjamin-Ono, we
expect the above chiral observables to be related to the quantum Hamiltonians of the BO
system. Let us consider the case N = 2; in this case the Young tableaux correspond to
bipartitions (λ, µ) = (λ1 > λ2 > . . . , µ1 > µ2 > . . .) such that |λ| + |µ| = k. The eigenvalues
of the BO Hamiltonians Iˆn are given by linear combinations of the eigenvalues of two copies of
trigonometric Calogero-Sutherland system [22, 25] as
h
(n)
λ,µ = h
(n)
λ (a) + h
(n)
µ (−a) (4.35)
with
h
(n)
λ (a) = 2
k
(λ)
1∑
j=1
[(
a+ 1λj + 2
(
j − 1
2
))n
−
(
a+ 2
(
j − 1
2
))n]
(4.36)
In particular, h
(1)
λ,µ = 12k. In terms of (4.36), the N = 2 chiral observables (4.34) read
TrΦn+1
n+ 1
=
an+1 + (−a)n+1
n+ 1
−
n∑
i=1
1 + (−1)n−i
2
n!
i!(n+ 1− i)!
(2
2
)n−i
h
(i)
λ,µ (4.37)
The contributions from i = 0, i = n+ 1 are zero, so they were not considered in the sum. The
first few cases are:
TrΦ2
2
= a2 − 12k , TrΦ
3
3
= −h(2)λ,µ
TrΦ4
4
=
a4
2
− h(3)λ,µ −
22
4
12k ,
TrΦ5
5
= −h(4)λ,µ −
22
2
h
(2)
λ,µ
(4.38)
We can now rewrite the above formulae in terms of the BO Bethe roots (4.33) via the combi-
nations Tr Σn; in fact from (4.32) we have
TrΦ2
2
= a2 − 12
 |λ|∑
m=1
1 +
|µ|∑
n=1
1

TrΦ3
3
= −212
 |λ|∑
m=1
Σm +
|µ|∑
n=1
Σn

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TrΦ4
4
=
a4
2
− 312
 |λ|∑
m=1
Σ2m +
|µ|∑
n=1
Σ2n
− 12 12 + 22
4
 |λ|∑
m=1
1 +
|µ|∑
n=1
1

TrΦ5
5
= −412
 |λ|∑
m=1
Σ3m +
|µ|∑
n=1
Σ3n
− 12(12 + 22)
 |λ|∑
m=1
Σm +
|µ|∑
n=1
Σn
 .
(4.39)
from which
h
(1)
λ = 12
|λ|∑
m=1
1
h
(2)
λ = 212
|λ|∑
m=1
Σm
h
(3)
λ = 312
|λ|∑
m=1
Σ2m + 12
1
2
4
|λ|∑
n=1
1
h
(4)
λ = 412
|λ|∑
m=1
Σ3m + 121
2
|λ|∑
n=1
Σm .
(4.40)
In the ILW case we expect the same expressions to be true, the only difference being the
dependence on t in the Bethe roots Σm(t) of the full system (4.28).
5 Generalization to ALE quivers
We can apply the procedure described in the previous Sections to more general N = (2, 2)
gauge theories on S2 in order to extract information about the equivariant quantum cohomology
of the relevant target space. A particularly interesting class of theories is given by Nakajima
quiver varieties describing the k-instanton moduli space for U(N) gauge theories on ALE spaces
C2/Γ, Γ being a finite subgroup of SU(2) [9]. If we consider a system of D1−D5 branes on
C2/Γ×T ∗S2×C2 we can think of Nakajima quivers as GLSMs on S2, whose partition function
will give us information about the quantum cohomology of the corresponding target ALE space;
similar results were discussed in [75].
On the other hand, by analogy with the ADHM quiver case discussed in the previous section,
we expect the mirror LG theory of a general Nakajima quiver variety to be related to quantum
integrable systems of hydrodynamic type providing a spin generalization of ILW. Indeed, the
Bethe Ansatz Equations that we find reads
Nb∏
j=1
Σ
(b)
s − a(b)j − 2
−Σ(b)s + a(b)j − 2
p−1∏
c=0
kc∏
t=1
(c,t) 6=(b,s)
Σ
(b)
s − Σ(c)t + CTbc
Σ
(b)
s − Σ(c)t −Cbc
= e−2pitb (5.1)
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where Cbc is the adjacency matrix of the quiver graph. For 1 = 2, this reduces to the Cartan
matrix of the corresponding affine Dynkin diagram. In the Ap−1 case, (5.1) reduces exactly
to the Bethe Ansatz Equations of the spin periodic Intermediate Long Wave quantum system
proposed in [29], which we will call ILW ~N,p.
Observe that eq.(5.1) extends the one of the XXX spin chains with higher rank spin group
discussed in [54]. Indeed, it coincides with that if one considers the Cartan matrix of the algebra
associated to the classical spin group. In this sense, eq.(5.1) might be interpreted as the Bethe
Ansatz Equation for a spin chain with an affine spin group.
We will mainly focus on ALE spaces of type Ap−1, with some comments also on the ALE
spaces of type Dp. For the Ap−1−type we will compute the Gromov-Witten invariants in some
examples, finding agreement with the mathematical literature when the comparison is possible.
We will then discuss the associated QIS, which can be derived from a hydrodynamic limit
of spin Calogero-Sutherland; our results coincide with the generalization of the ILW system
proposed in [29].
5.1 The Ap−1-type ALE space: Gauged Linear Sigma Model on S2
An ALE space of type Ap−1 corresponds to a gauge theory on the space C2/Γ with Γ = Zp,
p > 2. The moduli space M(~k, ~N, p) of instantons on this space can be obtained via an
ADHM-like construction, whose data are encoded in the associated Nakajima quiver, which in
this case is the affine quiver Âp−1 with framing at all nodes. The vector ~k = (k0, . . . , kp−1)
parametrize the dimensions of the vector spaces at the nodes of the quiver, while the vector
~N = (N0, . . . , Np−1) gives the dimensions of the framing vector spaces; the extra node of the
affine Dynkin diagram corresponds to k0. The choice of ~N determines ~k once the Chern class
of the gauge vector bundle has been fixed [9].
The Nakajima quiver can be easily transposed to a GLSM on S2. This theory will have
gauge group G =
∏p−1
b=0 U(kb), flavour group GF =
∏p−1
b=0 U(Nb) × U(1)2 and matter content
summarized in the following table:
χ(b) B(b,b+1) B(b,b−1) I(b) J (b)
gauge G Adj(b) (k
(b)
,k(b+1)) (k
(b)
,k(b−1)) k(b) k
(b)
flavor GF 1(−1,−1) 1(1,0) 1(0,1) N
(b)
(1/2,1/2) N
(b)
(1/2,1/2)
twisted masses  = 1 + 2 −1 −2 −a(b)j − 2 a(b)j − 2
R-charge 2 0 0 0 0
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If we consider the superpotential
W =
p−1∑
b=0
Trb[χ
(b)(B(b,b+1)B(b+1,b) −B(b,b−1)B(b−1,b) + I(b)J (b))] (5.2)
(assuming the identification b ∼ b+ p), the F− and D−term equations describing the classical
space of supersymmetric vacua in the Higgs branch coincide with the ADHM-like equations
characterizing M(~k, ~N, p).
k0
k1kp−1Np−1
N0
N1
Figure 1: The affine Âp−1 quiver.
We can now write down the partition function on S2 for this GLSM by applying the pre-
scription described in the previous Sections. This is simply given by
ZS
2
~k, ~N,p
=
1
k0! . . . kp−1!
∑
~m(0),..., ~m(p−1)∈Z
∫ p−1∏
b=0
kb∏
s=1
d(rσ
(b)
s )
2pi
e−4piiξbrσ
(b)
s −iθbm(b)s ZvecZadjZbifZf+af (5.3)
where the various pieces of the integrand are
Zvec =
p−1∏
b=0
kb∏
s<t
(−1)m(b)s −m(b)t
(rσ(b)s − rσ(b)t )2 +
(
m
(b)
s
2
− m
(b)
t
2
)2
=
p−1∏
b=0
kb∏
s 6=t
Γ
(
1− irσ(b)s + irσ(b)t − m
(b)
s
2
+
m
(b)
t
2
)
Γ
(
irσ
(b)
s − irσ(b)t − m
(b)
s
2
+
m
(b)
t
2
)
Zadj =
p−1∏
b=0
kb∏
s,t=1
Γ
(
1− irσ(b)s + irσ(b)t − ir− m
(b)
s
2
+
m
(b)
t
2
)
Γ
(
irσ
(b)
s − irσ(b)t + ir− m
(b)
s
2
+
m
(b)
t
2
)
(5.4)
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Zbif =
p−1∏
b=0
kb∏
s=1
kb−1∏
t=1
Γ
(
−irσ(b)s + irσ(b−1)t + ir1 − m
(b)
s
2
+
m
(b−1)
t
2
)
Γ
(
1 + irσ
(b)
s − irσ(b−1)t − ir1 − m
(b)
s
2
+
m
(b−1)
t
2
)
Γ
(
irσ
(b)
s − irσ(b−1)t + ir2 + m
(b)
s
2
− m(b−1)t
2
)
Γ
(
1− irσ(b)s + irσ(b−1)t − ir2 + m
(b)
s
2
− m(b−1)t
2
)
Zf+af =
p−1∏
b=0
kb∏
s=1
Nb∏
j=1
Γ
(
−irσ(b)s + ira(b)j + ir 2 − m
(b)
s
2
)
Γ
(
1 + irσ
(b)
s − ira(b)j − ir 2 − m
(b)
s
2
)
Γ
(
irσ
(b)
s − ira(b)j + ir 2 + m
(b)
s
2
)
Γ
(
1− irσ(b)s + ira(b)j − ir 2 + m
(b)
s
2
)
(5.5)
Notice that we included the shift of the θ angles in Zvec. Again, in the limit r → 0 (5.3) reduces
to the contour integral expression for the equivariant volume of M(~k, ~N, p) presented in [62].
5.2 The Ap−1-type ALE space: equivariant quantum cohomology
In order to extract the Ka¨hler potential and Gromov-Witten invariants of M~k, ~N,p from (5.3),
we need to explicitly evaluate the contour integral. As we did in subsection 3.2, we start by
performing the change of variables
σ(b)s = −
i
r
(
l(b)s −
m
(b)
s
2
)
+ iλ(b)s (5.6)
and define k
(b)
s = l
(b)
s −m(b)s , zb = e−2piξb−iθb = e−2pitb with tb = ξb + iθb/2pi complexified Fayet-
Iliopoulos parameter. Thanks to this, the partition function can be factorized before integration
and we get
ZS
2
~k, ~N,p
=
1
k0! . . . kp−1!
∮ p−1∏
b=0
kb∏
s=1
d(rλ
(b)
s )
2pii
Z1lZvZav (5.7)
where
Z1l =
p−1∏
b=0
kb∏
s=1
(
Γ(1− ir)
Γ(ir)
(zbz¯b)
−rλ(b)s
) p−1∏
b=0
kb∏
s=1
kb∏
t6=s
(rλ(b)s − rλ(b)t )
Γ(1 + rλ
(b)
s − rλ(b)t − ir)
Γ(−rλ(b)s + rλ(b)t + ir)
p−1∏
b=0
kb∏
s=1
kb−1∏
t=1
Γ(rλ
(b)
s − rλ(b−1)t + ir1)
Γ(1− rλ(b)s + rλ(b−1)t − ir1)
Γ(−rλ(b)s + rλ(b−1)t + ir2)
Γ(1 + rλ
(b)
s − rλ(b−1)t − ir2)
p−1∏
b=0
kb∏
s=1
Nb∏
j=1
Γ(rλ
(b)
s + ira
(b)
j + ir

2
)
Γ(1− rλ(b)s − ira(b)j − ir 2)
Γ(−rλ(b)s − ira(b)j + ir 2)
Γ(1 + rλ
(b)
s + ira
(b)
j − ir 2)
(5.8)
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Zv =
∑
{~l}
p−1∏
b=0
kb∏
s=1
(−1)Nbl(b)s
p−1∏
b=0
zl
(b)
s
b
p−1∏
b=0
kb∏
s<t
l
(b)
t − l(b)s − rλ(b)t + rλ(b)s
−rλ(b)t + rλ(b)s
(1 + rλ
(b)
s − rλ(b)t − ir)l(b)t −l(b)s
(rλ
(b)
s − rλ(b)t + ir)l(b)t −l(b)s
p−1∏
b=0
kb∏
s=1
kb−1∏
t=1
1
(1− rλ(b)s + rλ(b−1)t − ir1)l(b)s −l(b−1)t
1
(1 + rλ
(b)
s − rλ(b−1)t − ir2)l(b−1)t −l(b)s
p−1∏
b=0
kb∏
s=1
Nb∏
j=1
(−rλ(b)s − ira(b)j + ir 2)l(b)s
(1− rλ(b)s − ira(b)j − ir 2)l(b)s
(5.9)
Zav =
∑
{~k}
p−1∏
b=0
kb∏
s=1
(−1)Nbk(b)s
p−1∏
b=0
z¯k
(b)
s
b
p−1∏
b=0
kb∏
s<t
k
(b)
t − k(b)s − rλ(b)t + rλ(b)s
−rλ(b)t + rλ(b)s
(1 + rλ
(b)
s − rλ(b)t − ir)k(b)t −k(b)s
(rλ
(b)
s − rλ(b)t + ir)k(b)t −k(b)s
p−1∏
b=0
kb∏
s=1
kb−1∏
t=1
1
(1− rλ(b)s + rλ(b−1)t − ir1)k(b)s −k(b−1)t
1
(1 + rλ
(b)
s − rλ(b−1)t − ir2)k(b−1)t −k(b)s
p−1∏
b=0
kb∏
s=1
Nb∏
j=1
(−rλ(b)s − ira(b)j + ir 2)k(b)s
(1− rλ(b)s − ira(b)j − ir 2)k(b)s
(5.10)
As we saw, the vortex partition function Zv is interpreted in quantum cohomology as Givental’s
I function. Moreover, in order to extract the Gromov-Witten prepotential we have to normalize
in an appropriate way Z1l and invert the equivariant mirror map in Zv. For ALE spaces the
equivariant mirror map is known explicitly [76]: it only appears when N =
∑p−1
b=0 Nb = 1,
in which case the construction in [9] forces the vectors ~N , ~k to be ~N = (1, 0, . . . , 0) and
~k = (k, k, . . . , k), and it consists in multiplying Zv by (1 +
∏p−1
b=0 zb)
ikr (and similarly for Zav).
On the other hand the normalization factor for Z1l is not known, and we will have to find
it case by case according to the discussion in subsection 3.3; this is equivalent to require the
intersection numbers 〈1, 1, ln z〉 = 0, with ln z combination of Ka¨hler moduli of the target space.
All we need to do now is to classify the poles in terms of λ
(b)
s variables. They will coincide
with the poles of the r → 0 limit of (5.3), as for the ADHM partition function. It turns out
that the poles can be labelled by “colored” Young tableaux, in which each box has a number
associated to it according to its Zp representation and the values of ~k and ~N ; see [77] for more
details, or the examples below.
An example: the N = 1, k = 1 case
In the rest of this subsection we will study in detail the case N = 1 in which, as mentioned
above, we have ~N = (1, 0, . . . , 0) and ~k = (k, k, . . . , k); we will refer to the N = 1 instanton
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moduli space as M(k, 1, p) and denote the corresponding spherical partition function with
ZS
2
k,1,p. Here we will only consider k = 1; other cases will be explored in Appendix A.
When k = 1 the instanton moduli space is known in the mathematical literature as
M(1, 1, p) = Zp-Hilb(C2). The corresponding equivariant quantum Gromov-Witten poten-
tial F1,1,p has been computed for 1, 2 generic in [63] (p = 2) and [78] (p = 3); in the special
limit 1 = 2 = ˜ explicit computations are provided in [79] in terms of the (inverse) Cartan
matrix and root system of the non-affine algebra Ap−1 for generic p. More in detail, let C
j
i be
the Ap−1 Cartan matrix, i, j = 1 . . . p − 1, let αi be the basis of fundamental weights for the
Ap−1 algebra, and define R+ as the set of p(p− 1)/2 positive roots. Then we have
F1,1,p =
1
p ˜2
− 1
2
p−1∑
i,j=1
〈αi, αj〉 ln zi ln zj + ˜
6
p−1∑
i,j,k=1
∑
β∈R+
〈αi, β〉〈αj, β〉〈αk, β〉 ln zi ln zj ln zk
+ 2˜
∑
β∈R+
Li3
(
p−1∏
i=1
z
〈αi,β〉
i
) (5.11)
with the product 〈αi, αj〉 = αTi C−1αj expressed in terms of the inverse Cartan matrix.
Let us show how these results can be recovered from our spherical partition function.
• Case p = 2
Here we are considering the A1 singularity. The A1 algebra data are just
C = 2 , C−1 =
1
2
, α1 = 1 (5.12)
therefore 〈α1, α1〉 = 12 . The only positive root corresponds to β = Cα1 = 2, which implies
〈α1, β〉 = 1. From (5.11) we then expect
F1,1,2 =
1
2 ˜2
− 1
4
ln2 z1 +
˜
6
ln3 z1 + 2˜Li3(z1) (5.13)
We can compare this expression with what we obtain from the evaluation of the partition
function ZS
2
1,1,2. The poles of (5.7) are labelled by colored partitions of k̂ =
∑p−1
b=0 kb = pk;
in our case, for positive Fayet-Iliopoulos parameters we have the two poles
0 1 ⇐⇒ λ(0)1 = −ia(0)1 − i 2 , λ(1)1 = λ(0)1 − i1
1
0
⇐⇒ λ(0)1 = −ia(0)1 − i 2 , λ(1)1 = λ(0)1 − i2
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Inverting the mirror map simply consists in replacing Zv → (1 + z0z1)irZv and Zav →
(1 + z0z1)
irZav. For the normalization of the 1-loop part, we find
Z1l → (z0z1z0z1)−ira
(0)
1 −ir 2 Γ(1− ir+)
Γ(1 + ir+)
Z1l (5.14)
to be a consistent choice. All it remains to do now is to evaluate the partition function at
the two poles, sum the two contributions, and expand in small r. At the end we obtain
ZS
2,norm
1,1,2 =−
1
212
− 1
4
ln2(z1z1) + i
(
− 1
12
ln3(z1z1) + 4ζ(3)
+ 2(Li3(z1) + Li3(z1))− ln(z1z1)(Li2(z1) + Li2(z1))
) (5.15)
From this expression we can extract the genus zero Gromov-Witten prepotential (see for
example [43]). For the sake of comparison we redefine 1 → i1, 2 → i2, so that now
F1,1,2 =
1
2 12
− 1
4
ln2 z1 +

12
ln3 z1 + Li3(z1) (5.16)
This coincides with the expression given in [63] for generic 1, 2 and reduces to (5.13) in
the special limit 1 = 2 = ˜.
• Case p = 3
For the A2 algebra we have
C =
(
2 −1
−1 2
)
, C−1 =
1
3
(
2 1
1 2
)
, α1 =
(
1
0
)
, α2 =
(
0
1
)
(5.17)
The three positive roots are β1 = Cα1, β2 = Cα2 and β3 = C(α1 + α2), therefore in this
case (5.11) gives
F1,1,3 =
1
3 ˜2
− 1
3
(
ln2 z1 + ln z1 ln z2 + ln
2 z2
)
+ ˜
(
1
3
ln3 z1 +
1
2
ln2 z1 ln z2 +
1
2
ln z1 ln
2 z2 +
1
3
ln3 z2
)
+ 2˜ (Li3(z1) + Li3(z2) + Li3(z1z2))
(5.18)
To compare with the gauge theory result, we have to compute ZS
2
1,1,3. The relevant poles
are at
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0 1 2 ⇐⇒ λ(0)1 = −ia(0)1 − i 2 , λ(1)1 = λ(0)1 − i1 , λ(2)1 = λ(0)1 − 2i1
2
0 1
⇐⇒ λ(0)1 = −ia(0)1 − i 2 , λ(1)1 = λ(0)1 − i1 , λ(2)1 = λ(0)1 − i2
1
2
0
⇐⇒ λ(0)1 = −ia(0)1 − i 2 , λ(2)1 = λ(0)1 − i2 , λ(1)1 = λ(0)1 − 2i2
Inverting the mirror map by Zv → (1 + z0z1z2)irZv and Zav → (1 + z0z1z2)irZav, and
normalizing the 1-loop part as
Z1l → (z0z1z2z0z1z2)−ira
(0)
1 −ir 2 Γ(1− ir)
Γ(1 + ir)
Z1l (5.19)
we obtain
ZS
2,norm
1,1,3 = −
1
312
− 1
3
(
ln2(z1z1) + ln(z1z1) ln(z2z2) + ln
2(z2z2)
)
+ i
(
− 1 + 22
9
ln3(z1z1)− 1 + 22
6
ln2(z1z1) ln(z2z2)
− 21 + 2
6
ln(z1z1) ln
2(z2z2)− 21 + 2
9
ln3(z2z2)
)
+ i
(
6ζ(3) + 2(Li3(z1) + Li3(z2) + Li3(z1z2) + Li3(z1) + Li3(z2) + Li3(z1z2))
− ln(z1z1)(Li2(z1) + Li2(z1))− ln(z2z2)(Li2(z2) + Li2(z2))
− ln(z1z2z1z2)(Li2(z1z2) + Li2(z1z2))
)
(5.20)
The corresponding genus zero Gromov-Witten prepotential (after the redefinition 1 →
i1, 2 → i2) reads
F1,1,3 =
1
3 12
− 1
3
(
ln2 z1 + ln z1 ln z2 + ln
2 z2
)
+
(
1 + 22
9
ln3 z1 +
1 + 22
6
ln2 z1 ln z2 +
21 + 2
6
ln z1 ln
2 z2 +
21 + 2
9
ln3 z2
)
+  (Li3(z1) + Li3(z2) + Li3(z1z2))
(5.21)
and coincides with the expression given in [78] for generic 1, 2, or with (5.18) when
1 = 2 = ˜.
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• Case p = 4
In the A3 case, the relevant algebra data are
C =

2 −1 0
−1 2 −1
0 −1 2
 , C−1 =

3
4
1
2
1
4
1
2
1 1
2
1
4
1
2
3
4
 , α1 =

1
0
0
 , α2 =

0
1
0
 , α3 =

0
0
1

(5.22)
We have the six positive roots β1 = Cα1, β2 = Cα2, β3 = Cα3, β4 = C(α1 + α2),
β5 = C(α2 + α3), β6 = C(α1 + α2 + α3), which inserted in (5.11) lead to
F1,1,4 =
1
4 ˜2
− 1
8
(
3 ln2 z1 + 4 ln
2 z2 + 3 ln
2 z3 + 4 ln z1 ln z2 + 2 ln z1 ln z3 + 4 ln z2 ln z3
)
+ ˜
(1
2
ln3 z1 + ln
2 z1 ln z2 +
1
2
ln2 z1 ln z3 +
2
3
ln3 z2 + ln z1 ln
2 z2 + ln z1 ln z2 ln z3
+ ln2 z2 ln z3 +
1
2
ln3 z3 +
1
2
ln z1 ln
2 z3 + ln z2 ln
2 z3
)
+ 2˜ (Li3(z1) + Li3(z2) + Li3(z3) + Li3(z1z2) + Li3(z2z3) + Li3(z1z2z3))
(5.23)
On the other hand, to compute the partition function Z1,1,4 we have to evaluate residues
at the four poles
0 1 2 3 ⇐⇒
{
λ
(0)
1 = −ia(0)1 − i 2 , λ(1)1 = λ(0)1 − i1
λ
(2)
1 = λ
(0)
1 − 2i1 , λ(3)1 = λ(0)1 − 3i1
3
0 1 2
⇐⇒
{
λ
(0)
1 = −ia(0)1 − i 2 , λ(1)1 = λ(0)1 − i1
λ
(2)
1 = λ
(0)
1 − 2i1 , λ(3)1 = λ(0)1 − i2
2
3
0 1
⇐⇒
{
λ
(0)
1 = −ia(0)1 − i 2 , λ(1)1 = λ(0)1 − i1
λ
(3)
1 = λ
(0)
1 − i2 , λ(2)1 = λ(0)1 − 2i2
1
2
3
0
⇐⇒
{
λ
(0)
1 = −ia(0)1 − i 2 , λ(3)1 = λ(0)1 − i2
λ
(2)
1 = λ
(0)
1 − 2i2 , λ(1)1 = λ(0)1 − 3i2
As usual by now, the mirror map is inverted by Zv → (1 + z0z1z2z3)irZv and Zav →
(1 + z0z1z2z3)
irZav, while we normalize the 1-loop part with
Z1l → (z0z1z2z3z0z1z2z3)−ira
(0)
1 −ir 2 Γ(1− ir)
Γ(1 + ir)
Z1l (5.24)
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At the end we get
ZS
2,norm
1,1,4 = −
1
412
− 1
8
(
3 ln2(z1z1) + 4 ln
2(z2z2) + 3 ln
2(z3z3)
+ 4 ln(z1z1) ln(z2z2) + 2 ln(z1z1) ln(z3z3) + 4 ln(z2z2) ln(z3z3)
)
+ i
(
− 1 + 32
8
ln3(z1z1)− 1 + 32
4
ln2(z1z1) ln(z2z2)− 1 + 32
8
ln2(z1z1) ln(z3z3)
− 1 + 2
3
ln3(z2z2)− 1 + 2
2
ln(z1z1) ln
2(z2z2)− 1 + 2
2
ln(z1z1) ln(z2z2) ln(z3z3)
− 1 + 2
2
ln2(z2z2) ln(z3z3)− 31 + 2
8
ln3(z3z3)− 31 + 2
8
ln(z1z1) ln
2(z3z3)
− 31 + 2
4
ln(z2z2) ln
2(z3z3)
)
+ i
(
8ζ(3) + 2(Li3(z1) + Li3(z2) + Li3(z3) + Li3(z1z2) + Li3(z2z3) + Li3(z1z2z3))
+ 2(Li3(z1) + Li3(z2) + Li3(z3) + Li3(z1z2)) + Li3(z2z3)) + Li3(z1z2z3))
− ln(z1z1)(Li2(z1) + Li2(z1))− ln(z2z2)(Li2(z2) + Li2(z2))
− ln(z3z3)(Li2(z3) + Li2(z3))− ln(z1z2z1z2)(Li2(z1z2) + Li2(z1z2))
− ln(z2z3z2z3)(Li2(z2z3) + Li2(z2z3))− ln(z1z2z3z1z2z3)(Li2(z1z2z3) + Li2(z1z2z3))
)
(5.25)
which corresponds to a prepotential
F1,1,4 =
1
4 12
− 1
8
(
3 ln2 z1 + 4 ln
2 z2 + 3 ln
2 z3 + 4 ln z1 ln z2 + 2 ln z1 ln z3 + 4 ln z2 ln z3
)
+
(
1 + 32
8
ln3 z1 +
1 + 32
4
ln2 z1 ln z2 +
1 + 32
8
ln2 z1 ln z3 +
1 + 2
3
ln3 z2
+
1 + 2
2
ln z1 ln
2 z2 +
1 + 2
2
ln z1 ln z2 ln z3 +
1 + 2
2
ln2 z2 ln z3
+
31 + 2
8
ln3 z3 +
31 + 2
8
ln z1 ln
2 z3 +
31 + 2
4
ln z2 ln
2 z3
)
+  (Li3(z1) + Li3(z2) + Li3(z3) + Li3(z1z2) + Li3(z2z3) + Li3(z1z2z3))
(5.26)
This prepotential reduces to (5.23) for 1 = 2 = ˜.
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5.3 The Ap−1-type ALE space: quantum hydrodynamics
Let us now consider the mirror LG theory in the Coulomb branch, again following the procedure
described in subsection 2.4. We start by defining Σ
(b)
s = σ
(b)
s − im
(b)
s
2r
; we can then take the large
radius limit r →∞ of (5.3) to arrive at
ZS
2
~k, ~N,p
=
p−1∏
b=0
(r)kb
kb!
∣∣∣∣∣
∫ p−1∏
b=0
kb∏
s=1
d(rΣ
(b)
s )
2pi
(
p−1∏
b=0
kb∏
s=1
∏kb
t6=sD(Σ
(b)
s − Σ(b)t )
Q(Σ
(b)
s )
∏kb−1
t=1 F (Σ
(b)
s − Σ(b−1)t )
) 1
2
e−Weff(Σ)
∣∣∣∣∣
2
(5.27)
where the functions entering the integration measure are
D(Σ(b)s − Σ(b)t ) = r2(Σ(b)s − Σ(b)t )(Σ(b)s − Σ(b)t + )
F (Σ(b)s − Σ(b−1)t ) = r2(Σ(b)s − Σ(b−1)t − 1)(Σ(b)s − Σ(b−1)t + 2)
Q(Σ(b)s ) =
Nb∏
j=1
r2
(
Σ(b)s − a(b)j −

2
)(
Σ(b)s − a(b)j +

2
) (5.28)
while the twisted effective superpotential reads
Weff(Σ) = 2pi
p−1∑
b=0
kb∑
s=1
irtbΣ
(b)
s +
p−1∑
b=0
kb∑
s=1
Nb∑
j=1
[
ω(irΣ(b)s − ira(b)j − ir

2
) + ω(−irΣ(b)s + ira(b)j − ir

2
)
]
+
p−1∑
b=0
kb∑
s,t 6=s
[
ω(irΣ(b)s − irΣ(b)t ) + ω(irΣ(b)s − irΣ(b)t + ir)
]
+
p−1∑
b=0
kb∑
s=1
kb−1∑
t=1
[
ω(irΣ(b)s − irΣ(b−1)t − ir1) + ω(−irΣ(b)s + irΣ(b−1)t − ir2)
]
(5.29)
From the Bethe/Gauge correspondence, the equations determining the supersymmetric vacua
in the Coulomb branch (saddle points of Weff)
exp
(
∂Weff
∂Σ
(b)
s
)
= 1 (5.30)
correspond to Bethe Ansatz Equations for a quantum integrable system. For our theory, the
equations are
Nb∏
j=1
Σ
(b)
s − a(b)j − 2
−Σ(b)s + a(b)j − 2
kb∏
t=1
t6=s
Σ
(b)
s − Σ(b)t + 
Σ
(b)
s − Σ(b)t − 
kb−1∏
t=1
Σ
(b)
s − Σ(b−1)t − 1
Σ
(b)
s − Σ(b−1)t + 2
kb+1∏
t=1
Σ
(b)
s − Σ(b+1)t − 2
Σ
(b)
s − Σ(b+1)t + 1
= e−2pitb
(5.31)
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These are exactly the Bethe Ansatz Equations for the generalization of the periodic Intermediate
Long Wave quantum system ILW ~N,p proposed in [29]. These equations can be rewritten in a
form which generalizes to any quiver
Nb∏
j=1
Σ
(b)
s − a(b)j − 2
−Σ(b)s + a(b)j − 2
p−1∏
c=0
kc∏
t=1
(c,t)6=(b,s)
Σ
(b)
s − Σ(c)t + CTbc
Σ
(b)
s − Σ(c)t −Cbc
= e−2pitb (5.32)
where
Cbc =

 −1 0 . . . 0 −2
−2  −1 . . . 0 0
0 −2  . . . ... ...
...
...
. . . . . . −1 0
0 0
... −2  −1
−1 0 . . . 0 −2 

(5.33)
is the adjacency matrix of the quiver graph.
The solutions to (5.31) are in one to one correspondence with the supersymmetric vacua in
the Coulomb branch and with the eigenstates of the infinite set of integrals of motion for the
generalized ILW ~N,p system. In general, these equations are extremely hard to solve. However,
significant simplification appears in the BO ~N,p limit (q0, . . . , qp−1) = (0, . . . , 0). In this case
solutions can be actually expressed explicitly in terms of N -tuples of colored Young diagrams
(N =
∑p−1
b=0 Nb) whose boxes are associated to one out of the p colors, the total number of
boxes being k =
∑p−1
b=0 kb. They coincide with the fixed points on the moduli spaceM~k, ~N,p: see
the examples in the previous subsection and Appendix A.
We already discussed how BON is related to N copies of trigonometric Calogero-Sutherland;
in the present case, the analogous proposal put forward in [29] is that the BO ~N,p system can
be viewed as a coupled system of N copies of spin p trigonometric Calogero-Sutherland model
(which we will call sCS(N, p)), where kb is the number of particles of spin b = 0, . . . , p− 1. In
particular the integral of motion Iˆ2 for BO1,p coincides with the Hamiltonian of trigonometric
sCS(1, p), and its eigenvalues can be written using the roots of the Bethe equations (5.31) as
Iˆ2 ∝ 1
p
k0∑
s=1
Σ(0)s . (5.34)
In other words the sum runs just over Bethe roots corresponding to the affine node of the
quiver. It is then natural to expect ILW ~N,p to be related to N copies of elliptic spin p Calogero-
Sutherland.
In the following we will show the correspondence between BO ~N,p and trigonometric sCS(N, p)
for the special case p = 2 in full detail. Arbitrary p case presents more difficulties, which will
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be explained in the course of upcoming discussion. The plan is to compare (5.34) with N = 1
to the eigenvalues of the sCS(1, p) Hamiltonian. The spectrum of sCS(1, p) was computed in
[80]. For convenience we quote the results that will be needed in the following. The normalized
Hamiltonian is
Hβ,p = W
−βHβ,pW β, (5.35)
where W =
∏k
i<j sin
pi
L
(yi − yj) and
Hβ,p = −1
2
k∑
i=1
∂2
∂y2i
+
pi2
2L2
k∑
i 6=j
β (β + Pij)
sin2 pi
L
(yi − yj)
. (5.36)
In the above formulae yi are the coordinates of k particles placed on a circle of length L, si are
their spins, Pij permute si and sj and form the SU(p) spin representation of the permutation
group Sk, while β is the coupling constant. The spectrum of Hβ,p reads
Eβ,p =
k∑
i=1
K¯2i + β
k∑
i=1
(2i− k − 1) K¯i + β
2k (k2 − 1)
12
, (5.37)
where the following notation is used. Given a strictly decreasing integer sequence K =
(K1, . . . , Kk), Ki > Ki+1, it uniquely decomposes as K =
¯
K − pK¯, where
¯
K ∈ {1, . . . , p}k
and K¯ ∈ Zk. In other terms
¯
Ki = 1 + (Ki − 1)mod p (5.38)
K¯i = −
⌊
Ki − 1
p
⌋
. (5.39)
The spectrum arising from the BAE (5.32) should be compared with the excited energy levels
of sCS. It is then crucial to find a vacuum state K0, whose energy should be subtracted. The
vacuum state was explicitly given for p = 2 in [80] and it reads
K0 = (M,M − 1, . . . ,M − k + 1) , M = k
2
+ 1. (5.40)
By the integrality requirement, this makes sense only for k even. Moreover the solution is
unique only for k = 4l + 2 while for k = 4l it can be chosen consistently in this form. For k
odd the vacuum state is never unique, nevertheless by practicing with examples we collected
evidence that there is always a choice supporting the results derived below. Once we have the
vacuum, we define K = σ + K0. From the definitions given above it follows that σ is a non-
increasing sequence. By restricting σ to Zk≥0 we obtain a partition λ. In the rest we are going to
focus only on states which are labelled by partitions. The coloring of the partition (0-coloring
when the box in the first row and first column is colored by 0 and 1-coloring when it is colored
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by 1) is dependent on k. For k = 4l+ 1 and k = 4l+ 2 we have to apply 0-coloring while k = 4l
and k = 4l + 3 requires 1-coloring. In the following we focus on k = 4l + 2, where we have
a unique vacuum and a 0-coloring. However, the conclusions remain valid for k general, one
just needs to do appropriate changes in the derivation. We will study the normalized energy
eigenvalue for states corresponding to partitions
Eβ,p(λ) = Eβ,p(K)− Eβ,p(K0) =
k∑
i=1
(
K¯i − K¯0i
) (
K¯i + K¯
0
i
)
+ β
k∑
i=1
(2i− k − 1) (K¯i − K¯0i )
(5.41)
and show that it can be matched with the spectrum of Iˆ2. Possible partitions for N = 1, p = 2
are
• k/p = 1:
0 1 , 1
0
• k/p = 2:
0 1 0 1 , 1
0 1 0
, 1 0
0 1
,
0
1
0 1
,
1
0
1
0
• k/p = 3:
0 1 0 1 0 1 , 1
0 1 0 1 0
,
0
1
0 1 0 1
, 1 0
0 1 0 1
, 1 0 1
0 1 0
,
0 1
1 0
0 1
,
1
0
1 0
0 1
,
1
0
1
0 1 0
,
0
1
0
1
0 1
,
1
0
1
0
1
0
,
At this point we need to introduce some notation about colored Young diagrams. The number
of boxes colored by 0 in the i-th row is denoted as C
(0)
i (λ). Drawing a colored diagram and
looking at it for sufficient time, we can write a formula
C
(0)
i (λ) = 1 +
⌊
λi − 1− (i− 1)mod p
p
⌋
. (5.42)
On the other hand, using (5.39), we have an expression for K¯i − K¯(0)i
K¯i − K¯(0)i = −
⌊
λi +K
(0)
i − 1
p
⌋
+
⌊
K
(0)
i − 1
p
⌋
(5.43)
and plugging in (5.40) while setting p = 2 at the same time yields a simple relation
K¯i − K¯(0)i = −C(0)i (λ). (5.44)
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Still, we need to build three more quantities out of C
(0)
i (λ)
|C(0)(λ)| =
#rows(λ)∑
i=1
C
(0)
i (λ) (5.45)
n(0)(λ) =
#rows(λ)∑
i=1
(i− 1)C(0)i (λ) (5.46)
n(0)(λt) =
#rows(λt)∑
i=1
(i− 1)C(0)i (λt), (5.47)
where λt is the transposed Young diagram. It will be useful to have a formula for n(0)(λt) just
in terms of data related to the original partition λ
n(0)(λt) =
#rows(λ)∑
i=1
C
(0)
i (λ)∑
j=1
[
(i− 1)mod p + (j − 1) p
]
=
#rows(λ)∑
i=1
C
(0)
i (λ)
[
(i− 1)mod p +
p
2
(
C
(0)
i (λ)− 1
)]
. (5.48)
Equipped with these information we can rewrite the normalized energy eigenvalue (5.41) just
using the data of colored Young diagrams. The essential ingredient is equation (5.44) which
implies p = 2. After some algebra, combining (5.44)–(5.48), we finally arrive at§
Eβ.p=2(λ) = n(0)(λt)− (2β + 1)n(0)(λ) +
[
k
2
(2β + 1)− β
]
|C(0)(λ)|. (5.49)
To accomplish the comparison we just have to write the spectrum of Iˆ2 (5.34) in terms of
(5.45)–(5.47). Remind that all the above discussion assumes N = 1, so only the affine node in
the quiver contains a single fundamental/antifundamental pair. We mark this node by a star.
Then we have (we freely change between the gauge theory notation and CFT notation: Q↔ ,
b↔ 1, b−1 ↔ 2)
contribution from

2
+ a(0) :
( 
2
+ a(0)
)
|C(0)(λ)|
contribution from 2 : 0 · C(0)1 (λ) + 1 · C(0)2 (λ) + · · ·+ (#rows(λ)− 1) · C(0)#rows(λ)(λ)
contribution from 1 : 0 · C(0)1 (λt) + 1 · C(0)2 (λt) + · · ·+
(
#rows(λt)− 1) · C(0)#rows(λt)(λt)
Consequently, it is straightforward to conclude
Iˆ2 ∝ 1
p
[( 
2
+ a(0)
)
|C(0)(λ)|+ 2n(0)(λ) + 1n(0)(λt)
]
. (5.50)
§This formula appears in [80], but there are typos present.
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Note that this equation holds for general p. Indeed from a preliminary analysis we found
that this relation generalizes to arbitrary p by constructing the corresponding vacuum state.
However it is not clear to us whether all excited states of sCS(1,p) can be described in terms
of coloured Young tableaux. Here we will set a(0) = 0, since a global U(1) factor in the flavour
group GF of our GLSM is actually part of the gauge group. The matching between (5.49) and
(5.50) has to be done modulo overall constants and possible linear combinations with lower
rank Hamiltonians (in this case Iˆ1, whose eigenvalue is given by |C(0)(λ)|); the identification
2
1
= − (2β + 1) (5.51)
does the job, ignoring terms proportional to Iˆ1 and multiplying by appropriate constants.
We expect the Iˆ2 spectrum of BO ~N,p to be given by N copies of (5.50), with the constraint
that the sum of the ~a(b) parameters has to be zero.
For the ILW case the spectrum will be still given by (5.34), but the Σ(0) variables will de-
pend on the Fayet-Iliopoulos parameters, as for the spinless case.
To conclude, let us just write down the formulae for the norm of the ILW~k, ~N,p eigenstates
which can be obtained from (5.27). We saw that in the BO limit, eigenstates are labelled by
colored partitions; we expect this to be true also in the ILW case. By performing a semiclassical
analysis of the partition function around a vacuum ~λcol(~t) we obtain
ZS
2, ~λcol
~k, ~N,p
=
∣∣∣∣∣e−Weff,cr
p−1∏
b=0
(r)
kb
2
(
p−1∏
b=0
kb∏
s=1
∏kb
t6=sD(Σ
(b)
s − Σ(b)t )
Qb(Σ
(b)
s )
∏kb−1
t=1 F (Σ
(b)
s − Σ(b−1)t )
) 1
2
(
Det
∂2Weff
r2∂Σ
(a)
s ∂Σ
(b)
t
)− 1
2
∣∣∣∣∣
2
Σ=Σ
~λcol
cr
(5.52)
where we chose an ordering for the saddle points in order to eliminate the factorials; here the
Σ’s are the solutions corresponding to the vacuum ~λcol(~t). The expression for the norm of the
state |~λcol(~t)〉 is then
1
〈~λcol(~t)|~λcol(~t)〉
=
∣∣∣∣∣
p−1∏
b=0
(r)
kb
2
(
p−1∏
b=0
kb∏
s=1
∏kb
t6=sD(Σ
(b)
s − Σ(b)t )
Qb(Σ
(b)
s )
∏kb−1
t=1 F (Σ
(b)
s − Σ(b−1)t )
) 1
2
(
Det
∂2Weff
r2∂Σ
(a)
s ∂Σ
(b)
t
)− 1
2
∣∣∣∣∣
2
Σ=Σ
~λcol
cr
(5.53)
5.4 The Dp-type ALE space: comments
ALE spaces of type Dp (p > 4) correspond to gauge theories living on the space C2/Γ with
Γ = BD4(p−2) binary dihedral group. This discrete group has the presentation
〈g, τ | g2(p−2) = τ 4 = 1, gp−2 = τ 2, τgτ−1 = g−1〉 (5.54)
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and order 4(p− 2). A possible realization is given by
g =
(
α 0
0 α−1
)
, τ =
(
0 1
−1 0
)
(5.55)
with α a primitive 2(p − 2)-th root of unity. As for the Ap−1 case, the ADHM-like construc-
tion of the instanton moduli space is associated to an affine quiver, which in this case is D̂p.
The quiver data are contained in the vectors ~k = (k(O), k(A), k(1), . . . , k(p−3), k(B), k(C)) and
~N = (N (O), N (A), N (1), . . . , N (p−3), N (B), N (C)), with k(O) affine node. In the following we will
only consider the case N (O) +N (A) +N (1) + . . .+N (p−3) +N (B) +N (C) = 1; by [9] this choice
fixes ~N = (1, 0, . . . , 0) and ~k = (k, k, 2k, . . . , 2k, k, k).
The associated GLSM on S2 for this choice of vectors is a theory with gauge group G =
U(k)4 × U(2k)p−3, flavour group GF = U(1)a × U(1)2 and matter content
χb Bb,b+1 Bb,b−1 I J
gauge G Adj(b) (k
(b)
,k(b+1)) (k
(b)
,k(b−1)) k(O) k
(O)
flavor GF 1(−1,−1) 1(1,0) 1(0,1) N
(O)
(1/2,1/2) N
(O)
(1/2,1/2)
twisted mass  = 1 + 2 −1 −2 −a− 2 a− 2
R-charge 2 0 0 0 0
Here b is an index running over O,A, 1, . . . , p − 3, B, C and N (O) = 1. The superpotential of
the theory is given by
W =TrO[χO(BO,1B1,O + IJ)] + TrA[χA(BA,1B1,A)]
+ Tr1[χ1(B1,2B2,1 −B1,OBO,1 −B1,ABA,1)]
+
p−4∑
b=2
Trb[χb(Bb,b+1Bb+1,b −Bb,b−1Bb−1,b)]
+ Trp−3[χp−3(−Bp−3,p−4Bp−4,p−3 +Bp−3,BBB,p−3 +Bp−3,CBC,p−3)]
+ TrB[χB(−BB,p−3Bp−3,B)] + TrC [χC(−BC,p−3Bp−3,C)]
(5.56)
for p > 5, while in the special case p = 4 it reduces to
W =TrO[χO(BO,1B1,O + IJ)] + TrA[χA(BA,1B1,A)] + TrB[χB(−BB,1B1,B)]
+ TrC [χC(−BC,1B1,C)] + Tr1[χ1(B1,BBB,1 +B1,CBC,1 −B1,OBO,1 −B1,ABA,1)]
(5.57)
This last case is symmetric under exchange of A,B,C, as expected from the associated quiver.
With these choices for the superpotential, the moduli space of classical supersymmetric vacua
of our GLSM in the Higgs branch coincides with the moduli space of k instantons for a U(1)
theory on C2/BD4(p−2).
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Figure 2: The affine D̂p Dynkin diagram, in the case p = 7.
We can now compute the partition function on S2 for this quiver theory; this will give us
information about the quantum cohomology of these ALE spaces. Defining z = e−2piξ−iθ as
usual, the partition function reads
ZS
2
k,1,p =
1
(k!)4(2k!)p−3
∑
~m∈Z
∫ ∏
J=O,A,B,C
k∏
s=1
d(rσ
(J)
s )
2pi
p−3∏
I=1
2k∏
s=1
d(rσ
(I)
s )
2pi
ZclZg,adZf,afZbf (5.58)
where the various pieces in the integrand are given by
Zcl =
p−3∏
I=1
2k∏
s=1
z
irσ
(I)
s +
m
(I)
s
2
I z
irσ
(I)
s −m
(I)
s
2
I
∏
J=O,A,B,C
k∏
s=1
z
irσ
(J)
s +
m
(J)
s
2
J z
irσ
(J)
s −m
(J)
s
2
J (5.59)
Zg,ad =
p−3∏
I=1
2k∏
s<t=1
(
r2(σ
(I)
s,t )
2 +
(m
(I)
s,t )
2
4
) ∏
J=O,A,B,C
k∏
s<t=1
(
r2(σ
(J)
s,t )
2 +
(m
(J)
s,t )
2
4
)
p−3∏
I=1
2k∏
s,t=1
Γ(1− irσ(I)s,t − m
(I)
s,t
2
− ir)
Γ(irσ
(I)
s,t − m
(I)
s,t
2
+ ir)
∏
J=O,A,B,C
k∏
s,t=1
Γ(1− irσ(J)s,t − m
(J)
s,t
2
− ir)
Γ(irσ
(J)
s,t − m
(J)
s,t
2
+ ir)
(5.60)
Zf,af =
k∏
s=1
Γ(−irσ(O)s − m
(O)
s
2
+ ira+ ir 
2
)
Γ(1 + irσ
(O)
s − m
(O)
s
2
− iraj − ir 2)
Γ(irσ
(O)
s +
m
(O)
s
2
− ira+ ir 
2
)
Γ(1− irσ(O)s + m
(O)
s
2
+ iraj − ir 2)
(5.61)
Zbf =
p−4∏
I=1
2k∏
s,t=1
Γ(−irσ(I+1,I)s,t − m
(I+1,I)
s,t
2
+ ir1)
Γ(1 + irσ
(I+1,I)
s,t − m
(I+1,I)
s,t
2
− ir1)
Γ(irσ
(I+1,I)
s,t +
m
(I+1,I)
s,t
2
+ ir2)
Γ(1− irσ(I+1,I)s,t + m
(I+1,I)
s,t
2
− ir2)∏
J=O,A
2k∏
s=1
k∏
t=1
Γ(−irσ(1,J)s,t − m
(1,J)
s,t
2
+ ir1)
Γ(1 + irσ
(1,J)
s,t − m
(1,J)
s,t
2
− ir1)
Γ(irσ
(1,J)
s,t +
m
(1,J)
s,t
2
+ ir2)
Γ(1− irσ(1,J)s,t + m
(1,J)
s,t
2
− ir2)∏
J=B,C
k∏
s=1
2k∏
t=1
Γ(−irσ(J,p−3)s,t − m
(J,p−3)
s,t
2
+ ir1)
Γ(1 + irσ
(J,p−3)
s,t − m
(J,p−3)
s,t
2
− ir1)
Γ(irσ
(J,p−3)
s,t +
m
(J,p−3)
s,t
2
+ ir2)
Γ(1− irσ(J,p−3)s,t + m
(J,p−3)
s,t
2
− ir2)
(5.62)
Here we used the compact notation σ
(I,J)
s,t = σ
(I)
s − σ(J)t and σ(I)s,t = σ(I)s − σ(I)t .
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Again, as explained in the previous Sections, the small radius limit r → 0 produces a contour
integral representation for the instanton part of Nekrasov partition function at fixed k. In this
case, we obtain
Z instk,1,p =
2k(p−1)
(ir)2k
∮ ∏
J=O,A,B,C
k∏
s=1
dσ
(J)
s
2pii
p−3∏
I=1
2k∏
s=1
dσ
(I)
s
2pii
k∏
s=1
1
(σ
(O)
s − a− 2)(−σ(O)s + a− 2)
p−3∏
I=1
2k∏
s,t=1
s 6=t
(σ
(I)
s,t )(σ
(I)
s,t − )
∏
J=O,A,B,C
k∏
s,t=1
s 6=t
(σ
(J)
s,t )(σ
(J)
s,t − )
p−4∏
I=1
2k∏
s,t=1
1
(σ
(I+1,I)
s,t − 1)(−σ(I+1,I)s,t − 2)
∏
J=O,A
2k∏
s=1
k∏
t=1
1
(σ
(1,J)
s,t − 1)(−σ(1,J)s,t − 2)
∏
J=B,C
k∏
s=1
2k∏
t=1
1
(σ
(J,p−3)
s,t − 1)(−σ(J,p−3)s,t − 2)
(5.63)
which coincides with the expression of [62]. The factorials have been omitted, since they are
cancelled by the possible orderings of the integration variables.
Equivariant quantum cohomology
For r finite, the partition function computes the equivariant quantum cohomology of the moduli
space of U(1) instantons on the Dp ALE space, i.e. of the BD4(p−2)-Hilbert scheme of k points.
In particular, after factorizing (5.58) as
ZS
2
k,1,p =
1
(k!)4(2k!)p−3
∮ ∏
J=O,A,B,C
k∏
s=1
d(rλ
(J)
s )
2pii
p−3∏
I=1
2k∏
s=1
d(rλ
(I)
s )
2pii
Z1lZvZav (5.64)
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Z1l =
(
Γ(1− ir)
Γ(ir)
)2k(p−1) p−3∏
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(zI z¯I)
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(5.65)
Zv =
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(5.66)
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(5.67)
we can identify Zv with Givental’s I-function for our target space.
Explicit evaluation of the Gromov-Witten prepotential requires the analysis of the pole
structure of our partition function; we leave this complicated combinatorial problem for future
work. For the case k = 1, we expect the result to only depend on the Dp algebra data [79],
similarly to what we discussed in subsection 5.2. Nevertheless, an analysis of the simplest cases
gives (1 + zOzA
∏p−3
I=1 z
2
IzBzC)
irk as the equivariant mirror map, again in agreement with [76].
We therefore expect also the equivariant mirror map for the E-type ALE spaces to depend only
on the dual Dynkin label of the affine Dynkin diagram for the corresponding algebra.
As far as the orbifold phase is concerned, by reversing the sign of all Fayet-Iliopoulos pa-
rameters one obtains the same phase due to the symmetry of ADHM constraints; the orbifold
phase is then reached by analytic continuation on the product of circles |zb| = 1. This provides
conjectural formulae for the equivariant I and J functions of the Hilbert scheme of points of
Dp singularities that will have to be checked against rigorous mathematical results. Similar
conjectures are valid for the Ap−1 singularities discussed in previous subsections.
As a final comment, let us remark that in the case of ALE spaces of type D and E only a
diagonal combination of U(1)1×U(1)2 is preserved: for the D case, this is due to the action of
the generator τ in (5.54). This corresponds to set 1 = 2 in the Gromov-Witten prepotential
if one wants to compute the correct equivariant quantum cohomology of the ALE space.
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Quantum hydrodynamics
As familiar by now, the mirror LG model in the Coulomb branch can be recovered by taking
the large radius limit r →∞ of (5.58). We obtain
ZS
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(r)2k(p−1)
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2
(5.68)
Here the integration measure is given by
Zmeas(Σ) =
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(5.69)
with
D(Σ(I)s − Σ(I)t ) = r2(Σ(I)s − Σ(I)t )(Σ(I)s − Σ(I)t + )
F (Σ(I+1)s − Σ(I)t ) = r2(Σ(I+1)s − Σ(I)t − 1)(Σ(I+1)s − Σ(I)t + 2)
Q(Σ(O)s ) = r
2
(
Σ(O)s − a(O) −

2
)(
Σ(O)s − a(O) +

2
) (5.70)
The twisted effective superpotential has the form
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(5.71)
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From (5.71) we recover a set of Bethe Ansatz Equations, which can be written as
Nb∏
j=1
Σ
(b)
s − a(b)j − 2
−Σ(b)s + a(b)j − 2
∏
c
kc∏
t=1
(c,t)6=(b,s)
Σ
(b)
s − Σ(c)t + CTbc
Σ
(b)
s − Σ(c)t −Cbc
= e−2pitb (5.72)
Here c = O,A, 1, . . . , p − 3, B, C, while ~N = (1, 0, . . . , 0) and ~k = (k, k, , 2k, . . . , 2k, k, k) as
discusses earlier. The matrix
Cbc =

 0 −1 0 0 · · · 0
0  −1 0 . . . . . . 0
−2−2  −1 . . . . . . 0
0 0 −2  −1 . . . 0
0 0
. . . −2  −1−1
...
...
. . . 0 −2  0
0 0 · · · 0 −2 0 

(5.73)
is again the adjacency matrix of the quiver graph, and reduces to the Cartan matrix of the
affine D̂p algebra for 1 = 2. We expect (5.72) to be related to a quantum hydrodynamical
integrable system, a sort of Dp-type generalization of ILW. Solutions to (5.72) will correspond
to eigenvalues of the QIS; expressions for the norm of the eigenstates can be obtained by
performing a semiclassical approximation of the partition function around the corresponding
vacua, as we already discussed in the previous Sections.
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A Appendix A
In this Appendix we will give some more explicit computations of the Ka¨hler potential for the
instanton moduli space M~k, ~N,p. We will skip all the intermediate computations and provide
only the basic ingredients: the relevant poles of the partition function, the equivariant mirror
map, the normalization of the 1-loop factor, and the final result.
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The N = 1, k = 2 case
When N = 1 but k > 2 there no longer is a general expression for the Gromov-Witten prepo-
tential in terms of the Cartan matrix and positive roots of the algebra Ap−1. We will make good
use of our partition function and compute the prepotential in the simplest cases; certainly this
procedure can be pursued further, the only difficulty being an integral which becomes more and
more complicated. We notice that for k > 2 also ln z0 enters in the prepotential, thus making
impossible a description of the quantum cohomology purely in terms of Ap−1 algebra data. The
results of this case should be compared with [76].
• Case p = 2
Poles:
0 1 0 1 ⇐⇒
{
λ
(0)
1 = −ia(0)1 − i 2 , λ(1)1 = λ(0)1 − i1
λ
(0)
2 = λ
(0)
1 − 2i1 , λ(1)2 = λ(0)1 − 3i1
1
0 1 0
⇐⇒
{
λ
(0)
1 = −ia(0)1 − i 2 , λ(1)1 = λ(0)1 − i1
λ
(0)
2 = λ
(0)
1 − 2i1 , λ(1)2 = λ(0)1 − i2
1 0
0 1
⇐⇒
{
λ
(0)
1 = −ia(0)1 − i 2 , λ(1)1 = λ(0)1 − i1
λ
(1)
2 = λ
(0)
1 − i2 , λ(0)2 = λ(0)1 − i1 − i2
0
1
0 1
⇐⇒
{
λ
(0)
1 = −ia(0)1 − i 2 , λ(1)1 = λ(0)1 − i1
λ
(1)
2 = λ
(0)
1 − i2 , λ(0)2 = λ(0)1 − 2i2
1
0
1
0
⇐⇒
{
λ
(0)
1 = −ia(0)1 − i 2 , λ(1)1 = λ(0)1 − i2
λ
(0)
2 = λ
(0)
1 − 2i2 , λ(1)2 = λ(0)1 − 3i2
Equivariant mirror map:
Zv → (1 + z0z1)2irZv , Zav → (1 + z0z1)2irZav (A.1)
Normalization of the 1-loop factor:
Z1l → (z0z1z0z1)−2ira
(0)
1 −ir
(
Γ(1− ir)
Γ(1 + ir)
)2
Z1l (A.2)
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Partition function:
ZS
2,norm
2,1,2 =
1
821
2
2
+
1
212
(
1
4
ln2(z0z0) +
1
2
ln(z0z0) ln(z1z1) +
1
2
ln2(z1z1)
)
− i 
212
(
− 1
12
ln3(z0z0)− 1
4
ln2(z0z0) ln(z1z1)
− 1
4
ln(z0z0) ln
2(z1z1)− 1
6
ln3(z1z1) + 7ζ(3)
)
− i 
212
(
2(Li3(z1) + Li3(z0z1) + Li3(z1) + Li3(z0z1))
− ln(z1z1)(Li2(z1) + Li2(z1))− ln(z0z1z0z1)(Li2(z0z1) + Li2(z0z1))
)
(A.3)
Prepotential (after 1 → i1, 2 → i2):
F2,1,2 =
1
821
2
2
− 1
212
(
1
4
ln2 z0 +
1
2
ln z0 ln z1 +
1
2
ln2 z1
)
+

212
(
1
12
ln3 z0 +
1
4
ln2 z0 ln z1 +
1
4
ln z0 ln
2 z1 +
1
6
ln3 z1 + Li3(z1) + Li3(z0z1)
)
(A.4)
• Case p = 3
Poles:
0 1 2 0 1 2 ⇐⇒
{
λ
(0)
1 = −ia(0)1 − i 2 , λ(1)1 = λ(0)1 − i1 , λ(2)1 = λ(0)1 − 2i1
λ
(0)
2 = λ
(0)
1 − 3i1 , λ(1)2 = λ(0)1 − 4i1 , λ(2)2 = λ(0)1 − 5i1
2
0 1 2 0 1
⇐⇒
{
λ
(0)
1 = −ia(0)1 − i 2 , λ(1)1 = λ(0)1 − i1 , λ(2)1 = λ(0)1 − 2i1
λ
(0)
2 = λ
(0)
1 − 3i1 , λ(1)2 = λ(0)1 − 4i1 , λ(2)2 = λ(0)1 − i2
1
2
0 1 2 0
⇐⇒
{
λ
(0)
1 = −ia(0)1 − i 2 , λ(1)1 = λ(0)1 − i1 , λ(2)1 = λ(0)1 − 2i1
λ
(0)
2 = λ
(0)
1 − 3i1 , λ(2)2 = λ(0)1 − i2 , λ(1)2 = λ(0)1 − 2i2
2 0 1
0 1 2
⇐⇒
{
λ
(0)
1 = −ia(0)1 − i 2 , λ(1)1 = λ(0)1 − i1 , λ(2)1 = λ(0)1 − 2i1
λ
(2)
2 = λ
(0)
1 − i2 , λ(0)2 = λ(0)1 − i1 − i2 , λ(1)2 = λ(0)1 − 2i1 − i2
1
2 0
0 1 2
⇐⇒
{
λ
(0)
1 = −ia(0)1 − i 2 , λ(1)1 = λ(0)1 − i1 , λ(2)1 = λ(0)1 − 2i1
λ
(2)
2 = λ
(0)
1 − i2 , λ(0)2 = λ(0)1 − i1 − i2 , λ(1)2 = λ(0)1 − 2i2
1 2
2 0
0 1
⇐⇒
{
λ
(0)
1 = −ia(0)1 − i 2 , λ(1)1 = λ(0)1 − i1 , λ(2)1 = λ(0)1 − i2
λ
(0)
2 = λ
(0)
1 − i1 − i2 , λ(1)2 = λ(0)1 − 2i2 , λ(2)2 = λ(0)1 − i1 − 2i2
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0
1
2
0 1 2
⇐⇒
{
λ
(0)
1 = −ia(0)1 − i 2 , λ(1)1 = λ(0)1 − i1 , λ(2)1 = λ(0)1 − 2i1
λ
(2)
2 = λ
(0)
1 − i2 , λ(1)2 = λ(0)1 − 2i2 , λ(0)2 = λ(0)1 − 3i2
2
0
1
2
0 1
⇐⇒
{
λ
(0)
1 = −ia(0)1 − i 2 , λ(1)1 = λ(0)1 − i1 , λ(2)1 = λ(0)1 − i2
λ
(1)
2 = λ
(0)
1 − 2i2 , λ(0)2 = λ(0)1 − 3i2 , λ(2)2 = λ(0)1 − 4i2
1
2
0
1
2
0
⇐⇒
{
λ
(0)
1 = −ia(0)1 − i 2 , λ(2)1 = λ(0)1 − i2 , λ(1)1 = λ(0)1 − 2i2
λ
(0)
2 = λ
(0)
1 − 3i2 , λ(2)2 = λ(0)1 − 4i2 , λ(1)2 = λ(0)1 − 5i2
Equivariant mirror map:
Zv → (1 + z0z1z2)2irZv , Zav → (1 + z0z1z2)2irZav (A.5)
Normalization of the 1-loop factor:
Z1l → (z0z1z2z0z1z2)−2ira
(0)
1 −ir
(
Γ(1− ir)
Γ(1 + ir)
)2
Z1l (A.6)
Partition function:
ZS
2,norm
2,1,3 =
1
1821
2
2
+
1
312
(
1
4
ln2(z0z0) +
1
2
ln(z0z0) ln(z1z1) +
1
2
ln(z0z0) ln(z2z2)
+
5
6
ln(z1z1) ln(z2z2) +
7
12
ln2(z1z1) +
7
12
ln2(z2z2)
)
− i 1
312
(
− 71 + 112
36
ln3(z1z1)− 111 + 72
36
ln3(z2z2)
− 51 + 72
12
ln2(z1z1) ln(z2z2)− 71 + 52
12
ln(z1z1) ln
2(z2z2)
)
− i 
312
(
9ζ(3)− 1
12
ln3(z0z0)− 1
4
ln2(z0z0) ln(z1z1)− 1
4
ln(z0z0) ln
2(z1z1)
− 1
4
ln2(z0z0) ln(z2z2)− 1
4
ln(z0z0) ln
2(z2z2)− 1
2
ln(z0z0) ln(z1z1) ln(z2z2)
+ 2(Li3(z1) + Li3(z2) + Li3(z1z2) + Li3(z0z1z2))
+ 2(Li3(z1) + Li3(z2) + Li3(z1z2) + Li3(z0z1z2))
− ln(z1z1)(Li2(z1) + Li2(z1))− ln(z2z2)(Li2(z2) + Li2(z2))
− ln(z1z2z1z2)(Li2(z1z2) + Li2(z1z2))
− ln(z0z1z2z0z1z2)(Li2(z0z1z2) + Li2(z0z1z2))
)
(A.7)
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Prepotential (after 1 → i1, 2 → i2):
F2,1,3 =
1
1821
2
2
− 1
312
(
1
4
ln2 z0 +
1
2
ln z0 ln z1 +
1
2
ln z0 ln z2
+
5
6
ln z1 ln z2 +
7
12
ln2 z1 +
7
12
ln2 z2
)
+
1
312
(
71 + 112
36
ln3 z1 +
111 + 72
36
ln3 z2
+
51 + 72
12
ln2 z1 ln z2 +
71 + 52
12
ln z1 ln
2 z2
)
+

312
(
1
12
ln3 z0 +
1
4
ln2 z0 ln z1 +
1
4
ln z0 ln
2 z1
− 1
4
ln2 z0 ln z2 − 1
4
ln z0 ln
2 z2 − 1
2
ln z0 ln z1 ln z2
)
+

312
(Li3(z1) + Li3(z2) + Li3(z1z2) + Li3(z0z1z2))
(A.8)
The N = 2 sector, p = 2
Let us now focus on p = 2. Consider the case in which ~N = (N0, N1) is required to sat-
isfy N0 + N1 = 2; the construction in [9] then forces us to the two possibilities ~N = (0, 2),
~k = (k − 1, k) or ~N = (2, 0), ~k = (k, k), corresponding respectively to fractional or integral
instanton number k0+k1
2
. We can compute the Gromov-Witten prepotential for small values of
k as we did for in the previous examples, the main difference being the absence of equivariant
mirror map; let us present here the final results.
• Case ~N = (0, 2), ~k = (0, 1)
Poles:
((•, •), ( 1 , •)) ⇐⇒ λ(1)1 = −ia(1)1 − i 2
((•, •), (•, 1 )) ⇐⇒ λ(1)1 = −ia(1)2 − i 2
Normalization of the 1-loop factor:
Z1l → (z1z1)−ir
a
(1)
1 +a
(1)
2
2
Γ(1− ir)
Γ(1 + ir)
Z1l (A.9)
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Partition function:
ZS
2,norm
(0,1),(0,2),2 =
2
(a
(1)
1 − a(1)2 )2 − 2
− 1
4
ln2(z1z1)
+ i
(
4ζ(3)− 1
12
ln3(z1z1) + 2(Li3(z1) + Li3(z1))− ln(z1z1)(Li2(z1) + Li2(z1))
)
(A.10)
Prepotential (after 1 → i1, 2 → i2, a(1)1 → ia(1)1 , a(1)2 → ia(1)2 ):
F(0,1),(0,2),2 =
2
2 − (a(1)1 − a(1)2 )2
− 1
4
ln2 z1 +

12
ln3 z1 + Li3(z1) (A.11)
• Case ~N = (2, 0), ~k = (1, 1)
Poles:
(( 0 1 , •), (•, •)) ⇐⇒ λ(0)1 = −ia(0)1 − i 2 , λ(1)1 = λ(0)1 − i1((
1
0
, •
)
, (•, •)
)
⇐⇒ λ(0)1 = −ia(0)1 − i 2 , λ(1)1 = λ(0)1 − i2
((•, 0 1 ), (•, •)) ⇐⇒ λ(0)1 = −ia(0)2 − i 2 , λ(1)1 = λ(0)1 − i1((
•, 1
0
)
, (•, •)
)
⇐⇒ λ(0)1 = −ia(0)2 − i 2 , λ(1)1 = λ(0)1 − i2
Normalization of the 1-loop factor:
Z1l → (z1z2z1z2)−ir
a
(0)
1 +a
(0)
2
2
(
Γ(1− ir)
Γ(1 + ir)
)2
Z1l (A.12)
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Partition function:
ZS
2,norm
(1,1),(2,0),2 =
1
212
2(
2 − (a(0)1 − a(0)2 )2
)
+
1
212
(
1
4
ln2(z0z0) +
1
2
ln(z0z0) ln(z1z1) +
1
4
ln2(z1z1)
)
+
1
2
(
2 − (a(0)1 − a(0)2 )2
) ln2(z1z1)
− i 
212
(
− 1
12
ln3(z0z0)− 1
4
ln2(z0z0) ln(z1z1)
− 1
4
ln(z0z0) ln
2(z1z1)− 1
12
ln3(z1z1) + 4ζ(3)
+ 2(Li3(z0z1) + Li3(z0z1))− ln(z0z1z0z1)(Li2(z0z1) + Li2(z0z1))
)
− i 2(
2 − (a(0)1 − a(0)2 )2
)(− 1
12
ln3(z1z1) + 4ζ(3) + 2(Li3(z1) + Li3(z1))
− ln(z1z1)(Li2(z1) + Li2(z1))
)
(A.13)
Prepotential (after 1 → i1, 2 → i2, a(0)1 → ia(0)1 , a(0)2 → ia(0)2 ):
F(1,1),(2,0),2 =
1
212
2(
2 − (a(0)1 − a(0)2 )2
) − 1
212
(
1
4
ln2 z0 +
1
2
ln z0 ln z1 +
1
4
ln2 z1
)
− 1
2
(
2 − (a(0)1 − a(0)2 )2
) ln2 z1
+

212
(
1
12
ln3 z0 +
1
4
ln2 z0 ln z1 +
1
4
ln z0 ln
2 z1 +
1
12
ln3 z1 + Li3(z0z1)
)
+
2(
2 − (a(0)1 − a(0)2 )2
)( 1
12
ln3 z1 + Li3(z1)
)
(A.14)
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