Abstract: Novel high-throughput (Deep) sequencing technologies have redefined the way genome sequencing is performed. They are able to produce millions of short sequences in a single experiment and with a much lower cost than previous methods. In this paper, we address the problem of efficiently mapping and classifying millions of short sequences to a reference genome, based on whether they occur exactly once in the genome or not, and by taking into consideration probability scores.
Introduction
The computational biology applications that have been developed for decades are strongly related to the technology that generates the data they consider. The algorithms, and the application parameters, are tuned in such a way that they abolished intrinsic limitations of the technology. As an example, the length of the data to be processed, or the quality/error rate that accompanies this data, are crucial elements that are considered for choosing the appropriate data structure for preprocessing, storing, analysing, and comparing sequences. Moreover, the way solutions are improved reflects both computer science and biotechnology advances.
Among the large number of equipment that produce data, the DNA sequencers play a central role. DNA sequencing is the generic term for all biochemical methods that determine the order of the nucleotide bases in a DNA sequence. It consists of obtaining (generally relatively short) fragments of a DNA sequence (typically less than a thousand bp -base pair). The Sanger sequencing method, presented by Sanger and Coulson (1975) , Sanger et al. (1977) , has been the workhorse technology for DNA sequencing for almost 30 years. It has been slowly replaced by technologies that used different coloured fluorescent dyes (Prober et al., 1987; Smith et al., 1986) , and polyacrylamide gels. Later, the gels were replaced by capillaries, increasing the length of individually obtained fragments from 450 bp to 850 bp. Despite the many technological advances, obtaining the complete sequence of a genome was carried out in very large dedicated 'sequencing factories'. These factories require hundreds of automated sequencers using highly automated pipelines.
Along the years, sophisticated algorithms have been developed for assembling whole genomes, from a simple bacterial genome (Fleischmann et al., 1995) , to the human genome (Celera Genomics, 2001 ). These algorithms were following the progress of the sequencing technologies, and were fully taking into account all the biases introduced by the equipment.
Very recent advances, based either on Sequencing-By-Synthesis (SBS) or on hybridisation and ligation, are producing millions of short reads overnight. Depending on the technology (454 Life Science, Solexa/Illumina or Polony Sequencing, to name a few), the size of the fragments can range from a dozen of base pairs to several hundreds.
These Deep sequencing technologies have the potential to assemble a bacterial genome during a single experiment and at a moderate cost (Hernandez et al., 2008) , and are aimed in sequencing DNA genomic sequences. One such technology, Pyrosequencing TM , massively parallelises the sequencing via microchip sensors and nanofluids, and it produces reads that are approximately 200 bp long, and may not improve beyond 300 bp in the near future (Sundquist et al., 2007) . In contrast, the technology developed by the Solexa/Illumina (Bennett, 2004) , generates millions of very short mate-pair reads ranging from 25 bp to 50 bp long, although in the near future this number will be increased to 75 (Warren et al., 2007; Hernandez et al., 2008) . The results of these new technologies mark the beginning of a new era of high-throughput short read sequencing that moves away form the traditional Sanger methods. The common denominator of these technologies is the fact that they are able to produce a massive amount of relatively short reads. Due to this massive amount of data generated by the above systems, efficient algorithms for mapping short sequences to a reference genome are in great demand.
Popular alignment programs like BLAST or BLAT are not successful because they focus on the alignment of fewer and longer sequences (Jiang and Wong, 2008) . Therefore these programs are not suitable to map the newly generated short sequences to genomes. A new thread of applications addressing the short sequence mapping problem has been developed recently. These applications include ELAND, SeqMap and SOAP, and are based on the pigeonhole principle, which entails the use of indexing and hashing techniques.
ELAND is the mapping algorithm developed as part of the Illumina pipeline. It is optimised to map very short reads of 20-32 bp ignoring additional bases when the reads are longer, whilst allowing at most two mismatches between the read and the genomic sequence (Smith et al., 2008) . SOAP (Li et al., 2008a) , supports multi-threaded parallel computing and allows up to two mismatches, or a gap of 1-3 bp without any other mismatch. SeqMap (Jiang and Wong, 2008) , allows up to five mixed mismatches and inserted/deleted nucleotides in mapping.
RMAP (Smith et al., 2008) and MAQ (Li et al., 2008b ) are ungapped mapping programs, which take read qualities, base position probabilities, and mate-pair information into account. Their strategies resemble the strategies developed by Ewing et al. (1998) , that entails an assignment of a quality score to each position of the reads. The quality score encodes the probability that the base identified at a position is either correctly positioned or not.
The last two applications show the necessity for a measure of accuracy concerning the mapping methods. Accuracy can be quantified in terms of sensitivity and specificity. Possible causes of limitations in the accuracy of these experiments include sequencing errors, variation between sample genome and the reference genome, as well as ambiguities caused by repeats in the reference genome (Smith et al., 2008) .
Therefore, the limitations of the equipment used, or the natural polymorphisms that can be observed between individual samples, can give rise to uncertain sequences. In uncertain sequences, in some positions more than one nucleotide can be incorrectly identified. There is referred to these sequences as degenerate or indeterminate sequences.
Degenerate string pattern matching has mainly been handled by bit mapping techniques (Baeza-Yates and Gonnet, 1992; Wu and Manber, 1992b) . These techniques have been used to find matches for a degenerate pattern in a string (Holub et al., 2008) , and the agrep utility (Wu and Manber, 1992a) , has been virtually one of the few practical algorithms available for degenerate pattern matching.
Very often, each position of a sequence is accompanied by probabilities of each base occurring in the specific position. In the case of the high-throughput experiments, these quality scores, which accompany the raw sequence data, describe the confidence of bases in each read (Smith et al., 2008) . The sequencing quality scores assign a probability to the four possible nucleotides for each sequenced base. Bases with low quality scores are more likely to be sequencing errors. These sequences, where the probability of every symbol's occurrence at every location is given, are called weighted sequences.
Weighted sequences are also used to represent relatively short sequences such as binding sites, as well as long sequences such as protein families profiles (Christodoulakis et al., 2006) . Additionally, they have been used to represent complete chromosome sequences that were obtained using the traditional method of whole-genome shotgun strategy.
In this paper, we address the problem of efficiently mapping and classifying millions of short degenerate and weighted sequences to a reference genome, based on whether they occur exactly once in the genome or not, and by taking into consideration probability scores. We are considering a reference genome, which is therefore unambiguous, and will be represented as a solid text. The short sequences we would like to map on that reference genome might contain ambiguities, as indicated by their quality score. In particular, we define and solve the Massive Exact and Approximate Pattern Matching problem for mapping short degenerate and weighted sequences, derived from Deep sequencing technologies, to a reference genome.
Our approach preprocesses the genomic sequence, based on the short reads length, by using word-level parallelism and sorting. We do not hash the short reads, but instead we convert each read to a unique arithmetic value, using 2-bits-per-base encoding of the DNA alphabet, and then use, the pigeonhole principle, binary search, and simple word-level operations for the mapping.
The rest of the paper is organised as follows. In Section 2, the basic definitions that are used throughout the paper are presented. Section 3 formally defines the problems solved in this paper. Sections 4 and 5 present the proposed algorithms for the exact and the approximate case, respectively. In Section 6, some experimental results are presented. Finally, we briefly conclude with some future proposals in Section 7.
Preliminaries
A string is a sequence of zero or more symbols from an alphabet Σ. In this work, we are considering the finite alphabet Σ for DN A sequences, where 
, where π i (q j ) is the occurrence probability of character q j at position i. A symbol q j occurs at position i of a weighted sequence s = s[1 . . . n] if and only if the probability of occurrence of symbol q j at position i is greater than zero, i.e.,
2 is a non-solid symbol, implying that base A occurs with probability 80% and C with probability 20%.
For two strings x and y, such that |x| = |y|, the Hamming distance δ H (x, y) is the number of places in which the two strings differ, i.e., have different characters. Formally
where
0, otherwise .
Problems definition
We denote the generated short reads as the set p 0 , p 1 , . . . , p r−1 , where r > 10 7 , and we call them patterns. The length of each pattern is currently, typically between 25 bp and 50 bp long. Without loss of generality, we denote the length of the patterns as . We assume that the data is derived from high quality sequencing methods and therefore we will consider patterns with at most µ = 3 non-solid symbols. We are given a genomic solid sequence t = t[1 . . . n], where n > 10 8 , and a positive threshold k ≥ 0.
We define the Massive Exact and Approximate Pattern Matching problem for mapping degenerate and weighted sequences to a reference genome, as follows. 
We mainly focus on the following classes of both problems:
Class 1: p i occurs in t exactly once.
Class 2: p i occurs with at most 1-mismatch in t.
Class 3: p i occurs with at most 2-mismatches in t.
The uniqueness of a mapped read guarantees an adequate placement on the sequence, and provides anchors that will be used for placing mate-pair reads, as well as other connected reads, as explored by Li et al. (2008b) .
Class 2 and Class 3 correspond to cases that the pattern either contains a sequencing error (quality score associated with read is indicating it), or a small difference between a mutant and the reference genome, as explored by Sultan et al. (2008) and Wang et al. (2008) .
Massive exact pattern matching
In this section, we solve the problem of Class 1. The focus is to find occurrences of pattern p i , for all 0 ≤ i < r, in text t = t [1 . . . n] . In particular, we are interested in whether p i occurs in t exactly once. In order for the procedure to be efficient we will make use of word-level parallelism by transforming each substring of length of t into a signature. We get the signature σ(x) of a string x, by transforming it to its binary equivalent using 2-bits-per-base encoding of the DNA alphabet, and storing its decimal value into a computer word.
Algorithm I
Our aim is to preprocess text t and create two lists Λ and Λ . Both lists hold elements of type (i, σ(z i )), where i represents the starting position of substring z i = t[i . . . i + − 1]. List Λ holds each duplicate substring of length of t, whereas list Λ holds each unique substring of length of t.
An outline of Algorithm I is as follows.
Step 1: We partition the text with the help of a window (sliding window mechanism), which size is , into a set of substrings z 1 , z 2 , . . . , z n− +1 , where z i = t[i . . . i + − 1], for all 1 ≤ i ≤ n − + 1. We compute the signature σ(z i ) of each substring z i , pack it into the couple (i, σ(z i )), and add the couple to a list L. Notice that, as soon as we compute σ(z 1 ), then each σ(z i ), for all 2 ≤ i ≤ n − + 1, can be obtained in constant time (using a 'shift'-type operation).
Step 2: We sort the list L based on the signature field σ(z i ), using a well-known sorting algorithm e.g., Quicksort (Cormen et al., 2001 ).
Step 3 is a unique substring and it is added to the list Λ .
Main
Step: Assume that we have a degenerate or weighted query
the Cartesian product. For each p is ∈ p i , 1 ≤ s ≤ |Σ| µ , we compute signature σ(p is ). In addition to that, if p i is a weighted pattern (Problem 2), we must check that j=1 π j (q j ) ≥ γ is satisfied. We can check whether p i occurs in t, exactly once, by using binary search, as follows.
If there exists only one
unique pattern, and the algorithm returns its starting position in t. Proof: In Step 1, we compute the signatures in O( /w n) time. In
If there exists one or more
Step 2, the time required for sorting the list L is O( /w n log n). In Step 3, creating the two lists Λ and Λ requires O( /w n) time. The main step runs in O( /w r|Σ| µ log n) time. Hence, asymptotically, the overall time is O( /w n log n + /w r|Σ| µ log n), which is O(n log n + r log n), in practice.
Notice that in the case that 2 > w, where w is equal to 32 or 64 in practice, our algorithm can easily be modified to store the signatures in 2 /w computer words.
Massive approximate pattern matching
In this section, we solve the problem of Class 2 and Class 3. The focus is to find occurrences of p i , for all 0 ≤ i < r, in text t = t[1 . . . n] with at most k-mismatches. In particular, we are interested whether p i occurs with at most 1-mismatch in t, for the problem of Class 2, or with at most 2-mismatches, for the problem of Class 3.
Algorithm II
Here, the idea of using the pigeonhole principle to split each signature into ν fragments is adopted. By requiring some of the ν fragments (instead of all of them) to be perfectly matched, the non-candidates can be filtered out very quickly (Jiang and Wong, 2008) . For example, to admit two mismatches (Class 2), a read can be splitted into four fragments. The two mismatches can exist in at most two of the fragments (at the same time). Then, if we try all six combinations of the two fragments as the seed, we can catch all hits with two mismatches (Li et al., 2008a) . 
We define the following operations:
• bitop (σ(x), σ(y)): It returns δ H (x, y) in constant time, given that |x| = |y| = α and 2α ≤ w, where w is the size of the computer word.
An outline of Algorithm II is as follows.
Step 1: We partition the text into a set of substrings z 1 , z 2 , . . . , z n− +1 , where
As soon as we compute σ(z 1 ), then each σ(z i ), for all 2 ≤ i ≤ n − + 1, can be retrieved in constant time (using 'shift'-type of operation).
Step 2: We sort the lists L j , for all 1 ≤ j ≤ ν, based on the signature field σ(z j i ), ensuring that, in a case that we swap elements, we preserve that prev 
Main
−k , and perform: 
Experimental results
In order to evaluate the correctness and efficiency of Algorithms I and II, we have mapped 1,872,404 Illumina 25 bp degenerate reads, taken from RNA-Seq experiments (Mortazavi et al., 2008) , to genomic sequences of various lengths of the mouse chromosome X, as well as to the whole chromosome sequence (166,650,296 bp), allowing at most 2-mismatches. Notice that, these sequences were obtained from a set of 31, 116, 663 Illumina 25 bp reads, such that for each degenerate read, 1 < µ ≤ 3, i.e., we have discarded all the reads with less than 1 and more than 3 'N's. Without loss of generality concerning the complexity of the algorithms, we assign the same probability of each base occurring in each non-solid position. The experimental results of Algorithms I and II are illustrated in Tables 1  and 2 , respectively. The presented experimental results are very promising concerning both, the efficiency of the proposed algorithms, and the sensitivity of our approach in terms of mapping. Algorithm I maps 16,769 out of 1,872,404 Illumina-Solexa 25 bp degenerate reads to the mouse chromosome X in 45 s, allowing no mismatches. Naturally, we expect the number of mapped reads to increase when allowing for a small number of mismatches. Algorithm II maps 554,532 out of 1,872,404 Illumina-Solexa 25 bp degenerate reads to the mouse chromosome X in 927 s, allowing at most 2-mismatches. The proposed algorithms were implemented in ANSI C language. The implementation is available at a website (http://www.dcs.kcl.ac.uk/pg/pississo/), which has been set up for maintaining the source code and the documentation. The programs accept FASTA format for the reference and the short reads. The experiments were conducted on a machine with 3 GHz Intel Xeon CPU and 16 GB memory, running 64-bit Linux operating system.
Discussion
In this paper, we have presented novel and efficient algorithms to tackle the data emerging from the new Deep sequencing technologies. The new technologies produce a huge number of very short sequences, and these sequences need to be classified, tagged and recognised as parts of a reference genome. The proposed algorithms can manipulate this data for Massive Exact and Approximate Pattern Matching of degenerate and weighted sequences to a reference genome.
We have presented Algorithm I for the exact matching. It runs in O(n log n + r log n) time, where n is the length of the genomic sequence, r is the number of patterns, and is the length of the patterns. In addition to that, we have presented an algorithm for the approximate matching. Algorithm II runs in O(νn log n + r ν ν−k log n) time, where ν is the number of equal length fragments into which each pattern is split, and k is the number of allowed mismatches. The presented experimental results are very promising, in terms of efficiency and sensitivity on mapping.
Algorithm I was presented by Antoniou et al. (2009b) , as part of the conference version of this paper. A variation of Algorithm I, for Massive Exact Pattern Matching of solid sequences to a reference genome, was implemented on a real dataset, and presented by Antoniou et al. (2009a) . A variation of Algorithm II, for Massive Approximate Pattern Matching of solid sequences to a reference genome, was implemented on a real dataset, and presented by Antoniou et al. (2010) .
Our immediate target is to build a software tool, which will be based on the presented algorithms, and will be used by the biologists for mapping short sequences to a reference genome. Due to the massive amount of data generated by the Deep sequencing technologies, parallelising the presented algorithms, with the use of the message-passing parallelism model, is potentially a further target worth investigating.
