Abstract. The present work aims at obtaining estimates for transformation operators for one-dimensional perturbed radial Schrödinger operators. It provides more details and suitable extensions to already existing results, that are needed in other recent contributions dealing with these kinds of operators.
Introduction
In general, transformation and transmutation for one dimensional Schrödinger or Sturm-Liouville operators on the whole or the half line have a long history due to their importance in inverse spectral theory, see e.g. where l ≥ − 1 2 and q should satisfy some further integrability conditions mentioned later. Operators of the form (1.1) appear naturally in higher dimensional models after a separation of variables, and therefore have received considerable attention (see, e.g., [3] , [4] , [5] , [13] , [14] , [15] , [18] , [19] , [23, Section 3.7] and [28] ). It's also worthwhile mentioning, that one field of recent research is concerned about proving dispersive estimates for the related Schrödinger equations, c.f. [9] , [10] , [16] and [17] . In many of these contributions the existence and precise estimates for transformation operators for H are crucial. There are some rather old publications available, that aim at proving these properties for H: [27] is concerned with transformation operators near 0, and [25] with the situation near ∞, cf. also [7, 11] . Unfortunately, we realized, that these results don't cover all the situations that are considered in the recent articles mentioned before; thus the aim of the present work is to fill this gap, i.e. to give full and detailed proofs and also to provide appropriate extensions. The work should also be seen as a useful tool to stimulate further research for topics that deal with Bessel operators of the form H. Now let us discuss the main theorems that we want to establish. By τ , τ l let us denote the differential symbols corresponding to H, H l respectively. We first focus on transformation near 0: The intention is to construct a transformation operator, that maps a solution φ l (k 2 , x), k 2 ∈ C + , of the equation
to a solution φ(k 2 , x) of τ φ(k 2 , x) = k 2 φ(k 2 , x), (1.3) such that the properties of φ l near x = 0 are preserved. Concerning the asymptotic behavior of these solutions φ l , we refer e.g. to [10, 16, Section 2] . We want to express this transformation operator as an integral operator and prove an estimate for it. To fix some notation, for any Lebesgue measurable set A ⊂ R + , L p (A, w(z)) denotes the usual weighted L p space with positive weight w(z). Furthermore, by p ′ we denote the corresponding dual index, i.e. |B(x, y)| ≤ (xy) 5) where 0 < α < 
hold, where 0 < α < −
An important conclusion of this theorem is, that the closer the parameter l is to − 1 2 , the more we need to restrict our assumptions on the potential q. Moreover, in the case l = − 1 2 , not even boundedness of q seems to be enough to guarantee the desired estimates. The proof of this result will be discussed in the first section. The aim of the second section is to verify a similar result near ∞, i.e. establishing the following theorem, where f (k, x), f l (k, x) denote the Jost solutions of the corresponding equations (1.2), (1.3) respectively, which satisfy f (k, x) ∼ e ikx as x → ∞(for details, again cf. [10, 16, Section 2]):
and let x < y < ∞ and 0 < β ≤ 1 2 . Then
where the so-called Marchenko kernel K : R 2 → R satisfies the following estimates:
Here we end up with a similar situation as in the case of Theorem 1.1: The bigger the parameter l, the more restrictive the assumptions on q need to be. The approach we use to obtain our results is in principle well known: first of all, one establishes a second order equation for the kernel, which can be solved using Riemann's method in combination with successive approximation. The crucial points are the estimates for the Riemann function and the iterates, which we improve at some points. Let us finish the introduction by briefly explaining the main novelties of this article: concerning the transformation operators near 0, we are able to generalize the previous results from [8, 7, 11, 27] , where only continuous potentials q ∈ C[0, L] were considered. Moreover we are able to fix some technical inconsistencies in the proofs of the estimates for B and provide further details to make the presentation more accessible. It should also be mentioned that in [11] , by using a different method, more general classes of potentials could be included, however, only existence of the transformation operators was established, without providing explicit estimates. For the transformation operators near ∞, the results in [25] only consider estimates for the case l > 0, which we generalize to − 1 2 ≤ l.
Transformation Operators near 0
As a starting point, we want to obtain an equation for the kernel B(x, y) on a finite interval 0 < y ≤ x ≤ L. To this end we assume first that B is C 2 (R 2 + ) and satisfies the estimates from Theorem 1.1, thus
We start by differentiating (1.4) twice with respect to x to obtain
On the other hand, using the facts that φ satisfies (1.3), φ l satisfies (1.2) and plugging in (1.4) for φ , we also get
Once more applying (1.2) and integrating by parts twice leads to
Now plugging (2.4) into (2.3) and setting (2.2) equal to (2.3) gives us the following identity for the kernel B(x, y):
Hence, in order to ensure that the right-hand side of (1.4) satisfies equation (1.3), it's sufficient that B solves the following problem:
The term can be assumed to be bounded(cf. Lemma 2.12). The next step is to bring (2.6)-(2.7) into a simpler form.
Let
A straightforward calculation yields the following equation for u(z, s): 9) whereas the boundary conditions (2.7) transform according to
To solve the equation (2.9)-(2.10), we will use Riemann's method, a well known approach to treat linear hyperbolic partial differential equations of second order in two independent variables. For further information and applications we refer to the huge amount of literature, e.g. [6] , [12] , [20] . Let us continue by introducing the following operator defined on C 2 (R 2 + ):
and its formal adjoint, which can be computed, using integration by parts, as
Next let 0 < η ≤ ξ ≤ L and 0 < ε < δ. We define the points 0 ′ , A, B, B ′ , B 1 , B 2 , B 3 , B 4 , C, C 1 , C 2 and P in the z-s-plane according to the following picture:
By G let us denote the region enclosed by the segment Γ := AP B0. If all the appearing functions are smooth enough and well defined on G, applying Green's Theorem leads to:
We will choose v such that the above formula simplifies. However, the problem is, that z = s and η = z might lead to singularities for our chosen v, so we have to be careful and continue as follows: we divide G into the parts AP B 3 B 2 C 2 and 0 ′ B 1 C 1 and investigate these regions separately, thus isolating the singularities at z = s and η = z, and afterward let ε and δ tend to 0. Let's begin with AP B 3 B 2 C 2 and apply Green's Theorem to get:
Now we further evaluate some of the appearing integrals using integration by parts:
(2.14)
To proceed, we introduce the Riemann-Green function v 1 as a solution to the following problem:
In [12] , [20] an explicit formula was computed:
The proof of this formula heavily relies on the connection between symmetry groups for certain PDEs and special functions. For further information on this topic we refer e.g. to [21] - [22] . To continue, employing (2.15) and (2.14) leads to:
Next let's focus on the region enclosed by 0 ′ B 1 C 1 . Similar considerations as before imply:
Using formula (2.16) for v 1 and the form of a second linearly independent solution to (A.3), we obtain a solution v 2 , defined in 0 ′ B 1 C 1 , to the following problem:
v 2 also has an explicit representation(cf. [20] for details):
Now if we introduce
and combine (2.17), (2.21) with the boundary condition (2.10), this implies
where
Before performing the limits ε and δ → 0 in (2.22), let us provide some auxiliary estimates for v. They have basically already been obtained in [19] , however, we will give a slightly more general version here and, for the reader's convenience, also repeat the main arguments:
by the following equations:
Then the functions v 1 and v 2 satisfy
Proof. The proof heavily relies on estimates for the hypergeometric function, collected in Appendix A. Let's denote the argument
of the hypergeometric function in (2.16) by σ 1 . We start by proving (2.26) . In this case we have that
is monotone decreasing and converges to 0, thus the series in (A.1)
is converging. For (2.27), we first consider the case l / ∈ N 0 . Noting that σ 1 ≤ −1 and employing (A.6) and (A.7), we end up with the following equation:
as a uniform bound. Therefore we can deduce:
In the case l ∈ N, the hypergeometric function reduces to a polynomial and thus the proof is easy. The proof of the remaining estimates (2.28)-(2.29) is similar.
We continue our investigation of formula (2.22) with the following lemma:
Proof. We integrate by parts to obtain:
Using that u ∈ C 2 (G), and thus ∂u ∂s (., s), u(., s) being locally Lipschitz continuous, we observe the following properties:
Inserting (2.32) into (2.31), we obtain the following expression for ∆ 1 :
Now we use (2.16), (2.20) and (A.6) to infer:
Thus we end up with
Finally we let ε → 0, so that one more integration by parts leads us to:
Since the integral expression disappears and by observing that
(here we again use the asymptotics for v 1 and v 2 and the fact that the log-terms cancel), the claim follows.
As a consequence, Lemma 2.2 leads to the following expression for (2.22), when we let ε → 0:
It remains to perform the limit δ → 0. In the next lemma this is done for ∆ 2 :
Proof. Here we only sketch the proof in a way such that the main argument should be clear. Let's first divide the integral into two parts:
and focus on the part ∆ 2,1 first. Each summand in this expression needs to be treated separately, however, since the calculations are similar, we will only focus on v 1 ∂u ∂z . Without loss of generality, we can also set ε = δ 2 , compute the integral along B 3 B 2 and then let δ → 0. An integration by parts gives:
Next we provide an estimate for ∂v1 ∂z along B 3 B 2 . A straightforward calculation using (A.2) gives:
and thus, since
the hypergeometric-function-terms appearing in (2.34) are bounded uniformly(cf. the calculations in Lemma 2.1 and Appendix A ), which results in
Consequently, in combination with (2.10) and the fact, that the length of B 3 B 2 is proportional to δ, we obtain: If we let δ tend to 0 and apply Lemma 2.3, the expression (2.33) provides us the following integral equation for u:
Now we want to show that under our assumptions from Theorem 1.1, this equation has indeed a solution. To do so we use the successive approximation method, which will lead to the subsequent result:
Theorem 2.4. Under the conditions on q stated in Theorem 1.1, there is a unique continuous function u(ξ, η) that solves (2.35) and satisfies
(2.36)
The constantC depends on l.
We intend to represent u as a series u = u 0 + ∞ n=1 u n , where the u n 's are defined recursively as follows:
The crucial point here is to find appropriate estimates for the iterates, such that the series that defines u converges. This will be done carefully in several steps. We start with the following lemma, which will act as a useful tool to estimate certain integral expressions: Lemma 2.5. Let γ > 1 and 0 ≤z ≤ 1. Then we have:
38)
where the constant C is independent from z.
Proof. We first use the transformation u = − log(z) to get
where Γ(a, z) denotes the incomplete Gamma function, cf. [ 
where in the last inequality we used that the local maximum of (− log(z))z 1 γ on [0, 1] is a multiple of γ.
In the next three lemmas we investigate the iterates u n and thus start with u 0 : Lemma 2.6. The following estimates hold:
where the constant C depends on l.
Proof. First we split the integral for u 0 into two parts:
and estimate each part separately. We then estimate the integrals from η to ξ and from 0 to η respectively and use (2.26)-(2.29) to further decompose it into three more parts:
where z 1 (0) and z 2 (0) are given via (2.25). To bound I 1 , we first note that
where we have used Hölder's inequality, the elementary estimate
for a ≥ b and the fact that (
In the case l = − 1 2 we proceed as follows:
The calculations for I 2 are similar, we just use
continue with I 3 , again in the case l > − 1 2 first:
where in the fourth step we used Hölder's inequality with indices
2α and p, in the fifth step we did a linear transformation inside the logarithmic integral, and in the penultimate step we applied Lemma 2.5. In the case l = − 1 2 , we have to make similar changes as for I 1 , namely the fourth step will read as follows:
, while the first integral can be further estimated:
, and now we can proceed as for I 1 . For I 4 in the case l > − 1 2 we can now deduce the following inequality:
To further estimate this expression, we need to distinguish cases. If (−l−1)p ′ +1 < 0, we get:
A similar reasoning in the case (−l − 1)p ′ + 1 > 0 yields the same result. One also has to treat the case (−l − 1)p ′ + 1 = 0, but we omit the details here. Since p ′ only depends on l, we will end up with a constant only depending on l. In the − 1 2 -case, with similar changes as in I 1 − I 3 , we get an additional factor z(0) 1 2p ′ . For the remaining part of this lemma, we will only focus on the computations in the case l > − 1 2 in order to avoid writing down the same changes all the time. Next, for I 5 we get:
It remains to look at I 6 , and with similar arguments as for I 3 , we obtain:
In the next lemma we are concerned with proving an inequality for u 1 :
Lemma 2.7. The following estimates hold:
The constantC depends on l and it may differ from C in Lemma 2.6.
Proof. Similarly as in Lemma 2.41, we split the corresponding integral:
Let us denoteC i := CC i , where C is the constant obtained in Lemma 2.41, and the C i 's again are taken from Lemma 2.1. Using the results from Lemma 2.1 and Lemma 2.6 we end up with: 12.5 to arrive at:
In the l = − 1 2 -case, we also only remark, that in the end one gets a factor (
From now on we restrict ourselves to provide details only for the case l > − and Hölder's inequality we infer:
We further estimate this expression by evaluating the inner integrals. After that, we use η − z 2 (s) = (ξ−η)(η−s) 2ξ−η−s and we group the remaining terms in an appropriate way:
The last expression immediately leads to:
We omit the details for J 5 and J 6 . Concerning J 6 , we only remark that we follow the same procedure as for J 3 , at one point though we have to use the estimate z 2 (s) ≥ s in order to get s as the lower bound of the inner integral.
The next lemma treats u n :
Lemma 2.8. The following estimates hold:
The constant is identical to the one obtained in Lemma 2.7.
Proof. We do a similar integral splitting as before, and, as an example, only provide details for the inequality for J n 3 . We will proceed inductively:
With an analogous reasoning as for J 3 , we obtain
We are now in the position to finish the proof of Theorem 2.4:
Proof of Theorem 2.4. Everything now follows from the Lemmas 2.1-2.8, since ∞ n=0 |u n | converges uniformly on compact sets.
We continue now with some remarks, which aim at relating previously obtained results to this work: Remark 2.9. It has already been mentioned in [18, Appendix, Page 21] , that the estimates for u in [27] contain an error. Indeed, if they were true, we would have the inequality |B(x, x)| ≤ Cx 2−2ρ for any 0 ≤ ρ < 1, which is impossible for ρ < 1 2 due to 7) ), because not even a constant potential q(x) = 1 would satisfy the condition. In [18, Appendix] , the authors tried to give valid estimates for u, but it seems there is also a small inconsistency in the estimate for I 4 (more precisely, it was not clear to the author, how to obtain the first inequality for this quantity). That's the main reason, why we have been very careful in the proof of Theorem 2.4 and also provided many details regarding the technical estimates. Moreover, in the case l > − 2 . This proves Theorem 1.1.
Transformation Operators near ∞
Completely analogous computations as in the beginning of the previous section lead to the following set of equations for the transformation operator K:
; t , where 0 ≤ t ≤ 1. In the case l = − 1 2 , by employing (A.4) we obtain
which immediately leads to (3.7). Moreover, in the case l = − 1 2 , using (A.5), we get 
For simplicity let us start with the case l > − 
Again we intend to apply successive approximation and setw = ∞ n=0w n , where thew n 's are defined recursively as follows:
In the case l = − To this end we need to find suitable estimates for the iterates w n , which is done in the subsequent lemma: Lemma 3.3. In the case l > − 1 2 , we have the following estimates for our iterates w n defined in (3.10):
and finally
n n! Proof. The estimate forw 0 (or w 0 resp.) follows immediately from (3.10) and (3.7). Let's proceed withw 1 : 
Minor modifications have to be made in the case l = − The arguments for the approximation procedure, that conclude the proof of Theorem 1.2, are now exactly the same as in the previous section. which will be useful in order to show absolute convergence of the series in (A.6). To conclude, we also need to mention that for integer values of a, the hypergeometric function reduces to a polynomial.
