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We consider two different methods of calculating the relevant average for the Nonequilibrium Partition
Identity (NPI), i.e.
〈
exp
[−Ω¯tt]〉, which result in two different values. At best only one of these will
accurately correspond to what is observed. In order to better understand the two outcomes we carry
out a detailed error analysis. This analysis is difficult due to the importance of extremely rare events in
forming the average, resulting in the necessity to go beyond linear approximations for the error estimates.
We begin by analysing the error in the fluctuation relation, and build upon this to estimate the errors
in the NPI average. At short durations the full ensemble average always gives the observed average (i.e.
the NPI holds). However, at very long durations, given a fixed amount of sampling, the observed average
is predicted by treating the probability distribution as a Dirac-delta function. At intermediate times,
neither corresponds to the observed average. This has profound implications for nonequilibrium work
relations, as first introduced by Jarzynski.
Keywords: fluctuation theorem; nonequilibrium; molecular dynamics; asymmetric data; uncertainties;
nonequilibrium partition identity; integral fluctuation theorems
1. Introduction
Over the past couple of decades we have gone from knowing very few exact results in nonequilibrium
statistical mechanics, to the current status where we know a number of exact relations that are
valid for systems of arbitrary size, arbitrarily near or far from equilibrium [1–9]. These include
fluctuation relations, summing rules (i.e. exact results about the values of the ensemble averages of
quantities involving nonequilibrium path integrals), the dissipation theorem of nonlinear response
theory [7] and a number of equilibrium relaxation theorems, e.g. [9, 10]. Obviously these results,
which place new constraints on what can occur far from equilibrium, may require us to revise our
view point in certain cases. An relevant example, is the behaviour of the so called dissipative flux
when a transient state, driven by a constant field, is observed for a long enough that the system
can be accurately modelled as a steady state. Consideration along these lines leads us directly to
an interesting and challenging problem about the behaviour of the summing rule given a finite
amount of sampling. First however, we must consider the behaviour of the summing rule under a
full ensemble average.
Given an exact fluctuation relation there will be a summing rule that can be derived from it. For
the Crooks Fluctuation Theorem (CFT)[4, 11] there is the well known Jarzynski Equality summing
rule (JE)[12, 13] and for the Evans-Searles Transient Fluctuation Theorem (ESFT)[2] there is the
Nonequilibrium Partition Identity summing rule (NPI)[14]. If we express the former case (CFT &
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JE) in terms of the purely irreversible work, it then becomes mathematically the same as the NPI.
This summing rule places a constraint on the statistical fluctuations in the steady state. We need
to reconcile this with the established physical behaviour that the material must follow.
The transient Evans-Seales fluctuation theorem (ESFT) is one of the important exact results to
be obtained in non-equilibrium statistical mechanics. It gives the ratio of observing opposite values
for the time averaged dissipation function:
Pr(Ω¯t = A)
Pr(Ω¯t = −A) = exp[At], (1)
where t is the duration for which the time average is evaluated over, Ω¯t is given by a path integral
in the form of the time averaged dissipation function
Ω¯tt ≡ Ωt ≡
∫ t
0
dsΩ(s), (2)
where Ωt is defined in terms of the initial probability distribution, f(Γ, 0), (which is assumed to
be an even function of the momenta) as:
Ωt ≡ ln
[
f(Γ(0), 0)
f(Γ(t), 0)
]
−
∫ t
0
dsΛ(Γ(s)). (3)
In this equation Γ(p,q) is the phase space vector representing all the momenta and all the positions
of all the particles comprising the system, Γ(t) is the phase space vector at time t as evolved to
by the equations of motion starting from Γ(0) at time 0, f(Γ, t) is the phase space density (the
ensemble probability function) at time t and Λ(Γ) = ∂Γ˙/∂Γ is the phase space expansion factor
given by the divergence of the equations of motion.
We can now obtain the NPI (the summing rule resulting from the ESFT) by integration of the
ESFT, ∫ ∞
−∞
dAPr(Ω¯t = A) exp[−At] =
∫ ∞
−∞
dAPr(Ω¯t = −A). (4)
Since the probability distribution Pr(Ω¯t = A) is normalised, we have the NPI〈
exp[−Ω¯tt]
〉
= 1. (5)
Let us now consider a specific example to illustrate the point. When we drive a system by a
constant, purely dissipative field and when the initial distribution function f(Γ, 0) is the equilibrium
distribution function, the dissipation function is very closely related to the dissipative flux, which
will be related to a material property of the system. Mathematically this is expressed as [15]
Ω(t) = −βJ(Γ(t))V Fe, (6)
where β = 1/(kBT ), kB is Boltzmann’s constant, T is the equilibrium temperature the system
will relax to if it is so allowed, V is the system volume and Fe is the dissipative field. We now
consider the case of planar Couette flow where the material property will be the viscosity, which
is a transport coefficient. The equations of motion for planar shear result in [16]
J(Γ)V Fe = Pxy(Γ)V γ˙ (7)
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where Pxy is the xy element of the pressure tensor, or the negative of the shear stress, and γ˙ is the
strain rate. In the steady state the nonlinear viscosity is given by
η(γ˙) = −〈Pxy〉
γ˙
(8)
and in the limit where the shear rate goes to zero this gives us the Newtonian shear viscosity. It is
now a simple matter to relate the dissipation function, as it appears in the NPI, to the viscosity,
i.e.
η(γ˙) =
kBT
V γ˙2
lim
t→∞
〈
Ω¯t
〉
. (9)
Now we are in a position to see how our expectations regarding the material properties with regard
to the viscosity must be interpreted in a way that satisfies the NPI, as promised above. Given large
enough values for t and Np, the number of particles, the standard deviation for the time average Ω¯t
will scale as
√
Np/t . So in the limit of infinite time we expect that its standard deviation should
approach zero and the distribution function should be accurately represented by a Dirac-delta
distribution. The mean value of this distribution is easily found by referring to Eq. (9) and given
in terms of the viscosity,
lim
t→∞
〈
Ω¯t
〉
= βV γ˙2η(γ˙). (10)
So we may now evaluate the NPI given this knowledge about the Dirac-delta distribution that
leads us directly to
〈
exp[−Ω¯tt]
〉
=
∫ ∞
−∞
dA δ(A− βV γ˙2η(γ˙)) exp[−At] = exp[−βV γ˙2η(γ˙)t], (11)
which clearly isn’t equal to the value of unity as required by the NPI. How do we reconcile this with
the NPI? The answer is straightforward. The derivation of the NPI relies on the fact that given a
finite likelihood of observing the value of Ω¯t = A there is also a finite likelihood of observing the
value of Ω¯t = −A as specified by the ESFT, Eq. (1), and that both of these paired values must
be summed. In fact the definition of the dissipation function, Eq. (3), requires that if f(Γ, 0) 6= 0,
f(MTΓ(t), 0) = f(Γ(t), 0) 6= 0, where MT is the time reversal mapping: MT (q, p) ≡ (q,−p). This is
known as the ergodic consistency condition. If it is violated the time integrated dissipation function
given in Eq. (3) is undefined. Assuming that the distribution function may be represented by a
Dirac-delta function violates ergodic consistency, and this leads to a result that is different to that
given by the full ensemble average.
We also need to distinguish two types of ergodic consistency. Is the system ergodically consistent
in principle or is the data that is accessible to us on any reasonable timescale of observation, ergod-
ically consistent? Although we may in principle be able to observe the antitrajectories, in practice
if the probablitity of observing these antitrajectories is negligible over any available timescale, al-
most any data set we can observe may violate ergodic consistency. Moving from the domain where
ergodic consistency in the data sets is satisfied to the regime where it is almost never satisfied
changes the way we have to model the experiment. In the former regime the NPI can be expected
to be satistfied while in the latter regime it will almost never be satisfied and instead the results
will be modelled using equations such as (11). The transition region between the two regimes will
be a main subject of investigation in this paper.
Despite the tremendous interest in these types of summing rules over the past 10-15 years
[5, 6, 17–30] there has been no analysis of the type to be undertaken here, showing in detail
3
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Figure 1. NPI calculated for an ensemble as the duration of the trajectory is increased.
how the errors due to rare events accumulate and even come to dominate the ensemble average.
Determining the magnitude of the uncertainty is inherently difficult because the distribution of
errors around the mean is not Gaussian and given enough duration they will be dominated by rare
events.
As a prelude we show the results for estimates of the NPI obtained from nonequilibrium molecular
dynamics simulations, Fig. 1. Here the process of colour conductivity rather than planar shear has
been used with a field strength of Fe = 2. For now the change of process is of no importance, none
the less it will be fully detailed later in the paper. There are a number of important features that
can be seen in this graph. Firstly the NPI works quite accurately up to a duration of approximately
t ≈ 1, where it can be seen to sum to its expected value of unity. The graph also has error bars
estimated from 10 separate block averages representing 2 standard errors. These error bars appear
quite reasonable up to a duration of around t = 1.5, but at longer durations the errors estimated
using the block averages are hopelessly inadequate.
In addition we can observe a strong serial correlation in this data as the duration t is varied, due
to trajectory segments starting from the same initial phase space points, Γ(0) being used for all
durations t shown in the figure. As the duration increases the rare events become not just rarer but
in compensation they each make a stronger contribution to the full ensemble average value of unity.
This combined with the serial correlation results in the NPI being significantly and consistently
underestimated at long enough durations, because the rare events due to the backward flow are so
rare that they have become completely unobservable. From a practical point of view the feature in
the graph of the estimates substantially underestimating the full ensemble average value of unity
is repeatable, resulting in the overly small error bars from the standard error analysis. It is also
interesting to note that when a data point happens to have a larger value for the average relative to
the neighbouring data points, the error bars are consistently larger for that point. This is due to the
increased sampling of rare events, which increase the inferred variance used to obtain the standard
error displayed in the figure. These are the general features that arise upon applying a limited
amount of serially correlated data to the summing rules that result from fluctuation relations.
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2. Using the Fluctuation Theorem to Estimate Uncertainties in the Frequency
Histogram
The NPI is a consequence of the ESFT, so understanding the statistical fluctuations in the ESFT
is a good place to begin before tackling the more difficult case of the NPI. As it turns out, we
can build upon the results from the analysis of ESFT in order to analyse the NPI. Demonstrating
the ESFT involves comparing the number of trajectories which have a dissipation function value
of Ω¯t = A ± δA to the number with the less likely value, Ω¯t = −A ± δA. Practically, we compare
these values by comparing the relative heights of the corresponding bins of a frequency histogram.
Often, the counts for the bins in the negative wing of the distribution will be dominated by noise.
The error in the ratio of frequencies will be most significant when the negative bin has far fewer
counts than the positive bin. To model the error in the bin height we need to know the expected
height, which can be determined by mapping the positive side of the distribution to the negative
side using the ESFT itself. This will result in a distribution that is as noisy as the positive side of
the original distribution. The expected value for each histogram bin is now given by
λ(A) =
{
exp[At]nm(−A) if A < 0
nm(A) if A ≥ 0,
(12)
where nm(A) is the measured frequency of the histogram bin for Ω¯t = A ± δA. In systems that
have an approximately Gaussian distribution of dissipation function values, we can estimate the
true height of the bin by replacing the distribution with a Gaussian for the purpose of calculating
the uncertainty. The mean of this distribution is set to the mean of the data. The variance of the
Gaussian distribution that satisfies the ESFT is twice the mean[31]. This would result in less noise
in each expected bin height. For the rest of the analysis we will consider the more general case
where a Gaussian approximation cannot be used.
3. Binomial Distribution
The binomial distribution gives the probability distribution for a biased coin toss experiment.
That is, for a process with a fixed probability of success, r, performed N times, the probability of
obtaining exactly k successes is given by the binomial distribution,
pk(r,N) =
(
N
k
)
rk(1− r)N−k. (13)
The height of each histogram bin in our system, n(A), can be described by a binomial distribution
where N is the total number of trajectories that have been simulated and r = λ(A)/N is the
probability of a trajectory falling within a particular histogram bin.
This distribution function is related to the frequency histogram used to demonstrate the ESFT
in the following way. There are a total of N trajectories computed, with the expectation value λ(A)
for the number of these trajectories found in the histogram bin A±δA. So the binomial distribution
gives the probability of observing a value of k trajectories falling in the histogram bin given by
A ± δA. Note that the binomial distribution Eq. (13) is skewed and asymmetric, particularly for
distributions with lower values for the average, λ.
To generate error bars from this distribution, which gives the probability of a given number of
events, we need to use the cumulative probability distribution, CDFk(r,N), where k is the highest
number of occurrences that the probability mass function is summed to.
To get error bars of certain confidence we can calculate the value of k required to give specific
5
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Figure 2. The binomial distribution function with a mean of 6 and N = 108 (squares), overlaid with its cumulative distribution
(triangles). The size of error bars which would cover at least 47.5% of the distribution on each side of the median are shown.
values of the CDF. For example, to include at least 95% of the distribution, the error bars would
span from the value of k = k0.025, the largest integer value satisfying CDFk0.025(λ) ≤ 0.025 to the
value of k = k0.975, the smallest integer value satisfying CDFk0.975(λ) ≥ 0.975. For the histogram
bin associated with the variable A (e.g. recall Eq. (12)), we can label the positive and negative
error bars as ∆pos(A) = k0.975(A)− λ(A) and ∆neg(A) = λ(A)− k0.025(A) respectively. In general
we have
∆pos(A) = k0.5+p/2(A)− λ(A) (14a)
∆neg(A) = λ(A)− k0.5−p/2(A), (14b)
where p is the proportion of the histogram to be included in the error bars, and the value of k is
determined using the CDF. These error bars may be asymmetric due the skew of the distribution.
An example of how these error bars are calculated can be seen in Figure 2.
The average number of occurrences in the histogram bin will be different for each bin, and so
will have a different corresponding binomial distribution. This means that the error bars will vary
with each bin, in both size and symmetry. The binomial distribution is more skewed for smaller
values of λ, resulting in relatively less symmetric error bars for less populated bins. We will only
consider histogram bins where the error bars do not overlap with zero, to avoid dividing by zero.
In these cases, the calculated error bars are roughly symmetric.
4. Numerical System
To illustrate the method we will use data from a model computational system. To generate a
nonequilibrium system we will apply a weak colour field to all the particles in the system[2], as
6
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mentioned previously in regard to Fig. (1). The equations of motion used are
q˙i =
pi
m
, (15a)
p˙i = Fi + ciFe − αpi, (15b)
where qi is the position of particle i, pi is the momenta, m is the particle mass, Fi is the interpar-
ticle force determined by the WCA potential[32], ci = (−1)i is the colour label and Fe= (Fex, 0)
is the colour field in the x direction with strength Fex. An isokinetic thermostat[16] is used,
α = (
∑Np
i Fi · pi +
∑Np
i ciFe · pi)/(
∑Np
i pi · pi). The system begins in an equilibrium canonical
distribution. This was generated with an equilibrium molecular dynamics simulation, with starting
points for the transient simulations taken every 2,000 time steps. This ensures the simulations are
statistically independent. Our simulation is carried out in reduced units. We use a two dimensional
system of 8 particles (Np=8) with a number density of ρ = Npσ
2/V = 0.6. The trajectory duration
is labelled t, with a time step length of 0.001. N = 9× 107 trials of the simulation were completed.
The histogram bin width was initially 0.003, and only bins which contained data are included. We
will initially use a field strength of 0.17 and a trajectory duration of 12. The form of the dissipation
function for this system is well known[15], and given by Ω(t) = βFex
∑Np
i=1 cix˙i(t).
5. Propagating Uncertainties to Demonstrate the Fluctuation Theorem
To demonstrate the fluctuation theorem we will take the approach of calculating the gradient of
the LHS against the RHS, for each pair of histogram bins. That is,
g =
1
At
ln
[
nm(A)
nm(−A)
]
. (16)
For the fluctuation theorem to be satisfied, we would expect g to have a value of unity for each
histogram bin. Using our example computational system g was calculated for each value of A,
shown in Figure 3. To calculate the total slope of the LHS of the fluctuation theorem against the
RHS, we can construct a weighed average of the gradient calculated for each pair of histogram
bins,
G =
∑h
i gi/
〈
∆g2i
〉∑h
i 1/
〈
∆g2i
〉 . (17)
Each point is weighted by the inverse variance, calculated from the variance of the binomial dis-
tribution for each histogram bin using the standard error propagation method,
〈
∆g2i
〉
=
〈
∂g
∂n(A)
〉2 〈
∆n(A)2
〉
+
〈
∂g
∂n(−A)
〉2 〈
∆n(−A)2〉
=
〈
∆n(A)2
〉
(A 〈n(A)〉)2 +
〈
∆n(−A)2〉
(A 〈n(−A)〉)2 (18)
The variance of the binomial distribution is given by
〈
∆n(A)2
〉
= λ(A)(1− λ(A)/N), giving us
〈
∆g2i
〉
=
1
A2
[
1
λ(A)
+
1
λ(−A) −
2
N
]
. (19)
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Figure 3. Gradient calculated form each pair of bins, given by Eq. (16). The histogram of dissipation function values was taken
from the example computational system.
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Figure 4. Inverse of the smoothed variance of each point, calculated from the binomial distribution describing each histogram
bin’s height in Eq. (19).
To weight each point we will smooth the calculated variance, so that each variance is replaced
by the average of itself with 2 data points on each side. The inverse of this calculated variance is
shown for each pair of histogram bins in Figure 4. Points close to the origin receive a low weight
because small fluctuations in their value have a large effect on the slope. Points in the wings of the
distribution have a low weight because of the large variance in the histogram bin height relative
to their average height. The weighted average of the slope is plotted in Figure 5 as we increase the
number of histogram bins included in the average. The average quickly converges to its expected
value of unity as more data is added. While the calculated slopes for histogram bins in the wings
of the distribution are significantly noisier, this is not reflected in the final average because these
8
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Figure 5. Slope of the ES-FT calculated as a weighted average of slopes calculated from each pair of histogram bins, given by
Eq. (17). The average was calculated using all pairs of histogram bins up to the value of A given on the x-axis.
points have low weights.
Propagating the variance from the binomial distribution into the variance for g does not take into
account the asymmetry in the initial distribution for each bin height, or any asymmetry due to the
small size of the histogram bin height relative to the expected range in this height in the bins near
the wings of the distribution. To account for this, we can calculate the largest and smallest possible
values for g given that the height of each histogram bin is determined by a specific proportion of
the binomial distribution in Eq. (14).
∆g+(A) =
1
A
ln
[
n(A) + ∆pos(A)
n(−A)−∆neg(−A)
]
− 1, (20a)
∆g−(A) = 1− 1
A
ln
[
n(A)−∆neg(A)
n(−A) + ∆pos(−A)
]
. (20b)
In doing this we have not assumed that the errors are small enough to be accurately approximated
as linear, as was done in Eq. (18). This range of possible values for g is plotted in Figure 6 for each
pair of histogram bins in our example system. We can see that for large values of A the range is
asymmetric. That is, the slope can land further from the expected value of unity on the positive
side than on the negative side. We can propagate these asymmetric ranges to the weighed average
of the slope, G, using the standard error propagating method, but applying it separately to the
positive and negative range.
∆G+ =
√√√√ h∑
i
(
∂G
∂gi
)2
∆2gi+ =
√∑h
i ∆
2
gi+/
〈
∆g2i
〉2∑h
i 1/
〈
∆g2i
〉 , (21a)
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∆G− =
√√√√ h∑
i
(
∂G
∂gi
)2
∆2gi− =
√∑h
i ∆
2
gi−/
〈
∆g2i
〉2∑h
i 1/
〈
∆g2i
〉 . (21b)
This range of values is included in Figure 6. The range decreases as the accuracy of G increases
with increasing A. While the limits for g were asymmetric for the wings of the distribution, this
asymmetry is not observable in the limits for G because of the low weight of these points. The
errors given by Eqs. (21) again are assumed linear, but here the errors are (except for small values
of A) very small, so this approximation will be accurate.
6. NPI
As a first step towards extending this analysis to the NPI we will calculate the value of the NPI
for each pair of histogram bins. We can show using the ESFT that this is expected to have the
same value as the full NPI,〈
e−Ω¯tt
〉
A
=
exp[−At]n(A) + exp[At]n(−A)
n(A) + n(−A) (22)
=
exp[−At]Pr(A)N + exp[At]Pr(−A)N
n(A) + n(−A) (23)
=
N (Pr(−A) + Pr(A))
n(A) + n(−A) = 1. (24)
We calculated this in the same system as before, but with a field strength of Fex = 0.29, trajectory
duration of t = 18, N = 9×107 trials and histogram bin width of 0.004. This is plotted in Figure 7 as
crosses. The error bars are constructed by splitting the data into 9 sets and calculating the standard
error. For histogram bins close to the centre (small values of A), the NPI has a value within the
10
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error bars of unity, as expected. As the value of A increases the data becomes significantly noisier,
though the error bars still overlap with the value of unity. However, in the wings of the distribution
the NPI for a number of histogram bins drops to a value close to zero, with very small error bars.
This is very clear for values of A > 0.75. In these cases, the histogram bin corresponding to −A did
not record any trajectories, and we can see that the standard error analysis method has failed. It is
when these histogram bins make a significant contribution to the total NPI that its value appears
to be significantly different to unity, as seen in Figure 1.
The measured pair NPI is given as
NPIp(A) =
exp[−At]nm(A) + exp[At]nm(−A)
nm(A) + nm(−A) . (25)
We can now calculate the expected range for each pair NPI by linearising Eq. (25) and propagating
the variance from the initial binomial distributions for each histogram bin. This is the standard
error propagation method. If ∆NPIp(A) = NPIp(A)− 〈NPIp(A)〉 then to linear order
∆NPIp(A) = ∆n(A)
〈
∂NPIp(A)
∂n(A)
〉
+ ∆n(−A)
〈
∂NPIp(A)
∂n(−A)
〉
, (26)
= ∆n(A)
[
exp[−At]
λ(A) + λ(−A) −
exp[−At]λ(A)
(λ(A) + λ(−A))2 −
exp[At]λ(−A)
(λ(A) + λ(−A))2
]
(27)
+ ∆n(−A)
[
exp[At]
λ(A) + λ(−A) −
exp[At]λ(−A)
(λ(A) + λ(−A))2 −
exp[−At]λ(A)
(λ(A) + λ(−A))2
]
. (28)
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Using the ESFT,
∆NPIp(A) = ∆n(A)
[
exp[−At]
λ(A) + λ(−A) −
λ(−A)
(λ(A) + λ(−A))2 −
λ(A)
(λ(A) + λ(−A))2
]
(29)
+ ∆n(−A)
[
exp[At]
λ(A) + λ(−A) −
λ(A)
(λ(A) + λ(−A))2 −
λ(−A)
(λ(A) + λ(−A))2
]
, (30)
= ∆n(A)
[
exp[−At]− 1
λ(A) + λ(−A)
]
+ ∆n(−A)
[
exp[At]− 1
λ(A) + λ(−A)
]
. (31)
Since each histogram bin is statistically independent,
〈
∆NPIp(A)
2
〉
=
〈
∆n(A)2
〉( (exp[−At]− 1)2
(λ(A) + λ(−At))2
)
+
〈
∆n(−A)2〉( (exp[At]− 1)2
(λ(A) + λ(−A))2
)
. (32)
This variance is used to calculate a range of two standard deviations around the expected value of
the pair NPI, and is included in Figure 7. These limits show the increase in uncertainty as the value
of A increases, and continues to increase after the error calculated using simple block averaging
becomes unreliable.
We can also calculate the upper and lower limit for the pair NPI by using the extreme values
for each histogram bin, with the limits that include 95% of the binomial distribution calculated
in Eq. (14).These limits are included in Figure 7 as solid red lines. These limits correctly predict
the increase in the noise of the pair NPI with A. The minimum possible value of the NPI of zero
is also reflected by these limits. However, in the wings of the distribution the upper limit drops
close to zero. This may be observed in the figure for all values of A that are larger than the value
of A = 0.85, where the discontinuous drop of the line occurs. This sudden drop towards zero is
because while the mean of the distribution describing the −A histogram bin, λ(−A), is still greater
than zero, our 95% interval of the binomial distribution only includes the value zero. So, the upper
and lower limits for the expected value of this histogram bin are both zero when the value A > 0.85.
Obviously if we chose the interval to be larger than 95% this discontinuous drop would occur at
a larger value of A. This mirrors what happens with the actual simulation data, where the pair
NPI goes to zero when A is larger than some critical value. If we sampled more data the value of
A where this occurs would also be larger. The exponential nature of the ESFT will mean that this
increase in the critical value of A is extremely gradual with increased sampling.
We now turn our attention to what happens upon computing the full NPI rather than the pair
NPI. To do this we have to sum up the pair NPI for each value of A as per,
〈
exp[−Ω¯tt]
〉
=
∫ ∞
0
dA
n(A) + n(−A)
N
〈
exp[−Ω¯tt]
〉
A
. (33)
The pair NPI is not accurately estimated when the value of |A| is too large and the value of n(−A)
becomes too small to get an accurate estimate. When the pair NPI with values |A| that are large
enough to suffer from this problem make a significant contribution to the full NPI, it will not be
accurately estimated. This happens when the duration time the NPI is estimated at becomes large
enough, and the larger the field Fe driving the system the earlier will be the duration at which this
occurs. At these sufficiently long durations the full NPI is consistently underestimated, as seen in
Figure 1.
We can measure the significance of each histogram bin in calculating the value of the NPI by
calculating the value of the integrand for that bin from Eq. (4), Pm(A) = exp[−At]Pr(Ω¯t = A).
The integrand is actually the mirror of the probability distribution, as follows from Eq. (1), i.e.
Pm(A) = Pr(−A), hence the subscript m for mirror.
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Figure 8. Integrand of the full NPI calculating shown for each histogram bin, labelled by At. Shown along side in red is the
standard deviation of each bin height divided by the mean of that histogram bin, labelled as the relative error. This is plotted
for the two trajectory durations, t = 1 on top and t = 4 below. Note: the dummy variable B is related to the previously used
dummy variable A as per B = At. The histogram bin width used is 0.02.
This is plotted in Figure 8 for each histogram bin. We have also included a measure of the error
in the calculated probability of each bin, the standard deviation of the bin height divided by the
average height. This represents the relative error for each value of A. This data is from the same
system as Figure 1, the colour conductivity system with a field strength of 2.0. The probability
of each histogram bin is given by Pr(Ω¯t = A) = λ(A)/N where λ(A) is determined using the
ESFT in Eq. (12). The standard deviation is the square root of the variance for each histogram bin
height, given by the binomial distribution, σ(A) =
√
λ(A)(1− λ(A)/N). Two trajectory durations
are included, t = 1, where the calculated value for the NPI is as close to unity as expected, and
t = 4 where the calculated value is far from unity. We can see that the most significant histogram
bins in the first case have a much lower relative error than the most significant histogram bins at
the latter time. This explains in detail why the NPI can be calculated in a numerical system for
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short times, but fails at later times.
We have seen that negative values of the dissipation function become less likely as the trajectory
length increases. We would expect the mean of Ω¯tt will scale with t, while the standard deviation
will scale with 1/
√
t. As such, at long time we can approximate the distribution of Ω¯tt with a
Dirac-delta distribution. Using this approximation the value of the NPI will be∫ ∞
−∞
dAδ
(
A− 〈Ω¯t〉) exp[−At] = exp [− 〈Ω¯t〉 t] . (34)
This means that given enough time the measured NPI will be related to a transport coefficient,
and in our case this will be the self-diffusion coefficient,
D =
Np − 1
Np
1
βρ
lim
t→∞ limFex→0
〈J(t)〉
Fex
, (35)
where
J(t) =
1
V
Np∑
i=1
cix˙i, (36)
so
〈J(t)〉 ≈ Ω¯t
βV Fex
. (37)
This approximation, Eq. (37), becomes very accurate for large enough values of t, for which the
system will certainly appear to be in a steady state. Assuming a Dirac-delta distribution for Ω¯tt,
we can calculate 〈J〉 from the NPI as
〈J(t)〉 ≈
− ln
〈
e−Ω¯tt
〉
βtV Fex
(38)
or calculate it directly as
〈J(t)〉 ≈ 1
t
〈∫ t
0
J(s)ds
〉
(39)
which will become increasingly accurate as the duration is increased. From these values of 〈J〉 we
can obtain a time dependent diffusion coefficient for each case, which is plotted in Figure 9. These
simulations use the same system as Figure 1 with a field strength of 2.0, but using an ensemble of
105 trajectories. We can see that as the trajectory duration increases, the value calculated from the
NPI asymptotically approaches the direct calculation, which has become constant, demonstrating
that the distribution of dissipation function values is approaching a Dirac-delta distribution. We
note that significantly longer trajectories are needed to see this convergent behaviour than were
necessary to see the NPI fail. Due to the large exponential functions being evaluated it was necessary
to use quadruple precision in the numerical evaluation.
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Figure 9. Long duration comparison between NPI derived diffusion coefficient, and the more directly obtained NEMD diffusion
coefficient.
7. Conclusions
We have considered the average,
〈
exp
[−Ω¯tt]〉, that needs to be calculated upon implementing the
NPI using computer simulations or experimental data. This average, which is taken over nonequi-
librium path integrals, has some very interesting properties from a sampling perspective. Firstly
we can prove that given an infinite amount of sampling it must come to a value of unity. But in
this paper we have investigated what happens given a finite amount of sampling. If we take a fixed
amount of sampling and extend the duration of the path integral, then the average tends towards
a value that is less than unity. This is because the average is composed of rare events which are
of particularly heavy weight. The longer the duration the rarer these events become, but in direct
compensation their weights increase. By analysing the statistical sampling errors we have been
able to demonstrate in detail how this happens and the effect it has on the average. As the time
is increased still further the average asymptotes towards a value which may be determined from
the relevant transport coefficient. This is due to the average value being accurately estimated upon
approximating the distribution as a Dirac-delta distribution. In doing so we ignore the rare events,
which are of crucial importance in obtaining the value of unity, consistent with the full ensemble
average. At long enough durations the chance of observing one of these extremely rare events, with
our finite amount of sampling, becomes completely improbable. Again, this improbability is exactly
compensated for by the contribution the rare events make to the full ensemble average. It is this
complete improbability that leads to the Dirac-delta distribution function giving the actual value
that is approached using a fixed amount of sampling. On the other hand if we chose some finite
duration, and then increased the number of independent trajectory segments that we sample, the
value of unity would be approached. This is because upon increasing the sampling enough, we will
eventually sample the rare events fully.
These findings are of great importance for the JE[12, 13], which is of the same mathematical
form. Upon attempting to make use of the JE using a finite amount of sampled data, using computer
simulations, or experiments, very similar behaviour will be observed. The error analysis developed
in this paper could be straightforwardly adopted to the JE if one uses the irreversible work, wir(t) =
w(t) −∆A, where w(t) is the ordinary work used in the JE and ∆A is the change in free energy.
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The JE is then given as
〈exp [−βwir(t)]〉 = 1. (40)
The fluctuation relation that corresponds to this is the CFT[4, 11]. The one key difference that
needs to be accounted for with this is that unlike the ESFT, the CFT needs to consider reverse
trajectory segments with reverse protocols which start from the final equilibrium. The ESFT only
considers the initial protocol and distribution, and exploits a symmetry between the forward and
reverse trajectory segments, that is usually not present when use is made of the CFT.
We dedicate this paper to the memory of our colleague, mentor and friend Ian Snook.
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