Introduction
Textual entailment is one of the new challenges in Natural Language Processing (NLP), that has been proposed in 2004 by Dagan and Glickman [1] . Textual Entailment is defined as the process of determining, given two text expressions, if the meaning of one expression of the text (Text) could be inferred from the second text expression (Hypothesis) [2] [3] . This inference could be employed in various applications that need to find if a sentence infer another, such as: Information Extraction (IE), Machine Translation Evaluation, Language Generation Tools, Automatic Summarization, Answer Validation, Text Mining, Paraphrases (PP) and Information Retrieval (IR) [2] [3] .
The Recognizing Textual Entailment (RTE) challenge, which has been announced in 2005, has encouraged researchers to develop and improve Textual Entailment systems. The Textual Entailment became the research problem for many studies and main discussion in several workshops and scientific meetings, such as: Semantic Text Processing Symposium, Joint Symposium on Semantic Processing (Textual Inference and Structures in Corpora) and many others [4] . RTE challenges have emphasized the need for further research in this field towards improving the accuracy of developed systems and applying Textual Entailment for other languages than English, such as Arabic. Compared with English language, Textual Entailment in Arabic language faces various challenges due to the features of Arabic language. One of these challenges is lexical ambiguity, which is the difficulty to process texts with missing diacritics. Table 1 is an example of lexical ambiguity in Arabic language, where the root Alema ‫)علم(‬ has seven surface forms in the presence of diacritics marks [5] . The table shows the word in Arabic, its transliteration according to BuckWalter transliteration [6] , each word Part of speech and its meaning in English. The second challenge is the syntactic flexibility of the Arabic sentences [5] , which is shown in the following example. The two sentences in this example have the same meaning, even they ordered differently.
Another challenge of Arabic language is its richness in synonyms, where more than one word surface may have the same meaning. Table 2 is an example of different words with the same meaning [7] . 
The proposed Textual Entailment system is based on using lexical and semantic matching between the Text and the Hypothesis. The lexical matching includes two steps: the first step is computing words overlap between the pairs of Text-Hypothesis. This step includes a semantic analysis approach that is based on synonyms matching. The second step is to apply the bigram match between both of Text and Hypothesis. According to the result of the two steps, the system will build its decision on each pair relation, whether it is "Entails" or "Not Entails". The system is tested on the Arabic Textual Entailment Dataset [8] . The dataset has been annotated for entailment judgment, either Entails or Not Entails [9] . Table 3 , represents examples of Textual Entailment in Arabic Language from this dataset. The evaluation of the system is measured based on the precision and recall of the system on the inference judgment. The rest of this paper is organized as follow: section two represents a literature review of current Textual Entailment techniques in both Arabic and English languages. Section three details the issues of Arabic language that make the Textual Entailment more challenging task. Section four discuss the used dataset for testing the system. Section five represents the architecture of the proposed system. In section six, results and evaluation are represented and finally the conclusion is discussed in section seven.
Related Work
Textual Entailment is defined by saying that the ability to infer if a sentence "Hypothesis" true or not by reading another sentence "Text" [10] . Textual entailment gained interest in Natural Language Processing (NLP) community as it could be adopted in different applications that apply NLP.
The RTE Challenges:
In 2005, Recognizing Textual Entailment (RTE) challenges have been organized for Textual Entailment systems competition. The participated systems must deal with pairs of various entailment reasoning levels (morphological, lexical, syntactic and Semantic) and pairs for different applications. The RTE challenges are considered the main source for Textual Entailment techniques, applications and datasets [11] . Table 4 summarize the growth of Textual Entailment dataset within the RTE challenges. The dataset of the challenges have been studied as it considered a target for different Textual Entailment application and research. The targeted applications in the first four challenges (RTE-1, RTE-2, RTE-3 and RTE-4) were Information Extraction, Information Retrieval, Summarization (SUM) and Question Answering (QA). The last three challenges were all about Summarization [12] . The dataset in this challenge contained 800 pairs of text-hypothesis, the set was splitted into training set and testing set, and then the dataset has been divided into 200 texthypothesis pairs for different applications [2] .
RTE-3
No major changes on the dataset [11] . RTE-4
The used dataset was similar to RTE-3. The different was that the dataset contained 1000 pairs of text-hypothesis instead of 800 and the "Text" was longer than the text in RTE-3 where the "Hypothesis" length was the same [11] .
RTE-5
The distinguish feature is that Textual Entailment judgment is done over a real corpus of Summarization scenario [14] . RTE-6
Saves the same features of RTE-5 [12] . RTE-7
Saves the same features of RTE-5 and RTE-6 [12] .
In the first two challenges, the task was to determine the relation for every pair of Text-Hypothesis, whether its Entails or Not Entails. RTE-3 has made discrimination about the dataset and included a subtask named" "Extending the Evaluation of Inferences from Texts", have been initiated to provide more precise information to distinguish unknown entailment from entailment. The subtask was as follow: the first was to enable judgment system to provide more precise information about the pairs of text, the decision includes: "YES" entails, "No" does not entail and the third is "UNKNOWN", this means that the text does not provide enough information to decide if it entails the hypothesis or not. In RTE-5 and RTE-6 a subtask was added to the previous task, where participated system should find every sentence in a document that entails a specific hypothesis. RTE-7 added a new subtask of finding new information within documents.
The used techniques for Textual Entailment in the RTE challenges were WordNet, word Knowledge, word overlap, logical inference, statistical lexical relation, and syntactic matching. Classification using Machine Learning (ML), PP, web-based statistics, N-gram and syntactic matching including entailment corpus acquisition and background Knowledge.
The accuracy (correctly judgment of entailment) was the main measure to evaluate the participated systems in RTE-2. The second task was to measure the confidence of entailment judgment, which has been measured by calculating precision of results. Those two measures have been used by many Textual Entailment applications to test their efficiency.
Related Work in Arabic Language
There are few number of published researches in Textual Entailment for Arabic language, which has motivated to work on this topic. The related work in Arabic language are either limited to use the same technique applied in case of English language [5] or they handle a very specific feature such as using Negation [15] . M. Alabbas in her paper [5] was the first to target Textual Entailment issue for Arabic language, the main focus of the research was to highlight the problems imposed by Arabic language regarding RTE. Also, the authors researched the applicability of existed Textual Entailment systems for the Arabic Language. The technique the authors used was matching Text-Hypothesis pairs using Tree Edit Distance (TED) algorithm. The results of the research were as follow: 1. Combining the output of multiple data-driven dependency parsers can produce more accurate results. 2. Combining the output of three different taggers can also produce more accurate results than either parser produces by itself. 3. These experiments of the research included that obtaining dependency trees from Arabic text is an inherently difficult task [5] . F. Al-khawaldeh focused in her paper [15] on the importance of contradiction classification in RTE systems, which must be included to provide more accurate entailment results, because contradiction might reverse the actual polarity of the sentence. Contradiction words are treated as Stop words and eliminated from the text in the preprocessing stage before the entailment judgment is done. The following example shows how eliminating such words will cause problems:
T: ‫الكتب‬ ‫قراءة‬ ‫أحب‬ ‫أنا‬ H: ‫الكتب‬ ‫قراءة‬ ‫احب‬ ‫ال‬ ‫انا‬ Removing the contradiction word Laa ‫,)ال(‬ if removed will cause wrong result as it will be considered ENTAIL. Solving the contradiction problem in Arabic language helped in improving the results accuracy in 
Related Work in English Language:
A lot of works were published in English language for Textual Entailment. These works cover different resources, such as: WordNet, Lexical and Semantic Matching.
Feng et al. [17] in their research have proposed a new method for lexical entailment measure, which is based on exploiting the information in the WordNet glosses, without dependence of the corpus [17] . Du et al. [18] uses lexical and semantic matching for Textual Entailment judgment. They adopt the word overlap technique at first for detection the entailment relation, and then the semantic information is also combined for this task by the use of WordNet which is a structured lexical knowledge base. The part-of-speech and named entity could give useful indication for entailment recognition and give additional attention to them [18] . Majumdar et al. [19] have developed a lexical based Textual Entailment system. The developed system is a simple lexical system that detects entailment based on word overlap between the Text and Hypothesis. The system is mainly designed to incorporate various kind of co-reference that occurs within a document and how they take an active part in the event of Text Entailment [19] .
Pakray et al. [20] proposed a hybrid system using lexical and syntactic features. A two-way Textual Entailment recognition system that uses lexical and syntactic features has been developed. The hybrid TE system is based on the Support Vector Machine that uses twenty three features for lexical similarity and the output tag from a rule based syntactic two-way TE system as another feature. The important lexical features that are used in the present system are: WordNet based unigram match, bigram match, stemming, longest common subsequence, skip-gram, named entity matching and lexical distance. In the syntactic TE system, the important features used are: subject-subject comparison, subject-verb comparison, object-verb comparison and cross subject-verb comparison. The hybrid system has been developed using the collection of RTE-2 test annotated set, RTE-3 development set and RTE-3 test gold set. Evaluation scores obtained on the RTE-4 test set (includes 1000 text-hypothesis pairs) shows 55.30% precision and 58.40% recall for YES decisions and 55.93% precision and 52.80% recall for NO decisions [20] . The motivation to work on this research is the prominence of Textual Entailment for many applications in NLP, specifically in Arabic language. Available solutions have limited results and there still many issues to consider.
Challenges of Textual Entailment in Arabic Language

Lexical ambiguity:
The Arabic language has a productive derivational morphology, where from a single root many forms could be derived. These derived words become confusable in case diacritics are missing [5] . The problem in ignoring the lexical role of the word in the sentence is that two different words (have the same form) will be marked as identical. Also, short vowels and some phonetically distinctive items could be omitted.
Syntactic ambiguity
The structural analysis of Arabic sentences could be a complicated task. First, Arabic language has a flexible syntactic order in its sentences, where the Verb (V), Subject (S), Object (O) might come in any of the following orders, under specific conditions: VSO, SVO, OVS and VOS. Also, in Arabic sentences the subject might be absent, which also cause problems as the verbs in Arabic might be intransitively or transitively [5] .
The Used Data Set
The used dataset in this research is ArbTEDS, which was built by Alabbas [8] , is available online with open access [21] . The dataset contains 618 pairs of TextHypothesis in various subjects, such as: sport, politics, business and general news. To build the corpus, the dataset has been collected automatically by writing queries to google using standard Google-API and extracting text expression that entail or do not entail the query. The collected Hypothesis in the corpus are headlines from Arabic websites of TV channels and newspapers, where the text is a sentence from the article itself. In order to ensure more accurate results and more reliable dataset for both training and testing the following steps have been done:  In order to avoid getting similar sentences, common words number between a Text and its corresponding Hypothesis should not exceed a specific threshold.  Small headlines are avoided by specifying the headline length is more than a predefined number of words [5] .

Headlines from one source have been matched with sentences from another source from the same story.
The Text is not chosen from the leading paragraph to avoid bias in the collected dataset [8] .
After collecting the pairs it annotated manually using an online annotation system, and to assure accuracy each pair is annotated by three different annotators. Unlike RTE challenges, this dataset wasn't built for specific application. The dataset is available in BuckWalter transliteration form. For experiments, 100 pairs of the dataset were selected randomly in order to test the system accuracy. For the purpose of evaluating the proposed approach, the selected sentences were preprocessed before applying the proposed Textual Entailment system. The preprocessing included the following:
1. Since the dataset was represented by transliteration and in order to increase the matching accuracy, reversed transliteration were conducted to present the words using Arabic alphabets. 2. Arabic language is a very rich language in morphology. So in order to improve the accuracy of system matching results, selected sentences were processed to extract their stems. For example, the singular and plural of the same word were transformed into their stem. The following pair represent an example where stem matching improve the overlap matching accuracy. The two words ‫اقيه"‬ ‫"س‬ and ‫اقين"‬ ‫"الس‬ are the same, and without applying stemming they will not be matched.
Textual Entailment Method
The Textual Entailment method, which has been built using Python language, is based on lexical and semantic matching. The method includes two phases: the first phase is to calculate words overlap between the Text and Hypothesis (number of similar words between them). The word overlap should be more than a specific threshold that was determined based on experiments.
Besides that words which are synonyms are considered similar and increase the word overlap value. The second phase is to calculate the bigram match between each pair of Text-Hypothesis, which also should be beyond a predefined threshold value. The detection system takes a pair of text-hypothesis as an input and the result of those both calculations, the system builds its decision, whether it is Entails or Not Entails.
The components of the proposed system is shown in figure 1 . After preprocessing, the pairs are processed by lexical matching component, this component will produce the final entailment decision, which is Entails or NotEntails.
The preprocessing of the input text consists of three steps: The first is the Name Entity Recognition, where name entities were specified in the dataset. Part of Speech (PoS) Tagging, which assigns a syntactic role for each token in the sentence. The used dataset has PoS assigned using both of MSTParser and Mada combined together, where both obtained an accuracy level of 81% after testing using the Penn Arabic TreeBank and recorded using CoNLL format. Finally, in the Stemming, the stem of each token is produced by removing prefixes, suffixes and infixes. The ISRI stemmer was used [22] , which could be added as a library to Python programming language. After that, the pairs are processed in the lexical and semantic matching system, which includes the following:
Removing Stop words: Stop words have been removed before calculating word overlap, which produced more accuracy results. However, according to [15] , stop words could play an important role in entailment decision, which might be incorporated in the system in future work. The semantic matching has been incorporated in the word overlap step, that if two words are synonyms this will increase the overlap value. The next pair is an example where synonyms matching increase the overlap value. The two words ‫"ابن"‬ and ‫"نجل"‬ are synonyms.
Text: "
‫اون‬ ‫جونغ‬ ‫كيم‬ , ‫كيم‬ ‫مالي‬ ‫الش‬ ‫الكوري‬ ‫للزعيم‬ ‫غر‬ ‫االص‬ ‫االبن‬ ‫ايل‬ ‫جونغ‬ , ‫آخر‬ ‫كدليل‬ ‫المحللون‬ ‫اليھا‬ ‫ينظر‬ ‫خطوة‬ ‫في‬ ‫ين‬ ‫للص‬ ‫زيارة‬ ‫يبدأ‬ ‫لو‬ ‫خلفا‬ ‫اختياره‬ ‫على‬ ‫الده‬ " Hypothesis: ‫الصين"‬ ‫يزور‬ ‫الشمالي‬ ‫الكوري‬ ‫الزعيم‬ ‫"نجل‬ Checking Bigram Matching: the final step in lexical matching was to apply the bigram match for entailment decision. The Hypothesis bigrams were matched with the text. In order to compute the bigram match, the measurement from [18] has been used, which is number of matched bigrams in the Hypothesis divided by number of all bigrams in the hypothesis.
Bigram Match = (Number of matched bigrams in both text and hypothesis /Number of bigrams in the hypothesis).
As in word overlap, the bigram match value should be larger than a specific threshold to determine the inference relation. The best threshold value has been determined according to experiments as well. Next pairs have a high value in bigram matching, where the following bigram expressions exist in both Text and Hypothesis: ‫المشدد"‬ ‫,"السجن‬ " ‫المشدد‬ 5 ", " 5 ‫سنوات‬ ", " ‫سنوات‬ ‫,"على‬ ‫وزير"‬ ‫,"على‬ ‫كان"‬ ‫اإلس‬ ‫,"وزير‬ ‫أحمد"‬ ‫ابق‬ ‫"الس‬ and " ‫أحمد‬ ‫."المغربي‬ 
System Evaluation
The system, which was built using Python language has been evaluated using precision and recall (equation 1 and 2 respectively), both are the main evaluating measures in the second RTE challenge. The developed system has been compared with the human judgment, where each pairs is annotated manually by three different annotators.
2
Evaluation scores that obtained by testing the system are as follow (shown in table 1 and 2): applying the system over 100 pairs (selected randomly from the dataset) result in precision and recall of 61%, 60% respectively for Entailst judgment. NotEntails Judgment scored 58%, 59% for both precision and recall. The overall precision and recall of the system is 59%. 
Conclusion and future work
Textual Entailment is recent research field that need further research and improvements, specifically in Arabic language which impose more challenging issues than other languages as English. This paper has proposed a basic lexical and semantic matching based on word overlap, synonyms match and bigram matching for finding Textual Entailment inference in Arabic language. The system result in 61% precision and recall on the selected pairs. The proposed system shows good entailment results for Arabic language. However, these scores could be improved by testing the applicability of the following measure: considering the PoS of word in the sentence as a discriminate value or giving higher scores for name entities, where [18] concluded that Name Entity, noun and verb play more important role in determining the inference relation between the text and the hypothesis, so they could be given a higher score when word overlap is calculated, which expected to result in better accuracy. 
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