Abstract. The Boros-Moll polynomials P m (a) arise in the evaluation of a quartic integral. It has been conjectured by Boros and Moll that these polynomials are infinitely log-concave. In this paper, we show that P m (a) is 2-log-concave for any m ≥ 2. Let d i (m) be the coefficient of a i in P m (a). We also show that the sequence {i(i+1)(d
Introduction
The objective of this paper is to prove the 2-log-concavity of the Boros-Moll polynomials. Recall that a sequence {a i } 0≤i≤n of real numbers is said to be unimodal if there exists an index 0 ≤ j ≤ n such that a 0 ≤ a 1 ≤ · · · ≤ a j−1 ≤ a j ≥ a j+1 ≥ · · · ≥ a n .
Set a −1 = 0 and a n+1 = 0. We say that {a i } 0≤i≤n is log-concave if
Boros and Moll [7] conjectured that the binomial coefficients n k are infinitely logconcave for any n. An generalization of this conjecture was given independently by Fisk [16] , McNamara and Sagan [19] , and Stanley, see [8] , which states that if a polynomial a 0 +a 1 x+· · ·+a n x n has only real zeros, then the polynomial b 0 +b 1 x+· · ·+b n x n also has only real zeros, where b i = a 2 i − a i−1 a i+1 . This conjecture has been proved by Brändén [8] . While Brändén's theorem does not directly apply to the Boros-Moll polynomials, the 2-log-concavity and 3-log-concavity can be recasted in terms of the real rootedness of certain polynomials derived from the Boros-Moll polynomials, as conjectured by Brändén. It is worth mentioning that McNamara and Sagan [19] conjectured that for fixed k, the q-Gaussian coefficients n k are infinitely q-log-concave. Chen, Wang and Yang [12] proved the strong q-log-concavity of the q-Narayana numbers N q (n, k) for fixed k, which turns out to be equivalent to the 2-fold q-log-concavity of the Gaussian coefficients.
Recall that Boros and Moll [3] [4] [5] [6] [7] 20] have studied the following quartic integral and have shown that for any a > −1 and any nonnegative integer m, Using Ramanujan's Master Theorem, Boros and Moll [6, 20] obtained the following formula for P m (a):
which implies that P m (a) is a polynomial in a with positive coefficients. Chen, Pang and Qu [10] gave a combinatorial argument to show that the double sum (1.2) can be reduced to the single sum (1. Many proofs of the above formula can be found in the survey of Amdeberhan and Moll [2] .
Many combinatorial properties of {d i (m)} 0≤i≤m have been studied. Boros and Moll [4] proved that the sequence {d i (m)} 0≤i≤m is unimodal and the maximum element appears in the middle. In other words,
They also established the unimodality by a different approach [5] . Moll [20] conjectured that the sequence {d i (m)} 0≤i≤m is log-concave. Kauers and Paule [17] proved this conjecture based on recurrence relations which were found by using a computer algebra approach. Chen, Pang and Qu [11] gave a combinatorial proof of the log-concavity of P m (a) by introducing the structure of partially 2-colored permutations. Chen and Gu [9] proved the reverse ultra log-concavity of the sequence {d i (m)} 0≤i≤m . Amdeberhan, Manna and Moll [1] studied the 2-adic valuation of an integer sequence and found a combinatorial interpretation of the valuations of the integer sequence which is related to the Boros-Moll sequences. Recently, Chen and Xia [13] showed that the sequence {d i (m)} 0≤i≤m satisfies the strongly ratio monotone property which implies the logconcavity and the spiral property. They [14] also confirmed a conjecture of Moll which says that {i(i + 1) (d
Boros and Moll [7] also made the following conjecture.
As shown by Boros and Moll [4] , in general, P m (a) are not polynomials with only real zeros. Thus the theorem of Brändén [8] does not apply to P m (a). Nevertheless, Brändén [8] made the following conjectures on the real rootedness of polynomials derived from P m (a). These conjectures imply the 2-log-concavity and the 3-log-concavity of the Boros-Moll polynomials.
Conjecture 1.2 (Brändén).
For each positive integer m, the polynomial
has only real zeros.
Conjecture 1.3 (Brändén).
has only real zeros. In another direction, Kauers and Paule [17] considered using the approach of recurrence relations to prove the 2-log-concavity of P m (a), and they indicated that there is little hope to make it work since the recurrence relations are too complicated.
Roughly speaking, the main idea of this paper is to find an intermediate function f (m, i) so that we can reduce quartic inequalities for the 2-log-concavity to quadratic inequalities. To be precise, the 2-log-concavity is stated as follows. Theorem 1.4. The Boros-Moll sequences are 2-log-concave, that is, for 1 ≤ i ≤ m−1,
Using this intermediate function, we can divide the 2-log-concavity into two quadratic inequalities, which are stated below.
As will be seen, the 2-log-concavity of P m (a) implies the log-concavity of a sequence considered by Moll [18, 21] .
Since log-concavity implies unimodality, the above property leads to another proof of Moll's minimum conjecture [21] for the sequence {i(i+1)(d
By comparing the first entry with the last entry, we deduce that this sequence attains its minimum at i = m which equals 2 −2m m(m+1) 2m m 2 . This conjecture was confirmed by Chen and Xia [14] by using a result of Chen and Gu [9] and the spiral property of the Boros-Moll sequences [13] . 
2)
and for 0 ≤ i ≤ m + 1,
These recurrences are derived by Kauers and Paule [17] . In fact, the relations (2.3) and (2.4) are derived independently by Moll [21] via the WZ-method [22] , and the other two relations (2.1) and (2.2) can be easily deduced from (2.3) and (2.4). Based on the four recurrence relations, Kauers and Paule [17] proved the following inequality from which the log-concavity of the Boros-Moll sequences can be deduced. 
Chen and Gu [9] showed that {i!d i (m)} 0≤i≤m is log-concave and the sequence {d i (m)} 0≤i≤m is reverse ultra log-concave. They established the following upper bound
Theorem 2.2. (Chen and Gu [9] ) Let m, i be integers and m ≥ 2. We have for
Theorems 2.1 and 2.2 are needed in the proofs of Theorems 1.5 and 1.6, and they are also needed to have a good guess of the intermediate function f (m, i). We start with an approximation of d
Recall that the following relation was proved by Chen and Gu [9] ,
This implies that
Using the recurrence relation (2.1), we find
(2.8) On the other hand, by Theorems 2.1 and 2.2, we get
It follows that
Substituting (2.9) into (2.8) yields
Combining (2.7) and (2.10), we deduce that
It turns out that the above expression is not an intermediate function that we are looking form. Naturally, we should try to make it a little bigger. The above expression gives a guideline for a suitable adjustment. Let us consider the shifts of the factors in the expression (2.11). After a few trials, we find that the function below serves the purpose as a desired intermediate function 12) which is the function f (m, i) as given by (1.7).
3 Proof of Theorem 1.5
In this section, we aim to give a proof of Theorem 1.5. The idea goes as follows. We wish to prove an equivalent form of Theorem 1.5, that is, the difference
is positive. As will be seen, in view of the recurrence relations of d i (m), (3.1) can be written as
where A(m, i), B(m, i) and C(m, i) are given by (3.4), (3.5) and (3.6). To confirm that the quadratic form (3.2) is positive, we consider the quadratic polynomial in
3)
It will be shown that A(m, i) < 0 for 1 ≤ i ≤ m. Moreover, we shall show that the above polynomial has distinct real roots x 1 and x 2 . Assume that x 1 < x 2 . If the relation
holds, then the quadratic polynomial (3.3) is positive.
To present the following theorem, we need some notation. Let
where D(m, i), E(m, i), F (m, i) and G(m, i) are given by
In order to prove Theorem 3.1, it is necessary to show that ∆ 1 (m, i) > 0.
Proof. In view of the definition (3.7) of ∆ 1 (m, i) and the fact that H(m, i) is positive, it suffices to show that G(m, i) > 0 for 1 ≤ i ≤ m−1. We consider three cases concerning the range of i. Case 1:
In this case, we have
and so G(m, i) > 0. Case 2:
Thus, for m ≥ 126,
. In this case, we have
It is easily checked that the right-hand side of (3.9) is positive for m ≥ 10. This completes the proof.
We are now ready to prove Theorem 3.1.
Proof of Theorem 3.1. We first consider the lower bound of
From the inequality (2.5) of Kauers and Paule [17] , we see that (3.10) is a consequence of the relation
Since A(m, i) < 0 for 1 ≤ i ≤ m, the inequality (3.11) can be rewritten as
To verify (3.12), we calculate the difference of the squares of both sides. It is easily checked that
where K(m, i) is given by
which is positive for 1 ≤ i ≤ m − 1. Hence, by Lemma 3.2, we obtain (3.12). This yields (3.10).
It remains to the consider the upper bound of
By Theorem 2.2 of Chen and Gu [9] , we see that (3.13) is a consequence of the following relation
Since A(m, i) < 0 for 1 ≤ i ≤ m − 1, (3.14) can be rewritten as
As before, we can check (3.15) by computing the difference of the squares of both sides. It is readily seen that 
17)
Applying the above recurrence relations, we find
It is easy to check that Theorem 1.5 holds for 2 ≤ m ≤ 125. By Theorem 3.1, we conclude that the difference (3.2) is positive for m ≥ 126 and 1 ≤ i ≤ m − 1. This completes the proof.
Proof of Theorem 1.6
This section is devoted to a proof of Theorem 1.6. The main steps can be described as follows. To prove the theorem, we wish to show that the difference
is positive for 1 ≤ i ≤ m − 1. By the recurrence relations of d i (m), the difference (4.1) can be restated as . In this case, we show that ∆ 2 (m, i) < 0.
Case 3: The following notation will be used in the statement of Theorem 4.1. Let 
Obviously, U(m, i) is positive for 1 ≤ i ≤ m − 1.
In Case 1, we obtain the following inequality. 
Proof. From the inequality (2.6) of Chen and Gu [9] , we see that (4.7) can be deduced from the following relation
To prove (4.8), let
Clearly, (4.8) can be restated as
where D 1 (m, i) is given by
. ) is positive, the inequality (4.9) follows from the inequality
which can be rewritten as
where E 1 (m, i) is given by
It can be seen that (4.11) is valid if E 1 (m, i) is positive and the following inequality holds,
Given the definition (4.12) of E 1 (m, i), it is easily checked that 14) where R 1 (m, i) and S 1 (m, i) are given by
Using the expression (4.7) of E 1 (m, i), we see that the positivity of E 1 (m, i) can be derived from the fact that S 1 (m, i) is negative for 1 ≤ i ≤ We now proceed to show that S 1 (m, i) is negative. For 15 ≤ m ≤ 728, the claim can be directly verified. Therefore, we may assume that m ≥ 729. By putting the terms of S 1 (m, i) into groups as given in (4.16), it is straightforward to see that the sum in every pair of parentheses in (4.16) is negative for 1 ≤ i ≤ Moreover, we can check that
which is negative when m ≥ 729. So we conclude that E 1 (m, i) > 0 for 1 ≤ i ≤ and m ≥ 2744. On the other hand, it can be checked that
This yields X(m, i) < −5m 25/3 + 69m 8 .
But the right-hand side of the above inequality is negative when m ≥ 2744. This completes the proof.
As will be seen, Theorems 4.2 and 4.3 have the same expression of the lower bound
. This expression will be needed in the proof of Theorem 1.6. It should be noted that for the case of Theorem 4.2, we shall show that this lower bound can be derived from the lower bound of Kauers and Paule [17] . Numerical evidence shows that the bound in Theorem 4.3 seems sharper than the bound of Kauers and Paule when i is large. However, we shall not make a rigorous comparison of these two bounds.
For Case 3, we have the following inequality. It should remarked that in this case ∆ 2 (m, i) can be either positive or negative, and there is no need to specify the range of i for which ∆ 2 (m, i) is positive. 
Proof. By the lower bound of d i (m + 1)/d i (m), as given in (2.5), we see that (4.18) can be obtained from the following relation 19) which can be rewritten as 
We first deal with inequality (4.21). It is easily checked that
,
Since the sum in every pair of parentheses in the above expression of P (m, i) is nonnegative for We still need to consider the inequality (4.22) . Clearly,
where G 1 (m, i) and H 1 (m, i) are given by
We see that G 1 (m, i) > 0 and H 1 (m, i) > 0 for 
For the clarity of presentation, we establish two lemmas for the proof of Theorem 4.4. First, we prove the positivity of ∆ 2 (m, i) . 
which is positive for m ≥ 133. This completes the proof.
The proof of Theorem 4.4 is by induction on m. The inductive argument requires an inequality concerning the desired lower bound. We present this inequality in Lemma 4.6, and we need the following notation. Let
where Y 5 (m, i) and Y 6 (m, i) are given by
Proof. Let us rewrite (4.24) as 
