The deconvolution, or cleaning, of radio interferometric images often involves computing model visibilities from a list of clean components, in order that the contribution from the model can be subtracted from the observed visibilities. This step is normally performed using a forward fast Fourier transform (FFT), followed by a 'degridding' step that interpolates over the uv plane to construct the model visibilities. An alternative approach is to calculate the model visibilities directly by summing over all the members of the clean component list, which is a more accurate method that can also be much slower. However, if the clean components are used to construct a model image on the surface of the celestial sphere then the model visibilities can be generated directly from the wavelet coefficients, and the sparsity of the model means that most of these coefficients are zero, and can be ignored. We have constructed a prototype imager that uses a spherical-wavelet representation of the model image to generate model visibilities during each major cycle, and find empirically that the execution time scales with the wavelet resolution level, J, as O(1.07 J ), and with the number of distinct clean components, N C , as O(N C ). The prototype organises the wavelet coefficients into a tree structure, and does not store or process the zero wavelet coefficients.
Introduction
The advent of the radio interferometer in astronomy opened a new high-resolution window on the universe, and the scale and ambition of astronomical interferometers continues to grow exponentially. The next generation of interferometers, such as the forthcoming Square Kilometre Array (SKA; Schilizzi et al. 2008; Dewdney et al. 2009 ), which is due to begin construction soon, and its precursors, MeerKAT (Jonas, 2009; Booth and Jonas, 2012) and ASKAP (Johnston et al., 2008) , which are currently being brought online, will require new innovations, algorithms and hardware capabilities in order to meet the huge demand for compute capability that they will present.
A radio interferometer measures the interference pattern produced by two or more apertures, and therefore samples the sky in the Fourier domain. To recover images from these visibilities is an entirely computational problem, and one which scales (depending upon which step is being performed) in proportion to the number of baselines between pairs of antennas, the size of the image required, or the length of the observation. The greatest computational expense when constructing images from radio data is arguably the cleaning, or deconvolution, stage. Since, in interferometry, coverage of the Fourier plane is always incomplete it follows that the synthesised beam of an interferometer is imperfect compared to that of a filled-aperture detector. Correcting for these imperfections is a slow process.
To 'clean' radio images we would normally invoke an iterative process of subtracting instances of the synthesised beam from our uncleaned, or dirty, image, and instead build up a clean component list or model image (Högbom, 1974) . The flowchart in Fig. 1 shows the construction of a component list from iterations of Högbom clean. Following this process of iterations we would then recalculate our visibilities based upon the model image, subtract these model visibilities from the observed visibilities, and generate a new dirty image which will be cleaned with a new set of deconvolution iterations.
Model visibilities can be calculated directly from the component list by summing the contribution from each component separately, or more commonly from the model image by using a forward fast Fourier transform (FFT), followed by an interpolation process known as degridding. The former scales in performance with the number of visibilities and the number of clean components, while the latter scales with the size of the image in the FFT stage, and the number of visibilities in the degridding stage. McEwen and Scaife (2008) developed a fast method to simulate visibilities which uses a wavelet representation over the surface of the celestial sphere. Their technique takes advantage of the sparse representation of the sky in the wavelet basis, and recognises that many of the coefficients are 
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Figure 1: A typically radio-imaging pipeline, demonstrating the gridding, FFT and cleaning (deconvolution) stages. The minor cycle stage performs a Högbom clean, in which the dirty image is cleaned down to some threshold and a model image is built up from the identified components. In the major-cycle stage, a two-dimensional FFT is applied to the model image to transform to the uv domain, and an interpolation algorithm calculates each model visibility. The model image and clean image can be built up gradually with each iteration of Högbom clean. zero or nearly zero. Their algorithm uses hard thresholding to determine which coefficients to retain and which to reject, set by defining a fixed proportion of coefficients to retain, and alternatively, by using an annealing strategy. The authors report that visibilities could be computed accurately when fewer than one per cent of the coefficients were retained.
When generating model visibilities from the model image using FFT and degridding steps we are using a tangent-plane approximation, which is only valid for small fields of view (FOV). As the FOV becomes larger, and the area of the sky within the image region encompasses more of the curvature of the celestial sphere, this approximation becomes less reliable. In contrast, a spherical representation of the model image, using wavelets or spherical harmonics, can be constructed over the whole of the sphere, and the visibilities can be generated with no reliance on a tangent-plane approximation, making a spherical representation ideal for reconstructing model visibilities for use in wide-field imaging deconvolution. The technique may therefore be of particular use to instruments designed for deep surveying of the sky, to which large FOVs are an essential requirement. McEwen and Scaife (2008) demonstrated that using a fast wavelet method is much more efficient at generating visibilities than using a spherical harmonic representation, so here we confine our discussion purely to the spherical wavelet method.
In this paper we have implemented the theory described by McEwen and Scaife (2008) , and constructed a full imaging propotype which uses a spherical-wavelet representation to compute visibilities during the major cycles of the cleaning stage. We describe in detail the way in which cleaning is normally performed in radio astronomy, and how spherical wavelets fit in to this process.
Radio imaging in astronomy

Overview
High-resolution radio imaging is generally obtained through the use of radio interferometers, which are arrays of radio antennas arranged in some configuration such that each pair discretely samples a unique Fourier component of the radio sky. Together, the correlated amplitude from each pair of antennae (the 'visibilities', V i ), and the u and v components of their baseline vector, form the two-dimensional Fourier transform of the sky image, I(l, m), where l and m are directional cosines on the sky. The full baseline vector (B i = [u i , v i , w i ], where u i , v i , w i ∈ R), includes the w term, and is orientated such that the w-axis points towards the phase position on the sky, and the u and v axes form the uv plane. The visibilities are related to the sky image by and for small fields of view, where 1 − l 2 − m 2 ≈ 1, this equation reduces to
i.e. a two-dimension Fourier transform of the sky image I(l, m), while for larger fields of view the components of the baseline vectors perpendicular to the uv plane (the w terms) require (see Cornwell et al. 2012; Pratley et al. 2018 ) that visibilities recovered through a Fourier transform are convolved with a 'wkernel', K j u,v , given by (and shown graphically in Fig. 2 ) This process is represented as a flow chart in Fig. 1 .
The cleaning algorithm
The basis of deconvolving the dirty beam from the sky image is an iterative algorithm called the CLEAN algorithm (or simply Högbom clean; Högbom, 1974) , and involves repeatedly identifying the pixel with the maximum value, C i , at position [l i , m i ] (where l i , m i ∈ Z) in the dirty image, and subtracting the dirty beam from that position, such that, for iteration n,
where g is the gain parameter, typically fixed to 0.1 or 0.2, and δ is the Dirac delta function; with each iteration the algorithm builds up a list of clean components and positions, C n and [l n , m n ], a model image
and a clean image
More advanced cleaning algorithms are built upon the Högbom clean, such as Clark clean (Clark, 1980) , and CottonSchwab clean (Schwab, 1984) . The latter introduces minor and major cycles, with the minor cycles provided by the iterations of the Högbom clean, and the major cycles, which are performed every time the minor-cycle stage reaches some cut-off threshold, described as follows: , are placed on the uv grid, and an inverse FFT is performed to generate a new dirty image.
Deconvolution using spherical wavelets
Background on wavelets
A wavelet series, such as the Haar wavelet (Haar, 1910) , is a representation of a function, F(t), in terms of an alternative basis or dictionary (hereafter we use the term basis for brevity). The basis is typically described in terms of a scaling function, φ, and a series of wavelet functions, ψ j , at scales j. These functions, together with their coefficients, can be used to reconstruct the original function F(t). In the explanation that follows, we restrict our discussion to the discrete wavelet transform, in which our original function, F(t) is sampled discretely at regular time intervals, which we denote F k .
The coefficients of the scaling and wavelet functions (denoted λ j,k and γ j,k respectively, for resolution j and index k) are calculated at multiple resolutions, such that at resolution j (where j ≥ 1) there are 2 j−1 scaling coefficients and 2 j−1 wavelet coefficients. At the highest resolution, j = J, the scaling coefficients of the Haar wavelet store the values of the discretely sampled function, i.e. λ J,k = F k , and at all resolutions j < J the scaling coefficients are calculated using
At the lowest resolution, j = 1, there is only one scaling coefficient, which stores the mean value of the function F k . The wavelet coefficients are defined only for resolutions j = 1 to j = J − 1, and store the differences between the scaling coefficients of adjacent resolutions, i.e.
The wavelet coefficients are more usually written
The complete wavelet transform is described by the scaling coefficient at resolution j = 1, i.e. λ 1,0 , and the wavelet coefficients at all levels, γ j,k .
Wavelets on the sphere
The Haar wavelet transform can be applied to twodimensional functions, such as images, as well as onedimensional time series. Extensions of Haar wavelets to the surface of a sphere (Tenorio et al., 1999; Barreiro et al., 2000; McEwen and Scaife, 2008; McEwen et al., 2011) rely upon hierarchical pixelation schemes. Following McEwen and Scaife (2008) we base our pixelation upon the healpix pixelation scheme 1 (Górski et al., 2005) , but for the purposes of the research in this paper choose to develop our own software rather than implement any third-party code.
Like healpix, our software divides the sphere into twelve equal-sized pixels at resolution j = 1, and at each higher resolution j + 1 we divide each pixel into four new, equal-sized pixels. This division into four new pixels with each increment in resolution, compared to two new pixels in Section 3.1, is simply a consequence of the Haar wavelets being extended from the one-dimensional case to the two-dimensional case. The number of pixels at resolution j, denoted N j , is therefore given by 12 × 4 j−1 . The Haar scaling function φ j,k (ŝ), and wavelets ψ m j,k (ŝ), are shown in Fig. 3 . To generate the scaling and wavelet coefficients we base our method upon the description in McEwen and Scaife (2008) , where the scaling coefficients, λ j,k , for resolution j and pixel k are defined as
1 http://healpix.jpl.nasa.gov 
where A j is the area of a single pixel at resolution j in steradians. At the most detailed resolution, j = J, the scaling coefficients are populated directly from the value of the spherical function at that position (see Fig. 4 ), i.e. λ J,k = F(ŝ k ), wherê s k is a unit vector pointing from the origin to the position of pixel k, and the coefficients for all levels j < J are computed recursively using Eqns. 9 and 10. Using these coefficients, full reconstruction of the original spherical function, F(ŝ), is possible using (from McEwen and Scaife 2008)
where N j is the number of pixels at resolution level j, φ j,k (ŝ) is the scaling function for pixel k at resolution j, J is the most detailed resolution used, and ψ m j,k is the wavelet of type m for pixel k at resolution j. However, for radio imaging as presented here inversion is not required as the original spherical function, F(ŝ), does not need to be recovered. Therefore, the scaling function, φ j,k , and wavelets, ψ m j,k , do not need to be computed explicitly.
Spherical wavelet measurement equation
During the major-cycle stage of Cotton-Schwab clean visibilities are normally recovered from the model image through the use of an FFT, followed by a de-gridding step, as described in Section 2.2. In doing so, some degree of accuracy is sacrificed while interpolating over the uv grid, when compared to calculating visibilities directly using Eqn. 1. One could generate visibilities directly from the component list without the need to correct for the w-terms, and without sacrificing accuracy, using a variation of Eqn. 1,
where N C is the number of distinct components identified during cleaning, B n = [u n , v n , w n ] is the baseline vector for visibility V n ,Ĉ 
where δ is the Dirac delta function, and the second spherical function represents the plane wave,
which is shown graphically in Fig. 5 for the wavelet resolu- Figure 5 : Scaling coefficients, η j,k (B), of the plane-wave function, F P (ŝ, B), for the first six resolution levels ( j = 1 to j = 6), shown over the whole unit two-sphere in Mollweide projection.
tion levels j = 1 to j = 6. The visibility equation becomes an integration over the whole unit two-sphere S 2 ,
where dΩ(ŝ) = sinθ dθ dφ. This integration can be expressed in wavelet form as a summation involving only the non-zero scaling and wavelet coefficients. The spherical equivalent of the model image, F I (ŝ), is constructed using a SIN projection of the clean components from the image plane to the surface of the sphere. 
It can be shown (see McEwen and Scaife, 2008 ) that the orthogonality of the scaling and wavelet functions for spherical Haar wavelets leads to an expression for the visibilities in terms of the scaling and wavelet coefficients, given by
Starting with the component list generated by Högbom clean, C i and [l i , m i ], the wavelet clean will construct the resolution- J scaling coefficients for the model image and the plane wave (λ J,k and η J,k (B) respectively), and recursively calculate the remaining coefficients λ j,k , γ m j,k , η j,k (B) and σ m j,k (B) for all resolutions j. Only one set of coefficients is calculated for the model image, but for the plane wave function, which is dependent upon the baseline vector, a separate set of coefficients must be generated for each visibility. A flow chart of the whole process is shown in Fig. 6 .
It is essential when reconstructing visibilities from the model image that the resolution of our wavelet representation is sufficiently high that no significant loss of astrometric precision occurs. Fig. 7 demonstrates the effect of setting the resolution parameter J too low, using a simulated measurement set based upon the Karl Jansky Very Large Array (JVLA) in 'C' configuration. Whereas the clean image constructed using resolution J = 9 shows a deep contrast between the seven point sources and the background noise, the clean images constructed using lower values of J show higher levels of background noise, and contain patches of negative flux density at the positions where the clean components have been placed in the spherical representation of the model image. These dark patches are seen to migrate towards the correct component positions as J is increased.
The angular size of each pixel on the sphere (given by ∆θ j ∼ A j = 4π/N j = 2 1− j π/3) should be no larger than the angular size of each pixel in the dirty image, and preferably the spherical representation of the model image should oversample the 2-D representation by a factor of two. Table 1 shows the best angular resolution that can be achieved with a variety of well-known radio telescopes and configurations, and the recommended wavelet resolutions.
The coordinate system
The preferred coordinate system for radio interferometric data, which we call the uvw coordinate system, is aligned such that the w-axis points at the phase position,P, the u-axis points east when the phase position is at its zenith, and the v-axis completes the cross product. The other coordinate used by our Figure 6 : The major cycles of the wavelet clean transfer the clean components onto the sphere, and generate a set of scaling and wavelet coefficients from which the model visibilities can be calculated. The clean components directly set the model-image scaling coefficients at resolution J (the most detailed resolution used), and the remainder of the model-image scaling and wavelet coefficients are calculated recursively for levels J − 1, J − 2, etc. A new set of plane-wave coefficients must be generated for each visibility.
Figure 7: Simulated measurement set with an arrangement of seven compact sources centred at the phase position of α = 12h, δ = 45 • , based upon radio antennae with Gaussian primary beams, arranged in the VLA-C configuration. The total observation time was 2 016 s, and all sources were set to a flux density of 1 Jy. The observation frequency was 10 MHz (unphysically low for the VLA, but chosen for a large field of view and low angular resolution), and the field of view 42 • 40 . The dirty image (top-left panel) was cleaned with 600 CLEAN iterations (minor cycles) over two major cycles, and the remaining panels show the clean images when the resolution parameter was increased from J = 1 to J = 9. Figure 8 : The scaling and wavelet coefficients are stored in a tree structure, with each node containing the coefficients for the model image and plane wave at resolution j, pixel k, as well as a pointer to up to four child nodes at resolution j + 1. Most of the pixels contain no clean components, so the plane wave and wavelet coefficients are not calculated for these branches.
software, which we call the xyz coordinate system, is aligned with the Earth's axis, such that the y-axis points to the north celestial pole (NCP; declination, δ = +90
• ), and the x-and zaxes define the plane of the equator, with the x-axis pointed at right ascension (RA) α = 6 hours and the z-axis pointed at RA α = 0 hours. The xyz coordinate system is used as an intermediate step when calculating the RA and declination of a position on the sphere.
The Euler matrices, R x , R y and R z , are used to perform rotations on the sphere, and the transformation from the uvw to the xyz coordinate system is given by
where α P and δ P are the RA and declination of the phase position.
The algorithm
The recommended wavelet resolutions provided in Table 1 require that the software is able to distinguish very large numbers of pixels on the sphere. For example, in L-band, the recommended resolution, J, is 20 for the JVLA (in A-configuration), 23 for e-MERLIN, and 26 for the European Very-long Baseline Interferometer Network (EVN), corresponding to 3.3 × 10 12 , 2.1 × 10 14 , and 5.4 × 10 16 unique pixels respectively. However, the number of clean components is usually no greater than a few thousand, and the number of unique image pixels amongst those components no larger than a few hundred. Therefore, the vast majority of pixels on the sphere will have zero values, and can be ignored when constructing the plane wave function and the scaling and wavelet coefficients.
We represent our coefficients in a tree structure, as shown in Fig. 8 , where each node contains the scaling and wavelet coefficients of pixel k at resolution j, and a pointer to up to four child nodes at resolution j + 1. A null pointer indicates that the child node, and all further nodes along this branch, are zero valued and can be ignored. The algorithms that work on these data, such as those that generate the plane wave and those that calculate the scaling and wavelet coefficients, work recursively, and starting from resolution j = 1 traverse the tree to find all non-zero nodes.
Before cleaning begins a cross-reference table is constructed that maps each image pixel [l, m] to a pixel k J on the sphere at the highest resolution level J. From the image pixel [l, m] we determine the position vector on the unit two-sphere, l, m, (1 − l 2 − m 2 ) , which is then transformed from the uvw coordinate system to the xyz coordinate system using the Euler rotation R uvw→xyz . It is then trivial to calculate the right ascension and declination, [α l,m , δ l,m ]. The mapping is performed recursively, starting by identifying in which of the twelve pixels at level j = 1 we find the spherical coordinate [α l,m , δ l,m ], and then recursively moving down the tree by looking at the child nodes. When a clean component, C i , is identified at position [l i , m i ], the tree structure is traversed from j = 1 upwards. The node ID at level J (denoted k J ) is known from the crossreference table, and the node ID at all lower levels is given by k j = k J >> 2(J − j), where >> denotes a bitwise shift to the right, i.e. an integer division by 2 2(J− j) . The nodes k 1 to k J are created, if they don't already exist, and the relevant pointers from parent to child nodes are set. When a new node is created at level J the plane-wave function at this position on the sphere is calculated immediately. We do not calculate the scaling or wavelet coefficients at levels j < J until all clean components have been found, and the full size of the tree is known.
3.6. Performance 3.6.1. Run-time scaling
The performance cost of the wavelet clean algorithm can be broken down into the steps of building the cross reference between the image pixels and the sphere pixels, generating the scaling and wavelet coefficients of the model image, generating the plane-wave function, generating the scaling and wavelet coefficients of the plane-wave function, and reconstructing the visibilities from the coefficients. The first two steps are performed only once per imaging run, and once per major cycle respectively, and therefore the major computational expense will be provided by the remaining steps, which must be performed once for every visibility.
Following Högbom clean, the N C distinct clean components, with values C i and image positions [l i , m i ], are cross referenced to positions on the sphere at resolution J, resulting in N C distinct clean components. The process of traversing the tree to generate the plane wave, computing the scaling and wavelet coefficients, and reconstructing the visibilities all scale as O( N C ), for each baseline.
In Fig. 9 we show the time taken, per major cycle, by the wavelet clean prototype to process each visibility in the same simulated measurement set used in Fig. 7 . In the left panel, the resolution, J, was varied between 12 and 25, and the algorithm performance was found empirically to scale exponentially as O(1.07 J ), such that an increase in resolution from J = 12 to J = 25 results in only a ∼2.4-times increase in execution time, and delivers a ∼8 200-times improvement in angular resolution. In the right panel, the number of minor cycles was adjusted such that the number of distinct clean components, N C , varied between 10 and 140, and the performance was found to scale as O( N C ).
Although generating the plane-wave function required using sine and cosine functions, this stage was responsible for only 5 per cent of the compute time demanded by each visibility. The dominant computational expense was the generation of the scaling and wavelet coefficients at resolution levels j = 1, ..., J − 1, which took 60 per cent of processing time. The process of reconstructing the visibilities accounts for the remaining 35 per cent.
A one-hour observation using the JVLA, with a dump time of one second, generates a total of 1.26 million visibilities. A suitable resolution for an L-band, A-configuration observation would be J = 20, and generating wavelet coefficients, and reconstructing visibilities, from such a data set would take 1 000 s, per major cycle, if 140 distinct clean components were found, or 146 s if only 15 distinct clean components were found.
Image quality
NGC 628 (M74) is a face-on spiral galaxy located at a distance of ∼7.3 Mpc (Sharina et al., 1996) . In Fig. 10 we reduce a 20 kilosecond (ks), 2.5 GHz S-band JVLA observation (in Dconfiguration) of NGC 628, using a cell size of 3.7 arcsec, and a total of 3 000 minor cycles (see Mulcahy et al. (2017) for a comprehensive discussion of this source and data set). The wavelet resolution was set to J = 18, giving 1.6 arcsec resolution on the sphere. The panels show the central 256 x 256 pixel regions of the dirty image (panel a), and clean images (using 20 000 iterations; panel b is cleaned with a conventional CLEAN algorithm, including degridding in the major-cycle stage, and panel c is cleaned with wavelet clean), along with the noise rms as measured in a 400 x 400 pixel region of the images that is free from bright sources.
For these images Wavelet clean produced a lower rms (24.41 µJy) compared to the algorithm using conventional cleaning (31.39 µJy), representing a 22 per cent reduction in noise. Since wavelet clean does not rely upon a flat-plane approximation of the sky when generating model visibilities it follows that the benefits to using this approach are expected to depend heavily upon the FOV of the image.
We have therefore constructed a simulated measurement set (see also Fig. 7 ) based upon the JVLA in 'C' configuration.
The data is a single channel and single polarisation observation of seven compact sources centred on the phase position α = 12h, δ = 45
• . We have used an unphysically low observation frequency of 10 MHz, and no primary beam pattern, in order that a large FOV can be tested (∼40
• ). Fig. 11 compares the dirty image (panel a), constructed over a 1024 x 1024 pixel grid using natural weighting and 64 wplanes, with the clean images produced by cleaning using a conventional CLEAN algorithm (panels b and c; the latter includes the w-kernel in the degridding stage, whereas the former has just the anti-aliasing kernel), and the clean image produced by wavelet clean (panel d, using J = 10). The root-mean-square (rms) noise, which is computed for each image from a region of 400 by 400 pixels at the bottom-left corner, was found to be 1.00 mJy for the wavelet-cleaned image (at J = 10), a factor of nearly 5x improvement over that of the image obtained using degridding (4.82 mJy).
Comparison with CASA
The Common Astronomy Software Application (CASA) 2 (McMullin et al., 2007 ) is a well-established tool for generating cleaned images from radio interferometric data. Combining gridding, fft, and cleaning into a single task, CASA is a benchmark against which the performance of wavelet clean can be assessed.
We hereafter use the term 'CASA clean' to represent the 'clean' method of the imager tool in CASA. We first use the 'defineimage' method to set the image size and cell size, and to use the multifrequency synthesis (mfs) mode. If w-projection is used then the parameters are set using the 'setoptions' method. Finally, cleaning is performed using the 'clean' method with the Cotton-Schwab algorithm, and a loop gain of 0.1.
In Fig. 12 we plot the rms noise of images from two datasets, each cleaned using CASA clean and wavelet clean, as a function of the number of minor cycles. The top panel shows the rms of the images of NGC 628 (see Fig. 10) , and the bottom panel shows the rms of the simulated wide-field data set from Fig. 11 .
NGC 628
For NGC 628 we used natural weighting and a wavelet resolution of J = 18 (1.6 arcsec angular resolution). The image sizes are 1024 by 1024 pixels in size, and the cell size is 3.7 arcsec per pixel. The rms was calculated from a 400 by 400 pixel region of the clean image in which no bright sources are found. The wavelet clean algorithm and CASA clean tasks were found to clean to a comparable level of noise (the rms is 23.5 µJy and 27.2 µJy respectively). We do not at this stage compare the respective run times of wavelet clean and CASA clean, except to note that the execution time of our current implementation of wavelet clean is considerably longer than that of CASA clean. Fig. 7 for description) , generated using 64 w-planes. b) Image cleaned with 700 CLEAN iterations over four major cycles using a conventional CLEAN algorithm that includes a forward FFT and degridding. For degridding we used only the anti-aliasing kernel, whereas both the anti-aliasing kernel and w-kernel (64 w-planes) were used during gridding. c) Image cleaned with 700 CLEAN iterations over four major cycles using a conventional degridding algorithm to calculate the model visibilities. We have used w-projection, with 64 w-planes, in both the forward and inverse directions. d) The same measurement set, cleaned with 580 CLEAN iterations over four major cycles, and using 64 w-planes while gridding and the wavelet clean algorithm in place of degridding. The rms of wavelet clean and CASA clean images, based upon the data for NGC 628, as a function of the number of CLEAN iterations. We used natural weighting, a cell size of 3.7 arcsec, and a wavelet resolution of J = 18. The dashed red lines represent CASA clean, and the solid blue lines wavelet clean. Bottom: The rms of wavelet clean and CASA clean images, based upon the same simulated wide-field data set shown in Fig. 11 . We used natural weighting, a cell size of 150 arcsec, and a wavelet resolution of J = 10. The number of w-planes used is indicated on the plot (for wavelet clean, wprojection was used in gridding only).
Simulated wide-field data
For the simulated wide-field data we constructed clean images that are 1024 by 1024 pixels in size, have angular sizes of 42 deg, 40 minutes along each axis, and a 150 arcsecond cell size. W-projection was used for both CASA clean and wavelet clean (gridding only), and the number of w-planes used is indicated on the plot next to each curve.
As the number of w-planes is increased the CASA cleaned images show a diminishing return in the improvement of the rms noise, ultimately levelling out at a similar noise level to that found in the wavelet cleaned images that used eight w-planes during gridding. When 64 w-planes were used for both wavelet clean and CASA clean we find the rms noise of wavelet clean images to be a factor of more than nine times lower than those of CASA clean images (359 µJy and 3.29 mJy respectively.)
Conclusions
Generating model visibilities directly from a component list is a more accurate, but potentially computationally expensive, means of cleaning radio images, when compared to the more traditional method of performing a forward FFT and degridding. Forthcoming radio interferometers, such as the Square Kilometer Array (SKA), will not only offer large fields of view, and require large images (thousands of megapixels), but also generate extremely large numbers of visibilities (a few million per second). Although generating model visibilities directly eliminates the need for a forward FFT during each major cycle, we instead must sum over all items in the component list, for each visibility. Consequently, this method may be more efficient in cases where the number of clean components is small, and the size of the image is large. In this paper we have described our prototype which builds a full-sky model image from the component list, and decomposes this image into spherical wavelet coefficients.
The sparsity of the model images generated during cleaning makes a wavelet method of simulating visibilities a feasible option, whereas computing those visibilities using the spherical harmonic method is slower, and scales poorly (McEwen and Scaife, 2008) . Our prototype exploits this sparsity by only storing the non-zero coefficients, and navigating these components efficiently using a tree structure that links parent nodes directly to their child nodes.
We find that the image fidelity of wavelet-clean images is better than that of images cleaned with CASA, and the improvement in quality is particularly noticeable when the image FOV is large. For our wide-field (∼42
• FOV) simulated dataset we observe a 8x improvement in the rms noise of the clean image (using the same number of w-planes whilst gridding), and a much smaller improvement of ∼9.5 per cent in an S-band JVLA observation of NGC 628 (without w-projection).
