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Abstract
The paper estimates the causal e⁄ect of trade liberalisation on aggre-
gate productivity through mechanisms related to ￿rm selection. The con-
struction of a bridge in 2000 across the ￿resund Strait linking Copenhagen
with Malm￿, Sweden￿ s third largest city, provided a natural experiment
with which to analyse this e⁄ect. A di⁄erence-in-di⁄erence methodology
is applied using both geographic and sectoral variation in how much the
bridge a⁄ected export patterns and productivity. Firms based in Malm￿
raise exports to Denmark substantially, mostly by ￿rms selecting into ex-
porting, and the aggregate productivity in Malm￿ increases. I ￿nd that
almost all of Malm￿￿ s productivity growth is due to the reallocation of
production from less productive to more productive ￿rms. When de-
composing the productivity gain, I ￿nd that these e¢ ciency gains come
mostly from the exit of the least productive ￿rms but also from ￿rms
with an above-average productivity that start to export and therefore ex-
pand their output share. The two largest sectors in Malm￿ are wholesale
trade and manufacturing. Exports by the wholesale sector in Malm￿ are
strongly a⁄ected by the bridge whereas those of manufacturing are not.
The productivity e⁄ects are also the strongest in the wholesale sector.
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support from the Jan Wallander￿ s and Tom Hedelius￿Foundation is gratefully acknowledged.
11 Introduction
Understanding the welfare e⁄ects of globalisation requires knowing how inter-
national trade a⁄ects aggregate productivity. This paper estimates the causal
e⁄ect from a speci￿c mechanism through which this can occur: the reallocation
of production among ￿rms that are heterogeneous in productivity levels. This
link is important to understand for two reasons. First, aggregate productivity
is crucial in determining an economy￿ s welfare since it is a main determinant of
real wages. Second, much recent empirical work has highlighted the substantial
heterogeneity in ￿rm characteristics in virtually all sectors and countries. The-
oretical work has built on this evidence and has shown how this heterogeneity
can play an important role in determining aggregate productivity in an open
economy.
Melitz (2003)1 argues that two processes raise aggregate productivity when
trade costs decrease: a) the output of non-exporters decreases due to foreign
competition, and b) existing exporters expand their output. Because exporters
are more productive than non-exporters, a decrease in trade costs reallocates
production from less productive to more productive ￿rms. Although ample
empirical evidence traces the static di⁄erences between exporters and non-
exporters, it has been more di¢ cult to test the causality of these links when
trade costs decrease. This stems from the di¢ culty in ￿nding exogenous reduc-
tions in trade costs. Trade agreements and trade liberalisation policy are rarely
determined in isolation from unobserved industry variables; moreover, trade
liberalisation is often associated with other types of economic liberalisation in
time.
This paper provides an analysis of how trade a⁄ects aggregate productivity
through ￿rm selection, using a truly exogenous change in trade costs. It exam-
ines the natural experiment arising from the 2000 construction of the ￿resund
bridge linking the Swedish city Malm￿ with the Danish capital Copenhagen.
1Other important theoretical contributions showing similar dynamics include Bernard,
Eaton, Jensen, and Kortum (2003) and Yeaple (2005).
2Data at the ￿rm level is available for all Swedish enterprises during the years
before and after construction, making it possible to study how dynamics at the
￿rm level drive aggregate variables. Before 2000, the ￿resund Strait separating
Sweden and Denmark could only be crossed by ferry or commuter passenger
boats; now, however, the trip can be made in 20 minutes by car or lorry. The
fall in trade costs caused by the bridge is exogenous for two main reasons. First,
its construction was decided six years prior to its completion and can therefore
not be related to temporary unobserved shocks in productivity. Second, ex-
cept for the fact that sectors depending on road transport bene￿t the most, a
bridge cannot intentionally be designed to favour trade in certain sectors more
than others (trade policy, for example, is often designed to protect vulnerable
and less competitive sectors). Moreover, macroeconomic policy and regulation
related to productivity, such as labour market and other industry regulation,
are relatively stable in Sweden and uniform across the country. This makes it
possible to compare Malm￿, which is situated right next to the bridgehead, with
the two other large cities, Stockholm and Gothenburg (located about 610 and
270 kilometers away).
I apply a di⁄erence-in-di⁄erence methodology using geographic and sectoral
variation. Exports to Denmark by ￿rms in Malm￿ increase by more than by
￿rms in other cities and the main sector that is a⁄ected is the wholesale industry;
manufacturing seems not to be a⁄ected (wholesale and manufacturing account
for about 70% of output in these cities). I ￿nd evidence of a causal e⁄ect of
trade liberalisation on aggregate productivity. The main mechanism that drives
aggregate productivity is the reallocation of production across existing ￿rms; the
e¢ ciency of allocation improves. More speci￿cally, the least productive ￿rms
exit and ￿rms with high productivity enter into exporting and therefore capture
a larger output share.
I begin by describing the previous literature and empirical issues involved
in estimating causal e⁄ects of international trade in Section 2. Section 3 de-
scribes the natural experiment and how it can be used to overcome many of the
3empirical problems discussed in Section 2. Section 4 presents the model, which
is based on Melitz (2003)2, and derives the main predictions from falling trade
costs according to the model. Section 5 describes my method for estimating
￿rm productivity. I use the semiparametric method from Levinsohn and Petrin
(2003) to ￿nd unbiased estimates of sector speci￿c production functions that
generate measures of total factor productivity for each ￿rm and year. Section 6
describes the data set and ￿nds that patterns of heterogeneity related to trade
and productivity observed in previous literature exist also in the Swedish data.
Section 7 describes my empirical method and the results. Section 8 concludes
the paper.
2 Previous literature
The literature on how trade drives aggregate productivity through ￿rm selection
originates in an empirical literature that has focused on how ￿rm characteris-
tics correlate with trade patterns. These results are by now ￿rmly established.
Bernard and Jensen (2004), Aw, Chen, and Roberts (2001) and Clerides, Lach,
and Tybout (1998) among others ￿nd that exporters are on average more pro-
ductive and larger than non-exporters3. Also, the e⁄ect of turnover of ￿rms (in
the sense of ￿rm entry and exit) on aggregate productivity growth is large as
shown in Foster, Haltiwanger, and Krizan (1998). They show that the simplify-
ing assumption that the economy consists of identical ￿rms disregards dynamics
related to ￿rm heterogeneity that a⁄ect aggregate productivity levels. It is also
shown in Bernard and Jensen (2005) that signi￿cant ￿xed costs are involved in
exporting, and that these are larger than ￿xed costs involved in entering the
￿rm￿ s domestic market. Roberts and Tybout (1997) estimates these costs for
Colombia and ￿nd them to be of substantial size. Finally, Helpman, Melitz, and
2My simplifying assumptions are from Helpman, Melitz, and Yeaple (2004) and consist
of using a homogenous sector that equalises wages across countries and parameterising the
probability distribution of productivity across ￿rms to a Pareto distribution.
3See Tybout (2003) for a survey and also Schank, Schnabel, and Wagner (2007) for a
literature overview on wage premia paid to workers in exporting ￿rms in a large set of countries.
4Rubinstein (2008) show that ￿rm heterogeneity are important also for under-
standing aggregate trade ￿ ows since the productivity distributions of ￿rms help
explaining bilateral trade links without any trade at all. Several papers have
built general equilibrium models incorporating these facts, such as Bernard,
Eaton, Jensen, and Kortum (2003), Yeaple (2005) and Melitz (2003). The com-
mon feature used for this analysis is that they build on ￿rm selection as the
driving channel for how trade a⁄ects aggregate productivity. What this litera-
ture shows is that ￿rm heterogeneity in productivity is of substantial size, that
certain patterns relating to trade hold across countries and that it is important
to incorporate ￿rm heterogeneity to explain trade patterns and the evolution of
aggregate productivity.
There have been previous studies on how trade liberalisation a⁄ects pro-
ductivity through the reallocation of production. Pavcnik (2002) estimates the
e⁄ect of trade liberalisation in Chile in the 1970s. During this period, Chile
liberalised its trade regulation dramatically and she ￿nds strong e⁄ects on real-
location of production across ￿rms in import-competing sectors. Also, Loecker
and Konings (2006) ￿nd similar results for Slovenia in the 1990s, where the
main drivers are job destruction at state ￿rms and reallocation of employment
to private ￿rms. Tre￿ er (2004) estimates the e⁄ect of the Free Trade Agreement
(FTA) between the United States and Canada. This paper has many advan-
tages. Industry in all of Canada was a⁄ected by the FTA and the cut in tari⁄
levels was substantial. However, I argue that my experiment builds on a fall in
trade costs that was more exogenous in nature than in the papers mentioned
here. I will outline my argument in the following passages.
Empirical research on the e⁄ect of a trade liberalisation is often susceptible
to a problem of endogeneity. The decision to reduce tari⁄s is likely to coincide
with other reforms that have e⁄ects on production choices and productivity.
Several countries have, for example, liberalised trade at the same time as they
have removed domestic regulatory and taxation barriers to productivity growth
such as India in 1990s. Using these would overestimate the true e⁄ect due to
5the inclusion of productivity increases that come from other sources than lower
trade costs alone.
Also, trade policy is frequently e⁄ected by industry lobbying (see for example
Grossman and Helpman (1994) and Koujianou Goldberg and Maggi (1999)).
The size of a tari⁄ cut in a speci￿c sector could in such a setting be correlated
with other characteristics that a⁄ect production and productivity. This would
bias the estimates for the e⁄ect of trade liberalisation on productivity. For
example, a sector with, in an international context, relatively unproductive ￿rms
may lobby its government to retain tari⁄ protection while a sector with some
very productive ￿rms may want the government to sign free trade treaties with
countries to which these ￿rms can successfully export. Both of these problems
would bias the estimates upward. I claim, however, that the natural experiment
in my paper provides a setting where the fall in trade costs is more exogenous
than in the previously mentioned papers since policy plays a very limited role.
Both the timing and the selection of industries to be exposed are very unlikely to
be a⁄ected by unobserved shocks to productivity in the a⁄ected region around
the time of the bridge being opened. This is discussed in more detail in the
following section.
3 The ￿resund bridge as a natural experiment
The natural experiment used in this study is the construction of the ￿resund
bridge. The ￿resund bridge connects the Danish capital of Copenhagen with
Sweden￿ s third largest city of Malm￿. These two cities are separated by the ￿re-
sund Strait which was previously only connected by large ferries and somewhat
smaller but faster boats that only carried people. The region was, however,
already before the bridge was constructed, well integrated due to free trade,
similar cultures, similar and mutually comprehensible languages and the fact
that passing the border did not require a passport. In 2000, the metropolitan
6population of Copenhagen was 495,699 and that of Malm￿ 259,579.4
There are several advantages of this experiment. First, the timing can be
assumed to be exogenous for reasons that will be discussed shortly. Second,
the countries involved have similar relative factor endowments and access to
similar technology as shown by the similarities in the GDP per capita levels.
Firm dynamics can therefore be assumed to be related to intraindustry trade
which is the focus of Melitz (2003). Third, there is ￿rm-level data available for
Swedish ￿rms for both the time before and after the bridge was constructed.
Regarding the exact timing of the bridge, it is important to note that whether
to build the bridge was a controversial issue in both Danish and Swedish politics.
It was discussed for a very long time. But it was only in 1991 that decisions
in the Danish and Swedish parliaments were taken. However, due to public
concern and tensions within the Swedish coalition government regarding possible
environmental e⁄ects, the bridge was only accepted by the Swedish government
in 1994 and ￿nally completed in June 2000. The long construction time is useful
for this paper because politicians at the time in 1994 and even less in 1991 could
only have had a very vague idea of what the business cycle would be in 2000
and what other industrial policies would be implemented in 2000. Policy makers
could not know how such variables would change from 1998 to 2002, which is
the sample period that I will focus on. I therefore claim the timing of the
construction of the bridge to be largely exogenous.
The endogeneity problem when the selection of which sectors that are ex-
posed is correlated with their productivity levels is unlikely to be present in this
experiment. It is di¢ cult to design a bridge so that sectors are protected in a
way that is related to variables a⁄ecting productivity. A lorry carrying goods
from any industry is able to drive across the bridge. It is probably the case,
however, that a bridge of this type favours certain sectors more than others.
Some trade, for example, is simply transported through information technology
communication and not subject to any change due to a bridge. Sectors with
4Statistics Denmark and Statistics Sweden.
7goods that are very costly to transport by sea but not by road might, however,
be greatly e⁄ected. But since which sectors bene￿t from a bridge is largely
exogenous, the productivity levels in those sectors at the time of construction
cannot be related to the bridge actually being constructed.
A possible criticism speci￿cally against the experiment used here could be
that rational ￿rms change their behaviour in advance since they are expecting
the bridge to open in 2000. This might mean that I do not fully capture the true
e⁄ect of the bridge by simply looking at levels before and after the experiment
happened. This would cause a downward bias in the results. In terms of the
signi￿cance of an e⁄ect existing at all, however, it is not that problematic since
this phenomenon would only make it more di¢ cult to ￿nd signi￿cant results.
Another issue is that labour markets in the region change. There is strong
evidence of this in the region. During the very ￿rst years, this mostly involved
skilled Swedish labour starting to work in Copenhagen, somewhat draining ￿rms
in Malm￿ of skilled labour. Since I use Swedish data this factor would, again,
make it more di¢ cult for me to ￿nd signi￿cant results. If I ￿nd productivity
to increase in Malm￿ due to an increased exposure to foreign competition and
a larger market, this would happen despite any movement of skilled labour to
Copenhagen.
The Malm￿ city region is therefore selected as the ￿treatment￿area since
it is the geographic area closest to the bridgehead. In proportional terms, the
largest decrease in trade costs should be for areas closest to the bridge. The
control group should be one that faces the same macroeconomic or national
shocks as Malm￿. I therefore pick the two largest cities in Sweden: Gothen-
burg and Stockholm (located about 270 and 670 kilometers from the bridge,
respectively). Any national policy or national economic shock should theoret-
ically a⁄ect Malm￿, Gothenburg and Stockholm in the same direction. Other
control groups could, of course, be considered. But these three cities are usu-
ally referred to as the only ￿large￿cities of Sweden. Any smaller towns would
probably be much more limited as regards what sectors are active there Also,
8using only ￿rms located within the city boundary somewhat narrows down the
sample since large cities are typically surrounded by smaller cities that partici-
pate in the economy of the big city. However, it would be di¢ cult to expand the
de￿nition of Malm￿, Stockholm and Gothenburg to include surrounding cities
without introducing an arbitrary and questionable selection system. Where the
boundary of the ￿larger city area￿ends is di¢ cult to de￿ne in a consistent way.
Therefore only ￿rms actually registered in the city area of the three cities are
included.
Finally, it could be argued that this experiment is more focused on the e⁄ect
of infrastructure improvements and cuts in transport costs rather than the e⁄ect
of tari⁄cuts. It is true to the extent that the paper uses a decrease in transport
costs but in terms of external validity this is not so problematic. Theoretically
in the trade literature, the e⁄ect of transport costs versus tari⁄s of a variable
type is almost never treated di⁄erently. This is because transport costs map
into the cost of trade in exactly the same way as tari⁄s. As long as the cost is
proportional to the value of goods being transported, it does not matter for the
actions of ￿rms whether the costs is accrued to the government or spent on the
actual transportation of the good.
4 Model
4.1 Basic setup
The model outlined here is a simpli￿ed version of Melitz (2003) in the sense
that it uses a homogenous sector (here labelled as agriculture) with constant
returns to scale and parameterises the probability distribution of productivity
to a Pareto distribution5. The model has two countries, Home and Foreign
(marked with an asterix ￿￿￿ ). There is one factor of production, L and L￿.
Production is composed of two di⁄erent industries: agriculture, A, and manu-
5Helpman, Melitz, and Yeaple (2004) introduces these assumptions as well as foreign direct
investment (which I do not).
9Figure 1: Map of the ￿resund region.
facturing, M. The agricultural sector is characterised by costless trade, a unit
input requirement of labour and constant returns to scale. The prices of the
homogenous agricultural good is therefore equalised across countries and chosen
as the numeraire: pA = pA￿ = 1. Due to the unit labour requirement it also fol-
lows that w = w￿ = 1. The manufacturing sector is characterised by increasing
returns due to positive ￿xed costs and has a monopolistic competition setting
as in Dixit and Stiglitz (1977). The marginal cost is heterogeneous across ￿rms.
International trade in manufacturing varieties is costly with an iceberg trade
cost of ￿ > 1.6
There are three types of ￿xed costs that ￿rms have to pay: fE is the innova-
tion cost for starting a new ￿rm, b fX is a ￿xed cost a ￿rm has to pay only if they
export to the other country and b fD is a ￿xed cost which the ￿rm has to pay for
entering the domestic market. The marginal cost is wai where ai is the labour
requirement for producing one unit of the good xi and is speci￿c to ￿rm i. In
equilibrium, there is a constant rate of entry and exit of ￿rms due to an exoge-
nous per period death probability ￿ < 1. Potential entrants do not know their
labour requirement ai but instead face an ex ante probability distribution G(a).
6A ￿rm has to ship ￿y units for y unites to arrive at the destination.
10Having sunk the entry cost, fE, ￿rms learn their labour requirement and decide
whether they exit immediately, serve the domestic market (for which they have
to sink an entry cost of b fD) or serve both the domestic and foreign markets (for
which they have to invest both b fD and b fX). The value of a ￿rm, in the absence
of intertemporal discounting, is bounded from above by the exogenous death
probability ￿.
Consumers in both countries derive utility from, ￿rst, an upper tier (Cobb-






where CA is the consumption of the agricultural homogenous good. CM is an













where n is the mass of varieties consumed, ci the amount of variety i consumed
and ￿ > 1 the elasticity of substitution. Consumers spend ￿ of their income on
the manufacturing varieties and this generates the following demand functions










where xi and x￿
i are the demand levels of ￿rm i￿ s good in Home and Foreign,
respectively. pi is the producer price of variety i, Y is income in Home and Y ￿
















is the price index of
manufacturing goods in Home where n is the number of domestic ￿rms serving
the domestic market and n￿
X the number of foreign ￿rms exporting to Home.








where pijl is the price for ￿rm i based in country j but selling the good in
country l.
It can be shown that an equilibrium is characterised by six equations. The
￿rst four consist of ￿cuto⁄￿equations showing the labour requirement ai for a
￿rm that is just productive enough to serve the domestic or both markets so
that the operating pro￿t is equal to the per period equivalent of the ￿xed costs
involved in serving that market. This has to hold for ￿rms in both countries.
a
1￿￿
D B = fD (4)
a
1￿￿
X ￿B￿ = fX (5)
a
￿1￿￿
D B￿ = fD (6)
a
￿1￿￿
X ￿B = fX (7)
where fD ￿ ￿￿ b fD, fX ￿ ￿￿ b fX, B =
￿L
P 1￿￿, B￿ =
￿L
￿
P ￿(1￿￿), and ￿ ￿ ￿1￿￿ 2
[0;1] represents trade freeness. aD denotes the cuto⁄ productivity to enter the
domestic market and aX is the equivalent for the export market. It is assumed
that fX > ￿fD always holds. The term B is best understood as a ￿per ￿rm
market potential￿ . Free entry into both markets generate two more equations
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￿
dG(a) = fE. (9)
124.2 Solution to the long run equilibrium
The probability distribution G(a) determining the labour requirement is as-
sumed to follow a Pareto distribution. This is in line with empirical evidence,
as for example in Axtell (2001).
G(a) = ak. (10)
It is assumed that ￿ ￿ k
￿￿1 > 1 to ensure that the integrals in the free entry
conditions (8) and (9) are bounded. Using this in the free entry conditions and
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The variables do not di⁄er across countries, even if these di⁄er in size, be-
cause all cost parameters and determinants of the distribution are assumed to
be the same across countries. It can also be seen that since fX > ￿fD:
aD > aX.
meaning that the marginal productivity for surviving in the home market is
lower than the marginal productivity needed to be able to export.7 It follows
from this that exporters (which always have a ￿ aX) are always more productive
than non-exporters (which have aX < a ￿ aD).
The revenues from selling to the domestic market and the export market
7This is not a strong assumption since it is generally viewed as more expensive to enter a
foreign and less well-known market than the home market.
13are:





















. The combined revenue of an exporter (since
aX < aD all ￿rms that export also serve the domestic market) is therefore





Finally, using the price index together with the free entry conditions (8)
and (9) and the solutions to the productivity cuto⁄s and B and B￿ I ￿nd the

























To derive the expression for total M-sector trade, I note that the export level
of an existing exporter is






due to (5). Integrating from 0 to aX and multiplying with the number of ￿rms













As opposed to the variables analysed so far, total exports depend also on
14country size (L and L￿). This is since population size a⁄ects the total number
of ￿rms in each country￿ s manufacturing industry due to the ￿home market
e⁄ect￿ .8
4.3 Comparative statics when trade costs decrease
It is now possible to analyse what happens when trade costs decrease (here
characterised by an increase in trade freeness, d￿ > 0). First, the cuto⁄s for


























2 > 0. (21)
It is the case that aD decreases in trade freeness, meaning that the least
productive ￿rms exit the economy when trade is liberalised. It is often argued
that this takes place due to the increase in foreign competition but what is
technically operating in the model is that there is an increase in the demand for
factors of production from existing exporters which now expand production.
The cut-o⁄ for exporting increases which means that new ￿rms enter the
export market. These ￿switchers￿ have productivity levels which were mar-
ginally below the previous cut-o⁄ for exporting but are now productive enough
to engage in exporting.
It can also be seen that the allocation of production changes from non-
exporters to exporters. Equation (14) show that domestic sales, yD, decreases in
￿ and (15) shows that foreign sales, yX, increases in ￿. Non-exporters therefore
lose market share. Exporters, however, more than makes up for the loss of
domestic sales by increasing exports. The derivative of yD +yX as in (16) with
regard to ￿ is shown in the appendix to be positive.
These are essentially the processes that raise aggregate productivity in Melitz
(2003). Production is reallocated from non-exporters to exporters and the least
8See Krugman (1980).
15productive non-exporters exit production.















where sD is the share of non-exporters and sX is the share of exporters. The

















fX ￿￿. It is shown in the appendix that d￿
d￿ > 0 implying
that aggregate productivity increases when trade costs decrease.
It can be seen in (19) that lower trade costs increase total manufacturing
exports if the two countries are not too asymmetric in size. This is easiest shown






















The main analytical predictions for trade and aggregate productivity can now be
summarised. As regards trade, exports always increase at the so-called intensive
margin among existing exporters and among new exporters at the extensive
margin. Moreover, if size asymmetries are not too large, exports increase also
at the aggregate level. Aggregate productivity increases through the reallocation
of production from exiting ￿rms and non-exporters to existing exporters.
5 Estimating ￿rm productivity
Productivity in this analysis will be estimated by using an estimated produc-
tion function to ￿nd the total factor productivity of each ￿rm and year. To ￿nd
this, I follow a semiparametric method outlined in Levinsohn and Petrin (2003).
16Having estimated production function coe¢ cients for labour and capital, pro-
ductivity, pist, is de￿ned as
pist = exp(vaist ￿ ￿llist ￿ ￿kkist).
where vaist is the value added of ￿rm i in sector s in year t, list is labour used,
kist is capital used. The estimation technique uses intermediate inputs (energy
and raw materials) as a proxy to control for the correlation between input levels
of factors of production and unobserved productivity shocks.
There are many di⁄erent ways of estimating ￿rm productivity.9 To calculate
the total factor productivity of a ￿rm there is a need to estimate the ￿rm￿ s
production function. This involves some well known problems. There is, ￿rst, a
problem of simultaneity because the productivity level of a ￿rm could have an
e⁄ect on its choice of factor input levels. Olley and Pakes (1996) ￿nds evidence of
this using data from the US telecommunications industry in 1980s. For example,
with time varying productivity, a ￿rm that experiences a positive shock can
be assumed to increase its production temporarily to reap the higher pro￿ts
available. If it can do this immediately by increasing for example labour (as
opposed to capital, which might be assumed to take longer time to accumulate),
the coe¢ cient on labour in the estimated production will have a positive bias.10
Also, productivity a⁄ects entry and exit decisions by ￿rms. Much research
has so far used ￿balanced panels￿ when estimating production functions and
has thereby excluded all new entrants and exiting ￿rms. This methodology
is, however, prone to be subject to selection bias if the productivity of a ￿rm
a⁄ects its decision of staying or exiting. If, for each productivity shock in time,
the exit decision is correlated with the current capital level (it can been argued
that ￿rms with more capital may be less likely to default given productivity)
there will be a negative bias on the coe¢ cient on capital in the production
function if the balanced panel is used. These two biases are the reasons for
9See Arnold (2005) for an excellent and practical summary.
10This problem was ￿rst highlighted by Marschak and Andrews (1944).
17using semiparametric methods as in Olley and Pakes (1996) or Levinsohn and
Petrin (2003). The methods are fairly similar but Olley and Pakes (1996) uses
investment instead of intermediate inputs as its instrument. However, as is often
the case in many other datasets, there are more observations in my sample
that report non-zero or non-missing values for intermediate inputs than for
investment. So since the method by Levinsohn and Petrin (2003) gives me more
observations for my dataset, I opt for this method. Production functions are
estimated at the 2 digit industry level. A more disaggregated industry level
would provide two few observations for many sectors.
6 Data
All data I use is from the Swedish database ￿F￿retagsdatabasen￿ except for
trade data which is collected by the Swedish Customs. Both datasets have been
provided by Statistics Sweden. It contains information on all active Swedish
￿rms during the time period 1996 to 2002.11 In the absence of industry-speci￿c
price indices, I de￿ ate all variables measured in monetary values by the national
Swedish price level. The location variable is in what city (￿kommun￿ ) the ￿rm is
registered so unfortunately there is not information about the location of plants.
However, for the purpose of the experiment I argue that, on average, more ￿rms
that have most of their plants close to the bridge should also be registered in
Malm￿ than in Gothenburg or Stockholm.
Generally, the data show that similar relationships between trade and pro-
ductivity as found in the literature for other countries (regarding the di⁄erence
between exporters and non-exporters, export intensity and which industries that
export) hold also in Sweden. There is clear evidence of heterogeneity among
￿rms which is a key motivation for the model developed by Melitz (2003). In
11I exclude some sectors, either because they are not a⁄ected by changes in trade levels or
that they are not relevant. These include the ￿nancial and public sectors as well as utilities
and construction. There is also a small subset of observations for which I cannot estimate pro-
ductivity due to the lack of data on either capital, labour or value added. These observations,
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the year of 1999, the year just before the bridge was constructed, the standard
deviation of the log of sales of ￿rms in Sweden was 1.98. When only including
variation within sectors, the variance is still as high as 1.84. In terms of produc-
tivity there is also substantial variance. The variance of the log of productivity
is 0.65 and when only using variation within sectors it is 0.62.
In my sample, 26% of manufacturing ￿rms export and 20% when nonman-
ufacturing sectors are included. However, of ￿rms with at least 50 employees,
90% of manufacturing ￿rms and 77% of all ￿rms export. There is, however, no
cuto⁄ in ￿rm size for exporting, except that total exports to an EU country has
to exceed SEK 1.5 million to be recorded. Most exporters, as is typical in most
countries, only export a small share of their output. Moreover, most sectors ex-
port only a smaller share of their output which con￿rms the absence of a clear
division into exporting and nonexporting sectors; most sectors serve both the
Swedish and the foreign market. Among ￿rms in 1999, I ￿nd that exporters are
on average 26% more productive than non-exporters (33% in manufacturing).
This is in line with research using U.S. data; Bernard and Jensen (2004) found a
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detail in Figure 6 where I divide the productivity of each ￿rm by the mean in
its sector and compare non-exporters with exporters. There are more exporters
than non-exporters in all categories above 1.
Finally, a common ￿nding is that exporters have a lower probability of being
shut down. This can be seen as indicative of sunk costs being involved in
exporting, which is assumed in Melitz (2003). Bernard and Jensen (2005) found
in US data that, after introducing controls that explain plant shutdowns, there
is a 5% reduction in the probability of the plant being shut down if the plant
is exporting. Although the Swedish data is at the ￿rm and not the plant level,
I ￿nd a 4% reduction in shutdown probability for exporters as compared to
non-exporters.
These ￿ndings tell us that there are indeed clear signs of heterogeneity among
Swedish ￿rms, that exporters and non-exporters operate within the same sectors
and that there is an indication of ￿xed costs involved in exporting.
















































Source: Statistics Sweden. 1999 values. Sectors are sorted by Malmö's output share.
Sectoral distribution
Malmö Stockholm Gothenburg
6.1 Comparability of cities
Figure 6.1 shows the sectoral composition of the three economies used for the
study. It uses the year 1999 since it is the year immediately before the bridge
is built. The industrial structure is relatively similar. Exports, value added
and the number of ￿rms seem to be located in about the same way in the
three cities. The largest sectors in all three economies are wholesale trade and
manufacturing; these two sectors combined account for around 70% of output
in all cities. These sectors are most likely very di⁄erent in many aspects and are
probably a⁄ected to a di⁄erent extent by the bridge. I will therefore examine
these two sectors individually in addition to the aggregate economy. In terms
of sectoral composition, Stockholm and Malm￿ are the most similar economies,
while Gothenburg appears to be more manufacturing intensive. When possible
in the analysis, however, I control for sectoral e⁄ects at the 4-digit level.
Table 1 provides descriptive statistics for four variables in each city: output,
number of employees, productivity and exports. It also does so for the year
of 1999. The table shows that, also from this aspect, it seems as if the cities
21are relatively comparable. It is seen that Stockholm and Gothenburg has more
and, on average, larger ￿rms than Malm￿. The median is very similar for all
variables except exports where Stockholm has a lower median. The fact that the
mean is considerably larger than the median for all variables and in all cities is
in line with the assumption that the distribution of ￿rm productivity follows a
Pareto distribution.12 The frequency of ￿rms is larger towards the lower levels of
productivity but there is a thin tail with ￿rms endowed with higher productivity.
If the distribution of productivity of existing ￿rms had been symmetric, such as
in a non-truncated normal distribution, the mean would have been the same as
the median which is clearly not the case here.
I regard Gothenburg as the slightly better control city for the following
reason. Since Stockholm is the capital of Sweden, it is likely that many ￿rms
report their legal residence there despite having their activities elsewhere in
Sweden. This might be due to the vicinity to policymakers, the ￿nancial center
or that Stockholm￿ s large pool of skilled labour is useful for headquarter needs.
In Malm￿ and Gothenburg, this is less of a problem.
7 Results
The key assumption for examining whether any e⁄ect on productivity in Malm￿
builds on the reallocation of production, as in Melitz (2003), is that there has
been a larger decrease in trade costs for the economy in Malm￿, especially as
regards trade with Denmark, than in the economies of Stockholm and Gothen-
burg. I therefore examine the changes in exports to Denmark ￿rst and then
turn to the e⁄ects on aggregate productivity.
7.1 The e⁄ect on exports
The assumption in this experiment is that trade costs to a foreign country have
been lowered more for ￿rms based in Malm￿ (the treatment city) than for ￿rms
12It would also be in line with a truncated normal distribution.
22Variable Stockholm Gothenburg Malmö
Observations 11 251 5 587 2 782
Output
Mean 63 331 62 576 29 242
Standard deviation 848 660 1 177 315 128 591
Median 4 129 4 403 4 527
Employees
Mean 22 19 14
Standard deviation 228 223 60
Median 3 3 3
Value added
(Levinsohn Petrin)
Mean 12 579 12 070 6 374
Standard deviation 201 633 207 363 28 160
Median 1 042 1 148 1 131
E xport
Mean 13 241 9 328 4 863
Standard deviation 90 016 36 334 10 463
Median 625 950 936
Table 1
Descriptive statistics II
Note: The table describes properties of important variables in 1999, the
last year before the construction of the bridge. Output, value added
and exports are reported with a multiplier of 1000 Swedish kronor.
Source: Statistics Sweden.
23based in either of Gothenburg and Stockholm (the control cities). I examine
this in some di⁄erent ways according to the model described in Section 4. Less
formally, however, I ￿rst use data and a survey from ￿resundskonsortiet13 that
describes the changes in tra¢ c across the Strait over time and of what charac-
teristics their corporate customers are. Then, turning to the dataset described
in Section 6, I, ￿rst, examine the changes in aggregate exports from the three
cities. Second, I look at the per-￿rm increase in exporting and likelihood of
being an exporter; while doing this I control for any sectoral changes that might
confound the results. Finally, I look at how much of the changes in exporting
levels come from the intensive versus extensive margin in the three cities.
Data from ￿resundskonsortiet shows that there has been an increase in traf-
￿c across the ￿resund Strait since the bridge was constructed. Figure 2 demon-
strates the sharp increase since the construction of the bridge from a largely
stable level. The light grey bars show the ferry tra¢ c between Swedish Hels-
ingborg and Danish Helsing￿r, two smaller towns slightly north of Malm￿ and
Copenhagen. The black bars show ferry tra¢ c between Malm￿ and Copenhagen
before the bridge and dark grey shows the new tra¢ c across the bridge. It is ev-
ident from the ￿gure that tra¢ c between Malm￿ and Copenhagen has increased
rapidly. However, from this we do not know the purpose of the tra¢ c. But
Figure 3 shows that the proportion of tra¢ c by car which travel in ￿business￿ ,
including transportation of goods, is relatively stable. This indicates that the
total number of vehicles crossing the bridge on business purposes has increased.
Figure 4 shows the number of trucks crossing the bridge. Since I do not know
the destination of the goods being transported, it can of course be argued that
the goods are destined further south in Europe or to large ports. But it is at
least an indication that the bridge has had an e⁄ect on trade patterns.
There has also been more detailed studies done by ￿resundskonsortiet into
the characteristics of their corporate customers. The report ￿resundsbrokonsor-
tiet (2006) describes how the patterns of trade change after the construction of
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Figure 4: Number of trucks crossing the bridge per year. Source: ￿resunds-
brokonsortiet.
the bridge after interviewing 2000 randomly selected corporate customers (1000
customers each from Sweden and Denmark, although the results are sometimes
pooled) in 2006. First, they ￿nd that, among Swedish ￿rms, only 29% of ￿rms
using the bridge in 2006 had any activity (of what kind is not speci￿ed) on the
other side of the Strait before the decision to build the bridge was taken. Of
the remaining 71%, 26% initiated their activities after the decision was taken to
build the bridge but before it was completed (1991 - 1999) and 45% started after
the bridge was constructed (2000 and afterwards).14 In the pooled sample of
￿rms that started their activities on the other side after 2000, smaller ￿rms are
more common. 53% of ￿rms employing 0-5 people initiated their activities on
the other side of the Strait after 2000, 44% of ￿rms employing 6-10 people and
only 19% of the largest ￿rms employing more than 1000 people.15 This means
that, ￿rst, most Swedish ￿rms that today use the bridge did not have any ac-
tivity on the other side of the Strait prior to the bridge￿ s construction which
is a sign that the bridge has had an e⁄ect on the economic activity of Swedish


















Source: Statistics Sweden. Data include all exporting to Denmark by firms located in either of the three
cities. Levels rebased to 1997 levels.
Exports to Denmark
￿rms. Second, the report tells us that smaller ￿rms were a⁄ected more by the
bridge than larger ￿rms. The group of large ￿rms seemed to have initiated their
activities abroad already before the bridge was constructed whereas small ￿rms
to a greater extent chose to do so only after the bridge was constructed. This
is what would happen, on average, across sectors according to the model. If
there was some sector-speci￿c productivity cuto⁄ prior to the bridge and that
this was lowered by the bridge, then the larger ￿rms would be less a⁄ected than
smaller or medium-sized ￿rms.
Having discussed these less formal indications of an e⁄ect from the bridge, I
now turn to the formal analysis using the dataset from Statistics Sweden.
Here, I can examine the e⁄ect on aggregate exports by summing the ex-
port of each ￿rm to get a measure of VT. The prediction from the model, as
shown in (23), is that total exports from Malm￿ will increase more than from
Stockholm and Gothenburg. First, I plot graphically the sum of total exports
to Denmark per city during the sample period in Figure 7.1. It can be seen
that the aggregate series is, ￿rst, more volatile than one might expect and,
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Source: Statistics Sweden. Data include all exporting to Denmark by firms located in either of the three
cities. Levels rebased to 1997 levels.
Exports to Denmark by the two largest sectors
Malmö Stockholm
Gothenburg
After 2000, however, Malm￿￿ s growth continues and stays at a high level while
Stockholm￿ s level drops a little bit. Proportionally, however, if I compare the
years 1998-1999 with 2001-2002, i.e. the four years around the construction of
the bridge, exports from Malm￿ increase by around 42% which is more than
Stockholm￿ s 30% and Gothenburg￿ s 5% (see Table 2). A comparison of the two
largest sectors, manufacturing and wholesale trade, reveal large di⁄erences in
how these two sectors are a⁄ected. While it is di¢ cult to detect any e⁄ect in
manufacturing, exports to Denmark by Malm￿-based ￿rms in wholesale trade
almost doubles (increases by 92%). Stockholm and Malm￿ move closely together
until 2000 when the bridge is constructed, but then Malm￿ continues the rapid
increase while Stockholm levels stay at the level in 2000. Summing up, it seems
as if aggregate exports to Denmark in Malm￿ respond to the construction of
the bridge, and most clearly so in the wholesale sector. It will be seen in analy-
sis of productivity whether this di⁄erence between the two sectors translate in
di⁄erent productivity e⁄ects as well.
In order to make a clean comparison, I also do a di⁄erence-in-di⁄erence-
estimation on how existing exporters change their export levels where I can
28(a) All firms
Malmö Stockholm Gothenburg
Extensive margin 35% 16% 17%
Intensive margin 6% 13% -12%
Total change 42% 30% 5%
(b) Manufacturing (c) Wholesale
Malmö Stockholm Gothenburg Malmö Stockholm Gothenburg
Extensive margin 22% 30% 20% 56% 13% 15%
Intensive margin -11% -35% 1% 36% 38% -34%
Total change 11% -5% 21% 92% 51% -19%
Source: Statistics Sweden.
Table 2
Contributions, by margin, to the
change in exports (1998/9 versus 2001/2)
Note: The table compares how the different categories contribute to the changes in exporting levels
between the two years following the construction of the bridge (2001 and 2002) with the two years
preceding the bridge (1998 and 1999).
control for sectoral e⁄ects (that are the result of, for example, changes in inter-
national demand or technology and are uniform for all ￿rms in Sweden). It was
seen in (15) in Section 4 that foreign sales of an existing exporter, yX, always
increases when trade freeness, ￿, increases. If all exporters at a given point
in time are included, it would not necessary hold that exports in the exposed
region increases since new and less productive ￿rms (￿switchers￿ ) would enter
the export market with lower export levels than existing exporters.
I run a panel data regression to test the hypothesis in (15) at the level of
the ￿rm with sector-speci￿c controls, only including ￿rms that were exporting
before the bridge was constructed. This is in essence a di⁄erence-in-di⁄erence
estimator.
exportit = ￿0 + ￿MMit + ￿TTit + ￿MTMitTit + ￿it + "it (24)
where exportit denotes exports in logarithms of ￿rm i in year t, Mit is a dummy
that takes the value 1 if the ￿rm is based in Malm￿ and 0 otherwise, Tit is a
time treatment dummy that takes the value 1 if t ￿ 2001, that is if the bridge
29has been constructed, tit is a linear time trend and ￿it is a vector of industry
￿xed e⁄ects at the 4 digit level. More speci￿cally, ￿it takes into account sectoral
changes. It is constructed in the following way:
￿ = [1 ￿ T T]D
where T is a vector which is one for each observation where t ￿ 2001 and zero
otherwise. D is a matrix with ￿xed sector e⁄ects. Adding ￿ to the regression
controls for time speci￿c sectoral means. That is, it adjusts for the fact that
these sectors may change export patterns in all cities across the period. A
￿xed e⁄ect for the same sector with the same value for all years would not
capture changes in a sector that occur after the bridge is built. To control for
such common changes in time, I use instead one ￿xed e⁄ect per sector before
the bridge was constructed and another ￿xed e⁄ect for the same sector after
the bridge was built. My set of dummies is therefore twice as large as the
set of sectors. This allows the intercept (or average levels) to change in each
sector in order to control for common shocks due to, for example, international
demand. The error term "it is robust to heteroskedasticity. The coe¢ cient ￿MT
is therefore a measure of how much a ￿rm in Malm￿, on average, increases its
exports from 1996-2000 to 2001-2002 in comparison to ￿rms in Stockholm and
Gothenburg.
Table 3 reports the result of the regression in (24), ￿rst for the aggregate
economy and then separately for manufacturing and wholesale trade. The re-
sults indicate that Malm￿-based exporters had a large increase in exports com-
pared to ￿rms in Stockholm and Gothenburg both with and without adjusting
for sector-speci￿c changes at the 4 digit level. This holds for the aggregate
economy as well as manufacturing and wholesale. The e⁄ect is strongest in
manufacturing which could seem like a paradox given how little manufacturing
changed overall. This could be explained, however, by the fact that the increase
in wholesale trade mainly originated in new ￿rms starting to the exporting, the
301a 1b 2a 2b 3a 3b
Malmö 0.3007*** 0.2705** 0.1154 0.1154 0.4644*** 0.4225***
[0.0963] [0.1055] [0.1653] [0.1653] [0.1378] [0.1438]
Treat 0.0171 0.0972
[0.0780] [0.1014]
Malmö * Treat 0.2879* 0.4495*** 0.7240*** 0.7240*** 0.3494 0.4363**
[0.1568] [0.1679] [0.2733] [0.2733] [0.2226] [0.2221]
Fixed industry effects NO YES NO YES NO YES
(changes)
Observations 5637 5637 1950 1950 3109 3109
* significant at 10%; ** significant at 5%; *** significant at 1%
Source: Statistics Sweden.
Note: The export level of firms is regressed on a dummy for whether the firm is based in Malmö, a treatment dummy if the year is
after the bridge was built and an interaction term of these two. The interaction term shows the difference in difference estimate of
how much export changed per firm in Malmö after compared to before the bridge and compared to the two other cities. Robust
standard errors in brackets. Industry fixed effects at the four-digit level control for changes in export levels in sectors.
Table 3
Changes in exporting
All sectors Manufacturing Wholesale
extensive margin instead of the intensive margin. I turn to this question now.
A decomposition of the changes in exporting into the intensive and extensive
margins is reported in Table 2. Section 4 describes that exports increase due
to (i) an increase in the exporting level of existing exporters (
dyX
d￿ as discussed)
and (ii) a selection of new ￿rms, ￿switchers￿ , into the export market. This is
due to the change in the productivity cut-o⁄ for exporting, aX, which increases
as shown in (21) in Section 4. Table 2 shows that Malm￿￿ s increase mostly
originates from changes at the extensive margin. It has a much larger increase
due to switchers (new exporters). When looking at the two largest sectors,
manufacturing does not show any of this pattern whereas it is strong in wholesale
(where two thirds of the increase is due to changes at the extensive margin).
The importance of the extensive margin is also tested by running a linear
probability regression similar to equation (24) above, but changing the depen-
dant variable to a dummy for whether the ￿rm i is exporting in year t. The
results are reported in Table 4.
There is evidence at the aggregate level that the likelihood of exporting
has increased in Malm￿ more than in the control cities, even if the coe¢ cient
311a 1b 2a 2b 3a 3b
Malmö 0.0122*** 0.0088*** 0.0281*** 0.0180*** 0.0116*** 0.0103***
[0.0013] [0.0013] [0.0040] [0.0038] [0.0030] [0.0030]
Treat 0.0080*** 0.0141*** 0.0159***
[0.0009] [0.0026] [0.0022]
Malmö * Treat 0.0061** 0.0046* 0.0064 0.0075 0.0106* 0.0092
[0.0028] [0.0026] [0.0079] [0.0075] [0.0064] [0.0063]
Fixed industry effects NO YES NO YES NO YES
(changes)
Observations 221196 221196 43865 43865 67873 67873
* significant at 10%; ** significant at 5%; *** significant at 1%
Source: Statistics Sweden.
Manufacturing All sectors Wholesale
Table 4
Changes in the share of firms that export
Note: The export level of firms is regressed on a dummy for whether the firm is based in Malmö, a treatment dummy if the year is
after the bridge was built and an interaction term of these two. The interaction term shows the difference in difference estimate of
how much export changed per firm in Malmö after compared to before the bridge and compared to the two other cities. Robust
standard errors in brackets. Industry fixed effects at the four-digit level control for changes in export levels in sectors.
is rather small. In wholesale, the coe¢ cients are, as expected from Table 2,
larger than in both the aggregate economy and in manufacturing, although the
standard errors become larger due to smaller sample size and the coe¢ cient is
therefore insigni￿cant when sector-speci￿c e⁄ects are accounted for.
Taken together, the results show strong evidence that there has been a re-
duction in trade costs for exporters based in Malm￿ which is larger than that
for exporters in Stockholm and Gothenburg. The e⁄ect seems to be stronger for
the wholesale sector than manufacturing and is mainly driven by the extensive
margin.
7.2 Changes in aggregate productivity
Having established that there has been a reduction in trade costs for ￿rms based
in Malm￿ but not to the same extent for ￿rms in Stockholm and G￿teborg, I
turn to the see how this has a⁄ected the main variable of interest: aggregate
productivity. First, however, I want to describe the method used to aggregate
productivity across ￿rms to the level of the city. I follow the methodology
32described in Olley and Pakes (1996).
The aggregate productivity in each economy is calculated as the average
productivity weighted by output in the following way:
pt = ￿isitpit (25)
where sit ￿
yit
yt and pit are the market share and productivity, respectively, of
￿rm i in year t. I want to see how much that is due to average productivity
levels across ￿rms and how much is due to the e¢ ciency in the allocation of
production, namely how much more of production is performed by the more







i=1 (￿sit + st)(￿pit + pt)
= ￿
Nt










￿sit = sit ￿ st
￿pit = pit ￿ pt
where st and pt denote unweighted means of market share and productivity,
respectively. The ￿rst term in the expression above, pt, represents how aggregate
productivity is explained by the average productivity across ￿rms. The second
term, ￿
Nt
i=1￿sit￿pit, is the ￿allocation e¢ ciency￿of production.
The model predicts that if trade freeness, ￿, increases, then aggregate pro-
33ductivity, ￿, increases.16 First, I look at the aggregate level in the three cities.
Table 5 contains information about how aggregate productivity changes between
the two years before 2000 and the two years after. The ￿rst column con￿rms
that Malm￿ experiences the sharpest rise in aggregate productivity (10% versus
small or no changes). The wholesale sector in Malm￿ seems to be strongly af-
fected and its aggregate productivity increases by as much as 47%. This should
be compared with the e⁄ects on trade, where wholesale was found to have a
much stronger e⁄ect than manufacturing and the economy as a whole.
To see whether this is due to an average increase (a change in pt) or a change
in the e¢ ciency of allocation (a change in ￿
Nt
i=1￿sit￿pit), the rate of increase in
both of these terms is reported in the second and third columns. It is clear that
the change in average unweighted productivity is small and there does not seem
to be large di⁄erences across the cities. However, allocation e¢ ciency increases
more in Malm￿ than in the control cities (where it actually decreases slightly).
That production is shifted towards more productive ￿rms is the main cause
for the rapid change in productivity growth in Malm￿. Again, this mechanism
appears most strongly in wholesale which had the largest trade e⁄ect.
The change in aggregate productivity is in line with the prediction by Melitz
(2003) if Malm￿ has been exposed to a decrease in trade cost: that although
productivity is relatively constant within ￿rms, the reallocation of production
raises aggregate productivity. And as the model predicts, almost all of the
increase comes from a reallocation of production across ￿rms (shown in the
third column in Table 5).
I have now analysed changes at the aggregate level but I also want to look at
a decomposition of aggregate productivity which lies closer to the model. While
the result above is a general outcome of the model, the speci￿c mechanism
relates to the partitioning of ￿rms into exporters and non-exporters and the
fact that some production is reallocated towards more productive exporters.
This can be examined in more detail by decomposing the change in aggregate





Malmö 10% 1% 9%
Stockholm 0% 1% -2%
Gothenburg -2% 2% -4%
Manufacturing
Malmö 6% 0% 5%
Stockholm -30% 1% -31%
Gothenburg -8% 1% -9%
Wholesale
Malmö 47% 5% 42%
Stockholm 27% 5% 23%
Gothenburg 20% 4% 16%
Source: Statistics Sweden.
Table 5
Changes in aggregate productivity
Note: The table shows the difference in productivity betw een 1998 and 1999 versus 2001 and
2002 (before and after the construction of the bridge). The change in aggregate productivity is
calculated as described in the text and seperated into how much of the change that is attributed
to a change in the unweighted average productivity and the change in the "allocational
efficiency" of production.
35productivity into speci￿c groups based on exporting status.
Grouping of ￿rms
Name Explanation
Switcher Firms that did not export before 2000 but do so after.
Export_before Firms that exported before 2000.
Entrants Firms that did not exist before 2000.
Exiters Firms that cease to exist during
some time during or after 2000.
Neither Firms that belong to neither of the above categories.
Each of these categories of groups can a⁄ect aggregate productivity in two
ways. First, a group￿ s market share can change and its e⁄ect on aggregate pro-
ductivity will then be determined by the change of the market share multiplied
by the relative productivity of the group versus the aggregate productivity of
the region as a whole. This is denoted as ￿between-group changes￿ .17 Second,
the aggregate productivity within the group can change and its e⁄ect on aggre-
gate productivity in the region will then be determined by the group￿ s market
share multiplied by the change in its productivity. This I call a ￿within-group￿
change.18
As shown in Section 4, the model predicts that aggregate productivity in-
creases due to three ￿between-group e⁄ects￿ . First, exporters expand their share
of production and since these ￿rms are relatively more productive than non-
exporters, this increases aggregate productivity. Second, some non-exporters
exit and since these are the least productive ￿rms this has a positive e⁄ect on
aggregate productivity. Third, surviving non-exporters who do not select into
17This is related to ￿allocational e¢ ciency￿ but describes instead whether the change in
a group￿ s market share generates an increase or decrease in aggregate productivity. This is
determined by how high the group￿ s productivity is compared to aggregate productivity.
18This decomposition is di⁄erent from the previous one which is due to Olley and Pakes
(1996). The previous one described how much aggregate productivity changes due to a change
in average productivity versus how productivity and production is correlated, respectively.
The current one describes how di⁄erent groups of ￿rms contribute to the change in aggregate
productivity. The productivity of every group, however, is still calculated as in Olley and
Pakes (1996) above.
36exporting reduce their share of production and since they are less productive
than exporters this also raises aggregate productivity. The model assumes con-
stant productivity within ￿rms and that all reallocation of production across
￿rms is due to exporting status. Therefore, the prediction is that I should not
see any ￿within-group￿e⁄ects since the decomposition separates ￿rms based on
exporting status. Regarding the ￿between-group￿e⁄ect of switchers, the model
does not give clear predictions. If this group￿ s initial productivity is above (be-
low) average, then its expansion would generate an increase (decrease) in aggre-
gate productivity. The uncertainty is because switchers are at an intermediate
range in the productivity distribution of ￿rms.
Formally, I decompose the change in productivity as follows, using i to denote
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Nt
i=1sit￿1 (pit ￿ pit￿1)
￿
.
In the fourth equality I use the fact that pt￿
Nt
i=1 (sit ￿ sit￿1) = 0 and I denote
the di⁄erence in group i￿ s productivity from that of the economy as a whole by
e pit ￿ pit ￿ pt. Then the contribution of a speci￿c group to the total change in
aggregate productivity can be denoted as:
Between-group change
z }| {





sit￿1 (pit ￿ pit￿1)
pt￿1
. (28)
Each group listed in the table above therefore a⁄ects aggregate productiv-
37Between Within Between Within Between Within
All firms
Switchers 2% 1% -3% 1% 1% 0%
Exporter_before 0% 2% -2% 1% 0% 0%
Entrants -1% 0% 0%
Exiters 5% 4% 0%




Note: The table compares how the different categories of firms contribute to the change in aggregate
productivity between the two years following the construction of the bridge (2001 and 2002) and the
two years preceding the bridge (1998 and 1999).
Table 6a
Contributions, by firm category,
to changes in aggregate productivity (1998/9 versus 2001/2)
Malmö Stockholm Gothenburg
ity in two ways. First, the change in allocation of production that is due to
the change in market shares between groups with di⁄erent productivity levels.
Second, the productivity also moves within groups.19
The contribution of the groups at the aggregate level is reported in Table 6a.
The decomposition follows equation (28) above. Both the contribution through
between-group and within-group changes are reported for each city and category
of ￿rms.
Table 6a shows that what drives the results in Malm￿ is mainly what is
described in Melitz (2003): the exit of the least e¢ cient ￿rms (the between-e⁄ect
of exiters) and the expansion of ￿rms with above average productivity as they
enter the export market (the between-e⁄ect of switchers). There is, however, no
sign of a productivity increase originating in the expansion of existing exporters,
instead there is an increase in the allocation e¢ ciency among these but inside
19I do not have estimates for pt for exiters after the 2000 and not for new entrants before
2000 (these ￿rms did not exist at these times). I therefore assume that the productivity of
the groups in the period for which there is no estimate would have been the same as in the
period for which I have estimates, i.e. I assume constant productivity within these groups.
38Between Within Between Within Between Within
Manufacturing
Switchers -1% 1% -2% 1% 6% 0%
Exporter_before -1% 7% -2% -25% 1% -8%
Entrants 0% 0% 0%
Exiters 1% 1% 0%
Neither 0% 0% 0% 0% 0% -6%
Total
Wholesale
Switchers 11% 4% -7% -1% -2% -3%
Exporter_before 1% 8% 0% 33% 0% 23%
Entrants 0% 0% 1%
Exiters 15% 5% 2%





Contributions, by firm category,
to changes in aggregate productivity (1998/9 versus 2001/2)
Malmö Stockholm Gothenburg
47% 27% 20%
Note: The table compares how the different categories of firms contribute to the change in aggregate
productivity between the two years following the construction of the bridge (2001 and 2002) and the
two years preceding the bridge (1998 and 1999).
39the group. The strongest e⁄ect, however, is from ￿rms with low productivity
closing down.
Given the di⁄erences between sectors noted above, it is instructive to see if
the results di⁄er according to the extent that the export pattern was a⁄ected
for these sectors. These results are reported in Table 6b for the manufacturing
and wholesale sectors. While the manufacturing sector does not show any of
the model￿ s mechanism, the wholesale sector does so in the same way as the
aggregate economy but with larger numbers. A large share of the increase in
aggregate productivity in wholesale stems from the exit of the least productive
￿rms and expansion by ￿rms that enter into exporting. The two strongest
e⁄ects are exactly these two mechanisms described by Melitz (2003). Existing
exporters, however, do not expand as a group, but they experience an increase
in productivity due to reallocation within the group as was observed in the
aggregate economy. There is to some extent also an e⁄ect from the reallocation
of production among nonexporters.
This analysis on aggregate productivity has so far not controlled for sectoral
e⁄ects. In the analysis in Tables 6a and 6b, I cannot do this. However, the
process of ￿rms closing down or exiting, which was seen to a⁄ect productivity,


























aD is the productivity (the inverse of mar-














aD, i.e. the productivity cut-o⁄ moves more in an economy in
which the trade cost moves more.
However, to test if this happens for Malm￿ compared to Stockholm and
Gothenburg, I have to assume that the initial trade cost is the same for all of
40the three economies. This is due to the fact that ￿ enters nonlinearly in (30) and
the change therefore not only depends on the change in ￿ but also on its initial
level. If this is assumed I can test the hypothesis that the reduction in trade
costs has caused the least productive ￿rms to exit also controlling for sectoral
e⁄ects. I do this by comparing the means in productivity of ￿rms exiting after
the year 2000 with the surviving ￿rms in the years before the bridge, 1998 and
1999. From (30), it is seen that if ￿ moves to ￿
00
in Malm￿ but in Stockholm
and Gothenburg it only moves to ￿
0
, then mean productivity of exiting ￿rms









and productivity follows the same distribution in all cities.
I test this by running the following regression:
pit = ￿0 + ￿XEXITit + ￿MMit + ￿XMEXITitMit + ￿it + "it (31)
for the years 1998 and 1999. The variable EXITit takes the value 1 if the ￿rm is
exiting after the bridge is constructed. Mit takes the value 1 if a ￿rm is located
in Malm￿ and ￿it is a sector ￿xed e⁄ect. The interesting coe¢ cient is therefore
￿XM which is multiplied with the interaction term EXITitMit. This compares
the di⁄erence in productivity among exiters relative to surviving ￿rms in Malm￿
with that in Stockholm and Gothenburg. This is a test of (30) saying that the
reduction in trade costs has increased the productivity cut-o⁄ in Malm￿ more
than in Stockholm and Gothenburg.
Table 8 shows that it seems that even with sectoral controls at a very disag-
gregated level, there is evidence that exiters in Malm￿ are more productive on
average than in Stockholm and Gothenburg. The results hold in the aggregate
economy both with and without sector ￿xed e⁄ects. For manufacturing the
coe¢ cients are close to zero but there are positive coe¢ cients in the wholesale
sector. These are, possibly due to the smaller sample size, not signi￿cant, how-
ever. The aggregate results support the notion that the e⁄ect of a decrease in
trade costs forces out the least productive ￿rms.
41(1) (2) (3) (4) (5) (6)
Malmö -0.037*** -0.035*** -0.007 -0.034** -0.045*** -0.045***
[0.008] [0.008] [0.016] [0.016] [0.014] [0.015]
Exiter -0.039** -0.042*** -0.034 -0.047 0.009 0.018
[0.015] [0.015] [0.034] [0.032] [0.032] [0.031]
Malmö * Exiter 0.068* 0.091** 0.004 -0.010 0.028 0.042
[0.037] [0.037] [0.079] [0.080] [0.070] [0.070]
Fixed industry
effects NO YES NO YES NO YES
Observations 77006 77006 16266 16266 23783 23783
* significant at 10%; ** significant at 5%; *** significant at 1%
Source: Statistics Sweden.
Note: The regressions examine if the difference in productivity between firms that
exit and firms that maintain production is different in Malmö than in the control
cities. Firms that exit after 2000 are labelled as exiters. The regressions therefore
only include the years before the bridge (1998 and 1999). Robust standard errors






The paper examines how aggregate productivity changes in a developed econ-
omy after a decrease in trade costs exogenous to industry-speci￿c productivity
and growth levels. Due to the stability and geographic symmetry of Sweden￿ s
macroeconomic and industrial policies, the risk of confounding e⁄ects is small
since I compare the evolution of Malm￿, which faced the trade cost reduction,
with the two other large cities in Sweden. Using ￿rm-level data, I calculate
unbiased estimates of total factor productivity growth and estimate how much
of productivity growth is due to the reallocation of production across ￿rms and
how much is due to average productivity growth within ￿rms.
I ￿nd substantial evidence supporting models of ￿rm selection such as Melitz
(2003). Exports by ￿rms based in Malm￿ rise substantially, mostly due to ￿rms
entering into the export market that did not export before. Importantly, of
the two main sectors manufacturing and wholesale, it is clearly the wholesale
sector that expands exports the strongest. Aggregate productivity in Malm￿
also increases. I ￿nd that almost all of Malm￿￿ s rapid growth in aggregate
productivity occurs because of a reallocation of production from less productive
to more productive ￿rms. When decomposing the productivity gain, I ￿nd that
the main drivers of aggregate productivity is a) exit of the least productive ￿rms
and b) expansion in output of ￿rms with high productivity that enter the export
market. When comparing the two largest sectors, the productivity changes are
the strongest in the wholesale sector which is also the sector for which trade
increased the most.
The ￿ndings provide insight into the causal link from market integration
and increased trade to aggregate productivity through ￿rm dynamics. It largely
con￿rms the ￿rm-selection patterns described in models such as Melitz (2003).
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It must be that ￿ increases in ￿ since ￿ > 1 in the third bracket and that
k￿(￿￿1)

















































which is always true since ￿ < 1 at trade costs strictly larger than zero and
￿ > 1. ￿
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