The main contribution of this paper is twofold: On the one hand, a general framework for performing Hermite interpolation on Riemannian manifolds is presented. The method is applicable, if algorithms for the associated Riemannian exponential and logarithm mappings are available. This includes many of the matrix manifolds that arise in practical Riemannian computing application such as data analysis and signal processing, computer vision and image processing, structured matrix optimization problems and model reduction.
1. Introduction. Given a data set that consists of locations t 0 , . . . , t k ∈ R, function values f 0 = f (t 0 ), . . . , f k = f (t k ) and derivativesḟ 0 =ḟ (t 0 ), . . . ,ḟ k =ḟ (t k ), the (first-order) Hermite interpolation problem reads:
Find a polynomial P of suitable degree such that P (t i ) = f i ,Ṗ (t i ) =ḟ i , i = 0, . . . , k.
(1.1)
Local cubic Hermite interpolation is the special case of Hermite-interpolating a twopoints data set {f i ,ḟ i , f i+1 ,ḟ i+1 } on t i , t i+1 ∈ R. Cubic Hermite interpolation is achieved by joining the local pieces on each sub-interval [t i , t i+1 ]. By construction, the derivative at the end point of [t i , t i+1 ] coincides with the derivative of the start point of [t i+1 , t i+2 ] so that the resulting curve is globally C 1 , [19, Remark 7.7] . In this paper, we address the Hermite interpolation problem for a function that takes values on a Riemannian manifold M with tangent bundle T M. More precisely, consider a differentiable function f : [a, b] → M, t → f (t) and a sample plan a = t 0 , . . . , t k = b. Sampling of the function values and the derivatives of f at the parameter instants t i produces a data set consisting of manifold locations p i = f (t i ) ∈ M and velocity vectors v pi ∈ T pi M in the respective tangent spaces of M at p i . The Hermite manifold interpolation problem is:
Find a curve c : [a, b] → M of class C 1 such that c(t i ) = p i ∈ M,ċ(t i ) = v pi ∈ T pi M, i = 0, . . . , k.
(1.2)
1.1. Original contributions. (1) We introduce a method to tackle problem (1.2) that is a direct analogue to Hermite interpolation in Euclidean spaces. The method has the following features:
(i) The approach works on arbitrary Riemannian manifolds, i.e., no special structure (Lie Group, homogeneous space, symmetric space,...) is required. In order to conduct practical computations, only algorithms for evaluating the Riemannian exponential map and the Riemannian logarithm map must be available. (ii) The computational effort, in particular, the number of Riemannian exp and log evaluations is lower than that of any other Hermite manifold interpolation method known to the author. (2) In addition, we expose a natural relation between data processing errors and the sectional curvature of the manifold in question. This provides general error bounds for data processing methods (not limited to interpolation) that work via a back-andforth mapping of data between the manifold and its tangent space, or, more precisely, data processing methods that rely on Riemannian normal coordinates.
For convenience, the exposition will focus on cubic polynomial Hermite interpolation. However, the techniques may be readily combined with any interpolation method that is linear in the sampled locations and derivative values. Apart from polynomial interpolation, this includes radial basis function approaches [4] and gradient-enhanced Kriging [36] .
As a use-case, we provide an explicit and efficient method for the cubic Hermite interpolation of column-orthogonal matrices, which form the so-called Stiefel manifold St(n, r) = {U ∈ R n×r |U T U = I}. Stiefel matrices arise in orthogonal matrix factorizations such as the singular value decomposition and the QR-decomposition.
Comparison with previous work.
Interpolation problems with manifold-valued sample data and spline-related approaches have triggered an extensive amount of research work.
It is well-known that cubic splines in Euclidean spaces are acceleration-minimizing. This property allows for a generalization to Riemannian manifolds in form of a variational problem for the intrinsic, covariant acceleration of curves, whose solutions can be interpreted as generalized cubic polynomials on Riemannian manifolds. The variational approach to interpolation on manifolds has been investigated e.g. in [28, 12, 10, 33, 8, 31, 22] , see also [29] and references therein. While the property of minimal mean-acceleration is certainly desirable in many a context, including automobile, aircraft and ship designs and digital animations, there is no conceptual reason to impose this condition when interpolating general smooth non-linear manifold-valued functions.
A related line of research is the generalization of Bézier curves and the De Casteljau-algorithm [6] to Riemannian manifolds [29, 23, 27, 1, 15, 32] . Bézier curves in Euclidean spaces are polynomial splines that rely on a number of so-called control points. A Bézier curve starts at the first control point and ends at the last control point, the starting velocity is tangent to the line between the first two-pair of control points; the velocity at the endpoint is tangent to the line between the penultimate and the last control point. This is illustrated in Fig. 1.1 . The number of control points determines the degree of the polynomial spline. To obtain the value B(t) of a Bézier curve at time t, a recursive sequence of straight-line convex combinations of two locations must be computed. The transition of this technique to Riemannian manifolds is via replacing the inherent straight lines with geodesics [29] . The start and end velocities of the resulting spline are proportional to the velocity vectors of the geodesics that connect the first two and the last two control points, respectively [29, Theorem 1].
Fig. 1.1.
A cubic Bézier curve based on four control points p i,0 , p i,1 , p i,2 , p i,3 . The 'inner' control points p i,1 , p i,2 may be used to prescribe tangent directions at p i = p i,0 and p i+1 = p i,3 , which are interpolated.
Note that the actual applications and use cases featured in the work referenced above are almost exclusively on low-dimensional matrix manifolds like S 2 , S 3 , SO(3) or SE(3).
A Hermite-type method that is specifically tailored for interpolation problems on the Grassmann manifold is sketched in [4, §3.7.4] . General Hermitian manifold interpolation has been considered explicitly in [20] . The idea is as follows: Given two points p, q ∈ M on a manifold and two tangent directions v p ∈ T p M, v q ∈ T q M, the the authors of [20] approach the task to construct a connecting curve c : [t i , t i+1 ] → M such that c(t i ) = p,ċ(t i ) = v p , c(t i+1 ) = q,ċ(t i+1 ) = v q by constructing a "left" arc l i that starts at t = t i from p with the prescribed velocity v p and a "right" arc r i that ends at t = t i+1 at q with the prescribed velocity v q . The two arcs are then blended to a single spline arc via a certain geometric convex combination. In Euclidean spaces, this would read s(t) = (1−Φ(t))l i (t)+Φ(t)r i (t), where Φ is a suitable weight function. Because a general Riemannian manifold lacks a vector space structure, the challenge is to construct a manifold analogue of a convex combination and [20] proposes a method that works on compact, connected Lie groups with a bi-invariant metric.
This same idea of blending a left and a right arc has been followed up in [15] . Here, the Euclidean convex combination is replaced with a geodesics average s(t) = Exp li(t) (Φ(t) Log li(t) (r i (t))). In combination, this constitutes a valid approach for solving (1.2) in arbitrary Riemannian manifolds. 1 It should be mentioned that none of the papers on Bézier curves referenced above tackle the Hermite interpolation problem explicitly. However, the Bézier approach can be turned into an Hermite method by choosing the control points such that the sampled start and terminal velocities are met. It is clear that this requires at least 4 control points in each subinterval [t i , t i+1 ], see Interpolation problems on Stiefel Manifolds have been considered in [23] , however with using quasi-geodesics rather than geodesics. The work [39] includes preliminary numerical experiments for interpolating orthogonal frames on the Stiefel manifold that relies the canonical Riemannian Stiefel logarithm [30, 37] .
Remark: (Hermite) interpolation of curves on Riemannian manifolds, i.e., of manifold-valued functions f : [a, b] → M must not be confused with (Hermite) interpolation of real-valued functions with domain of definition on a manifold, f : M → R. The latter line of research is pursued, e.g., in [26] but is not considered here.
1.3. Organization. The paper is organized as follows: Starting from the classical Euclidean case, Section 2 introduces an elementary approach to Hermite interpolation on general Riemannian manifolds. Section 3 relates the data processing errors of calculations in Riemannian normal coordinates to the curvature of the manifold in question. In Section 4, the specifics of performing Hermite interpolation of columnorthogonal matrices are discussed and Section 5 illustrates the theory by means of numerical examples. Conclusions are given in Section 6.
1.4. Notational specifics. The (r ×r)-identity matrix is denoted by I r ∈ R r×r . If the dimension is clear, we will simply write I. The (r × r)-orthogonal group, i.e., the set of all square orthogonal matrices is denoted by
When we employ the QR-decomposition of a rectangular matrix A ∈ R n×r , we implicitly assume that n ≥ r and refer to the 'economy size'
The standard matrix exponential and the principal matrix logarithm are defined by
The latter is well-defined for matrices that have no eigenvalues on R − . For a Riemannian manifold M, the geodesic that starts from p ∈ M with velocity v ∈ T p M is denoted by t → c p,v (t). The Riemannian exponential function at p is
and maps a small star-shaped domain D 0 around the origin in T p M diffeomorphically to a domain D p ⊂ M. The Riemannian logarithm at p is
Recall that for a differentiable function f : M → N , the differential at p is a linear map between the tangent spaces
2. Hermite interpolation on Riemannian manifolds. In this section, we construct a quasi-cubic spline between two data points p 0 , p 1 ∈ M on a manifold with prescribed velocities v p0 ∈ T p0 M and v p1 ∈ T p1 M. To this end, we develop a manifold equivalent to the classical local cubic Hermite interpolation in Euclidean spaces [19, §7] .
2.1. The Euclidean case. We start with a short recap of Hermite cubic space curve interpolation, where the following setting is of special interest to our considerations. Let V be a real vector space and let f :
. When applied to vector-valued functions, the classical local cubic Hermite interpolating spline is the space curve c(t) that is obtained via a linear combination of the sampled data, 2
For the reader's convenience, the basic cubic Hermite polynomials coefficient polynomials a 0 (t), a 1 (t), b 0 (t), b 1 (t) are listed in Appendix A.
2.2.
Transfer to the manifold setting. Let M be a Riemannian manifold and consider a differentiable function
and assume further that dist(p, q) < r M (q), where r M (q) is the injectivity radius of M at q. The latter condition ensures that the sample data lies within a domain, where the Riemannian normal coordinates are one-to-one, [13, p. 271 ].
Our approach is to express the interpolating curve in terms of normal coordinates
). Hence, the task is transferred to constructing a curve t → γ(t) ⊂ T q M such that the image curve c under the exponential function solves the Hermite interpolation problem (1.2). Because T q M is a vector space, we can utilize the ansatz of (2.1) but for V = T q M,
Here, ∆ p = Log M q (p), ∆ q = Log M q (q) = 0 ∈ T q M are the normal coordinate images of the locations p and q. The tangent vectorsv p ,v q ∈ T q M play the role of the velocity vectors and must be chosen such thaṫ
Since the interpolating curve c(t) = Exp M q (γ(t)) is expressed in normal coordinates centered at q = f (t 1 ), condition (2.3) is readily fulfilled by selectingv q = v q : According to the properties of the cubic Hermite coefficient functions a 0 (t), b 0 (t), b 1 (t), the Taylor expansion of γ(t) around t 1 is γ(t 1 + h) = hv q + O(h 2 ). Therefore, up to first order, γ(t) is a ray emerging from the origin 0 ∈ T q M with directionv q ∈ T q M. Hence, the directional derivative of the exponential function is
2 It is an elementary, yet often overlooked fact that for functions t → f (t) = (f 1 (t), . . . , fn(t)) T ∈ R n , component-wise polynomial interpolation of the coordinate functions f l (t) is equivalent to interpolating the coefficients in a linear combination of the sampled data vectors. 
The latter equation holds, because d(Exp
In fact, it is related to the Jacobi fields on a Riemannian manifold, see [13, §5] , [24, §10] and the upcoming Section 3. Yet, for our purposes, it is sufficient to determine the tangent vectorv p such that
As long as the sample points p = Exp M q (∆ p ) and q are not conjugate, we can make use of the fact that Exp M q is a local diffeomorphism around ∆ p , [24, Prop. 10.11] . Hence, under this assumption, (2.4) is equivalent to
Recall that v p =ḟ (t 0 ) is the given sample data. In summary, we have proved the following theorem.
and assume that p and q are not conjugate along the geodesic t → Exp M q (t Log M q (p)) that connects p and q. Set ∆ p = Log M q (p) and
Then, by construction and in complete analogy to the Euclidean case, the composite curve
that combines the local quasi-cubic spline arcs c = c [ti,ti+1] of Theorem 2.1 is of class C 1 and solves the Hermite manifold interpolation problem (1.2). Practical computation ofv p . In cases, where an explicit formula for the Riemannian logarithm is at hand, the directional derivativev p = d(Log M q ) p (v p ) can be directly computed. For general nonlinear manifolds M, computing the differentials of the Riemannian exponential and logarithm is rather involved. According to (1.3),
with the usual identification a linear space with its tangent space. In order to evaluate d(Log M q ) p (v p ), we can take any differentiable curveγ(s) ⊂ M that satisfiesγ(0) = p andγ(0) = v p . Then,
An obvious choice isγ(s) = Exp p (sv p ) ⊂ M. The final equation for computingv p as required by (2.2) isv 
2.3. Computational effort and preliminary comparison to other methods. Computationally, the most involved numerical operations are the evaluations of Riemannian Log-and Exp-mappings. Therefore, as in [15] , we measure the computational effort associated with the Hermite interpolation method as the number of such function evaluations.
Constructing a quasi-cubic Hermite interpolant as in Remark 1 requires on each
• one Riemannian logarithm to compute ∆ p = Log M q (p), • two Riemannian Log-and Exp-evaluations for the central difference approximation of (2.10), which results in a total of 3k Riemannian Log-evaluations and 2k Riemannian Expevaluations for the whole composite curve. The data to represent the curve (2.5) can be precomputed and stored.
Evaluating a quasi-cubic Hermite interpolant at time t requires a single Riemannian Exp-evaluation.
As mentioned in the introduction, Bézier-like approaches may be used to tackle the the Hermite interpolation problem (1.2). This requires a cubic degree and at least four control points on each sub-interval [t i , t i+1 ] to impose the derivative constraints, see 3. Error propagation. The approach introduced in Section 2.2 follows the standard principle of (1) mapping the sampled data onto the tangent space, (2) performing data processing (in this case, interpolation) in the tangent space, (3) mapping the result back to the curved manifold. In this section, we perform a general qualitative analysis of the behavior of the actual errors on the manifold in question in relation to the data processing errors that accumulate in the tangent space. In particular, this allows to obtain error estimates for any manifold interpolation procedure based on the above standard principle and also applies to other data processing operations that subordinate to this pattern. In essence, the error propagation is related to the manifold's curvature via a standard result from differential geometry on the spreading of geodesics [13, Chapter 5, §2].
Theorem 3.1. Let M be a Riemannian manifold, let q ∈ M and consider tangent vectors ∆,∆ ∈ T q M, which are to be interpreted as exact datum and associated approximation. Write δ = ∆ ,δ = ∆ , where it is understood that the norm is that of T q M. Assume that δ,δ < 1. Let σ = span(∆,∆) ⊂ T q M and let K q (σ) be the sectional curvature at q with respect to the 2-plane σ.
If s 0 = ∠(∆, ∆) is the angle between∆ and ∆, then the Riemannian distance between the manifold locations p
with the underlying assumption that all data is within the injectivity radius at q. Proof. Formally, it holds dist M (p,p) = Log M p (p) TpM . However, the data is given in normal coordinates around q ∈ M and not around p. The Riemannian exponential is a radial isometry (lengths of rays starting from the origin of the tangent space equal the lengths of the corresponding geodesics). Yet it is not an isometry so that dist M (p,p) = E , unless M is flat. Therefore, we will estimate the distance To this end, introduce an orthonormal basis w, w ⊥ for the plane
The circular segment w(s) of the unit circle in the σ-plane that starts from w = w(0) and ends in w ⊥ = w(π/2) can be parameterized via the curve
Let s 0 ∈ [0, π/2] be the angle such that∆ =δw(s 0 ). This setup is illustrated in Figure 3 .1, where the outer dashed circular arc indicates the unit circle and the solid circular arcs are the circles of radius δ andδ, respectively. By the triangle inequality,
Since the points δw(s 0 ) andδw(s 0 ) are on a ray that emerges from the origin in T q M, the distance term in line (3.4) is exactly |δ −δ|, see Figure 3 
A Taylor expansion of the transition function s → Log M p • Exp M q (δw(s))) centered 9 at s = 0 gives
To arrive at the last line, d(Log M p ) p = id TpM was used, which follows from the standard result d(Exp 
In summary,
which establishes the theorem. . Thus,
In regards of practical applications, it is safe to assume < δ. Then, in terms of error , the distance estimate (3.1) reads From the numerical point of view, this means that data processing operations that work via the transition to the tangent space are rather well-behaved on manifolds of positive curvature, while the opposite holds on negatively curved manifolds.
In Section 4, we will show an illustration of Theorem 3.1 on an interpolation problem on the compact Stiefel manifold. With the help of Theorem 3.1, explicit error bounds for manifold interpolation methods can be obtained. For example, cubic Hermite interpolation comes with a standard error bound [19, Thm 7.16 ] that applies to the interpolant in the tangent space. This can be forwarded to a manifold error via Theorem 3.1.
Cubic
Hermite interpolation of column-orthogonal matrices. The set of column-orthogonal matrices
is the compact homogeneous matrix manifold known as the (compact) Stiefel manifold. This section reviews the essential aspects of the numerical treatment of Stiefel manifolds. For more details, see [2, 14, 38] .
The tangent space T U St(n, r) at a point U ∈ St(n, r) can be thought of as the space of velocity vectors of differentiable curves on St(n, r) passing through U :
For any matrix representative U ∈ St(n, r), the tangent space of St(n, p) at U is
Every tangent vector ∆ ∈ T U St(n, r) may be written as ∆ = U A + (I − U U T )T, A ∈ R r×r skew, T ∈ R n×r arbitrary.
(4.1)
The dimension of both T U St(n, r) and St(n, r) is np − 1 2 p(p + 1). Each tangent space carries an inner product ∆,∆ U = tr ∆ T (I − 1 2 U U T )∆ with corresponding norm ∆ U = ∆, ∆ U . This is called the canonical metric on T U St(n, r). It is derived from the quotient space representation St(n, r) = O(n)/O(n − p) that identifies two square orthogonal matrices in O(n) as the same point on St(n, r), if their first p columns coincide [14, §2.4] . Endowing each tangent space with this metric (that varies differentiably in U ) turns St(n, r) into a Riemannian manifold. The associated sectional curvature is non-negative and is bounded by 0 ≤ K U (σ) ≤ 5 4 for all U ∈ St(n, r) and all two-plans σ = span(∆,∆) ⊂ T U St(n, r),
Given a start point U ∈ St(n, r) and an initial velocity ∆ ∈ T U St(n, r) the Stiefel geodesic c U,∆ (and thus the Riemannian exponential) is
is the decomposition of the tangent velocity into its horizontal and vertical component with respect to the base point U , [14] . Because ∆ is tangent, A = U T ∆ ∈ R r×r is skew. The Riemannian Stiefel logarithm can be computed with the algorithm of [37] .
4.1.
Differentiating the Stiefel exponential. In this section, we compute the derivative
This is important for two reasons. 1. Differentiable gluing of interpolation curves. Consider a manifold data set t i , p i = f (t i ), i = 0, . . . , j, j + 1, . . . , k, where the Riemannian distance, say, of the sample points p j and p 0 and p j and p k exceeds the injectivity radius of M at p j . Then, simple tangent space interpolation with mapping the data set to T pj M is not possible. A remedy is to split the data set at p j and to compute two interpolation curves, one for the sample set t i , p i = f (t i ), i = 0, . . . , j and one for the sample set t i , p i = f (t i ), i = j, j + 1, . . . , k. With the canonical method of tangent space interpolation, the curves have the expressions c
Concatenating the curves c 1 , c 2 will result in a non-differentiable kink at the intersection location p j , where c 1 ends and c 2 starts. In order to avoid this, one can compute the derivativeċ 1 (t j ) and useċ 1 (t j ) =ċ 2 (t j ) as an Hermitian derivative sample when constructing c 2 . For obtainingċ 1 (t j ), a derivative of the form of (4.3) must be computed. 2. Method validation. The cubic Hermite manifold interpolation method of Theorem 2.1 requires the computation ofv p = d(Log M q ) p (v p ). As was mentioned in Section 2.2, the differential of the Log-mapping cannot be computed explicitly for general manifolds M. In order to assess the numerical quality of a finite-differences approximation, we can first computev p by (2.10) and then recompute (2.4)
The numerical accuracy is assessed via the error
Again, a derivative of the form of (4.3) must be computed. Now, let us address the derivative (4.3) for ∆ 0 , V ∈ T U St(n, r). Write ∆(t) = ∆ 0 +tV and let Q(t)R(t) = (I − U U T )∆(t) be the t-dependent QR-decomposition of the tangent space curve. Moreover, A(t) := U T ∆(t) andȦ(0) = U T V . Then, by the product rule,
Introduce the matrix function
. It is sufficient to com-pute d(exp m ) M (0) (Ṁ (0)) = d dt t=0 exp m (M (0) + tṀ (0)). 4 In the following, we often omit the parameter t with the implicit understanding that all quantities are evaluated at t = 0. By Mathias' Theorem [ 
be written in terms of subblocks of size r × r. Then
The derivatives of the QR-factors of the decomposition Q Another option is to use retractions as a replacement for the Riemannian exponential [2, §4.1]. By definition, the differential of a retraction map at the origin of the tangent space is the identity map and thus coincides with the differential of the Riemannian exponential at the origin. Suitable matrix curves s →γ(s) that match Exp St U (s∆) up to terms of first order based on Stiefel retractions arẽ
A word of caution: With the QR-based retraction, there is the challenge of computing a differentiable QR-path. Numerical QR-algorithms in high-level programming environments like MATLAB or SciPy might provide discontinuous matrix paths, e.g., because of different internal pivoting strategies.
Examples and experimental results.
In this section, we conduct various numerical experiments that put the theoretical findings in perspective. All examples are coded and performed in the SciPy programming environment [21] . To this end, we utilize the formula of Lemma 4.1. Then we compute the error
. As data points, we use samples of the Stiefel function µ → U (µ) ∈ St(n, r), n = 1001, r = 6 that is featured in the upcoming Section 5.4: More precisely, U = U (0.9),Ũ = U (1.4). The tangent direction to be translated is chosen as v U = Log St U (U (1.9)) ∈ T U St(n, r). All Riemannian log computations are performed with the Algorithm of [37] and a numerical convergence threshold of 10 −14 . The next table shows the reconstruction error E versus the finite difference step size h used in (2.10).
step size h 10 −2 10 −3 10 −4 10 −5 10 −6 10 −7 error E 1.2e-8 1.2e-10 4.3e-12 4.2e-11 4.1e-10 5.0e-9 .
Even though there are various numerical processes involved (matrix exp, matrix log, iterative Stiefel logarithm etc.) the accuracy of the finite difference approach is surprisingly high. In the following experiments, a step size of h = 10 −4 is used to calculate (2.10).
5.2.
Hermite interpolation of the Q-factor of a QR-decomposition. As a first example, consider a cubic matrix polynomial
14 The matrices Y i were produced as random matrices with entries uniformly sampled from [0, 1] for Y 0 , entries uniformly sampled from [0, 0.5] for Y 1 , Y 2 and from [0, 0.2] for Y 3 . The t-dependent QR-decomposition is For comparison, the following interpolation schemes are conducted.
• Quasi-linear interpolation: In this case, the Stiefel samples are connected by geodesics as described in [38, §3.1] . No derivative information is used. This is the manifold version of linear interpolation. • Tangent space interpolation: In this case, all data is mapped to single tangent space attached at Q(t j ), j = k/2 , where k is the number of sample points. Then, RBF interpolation is performed tangent vectors as described in [5] , [38, §3.1] . As an RBF, the inverse multiquadric is selected. No derivative information is used. • Hermite quasi-cubic interpolation, as introduced in Section 2.2. Since the quasi-linear and the quasi-cubic approach rely on piece-wise splines, it is only the 'global' tangent space interpolation that benefits from the choice of Chebychev samples.
For t ∈ [−1.1, 1.1], the relative interpolation errors are computed in the matrix Frobenius norm as Q * (t)−Q(t) F
Q(t) F
, where Q * (t) denotes the manifold interpolant and Q(t) is the reference solution. The error curves are displayed in Fig. 5.2 .
The relative Frobenius errors are Geo. interp. RBF tan. interp. Hermite interp. Max. relative errors 0.039 0.014 0.0007 L 2 relative errors 0.030 0.016 0.0005 .
5.3.
Hermite interpolation of a low-rank SVD. Next, we consider an academic example of a non-linear matrix function with fixed low rank. The goal is to perform a quasi-cubic interpolation of the associated SVD. As above, we construct a cubic matrix polynomial
n = 10, 000, r = 10 with random matrices Y i with entries uniformly sampled from [0, 1] for Y 0 and from [0, 0.5] for Y 1 , Y 2 , Y 3 . Then, a second matrix polynomial is considered
Here, the entries of Z 0 are sampled uniformly from [0, 1] while the entries of Z 1 , Z 2 are sampled uniformly from [0, 0.5]. The nonlinear low-rank matrix function is set as
By construction, W (t) is of fixed rank(W (t)) ≡ r = 10 ∀t. The low rank SVD
is sampled at the two Chebychev nodes t 0 = 0.0732, t 1 = 0.4268 in the interval [0.0, 0.5]. 6 The Hermite sample data set
Computing an analytic path of an SVD and thus a proper sample data set is a challenge in its own right, see [9] . This is in part because of the inherent ambiguity W = U ΣV T = (U S)Σ(SV T ) for any orthogonal and diagonal matrix S = diag(±1, . . . , ±1), [18, B.11, p. 334 ]. SVD algorithms from numerical linear algebra packages may return a different 'sign-matrix' S for the SVD of W (t) and W (s), even when t and s are close to each other. This introduces discontinuities in the sampled U and V matrices. In the experiments performed in this work, we normalize the SVD as follows.
where the sign-function is understood to be applied entry-wise on the diagonal elements. Then, we replace U t ← U t S, V t ← V t S. In the test cases considered here, this hands-on approach is sufficient to ensure a differentiable SVD computation. In general, one has to allow for negative singular values to ensure differentiability, [9] . For t in the sampled range, the relative interpolation errors are computed in the Frobenius norm as U For the sake of completeness, we repeat this experiment but with selecting p = U (µ i ) as the center for the Riemannian normal coordinates. Hence, the derivative data is mapped to T U (µi) St(n, r) instead of T U (µi+1) St(n, r) and the tangent space interpolation curve is of the form
where p = U (µ i ), q = U (µ i+1 ). This leads to virtually indistinguishable plots. The maximum relative errors are 6.3023 · 10 −4 (q-centered) vs. 6.3374 · 10 −4 (p-centered). The L 2 -norms of the relative errors are 2.3819 · 10 −4 (q-centered) vs. 2.3954 · 10 −4 (p-centered).
Recall that the local cubic Hermite interpolation scheme works in essence by performing Hermite interpolation in a selected tangent space and subsequently mapping the result to the manifold. Fig. 5.3 shows the absolute interpolation errors of the tangent space data in the canonical Riemannian metric together with interpolation errors of final manifold data in terms of the Riemannian distance. The manifold errors are very close to the tangent space errors but are actually slightly smaller, inspite of the additional downstream translation of the tangent space interpolants to the manifold via the Riemannian exponential, which is an additional source of numerical errors. This is in line with Theorem 3.1, since the Stiefel manifold features positive sectional curvature.
Hermite interpolation of the left singular values of non-linear function snapshots.
In the next experiment, we consider the SVD of discrete snapshots of a nonlinear multi-parameter function. To this end, define
where f 1 , f 2 L2 = 1 0 f 1 (x)f 2 (x)dx and · L2 = ·, · L2 on L 2 ([0, 1]). We will discretize F in x, take function 'snapshots' at selected values of t and eventually Hermite interpolate the left singular vectors of the discrete snapshot matrices with respect to µ. The partial derivative of F by µ is
For the spatial discretization, we use an equidistant decomposition of the unit interval, 0 = x 1 , x 2 , . . . , x n = 1, n = 1001. Then, we take r = 6 function snapshots in t at time instants t = 1.0, 1.6, 2.2, 2.8, 3.4, 4.0. In this way, a µ-dependent snapshot matrix
is obtained. Fig. 5 .4 displays the snapshot matrices at some selected parameter values, , where U * (µ) denotes the manifold interpolant and U (µ) is the reference solution. The error curves are displayed in Fig. 5.6 . According to the figure, the tangent space interpolation method fails to interpolate the samples at the first two parameter locations µ 0 ≈ 1.7102, µ 1 ≈ 1.7879. This is explained as follows. In the tangent space interpolation method, all the Stiefel samples U (µ i ) are mapped to the tangent space attached at U (µ 3 ), µ 3 ≈ 2.0776 via ∆(µ i ) = Log St U (µ3) (U (µ i ). It turns out that the Riemannian Stiefel logarithm is not well-defined for i = 0, 1. Put in different words, U (µ 0 ) and U (µ 1 ) are too far from U (µ 3 ) to be mapped to T U (µ3) St(n, r) by the the Stiefel log-algorithm. 6. Conclusions and final remarks. We have presented an elementary, general approach to Hermite interpolation on Riemannian manifolds that is applicable to practical problems, whenever algorithms to compute the Riemannian exp and log mappings are available. While our focus was on the manifold counterpart of local cubic Hermite interpolation, the method is flexible and may be combined with any Hermite method that is linear in the sample data. Moreover, combinations of Hermite and Lagrange methods are straightforward generalizations.
In addition, we have exposed a relation between the sectional curvature of the manifold in question the data processing errors, that arise for computations in Riemannian normal coordinates.
As an example, Hermite interpolation of Stiefel data was discussed in more detail. From the observations in the numerical experiments, the main practical constraint on the sampled data is that two consecutive samples be close enough so that the Riemannian Stiefel logarithm is well-defined. As a rule of thumb, if the data points are close enough so that the Riemannian log algorithm converges, then the Hermite interpolation method provides already quite accurate results.
The method constructs piece-wise cubic manifold splines between data points p i and p i+1 in terms of normal coordinates centered at p i+1 . Thus, it is not symmetric in the sense that computations in normal coordinates centered at p i might lead to different results. Yet, in the numerical experiments, these effects prove to be negligible.
Appendix A. The basic cubic Hermite coefficient polynomials. The coefficient functions in (2.1) are the cubic Hermite polynomials that are uniquely defined by
The explicit cubic coefficient functions are
and are displayed in Fig. A.1 for t 0 = 0, t 1 = 1. Since on manifolds, we work exclusively in the setting, where q = 0, the coefficient a 1 (t) drops out in (2.1). Fig. A.2 shows the spatial cubic Hermite spline (2.1) that connects the points p = (1, 0, 0), q = (0, 0, 0) ∈ R 3 with a prescribed start and terminal velocity of v p = (0.5, 0.5, 0) and v q = (0, 0, 1), respectively. According to [34, Proposition 2.2] , the derivativesQ,Ṙ can be obtained from Alg. 1. The trick is to compute X = Q TQ first and then use this to computeQ = QQ TQ + (I − QQ T )Q by exploiting that Q TQ is skew-symmetric and thatṘR −1 is upper triangular.
Algorithm 1 Differentiating the QR-decomposition, [34, Proposition 2.2]
Input: matrices T,Ṫ ∈ R n×r , (compact) QR-decomposition T = QR. 1: L := P L (Q TṪ R −1 ) 2: X = L − L T # Now, X = Q TQ 3:Ṙ = Q TṪ − XR 4:Q = (I − QQ T )Ṫ R −1 + QX Output:Q,Ṙ Appendix C. Differentiating the singular value decomposition. Let m ≤ n ∈ N and suppose that t → Y (t) ∈ R n×m is a differentiable matrix curve around t 0 ∈ R. If the singular values of Y (t 0 ) are mutually distinct, then the singular values and both the left and the right singular vectors depend differentiable on t ∈ [t 0 − δt, t 0 + δt] for δt small enough. This is because the associated symmetric eigenvalue problem Y T (t)Y (t) = V (t)Λ(t)V T (t) is differentiable under these (and more relaxed) conditions, [3] . Output:U ,Σ = diag(σ 1 , . . . ,σ m ),V
The above algorithm is mathematical 'folklore', a proof can be found in, e.g., [17] . Note that U TU withU as above is skew-symmetric, so that indeedU ∈ T U St(n, m). The above equations make use of the inverse Σ −1 and are therefore unstable, if the singular values are small. This effect can be alleviated by truncating the SVD to the r ≤ m dominant singular values. The derivative matrices for the truncated SVD are stated in Alg. 3. Since this algorithm is based on representing the derivative vectorsv j in terms of an eigenvector ONB V = (V r , V m−r ) = (v 1 , . . . , v r , v r+1 , v m ), a full square orthogonal V is required also in the truncated case. Yet, note that the columns of V m−r feature only in the equation forV r = V Γ = V r Γ r + V m−r Γ m−r while all other quantities are independent of V m−r . If the rank of Y ∈ R n×m is exactly r ≤ m and is fixed for all t, then the computation of the entries of the lower block Γ m−r reduces to Γ ij = u T jẎ vi σj , i = r+1, . . . , m, j = 1, . . . , r. In this case, the singular value matrix features a lower-right zero diagonal block Σ = diag(σ 1 , . . . , σ r , σ r+1 , . . . , σ m ). In general, computing the derivatives in the presence of multiple singular values/eigenvalues is sophisticated [3] . Here, however, it is sufficient to compute the singular vectors V r (t) = (v 1 (t), . . . , v r (t)) associated with the pairwise distinct singular values and to perform a t-dependent orthogonal completion V (t) = (v 1 (t), . . . , v r (t), v r+1 (t), . . . , v m (t)) via the modified Gram-Schmidt process, which is differentiable.
