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Abstract: We study a two loop diagram of propagator type with general param-
eters through the Symmetries of Feynman Integrals (SFI) method. We present the
SFI group and equation system, the group invariant in parameter space and a gen-
eral representation as a line integral over simpler diagrams. We present close form
expressions for three sectors, each with three or four energy scales, for any spacetime
dimension d as well as the  expansion. We determine the singular locus and the
diagram’s value on it.
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1 Introduction
Analytic calculation of Feynman diagrams with several mass scales is a challenge, but
it is important for higher loop corrections to Standard Model/Core Theory1 observ-
ables involving several different particles, and it is of intrinsic interest to Quantum
Field Theory.
The Symmetries of Feynman Integrals method (SFI) [2], see also developments
in [3–8], reduces the diagram to its value at some allowed and more convenient base
point in parameter space, namely the space X of masses and kinematical invariants,
plus a line integral in X over simpler diagrams (with one edge contracted).
This method is close in spirit to the Integration By Parts (IBP) method [9] and
to the Differential Equations (DE) method [10–13], see also the textbooks [14]. The
1 The term Core Theory was advocated in [1] to supersede the term Standard Model.
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Figure 1. Hierarchy of diagrams according to edge contraction. Each column has diagrams
of fixed number of vertices so that necessary sources for each diagram are always on its
left. The propagator seagull is on the third column from the left, second from bottom.
main new feature of SFI is recognizing a continuous group G which is associated with
the Feynman Integral and identifying its action in parameter space, thereby leading
to the above-mentioned reduction. See appendix C for an extended discussion of the
relation with IBP and DE.
SFI offers a new approach to the evaluation of Feynman diagrams and it is
important to demonstrate it and further develop it through application to specific
diagrams. The method suggests to partially order all diagrams according to edge
contraction as shown in Fig. 1. The leftmost column consists of the tadpole which
is immediate to evaluate through integration of Schwinger parameters. The next
column includes the diameter and bubble diagrams which were treated through SFI
in [4, 7] where novel derivations for their known values were described. The vacuum
seagull is in the bottom of the third column, and its analysis through SFI enabled a
a novel evaluation of a sector with three mass scales [5]. The kite diagram, which is
on the fourth row from the left, second from bottom, was analyzed through SFI in
[2] and it was possible to identify a locus in parameter space where it reduces to a
linear combination of simpler diagrams, thereby maximally generalizing the massless
case, studied in [9], and the application of the diamond rule of [15].
In this paper we analyze a diagram which we call the propagator seagull. It is
second from bottom on the third column from the left in Fig. 1. It is a two-loop
diagram of a propagator type which can be gotten from the vacuum seagull by cutting
open one of its two parallel loops, thereby explaining its name. Being on the third
column, the propagator seagull appears as a source for more complicated diagrams,
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such as the tetrahedron and the kite (fourth column, bottom two). In addition we
shall see it is special in providing a first example where the group orbits are not open
in parameter space, but rather are of co-dimension 1.
[16] studied all two-loops diagrams of propagator type and reduced the case of
arbitrary indices (powers of propagators) to the kite, the propagator seagull and the
sunrise (the master integrals). [17], section 4.3, expressed the general case in the
small p2 limit in terms of a straightforward quadruple sum which is a generalized
hypergeometric series. In [18] the propagator seagull was considered with one mass
scale but with arbitrary indices using the Mellin-Barnes method [19]. The propagator
seagull with two mass scales was calculated using dispersion relations in [20], using
dispersion relations with Mellin-Barnes method in [21], using an -expansion for the
differential equation method in [23] and using Mellin-Barnes in [24]. Other two
mass scale sectors were calculated in [25] via Integration By Parts reduction and
recalculated in [26]. For three mass scales an analytic expression for any dimension
involving Appell hypergeometric functions was given in [21] and in [20] and [27] in an
 expansion. With four mass scales the 0 term was calculated through differential
equations in [28].
The paper is organized as follows. We start by deriving the SFI equation system
and the associated group in section 2. Next, in section 3 we obtain the group orbits
in parameter space and the associated group invariant. Section 4 presents a general
formula for a reduction to a base point (where two masses are put to zero) plus a line
integral over simpler diagrams. Section 5 contains the evaluation of the line integral
for several sectors with 3 and 4 energy scales as well as the  expansion. Section 6
determines the singular locus where the diagram simplifies to a linear combination of
simpler diagrams (rather than a line integral thereof) and presents the corresponding
evaluations. We summarize our results and disucss them in section 7. Finally an
appendix provides a useful collection of diagram evaluations and definitions of special
functions.
2 SFI group and equation system
In this paper we will consider the two-loop propagator type diagram shown in Figure 2
and given by the integral
I(x1, x2, x3, x4, x5) =
∫
ddl1 d
dl2
(l21 − x1)(l22 − x2)((l1 + l2)2 − x3)((l1 + p)2 − x4)
(2.1)
where the parameter space is
X = {(x1, x2, x3, x4, x5) =
(
m21, m
2
2, m
2
3, m
2
4, p
2
)}. (2.2)
The discrete symmetry group is a reflection exchanging propagators 2 and 3, namely
Γ = ZZ2 . (2.3)
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Figure 2. The propagator seagull
SFI method. Before we proceed to obtain the SFI equation system let us give a
short review of the SFI method. The integral (2.1) is invariant under transformations
of the integration variables lA, and in particular under infinitesimal linear variations
of the form
lA → lA + ABlB + Ap (2.4)
with A,B = 1, 2 and AB, A are small.
2 When applied to the integral (2.1) such
variations induce the following equations
0 =
∫
ddl1 d
dl2
(
∂
∂lA
lB I˜
)
0 =
∫
ddl1 d
dl2
(
∂
∂lA
p I˜
)
with I˜ the integrand.
Another useful equation is obtained by the variation
p→ p+ pp (2.5)
which does not leave the integral invariant but nevertheless gives the following useful
identity3
2p2
∂
∂p2
I =
∫
ddl1 d
dl2 p
∂
∂p
I˜ . (2.6)
One can consider in this way variations of the form (2.4, 2.5) with 7  parameters:
δ
l1l2
p
 =
11 12 121 22 2
0 0 p
l1l2
p
 . (2.7)
2The notation AB should not be confused with the 2d volume tensor.
3Equivalently 2p2∂p2 = p
µ∂pµ in the presence of a single independent external momentum.
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We define the space of quadratics (or current scalar products)
Q := Sp{l21, l1 · l2, l22, l1 · p, l2 · p, p2} (2.8)
and the variation (2.7) induces a variation on Q. We record the following variations
which will be needed shortly, keeping terms up to first order in :
δ(l21) = 211l
2
1 + 212l1 · l2 + 21l1 · p
δ(l1 · l2) = 21l21 + 12l22 + (11 + 22)l1 · l2 + 2l1 · p+ 1l2 · p
δ(l22) = 222l
2
2 + 221l1 · l2 + 22l2 · p
δ(l1 · p) = 11l1 · p+ 12l2 · p+ 1p2. (2.9)
In order to vary the integral we write it as
I(x) =
∫
ddl1 d
dl2I˜(l1, l2, p, x) (2.10)
with the integrand I˜(l1, l2, p, x) given by
I˜(l1, l2, p, x) =
4∏
i=1
1
Pi − xi , Pi := {l
2
1, l
2
2, (l1 + l2)
2, (l1 + p)
2}. (2.11)
Pi is the list of squared internal currents (propagators without the masses).
The variation (2.7) induces the following transformation on I˜:
δI˜ = −
4∏
i=1
δPi
Pi − xi I˜ . (2.12)
δPi can be gotten from the induced transformations δQ (2.9). For example
δ(l1 + l2)
2 = δ(l21) + 2δ(l1 · l2) + δ(l22). (2.13)
A variation generates a differential equation for I exactly when δPi belongs to
the space of squares
S := Sp{l21, l22, (l1 + l2)2, (l1 + p)2, p2} (2.14)
namely, S is spanned by both squares of internal currents (propagators) and scalar
products of external ones (kinematical invariants).
Since the space of quadratics Q is 6d and the space of squares S is 5d there is
a single irreducible scalar product (ISP), or irreducible numerator, which we choose
to be l2 · p. Variations which avoid the generation of the irreducible numerator, or
equivalently, those which preserve S, generate the differential equations of interest.
By looking at (2.9) we see that the variations 1, 2 and 12 will generate a numerator
l2 · p and are therefore set to zero.
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In this way we find that the group G of linear transformations on the space of
loop and external momenta can be represented by the following variations
δ
l1l2
p
 =
11 0 021 22 0
0 0 p
l1l2
p
 . (2.15)
SFI equation system. The variation (2.15) translates into operating on the inte-
grand by either one of the following variations ∂
∂l1
l1,
∂
∂l2
l2,
∂
∂l2
l1, or
∂
∂p
p, which in turn
give a system of 4 partial differential equations in parameter space of the form:
ca I(x)− (Tx)ai
∂
∂xi
I(x) = Ja(x) (2.16)
where a = 1, . . . , 4 enumerates the equations and i = 1, . . . , 5 enumerates the param-
eters. ca are constants which could depend on the number of spacetime dimensions d;
Tx is a 4× 5 matrix with entries linear in the x’s and Ja(x) are linear combinations
of Feynman diagrams which arise from I(x) by contracting one propagator.
We choose to present the equation system in the basis defined by the following
variations 
E1
E2
E3
E4
 :=

∂
∂l1
l1 +
∂
∂l2
l2 +
∂
∂p
p
∂
∂l2
l2
∂
∂l2
(l1 + l2)
∂
∂p
p
 . (2.17)
In it (2.16) reads
c =

2d− 8
d− 3
d− 3
−1
 , J(x) =

0
∂3(O2 −O1)I
∂2(O3 −O1)I
−∂4O1I
 (2.18)
Tx = 2

x1 x2 x3 x4 x5
0 x2 s
1
A 0 0
0 s1A x3 0 0
0 0 0 s1B x5
 . (2.19)
This basis is adapted to the reflection symmetry of the diagram in the sense that
equations 1 and 4 are invariant under reflection, while 2 and 3 are exchanged.
The notation above is defined as follows. The s variables are defined for any
trivalent vertex v by
siv := (xj + xk − xi)/2 (2.20)
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where i, j, k are the three edges which meet at v (see also [7, 8]). The propagator
seagull has two trivalent vertices: A := (123), B := (145), as shown in the fig. 2 and
hence
s1A := (x2 + x3 − x1)/2
s1B := (x4 + x5 − x1)/2 . (2.21)
For i = 2, . . . , 5 propagator i belongs exactly to a single trivalent vertex (either A or
B) and hence the subscript denoting the vertex may be omitted. For example
s5 ≡ s5B := (x1 + x4 − x5)/2 . (2.22)
The Oi operators i = 1, . . . , 5 which appear in J
a denote the diagram gotten by
omitting, or contracting, the i’th propagator. Note however, that O4 does not appear
in the SFI equations. Accordingly, the possible topologies for the degenerations are
Degen
[ ]
=
{
, ×
}
, (2.23)
namely, the sunrise and the tadpole times the bubble. Finally, the derivatives are
defined as ∂i := ∂/∂xi.
For later use we define the Heron / Ka¨lle´n invariant
λ := x2 + y2 + z2 − 2x y − 2x z − 2 y z (2.24)
and for each trivalent vertex v
λv := λ(xi, xj, xk) (2.25)
so that in particular
λA := λ(x1, x2, x3)
λB := λ(x1, x4, x5) . (2.26)
Motivation and geometric interpretation for the definitions of λ and s can be found
in [7].
– 7 –
Comments.
Relation with vacuum seagull. The group G given by (2.15) is of the form
G = Gvac ∩ T2,1 =
∗ 0 0∗ ∗ 0
∗ 0 ∗
 ∩
∗ ∗ ∗∗ ∗ ∗
0 0 ∗
 =
∗ 0 0∗ ∗ 0
0 0 ∗
 (2.27)
where Gvac is the group for the vacuum closure of the diagram, namely the vacuum
seagull [5], T2,1 is a triangular block matrix describing the variations (2.4,2.5) and
a ∗ denotes an arbitrary entry. This is in agreement with the general result for a
diagram with 2 or 3 external legs, see [4] eq. (2.16) and below.
Degeneracy of obstructions. By obstructions we mean terms which may
appear in a loop current variation of the form (2.4) and prevent it (or obstruct it)
from producing a differential equation for I defined in (2.1). Such terms are of the
form Ni∂xj , where Ni is an ISP, or irreducible numerator.
G has the property that its dimension is larger by 1 from the minimum dimension
gotten by considering possible obstructions, namely
dim(Obst) = dim(Num) · dim(Prop) = 1 · 4 = 4 (2.28)
while
dim(G) = 4
≥ dim(T2,1)− dim(Obst) = 7− 4 = 3. (2.29)
This means that not all of the possible obstructions are actually generated by
the variations. We find that the actual obstructions can be characterized as those
which do not include ∂/∂x1, or equivalently, those which annihilate x1. In other
words none of the 7 variations (2.4,2.5) produces the term N ∂x1 where N = l2 · p is
the irreducible scalar product. Precisely the same comment applies to the vacuum
seagull.
Forbidden terms. In the presence of external legs we consider all variations
except for those of the form ∂p l. Hence, terms of the form
x
∂
∂(pr · ps) (2.30)
cannot appear in the equations, where x is any mass-squared. We note that by taking
the equation system for the vacuum seagull and keeping the maximal subspace which
does not include such forbidden terms one reproduces G.
3 Group orbits
The matrix Tx in the SFI equation system (2.16-2.19) defines an action of the SFI
group G on parameter space X. In this section we study the geometry of the G
orbits, which are the characteristic surfaces for the SFI equation set.
– 8 –
We have 4 equations in a 5d parameter space, hence the group orbits are at
most 4d. According to the method of maximal minors [6], to find the group orbits
we should compute the 4-minors M i gotten from Tx (2.19) by omitting column
i, taking the determinant and multiplying by an alternating sign ([6] provides a
full introduction and the motivation). Equivalently, it is calculated through the
5-dimensional completely anti-symmetric tensor
M i = i i1 i2 i3 i4(Tx)1i1(Tx)
2
i2
(Tx)3i3(Tx)
4
i4
. (3.1)
One finds
M i dxi = 4λA Inv (3.2)
with λA defined in (2.26) and where the 1-form Inv related to invariants of the SFI
group is given by
Inv := Invi dxi = x5 s
5 dx1 − x1 x5 dx4 + x1 s1B dx5 . (3.3)
Since M i are not identically zero we conclude that generically a G-orbit is indeed
4d, or equivalently,
codim( G - orbits) = 1. (3.4)
The propagator seagull is our first example for a diagram with non-zero co-
dimension (previous examples were codimension 0 and include the diameter [7], the
bubble [4], the vacuum seagull [5] and the kite [8]).
We identify the common factor in (3.2) to be
S = 4λA (3.5)
where S stands for “singular locus” since when S = 0 the maximal minors all vanish
and hence it defines a singular group orbit (of lower dimension). This orbit will be
studied in section 6.
Note that Inv involves only the parameters x1, x4, x5 (associated with vertex B)
and hence it can be considered as a 1-form in 3d space. This means that m2,m3 can
be varied without leaving the G-orbit, and in particular
every G-orbit includes a point where m2 = m3 = 0 . (3.6)
The group orbits are co-dimension 1 in the parameter space X (3.4) and hence
the group possesses a single invariant, which we denote by φ. Points in parameter
space with different values of φ cannot be related to each other through the SFI
equations. We set to determine φ with the help of the invariant 1-form Inv which
annihilates the tangent bundle to G-orbits, namely (Tx)ai Inv
i = 0 for a = 1, . . . , 4.
Hence Inv is dual (“perpendicular”) to surfaces of constant φ, and therefore must
be proportional to the differential of φ, namely
Inv = f dφ (3.7)
– 9 –
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Figure 3. The invariant φ can be interpreted geometrically as a function of the angle α15
in the shown triangle.
for some function f .
In order to determine φ we may first solve for f through
dInv = d log f ∧ Inv . (3.8)
We find f = (x1x5)
3/2, and substituting back into (3.7) and integrating we obtain
the G-invariant
φ =
s4√
x1x5
. (3.9)
Comments.
Alternative derivation. (3.7) implies not only (3.8) but also
Inv ∧ dφ = 0 (3.10)
which can be used as an equation for φ, in fact a system of linear first order partial
differential equations, to be solved by the method of characteristics, thereby providing
an alternative derivation.
Freedom of definition of invariant. Naturally any function of φ could serve
equally well as the G invariant. For instance, given that λB = (s
4)2 − x1x5 we could
choose any of the following alternative invariants
φ2 ≡ (s
4)2
x1x5
,
λB
x1x5
,
(s4)2
λB
. (3.11)
Geometric interpretation of φ. In terms of the dual on-shell diagram (see
[4, 8]) the invariant is related to a triangle where pµ is one of the edges and the other
edges are of length m1 and m4. The signature of the triangle plane is determined
by the data, and the triangle always exists (when the data violates the triangle
inequality the triangle is defined in a Lorentzian signature plane). More precisely,
φ is a function of α15, the angle between m1 and p, see Fig. 3. For instance, if the
triangle is Euclidean then φ = cosα15. This means that α15 is G-invariant.
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4 General solution
In this section we reduce the integral at a general value of the parameters to a line
integral over simpler diagrams. Towards this goal we perform two intermediate steps,
determining the constant-free invariants and the homogeneous solution. (Note that
the maximal cut is known to be a homogeneous solution of the differential equations
[29–31]).
Constant free equations. The constant-free equation system is defined as a lin-
ear subspace of the original equation system (with d independent coefficients) such
that the vector of constants vanishes, cacf = 0. The constant-free matrix of group
generators associated with (2.16) is given by(
E2 + E3 + 2E4 − E1
E2 − E3
)
→ (Tx)cf = 2
(−x1 s1A s1A x5 − x1 x5
0 s3 −s2 0 0
)
. (4.1)
This defines a two dimensional group Gcf within G. It must have 5 − 2 = 3
invariants. By substituting ansatze which are either linear or quadratic in the x’s we
find the following constant-free invariants
p1 = λA, p2 = x1x5, p3 = s
4 . (4.2)
Note that we could have added to p2 a multiple of (p3)
2, so that it could be replaced
by λB for instance.
As an alternative for the ansatze derivation one could have used maximal minors
to compute the 2-minors of Gcf , obtain an invariant 3-form, and attempt to factorize
it into a wedge product of three differentials of the invariants.
Homogeneous solution. By definition, I0, the homogeneous solution of (2.16) must
be a homogenous solution of the constant-free set, and hence must be a function of
the constant free invariants
I0 = I0(p1, p2, p3) . (4.3)
Substituting this ansatz into the remaining equations we obtain the following equa-
tion system for I0
(d− 3)I0 − 2p1 ∂
∂p1
I0 = 0 (4.4)
I0 + 2p2
∂
∂p2
I0 + p3
∂
∂p3
I0 = 0 . (4.5)
Its general solution is
I0 = g(φ)
λ
d−3
2
A
s4
. (4.6)
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where g(φ) is an arbitrary function of the G-invariant, which we choose to set to
unity.
Line integral representation. In general, SFI allows to replace the integral at any
point in parameter space by the integral at a conveniently chosen point on the same
G-orbit plus a line integral over simpler diagrams.
Here we shall employ property (3.6) and take our base point to have m2 = m3 =
0. At this point the integration over the bubble (the loop containing propagators
2 and 3) is immediate, and it remains to evaluate a variant of the bubble diagram.
This value appears in the literature – see (5.26).
Next we should integrate the simpler source terms from m2 = m3 = 0 to the
point of interest. This can be done over any contour, and in particular we can take
a line or a piecewise linear contour. Performing variation of the constants
I(x) = c(x) I0(x) (4.7)
and substituting into equations E2, E3 (2.17) of the SFI equation system (2.16) to
solve for ∂2c, ∂3c we obtain the following line integral representation
I(x) = λ
d−3
2
A
 I|0(x1)d−3 + 2
∫ x
0
[
dx′2
λ
d−1
2
A
(
x3∂
3(O2 −O1)I − s1A∂2(O3 −O1)I
)
+ (2↔ 3)
]
x′

(4.8)
where the evaluation point 0 denotes x2 = x3 = 0 and the integration path is taken
with fixed x1, x4, x5. For the integrand to be well defined we assume that λA(x) ≥ 0
so that the λA factor in the denominator starts at λA = (x1)
2 ≥ 0 and never crosses
a zero along the path. In the special case where x3 = 0 the expression simplifies to
I(x) = (x1 − x2)d−3
[
I|x2=0
(x1)d−3
+
∫ x
x2=0
dx′2
(x1 − x′2)d−2
∂2(O3 −O1)I)
∣∣
x′2
]
. (4.9)
Similarly here we assume that x2 ≤ x1.
5 Sector evaluation
In this section we consider certain special sectors in parameter space where the
sources appearing in the general line integral (4.9) are known and we are able to
evaluate the integral to obtain more explicit expressions.
As a 4-scale sector we consider the sector with x3 = 0. This is the only sector
where sunrise diagrams appearing in the source terms have at least one massless
propagator and hence their value is known in terms of Appell functions.
Proceeding to 3-scale sectors we consider setting in addition also x4 or x1 to zero.
The remaining case x2 = x3 = 0 is known in terms of Appell functions (5.26), and
we do not consider it.
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p2
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Figure 4. The diagram for sector 1, namely I(M2,m2, 0, 0, p2). The dashed lines denote
massless propagators.
5.1 Massless m3,m4
Let us calculate the integral at the sector with x3 = x4 = 0 parameterized by B1 =
(M2,m2, 0, 0, p2) (see Fig. 4), starting from A1 = (M
2, 0, 0, 0, p2) and proceeding
along the path γ1 = (M
2,m2t, 0, 0, p2), 0 ≤ t ≤ 1. Note that A1, B1 and γ1 are on
the orbit with
φ =
M2 − p2√
M2p2
= const . (5.1)
The line integral (4.9) is given by
I(M2,m2, 0, 0, p2) = (M2 −m2)d−3
[ ∫ 1
0
∂2O3I(M
2,m2t, p2)− ∂2O1I(m2t, p2)
(M2 −m2t)d−2 m
2dt
+
I(M2, 0, 0, 0, p2)
(M2)d−3
]
. (5.2)
The sources in this case are (see (A.5),(A.1) and (A.4) for definitions)
∂2O1I(m
2t, p2) = i1−dpid/2G(1, 1)J˜bubble(2− d/2, 2; 0,m2t, p2)
= i2−2dpid(p2)d−4
[
a1(d) 2F1
(
4− d, 5− 3d
2
; 3− d
2
∣∣∣m2
p2
t
)
+a2(d)
(
−m
2
p2
t
)d/2−2
2F1
(
2− d
2
, 3− d, d
2
− 1
∣∣∣m2
p2
t
)]
(5.3)
∂2O3I(M
2,m2t, p2) = J˜bubble(1, 1; 0,M
2, p2)Jtad(2;m
2t)
= i2−2dpid(p2)d/2−2(−m2t)d/2−2
[
a3a(d)
(
1− M
2
p2
)d−3
+a3b(d)
(
− M
2
p2
)d/2−1
2F1
(
1, 2− d
2
,
d
2
∣∣∣M2
p2
)]
(5.4)
where
a1(d) = G(1, 1)G(2− d/2, 2) (5.5)
a2(d) = a3a(d) = G(1, 1) Γ(2− d/2) (5.6)
a3b(d) = Γ(2− d/2)Γ(1− d/2) . (5.7)
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The starting point can be calculated through the Mellin-Barnes method and is given
by
I(M2, 0, 0, 0, p2) = −i2−2dpid(p2)d−4
[
a˜1(d)2F1
(
1, 5− 3d
2
, 3− d
2
∣∣∣M2
p2
)
+b˜1(d)
(
− M
2
p2
)d−3
2F1
(
1, 2− d
2
,
d
2
∣∣∣M2
p2
)]
(5.8)
where a˜1a(d) is given in (5.14) and b˜1(d) is given in (5.33).
We see that the only non-trivial integrals we have to evaluate are of the form∫ 1
0
tβ2F1(a,b,c|xt)
(1−yt)α dt, and they can be computed by expressing 2F1 by its power series
definition and exchanging the order of integration and summation∫ 1
0
tβ 2F1 (a, b, c|xt)
(1− yt)α dt
=
∞∑
k=0
(a)k(b)k
(c)k
xk
k!
∫ 1
0
tβ+k
(1− yt)αdt
=
∞∑
k=0
(a)k(b)k
(c)k
xk
k!
1
1 + β + k
2F1(α, 1 + β + k, 2 + β + k|y)
= Γ(1− α)
[ Γ(1 + β)
Γ(2 + β − α)y
−1−β
∞∑
k=0
(a)k(b)k(1 + β)k
(c)k(2− α + β)k
(x/y)k
k!
−(1− y)
1−α
Γ(2− α)
∞∑
k=0
∞∑
n=0
(2− α + β)k+n(a)k(b)k(1)n
(2− α + β)k(c)k(2− α)n
xk
k!
(1− y)n
n!
]
(5.9)
where the fourth line is gotten by applying the hypergeometric function identity
2F1(a, b, c, z) =
Γ(c−a−b)Γ(c)
Γ(c−a)Γ(c−b) 2F1(a, b, a+b+1−c, 1−z)+ Γ(a+b−c)Γ(c)Γ(a)Γ(b) (1−z)c−a−b2F1(c−
a, c−b, c+1−a−b, 1−z). The first single sum can be recognized as the hypergeometric
function 3F2. Once we plug in the values for a, b, c, d, α, β, it becomes 2F1 while the
second sum simplifies to the Appell F1 or Appell F2 function.
Our final result is
I(M2,m2, 0, 0, p2) = i2−2dpid [I1(M,m, p) + I2(M,m, p) + I3(M,m, p)] (5.10)
where
I1(M,m, p) = −a˜1a(d)(p2)d−4F1
(
5− 3d/2, 3− d, 1, 3− d/2
∣∣∣m2
p2
,
M2
p2
)
−a˜1b(d)(−p2m2) d2−2 m
2
M2
F2
(
2− d
2
, 3− d, 1, d
2
− 1, 4− d
∣∣∣m2
p2
, 1− m
2
M2
)
−a˜1c(d)(m2M2) d2−2m
2
p2
(
1− m
2
M2
)d−3
×2F1
(
d
2
− 1, d− 2, d
2
∣∣∣m2
M2
)
2F1
(
1, 2− d
2
,
d
2
∣∣∣M2
p2
)
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m24
m2
p2
<latexit sha1_base64="FojwqX0CsLrFvDWMHMX2nj9PXEE=" >AAAEGHichVPLjtMwFPUkPIbymA4sZxPRQRpQVCVtEGwqjWDDcpDozEhtqRznprHGcSLbqVSibPgMvoAtfAE7xJYdH8B/4DwKfQFXs nR9z7nnnji2nzIqleP82DPMa9dv3Ny/1bp95+69g/bh/XOZZILAkCQsEZc+lsAoh6GiisFlKgDHPoML/+pliV/MQUia8DdqkcIkxjN OQ0qw0qXpoXE09mFGeR7GYUgZFHkICz4TOI2KlqXjD1wVnxQn7lPH1utxDWtAZkIkGQ94LovcK1oVUEN5yjDltgJeOhj0ily69twt 1igR5iqJ10g9e95bklaFGPaBDY7Tt73jVf68b8v+f0U9e+7tIul+bUqP7GvChrtQALyDXcoMQlV39gvL2v7mxmo89Uqzgs6i3/R/6g dYRiDrhoHT9eqmDeNrE0r90s3f2I3iCsVbuhgDD1b+bWu5r65Ca9ruOF2nCms7cZukg5o4m7Z/joOEZDFwRRiWcuQ6qZrkWChKSsFx JiHF5ArPYKRTjmOQk7y6xYX1SFcCK0yEXlxZVXW1I8exlIvY18wYq0huYmVxFzbKVPh8klOeZvo2kHpQmDFLJVb5JKyACiCKLXSCia Daq0UiLDBR+uGsTSnfRpwW+lzczVPYTs57Xdfpuq+dzumL5oT20RF6iE6Qi56hU/QKnaEhIsZ746PxyfhsfjC/mF/NbzXV2Gt6HqC 1ML//AiB9RQc=</latexit><latexit sha1_base64="FojwqX0CsLrFvDWMHMX2nj9PXEE=" >AAAEGHichVPLjtMwFPUkPIbymA4sZxPRQRpQVCVtEGwqjWDDcpDozEhtqRznprHGcSLbqVSibPgMvoAtfAE7xJYdH8B/4DwKfQFXs nR9z7nnnji2nzIqleP82DPMa9dv3Ny/1bp95+69g/bh/XOZZILAkCQsEZc+lsAoh6GiisFlKgDHPoML/+pliV/MQUia8DdqkcIkxjN OQ0qw0qXpoXE09mFGeR7GYUgZFHkICz4TOI2KlqXjD1wVnxQn7lPH1utxDWtAZkIkGQ94LovcK1oVUEN5yjDltgJeOhj0ily69twt 1igR5iqJ10g9e95bklaFGPaBDY7Tt73jVf68b8v+f0U9e+7tIul+bUqP7GvChrtQALyDXcoMQlV39gvL2v7mxmo89Uqzgs6i3/R/6g dYRiDrhoHT9eqmDeNrE0r90s3f2I3iCsVbuhgDD1b+bWu5r65Ca9ruOF2nCms7cZukg5o4m7Z/joOEZDFwRRiWcuQ6qZrkWChKSsFx JiHF5ArPYKRTjmOQk7y6xYX1SFcCK0yEXlxZVXW1I8exlIvY18wYq0huYmVxFzbKVPh8klOeZvo2kHpQmDFLJVb5JKyACiCKLXSCia Daq0UiLDBR+uGsTSnfRpwW+lzczVPYTs57Xdfpuq+dzumL5oT20RF6iE6Qi56hU/QKnaEhIsZ746PxyfhsfjC/mF/NbzXV2Gt6HqC 1ML//AiB9RQc=</latexit><latexit sha1_base64="FojwqX0CsLrFvDWMHMX2nj9PXEE=" >AAAEGHichVPLjtMwFPUkPIbymA4sZxPRQRpQVCVtEGwqjWDDcpDozEhtqRznprHGcSLbqVSibPgMvoAtfAE7xJYdH8B/4DwKfQFXs nR9z7nnnji2nzIqleP82DPMa9dv3Ny/1bp95+69g/bh/XOZZILAkCQsEZc+lsAoh6GiisFlKgDHPoML/+pliV/MQUia8DdqkcIkxjN OQ0qw0qXpoXE09mFGeR7GYUgZFHkICz4TOI2KlqXjD1wVnxQn7lPH1utxDWtAZkIkGQ94LovcK1oVUEN5yjDltgJeOhj0ily69twt 1igR5iqJ10g9e95bklaFGPaBDY7Tt73jVf68b8v+f0U9e+7tIul+bUqP7GvChrtQALyDXcoMQlV39gvL2v7mxmo89Uqzgs6i3/R/6g dYRiDrhoHT9eqmDeNrE0r90s3f2I3iCsVbuhgDD1b+bWu5r65Ca9ruOF2nCms7cZukg5o4m7Z/joOEZDFwRRiWcuQ6qZrkWChKSsFx JiHF5ArPYKRTjmOQk7y6xYX1SFcCK0yEXlxZVXW1I8exlIvY18wYq0huYmVxFzbKVPh8klOeZvo2kHpQmDFLJVb5JKyACiCKLXSCia Daq0UiLDBR+uGsTSnfRpwW+lzczVPYTs57Xdfpuq+dzumL5oT20RF6iE6Qi56hU/QKnaEhIsZ746PxyfhsfjC/mF/NbzXV2Gt6HqC 1ML//AiB9RQc=</latexit>
Figure 5. The diagram for sector 2, namely I(0,m2, 0,m24, p
2).
(5.11)
I2(M,m, p) =
(
1− m
2
M2
)d−3 [
a˜2a(d)(−p2m2) d2−2 m
2
M2
(
1− M
2
p2
)d−3
2F1
(
d
2
− 1, d− 2, d
2
∣∣∣m2
M2
)
−a˜2b(d)(p2)d−4
(
− M
2
p2
)d−3
2F1
(
1, 2− d
2
,
d
2
∣∣∣M2
p2
)]
(5.12)
I3(M,m, p) = a˜3(d)(−p2M2) d2−2
(
1− m
2
M2
)d−3(
1− M
2
p2
)d−3
(5.13)
with
a˜1a(d) = −2Γ
3(d/2− 1)Γ(3− d)
(d− 4)Γ(3d/2− 4) (5.14)
a˜1b(d) =
2pi Γ(3− d)
(d− 3) tan(dpi/2) (5.15)
a˜1c(d) = (−1)d+1Γ2(1− d/2) (5.16)
a˜2a(d) =
2pi2
sin2(dpi/2)Γ(d− 1) (5.17)
a˜2b(d) = b˜1(d) = −2pi Γ(2− d)
sin (d pi/2)
(5.18)
a˜3(d) =
piΓ(3− d)Γ2(d/2− 1)
sin(dpi/2)Γ(d− 2) . (5.19)
We have compared this result with a Mellin-Barnes computation to find full numerical
agreement at arbitrary points in parameter space.
5.2 Massless m3,m1
Now we shall calculate the propagator seagull at the sector with x1 = x3 = 0
parameterized by B2 = (0,m
2, 0,m24, p
2), see Fig. 5. Our starting point will be
A2 = (0, 0, 0,m
2
4, p
2) and the path will be γ2 = (0,m
2 t, 0,m24, p
2) with 0 ≤ t ≤ 1.
Note that this trajectory is on φ =∞. Here our line integral (4.9) is given by
I(0,m2, 0,m24, p
2) =
∫ 1
0
∂2O1I(m
2t,m24, p
2)− ∂2O3I(m2t,m24, p2)
td−2
dt
– 15 –
+(m2)d−3 lim
M2→0
I(M2, 0, 0,m24, p
2)
(M2)d−3
]
. (5.20)
Since I0 vanishes at the starting point A2, its contribution to the integral diverges
and we regulate it by setting an IR cut-off x1 = M
2 and taking the limit M2 → 0.
The sources in this case are given by (see (A.1), (A.3), (A.6) for definitions)
∂2O1I(m
2t,m24, p
2) = Jsunrise(1, 2, 1; 0,m
2t,m24, p
2)
= i2−2dpid(−m24)d−4
×
[
b1(d)F4
(
3− d
2
, 4− d, d
2
, 3− d
2
| p
2
m24
,
m2t
m24
)
+ b2(d)
(
m2
m24
)d/2−2
td/2−2F4
(
1, 2− d
2
,
d
2
,
d
2
− 1| p
2
m24
,
m2t
m24
)]
(5.21)
∂2O3I(m
2t,m24, p
2) = Jbubble(1, 1; 0,m
2
4, p
2)Jtad(2;m
2t)
= i2−2dpidb3(d)(−m24)d/2−2(−m2)d/2−2td/2−22F1
(
1, 2− d
2
,
d
2
| p
2
m24
)
(5.22)
where
b1(d) =
2
d− 2pi csc
(
pid
2
)
Γ(4− d) (5.23)
b2(d) =
2
d− 2Γ
2
(
2− d
2
)
(5.24)
b3(d) =
d− 2
2
Γ2
(
1− d
2
)
. (5.25)
The integral over ∂2O3I(t) is trivial. For the integral over ∂
2O1I(t) we find that we
need to perform integrals of the type
∫ 1
0
F4(a, b, a− b+ 1, d|x, y t)
tα
dt =
∫ 1
0
t−α
∞∑
k=0
∞∑
n=0
(a)k+n(b)k+n
k!n! (a− b+ 1)k(d)nx
k(y t)n dt
=
1
1− α
∞∑
k=0
∞∑
n=0
(a)k+n(b)k+n(1− α)n
k!n! (a− b+ 1)k(d)n(2− α)nx
kyn
=
1
1− α
∞∑
n=0
(a)n(b)n(1− α)n
n!(d)n(2− α)n y
n
2F1(a+ n, b+ n, a− b+ 1|x)
=
1
1− α
∞∑
n=0
(a)n(b)n(1− α)n
n!(d)n(2− α)n y
n(1±√x)−2(a+n)2F1
(
a+ n, a− b+ 1
2
, 2a− 2b+ 1| ±4
√
x
(1±√x)2
)
=
1
1− α(1±
√
x)−2a
∞∑
k=0
∞∑
n=0
(a)k+n(a− b+ 12)k(b)n(1− α)n
k!n! (2a− 2b+ 1)k(d)n(2− α)n
( ±4√x
(1±√x)2
)k (
y
(1±√x)2
)n
– 16 –
where we used the quadratic transformation, 2F1(a, b, a− b+ 1|z) =
(1±√z)−2a 2F1
(
a, a− b+ 1
2
, 2a− 2b+ 1
∣∣∣± 4√z(1±√z)2), to reach the fourth line. Again,
once we plug in the values for a, b, c, d, α we find that this double sum simplifies to
an Appell F2 function.
The starting point is taken as the limit limM2→0
I(M2,0,0,m24,p
2)
(M2)d−3 where I(M
2, 0, 0,m24, p
2)
can be calculated via Mellin-Barnes [21] (for a possible simplification from F2 and
F4 functions to F1 and 2F1 see [18] footnote 16):
I(M2, 0, 0,m24, p
2) = i2−2dpid(−1)d−4 b˜1(d)
[
md−24 (m4 ± p)d−6
×F2
(
3− d
2
,
d
2
− 1
2
, 1, d− 1, 3− d
2
∣∣∣ ±4pm4
(m4 ± p)2 ,
M2
(m4 ± p)2
)
−(M
2)d−3
m24
F4
(
1,
d
2
,
d
2
,
d
2
∣∣∣ p2
m24
,
M2
m24
)]
. (5.26)
b˜1(d) is given in (5.33). Here and in the following ± means that either sign can be
chosen consistently throughout the expression and we are denoting
√
p2 ≡ p. The
limit
lim
M2→0
I(M2, 0, 0,m24, p
2)
(M2)d−3
= −i2−2dpid(−1)d−4b˜1(d) 1
m24 − p2
. (5.27)
In this way we arrive at the complete result
I(0,m2, 0,m24, p
2) = i2−2dpid(−1)d−4
[
I1(m,m4, p) + I2(m,m4, p)
+I3(m,m4, p) + I4(m,m4, p)
]
(5.28)
where
I1(m,m4, p) = b˜1(d)(m4)
d−2 (m4 ± p)d−6
×F2
(
3− d
2
,
d
2
− 1
2
, 3− d, d− 1, 3− d
2
∣∣∣ ±4pm4
(m4 ± p)2 ,
m2
(m4 ± p)2
)
(5.29)
I2(m,m4, p) = b˜2(d)
(m m4)
d−2
(m(m4 ± p))2
×F2
(
1,
d
2
− 1
2
, 1− d
2
, d− 1, d
2
− 1
∣∣∣ ±4pm4
(m4 ± p)2 ,
m2
(m4 ± p)2
)
(5.30)
I3(m,m4, p) = −b˜2(d)(m m4)d−42F1
(
1, 2− d
2
,
d
2
∣∣∣ p2
m24
)
(5.31)
I4(m,m4, p) = −b˜1(d) (m
2)d−3
m24 − p2
(5.32)
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m24
m2
p2
M2
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Figure 6. The diagram for sector 3, namely I(M2,m2, 0,m24, p
2).
with
b˜1(d) = −2pi Γ(2− d)
sin (d pi/2)
(5.33)
b˜2(d) = −Γ2
(
1− d
2
)
. (5.34)
Also in this case we have compared this result with a Mellin-Barnes computation to
find full numerical agreement at arbitrary points in parameter space.
5.3 Massless m3
Here we give a 4 scale result. The starting point is A3 = (M
2, 0, 0,m24, p
2) and the
final point lies on the x3 = 0 subspace parameterized by B3 = (M
2,m2, 0,m24, p
2),
see Fig. 6. The path is given by γ3 = (M
2,m2t, 0,m24, p
2) with 0 ≤ t ≤ 1. The
integral to perform is
I(M2,m2, 0,m24, p
2) =
(
1− m
2
M2
)d−3
×
[m2
M2
∫ 1
0
∂2O3I(M
2,m2t,m24, p
2)− ∂2O1I(m2t, 0,m24, p2)(
1− m2
M2
t
)d−2 dt
+I(M2, 0, 0,m24, p
2)
]
. (5.35)
Here
∂2O1I(m
2t, 0,m24, p
2) = Jsunrise(1, 2, 1; 0,m
2t,m24, p
2) (5.36)
defined in (A.6) and given explicitly in Eq. (5.21) and
∂2O3I(M
2,m2t,m24, p
2) = Jbubble(1, 1;M
2,m24, p
2)Jtad(2;m
2t) (5.37)
with Jtad and Jbubble defined in (A.1) and (A.2) and given explicitly by
Jbubble(1, 1;M
2,m24, p
2)
= i1−dpid/2(−m24)
d
2
−2
[
− pi
sin(pi d/2)Γ(d/2)
F4
(
1, 2− d
2
,
d
2
, 2− d
2
∣∣∣ p2
m24
,
M2
m24
)
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+Γ
(
1− d
2
)(
M2
m24
)d/2−1
F4
(
1,
d
2
,
d
2
,
d
2
∣∣∣ p2
m24
,
M2
m24
)]
(5.38)
and
Jtad(2;m
2t) = i1−dpid/2Γ
(
2− d
2
)
(−m2)d/2−2 td/2−2 . (5.39)
Integrating ∂2O3I(t) amounts to the integral∫ 1
0
td/2−2(
1− m2
M2
t
)d−2dt = 2d− 22F1
(
d
2
− 1, d− 2, d
2
∣∣∣m2
M2
)
. (5.40)
The integral over ∂2O1I(t) is of the form∫ 1
0
tβF4(a, b, c, d|x, y t)
(1− z t)α dt =
∞∑
k=0
∞∑
n=0
(a)k+n(b)k+n
k!n!(c)k(d)n
xkyn
∫ 1
0
tβ+n
(1− zt)αdt
=
1
1 + β
∞∑
k=0
∞∑
n=0
(a)k+n(b)k+n(1 + β)n
k!n! (a− b+ 1)k(d)n(2 + β)nx
kyn2F1(α, 1 + β + n, 2 + β + n|z)
=
1
1 + β
∞∑
n=0
(a)n(b)n(1 + β)n
n! (d)n(2 + β)n
yn2F1(a+ n, b+ n, a− b+ 1|x)2F1(α, 1 + β + n, 2 + β + n|z)
=
1
1 + β
Γ(2 + β)Γ(1− α)
Γ(2− α + β) z
−1−β(1±√x)−2a
×
∞∑
l=0
∞∑
n=0
(a)l+n(a− b+ 12)l(b)n(1 + β)n
l!n! (2a− 2b+ 1)l(d)n(2− α + β)n
( ±4√x
(1±√x)2
)l(
y
z(1±√x)2
)n
+
1
α− 1(1− z)
1−α(1±√x)−2a
∞∑
l=0
∞∑
m=0
∞∑
n=0
(a)l+n(2− α + β)m+n(a− b+ 12)l(1)m(b)n
l!m!n! (2− α)m(2a− 2b+ 1)l(d)n(2− α + β)n
×
( ±4√x
(1±√x)2
)l
(1− z)m
(
y
(1±√x)2
)n
.
In the fourth line we used both the quadratic transformation 2F1(a, b, a− b+ 1|z) =
(1±√z)−2a 2F1
(
a, a− b+ 1
2
, 2a− 2b+ 1
∣∣∣± 4√z(1±√z)2) and the identity 2F1(a, b, c, z) =
Γ(c−a−b)Γ(c)
Γ(c−a)Γ(c−b) 2F1(a, b, a+ b+ 1− c, 1− z) + Γ(a+b−c)Γ(c)Γ(a)Γ(b) (1− z)c−a−b2F1(c− a, c− b, c+
1 − a − b, 1 − z). Here, the double sum simplifies to 2F1 or an Appell F2 function
and the triple sum to a Lauricella FK function, see (A.7) for the definition of FK .
The starting point in this sector, I(M2, 0, 0,m24, p
2) is given by (5.26).
Finally our result is
I(M2,m2, 0,m24, p
2) = i2−2dpid
[
I1(M,m,m4, p) + I2(M,m,m4, p) + I3(M,m,m4, p)
]
(5.41)
where
I1(M,m,m4, p) = (−1)d−4c˜1(d)md−24 (m4 ± p)d−6
m2
M2
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×FK
(
3− d
2
, 4− d, 1, d
2
− 1
2
, d− 1, 4− d, 3− d
2
∣∣∣ ±4pm4
(m4 ± p)2 , 1−
m2
M2
,
m2
(m4 ± p)2
)
+(−1)d−4c˜2(d) (mm4)
d−2
(M(m4 ± p))2
×FK
(
1, 2− d
2
,
d
2
− 1
2
, 1, d− 1, 4− d, d
2
− 1
∣∣∣ ±4pm4
(m4 ± p)2 , 1−
m2
M2
,
m2
(m4 ± p)2
)
(5.42)
I2(M,m,m4, p) = (−1)d−4c˜1(d)md−24 Md−4
(
(m4 ± p)2 −M2
)−1(
1− m
2
M2
)d−3
×2F1
(
1,
d
2
− 1
2
, d− 1
∣∣∣ ±4m4 p
(m4 ± p)2 −M2
)
(5.43)
I3(M,m,m4, p) = i
d−1pi−d/2c˜3(d)
m2
M2
(
1− m
2
M2
)d−3
2F1
(
d
2
− 1, d− 2, d
2
∣∣∣m2
M2
)
×Jbubble(1, 1;M2,m24, p2) (5.44)
with
c˜1(d) = b˜1(d) = −2pi Γ(2− d)
sin (d pi/2)
(5.45)
c˜2(d) =
Γ(1− d/2)Γ(2− d/2)
d− 3 (5.46)
c˜3(d) =
2
d− 2 . (5.47)
We have confirmed this result by comparing numerically with a Mellin-Barnes com-
putation. It would be interesting to test this result by restricting it to m4 = 0 and
compare with the result of Section 5.1.
5.4  expansion with massless m3
In this section we compute analytically the  expansion for the propagator seagull
with four arbitrary scales, namely m21,m
2
2,m
2
4 and p
2 up to order 0. We will expand
the line integral result (4.9) around d = 4− 2. We will need the  expansion of the
source terms and of the starting point which will be taken from the literature.
We rewrite (4.9) in the following way
I(x1, x2, 0, x4, p
2) = (x1 − x2)d−3
[I(x1, 0, 0, x4, p2)
xd−31
+x2
∫ 1
0
Bub(x1, x4, p
2)∂Tad(x2t)− ∂Sun(x2t, x4, p2)
(x1 − tx2)d−2 dt
]
.
(5.48)
Since we are considering here the  expansion of the source terms we will denote
them by a different notation from that used in the general d calculations. Here
– 20 –
Bub(x1, x4, p
2) is the bubble diagram with masses squared x1, x4, Tad(x2) is the
tadpole diagram with mass squared x2 and Sun(x2, x4, p
2) is the sunrise diagram
with one massless propagator and two massive propagators x2, x4 (see appendix A
for the definitions of bubble, tadpole and sunrise). The integral from 0 to x2 over
x′2 is replaced by an integral from 0 to 1 by scaling x
′
2 = tx2. We have identified
∂2O3I = Bub(x1, x4, p
2)∂x2Tad(x2) and ∂
2O1I = ∂x2Sun(x2, x4, p
2). We will also
use the renormalization scale Q2 = 4pie−γµ2 to define logarithms of dimensionful
quantities.
Taken from [26, 28], the  expansions of the source terms are given by
∂xTad(x) =
1

− ∂xA(x)− ∂xA(x)+O(2) (5.49)
Bub(x, y, p2) =
1

+B(x, y, p2) +B(x, y, p
2)+O(2) (5.50)
∂xSun(x, y, p
2) =
1
22
−
(
A(x)
x
+
1
2
)
1

−∂S(x, y, p2) + A(x)− A(x)
x
+O() (5.51)
where
A(x) = x
(
ln
(
x
Q2
)
− 1
)
, ∂xA(x) = ln
(
x
Q2
)
(5.52)
A(x) = x
(
−1− ζ(2)
2
+ ln
(
x
Q2
)
− 1
2
ln2
(
x
Q2
))
, ∂xA(x) = −1
2
(
ζ(2) + ln2
(
x
Q2
))
.
(5.53)
The functions B(x1, x4, p
2), B(x1, x4, p
2) are defined in appendix B in (B.1,B.2), and
∂S(x, y, p2) is defined below in equation (5.59).
The  expansion of the starting point is [20, 26]
I(x1, 0, 0, x4, p
2) =
1
22
+
(
1
2
+B(x1, x4, p
2)
)
1

+ I(x1, x4, p
2) +O(). (5.54)
I(x1, x4, p
2) is defined in appendix B in (B.3). The form of B(x1, x4, p
2), B(x1, x4, p
2)
and I(x1, x4, p
2) does not affect the integration.
Expansion of the other parts of (5.48) in  gives
(x1 − x2)d−3
xd−31
=
(
1− x2
x1
)
− 2
(
1− x2
x1
)
ln
(
1− x2
x1
)
+ 2
(
1− x2
x1
)
ln2
(
1− x2
x1
)
2 + . . .
and
(x1 − x2)d−3
(x1 − tx2)d−2
= (x1 − x2)
[ 1
(x1 − tx2)2 +
2 (ln(x1 − tx2)− ln(x1 − x2))
(x1 − tx2)2 
+
2 (ln(x1 − tx2)− ln(x1 − x2))2
(x1 − tx2)2 
2 + . . .
]
.
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Now we are ready to compute the  expansion of the propagator seagull up to order
0.
−2 term. After collecting terms of order −2 we find[(
1− x2
x1
)
+ x2(x1 − x2)
∫ 1
0
1
(x1 − tx2)2dt
] 1
22
=
1
22
. (5.55)
−1 term. Collecting terms of order −1 we get after some simplification
1
2
(x1 − x2)
[
− 2
x1
ln(1− x2/x1) + 2B(x1, x4, p
2)
x1
+
1
x1
+(−x2 − 2x2 ln(x1 − x2) + 2x2B(x1, x4, p2)
∫ 1
0
1
(x1 − tx2)2dt
+2x2
∫ 1
0
ln(x1 − tx2)
(x1 − tx2)2 dt
]
=
1
2
(
1 + 2B(x1, x4, p
2)
)
. (5.56)
0 term. Collecting terms and performing some integrations we are left with
x2
x1
+
(
1− x2
x1
)
I(x1, x4, p
2) +
x2
x1
B(x1, x4, p
2)
+
[2x2
x1
− x2
x1
ln
(
x2
Q2
)
−
(
1− x2
x1
)
ln
(
1− x2
x1
)]
B(x1, x4, p
2)
+P (x1, x2, x4, p
2). (5.57)
The final term is the more involved integral
P (x1, x2, x4, p
2) ≡ x2(x1 − x2)
∫ 1
0
∂S(tx2, x4, p
2)
(x1 − tx2)2 dt (5.58)
where
∂S(x, y, p2) = Li2
(
t(y, p2, x)
)
+ Li2
(
r(y, p2, x)
)− (1− y
p2
)
ln
(
t(y, x, p2)
)
ln
(
r(y, x, p2)
)
+
√
λ(x, y, p2)
2p2
(
ln
(
t(y, x, p2)
)− ln (r(y, x, p2)))+ y − x− p2
2p2
ln
(
x
y
)
− ln
(
x
Q2
)(
ln
(
y
Q2
)
− 2
)
+
1
2
(
ln
(
y
Q2
)
− 1
)2
(5.59)
and
t(x, y, z) ≡ txyz = x+ y − z +
√
λ(x, y, z)
2x
, (5.60)
r(x, y, z) ≡ rxyz = x+ y − z −
√
λ(x, y, z)
2x
(5.61)
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are the roots of the equation xu2 − (x+ y − z)u+ y = 0.
We successfully performed the integral to obtain
P (x1, x2, x4, p
2) ≡ x2(x1 − x2)
∫ 1
0
∂S(tx2, x4, p
2)
(x1 − tx2)2 dt = Li2(t4p2) + Li2(r4p2)
+
√
λ24p
2p2
(ln(t42p)− ln(r42p))− x2
2p2
ln(x2/x4)− x2
x1
(
ln(x4/Q
2)− 2) ln(x2/Q2)
+
x2
2x1
(
1− x4
p2
)
(ln2(t42p) + ln
2(r42p)− ln2(x2/x4)− ln(x2/x4))
+
x2
2x1
(
ln(x4/Q
2)− 1)2 + (x1 − x2)P1(x1, x2, x4, p2) (5.62)
where P1(x1, x2, x4, p
2) is given by
P1(x1, x2, x4, p
2) = − 1
x1
[
Li2(t4p0) + Li2(r4p0) +
√
λ04p
2p2
(ln(t40p)− ln(r40p))
+
(
1− x4
p2
)
(ln(1− x2/x1) (1/2 + ln(x2/x4)) + Li2(x2/x1)) +
(
ln(x4/Q
2)− 2) ln(1− x2/x1)]
− 1
2p2
(Li2(x2/x1) + ln(1− x2/x1)(1 + ln(x2/x4)))
+
1√
λ14p
[
Li2
(
t4p2 − r4p1
1− r4p1
)
− Li2
(
t4p2 − t4p1
1− t4p1
)
− Li2
(
t4p0 − r4p1
1− r4p1
)
+ Li2
(
t4p0 − t4p1
1− t4p1
)
+ ln(1− t4p1) (ln(t4p2 − t4p1)− ln(t4p0 − t4p1))− ln(1− r4p1) (ln(t4p2 − r4p1)− ln(t4p0 − r4p1))
+ Li2
(
r4p2 − r4p1
1− r4p1
)
− Li2
(
r4p2 − t4p1
1− t4p1
)
− Li2
(
r4p0 − r4p1
1− r4p1
)
+ Li2
(
r4p0 − t4p1
1− t4p1
)
+ ln(1− t4p1) (ln(r4p2 − t4p1)− ln(r4p0 − t4p1))− ln(1− r4p1) (ln(r4p2 − r4p1)− ln(r4p0 − r4p1))
]
+
p2 − x4
p2
√
λ14p
[(
1− 1
t41p
)(
ln(t42p) ln(1− t42p/t41p) + Li2(t42p/t41p)
− ln(t40p) ln(1− t40p/t41p)− Li2(t40p/t41p) + ln(r42p) ln(1− r42p/t41p) + Li2(r42p/t41p)
− ln(r40p) ln(1− r40p/t41p)− Li2(r40p/t41p)
)
−
(
1− 1
r41p
)(
ln(t42p) ln(1− t42p/r41p)
+ Li2(t42p/r41p)− ln(t40p) ln(1− t40p/r41p)− Li2(t40p/r41p)
+ ln(r42p) ln(1− r42p/r41p) + Li2(r42p/r41p)− ln(r40p) ln(1− r40p/r41p)− Li2(r40p/r41p)
)]
+
1
2p2
[
− Li2(1− t42p) + Li2(1− t40p)− Li2(1− r42p) + Li2(1− r40p)
+
x4 − p
x1
(ln(t42p)− ln(t40p) + ln(r42p)− ln(r40p))
+
(
1− 1
t41p
)
(ln(t42p − t41p)− ln(t40p − t41p) + ln(r42p − t41p)− ln(r40p − t41p))
+
(
1− 1
r41p
)
(ln(t42p − r41p)− ln(t40p − r41p) + ln(r42p − r41p)− ln(r40p − r41p))
]
+
x1 − x4 − p2
2p2
√
λ14p
[
ln(t42p)(ln(1− t42p/t41p)− ln(1− t42p/r41p))
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+ Li2(t42p/t41p)− Li2(t42p/r41p)− ln(t40p)(ln(1− t40p/t41p)− ln(1− t40p/r41p))
− Li2(t40p/t41p) + Li2(t40p/r41p) + ln(r42p)(ln(1− r42p/t41p)− ln(1− r42p/r41p))
+ Li2(r42p/t41p)− Li2(r42p/r41p)− ln(r40p)(ln(1− r40p/t41p)− ln(1− r40p/r41p))
− Li2(r40p/t41p) + Li2(r40p/r41p)
]
. (5.63)
In (5.63) we used the notation t40p = t(x4, 0, p), λ04p = λ(0, x4, p) etc.
We successfully compared the result (5.62) with a numerical integration at ran-
domly chosen parameters. Note that when x2 → 0, Eq. (5.57) reduces to I(x1, x4, p2)
which is the 0 term of I(x1, 0, 0, x4, p
2) as it should be (see (5.54)). We believe this
result (5.57,5.62,5.63) for the 0 term of I(x1, x2, 0, x4, p
2) to be new.
Note that [28] gives the 0 term for a different 4-scale sector which in our notation
is I(x1, x2, x3, 0, p
2).
6 Singular locus
For any diagram, there could be special hyper-surfaces in parameter space, called the
singularity locus, where the SFI equation system becomes degenerate [3]. On this
locus the equations can be combined in such a way that the differential part cancels.
In [6] it was shown how to systematically find this singular locus using maximal
minors.
The singularity locus of the SFI equation system (2.16) is defined by setting
0 = S ≡ λA (6.1)
where the singular factor S was obtained in (3.5) through the computation of 4-
minors.
λA locus. At λA = 0 there exists a group stabilizer, namely, a row vector that is a
left null vector of Tx. It is found to be
StbλA = (0, −x3, s1A, 0) ‖ (0, s1A, −x2, 0)(mod λA) (6.2)
where the two forms are parallel on the λA = 0 locus, namely mod λA. Multiplying
the equations system by StbλA the differential part of the equation cancels and we
obtain an algebraic equation for I which is solved to yield
I(x)|λA =
1
(d− 3) s2
(
x3∂
3(O2 −O1)I − s1A∂2(O3 −O1)I
) ≡ (2↔ 3) . (6.3)
Another equivalent expression can be written involving square roots. We use
s1A = ±
√
x2x3 mod λA and two other identities gotten by permutations. We must
be careful about signs and recall that the λA = 0 cone is divided into three parts,
– 24 –
where in each part exactly one s variable is negative, see e.g. [7] Fig. 3. In this way
we get
I(x)|λA =
1
d− 3
(
2
√
x2
x1
∂2(O3 −O1)I + 3
√
x3
x1
∂3(O2 −O1)I
)
(6.4)
where the signs 2, 3 are given by
(2, 3) =

(+,+) for s1 ≤ 0
(+,−) for s2 ≤ 0
(−,+) for s3 ≤ 0
. (6.5)
This expression is manifestly symmetric under 2↔ 3 exchange.
We checked the expressions (6.3,6.4) with FIRE [32] at the point x1 = x3 =
m2, x2 = 0 and general x4, x5.
Co-dimension 2 loci. Let us consider co-dimension 2 hyper-surfaces in parameter
space where the equation system turns algebraic. This happens when the invariant
1-form (3.3) degenerates, namely Inv = 0, and therefore so do the 4-minors. This
locus is composed of two components which we now turn to consider.
Component 2a is defined by x1 = 0 and x4 = x5. The stabilizer is
Stb2a =
(
1
2
(x3 − x2) , −x3 , x2 , 12(x2 − x3)
)
(6.6)
and the algebraic solution is
I(x)|2a = 2
x2 − x3
(
x2∂
2(O3 −O1)I − (2↔ 3)
)− ∂4O1I . (6.7)
We have checked this result with the computer package FIRE [32].
Component 2b is defined by x5 ≡ p2 = 0 and x1 = x4. Here the stabilizer is
simply
Stb2b =
(
0 , 0 , 0 , 1
)
(6.8)
and accordingly the algebraic solution is
I(x)|2b = ∂4O1I . (6.9)
This equation means that setting p2 = 0 is equivalent to erasing the external legs and
further setting x1 = x4 leads us to the diameter diagram with a squared propagator.
We note that in general, co-dimension 2 algebraic loci occur also at the intersec-
tion of algebraic locus components, for example in the vacuum seagull.
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7 Summary and Discussion
In this paper we have analyzed the propagator seagull diagram for arbitrary values of
its parameters: the masses and p2, and for general spacetime dimension d, obtaining
the following results:
• The SFI equation system of differential equations was determined (2.16). The
associated group G ⊂ GL(3,R) was found to be 4d and non-simple, and is
shown in (2.15).
• The G-orbits were shown to be defined by a single invariant, φ, given by (3.9)
(or functions thereof) and interpreted geometrically as an angle in the on-shell
triangle associated with the trivalent vertex B.
• A general reduction was given in (4.8) in terms of a base point where m2 =
m3 = 0 together with a line integral over simpler diagrams.
• Explicit expressions in terms of special functions, including the hypergeomet-
ric, Appell and Lauricella functions, were obtained for a pair of 3-scale sectors
in (5.10,5.28) and for a 4-scale sector in (5.41). The three expressions were con-
firmed against an independent computation using the Mellin-Barnes transform
of massive propagators.
• The  expansion up to order 0 for the 4-scale sector was calculated in subsection
(5.4) and is given in (5.55), (5.56) and (5.57,5.62,5.63).
• The singular locus was determined, both at co-dimension 1 and at co-dimension 2.
In co-dimension 1 the locus has a single component given by λA = 0, and
the integral is represented by simpler diagrams in (6.3) or (6.4). The co-
dimension 2 locus was found to be composed of two components. The first
is at x1 = p
2 − x4 = 0 where the solution is given by (6.7), and the second is
at p2 = x1 − x4 = 0 and the solution is (6.9). Certain confirmations for these
results were achieved through FIRE [32].
The results are interesting both with respect to the diagram and with respect to
the SFI method. Regarding the diagram, sector results withstood several tests and
we believe that they are novel and naturally interesting. Regarding the SFI method,
this case is our first example where we find a group invariant, and it provides valuable
experience with performing the reduction to a line integral and with analysis of the
singular locus.
Discussion. It is interesting to compare the propagator seagull (PS) with the vac-
uum seagull (VS). Thanks to the adopted numbering convention for propagators, the
SFI equation system for PS is identical with 4 of the 5 equations of VS. The fifth
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equation is forbidden in PS anyway in the sense of the last comment in section 2.
The singular locus of PS is SPS = λA which is one of the components of the singular
locus of VS, namely SV S = x1 λA λB.
Open questions.
Value at base point. As a base manifold we chose to set m2 = m3 = 0. At
this value the integral reduces to a sort of bubble integral which is given by (5.26).
It would be interesting to analyze this integral through SFI.
Sectors expressions: simplification and analysis. The sector expressions
include several special functions. It would be interesting to analyze the expres-
sions, for example, to study their analytic structure. Another interesting question is
whether a simplification of the expressions might be possible.
Allowing for numerator. The propagator seagull has an ISP which can ap-
pear as a numerator. We leave it for future work to analyze the integral with this
numerator.
Relation with Landau equations. The singular locus of the SFI equation
system appears to be closely related to the Landau equations. It would be very
interesting to establish this relation.
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A Collection of function definitions
Here we collect the functions used in the definition of ∂2O1I, ∂
2O3I in Sec. 5. As
shown in (2.23) the possible topologies for the source diagrams are that of “tadpole”
× “bubble” and “sunrise”. Where ”tadpole”≡ , “bubble”≡ and
“sunrise”≡ .
The diagram with tadpole topology with general powers on the loop propagator
is given by
Jtad(n;m
2) = i1−dpid/2
Γ(n− d/2)
Γ(n)
(−m2)d/2−n . (A.1)
The bubble topology with general masses m1,m2 and powers n1, n2 on the propaga-
tors is given by (see e.g. [19])
Jbubble(n1, n2;m
2
1,m
2
2, p
2) = pid/2i1−d(−m22)d/2−n1−n2
[Γ(d/2− n1)Γ(n1 + n2 − d/2)
Γ(d/2)Γ(n2)
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F4
(
n1, n1 + n2 − d
2
,
d
2
, n1 + 1− d
2
∣∣∣ p2
m22
,
m21
m22
)
+
(
m21
m22
)d/2−n1 Γ(n1 − d/2)
Γ(n1)
F4
(
n2,
d
2
,
d
2
,
d
2
+ 1− n1
∣∣∣ p2
m22
,
m21
m22
)]
.
(A.2)
When one of the propagators is massless this expression simplifies to
Jbubble(n1, n2; 0,m
2, p2) = i1−dpid/2(−m2)d/2−n1−n2 Γ(d/2− n1)Γ(n1 + n2 − d/2)
Γ(d/2)Γ(n2)
2F1
(
n1, n2 + n2 − d
2
,
d
2
∣∣∣ p2
m2
)
(A.3)
and by analytic continuation is given also by the following expression, which we find
easier to use in Sec. 5.1
J˜bubble(n1, n2; 0,m
2, p2) = i1−dpid/2
[
G(n1, n2)2F1
(
n1 + n2 − d
2
, n1 + n2 + 1− d, n2 + 1− d
2
∣∣∣m2
p2
)
+
(
− m
2
p2
)d/2−n2 Γ(n2 − d2)
Γ(n2)
2F1
(
n1, n1 + 1− d
2
,
d
2
+ 1− n2
∣∣∣m2
p2
)]
(p2)d/2−n1−n2 (A.4)
where
G(n1, n2) =
Γ(n1 + n2 − d/2)Γ(d/2− n1)Γ(d/2− n2)
Γ(n1)Γ(n2)Γ(d− n1 − n2) . (A.5)
The sunrise diagram with one massless propagator and general powers n1, n2, n3 on
the propagators is given by (see [22])
Jsunrise(n3, n2, n1; 0,m
2,M2, p2) = i2−2dpid (−M2)d−n3−n2−n1
[( Γ(d/2− n3)
Γ(n3)Γ(n1)Γ(n2)Γ(d/2)
)
Γ
(
d
2
− n2
)
Γ(n1 + n2 + n3 − d)Γ
(
n3 + n3 − d
2
)
×F4
(
n2 + n3 − d
2
, n1 + n2 + n3 − d, d
2
, 1 + n2 − d
2
∣∣∣ p2
M2
,
m2
M2
)
+(
m2
M2
)d/2−n2
Γ
(
n2 − d
2
)
Γ(n3)Γ
(
n1 + n3 − d
2
)
×F4
(
n3 + n1 − d
2
, n3,
d
2
, 1 +
d
2
− n2
∣∣∣ p2
m2
,
m2
M2
)]
(A.6)
where F4 is the fourth Appell hypergeometric function.
The Lauricella FK function is defined by
FK(a, b, c, d, e, f |x, y, z) =
∞∑
l=0
∞∑
m=0
∞∑
n=0
(a)l+n(b)m+n(c)l(d)m
(d)l(e)m(f)n
xl
l!
ym
m!
zn
n!
(A.7)
where (a)n = a(a+ 1) · · · · · (a+ n− 1) is the Pochhammer symbol.
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B Functions appearing in the  expansion
The functions B(x, y, p2) and B(x, y, p
2) are the 0 and 1 terms in the  expansion
of the bubble and are given by [20] in Eq. (83)
B(x1, x4, p
2) =− 1
2
[
ln
(
x1
Q2
)
+ ln
(
x4
Q2
)
− 4 + x1/x4 − 1
p2/x4
ln
(
x1
x4
)
− r41p − t41p
p2/x4
(ln(r41p)− ln(t41p))
]
(B.1)
B(x1, x4, p
2) =
1
2
{
ζ(2) + 8 +
1
4
(
ln
(
x1
Q2
)
+ ln
(
x4
Q2
))2
+
1
4
ln2
(
x1
x4
)
+
(
ln
(
x1
Q2
)
+ ln
(
x4
Q2
))(
−2 + x1/x4 − 1
2p2/x4
ln
(
x1
x4
)
− r41p − t41p
2p2/x4
(ln(r41p)− ln(t41p))
)
− 2x1/x4 − 1
p2/x4
ln
(
x1
x4
)
+
r41p − t41p
p2/x4
[
2(ln(r41p)− ln(t41p))
+ ln
(
1− r41p
t41p − r41p
)
ln
(−r41p(1− t41p)
t41p − r41p
)
− ln
(
1− t41p
r41p − t41p
)
ln
(−t41p(1− r41p)
r41p − t41p
)
+ Li2
(−r41p(1− t41p)
t41p − r41p
)
− Li2
(−t41p(1− r41p)
r41p − t41p
)
− Li2
(
1− t41p
r41p − t41p
)
+ Li2
(
1− r41p
t41p − r41p
)]}
.
(B.2)
The function I(x, y, z) is the 0 term in the  expansion of the propagator seagull
wih x2 = x3 = 0, also taken from [20] Eq. (95).
I(x1, x4, p
2) = ln2(x4/Q
2) +
(
− 5 +
(
1 +
x1/x4 − 1
p2/x4
)
ln(x1/x4)
− r41p − t41p
p2/x4
(ln(r41p)− ln(t41p))
)
ln(x4/Q
2) +
19
2
+
3
2
ζ(2) +
1
2
(
1 +
x1/x4 − 1
p2/x4
)
ln2(x1/x4)
+
(
−2
(
1 +
x1/x4 − 1
p2/x4
)
− 3
4
r41p − t41p
p2/x4
(ln(r41p)− ln(t41p))
)
ln(x1/x4)
+
1− p2/x4
p2/x4
ln(1− p2/x4) + 1
2
(
1− x1/x4 + p2/x4
p2/x4
)
Li2(p
2/x4)
+
1
2
r41p − t41p
p2/x4
[
4 ln(r41p)− 4 ln(t41p) + ln
(
1− r41p
t41p − r41p
)
ln
(
r41p(1− t41p)
r41p − t41p
)
− ln
(
1− t41p
r41p − t41p
)
ln
(
t41p(1− r41p)
t41p − r41p
)
+ Li2
(
r41p(1− t41p)
r41p − t41p
)
− Li2
(
t41p(1− r41p)
t41p − r41p
)
− Li2
(
1− t41p
r41p − t41p
)
+ Li2
(
1− r41p
t41p − r41p
)
− Li2(1− r41p) + Li2(1− t41p)
− Li2
(
t41p(1− r41p)
−r41p
)
− η(1− p2/x4, 1/r41p) ln
(
t41p(1− r41p)
−r41p
)
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+ Li2
(
r41p(1− t41p)
−t41p
)
+ η(1− p2/x4, 1/t41p) ln
(
r41p(1− t41p)
−t41p
)
(B.3)
where η(a, b) = ln(ab)− ln(a)− ln(b).
C Relation of SFI with IBP and DE
Here we provide more details on the relation of Symmetries of Feynman Integrals
(SFI) with the standard methods of Integration By Parts (IBP) and Differential
Equations (DE).
Both IBP and DE are based on roughly the same variations and so is SFI, namely
the infinitesimal variation of the loop currents (2.4,2.5) or “freedom of loop currents”.
In fact, SFI interprets the mass variables x also as formal variables of a generating
function, which encodes the integrals for all indices ν (powers of propagators) through
derivatives (see [2] eq. (2.2-3)). From this point of view the x’s and ν’s are conjugate
variables related by a transform which also exchanges the IBP recurrence relations
in ν’s and the differential equations of DE in x’s. In this sense the SFI suggests a
unified view of IBP and DE.
Moreover, SFI uses the same group structure among IBP variations which was
noticed in [33] and is known as a “Lee group”.
At the same time, SFI introduces several novelties:
• SFI identifies the condition for a variation to produce a differential equation
for the integral I (with no appearance of extra irreducible scalar products),
thereby leading to the definition of the SFI equation system and the associated
SFI group G.
• SFI recognizes the action of G on the parameter space X and its foliation into
G-orbits. After some normalization of the integral I (through division by the
homogeneous solution I0, related to the maximal cut) it reduces within each
orbit to its value at a conveniently chosen base point plus a line integral over
diagrams with one propagator contracted (and hence simpler). The foliation of
X and the mentioned reduction are the main point of SFI. As far as we know
the theory for a generic reduction to a line integral over simpler diagrams is
novel. The word symmetry appearing in the method’s name refers to the group
G, which is a symmetry of I0 and determines the foliation.
• SFI identifies the singular locus of the equation system. On this locus the inte-
gral can be expressed as a linear combination of simpler diagrams, rather than
a line integral thereof. Methods were developed to determine the coefficients
of these linear combinations.
We take this opportunity to discuss some shortcomings of the standard term
“integration by parts”
– 30 –
• Indeed the IBP recurrence relations are derived by applying the elementary
method of integration by parts. However, the term hides the intimate con-
nection between the equations and the diagram topology and may create the
misleading impression that it is nothing more than integration by parts of first
year calculus.
• The SFI equation system includes equations from variations of the form p∂p
where p is an external momentum, which are not total derivatives, namely,
they are not associated with integration by parts.
• There are IBP generators which do not produce differential equations for I
since they generate irreducible scalar products.
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