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E´TUDES NUME´RIQUES DU SPECTRE D’UN OPE´RATEUR DE
SHRO¨DINGER AVEC CHAMP MAGNE´TIQUE CONSTANT
Re´sume´
Cette the`se comporte quatre parties. Les deux premie`res parties concernent le calcul
de la premie`re valeur propre de familles d’ope´rateurs de Neumann en utilisant d’abord
une me´thode base´e sur les diffe´rences finies, puis une approximation par une me´thode
d’e´le´ments finis sans quadrature nume´rique. Pour le calcul nume´rique de la plus petite
valeur propre, la me´thode de la puissance inverse a e´te´ implemente´e avec factorisation LU
de la matrice conside´re´e pour la re´solution des syste`mes line´aires utilise´s.
La troisie`me partie porte sur un proble`me de valeurs propres faisant intervenir un
ope´rateur de Schro¨dinger avec champ magne´tique constant issu de la the´orie de Ginzburg-
Landau et concernant la supraconductivite´ de certains mate´riaux. Pour la re´solution
nume´rique, une me´thode base´e sur les e´le´ments finis avec inte´gration nume´rique est uti-
lise´e. Dans cette partie, une e´valuation de la partie basse du spectre de la re´alisation de
Neumann est obtenue. En fait, seule la plus petite valeur propre est importante pour le
proble`me physique. Ensuite, l’existence des solutions du proble`me variationnel spectral a
e´te´ e´tablie. Pour le calcul des paires propres, une me´thode base´e sur les e´le´ments finis a
e´te´ utilise´e. L’e´tude de la convergence et l’estimation des erreurs pour les paires propres
approche´es avec quadrature nume´rique dans le cas ou` les fonctions propres sont vecto-
rielles, sont semblables a` celles obtenues dans le cas ou` les fonctions propres sont re´elles.
Dans l’e´tude de ces estimations, la distinction est faite entre le cas d’une valeur propre
exacte simple et le cas d’une valeur propre exacte multiple.
La quatrie`me partie porte sur la mise en oeuvre de la re´solution nume´rique du proble`me
pre´ce´dent. Cela passe par l’utilisation de MELINA qui est une bibliothe`que de proce´dures
pour la re´solution de proble`mes aux limites, gouverne´s par des e´quations aux de´rive´es
partielles, par la me´thode des e´le´ments finis en dimension 2 ou 3.
Abstract :
The first and second parts are about the computation of the first eigenvalue of families
of Neumann operators, with finite elements. The third part concerns an eigenvalue problem
for Schrodinger operator with constant magnetic field coming from the Ginzburg-Landau
theory on supraconductivity. The numerical computation is based on finite element me-
thod with numerical quadrature. The existence of solutions for the variational formulation
is studied. The fourth part is about the numerical resolution of the previous problem for
several domains with different geometries. They are in agreement with the theory.
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Premie`re partie
Calcul de la premie`re valeur propre
d’une famille d’ope´rateurs de
Neumann en utilisant une
approximation par une me´thode
d’e´le´ments finis sans quadrature
nume´rique
Chapitre 1
Historiques et ge´ne´ralite´s sur la
supraconductivite´
En 1908, un laboratoire de Leiden en Hollande dirige´ par le physicien Kammerlingh
Onnes, re´ussit a` lique´fier l’he´lium et atteindre des tempe´ratures tre`s basses proche de
4 K(0K=-273,15C). Le 28 avril 1911, un e´tudiant de Kammerlingh Onnes, Gilles Holst
de´couvre en refroidissant du mercure que sa re´sistance e´lectrique chute brutalement, jus-
qu’a` une valeur apparemment nulle, en dessous d’une tempe´rature voisine de 4 K (figure
1b), alors que la de´croissance de la re´sistivite´ est normalement progressive en fonction de
la tempe´rature observe´e pour un mate´riau normal (figure 1a).
RR
T T
      en fonction de la température Résistivité nulle en dessous de la température critique Tc
Tc
figure 1a : Résistance électrique d’un metal normal figure 1b : Résistance électrique d’un supraconducteur
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Ce spectaculaire phe´nome`ne de disparition de la re´sistivite´ a` basse tempe´rature est
nomme´ supraconductivite´ ou` la dissipation d’e´nergie par effet joule n’a pas lieu d’eˆtre. Ce
comportement supraconducteur est encore observe´ sur l’e´tain (Tc=3.7K) puis le plomb
(Tc=7.2K), vers 1912 par K. Onnes. Le record de tempe´rature critique pour un corps
pur est de´tenu par le niobium (Tc=9.2K). Il a fallu attendre 1931, pour l’exploration des
alliages supraconducteurs. En 1962, c’est la de´couverte du niobium-titane (Nb-Ti) dont
la tempe´rature critique est voisine de 10K. C’est cet alliage qui est utilise´ aujourd’hui
dans les fils des bobines supraconductrices fabrique´es par Alsthom a` Belfort. Jusqu’en
1986, le record de Tc e´tait de´tenu par l’alliage Nb3Ge (Tc=23K), mais la de´couverte,
cette anne´e-la, par Johannes G. Bednorz et K.Alex Mu¨ller des oxydes supraconducteurs
a relance´ la recherche sur les supraconducteurs et l’obtention des mate´riaux a` haute
tempe´rature critique pour les quels Tc est de l’ordre de 125K a` 164K actuellement. Avec
l’entre´e en sce`ne des ces nouveaux supraconducteurs, le refroidissement utilisant l’he´lium
liquide (4K) a laisse´ place a` l’azote liquide (77K) dont l’obtention et la manipulation
sont beaucoup plus aise´es que l’he´lium. Si la chute a` ze´ro de la re´sistivite´ e´lectrique des
supraconducteurs est le phe´nome`ne le plus spectaculaire, leur comportement en pre´sence
de champs magne´tiques s’est re´ve´le´ tout aussi prodigieux qu’important. En effet, en 1933
les chercheurs berlinois Walther Meissner et Robert Ochsenfeld montre`rent que lorsqu’un
champ magne´tique exte´rieur est applique´ a` un mate´riau supraconducteur, celui ci re´agit
de sorte que le champ magne´tique en son sein reste nul, en expulsant le flux magne´tique,
sauf dans une fine couche superficielle. Une illustration particulie`re de ce phe´nome`ne est
la le´vitation d’une pastille supraconductrice dans un champ magne´tique : l’expulsion des
lignes d’induction magne´tique se traduit par une force re´pulsive entre la pastille et la
source de champ magne´tique, retourner la pastille ne change en rien son comportement.
Le supraconducteur semble se comporter comme un diamagne´tique parfait. Ce phe´nome`ne
porte le nom d’ effet Meissner.
L’e´tat supraconducteur e´tant limite´ en tempe´rature, on constate aussi que l’applica-
tion d’un champ magne´tique suffisamment e´leve´ provoque la disparition de la supracon-
ductivite´ ; il en est de meˆme si on fait passer un courant important dans l’e´chantillon.
La supraconductivite´ de´pend donc de trois parame`tres diffe´rents : la tempe´rature T, le
champ magne´tique exte´rieur H et la densite´ du courant e´lectrique I applique´e.
En 1935 les fre`res F. et H. LONDON propose`rent la premie`re the´orie phe´nome´nologique
de la supraconductivite´ qui de´crit le comportement des e´lectrons dans les supraconduc-
teurs et donne une explication satisfaisante de l’effet Meissner. Cette the´orie montre l’exis-
tence d’une zone de transition au voisinage de la surface de l’e´chantillon dans laquelle le
champ magne´tique passe d’une valeur non nulle a` l’exte´rieur de l’e´chantillon a` une valeur
presque nulle au sein de l’e´chantillon. Cette e´paisseur, note´ λL et appele´e longueur de
pe´ne´tration de London, constitue une des valeurs caracte´ristiques des supraconducteurs.
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Plus de 40 ans apre`s la de´couverte de la supraconductivite´, aucune explication microsco-
pique du phe´nome`ne n’e´tait apparue, les plus grands esprits de cette pe´riode par ailleurs
tre`s riche pour la physique ont essaye´s vainement d’e´lucider le me´canisme microscopique
de la supraconductivite´. Il a fallu attendre 1957 pour voir apparatre le premier mode`le
d’une the´orie microscopique (BCS), propose´ par J. Bardeen, L. N. Cooper et R. Schrieffer
en e´mettant l’hypothe`se d’une interaction entre e´lectrons par l’interme´diaire du re´seau
(les phonons) en formant des paires, nomme´es paires de Cooper, par un appariement
dans l’espace des quantite´s de mouvement. Cette the´orie a rencontre´ un succe`s e´clatant
en permettant d’interpre´ter l’essentiel des re´sultats expe´rimentaux et un certain nombre
de ses conse´quences ont e´te´ confirme´s expe´rimentalement.
De nombreuses applications technologiques de la supraconductivite´ ont vu le jour, par-
mis les quelles, on peut citer les trains a` le´vitation supraconductrice allemands et japonais
utilisant des aimants supraconducteurs de fortes puissances qui empeˆchent le frottement
avec les rails, les Images a` Re´sonnance Magne´tique IRM utilise´es dans le domaine de
l’imagerie me´dicale, la spectroscopie par re´sonnance nucle´aire RMN qui se de´veloppe
dans l’industrie chimique et pharmaceutique et les aimants circulaires utilise´s dans la
construction de l’acce´le´rateur de particules LHC ( Large Hardon Collider) du CERN.
Transrapid (Shangai)au dessus d’un supraconducteur
MagLev
Image du cerveau
I R MAimant en lévitation  
Comme on l’a vu pre´ce´demment, plusieurs mode`les mathe´matiques ont e´te´ e´labore´s
pour expliquer la supraconductivite´. Dans la suite, on va se limiter a` la the´orie de
Ginzburg-Landau, issue directement de la the´orie ge´ne´rale des transitions de phase du se-
cond ordre e´tablie de fac¸on intuitive par L. D. Landau vers 1950. Cette the´orie, e´galement
phe´nome´nologique, suppose que lors de la transition de l’e´tat normal (paramagne´tique
de´sordonne´ a` haute tempe´rature) vers l’e´tat supraconducteur (ferromagne´tique ordonne´
a` basse tempe´rature), il y a condensation d’une partie des e´lectrons de conduction dans
un e´tat ordonne´. Elle suppose l’existence d’une fonction d’onde ψ tendant vers 0 a` la
transition de phase, de´crivant a` l’ e´chelle macroscopique l’ensemble des e´lectrons supra-
conducteurs, et d’une e´criture de l’e´nergie libre selon les puissances de ψ. La fonction ψ
a` valeurs complexes est appele´e parame`tre d’ordre, le carre´ de son module |ψ| repre´sente
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la densite´ des paires d’e´lectrons supraconducteurs et sa phase la circulation du courant
e´le´ctrique. Ainsi, l’e´tat supraconducteur du mate´riau correspond a` |ψ| proche de 1 et l’e´tat
normal du mate´riau correspond a` |ψ| proche de 0. En incorporant des termes assurant
”l’invariance par changement de jauge”, V. L. Ginzburg et L. D. Landau propose`rent deux
e´quations permettant de de´crire l’e´tat supraconducteur. Ces e´quations rendent compte de
l’effet Meissner en permettant de de´finir une longueur caracte´ristique de variation du
champ magne´tique local, λ(T ) = a√
Tc− T la profondeur de pe´ne´tration, identifie´ a` la
longueur caracte´ristique de London λL(T ). En outre elles introduisent une nouvelle lon-
gueur caracte´ristique appele´e longueur de cohe´rence ξ(T ) = b√
Tc− T qui repre´sente la
distance sur laquelle s’e´tablit l’e´tat supraconducteur.
Dans cette mode´lisation, on rencontre le proble`me de re´duction au minimum de la
fonctionnelle de Ginzburg-Landau correspondante a` l’e´nergie libre du mate´riau conside´re´ :
G(ψ,A) =
∫
Ω
(
|(∇− iκA)ψ|2 + κ
2
2
(|ψ|2 − 1)2
)
dx+
∫
Ω
κ2|rotA− H |2dx (1.1)
Le premier terme repre´sente l’e´nergie associe´e aux e´lectrons supraconducteurs et le deuxie`me
terme l’e´nergie magne´tique.
L’ouvert Ω, repre´sentant l’e´chantillon supraconducteur, est un domaine borne´ et suffisam-
ment re´gulier de R2, ψ le parame`tre d’ordre et A est un champ de vecteurs de´fini sur Ω qui
repre´sente le potentiel magne´tique induit dont le champ magne´tique associe´ est B = rotA.
H est le champ magne´tique exte´rieur ou champ magne´tique applique´ a` Ω
En supposant que les champ magne´tiques exterieurs sont uniformes, constants et nor-
maux a` Ω, on peut e´crire H sous la forme H = σHe ou` He est un champ fixe´ constant
e´gal a` 1 et σ est un parame`tre repre´sentant l’intensite´ du champ applique´.
Le parame`tre κ =
λ(T )
ξ(T )
= a
b
, inde´pendant de la tempe´rature T, est une caracte´ristique
physique de l’e´chantillon. Selon la nature du materiau, on distingue essentiellement deux
type de supraconducteurs :
 Les supraconducteurs de type 1 (figure 2a) correspondant a` κ petit (< 1√
2
), qui pre´sentent
un diamagne´tisme parfait (effet Meissner) jusqu’ a` ce que le module du champ magne´tique
applique´ atteigne une valeur critique HC′ : le mate´riau devient subitement normal avec
une transition abrupte.
 Les supraconducteurs de type 2 (figure 2b) correspondant a` κ grand (> 1√
2
) dont l’ai-
mantation ne s’annule pas brutalement mais elle de´croit lentement a` partir d’un champ
critique HC1 ,appele´ champ critique infe´rieur, pour s’annuler a` un second champ critique
HC2 , appele´ champ critique supe´rieur. Ce diamagne´tisme partiel entre les champs cri-
tiques HC1 et HC2 a e´te´ observe´ par L. V. Schubnikov en 1937 et il a fallu attendre les
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travaux de A. Abrikosov, 20 ans plus tard, base´s sur la the´orie de Ginzburg-Landau pour
comprendre l’existence de deux types de supraconducteurs.
En re´alite´, si le mate´riau redevient normal au champ critique superieur HC2 , il n’en
est pas de meˆme de sa surface qui continue a` manifester des signes de supraconductivite´
jusqu’a` un nouveau champ magne´tique critique appele´ HC3 dont l’existence a e´te´ pre´dite
par P.-G. De Gennes. Cela signifie que, partant des champs e´leve´s, une supraconductivite´
de surface d’extension ξ2 apparaˆıt a` un champ HC3 := 1.695HC2 .
Dans la suite, on s’inte´ressera uniquement aux e´chantillons supraconducteurs de type
2 avec trois champs critiques HC1(κ), HC2(κ) et HC3(κ) correspondant aux effets suivants :
– σ < HC1(κ) :
L’e´chantillon est dans la phase supraconductrice, il laisse passer le courant sans
re´sistance e´lectrique et repousse les lignes du champ magne´tique exte´rieur.
– HC1(κ) < σ < HC2(κ) :
L’e´chantillon est dans un e´tat mixte avec coexistence des phases normale et supra-
conductrice.
– HC2(κ) < σ < HC3(κ) :
La supraconductivite´ a disparu a` l’inte´rieur et subsite a` la surface du mate´riau.
– σ > HC3(κ) :
L’e´chantillon est dans son e´tat normal ou` la supraconductivite´ a totalement disparu
du mate´riau
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Les points critiques de la fonctionnelle G(ψ,A) sont solutions des e´quations d’Euler
([29], [40]). En line´arisant ces e´quations au voisinage de l’e´tat normal, on se rame`ne au
calcul de la plus petite valeur propre de la re´alisation de Neumann de l’ope´rateur de
Schro¨dinger avec champ magne´tique :
Ph,A = −
(
h∇− iA
)2
Le champ de vecteurs A est un potentiel magne´tique re´gulier dont le champ magne´tique
associe´ est B = rotA et h est un parame`tre positif qui caracte´rise le type de supracon-
ductivite´ du mate´riau.
Le proble`me continu de valeurs propres s’e´crit :{
Ph,Aψ = λψ sur Ω(
(h∇− iA)ψ
)
.ν = 0 sur Γ.
(1.2)
Dans cette section, on va s’interresser a` l’e´tude de l’ope´rateur P de´fini sur R × R+
par :
P =
(
Dx1 − b
x2
2
)2
+
(
Dx2 + b
x1
2
)2
. (1.3)
On note que l’ope´rateur P est un cas particulier de l’ope´rateur Ph,A avec h = 1, A =
b
(
x2
2
; −x1
2
)
en vertu de la relation :(
∇− iA
)2
= −
(1
i
∇− A
)2
.
A l’aide de transformations unitaires (une transformation de jauge suivie d’une trans-
formation de Fourier, voir [14]), on se rame`ne a` la recherche de la plus petite valeur propre
pour la re´alisation de Neumann d’une famille d’ope´rateurs Pξ de´finie par :
Pξ = D
2
t + (t− ξ)2 sur ]0 , +∞[ . (1.4)
Soit µ(ξ) la plus petite valeur propre de Pξ. On montre (voir [36]) que le bas du spectre
de la re´alisation de Neumann de l’ope´rateur Ph,A sur R× R+ est bhΘ0 avec
Θ0 = inf
ξ∈R
µ(ξ). (1.5)
Un autre re´sultat important ([40]) pre´cisant l’apparition de la nucle´ation dans le cas
d’un domaine Ω simplement connexe dont la frontie`re est suffisamment re´gulie`re :
lim
κ→+∞
HC3(κ)
κ
=
1
Θ0
.
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Le re´el Θ0 joue un roˆle important dans la de´termination du bas spectre dans plusieurs
cas de la re´alisation de Neumann, c’est pourquoi on va s’interesser a` son approximation en
utilisant la famille d’ope´rateurs Pξ. Dans un premier temps, on va rappeler des re´sultats
the´oriques concernant le bas spectre de cette famille d’ope´rateurs. Ensuite, on va s’in-
teresser a` l’approximation nume´rique de la plus petite valeur propre en utilisant d’abord
un sche´ma nume´rique base´ sur les diffe´rences finies, et ensuite des me´thodes utilisant les
e´le´ments finis sans quadrature nume´rique.
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Chapitre 2
Quelques propriete´s du bas spectre
de la re´alisation de Neumann de la
famille d’ope´rateurs Pξ
2.1 Proble`me spectral continu et sa formulation va-
riationnelle
On conside`re l’ope´rateur diffe´rentiel Pξ de´pendant du parame`tre re´el ξ et de´fini par :
Pξu(t) = −u′′(t) + (t− ξ)2u(t). (2.1)
Soit ξ un nombre re´el fixe´, le proble`me spectral continu consiste a` chercher une fonction
non nulle u suffisamment re´gulie`re sur ]0 , +∞[ et un re´el λξ ve´rifiant :{
Pξu = λξu sur ]0 , +∞[
u′(0) = 0. (condition de Neumann en 0)
(2.2)
On introduit les espaces qui apparaitront lors de la formulation variationnelle du
proble`me spectral continu (2.2) :
D2 =
{
u ∈ H2(]0 , +∞[) | tku ∈ L2(]0 , +∞[) , k = 0, 1, 2
}
, (2.3)
DN2 =
{
u ∈ D2 et u′(0) = 0
}
, (2.4)
D1 =
{
u ∈ H1(]0 , +∞[) | tku ∈ L2(]0 , +∞[) , k = 0, 1, 2
}
, (2.5)
DN1 =
{
u ∈ D1 et u′(0) = 0
}
. (2.6)
26
Quelques propriete´s du bas spectre de la re´alisation de Neumann de la
famille d’ope´rateurs Pξ
On montre que le domaine de la re´alisation de Neumann de l’ ope´rateur Pξ sur L
2(]0 , +∞[)
est inde´pendant de ξ ( voir [14]) et vaut DN2 .
Soit u une fonction suffisamment re´gulie`re solution du proble`me spectral continu (2.2)
et v une “fonction test”, v ∈ D1, en utilisant la condition de Neumann en 0 on a :∫ +∞
0
[
− u′′(t) + (t− ξ)2u(t)
]
v(t) dt =
∫ +∞
0
[
u′(t)v′(t) + (t− ξ)2u(t)v(t)] dt.
Ainsi le proble`me variationnel s’e´crit :{
Trouver u ∈ D1 et un re´el λξ ve´rifiant :
∀ v ∈ D1, a(u, v) = λξ(u, v)L2 . (2.7)
ou` a(u, v) est la forme biline´aire associe´e a` l’ope´rateur Pξ :
a(u, v) =
∫ +∞
0
[
u′(t)v′(t) + (t− ξ)2u(t)v(t)] dt, (2.8)
et (., .)L2 le produit scalaire de L
2(]0 , +∞[) :
(u, v)L2 =
∫ +∞
0
u(t)v(t) dt.
On note qξ la forme quadratique associe´e a` la re´alisation de Neumann de l’ope´rateurs
Pξ :
qξ(u) = a(u, u) =
∫ +∞
0
[|u′(t)|2 + (t− ξ)2|u(t)|2] dt. (2.9)
Cette forme est de´finie sur le domaine D1.
Soit µ(ξ) la plus petite valeur propre de Pξ sur L
2(]0 , +∞[). Le principe du min-max
donne :
µ(ξ) = inf
u∈D1 , u6=0
qξ(u)
||u||2L2(]0 , +∞[)
. (2.10)
2.2 Comportement et proprie´te´s de la fonction µ
Voici quelques re´sultats concernant le comportement de µ(ξ), pour plus d’information
sur ce sujet, on peut consulter par exemple [5], [28], [38], ou [4].
• La fonction ξ 7→ µ(ξ) est continue sur R,
• lim
ξ→−∞
µ(ξ) = +∞ et lim
ξ→+∞
µ(ξ) = 1,
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• µ(0) = 1 et µ′(0) < 0,
• Il existe un unique re´el ξ0 > 0 tel que la fonction µ est strictement de´croissante de
]−∞ , ξ0[ dans ]Θ0 , +∞[ et strictement croissante de ]ξ0 , +∞[ dans ]Θ0 , 1[,
• Θ0 = inf
ξ∈R
µ(ξ) = µ(ξ0) < 1,
• Θ0 = ξ20 et 0 < µ′′(ξ0) < 2 ,
•
∫ +∞
0
[|ϕ′0(t)|2 + (t− ξ0)2|ϕ0(t)|2] dt = Θ0 ou` ϕ0 est une fonction propre normalise´e
associe´e a` l’ope´rateur Pξ0 ,
• |ϕ0(0)|2 = µ
′′(ξ0)
2ξ0
,
•
∫ +∞
0
(t− ξ0)|ϕ0(t)|2 dt = 0,
• ϕ0 de´croit rapidement vers 0 en +∞.
Une estimation de Θ0 ' 0.59010 a e´te´ donne´e par P.G. De Gennes [56].
V. Bonnaillie [14] a e´tabli un encadrement de Θ0 avec 5 de´cimales :
0.59009 ≤ Θ0 ≤ 0.59010
.
2.3 Proble`me spectral approche´ et sa formulation
variationnelle
Comme ϕ0 de´croit rapidement vers 0 en +∞, alors pour le calcul de µ(ξ) il est naturel
de considerer le proble`me spectral continu approche´ qui consiste a` chercher une fonction
u non nulle, suffisamment re´gulie`re sur ]0 , T [ et nulle sur [T , +∞[ ainsi qu’un re´el λξ,T
ve´rifiant : {
Pξu = λξ,Tu sur ]0 , T [
u′(0) = 0 et u(T ) = 0.
(2.11)
C’est un proble`me de valeurs propres de Sturm-Liouville qui peut eˆtre de´crit facilement
par la the´orie abstraite des ope´rateurs line´aires, compacts et auto-adjoints.
The´ore`me 2.3.1.
Toutes les valeurs propres du proble`me spectral approche´ (2.11) sont simples et stricte-
ment positives. Les fonctions propres correspondantes sont re´elles et forment un syste`me
complet et orthogonal dans L2(]0 , T [).
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Le proble`me (2.11) posse`de un nombre infini et denombrable de valeurs propres formant
une suite croissante de nombres positifs tendant vers +∞.
0 < λξ,T,1 < λξ,T,2 < · · · λξ,T,m < · · · → +∞,
Preuve : Pour la de´monstration de ce re´sultat et pour plus de de´tails concernant les va-
leurs propres des ope´rateurs de Sturm-Liouville, on peut consulter par exemple [15], [42]
ou [44]. 
De la meˆme manie`re que la section pre´ce´dente, on de´finit les espaces ne´ce´ssaires pour
la formulation variationnelle du proble`me spectral continu approche´ (2.11) :
D2,T =
{
u ∈ H2(]0 , T [) | tku ∈ L2(]0 , T [) , k = 0, 1, 2 et u(T ) = 0
}
, (2.12)
DN2,T =
{
u ∈ D2,T | u′(0) = 0
}
, (2.13)
D1,T =
{
u ∈ H1(]0 , T [) | tku ∈ L2(]0 , T [) , k = 0, 1, 2 et u(T ) = 0
}
, (2.14)
DN1,T =
{
u ∈ D1,T | u′(0) = 0
}
. (2.15)
Le domaine de la re´alisation de Neumann en 0 et de Dirichlet en T de l’ope´rateur Pξ sur
L2(]0 , T [) est inde´pendant de ξ et vaut DN2,T .
Soit une fonction u suffisamment re´gulie`re solution du proble`me spectral continu approche´
(2.11) et v une “fonction test”, v ∈ D1,T , en utilisant une inte´gration par parties et les
conditions de Neumann en 0 et de Dirichlet en T on a :∫ T
0
[
− u′′(t) + (t− ξ)2u(t)
]
v(t) dt =
∫ T
0
[
u′(t)v′(t) + (t− ξ)2u(t)v(t)] dt.
Ainsi le proble`me variationnel s’e´crit :{
Trouver u ∈ D1,T et un re´el λTξ ve´rifiant :
∀ v ∈ D1,T , aT (u, v) = λTξ (u, v)L2T .
(2.16)
ou` aT (u, v) est la forme biline´aire associe´e a` l’ope´rateur Pξ sur L
2(]0 , T [) :
aT (u, v) =
∫ T
0
[
u′(t)v′(t) + (t− ξ)2u(t)v(t)] dt, (2.17)
et (., .)L2T le produit scalaire de L
2(]0 , T [) :
(u, v)L2T =
∫ T
0
u(t)v(t) dt.
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Proposition 2.3.2.
La forme biline´aire aT (., .) est continue, syme´trique et coercive.
Preuve : La forme biline´aire aT (., .) est continue sur D1,T ×D1,T . En effet, ∀ u, v ∈ D1,T
aT (u, v) ≤ |u′|L2T |v
′|L2T + CT |u|L2T |v|L2T avec CT = ||(t− ξ)
2||∞ = max(ξ2; (T − ξ)2)
≤ ||u||1||v||1 + CT ||u||1||v||1
≤ C||u||1||v||1 .
La forme biline´aire aT (., .) est syme´trique car ∀ u, v ∈ D1,T aT (u, v) = aT (v, u).
La forme biline´aire aT (., .) est coercive. En effet, pour tout u ∈ D1,T on a :
u(s) = u(T )−
∫ T
s
u′(t) dt
= −
∫ T
s
u′(t) dt car u(T ) = 0.
D’autre part,
|u(s)| =
∣∣∣ ∫ T
s
u′(t) dt
∣∣∣
≤
∫ T
s
|u′(t)| dt
≤
∫ T
0
|u′(t)| dt.
Et l’ine´galite´ de Ho¨lder permet d’avoir
|u|L2T ≤ T |u
′|L2T .
Et par suite
aT (u, u) =
∫ T
0
|u′(t)|2 dt +
∫ T
0
(t− ξ)2|u(t)|2 dt
≥
∫ T
0
|u′(t)|2 dt
≥ α||u||21 avec α =
1
(1 + T )2
.

Les propriete´s des valeurs propres λTξ et des fonctions propres correspondantes du proble`me
variationnel (2.16) sont de´crites dans le the´oreme suivant :
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The´ore`me 2.3.3.
Les valeurs propres du proble`me variationnel (2.16) forment une suite croissante de
nombres positifs tendant vers +∞
0 < λTξ,1 < λ
T
ξ,2 < · · · λTξ,m < · · · → +∞,
Les fonctions propres correspondantes {wm}∞1 forment une base orthonormale de L2(]0 , T [).
Preuve : En appliquant le the´oreme 6.2-1 ([53]) a` la forme biline´aire aT (u, v). 
On note qξ,T la forme quadratique associe´e :
qξ,T (u) = aT (u, u) =
∫ T
0
[|u′(t)|2 + (t− ξ)2|u(t)|2] dt. (2.18)
Cette forme est de´finie sur le domaine D1,T .
Soit µT (ξ) = λ
T
ξ,1 la plus petite valeur propre de Pξ sur L
2(]0 , T [). Le principe du
min-max s’e´crit :
µT (ξ) = inf
u∈D1,T , u6=0
qξ,T (u)
||u||2L2(]0 , T [)
. (2.19)
Proposition 2.3.4.
µ(ξ) = lim
T→+∞
µT (ξ).
ou` µ(ξ) est la plus petite valeur propre de Pξ qui est caracte´rise´e par la relation (2.10).
Preuve :
Existence de la limite : Pour tout ε > 0, l’espace D1,T s’injecte continument dans D1,T+ε,
la formule (2.19) montre µT+ε < µT et donc lim
T→+∞
µT (ξ) existe.
Soit ωT la fonction propre associe´e a` la valeur propre approche´e µT (ξ). On considere la
fonction ω˜ de D1, prolongement de ωT sur [0,+∞[ et de´finie par :
ω˜(t) =

ωT (t) si t ∈ [0, T ]
0 si t ∈ [T,+∞[.
le principe du min-max nous permet d’e´crire
µ(ξ) ≤ qξ(ω˜)||ω˜||2L2(]0 , +∞[)
=
qξ,T (ωT )
||ωT ||2L2(]0 , T [)
= µT (ξ).
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Et par conse´quent, on a :
µ(ξ) ≤ lim
T→+∞
µT (ξ).
Re´ciproquement, on conside`re ω la fonction propre associe´e a` la valeur propre exacte
µ(ξ). Soit χ une fonction de C∞([0; +∞[) de´finie par
χ(t) =
{
1 si t ≤ 1
0 si t ≥ 2.
On considere la suite de fonctions (ωn)n≥1 de l’espace D1,2n et de´finie par ωn = χ( tn)×ω.
le The´ore`me de convergence domine´e de Lebesgue nous permet d’e´crire
qξ(ωn) −→ qξ(ω) quand n tend vers +∞.
En utilisant encore le principe du min-max on a :
qξ(ωn)
||ωn||2L2(]0 , +∞[)
=
qξ,2n(ωn)
||ωn||2L2(]0 , 2n[)
≥ inf
u∈D1,2n , u6=0
qξ,2n(u)
||u||2L2(]0 , 2n[)
= µ2n(ξ).
et par passage a` la limite, on obtient :
µ(ξ) = lim
n→+∞
qξ(ωn)
||ωn||2L2(]0 , +∞[)
≥ lim
n→+∞
µ2n(ξ).

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Chapitre 3
Approximation par la me´thode des
diffe´rences finies
Soit n un entier naturel non nul et T un nombre re´el strictement positif. Afin d’ap-
procher µT (ξ), on introduit un pas de discre´tisation h :
h =
T
n+ 1
Ensuite, on de´finit une partition re´gulie`re de l’intervalle [0 ; T ] comme e´tant l’ensemble
des points (ti)0≤i≤n+1 avec
t0 = 0 ; ti = ih pour 0 ≤ i ≤ n+ 1 et tn+1 = T
Pour re´soudre nume´riquement notre proble`me (2.11), en utilisant de simples formules de
Taylor, on va approcher l’ope´rateur de de´rive´e seconde par un ope´rateur discret d’ordre
k(k = 2 ou 4) et par suite le proble`me continu par une e´criture alge´brique matricielle de
valeurs propres.
Le proble`me va consister a` chercher des vecteurs u = (ui)1≤i≤n de composantes ui, ap-
proximations des u(ti) en chacun des noeuds internes de [0 ; T ] ( ie ti pour 1 ≤ i ≤ n),
et des nombres re´els λh approximations des valeurs propres λT .
3.1 Sche´ma aux diffe´rences finies
Supposons u une fonction appartenant a` C4
(
[0, T ]
)
, des combinaisons de developpe-
ments de Taylor au voisinage de t nous donne :
u′′(t) =
1
h2
[
u(t+ h) − 2u(t) + u(t− h)
]
+ O(h2).
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On introduit ainsi le sche´ma aux diffe´rences finies suivant :
1
h2
[
− ui−1 + 2ui − ui+1
]
+ (ti − ξ)2ui = λTui pour 1 ≤ i ≤ n.
En posant λh = h
2λT et αi = 2 + h
2(βi)
2 avec βi = ti − ξ, on a :
−ui−1 + αiui − ui+1 = λhui pour 1 ≤ i ≤ n. (3.1)
D’autre part, au voisinage de 0, on peut e´crire u(h) = u(0) + hu′(0) +O(h) et comme
u′(0) = 0 et u(T ) = 0 alors on peut supposer que u0 = u1 et un+1 = 0.
Par conse´quent le proble`me approche´ s’ecrit :

(− 1 + α1)u1 − u2 = λhu1
−ui−1 + αiui − ui+1 = λhui 2 ≤ i ≤ n− 1
−un−1 + αnun = λhun.
(3.2)
On pose :
A=

(−1 + α1) −1 0 . . . . . . . . . . . . . . . . 0
−1 α2 −1 0 . . . . . . . . . . . 0
0 −1 α3 −1 0 . . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 . . . 0 −1 αn−2 −1 0
0 . . . . . . . . 0 −1 αn−1 −1
0 . . . . . . . . . . . . 0 −1 αn

. (3.3)
et U le vecteur dont la ieme composante est ui. Le sche´ma (3.2) s’e´crit sous forme matri-
cielle comme suit :
AU = λhU.
Proposition 3.1.1.
La matrice A est syme´trique, tridiagonale, de´finie positive et a` diagonale fortement do-
minante. Les valeurs propres de A sont strictement positives
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Preuve :
Il est clair que A est syme´trique et tridiagonale. La matrice A est de´finie positive. En
effet, soit X = (xi)i≤n un vecteur quelconque de Rn, on a :
< AX,X > = tXAX =
[
(−1 + α1)x1 − x2
]
x1 +
[− x1 + α2x2 − x3]x2 + · · ·
+
[− xn−2 + αn−1xn−1 − xn]xn−1 + [− xn−1 + αnxn]xn
= −x21 +
n∑
i=1
αix
2
i − 2
n−1∑
i=1
xixi+1
= x21 + 2
n−1∑
i=2
x2i + 2x
2
n + h
2
n∑
i=1
(βixi)
2 − 2
n−1∑
i=1
xixi+1
=
(
x21 +
n−1∑
i=2
x2i
)
+
( n−1∑
i=2
x2i + x
2
n
)
+ x2n − 2
n−1∑
i=1
xixi+1 + h
2
n∑
i=1
(βixi)
2
=
n−1∑
i=1
x2i +
n−1∑
i=1
x2i+1 − 2
n−1∑
i=1
xixi+1 + x
2
n + h
2
n∑
i=1
(βixi)
2
=
n−1∑
i=1
(xi+1 − xi)2 + x2n + h2
n∑
i=1
(βixi)
2 ≥ 0.
et cette quantite´ ne peut-eˆtre nulle que si tous les xi sont nuls.
La matrice A est a` diagonale dominante car pour tout i, 2 ≤ i ≤ n− 1 on a :
n∑
j=1
j 6=i
|aij| = 2 ≤ aii = 2 + (hβi)2,
n∑
j=2
|a1j| = 1 ≤ a11 = 1 + (hβ1)2,
n−1∑
j=1
|anj| = 1 ≤ ann = 2 + (hβn)2.
En plus, les ti sont distincts, donc il existe au moins un tk telle que tk 6= ξ et par suite
l’e´le´ment akk de la diagonale ve´rifie
n∑
j=1
j 6=k
|akj| = 2 < akk = 2 + (hβk)2.
et par conse´quent la diagonale est fortement dominante.
Soit U = (ui)1≤i≤n un vecteur propre normalise´ associe´ a` la valeur propre λ. le vecteur
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U 6= 0 et on a :
λ = < AU,U > est strictement supe´rieure a` 0 car la matrice A est de´finie positive. 
Enfin, pour le calcul nume´rique, on va utiliser une me´thode ite´rative permettant de
calculer la plus petite valeur propre en module d’une matrice donne´e. Pour cela on va
commencer d’abord par donner le principe ge´ne´ral de la me´thode de la puissance ite´re´e.
3.2 Principe de la me´thode de la puissance ite´re´e
Soit V un vecteur quelconque de Kn , K = R ou C, et soit {ei}1≤i≤n une base de Kn.
On pose :
V0 = V V1 = AV0 = AV =
n∑
i=1
viAei avec V =
n∑
i=1
viei.
Donc pour tout p ≥ 1 , on a :
Vp = AVp−1 = ApV0 = ApV =
n∑
i=1
viA
pei.
Soit {ei}1≤i≤n est une base de Kn forme´e de vecteurs propres de A qu’on suppose
diagonalisable, on a :
Vp = A
pV =
n∑
i=1
λpi viei.
et si λ1 est la valeur propre dominante (plus grand module), alors on a :
1
λp1
ApV = v1e1 +
n∑
i=1
vi(
λi
λ1
)pei.
Et si on fait l’hypothese que |λ1| > |λ2| ≥ |λ3| ≥ ... ≥ |λn| alors on a :
lim
p→∞
|λi
λ1
|p = 0.
d’ou`
lim
p→∞
1
λp1
ApV = v1e1.
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Par conse´quent, la suite des vecteurs (ApV )p tend vers le vecteur propre dominant v1e1.
Si λ1 est trop grande (ou trop petite) en module et comme les vecteurs A
pV sont de
l’ordre λp1v1e1, alors en calcul nume´rique, on peut facilement de´passer les capacite´s des
calculateurs. Pour reme´dier a` ce de´passement de me´moire, on va normaliser les vecteurs
calcule´s a` chaque ite´ration.
Ainsi, on ne va pas appliquer A a` Vp , mais au vecteur norme´ :
Vp
||Vp|| ou` ||.|| e´tant prise
en ge´ne´ral comme la plus grande composante du vecteur Vp a` savoir ||Vp||∞.
3.3 Calcul de la plus petite valeur propre par la
me´thode de la puissance inverse
Enfin pour calculer la valeur propre de plus petit module de la matrice A qui nous
concerne (3.3), dans ce cas la plus petite valeur propre, on va utiliser la me´thode de la
puissance inverse classique (me´thode de la puissance ite´re´e applique´e a` A−1 sans la cal-
culer e´videmment).
Pour la re´solution des syste`mes line´aires utilise´s par l’algorithme de la puissance inverse
on fait appel a` la factorisation LU de la matrice A ou` L est une matrice triangulaire
infe´rieure et U une matrice triangulaire supe´rieure. On note que cette factorisation existe
sans permutations car la matrice A est re´elle, syme´trique et de´finie positive.
En outre, la matrice e´tant de´finie positive, on aurait pu aussi utiliser une factorisation
positive de Cholesky LtL ou` L est une matrice triangulaire infe´rieure re´gulie`re dont les
coefficients diagonaux sont positifs.
Algorithme 1 :
(Me´thode de la puissance inverse classique)
– V (0) vecteur d’initialisation non nul
– Re´soudre le syste`me line´aire AW (k+1) = V (k)
– Calculer le vecteur V (k+1) = W
(k+1)
||W (k+1)||
– Test d’arreˆt : k > IteMax ou ||V (k+1) − V (k)|| < ErrSou
IteMax est le nombre maximale d’ite´ration autorise´.
ErrSou est l’erreur souhaite´e
– Calculer β(k+1) = W (k+1).V (k)
– Calculer λ(k+1) = 1
β(k+1)
– Valeur approche´e de la plus petite valeur propre :
λ1 ≈ λ(k+1) et µT (ξ) ≈ λ1h2
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La convergence de l’algorithme pre´ce´dent est assure´e par la proposition suivante :
Proposition 3.3.1.
Soit A une matrice diagonalisable. Si λ1 est l’unique valeur propre de plus petit module
et si le vecteur d’initialisation V (0) n’est pas orthogonal au sous-espace propre a` gauche
correspondant a` λ1, alors la direction du vecteur V
(n) tend vers celle du sous-espace propre
associe a` λ1 et on a :
lim
k→+∞
λ(k+1) = λ1.
Pour la preuve de cette proposition et pour plus de renseignement concernant les
me´thodes ite´ratives de calcul de valeurs propres, on peut consulter par exemple ([45],[20]
ou [55]). Ce re´sultat reste valable si λ1 est une valeur propre multiple ve´rifiant :
λ1 = · · · = λp < λp+1 ≤ · · · ≤ λn.
Pour re´soudre les systemes de type Ax = f utilise´s par l’algorithme, on factorise la
matrice A sous la forme LU . Or A e´tant syme´trique et tridiagonale, on a :
L=

1 0 . . . . . . . . . . 0
l2 1 0 . . . . . . . 0
0 l3 1 0 . . 0
. . . . . . . . . . . . . . .
0 . 0 ln−1 1 0
0 . . . . 0 ln 1
 et U=

d1 u1 0 . . . . . . . 0
0 d2 u2 0 . . . . 0
. . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . .
0 . . 0 0 dn−1 un−1
0 . . . . . . 0 0 dn

avec
{
d1 = 1 + α1 et u1 = −1
ui = −1 li = −1di−1 et di = αi + li pour 2 ≤ i ≤ n.
La re´solution du systeme Ax = f se fait en deux e´tapes, soit Ly = f suivi de Ux = y.
Le nombre d’ope´rations utilise´es est de l’ordre de 5n au lieu de 23n
3 pour l’algorithme de
Gauss.
Voici quelques re´sultats nume´riques pour des valeurs de T comprises entre 2. et 4.
θ e´tant une approximation de Θ0.
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Me´thodes des diffe´rences finies
n
T=2.75 T=3. T=3.25 T=3.5
λh |λh − λ| λh |λh − λ| λh |λh − λ| λh |λh − λ|
100 0.6055 1.54 10−2 0.5873 0.28 10−2 0.5815 0.86 10−2 0.5793 1.08 10−2
250 0.6076 1.75 10−2 0.5914 0.13 10−2 0.5884 0.17 10−2 0.5863 0.38 10−2
300 0.6084 1.83 10−2 0.5964 0.63 10−2 0.5891 0.10 10−2 0.5887 0.14 10−2
500 0.6098 1.97 10−2 0.5964 0.63 10−2 0.5907 0.06 10−2 0.5883 0.18 10−2
0 0.5 1 1.5 2
ξ
0.4
0.6
0.8
1
1.2
1.4
µ(
ξ)
θ = 0.5907
Plus petite valeur propre
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Chapitre 4
Approximation par la me´thode des
e´le´ments finis
Avec la me´thode des diffe´rences finies, on a approche´ l’ope´rateur de de´rivation par un
ope´rateur discret. Cette approximation est justifie´e par l’utilisation de simples formules
de Taylor en faisant des hypothe`ses de re´gularite´ trop importantes pour les fonctions
considere´es.
Contrairement a` la me´thode des diffe´rences finies, la me´thode des e´le´ments finis consiste
a` construire des approximations par des fonctions avec des hypothe`ses de re´gularite moins
importantes. Elle permet de traiter notre proble`me sans difficulte´s supple´mentaires et
avec une meilleure pre´cision que les diffe´rences finies.
4.1 Maillage
Soit n un entier naturel non nul, un maillage de ]0, T [ est la donne´e de n+ 2 points :
t0 = 0 < t1 < · · · < tn < tn+1 = T.
On note :
hi = ti+1 − ti pour 0 ≤ i ≤ n et h = max
0≤i≤n
hi.
Dans la suite et sauf indication contraire, on supposera que le maillage est uniforme
et on a simplement h = hi =
T
n+ 1.
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4.2 Notations
4.2.1 Polynoˆmes d’approximations
On note Pk l’espace des polynomes a` coefficients re´els et de degre´ infe´rieur ou e´gal a`
k.
Pk =
{
p(x) =
k∑
i=0
aix
i, ai ∈ R pour 0 ≤ i ≤ k
}
. (4.1)
4.2.2 Espace d’approximation
Pour obtenir une approximation nume´rique de la solution du proble`me variationnel
(2.16), il est ne´cessaire d’introduire un espace d’approximation de dimension finie appro-
chant l’espace D1,T .
On de´finit les espace d’approximation V kh et V
k
0,hpar :
V kh =
{
v continue sur [0, T ] ; v
∣∣
[ti,ti+1]
∈ Pk , 0 ≤ i ≤ n
}
. (4.2)
V k0,h =
{
v ∈ V kh | v(T ) = 0
}
. (4.3)
V kh est un espace vectoriel de dimension k(n + 1) + 1 et V
k
0,h est de dimension k(n + 1)
(voir par exemple [30] Proposition 2.1.6).
4.3 Formulation variationnelle discre`te
La the´orie de l’approximation variationnelle nous conduit a` conside´rer le proble`me
variationnel discret suivant :
{
Trouver une fonction non nulle uh ∈ V k0,h ve´rifiant :
∀ vh ∈ V k0,h, aT (uh, vh) = λh(uh, vh)L2T .
(4.4)
La valeur propre λh de´pend de ξ, T et h.
Le the´ore`me 6.4-1 ([53]) nous permet d’avoir le re´sultat suivant :
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The´ore`me 4.3.1.
Les valeurs propres du proble`me variationnel (4.4) forment une suite croissante
0 < λ1,h < λ2,h < · · · < λN,h avec N = dim V k0,h = k(n+ 1).
et il existe une base {wm,h}Nm=1 de V k0,h, orthonormale dans L2(]0 , T [) telle que
∀ vh ∈ V k0,h, aT (wm,h, vh) = λm,h(wm,h, vh)L2T , 1 ≤ m ≤ N.
4.4 Convergence des valeurs propres approche´es
Soit λk = λ
T
ξ,k , k ≥ 1 les valeurs propres du proble`me (2.16) et l’espace usuel de
Sobolev H l+1(]0, T [) =
{
u ∈ L2(]0 , T [) | Dαu ∈ L2(]0 , T [), 1 ≤ α ≤ l + 1
}
.
En appliquant le the´ore`me 6.5-1 ([53]), on obtient le re´sultat de convergence suivant :
The´ore`me 4.4.1.
Pour tout entier naturel m, 1 ≤ m ≤ N (N = dim V k0,h) on a :
lim
h→0
∣∣∣λm,h − λm∣∣∣ = 0,
et si de plus l’espace Vm engendre´ par les m premiers vecteurs propres w1, · · · , wm du
proble`me variationnel (2.16) verifie Vm ⊂ H l+1(]0, T [) pour un entier non nul l ≤ k,
on a : ∣∣∣λm,h − λm∣∣∣ ≤ C(ξ, T )h2l.
4.5 Utilisation des e´le´ments finis P1
4.5.1 Base canonique de l’espace d’approximation V 10,h
Dans cette partie on va approcher la solution u du proble`me variationnel par une
fonction dans V 1h . Cet espace vectoriel est de dimension n+ 2 dont la base canonique est
donne´e par les fonctions chapeaux (ϕj)0≤j≤n+1, telles que ϕj ∈ V 1h et ϕj(ti) = δij
(δ de´signe le symbole de Kronecker).
On peut e´tablir facilement que les fonctions (ϕj)0≤j≤n+1 sont de la forme :
ϕ0(t) =

1
h
(t1 − t) si t ∈ [t0, t1]
0 sinon
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ϕj(t) =

1
h
(t− tj−1) si t ∈ [tj−1, tj]
1
h
(tj+1 − t) si t ∈ [tj, tj+1]
0 ailleurs
ϕn+1(t) =

1
h
(t− tn) si t ∈ [tn, tn+1]
0 sinon
Comme v(T ) = 0, on va conside´rer l’espace d’approximation V 10,h qui est un sous-espace
vectoriel de V 1h , de dimension n + 1, dont la base canonique est (ϕj)0≤j≤n. En effet,
toute fonction wh de V
1
h s’e´crit comme combinaison line´aire des fonctions (ϕj)0≤j≤n+1 :
wh =
n+1∑
k=0
wh(tk)ϕk. Or si wh(T ) = wh(tn+1) = 0 alors wh =
n∑
k=0
wh(tk)ϕk.
4.5.2 Transformation alge´brique du proble`me variationnel dis-
cret
On rappelle qu’on cherche a` re´soudre le proble`me variationnel discret suivant :{
Trouver une fonction non nulle uh ∈ V 10,h ve´rifiant :
∀ vh ∈ V 10,h, aT (uh, vh) = λh(uh, vh)L2T .
(4.5)
Comme uh et vh appartiennent a` l’espace vectoriel de dimension finie V
1
0,h, leurs de´compositions
sur la base canonique de V 10,h sont de la forme :
uh(t) =
n∑
j=0
uh(tj)ϕj(t) =
n+1∑
j=1
ujϕj−1(t), vh(t) =
n∑
j=0
vh(tj)ϕj(t) =
n+1∑
j=1
vjϕj−1(t) ∀t ∈ [0, T ],
avec uj = uh(tj−1) et vj = vh(tj−1) pour 1 ≤ j ≤ n+ 1.
Le proble`me variationnel discret (4.5) revient donc a` trouver un vecteur U = (ui)1≤i≤n+1
de Rn+1 tel que pour tout vecteur V = (vi)1≤i≤n+1 de Rn+1 on ait :∑
1≤i,j≤n+1
uivj
∫ T
0
[
ϕ
′
i−1(t)ϕ
′
j−1(t) +(t−ξ)2ϕi−1(t)ϕj−1(t)
]
dt = λh
∑
1≤i,j≤n+1
uivj
∫ T
0
ϕi−1(t)ϕj−1(t) dt.
en posant Nh = (N
h
ij)1≤i,j≤n+1 la matrice de rigidite´, de terme ge´ne´rique
Nhij = aT (ϕi−1, ϕj−1) =
∫ T
0
[
ϕ
′
i−1(t)ϕ
′
j−1(t) + (t− ξ)2ϕi−1(t)ϕj−1(t)
]
dt.
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et Mh = (M
h
ij)1≤i,j≤n+1 la matrice de masse, de terme ge´ne´rique
Mhij =
∫ T
0
ϕi−1(t)ϕj−1(t) dt.
Ainsi le proble`me variationnel discret (4.5) est e´quivalent au proble`me matriciel ge´ne´ralise´
de valeurs propres :
NhU = λh MhU . (4.6)
4.5.3 Calcul des coefficients de la matrice de rigidite´ Nh
Pour le calcul des coefficients Nhij, on a besoin de calculer d’abord les integrales I(a)
et J(a) suivantes :
I(a) =
∫ h
0
(a− u)2u2 du =
[
a2
u3
3
− 2au
4
4
+
u5
5
]h
0
= a2
h3
3
− ah
4
2
+
h5
5
I(a) = h3
(
a2
3 − ah2 + h
2
5
)
J(a) =
∫ h
0
(a−u)2(h−u)u du =
[
a2h
u2
2
−(a2+2ah)u
3
3
+(2a+h)
u4
4
−u
5
5
]h
0
J(a) = a2
h3
2
− (a2 + 2ah)u
3
3
+ (2a+ h)
h4
4
− h
5
5
= a2
h3
6
− ah
4
6
+
h5
20
J(a) = h3
(
a2
6 − ah6 + h
2
20
)
Comme dans la section 3 , on pose βi = ti − ξ.
Maintenant, on va calculer, sans l’utilisation de quadrature nume´rique, les valeurs exactes
des coefficients Nhij :
• Nh11 =
∫ T
0
(
ϕ
′
0(t)
)2
dt+
∫ T
0
(t− ξ)2
(
ϕ0(t)
)2
dt
=
∫ t1
t0
1
h2
dt +
∫ t1
t0
1
h2
(t− ξ)2(t1 − t)2 dt
=
1
h
+
1
h2
.I(β1)
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Nh11 =
1
h
+ β21
h
3 − β1h
2
2 +
h3
5 =
1
h
(
1 + β21
h2
3 − β1h
3
2 +
h4
5
)
• Nh12 = Nh21 =
∫ T
0
ϕ
′
0(t)ϕ
′
1(t) dt+
∫ T
0
(t− ξ)2ϕ0(t)ϕ1(t) dt
=
∫ t1
t0
− 1
h2
dt +
∫ t1
t0
1
h2
(t− ξ)2(t1 − t)(t− t0) dt
= −1
h
+
1
h2
∫ h
0
(t− ξ)2(t1 − t)(t− t0) dt on pose u = t1 − t
= −1
h
+
1
h2
∫ h
0
(β1 − u)2u(h− u) du = −1
h
+
1
h2
J(β1)
= −1
h
+
1
h2
[
β21
h3
6
− β1h
4
6
+
h5
20
]
= −1
h
+ β21
h
6
− β1h
2
6
+
h3
20
Nh12 = N
h
21 = −1h + β0β1
h
6 +
h3
20 =
1
h
(
− 1 + β0β1h
2
6 +
h4
20
)
• Nh22 =
∫ T
0
(
ϕ
′
1(t)
)2
dt+
∫ T
0
(t− ξ)2
(
ϕ1(t)
)2
dt
=
2
h
+
1
h2
∫ t1
t0
(t− ξ)2(t− t0)2 dt + 1
h2
∫ t2
t1
(t− ξ)2(t2 − t)2 dt
=
2
h
+
1
h2
∫ h
0
(u+ β0)
2u2 du +
1
h2
∫ h
0
(−u+ β2)2u2 du = 2
h
+
1
h2
.I(−β0) + 1
h2
.I(β2)
=
2
h
+
1
h2
[
β20
h3
6
+ β0
h4
2
+
h5
5
]
+
1
h2
[
β22
h3
6
− β2h
4
2
+
h5
5
]
=
2
h
+ (β20 + β
2
2)
h
3
+ (β0 − β2)h
2
2
+
2h3
5
Or β0 − β2 = −2h et β20 + β22 = (β0 − β2)2 + 2β0β2 = 4h2 + 2β0β2, alors on a :
Nh22 =
2
h
+ (β20 + β
2
2)
h
3 − 3h
3
5 =
2
h
+ 2β0β2
h
3 +
11h3
15 =
1
h
(
2 + 2β0β2
h2
3 +
11h4
15
)
• Nh23 = Nh32 =
∫ T
0
ϕ
′
1(t)ϕ
′
2(t) dt+
∫ T
0
(t− ξ)2ϕ1(t)ϕ2(t) dt
= −1
h
+
1
h2
∫ t2
t1
(t− ξ)2(t− t1)(t2 − t) dt
= −1
h
+
1
h2
∫ h
0
(β2 − u)2(h− u)u du avec u = t2 − t
= −1
h
+
1
h2
J(β2) = −1
h
+
1
h2
[
β22
h3
6
− β2h
4
6
+
h5
20
]
= −1
h
+ β22
h
6
− β2h
2
6
+
h3
20
4.5 Utilisation des e´le´ments finis P1 47
Nh23 = N
h
32 = −1h + β1β2
h
6 +
h3
20 =
1
h
(
− 1 + β1β2h
2
6 +
h4
20
)
Pour tout i , 2 ≤ i ≤ n on a :
• Nhi,i+1 = Nhi+1,i =
∫ T
0
ϕ
′
i−1(t)ϕ
′
i(t) dt+
∫ T
0
(t− ξ)2ϕi−1(t)ϕi(t) dt
= −1
h
+
1
h2
∫ ti
ti−1
(t− ξ)2(ti − t)(t− ti−1) dt
= −1
h
+
1
h2
∫ h
0
(βi − u)2(h− u)u du avec u = ti−1 − t
= −1
h
+
1
h2
J(βi) = −1
h
+ β2i
h
6
− βih
2
6
+
h3
20
Nhi,i+1 = N
h
i+1,i = −1h + βi−1βi
h
6 +
h3
20 =
1
h
(
− 1 + βi−1βih
2
6 +
h4
20
)
Pour tout i , 2 ≤ i ≤ n+ 1 on a :
• Nhi,i =
∫ T
0
(
ϕ
′
i−1(t)
)2
dt+
∫ T
0
(t− ξ)2
(
ϕi−1(t)
)2
dt
=
2
h
+
1
h2
∫ ti−1
ti−2
(t− ξ)2(t− ti−2)2 dt + 1
h2
∫ ti
ti−1
(t− ξ)2(ti − t)2 dt
=
2
h
+
1
h2
∫ h
0
(u+ βi−2)2u2 du +
1
h2
∫ h
0
(−u+ βi)2u2 du
=
2
h
+
1
h2
.I(−βi−2) + 1
h2
.I(βi)
Et comme βi−2 − βi = −2h et β2i−2 + β2i = (βi−2 − βi)2 + 2βi−2βi = 4h2 + 2βi−2βi, alors
on a :
Nhi,i =
2
h
+ (β2i−2 + β
2
i )
h
3 − 3h
3
5 =
2
h
+ 2βi−2βih3 +
11h3
15 =
1
h
(
2 + 2βi−2βih
2
3 +
11h4
15
)
Enfin
Nhi,j = 0 si |i− j| ≥ 2 car Support ϕi−1 ∩ Support ϕj−1 = ∅
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Nh=

 F 0 . . . . . . . . . . 0
F  F 0 . . . . . . 0
0 F  F 0 . . 0
. . . . . . . . . . . . . . . . . . .
0 . . 0 F  F 0
0 . . . . . . 0 F  F
0 . . . . . . . . . . 0 F 

est syme´trique et tridiagonale
4.5.4 Calcul des coefficients de la matrice de masse Mh
• Mh11 =
∫ T
0
(
ϕ0(t)
)2
dt =
1
h2
∫ t1
t0
(t1 − t)2 dt = 1
h2
∫ h
0
u2 du =
1
h2
h3
3
=
h
3
Mh11 =
h
3 = 2× h6
• Mh12 = Mh12 =
∫ T
0
ϕ0(t)ϕ1(t) dt =
1
h2
∫ t1
t0
(t1 − t)(t− t0) dt = 1
h2
∫ h
0
t(h− t) dt
=
1
h2
[
h
t2
2
− t
3
3
]h
0
=
1
h2
(
h3
2
− h
3
3
) =
h
6
Mh12 = M
h
12 = 1× h6
• Mh22 =
∫ T
0
(
ϕ1(t)
)2
dt =
1
h2
[ ∫ t1
t0
(t− t0)2 dt +
∫ t2
t1
(t1 − t)2 dt
]
=
1
h2
[ ∫ h
0
u2 du +
∫ h
0
v2 dv
]
=
1
h2
2h3
3
=
2h
3
Mh22 =
2h
3 = 4× h6
Pour tout i , 2 ≤ i ≤ n on a :
• Mhi,i+1 = Mhi+1,i =
∫ T
0
ϕi(t)ϕi−1(t) dt =
1
h2
∫ ti
ti−1
(ti − t)(t− ti−1) dt = 1
h2
∫ h
0
(h− u)u du
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• Mhi,i+1 = Mhi+1,i =
1
h2
[
h
u2
2
− u
3
3
]h
0
=
1
h2
(
h3
2
− h
3
3
) =
h
6
Mhi,i+1 = M
h
i+1,i = 1× h6
Pour tout i , 2 ≤ i ≤ n+ 1 on a :
• Mhii =
∫ T
0
(
ϕi−1(t)
)2
dt =
1
h2
[ ∫ ti−1
ti−2
(t− ti−2)2 dt +
∫ ti
ti−1
(ti − t)2 dt
]
=
1
h2
[ ∫ h
0
u2 du +
∫ h
0
v2 dv
]
=
1
h2
2h3
3
=
2h
3
Mhii =
2h
3 = 4× h6
Enfin
Mhi,j = 0 si |i− j| ≥ 2 car Support ϕi−1 ∩ Support ϕj−1 = ∅
Mh=
h
6

2 1 0 . . . . . . . 0
1 4 1 0 . . . . 0
0 1 4 1 0 . 0
. . . . . . . . . .
0 . 0 1 4 1 0
0 . . . . 0 1 4 1
0 . . . . . . . 0 1 4

est syme´trique, tridiagonale et de´finie positive
Proposition 4.5.1.
Les matrices Nh et Mh sont syme´triques, tridiagonales et de´finies positives. En outre,
la matrice Mh est a` diagonale strictement dominante. Les valeurs propres du proble`me
matriciel ge´ne´ralise´ (4.6) sont strictement positives
Preuve :
On ve´rifie aisemment que les matrices Nh et Mh sont syme´triques, et tridiagonales.
(Nhij = M
h
ij = 0 pour |i− j| ≥ 2)
50 Approximation par la me´thode des e´le´ments finis
La matrice Nh est de´finie positive car la forme biline´aire aT (., .) est coercive.
La matrice Mh est a` diagonale strictement dominante car
n∑
j=1
j 6=i
|aij| = 2 < aii = 4 pour tout i, 2 ≤ i ≤ n− 1
n∑
j=2
|a1j| = 1 < a11 = 2 et
n−1∑
j=1
|anj| = 1 < ann = 4
La matrice Mh est de´finie positive car c’est une matrice a` diagonale strictement domi-
nante et dont les coefficients diagonaux sont strictement positifs (voir par exemple [45]) 
4.5.5 Calcul de la plus petite valeur propre
On pose : Nh=
1
h
N et Mh=
h
6
M et λ = h
2
6
×λh
Le proble`me matriciel ge´ne´ralise´ de valeurs propres (4.6) est e´quivalent a` :
NU = λMU (4.7)
Les matrices N et M sont syme´triques, tridiagonales et de´finies positives. Par
conse´quent et de manie`re analogue a` la section 3.4, on utilise la me´thode de la puis-
sance inverse adapte´e au proble`me ge´ne´ralise´ de valeurs propres (4.7).
Algorithme 2 :
– X(0) vecteur d’initialisation non nul
– Re´soudre le syste`me line´aire NY (k+1) = MX(k)
– Calculer le vecteur X (k+1) = Y
(k+1)
||Y (k+1)||M
||Y ||M = (Y.MY ) 12 la norme induite par le produit scalaire de´fini par M .
– Test d’arreˆt : k > IteMax ou ||X (k+1) −X(k)|| < ErrSou
IteMax est le nombre maximale d’ite´ration autorise´.
ErrSou est l’erreur souhaite´e
– Calculer β(k+1) = Y (k+1).MX(k)
– Calculer λ(k+1) = 1
β(k+1)
– Valeur approche´e de la plus petite valeur propre :
λ1 ≈ λ(k+1) et µT (ξ) ≈ h
2λ1
6
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Voici quelques re´sultats nume´riques pour des valeurs de T comprises entre 3 et 5.
Me´thode des e´lements finis P1
n
T=3.5 T=4. T=4.5 T=5.
λh |λh − λ| λh |λh − λ| λh |λh − λ| λh |λh − λ|
100 0.5962 0.61 10−2 0.5961 0.60 10−2 0.5969 0.68 10−2 0.5976 0.75 10−2
250 0.5931 0.30 10−2 0.5926 0.25 10−2 0.5928 0.27 10−2 0.5931 0.30 10−2
300 0.5927 0.26 10−2 0.5922 0.21 10−2 0.5924 0.23 10−2 0.5926 0.25 10−2
500 0.5920 0.19 10−2 0.5913 0.12 10−2 0.5914 0.14 10−2 0.5916 0.16 10−2
0 0.5 1 1.5 2
ξ
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
1.2
µ(
ξ)
θ = 0.5913 
Plus petite valeur propre
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4.6 Utilisation des e´le´ments finis P2
4.6.1 Base canonique de l’espace d’approximation V 20,h
Dans cette partie, on conside`re les e´lements finis de Lagrange P2, on va donc approcher
la solution u du proble`me variationnel par une fonction dans l’espace d’approximation :
V 2h =
{
v continue sur [0, T ] ; v
∣∣
[ti,ti+1]
∈ P2 , 0 ≤ i ≤ n
}
. (4.8)
Proposition 4.6.1.
L’ espace V 2h est un espace vectoriel de dimension 2n + 3. La base canonique de cet
espace est compose´e par les deux familles de fonctions {ϕi}0≤i≤n+1, et {ψj}0≤j≤n, de´finies
respectivement par
∀ i, 0 ≤ i ≤ n+ 1, ϕi ∈ V 2h , ϕi(tk) = δik et ϕi(tk+ 1
2
) = 0 pour tout k, 0 ≤ k ≤ n,
∀ j, 0 ≤ j ≤ n, ψj ∈ V 2h , ψj(tk) = 0 et ψj(tk+ 1
2
) = δjk pour tout k, 0 ≤ k ≤ n
avec tk+ 1
2
=
xk + xk+1
2
.
Pour la preuve de cette proposition, on peut consulter par exemple ([53],[55]).
On peut e´tablir facilement que les fonctions (ϕi)0≤i≤n+1 et (ψj)0≤j≤n sont de la forme :
ϕ0(t) =

2
h2
[
(t1 − t)2 + h2 (t− t1)
]
si t ∈ [t0, t1]
0 sinon
=

2
h2
(t− t1)(t− t 1
2
) si t ∈ [t0, t1]
0 sinon
ϕn+1(t) =

2
h2
[
(t− tn)2 − h2 (t− tn)
]
si t ∈ [tn, tn+1]
0 sinon
=

2
h2
(t− tn)(t− tn+ 1
2
)
]
si t ∈ [tn, tn+1]
0 sinon
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et pour tout i, 1 ≤ i ≤ n, on a :
ϕi(t) =

2
h2
[
(t− ti−1)2 − h2 (t− ti−1)
]
si t ∈ [ti−1, ti]
2
h2
[
(t− ti+1)2 + h2 (t− ti+1)
]
si t ∈ [ti, ti+1]
0 ailleurs
=

2
h2
(t− ti−1)(t− ti− 1
2
) si t ∈ [ti−1, ti]
2
h2
(t− ti+1)(t− ti+ 1
2
) si t ∈ [ti, ti+1]
0 ailleurs
et pour tout j, 0 ≤ j ≤ n, on a :
ψj(t) =

− 4
h2
[
(t− tj)2 − h(t− tj)
]
si t ∈ [tj, tj+1]
0 sinon
ψj(t) =

− 4
h2
[
(t− tj+1)2 + h(t− tj+1)
]
si t ∈ [tj, tj+1]
0 sinon
=

− 4
h2
(t− tj+1)(t− tj)
]
si t ∈ [tj, tj+1]
0 sinon
Comme v(T ) = 0, on introduit l’espace d’approximation
V 20,h =
{
v ∈ V 2h | v(T ) = 0
}
. (4.9)
V 20,h est un sous-espace vectoriel de V
2
h , de dimension 2n + 2, dont la base canonique est
forme´e des deux familles (ϕi)0≤i≤n et (ψj)0≤j≤n. En effet, si wh ∈ V 20,h ⊂ V 2h , ona :
wh(t) =
n+1∑
i=0
wh(ti)ϕi(t) +
n∑
j=0
wh(tj+ 1
2
)ψj(t)
=
n∑
i=0
wh(ti)ϕi(t) +
n∑
j=0
wh(tj+ 1
2
)ψj(t) car wh(tn+1) = wh(T ) = 0
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4.6.2 Transformation alge´brique du proble`me variationnel dis-
cret
On cherche donc a` re´soudre le proble`me variationnel discret suivant :{
Trouver une fonction non nulle uh ∈ V 20,h ve´rifiant :
∀ vh ∈ V 20,h, aT (uh, vh) = λh(uh, vh)L2T .
(4.10)
Comme uh et vh appartiennent a` l’espace vectoriel de dimension finie V
2
0,h, leurs
de´compositions sur la base canonique de V 20,h sont de la forme :
uh(t) =
n∑
i=0
uh(ti)ϕi(t)+
n∑
j=0
uh(tj+ 1
2
)ψj(t) et vh(t) =
n∑
i=0
vh(ti)ϕi(t)+
n∑
j=0
vh(tj+ 1
2
)ψj(t) ∀t ∈ [0, T ].
Les fonctions de base (ϕi) et (ψj) ayant des supports inclus respectivement dans
[ti−1, ti+1] et [tj, tj+1], si on les rangeait dans l’ordre “ naturel ”
ϕ0, ϕ1, · · · , ϕn, ψ0, ψ1, · · · , ψn,
on obtiendrait des matrices de masse et de rigidite´ ayant des structures pleines(e´parses).
Toutefois, on peut obtenir des structures de matrice-bande en rangeant convenablement
les fonctions de bases. Ainsi, pour obtenir des matrices tridiagonales par bloc, on ordonne
les fonctions de base comme suit
φ1 = ψ0, φ2 = ϕ0, φ3 = ψ1, φ4 = ϕ1, · · · , φ2n+1 = ψn, φ2n+2 = ϕn,{
φ2k = ϕk−1 pour 1 ≤ k ≤ n+ 1
φ2k+1 = ψk pour 0 ≤ k ≤ n.
Ainsi les fonctions uh, vh ∈ V 20,h s’e´crivent sous la forme
uh(t) =
2n+2∑
i=1
uiφi(t) et vh(t) =
2n+2∑
j=1
vjφj(t) ∀t ∈ [0, T ].
Le proble`me variationnel discret (4.10) revient donc a` trouver un vecteur U = (ui)1≤i≤2n+2
de R2n+2 tel que pour tout vecteur V = (vi)2≤i≤2n+2 de R2n+2 on ait :∑
1≤i,j≤2n+2
uivj
∫ T
0
[
φ
′
i(t)φ
′
j(t) + (t−ξ)2φi(t)φj(t)
]
dt = λh
∑
1≤i,j≤2n+2
uivj
∫ T
0
φi(t)φj(t) dt,
en posant Nh = (N
h
ij)1≤i,j≤2n+2 la matrice de rigidite´, de terme ge´ne´rique
Nhij = aT (φi, φj) =
∫ T
0
[
φ
′
i(t)φ
′
j(t) + (t− ξ)2φi(t)φj(t)
]
dt,
4.6 Utilisation des e´le´ments finis P2 55
et Mh = (M
h
ij)1≤i,j≤2n+2 la matrice de masse, de terme ge´ne´rique
Mhij =
∫ T
0
φi(t)φj(t) dt,
le proble`me variationnel discret (4.10) est e´quivalent au proble`me matriciel ge´ne´ralise´ de
valeurs propres :
NhU = λh MhU , (4.11)
Nh et Mh sont des matrices carre´es d’ordre 2n+ 2.
4.6.3 Calcul des coefficients de la matrice de rigidite´ Nh
Dans un premier temps, on va pre´ciser tout d’abord les valeurs de certaines integrales
(K(a), H(a), L(a) et R(a)) qu’on va utiliser pour calculer les coefficients N hij de la matrice
de de rigidite´ Nh :
K(a) =
∫ h
0
(u+ a)2(u− h)2u2 du =
∫ h
0
ka(u) du
=
∫ h
0
(u2 + 2au+ a2)(u2 − 2hu+ h2)u2 du
=
∫ h
0
[
u6 + 2(a− h)u5 + (a2 − 4ah+ h2)u4 + 2ah(h− a)u3 + a2h2u2
]
du
=
[
u7
7
+ (a− h)u
6
3
+ (a2 − 4ah+ h2)u
5
5
+ ah(h− a)u
4
2
+ a2h2
u3
3
]h
0
=
h7
7
+ a
h6
3
− h
7
7
+ a2
h5
5
− 4ah
6
5
+
h7
5
+ a
h6
2
− a2h
5
2
+ a2
h5
3
=
h7
105
+ a
h6
30
+ a2
h5
30
K(a) =
∫ h
0
(u+ a)2(u− h)2u2 du = h
7
105
+ a
h6
30
+ a2
h5
30
=
h5
30
(
2h2
7
+ ah+ a2
)
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H(a) =
∫ h
0
(u− a)2(2u− h)(u− h)u2 du =
∫ h
0
ha(u) du
=
∫ h
0
(u2 − 2au+ a2)(2u2 − 3hu+ h2)u2 du
=
∫ h
0
[
2u6 − (4a+ 3h)u5 + (2a2 + 6ah+ h2)u4 − (2ah2 + 3a2h)u3 + a2h2u2
]
du
=
2h7
7
− (4a+ 3h)h
6
6
+ (2a2 + 6ah+ h2)
h5
5
− (2ah2 + 3a2h)h
4
4
+ a2h2
h3
3
= −h
7
70
+ a
h6
30
− a2h
5
60
H(a) =
∫ h
0
(u− a)2(2u− h)(u− h)u2 du = −h
7
70
+
ah6
30
− a
2h5
60
L(a) =
∫ h
0
u2(u+ a)2(2u− h)2 du =
∫ h
0
la(u) du
=
∫ h
0
u2(u+ a)2(2u− h)[(u− h) + u] du
= H(−a) +
∫ h
0
u3(u+ a)2(2u− h) du
= H(−a) +
∫ h
0
[
2u6 + (4a− h)u5 + (2a2 − 2ah)u4 − a2hu3
]
du
= H(−a) + 2h
7
7
+ (4a− h)h
6
6
+ 2a2 − 2ah)h
5
5
− a2hh
4
4
= −h
7
70
− ah
6
30
− a2h
5
60
+
5h7
42
+
4ah6
15
+
3a2h5
20
=
11h7
105
+
7ah6
30
− 2a
2h5
15
L(a) =
∫ h
0
u2(u+ a)2(2u− h)2 du = 11h
7
105
+
7ah6
30
− 2a
2h5
15
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R(a) =
∫ h
0
u(u+ a)2(2u− h)2 du =
∫ h
0
ra(u) du
=
∫ h
0
[
4u5 + (8a− 4h)u4 + (4a2 − 8ah+ h2)u3 + (2ah2 − 4a2h)u2 + a2h2u
]
du
=
2h6
3
+
8ah5
5
− 4h
6
5
+
h6
4
− 2ah5 + a2h4 + 2ah
5
3
− 4a
2h4
3
+
a2h4
2
=
47h6
60
+
4ah5
15
+
a2h4
6
R(a) =
∫ h
0
u(u+ a)2(2u− h)2 du = 47h
6
60
+
4ah5
15
+
a2h4
6
Maintenant, on va calculer, les valeurs exactes des coefficients N hij :
• Nh11 =
∫ T
0
(
φ
′
1(t)
)2
dt+
∫ T
0
(t− ξ)2
(
φ1(t)
)2
dt
=
∫ T
0
(
ψ
′
0(t)
)2
dt+
∫ T
0
(t− ξ)2
(
ψ0(t)
)2
dt = (∗) + (∗∗)
(∗) = 16
h4
∫ t1
t0
[
2(t− t0)− h
]2
dt =
16
h4
∫ h
0
(2t− h)2 dt
=
16
h4
[
(2t− h)3
6
]h
0
=
16
h4
× 2h
3
6
=
16
3h
(∗∗) = 16
h4
∫ t1
t0
(t− ξ)2[(t− t0)2 − h(t− t0)]2 dt
=
16
h4
∫ h
0
(u+ β0)
2(u2 − hu)2 du = 16
h4
K(β0)
=
16
h4
(
h7
105
+
β0h
6
30
+
β20h
5
30
)
=
16h3
105
+
8β0h
2
15
+
8β20h
15
Nh11 =
16
3h
+ 16h
3
105 +
8β0h
2
15 +
8β20h
15 =
1
h
(
16
3 +
16h4
105 +
8β0h
3
15 +
8β20h
2
15
)
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• Nh12 = Nh21 =
∫ T
0
φ
′
1(t)φ
′
2(t) dt+
∫ T
0
(t− ξ)2φ1(t)φ2(t) dt
=
∫ T
0
ψ
′
0(t)ϕ
′
0(t) dt+
∫ T
0
(t− ξ)2ψ0(t)ϕ0(t) dt = (∗) + (∗∗)
(∗) =
∫ t1
t0
2
h2
[
2(t− t1) + h
2
]−4
h2
[
2(t− t1) + h
]
dt
= − 4
h4
∫ t1
t0
[
4(t− t1) + h
][
2(t− t1) + h
]
dt = − 4
h4
∫ 0
−h
(4u+ h)(2u+ h) du
= − 4
h4
[
8u3
3
+ 3hu2 + h2u
]h
0
=
4
h4
(
2h3 − 8h
3
3
)
= − 8
3h
(∗∗) =
∫ t1
t0
(t− ξ)2 2
h2
[
(t− t1)2 + h
2
(t− t1)
]−4
h2
[
(t− t1)2 + h(t− t1)
]
dt
= − 4
h2
∫ t1
t0
(t− ξ)2[2(t− t1)2 + h(t− t1)][(t− t1)2 + h(t− t1)] dt
= − 4
h4
∫ 0
−h
(u+ β1)(2u
2 + hu)(u2 + hu) du = − 4
h4
∫ h
0
(u− β1)u2(2u− h)(u− h) du
= − 4
h4
H(β1) = − 4
h4
(
− h
7
70
+
ah6
30
− a
2h5
60
)
=
2h3
35
− 2β1h
2
15
+
β21h
15
Nh12 = N
h
21 = − 83h +
β21h
15 −
2β1h
2
15 +
2h3
35 =
1
h
(
− 83 +
β21h
2
15 −
2β1h
3
15 +
2h4
35
)
• Nh13 = Nh31 =
∫ T
0
φ
′
1(t)φ
′
3(t) dt+
∫ T
0
(t− ξ)2φ1(t)φ3(t) dt
=
∫ T
0
ψ
′
0(t)ψ
′
1(t) dt+
∫ T
0
(t− ξ)2ψ0(t)ψ1(t) dt = 0
= 0 car Support ψ0 ∩ Support ψ1 = ∅
Nh13 = N
h
31 = 0 car Support φ1 ∩ Support φ3 = ∅
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• Nh14 = Nh41 =
∫ T
0
φ
′
1(t)φ
′
4(t) dt+
∫ T
0
(t− ξ)2φ1(t)φ4(t) dt
=
∫ T
0
ψ
′
0(t)ϕ
′
1(t) dt+
∫ T
0
(t− ξ)2ψ0(t)ϕ1(t) dt
=
∫ t1
t0
ψ
′
0(t)ϕ
′
1(t) dt+
∫ T
0
(t− ξ)2ψ0(t)ϕ1(t) dt = (∗) + (∗∗)
(∗) =
∫ t1
t0
−4
h2
[
2(t− t0)− h
] 2
h2
[
2(t− t0)− h
2
]
dt
= − 4
h4
∫ t1
t0
[
2(t− t0)− h
][
4(t− t0)− h
]
dt
= − 4
h4
∫ h
0
(2u− h)(4u− h) du = − 4
h4
∫ h
0
(8u2 − 6uh+ h2) du
= − 4
h4
[
8u3
3
− 3hu2 + h2u
]h
0
= − 4
h4
(− 8h3
3
− 3h3 + h3) = − 8
3h
(∗∗) =
∫ t1
t0
(t− ξ)2−4
h2
[
(t− t0)2 − h(t− t0)
] 2
h2
[
(t− t0)2 − h
2
(t− t0)
]
dt
= − 4
h2
∫ t1
t0
(t− ξ)2[(t− t0)2 − h(t− t0)][2(t− t0)2 − h(t− t0)] dt
= − 4
h4
∫ h
0
(u+ β0)
2(u2 − hu)(2u2 − hu) du
= − 4
h4
∫ h
0
(u+ β0)
2(u− h)(2u− h)u2 du
= − 4
h4
H(−β0) = − 4
h4
(
− h
7
70
− β0h
6
30
− β
2
0h
5
60
)
=
2h3
35
+
2β0h
2
15
+
β20h
15
Nh14 = N
h
41 = − 83h +
2h3
35 +
2β0h
2
15 +
β20h
15 =
1
h
(
− 83 +
β20h
2
15 +
2β0h
3
15 +
2h4
35
)
• Nh22 =
∫ T
0
(
φ
′
2(t)
)2
dt+
∫ T
0
(t− ξ)2
(
φ2(t)
)2
dt
=
∫ T
0
(
ϕ
′
0(t)
)2
dt+
∫ T
0
(t− ξ)2
(
ϕ0(t)
)2
dt = (∗) + (∗∗)
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(∗) = 4
h4
∫ t1
t0
[
2(t− t1) + h
2
]2
dt =
1
h4
∫ t1
t0
[
4(t− t1) + h
]2
dt
=
1
h4
∫ h
0
(4u− h)2 dt = 1
h4
[
(4u− h)3
12
]h
0
=
1
h4
× 7h
3
3
=
7
3h
(∗∗) = 4
h4
∫ t1
t0
(t− ξ)2[(t− t1)2 + h
2
(t− t1)
]2
dt =
1
h4
∫ t1
t0
(t− ξ)2[2(t− t1)2 + h(t− t1)]2 dt
=
1
h4
∫ h
0
(u− β1)2(2u2 − hu)2 du = 1
h4
∫ h
0
(u− β1)2(2u− h)2u2 du = 1
h4
L(−β1)
=
1
h4
(
11h7
105
− 7β1h
6
30
+
2β21h
5
15
)
=
11h3
105
− 7β1h
2
30
+
2β21h
15
Nh22 =
7
3h
+ 11h
3
105 −
7β1h
2
30 +
2β21h
15 =
1
h
(
7
3 +
11h4
105 −
7β1h
3
30 +
2β21h
2
15
)
• Nh23 = Nh32 =
∫ T
0
φ
′
2(t)φ
′
3(t) dt+
∫ T
0
(t− ξ)2φ2(t)φ3(t) dt
=
∫ T
0
ϕ
′
0(t)ψ
′
1(t) dt+
∫ T
0
(t− ξ)2ϕ0(t)ψ1(t) dt = 0
= 0
(
Support ϕ0 ∩ Support ψ1 = ∅
)
Nh23 = N
h
32 = 0 car Support φ2 ∩ Support φ3 = ∅
• Nh24 = Nh42 =
∫ T
0
φ
′
2(t)φ
′
4(t) dt+
∫ T
0
(t− ξ)2φ2(t)φ4(t) dt
=
∫ T
0
ϕ
′
0(t)ϕ
′
1(t) dt+
∫ T
0
(t− ξ)2ϕ0(t)ϕ1(t) dt =
=
∫ t1
t0
ϕ
′
0(t)ϕ
′
1(t) dt+
∫ t1
t0
(t− ξ)2ϕ0(t)ϕ1(t) dt = (∗) + (∗∗)
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(∗) = 4
h2
∫ t1
t0
[
2(t− t1)− h
2
][
2(t− t0)− h
2
]
dt
=
1
h4
∫ t1
t0
[
4(t− t1)− h
][
4(t− t0)− h
]
dt =
1
h4
∫ h
0
(4u− 3h)(4u− h) du
=
1
4h4
∫ 2h
−2h
(v − h)(v + h) du 1
4h4
[
v3
3
− h2v
]2h
−2h
=
1
4h4
(16h3
3
− 4h3) = 1
3h
(∗∗) = 4
h2
∫ t1
t0
(t− ξ)2[(t− t1)2 + h
2
(t− t1)
][
(t− t0)2 + h
2
(t− t0)
]
dt
=
1
h2
∫ t1
t0
(t− ξ)2[2(t− t1)2 + h(t− t1)][2(t− t0)2 + h(t− t0)] dt
=
1
h4
∫ h
0
(u+ β0)
2(2u− h)2(u− h)u du
=
1
h4
[ ∫ h
0
(u+ β0)
2(2u− h)2u2du− h
∫ h
0
(u+ β0)
2(2u− h)2udu
]
=
1
h4
[
L(β0)− hR(β0)
]
=
1
h4
[
11h7
105
+
7β0h
6
30
− 2β
2
0h
5
15
− h
(
47h6
60
+
4β0h
5
15
+
β20h
4
6
)]
=
19h3
28
− β0h
2
30
− β
2
0h
30
Nh24 = N
h
42 =
1
3h
+ 19h
3
28 −
β0h
2
30 −
β20h
30 =
1
h
(
1
3 +
19h4
28 −
β0h
3
30 −
β20h
2
30
)
• Nh25 = Nh52 =
∫ T
0
φ
′
2(t)φ
′
5(t) dt+
∫ T
0
(t− ξ)2φ2(t)φ5(t) dt
=
∫ T
0
ϕ
′
0(t)ψ
′
2(t) dt+
∫ T
0
(t− ξ)2ϕ0(t)ψ2(t) dt = 0
= 0
(
Support ϕ0 ∩ Support ψ2 = ∅
)
Nh25 = N
h
52 = 0 car Support φ2 ∩ Support φ5 = ∅
Nh26 = N
h
62 = 0 car Support φ2 ∩ Support φ6 = ∅
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• Nh33 =
∫ T
0
(
φ
′
3(t)
)2
dt+
∫ T
0
(t− ξ)2
(
φ3(t)
)2
dt
=
∫ T
0
(
ψ
′
1(t)
)2
dt+
∫ T
0
(t− ξ)2
(
ψ1(t)
)2
dt = (∗) + (∗∗)
(∗) = 16
h4
∫ t2
t1
[
2(t− t1)− h
]2
dt =
16
h4
∫ h
0
(2u− h)2 du
=
16
h4
[
(2u− h)3
6
]h
0
=
16
h4
× 2h
3
6
=
16
3h
(∗∗) = 16
h4
∫ t2
t1
(t− ξ)2[(t− t1)2 − h(t− t1)]2 dt
=
16
h4
∫ h
0
(u+ β1)
2(u2 − hu)2 du = 16
h4
K(β1)
=
16
h4
(
h7
105
+
β1h
6
30
+
β21h
5
30
)
=
16h3
105
+
8β1h
2
15
+
8β21h
15
Nh33 =
16
3h
+ 16h
3
105 +
8β1h
2
15 +
8β21h
15 =
1
h
(
16
3 +
16h4
105 +
8β1h
3
15 +
8β21h
2
15
)
• Nh34 = Nh43 =
∫ T
0
φ
′
3(t)φ
′
4(t) dt+
∫ T
0
(t− ξ)2φ3(t)φ4(t) dt
=
∫ T
0
ψ
′
1(t)ϕ
′
1(t) dt+
∫ T
0
(t− ξ)2ψ1(t)ϕ1(t) dt =
=
∫ t2
t1
ψ
′
1(t)ϕ
′
1(t) dt+
∫ t2
t1
(t− ξ)2ψ1(t)ϕ1(t) dt = (∗) + (∗∗)
(∗) = − 8
h4
∫ t2
t1
[
2(t− t2) + h
][
2(t− t2) + h
2
]
dt
= − 4
h4
∫ t2
t1
[
2(t− t2) + h
][
4(t− t2) + h
]
dt = − 4
h4
∫ h
0
(2v − h)(4v − h) dv
= = − 8
3h
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(∗∗) = − 8
h4
∫ t2
t1
(t− ξ)2[(t− t1)2 − h(t− t1)][(t− t1)2 − h
2
(t− t1)
]
dt
= − 4
h4
∫ h
0
(u+ β1)
2(u2 − hu)(2u2 − hu) du
= − 4
h4
H(−β1) = − 4
h4
[
− h
7
70
+
ah6
30
− a
2h5
60
]
=
2h3
35
+
2β1h
2
15
+
β21h
15
Nh34 = N
h
43 = − 83h +
2h3
35 +
2β1h
2
15 +
β21h
15 =
1
h
(
− 83 + 2h
4
35 +
2β1h
3
15 +
β21h
2
15
)
• Nh35 = Nh53 =
∫ T
0
φ
′
3(t)φ
′
5(t) dt+
∫ T
0
(t− ξ)2φ3(t)φ5(t) dt
=
∫ T
0
ψ
′
1(t)ψ
′
2(t) dt+
∫ T
0
(t− ξ)2ψ1(t)ψ2(t) dt = 0
= 0
(
Support ψ1 ∩ Support ψ2 = ∅
)
Nh35 = N
h
53 = 0 car Support φ3 ∩ Support φ5 = ∅
• Nh36 = Nh63 =
∫ T
0
φ
′
3(t)φ
′
6(t) dt+
∫ T
0
(t− ξ)2φ3(t)φ6(t) dt
=
∫ T
0
ψ
′
1(t)ϕ
′
2(t) dt+
∫ T
0
(t− ξ)2ψ1(t)ϕ2(t) dt = (∗) + (∗∗)
(∗) = − 8
h4
∫ t2
t1
[
2(t− t1)− h
][
2(t− t1)− h
2
]
dt
= − 4
h4
∫ t2
t1
[
2(t− t1)− h
][
4(t− t1) + h
]
dt
= − 4
h4
∫ h
0
(2u− h)(4u− h) du
= − 4
h4
[
8u3
3
+ 3hu2 + h2u
]h
0
=
4
h4
(
2h3 − 8h
3
3
)
= − 8
3h
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(∗∗) = − 4
h2
∫ t2
t1
(t− ξ)2[(t− t1)2 − h(t− t1)][(t− t1)2 − h
2
(t− t1)
]
dt
= − 4
h2
∫ t2
t1
(t− ξ)2[(t− t1)2 − h(t− t1)][2(t− t1)2 − h(t− t1)] dt
= − 4
h4
∫ h
0
(u+ β1)
2(u2 − hu)(2u2 − hu) du = − 4
h4
H(−β1) = 2h
3
35
+
2β1h
2
15
+
β21h
15
Nh63 = N
h
36 = − 83h +
β21h
15 +
2β1h
2
15 +
2h3
35 =
1
h
(
− 83 +
β21h
2
15 +
2β1h
3
15 +
2h4
35
)
Nh37 = N
h
73 = 0 car Support φ3 ∩ Support φ7 = ∅
• Nh44 =
∫ T
0
(
φ
′
4(t)
)2
dt+
∫ T
0
(t− ξ)2
(
φ4(t)
)2
dt
=
∫ T
0
(
ϕ
′
1(t)
)2
dt+
∫ T
0
(t− ξ)2
(
ϕ1(t)
)2
dt = (∗) + (∗∗)
(∗) = 4
h4
∫ t1
t0
[
2(t− t0)− h
2
]2
dt+
4
h4
∫ t2
t1
[
2(t− t2) + h
2
]2
dt
=
4
h4
∫ t1
t0
[
4(t− t0)− h
]2
dt+
4
h4
∫ t2
t1
[
4(t− t2) + h
]2
dt
=
1
h4
[ ∫ h
0
(4u− h)2 du+
∫ h
0
(−4v + h)2 dv] = 2
h4
∫ h
0
(4u− h)2 du
=
2
h4
[
(4u− h)3
12
]h
0
=
2
h4
× 7h
3
3
=
14
3h
(∗∗) = 4
h4
∫ t1
t0
(t− ξ)2[(t− t0)2 − h
2
(t− t0)
]2
dt+
4
h4
∫ t2
t1
(t− ξ)2[(t− t2)2 + h
2
(t− t2)
]2
dt
=
1
h4
[ ∫ t1
t0
(t− ξ)2[2(t− t0)2 − h(t− t0)]2 dt+ ∫ t2
t1
(t− ξ)2[2(t− t2)2 + h(t− t2)]2 dt]
=
1
h4
[ ∫ h
0
(u+ β0)
2(2u2 − hu)2 du +
∫ h
0
(−v + β2)2(2v2 − hv)2 dv
]
=
1
h4
(
L(β0) + L(−β2)
)
=
1
h4
[
22h7
105
+
7(β0 − β2)h6
30
+
2(β20 + β
2
0)h
5
15
]
=
1
h4
[
22h7
105
+
7(−2h)h6
30
+
2(β20 + β
2
0)h
5
15
]
= −9h
3
35
+
2(β20 + β
2
2)h
15
= −9h
3
35
+
2(4h2 + 2β0β2)h
15
=
29h3
105
+
4β0β2h
15
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Nh44 =
14
3h
− 9h
3
35
+
2(β20 + β
2
2)h
15
=
14
3h
+
29h3
105
+
4β0β2h
15
Nh44 =
1
h
(
14
3 − 9h
4
35 +
2(β20 + β
2
2)h
2
15
)
= 1
h
(
14
3 +
29h3
105 +
4β0β2h
15
)
• Nh45 = Nh54 =
∫ T
0
φ
′
4(t)φ
′
5(t) dt+
∫ T
0
(t− ξ)2φ4(t)φ5(t) dt
=
∫ T
0
ϕ
′
1(t)ψ
′
2(t) dt+
∫ T
0
(t− ξ)2ϕ1(t)ψ2(t) dt = 0
= 0
(
Support ϕ1 ∩ Support ψ2 = ∅
)
Nh45 = N
h
54 = 0 car Support φ4 ∩ Support φ5 = ∅
• Nh46 = Nh64 =
∫ T
0
φ
′
4(t)φ
′
6(t) dt+
∫ T
0
(t− ξ)2φ4(t)φ6(t) dt
=
∫ T
0
ϕ
′
1(t)ϕ
′
2(t) dt+
∫ T
0
(t− ξ)2ϕ1(t)ϕ2(t) dt =
=
∫ t2
t1
ϕ
′
1(t)ϕ
′
2(t) dt+
∫ t2
t1
(t− ξ)2ϕ1(t)ϕ2(t) dt = (∗) + (∗∗)
(∗) = 4
h2
∫ t2
t1
[
2(t− t2) + h
2
][
2(t− t1)− h
2
]
dt
=
1
h4
∫ t1
t0
[
4(t− t2) + h
][
4(t− t1)− h
]
dt =
1
h4
∫ h
0
(4u− 3h)(4u− h) du
=
1
4h4
∫ 2h
−2h
(v − h)(v + h) du 1
4h4
[
v3
3
− h2v
]2h
−2h
=
1
4h4
(16h3
3
− 4h3) = 1
3h
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(∗∗) = 4
h2
∫ t2
t1
(t− ξ)2[(t− t2)2 + h
2
(t− t2)
][
(t− t1)2 − h
2
(t− t1)
]
dt
=
1
h2
∫ t2
t1
(t− ξ)2[2(t− t2)2 + h(t− t2)][2(t− t1)2 + h(t− t1)] dt
=
1
h4
∫ h
0
(u+ β1)
2(u− h)u(2u− h)2 du
=
1
h4
[ ∫ h
0
(u+ β1)
2(2u− h)2u2du− h
∫ h
0
(u+ β1)
2(2u− h)2udu
]
=
1
h4
[
L(β1)− hR(β1)
]
=
1
h4
[
11h7
105
+
7β1h
6
30
− 2β
2
1h
5
15
− h
(
47h6
60
+
4β1h
5
15
+
β21h
4
6
)]
=
19h3
28
− β1h
2
30
− β
2
1h
30
Nh46 = N
h
64 =
1
3h
+ 19h
3
28 −
β1h
2
30 −
β21h
30 =
1
h
(
1
3 +
19h4
28 −
β1h
3
30 −
β21h
2
30
)
Nh47 = N
h
74 = 0 car Support φ4 ∩ Support φ7 = ∅
• Nh55 =
∫ T
0
(
φ
′
5(t)
)2
dt+
∫ T
0
(t− ξ)2
(
φ5(t)
)2
dt
=
∫ T
0
(
ψ
′
2(t)
)2
dt+
∫ T
0
(t− ξ)2
(
ψ2(t)
)2
dt = (∗) + (∗∗)
(∗) = 16
h4
∫ t3
t2
[
2(t− t2)− h
]2
dt =
16
h4
∫ h
0
(2u− h)2 du
=
16
h4
[
(2u− h)3
6
]h
0
=
16
h4
× 2h
3
6
=
16
3h
(∗∗) = 16
h4
∫ t3
t2
(t− ξ)2[(t− t2)2 − h(t− t2)]2 dt
=
16
h4
∫ h
0
(u+ β2)
2(u2 − hu)2 du
=
16
h4
K(β2) =
16
h4
(
h7
105
+
β2h
6
30
+
β22h
5
30
)
=
16h3
105
+
8β2h
2
15
+
8β22h
15
Nh55 =
16
3h
+ 16h
3
105 +
8β2h
2
15 +
8β22h
15 =
1
h
(
16
3 +
16h4
105 +
8β2h
3
15 +
8β22h
2
15
)
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• Nh56 = Nh65 =
∫ T
0
φ
′
5(t)φ
′
6(t) dt+
∫ T
0
(t− ξ)2φ5(t)φ6(t) dt
=
∫ T
0
ψ
′
2(t)ϕ
′
2(t) dt+
∫ T
0
(t− ξ)2ψ2(t)ϕ2(t) dt =
=
∫ t3
t2
ψ
′
2(t)ϕ
′
2(t) dt+
∫ t3
t2
(t− ξ)2ψ2(t)ϕ2(t) dt = (∗) + (∗∗)
(∗) = − 8
h4
∫ t3
t2
[
2(t− t3) + h
][
2(t− t3) + h
2
]
dt
= − 4
h4
∫ t3
t2
[
2(t− t3) + h
][
4(t− t3) + h
]
dt
= − 4
h4
∫ h
0
(2v − h)(4v − h) dv = − 8
3h
(∗∗) = − 8
h4
∫ t3
t2
(t− ξ)2[(t− t3)2 + h(t− t3)][(t− t3)2 + h
2
(t− t3)
]
dt
= − 4
h4
∫ h
0
(u− β3)2(v2 − hv)(2v2 − hv) dv
= − 4
h4
H(β3) =
2h3
35
− 2β3h
2
15
+
β23h
15
Nh56 = N
h
65 = −
8
3h
+
2h3
35
− 2β3h
2
15
+
β23h
15
= − 8
3h
+
β22h
15
− h
3
105
= − 8
3h
+
β3β1h
15
+
2h3
35
Nh56 = N
h
65 = − 83h +
2h3
35 −
2β3h
2
15 +
β23h
15 =
1
h
(
− 83 + 2h
4
35 +
β1β3h
2
15
)
Nh57 = N
h
75 = 0 car Support φ5 ∩ Support φ7 = ∅
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• Nh58 = Nh85 =
∫ T
0
φ
′
5(t)φ
′
8(t) dt+
∫ T
0
(t− ξ)2φ5(t)φ8(t) dt
=
∫ T
0
ψ
′
2(t)ϕ
′
3(t) dt+
∫ T
0
(t− ξ)2ψ2(t)ϕ3(t) dt =
=
∫ t3
t2
ψ
′
2(t)ϕ
′
2(t) dt+
∫ t3
t2
(t− ξ)2ψ2(t)ϕ2(t) dt = (∗) + (∗∗)
(∗) = − 8
h4
∫ t3
t2
[
2(t− t2)− h
2
][
2(t− t2)− h
]
dt
= − 4
h4
∫ t3
t2
[
4(t− t2)− h
][
2(t− t3)− h
]
dt
= − 4
h4
∫ h
0
(4v − h)(2v − h) dv = − 8
3h
(∗∗) = − 8
h4
∫ t3
t2
(t− ξ)2[(t− t2)2 − h
2
(t− t2)
][
(t− t2)2 − h(t− t2)
]
dt
= − 4
h4
∫ h
0
(u+ β2)
2(v2 − hv)(2v2 − hv) dv
= − 4
h4
H(−β2) = 2h
3
35
+
2β2h
2
15
+
β22h
15
=
2h3
35
+
β2β4h
2
15
= − h
3
105
+
β23h
15
Nh58 = N
h
85 = −
8
3h
+
2h3
35
+
2β2h
2
15
+
β22h
15
= − 8
3h
− h
3
105
+
β23h
15
= − 8
3h
+
2h3
35
+
β2β4h
2
15
Nh58 = N
h
85 =
1
h
(
− 83 + 2h
4
35 +
β2β4h
2
15
)
Pour tout k , 0 ≤ k ≤ n on a :
• Nh2k+1,2k+1 =
∫ T
0
(
φ
′
2k+1(t)
)2
dt+
∫ T
0
(t− ξ)2
(
φ2k+1(t)
)2
dt
=
∫ T
0
(
ψ
′
k(t)
)2
dt+
∫ T
0
(t− ξ)2
(
ψk(t)
)2
dt = (∗) + (∗∗)
4.6 Utilisation des e´le´ments finis P2 69
(∗) = 16
h4
∫ tk+1
tk
[
2(t− t) − h
]2
dt
=
16
h4
∫ h
0
(2u− h)2 du = 16
3h
=
16
3
× 1
h
(∗∗) = 16
h4
∫ tk+1
tk
(t− ξ)2[(t− tk)2 − h(t− tk)]2 dt
=
16
h4
∫ h
0
(u+ βk)
2(u2 − hu)2 du = 16
h4
K(βk)
=
16
h4
(
h7
105
+
βkh
6
30
+
β2kh
5
30
)
=
16h3
105
+
8βkh
2
15
+
8β2kh
15
=
16h3
105
+
8βkβk+1h
15
Nh2k+1,2k+1 =
16
3h
+ 16h
3
105 +
8βkβk+1h
15 =
1
h
(
16
3 +
16h4
105 +
8βkβk+1h
2
15
)
• Nh2k+1,2k+2 = Nh2k+2,2k+1
=
∫ T
0
φ2k+1
′(t)φ
′
2k+2(t) dt+
∫ T
0
(t− ξ)2φ2k+1(t) phi2k+2(t) dt
=
∫ T
0
ψ
′
k(t)ϕ
′
k(t) dt+
∫ T
0
(t− ξ)2ψk(t)ϕk(t) dt =
=
∫ tk+1
tk
ψ
′
k(t)ϕ
′
k(t) dt+
∫ tk+1
tk
(t− ξ)2ψk(t)ϕk(t) dt = (∗) + (∗∗)
(∗) = − 8
h4
∫ tk+1
tk
[
2(t− tk+1) + h
][
2(t− t)k + 1 + h
2
]
dt
= − 4
h4
∫ tk+1
tk
[
2(t− tk) + h
][
4(t− tk) + h
]
dt
= − 4
h4
∫ h
0
(2v − h)(4v − h) dv = − 8
3h
= −8
3
× 1
h
(∗∗) = − 8
h4
∫ tk+1
tk
(t− ξ)2[(t− tk+1)2 + h(t− tk+1)][(t− tk+1)2 + h
2
(t− tk+1)
]
dt
= − 4
h4
∫ h
0
(u− βk+1)2(u2 − hu)(2u2 − hu) du
= − 4
h4
H(βk+1) =
2h3
35
− 2βk+1h
2
15
+
β2k+1h
15
=
2h3
35
+
βk+1βk−1h
15
Nh2k+1,2k+2 = N
h
2k+2,2k+1 = − 83h +
2h3
35 +
βk+1βk−1h
15 =
1
h
(
− 83 + 2h
4
35 +
βk+1βk−1h2
15
)
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Nh2k+1,2k+3 = N
h
2k+1,2k+3 = 0 car Support φ2k+1 ∩ Support φ2k+3 = ∅
• Nh2k+1,2k+4 = Nh2k+1,2k+4 =
∫ T
0
φ
′
2k+1(t)φ
′
2k+4(t) dt+
∫ T
0
(t− ξ)2φ3(t)φ6(t) dt
=
∫ T
0
ψ
′
k(t)ϕ
′
k+1(t) dt+
∫ T
0
(t− ξ)2ψk(t)ϕk+1(t) dt = (∗) + (∗∗)
(∗) = − 8
h4
∫ tk+1
tk
[
2(t− tk)− h
][
2(t− tk)− h
2
]
dt
= − 4
h4
∫ h
0
(2u− h)(4u− h) du = − 8
3h
= −8
3
× 1
h
(∗∗) = − 8
h2
∫ tk+1
tk
(t− ξ)2[(t− tk)2 − h(t− tk)][(t− tk)2 − h
2
(t− tk)
]
dt
= − 4
h4
∫ h
0
(u+ βk)
2(u2 − hu)(2u2 − hu) du
= − 4
h4
H(−βk) = 2h
3
35
+
2βkh
2
15
+
β2kh
15
=
2h3
35
+
βkβk+2h
15
Nh2k+1,2k+4 = N
h
2k+1,2k+4 = − 83h +
2h3
35 +
βkβk+2h
15 =
1
h
(
− 83 + 2h
4
35 +
βkβk+2h
2
15
)
Et pour tout k ≥ 2, on a :
• Nh2k,2k−3 = Nh2k−3,2k
=
∫ T
0
φ
′
2k(t)φ
′
2k−3(t) dt+
∫ T
0
(t− ξ)2φ2k−3(t)φ2k(t) dt
=
∫ T
0
ψ
′
k−2(t)ϕ
′
k−1(t) dt+
∫ T
0
(t− ξ)2ψk−2(t)ϕk−1(t) dt = (∗) + (∗∗)
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(∗) = −8
h2
∫ tk−1
tk−2
[
2(t− tk−2)− h
][
2(t− tk−2)− h
2
]
dt
= − 4
h4
∫ h
0
(2u− h)(4u− h) du = − 8
3h
= −8
3
× 1
h
(∗∗) = − 8
h4
∫ tk−1
tk−2
(t− ξ)2[(t− tk−2)2 − h(t− tk−2)][(t− tk−2)2 − h
2
(t− tk−2)
]
= − 4
h4
∫ h
0
(u+ βk−2)2(u− h)(2u− h)u2 du
= − 4
h4
H(−βk−2) = 2h
3
35
+
2βk−2h2
15
+
β2k−2h
15
=
2h3
35
+
βkβk−2h
15
Nh2k,2k−3 = N
h
2k−3,2k = − 83h +
2h3
35 +
βkβk−2h
15 =
1
h
(
− 83 + 2h
4
35 +
βkβk−2h2
15
)
• Nh2k,2k−2 = Nh2k−2,2k =
∫ T
0
φ
′
2k(t)φ
′
2k−2(t) dt+
∫ T
0
(t− ξ)2φ2k(t)φ2k−2(t) dt
=
∫ T
0
ϕ
′
k−1(t)ϕ
′
k−2(t) dt+
∫ T
0
(t− ξ)2ϕk−1(t)ϕk−2(t) dt = (∗) + (∗∗)
(∗) = 4
h2
∫ tk−1
tk−2
[
2(t− tk−2)− h
2
][
2(t− tk−1) + h
2
]
dt
=
1
h4
∫ h
0
(4u− 3h)(4u− h) du = 1
3h
(∗∗) = 4
h2
∫ tk−1
tk−2
(t− ξ)2[(t− tk−2)2 − h
2
(t− t)k − 2
][
(t− tk−1)2 + h
2
(t− tk−1)
]
dt
=
1
h4
∫ h
0
(u− βk−2)2(2u− h)2(u− h)u du = 1
h4
[
L(βk−2)− hR(βk−2)
]
=
19h3
28
− βk−2h
2
30
− β
2
k−2h
30
=
19h3
28
− βk−2βk−1h
30
Nh2k,2k−2 = N
h
2k−2,2k =
1
3h
+ 19h
3
28 −
βk−2βk−1h
30 =
1
h
(
1
3 +
19h4
28 −
βk−2βk−1h2
30
)
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• Nh2k,2k−1 = Nh2k−1,2k =
∫ T
0
φ2k
′
(t)φ
′
2k−1(t) dt+
∫ T
0
(t− ξ)2φ2k(t)φ2k−1(t) dt
=
∫ T
0
ψ
′
k−1(t)ϕ
′
k−1(t) dt+
∫ T
0
(t− ξ)2ψk−1(t)ϕk−1(t) dt = (∗) + (∗∗)
(∗) = − 8
h4
∫ tk
tk−1
[
2(t− tk) + h
][
2(t− tk) + h
2
]
dt
= − 4
h4
∫ h
0
(2v − h)(4v − h) dv = − 8
3h
(∗∗) = − 8
h4
∫ tk
tk−1
(t− ξ)2[(t− tk)2 + h(t− tk)][(t− tk)2 + h
2
(t− tk)
]
dt
= − 4
h4
∫ h
0
(u− βk)2(2u− h)(u− h)u2 du
= − 4
h4
H(βk) =
2h3
35
− 2βkh
2
15
+
β2kh
15
=
2h3
35
+
βkβk−2h
15
Nh2k,2k−1 = N
h
2k−1,2k = − 83h +
2h3
35 +
βkβk−2h
15 =
1
h
(
− 83 + 2h
4
35 +
βkβk−2h2
15
)
• Nh2k,2k =
∫ T
0
(
φ2k
′
(t)
)2
dt+
∫ T
0
(t− ξ)2
(
φ2k(t)
)2
dt
=
∫ T
0
(
ϕ
′
k−1(t)
)2
dt+
∫ T
0
(t− ξ)2
(
ϕk−1(t)
)2
dt = (∗) + (∗∗)
(∗) = 4
h4
∫ tk−1
tk−2
[
2(t− tk−2)− h
2
]2
dt+
4
h4
∫ tk
tk−1
[
2(t− tk) + h
2
]2
dt
=
1
h4
[ ∫ h
0
(4u− h)2 du+
∫ h
0
(−4v + h)2 dv] = 2
h4
∫ h
0
(4u− h)2 du
=
2
h4
[
(4u− h)3
12
]h
0
=
2
h4
× 7h
3
3
=
14
3h
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(∗∗) = 4
h4
∫ tk−1
tk−2
(t− ξ)2[(t− tk−2)2 − h
2
(t− tk−2)
]2
dt+
4
h4
∫ tk
tk−1
(t− ξ)2[(t− tk)2 + h
2
(t− tk)
]2
dt
=
1
h4
[ ∫ h
0
(u+ βk−2)2(2u− h)2u2 du +
∫ h
0
(v − βk)2(2v − h)2v2 dv
]
=
1
h4
(
L(βk−2) + L(−βk)
)
=
1
h4
[
22h7
105
+
7(βk−2 − βk)h6
30
+
2(β2k−2 + β
2
k)h
5
15
]
= −9h
3
35
+
2(β2k−2 + β
2
k)h
15
=
29h3
105
+
4βk−2βkh
15
Nh2k,2k =
14
3h
− 9h335 +
4βk−2βkh
15
)
= 1
h
(
14
3 − 9h
4
35 +
4βk−2βkh2
15
)
Nh2k,2k+1 = N
h
2k+1,2k = 0 car Support φ2k+1 ∩ Support φ2k = ∅
• Nh2k,2k+2 = Nh2k+2,2k =
∫ T
0
φ2k
′
(t)φ
′
2k+2(t) dt+
∫ T
0
(t− ξ)2φ2k(t)φ2k+2(t) dt
=
∫ T
0
ϕ
′
k−1(t)ϕ
′
k(t) dt+
∫ T
0
(t− ξ)2ϕk−1(t)ϕk(t) dt = (∗) + (∗∗)
(∗) = 4
h2
∫ tk
tk−1
[
2(t− tk) + h
2
][
2(t− tk−1)− h
2
]
dt
=
1
h4
∫ h
0
(4u− 3h)(4u− h) du = 1
3h
(∗∗) = 4
h2
∫ tk
tk−1
(t− ξ)2[(t− tk)2 + h
2
(t− tk)
][
(t− tk−1)2 − h
2
(t− tk−1)
]
dt
=
1
h4
∫ h
0
(u+ βk−1)2(u− h)u(2u− h)2 du
=
1
h4
[ ∫ h
0
(u+ βk−1)2(2u− h)2u2du− h
∫ h
0
(u+ βk−1)2(2u− h)2udu
]
=
1
h4
[
L(βk−1)− hR(βk−1)
]
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(∗∗) = 1
h4
[
11h7
105
+
7βk−1h6
30
− 2β
2
k−1h
5
15
− h
(
47h6
60
+
4β1h
5
15
+
β21h
4
6
)]
=
19h3
28
− βk−1h
2
30
− β
2
k−1h
30
=
19h3
28
− βk−1βkh
30
Nh2k,2k+2 = N
h
2k+2,2k =
1
3h
+ 19h
3
28 −
βk−1βkh
30 =
1
h
(
1
3 +
19h4
28 −
βk−1βkh2
30
)
Nh2k,2k+3 = N
h
2k+3,2k = 0 car Support φ2k ∩ Support φ2k+3 = ∅
Et enfin, pour tout i, j ve´rifiant |i− j| ≥ 4 on a :
Nhi,j = N
h
j,i = 0 car Support φi ∩ Support φj = ∅
Nh=

∗ ∗ 0 ∗
∗ ∗ 0 ∗ 0
0 0 ∗ ∗ 0 ∗
∗ ∗ ∗ ∗ 0 ∗ 0
0 0 0 ∗ ∗ 0 ∗
∗ ∗ ∗ ∗ 0 ∗ 0
. . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . .
0 0 0 ∗ ∗ 0 ∗
∗ ∗ ∗ ∗ 0 ∗ 0
0 0 0 ∗ ∗ 0 ∗
∗ ∗ ∗ ∗ 0 ∗
0 0 0 ∗ ∗
∗ ∗ ∗ ∗

cette matrice est syme´trique et tridiagonale par bloc
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4.6.4 Calcul des coefficients de la matrice de masse Mh
• Mh11 =
∫ T
0
[
φ1(t)
]2
dt =
∫ T
0
[
ψ0(t)
]2
dt
=
16
h4
∫ t1
t0
[
(t− t0)2 + h(t− t0)
]2
dt
=
16
h4
∫ h
0
u2(u− h)2du = 16
h4
I(h) =
8h
15
= 16× h
30
Mh11 =
8h
15 = 16× h30
• Mh12 = Mh21 =
∫ T
0
φ1(t)φ2(t) dt =
∫ T
0
ψ0(t)ϕ0(t) dt
= − 8
h4
∫ t1
t0
[
(t− t1)2 + h
2
(t− t1)
][
(t− t1)2 + h(t− t1)
]
dt
= − 4
h4
∫ h
0
u2(2u− h)(u− h)du = − 4
h4
∫ h
0
(2u4 − 3hu3 + h2u2)du
= − 4
h4
[2h5
5
− 3h
5
4
+
h5
3
]
=
h
15
= 2× h
30
Mh12 = M
h
21 =
h
15 = 2× h30
Mh13 = M
h
31 = 0 car Support φ1 ∩ Support φ3 = ∅
• Mh14 = Mh41 =
∫ T
0
φ1(t)φ4(t) dt =
∫ T
0
ψ0(t)ϕ1(t) dt
= − 8
h4
∫ t1
t0
[
(t− t0)2 − h(t− t0)
][
(t− t0)2 − h
2
(t− t0)
]
dt
= − 4
h4
∫ h
0
u2(u− h)(2u− h)du = − 4
h4
× −h
60
=
h
15
= 2× h
30
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Mh14 = M
h
41 =
h
15 = 2× h30
• Mh22 =
∫ T
0
[
φ2(t)
]2
dt =
∫ T
0
[
ϕ0(t)
]2
dt
=
4
h4
∫ t1
t0
[
(t− t1)2 + h
2
(t− t1)
]2
dt =
1
h4
∫ h
0
u2(2u− h)2du = 2h
15
= 4× h
30
Mh22 =
2h
15 = 4× h30
Mh23 = M
h
32 = 0 car Support φ2 ∩ Support φ3 = ∅
• Mh24 = Mh42 =
∫ T
0
φ2(t)φ4(t) dt =
∫ T
0
ϕ0(t)ϕ1(t) dt
=
4
h4
∫ t1
t0
[
(t− t1)2 + h
2
(t− t1)
][
(t− t0)2 − h
2
(t− t0)
]
dt
=
4
h4
∫ h
0
[
(u− h)2 + h
2
(u− h)
][
u2 − h
2
u
]
du =
1
h4
∫ h
0
u(u− h)(2u− h)2du
=
4
h4
∫ h
0
(u− h
2
)(u− h)udu = − 4
h4
J(
h
2
) = − h
30
= −1× h
30
Mh24 = M
h
42 = − h30 = −1× h30
Nh25 = N
h
52 = 0 car Support φ2 ∩ Support φ5 = ∅
• Mh33 =
∫ T
0
[
φ3(t)
]2
dt =
∫ T
0
[
ψ1(t)
]2
dt
=
16
h4
∫ t2
t1
[
(t− t1)2 − h(t− t1)
]2
dt =
16
h4
∫ h
0
u2(u− h)2du = 8h
15
= 16× h
30
Mh33 =
8h
15 = 16× h30
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• Mh34 = Mh43 =
∫ T
0
φ3(t)φ4(t) dt =
∫ T
0
ψ1(t)ϕ1(t) dt
= − 8
h4
∫ t2
t1
[
(t− t2)2 + h
2
(t− t2)
][
(t− t2)2 + h(t− t2)
]
dt
= − 8
h4
∫ h
0
[
(u2 − h
2
u)(u2 − hu)
]
du =
h
15
= 2× h
30
Mh34 = M
h
43 =
h
15 = 2× h30
Nh35 = N
h
53 = 0 car Support φ3 ∩ Support φ5 = ∅
• Mh36 = Mh63 =
∫ T
0
φ3(t)φ6(t) dt =
∫ T
0
ψ1(t)ϕ2(t) dt
= − 8
h4
∫ t2
t1
[
(t− t1)2 − h
2
(t− t1)
][
(t− t1)2 − h(t− t1)
]
dt
= − 4
h4
∫ h
0
u2(2u− h)(u− h) du = h
15
= 2× h
30
Mh36 = M
h
63 =
h
15 = 2× h30
Et pour tout k ≥ 2, on a :
• Mh2k,2k−3 = Mh2k−3,2k
=
∫ T
0
φ2k(t)φ2k−3(t) dt =
∫ T
0
ϕk−2(t)ψk−1(t) dt
= − 8
h4
∫ tk−1
tk−2
[
(t− tk−2)2 − h
2
(t− tk−2)
][
(t− tk−2)2 + h(t− tk−2)
]
dt
= − 4
h4
∫ h
0
u2(2u− h)(u− h) du = h
15
= 2× h
30
Mh2k,2k−3 = M
h
2k−3,2k =
h
15 = 2× h30
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• Mh2k,2k−2 = Mh2k−2,2k =
∫ T
0
φ2k(t)φ2k−2(t) dt =
∫ T
0
ϕk−2(t)ϕk−1(t) dt
=
4
h4
∫ tk−1
tk−2
[
(t− tk−2)2 − h
2
(t− tk−2)
][
(t− tk−1)2 + h
2
(t− tk−1)
]
dt
=
1
h4
∫ h
0
u(u− h)(2u− h)2 du = − h
30
= −1× h
30
Mh2k,2k−2 = M
h
2k−2,2k = − h30 = −1× h30
• Mh2k,2k−1 = Mh2k−1,2k =
∫ T
0
φ2k(t)φ2k−1(t) dt =
∫ T
0
ϕk−1(t)ψk−1(t) dt
= − 8
h4
∫ tk
tk−1
[
(t− tk)2 + h
2
(t− tk)
][
(t− tk)2 + h(t− tk)
]
dt
= − 4
h4
∫ h
0
u2(u− h)(2u− h) du = h
15
= 2× h
30
Mh2k,2k−2 = M
h
2k−2,2k = − h30 = −1× h30
• Mh2k,2k =
∫ T
0
[
φ2k(t)
]2
dt =
∫ T
0
[
ϕk−1(t)
]2
dt
=
4
h4
∫ tk−1
tk−2
[
(t− tk−2)2 − h
2
(t− tk−2)
]2
dt+
4
h4
∫ tk
tk−1
[
(t− tk)2 + h
2
(t− tk)
]2
dt
=
8
h4
∫ h
0
(u2 − h
2
u)2du =
2
h4
∫ h
0
u2(2u− h)2du = 4h
15
= 8× h
30
Mh2k,2k =
4h
15 = 8× h30
Mh2k,2k+1 = M
h
2k+1,2k = 0 car Support φ2k ∩ Support φ2k+1 = ∅
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• Mh2k,2k+2 = Mh2k,2k+2 =
∫ T
0
φ2k(t)φ2k+2(t) dt =
∫ T
0
ϕk−1(t)ϕk dt
=
4
h4
∫ tk
tk−1
[
(t− tk)2 + h
2
(t− tk)
][
(t− tk−1)2 − h
2
(t− tk−1)
]2
dt
=
1
h4
∫ h
0
u(u− h)(2u− h)2du = − h
30
= −1× h
30
Mh2k,2k+2 = M
h
2k,2k+2 = − h30 = −1× h30
Mh2k,2k+3 = M
h
2k+3,2k = 0 car Support φ2k ∩ Support φ2k+3 = ∅
Mh2k+1,2k−3 = M
h
2k−3,2k = 0 car Support φ2k+1 ∩ Support φ2k−3 = ∅
Mh2k+1,2k−2 = M
h
2k−2,2k+1 = 0 car Support φ2k+1 ∩ Support φ2k−2 = ∅
Mh2k+1,2k−1 = M
h
2k−1,2k+1 = 0 car Support φ2k+1 ∩ Support φ2k−1 = ∅
• Mh2k+1,2k+1 =
∫ T
0
[
φ2k+1(t)
]2
dt =
∫ T
0
[
ψk(t)
]2
dt
=
16
h4
∫ t2
t1
[
(t− t1)2 − h(t− t1)
]2
dt =
16
h4
∫ h
0
u2(u− h)2du = 8h
15
Mh2k+1,2k+1 =
8h
15 = 16× h30
• Mh2k+1,2k+2 = Mh2k+2,2k+1 =
∫ T
0
φ2k+1(t)φ2k+2(t) dt =
∫ T
0
ψk(t)ϕk(t) dt
= − 8
h4
∫ tk+1
tk
[
(t− tk+1)2 + h
2
(t− tk+1)
][
(t− tk+1)2 + h(t− tk+1)
]
dt
= − 4
h4
∫ h
0
u2(2u− h)(u− h) du = h
15
= 2× h
30
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Mh2k+1,2k+2 = M
h
2k+2,2k+1 =
h
15 = 2× h30
Mh2k+1,2k+3 = M
h
2k+3,2k+1 = 0 car Support φ2k+1 ∩ Support φ2k+3 = ∅
• Mh2k+1,2k+4 = Mh2k+4,2k+1 =
∫ T
0
φ2k+1(t)φ2k+4(t) dt =
∫ T
0
ψk(t)ϕk+1(t) dt
= − 8
h4
∫ tk+1
tk
[
(t− tk)2 − h
2
(t− tk)
][
(t− tk)2 − h(t− tk)
]
dt
= − 4
h4
∫ h
0
u2(2u− h)(u− h) du = h
15
= 2× h
30
Mh2k+1,2k+4 = M
h
2k+4,2k+1 =
h
15 = 2× h30
Mh =
h
30

16 2 0 2
2 4 0 −1 0
0 0 16 2 0 2
2 −1 2 8 0 −1 0
0 0 0 16 2 0 2
2 −1 2 8 0 −1 0
. . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . .
0 0 0 16 2 0 2
2 −1 2 8 0 −1 0
0 0 0 16 2 0 2
2 −1 2 8 0 −1
0 0 0 16 2
2 −1 2 8

Proposition 4.6.2.
Les matrices Nh et Mh sont syme´triques, tridiagonales par blocs et de´finies positives.
En plus, la matrice Mh est a` diagonale strictement dominante. Les valeurs propres du
proble`me matriciel ge´ne´ralise´ (4.11) sont strictement positives.
Preuve : La preuve est identique a` celle de la proposition 4.5.1 . 
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4.6.5 Calcul de la plus petite valeur propre
On pose :
Nh=
1
h
N , Mh=
h
30
M et λ = h
2
30
× λh
Le proble`me matriciel ge´ne´ralise´ de valeurs propres (4.11) est e´quivalent a` :
NU = λMU (4.12)
Les matrices N et M sont syme´triques et tridiagonales par blocs, de plus la matrice
M est de´finie positive (a` diagonale strictement dominante). On utilise encore la me´thode
de la puissance inverse adapte´e au proble`me ge´ne´ralise´ de valeurs propres (4.21).
Algorithme 3 :
– X(0) vecteur d’initialisation non nul
– Re´soudre le syste`me line´aire NY (k+1) = MX(k)
– Calculer le vecteur X (k+1) = Y
(k+1)
||Y (k+1)||M
||Y ||M = (Y.MY ) 12 la norme induite par le produit scalaire de´fini par
M .
– Test d’arreˆt : k > IteMax ou ||X (k+1) −X(k)|| < ErrSou
IteMax est le nombre maximale d’ite´ration autorise´.
ErrSou est l’erreur souhaite´e
– Calculer β(k+1) = Y (k+1).MX(k)
– Calculer λ(k+1) = 1
β(k+1)
– Valeur approche´e de la plus petite valeur propre :
λ1 ≈ λ(k+1) et µT (ξ) ≈ h
2λ1
30
Quelques re´sultats nume´riques pour des valeurs de T comprises entre 3.5 et 5.
Me´thode des e´lements finis P2
n
T=3.5 T=4. T=4.5 T=5.
λh |λh − λ| λh |λh − λ| λh |λh − λ| λh |λh − λ|
100 0.5974 0.73 10−2 0.5986 0.85 10−2 0.6008 1.07 10−2 0.6033 1.32 10−2
250 0.5924 0.23 10−2 0.5921 0.20 10−2 0.5927 0.26 10−2 0.5934 0.33 10−2
300 0.5912 0.11 10−2 0.5907 0.60 10−3 0.5910 0.90 10−3 0.5914 0.13 10−2
500 0.5897 0.40 10−3 0.5893 0.80 10−3 0.5896 0.50 10−3 0.5899 0.20 10−3
82 Approximation par la me´thode des e´le´ments finis
0 0.5 1 1.5 2
ξ
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
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µ(
ξ)
θ=0.5899
Plus petite valeur propre
4.6 Utilisation des e´le´ments finis P2 83
4.6.6 Comparaison des trois me´thodes
0 0.5 1 1.5 2
ξ
0.55
0.65
0.75
0.85
0.95
1.05
µ(
ξ)
Operateur P
Plus petite valeur propre
Differences finies
Elements finis de type 1
Elements finis de type 2
0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1
ξ
0.58
0.59
0.6
0.61
0.62
0.63
µ(
ξ)
Operateur P
Plus petite valeur propre
Differences finies
Elements finis de type 1
Elements finis de type 2
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Deuxie`me partie
Calcul de la premie`re valeur propre
d’une famille d’ope´rateurs de
Montgomery en utilisant une
me´thode d’e´le´ments finis sans
quadrature nume´rique.
Chapitre 5
Introduction
Dans cette partie, on s’interesse aux valeurs propres de l’ope´rateur de Ginzburg-
Landau associe a` un champ magne´tique A = (A1 , A2) et de´fini sur R2 par :
Ph,A =
(
hD − A)2 = (hDx − A1)2 + (hDy − A2)2.
Ou` h est un re´el strictement positif. On conside`re le proble`me continue de valeurs propres
suivant :
Ph,Aψ = λψ sur R2. (5.1)
On de´finit par λ(h,A) le bas du spectre de (5.1). On a la caracte´risation suivante
λ(h,A) = inf
ψ∈D1,A
∫
R2
|(hD − A)ψ|2 dx∫
R2
|ψ|2 dx
. (5.2)
avec D1,A le sous-espace de W 1,2loc (R2) de´fini par
D1,A =
{
u ∈ L2(R2) | (hD − A)u ∈ [L2(R2)]2 }.
On montre ([48]) que pour tout champs de vecteur A ∈ C2(R2),
lim
h→0+
λ(h,A)
h
= inf
x∈R2
|curl A(x)| avec curl A(x) = ∂1A2 − ∂2A1.
Pour l’ etude du proble`me de valeurs propres (5.1) sur R2 on peut consulter par
exemple ([37], [52], [50]).
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En e´tudiant la premie`re valeur propre quand le champ magne´tique s’annule sur une
courbe en changeant de signe, Montgomery [50] a conjecture´ que le mode`le est donne´ par
le bas du spectre de l’ope´rateur
S = D2x + (x
2 −Dy)2. (5.3)
En effectuant une transformation de Fourier partielle selon la premie`re coordonne´e, le
bas du spectre est inf
ξ∈R
µ(ξ) avec µ(ξ) la plus petite valeur propre de l’ope´rateur Qξ de´fini
par
Qξ = D
2
t + (t
2 − ξ)2 sur R. (5.4)
Dans la suite, on va s’interesser a` l’approximation nume´rique de la plus petite valeur
propre de l’ope´rateur Qξ en utilisant des sche´mas nume´riques base´s sur les diffe´rences fi-
nies, et ensuite une me´thode utilisant les e´le´ments finis avec ou sans quadrature nume´rique.
Chapitre 6
Quelques propriete´s du bas du
spectre de la famille d’ope´rateurs Qξ
6.1 Proble`me spectral continu et sa formulation va-
riationnelle
On conside`re l’ope´rateur diffe´rentiel Qξ de´pendant du parame`tre re´el ξ et de´fini par :
Qξu(t) = −u′′(t) + (t2 − ξ)2u(t). (6.1)
Soit ξ un nombre re´el fixe´, le proble`me spectral continu consiste a` chercher une fonction
non nulle u suffisamment re´gulie`re sur R et un re´el λξ ve´rifiant :
Qξu = λξu sur R. (6.2)
On introduit les espaces qui apparaitront lors de la formulation variationnelle du
proble`me spectral continu :
D2 =
{
u ∈ H2(R) | tku ∈ L2(R) , k ∈ N et 0 ≤ k ≤ 4
}
,
D1 =
{
u ∈ H1(R) | tku ∈ L2(R) , k ∈ N et 0 ≤ k ≤ 2
}
.
Soit u une fonction suffisamment re´gulie`re solution du proble`me spectral continu (6.2)
et v une “fonction test”, v ∈ D1, en utilisant une inte´gration par partie on a :∫ +∞
−∞
[
− u′′(t) + (t2 − ξ)2u(t)
]
v(t) dt =
∫ +∞
−∞
[
u′(t)v′(t) + (t2 − ξ)2u(t)v(t)] dt
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Ainsi le proble`me variationnel s’e´crit :{
Trouver une fonction u ∈ D1 ve´rifiant :
∀ v ∈ D1, a(u, v) = λξ(u, v). (6.3)
ou` a(u, v) est la forme biline´aire associe´e a` l’ope´rateur Qξ :
a(u, v) =
∫ +∞
−∞
[
u′(t)v′(t) + (t2 − ξ)2u(t)v(t)] dt,
et (., .) le produit scalaire de L2(R) :
(u, v) =
∫ +∞
−∞
u(t)v(t) dt.
On note qξ la forme quadratique associe´e a` l’ope´rateurs Qξ :
qξ(u) = a(u, u) =
∫ +∞
−∞
[|u′(t)|2 + (t2 − ξ)2|u(t)|2] dt.
Cette forme est de´finie sur le domaine D1.
Soit µ(ξ) la plus petite valeur propre de Qξ sur L
2(R). Le principe du min-max donne :
µ(ξ) = inf
u∈D1 , u6=0
qξ(u)
||u||2L2(R)
.
6.2 Comportement et proprie´te´s de la fonction µ
Voici quelques re´sultats concernant le comportement de µ(ξ), pour plus d’information
sur ce sujet, on peut consulter ([37], [52], [50]).
• La fonction ξ 7→ µ(ξ) est continue sur R,
• lim
ξ→±∞
µ(ξ) = +∞,
• µ(0) < 54,• Il existe un unique re´el ξ∗ > 0 re´alisant le minimum de la fonction µ,
• Θ∗ = inf
ξ∈R
µ(ξ) = µ(ξ∗) < 1,
•
∫ +∞
0
[|ϕ′∗(t)|2 + (t2 − ξ∗)2|ϕ∗(t)|2] dt = Θ∗, ou` ϕ∗ est la fonction propre normalise´e
associe´e a` Qξ∗ ,
• ϕ∗ de´croit rapidement vers 0 a` l’infini.
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6.3 Proble`me spectral approche´ et sa formulation
variationnelle
Comme ϕ∗ de´croit rapidement vers 0 a` l’infini, alors pour le calcul de µ(ξ) il est naturel
de conside´rer le proble`me spectral continu approche´ qui consiste a` chercher une fonction
u non nulle, suffisamment re´gulie`re sur ]−T , T [ et nulle sur [T , +∞[ et sur ]−∞ , −T ]
ainsi qu’un re´el λξ,T ve´rifiant :
Qξu = λξ,Tu sur ]− T , T [
u(−T ) = 0 et u(T ) = 0.
(6.4)
C’est aussi un proble`me de valeurs propres de Sturm-Liouville et on retrouve des re´sultats
identiques au proble`me (2.11). Les valeurs propres du proble`me (6.4) sont simples et
forment une suite croissante de nombres strictement positifs tendant vers +∞.
0 < λξ,T,1 < λξ,T,2 < · · · λξ,T,m < · · · → +∞,
On de´finit les espaces ne´cessaires pour la formulation variationnelle du proble`me spec-
tral continu approche´ (6.4) :
D2,T =
{
u ∈ H2(]− T , T [) | u(−T ) = u(T ) = 0
}
= H2(]− T , T [) ∩ H10(]− T , T [),
D1,T =
{
u ∈ H1(]− T , T [) | u(−T ) = u(T ) = 0
}
= H10(]− T , T [).
Le domaine de la re´alisation de Dirichlet en T et−T de l’ope´rateur Qξ sur L2(]−T , T [)
est inde´pendant de ξ et vaut D2,T .
Soit une fonction u suffisamment re´gulie`re solution du proble`me spectral continu approche´
(6.4) et v une “fonction test”, v ∈ D1,T , en utilisant une inte´gration par parties et les
conditions de Dirichlet en T et −T , on a :∫ T
−T
[
− u′′(t) + (t2 − ξ)2u(t)
]
v(t) dt =
∫ T
−T
[
u′(t)v′(t) + (t2 − ξ)2u(t)v(t)] dt.
Ainsi le proble`me variationnel s’e´crit :
Trouver une fonction u ∈ D1,T ve´rifiant :
∀ v ∈ D1,T , aT (u, v) = λTξ (u, v)T .
(6.5)
ou` aT (u, v) est la forme biline´aire associe´e a` l’ope´rateur Qξ sur L
2(]− T , T [) :
aT (u, v) =
∫ T
−T
[
u′(t)v′(t) + (t2 − ξ)2u(t)v(t)] dt.
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(., .)T le produit scalaire de L
2(]− T , T [) : (u, v)T =
∫ T
−T
u(t)v(t) dt
et |.|T la norme induite : |u|T =
[ ∫ T
−T
|u(t)|2 dt] 12
Proposition 6.3.1.
La forme biline´aire aT (., .) est continue, syme´trique et coercive.
Preuve : La forme biline´aire aT (., .) est continue sur D1,T ×D1,T .
En effet, ∀ u, v ∈ D1,T ona :
aT (u, v) ≤ |u′|T |v′|T + CT |u|T 2 |v|T 2 avec CT = ||(t2 − ξ)2||∞,]−T,T [ = max(ξ2; (T 2 − ξ)2)
≤ ||u||1||v||1 + CT ||u||1||v||1
≤ C||u||1||v||1.
La forme biline´aire aT (., .) est syme´trique car ∀ u, v ∈ D1,T aT (u, v) = aT (v, u).
La forme biline´aire aT (., .) est coercive. En effet, ∀ u, v ∈ D1,T ona :
aT (u, u) =
∫ T
−T
|u′(t)|2 dt +
∫ T
−T
(t2 − ξ)2|u(t)|2 dt
≥
∫ T
−T
|u′(t)|2 dt
≥ α||u||21 ( Utilisation de l’Ine´galite´ de Poincare´ dans H10(]− T , T [)).

Les propriete´s des valeurs propres λTξ et des fonctions propres correspondantes du proble`me
variationnel (6.5) sont de´crites dans le the´oreme suivant :
The´ore`me 6.3.2.
Les valeurs propres du proble`me variationnel (6.5) forment une suite croissante de
nombres positifs tendant vers +∞
0 < λTξ,1 < λ
T
ξ,2 < · · · λTξ,m < · · · → +∞,
Les fonctions propres correspondantes {wm}∞1 forment une base orthonormale de L2(] −
T , T [)
Preuve : Une simple application du the´oreme 6.2-1 ([53]) a` la forme biline´aire aT (., .). 
On note qξ,T la forme quadratique associe´e :
qξ,T (u) = aT (u, u) =
∫ T
−T
[|u′(t)|2 + (t2 − ξ)2|u(t)|2] dt.
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Cette forme est de´finie sur le domaine D1,T .
Soit µT (ξ) = λ
T
ξ,1 la plus petite valeur propre de la re´alisation de Dirichlet de l’ope´rateur
Qξ sur L
2(]− T , T [). Le principe du min-max s’e´crit :
µT (ξ) = inf
u∈D1,T , u6=0
qξ,T (u)
|u|2T
. (6.6)
Proposition 6.3.3.
µ(ξ) = lim
T→+∞
µT (ξ).
Preuve :
Existence de la limite
Pour tout ε > 0, l’espace D1,T s’injecte continument dans D1,T+ε, la formule (6.6) montre
µT+ε < µT et donc lim
T→+∞
µT (ξ) existe.
Soit ωT la fonction propre associe´e a` la valeur propre approche´e µT (ξ). On considere
la fonction ω˜ de D1, prolongement de ωT sur R et de´finie par :
ω˜(t) =

ωT (t) si t ∈ [−T, T ]
0 si t ∈]−∞,−T ] ∪ [T,+∞[.
Le principe du min-max nous permet d’e´crire
µ(ξ) ≤ qξ(ω˜)||ω˜||2L2(R)
=
qξ,T (ωT )
|ωT |2T
= µT (ξ).
Et par conse´quent, on a :
µ(ξ) ≤ lim
T→+∞
µT (ξ).
Re´ciproquement, on conside`re ωT la fonction propre associe´e a` la valeur propre exacte
µT (ξ). Soit χ une fonction de C∞
(
R
)
de´finie par
χ(t) =
{
1 si |t| ≤ 1
0 si |t| ≥ 2.
On considere la suite de fonctions (ωn)n≥1 de l’espace D1,2n et de´finie par ωn = χ( tn)×ω.
le The´ore`me de convergence domine´e de Lebesgue nous permet d’e´crire
qξ(ωn) −→ qξ(ω) quand n tend vers +∞.
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En utilisant encore le principe du min-max on a :
qξ(ωn)
||ωn||2L2(R)
=
qξ,2n(ωn)
||ωn||2L2(]−2n , 2n[)
≥ inf
u∈D1,2n , u6=0
qξ,2n(u)
||u||2L2(]−2n , 2n[)
= µ2n(ξ),
et par passage a` la limite, on obtient :
µ(ξ) = lim
n→+∞
qξ(ωn)
||ωn||2L2(R)
≥ lim
n→+∞
µ2n(ξ).

Chapitre 7
Approximation par la me´thode des
diffe´rences finies
Soit n un entier naturel non nul et T un nombre re´el strictement positif. Pour approcher
µT (ξ), on introduit un pas de discre´tisation h :
h =
2T
n+ 1
.
Ensuite, on de´finit une partition re´gulie`re de l’intervalle [−T ; T ] comme e´tant l’ensemble
des points (ti)0≤i≤n+1 avec
t0 = −T ; ti = −T + ih pour 0 ≤ i ≤ n+ 1 et tn+1 = T.
Pour re´soudre nume´riquement notre proble`me (6.4), en utilisant de simples formules de
Taylor, on va approcher l’ope´rateur de de´rive´e seconde par un ope´rateur discret d’ordre
k(k = 2 ou 4) et par suite le proble`me continu par une e´criture alge´brique matricielle de
valeurs propres.
Le proble`me va consister a` chercher des vecteurs u = (ui)1≤i≤n de composantes ui, ap-
proximations des u(ti) en chacun des noeuds internes de [−T ; T ] ( ie ti pour 1 ≤ i ≤ n),
et des nombres re´els λh approximations des valeurs propres λT .
7.1 Sche´ma aux diffe´rences finies d’ordre 2
Supposons u suffisamment re´gulie`re, des combinaisons de developpements de Taylor
au voisinage de t nous donne :
u′′(t) =
1
h2
[
u(t+ h) − 2u(t) + u(t− h)
]
+ O(h2).
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On introduit ainsi le sche´ma aux diffe´rences finies suivant :
1
h2
[
− ui−1 + 2ui − ui+1
]
+ (t2i − ξ)2ui = λTui pour 1 ≤ i ≤ n.
En posant λh = h
2λT et αi = 2 + h
2(βi)
2 avec βi = t
2
i − ξ, on a :
−ui−1 + αiui − ui+1 = λhui pour 1 ≤ i ≤ n. (7.1)
Comme u0 = u(−T ) = 0 et un+1 = u(T ) = 0, le proble`me approche´ s’ecrit :

α1u1 − u2 = λhu1
−ui−1 + αiui − ui+1 = λhui 2 ≤ i ≤ n− 1
−un−1 + αnun = λhun.
(7.2)
On pose :
A=

α1 −1 0 . . . . . . . . . . . . . . . . 0
−1 α2 −1 0 . . . . . . . . . . . 0
0 −1 α3 −1 0 . . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . .
0 . . . 0 −1 αn−2 −1 0
0 . . . . . . . . 0 −1 αn−1 −1
0 . . . . . . . . . . . . 0 −1 αn

(7.3)
et U le vecteur dont la ieme composante est ui. Le sche´ma (7.2) s’e´crit sous forme matri-
cielle comme suit :
A.U = λhU.
Proposition 7.1.1.
La matrice syme´trique et tridiagonale A est de´finie positive et a` diagonale fortement do-
minante.
Les valeurs propres de A sont strictement positives
Preuve :
La matrice A est de´finie positive, la preuve est identique a` celle de la proposition 3.1.1.
En effet, soit X = (xi)i≤n un vecteur quelconque de Rn, on a :
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< AX,X > = tXAX =
[
α1x1 − x2
]
x1 +
[− x1 + α2x2 − x3]x2 + · · ·
+
[− xn−2 + αn−1xn−1 − xn]xn−1 + [− xn−1 + αnxn]xn
=
n∑
i=1
αix
2
i − 2
n−1∑
i=1
xixi+1
= x21 +
n−1∑
i=1
(xi+1 − xi)2 + x2n + h2
n∑
i=1
(βixi)
2 ≥ 0
et cette quantite´ ne peut-eˆtre nulle que si tous les xi sont nuls.
La matrice A est a` diagonale dominante car
∀i, 2 ≤ i ≤ n− 1,
n∑
j=1
j 6=i
|aij| = 2 ≤ aii = 2 + (hβi)2,
n∑
j=2
|a1j| = 1 ≤ a11 = 2 + (hβ1)2,
n−1∑
j=1
|anj| = 1 ≤ ann = 2 + (hβn)2.
En plus, les ti sont distincts, donc il existe au moins un tk telle que tk 6= ξ et donc un k
tel que βk 6= 0. Par suite l’e´le´ment akk de la diagonale verifie
n∑
j=1
j 6=k
|akj| < akk = 2 + (hβk)2
et par conse´quent la diagonale est fortement dominante.
Soit U = (ui)i≤n un vecteur propre normalise´ associe´ a` la valeur propre λ, U 6= 0 et on a :
λ = < AU,U > est strictement supe´rieure a` 0 car la matrice A est de´finie positive. 
Enfin, pour le calcul nume´rique, on va utiliser la me´thode de la puissance inverse
comme dans le pre´ce´dent chapitre.
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Ci-dessous quelques re´sultats nume´riques pour des valeurs de T comprises entre 2. et
4. La constance γ calcule´e ci-dessous vaut Θ∗ × (12)
2
3 dont une valeur approche´e a e´te´
donne´e par R. Montgomery [50] γ ' 0.5698.
Me´thodes des diffe´rences finies d’ordre 2
n
T=2.5 T=3. T=3.5 T=4.
λh |λh − λ| λh |λh − λ| λh |λh − λ| λh |λh − λ|
100 0.5699 0.1 10−3 0.5696 1.7 10−4 0.5696 0.2 10−3 0.5693 0.5 10−3
250 0.5700 0.2 10−3 0.5698 0.1 10−4 0.5698 0.2 10−4 0.5697 0.7 10−4
300 0.5700 0.2 10−3 0.5698 0.1 10−4 0.5698 0.1 10−4 0.5698 0.4 10−4
500 0.5700 0.2 10−3 0.5698 0.1 10−4 0.5698 0.1 10−4 0.5698 0.1 10−5
0 0.2 0.4 0.6 0.8 1
ξ
0.55
0.6
0.65
0.7
0.75
µ(
ξ)
γ = 0.5698
Plus petite valeur propre
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7.2 Sche´ma aux diffe´rences finies d’ordre 4
En utilisant que les trois points ti−1, ti et ti+1, il est possible de construire des ap-
proximations d’ordre 4 pour les derive´es secondes de fonctions suffisamment regulie`res.
Par exemple pour une fonction u de classe C6 sur [−T ; T ], des combinaisons de formules
de Taylor nous permettent d’e´crire que pour 1 ≤ i ≤ n on a :
u′′(ti+1) + 10u′′(ti) + u′′(ti−1) =
12
h2
[
u(ti+1) − 2u(ti) + u(ti−1)
]
+ O(h4).
Ce qui permet d’obtenir le sche´ma nume´rique aux diffe´rences finies suivant :
−12
h2
[
ui+1 − 2ui + ui−1
]
+ (t2i − ξ)2ui = λT
[
ui+1 + 10ui + ui−1
]
pour 1 ≤ i ≤ n,
en posant λh =
h2
12λT et αi = 2 + h
2(βi)
2 avec βi = t
2
i − ξ, on a :
−ui−1 + αiui − ui+1 = λh(ui−1 + 10ui + ui+1) 1 ≤ i ≤ n. (7.4)
Comme u0 = u(−T ) = 0 et un+1 = u(T ) = 0, alors le proble`me approche´ s’ecrit :
α1u1 − u2 = λh(10u1 + u2)
−ui−1 + αiui − ui+1 = λh(ui−1 + 10ui + ui+1) 2 ≤ i ≤ n− 1
−un−1 + αnun = λh(un−1 + 10un).
(7.5)
On pose :
Nh=

α1 −1 0 . . . . . . . . . . . . . . . . 0
−1 α2 −1 0 . . . . . . . . . . . 0
0 −1 α3 −1 0 . . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . .
0 . . . 0 −1 αn−2 −1 0
0 . . . . . . . . 0 −1 αn−1 −1
0 . . . . . . . . . . . . 0 −1 αn

= A
Mh=

10 1 0 . . . . . . . . . 0
1 10 1 0 . . . . . . 0
0 1 10 1 0 . . 0
. . . . . . . . . . . . . . . . . . .
0 . . 0 1 10 1 0
0 . . . . . . 0 1 10 1
0 . . . . . . . . . 0 1 10

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et U=

u1
.
.
.
un

Ainsi, le sche´ma (7.5) s’e´crit sous forme d’un proble`me matriciel ge´ne´ralise de valeurs
propres :
NhU = λh MhU .
On note que les matrices Nh et Mh sont des matrices creuses (Nij = Mij = 0 pour
|i− j| ≥ 2), cette remarque est inte´ressante pour le stockage des deux matrices. On a de´ja`
vu que la matrice syme´trique Nh est de´finie positive et a` diagonale fortement dominante
(voir la proposition 3.1) et il est tre´s simple de ve´rifier que la matrice syme´trique Mh est
de´finie positive et a` diagonale strictement dominante et que toutes les valeurs propres λh
sont strictement positives.
Pour le calcul nume´rique, on utilise la me´thode de la puissance inverse classique au
proble`me ge´ne´ralise´ de valeurs propres en utilisant le produit scalaire de´fini par la matrice
Mh.
On retrouve des re´sultats nume´riques sensiblement les meˆmes que dans le cas des diffe´rences
finies d’ordre 2.
Chapitre 8
Approximation par la me´thode des
e´le´ments finis P1
8.1 Maillage
Soit n un entier naturel non nul, un maillage de ]−T, T [ est la donne´e de n+2 points :
t0 = −T < t1 < · · · < tn < tn+1 = T.
On note :
hi = ti+1 − ti pour 0 ≤ i ≤ n et h = max
0≤i≤n
hi.
Dans la suite et sauf indication contraire, on supposera que le maillage est uniforme
et on a simplement h = hi =
2T
n+ 1. On verra vers la fin que pour obtenir des re´sultats
plus pre´cis tout en faisant des economies d’ope´rations, on utilisera un raffinnement de
maillage.
8.2 Notations
Soit P1 l’ensemble des polynoˆmes de degre´ infe´rieure ou e´gal a 1 :
P1 =
{
p(t) = at+ b, a, b ∈ R
}
.
On de´finit les espace d’approximation V 1h et V
1
0,hpar :
V 1h =
{
v continue sur [−T, T ] ; v∣∣
[ti,ti+1]
∈ P1 , 0 ≤ i ≤ n
}
,
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V 10,h =
{
v ∈ V 1h | v(T ) = v(−T ) = 0
}
.
V 1h est un espace vectoriel de dimension n+ 2 et V
1
0,h est de dimension n.
8.3 Formulation variationnelle discre`te
On conside´re le proble`me variationnel discret suivant :{
Trouver une fonction non nulle uh ∈ V 10,h ve´rifiant :
∀ vh ∈ V 10,h, aT (uh, vh) = λh(uh, vh)T . (8.1)
La valeur propre λh de´pend de ξ, T et h.
Le the´ore`me 6.4-1 ([53]) nous permet d’avoir le re´sultat suivant :
The´ore`me 8.3.1.
Les valeurs propres du proble`me variationnel (8.1) forment une suite croissante
0 < λ1,h < λ2,h < · · · < λn,h avec n = dimV 10,h
et il existe une base {wm,h}nm=1 de V 10,h, orthonormale dans L2(]− T , T [) tels que
∀ vh ∈ V 10,h, aT (wm,h, vh) = λm,h(wm,h, vh)T , 1 ≤ m ≤ n
8.4 Convergences des valeurs propres approche´es
Soit (λl)l≥1 les valeurs propres du proble`me (6.5), le the´ore`me 6.5-1 ([53]), nous permet
d’avoir le re´sultat de convergence suivant :
The´ore`me 8.4.1.
Pour tout entier naturel m, 1 ≤ m ≤ n on a :
lim
h→0
∣∣∣λm,h − λm∣∣∣ = 0,
et si de plus l’espace Vm engendre´ par les m premiers vecteurs propres w1, · · · , wm du
proble`me variationnel (6.5) verifie Vm ⊂ H2(]− T, T [), on a :∣∣∣λm,h − λm∣∣∣ ≤ C(ξ, T )h2.
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8.5 Base canonique de l’espace d’approximation V 10,h
Dans cette partie on va approcher la solution u du proble`me variationnel par une
fonction dans V 1h . Cet espace vectoriel est de dimension n+ 2 dont la base canonique est
donne´e par les fonctions chapeaux (ϕj)0≤j≤n+1, telles que ϕj ∈ V 1h et ϕj(ti) = δij.
Les fonctions (ϕj)0≤j≤n+1 sont de la forme :
ϕ0(t) =

1
h
(t1 − t) si t ∈ [t0, t1]
0 sinon
ϕj(t) =

1
h
(t− tj−1) si t ∈ [tj−1, tj]
1
h
(tj+1 − t) si t ∈ [tj, tj+1]
0 ailleurs
ϕn+1(t) =

1
h
(t− tn) si t ∈ [tn, tn+1]
0 sinon
Comme v(−T ) = v(T ) = 0, on va conside´rer l’espace d’approximation V 10,h qui est un
sous-espace vectoriel de V 1h , de dimension n, dont la base canonique est (ϕj)1≤j≤n.
8.6 Transformation alge´brique du proble`me varia-
tionnel discret
On rappelle qu’on cherche a` re´soudre le proble`me variationnel discret suivant :{
Trouver une fonction non nulle uh ∈ V 10,h ve´rifiant :
∀ vh ∈ V 10,h, aT (uh, vh) = λh(uh, vh)L2T .
(8.2)
Soient uh et vh ∈ V 10,h, leurs de´compositions dans la base canonique de V 10,h sont de la
forme :
uh(t) =
n∑
j=1
uh(tj)ϕj(t) =
n∑
j=1
ujϕj(t), vh(t) =
n∑
j=1
vh(tj)ϕj(t) =
n∑
j=1
vjϕj(t) ∀t ∈ [−T, T ],
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avec uj = uh(tj) et vj = vh(tj) pour 1 ≤ j ≤ n. Le proble`me variationnel discret (8.2)
revient donc a` trouver un vecteur U = (ui)1≤i≤n de Rn tel que pour tout vecteur V =
(vi)1≤i≤n de Rn on ait :∑
1≤i,j≤n
uivj
∫ T
−T
[
ϕ
′
i(t)ϕ
′
j(t) + (t
2 − ξ)2ϕi(t)ϕj(t)
]
dt = λh
∑
1≤i,j≤n
uivj
∫ T
−T
ϕi(t)ϕj(t) dt,
en posant Nh = (N
h
ij)1≤i,j≤n la matrice de rigidite´, de terme ge´ne´rique
Nhij = aT (ϕi, ϕj) =
∫ T
−T
[
ϕ
′
i(t)ϕ
′
j(t) + (t
2 − ξ)2ϕi(t)ϕj(t)
]
dt,
et Mh = (M
h
ij)1≤i,j≤n la matrice de masse, de terme ge´ne´rique
Mhij =
∫ T
−T
ϕi(t)ϕj(t) dt.
Ainsi le proble`me variationnel discret (8.2) est e´quivalent au proble`me matriciel ge´ne´ralise´
de valeurs propres :
NhU = λh MhU . (8.3)
8.7 Calcul des coefficients de la matrice de rigidite´
Nh
Le calcul des coefficients Nhij fait appel au calcul des integrales I(a, ξ) et J(a, ξ) sui-
vantes :
I(a, ξ, h) =
1
h3
∫ h
0
[
(u+ a)2 − ξ
]2
u2 du
=
1
h3
∫ h
0
[
(u+ a)4u2 − 2ξ(u+ a)2u2 + ξ2u2
]
du
=
1
h3
∫ h
0
(u+ a)4u2 du− 2ξ 1
h3
∫ h
0
(u+ a)2u2 du+ ξ2
1
h3
∫ h
0
u2 du
I4(a, h) =
1
h3
∫ h
0
(u+ a)4u2 du =
1
h3
∫ h
0
u2(u4 + 4u3a+ 6u2a2 + 4ua3 + a4) du
=
1
7
h4 +
2
3
ah3 +
6
5
a2h2 + a3h+
1
3
a4
I2(a, h) =
1
h3
∫ h
0
(u+ a)2u2 du =
1
h3
∫ h
0
u2(u2 + 2au+ a2) du =
1
5
h2 +
1
2
ah+
1
3
a2
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I(a, ξ, h) = I4(a, h)− 2ξI2(a, h) + 13ξ2
J(a, ξ, h) =
1
h2
∫ h
0
[
(u+ a)2 − ξ
]2
u du
=
1
h2
∫ h
0
[
(u+ a)4u− 2ξ(u+ a)2u+ ξ2u
]
du
=
1
h2
∫ h
0
(u+ a)4u du− 2ξ 1
h2
∫ h
0
(u+ a)2u du+ ξ2
1
h2
∫ h
0
u du
J4(a, h) =
1
h2
∫ h
0
(u+ a)4u du =
1
h2
∫ h
0
(u5 + 4u4a+ 6u3a2 + 4u2a3 + ua4) du
=
1
6
h4 +
4
5
ah3 +
3
2
a2h2 +
4
3
a3h+
1
2
a4
J2(a, h) =
1
h2
∫ h
0
(u+ a)2u du =
1
h2
∫ h
0
(u3 + 2au2 + a2u) du =
1
4
h2 +
2
3
ah+
1
2
a2
J(a, ξ, h) = J4(a, h)− 2ξJ2(a, h) + 12ξ2
Maintenant, on va calculer les valeurs exactes des coefficients N hij.
Pour tout i , 1 ≤ i ≤ n on a :
• Nhi,i+1 = Nhi+1,i =
∫ T
−T
ϕ
′
i(t)ϕ
′
i+1(t) dt+
∫ T
−T
(t2 − ξ)2ϕi(t)ϕi+1(t) dt
=
∫ ti+1
ti
ϕ
′
i(t)ϕ
′
i+1(t) dt+
∫ ti+1
ti
(t2 − ξ)2ϕi(t)ϕi+1(t) dt = (∗) + (∗∗)
car Support ϕi ∩ Support ϕi+1 = [ti, ti+1]
(∗) =
∫ ti+1
ti
− 1
h2
dt = −1
h
(∗∗) = 1
h2
∫ ti+1
ti
(t2 − ξ)2(ti+1 − t)(t− ti) dt
= − 1
h2
∫ h
0
[(u+ ti)
2 − ξ]2(u− h)u du
= −hI(ti, ξ, h) + hJ(ti, ξ, h)
Nhi,i+1 = N
h
i+1,i = −1h − h
[
I(ti, ξ, h) − J(ti, ξ, h)
]
106 Approximation par la me´thode des e´le´ments finis P1
• Nhi,i =
∫ T
−T
[
ϕ
′
i(t)
]2
dt+
∫ T
−T
(t2 − ξ)2[ϕi(t)] dt = (∗) + (∗∗)
(∗) =
∫ ti
ti−1
1
h2
dt+
∫ ti+1
ti
−1
h
dt =
2
h
(∗∗) = 1
h
∫ ti
ti−1
(t2 − ξ)2(t− ti−1)2 dt + 1
h
∫ ti+1
ti
(t2 − ξ)2(ti+1 − t)2 dt
=
1
h2
∫ h
0
[(u+ ti−1)2 − ξ]2u2 du + 1
h2
∫ h
0
[(u− ti+1)2 − ξ]2u2 du
= hI(ti−1, ξ, h) + hI(ti+1, ξ, h)
Nhi,i =
2
h
+ h
[
I(ti−1, ξ, h) + I(ti+1, ξ, h)
]
Enfin
Nhi,j = 0 si |i− j| ≥ 2 car Support ϕi ∩ Support ϕj = ∅
Nh=

F F 0 . . . . . . . . . . 0
F F F 0 . . . . . . 0
0 F F F 0 . . 0
. . . . . . . . . . . . . . . . . . .
0 . . 0 F F F 0
0 . . . . . . 0 F F F
0 . . . . . . . . . . 0 F F

est syme´trique et tridiagonale
8.8 Calcul des coefficients de la matrice de masse Mh
Pour tout i , 1 ≤ i ≤ n on a :
• Mhi,i+1 = Mhi+1,i =
∫ T
−T
ϕi(t)ϕi+1(t) dt =
1
h2
∫ ti+1
ti
(ti+1 − t)(t− ti) dt
=
1
h2
∫ h
0
(h− u)u du = 1
h2
(
h
h2
2
− h
3
3
)
=
h
6
Mhi,i+1 = M
h
i+1,i = 1× h6
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• Mhii =
∫ T
−T
(
ϕi(t)
)2
dt =
1
h2
[ ∫ ti
ti−1
(t− ti−1)2 dt +
∫ ti+1
ti
(ti+1 − t)2 dt
]
=
1
h2
[ ∫ h
0
u2 du +
∫ h
0
v2 dv
]
=
1
h2
2h3
3
=
2h
3
Mhii =
2h
3 = 4× h6
Enfin
Mhi,j = 0 si |i− j| ≥ 2 car Support ϕi ∩ Support ϕj = ∅
Mh=
h
6

4 1 0 . . . . . . . 0
1 4 1 0 . . . . 0
0 1 4 1 0 . 0
. . . . . . . . . .
0 . 0 1 4 1 0
0 . . . . 0 1 4 1
0 . . . . . . . 0 1 4

est syme´trique, tridiagonale et de´finie positive
On ve´rifie aisemment que les matrices Mh et Nh sont de´finies positives (Mh est a` dia-
gonale strictement dominante) et que les valeurs propres du proble`me matriciel ge´ne´ralise´
(8.3) sont strictement positives.
8.9 Calcul de la plus petite valeur propre
On pose :
Nh=
1
h
N et Mh=
h
6
M et λ = h
2
6
× λh
Le proble`me matriciel ge´ne´ralise´ de valeurs propres (8.3) est e´quivalent a` :
NU = λMU (8.4)
Les matrices N et M sont syme´triques, tridiagonales et de´finies positives. Par
conse´quent, pour le calcul de la plus petite valeur propre on utilise la me´thode de la
puissance inverse adapte´e au proble`me ge´ne´ralise´ de valeurs propres (8.4).
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Quelques re´sultats nume´riques pour des valeurs de T comprises entre 3. et 10.
Me´thodes des e´lements finis P1
n
T=3. T=4. T=5. T=10.
λh |λh − λ| λh |λh − λ| λh |λh − λ| λh |λh − λ|
100 0.5700 0.2 10−3 0.5702 0.4 10−3 0.5704 0.6 10−3 0.5720 2.2 10−3
250 0.5699 0.1 10−3 0.5699 0.1 10−3 0.5699 0.1 10−3 0.5702 0.33 10−3
300 0.5698 0.5 10−4 0.5699 0.1 10−3 0.5699 0.1 10−3 0.5700 0.2 10−3
500 0.5698 0.5 10−4 0.5698 0.5 10−4 0.5698 0.5 10−4 0.5699 0.1 10−3
0 0.2 0.4 0.6 0.8 1
ξ
0.55
0.6
0.65
0.7
0.75
µ(
ξ)
γ = 0.5698
Plus petite valeur propre
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8.10 Comparaison des deux me´thodes
0 0.2 0.4 0.6 0.8 1
ξ
0.55
0.6
0.65
0.7
0.75
µ(
ξ)
Operateur Q
Plus petite valeur propre
Differences finies
Elements finis de type 1
0.3 0.35 0.4 0.45 0.5 0.55 0.6
ξ
0.569
0.571
0.573
0.575
0.577
0.579
0.581
0.583
µ(
ξ)
Operateur Q
Plus petite valeur propre
Differences finies
Elements finis de type 1
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Troisie`me partie
E´valuation nume´rique des paires
propres d’un ope´rateur diffe´rentiel
line´aire en utilisant une formulation
variationnelle vectorielle et une
approximation par une me´thode
d’e´le´ments finis avec quadrature
nume´rique
Chapitre 9
Position du proble`me
9.1 Introduction
On conside`re un proble`me de valeurs propres faisant intervenir un ope´rateur de Schro¨din-
ger avec champ magne´tique constant issu de la the´orie de Ginzburg-Landau et concernant
la supraconductivite´ de certains mate´riaux.
Pour la re´solution nume´rique, on utilise une me´thode base´e sur les e´le´ments finis avec
inte´gration nume´rique. En effet, les approximations des couples d’e´le´ments propres par la
me´thode des e´le´ments finis sont calcule´es comme e´tant les paires propres d’un proble`me
matriciel ge´ne´ralise´ de valeurs propres. Les coefficients matriciels utilisant des inte´grales
sont estime´s par une me´thode de quadrature nume´rique. On ve´rifiera aise´ment que l’ap-
proximation par une me´thode approprie´e d’e´le´ments finis avec inte´gration nume´rique (le
degre´ de pre´cision doit eˆtre bien choisi) satisfait les meˆmes estimations classiques qu’une
me´thode d’e´le´ments finis sans quadrature nume´rique.
Enfin, divers aspects des techniques ge´ne´rales pour les proble`mes de valeurs propres
(surtout ceux faisant intervenir des ope´rateurs auto-adjoints) ont e´te´ etudie´s par de nom-
breux auteurs, par exemple : G. J. Fix ([33],[34]) ; R. J. Herbold, M. H. Schultz & R.
S. Varga ([41]) ; P. J. Ciarlet & P. A. Raviart ([23]) ; I. Babuska & A. K. Aziz ([3]) ; G.
Strang & G. J. Fix ([59]) ; B. Mercier ([49]) ; K. Ishihara ([43]) ; F. Chatelin ([19]) ; P.
J. Raviart & J. M. Thomas ([53]) ; R. Dautry & J.-L. Lions ([26]) ; I. Babuska & J. E.
Osborn ([8]-[10]) ; P. J. Ciarlet & J. L. Lions ([22]) ; M. Vanmaele([60]-[63]) ; M. Vanmaele
& R. Van Keer ([64]-[68]).
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9.2 Notations
Soit Ω ⊂ Rn ( n = 2 ou 3 ) borne´ de frontie`re Γ = ∂Ω suffisamment re´gulie`re.
Soit V un espace vectoriel d’Hilbert de dimension infinie. V est dense dans L2(Ω) avec
injection compacte : V ↪→ L2(Ω).
V est aussi un sous espace ferme´ de H1(Ω).
On conside`re l’ope´rateur diffe´rentiel P de´fini sur V × V par :
Pu =
n∑
i,j=1
(Dj − Aj) [aij (Di − Ai)u] + a0u (9.1)
Si u = u1 + iu2 avec i
2 = −1, on pose
u =
(
u1
u2
)
et a1 = a0 +
n∑
i,j=1
aijAiAj
on peut e´crire :
P =
(
p11 p12
p21 p22
)
avec :
p11 = −
n∑
i,j=1
∂iaij∂j ·+a1
p22 = −
n∑
i,j=1
∂iaij∂j ·+a1
p12 = −
n∑
i,j=1
aij(Aj∂j ·+Ai∂j·)−
n∑
i,j=1
∂i(aijAj)
p21 =
n∑
i,j=1
aij(Aj∂j ·+Ai∂j·) +
n∑
i,j=1
∂i(aijAj)
On note par (. , .) le produit scalaire naturel sur l’espace produit L2(Ω)× L2(Ω) .
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En effet pour u =
(
u1
u2
)
et v =
(
v1
v2
)
, on pose :
(u, v) =
2∑
k=1
(uk, vk)0,Ω =
2∑
k=1
∫
Ω
ukvk dx =
∫
Ω
u.v dx
et la norme correspondante :
||u|| = (u, u) 12 =
[
2∑
k=1
(uk, uk)0,Ω
] 1
2
=
[
2∑
k=1
∫
Ω
u2k dx
] 1
2
=
[∫
Ω
|u|2 dx
] 1
2
On de´signe par Wm,p(Ω) l’espace usuel de Sobolev d’ordre m :
Wm,p(Ω) =
{
u ∈ Lp(Ω) / Dαu ∈ Lp(Ω), 0 ≤ α ≤ m
}
Cet espace sera muni de la norme habituelle :
||u||m,p,Ω =

( ∑
|α|≤m
||Dαu||pLp(Ω)
) 1
p
si 0 ≤ p <∞
max
|α|≤m
||Dαu||L∞(Ω) si p =∞
et de la semi-norme suivante :
∣∣u∣∣
m,p,Ω
=

( ∑
|α|=m
||Dαu||pLp(Ω)
) 1
p
si 0 ≤ p <∞
max
|α|=m
||Dαu||L∞(Ω) si p =∞
En particulier, si p = 2 on a les notations suivantes :
Hm(Ω) = Wm,2(Ω)
H10 (Ω) =
{
u ∈ H1(Ω), u
∣∣∣
Γ
= 0
}
||u||m,Ω = ||u||m,2,Ω et |u|m,Ω = |u|m,2,Ω
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S’il n’y a pas confusion, on notera aussi ||u||m,Ω et |u|m,Ω respectivement la norme et
la semi-norme naturelles de l’espace produit Hm(Ω)× Hm(Ω).
9.3 Hypothe`ses
On suppose que les coefficients aij 1 ≤ i, j ≤ n , Aj 1 ≤ j ≤ n et a1 sont des
fonctions de L∞(Ω) qui ve´rifient les hypothe`ses suivantes :
(H1) aij = aji , 1 ≤ i, j ≤ n , pp dans Ω
(H2) Il existe α > 0 :
n∑
i,j=1
aijξiξj ≥ α|ξ|2 pp dans Ω et pour tout ξ ∈ Rn
9.4 Proble`me continu de valeurs propres
Dans ce travail, on va essayer d’e´valuer les paires propres de l’ope´rateur P avec une
condition mixte Dirichlet-Neumann sur la frontie`re Γ = ∂Ω = Γ0 ∪ Γ1.
En fait, seule la plus petite valeur propre de la re´alisation de Neumann de l’ope´rateur P
est importante pour le proble`me physique.
On cherche un re´el λ et une fonction non nulle u de V ×V suffisamment re´gulie`re dans
Ω tels que : 
Pu = λu dans Ω
∂u
∂νP
= 0 sur Γ0
u = 0 sur Γ1
(9.2)
• Condition de Dirichlet : Γ0 = ∅
u = 0 sur Γ
• Condition de Neumann : Γ1 = ∅
∂u
∂νP
= 0 sur Γ
ou`
∂u
∂νP
repre´sente la derive´e conormale relative a` l’ope´rateur diffe´rentiel P .
∂
∂νP
(
u1
u2
)
=
n∑
i,j=1
νP,jaij
∂
∂xj
(
u1
u2
)
+
n∑
i,j=1
νP,jaijAi
(
u2
−u1
)
Chapitre 10
Proble`me variationnel de valeurs
propres
10.1 Formulation variationnelle
Dans cette section, on va essayer de donner une formulation variationnelle ( dite aussi
formulation faible ) du proble`me continue (1.2).
On suppose que la solution u =
(
u1
u2
)
du proble`me continu est suffisamment
re´gulie`re.
Soit v =
(
v1
v2
)
une fonction test quelconque de l’espace produit V × V . En multi-
pliant le premier terme de la premie`re e´galite´ de (1.2), on obtient :
(Pu)v = −
n∑
i,j=1
(∂iaij∂ju1)v1 −
n∑
i,j=1
(∂iaij∂ju2)v2 + a1u1v1 + a1u2v2 −
n∑
i,j=1
aij(Aj∂iu2 + Ai∂ju2)v1
−
n∑
i,j=1
∂i(aijAj)u2v1 +
n∑
i,j=1
aij(Aj∂iu1 + Ai∂ju1)v2 +
n∑
i,j=1
∂i(aijAj)u1v2
=
n∑
i,j=1
aij
[
Aj(v2∂iu1 − v1∂iu2) + Ai(v2∂ju1 − v1∂ju2)
]
+
n∑
i,j=1
∂i(aijAj)(u1v2 − u2v1)
−
2∑
k=1
n∑
i,j=1
(∂iaij∂juk)vk +
2∑
k=1
a1ukvk
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On pose :
a(u, v) =
∫
Ω
(Pu)v dx
En utilisant la formule de Green, on obtient :∫
Ω
(∂iaij∂juk) vk dx = −
∫
Ω
aij∂juk∂ivk dx+
∫
Γ
aij(∂juk)ν
ivk ds
Et par suite :
−
2∑
k=1
n∑
i,j=1
∫
Ω
(∂iaij∂juk)vkdx =
2∑
k=1
n∑
i,j=1
∫
Ω
aij∂juk∂ivk dx −
2∑
k=1
∫
Γ
aij(∂juk)ν
ivkds
Or d’apres l’hypothe`se (H1) on a :
n∑
i,j=1
aijAi(v2∂ju1 − v1∂ju2) =
n∑
i,j=1
ajiAj(v2∂iu1 − v1∂iu2) (changement d’indices)
=
n∑
i,j=1
aijAj(v2∂iu1 − v1∂iu2) car aji = aij
D’ou :
a(u, v) =
2∑
k=1
n∑
i,j=1
∫
Ω
aij∂juk∂ivkdx+
2∑
k=1
∫
Ω
a1ukvkdx+ 2
n∑
i,j=1
∫
Ω
aijAj(v2∂iu1 − v1∂iu2) dx
+
n∑
i,j=1
∫
Ω
∂i(aijAj)(u1v2 − u2v1) dx−
2∑
k=1
n∑
i,j=1
∫
Γ
aij(∂juk)ν
ivk ds
En appliquant encore la formule de Green, on obtient :
∫
Ω
∂i(aijAj)(u1v2 − u2v1) dx = −
∫
Ω
aijAj∂i(u1v2 − u2v1) dx+
∫
Γ
aijAj(u1v2 − u2v1)νi ds
= −
∫
Ω
aijAj(u1∂iv2 − u2∂iv1) dx−
∫
Ω
aijAj(v2∂iu1 − v1∂iu2) dx
+
∫
Γ
aijAj(u1v2 − u2v1)νi ds
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=
∫
Ω
aijAj(u2∂iv1 − u1∂iv2) dx−
∫
Ω
aijAj(v2∂iu1 − v1∂iu2) dx
+
∫
Γ
aijAj(u1v2 − u2v1)νi ds
Par conse´quent, on a :
a(u, v) =
2∑
k=1
n∑
i,j=1
∫
Ω
aij∂juk∂ivk dx +
2∑
k=1
∫
Ω
a1ukvkdx+
n∑
i,j=1
∫
Ω
aijAj(v2∂iu1 − v1∂iu2) dx
+
n∑
i,j=1
∫
Ω
aijAj(u2∂iv1 − u1∂iv2) dx −
2∑
k=1
n∑
i,j=1
∫
Γ
aij(∂juk)ν
ivk ds
+
n∑
i,j=1
∫
Γ
aijAj(u1v2 − u2v1)νi ds
On pose :
u.v =
2∑
k=1
ukvk le produit scalaire Euclidien des vecteurs u et v ,
det(u, v) = u1v2 − u2v1 le determinant des vecteurs u et v .
On obtient une e´criture plus condense´e de la forme a(. , .) :
a(u, v) =
n∑
i,j=1
∫
Ω
aij∂ju.∂iv dx +
∫
Ω
a1u.v dx+
n∑
i,j=1
∫
Ω
aijAj
[
det(∂iu, v)− det(u, ∂iv)
]
dx
+
∫
Γ
∂u
∂νP
.v ds
Or
∂u
∂νP
.v = −
n∑
i,j=1
aijν
i(∂ju1)v1 −
n∑
i,j=1
aijAjν
iu2v1 +
n∑
i,j=1
aijAjν
iu1v2 −
n∑
i,j=1
aijν
i(∂ju2)v2
= −
2∑
k=1
n∑
i,j=1
aijν
i(∂juk)vk +
n∑
i,j=1
aijAjν
i(u1v2 − u2v1)
= −
n∑
i,j=1
aijν
i(∂ju).v +
n∑
i,j=1
aijAjν
idet(u, v)
D’autre part :
n∑
i,j=1
aij∂ju.∂iv =
n∑
i,j=1
aji∂iu.∂jv ( changement des indices )
=
n∑
i,j=1
aij∂iu.∂jv ( hypothe`se de syme´trie des coefficients aij = aji )
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Et en utilisant la condition sur la frontie`re Γ, on a :
a(u, v) =
n∑
i,j=1
∫
Ω
aij∂iu.∂jv dx+
∫
Ω
a1u.v dx+
n∑
i,j=1
∫
Ω
aijAj
[
det(∂iu, v)−det(u, ∂iv)
]
dx
(10.1)
Finalement le proble`me variationnel aux valeurs propres s’e´crit :
{
Trouver un re´el λ et une fonction non nulle u de V × V tels que
a(u, v) = λ(u, v) ∀v ∈ V × V (10.2)
• Condition de Neumann sur Γ : V = H1(Ω)
• Condition de Dirichlet sur Γ : V = H10(Ω)
• Condition mixte Dirichlet-Neumann : V =
{
u ∈ H1(Ω), u
∣∣∣
Γ0
= 0
}
Il est clair que la forme biline´aire a(. , .) est syme´trique.
Le proble`me variationnel est le point de de´part pour les approximations utilisant des
me´thodes base´es sur les e´le´ments finis. Dans le cadre de l’analyse fonctionnelle faisant
intervenir les espaces de Sobolev, la formulation variationnelle permet une approche rela-
tivement rigoureuse dans le cas ou` les hypothe`ses sont des conditions de re´gularite´ faible
pour les donne´es du proble`me.
10.1.1 Remarque 1
La fonction vectorielle u =
(
u1
u2
)
peut eˆtre conside´re´e comme une fonction a` va-
leur complexe : u = u1 + I.u2 avec I
2 = −1. Dans ce cas, la forme biline´aire a(. , .) est
la partie re´elle d’une forme sesquiline´aire hermitienne ac(. , .) et le produit scalaire (. , .)
est la partie re´elle du produit scalaire complexe (. , .)c.
En effet, soient u = u1 + Iu2 et v = v1 + Iv2 deux fonctions a` valeur sur C, on a :
uv = u1v1 + u2v2 − I(u1v2 − u2v1) =
2∑
k=1
ukvk − I(u1v2 − u2v1) = u.v − Idet(u, v)
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Re (u, v)c = Re
(∫
Ω
u vdx
)
=
2∑
k=1
(∫
Ω
ukvkdx
)
= (u, v)
D’autre part la forme sesquiline´aire hermitienne ac(., .) s’e´crit :
ac (u, v) =
n∑
i,j=1
∫
Ω
aij (Di − Ai)u (Dj − Aj) v dx+
∫
Ω
a0u v dx (10.3)
Et pour 1 ≤ i ≤ n et 1 ≤ j ≤ n on a :
(Di − Ai)u (Dj − Aj) v = [(−I∂i − Ai) (u1 + Iu2)] . [(I∂j − Aj) (v1 − Iv2)]
= [−I∂iu1 − Aiu1 + ∂iu2 − IAiu2] . [I∂jv1 − Ajv1 + ∂jv2 + IAjv2]
= [(−Aiu1 + ∂iu2)− I (∂iu1 + Aiu2)] [(−Ajv1 + ∂jv2) + I (∂jv1 + Ajv2)]
=
2∑
k=1
(∂iuk∂jvk + AiAjukvk) + Ai (u2∂jv1 − u1∂jv2) + Aj (v2∂iu1 − v1∂iu2)
+I
[
− (∂iu1∂jv2 − ∂iu2∂jv1) + Aj
2∑
k=1
vk∂juk − Ai
2∑
k=1
uk∂ivk − AiAj (u1v2 − u2v1)
]
= ∂iu.∂jv + AiAju.v + Aidet (∂jv, u) + Ajdet (∂iu, v)
−I [−det (∂iu, ∂jv)− Ajv.∂iu+ Aiu.∂jv + AiAjdet (u, v)]
Par suite, la partie re´elle de ac (u, v) est :
Re [ac (u, v)] =
n∑
i,j=1
∫
Ω
aij∂iu.∂jv dx+
∫
Ω
a1u.v dx+
n∑
i,j=1
∫
Ω
aij [Ajdet (∂iu, v) + Aidet (∂jv, u)] dx
Or
n∑
i,j=1
aijAidet (∂jv, u) =
n∑
i,j=1
ajiAjdet (∂iv, u) par simple changement d’indices
=
n∑
i,j=1
aijAjdet (∂iv, u) car aji = aij
Et par conse´quent on a : a (u, v) = Re [ac (u, v)]
10.1.2 Remarque 2
Il est plus naturel de poser le proble`me spectral ge´ne´ral dans un cadre complexe. En
effet, soient V un espace de Hilbert sur C et ac (u, v) une forme sesquiline´aire et continue
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sur V×V. On cherche alors les nombres complexes λ pour lesquels il existe une solution
non nulle u ∈ V du probe`me spectral suivant :
ac (u, v) = λ (u, v)c ∀v ∈ V
Et comme la forme sesquiline´aire ac (u, v) de´finie par la relation (10.3) est hermitienne,
i.e ve´rifie
∀u, v ∈ V ac (v, u) = ac (u, v)
alors les valeurs propres λ sont ne´cessairement re´elles et il suffit de se limiter au cas re´el
en utilisant la forme biline´aire et syme´trique a (u, v).
10.2 Existence des solutions du proble`me variation-
nel spectral
Dans la suite, on prendra V = L2(Ω) et
a : [H1(Ω)× H1(Ω)]2 −→ R
(u, v) 7−→ a (u, v)
la forme biline´aire de´finie pre´ce´demment en (10.1).
Sous les hypothe´ses (H1), (H2) on a les re´sultats ci-dessous.
Proposition 10.2.1.
La forme biline´aire a (., .) est coercitive : il existe deux constantes re´elles β > 0 et
γ ≥ 0 telles que
∀ u ∈ H1(Ω)× H1(Ω) a (u, u) + γ||u||20,Ω ≥ β||u||21,Ω
Preuve :
Pour tout u =
(
u1
u2
)
∈ H1(Ω)× H1(Ω) on a :
a(u, u) =
n∑
i,j=1
∫
Ω
aij∂iu.∂ju dx +
∫
Ω
a1|u|2 dx + 2
n∑
i,j=1
∫
Ω
aijAjdet(∂iu, u) dx
a(u, u) =
2∑
k=1
n∑
i,j=1
∫
Ω
aij∂iuk∂juk dx +
2∑
k=1
∫
Ω
a1|uk|2 dx + 2
n∑
i,j=1
∫
Ω
aijAjdet(∂iu, u) dx
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L’hypothe`se (H2) nous assure l’existence d’un re´el α > 0 tel que
n∑
i,j=1
aij∂iuk∂juk ≥ α
n∑
i=1
|∂iuk|2
Par suite, on a :
n∑
i,j=1
∫
Ω
aij∂iu.∂ju dx =
2∑
k=1
n∑
i,j=1
∫
Ω
aij∂iuk∂juk dx
≥
2∑
k=1
α
n∑
i=1
∫
Ω
|∂iuk|2 dx
≥ α
2∑
k=1
|uk|21,Ω
≥ α |u|21,Ω
Ensuite, pour minorer le troisie`me terme de a(u, u), on va appliquer l’ine´galite´ de Cauchy
avec ε > 0 :
2ab = 2 a
√
ε
2
b
√
2
ε
≤ ε
2
a2 +
2
ε
b2
En effet, on a :
−2
n∑
i,j=1
∫
Ω
aijAjdet(∂iu, u) dx = 2
n∑
i,j=1
∫
Ω
aijAj(−u2∂iu1 + u1∂iu2) dx
≤ 2
n∑
i,j=1
∫
Ω
|aijAj|(|u2||∂iu1|+ |u1||∂iu2|) dx
≤ C
n∑
i=1
∫
Ω
(2|u2||∂iu1|+ 2|u1||∂iu2|) dx
avec C = max
1≤i≤n
||Ci|| et Ci =
n∑
j=1
aijAj car les fonctions Aj et ai,j ∈ L∞(Ω).
En appliquant la pre´ce´dente ine´galite´ de Cauchy, on obtient :
− 2
n∑
i,j=1
∫
Ω
aijAjdet(∂iu, u) dx ≤ C
n∑
i=1
∫
Ω
(
ε
2
|∂iu1|2 + 2
ε
|u2|2 + ε
2
|∂iu2|2 + 2
ε
|u1|2) dx
≤ Cε
2
n∑
i=1
∫
Ω
(|∂iu1|2 + |∂iu2|2) + 2Cn
ε
∫
Ω
(|u1|2 + |u2|2) dx
≤ Cε
2
|u|21,Ω +
2Cn
ε
||u||20,Ω
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a(u, u) ≥ α |u|21,Ω + α1||u||20,Ω −
Cε
2
|u|21,Ω −
2Cn
ε
||u||20,Ω
≥ (α− Cε
2
) |u|21,Ω + (α1 −
2Cn
ε
)||u||20,Ω
On choisit ε > 0 tel que αε = α− Cε
2
> 0.
Pour cela, il suffit que 0 < ε <
2α
C
(par exemple si on prend ε =
α
C
alors αε =
α
2
)
ε e´tant fixe´, pour tout re´el γ ≥ 0 on a :
a(u, u) + γ||u||20,Ω ≥ αε |u|21,Ω + (γ + α1 −
2Cn
ε
)||u||20,Ω
On choisit maintenant γ de sorte que la quantite´ γε = γ + α1 − 2Cn
ε
soit strictement
positive i.e γ > −α1 + 2Cn
ε
( pour ε =
α
C
, γ > −α1 + 2nC
2
α
).
Ces choix de ε et de γ e´tant faits, pour tout u =
(
u1
u2
)
∈ H1(Ω)× H1(Ω) on a :
a(u, u) + γ||u||20,Ω ≥ αε |u|21,Ω + γε||u||20,Ω
En posant βε = min(αε; γε), on a :
a(u, u) + γ||u||20,Ω ≥ βε||u||21,Ω

Maintenant on va rappeler un the´ore`me important concernant la the´orie spectrale des
proble`mes aux limites elliptiques et leurs approximations a` l’aide de me´thodes variation-
nelles (voir [53], The´ore`me 6.2-1).
Soit V et H deux espaces de Hilbert de dimensions infinies ve´rifiant : V ⊂ H avec
injection continue et V est dense dans H. Et soit a (., .) une forme biline´aire continue sur
V× V. On conside`re le proble`me spectral variationnel ge´ne´ral :
Trouver un re´el λ et une fonction non nulle u de V ve´rifiant
a(u, v) = λ(u, v) ∀v ∈ V
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The´ore`me 10.2.2.
On suppose que l’injection canonique de V dans H est compacte et que la forme bi-
line´aire a (., .) est syme´trique et V-elliptique. Alors les valeurs propres du proble`me spectral
variationnel ge´ne´ral forment une suite croissante tendant vers +∞
0 ≤ λ1 ≤ λ2 ≤ · · · ≤ λm ≤ · · · −→ +∞
et il existe une base hilbertienne orthonormale de H forme´e de vecteurs propres (wm) .
De plus, la suite (λ
−1/2
m wm) est une base hilbertienne orthonormale de l’espace V pour le
produit scalaire a (., .).
A l’aide de ce the´ore`me et de la proposition pre´ce´dente, on peut de´sormais e´noncer le
re´sultat important suivant :
The´ore`me 10.2.3.
Les valeurs propres du proble`me spectral variationnel (10.2) forment une suite crois-
sante et minore´e tendant vers +∞
λ1 ≤ λ2 ≤ · · · ≤ λm ≤ · · · −→ +∞
et il existe une base hilbertienne orthonormale de L2(Ω)×L2(Ω) forme´e de vecteurs propres
(wm) tels que :
∀ v ∈ H1(Ω)× H1(Ω) a (wm, v) = λ(wm, v)
Preuve :
La Proposition 10.2.1 assure l’existence de deux nombres re´els β > 0 et γ ≥ 0 tels
que :
∀ u ∈ H1(Ω)× H1(Ω), a (u, u) + γ||u||0,Ω ≥ β||u||1,Ω.
En appliquant le The´ore`me 10.2.2 a` la forme biline´aire syme´trique et coercive suivante :
b (., .) = a (., .) + γ(., .)0,Ω
on obtient l’existence d’une suite croissante (µm)m≥1 de valeurs propres tendant vers +∞
du proble`me spectral variationnel b(u, v) = µ(u, v) :
0 < µ1 ≤ µ2 ≤ · · · ≤ µm ≤ · · · −→ +∞
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et il existe une base hilbertienne orthonormale de L2(Ω)×L2(Ω) forme´e de vecteurs propres
(wm) tels que :
∀ v ∈ H1(Ω)× H1(Ω) b (wm, v) = µ(wm, v)
D’ou`
∀ v ∈ H1(Ω)× H1(Ω) a (wm, v) = (µ− γ)(wm, v)
Par conse´quent, les valeurs propres du proble`me (10.2) sont de la forme λm = µm − γ et
on a :
−γ < λ1 ≤ λ2 ≤ · · · ≤ λm ≤ · · · −→ +∞

10.3 Proble`me variationnel conside´re´
Soit a : [H1(Ω)× H1(Ω)]2 −→ R la forme biline´aire continue et syme´trique de´finie
pre´ce´demment :
a(u, v) =
n∑
i,j=1
∫
Ω
aij∂iu.∂jv dx+
∫
Ω
a1u.v dx+
n∑
i=1
∫
Ω
bi
[
det(∂iu, v)− det(u, ∂iv)
]
dx
ou` aij 1 ≤ i, j ≤ n , Aj 1 ≤ j ≤ n , a1 et bi =
n∑
j=1
aijAj 1 ≤ i ≤ n sont des fonctions
de L∞(Ω) qui satisfont les conditions suivantes :
(i) aij = aji , 1 ≤ i, j ≤ n , pp dans Ω
Cette condition assure la syme´trie de la forme biline´aire a(., .).
(ii) Les coefficients aij, 1 ≤ i, j ≤ n obe´issent aux conditions habituelles
d’ellipticite´ :
il existe α > 0 :
n∑
i,j=1
aijξiξj ≥ α|ξ|2 pp dans Ω et pour tout ξ ∈ Rn.
(iii) Quitte a` ajouter une constante γ positive et en tenant compte de la condition
(ii), on suppose que la fonction a1(x) est choisie de sorte que la forme biline´aire a (., .)
est fortement coercive.
Enfin, il est simple de ve´rifier que la forme a (., .) est borne´e :
∀ u, v ∈ H1(Ω)× H1(Ω) |a (u, v) | ≤ M ||u||1,Ω||v||1,Ω
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Sous les hypothe`ses pre´ce´dentes, le proble`me variationnel de valeurs propres a(u, v) =
λ(u, v) posse`de un ensemble infini et de´nombrable de valeurs propres (λl)l≥1, toutes stric-
tement positives et ayant chacune une multiplicite´ finie. Cette suite de valeurs propres est
croissante et ne posse´de aucun point d’accumulation :
0 < λ1 ≤ λ2 ≤ · · · ≤ λl ≤ · · · −→ +∞
Chaque valeur propre est compte´e autant de fois que sa multiplicite´.
Les fonctions propres correspondantes (wl)l≥1 forment une base hilbertienne orthogonale
de l’espace H1(Ω)×H1(Ω) par rapport au produit scalaire induit par a(., .). Elles forment
e´galement une base de Hilbert de L2(Ω) × L2(Ω) associe´e au produit scalaire naturel
(., .)0,Ω.
Dans la suite, on supposera que les fonctions propres sont orthonorme´es dans L2(Ω) ×
L2(Ω) :
(wi, wj)0,Ω =
2∑
k=1
(wki , w
k
j )0,Ω = δij
Enfin, on rappelle une caracte´risation classique des valeurs propres (λl)l≥1 en utilisant
le quotient de Rayleigh R de´fini pour tout v ∈ L2(Ω)× L2(Ω), v 6= 0 :
R(v) =
a(v, v)
|v|20,Ω
On de´signe par Vl le sous-espace propre de L
2(Ω) × L2(Ω) engendre´ par les l premiers
vecteurs propres wi :
Vl = V ect{w1, w2, · · · , wl}
et V ⊥l l’orthogonal de Vl dans L
2(Ω)× L2(Ω) pour le produit scalaire induit par a(., .) :
V ⊥l = { v ∈ L2(Ω)× L2(Ω); a(v, wi) = 0 , 1 ≤ i ≤ l }
= { v ∈ L2(Ω)× L2(Ω); (v, wi)0,Ω = 0 , 1 ≤ i ≤ l }
La premie`re valeur propre λ1 est caracte´rise´e par :
λ1 = min
v∈L2(Ω)×L2(Ω),v 6=0
R(v)
Et pour l ≥ 2, la valeur propre λl verifie :
λl = min
v∈V ⊥l−1,v 6=0
R(v)
Une caracte´risation inte´ressante de la valeur propre λl est donne´e par le principe du min−
max :
λl = min
El∈Vl
max
v∈El,v 6=0
R(v)
ou` Vl est l’ensemble des sous-espaces El de L2(Ω)× L2(Ω) de dimension l.
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Chapitre 11
Ge´ne´ralite´s sur la me´thode des
e´le´ments finis
Pour plus d’informations sur la me´thode des e´le´ments finis, on pourra consulter [21],
[30] ou [53].
11.1 Triangulation
L’objectif de cette partie est de pre´senter les principes ge´ne´raux de la construction
d’un maillage pour la me´thode des e´le´ments finis classique.
On conside`re un domaine polygonal convexe et borne´ de R2 de frontie`re Γ = ∂Ω.
On remarque que la normale exte´rieure ν est de´finie presque partout sur Γ et qu’elle est
discontinue aux sommets du polygone frontie`re.
Soit une famille de triangulations (Th)h>0 de Ω ou` chaque maillage Th est compose´ de
triangle K (K est appele´ aussi une maille de Th) :
Ω =
⋃
K∈Th
K ∀ h > 0
Dans toute la suite, on supposera que la famille des triangulations (Th)h>0 verifie les hy-
pothe`ses classiques suivantes :
(1) Th est une triangulation : pour tout couple de triangles distincts de Th, Ki et Kj,
i 6= j, l’intersection Ki ∩Kj est soit vide, soit un sommet, soit un cote´ commun.
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(2) La famille de maillages (Th)h>0 est re´gulie`re i.e il existe une constante σ0 telle que :
∀ h > 0, ∀ K ∈ Th σK = hK
ρK
≥ σ0
ou` hK = max
x,y∈K
||x − y|| = diam(K), le diame`tre de K, ||.|| la norme euclidienne de R2 et
ρK le diame`tre du plus grand cercle inscrit dans K i.e
ρK = sup
B∈K
{ diam(B), B disque inclus dans K }
Cette condition signifie qu’il existe un θ0 > 0 tel que : ∀ h > 0, ∀ K ∈ Th θK ≥ θ0
ou` θK est le plus petit angle au sommet du triangle K.
Pour un triangle K donne´, σK caracte´rise la forme du triangle K. Ce rapport tend vers
l’infini pour un triangle qui ” s’e´crase ”. Ainsi, la famille (Th)h>0 est re´gulie`re si ses tri-
angles K ne s’aplatissent pas trop lorsque h tend vers 0 (la condition hK ≥ σ0ρK permet
d’e´viter les triangles tre`s allonge´s).
(3) h = max
K∈Th
hK −→ 0
h est appele´ le parame`tre de la triangulation. Il caracterise la finesse du maillage.
(4) Il existe une famille de transformations affines et bijectives ge´ne´rant l’ensemble du
maillage a` partir d’une maille de re´fe´rence tout en respectant certaines contraintes de
disposition. Cela signifie que pour chaque triangle K, il existe une application affine TK
bijective qui trace l’e´le´ment de re´fe´rence K̂ (triangle ou carre´ unite´ par exemple) sur un
e´le´ment variable K du maillage :
TK : K̂ −→ K
x̂ 7−→ x = TK(x̂) = BK x̂ + bK
BK , matrice carre´e d’ordre 2, est la matrice jacobienne de TK et bK un vecteur de R2.
En notant judicieusement les sommets du triangle K, on peut supposer que le jacobien
JK = det( BK ) est strictement positif. En effet, soit A1 le sommet du triangle K dont
l’abscisse est la plus grande (ou la plus petite). On de´signe par A2 et A3 les autres som-
mets de K de sorte que la pente de la droite (A1A3) est supe´rieure a` celle de la droite
(A1A2). On a :
JK = (x2 − x1)(y3 − y1)− (x3 − x1)(y2 − y1) > 0
( TK [(0, 0)] = A1 , TK [(1, 0)] = A2 , TK [(0, 1)] = A3 )
Et pour le cas ou` x1 6= x2 et x1 6= x3 on a :
JK = (x2 − x1)(x3 − x1)
[
(y3 − y1)
(x3 − x1) −
(y2 − y1)
(x2 − x1)
]
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D’autre part, il est clair que :
JK =
mes(K)
mes(K̂)
= 2 mes(K) ; ||BK || ≤ hK
ρ bK et ||B
−1
K || ≤
h bK
ρK
Par conse´quent, pour une famille re´gulie`re de maillages, il existe une constante C > 0
telle que ||BK ||.||B−1K || ≤ C. La quantite´ cond(BK) = ||BK ||.||B−1K || repre´sente le condition-
nement de la matrice BK .
(5) La famille de triangulations (Th)h>0 est quasi-uniforme :
Il existe τ > 0 telque ∀ h > 0 , ∀ K ∈ Th : ρK > τh
Cette condition permet de controˆler uniforme´ment la quantite´
1
hK
et donne le moyen
d’avoir la possibilite´ de prouver et d’utiliser quelques ine´galite´s inverses qu’on citera dans
la prochaine sous-section (voir [21], [30]).
(6) Enfin, pour chaque triangulation Th, on lui associe un espace d’approximation Xkh
de dimension finie :
Xkh =
{
vk ∈ C0 (Ω) : v
∣∣
K
∈ Pk , ∀ K ∈ Th et vk = 0 sur Γ1
}
ou` Pk repre´sente l’ensemble des polynoˆmes de degre´ infe´rieur ou e´gal a` k :
Pk =
{
p(x1, x2) =
k∑
i,j=1
αijx
i
1x
j
2 , αij ∈ R
}
et dim Pk =
1
2
(k+ 1)(k+ 2)
Dans la suite, pour e´viter d’alourdir les e´critures et s’il n’y a pas d’ambiguite´, on notera
l’inte´rieur K˙ de K e´galement par K et par Xh l’espace X
k
h.
11.2 Ine´galite´s inverses
La famille (Th)h>0 e´tant forme´e de triangulations suppose´es re´gulie`res et quasi-uniformes,
alors le The´ore`me 3.2.6 de [21] entraine les ine´galite´s suivantes :
|w|m,K ≤ Ch−s |w|m−s,K , 0 ≤ s ≤ m ∀ w ∈ Pk(K) , ∀ K ∈ Th , ∀ h > 0
||w||m,K ≤ Ch−s||w||m−s,K , 0 ≤ s ≤ m ∀ w ∈ Pk(K) , ∀ K ∈ Th , ∀ h > 0
ou` Pk(K) est l’ensemble des polynoˆmes sur K de degre´ infe´rieur ou e´gal a` k.
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11.3 Proprie´te´ d’approximation
L’espace produit Xh ×Xh ⊂ H1(Ω) × H1(Ω) satisfait la proprie´te´ d’approximation
suivante :
inf
vh∈Xh×Xh
{
||v − vh||0,Ω + |v − vh|1,Ω
}
≤ Chr+1||v||r+1,Ω
∀ v ∈ Hr+1(Ω)× Hr+1(Ω) , 1 ≤ r ≤ k
Pour obtenir ce re´sultat, il suffit d’appliquer la proprie´te´ d’approximation de Xh dans
H1(Ω). Pour cela, on peut se re´fe´rer par exemple a` [53].
11.4 Projection elliptique
On de´finit le projecteur elliptique P par :
P : H1(Ω)× H1(Ω) −→ Xh ×Xh
v 7−→ Pv
A partir de la proprie´te´ d’approximation cite´e pre´ce´demment, on obtient aise´ment le
re´sultat suivant ( voir [53], Lemme 6.5-1 ) :
||v − Pv||0,Ω ≤ Chk||v||k+1,Ω ∀ v ∈ Hk+1(Ω)× Hk+1(Ω)
Et de manie`re similaire, on obtient le re´sultat ci-dessous (cf [2], lemme 6-1) :[ ∑
K∈Th
||Pv||2k+1,K
] 1
2
≤ C||v||k+1,Ω ∀ v ∈ Hk+1(Ω)× Hk+1(Ω)
11.5 Remarque
Comme le maillage qu’on va utiliser est triangulaire (toutes les mailles sont des tri-
angles) sur Ω, alors on a :
||p||k+1,K = ||p||k,K ∀ p ∈ Pk(K) , ∀ K ∈ Th
Chapitre 12
Approximation sans inte´gration
nume´rique
12.1 Proble`me variationnel approche´
Pour approcher nume´riquement les paires propres du proble`me variationnel continu,
on conside`re d’abord le proble`me approche´ sans quadrature nume´rique suivant :{
Trouver un re´el λh et une fonction non nulle uh de Xh ×Xh :
a(uh, vh) = λh(uh, vh) ∀vh ∈ Xh ×Xh (12.1)
The´ore`me 12.1.1.
Sous les hypothe`ses de la section 10.3, les valeurs propres du proble`me approche´ (12.1)
forment une suite croissante
0 < λh,1 ≤ λh,2 ≤ · · · ≤ λh,Nh avec Nh = dim(Xh ×Xh)
et il existe une base (wh,l) de Xh × Xh , orthonormale dans H1(Ω) × H1(Ω), forme´e de
vecteurs propres wh,l tels que
∀vh ∈ Xh ×Xh a(wh,l, vh) = λh,l(wh,l, vh) , 1 ≤ l ≤ Nh
Ce resultat est une simple application du The´ore`me 6.4-1 de [53].
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Et l’analogue en dimension finie du principe du min−max pour la leme valeur propre
approche´e λh,l s’e´crit :
λh,l = min
Eh,l∈Vh,l
max
vh∈Eh,l,vh 6=0
R(vh)
ou` Vh,l est l’ensemble des sous-espaces Eh,l de Xh ×Xh de dimension l.
Sous les hypothe`ses de la Section 10.3 et a` partir de la proprie´te´ d’approximation de
la Section 11.3, on retrouve des re´sultats analogues a` ceux du The´oreme 6.5-1 de [53] :
The´ore`me 12.1.2.
(1) Pour 1 ≤ l ≤ Nh , on a :
lim
h→0
|λh,l − λl| = 0 (12.2)
(2) Si les fonctions propres wi, 1 ≤ i ≤ Nh , appartiennent a` Hk+1(Ω)×Hk+1(Ω) alors
on a :
|λh,l − λl| ≤ Ch2k pour tout 1 ≤ l ≤ k (12.3)
(3) Si λl est une valeur propre simple et wl la fonction propre correspondante, alors on
a :
lim
h→0
||wh,l − wl||1,Ω = 0 (12.4)
(4) Si en plus les fonctions propres wi ∈ Hk+1(Ω)× Hk+1(Ω), 1 ≤ i ≤ Nh, alors on a :
||wh,l − wl||1,Ω ≤ Chk (12.5)
||wh,l − wl||0,Ω ≤ Chk+1 (12.6)
12.2 Remarque : cas ou la valeur propre exacte est
multiple
Soit λl une valeur propre exacte de multiplicite´ (L+ 1) :
λl−1 < λl = λl+1 · · ·λL+l < λL+l+1
Et soit wl , wl+1 , · · · , wL+l des fonctions propres exactes associe´es a` λl, choisies ortho-
normales dans L2(Ω) × L2(Ω). On note (λh,l+p, wh,l+p), 0 ≤ p ≤ L, les paires propres
approche´es correspondantes suppose´es orthonormales dans L2(Ω)×L2(Ω). Une de´marche
identique a celle de´veloppe´e dans [26] (chapitre XII , paragraphe 5.4 , pages 907-909),
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permet d’obtenir des estimations semblables a` (12.5) et (12.6) pour :
W ∗h,l+p − wh,l+p , 0 ≤ p ≤ L
ou` W ∗h,l+p sont des fonctions propres exactes correspondant a` λl et orthonormales dans
L2(Ω)× L2(Ω).
Enfin, des arguments semblables a` ceux de´veloppe´s pour montrer les The´oremes 3.5
et 3.7 de [70], permettent d’e´tablir que si les fonctions propres (wi) , 1 ≤ i ≤ L + l
appartiennent a` Hk+1(Ω) × Hk+1(Ω), alors il existe un ensemble de fonctions propres
(Wl+p) , 0 ≤ p ≤ L fixe´es, correspondantes a` λl, inde´pendantes de h et orthonormales
dans L2(Ω)× L2(Ω) ainsi qu’un nombre m, 1 ≤ m ≤ k tels que :
||Wh,l+p − wh,l+p||1,Ω ≤ Chm , 0 ≤ p ≤ L
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Chapitre 13
Me´thode des e´le´ments finis avec
quadrature nume´rique
En ge´ne´ral, la forme biline´aire a (., .) et le produit scalaire (., .) associe´s au proble`me
variationnel approche´ contiennent des inte´grales sur Ω. Dans la me´thode d’e´le´ments fi-
nis standard, on suppose que ces inte´grales sont e´value´es analytiquement. Cependant,
seuls quelques exemples acade´miques donnent lieu a` des inte´grales qu’on peut calculer de
manie`re exacte. Dans la quasi-totalite´ des proble`mes, on utilise l’inte´gration nume´rique
pour approcher ces inte´grales a` l’aide de diffe´rentes formules de quadrature.
13.1 Principe d’une quadrature nume´rique
Soit A un domaine connexe d’interieur non vide et soit N ≥ 1 un entier naturel.
Une formule de quadrature a`N points surA consiste en la donne´e deN re´els (ω1, ω2, · · · , ωN )
appele´s poids et N points (ξ1, ξ2, · · · , ξN ) appele´s points de Gauss tels que :
∀ p ∈ Pk
∫
A
p(x)dx =
N∑
r=1
ωrp(ξr)
Le plus grand entier k possible est appele´ ordre de pre´cision de la quadrature nume´rique.
13.1.1 Remarque
Une formule de quadrature nume´rique d’ordre k, permet d’approcher a` l’ordre k + 1
l’inte´grale sur A d’une fonction suffisamment re´gulie`re. En effet, en posant hA = mes(A),
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on ve´rifie aise´ment a` l’aide du de´veloppement de Taylor que :
∀ φ ∈ Ck+1(A) |
∫
A
φ(x)dx −
N∑
r=1
ωrφ(ξr)| ≤ hk+1A sup
x∈A , |α|=k+1
|Dαφ(x)|
Pour plus de de´tails, on peut consulter [24].
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Pour cette section, on pourra se re´fe´rer a` [21], [26], [30], [53].
On conside`re l’e´valuation d’une inte´grale sur Ω du type
∫
Ω
φ(x)dx ou φ est une fonction
re´gulie`re. On a : ∫
Ω
φ(x)dx =
∑
K∈Th
∫
K
φ(x)dx
Ainsi le proble`me consiste a` estimer des inte´grales sur les triangles du maillage.
Soit K un e´le´ment quelconque de la triangulation. L’application TK qui transforme
l’e´le´ment de re´fe´rence K̂ en K est un C1-diffe´omorphisme. Le changement x = TK(x̂)
donne : ∫
K
φ(x)dx =
∫
bK φ(TK(x̂))det(BK)dx̂
= det(BK)
∫
bK φ(TK(x̂))dx̂
= JK
∫
bK φ̂(x̂)dx̂
ou` JK est le de´terminant de la matrice jacobienne de TK .
Par ce proce´de´, on se rame`ne donc a` l’approximation de l’inte´grale sur l’e´le´ment de
re´fe´rence K̂ (triangle unite´) du maillage :∫
bK φ̂(x̂)dx̂
Et pour toute fonction φ̂ ∈ C0(K̂), on pose :
I bK(φ̂) =
N∑
r=1
ω̂rφ̂(̂br) '
∫
bK φ̂(x̂)dx̂
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ou` les ω̂r et b̂r , r = 1, · · · , N sont respectivement les poids et les points de Gauss de la
quadrature nume´rique dont l’ordre de pre´cision est note´ L.
Ensuite, on de´finit l’erreur de quadrature E bK par :
E bK(φ̂) =
∫
bK φ̂(x̂)dx̂ − I bK(φ̂)
avec E bK(p) = 0 pour tout polynome p appartenant a` PL.
On pose φ(x) = φ̂(TK(x̂)) , x = TK(x̂) , x̂ ∈ K̂ , x ∈ K. On obtient :
IK(φ) = JK .I bK(φ̂) '
∫
K
φ(x)dx
L’erreur de quadrature EK correspondante est :
EK(φ) =
∫
K
φ(x)dx − IK(φ) = JK .E bK(φ̂)
Pour l’estimation de ces erreurs de quadrature, le lemme de Bramble-Hilbert pour les
e´le´ments finis triangulaires (cf [21] The´ore`me 4-1.3 page 193) permet d’e´tablir les lemmes
utiles ci-dessous.
Les preuves sont semblables aux re´sultats obtenus dans [2] (The´ore`me 3.5 et Corollaire
3.6), dans [11] (Lemmes 3.1 et 3.2) et dans [62] (The´ore`me 2.5, 2.6 et 2.7). Dans ces esti-
mations locales, la constante ge´ne´rique C est inde´pendante du diametre hK du triangle K.
Lemme 13.2.1.
On suppose que la quadrature nume´rique est d’ordre 2k - 1. Pour 0 ≤ s, t ≤ k , on a :
∀ p, q ∈ Pk(K) |EK(pq)| ≤ Ch2k−s−tK |p|k−s,K |q|k−t,K (13.1)
Pour tout entier r , 0 ≤ r ≤ k , ∀ d ∈ W r,∞(K) , ∀ p, q ∈ Pk(K) on
a :
|EK(dpq)| ≤ ChrK ||d||r,∞,K ||p||r,K |q|0,K (13.2)
Et quand d ∈ W 2k,∞(K) on a pour tout p, q ∈ Pk(K) :
|EK(dpq)| ≤ Ch2kK ||d||2k,∞,K ||p||k,K ||q||k,K (13.3)
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Lemme 13.2.2.
On suppose que l’ordre de pre´cision de la quadrature nume´rique est 2k + 1.
Pour tout entier r , 0 ≤ r ≤ k , ∀ d ∈ W r+2,∞(K) , ∀ p, q ∈ Pk(K) on a :
|EK(dpq)| ≤ Chr+2K ||d||r+2,∞,K ||p||min(r+2,k),K |q|0,K (13.4)
Finalement pour k = 1 , ∀ d ∈ W 1,∞(K) , ∀ p, q ∈ Pk(K) on a :
|EK(dpq)| ≤ ChK ||d||1,∞,K ||p||1,K |q|0,K (13.5)
13.3 Approximation du produit scalaire dans L2(Ω)×
L2(Ω)
Sur l’espace Xh × Xh, on de´finit un produit scalaire discret (une approximation du
produit scalaire dans L2(Ω)× L2(Ω)) et la norme associe´e par :
(v, w)h =
2∑
k=1
∑
K∈Th
IK(vkwk) , ∀ v, w ∈ Xh ×Xh (13.6)
|v|h =
√
(v, v)h , ∀ v ∈ Xh ×Xh (13.7)
En appliquant le Lemme 3.2 de [2], on obtient le re´sultat suivant :
Proposition 13.3.1.
Les normes |.|h et |.|0,Ω sont uniforme´ment e´quivalentes sur Xh × Xh, i.e , il existe
deux constantes strictement positives C1 et C2 inde´pendantes de h telles que :
C1|v|h ≤ |v|0,Ω ≤ C2|v|h , ∀ v ∈ Xh ×Xh (13.8)
13.4 Approximation de la forme biline´aire
Dans la suite on suppose que les coefficients aij 1 ≤ i, j ≤ n , Aj 1 ≤ j ≤ n et a1
sont des fonctions de C0(Ω).
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L’approximation analogue de la forme biline´aire a (., .) sur Xh × Xh nous conduit a
conside´rer la forme discre`te suivante :
ah (v, w) = Ah(v, w) + Bh(v, w) ∀ v, w ∈ Xh ×Xh (13.9)
Les quantite´s Ah(., .) et Bh(., .) sont de´finies par :
Ah(v, w) =
∑
K∈Th
IK
[ n∑
i,j=1
aij∂iv.∂jw + a1v.w
]
∀ v, w ∈ Xh ×Xh (13.10)
Bh(v, w) =
∑
K∈Th
IK
[ n∑
i=1
bi
[
det(∂iv, w)− det(v, ∂iw)
] ]
∀ v, w ∈ Xh×Xh (13.11)
Ou` encore et de manie`re plus explicite :
Ah(v, w) =
2∑
k=1
∑
K∈Th
IK
[ n∑
i,j=1
aij∂ivk∂jwk + a1vkwk
]
∀ v, w ∈ Xh ×Xh
Bh(v, w) =
∑
K∈Th
IK
[ n∑
i=1
bi
[
(∂iv1)w2−(∂iv2)w1+(∂iw1)v2−(∂iw2)v1
] ]
∀ v, w ∈ Xh×Xh
Il est clair que la forme biline´aire discre`te ah (., .) est syme´trique.
Et la proposition ci-dessous nous permet d’affirmer que cette dernie`re est uniforme´ment
borne´e et fortement coercive.
Proposition 13.4.1.
La forme biline´aire discre`te ah (., .) est uniforme´ment borne´e et fortement coercive, i.e
, il existe deux constantes strictement positives M et C inde´pendantes de h telles que :∣∣ah (v, w) ∣∣0,Ω ≤ M ||v||1,Ω||w||1,Ω , ∀ v, w ∈ Xh ×Xh (13.12)
ah (v, v) ≥ C||v||21,Ω , ∀ v ∈ Xh ×Xh (13.13)
Pour e´tablir ces ine´galite´s, on proce`de de la meˆme manie`re que dans [21] page 187 et on
utilise (2.12) de [62].
On peut aussi consulter [2] et [66] pour plus de´tails. On note que l’ine´galite´ (5.12) assure
que la matrice de rigidite´ associe´e a` la forme biline´aire discre`te ah (., .) est de´finie positive.
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13.5 Estimation des erreurs de quadrature
Pour estimer les approximations du produit scalaire (., .) et de la forme biline´aire a (., .)
par (v, w)h et ah (., .) respectivement, on introduit les erreurs de quadratures suivantes :
∀ v, w ∈ Xh ×Xh
E(v, w) = (v, w) − (v, w)h =
2∑
k=1
∑
K∈Th
EK(vkwk) =
∑
K∈Th
EK(v.w) (13.14)
Ea(v, w) = a(v, w) − ah(v, w)
= EA(v, w) + EB(v, w)
(13.15)
ou` les quantite´s EA(., .) et EB(., .) sont exprime´es a` l’aide des relations (13.9) - (13.11) de
la fac¸on suivante :
EA(v, w) = A(v, w)− Ah(v, w)
=
2∑
k=1
∑
K∈Th
EK
[
n∑
i,j=1
aij∂ivk∂jwk + a1vkwk
]
EB(v, w) = B(v, w)−Bh(v, w)
=
∑
K∈Th
EK
[
n∑
i=1
bi
[
(∂iv1)w2 − (∂iv2)w1 + (∂iw1)v2 − (∂iw2)v1
] ]
The´ore`me 13.5.1.
On suppose que la pre´cision de quadrature est 2k − 1, alors l’erreur totale E(., .) d’ap-
proximation du produit scalaire (., .) ve´rifie :
|E(v, w)| ≤ Ch2. |v|1,Ω . |w|1,Ω , ∀ v, w ∈ Xh ×Xh (13.16)
Pour montrer ce re´sultat, il suffit d’appliquer l’ine´galite´ (13.1) du Lemme 13.2.1 avec
s = t = k − 1 et proce´der exactement de la meˆme manie`re que la preuve du Lemme 5.1
de [2].
The´ore`me 13.5.2.
Si la pre´cision de la quadrature est 2k−1 et si les coefficients aij, 1 ≤ i, j ≤ n, Aj, 1 ≤
j ≤ n et a1 sont des fonctions de Wαk,∞(Ω) , α = 1, 2 alors on a :
|Ea(v, w)| ≤ Chα ||v||1,Ω ||w||1,Ω , ∀ v, w ∈ Xh ×Xh (13.17)
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Quand α = 1, on utilise (13.2) avec r = k. Et quand α = 2, on fait appelle a` (13.3).
The´ore`me 13.5.3.
Si la pre´cision de la quadrature est 2k+ 1 et si les coefficients aij, 1 ≤ i, j ≤ n, Aj, 1 ≤
j ≤ n et a1 sont des fonctions de Wk,∞(Ω). alors l’erreur totale Ea(., .) d’approximation
de la forme biline´aire a (., .) sur Xh ×Xh ve´rifie :
|Ea(v, w)| ≤ Ch.||v||1,Ω.||w||1,Ω , ∀ v, w ∈ Xh ×Xh (13.18)
Si en plus les coefficients aij, 1 ≤ i, j ≤ n, Aj, 1 ≤ j ≤ n et a1 sont des fonctions de
Wk+1,∞(Ω), on a :
|Ea(v, w)| ≤ Ch2 ||v||1,Ω ||w||1,Ω , ∀ v, w ∈ Xh ×Xh (13.19)
La preuve de l’ine´galite´ (13.18) s’obtient facilement en combinant (13.4) avec r = k−2+s
et (13.5) avec s = 0. Et en utilisant la relation (13.4) avec r = k−1+s, on obtient (13.19).
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Chapitre 14
E´tude du proble`me variationnel
approche´ avec inte´gration nume´rique
14.1 Proble`me variationnel approche´
Pour calculer nume´riquement les paires propres du proble`me variationnel continu de
valeurs propres, on conside´re le proble`me approche´ avec quadrature nume´rique suivant :{
Trouver un re´el λ˜h et une fonction non nulle u˜h de Xh ×Xh :
ah(u˜h, vh) = λ˜h(u˜h, vh) ∀vh ∈ Xh ×Xh
(14.1)
La forme biline´aire discre`te ah (., .) e´tant syme´trique, uniforme´ment borne´e et fortement
coercive (cf Propsition 13.4.1) et vue les propriete´s du produit scalaire discret (., .)h
(cf Propsition 13.3.1), alors le proble`me variationnel approche´ (14.1) posse`de des paires
propres approche´es, note´es
(
λ˜h,l, u˜h,l
)
avec 1 ≤ l ≤ Nh ou` Nh est la dimension de l’espace
Xh ×Xh.
14.2 Convergence et estimation des erreurs pour les
paires propres
Les e´valuations d’erreurs pour les paires propres approche´es avec quadrature nume´rique
dans le cas ou` les fonctions propres sont vectorielles, sont semblables a` celles obtenues dans
le cas ou les fonctions propres sont re´elles. Les de´marches sont strictement identiques.
Pour plus de detail, voir les travaux de M. Vanmaele [62], [68].
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14.2.1 Estimation des erreurs pour les valeurs propres
Soit λl une valeur propre exacte du proble`me variationnel continu de multiplicite´
(L+ 1) :
λl−1 < λl = λl+1 · · ·λL+l < λL+l+1
Et soit ul , ul+1 , · · · , uL+l les fonctions propres exactes associe´es a` λl, choisies orthonor-
males dans L2(Ω)× L2(Ω).
On note (λ˜h,l+p, u˜h,l+p), 0 ≤ p ≤ L, les paires propres approche´es correspondantes sup-
pose´es orthonormales relativement au produit scalaire approche´ (., .)h.
The´ore`me 14.2.1.
Si la pre´cision de la quadrature est au moins 2k − 1 et si les coefficients aij, 1 ≤ i, j ≤
n, Aj, 1 ≤ j ≤ n et a1 sont des fonctions de Wk,∞(Ω), on a :
lim
h→0
|λ˜h,l+p − λl| = 0 0 ≤ p ≤ L (14.2)
The´ore`me 14.2.2.
Si la pre´cision de la quadrature est 2k− 1 et si les coefficients aij, 1 ≤ i, j ≤ n, Aj, 1 ≤
j ≤ n et a1 sont des fonctions de W2k,∞(Ω), on a :
|λ˜h,l+p − λl| ≤ Ch2 0 ≤ p ≤ L (14.3)
14.3 Estimation des erreurs pour les paires propres
Dans l’analyse des estimations d’erreurs et de la convergence des fonctions propres
approche´es, on distingue le cas d’une valeur propre exacte simple et d’une valeur propre
exacte multiple.
14.3.1 Cas d’une valeur propre simple
Soit λl une valeur propre exacte simple du proble`me variationnel continu et soit ul
une fonction propre exacte associe´e a` λl, norme´e dans L
2(Ω)× L2(Ω).
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On note (λ˜h,l, u˜h,l), la paire propre approche´e correspondante suppose´e norme´e relative-
ment au produit scalaire approche´ (., .)h.
The´ore`me 14.3.1.
Si la pre´cision de la quadrature est 2k − 1, si les coefficients aij, 1 ≤ i, j ≤ n, Aj, 1 ≤
j ≤ n et a1 sont des fonctions de W2k,∞(Ω), et si en plus la fonction propre exacte ul
appartient a` Hk+1(Ω)× Hk+1(Ω) alors pour k ≥ 2, on a :
|u˜h,l − ul|0,Ω ≤ Chk−1 (14.4)
The´ore`me 14.3.2.
Si la pre´cision de la quadrature est au moins 2k − 1, si les coefficients aij, 1 ≤ i, j ≤
n, Aj, 1 ≤ j ≤ n et a1 sont des fonctions de W2k,∞(Ω), et si en plus la fonction propre
exacte ul appartient a` H
k+1(Ω)× Hk+1(Ω) alors pour k ≥ 2, on a :
|λ˜h,l − λl| ≤ Ch2k−1 (14.5)
||u˜h,l − ul||1,Ω ≤ Chk−1 (14.6)
14.3.2 Cas d’une valeur propre multiple
Soit λl une valeur propre exacte du proble`me variationnel continu de multiplicite´
(L+ 1) avec L ≥ 1 :
λl−1 < λl = λl+1 · · ·λL+l < λL+l+1
Soit ul , ul+1 , · · · , uL+l les fonctions propres exactes associe´es a` λl, choisies orthonor-
males dans L2(Ω)× L2(Ω).
On note (λ˜h,l+p, u˜h,l+p), 0 ≤ p ≤ L, les paires propres approche´es correspondantes sup-
pose´es orthonormales relativement au produit scalaire approche´ (., .)h.
Avec les meˆmes hypothe`ses pour les coefficients de la forme biline´aire et avec les meˆmes
conditions de re´gularite´ pour les fonctions propres associe´es a` la valeur propre exacte
multiple, on e´tablit des estimations semblables a` (6.5)− (6.8) pour :
Uh,l+p − u˜h,l+p , 0 ≤ p ≤ L
λh,l − λ˜h,l+p , 0 ≤ p ≤ L
Uh,l+p sont des fonctions propres exactes correspondant a` λl et orthonormales dans L
2(Ω)×
L2(Ω).
En effet, un raisonnement analogue a` celui de´crit dans [71] permet d’e´tablir les re´sultats
qui suivent :
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The´ore`me 14.3.3.
Si la pre´cision de la quadrature est 2k − 1, si les coefficients aij, 1 ≤ i, j ≤ n, Aj, 1 ≤
j ≤ n et a1 sont des fonctions de W2k,∞(Ω), et si en plus les fonctions propres exactes
ul , ul+1 , · · · , uL+l appartiennent a` Hk+1(Ω) × Hk+1(Ω) alors pour k ≥ 2, il existe
Ul , Ul+1 , · · · , UL+l des fonctions propres fixe´es exactes associe´es a` la valeur propre
λl et orthonormales dans H
1(Ω) × H1(Ω) et une suite (hj) tendant vers 0 et un nombre
m , 0 ≤ m ≤ k − 1 , tels que :∣∣Ul+p − u˜hj ,l+p∣∣0,Ω ≤ Chmj 0 ≤ p ≤ L (14.7)
The´ore`me 14.3.4.
Si la pre´cision de la quadrature est 2k − 1, si les coefficients aij, 1 ≤ i, j ≤ n, Aj, 1 ≤
j ≤ n et a1 sont des fonctions de W2k,∞(Ω), et si en plus les fonctions propres exactes
ul , ul+1 , · · · , uL+l appartiennent a` Hk+1(Ω) × Hk+1(Ω) alors pour k ≥ 2, il existe
Ul , Ul+1 , · · · , UL+l des fonctions propres fixe´es exactes associe´es a` la valeur propre
λl et orthonormales dans H
1(Ω) × H1(Ω) et une suite (hj) tendant vers 0 et un nombre
m , 0 ≤ m ≤ k − 1 , tels que :
|λ˜h,l+p − λl| ≤ Ch2k−1 0 ≤ p ≤ L (14.8)
||Ul+p − u˜hj ,l+p||1,Ω ≤ Chmj 0 ≤ p ≤ L (14.9)
14.3.3 Remarque : ame´lioration de l’ordre de convergence
Si la condition de Neumann (ou de Dirichlet) est impose´e sur toute la frontie`re Γ = ∂Ω
et si en plus cette dernie`re est suffisamment re´gulie`re, alors les estimations d’erreur pour
les paires propres peuvent eˆtre ameliore´es (un ordre en plus pour les valeurs propres et
deux ordres en plus pour les fonctions propres) et devenir presque optimales en compa-
raison avec la me´thode des e´le´ments finis standard (cf [53]) ou` le cas k = 1 est autorise´.
Quatrie`me partie
Modelisation nume´rique
Chapitre 15
Applications nume´riques
15.1 Utilisation et programmation du code de calcul
Melina
15.1.1 Description succincte du code de calcul Melina
Le code MELINA 1 est une bibliothe`que de proce´dures pour la re´solution de proble`mes
aux limites, gouverne´s par des e´quations aux de´rive´es partielles, par la me´thode des
e´le´ments finis en dimension 2 ou 3. Il a e´te´ de´veloppe´ par O.DEBAYSER(de 1989 a` 1996)
et D.MARTIN 2 (depuis 1989). C’est essentiellement un code de recherche qui fournit
un ensemble d’outils aise´ment manipulables pour le traitement nume´rique de proble`mes
nouveaux ou la mise au point de nouveaux algorithmes.
Le traitement nume´rique d’une application repose principalement sur la description
de sa formulation variationnelle. Les donne´es et le programme principal sont, en ge´ne´ral,
une transcription simple de la formulation variationnelle du proble`me et de l’algorithme
conduisant a` sa re´solution.
La re´solution d’un nouveau proble`me aux limites ou la mise en oeuvre d’un nouvel
algorithme de re´solution peut eˆtre imple´mente´e a` l’aide du seul programme principal et
de quelques proce´dures spe´cifiques.
Pour le proble`me e´tudie´, on va utiliser des proce´dures de la librairie VALPRO de ME-
LINA pour le calcul de valeurs et de vecteurs propres :
– VPINIT proce´dure de haut niveau d’initialisation des vecteurs ale´atoires pour le
calcul de valeurs propres.
1http : //www.maths.univ − rennes1.fr/ ∼ dmartin/melina/www/code html
2I.R.M.A.R Universite´ de RENNES I, UMR 853 du C.N.R.E.S. Daniel.Martin@univ-rennes1.fr
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– VPMISE proce´dure de haut niveau de calculs des valeurs et vecteurs propres par la
me´thode d’ite´rations de sous-espaces.
– ITEINV proce´dure de haut niveau pour de´terminer la plus petite valeur propre et
le vecteur propre normalise´ par la me´thode d’ite´ration inverse.
Pour le maillage du domaine sur lequel on veut e´tudier le proble`me, on a utilise´
EMC2 un logiciel d’e´dition de maillages et de contours bidimensionnels [57]. Il permet
de ge´ne´rer des maillages pour la me´thode des e´le´ments finis en de´finissant la ge´ome´trie,
la discre´tisation des contours, les sous domaines et les nume´ros de re´fe´rences pour les
conditions aux limites. Ces maillages forme´s de triangles ou de quadrangles, sont de type
grille ou de type Delaunay-Vorno (les seuls sommets du maillage contenus dans le cercle
circonscrit a` un triangle sont les sommets du triangles).
Le logiciel EMC2 permet aussi de re´gulariser le maillage ou une de ses parties. Il est pos-
sible d’e´diter un maillage en le raffinant par endroit, en ajoutant, supprimant, de´plaant
des sommets et en lui appliquant des transformations affines(translation, syme´trie, rota-
tion, homothe´tie...).
Le traducteur mome permet de transformer le fichier maillage de type nopo (modulef)
en fichier directement exploitable par MELINA.
Pour les visualisations et les repre´sentations graphiques, on utilise la librairie PGPLOT
et le logiciel grame. Aussi, la M-file matme.m de MELINA permet des sorties graphiques
avec le logiciel MATLAB.
15.1.2 Exemples du laplacien avec des conditions Dirichlet-
Neumann
Soit Ω =]0, 1[ x ]0, 1[ un carre´ unite´.
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6
-
O
y
x
Γ1
Γ2
Γ3
Γ4 Ω
1
1
Exemple1
On conside´re le proble`me :
∆u = λu dans Ω
u = 0 sur Γ2
∂u
∂ν
= 0 sur Γ1 ∪ Γ3 ∪ Γ4
Les trois premie`res valeurs propres exactes de ce proble`me sont :
λ1 =
pi2
4 ' 2.4674 λ2 = 5pi
2
4 ' 12.3370 λ3 = 9pi
2
4 ' 22.2066.
Re´sultats nume´riques avec des EF P2
λ
62 triangles 248 triangles 566 triangles
λh |λh − λ| λh |λh − λ| λh |λh − λ|
λ1 2.46742 1.9 10
−5 2.46744 3.9 10−5 2.46743 2.9 10−5
λ2 12.33960 2.6 10
−3 12.33721 2.0 10−4 12.33723 2.2 10−4
λ3 22.22705 2.0 10
−2 22.20734 7.3 10−4 22.20699 3.8 10−4
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Exemple2
On conside´re le proble`me :
∆u = λu dans Ω
u = 0 sur Γ1 ∪ Γ2 ∪ Γ3
∂u
∂ν
= 0 sur Γ4
Les valeurs propres exactes de ce proble`me sont de la forme µk,l = pi
2
[
k2 +
(2l + 1)2
4
]
λ1 = µ1,0 =
5pi2
4 ' 12.33701 λ2 = µ1,1 = 13pi
2
4 ' 32.07612 λ3 = µ2,0 = 17pi
2
4 '
41.94582.
Re´sultats nume´riques avec des EF P2
λ
62 triangles 248 triangles 566 triangles
λh |λh − λ| λh |λh − λ| λh |λh − λ|
λ1 12.33973 2.7 10
−3 12.33723 2.3 10−4 12.33724 2.4 10−4
λ2 32.12825 5.2 10
−2 32.07931 3.1 10−3 32.07699 7.7 10−4
λ3 42.03110 8.5 10
−2 41.95304 7.2 10−3 41.94716 1.3 10−3
Exemple3
On conside´re le proble`me de valeurs propres suivant :
− ∂
∂x
(
exln4∂u
∂x
)− ∂2u
∂2y
= λu dans Ω
u = 0 sur Γ2 ∪ Γ4
∂u
∂ν
= 0 sur Γ1 ∪ Γ3
Les valeurs propres exactes de ce proble`me sont de la forme µm,n =
(
npi
)2
+
(
ξmln4
)2
, ou`
ξm est le m
eme ze´ro de J1(ξ)Y1(2ξ)− J1(2ξ)Y1(ξ) avec J1 et Y1 les fonctions standards de
Bessel (voir [66])
λ1 ' 19.63729 λ2 ' 29.50690 λ3 ' 59.11571 λ4 ' 76.57605.
Re´sultats nume´riques avec des EF P2
λ
62 triangles 248 triangles 566 triangles
λh |λh − λ| λh |λh − λ| λh |λh − λ|
λ1 19.64177 4.5 10
−3 19.63763 3.4 10−4 19.63772 4.3 10−4
λ2 29.53061 2.4 10
−2 29.50841 1.5 10−3 29.50746 5.6 10−4
λ3 59.31182 2.0 10
−1 59.13140 1.6 10−2 59.11880 3.1 10−3
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15.2 Ope´rateur de Schro¨dinger avec champ magne´tique
constant
On considere l’ope´rateur P de´fini sur un domaine re´gulier Ω ⊂ R2 par :
P =
(
Dx1 −
Bx2
2
)2
+
(
Dx2 +
Bx1
2
)2
C’est l’ ope´rateur de Schro¨dinger avec champ magne´tique constant issu de la the´orie
phe´nome´nologique de Ginzburg-Landau et concernant les transitions de phase d’un su-
praconducteur. C’est aussi un cas particulier de l’ope´rateur de´fini par la relation (9.1)
avec aij = δij, A1 =
Bx2
2 , A2 = −
Bx1
2 et a0 = 0.
Dans la suite on va s’interresser a` la de´termination nume´rique du bas spectre de la
re´alisation de Neumann de l’ ope´rateur de Schro¨dinger avec champ magne´tique constant
en utilisant une me´thode d’e´le´ments finis avec quadrature. Pour la programmation 3des
calculs nume´riques, on fait appel a` la librairie VALPRO de MELINA.
Enfin, on rappelle quelques proprie´te´s e´le´mentaires de stabilite´ du spectre de l’ ope´rateur
de Schro¨dinger (voir [14]).
• Invariance par changement de jauge :
Pour tout φ ∈ H2(Ω), le spectre est inchange´ si on remplace le champ de vecteur
A = (A1, A2) par A+5φ
• Effet d’une translation :
La re´alisation de Neumann de l’ ope´rateur de Schro¨dinger avec champ magne´tique
constant, sur un domaine Ω est unitairement e´quivalente a` celle obtenue sur le
domaine Ωt de´duit de Ω par translation de vecteur t.
• Effet d’une rotation :
Le bas du spectre de la re´alisation de Neumann de l’ ope´rateur de Schro¨dinger avec
champ magne´tique constant, sur un domaine Ω reste inchange´ si nous effectuons
une rotation sur le domaine Ω.
15.3 Ve´rification de l’effet d’une translation
15.3.1 Maillages uniformes d’un secteur angulaire
Soit Ω un secteur angulaire. On note S1 (cf figure 15.1 ) un maillage re´gulier de Ω, S2
le transforme´ de S1 par la translation de vecteur (1,0) et S3 l’image de S2 par la meˆme
3http : //www.maths.univ − rennes1.fr/ ∼ dmartin/melina/www/code html/valpro/index.html
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translation.
Fig. 15.1 – Maillage re´gulier du secteur angulaire.
SECTEURS TRANSLATES
Maillage re´gulier a` 2816 triangles
Formule de quadrature d’ordre 2k − 1 pour Pk
B en Tesla
Ele´ments finis P2 Ele´ments finis P3
S1 S2 S3 S1 S2 S3
10 T 3.937 3.937 3.943 3.939 3.939 3.939
25 T 9.876 9.871 10.196 9.868 9.868 9.870
50 T 20.346 19.759 28.773 19.741 19.735 19.870
100 T 61.573 39.627 248.670 40.695 39.470 53.277
Fig. 15.2 – E´nergie (plus petite valeur propre) associe´e a` des maillages translate´s pour
des champs magne´tiques variant de 10 a` 100 T.
On voit que pour un champs magne´tique peu eleve´, les re´sultats nume´riques (cf FIG.
15.2) obtenues seulement avec des e´le´ments finis de type P2 confirment la stabilite´ du
spectre par translation, alors que pour un champ magne´tique eleve´, ici supe´rieur a` 50
Tesla, les valeurs propres et les modules des vecteurs propres des maillages S1, S2 et S3
sont tre´s diffe´rents avec des e´le´ments finis de type P2, et l’utilisation des e´le´ments finis de
type P3 ne gomme pas tout a` fait ces irre´gularite´s. Cette incoherence des re´sultats pour
des maillages uniformement re´guliers a e´te´ souligne´e dans [14]. En effet, une translation
de vecteur t engendre des oscillations de la forme B2 x ∧ t, et un maillage uniforme (trop
grossier) ne permet pas toujours de capter toutes les oscillations.
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Fig. 15.3 – Modules des e´tats fondamentaux associes a` des maillages uniformes translate´s
pour un champ magne´tique B=100 T et en utilisant des e´le´ments finis P2
Fig. 15.4 – Modules des e´tats fondamentaux associes a` des maillages uniformes translate´s
pour un champ magne´tique B=100 T et en utilisant des e´le´ments finis P3
15.3.2 Maillages raffine´s d’un secteur angulaire
D’apre´s les re´sultats de Helffer-Morame ([38], [39]) et V. Bonnaillie([13], [14]), l’e´tat
propre (la concentration des e´lectrons supraconducteurs) est localise´ au voisinage des
points du domaine dont la courbure est maximale et il de´croit de manie`re exponentielle
ailleur.
Par suite, il parait donc naturel de conside´rer des maillages avec raffinement localise´
au voisinages du sommet (le point de courbure maximale) du secteur angulaire.
Ainsi, la combinaison des e´le´ments finis P3 avec des maillages raffine´s localement au
voisinage des points de courbure maximale permet d’obtenir des re´sultats convenables
(voir 15.6).
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Fig. 15.5 – Maillage raffine´ au voisinage du sommet du secteur angulaire.
SECTEURS TRANSLATES
Maillage raffine´ a` 2857 triangles
Formule de quadrature d’ordre 2k − 1 pour Pk
B en Tesla
Ele´ments finis P2 Ele´ments finis P3
S1 S2 S3 S1 S2 S3
25 T 9.881 9.895 9.979 9.931 9.936 9.930
50 T 19.750 19.756 19.998 19.775 19.781 19.783
100 T 40.020 39.485 44.527 39.492 39.494 39.523
150 T 65.220 59.219 98.745 59.254 59.220 59.2571
Fig. 15.6 – E´nergie associe´e a` des maillages raffine´s localement
Fig. 15.7 – Modules des e´tats fondamentaux associes a` des maillages raffine´s translate´s
pour un champ magne´tique B=25 T et en utilisant des e´le´ments finis P3
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Fig. 15.8 – Modules des e´tats fondamentaux associes a` des maillages raffine´s translate´s
pour un champ magne´tique B=50 T et en utilisant des e´le´ments finis P3
Fig. 15.9 – Modules des e´tats fondamentaux associes a` des maillages raffine´s translate´s
pour un champ magne´tique B=100 T et en utilisant des e´le´ments finis P3
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15.4 Re´alisation de Neumann sur R× R+
15.4.1 Approximation de R× R+ par un carre´
CDCD
CD : Condition de Dirichlet
CN : Condition de Neumann
Fig. 15.10 – Modules des e´tats fondamentaux
Carre´ de coˆte´ C=25
Condition de Neumann sur la base (cote´ contenant O)
Conditions de Dirichlet sur les autres cote´s
Maillage B P3
Nombre de triangles Champ magne´tique Ele´ments finis de degre´ 3
2059 1 T 0.606
10 T 6.040
50 T 31.325
3401 1 T 0.607
10 T 5.992
50 T 30.585
Fig. 15.11 – E´nergie associe´e a` des maillages raffine´s localement
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15.4.2 Approximation de R× R+ par un dem-disque
CD : condition de Dirichlet
CN : condition de Neumann
Fig. 15.12 – Modules des e´tats fondamentaux
Demi-Disque de centre O et de rayon R=25
Maillage raffine´s au voisinage de l’origine O
Condition de Neumann sur le diame`tre de base
Conditions de Dirichlet sur le demi-cercle
Maillage B P3
Nombre de triangles Champ magne´tique Ele´ments finis de degre´ 3
1641 1 T 0.608
10 T 6.079
50 T 31.585
2307 1 T 0.607
10 T 6.032
50 T 30.985
Fig. 15.13 – E´nergie associe´e a` des maillages raffine´s localement
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15.5 Re´alisation de Neumann sur diffe´rents domaines
15.5.1 Triangle e´quilate´ral
Fig. 15.14 – Modules des e´tats fondamentaux d’un triangle e´quilate´ral pour diffe´rents
champs magne´tiques
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15.5.2 Carre´
Fig. 15.15 – Modules des e´tats fondamentaux d’un carre´ pour diffe´rents champs
magne´tiques
164 Applications nume´riques
15.5.3 Disque
Fig. 15.16 – Modules des e´tats fondamentaux d’un disque pour diffe´rents champs
magne´tiques
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15.5.4 Ellipse
Fig. 15.17 – Modules des e´tats fondamentaux d’une ellipse pour diffe´rents champs
magne´tiques
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15.5.5 Pentagone re´gulier
Fig. 15.18 – Modules des e´tats fondamentaux d’un pentagone pour diffe´rents champs
magne´tiques
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15.5.6 Hexagone re´gulier
Fig. 15.19 – Modules des e´tats fondamentaux d’un hexagone pour diffe´rents champs
magne´tiques
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15.5.7 Octogone re´gulier
Fig. 15.20 – Modules des e´tats fondamentaux d’un octogone pour diffe´rents champs
magne´tiques
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Re´sume´
Cette the`se comporte quatre parties. Les deux premie`res parties concernent le calcul
de la premie`re valeur propre de familles d’ope´rateurs de Neumann en utilisant d’abord
une me´thode base´e sur les diffe´rences finies, puis une approximation par une me´thode
d’e´le´ments finis sans quadrature nume´rique. Pour le calcul nume´rique de la plus petite
valeur propre, la me´thode de la puissance inverse a e´te´ implemente´e avec factorisation LU
de la matrice conside´re´e pour la re´solution des syste`mes line´aires utilise´s.
La troisie`me partie porte sur un proble`me de valeurs propres faisant intervenir un
ope´rateur de Schro¨dinger avec champ magne´tique constant issu de la the´orie de Ginzburg-
Landau et concernant la supraconductivite´ de certains mate´riaux. Pour la re´solution
nume´rique, une me´thode base´e sur les e´le´ments finis avec inte´gration nume´rique est uti-
lise´e. Dans cette partie, une e´valuation de la partie basse du spectre de la re´alisation de
Neumann d est obtenue. En fait, seule la plus petite valeur propre est importante pour le
proble`me physique. Ensuite, l’existence des solutions du proble`me variationnel spectral a
e´te´ e´tablie. Pour le calcul des paires propres, une me´thode base´e sur les e´le´ments finis a
e´te´ utilise´e. L’e´tude de la convergence et l’estimation des erreurs pour les paires propres
approche´es avec quadrature nume´rique dans le cas ou` les fonctions propres sont vecto-
rielles, sont semblables a` celles obtenues dans le cas ou` les fonctions propres sont re´elles.
Dans l’e´tude de ces estimations, la distinction est faite entre le cas d’une valeur propre
exacte simple et le cas d’une valeur propre exacte multiple.
La quatrie`me partie porte sur la mise en oeuvre de la re´solution nume´rique du proble`me
pre´ce´dent.
Mots cle´s : Ope´rateur de Schro¨dinger avec champ magne´tique constant, diffe´rences
finies, formulation variationnelle vectorielle, e´le´ments finis, quadrature nume´rique, esti-
mation des erreurs, raffinement de maillage.
Abstract :
The first and second parts are about the computation of the first eigenvalue of families
of Neumann operators, with finite elements. The third part concerns an eigenvalue problem
for Schro¨dinger operator with constant magnetic field coming from the Ginzburg-Landau
theory on supraconductivity. The numerical computation is based on finite element me-
thod with numerical quadrature. The existence of solutions for the variational formulation
is studied. The fourth part is about the numerical resolution of the previous problem for
several domains with different geometries. They are in agreement with the theory.
Keywords : Schro¨dinger operator with constant magnetic field, finite differences,
weak vectoriel formulation, finite elements, numerical quadrature, error estimates, mesh
refinement.
