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QUASI-PARABOLIC COMPOSITION OPERATORS ON
WEIGHTED BERGMAN SPACES
UG˘UR GU¨L
Abstract. In this work we study the essential spectra of composition opera-
tors on weighted Bergman spaces of analytic functions which might be termed
as “quasi-parabolic.” This is the class of composition operators on A2
α
with
symbols whose conjugate with the Cayley transform on the upper half-plane
are of the form ϕ(z) = z + ψ(z), where ψ ∈ H∞(H) and ℑ(ψ(z)) > ǫ > 0.
We especially examine the case where ψ is discontinuous at infinity. A new
method is devised to show that this type of composition operators fall in a C*-
algebra of Toeplitz operators and Fourier multipliers. This method enables us
to provide new examples of essentially normal composition operators and to
calculate their essential spectra.
1. introduction
This paper is a continuation of our work [6] on quasi-parabolic composition
operators on the Hardy space H2. In this work we investigate the same class of
operators on weighted Bergman spaces A2α(D).
Quasi-parabolic composition operators is a generalization of the composition
operators induced by parabolic linear fractional non-automorphisms of the unit
disc that fix a point ξ on the boundary. These linear fractional transformations for
ξ = 1 take the form
ϕa(z) =
2iz + a(1− z)
2i+ a(1− z)
with ℑ(a) > 0. Quasi-parabolic composition operators on H2(D) are composition
operators induced by the symbols where ‘a’ is replaced by a bounded analytic
function ‘ψ’ for which ℑ(ψ(z)) > δ > 0 ∀z ∈ D. We recall that the local essential
range Rξ(ψ∗) of ψ ∈ H∞(D) at ξ ∈ T is defined to be the set of points ζ ∈ C
for which the set {z ∈ T :| ψ∗(z) − ζ |< ε} ∩ Sξ,r has positive Lebesgue measure
∀ε > 0 and ∀r > 0 where Sξ,r = {z ∈ T :| z − ξ |< r} and ψ∗ ∈ L∞(T) is the
boundary value function of ψ. In [6] we showed that if ψ ∈ QC(T) ∩H∞(D) then
these composition operators are essentially normal and their essential spectra are
given as
σe(Cϕ) = {e
izt : t ∈ [0,∞], z ∈ R1(ψ
∗)} ∪ {0}
where R1(ψ∗) is the local essential range of ψ at 1.
In the weighted Bergman space setting QC is replaced by VMO∂ . The class of
“Vanishing Mean Oscillation near the Boundary” functions is defined as the set of
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functions f ∈ L1(D, dA) satisfying
lim
|z|→1−
1
| Qz |
∫
Qz
| f(w)−
1
| Qz |
∫
Qz
f(u)dA(u) | dA(w) = 0
where Qz = {w ∈ D :| w |≥| z |, | argw − arg z |≤ 1− | z |} and | Qz |= (1+ | z |
)(1− | z |)2 is the dA measure of Qz. We have the following very similar result in
the weighted Bergman space setting:
Main Theorem 1. Let ϕ : D→ D be an analytic self-map of D such that
ϕ(z) =
2iz + η(z)(1 − z)
2i+ η(z)(1 − z)
where η ∈ H∞(D) with ℑ(η(z)) > ǫ > 0 for all z ∈ D. If η ∈ VMO∂(D) ∩ H
∞
then we have
• (i) Cϕ : A2α(D)→ A
2
α(D) is essentially normal
• (ii) σe(Cϕ) = {eizt : t ∈ [0,∞], z ∈ R1(η∗)} ∪ {0}
where R1(η∗) is the local essential range of η∗ ∈ L∞(T) at 1 and η∗ is the bound-
ary limit value function of η.
In the upper half-plane for ψ ∈ VMO∂∩H∞(H) the local essential rangeR∞(ψ)
of ψ at ∞ is defined to be the set of points z ∈ C so that, for all ε > 0 and n > 0,
we have
λ((ψ∗)−1(B(z, ε)) ∩ (R− [−n, n])) > 0,
where λ is the Lebesgue measure on R and ψ∗ is the boundary value function of ψ.
We have the following result for the upper half-plane case:
Main Theorem 2. Let ψ ∈ VMO∂(H) ∩H∞(H) such that ℑ(ψ(z)) > ǫ > 0 for
all z ∈ H then for ϕ(z) = z + ψ(z) and α > −1 we have
• (i) Cϕ : A2α(H)→ A
2
α(H) is essentially normal
• (ii) σe(Cϕ) = {eizt : t ∈ [0,∞], z ∈ R∞(ψ∗)} ∪ {0}
where R∞(ψ∗) is the local essential range of ψ∗ ∈ L∞(R) at ∞ and ψ∗ is the
boundary limit value ψ.
2. Notation and Preliminaries
In this section we fix the notation that we will use throughout and recall some
preliminary facts that will be used in the sequel.
Let S be a compact Hausdorff topological space. The space of all complex valued
continuous functions on S will be denoted by C(S). For any f ∈ C(S), ‖ f ‖∞ will
denote the sup-norm of f , i.e.
‖ f ‖∞= sup{| f(s) |: s ∈ S}.
For a Banach space X , K(X) will denote the space of all compact operators on X
and B(X) will denote the space of all bounded linear operators on X . The open
unit disc will be denoted by D, the open upper half-plane will be denoted by H, the
real line will be denoted by R and the complex plane will be denoted by C. The
one point compactification of R will be denoted by R˙ which is homeomorphic to T.
For any z ∈ C, ℜ(z) will denote the real part, and ℑ(z) will denote the imaginary
part of z, respectively. For any subset S ⊂ B(H), where H is a Hilbert space, the
3C*-algebra generated by S will be denoted by C∗(S). The Cayley transform C will
be defined by
C(z) =
z − i
z + i
.
For any a ∈ L∞(H) (or a ∈ L∞(D)), Ma will be the multiplication operator on
L2(H) (or L2(D)) defined as
Ma(f)(x) = a(x)f(x).
For convenience, we remind the reader of the rudiments of Gelfand theory of com-
mutative Banach algebras and Toeplitz operators.
Let A be a commutative Banach algebra. Then its maximal ideal space M(A)
is defined as
M(A) = {x ∈ A∗ : x(ab) = x(a)x(b) ∀a, b ∈ A}
where A∗ is the dual space of A. If A has identity then M(A) is a compact
Hausdorff topological space with the weak* topology. The Gelfand transform
Γ : A→ C(M(A)) is defined as
Γ(a)(x) = x(a).
IfA is a commutative C*-algebra with identity, then Γ is an isometric *-isomorphism
between A and C(M(A)). If A is a C*-algebra and I is a two-sided closed ideal of
A, then the quotient algebra A/I is also a C*-algebra (see [1] and [11]). For a ∈ A
the spectrum σA(a) of a on A is defined as
σA(a) = {λ ∈ C : λe− a is not invertible in A},
where e is the identity of A. We will use the spectral permanency property of
C*-algebras (see [11], pp. 283); i.e. if A is a C*-algebra with identity and B is a
closed *-subalgebra of A, then for any b ∈ B we have
σB(b) = σA(b). (1)
To compute essential spectra we employ the following important fact (see [11], pp.
268): If A is a commutative Banach algebra with identity then for any a ∈ A we
have
σA(a) = {Γ(a)(x) = x(a) : x ∈M(A)}. (2)
In general (for A not necessarily commutative), we have
σA(a) ⊇ {x(a) : x ∈M(A)}. (3)
For a Banach algebra A, we denote by com(A) the closed ideal in A generated
by the commutators {a1a2 − a2a1 : a1, a2 ∈ A}. It is an algebraic fact that the
quotient algebra A/com(A) is a commutative Banach algebra. The reader can find
detailed information about Banach and C*-algebras in [11] related to what we have
reviewed so far.
The essential spectrum σe(T ) of an operator T acting on a Banach space X is
the spectrum of the coset of T in the Calkin algebra B(X)/K(X), the algebra of
bounded linear operators modulo compact operators. The well known Atkinson’s
theorem identifies the essential spectrum of T as the set of all λ ∈ C for which
λI − T is not a Fredholm operator. The essential norm of T will be denoted by
‖ T ‖e which is defined as
‖ T ‖e= inf{‖ T +K ‖: K ∈ K(X)}
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The bracket [·] will denote the equivalence class modulo K(X). An operator T ∈
B(H) is called essentially normal if T ∗T −TT ∗ ∈ K(H) where H is a Hilbert space
and T ∗ denotes the Hilbert space adjoint of T .
For α > −1 the weighted Bergman space A2α(H) of the upper half-plane is defined
as
A2α(H) = {f : H→ C : f is analytic and
∫
H
| f(x+ iy) |2 yαdxdy <∞}
The weighted Bergman spaces A2α are reproducing kernel Hilbert spaces with kernel
functions
kw(z) =
1
(w¯ − z)α+2
(see [5]).For H2(D), the Hardy space of the unit disc it is quite an obvious fact that
if f ∈ L2(T), f(z) =
∑∞
−∞ fˆ(n)z
n then
f ∈ H2 ⇔ fˆ(n) = 0 ∀n < 0
i.e. f ∈ H2 if and only if its negative Fourier coefficients are zero.
A similar fact arises for H2(H) as the Paley-Wiener theorem:
Paley-Wiener Theorem. T.F.A.E
a. F ∈ H2(H)
b. ∃f ∈ L2(R+) s.t. F (z) =
∫∞
0
f(t)e2piitzdt z ∈ H
Moreover the correspondence F → f is an isometric isomorphism of H2(H) onto
L2(R+). For weighted Bergman spaces A2α(H) the Paley Wiener theorem as proved
by P. Duren, E. Gallardo-Gutierrez and A. Montes-Rodriguez(see [4]) takes the
following form:
Paley-Wiener Theorem for Weighted Bergman Spaces. T.F.A.E
(a). F ∈ A2α(H)
(b). ∃f ∈ L2α+1(R
+) s.t. F (z) =
∫∞
0 f(t)e
2piitzdt z ∈ H
where
L2β(R
+) = {f : R+ → C :
∫ ∞
0
| f(t) |2 t−βdt <∞}
The weighted space L2β(R
+) is equipped with the norm
(‖ f ‖L2
β
)2 =
Γ(β)
2β
∫ ∞
0
| f(t) |2 t−βdt
The correspondence F → f is again an isometric isomorphism of A2α(H) onto
L2β(R
+). It is easily seen that this correspondence is the well-known Fourier trans-
form.
Since the map F−1 : L2α+1(R
+)→ A2α(H),
F−1(f)(z) =
∫ ∞
0
f(t)e2piitzdt
is an isometric isomorphism of Hilbert spaces, it is unitary and hence we have
〈F−1(f), g〉A2α(H) =
∫
H
F−1(f)(z)g(z)dAα(z) =
∫
H
(
∫ ∞
0
f(t)e2piitzdt)g(z)dAα(z) =
〈f,F(g)〉L2α+1(R+).
5Using Fubini-Tonelli theorem we have∫
H
(
∫ ∞
0
f(t)e2piitzdt)g(z)dAα(z) =
∫ ∞
0
f(t)(
∫
H
t1+αe2piitzg(z)dAα(z))
dt
t1+α
= 〈f,F(g)〉L2α+1(R+) =
Γ(α+ 1)
2α+1
∫ ∞
0
f(t)F(g)(t)
dt
t1+α
Hence we have the representation of F : A2α(H)→ L
2
α+1(R
+) as follows:
F(g)(t) =
2α+1t1+α
Γ(α+ 1)
∫
H
e−2piitz¯g(z)dAα(z)
By the help of this fact one can distinguish a class of C* algebras of operators
acting on A2α(H). For X being a C* algebra of functions of R
+ s.t. X ⊆ L∞(R+)
the Fourier multiplier algebra on A2α associated to X is defined to be
F
A2α
X = {T : A
2
α → A
2
α : FTF
−1 =Mφ φ ∈ X}
where Mφf(x) = φ(x)f(x) is the multiplication operator by φ and F is the Fourier
transform. Throughout we will be concerned with the case X = C0([0,∞)) the
C* algebra of continuous functions vanishing at infinity. An example of a Fourier
multiplier is the translation by γ ∈ H i.e. T : A2α → A
2
α, Tf(z) = f(z + γ).
One easily sees that FTF−1 = Mφ where φ(t) = e2piiγt. For any φ ∈ C([0,∞])
Dφ : A
2
α(H)→ A
2
α(H) will denote the Fourier multiplier defined as
Dφ = F
−1MφF
For any f ∈ L∞(D), the Toeplitz operator Tf : A2α(D) → A
2
α(D) with symbol f
is defined as
Tf = PMf
where P : L2(D, dAα)→ A2α(D) is the orthogonal projection andMf : L
2(D, dAα)→
L2(D, dAα) is the multiplication operator. Similarly the Toeplitz operator Tf :
A2α(H)→ A
2
α(H) onA
2
α(H) is defined as Tf = PMf where P : L
2(H, dAα)→ A2α(H)
is the orthogonal projection, Mf : L
2(H, dAα) → L2(H, dAα) is the multiplication
operator and f ∈ L∞(H).
In [13] Zhu introduced the space of functions VMO∂(D) of “vanishing mean
oscillation near the boundary” which is defined as the set of functions f ∈ L1(D, dA)
satisfying
lim
|z|→1−
1
| Qz |
∫
Qz
| f(w)−
1
| Qz |
∫
Qz
f(u)dA(u) | dA(w) = 0
where Qz = {w ∈ D :| w |≥| z |, | argw − arg z |≤ 1− | z |} and | Qz |=
(1+ | z |)(1− | z |)2 is the dA measure of Qz. Zhu showed for the case α = 0
that for f ∈ L∞(D), the semi-commutator Tgf − TgTf ∈ K(A2) is compact on A2
∀g ∈ L∞(D) if and only if f ∈ VMO∂(D). Although Zhu proved this fact for α = 0,
his proofs work for the general weighted case i.e. for α 6= 0. Zhu also introduced
the space of functions ESV (D) of “eventually slowly varying” which is defined as
the set of functions f ∈ L∞(D) satisfying for any ε > 0 and κ ∈ (0, 1) there is
δ0 > 0 such that
| f(z)− f(w) |< ε
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whenever | z |, | w |∈ [1− δ, 1− κδ], δ < δ0 and | arg z − argw |≤ max(1− | z |, 1− |
w |). Zhu proved that
VMO∂(D) ∩H
∞(D) = ESV (D) ∩H∞(D).
We finish the Preliminaries section by exhibiting an isometric isomorphism be-
tween A2α(D)←→ A
2
α(H) where
A2α(D) = {f : D→ C : f is analytic and
∫
D
| f(z) |2 (1− | z |2)αdA(z) <∞}
and D is the unit disc. The map Φ : A2α(D)→ A
2
α(H),
Φ(f)(z) =
2α+1
(z + i)α+2
f
(
z − i
z + i
)
is an isometric isomorphism. It is of interest to us what the composition operators
become under intertwining with this isomorphism, i.e. for ϕ : D → D what is
ΦCϕΦ
−1?: We have the following answer to this question:
ΦCϕΦ
−1 = Mτ2Cϕ˜
where Mτ2f(z) = τ(z)
2f(z) is the multiplication operator, τ(z) = ϕ˜(z)+iz+i , ϕ˜ =
C−1 ◦ϕ◦C and C(z) = z−iz+i is the Cayley transform. This gives us the boundedness
of Cϕ : A
2
α(H)→ A
2
α(H) for ϕ(z) = pz+ψ(z) where p > 0, ψ ∈ H
∞ and the closure
of the image ψ(H) ⊂⊂ H is compact in H:
Let θ : D→ D be an analytic self-map of D such that θ˜ = C−1 ◦ θ ◦C = ϕ then
we have ΦCθΦ
−1 = Mτ2Cϕ where τ(z) =
ϕ(z)+i
z+i . If ϕ(z) = pz + ψ(z) with p > 0,
ψ ∈ H∞ and ℑ(ψ(z)) > δ > 0 then M 1
τ2
is a bounded operator. Since Cθ is always
bounded(see [2]), this implies that ΦCθΦ
−1 is also bounded and we conclude that
Cϕ is bounded on A
2
α(H)(see also [8]). We also observe that for any f ∈ L
∞(D) we
have
Φ ◦ Tf ◦ Φ
−1 = Tf◦C
3. Approximation Scheme for Composition Operators on Weighted
Bergman Spaces of the Upper Half-Plane
In this section we develop an approximation scheme for composition operators
induced by the maps of the form φ(z) = pz + ψ(z) where p > 0 and ψ ∈ H∞ such
that the closure of the image ψ(H) ⊂⊂ H is compact in H, by linear combinations
of Tψ and Fourier multipliers where Tψ is the Toeplitz operator with symbol ψ.
By the preceding section we know that these maps induce bounded composition
operators on A2α(H). In establishing this approximation scheme our main tools are
the integral representation formulas which come from the fact that these spaces are
reproducing kernel Hilbert spaces. We begin with a simple geometric lemma that
will be helpful in our task:
Lemma 1. Let K ⊂ H be a compact subset of H. Then ∃ β ∈ R+ such that
sup{| βi−zβ |: z ∈ K} < δ < 1 for some δ ∈ (0, 1)
Proof. See [6] 
We also need the following lemma which characterizes certain integral operators
as Fourier multipliers
7Lemma 2. Let α ∈ R s.t. α > −1 and β ∈ H. Then the operator Mn : A2α(H)→
A2α(H) defined as
(Mnf)(z) =
−1
π
∫
H
f(w)dAα(w)
(w¯ − z − β)n+α+2
where n ∈ N \ {0}, is the Fourier multiplier Dφn where
φn(t) =
(2πit)ne2piiβt
(α+ 2)(α+ 3)...(α + n+ 1)
i.e. Mn = Dφn.
Proof. Let f ∈ L2α+1(R
+) then for
g(z) = F−1(f)(z) =
∫ ∞
0
f(t)e2piitzdt (4)
we have g ∈ A2α(H). Since A
2
α(H) is a reproducing kernel Hilbert space we have
g(z0) =
−1
π
∫
H
f(w)dAα(w)
(w¯ − z0)α+2
Hence differentiating under the integral sign n times and substituting z0 = z + β
we have
Mng(z) =
1
(α+ 2)(α+ 3)...(α+ n+ 1)
g(n)(z + β)
Combining this with equation (4) we have
Mng(z) =
1
(α+ 2)(α+ 3)...(α+ n+ 1)
dn
dzn
(
∫ ∞
0
f(t)e2piit(z+β)dt)
Interchanging the differentiation and integration in the above equation we have
Mng(z) =
1
(α + 2)(α+ 3)...(α+ n+ 1)
∫ ∞
0
(2πit)ne2piiβtf(t)e2piitzdt = F−1(φnf)(z)
where
φn(t) =
(2πit)ne2piiβt
(α+ 2)(α+ 3)...(α + n+ 1)
This means that
Mn(F
−1(f))(z) = F−1(φnf)(z)
which implies that
Mn = F
−1MφnF = Dφn

Proposition 3. Let ϕ : H→ H be an analytic self-map of the form ϕ(z) = pz+ψ(z)
where p > 0 and ψ ∈ H∞ with the closure of the image ψ(H) ⊂⊂ H is compact in
H. Then ∃ β > 0 such that for Cϕ : A2α → A
2
α we have
Cϕ =
∞∑
n=0
Γ(n+ 2 + α)
n!Γ(α+ 2)
TτnDφnVp
where the convergence of the series is in operator norm, Tτnf(z) = τ
n(z)f(z),
τ(z) = ψ˜(z) − iβ, ψ˜(z) = ψ( zp ), Vpf(z) = f(pz) is the dilation by p and φn(t) =
(2piit)ne−2piβt
(α+2)(α+3)...(α+n+1) for n ≥ 1 and φ0(t) = e
−2piβt.
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Proof. The integral representation formula is as follows: For f ∈ A2α(H) we have
f(z) =
−1
π
∫
H
f(w)dAα(w)
(w¯ − z)α+2
where dAα(w) = (ℑ(w))αdA(w) is a translation invariant measure on H.
For ϕ : H→ H an analytic self-map of H, we can insert the substitution z → ϕ(z)
in order to get an integral representation of the composition operator Cϕ : A
2
α →
A2α:
Cϕ(f)(z) =
−1
π
∫
H
f(w)dAα(w)
(w¯ − ϕ(z))α+2
Let ϕ(z) = pz + ψ(z) where ψ ∈ H∞ with ℑ(ψ(z)) > δ > 0 ∀ z ∈ H and p > 0.
Then for Cϕ : A
2
α → A
2
α we have
(CϕV 1
p
)f(z) =
−1
π
∫
H
f(w)dAα(w)
(w¯ − z − ψ˜(z))α+2
(5)
where ψ˜(z) = ψ( zp ). We look at
1
(w¯ − z − ψ˜(z))α+2
=
1
(w¯ − z − iβ − (ψ˜(z)− iβ))α+2
=
1
(w¯ − z − iβ)α+2
(
1− ψ˜(z)−iβw¯−z−iβ
)α+2
We apply Lemma 1 to have β > 0 such that
|
˜ψ(z)− iβ
w¯ − z − iβ
|< δ < 1
Here we have the geometric series formula as
1(
1− ψ˜(z)−iβw¯−z−iβ
)α+2 =
∞∑
n=0
Γ(n+ 2 + α)
n!Γ(α+ 2)
(
ψ˜(z)− iβ
w¯ − z − iβ
)n
=
M∑
n=0
Γ(n+ 2 + α)
n!Γ(α+ 2)
(
ψ˜(z)− iβ
w¯ − z − iβ
)n
+QM+1(w, z)
Inserting this into (5) we have
Cϕf(z) =
M∑
n=0
Γ(n+ 2 + α)
n!Γ(α+ 2)
TτnDφnf(z) +
∫
H
QM+1(w, z)f(w)dAα(w)
(w¯ − z − iβ)α+2
where Tτnf(z) = τ
n(z)f(z), τ(z) = ψ˜(z) − iβ and Dφn is the Fourier multiplier
Dφnf(z) =
−1
pi
∫
H
f(w)dAα(w)
(w¯−z−iβ)n+α+2
For the operator
RM+1f(z) =
∫
H
QM+1(w, z)f(w)dAα(w)
(w¯ − z − iβ)α+2
we have ‖ RM+1 ‖≤ ‖ QM+1 ‖∞‖ Siβ ‖ where Siβf(z) = f(z + iβ) and ‖
QM+1 ‖∞= sup(z,w)∈H2 | QM+1(w, z) |. Since ‖ QM+1 ‖∞→ 0 as M → ∞ we
have ‖ RM+1 ‖→ 0 as M → ∞. 
94. A C*-algebra of Operators on A2α(H)
In the preceding section we have shown that “quasi-parabolic” composition op-
erators on the upper half-plane lie in the C*-algebra generated by certain Toeplitz
operators and Fourier multipliers. In this section we will identify the character
space of the C*-algebra generated by Toeplitz operators with a class of symbols
and Fourier multipliers.
In the Hardy space case we observed that if ϕ ∈ QC and θ ∈ C([0,∞]) then the
commutator TϕDθ − DθTϕ ∈ K(H2) is compact on the Hardy space H2. In the
weighted Bergman space case which we are considering in this paper, QC will be
replaced by VMO∂ . The upper half-plane versions of VMO∂ and ESV are defined
as follows:
VMO∂(H) = {f ◦ C : f ∈ VMO∂(D)}
and
ESV (H) = {f ◦ C : f ∈ ESV (D)}.
It is not difficult to see that by definition and Zhu’s result([13]) we have
VMO∂(H) ∩H
∞(H) = ESV (H) ∩H∞(H)
Lemma 4. Let ψ ∈ ESV (H) ∩H∞(H) = VMO∂(H) ∩H∞(H) then
Cψ,a : A2α(H)→ A
2
α(H) is compact where
Cψ,a(f)(z) = (ψ(z + a)− ψ(z))f(z + a)
where a ∈ H.
Proof. Since ψ ∈ ESV , ∀ε > 0 there exists m ∈ N and a compact subset K ⊂ H so
that | ψ(z + am )− ψ(z) |<
ε
m ∀z 6∈ K. So for all k ∈ {1, 2, ..,m} there is a compact
subset Kk ⊂ H so that ∀z 6∈ Kk we have
| ψ(z +
ka
m
)− ψ(z +
(k − 1)a
m
) |<
ε
m
Hence there is a compact set K = ∪mk=1Kk so that ∀z 6∈ K we have
| ψ(z + a)− ψ(z) |≤
m−1∑
k=0
| ψ(z +
(k + 1)a
m
)− ψ(z +
ka
m
) |< m
m−1∑
k=0
ε
m
= ε
So we have ∀ε > 0, there is a compact subset K ⊂ H so that
| ψ(z + a)− ψ(z) |< ε ∀z 6∈ K
Let {fn}∞n=1 ⊂ A
2
α(H) so that ‖ fn ‖A2α≤ 1 ∀n ∈ N and let gn = Cψ,a(fn).
Let Km ⊂ H be a sequence of compact subsets of H so that Km ⊂ (Km+1)◦
and
⋃
m∈NKm = H. Since {gn} is equi-bounded on K1 by Montel’s theorem it has
a subsequence {gnk} so that it converges uniformly on K1. Since {gnk} is equi-
bounded on K2 it has a further subsequence {gnkl} so that it converges uniformly
on K2. Proceeding in this way using Cantor’s diagonal argument one can extract
a subsequence {gk} so that {gk} is uniformly convergent on Km ∀m ∈ N.
Let ε > 0 be given then ∃ m ∈ N so that
| ψ(z + a)− ψ(z) |2< ε ∀z 6∈ Km
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Consider
‖ gk − gl ‖
2
A2α
=
∫
H
| ψ(z + a)− ψ(z) |2| (fk − fl)(z + a) |
2 dAα(z)
=
∫
Km
| ψ(z + a)− ψ(z) |2| (fk − fl)(z + a) |
2 dAα(z)
+
∫
H\Km
| ψ(z + a)− ψ(z) |2| (fk − fl)(z + a) |
2 dAα(z)
=
∫
Km
| gk(z)− gl(z) |
2 dAα(z)
+
∫
H\Km
| ψ(z + a)− ψ(z) |2| (fk − fl)(z + a) |
2 dAα(z)
Since {gk} is uniformly convergent on Km, ∃ n0 ∈ N so that ∀k, l > n0
‖ gk − gl ‖Km<
ε
λα(Km)
where λα(Km) =
∫
Km
dAα(z) is the dAα measure of Km. Hence∫
Km
| gk(z)− gl(z) |
2 dAα(z) < ε ∀k, l > n0
and we have∫
H\Km
| ψ(z + a)− ψ(z) |2| (fk − fl)(z + a) |
2 dAα(z) ≤ 2 ‖ fk ‖A2α≤ 2ε
since ‖ fk ‖A2α≤ 1 ∀k ∈ N. Hence ∀ε > 0 ∃n0 ∈ N so that ∀k, l > n0
‖ gk − gl ‖A2α< 3ε
This implies that {gk} is a Cauchy sequence in A2α. So for any sequence {fn} ⊂ A
2
α
satisfying ‖ fn ‖A2α≤ 1, gn = Cψ,a(fn) has a convergent subsequence in A
2
α. This
implies that Cψ,a is compact on A2α. 
Corollary 5. Let ψ ∈ VMO∂ ∩ L∞(H) and θ ∈ C([0,∞]) then the commutator
TψDθ −DθTψ ∈ K(A2α(H)) is compact on A
2
α.
Proof. Let Sa : A
2
α → A
2
α be the translation operator Saf(z) = f(z + a) where
a ∈ H. Then we observe that Sa = Dφa where φa(t) = e
2piiat. Since for ψ ∈
VMO∂ ∩ H∞(H) Cψ,a = SaTψ − TψSa we have TψDφa − DφaTψ ∈ K(A
2
α(H) by
lemma 4. We also observe that S−a¯ = Dφ−a¯ and hence S−a¯Tψ − TψS−a¯ ∈ K(A
2
α
since −a¯ ∈ H for a ∈ H. By Stone-Weierstrass theorem the set of functions of
the form p(φa, φ−a¯) where p(z, w) =
∑n,m
k,l=0 ck,lz
kwl is dense in C([0,∞]), hence
TψDθ − DθTψ ∈ K(A2α) ∀θ ∈ C([0,∞]). Since VMO∂ ∩ L
∞(H) is generated by
functions ψ and ψ¯ where ψ ∈ VMO∂ ∩ H∞(H) we have TψDθ − DθTψ ∈ K(A2α)
∀ψ ∈ VMO∂ ∩ L∞ and ∀θ ∈ C([0,∞]). 
Now we are ready to construct our C*-algebra of operators. Let
T (VMO∂) = C
∗({Tf : f ∈ VMO∂(H) ∩ L
∞(H)}) ⊂ B(A2α(H))
be the C*-algebra of Toeplitz operators on A2α(H) with symbols in VMO∂ . By
Zhu’s result([13]), since the commutators TfTg − TgTf ∈ K(A2α(H)) are compact
for all f, g ∈ VMO∂ ∩ L
∞(H), it is easy to see that the quotient C*-algebra
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T (VMO∂)/K(A2α(H)) is a unital commutative C*-algebra. Let M be the max-
imal ideal space of T (VMO∂)/K(A2α(H)). It is a well known fact in the theory
of Toeplitz operators on Bergman spaces that T (C(D))/K(A2α(D)) is isometrically
isomorphic to C(T) and the isometric isomorphism is given by the correspondence
[Tf ]→ f |T(see [12]). This fact can be carried over to the upper half-plane by using
the Cayley transform: Let H = {z ∈ C : ℑ(z) ≥ 0} and H˙ be the one point com-
pactification of H, then the correspondence [Tf ]→ f |R˙ is an isometric isomorphism
between T (C(H˙))/K(A2α(H)) and C(R˙). Since T (C(H˙))/K(A
2
α(H)) is a subalge-
bra of T (VMO∂)/K(A2α(H)) and T (C(H˙))/K(A
2
α(H)) is isometrically isomorphic
to C(R˙), the maximal ideal space M can be thought as fibered over R˙. For x ∈ R˙,
let
Mx = {φ ∈ M : φ|T (C(H˙))/K(A2α(H))
= δx}
where δx([Tf ]) = f(x). Then we have
M =
⋃
x∈R˙
Mx
and for x1 6= x2 we have Mx1 ∩Mx2 = ∅. Now let F
A2α
C([0,∞]) be the C*-algebra
generated by Fourier multipliers with symbols in C([0,∞]), our C*-algebra is the
following
Ψ(VMO∂ , C([0,∞])) = C
∗(T (VMO∂) ∪ F
A2α
C([0,∞])) ⊂ B(A
2
α(H))
By corollary 5, Ψ(VMO∂ , C([0,∞]))/K(A2α(H)) is a unital commutative C*-algebra.
It is of interest to ask for its maximal ideal space.
We will use the following theorem of Power (see [9] and [10]) to characterize its
maximal ideal space:
Power’s Theorem. Let C1, C2 be two C*-subalgebras of B(H) with identity, where
H is a separable Hilbert space, such that M(Ci) 6= ∅, where M(Ci) is the space of
multiplicative linear functionals of Ci, i = 1, 2 and let C be the C*-algebra that they
generate. Then for the commutative C*-algebra C˜ = C/com(C) we have M(C˜) =
P (C1, C2) ⊂ M(C1) ×M(C2), where P (C1, C2) is defined to be the set of points
(x1, x2) ∈ M(C1)×M(C2) satisfying the condition:
Given 0 ≤ a1 ≤ 1, 0 ≤ a2 ≤ 1, a1 ∈ C1, a2 ∈ C2
xi(ai) = 1 with i = 1, 2 ⇒ ‖a1a2‖ = 1.
Proof. See [10]. 
Theorem 6. Let
Ψ(VMO∂ , C([0,∞])) = C
∗(T (VMO∂) ∪ F
A2α
C([0,∞])) ⊂ B(A
2
α(H))
then Ψ(VMO∂ , C([0,∞]))/K(A2α(H)) is a unital commutative C*-algebra. For its
maximal ideal space M(Ψ) we have
M(Ψ) ∼= (M×{∞}) ∪ (M∞ × [0,∞])
where
M∞ = {φ ∈ M : φ|T (C(H˙))/K(A2α(H))
= δ∞}
is the fiber of M at ∞ with δ∞([Tf ]) = f(∞).
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Proof. We will use Power’s theorem. In our case,
H = A2α(H), C1 = T (VMO∂), C2 = F
A2α
C([0,∞]), and, C˜ = Ψ(VMO∂ , C([0,∞]))/K(A
2
α(H)).
We have
M(C1) =M and M(C2) = [0,∞].
So we need to determine (x, y) ∈ M× [0,∞] so that for all f ∈ VMO∂(H) and ϑ ∈
C([0,∞]) with 0 < f, ϑ ≤ 1, we have
Tˆf (x) = ϑ(y) = 1⇒‖ TfDϑ ‖= 1 or ‖ DϑTf ‖= 1.
Let x ∈ M such that x ∈Mt with t 6=∞ and y ∈ [0,∞). Choose f ∈ C(H˙) and
ϑ ∈ C([0,∞]) such that
Tˆf(x) = f(t) = ϑ(y) = 1, 0 ≤ f ≤ 1, 0 ≤ ϑ ≤ 1, f(z) < 1
for all z ∈ H\{t} and ϑ(w) < 1 for all w ∈ [0,∞]\{y} , where both f and ϑ
have compact supports. Consider DϑMf : L
2
α(H)→ L
2
α(H): we have
(DϑMf)(g)(z) =
2α+1
Γ(α+ 1)
∫ ∞
0
ϑ(t)e2piit(
∫
H
t1+αe−2piiζ¯f(ζ)g(ζ)dAα(ζ))dt
=
2α+1
Γ(α+ 1)
∫
H
(f(ζ)
∫ ∞
0
ϑ(t)tα+1e2piit(z−ζ¯)dt)g(ζ)dAα(ζ)
=
∫
H
k(z, ζ)g(ζ)dAα(z)
where k(z, ζ) = 2
α+1
Γ(α+1)f(ζ)
∫∞
0
ϑ(t)tα+1e2piit(z−ζ¯)dt. Since f and ϑ have compact
supports we have∫
H
∫
H
| k(z, ζ) |2 dAα(z)dAα(ζ) ≤
2α+1
Γ(α+ 1)
‖ f ‖2∞ Aα(K1) ‖ ϑ ‖
2
L2(R) Aα(K2)
where K1,K2 ⊂ H are supports of f and ϑ respectively, and
Aα(K) =
∫
K
dAα(z)
is the dAα measure of the compact subset K ⊂ H. This implies that DϑMf is
Hilbert-Schmidt on L2α(H) and hence is compact. Since
‖ TfDϑ ‖A2α≤‖MfDϑ ‖L2α
and
‖MfDϑ ‖L2α=‖ (MfDϑ)
∗ ‖L2α=‖ DϑMf ‖L2α
we have by C*-equality
‖ TfDϑ ‖
2
A2α
≤‖MfDϑ ‖
2
L2α
=‖ DϑMf ‖
2
L2α
=‖ (DϑMf )
∗(DϑMf ) ‖L2α=‖MfD
2
ϑMf ‖L2α
Since MfD
2
ϑMf is a compact self-adjoint operator ‖ MfD
2
ϑMf ‖L2α= λ where λ is
the largest eigenvalue of MfD
2
ϑMf . Let g ∈ L
2
α be the corresponding eigenvector
with ‖ g ‖L2α= 1 i.e. (MfD
2
ϑMf)(g) = λg. Since f(z) < 1 ∀z ∈ H \ {t} we have
‖ (Mf )h ‖L2α<‖ h ‖L2α ∀h ∈ L
2
α. Hence we have
λ =‖ λg ‖L2α=‖ (MfD
2
ϑMf )(g) ‖L2α<‖ (D
2
ϑMf )(g) ‖L2α≤ 1.
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And this implies that
‖ TfDϑ ‖
2
A2α
≤ λ < 1.
Hence under these conditions we have
‖ DϑMf ‖L2α(H)< 1⇒‖ DϑTf ‖A2α(H)< 1⇒ (x, y) 6∈M(C˜),
so if (x, y) ∈M(C˜), then either y =∞ or x ∈ M∞.
Let y =∞ and x ∈M. Let f ∈ VMO∂(H) and ϑ ∈ C([0,∞]) such that
0 ≤ f, ϑ ≤ 1 and Tˆf (x) = ϑ(y) = 1.
Let ε > 0 be given and let t0 ∈ [0,∞) so that
1− ε ≤ ϑ(t) < 1 ∀t ∈ [t0,∞).
Let St0 : L
2
α+1(R
+)→ L2α+1(R
+) be defined as
St0f(t) =
{
f(t− t0) if t ≥ t0
0 otherwise
Since supz∈H{| e
it0z |} = 1 ∀z ∈ H we have
‖ Teit0zf ‖A2α= 1
Hence there is g ∈ A2α(H) so that ‖ g ‖A2α= 1 and ‖ Teit0zfg ‖A2α> 1 − ε. Since
eit0z ∈ H∞(H) we have
Teit0zf =Meit0zTf .
We observe that
F−1St0 =Meit0zF
−1
and this implies that
Meit0z = FSt0F
−1.
So we have
FMeit0zTf = F(F
−1St0F)Tf = St0FTf .
And this implies that
‖ DϑTf (e
it0zg) ‖A2α=‖ F
−1MϑFTeit0zf (g) ‖A2α=‖ F
−1MϑFMeit0zTf(g) ‖A2α
=‖ F−1MϑSt0FTf (g) ‖A2α=‖MϑSt0FTf(g) ‖L2α+1
St0FTf (g) is supported on [t0,∞), since Teit0zf (g) = Meit0zTf (g) = F
−1St0FTf
and F−1 is an isometry we have
‖ St0FTf (g) ‖L2α+1≥ 1− ε.
This implies that
‖ DϑTf(e
it0zg) ‖A2α=‖MϑSt0FTf(g) ‖L2α+1
≥ inf{ϑ(t) : t > t0} ‖ St0FTf(g) ‖L2α+1≥ (1 − ε)
2
And since ‖ eit0zg ‖A2α≤ 1 we have
‖ DϑTf ‖A2α(H)≥ (1− ε)
2
for any ε > 0. Hence we conclude that
‖ DϑTf ‖A2α(H)= 1⇒ (x,∞) ∈M(C˜) ∀x ∈M(C1).
14 U. GU¨L
Now let x ∈ M∞ and y ∈ [0,∞]. Let f ∈ VMO∂(H) ∩ L∞(H) and ϑ ∈ C([0,∞])
such that
Tˆf (x) = ϑ(y) = 1 and 0 ≤ f, ϑ ≤ 1.
Since VMO∂(H)∩L∞(H) is generated by linear algebraic combinations of functions
f and f¯ where f ∈ VMO∂(H) ∩ H
∞(H) w.l.o.g one may assume that f = f0f¯0
where f0 ∈ VMO∂(H) ∩ H∞(H). By [13] we have Hf0 : A
2
α → (A
2
α)
⊥ is compact
where
Hf0 = (I − P )Mf0
is the Hankel operator with symbol f0. Since Hf = Hf0Mf¯0 , Hf is also compact.
Since f ∈ VMO∂(H) ∩ L∞(H), for a given ε > 0 there is a δ > 0 so that
| Tˆf(x) −
1
| Qz |
∫
Qz
f ◦ C−1(w)dA(w) |≤ ε.
for all z ∈ D with | 1 − z |< δ where Qz = {w ∈ D :| w |>| z |, | arg z − argw |<
1− | z |} and | Qz |= (1+ | z |)(1− | z |)
2 is the dA measure of Qz. Since Tˆf(x) = 1
and 0 ≤ f ≤ 1, this implies that for all ε > 0 there exists w0 > 0 such that 1− ε ≤
f(w) ≤ 1 for all w ∈ H with | w |> w0. We have Mf = Tf +Hf which is valid in
much more general contexts. Since Hf is compact for any g ∈ A2α(H), we have
lim
w→∞
‖ Hf (Swg) ‖L2α(H)= 0
where Swg(z) = g(z − w) (w ∈ R) is the translation operator, since Swg converges
to 0 weakly as w tends to infinity and Hf is compact. Let g ∈ A2α(H) so that
‖ g ‖A2α= 1 and ‖ Dϑg ‖A2α> 1 −
ε
2 . Let K ⊂ H be such that K ⊂ C is compact
and
(
∫
K
| Dϑg(z) |
2 dAα(z))
1
2 > 1− ε.
Let w > w0 so that
‖ Hf (SwDϑg) ‖L2α(H)≤ ε.
Then we have
‖ Tf(SwDϑg) ‖A2α(H)=‖ (Mf −Hf )(SwDϑg) ‖A2α(H)
≥‖Mf (SwDϑg) ‖L2α(H) − ‖ Hf (SwDϑg) ‖L2α(H)≥‖Mf(SwDϑg) ‖L2α(H) −ε
Since f(z) > 1− ε ∀ | z |> w0 we have
‖MfSwDϑg ‖L2α(H)≥ (
∫
w+K
| f(z)Dϑ(g)(z − w) |
2 dAα(z))
1
2 =
(
∫
K
| f(u+ w)Dϑ(g)(u) |
2 dAα(u))
1
2
≥ inf{f(z) : z ∈ w +K}(
∫
K
| Dϑ(g)(z) |
2 dAα(z))
1
2 ≥ (1− ε)2
So we have
‖ TfSwDϑg ‖A2α=‖ TfDϑSwg ‖A2α≥ (1 − ε)
2 − ε
since DϑSw = SwDϑ ∀w ∈ R(Sw = De2piiwt). Since Sw is unitary for all w ∈ R, we
have ‖ Swg ‖A2α= 1 and this implies that
‖ TfDϑ ‖A2α≥ (1− ε)
2 − ε
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for any ε > 0. Hence we have
‖ TfDϑ ‖A2α= 1
and (x, y) ∈M(C˜) for all x ∈ M∞. 
5. main results
In this section we characterize the essential spectra of quasi-parabolic composi-
tion operators with translation functions in VMO∂ class which is the main aim of
the paper. In doing this we will heavily use Banach algebraic methods.
We will need the following result whose proof uses a theorem of [7](p. 171) and
which gives the values Tˆf (x) of Tf for x ∈ M∞ on the fibers of M the maximal
ideal space of T (VMO∂)/K(A2α(H)) at infinity:
Proposition 7. Let ψ ∈ VMO∂ ∩ H∞(H) and M be the maximal ideal space of
T (VMO∂)/K(A2α(H)). Let M∞ be the fiber of M at infinity which is defined as
M∞ = {x ∈M : x|T (C(H˙))/K(A2α)
= δ∞}
where δ∞([Tf ]) = f(∞). Then we have
{ ˆ[Tψ](x) : x ∈ M∞} = R∞(ψ
∗)
where ψ∗ ∈ L∞(R) is the boundary value function of ψ i.e. ψ∗(x) = limy→0 ψ(x+iy)
and
R∞(ψ
∗) = {ζ ∈ C :| {x :| ψ∗(x) − ζ |≤ ε} ∩ (R \ [−n, n]) |> 0∀ε > 0, ∀n ∈ N}
is the local essential range of ψ∗ at infinity.
Proof. Let A = C∗({Tψ} ∪ {Tf : f ∈ C(H˙)})/K(A2α(H)) ⊂ B(A
2
α(H))/K(A
2
α(H)).
A is also a C*-subalgebra of Ψ(VMO∂ , C([0,∞]))/K(A2α(H)). We observe that A
is isometrically isomorphic to A˜ where A˜ = C∗({ψ∗} ∪ C(R˙)) ⊂ L∞(R), via the
correspondence f → [Tf ]. Since the ideal generated by a maximal ideal I ⊂ A
in Ψ = Ψ(VMO∂ , C([0,∞]))/K(A
2
α(H)) is contained in a maximal ideal of Ψ, we
have
{ ˆ[Tψ](x) : x ∈ M∞} = { ˆ[Tψ](x) : x ∈M(A)∞}
where M(A)∞ = {x ∈ M(A) : x|T (C( ˙H))/K(A2α(H))
= δ∞} with δ∞([Tf ]) = f(∞).
Since A is isometrically isomorphic to A˜ we have
{ ˆ[Tψ](x) : x ∈M(A)∞} = {ψˆ∗(x) : x ∈M(A˜)∞}
Similarly since the ideal generated by a maximal ideal I ⊂ A˜ in L∞(R) is contained
in a maximal ideal in L∞(R), we have
{ψˆ∗(x) : x ∈M(A˜)∞} = {ψˆ∗(x) : x ∈M(L
∞(R))∞}
By the theorem of [7](p. 171) we have
{ψˆ∗(x) : x ∈M(L∞(R))∞} = R∞(ψ
∗)
Therefore we have
{ ˆ[Tψ](x) : x ∈ M∞} = R∞(ψ
∗)

Firstly we have the following result on the upper half-plane:
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Theorem A. Let ψ ∈ VMO∂(H) ∩H∞(H) such that ℑ(ψ(z)) > ǫ > 0 for all z ∈
H then for ϕ(z) = z + ψ(z) and α > −1 we have
• (i) Cϕ : A2α(H)→ A
2
α(H) is essentially normal
• (ii) σe(Cϕ) = {eizt : t ∈ [0,∞], z ∈ R∞(ψ∗)} ∪ {0}
where R∞(ψ∗) is the local essential range of ψ∗ ∈ L∞(R) at ∞ and ψ∗ is the
boundary limit value function of ψ.
Proof. By Proposition 3 we have the following series expansion for Cϕ:
Cϕ =
∞∑
n=0
Γ(n+ 2 + α)
n!Γ(α+ 2)
TτnDφn (6)
where τ(z) = ψ(z) − iβ and φn(t) =
(2piit)ne−2piβt
(α+2)(α+3)...(α+n+1) . So we conclude that if
ψ ∈ VMO∂ ∩H∞(H) with ℑ(ψ(z)) > ǫ > 0 then
Cϕ ∈ Ψ(VMO∂ , C([0,∞]))
where ϕ(z) = z+ψ(z). Since Ψ(VMO∂ , C([0,∞]))/K(A2α(H)) is commutative, for
any T ∈ Ψ(VMO∂ , C([0,∞])) we have T ∗ ∈ Ψ(VMO∂ , C([0,∞])) and
[TT ∗] = [T ][T ∗] = [T ∗][T ] = [T ∗T ]. (7)
This implies that (TT ∗ − T ∗T ) ∈ K(A2α(H)). Since Cϕ ∈ Ψ(VMO∂ , C([0,∞])) we
also have
(C∗ϕCϕ − CϕC
∗
ϕ) ∈ K(A
2
α(H)).
This proves (i).
For (ii) we look at the values of Γ[Cϕ] atM(Ψ) =M(Ψ(VMO∂ , C([0,∞]))/K(A2α(H)))
where Γ is the Gelfand transform of Ψ(VMO∂ , C([0,∞]))/K(A2α(H)). By Theorem
6 we have
M(Ψ) = (M×{∞}) ∪ (M∞ × [0,∞])
whereM = M(T (VMO∂)/K(A2α(H)). By equation (6) we have the Gelfand trans-
form Γ[Cϕ] of Cϕ at t = ∞ as
(Γ[Cϕ])(x,∞) =
∞∑
j=0
Γ(n+ 2 + α)
j!Γ(α+ 2)
(Tˆτ (x))
jφj(∞) = 0 ∀x ∈M (8)
since φj(∞) = 0 for all j ∈ N where φj(t) =
(2piit)je−2piβt
(α+2)(α+3)...(α+n+1) . We calculate
Γ[Cϕ] of Cϕ for x ∈ M∞ as
(Γ[Cϕ])(x, t) = (9)
Γ

 ∞∑
j=0
Γ(n+ 2 + α)
j!Γ(α+ 2)
([Tτ ])
jD (2piit)j e−2piβt
(α+2)(α+3)...(α+n+1)



 (x, t) =
∞∑
j=0
Γ(n+ 2 + α)
j!Γ(α+ 2)
ˆ[Tτ ](x)
j (2πit)
je−2piβt
(α + 2)(α+ 3)...(α+ n+ 1)
=
∞∑
j=0
1
j!
ˆ[Tτ ](x)
j(2πit)je−2piβt = e2pii
ˆ[Tψ](x)t
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for all x ∈ M∞ and t ∈ [0,∞] since
(α + 2)(α+ 3)...(α+ n+ 1) =
Γ(n+ 2 + α)
Γ(α+ 2)
.
So we have Γ[Cϕ] as the following:
Γ([Cϕ])(x, t) =
{
e2pii
ˆ[Tψ](x)t if x ∈M∞
0 if t =∞
(10)
Since Ψ = Ψ(VMO∂ , C([0,∞]))/K(A2α(H)) is a commutative Banach algebra with
identity, by equations (2) and (10) we have
σΨ([Cϕ]) = {Γ[Cϕ](x, t) : (x, t) ∈M(Ψ(VMO∂ , C([0,∞]))/K(A
2
α(H))} = (11)
{e2piix([Tψ])t : x ∈ M∞, t ∈ [0,∞)} ∪ {0}
Since Ψ is a closed *-subalgebra of the Calkin algebra B(A2α(H))/K(A
2
α(H)) which
is also a C*-algebra, by equation (1) we have
σΨ([Cϕ]) = σB(A2α)/K(A2α)([Cϕ]). (12)
But by definition σB(A2α)/K(A2α)([Cϕ]) is the essential spectrum of Cϕ. Hence we
have
σe(Cϕ) = {e
i ˆ[Tψ](x)t : x ∈M∞, t ∈ [0,∞)} ∪ {0}. (13)
Now it only remains for us to understand what the set { ˆ[Tψ](x) = x([Tψ]) : x ∈
M∞} looks like, whereM∞ is as defined in Theorem 6. By Proposition 7 we have
{ ˆ[Tψ](x) : x ∈M∞} = R∞(ψ
∗).
By Proposition 7 and equation (13) we have
σe(Cϕ) = {(Γ[Cϕ])(x, t) : (x, t) ∈M(Ψ(VMO∂ , C([0,∞]))/K(A
2
α(H)))} =
{eizt : t ∈ [0,∞), z ∈ R∞(ψ
∗)} ∪ {0}

The local essential range R1(f) of f ∈ L
∞(T) at 1 is defined to be the set of
points ζ ∈ C for which the set {z ∈ T :| f(z)− ζ |< ε} ∩S1,r has positive Lebesgue
measure ∀ε > 0 and ∀r > 0 where S1,r = {z ∈ T :| z − 1 |< r}. Conjugating by
Cayley transform we observe that
R1(f) = R∞(f ◦ C).
Using this observation we prove the analogous result for the unit disc case:
Theorem B. Let ϕ : D→ D be an analytic self-map of D such that
ϕ(z) =
2iz + η(z)(1 − z)
2i+ η(z)(1 − z)
where η ∈ H∞(D) with ℑ(η(z)) > ǫ > 0 for all z ∈ D. If η ∈ VMO∂(D) ∩ H∞
then we have
• (i) Cϕ : A2α(D)→ A
2
α(D) is essentially normal
• (ii) σe(Cϕ) = {eizt : t ∈ [0,∞], z ∈ R1(η∗)} ∪ {0}
where R1(η∗) is the local essential range of η∗ ∈ L∞(T) at 1 and η∗ is the bound-
ary limit value function of η.
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Proof. Using the isometric isomorphism Φ : A2α(D) −→ A
2
α(H) introduced in section
2, if ϕ : D→ D is of the form
ϕ(z) =
2iz + η(z)(1 − z)
2i+ η(z)(1 − z)
where η ∈ H∞(D) satisfies ℑ(η(z)) > δ > 0 then, by equation (9), for ϕ˜ = C−1◦ϕ◦C
we have ϕ˜(z) = z + η ◦ C(z) and
Φ ◦ Cϕ ◦ Φ
−1 = T
( z+i+η◦C(z)
z+i )
2Cϕ˜. (14)
For η ∈ VMO∂ ∩H∞(D) we have both
Cϕ˜ ∈ Ψ(VMO∂ , C([0,∞])) and T( z+i+η◦C(z)
z+i )
2 ∈ Ψ(VMO∂ , C([0,∞]))
and hence
Φ ◦ Cϕ ◦ Φ
−1 ∈ Ψ(VMO∂ , C([0,∞])).
Since Ψ(VMO∂ , C([0,∞]))/K(A2α(H)) is commutative and Φ is an isometric iso-
morphism, (i) follows from the argument Cϕ is essentially normal if and only if
Φ ◦ Cϕ ◦ Φ−1 is essentially normal and by equation (14).
For (ii) we look at the values of Γ[Φ◦Cϕ◦Φ−1] atM(Ψ(VMO∂ , C([0,∞]))/K(A2α))
where Γ is the Gelfand transform of Ψ(VMO∂ , C([0,∞]))/K(A2α). Again applying
the Gelfand transform for
(x,∞) ∈M(VMO∂ , C([0,∞]))/K(A
2
α)) ⊂M× [0,∞]
we have
(Γ[Φ ◦ Cϕ ◦ Φ
−1])(x,∞) = ((Γ[T
( z+i+η◦C(z)
z+i )
2 ])(x,∞))((Γ[Cϕ˜ ])(x,∞))
Appealing to equation (8) we have (Γ[Cϕ˜])(x,∞) = 0 for all x ∈ M hence we
have
(Γ[Φ ◦ Cϕ ◦ Φ
−1])(x,∞) = 0
for all x ∈ M. Applying the Gelfand transform for
(x, t) ∈M∞ × [0,∞] ⊂M(Ψ(VMO∂ , C([0,∞]))/K(A
2
α)
we have
(Γ[Φ ◦ Cϕ ◦ Φ
−1])(x, t) = ((Γ[T
( z+i+η◦C(z)
z+i )
2 ])(x, t))((Γ[Cϕ˜])(x, t))
= ((1 + Γ[Tη◦C](x, t)Γ[T( 1
z+i )
](x, t))2((Γ[Cϕ˜])(x, t))
Since x ∈ M∞ we have
(Γ[T 1
i+z
])(x, t) = ˆT( 1
i+z )
(x) = x(T 1
i+z
) = 0.
Hence we have
(Γ[Φ ◦ Cϕ ◦ Φ
−1])(x, t) = (Γ[Cϕ˜])(x, t)
for all (x, t) ∈ M∞ × [0,∞]. Moreover we have
(Γ[Φ ◦ Cϕ ◦ Φ
−1])(x, t) = (Γ[Cϕ˜])(x, t)
for all (x, t) ∈ M(Ψ(VMO∂ , C([0,∞]))/K(A2α)). Therefore by similar arguments
in Theorem A (equations (11) and (12)) we have
σe(Φ ◦ Cϕ ◦ Φ
−1) = σe(Cϕ˜).
By Theorem A (together with equation (14)) we have
σe(Cϕ) = σe(Cϕ˜) = {e
izt : z ∈ R∞(η ◦ C
∗) = R1(η
∗), t ∈ [0,∞]}.
19
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