Biometric systems suffer from some drawbacks: a biometric system can provide in general good performances except with some individuals as its performance depends highly on the quality of the capture... One solution to solve some of these problems is to use multibiometrics where different biometric systems are combined together (multiple captures of the same biometric modality, multiple feature extraction algorithms, multiple biometric modalities. . . ). In this paper, we are interested in score level fusion functions application (i.e., we use a multibiometric authentication scheme which accept or deny the claimant for using an application). In the state of the art, the weighted sum of scores (which is a linear classifier) and the use of an SVM (which is a non linear classifier) provided by different biometric systems provid one of the best performances. We present a new method based on the use of genetic programming giving similar or better performances (depending on the complexity of the database). We derive a score fusion function by assembling some classical primitives functions (+, * , −, ...). We have validated the proposed method on three significant biometric benchmark datasets from the state of the art.
Introduction
In order to compare different multibiometrics systems, we need to present 48 the how to evaluate them. Several works have already done on the evaluation of 49 biometric systems [16, 17] . Evaluation is generally realized within three aspects:
50
• performance: it has for objective to measure various statistical criteria 
54
• acceptability: it gives some information on the individuals' perception, 55 opinions and acceptance regarding the system;
56
• security: it quantifies how well a biometric system (algorithms and de-57 vices) can resist to several types of logical and physical attacks such as 58 Denial of Service (DoS) attack.
59
In this paper, we are only interested in performance evaluation (because the 60 fusion approach is not modality dependant and perception and security depend 
66
• EER (Error Equal Rate) which is the error rate when the system is con-67 figured in order to obtain a FAR equal to the FRR; 68 • ROC (Receiver Operating Characteristic) curve which plots the FRR de-69 pending on the FAR and gives an overall overview of system performance;
70
• AUC (Area Under the Curve) which gives the area under the ROC curve.
71
In our case, smaller is better. It is a way to globally compare performance 72 of different biometric systems.
73
We can also present the HTER (Half Total Error Rate) which is the mean 74 between the FAR and FRR for a given threshold (this error rate is interesting 75 when we cannot get the EER). 76 
Biometric Fusion

77
There are several studies on multibiometrics. The fusion can be operated on process is related to a feature selection in order to determine the most 83 significant patterns to minimize errors.
84
• decision fusion: the decision is taken for each of the biometric authen-85 tication system, then the final decision is done by fusing the previous 86 ones [21] .
87
• rank fusion: the decision is done with the help of different ranks of bio-88 metric identification systems. The main method is the majority vote [22] .
89
• score fusion: the fusion is realized considering the output of the classifiers.
90
The Figure 1 (b) presents this type of fusion. 
159
As all these databases are multi-modal, the scores are presented with tuples: n modalities (in our case, n ∈ {4, 5}).
162
The three databases are presented in detail in the following subsections while 163 Table 1 presents a summary of their description. 
209
We have empirically chosen this subset. G1 set is used as the learning set, while G2 set is used as the validation set. Users from G1 are different than users 211 from G2. 
Discussion
213
The main differences between these three benchmarks are:
214
• the biometric modalities used in BSSR1 and BANCA have better perfor-215 mances than the ones in PRIVATE;
216
• the quantity of intra-scores is more important in PRIVATE (only one tuple 217 of intra-score per user in BSSR1 instead of several in PRIVATE);
218
• BSSR1 and BANCA are databases of scores (by the way, we do not know 219 the biometric systems having generated them) whereas PRIVATE is a 220 database of templates (we had to compute the scores);
221
• BSSR1 and BANCA are more adapted to physical access control appli-222 cations (i.e., a building is protected by a multi-modal biometric system),
223
while PRIVATE is more adapted to logical access control (i.e., the au-224 thentication to a Web service is protected by a multi-modal biometric 225 system).
226
In the following subsections, we describe the proposed methodology to auto-227 matically generate a score fusion function with genetic programming. We adopt 228 the classical score fusion context described in Figure 1(b) . Before using the 229 scores provided by different biometric systems, we need to normalize them. 
Score Normalization
231
It is necessary to normalize the various scores before operating the fusion pro- score respectively represents the scores after and before normalisation.
We have selected this normalization procedure from the state of the art 242 because it is known to be stable [44] and does not use impostors patterns which 243 can be hard or impossible to obtain in a real application. The aim of this 244 paper is not to analyse the performance of biometric systems depending on the 245 normalization procedure, but to present a new multibiometrics fusion procedure.
246
The scores of each modality have been normalized using this procedure. 
Parameters of the Genetic Programming
309
We want to use a score fusion function that returns a score related to the 310 performance of a multibiometric system. This score has to be compared with a 311 threshold in order to make the decision of acceptance or rejection of the user.
312
In this case, none logical operation is required in the generated programs and different information can be extracted from the result of the fusion function (we 314 can compute the ROC curve, the EER, ... 
Genetic Programming Parameters
333
In this section, we present the various parameters used in the genetic pro-334 gramming algorithm. Table 2 presents the various parameters of the evolution-335 ary algorithm.
336
To achieve this experiment, we used the PySTEP [48] library. The generated 337 programs contain basic functions (+, −, * , /, min, max, avg). The terminals 338 are the scores of the biometric systems and random constants between 0 and 1.
339
The whole fitness cases are completed with a single tree evaluation, thanks to 340 the numpy [49] library. Each fitness case is a tuple of scores (where each score 341 
Configuration Values Objective
Generates a function producing a multibiometrics score.
Functions set
• +: addition of two numbers, • −: subtraction of two numbers, • * : multiplication of two numbers, • /: division of two numbers, • min: returns the minimum of two numbers,
• max: returns the maximum of two numbers,
• avg: returns the mean of two numbers
Fitness function
Computes the EER of the multibiometric system Terminal set
BSSR1
• a:
scores from s with a selection probability of 80%.
Termination criterion
Best individual has a fitness inferior at 0.001 (by the way, this value would never be met . . . ) or maximal number of generations reached.
Learning set
First half of the intra-scores tuples and first half of the inter-scores tuples.
Validating set
Second half of the intra-scores tuples and second half of the inter-scores tuples.
comes from a different biometric modality) and its result value is the score returned by the generated multimodal system. The global fitness value of a tree 343 is the EER value computed with the previously generated scores (computation 344 of the ROC curve, then reading of the EER value from it).
345
PySTEP is a strongly typed genetic programming engine, but, in our case, as well as any of the terminals.
350
The maximal depth of the generated trees is set to 8. In order to avoid 351 to stay in a local minimal solution, the mutation probability is set to 50%. 
358
The mutation rate is set to 50%, the cross-over rate to 45% and the repro- 
Results
366
In this section, we present the results of the generated fusion programs on 367 the three benchmark data sets.
368
The results are compared to other functions from the state of the art: (a) For the SVM, we have computed the best parameters (i.e., search the C 378 and γ parameter giving the lowest error rate) using the learning database on 379 a 5-fold cross validation scheme. We have used the easy.py script provided 380 with libSVM [52] for this purpose. We have then tested the performance on the 381 validation set. We only obtain on functional point (and not a curve) when using 382 an SVM. That's why we have used the HTER instead of the EER.
383 Table 4 presents the performances, for the three databases, of each biometric 384 systems, fusion mechanisms from the sate of the art, and our contribution.
385
Concerning the state of the art performances, can see that the simple fusion 386 functions sum and mul tend to give better performances compared to the best 387 biometric method of each database, but they are outperform by the weight rule.
388
The min operator gives quite bad results (it does not improve the best biometric 389 18 system). The SV M method gives good results but is outperform by the weight method. gives the best results in Table 4 ) in term of EER and AUC.
393
This gain is computed as following:
where EER weight and EER gpf unc are respectively the EER values of the weighted 394 fusion and the generated score fusion function (the same procedure is used for are worst than the weighted sum (same remark for the other fusion functions).
403
Logarithmic scales are used, because error rates are quite small.
404
We can see from Table 5 and Figure 4 : Sample of a "simple" generated program. We can observe the complexity of the generated fusion function.
