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Abstract
The adoption of the distributed paradigm has allowed ap-
plications to increase their scalability, robustness and fault
tolerance, but it has also complicated their structure, lead-
ing to an exponential growth of the applications’ config-
uration space and increased difficulty in predicting their
performance. In this work, we describe a novel, auto-
mated profiling methodology that makes no assumptions
on application structure. Our approach utilizes oblique
Decision Trees in order to recursively partition an appli-
cation’s configuration space in disjoint regions, choose a
set of representative samples from each subregion accord-
ing to a defined policy and return a model for the en-
tire space as a composition of linear models over each
subregion. An extensive evaluation over real-life appli-
cations and synthetic performance functions showcases
that our scheme outperforms other state-of-the-art profil-
ing methodologies. It particularly excels at reflecting ab-
normalities and discontinuities of the performance func-
tion, allowing the user to influence the sampling policy
based on the modeling accuracy and the space coverage.
1 Introduction
Performance modeling is a well-researched problem [23,
39, 24]. The identification of an application’s behavior
under different configurations is a key factor for it to be
able to fulfill its objectives. As the application landscape
evolves, new architectures and design patterns mature,
enabling an increasing number of applications to be de-
ployed in a distributed manner and benefit from the mer-
its of this approach: Scalability, robustness and fault tol-
erance are some of the properties that render distributed
platforms alluring and explain their wide adoption. By
virtue of their design, distributed applications are com-
monly deployed to cloud infrastructures [30], in order to
combine their inherent characteristics with the power of
the cloud: Seemingly infinite resources, dynamically al-
located and purchased, enable a distributed application to
scale in a cost effective way. However, the adoption of the
distributed paradigm increased the complexity of the ap-
plication architecture, for two reasons: First, many assist-
ing software modules that support coordination, cluster
management, etc., are essential for the application to run
properly. Second, each module can be configured in nu-
merous ways and the configurations are usually indepen-
dent of each other. For these reasons, the application con-
figuration space has vastly expanded and, hence, the prob-
lem of modeling an application performance, also called
an application profile, has become particularly compli-
cated.
Evidently, an automated estimation of a distributed ap-
plication profile would prove highly beneficial. The mag-
nitude of the configuration space renders exhaustive ap-
proaches that demand the exploration of a massive part
of the configuration space impractical, since they entail
both a prohibitive number of deployments and an enor-
mous amount of computation. Several approaches tar-
get to model the application performance [14, 45, 29, 32]
in an analytical way. These approaches are effective for
known applications with specific structure and they are
based on simulation or emulation techniques [31, 22]. To
overcome the rigidness of these schemes, other methods
[19, 18, 25, 26] take a “black-box” approach, in which the
application receives a set of inputs, corresponding to the
different factors of the configuration space and produces
one or more outputs, corresponding to its performance.
These approaches try to identify the relationship between
the input and the output variables for a subset of the con-
figuration space (utilizing sampling) and generalize the
findings with Machine Learning techniques (modeling).
Such profiling approaches require multiple application
deployments for distinct configurations in order to effi-
ciently explore the configuration space and capture its be-
havior: The larger the portion of the configuration space
examined, the more accurate the profiling. The choice
of the configurations, though, is a decisive factor: For a
given number of deployments, the more representative the
chosen configurations, the more accurate the profile. In
Figure 1, we provide the error for predicting the execution
time of the Wordcount operator for a given dataset when
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launched over Hadoop clusters of different sizes, using
two different classifiers (Random Forests and an Artifi-
cial Neural Network) and two different sampling schemes
(Random, depicted in the left figure and Uncertainty Sam-
pling [27] depicted in the right). The horizontal axis rep-
resents the number of configurations which are tested for
each run, expressed as a portion of the total number of
configurations: The larger the percentage, the more con-
figurations are considered. Generally speaking, three ar-
eas can be identified by the two plots: Area (a), when
a short number of configurations is examined, the mod-
eling error is high and independent of the sampling and
modeling schemes, since much more information is re-
quired in order to model the application. On the con-
trary, area (c) represents the case where multiple config-
urations are already available. Albeit the modeling error
still slightly diminishes for both classifiers, a large num-
ber of application deployments has already taken place.
Finally, area (b) represents the intermediate case, as the
deployment of more configurations leads to a radical er-
ror degradation but the number of deployment is not yet
prohibitively costly. Obviously, regardless of the sam-
pling and the modeling schemes, region (b) is the most
important one, since it combines a reasonable number of
deployments with modeling of satisfying accuracy.
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Figure 1: Profiling errors for random and optimal schemes
In this work, we propose an adaptive approach to au-
tomatically generate an application profile for any dis-
tributed application given a specific number of deploy-
ments, particularly focusing on appropriately selecting the
tested configurations in order to maximize the modeling
accuracy. Our work tackles the sampling and modeling
steps in a unified way: First, we introduce an accuracy-
driven sampling technique that favors regions of the con-
figuration space which are not accurately approximated.
Second, we decompose the configuration space in disjoint
regions and utilize different models to approximate the
application performance for each of them. The basis of
our approach lies on the mechanics of Classification and
Regression Trees [7] and relies on recursively partition-
ing the configuration space of the application into disjoint
regions. Each partition is then assigned with a number
of configurations to be deployed, with the process being
iterated until a pre-defined maximum number of sample
configurations is reached. The number of configurations
allocated at each region is adaptively decided according
to the approximation error and the size of each partition.
Finally, the entire space is approximated by linear models
per partition, based on the deployed configurations. In-
tuitively, our approach attempts to “zoom-in” to regions
where application performance is not accurately approxi-
mated, paying specific interest to all the abnormalities and
discontinuities of the performance function. By utilizing
oblique Decision Trees [6], we are able to capture patterns
that are affected by multiple configuration parameters si-
multaneously. In summary, we make the following con-
tributions:
(a) We propose an adaptive, accuracy-driven profiling
technique for distributed applications that utilizes oblique
Decision Trees. Our method natively decomposes the
multi-dimensional input space into disjoint regions, nat-
urally adapting to the complex performance application
behavior in a fully automated manner. Our scheme uti-
lizes three unique features relative to the standard Deci-
sion Tree algorithm: First, it proposes a novel expansion
algorithm that constructs oblique Decision Trees by ex-
amining whether the obtained samples fit into a linear
model. Second, it allows developers to provide a com-
promise between exploring the configuration space and
exploiting the previously obtained knowledge. Third, it
adaptively selects the most accurate modeling scheme,
based on the achieved accuracy.
(b) We perform an extensive experimental evaluation
over diverse, real-world applications and synthetic per-
formance functions of various complexities. Our re-
sults showcase that our methodology is the most efficient,
achieving modeling accuracies even 3× higher that its
competitors and, at the same time, it is able to create
models that reflect abnormalities and discontinuities of
the performance function orders of magnitude more accu-
rately. Furthermore, it is interesting to note that our sam-
pling methodology proves to be particularly beneficial for
linear classifiers and ensembles of them, as linear models
trained with samples chosen by our scheme present even
38% lower modeling error.
2 Background
In this section we provide the problem formulation and
information relative to the background of our work.
2.1 Problem formulation
The problem of creating a performance model for a dis-
tributed application can be formulated as a function ap-
proximation problem [11, 18]. The application is viewed
as a black-box that receives a number of inputs and pro-
duces a single (or more) output(s). The main idea behind
constructing the performance model is to predict the rela-
tionship between the inputs and the output, without mak-
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ing any assumption regarding the application’s architec-
ture. In other words, one would want to identify a function
that projects the input variables into the output for every
possible input value. Inputs reflect any parameters that
affect application performance: Number and quality of
different types of resources (e.g., cores/memory, number
of nodes for distributed applications, etc.), application-
level parameters (e.g., cache used by an RDBMS, HDFS
block size, replication factor, etc.), workload-specific pa-
rameters (e.g., throughput/type of requests) and dataset-
specific parameters (e.g., size, dimensionality, distribu-
tion, etc.) are some of those.
Assume that an application comprises n inputs and a
single output. We assume that the ith input, 1 ≤ i ≤ n,
may receive values from a predefined finite set of values,
denoted as di. The Cartesian product of all di, 1 ≤ i ≤ n
is referred to as the Deployment Space of the application
D = d1×d2×· · ·×dn. Similarly, the output of the appli-
cation produces values that correspond to a performance
metric, indicative of the application’s ability to fulfill its
objectives. The set of the application’s output will be re-
ferred to as the Performance Space of the application P .
Based on the definitions of D and P , we define the per-
formance model m of an application as a function map-
ping points from D to P , i.e., m : D → P . The esti-
mation of the performance model of an application entails
the estimation of the performance value bi ∈ P for each
ai ∈ D. However, |D| increases exponentially with n
(since |D| = ∏ni=1 |di|), thus the identification of all the
performance values becomes impractical, both in terms of
computation and budget. A common approach to address
this challenge is the extraction of a subset Ds ⊆ D, much
smaller that the original Deployment Space and the esti-
mation of the performance points Ps for each ai ∈ Ds.
Using Ds and Ps, model m can be approximated, cre-
ating an approximate model denoted as m′. The differ-
ence between m and m′ is indicative of the accuracy of
the later: The smaller the difference, the more accurate
the approximate model becomes. The accuracy of m′ is
greatly influenced by two factors: (a) the set Ds and (b)
the modeling method used to create m′. It should be em-
phasized that the application profiling problem resembles
the Global Optimization problem [40], in which the op-
timal configuration for an application in order to achieve
the highest performance is explored. The two problems,
although sharing similar formulations, they greatly differ
in the following: The later formulation seeks for an opti-
mal point, whereas the former seeks for a suitable set of
points in order to construct an accurate model.
Finally, we note that the previous formulation is valid
only under the assumption that distinct application de-
ployments are reproducible, in the sense that in case of
re-deployment of a given Deployment Space point, the
measured outcome should be identical. For many reasons,
such as the “noisy neighbor” effect [15], network glitches,
power outages, etc., such an assumption can be violated
in cloud environments because of the introduced unpre-
dictability that distorts the application’s behavior. The
treatment of this dimension of the problem is outside the
scope of our work. This works tackles the complexity in-
troduced by the excessive dimensionality of the Deploy-
ment Space. The presented methodology can be, thus,
directly applied to predictable environments with reduced
interference, such as private cloud installations that, ac-
cording to [3], remain extremely popular, since they will
host half of the user generated workloads for 2017, main-
taining the trend from the previous years.
2.2 Decision Trees
Classification and Regression Trees (CART) [7], or Deci-
sion Trees, are a very popular classification and regression
approach. They are formed as tree structures containing a
set of intermediate nodes (the test nodes) and a set of leaf
nodes. Each test node represents a boundary of the space
of the data and each leaf node represents a class, if the
Decision Tree is used for classification, or a linear model,
if it is used for regression. The boundaries of the Deci-
sion Tree divide the original space into a set of disjoint re-
gions. The construction of a Decision Tree is based on re-
cursively partitioning the space of the data so as to create
disjoint groups of points that maximize their intra-group
homogeneity and minimize their inter-group homogene-
ity. The homogeneity metric of a group differs among
the existing algorithms: GINI impurity has been used by
the CART algorithm [7], Information Gain has been used
by ID3 [34] and C4.5 [33] for classification, whereas the
Variance Reduction [7] is commonly used for regression.
The aforementioned heuristics are applied to each leaf to
decide which dimension should be used for partitioning
and at which value. The termination condition for the
construction varies between different algorithms: In many
cases, the tree length is pre-defined, whereas, in other
cases, the termination condition is dictated by its accu-
racy (if the expansion of the tree marginally benefits its
accuracy, the construction stops).
Each boundary of a Decision Tree is parallel to one axis
of the data, since it only involves a single dimension of
the data space, i.e., the boundary line is expressed by a
rule of the form xi = c, where c is a constant value.
Generalizing this rule into a multivariate line, we obtain
the oblique Decision Trees [6] that comprise of lines of
the form:
∑n
i=1 cixi + γ = 0. To better illustrate this,
in Figure 2 we provide an example where we showcase
the tree structure along with the respective partitions of
the Deployment Space for a tree that has 3 leaves and 2
test nodes. Original (or flat) Decision Trees can be con-
sidered as a special case of the oblique Decision Trees.
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The multivariate boundaries boost the expressiveness of
the Decision Tree, since non axis-parallel patterns can be
recognized and expressed, as discussed in [21].
3x1-x2-1>0
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Figure 2: Example of an Oblique Decision Tree
In this paper, we are utilizing oblique Decision Trees in
two ways: First, we are employing them to create an ap-
proximate model of the performance function. Second,
we are exploiting their construction algorithm to adap-
tively sample the Deployment Space of the application,
focusing more on regions where the application presents
a complex behavior and ignoring regions where its behav-
ior tends to be predictable. These uses are extensively
described in Sections 3.2 and 3.3 respectively.
2.3 Method overview
PARTITION SAMPLE DEPLOY MODEL
Figure 3: Method overview
The main idea of the suggested algorithm is to parti-
tion the Deployment Space of the application by group-
ing samples that better fit different linear models, ob-
tain knowledge about the performance function through
sampling the Deployment Space, deploying the selected
configurations and, when a predefined number of deploy-
ments is reached, model the performance function uti-
lizing different linear models for each partition. This is
schematically represented in Figure 3. Specifically, at
each step, the Deployment Space is partitioned by group-
ing the already obtained samples according to their abil-
ity to create a linear model that accurately approximates
the application performance; Estimates are then created
regarding the intra-group homogeneity. The homogene-
ity of each region corresponds to the accuracy of the pre-
diction of the performance function for the specified re-
gion. Therefore, less accurate regions must be further
sampled to clarify the behavior of the performance func-
tion in them. On the contrary, more accurate regions are
considered successfully approximated, thus new samples
need not be obtained for those.
Intuitively, the suggested algorithm is an attempt to
adaptively “zoom-in” to areas of the Deployment Space
where the behavior of the performance function is more
obscure, in the sense that it is unpredictable and hard to
model. This enables the number of allowed application
deployments to be dynamically distributed inside the De-
ployment Space, leading to more accurate predictions as
more samples are collected for performance areas that are
harder to approximate. The properties of Decision Trees,
heavily utilized throughout this work, render them a per-
fect candidate for our approach: Their ease of implemen-
tation, scalability, robustness and, especially, their inher-
ent divide-and-conquer functionality, that allows for adap-
tiveness in focusing on the regions of unpredictable appli-
cation performance, are some of those. These properties
inherently match the application profiling problem and fa-
cilitate the decomposition of the Deployment Space in an
intuitive and efficient manner.
3 Profiling Methodology
In this section we provide an extensive description of the
profiling methodology.
3.1 Algorithm Overview
Algorithm 1 DT-based Adaptive Profiling Algorithm
1: procedure DTADAPTIVE(D, B, b)
2: tree← TREEINIT(∅), samples← ∅
3: while |samples| ≤ B do
4: tree← EXPANDTREE(tree, samples)
5: s← SAMPLE(D, tree, samples, b)
6: d← DEPLOY(s)
7: samples← samples ∪ d
8: model← CREATEMODEL(samples)
9: return model
Our Algorithm takes three input parameters: (a) the De-
ployment Space of the application D, (b) the maximum
number of application deployments B and (c) the number
of deployments triggered at each iteration of the algorithm
b. The tree variable represents a Decision Tree, while
the samples set contains the obtained samples. While the
number of obtained samples has not reached B, the fol-
lowing steps are executed: First, the leaves of the tree are
examined and tested whether they can be replaced by sub-
trees that further partition their regions (Line 4). Next, the
leaves of the expanded tree are sampled according to the
SAMPLE function (Line 5), and the chosen samples are
deployed (Line 6) according to the deployment configura-
tion of the sample, and performance metrics are obtained.
One must note the difference between s and d: s ⊆ D
whereas d ⊆ D×P , where D and P are the Deployment
and Performance space respectively, as defined in Section
2.1. smembers are points of the Deployment Space repre-
senting a deployment configuration, whereas d members
represent a point of the performance function that con-
tains the respective input space point plus the performance
value. Finally, when B samples have been chosen, the fi-
nal model is created (Line 8).
Before describing each function in more detail, some
observations can be made regarding the algorithm’s exe-
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cution. First, the tree is incrementally expanded at each it-
eration and its height is gradually increased. The arrival of
new samples leads to the formulation of new rules for par-
titioning the Deployment Space (represented by test nodes
in the tree structure), leading to an online training scheme.
Second, the DEPLOY function (Line 6) is responsible for
making |s| deployments of the application according to
the configuration setups specified by each si ∈ s and re-
turn the same configuration points accompanied by their
performance metric. This implies that |s| = |d| and this
is the most time consuming part of each iteration, since
resource orchestration and application configuration typ-
ically requires several minutes. Lastly, it is obvious the
total number of iterations is equal to dBb e.
3.2 Decision Tree Expansion
The main idea behind the expansion of a Decision Tree
lies on the identification of a split line that maximizes
the homogeneity between the two newly created leaves;
The selection of an appropriate split line greatly impacts
the accuracy of the partitioning, ergo the future partitions.
As mentioned before, the utilization of oblique Decision
Trees allows the test node to be represented by a multivari-
ate line and enhances their adaptability to different perfor-
mance functions. Nevertheless, calculating an appropri-
ate multivariate split line is NP-complete [21] and, thus,
the optimal solution can only be approximated. Since we
want to exploit the expressiveness of the oblique parti-
tions without introducing a prohibitive computation cost
for their estimation, we express the problem as an opti-
mization problem [21] and utilize Simulated Annealing
(SA) [43] to identify a near-optimal line. In Algorithm 2,
we present the EXPANDTREE function. For each leaf of
the tree (Line 3), SA is executed to identify the best mul-
tivariate split line (Line 5), considering solely the sam-
ples whose Deployment Space-related dimensions (d.in)
lie inside the specified leaf (Line 4). The samples of the
specified leaf are then partitioned in two disjoint sets ac-
cording to their position (Lines 7-11), in which the symbol
 indicates that a sample s is located below line). Finally,
a new test node is generated (Line 12), replacing the orig-
inal leaf node of the tree and the new tree is returned.
SA is a prominent methodology for solving complex
optimization problems. It functions in an iterative manner
and is based on the idea of generating possible solutions
(split lines), evaluating their goodness using a score func-
tion and, finally, returning the best. The key factor that
diversifies SA from a simple random search lies on the
targeted creation of candidate solutions. Assuming a split
line of the form l = a1x1 + · · ·+ anxn + an+1 = 0 , SA
seeks for a solution vector v = (a1, · · · , an+1) that mini-
mizes an expression Score(v); During the first algorithm
steps (i), the consecutive candidate solutions present great
differences , i.e., the difference |vi−vi+1|, is large, but for
an increasing number of iterations, |vi − vi+1| → 0 and
SA converges to a close-to-the-optimal solution. During
the algorithm’s execution, SA may pick worse solutions,
i.e., split lines with worse scores, as the best examined
this-far; This guarantees that the algorithm will not be
trapped into a local minimum. Both the probability of
substituting a better solution with a worse one and the
size of the neighborhood of solutions that SA examines
at each step is determined by Temperature factor, decay-
ing with time. Intuitively, higher temperatures mean that
SA attempts diverse solutions and accepts worse solutions
with high probability and lower temperature implies that
SA converges to the neighborhood of the best solution.
Algorithm 2 EXPANDTREE Function
1: procedure EXPANDTREE(tree, samples)
2: newTree← tree
3: for l ∈ leaves(tree) do
4: v ← {d|d ∈ samples, d.in ∈ l}
5: line← SA(v)
6: L1 ← ∅, L2 ← ∅
7: for s ∈ v do
8: if s  line then
9: L1 ← L1 ∪ s
10: else
11: L2 ← L2 ∪ s
12: testNode← {line, L1, L2}
13: newTree←replace(l, testNode)
14: return newTree
As easily understood, the cornerstone for SA’s effec-
tiveness is the score function that quantifies the efficacy
of each candidate solution. The methodologies utilized
by various Decision Tree construction algorithms make no
assumption regarding the nature of the data; Although this
enhances their adaptability to different problem spaces,
their utilization in this work resulted in poorly partitioned
Deployment Spaces. The data that our work attempts to
model belong to a performance function. Intuitively, if
all the performance function points were available, one
would anticipate that a closer observation of a specific
region of the Deployment Space would present an ap-
proximately linear behavior, as “neighboring” Deploy-
ment Space points are anticipated to produce similar per-
formance. When focusing on a single neighborhood, this
“similar performance” could be summarized by a linear
hyperplane. A split line is considered to be “good” when
the generated leaves are best summarized by linear re-
gression models or, equivalently, if the samples located in
the two leaves can produce linear models with low resid-
uals, i.e., low modeling error. Given an n-dimensional
Deployment Space D, a line l = 0 and two sets L1, L2
that contain D’s samples after partitioning it with l (as in
lines 6-10 of the algorithm), we estimate two linear re-
gression models for L1 and L2 and estimate their residu-
als using the coefficient of determination R2; l’s score is:
Score(l) = − |L1|R
2
L1
+|L2|R2L2
|L1|+|L2| . Note that 0 ≤ R2 ≤ 1
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and a value of 1 represents zero residuals and perfect fit to
the linear model while a value of 0 implies the unsuitabil-
ity of a linear model. The above score function is mini-
mized when both L1 and L2 generate highly accurate lin-
ear models or, equivalently, if the two sets can be accu-
rately represented by two linear hyperplanes. Notice that
we weight their importance according to the number of
samples they contain as an inaccurate linear model gen-
erated by more samples has greater impact to the algo-
rithm than an inaccurate model generated by fewer sam-
ples. The negative sign is employed in order to remain
aligned with the literature, in which SA seeks for mini-
mum points. Finally, one SA property not discussed this
far is the ability to achieve a customizable compromise
between the modeling accuracy and the required compu-
tation. Specifically, prior to SA’s execution, the user de-
fines a maximum number of iterations to be executed for
the identification of the best split line. When one wants to
maximize the quality of the partitioning, many iterations
are conducted. On the contrary, the number of iterations is
set to lower values in order to allow for a quick estimation
of the results.
3.3 Adaptive Sampling
Algorithm 3 Sampling algorithm
1: procedure SAMPLE(D, tree, samples, b)
2: errors, sizes← ∅, maxError,maxSize← 0
3: for l ∈ leaves(tree) do
4: points← {d|d ∈ samples, d.in ∈ l}
5: m← regression(points)
6: errors[l]← crossValidation(m,points)
7: sizes[l]← |{e|e ∈ D ∩ l}|
8: if maxError ≤ errors[l] then
9: maxError ← errors[l]
10: if maxSize ≤ sizes[l] then
11: maxSize← sizes[l]
12: scores, newSamples← ∅, sumScores← 0
13: for l ∈ leaves(tree) do
14: scores[l]← werror · errors[l]maxError + wsize ·
sizes[l]
maxSize
15: sumScores← sumScores+ scores[l]
16: for l ∈ leaves(tree) do
17: leafNoDeps← d scores[l]
sumScores
· be
18: s←RANDOMSELECT({d|d ∈ D ∩ l}, leafNoDeps)
19: newSamples← newSamples ∪ s
20: return newSamples
After the tree expansion, the SAMPLE function is ex-
ecuted (Algorithm 3). The algorithm iterates over the
leaves of the tree (Line 3); For the samples of each leaf, a
new linear regression model is calculated (Line 5) and its
residuals are estimated using Cross Validation [16]: The
higher the residuals, the worse the fit of the points to the
linear model. The size of the specified leaf is then esti-
mated. After storing both the error and the size of each
leaf into a dictionary, the maximum leaf error and size
are calculated (Lines 8-11). Subsequently, a score is es-
timated for each leaf (Lines 13-15). The score of each
leaf is set to be proportional to its scaled size and error.
This normalization is conducted so as to guarantee that the
impact of the two factors is equivalent. Two coefficients
werror and wsize are used to assign different weights to
each measure. These scores are accumulated and used
to proportionally distribute b to each leaf (Lines 16-19).
In that loop, the number of deployments of the specified
leaf is calculated and new samples from the subregion of
the Deployment Space are randomly drawn with the RAN-
DOMSELECT function, in a uniform manner. Finally, the
new samples set is returned.
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(c) werror = 1.0, wsize = 0.5
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1
 0
 10
 20
 30
 40
 50
 60
 70
 80
 90
(d) werror = 0.0, wsize = 1.0
Figure 4: Sample distribution for different weights
To further analyze the sampler’s functionality, we pro-
vide an example of execution for a known performance
function of the form y = 0.8x1 + 0.2x2. On a randomly
selected point, an abnormality is introduced, modeled by
a Gaussian function. In Figure 4 (a) a projection of the
performance function is provided. The horizontal and ver-
tical axes represent x1 and x2 respectively and the colors
represent y values, where the lighter colors demonstrate
higher y values. Algorithm 1 is executed for different
werror, wsize during the SAMPLE step. We assume a
maximum number of deployments B of 100 points out
of the 2500 available points and a per-iteration number
of deployments b of 10 points. In Figures 4 (b), (c) and
(d) we provide the distribution of the selected samples,
for different weight values. Each dimension is divided in
20 intervals and for each execution we keep count of the
samples that appear inside each region. The color of the
regions demonstrate the number of the samples within the
region (lighter colors imply more samples).
The adaptiveness of the proposed methodology lead the
samples to immediately identify the abnormal area. In
Figure 4 (b) the score of each leaf is only determined by
its error. Most samples are gathered around the Gaus-
sian distribution: The first leaves that represent the area of
the Gaussian function produce less accurate models since
they cannot express the performance function with a lin-
ear model. Since the score of each leaf is only determined
by its error, these leaves claim the largest share of b at each
step, thus the samples are gathered around the abnormal-
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ity. On the contrary, when increasing wsize as in Figure 4
(c), the gathering of the samples around the abnormality
is neutralized as more samples are now distributed along
the entire space, something that is intensified in Figure 4
(d), where the abnormality is no longer visible.
The consideration of two factors (error and size) for
deciding the number of deployments spent at each leaf
targets the trade-off of exploring the Deployment Space
versus exploiting the obtained knowledge, i.e., focus on
the abnormalities of the space and allocate more points to
further examine them. This is a well-known trade-off in
many fields of study [41]. In our approach, one can favor
either direction by adjusting the weights of leaf error and
size, respectively. It should be noted that the considera-
tion of other parameters, such as the deployment cost, can
be easily considered through the extension of the score
function (Line 14). This way, more “expensive” deploy-
ment configurations, e.g., ones that entail multiple VMs
with many cores, would be avoided in order to regulate
the cost of the profiling.
3.4 Modeling and Optimizations
After B samples are returned by the profiling algorithm,
they are utilized by the CREATEMODEL (Algorithm 1,
Line 8) function to train a new Decision Tree. The choice
of training a new Decision Tree instead of expanding the
one used during the sampling phase is made to maximize
the accuracy of the final model. When the first test nodes
of the former Decision Tree were created, only a short
portion of the samples were available to the profiling al-
gorithm and, hence, the original Decision Tree may have
initially created inaccurate partitions. To tackle this, the
final set of samples is used to train the model from scratch.
In cases where the number of obtained samples is compa-
rable to the dimensionality of the Deployment Space, the
number of constructed leaves is extremely short and the
tree degenerates into a linear model that covers sizeable
regions of the Deployment Space. Since many perfor-
mance functions may present non-linear characteristics,
the accuracy of the end model could degrade. To tackle
this problem, along with the final Decision Tree, we also
train a set of Machine Learning classifiers and keep the
one that achieves the lowest Cross Validation error. Our
evaluation demonstrated that for very low sampling rates,
i.e., area (a) of Figure 1, alternative classifiers such as Per-
ceptrons [37] and Ensembles of them [12] may achieve
higher accuracy. However, when the Decision Tree is
trained with enough samples, it outperforms all the other
classifiers, i.e., in area (b) of Figure 1. This is the main
reason for choosing the Decision Tree as a base model for
our scheme: The ability to provide higher expressiveness
by composing multiple linear models in areas of higher
unpredictability, make them a perfect choice for model-
ing a performance function.
The case where the tree is poorly partitioned during the
initial algorithm iterations, can also produce vulnerabili-
ties during the sampling step. Specifically, the Deploy-
ment Space may be erroneously partitioned on the first
levels of the tree and then, as new samples arrive, more
deployments will be spent on creating more and shorter
regions that, would otherwise have been merged into a
single leaf. To address this problem, commonly antici-
pated when constructing a Tree in an “online” fashion,
several solutions have been proposed [42]. In our ap-
proach, the Decision Tree is recreated from scratch prior
to the sampling step. This optimization, albeit requiring
extra computation, boosts the performance of the profil-
ing methodology, as better partitioning of the space leads
to more representative regions and better positioned mod-
els. Nevertheless, the time needed for this extra step is
marginal compared to the deployment time for most mod-
ern distributed applications.
4 Evaluation
In this section, we provide the experimental evaluation of
our methodology. First, we evaluate the performance of
our scheme (Algorithm 1) against other end-to-end profil-
ing approaches. We then provide a thorough analysis of
the different parameters that impact the algorithm’s per-
formance.
4.1 Methodology and data
To evaluate the accuracy of our profiling algorithm, we
test it over various real and synthetic performance func-
tions. We are using the Mean Squared Error (MSE)
metric for the comparison, estimated over the entire De-
ployment Space, i.e., we exhaustively deploy all possible
combinations of each application’s configurations, so as
to ensure that the generated model successfully approxi-
mates the original function for the entire space. We have
deployed five different popular real-world applications,
summarized in Table 1. We opted for applications with
diverse characteristics with Deployment Spaces of vary-
ing dimensionalities (3 – 7 dimensions).
The first three applications (k-means, Bayes and Word-
count) are deployed on a YARN [44] cluster. YARN cre-
ates the abstraction of a unified resource pool in terms of
memory and cores. New tasks claim an amount of re-
sources which are either provided to them (and the task
is executed) or, if not available, stall until the resources
become available. The Media Streaming application con-
sists of two components: The backend is an NFS server
that provides videos to the Web Servers. A number of
lightweight Web Servers (nginx) are setup to serve the
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videos to the clients. The NFS server retains 7 differ-
ent video qualities and 20 different videos per quality.
Finally, MongoDB is deployed as a sharded cluster and
it is queried using YCSB [10]. The sharded deploy-
ment of MongoDB consists of three components: (a) A
configuration server that holds the cluster metadata, (b)
a set of nodes that store the data (MongoD) and (c) a
set of loadbalancers that act as endpoints to the clients
(MongoS). Since MongoD and MongoS components are
single-threaded, we only consider the cases of scaling
them horizontally. Each application was deployed in a
private Openstack installation, with 8 nodes aggregating
200 cores and 600GB of RAM. Due to space constraints,
in Appendix B of the Extended Version of this work [17],
a thorough application analysis is provided.
Table 1: Applications under profiling
Application Dimensions Values(perf. metric)
Spark k-means
YARN nodes 2–20
# cores per node 2–8
memory per node 2–8 GB
# of tuples 200–1000 (×103)
(execution time) # of dimensions {1,2,3,5,10}
data skewness 5 levels
k {2,5,8,10,20}
Spark Bayes
YARN nodes 4–20
# cores per node 2–8
memory per node 2–8 GB
(execution time) # of documents 0.5–2.5 (×106)
# of classes 50–200 classes
YARN nodes 2–20
Hadoop Wordcount # cores per node 2–8
(execution time) memory per node 2–8 GB
dataset size 5–50 GB
Media Streaming
# of servers 1–10
video quality 144p–1440p
(throughput) request rate 50–500 req/s
MongoDB
# of MongoD 2–10
# of MongoS 2–10
(throughput) request rate 5–75 (×103) req/s
Table 2: Synthetic performance functions
Complexity Name Function R2
LOW LIN f1(x) = a1x1 + · · ·+ anxn 1.00POLY f2(x) = a1x21 + · · ·+ anx2n 0.95
AVG
EXP f3(x) = ef1(x) 0.65
EXPABS f4(x) = e|f1(x)| 0.62
EXPSQ f5(x) = e−f1(x)
2
0.54
HIGH
GAUSS f6(x) = e−f2(x) 0.00
WAVE f7(x) = cos(f1(x)) · f3(x) 0.00
HAT f8(x) = f2(x) · f6(x) 0.00
We have also generated a set of performance functions
using mathematical expressions, listed in Table 2. Each
function maps the n-dimensional Deployment Space to
a single dimensional metric. The listed functions are
chosen with the intention of testing our profiling algo-
rithm against multiple scenarios of varying complexity.
To quantify each function’s complexity, we measure how
accurately a function can be approximated by a linear
model. Linear performance functions can be approxi-
mated with only a handful of samples, hence we regard
them as the least complex case. For each of the listed
functions, we calculate a linear regression model that best
represents the respective data points and test its accuracy
using the coefficient of determination R2. Values close
to 1 indicate that the specified functions tend to linear-
ity whereas values close to 0 indicate that the specified
functions are strongly non-linear. Based on the values of
R2 for each case, we generate three complexity classes:
Functions of LOW complexity (when R2 is higher than
0.95)), functions of AVERAGE complexity (when R2 is
between 0.5 and 0.7) and functions of HIGH complexity
when R2 is close to 0. The values of R2 depicted in Table
2 refer to two-dimensional Deployment Spaces.
4.2 Profiling algorithms comparison
First, we compare our profiling methodology against other
end-to-end profiling schemes. Our approach is referred
to as Decision Tree-based Adaptive methodology (DTA).
Active Learning [38] (ACTL) is a Machine Learning field
that specializes on exploring a performance space by ob-
taining samples assuming that finding the class or the
output value of the sample is computationally hard. We
implemented Uncertainty Sampling that prioritizes the
points of the Deployment Space with the highest uncer-
tainty, i.e., points for which a Machine Learning model
cannot predict their class or continuous value with high
confidence. PANIC [18] is an adaptive approach that fa-
vors points belonging into steep areas of the performance
function, utilizing the assumption that the abnormalities
of the performance function characterize it best. Further-
more, since most profiling approaches use a randomized
sampling algorithm [19, 11, 25, 26] to sample the De-
ployment Space and different Machine Learning models
to approximate the performance, we implement a profil-
ing scheme where we draw random samples (UNI) from
the performance functions and approximate them using
the models offered by WEKA [20], keeping the most ac-
curate in each case. In all but a few cases, the Random
Committee [36] algorithm prevailed, constructed using
Multi-Layer Perceptron as a base classifier. For each of
the aforementioned methodologies, we execute the exper-
iments 20 times and present the median of the results.
4.2.1 Sampling rate
We first compare the four methods against a varying Sam-
pling Rate, i.e., the portion of the Deployment Space uti-
lized for approximating the performance function (SR =
|Ds|
|D| × 100%). SR varies from 3% up to 20% for the five
real-world applications. In Figure 5 we provide the accu-
racy of each approach measured in terms of MSE.
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Figure 5: Accuracy vs sampling rate (MSE)
From Figure 5, it becomes apparent that DTA outper-
forms all the competitors for increasing Sampling Rates,
something indicative of its ability to distribute the avail-
able number of deployments accordingly so as to max-
imize the modeling accuracy. In more detail, all algo-
rithms benefit from an increase in Sampling Rate since
the error metrics rapidly degrade. Both in k-means and
Bayes, when the sampling rate is around 3% UNI and
DTA construct models of the highest accuracy. As men-
tioned in Section 3.4, for such low Sampling Rates the
linearity of the Decision Tree would fail to accurately rep-
resent the relationship between the input and the output
dimensions, thus a Random Committee classifier based
on Multi-Layer Perceptrons is utilized for the approxima-
tion. The same type of classifier also achieves the highest
accuracy for the rest of the profiling algorithms (ACTL,
PANIC) that, as seen from the Figure, present higher er-
rors due to the less accurate sampling policy at low SR.
As the Sampling Rate increases, the Decision Tree ob-
tains more samples and creates more leaves, which con-
tributes in the creation of more linear models that capture
a shorter region of the Deployment Space and, thus, pro-
ducing higher accuracy. Specifically, for SR > 3%, De-
cision Tree created a more accurate prediction than other
classifiers and, hence, it was preferred.
In the rest of the cases, DTA outperforms its competi-
tors for the Wordcount application and, interestingly, this
is intensified for increasing SR. Specifically, DTA man-
ages to present 3× less modeling error than UNI when
SR = 20%. Media Streaming, on the other hand, ex-
hibits an entirely different behavior. The selected dimen-
sions affect the performance almost linearly, thus the pro-
duced performance function is smooth and easily mod-
eled by less sophisticated algorithms than DTA, explain-
ing UNI’s performance which is similar to DTA’s. PANIC
and ACTL try to identify the abnormalities of the space
and fail to produce accurate models. Finally, for the
MongoDB case, DTA outperforms the competitors in-
creasingly with SR. In almost all cases, DTA outperforms
its competitors and creates models even 3 times more
accurate (for Bayes when SR = 20%) from the best
competitor. As an endnote, the oscillations in PANIC’s
and ACTL’s behavior are explained by the aggressive ex-
ploitation policy they implement. PANIC does not explore
the Deployment Space and only follows the steep regions,
whereas ACTL retains a similar policy only following the
regions of uncertainty, hence the final models may be-
come overfitted in some regions and fail to capture most
patterns of the performance function. Our work identifies
the necessity of both exploiting the regions of uncertainty
but also for exploring the entire space; This compromise
is a unique feature of DTA and explains its prevalence a
applications difficult to approximate. Finally, notice that
all the applications were evaluated for areas (a) and – part
of – (b) of Figure 1.
4.2.2 Performance function complexity
We now compare the accuracy of the profiling algorithms
against the complexity of the profiling functions. We cre-
ate synthetic performance functions from those presented
in Table 2. For each of them, we generate two datasets
with 2 and 5 dimensions, using random coefficients for
each dimension and constant Deployment Space size of
10K points. We run the profiling algorithms for each
function assuming sampling rates of 0.5% and 2.0% and
present the results in Table 3. Since the output dimension
of each dataset is in different scale, we normalize all the
results, dividing the error of each methodology with the
error produced by UNI. LIN, EXP and EXPSQ were ap-
proximated successfully from all methodologies, i.e., the
achieved errors were less than 10−5 so they are not in-
cluded in the Table. The scores in bold demonstrate the
lowest errors for each case.
Table 3 showcases that all synthetic functions were ap-
proximated more accurately by DTA than the rest of the
profiling algorithms. Specifically, even in the most com-
plex cases (GAUSS, WAVE and HAT), DTA achieves
lower errors and the difference between the competitors
is increasing with the Sampling Rate. Again, we notice
that increasing SR greatly benefit the accuracy of DTA
since more samples allow it to focus more on the un-
predictable regions of the Deployment Space. Regard-
ing the rest of the profiling methodologies, the attribute
of ACTL and PANIC to almost exclusively focus on re-
gions where the performance function presents oscillat-
ing behavior leads them to an increasing difference with
UNI, especially when the function’s complexity increases
and the oscillations become more frequent. On the con-
trary, when the performance functions are characterized
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totally from their abnormality, i.e., a discontinuity or an-
other pattern appearing in specific regions of the Deploy-
ment Space, like in the EXPABS case, both of them cre-
ate very accurate models. In this case, we observe that
DTA produces results of high quality too: For both Sam-
pling Rates it presents results similar to PANIC’s and in
the 2% case, DTA marginally outperforms it. DTA man-
ages to outperform all the competitors, even when the per-
formance function is far more complex than the one of a
distributed application.
Table 3: Accuracy vs function complexity
n ACTL PANIC DTA0.5% 2% 0.5% 2% 0.5% 2%
POLY 2 1.03 1.57 1.05 1.23 0.80 0.895 0.99 1.05 0.98 1.22 0.97 0.45
EXPABS 2 8.99 5.29 1.29 2.63 0.18 0.325 0.40 0.91 0.13 0.12 0.13 0.11
GAUSS 2 1.55 5.91 0.92 5.63 0.28 0.425 2.25 5.99 1.86 1.47 0.99 0.67
WAVE 2 0.98 2.34 1.01 2.51 0.91 0.995 1.10 1.13 1.08 1.02 0.97 0.77
HAT 2 1.17 6.49 1.25 4.85 0.60 0.425 8.01 4.77 6.63 4.20 0.99 0.95
To summarize, let us recall that the evaluation takes
place for the entire Deployment Space and not only for
abnormal regions. As the complexity of a function in-
creases, the ability of a profiling algorithm to identify the
complex regions becomes crucial for its accuracy. Using
oblique Decision Trees, DTA manages to quickly identify
those regions and, as we will see in Section 4.3.2, produce
models that accurately reflect them with very small error.
Furthermore, due to their inherent divide-and-conquer na-
ture, Decision Trees are proven to be particularly efficient
for Deployment Spaces of increasing dimensionality as
they achieve to decompose the space according to the di-
mensions’ importance and, as seen by Table 3, retain sat-
isfying accuracy, in contrast to the rest of the approaches.
4.3 Parameter Impact Analysis
We now study the parameters that affect DTA’s perfor-
mance. k-means is utilized as a test application, since it
comprises the most dimensions and is the most complex
among the applications we tested. In the Appendix C of
[17], we continue our evaluation with further experiments,
omitted from this version due to space constraints.
4.3.1 Per-iteration number of deployments
One of the most important parameters in DTA’s execution
is b: This is the number of deployments distributed among
the leaves of the tree in each iteration. In Figure 6, we
provide results where b is set as a portion of B (the total
number of allowed deployments) for three different SR.
The horizontal axis represents the ratio Bb . The Figure on
the left depicts the MSE while the right one represents the
respective execution time of DTA.
When Bb = 1, the algorithm degenerates into a random
algorithm such as UNI, since the whole tree is constructed
in one step. At this point, the algorithm presents the high-
est error and the lowest execution time, since the tree is
only constructed once and the most erroneous leaves are
not prioritized. When the ratio increases, the algorithm
produces more accurate results and the decrease in error
becomes more profound as the SR increases. For exam-
ple, when SR = 20% the error decreases more than 35%
while the ratio increases. However, when SR = 5% and
SR = 10% and for low b values (e.g., Bb = 10) an in-
teresting pattern becomes apparent. In these cases, the er-
ror metric starts to increase, neutralizing the effect of low
b. This occurs in cases where b is extremely small, com-
pared to the dimensionality of the Deployment Space. In
such cases, b at each iteration is harder to be evenly dis-
tributed to the leaves. The leaves with the lowest scores
are almost always ignored due to rounding b (since each
leaf must be assigned with an integer number of samples
and leaf’s score is a decimal number). We can conclude
that although low b values have a positive effect into the
algorithm’s accuracy, extremely low b values that make
it comparable to the dimensionality of the space tend to
reduce its accuracy.
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Figure 6: Accuracy vs B/b
The performance gain observed by increasing Bb can
be attributed to two factors: (a) the final Decision Tree
has more accurate cuts and, hence, well-placed models
and (b) the samples are properly picked during the profil-
ing. To isolate the impact of these two factors, we repeat
the same experiment for all applications and train differ-
ent ML classifiers instead of a Decision Tree. This way,
we isolate the impact of sampling and examine its mag-
nitude. We identified that the classifiers that consist of
linear models, i.e., regression classifiers such as OLS (Or-
dinary Least Squares) [13], or an Ensemble of Classifiers
created with Bagging [35] (BAG) that utilize linear mod-
els as base improve their accuracy with increasing Bb . In
Table 4 we provide our findings for two classifiers (OLS
and BAG) for four of the five applications; Media Stream-
ing is too smooth, as it does not contain abnormalities or
discontinuities, and hence a sophisticated sampling algo-
rithm is not essential for the extraction of an accurate pro-
file. In the Table we provide the percentage decrease in
MSE compared to the case Bb = 1.
The table demonstrates that for all cases, an increasing
B
b benefits the linear models, something that showcases
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that our sampling algorithm itself achieves better focus on
the interesting Deployment Space regions. Nevertheless,
we notice that an increasing Bb ratio does not always lead
to linear error reduction. When Bb = 8 and
B
b = 10, one
can notice that the error either degrades marginally (for
k-means and Bayes) or slightly increases (for MongoDB)
when compared to Bb = 5. This is ascribed to the ex-
tremely low per-iteration number of deployments b: When
B
b increases, b becomes comparable to the dimensionality
of the Deployment Space and, hence, the proportional dis-
tribution of b according to the leaves’ scores is negatively
affected. Other tested classifiers such as Perceptrons re-
main unaffected by Bb . Yet, our findings demonstrate that
even utilizing solely the sampling part of our methodology
can be particularly useful in cases where linear models, or
a composition of them, are required.
Table 4: MSE decrease % for linear classifiers
Application Classifier B/b2 5 8 10
k-means OLS 8% 10% 12% 12%BAG 3% 8% 8% 9%
Bayes OLS 23% 27% 28% 29%BAG 23% 22% 21% 23%
Wordcount OLS 23% 17% 19% 23%BAG 21% 28% 41% 38%
MongoDB OLS 19% 13% 12% 7%BAG 6% 12% 11% 2%
4.3.2 Oblique boundaries
We now compare the effect of flat versus oblique Deci-
sion Trees in the profiling accuracy and execution time.
In Figure 7 (a), we provide the results for the k-means
application for varying SR.
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Figure 7: Accuracy vs flat and oblique cuts
The oblique tree introduces a slight accuracy gain (of
about 10% for low SR) compared to the flat tree, as
seen by the left subfigure while, simultaneously, demands
about twice the time for algorithm execution. The accu-
racy gains fade out when the SR increases. This phe-
nomenon can be attributed to the fact that, when a higher
SR is employed, more leaf nodes are created and the pro-
filing algorithm functions in a more fine-grained manner.
At this point, the exact structure of the leaf nodes (if they
are oblique or flat) is not very important. However, when
the algorithm must work with fewer leaves, i.e., lower SR
, the importance of the leaf shape becomes crucial, hence
the performance boost of the oblique cuts. A point that is
not shown and stressed in the results so far is that oblique
Decision Trees, apart from a minor performance boost,
offer the ability to accurately approximate points of the
performance function with patterns spanning to multiple
dimensions of the Deployment Space. When measuring
the accuracy of the model in the entire Deployment Space,
as in Figure 7 (a), this effect can be overlooked. Yet, it
becomes apparent when focusing on the region contain-
ing the pattern. To showcase this, we conduct the follow-
ing experiment: Assume EXPABS of Table 2, minimized
when a1x1 · · · anxn = 0. We again compare the flat and
oblique approaches for a Deployment Space formed by
two dimensions but now use two different test sets: (i)
points from the entire Deployment Space (as before) and
(ii) points that are relatively close to the aforementioned
line. Figure 7 (b) corresponds to the case where the test
set is drawn from the entire Deployment Space, while in
Figure 7 (c) the tests points are close to the line, i.e., less
than  = 10−3 from the line.
While the difference in (b) is considerable for the
particular SR (a gain of 30% to 90%), when testing
against points close to the abnormality we observe that
the oblique version manages to achieve error rates that are
orders of magnitude lower than those achieved with the
flat Decision Trees. To further evaluate the impact of the
test set into the measured accuracy for different perfor-
mance functions, we repeat the previous experiment for
EXPABS and WAVE (which also contain similar complex
patterns) for a SR = 2%. We measure the accuracy of the
model when the test points are picked from (a) the entire
Deployment Space (ALL), (b) close to the “abnormal” re-
gion (ABN) and (c) both (MIX). For MIX, half of the test
points are far from the abnormality and the other half is
located in a distance less than . Figure 7 (d) showcases
the respective results. The produced errors for MIX and
ABN are divided with the error of ALL for each execu-
tion (ALL is thus omitted since it is always equal to 1).
Our results demonstrate that, for flat Decision Trees, the
modeling error increases the more we focus on the ab-
normal patterns of the Deployment Space. On the other
hand, oblique cuts produce much more accurate results,
vastly reducing their induced errors as we focus on ab-
normality areas. Different profiling algorithms were also
tested around ABN: Our evaluation indicates that DTA is
the only algorithm that achieves such an accuracy gain, as
the other methodologies present worse results around the
abnormality region.
11
5 Related Work
Performance modeling is a vividly researched area. The
challenge of accurately predicting the performance of a
distributed application is hindered by the virtualization
overhead inserted from the cloud software (hypervisors,
virtual hardware, shared storage, etc.). The distinct ap-
proaches used to model the behavior of a given applica-
tion can be graded in three categories: (a) simulation-
based, (b) emulation-based and (c) approaches involving
the benchmarking of the application and take a “black-
box” view. In the first case, the approaches are based
on known models of the cloud platforms [8] and enhance
them with known performance models of cloud applica-
tions. CDOSim [14] is an approach that targets to model
the Cloud Deployment Options (CDOs) and simulate the
cost and performance of an application. CloudAnalyst
[45] is a similar work that simulates large distributed
applications and studies their performance for different
cloud configurations. Finally, WebProphet [29] is a work
that specializes in web applications. All of these works
assume that performance models regarding both the in-
frastructure and the application are known. On the con-
trary, our approach makes no assumptions neither for the
application nor for the provider.
To bypass the assumption of a known performance
model, emulation has been used. The idea is to deploy
the application and capture performance traces for various
scenarios. The traces are then “replayed” to the infrastruc-
ture in order to to predict the application performance.
CloudProphet [28] is an approach used for migrating an
application into the cloud. It collects traces from the ap-
plication running locally and replays them into the cloud,
predicting the performance it should achieve over the
cloud infrastructure. //Trace [31] is an approach special-
izing in predicting the I/O behavior of a parallel applica-
tion, identifying the causality between I/O patterns among
different nodes. In [22] a similar approach is presented,
in which a set of benchmark applications are executed
in a cloud infrastructure, measuring microarchitecture-
independent characteristics and evaluating the relation-
ship between a target and the benchmarked application.
According to this relationship, a performance prediction
is extracted. Finally, in [32], a performance prediction ap-
proach is presented specialized in I/O-bound applications.
Through microbenchmarking, a performance model for
the virtualized storage is extracted and applied to I/O in-
tensive BigData applications, so as to predict their perfor-
mance. Although emulation approaches can be extremely
efficient for capturing specific aspects of an application’s
behavior, they cannot be generally applied if the applica-
tion structure is unknown.
Several works try to overcome this limitation and pro-
pose methodologies that make no assumption regarding
the application structure. Such approaches assume that
the application is a black-box that receives a number of in-
puts (deployment configurations) and produces a number
of outputs which correspond to application performance
metrics. The application is deployed for some representa-
tive deployment configurations and performance metrics
are obtained. The model is then constructed by utilizing
statistical and machine learning techniques mapping the
configuration space into the application performance. In
[19, 11] a generic methodology is described used to in-
fer the application performance of based on representative
deployments of the configuration space. The approach
tackles the problem of generalizing the performance for
the entire deployment space, but does not tackle the prob-
lem of picking the most appropriate samples from the de-
ployment space, as the suggested approach. PANIC [18]
is a similar work, that addresses the problem of picking
representative points during sampling. This approach fa-
vors the points that belong to the most steep regions of the
Deployment Space, based on the idea that these regions
characterize most appropriately the entire performance
function. However it is too focused on the abnormali-
ties of the Deployment Space and the proposed approach
outperforms it. Similarly, the problem of picking repre-
sentative samples of the Deployment Samples is also ad-
dressed by Active Learning [38]. This theoretical model
introduces the term of uncertainty for a classifier that, sim-
ply put, expresses its confidence to label a specific sample
of the Deployment Space. Active Learning favors the re-
gions of the Deployment Space that present the highest
uncertainty and, as PANIC, fail to accurately approximate
the performance function for the entire space, as also in-
dicated by our experimental evaluation. Finally, in [25]
and [26] two more generic black-box approaches are pro-
vided, utilizing different machine learning models for the
approximation. Neither of these works, though, address
the problem of picking the appropriate samples, since they
are more focused on the modeling problem.
6 Conclusions
In this work, we revisited the problem of performance
modeling for applications deployed over cloud infras-
tructures. Their configuration space can grow exponen-
tially large, making the required number of deployments
for good accuracy prohibitively large. We proposed a
methodology that utilizes oblique Decision Trees to re-
cursively partition and sample the Deployment Space, as-
suming a maximum number of cloud deployments con-
straint. Our approach manages to adaptively focus on ar-
eas where the model fails to accurately approximate appli-
cation performance, achieving superior accuracy under a
small number of deployments. We demonstrated that our
method better approximates both real-life and synthetic
performance functions.
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A System overview
As showcased in Algorithm 1, application profiling en-
tails: (a) The sampling of the Deployment Space, (b)
the Deployment of the chosen samples and (c) the con-
struction of the end model. So far, we have focused our
analysis and evaluation on the theoretical aspects of the
methodology, ignoring the engineering part that entails
the automatic deployment of the application, the enforce-
ment of different resource- and application-level config-
uration parameters and the retrieval of the performance
metric. Although these aspects are orthogonal to our
methodology, in the sense that different cloud infrastruc-
tures, solutions and software can be utilized without al-
tering the proposed profiling algorithm, the utilized solu-
tions can have a great impact in the profiling time and the
level of automation. In this section, we provide a brief
overview of the tools utilized to create a fully-automated
application profile.
Our implementation was based on Openstack and its
deployment tool, Heat [2]. Heat is responsible for the de-
ployment and the orchestration of virtual resources, in-
cluding Virtual Machines, virtual networks, ports, block
devices, volumes, etc. An application description, re-
ferred to as a Heat Orchestration Template (HOT), is, es-
sentially, the blueprint of the application, describing its
architecture and main components and supports a set of
parameters that can be defined during its instantiation.
This way, Heat decouples the static application informa-
tion, e.g., its architecture, from the dynamic information
that must be provided in runtime, e.g., the flavors of the
different VMs, application level parameters, etc.
When a new application deployment is spawned, Heat
first allocates the necessary resources, in the correct or-
der. For example, if a VM depends on a volume, the VM
allocation starts upon the volume creation. After all the
VMs are launched, Heat executes user-specified scripts,
included in the HOT, in order to orchestrate the resources.
Furthermore, to ease the application configuration, Heat
also supports parameterized script execution that enables
the scripts to be executed with different parameters and
ensure that different resources are properly utilized. For
example, the number of cores or the amount of RAM of
a VM can be provided as a parameter during the HOT in-
stantiation and, according to the value of this parameter,
the script can set the appropriate parameter in the appli-
cation’s configuration file. Through this powerful mecha-
nism, the problem of describing a complex application is
reduced into creating a parameterized Heat template that
can be launched according to user-defined parameters.
In our case, we created four HOTs for each applica-
tion of Table 1 and mapped each Deployment Space di-
mension into a unique HOT parameter (per application).
This way, the deployment of a single Deployment Space
point entails the deployment of the respective HOT with
the appropriate parameters that reflect the aforementioned
point. The workload-specific parameters are addressed in
a unified way, as HOT parameters can also be visible to
the user-specified scripts. When the workload finishes,
the performance metrics are inserted into a centralized
database and processed in order to resume the profiling
algorithm execution. To reduce the deployment time, we
have constructed precooked VM images (based on Ubuntu
x64 14.04 images) that contain the necessary software.
This way, the deployment only entailed the resource al-
location, VM bootstrapping and workload execution.
In our experimental platform, the average VM creation
time is around 60 ± 20 sec and the average VM boot-
strap time is 30 ± 10 sec. Both times are measured to be
independent of the VM flavor, i.e., the amount of cores,
RAM and disk utilized by the VM. The workload execu-
tion time greatly varies among different applications and,
in our case, dominates the entire deployment time. For
each application, we estimate the average execution time
along with the respective standard deviation and present
them in Table 5.
Table 5: Workload execution times (sec)
Application Average Time Std. Deviation
k-means 120 300
Bayes 250 250
Wordcount 270 250
Media Streaming 350 350
MongoDB 150 130
It must be noted that our approach is capable of paral-
lelizing the deployment of different samples: When the
expansion of the Decision Tree in a specified step is fin-
ished, the samples that have been chosen can be deployed
in-parallel. We recall here that the amount of samples
chosen at each algorithm step is determined by b, as de-
scribed in Section 3. When b becomes equal to B, that
corresponds to the maximum number of cloud deploy-
ments executed by our algorithm, our approach degener-
ates into a Random Sampler and the highest paralleliza-
tion is achieved, although accuracy is sacrificed, as shown
in Section 4.3.1. Taking into consideration this comment
and based on the average Deployment and Workload ex-
ecution times, we can roughly estimate the average time
needed for the estimation of a profile for application A, as
a function of B and b as follows:
ProfilingT ime(B, b,A) =
⌈
B
b
⌉
×(Tcreation+Tboot+Tw(A))
where Tcreation refers to the VM creation time, Tboot
refers to the VM boot time and Tw is the workload ex-
ecution time for application A.
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Table 6: Application complexity and correlations
Application R2 Dimension r
Spark k-means
YARN nodes -0.30
# cores per node -0.35
memory per node -0.32
0.65 # of tuples 0.66
(execution time) # of dimensions 0.87
data skewness 0.14
k 0.45
Bayes
YARN nodes -0.24
# cores/node -0.34
0.56 memory/node -0.49
(execution time) # of documents 0.51
# of classes 0.00
YARN nodes -0.44
Wordcount 0.57 # cores/node -0.20
(execution time) memory/node -0.38
dataset size 0.49
Media Streaming
# of servers 0.46
0.46 video quality -0.41
(throughput) request rate 0.28
MongoDB
# of MongoD 0.33
0.55 # of MongoS 0.50
(throughput) request rate 0.44
B Application analysis
In this section we provide a thorough analysis of the
applications utilized throughout the experimental evalu-
ation, in Section 4. We choose to demonstrate our pro-
filing methodology over applications with diverse char-
acteristics covering both batch and online functionality.
k-means, Bayes and Wordcount are typical examples of
the former category, while Media Streaming and Mon-
goDB are representative online ones. We choose two
batch applications implemented in two different systems
(Spark and Hadoop respectively) in order to cover both in-
memory and disk-based computations respectively. Re-
garding the online applications, Media Streaming was
chosen for two reasons: First, media/video streaming ap-
plications are very popular and tend to become an excel-
lent use case for cloud computing [5, 4, 1], especially due
to its decentralized and on-demand resource allocation
nature. Second, its architecture, consisting of a storage
backend and a set of horizontally scalable Web Servers,
is very popular among cloud applications [9]. Finally,
MongoDB is a popular document store, widely used as
a database backend among various applications. In all
cases, we opt for representative use cases of applications
deployed over cloud infrastructures. Nevertheless, we
emphasize that both the nature and the behavior of the
selected application is orthogonal to our approach, as the
proposed methodology successfully models applications
of varying diversity.
In order to provide more information regarding the be-
havior of the chosen applications, we first evaluate the na-
ture of the performance functions and compare them to a
linear function with the methodology described in Sec-
tion 4: Using all the available performance points, we
construct a linear model that best fits the data (with Or-
dinary Least Squares) and, then, compare this model to
the original data points using R2. In Table 6 we provide
our findings. According to the categorization provided in
Table 2 and based on the applications’ scores, we observe
that all the tested applications belong in the AVERAGE
category and are quite different from their linear equiva-
lent functions.
The selected dimensions for each application were cho-
sen in order to reflect an actual profiling scenario, in
which the application dimensions can vary in importance.
To quantify this importance, we measure the correla-
tion between the input and output dimensions using Pear-
son correlation coefficient r, as demonstrated in Table 6;
The output dimensions are listed beneath the application
names. A negative sign indicates that the growth of one
dimension has a negative impact on the output dimension.
For example, when increasing the number of YARN nodes
in Bayes, the execution time of the job decreases. Val-
ues close to zero indicate that the specified dimensions
are of low importance. For example, in Bayes, the num-
ber of classes used for the classification does not affect
the execution time of a job. It is important for a profiling
methodology to be able to efficiently handle dimensions
that are, eventually, proven to be of low importance, since
it is quite possible that when a new application is sub-
mitted for profiling, the user cannot be aware of which
dimensions have a greater impact on the application per-
formance. Such input dimensions increase the dimension-
ality of the Deployment Space, without adding any extra
information. Our scheme manages to efficiently handle
these dimensions due the utilization of Decision Trees:
The multidimensional cuts, created during the sampling
phase, ignore the least important dimensions and focus
on splitting the performance function based on the more
important variables, increasing this way the profiling ac-
curacy.
C Extended evaluation
C.1 Cost-aware profiling
So far, we have assumed that all Deployment Space points
are equivalent, in the sense that we have not examined
the deployment configuration they represent: A point rep-
resenting a deployment configuration of 8 VMs, each of
which has 8 cores, is equivalent to a point representing 1
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VM with 1 core. However, since the choice of a point re-
sults in its actual deployment, it is obvious that this choice
implicitly includes a (monetary) cost dimension that has
not been addressed. We now examine DTA’s ability to
adapt when such a cost consideration exists. Let us define
the following cost models:
• Bayes: |nodes| × |cores|
• Wordcount: |nodes| × |cores|
• Media Streaming: |servers|
• MongoDB: |MongoS| + |MongoD|
We have chosen realistic cost models, expressed as func-
tions of the allocated resources (VMs and cores). Let us
recall that Media Streaming and MongoDB utilize unicore
VMs. Hence, their cost is only proportional to the number
of allocated VMs.
We execute DTA, utilizing the following score function
for each leaf:
score(l) = werror·error(l)+wsize·size(l)−wcost·cost(l)
(1)
in which the monetary cost of the points of each leaf
are penalized, according to the pricing scheme of the
provider.
For werror = 1.0 and wcost = 0.5, we alter the weight
of the cost parameter between 0.2 and 1.0 for SR of 3%
and 20%. We provide our findings in Table 7, in which
we present the percentage difference in the profiling error
(measured in MSE) and cost for each case, against the
case of wcost = 0.0.
Table 7: MSE and Cost for different cost weights
App/tions SR MSE Cost0.2 0.5 1.0 0.2 0.5 1.0
Bayes 3% +1% -1% -2% -1% -1% -1%20% +4% +10% +5% -7% -9% -12%
Wordcount 3% -1% -5% -1% -4% -6% -1%20% 0% +13% +19% -6% -8% -18%
Media Str. 3% -1% -3% +3% -1% -5% -6%20% -6% -2% -8% -7% -11% -26%
MongoDB 3% +6% +12% +13% -2% -3% -4%20% -1% -7% -7% -6% -9% -12%
For low sampling rates, increasing values for wcost
does not heavily influence the profiling cost. Specifically,
for the MongoDB case, the cost reduces by a marginal
factor (around 4% in the most extreme case) whereas
the error increases by 13%. On the contrary, for high
sampling rates, it becomes apparent that the considera-
tion of the cost increases its impact as the application
profiles are calculated even 26% less expensive than the
case of wcost = 0, e.g., in the Media Streaming case for
wcost = 1.0. Furthermore, it is obvious that for increasing
wcost, the cost becomes a more important factor for the
leaf score and, hence, the cost degradation becomes more
intense. Regarding the profiling accuracy, in most cases
the error remains the same or its increase does not exceed
10%. A notable exception from this is the Wordcount
case, where we can see that the MSE increases rapidly
with increasing wcost values and even reaches a growth of
19% in the case where wcost = 1.0. From this analysis,
we can conclude that cost-aware sampling becomes par-
ticularly effective for high sampling rates, which is also
desirable since high sampling rates entail many deploy-
ments, i.e., increased cost. In such cases, the cost-aware
algorithm has more room to improve the profiling cost
whereas, on the same time, the accuracy sacrifice is to-
tally dependent on the nature of the performance func-
tion; However, from our evaluation we can conclude that
the accuracy degradation is analogous to the cost reduc-
tion, allowing the user to choose between higher accuracy
or reduced deployment cost.
C.2 MAE for varying Sampling Rate
Figure 8 describes the accuracy of the proposed methodol-
ogy against UNI, PANIC and ACTL for varying Sampling
Rates, measured in terms of MAE.
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Figure 8: Accuracy vs sampling rate (MAE)
Comparing Figure 8 with Figure 5, it is apparent that
both MSE and MAE provide a similar picture between
the different profiling methodologies as DTA outperforms
its competitors in all cases, UNI seems to present the next
best results and PANIC and ACTL present the worst ac-
curacy, due to their aggressive exploitation policy that
focuses on the abnormalities of the Deployment Space.
Specifically, DTA produces results even 3.5 times bet-
ter than the next best algorithm (for MongoDB, SR =
6%) and the gap between the profiling methodologies in-
creases with increasing SR for all cases, but for the Media
Streaming case, where UNI achieves the same accuracy
level.
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C.3 Optimizations
We evaluate the impact of the optimization presented in
Section 3.4, i.e., the construction (from scratch) of the
Decision Tree, so as to correct erroneous cuts of the De-
ployment Space during the initial algorithm iterations. In
Figure 9, we provide results for varying Bb , SR = 10%
for the case of Bayes. The online training scheme repre-
sents the incremental expansion of the Decision Tree at
each iteration whereas the offline training scheme refers
to the case of reconstructing the tree at each iteration.
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Figure 9: Accuracy vs training type
When b receives relatively high values (compared to
B), the impact of offline training is marginal to the perfor-
mance function. While Bb increases, the impact of offline
training increases, since the profiling algorithm produces
models with lower error. This behavior is reasonable,
since small values of b lead to more algorithm iterations,
meaning that the cuts made on the initial steps of the al-
gorithm were decided based on a very small portion of the
samples. This leads to the conclusion that offline training
boosts the algorithm’s accuracy when Bb receives high val-
ues or, equivalently, b is minimized. In terms of execution
time, since offline training entails the total reconstruction
of the Decision Tree, the algorithm needs considerably
more time to terminate, as demonstrated by the right plot
in Figure 9. However, since the time needed to deploy
and orchestrate the application is considerably larger, an
overhead in the order of a few seconds is marginal.
C.4 Partitioning
As presented in Section 3.2, a leaf node is separated by a
boundary line in such a way that the samples of the differ-
ent groups best fit into linear models. In this Section, this
partitioning mechanism is compared to the most popular
Variance Reduction methodology, that targets to minimize
the intra-group variance of the target dimension. In Fig-
ure 10, we provide DTA’s error and execution time for
the two different partitioning techniques, for different Bb ,
SR = 5% for the Bayes application.
From Figure 10, it becomes apparent that the Variance
metric fails to partition the leaves as accurately as the re-
gression methodology. Specifically, the regression tech-
nique achieves MSEs of 1.5 – 2.5 times lower than of the
variance technique. The extra computation cost increases
the execution time of the algorithm from 1.5 to 4 seconds,
a difference which is marginal to the deployment cost of
the application. We have to note here that the rest of the
homogeneity heuristics, such as GINI impurity, Informa-
tion Gain, etc., were not considered since they are only
used for classification.
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Figure 10: Accuracy vs partitioner type
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