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Abstract
We provide a very brief review of the description of colored invariants for the Hopf link in terms of
characters, which need to be taken at a peculiar deformation of the topological locus, depending on one
of the two representations associated with the two components of the link. Most important, we extend
the description of this locus to conjugate and, generically, to composite representations and also define the
“adjoint” Schur functions emerging in the dual description.
Introduction
The Hopf link
✲
✛
R
S
❲
is the simplest non-trivial object in knot theory. It plays a big role in various branches of modern theory, from
the theory of the topological vertex [1] to quantum computing [2].
With Hopf link one associates a HOMFLY invariantHHopfR×S = H
Hopf
S×R [3], which is a function of two variables q
and A = qN and two Young diagrams R and S, which label finite-dimensional representations of the slN algebra
associated with the two components of the link. HHopfR×S(A, q) is actually a rational function, but its denominator
is a simple representation-dependent product of q-dependent factors, and essential part is a Laurent polynomial
in A and q, which stands in denominator. Hence, we often refer to the Hopf invariant as Hopf polynomial. An
exhaustive description of this polynomial is the first challenge in knot theory, and this problem also provides
the simplest relation to other branches of mathematical physics, like the theory of topological vertices and
topological models associated with the resolved conifold. We review the known solution to this problem for
arbitrary representations given by N -independent Young diagrams S and R and extend it to the generic case
when one of the representations or both are composite, i.e. depend on N in a very special way. In this case,
the HOMFLY polynomials need a more careful definition (see uniform polynomials of [4]), and the example of
Hopf link is a very good illustration.
Basically, there are three different types of expressions for the Hopf polynomials. The first one is due to M.
Rosso and V. F. R. Jones [5] and gives the HOMFLY invariant of the Hopf link in the form
HHopfR×S = q
κR+κS
∑
Q∈R⊗S
NQRS · q
−κ
Q ·D
Q
(q) (1)
where NQRS are the integer-valued Littlewood-Richardson coefficients counting the multiplicity of representation
Q in the product of representations R and S, while
κQ = (ΛQ,ΛQ + 2ρ) (2)
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is the corresponding eigenvalue of the second Casimir operator and
DQ =
∏
α∈∆+
[(ΛQ + ρ, α)]
[(ρ, α)]
(3)
is its quantum dimension. Here ΛQ is the highest weight of the representation Q, ρ is the Weyl vector, equal to
the half sum of positive roots, and square bracket denotes the quantum number:
[x] =
qx − q−x
q − q−1
=
{qx}
{q}
, {x} = x− x−1 (4)
In the paper, we do not distinguish between the representation R and the associated Young diagram: R =
[r1, r2, . . . , rl
R
], where l
R
is the number of columns in the Young diagram, and we always denote the diagrams
with the capital letters, and their column heights with the small letters.
For SU(N), the parameter A = qN captures all the dependence on N , except for the U(1)-factor q
2|R||S|
N .
This one arises because for arbitrary representation R the second Casimir is equal to
κR = 2κR −
|R|2
N
+ |R|N (5)
with κR =
∑
ri,j∈R
(j−i), where the sum goes over the boxes of the Young diagramR and κR is the corresponding
eigenvalue of the cut-and-join operator Wˆ2 [6],
Wˆ2 SchurQ = κQ · SchurQ (6)
where SchurQ is the Schur function.
The second set of formulas for the Hopf polynomials are just very explicit finite sums considered in [8].
This realization of the Hopf polynomials is most convenient in concrete calculations, but at the moment Hopf
invariants are available in this form not in the most general case.
At last, there is the third kind of explicit formula for the Hopf polynomial, and it is the one which we discuss
in this note:
HHopfS×R = DS · SchurR{p
∗S} (7)
Here the Schur functions SchurR{p∗S} are taken at special points p∗S which can be considered as deformations
of the topological locus [7]
p∗k =
[Nk]
[k]
=
{Ak}
{qk}
(8)
appearing in the description of quantum (graded) dimensions DS = SchurS{p
∗}.
The formulas of the type (7) are known in other variables (in Miwa variables as opposed to the time variables
pk) since [9], and they were later exploited in [10]. The goal of this note to extend them to the case when both
R and S are composite representations. This requires a proper extension of the topological locus p∗S and a
notion of the adjoint Schur functions.
Note that, throughout the paper, we only use the unreduced HOMFLY invariants.
Hopf recursion
From
✲✲
✛✛
R1
R2
S
❲
✲
✲
✛
✛
R1
R2
S
❲
=
2
it follows that
HHopfS×R1
DS
·
HHopfS×R2
DS
=
∑
R∈R1⊗R2
NRR1R2 ·
HHopfS×R
DS
(9)
This equation resembles the group property of characters (Schur functions)
SchurR1{p} · SchurR2{p} =
∑
R∈R1⊗R2
NRR1R2 · SchurR{p} (10)
and implies that
HHopfS×R
DS
∼ SchurR{p
∗S} (11)
with some S-dependent time-variables p∗S . Relation (11) fixes HHopfS×R up to a factor with the multiplicative
property ξ(R1)ξ(R2) = ξ(R) for R ∈ R1 ⊗ R2. We fix it to be unity, which, with the proper choice of p
∗S
(see below), fixes the framing of the Hopf invariant to be the standard, or canonical framing [8,11–13] with the
trivial topological U(1) factor U = q2|S||R|/N taken into account1 (similarly with the Rosso-Jones formula (1)):
HHopfS×R = DS · SchurR{p
∗S} (12)
The symmetry
HHopfS×R = H
Hopf
R×S (13)
implies a set of recursion restrictions in R for the time variables in (12):
∀S SchurS{p
∗R1} · SchurS{p
∗R2} =
DS
DR1DR2
·
∑
R
NRR1R2 ·DR · SchurS{p
∗R} (14)
For example, for S = [1]
p∗R11 p
∗R2
1 =
D[1]
DR1DR2
∑
R
NRR1R2DR · p
∗R
1 (15)
Equations (14) have the ”trivial” R-independent solution pk = p
∗
k = {A
k}/{qk}, which respects the equa-
tion’s invariance under the mirror map (A, q) −→ (A−1, q−1). It describes the quantum dimensions, which are
of course a solution. Remarkable, however, there are solutions, which spontaneously break mirror symmetry,
and thus appear in pairs. One such solution describes the Hopf link and its mirror2:
(1)p∗Rk = p
∗
k +A
k
∑
i
q(1−2i)k(q2kri − 1) (16)
and
(2)p∗Rk =
(1)p∗Rk (A
−1, q−1) = p∗k +A
−k
∑
i
q(2i−1)k(q−2kri − 1) (17)
Hereafter, for the sake of definiteness, we use (17).
1In practical terms, this framing is characterized by the quasiclassical expansion of the reduced link invariant, q = e~, A = eN~
without the linear term in ~:
H = 1 + 0 · ~+ O(~2)
2 E.g. for R1 = [m] and R2 = [1], we have for (16):
D[m]p
∗[m]
1 p
∗[1]
1 = D[m+1]p
∗[m+1]
1 +D[m,1]p
∗[m,1]
1 =⇒(
p∗1 + A{q}
)(
p∗1 +
(q2m − 1)A
q
)
D[m] =
(
p∗1 +
(q2m+2 − 1)A
q
)
{Aqm}D[m]
{qm+1}
+
(
p∗1 +
(q2m − 1)A
q
+
(q2 − 1)A
q3
)
[m]{A/q}D[m]
{qm+1}
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An important point here is that the solution (17) is again defined up to a factor ξ(R): p∗Rk → ξ(R)
k · p∗Rk
with the multiplicative property ξ(R1)ξ(R2) = ξ(R) for R ∈ R1 ⊗R2, so that
SchurS{p
∗R} → ξ(R)|S| · SchurS{p
∗R} (18)
if this factor is taken into account. We chose it to be
ξ(R) = q2|R|/N (19)
i.e.
p∗Rk = q
2|R|k
N
(
p∗k +A
−k
∑
i
q(2i−1)k(q−2kri − 1)
)
(20)
which is necessary for the correct accounting of the U(1)-factor in the framing of the Hopf invariant. This
will allow a smooth transition to the conjugate and composite representations below. Choosing instead a unit
ξ(R) = 1 would eliminate the U(1)-factor.
The power of the relation (12) is that, using
HHopfR×S = DR · SchurS{p
∗R} (21)
one can deduce the R-dependent, but S-independent locus p∗R = p∗ + δp∗R from the study of symmetric
representations S = [s] only, and then it remains the same for all S, not obligatory symmetric.
Generic expressions
Explicit expressions for the Hopf polynomials with one of the components colored with the symmetric
representation only are well known [8, 14, 15]:

HHopf[r]×[s] = q
2rs
N D[r]D[s]
(
1 +
∑min(r,s)
i=1 (−A)
−iq
i(i+3)
2 −i(r+s)
∏i−1
j=0
{qr−j}{qs−j}
{Aqj}
)
HHopf[1r ]×[s] = q
2rs
N D[1r]D[s]
(
1− {q
r}{qs}
qs−rA{A}
)
HHopfR×[s] = q
2|R|s
N DRD[s]
(
1− qr1+...+rl−s[s](q2 − 1)2
∑l
i=1
q−ri+i−2[l+ri−i]!∏
l
j 6=i[ri−rj−i+j]
·
∑ri−i
k=0
q−2ks(q2−1)k
[ri−i−k]!
∏ri−i
j=ri−i−k
A{Aqj}
)(22)
These formulas are reproduced from (12):
HHopfR×S = DR · SchurS{p
∗R} = DS · SchurR{p
∗S} with p∗Rk = q
2|R|k
N
(
p∗k −A
−k
lR∑
i=1
q(2i−1−ri)k{qkri}
)
(23)
However, when conjugate or composite representations are involved, one needs explicit uniform formulas (see [4])
for the locus p∗R and the Schur functions SchurS that do not depend on N (for slN ), though the representations
themselves do.
When one considers ordinary representations R and S, which are labeled by the same Young diagrams for
all the slN algebras at once, the issue of U(1)-factor is not very important and is often neglected. However,
conjugate, adjoint and generic composite representations (see below) essentially depend on the choice of N ,
and, in this case, the U(1)-factor becomes crucially important.
Involving conjugate representation
Despite the Young diagram associated with the conjugate representation explicitly depends on N for slN ,
the Hopf polynomials involving the conjugate representations are very simple, they are based on the property [8]
HHopf
R¯×S
= HHopfR,S (A
−1, q−1) (24)
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As an immediate corollary,
HHopf
R×S
(24)
= HHopfR×S(A
−1, q−1)
(23)
= DR · SchurS{p∗[R]} with
p∗Rk = p
∗R
k (A
−1, q−1) = q−
2|R|k
N
(
p∗k +A
k
∑lR
i=1 q
(ri+1−2i)k{qkri}
) (25)
In fact, one can directly obtain this formula, (16) for p∗Rk from (20) from the Young diagram describing the
conjugate representation: R¯ = [r1, . . . , r1︸ ︷︷ ︸
N−l
R
, r1 − rl
R
, r1 − rl
R
−1
, . . . , r1 − r2].
Involving adjoint
The adjoint representation gives another example when the Young diagram, associated with the representa-
tion of slN , explicitly depends on N . In this case, also there is a uniform polynomial [4]. It is equal to [8]

Hadj×[s] = D[s] ·
{A/q}
{q}2 ·
(
Aq2s{q}+ {A/q}+ {q}Aq2s
)
= Dadj · Schur[s]{p
∗adj}
HHopfadj×[s](A, q
−1) = HHopfadj×[1s](A, q) = Dadj · Schur[1s]{p
∗adj}
Hadj×S = Dadj · SchurS{p
∗adj} with p∗adjk = (q
2k − 1 + q−2k) · p∗k
(26)
where again one reads the explicit expression for p∗adjk from (20) for the adjoint representation R = [2, 1, . . . , 1︸ ︷︷ ︸
N−2
].
Involving composite representations
Now we are ready to consider the general case of composite (or rational, [16, 17]; or coupled, [18]) repre-
sentations (R,P ): the most general finite-dimensional irreducible highest weight representations of slN [16–20],
which are associated with the Young diagram obtained by putting R atop of p lines of the lengths N − ptri , i.e.
(R,P ) =
[
r1 + p1, . . . , rlR + p1, p1, . . . , p1︸ ︷︷ ︸
N−l
R
−l
P
, p1 − pl
P
, p1 − pl
P
−1, . . . , p1 − p2
]
or, pictorially,
...
...
...
. . .
. . .. . .. . .(R,P ) =
P¯
R
Pˇ
hP = lP tr = p1
N
lR
l
P
. . . . . . . . .
This (R,P ) is the first (”maximal”) representation, contributing to the product R ⊗ P¯ . It can be manifestly
obtained from the tensor products (i.e. as a projector from R⊗ P¯ ) by formula [16]
(R,P ) =
∑
Y,Y1,Y2
(−1)lY NRY Y1N
P
Y trY2 Y1 ⊗ Y2 (27)
where the superscript ”tr” denotes transposition. The quantum dimension of the composite representation is
D(R,P ) = DR(N − lP )DP (N − lR)
∏l
R
i=1[N − lP − i]!
∏l
P
i′=1[N − lR − i
′]!∏l
R
+l
P
i=1 [N − i]!
l
R∏
i=1
l
P∏
i′=1
[N + ri + pi′ + 1− i− i
′] (28)
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where DR(N) is the quantum dimension of the representation R of slN .
The adjoint representation in this notation is adj = ([1], [1]), while the conjugate of the representation R is
R = (∅, R). The product
[m]⊗ [m] =
m∑
k=0
([k], [k]) (29)
where (∅, ∅)
slN∼= ∅, and the other items are diagrams with 2k lines, k of length N − 1 and k of length one.
Similarly,
[1m]⊗ [1m] =
m∑
k=0
([1k], [1k]) (30)
where contributing are the diagrams with just two lines of lengths N − k and k.
The general properties for the Hopf polynomials in the case of composite representations are
HHopf(R,[1])×S = H
Hopf
(Rtr,[1])×S(A, q
−1)
HHopf(R,P )×S = H
Hopf
(P,R)×S(A
−1, q−1) (31)
A particular series is
H([r],[r])×[s] = D([r],[r]) ·Ds ·
{
1 + {q}2 ·
[r][s]{Aqr−1}{Aqs}
{A}{Aq2r−1}
·
(
1 +
r−1∑
i=1
{q}i ·
[r − 1]!
[r − 1− i]!
·
(A2iq2is + q−2is)∏r−1
j=r−iA{Aq
j}
)}
which is equivalent to
H([r],[r])×S = D([r],[r]) · SchurS{p∗
([r],[r])} with p∗
([r],[r])
k = p
∗adj
k + {q
k(r−1)}{Akqrk} (32)
also following from (20).
Explicit expression for the Hopf polynomial in arbitrary composite representation is far more involved,
however, as usual it can be written in the form
H(R,P )×S = D(R,P ) · SchurS{p∗
(R,P )} (33)
with the most general Hopf topological locus p∗(R,P ) implied by (20) for the composite Young diagram (R,P ):
p
∗(R,P )
k = q
2 |R|−|P |
N
k

p∗k + 1Ak ·
l
R∑
j=1
q(2j−1)k · (q−2krj − 1) +Ak ·
lP∑
i=1
q(1−2i)k · (q2kpi − 1)

 (34)
This formula is in a perfect agreement with the previous examples (25), (26), (32).
Adjoint Schur functions
It remains to generalise expression (33) to arbitrary composite representation S. In order to calculate the
Hopf polynomial in two composite representation, we need to simplify the expression for the Schur function
for the composite representation. We call such Schur functions adjoint (they are associated with the universal
characters of [16] in the glN case, see also [17]) and find here a simpler expression for them. We use the trick
with the symmetricity of the Hopf polynomials w.r.t. interchanging colors of the components:
DR · SchurS{p
∗R} = HHopfR×S = H
Hopf
S×R = DS · SchurR{p
∗S} (35)
and calculate Schur(R,P ){p
∗S} via known SchurS{p∗(R,P )}. The simplest example is
HHopfadj×S = Dadj · SchurS{p
∗adj} = DS · Schuradj{p
∗S} with Schuradj{p
∗S} = p∗S1 (A, q) · p
∗S
1 (A
−1, q−1)− 1
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In general, the answer for HHopf(R,P )×S = D(R,P ) · SchurS{p
∗(R,P )} = DS · Schur(R,P ){p
∗S} gives rise to
Schur(R,P ){p
∗S} =
∑
η∈R∩P tr
(−)|η| · SchurR/η{p
∗S} · SchurP/ηtr{p
∗S(A−1, q−1)} (36)
The sum is automatically restricted to η ∈ R ∩ P tr by vanishing of the skew Schur polynomials SchurR/η and
SchurP/ηtr for bigger η. This formula immediately follows from (1) of Theorem 3.2 in [16] and is eq.(4.19) of [17]
given in time (not in Miwa) variables.
Hopf link with two composite representations
The most general expression for the colored Hopf polynomial, which complements the well-known (23), is
HHopf(R,P )×(S,Q) = D(R,P ) · Schur(S,Q){p
∗(R,P )} = D(S,Q) · Schur(R,P ){p
∗(S,Q)} (37)
where the composite Schur functions Schur(R,P ){p} are defined in (36) and the composite locus p
∗(R,P ), in (34).
Expression (37) is the main issue of the present paper. It has a natural extension to super- and hyper-
polynomials, which will be discussed elsewhere.
Appendix.
In this Appendix, we derive essential formulas (36) and (28).
On the derivation of (36)
For the sake of completeness we present here a calculation illustrating obtaining formula (36) for the general
composite representation from (20). To simplify the formulas, we write them only for p1, expressions for all
other pk are obtained by a plethystic map provided by the substitution (A, q) −→ (Ak, qk).
As a preliminary exercise, let us apply (20) to the diagram [hN ], which gives
q2h ·
(
p∗1 +A
−1
N∑
i=1
q2i−1 · (q−2h − 1)
)
= q2h ·
(
p∗1 + (q
−2h − 1) ·A−1q ·
(
1 + q2 + . . .+ q2N−2
)
=
(38)
= q2h ·
(
p∗1 + (q
−2h − 1) ·A−1q ·
1− q2N
1− q2
)
= q2h ·
(A−A−1
q − q−1
+ (1− q1−2h) ·
1− q2N
A(q − q−1)
)
=
A−A−1
q − q−1
= p∗1
where, at the last step, we substituted q−2N = A−2. Since, for slN algebra, all representations [h
N ] with
arbitrary h are equivalent to the empty one, [hN ]
slN∼= ∅, the true time-variables should be just p∗k, and we see
that they are actually reproduced by (20).
Let us now see how it works for a generic composite representation (R,P ), and do the same calculation for
the diagram
...
...
...
. . .
. . .. . .. . .
✻
❄
✻
❄
✻❄
(R,P ) =
R
Pˇ hP = lP tr = p1
N
lR
i′
l
P
ri
i
h
P
−p
N+1−i
p
i′
. . . . . . . . .
This time the sum in (20) splits into three different pieces associated with three different regions in the diagram
(for simplicity, we assume that they do not overlap, i.e. that lR + lP ≤ N , but the answer remains the same if
they do):
q
2(|R|+NhP−|P |)
N ·
(
p∗1 + A
−1 ·
lR∑
i=1
q2i−1 · (q−2hP −2ri − 1) + A−1 ·
N−lP∑
i=lR+1
q2i−1 · (q−2hP − 1) + A−1 ·
N∑
i=N−lP +1
q2i−1 · (q
2p
N+1−i
−2h
P − 1)
)
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(to avoid a confusion: p in the last exponent is the height of the column in the diagram P , not the time-variable).
We can now add 0 = −q−2hP + q−2hP to each item and reshuffle the sum:
q
2(|R|−|P |)
N
+2hP ·
(
p∗1 +A
−1 ·
lR∑
i=1
q2i−1 · (q−2hP −2ri − q−2hP + q−2hP − 1) +A−1 ·
N−lP∑
i=lR+1
q2i−1 · (q−2hP − 1) +
+A−1 ·
N∑
i=N−lP +1
q2i−1 · (q
2p
N+1−i
−2h
P − q−2hP + q−2hP − 1)
)
=
= q
2(|R|−|P |)
N
+2hP ·
(
p∗1 + (q
−2h
P − 1)
N∑
i=1
q2i−1
︸ ︷︷ ︸
(38)
= q
−2h
P ·p∗1
+ q−2hP · A−1 ·
lR∑
i=1
q2i−1 · (q−2ri − 1) + + q−2hP ·A−1 ·
N∑
i=N−lP +1
q2i−1 · (q
2p
N+1−i − 1)
)
It remains to change the summation variable in the last sum N + 1 − i = j, substitute A · q−2N
slN= A−1 and
restore k to get (34)
p
∗(R,P )
k = q
2(|R|−|P |)
N ·
(
p∗k +
1
Ak
·
l
R∑
i′=1
q(2i
′−1)k · (q−2kri′ − 1) +Ak ·
lP∑
i=1
q(1−2i)k · (q2kpi − 1)
)
(39)
On the derivation of (28)
In the same way, one can calculate the quantum dimensions of composite representations. The quantum
dimension of slN representation associated with the Young diagram R = {r1 ≥ r2 ≥ . . . rl
R
> 0} is given by
the hook formula
DR =
∏
(i,j)∈R
{Aqj−i}
{qleg(i,j)+arm(i,j)+1}
=
l
R∏
i=1

 [N + ri − i]!
[ri − i+ lR ]! [N − i]!
l
R∏
j=i+1
[ri − rj + j − i]

 (40)
For the composite representation, we get from this formula a combination of three products coming from three
”regions” of the diagram R = (R,P ):
Ri = hP + ri for i = 1, . . . , lR
Ri = hP for i = lR + 1, . . . , N − lP
Ri = hP − pN+1−i for N − lP + 1, . . . , N (41)
Then
D(R,P ) =
l
R∏
i=1

 [N + hP + ri − i]!
[h
P
+ ri − i+ lR]! [N − i]!
l
R∏
j=i+1
[h
P
+ ri − hP − rj + j − i]
N−l
P∏
j=l
R
+1
[h
P
+ ri − hP + j − i]
lR=N∏
j=N−l
P
+1
[h
P
+ ri − hP + pN+1−j + j − i]

 ·
·
N−l
P∏
i=l
R
+1

 [N + hP − i]!
[h
P
− i+ lR]! [N − i]!
N−l
P∏
j=i+1
[h
P
− h
P
+ j − i]
lR=N∏
j=N−l
P
+1
[h
P
− h
P
+ pN+1−j + j − i]

 ·
·
N∏
i=N−l
P

 [N + hP − pN+1−i − i]!
[h
P
− pN+1−i − i+ lR]! [N − i]!
lR=N∏
j=i+1
[h
P
− pN+1−i − hP + pN+1−j + j − i]


Now we can cancel the differences of h
P
and substitute lR = N , which leads to further cancellations between
the factorials in the numerators and denominators:
D(R,P ) =
N∏
i=1
1
[N − i]!
·
l
R∏
i=1

 lR∏
j=i+1
[ri − rj + j − i]
N−l
P∏
j=l
R
+1
[ri + j − i]
N∏
j=N−l
P
+1
[ri + pN+1−j + j − i]

 ·
·
N−l
P∏
i=l
R
+1

N−lP∏
j=i+1
[j − i]
N∏
j=N−l
P
+1
[pN+1−j + j − i]

 · N∏
i=N−l
P

 N∏
j=i+1
[−pN+1−i + pN+1−j + j − i]

 =
=
N∏
i=1
1
[N − i]!
·
l
R∏
i=1

 [N − lP + ri − i]!
[l
R
+ ri − i]!
l
R∏
j=i+1
[ri − rj + j − i]
l
P∏
j′=1
[ri + pj′ +N + 1− j
′ − i]

 ·
·
N−l
P∏
i=l
R
+1

[N − l
P
− i]! ·
l
P∏
j′=1
[pj′ +N + 1− j
′ − i]

 ·
l
P∏
i′=1

 lP∏
j′=i′+1
[pi′ − pj′ − i
′ + j′]

 =
8
=∏l
R
i<j [ri − rj − i+ j] ·
∏l
P
i′<j′
[pi′ − pj′ − i
′ + j′]∏|R|+|P |
i=1 [N − i]!
·
l
R∏
i=1
[N − l
P
+ ri − i]!
[l
R
+ ri − i]!
·
l
P∏
i′=1
[N − l
R
+ pi′ − i
′]!
[l
P
+ pi′ − i′]!
·
l
R∏
i=1
l
P∏
i′=1
[N + ri + pi′ + 1− i− i
′]!
Thus, finally we obtain (28):
D(R,P ) = DR(N − lP )DP (N − lR)
∏l
R
i=1[N − lP − i]!
∏l
P
i′=1[N − lR − i
′]!∏l
R
+l
P
i=1 [N − i]!
l
R∏
i=1
l
P∏
i′=1
[N + ri + pi′ + 1− i− i
′]
Acknowledgements
We appreciate illuminating discussions with H.Awata and H.Kanno.
Our work was supported by the Russian Science Foundation (Grant No.16-12-10344).
References
[1] S. Gukov, A. Iqbal, C. Kozcaz, C. Vafa, Commun.Math.Phys. 298 (2010) 757-785, arXiv:0705.1368
H. Awata and H. Kanno, Int.J.Mod.Phys. A24 (2009) 2253-2306, arXiv:0805.0191
H. Awata, et al., On topological vertex, tangle calculus and the theory of Hopf polynomials, to appear
[2] P.K. Aravind, in: Potentiality, Entanglement and Passion-at-a-Distance, ed. by R.S. Cohen et al, pp. 53-59,
Kluwer, 1997
L. Kauffman, S. Lomonaco, New Journal of Physics, 4 (2002) 73.1-18; 6 (2004) 134.1-40, quant-ph/0401090
V. Balasubramanian, J.R. Fliss, R.G. Leigh, O. Parrikar, JHEP, 2017 (2017) 61, arXiv:1611.05460
V. Balasubramanian, M. DeCross, J. Fliss, A. Kar, R.G. Leigh, O. Parrikar, arXiv:1801.01131
D. Melnikov, A. Mironov, S. Mironov, A. Morozov, An. Morozov, Nucl.Phys. B926 (2018) 491-508,
arXiv:1703.00431
[3] P. Freyd, D. Yetter, J. Hoste, W.B.R. Lickorish, K. Millet, A. Ocneanu, Bull. AMS. 12 (1985) 239
J.H. Przytycki, K.P. Traczyk, Kobe J. Math. 4 (1987) 115-139
[4] A. Mironov, R. Mkrtchyan, A. Morozov, JHEP, 02 (2016) 78, arXiv:1510.05884
A. Mironov, A. Morozov, Phys.Lett. B755 (2016) 47-57, arXiv:1511.09077
[5] M. Rosso, V. F. R. Jones, J. Knot Theory Ramifications, 2 (1993) 97-112
X.-S. Lin, H. Zheng, Trans.Amer.Math.Soc. 362 (2010) 1-18 math/0601267
[6] A. Mironov, A. Morozov and S. Natanzon, Theor.Math.Phys. 166 (2011) 1-22, arXiv:0904.4227; Journal
of Geometry and Physics 62 (2012) 148-155, arXiv:1012.0433
[7] P. Dunin-Barkowski, A. Mironov, A. Morozov, A. Sleptsov, A. Smirnov, JHEP 03 (2013) 021,
arXiv:1106.4305
A. Mironov, A. Morozov and An. Morozov, Strings, Gauge Fields, and the Geometry Behind: The Legacy
of Maximilian Kreuzer, World Scietific Publishins Co.Pte.Ltd. 2013, pp.101-118, arXiv:1112.5754
A. Mironov, A. Morozov and An. Morozov, JHEP 03 (2012) 034, arXiv:1112.2654
[8] A. Mironov, A. Morozov, An. Morozov, arXiv:1804.07278
[9] H.R. Morton, S.G. Lukac, J. Knot Theory Ramifications, 12 (2003) 395, math.GT/0108011
[10] M. Marin˜o, Rev.Mod.Phys. 77 (2005) 675-720, hep-th/0406005
[11] M. Atiyah, Topology 29 (1990) 1
[12] M. Marin˜o, C. Vafa, Contemp.Math. 310 (2002) 185-204, hep-th/0108064
M. Marin˜o, Enumerative geometry and knot invariants, in: 70th Meeting between Physicists, Theorist and
Mathematicians, Strasbourg, France, May 23-25, 2002, hep-th/0210145
[13] C. Bai, J. Jiang, J. Liang, A. Mironov, A. Morozov, An. Morozov, A. Sleptsov, Phys.Lett. B778 (2018)
197-206, arXiv:1709.09228
9
[14] M. Aganagic, T. Ekholm, L. Ng and C. Vafa, Adv.Theor.Math.Phys. 18 (2014) 827-956, arXiv:1304.5778
[15] S. Arthamonov, A. Mironov, A. Morozov, An. Morozov, JHEP 04 (2014) 156, arXiv:1309.7984
[16] K. Koike, Adv. Math. 74 (1989) 57
[17] H. Kanno, Nucl.Phys. B745 (2006) 165-175, hep-th/0602179
[18] M. Aganagic, A. Neitzke, C. Vafa, Adv.Theor.Math.Phys. 10 (2006) 603-656, hep-th/0504054
[19] D.J. Gross, W. Taylor, Nucl.Phys. B400 (1993) 181, hep-th/9301068
[20] M. Marin˜o, Commun.Math.Phys. 298 (2010) 613-643, arXiv:0904.1088
10
