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Abstract. We study the non-equilibrium phase transition between survival and extinction of spatially
extended biological populations using an agent-based model. We especially focus on the effects of global
temporal fluctuations of the environmental conditions, i.e., temporal disorder. Using large-scale Monte-
Carlo simulations of up to 3×107 organisms and 105 generations, we find the extinction transition in time-
independent environments to be in the well-known directed percolation universality class. In contrast,
temporal disorder leads to a highly unusual extinction transition characterized by logarithmically slow
population decay and enormous fluctuations even for large populations. The simulations provide strong
evidence for this transition to be of exotic infinite-noise type, as recently predicted by a renormalization
group theory. The transition is accompanied by temporal Griffiths phases featuring a power-law dependence
of the life time on the population size.
PACS. 87.23.Cc 64.60.Ht
1 Introduction
The scientific study of population growth and extinction
has a long history. It dates back, at least, to the efforts of
Euler and Bernoulli in the 18th century [1,2]. Early work
was based on simple deterministic equations in which any
spatial dependence was averaged out. Later, stochastic
versions of these models were also considered. Recently,
attention has turned to approaches that provide more re-
alistic descriptions by incorporating fluctuations in space
and time as well as features such as heterogeneity and
mobility (see, e.g., Refs. [3,4,5] and references therein).
The behavior of a biological population close to the
transition between survival and extinction is of great con-
ceptual and practical importance. On the one hand, ex-
tinction transitions are prime examples of non-equilibrium
phase transitions between active (fluctuating) and inactive
(absorbing) states, a topic of considerable current interest
in statistical physics [6,7,8,9]. On the other hand, efforts
to predict and perhaps even prevent the extinction of bio-
logical species on earth require a thorough understanding
of the underlying mechanisms. The same also holds for
the opposite problem, viz., efforts to predict, control and
eradicate epidemics.
(Random) temporal fluctuations of the environment
play a crucial role for the behavior of a biological popu-
lation close to extinction. In contrast to intrinsic demo-
graphic noise, environmental noise causes strong popula-
tion fluctuations even for large populations which makes
extinction easier. As a result, the mean time to extinc-
tion for uncorrelated environmental noise only grows as a
power of the population size rather than exponentially as
it would for time-independent environments [10,11]. Re-
cent activities have also analyzed the effects of noise cor-
relations in time on these results (for a recent review, see,
e.g., Ref. [5]).
Most of the above work focused on space-independent
(single-variable or mean-field) models of population dy-
namics. Significantly less is known about the effects of
temporal environmental fluctuations on the dynamics of
spatially extended populations and, in particular, on their
extinction transition. Kinzel [12] established a general cri-
terion for the stability of a non-equilibrium phase transi-
tion against such temporal disorder. Jensen [13,14] stud-
ied directed bond percolation with temporal disorder and
reported that the extinction transition is characterized
nonuniversal critical exponents that change continuously
with disorder strength. Vazquez et al. [15] demonstrated
that the power-law dependence between population size
and mean time to extinction also holds for spatially ex-
tended systems in some parameter region around the ex-
tinction transition (which they called the temporal Grif-
fiths phase).
More recently, Vojta and Hoyos [16] used renormaliza-
tion group arguments to predict a highly unconventional
scenario, dubbed infinite-noise criticality, for the extinc-
tion transition in the presence of temporal environmental
fluctuations. This prediction was confirmed for the one-
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dimensional and two-dimensional contact process by ex-
tensive Monte-Carlo simulations [17].
Here, we study the transition between survival and
extinction of a spatially extended biological population
by performing large-scale Monte-Carlo simulations of an
agent-based off-lattice model. In the absence of temporal
environmental fluctuations, we observe a conventional ex-
tinction transition in the well-known directed percolation
universality class of non-equilibrium statistical physics.
Environmental fluctuations are found to destabilize the di-
rected percolation behavior. The resulting extinction tran-
sition is characterized by logarithmically slow population
decay and enormous fluctuations even for large popula-
tions. Numerical data for the time-dependence of the aver-
age population size, the spreading of the population from
a single organism, as well as the mean time to extinction
are well-described within the theory of infinite-noise crit-
ical behavior [16].
Our paper is organized as follows. In Sec. 2, we intro-
duce our model and the Monte-Carlo simulations. Section
3 reports on the extinction transition in time-independent
environments, while section 4 is devoted to the case of tem-
porally fluctuating environments. In the concluding Sec.
5, we discuss how general these findings are, we compare
them to earlier simulations, and we discuss generalizations
to correlated disorder as well as spatial inhomogeneities.
2 Model and simulations
2.1 Definition of the model
The model was originally conceived [18,19] as a model
of evolutionary dynamics in phenotype space but it can
be interpreted as a model for population dynamics in
real space as well. Organisms reside in a continuous two-
dimensional space of size L × L. In the evolutionary in-
terpretation, the two coordinates correspond to two in-
dependent phenotype characteristics (in arbitrary units)
while they simply represent the real space position of the
organism for population dynamics.
The time evolution of the population from generation
to generation consists in three steps, (i) reproduction, (ii)
competition death, and (iii) random death. In the repro-
duction step, each organism produces Nfit offspring. We
consider two different reproduction schemes, as sketched
in Fig. 1. In the asexual fission (or “bacterial splitting”)
scheme, each organism produces offspring independently
of the other organisms. The offspring coordinates are cho-
sen at random from a square of side 2µ centered at the
parent position. In the evolutionary context, µ represents
the mutability. In the assortative mating scheme, each or-
ganism mates with its nearest neighbor. More specifically,
if organisms a and b are the nearest neighbors of each
other, the pair produce 2Nfit offspring. If, on the other
hand, organism b is the nearest neighbor of a, but c is
the nearest neighbor of b, organism b will produce Nfit
offspring with a and another Nfit offspring with c. The
offspring coordinates are randomly chosen from a rectan-
gle around both parents, extended by µ in each direction.
Fig. 1. Sketch of the two reproduction schemes considered
in our model. The graphs show the positions of the offspring
relative to their parents. µ is the mutability in the evolutionary
interpretation of the model.
After the reproduction step, the parent organisms are
removed (die). The offspring then undergo two consecu-
tive death processes. First, if the distance between two
offspring organisms is below the competition radius κ,
one of them is removed at random. This process sim-
ulates, e.g., the competition for limited resources. Sec-
ond, each surviving offspring dies with death probabil-
ity p. These random deaths are statistically independent
of each other and model predation, accidents, diseases,
etc. Offspring that survive both death processes form the
parent population for the next generation. Note that the
maximum number of organisms that can survive with-
out competition-induced deaths, Nmax, corresponds to a
hexagonal close packing of circles of radius κ/2. Its value
reads Nmax = (2/
√
3)(L/κ)2.
If the parameters of this model, i.e., the number Nfit
of offspring per parent as well as mutability µ, competition
radius κ, and death probability p do not depend on the
position in space, no organism is given a fitness advantage.
This corresponds to neutral selection in the evolutionary
context. In the present paper, we only consider this case,
but we will briefly discuss the effects of a nontrivial fitness
landscape in the concluding section.
While we assume the model parameters to be uniform
in space, we do investigate variations in time (temporal
disorder). They model temporal fluctuations in the popu-
lation’s environment, e.g., climate fluctuations. These fluc-
tuations are global because they affect all organisms in a
given generation in the same way. Specifically, we contrast
the case of a constant, time-independent death probability
p and the case in which p varies randomly from generation
to generation.
2.2 Monte Carlo simulations
Close to the extinction transition, the population is ex-
pected to fluctuate strongly on large length and time
scales. This implies that large systems and long simula-
tion times are necessary to obtain accurate results. We
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have therefore simulated large systems with sizes of up to
1500 × 1500. For a competition radius of κ = 0.25, this
allows populations of up to 42 million organisms to exist
without competition-caused death. These systems are at
least three orders of magnitude larger than those used in
earlier simulations [18,19,20].
To tune the population between survival and extinc-
tion, we vary the mutability µ while all other parameters
are held fixed, including the competition radius κ = 0.25
and the number of offspring per parent, Nfit = 2. In sim-
ulations with time-independent death probability, we fix
its value at p = 0.3. Temporal disorder is introduced by
making the value of p for each generation an independent
random variable drawn from a binary distribution
W (p) = cδ(p− ph) + (1− c)δ(p− pl) (1)
with ph = 0.5, pl = 0.1, and c = 0.5.
We perform two different types of simulations. The
first kind starts from large populations of about 80% of
the competition-limited maximum Nmax defined above
(33 million organisms for the largest systems). These or-
ganisms are initially placed at random positions, and we
follow their time evolution for up to 100,000 generations.
To obtain good statistics, we average over up to 40,000 in-
dividual runs for each parameter set. The second kind of
simulation starts from a single organism and observes the
growth of the population and their spreading over space.
Here, we average over more than 106 individual runs.
3 Extinction transition in time-independent
environments
3.1 Asexual fission (bacterial splitting)
In order to find the extinction transition, we analyze the
time dependence of the number N of organisms, starting
from large populations (80% of Nmax) for many different
values of the mutability µ, as illustrated in Fig. 2. This
figure shows a double-logarithmic plot of population den-
sity ρ = N/Nmax vs. time t (measured in generations) for
parameters L = 1500, κ = 0.25, Nfit = 2, and p = 0.3,
Three different regimes are clearly visible. For µ larger
than some critical value µc, the population density ini-
tially decays but then settles onto a constant, time-
independent value. This is the active, surviving phase of
the model. For µ < µc, the population density decays
to zero faster than a power law; replotting the data in
semilogarithmic form confirms an exponential decay. This
is the inactive phase in which even large populations go
extinct quickly. The two phases are separated by the criti-
cal point µ = µc of the extinction transition for which the
population density decays like a power law.
To determine the value of µc, we fit the population den-
sity to the power-law form ρ(t) ∼ t−δ. For µ = 0.32810, we
obtain a high-quality fit (reduced χ2 ≈ 1.0) over the time
interval from t = 200 to the longest times. The data for
µ = 0.32809 and 0.32811 yield significantly worse fits. We
1 0 0 1 0 1 1 0 2 1 0 3 1 0 41 0
- 4
1 0 - 3
1 0 - 2
1 0 - 1
ρ
t
µ ( b o t t o m  t o  t o p )
 0 . 3 2 0 0 0  0 . 3 2 8 1 4
 0 . 3 2 5 0 0  0 . 3 2 8 2 5
 0 . 3 2 7 0 0  0 . 3 2 8 5 0
 0 . 3 2 7 5 0  0 . 3 2 9 0 0
 0 . 3 2 8 0 0  0 . 3 2 9 5 0
 0 . 3 2 8 0 8  0 . 3 3 0 0 0
 0 . 3 2 8 1 0  0 . 3 3 5 0 0
 0 . 3 2 8 1 2
Fig. 2. Population density ρ = N/Nmax vs. time t (in gen-
erations) for several µ close to the extinction transition for
the bacterial splitting reproduction scheme. The data are av-
eraged over 320 runs of a system having L = 1500, κ = 0.25,
Nfit = 2, and p = 0.3. In each run, the initial population con-
sists of N0 = 0.8Nmax ≈ 3.3×107 organisms placed at random
positions. The statistical error of ρ does not exceed 10−5. The
critical curve, µ = µc = 0.32810, is marked by circles.
thus conclude µc = 0.32810(1) where the number in brack-
ets indicates the error of the last digit. We have compared
the results of different landscape sizes to ensure that this
value is not affected by finite-size effects. The power-law
fit of the critical curve (µ = 0.32810) yields an exponent
δ = 0.4537 with a very small statistical error of about
10−4. A larger contribution to the error stems from the
remaining uncertainty in µc. By comparing the fits for
µ = 0.32809 and µ = 0.32811, we estimate this error to
be 0.002. Our final result for the decay exponent therefore
reads δ = 0.454(2).
To analyze the off-critical behavior of the population
density (values of µ close to but different from µc), we
employ a scaling ansatz appropriate for a nonequilibrium
continuous phase transition (see, e.g., Ref. [7])
ρ(∆, t) = b−β/ν⊥ρ(∆b1/ν⊥ , tb−z) . (2)
Here, ∆ = µ−µc denotes the distance from the transition
point, and b is an arbitrary length scale factor. β, ν⊥, and
z are the order parameter, correlation length, and dynam-
ical critical exponents, respectively. Setting the arbitrary
scale factor to b = t1/z yields the scaling form
ρ(∆, t) = t−δXρ(∆t1/(zν⊥)) (3)
of the density, with δ = β/(zν⊥) and scaling function
Xρ. (At criticality, ∆ = 0, eq. (3) turns into the power-
law decay ρ ∼ t−δ discussed earlier.) The scaling form
(3) can be used to find the exponent combination zν⊥:
If one plots ρ tδ vs. ∆t1/(zν⊥), the data for all values of
µ and t should collapse onto a single master curve. To
perform this analysis, we fix the decay exponent at the
value δ = 0.454 found earlier and vary zν⊥ until the best
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Fig. 3. Scaling plot of the density of Fig. 2 showing ρtδ vs.
∆t1/(zν⊥) with δ = 0.454 and zν⊥ = 1.29. For clarity, only
select data points are marked by symbols.
data collapse is obtained. This yields zν⊥ = 1.29. The
collapse for zν⊥ = 1.27 or 1.31 is of visibly lower quality.
We therefore arrive at the final estimate zν⊥ = 1.29(2).
The resulting scaling plot is shown in Fig. 3.
In addition to the simulations that follow the time evo-
lution of large populations, we also perform runs that start
from a single organism in the center of the landscape and
observe the spreading of the population through space.
Specifically, we analyze the survival probability Ps(t), i.e.,
the probability that the population has not gone extinct
at time t. We also measure the average number Ns(t) of
organism in the population at time t as well as the mean-
square radius R(t) of the cloud of organisms in space.
Right at the extinction transition, these quantities are ex-
pected to follow the power laws
Ps(t) ∼ t−δ, Ns(t) ∼ tΘ, R(t) ∼ t1/z . (4)
From the quality of the fits of our data to these power laws,
we determine the critical point to be µc = 0.32809(2),
in good agreement with the estimate obtained from the
density ρ(t) above. The resulting exponent values read
δ = 0.449(7),Θ = 0.235(10), and z = 1.76(1). The value of
δ is slightly less precise but agrees with the value obtained
from ρ(t). Figure 4 shows Ps(t), Ns(t), and R(t) at the
critical point.
The values of the critical exponents resulting from our
simulations are summarized in Table 1. They fulfill the
hyperscaling relation [23] Θ+ 2δ = d/z within their error
bars. For comparison, Table 1 also shows the exponents
obtained in two high-accuracy studies of the contact pro-
cess [21,22] which is a paradigmatic model in the directed
percolation [23] universality class. Our exponents agree
very well with the directed percolation values, providing
strong evidence for the extinction transition in our model
to belong to this universality class. This is in agreement
with a conjecture by Janssen and Grassberger [24,25], ac-
cording to which all absorbing state transitions with a
1 0 0 1 0 1 1 0 2 1 0 3 1 0 4
1 0 0
1 0 1
1 0 2
100
*P s
, N s
, R
t
 1 0 0 * P s  d a t a N s  d a t a R  d a t a
 P s  ~  t - δ
 N s  ~  t Θ R  ~  t 1 / z
Fig. 4. Survival probability Ps, number of organisms Ns, and
radius R vs. time t for µ = µc = 0.32809. The data are averages
over 2× 106 independent runs, each starting from a single or-
ganism. The resulting statistical errors are much smaller than
the symbol size. The other parameters, L = 1500, κ = 0.25,
and Nfit = 2), are identical to those used in Fig. 2. The dashed
lines represent power-law fits.
Exponent this work DP, Ref. [21] DP, Ref. [22]
δ 0.454(2) 0.4523(10) 0.4526(7)
Θ 0.235(10) 0.2293(4) 0.233(6)
z 1.76(1) 1.767(1) 1.757(8)
zν⊥ 1.29(2) 1.292(4) 1.290(4)
ν⊥ 0.73(2)
β 0.586(12)
Table 1. Critical exponents for the bacterial splitting model
in a time-independent environment compared to high-accuracy
results for the two-dimensional directed percolation (DP) uni-
versality class. The exponents above the horizontal line are
directly measured in our simulations, the ones below are com-
puted using exponent relations.
scalar order parameter, short-range interactions, and no
extra symmetries or conservation laws belong to the di-
rected percolation universality class.
3.2 Assortative mating
In addition to the bacterial splitting case, we also per-
form simulations using the assortative mating reproduc-
tion scheme for which the offspring is located in a rect-
angle around the organism and its nearest neighbor, ex-
panded by the mutability µ (see Fig. 1). It is important
to point out that assortative mating introduces a kind of
long-range interaction between the organisms because the
distance between an organism and its nearest neighbor can
become arbitrarily large. It is thus not clear whether or
not one should expect the extinction transition to belong
to the directed percolation universality class.
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Fig. 5. Population density ρ = N/Nmax vs. time t (in gener-
ations) for several µ close to the extinction transition for the
assortative mating reproduction scheme. The data are averages
over 200 runs with parameters L = 1500, κ = 0.25, Nfit = 2,
and p = 0.3. In each run, the initial population consists of
N0 = 0.8Nmax ≈ 3.3 × 107 organisms placed at random po-
sitions. The statistical error of ρ does not exceed 10−5. The
critical curve, µ = µc = 0.39736, is marked by circles.
Figure 5 shows the time evolution of the population
density ρ starting from a large population (80% of Nmax)
for many different values of µ. The parameters L = 1500,
κ = 0.25, Nfit = 2, and p = 0.3 are chosen to be identical
to the bacterial splitting simulations discussed in the last
section. To determine the critical point, we fit the popula-
tion density to the power law ρ(t) ∼ t−δ. The best power
law is found for µ = 0.39736 (high-quality fit with reduced
χ2 ≈ 1 from t = 500 to the longest times) while the fits for
µ = 0.39734 and 0.39738 are of lower quality. We there-
fore conclude that the critical point is at µc = 0.39736(2).
The exponent resulting from the power-law fit of the crit-
ical curve is δ = 0.459(5). The majority of the error stems
from the uncertainty in µc; the statistical error is only
about 2× 10−4.
To study the off-critical behavior, we again perform a
scaling analysis of the population density according to eq.
(3). We fix δ at the value found above, δ = 0.459, and
vary zν⊥ until we find the best data collapse. This yields
zν⊥ = 1.31(2). The resulting high-quality scaling plot is
shown in Fig. 6.
The critical exponents of the extinction transition for
the assortative mating reproduction scheme, δ = 0.459(5)
and zν⊥ = 1.31(2) are very close to the directed percola-
tion exponents listed in Table 1. Specifically, zν⊥ agrees
within the error bars with the directed percolation value
while δ is very slightly too high (the errors bars almost
touch, though). We believe the small deviation stems from
finite-size effects which are significantly stronger than in
the bacterial splitting case. Simulations for a smaller land-
scape of L = 500 yield an exponent value of δ = 0.466
which suggests that the true (infinite system) exponent
will be slightly below 0.459(5).
1 0 - 1 1 0 11 0
- 3
1 0 - 2
1 0 - 1
1 0 0
ρtδ
|∆|t 1 / ν z
µ  0 . 3 6 0 0 0  0 . 3 7 0 0 0  0 . 3 8 0 0 0 0 . 3 9 0 0 0  0 . 3 9 5 0 0  0 . 3 9 6 0 0 0 . 3 9 7 0 0  0 . 3 9 7 2 0  0 . 3 9 7 3 0 0 . 3 9 7 3 4  0 . 3 9 7 3 8  0 . 3 9 7 4 0 0 . 3 9 7 4 2  0 . 3 9 7 4 4  0 . 3 9 7 5 0 0 . 3 9 7 6 0  0 . 3 9 7 8 0  0 . 3 9 8 0 0 0 . 3 9 9 0 0  0 . 4 0 0 0 0  0 . 4 0 5 0 0 0 . 4 1 0 0 0  0 . 4 2 0 0 0
ν z  =  1 . 3 1 0
δ =  0 . 4 5 9
Fig. 6. Scaling plot of the population density for the assorta-
tive mating case showing ρtδ vs. ∆t1/(zν⊥) with δ = 0.459 and
zν⊥ = 1.31. For clarity, only select data points are marked by
symbols.
We conclude that the extinction transition in the assor-
tative mating case also belongs to the directed percolation
universality class despite the potential long-range interac-
tions introduced by the assortative mating. This may be
caused by the fact that almost all mating pairs have short
distances. A long mating distance occurs only if a single
organism is far way from all others.1 In this case, the po-
sitions of its offspring (and offspring of offspring) move
quickly towards those of the other organisms. The net ef-
fect is not that different from the isolated organism simply
dying.
Alternatively, the directed percolation exponents could
hold in a transient time regime only while the long-range
interactions cause the true asymptotic exponents to dif-
fer from directed percolation. However, our simulations of
large populations for fairly long times do not show any
indications of a crossover away from directed percolation
behavior. Determining rigorously whether or not the as-
sortative mating model belongs to the directed percolation
universality class therefore remains a task for the future.
4 Extinction transition fluctuating
environments
We now turn to the effects of temporal environmental fluc-
tuations, i.e., temporal disorder, on the extinction transi-
tion. To this end, we perform simulations (using the bac-
terial splitting reproduction scheme) in which the death
probability p varies randomly from generation to gener-
ation. Specifically, the value of p for each generation is
an independent random variable drawn from the binary
distribution (1) with ph = 0.5, pl = 0.1, and c = 0.5.
1 In contrast, for anomalous directed percolation with long-
range spreading, every organism can produce offspring far away
from its own position [26,27].
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Fig. 7. Time evolution of the population density for three
individual runs, each with a different temporal disorder config-
uration. The runs start from a population of N0 = 0.8Nmax ≈
1.5×107 organisms and use parameters L = 1000, µ = 0.4129,
κ = 0.25, Nfit = 2, as well as p = 0.1 or 0.5 with 50% prob-
ability. Also shown are three runs for the analogous system
without temporal disorder, having p = 0.3 and µ = 0.32810.
The inset shows the disordered runs on a logarithmic scale.
The environmental noise induces enormous population
fluctuations even for large populations. This is illustrated
in Fig. 7 which shows the time evolutions of three indi-
vidual populations subject to different realizations of the
temporal disorder. All three populations initially have the
same large population of N0 = 0.8Nmax ≈ 1.5 × 107 or-
ganisms. Nonetheless, after fewer than 100 generations,
the populations already differ by more than two orders of
magnitude. For comparison, the figure also shows three
populations not subject to environmental noise but only
to the demographic (Monte Carlo) noise of the stochastic
time evolution. In this case, the populations curves are
smooth and differ from each other by only a few percent.
They are thus indistinguishable in Fig. 7. Environmental
noise is much more efficient in inducing population fluctu-
ations than intrinsic demographic noise because it affects
the entire population in the same way while the demo-
graphic noise acting on one organism is independent from
that acting on other organisms.
To investigate the extinction transition quantitatively,
we now analyze the time evolution of the average popula-
tion density. Figure 8 presents a double logarithmic plot of
ρ vs. t, averaged over 20,000 to 40,000 temporal disorder
realizations. As in the clean case, Fig. 2, we can identify
the active, surviving phase in which the average popu-
lation density ρ approaches a nonzero constant for long
times as well as the inactive phase, in which the density
decays faster than a power law with time. However, the
curve separating the two phases is clearly not a power law.
In fact, none of the curves can be described by a power law
over any appreciable time interval. This suggests that the
extinction transition in the presence of temporal disorder,
i.e., environmental noise, is unconventional.
1 0 0 1 0 1 1 0 2 1 0 3 1 0 4
1 0 - 2
1 0 - 1
ρ
t
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Fig. 8. Double logarithmic plot of the average population
density ρ vs. time t (in generations) in the presence of tem-
poral disorder. The data are averages over 20,000 to 40,000
runs, each having a different disorder realizations and pa-
rameters L = 1000, κ = 0.25, Nfit = 2, and p = 0.1 or
0.5 with 50% probability. The initial population consists of
N0 = 0.8Nmax ≈ 1.5× 107 organisms placed at random posi-
tions. The statistical error of ρ does not exceed 2× 10−4.
Recently, Vojta and Hoyos [16] developed a real-time
(“strong-noise”) renormalization group approach to ab-
sorbing state transitions with temporal disorder. This the-
ory predicts an exotic “infinite-noise” critical point. It is
characterized by a slow, logarithmic decay of the average
population density at the transition point,
ρ(t) ∼ [ln(t/t0)]−δ¯ (5)
where δ¯ = 1, and t0 is a non-universal time scale. To test
this prediction, we plot in Fig. 9 the density data in the
form ρ−1 vs. ln(t). In this plot, the predicted critical be-
havior (5) yields a straight line, independent of the value
of t0. The figure shows that the data for µ = 0.4129 indeed
follow a straight line for more than two orders of magni-
tude in time. Accordingly, a fit of these data to eq. (5)
from t = 50 to the longest times (t = 10, 000) is of high
quality (reduced χ2 ≈ 1), significantly better than the fits
for µ = 0.4127 and µ = 0.4130. (The resulting t0 value is
t0 = 2.572.) Consequently, we conclude that the critical
point is located at µ = 0.4129(2) and fulfills the predicted
infinite-noise behavior.
Based on the renormalization group approach [16], a
heuristic scaling theory was developed in Ref. [17]. The
scaling ansatz for the average population density reads
ρ(∆, t) = (ln b)−β/ν¯⊥ρ[∆(ln b)1/ν¯⊥ , tb−z] , (6)
and the predicted exponent values are β = 0.5, ν¯⊥ = 0.5,
and z = 1. Setting the length scale factor b = (t/t0)
1/z
leads to the scaling form
ρ(∆, t) = [ln(t/t0)]
−β/ν¯⊥Xρ{∆[ln(t/t0)]1/ν¯⊥} (7)
where the non-universal time scale t0 is necessary because
logarithms are not scale free. Interestingly, due to the log-
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Fig. 9. Inverse average population density ρ−1 vs. ln(t). The
parameters are identical to Fig. 8. The dashed line is a fit of
the critical curve, µ = 0.4129, to the logarithmic decay law (5).
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Fig. 10. Scaling plot of the density of Fig. 9 showing ρ ln(t/t0)
vs. ∆ [ln(t/t0)]
2 with t0 = 2.572. For clarity, only select data
points are marked by symbols.
arithmic time dependence, the value of the dynamical ex-
ponent z does not appear in (7). For ∆ = 0, we recover
the logarithmic decay (5) with δ¯ = β/ν¯⊥ = 1.
The scaling form implies that the data for all µ
and t should collapse onto a master curve if one graphs
ρ ln(t/t0) vs.∆ [ln(t/t0)]
2. The corresponding scaling plot,
using the value t0 = 2.572 found earlier is presented in Fig.
10. Clearly, the data collapse is not particularly good. A
better collapse can be achieved if we allow the microscopic
time scale on the x-axis to differ from t0. Within the scal-
ing description of the critical point this corresponds to a
subleading correction to the leading scaling behavior. Fig-
ure 11 shows a scaling plot of ρ ln(t/t0) vs. ∆ [ln(t/t1)]
2
where t1 is independent of t0. The value t1 = 13.0 leads
to nearly perfect data collapse. Alternatively, a good col-
lapse can be obtained by varying the exponent in the scal-
ing combination ∆ ln(t/t0)]
1/ν¯⊥ on the x-axis. Figure 12
demonstrates that 1/ν¯⊥ = 2.8 results in a good collapse.
Distinguishing between these two scenarios, viz., (i) crit-
ical exponents as predicted by the renormalization group
theory, but with corrections to scaling and (ii) an expo-
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Fig. 11. Scaling plot of the density of Fig. 9 showing ρ ln(t/t0)
vs. ∆ [ln(t/t1)]
2 with t0 = 2.572 and t1 = 13.0.
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Fig. 12. Scaling plot of the density of Fig. 9 showing ρ ln(t/t0)
vs. ∆ [ln(t/t0)]
2.8 with t0 = 2.572.
nent value that differs from the renormalization group the-
ory, requires data over significantly longer times that are
presently beyond our numerical means.
In addition to the simulations studying the time evolu-
tion of large populations, we also perform runs that start
from a single organism and observe the spreading of the
population through space. The scaling theory of Ref. [17].
leads to the following predictions for the time dependen-
cies of the survival probability Ps, the number of organ-
isms Ns, and the radius R of the organism cloud at criti-
cality:
Ps(t) ∼ [ln(t/t0)]−1 (8)
Ns(t) ∼ t2[ln(t/t0)]−yN (9)
R(t) ∼ t[ln(t/t0)]−yR (10)
Interestingly, except for the subleading logarithmic cor-
rections, these time dependencies are the same as in the
active, surviving phase where the population spreads bal-
listically, R ∼ t and Ns ∼ t2. The theory does not predict
the values of the exponents yN and yR governing the log-
arithmic corrections.
Figure 13 presents the results of our spreading simu-
lations at the critical point, µ = 0.4129. The data are av-
erages over 150,000 realizations of the temporal disorder
with 10 attempts of growing the population per realiza-
8 Hatem Barghathi et al.: Extinction phase transitions in a model of ecological and evolutionary dynamics
0 2 4 6 8
1
2
3
4
5
6
7
8
9
10
 1/P
s
 data
 R data
 N
s
 data
 P
s 
 ~ 1/ln(t/t
0
)
 R  ~ t/(ln(t/t
0
))
y
R
 N
s
 ~ t
2
/(ln(t/t
0
))
y
N
ln t
1
/P
s
10
-1
10
0
10
1
10
2
10
3
N
s
, 
R
Fig. 13. Survival probability Ps, number of organisms Ns, and
radius R vs. time t for µ = µc = 0.4129 κ = 0.25, Nfit = 2,
and p = 0.1 or 0.5 with 50% probability. The data are averages
over 150, 000 realizations of the temporal disorder with 10 in-
dependent runs per realization. Each run starts from a single
organism in the center of the landscape. The statistical errors
of all data are much smaller than the symbol size. The dashed
and dotted lines represent fits to the theoretical predictions
(8), (9), and (10).
tion. Each attempt starts from a single organism in the
center of a landscape of size L = 1500. The other parame-
ters are identical to those used earlier, κ = 0.25, Nfit = 2,
and p = 0.1 or 0.5 with 50% probability. The figure shows
that the data for times larger than about 100 are well de-
scribed by the theoretical predictions. Accordingly, fits to
eqs. (8), (9), and (10) yield reduced χ2 ≈ 1. The resulting
values of the exponents yN and yR have small statistical
errors of about 3×10−2. However, as they stem from sub-
leading terms, they are sensitive towards small changes of
the fit interval. Taking this into account, we arrive at the
estimates yN = 3.9(4) and yR = 1.1(2). These exponents
fulfill the equality [17] yN = 2δ¯ + dyR with δ¯ = 1. How-
ever, they differ from the values found in simulations of
the two-dimensional contact process [17]. This can either
mean that these subleading exponents are non-universal or
that our values have not yet reached the asymptotic long-
time regime. Distinguishing these possibilities will require
simulations over much longer time intervals.
Finally, we determine how the mean time to extinc-
tion (or average life time) of a population depends on its
size. In time-independent environments, a finite popula-
tion that is nominally on the active, surviving side of the
extinction transition can decay only via a rare fluctuation
of the demographic (Monte-Carlo) noise. The probability
of such a rare event decreases exponentially with popu-
lation size, leading to an exponential dependence of the
lifetime on the population size.
In the presence of (uncorrelated) temporal disorder,
the extinction probability is enhanced due to rare, un-
favorable fluctuations of the environment. Within space-
independent (mean-field) models of population dynamics,
this leads to a power-law relation (rather than an expo-
0 20000 40000 60000 80000 100000
t
10-3
10-2
10-1
100
P(
t)
L N0
10 1478
14 2897
20 5912
28 11588
40 23650
56 46355
80 94601
Fig. 14. Semi-logarithmic plot of the survival probability P ,
vs. time t for several population sizes, µ = 0.420, κ = 0.25,
Nfit = 2, and p = 0.1 or 0.5 with 50% probability. The data
are averages over 100,000 runs, each with a different realization
of the temporal disorder. The lines are exponential fits.
nential one) between life time and population size [10,11].
Vazquez et al. [15] pointed out that this power-law behav-
ior can be understood as the temporal analog of the Grif-
fiths singularities known in spatially disordered systems.
They dubbed the parameter region where the power-law
behavior occurs the temporal Griffiths phase.
In order to address this question in our model, we
determine the survival probability P (t) (the probability
that the population has not gone extinct at time t) of
finite populations close to the extinction transition. Fig-
ure 14 shows P (t) for µ = 0.420 and several population
sizes. Fitting the survival probability to the exponential
P (t) ∼ exp(−t/τ) yields the life time τ for each popula-
tion size. We perform analogous simulations for a range
of mutabilities from µ = 0.4 on the inactive, extinct side
of the extinction transition to µ = 0.44 on the active, sur-
viving side. The resulting graph of life time τ vs. system
size L (or, equivalently, initial population N0) is presented
in Fig. 15. For mutabilities µ > µc = 0.4129 (populations
on the active side of the extinction transition), the figure
indeed shows a power-law dependence τ ∼ N1/κ0 of the
life time τ on the initial population N0. The exponent κ
is non-universal; power-law fits of our data give κ = 0.53,
0.66, and 0.89 for mutabilities µ = 0.440, 0.430, and 0.420,
respectively. The real-time renormalization group of Ref.
[16] predicts that κ increases as µ approaches the extinc-
tion transition and (in two space dimensions) reaches the
value κc = 2 right at µc. We also expect a logarithmic
correction to the leading power law analogous to those in
eqs. (8), (9), and (10). We therefore fit the lifetime curve
for µ = µc = 0.4129 to the function τ ∼ N1/20 [ln(N0)]yτ
which leads to a high-quality fit with yτ ≈ 2.5. On the
inactive side of the extinction transition, the theory pre-
dicts a slow logarithmic increase, τ ∼ ln(N0), of the life
time with population size. This behavior is indeed found
for the µ = 0.400 curve in Fig. 15.
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Fig. 15. Average life time τ vs. system size L (or initial popu-
lation N0) for several µ. The solid lines for the µ = 0.42, 0.43,
and 0.44 curves are power-law fits. The dash-dotted line for
µ = µc = 0.4129 represents a fit to τ ∼ N1/20 [ln(N0)]yτ . The
dashed line for µ = 0.400 corresponds to the simple logarith-
mic behavior expected on the inactive side of the extinction
transition.
5 Conclusion
In summary, we have studied the extinction transition
of a spatially extended biological population by perform-
ing Monte Carlo simulations of an agent-based model.
For time-independent environments, i.e., in the absence of
temporal disorder, we have found the extinction transition
to belong to the well-know directed percolation universal-
ity class for both the asexual fission (bacterial splitting)
and the assortative mating reproduction schemes. In the
bacterial splitting case, this behavior is expected from the
conjecture by Janssen and Grassberger [24,25], according
to which all absorbing state transitions with a scalar order
parameter, short-range interactions, and no extra symme-
tries or conservation laws belong to the directed percola-
tion universality class. The assortative mating case is more
interesting because each organism mates with its nearest
neighbor which can, in principle, be arbitrarily far away.
Even though this introduces a long-range interaction in
the model, our simulations still yield directed percolation
critical behavior.
The main part of our paper has been devoted to the
effects of temporal environmental fluctuations, i.e., tem-
poral disorder, on populations close to the extinction tran-
sition. The question of whether or not a given universal-
ity class is stable against (weak) temporal disorder is ad-
dressed by Kinzel’s generalization [12] of the Harris cri-
terion (see also Ref. [28] for version of the criterion that
applies to arbitrary spatio-temporal disorder). According
to the criterion, a critical point is stable against temporal
disorder if the correlation time exponent ν‖ = zν⊥ fulfills
the inequality zν⊥ > 2. The directed percolation univer-
sality class in two dimensions features a value zν⊥ ≈ 1.29
(see Table 1) which violates Kinzel’s criterion, predicting
that temporal disorder must qualitatively change the ex-
tinction transition.
Simulations of our model in which the death probabil-
ity p varies randomly from generation to generation con-
firm this expectation. They yield an unconventional ex-
tinction transition characterized by logarithmically slow
population decay and enormous fluctuations even for large
populations. The time-dependence of the average popu-
lation size, the spreading of the population from a sin-
gle organism, and the mean time to extinction are well-
described by the theory of infinite-noise critical behavior
[16]. This is also important from a conceptual statistical
mechanics point of view because it confirms the universal-
ity of the infinite-noise scenario by showing that it holds
for off-lattice problems as well as for simple lattice models
such as the contact process with temporal disorder [17].
It is worth pointing out that the description of the
off-critical behavior required us to include a correction-
to-scaling term. This likely stems from the fact that the
logarithmically slow dynamics leads to a slow crossover
to the true asymptotic regime. This slow crossover may
also explain why recent simulations of a similar model
[20] appear to be compatible with directed percolation
behavior even though that model does contain temporal
disorder. For weak temporal disorder, the population is
expected to show directed percolation behavior in a tran-
sient time regime before the true asymptotic critical be-
havior is reached. As the systems in Ref. [20] are much
smaller than ours (up to 30,000 organisms vs. 3.3× 107),
their simulations probably do not reach the asymptotic
regime.
The slow crossover to the asymptotic regime also sug-
gests that the power-law scaling with nonuniversal expo-
nents observed by Jensen in a directed percolation model
with temporal disorder [13,14] does not represent the true
asymptotic behavior. Instead, the nonuniversal power laws
hold in a transient time interval before the crossover to the
logarithmic infinite-noise behavior.
The temporal disorder considered in the present pa-
per is uncorrelated, i.e., “white noise”. The effects of long-
range noise correlations (leading to “red noise”) on pop-
ulation extinction have attracted considerable interest in
recent years (see, e.g., Ref. [5] and references therein). Our
simulations can be easily generalized to this case. From the
analogy with long-range correlated spatial disorder [29],
we expect that long-range correlations of the temporal
disorder further increase its effects and lead to a change
of the universality class.
In the present paper, we have investigated the ex-
tinction transition of populations in a homogeneous land-
scape. In the evolutionary context of the model this cor-
responds to neutral selection. What about the effects of
spatial inhomogeneities? According to the Harris crite-
rion [30] dν⊥ > 2 (where d is the space dimensionality),
(uncorrelated) spatial disorder is a relevant perturbation
and destabilizes the directed percolation universality class.
Renormalization group calculations [31,32] and extensive
Monte Carlo simulations of the contact process [33,22,34]
have established that the resulting critical point is of ex-
otic infinite-randomness kind. We expect similar behavior
for spatially disordered versions of the present model.
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If the system contains (uncorrelated) disorder in both
space and time, the generalized Harris criterion governing
the stability of the pure critical behavior reads (d+z)ν > 2
[28,35]. The directed percolation universality fulfills this
criterion in all dimensions suggesting that such spatio-
temporal disorder is an irrelevant perturbation, at least if
it is sufficiently weak (see also discussion in Ref. [7]).
This work was supported by the NSF under Grant Nos.
DMR-1205803 and DMR-1506152. We acknowledge valu-
able discussions with S. Bahar.
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