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Abstract
Kernel methods such as kernel principal component anal-
ysis and support vector machines have become powerful
tools for pattern recognition and computer vision. Unfor-
tunately the high computational cost of kernel methods is a
limiting factor for real-time classification tasks when run-
ning on the CPU of a standard PC. Over the last few years,
commodity Graphics Processing Units (GPU) have evolved
from fixed graphics pipeline processors into more flexi-
ble and powerful data-parallel processors. These stream
processors are capable of sustaining computation rates of
greater than ten times that of a single CPU. GPUs are in-
expensive and are becoming ubiquitous (desktops, laptops,
PDAs, cell phones). In this paper, we present a face recog-
nition system based on kernel methods running on the GPU.
This GPU implementation is twenty eight times faster than
the same optimized application running on the CPU.
1. Introduction
GPU are the first commodity, programmable parallel ar-
chitecture that can take advantage of data-parallelism. Re-
markably, GPU performance is increasing much faster than
CPU performance. GPU evolution and low cost are driven
by the computer game market [9]. Harnessing the power of
a GPU is hard because the data-parallel algorithms’ map-
ping to graphics primitives presents many performance pit-
falls. GPUs were designed for graphics applications. These
are characterized by a lot of arithmetic, intrinsic parallelism,
simple control, multiple stages, and feed forward pipelines.
Computer vision and computer graphics are both character-
ized by a high degree of local processing which must occur
per pixel (or in a small region, achieved perhaps by filtering)
and can be considered (to a certain extent) as inverse pro-
cesses. Basic image manipulation operations, such as con-
volution filters and color transformations, are well suited for
GPU processing. Real-time computer vision has many im-
portant real-world applications such as video surveillance,
human-computer interaction and computer vision. Realiz-
ing real-time computer vision on the GPU create new op-
portunities by drastically lowering the cost of computer vi-
sion systems. One of the most successful face recognition
techniques is based on kernel principal component analysis
(KPCA). In this paper, we present the implementation on
the GPU of a face recognition system based on KPCA. This
implementation is 28 times faster than the same application
running on the CPU.
Section 2 gives a brief overview of general purpose com-
putation on the GPU. In Section 3 we recall some basics
of kernel methods. Section 4 presents our approach for im-
plementing kernel methods on the GPU. Section 5 explains
some implementation details. Section 6 discusses some ex-
perimental results.
2. General Purpose Computation on Graphics
Hardware
Three key factors make the GPU an attractive platform for
general purpose computation:
Speed - The computational capacity of GPU increases at an
astonishing rate. The rate of growth outpaces Moore’s
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Figure 1. The modern graphics hardware pipeline. The vertex
and fragment processor stages are both programmable by the user.
Source:[9]
Law. An ATI X800 XT graphics card can achieve over
63 GFLOPS. A 3.7 GHz Intel Pentium 4 SSE has a
theoretical peak of 14.8 GFLOPS. Modern GPUs offer
a tremendous memory bandwidth compared to CPUs.
The CPU is optimized for high performance on se-
quential code and many of their transistors are dedi-
cated to support non-computational tasks, like branch
prediction and caching. The highly parallel nature of
the GPU allows to use additional transistors for com-
putation, and achieve a higher arithmetic intensity with
the same transistor count. Modern GPUs are also at
the cutting edge of processor technology: They con-
tain over 300 million transistors and are built on a 110-
nanometer fabrication process.
Value for money - GPUs can be found in off-the-shelf
graphic cards which are built for the PC video game
market. The latest generation usually GPUs cost about
US $450-500. Their price drops significantly each
time a new generation is released.
Technical maturity - Modern GPUs have reached an ad-
vanced state of maturity. Today, two processors are
fully programmable on the graphic hardware; the ver-
tex and the fragment processor. They are placed in
a hardware pipeline as illustrated in Figure 1. The
nVidia GeForce6800 fully supports IEEE 32-bit float-
ing point numbers (single precision). The number of
inputs, outputs and instructions for each of the pro-
cessors has been significantly increased. GPUs sup-
port full branching in the vertex pipeline and limited
branching in the fragment pipeline.
But modern GPUs present serious challenges. The fact that
they adopt the SIMD / MIMD parallel processing scheme
means that algorithms only benefit from the architectural
properties, if they can be adapted to that scheme. More-
over, important fundamental constructs such as integer data
operands are missing and associated operations such as bit-
shifts and bitwise logical operations. The GPU lacks 64-bit
double precision number formats. The communication be-
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Figure 2. Matrix multiplication on the GPU.
tween a program running on the CPU and the graphics hard-
ware has to be established by using a graphics API such as
OpenGL. To perform computations on graphics hardware,
the programmer must use graphic primitives such as lines
or triangles and stores the data in texture maps. An alter-
native way we have not pursued is to use one of the stream
computing languages for the GPU that are in development.
For futher information, the reader is referred to the compre-
hensive survey of general purpose computation on the GPU
conducted by Owens et al. [9].
Next (and in Figure 2), we describe a sequence of steps for
performing a matrix-matrix multiplication on the GPU (fol-
lowing a method which was pioneered by Larsen and McAl-
lister [6]).
1. Upload data arrays into the GPU memory which are
later used by the vertex or fragment programs. These
data fields are called textures. They are one-, two- or
three-dimensional data arrays. Each entry in the array
can hold up to four values (red, green, blue and alpha
components). In this example, texture 1 contains the
data of the multiplier matrix and texture 2 the data of
the multiplicand matrix.
2. Define a virtual viewport in OpenGL.
3. Activate a previously defined fragment program.
4. Render a screen aligned quad which must exactly
match the viewport dimension. The fragment program
performs the computation by rendering the quad. One
processing instance of the program runs for each pixel
covered by the quad. The programs have read-only
access to the data resource (textures). The informa-
tion about the location (the values of i and j) of the
(i, j)th fragment processing instance is provided by in-
terpolating the texture coordinate values. The texture
coordinates are defined in the vertices, which bound
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the quad. Here, the processing instance (i, j) of the
fragment program performs the inner product between
the ith row of texture 1 and the jth column of texture
2. The processing instance uses the values i and j to
look up the proper locations in the textures. The re-
sult of each fragment program instance is written at
location (i, j) to the framebuffer which is essentially
two-dimensional data array very similar to a texture.
5. (a) Retrieve the content of the framebuffer by per-
forming a read back from GPU memory to CPU
memory.
(b) Provide alternatively the content of the frame-
buffer as a texture for a subsequent GPU com-
putation. We use the Framebuffer Objects in
OpenGL, which support this functionality.
The process described above is known as a rendering pass.
An eclectic range of applications in non-graphics areas for
the GPU has already been explored; Kru¨ger et al. [4] and
Bolz et al. [1] proposed to use the GPU for numerical
computation. Even image processing methods such as con-
volution filters, color conversion have been efficiently im-
plemented [2]. Fast implementations on the GPU of more
complex algorithms include the fast Fourier [7] and wavelet
transforms [14]. For more information please refer to [9].
In 2004, Kyoung-Su Oh and Keechul Jung introduced an ef-
ficient implementation of a Neural Network on the GPU [5]
and demonstrated that pattern recognition and classification
methods can also benefit from the architectural properties
of modern GPU. The problem of simulating a network with
k layers was subdivided into a k - pass rendering problem.
The pass i is performed by taking the results from pass i−1
and computing a linear combination between them and the
weights of the nodes in the current layer. This operation was
found to be very similar to a matrix-matrix multiplication,
which can be efficiently implemented on the GPU [6]. The
GPU implementation of the Neural Network outperformed
the CPU implementation by a factor of 20.
3. Kernel Methods and Their Applications
Kernel methods are a modular approach in pattern analysis
which is efficient, robust and statistically stable [11]. First
the data items are embedded into a vector space, also called
the feature space. Then linear relations are sought among
the images of the data items in the feature space. The al-
gorithms are implemented in such a way that coordinates
of the embedded points are not needed, only their pairwise
inner products. They can be efficiently computed directly
from the original data by using a kernel function.
There are two reasons why this approach works well:
1. Detecting linear relations in patterns has been the fo-
cus of much research in statistics and machine learning
for decades. The resulting algorithms are both well un-
derstood and efficient.
2. There is a computational shortcut which makes it pos-
sible to represent linear patterns efficiently in high di-
mensional spaces to ensure adequate representational
power (this shortcut is known as the kernel trick).
A kernel function measures the similarity of two data vec-
tors x and y. This similarity is expressed as the inner-
product k(x,y) = 〈Φ(x),Φ(y)〉 of the images of x and y
through an implicit mapping Φ into an Hilbert space F
(known as the feature space).
The most popular kernels are the polynomial, radial basis
function and sigmoid kernel;
kpoly(x,y) = (s(x · y)+ c)d (1)
krb f (x,y) = exp(−γ||x− y||2) (2)
ksigmoid(x,y) = tanh(s(x · y)+ c) (3)
where s, c, d and γ are real constants of the kernels.
3.1. Support Vector Machines
Vapnik et al. [13] introduced SVM classifiers f whose de-
cision surfaces are hyperplanes in some dot product space
K
f (x) = sgn(〈w,x〉+b) = 0, where w ∈ K,b ∈ ℜ
The parameters of f are derived from a training set. The
SVM solution corresponds to the hyperplane with the max-
imum margin between positive and negative training exam-
ples. The decision function f (x) can be expressed using the
m training examples:
f (x) = sgn(
m
∑
i=1
αi〈x,xi〉+b)
The coefficients αi ∈ ℜ and b are found by solving a
quadratic optimization problem (see [10] for further de-
tails). In fact, only for some vectors xi the coefficientsαi are
non-zero. These vectors xi determine the position and orien-
tation of the hyperplane and are thus called support vectors.
Replacing the inner product term 〈x,xi〉 with 〈Φ(x),Φ(xi)〉
creates non-linear decision surfaces in the input space corre-
sponding to linear decision surfaces in a higher dimensional
Proceedings of the Digital Imaging Computing: Techniques and Applications (DICTA 2005) 
0-7695-2467-2/05 $20.00 © 2005 IEEE 
feature space;
f (x) = sgn(
m
∑
i=1
yiαi〈Φ(x),Φ(xi)〉+b)
= sgn(
m
∑
i=1
yiαik(x,xi)+b) (4)
By using the non-linear kernel function, the input patterns
are mapped non-linearly into a high dimensional feature
space, where a separating hyperplane between two classes
of data is more likely to exist. The left diagram of Figure 4
illustrates the working of a SVM classifier (see Equation(4))
.
Support vector machines have been successfully applied to
computer vision tasks like face detection and recognition
[8]. It should be pointed out that support vector machines
can also be used for non-linear regression [10].
3.2. Kernel Principal Component Analysis
Principal Component Analysis (PCA) performs a dimen-
sion reduction on the input data by computing the principal
axes of the training data. New input data are projected onto
these principal axes for reducing their dimension. The first
k principal axes are the firstk eigenvectors of the covariance
matrix of the training set where the eigenvectors of the co-
variance matrix are ordered by decreasing eigenvalue. We
must have k ≤M where M is the size of the training set. The
new k coordinates are known as principal coordinates.
Kernel PCA (KPCA) is a method that finds directions that
maximizes the variance in a feature space rather than in the
input space of the data. The projections onto the feature
space eigenvectors can be computed through a dual repre-
sentation computed from the eigenvectors and eigenvalues
of the kernel matrix.
In the following, A′ will denote the transpose of a matrix A.
The projection onto the k-dimensional subspace Uk spanned
by the principal axes of the image Φ(x) of the data vector x
can be computed in following way:
PUk(Φ(x)) = (u
′
jΦ(x))kj=1 = (
M
∑
i=1
α
j
i k(xi,x))
k
j=1 (5)
where α j =
1
√
λ j
v j
The eigenvalues λ j and eigenvectors v j can be found by
1. Constructing the kernel matrix from the training set
S = x1, ...,xM and dimension k:
Ki j = k(xi,x j) with i, j = 1, ...,M
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Figure 3. Parallel processing for kernel evaluations.
2. Centering the data in feature space as follows:
K−
1
M
j j′K− 1
M
K j j′+ 1
M2
( j′K j) j j′
3. Extracting the eigenvalues and eigenvectors from K:
[V,Λ] = eig(K)
4. Normalizing the eigenvectors in feature space F as fol-
lows:
α j =
1
√
λ j
v j , j = 1, ...,k
The principal coordinates of new data can be computed us-
ing Formula (5). The above description of KPCA follows
Taylor et al. [11]. Yang et al. [15] found that the Ker-
nel PCA performs better than the PCA for face recognition
problems. They achieved good results using the AT&T face
data base [12].
4. Approach
The kernel evaluations constitute the main computational
burden for an online recognition system using kernel meth-
ods. Data vectors commonly used in image processing tend
to be long; even the representation of a relatively small
grayscale image with the dimension of 20 by 20 is a data
Proceedings of the Digital Imaging Computing: Techniques and Applications (DICTA 2005) 
0-7695-2467-2/05 $20.00 © 2005 IEEE 
vector with 400 luminance values. When color images are
processed, the data vector size triples, since the values for
all three color components must be stored per pixel.
Both SVM and KPCA perform a kernel evaluation between
new sample vectors and stored data vectors involving the
inner product (Equations (1) and (3)) or the sum of squared
differences (Equation (2)) for the three most common ker-
nels.
The main idea of our apporach is to maximize the benefit
coming from the SIMD parallel architecture of the GPU.
We exploit parallelism when kernel methods are mapped to
the GPU in the following two ways:
Processing kernel evaluations in parallel - The SVM
performs the kernel evaluation between a new sample
and each of the support vectors (as shown in Fig-
ure 4). Since there is no dependency among these
computations, they can be done in parallel.
The situation for KPCA is similar. For a new data vec-
tor x, the kernel function must be evaluated between x
and each of the stored training vectors. Figure 4 illus-
trates this process.
Processing many candidates at once - Parallelism can
also be achieved by just scaling up the problem; in-
stead of just processing one example at a time, the
system can handle many examples in parallel. This
is possible since the data can be shared among them
and is not altered by an individual example. The moti-
vation to consider this approach was driven by the fact
that real-time recognition systems often evaluate many
candidate regions in a movie frame to track a certain
feature.
5. Implementation
We developed our implementation using the graphics API
OpenGL to communicate with the graphics hardware and
the high-level shading language Cg from nVidia to define
programs for the vertex and fragment processor.
We use the considerations made before in Section 4 to de-
fine a grid with the dimensionMxN. The number of rows M
correspond to the number of stored vectors containing train-
ing data (KPCA) or support vectors (SVM). The number of
columns N correlate with the number of samples processed
in parallel. OpenGL is used to render a screen aligned quad
matching the dimensions stated above. When the geome-
try of the quad arrives at the fragment processor, a fragment
program instance runs for every cell of the grid. The re-
sult of the kernel evaluation between the ith test sample and
the jth training/support vector is stored at position (i, j) in
the grid, just as demonstrated in Section 2. The data are
provided to the fragment program as textures. Figure 3 il-
lustrates the whole process.
5.1. Support Vector Machines
The implementation of our SVM classifier follows the dia-
grams of Figure 3 and Figure 4. We translated this process
into a rendering problem with two passes:
1. The first pass computes theNxM grid as in Figure 3.
The evaluation of the kernel between the test vector
of the ith SVM instance and the jth support vector is
stored at position (i, j) in the grid. The support vectors
xi and their associated weights αi (i = 1, ...,m) were
determined offline using Thorsten Joachim’s SVM im-
plementation SV Mlight [3] and were uploaded as a tex-
ture into the GPU memory. The sample regions are
extracted from a video stream, which is available as a
dynamic texture.
2. The second pass performs a parallel linear reduction of
the results of pass one. Each cell i of the one dimen-
sional vector of size N contains now the classification
result of the SVM for the ith sample vector.
5.2. Kernel Principal Component Analysis
Our experiments for the KPCA was done independently of
our SVM implementation. We implemented the experiment
proposed by Yang et al. [15] and performed the KPCA us-
ing the AT&T image library [12] as a training set. The com-
plete layout of our experiment can be seen in Figure 5.
The training of the KPCA was done in Matlab. All
greyscale images from the image library were rescaled to 33
by 40 pixels. Each image is represented by a vector of 1320
elements. The MxM kernel matrix Ktrain was computed us-
ing all 400 image vectors of the image library. A polyno-
mial kernel with degree 2 was used. After the matrix was
centered, the eigenvectors were extracted and normalized in
the feature space. The first 48 eigenvectors were used to ex-
tract the features (principal coordinates) of all 400 training
samples. The recognition part of the KPCA is performed
by a C++ program. Data from the Matlab implementation
is loaded into floating point arrays:
Image data - the (re-scaled) image data from the AT&T
data base. For simplicity sake we use the image data
in the following experiment as test data to measure the
performance and the precision.
Ktrain - the kernel matrix built from the training data. It has
to be available to center the test data.
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Figure 5. Schematic processing layout of the KPCA experiment.
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Figure 6. The increase in execution speed of the GPU implementation. The GPU used for this experiment was a nVidia GeForce6800. The CPU
was an Athlon64 3200+ (32-bit mode).
Eigenvectors - the normalized eigenvectors are necessary
to extract features from the test images.
Ftrain - the training features are used to perform the recog-
nition after the feature of the test data has been ex-
tracted.
The C++ implementation performs the following computa-
tion on both the GPU and the CPU. The motivation for an
additional CPU implementation has three reasons; debug-
ging the GPU implementation, measuring a possible loss in
precision, and measuring the difference in execution speed.
In our implementation N test vectors are processed in par-
allel, where 4 ≤ N ≤ 400. The face recognition with the
KPCA is computed in five rendering passes:
1. The N ×M kernel matrix Ktest is computed following
the processing scheme presented in Section 4.
2. The matrix Ktest is centered in feature space, using the
formula (see [10] for the theory)
K′testi j = Ktesti j −
1
M
M
∑
k=1
Ktrain jk
−
1
M
M
∑
k=1
Ktestik +
1
M2
M
∑
k,l=1
Ktrainlk
The terms which just require information about Ktrain
are precomputed.
3. The test features Ftest are extracted for the N test ex-
amples, by using the firstk eigenvectors and the previ-
ously centered matrix K′test .
4. A M ×N distance matrix D is constructed where the
entry Di j devotes the Euclidean distance between the
ith feature vector from Ftrain and the jth feature vector
from Ftest .
5. The distance matrix is linearly reduced to a 2xN result
matrix R. Each entry pair (R1i,R2i) contains the value
of:
• R1i - the value of the smallest distance found in
the ith column of D, and
• R2i - its position (the associated row number
where this distance was found in D).
6. Results
We conducted experiments to measure the speed difference
between the GPU and CPU implementations of the KPCA.
We attempted to equally optimize both implementations.
We measured the execution time of both implementations
Proceedings of the Digital Imaging Computing: Techniques and Applications (DICTA 2005) 
0-7695-2467-2/05 $20.00 © 2005 IEEE 
using a high precision timer. The timer was started just
before the execution on the GPU was triggered by using
appropriate OpenGL calls. The command glFinish() was
used to ensure that all GPU calculation have finished be-
fore the timer was stopped. It was found that in particular
the first rendering pass has a clear speed advantage on the
GPU compared to the CPU. Since it is by far the most ex-
pensive operation, the whole implementation experienced
a dramatic increase in execution speed. A similar phe-
nomenon occurs with support vector machines, since the
processing layout of the first pass is the same. Figure 6
plots the performance results versus the number of samples
N processed in parallel. The graph was constructed by re-
peating the experiment 100 times. N was initially set to 4
and in each iteration incremented by 4. The figure shows
already a speed-up factor above 20 with only a few sample
evaluations running in parallel.
We found that the recognition results of the KPCA suffered
from the lack of 64 bit double precision numbers on the
GPU when polynomial kernels with a higher degree were
used. In our application, the results become unpredictable
if the degree d ≥ 4. This restriction occured on both plat-
forms, the GPU and the CPU (using 32bit floating point
numbers), and is thus not a GPU related problem. Yang et
al. reported very good results when a polynomial degree of
3 was used [15].
7. Conclusions
We have demonstrated how kernel methods can benefit from
the architectural properties of modern GPUs by exploiting
the intrinsic parallelism of these methods. GPU implemen-
tations of kernel methods are well suited for computer vi-
sion applications where patterns need to be detected and
tracked in real-time. It is possible to process many can-
didate regions in parallel and thus allow stable tracking of
those patterns. Our proposed implementations are, in con-
trast to hardware implementations, very flexible. They can
be applied for classification, regression and feature extrac-
tion with any standard kernel. However, currently polyno-
mial kernels on the GPU can suffer from the lack of high
numeric precision (no long double type). In future work, we
plan to adapt the SVM coefficients directly on the GPU.
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