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Nonequilibrium Phase Transition in a Dilute Rydberg Ensemble
C. Carr, R. Ritter, C.G. Wade, C. S. Adams, and K. J. Weatherill
Department of Physics, Joint Quantum Centre (JQC) Durham-Newcastle, Durham University,
South Road, Durham DH1 3LE, United Kingdom
(Received 28 March 2013; published 10 September 2013)
We demonstrate a nonequilibrium phase transition in a dilute thermal atomic gas. The phase transition,
between states of low and high Rydberg occupancy, is induced by resonant dipole-dipole interactions
between Rydberg atoms. The gas can be considered as dilute as the atoms are separated by distances much
greater than the wavelength of the optical transitions used to excite them. In the frequency domain, we
observe a mean-field shift of the Rydberg state which results in intrinsic optical bistability above a critical
Rydberg number density. In the time domain, we observe critical slowing down where the recovery time to
system perturbations diverges with critical exponent  ¼ 0:53 0:10. The atomic emission spectrum
of the phase with high Rydberg occupancy provides evidence for a superradiant cascade.
DOI: 10.1103/PhysRevLett.111.113901 PACS numbers: 42.65.Pc, 32.80.Rm, 42.62.Fi, 64.60.Ht
Nonequilibrium systems displaying phase transitions
are found throughout nature and society, for example, in
ecosystems, financial markets, and climate [1]. The steady
state of a nonequilibrium system is a dynamical equilib-
rium between driving and dissipative processes. In atomic
physics, one of the most studied nonequilibrium phase
transitions is optical bistability, where the driving is
provided by a resonant laser field and the dissipation is
inherent in the atom-light interaction. In most examples
of optical bistability, feedback is provided by an optical
cavity, as in the pioneering work of Gibbs [2,3]. However,
bistability can also arise in systems where many dipoles
are located within a volume which is much smaller than
the optical wavelength; in this case, the feedback is due
to resonant dipole-dipole interactions [4,5]. This latter case
is known as intrinsic optical bistability [6] and has, so
far, only been observed in an up-conversion process
between densely packed Yb3þ ions in a solid-state crystal
host cooled to cryogenic temperatures [7]. Intrinsic optical
bistability generally cannot be observed for simple
two-level systems such as atomic gases, because the reso-
nance broadening, which is larger than the line shift [8],
suppresses the bistable response [9,10].
A solution to this problem is provided by highly excited
Rydberg states, where the dipole-dipole induced level shifts
between neighboring states can be much larger than the
excitation linewidth. This property of optical excitation of
Rydberg atoms known as dipole blockade [11] enables a
diverse range of applications in quantum many-body phys-
ics, quantum information processing [12], nonlinear optics
[13], and quantum optics [14–17]. An interesting feature
of Rydberg systems is that the range of the interaction can
be much larger than the optical excitation wavelength,
giving rise to nonlocal interactions [18]. This also creates
the possibility of observing intrinsic optical bistability, and
hence, nonequilibrium phase transitions [19] over macro-
scopic, optically resolvable length scales.
In this Letter, we demonstrate a nonequilibrium phase
transition in a thermal Rydberg ensemble. In contrast to
previous experiments, we directly observe optical bista-
bility in the transmission of the probe light without the
requirement for cryogenics [7] or cavity feedback [2]. We
distinguish between the phases of low and high Rydberg
occupancy using fluorescence spectroscopy and confirm
the first-order phase transition through the observation of a
critical slowing down in the temporal response of the
ensemble. Our observation of a nonequilibrium phase tran-
sition in a dilute atomic system provides a new platform
to study the transition between classical mean-field and
microscopic quantum dynamics [20,21].
To illustrate the origin of the nonequilibrium phase
transition in our system, we begin by considering the
FIG. 1 (color online). Theoretical model for the cooperative
optical response of the ensemble. (a) Simplified two-level model
with ground state jgi and Rydberg state jRi. The levels are coupled
by a laser with Rabi frequency and detuning from resonance .
(b) Rydberg state population RR as a function of laser detuning 
for increasing Rabi frequency . As a result of the cooperative
excitation-dependent shift, the response exhibits intrinsic optical
bistability with hysteresis dependent upon the history of the
ensemble. Theoretical parameters: interaction strength V= ¼
11 and Rabi frequency = ¼ ð0:15; 0:3; 0:5Þ.
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simple two-level atom shown in Fig. 1(a) with ground state
jgi and Rydberg state jRi. The levels are coupled by a laser
with Rabi frequency  and detuning from resonance .
Using standard semiclassical analysis, the time evolution
of the system can be described using the Lindblad master
equation for the single-particle density matrix. To include
the effect of dipole-dipole interactions between atoms in
state jRi, we use a classical approximation to the many-
body quantum dynamics [20] and introduce a mean-field
shift of the Rydberg state, proportional to its steady-state
population. Coherent dynamics has been observed in ther-
mal ensembles by operating on ultrashort time scales,
where the Rydberg interactions appear as a dephasing of
the Rabi oscillations due to the broad distribution of inter-
atomic distances [22]. However, over longer time scales or
in steady state as in our experiment, the interactions
between Rydberg atoms result in a mean-field shift.
In this limit, the laser detuning !  VRR where V
is the dipole-dipole interaction term and RR is the popu-
lation of the Rydberg state. The interaction term V corre-
sponds to the sum of the dipole-dipole interaction over the
excitation volume [23].
The optical Bloch equations for the two-level system can
be written as
_gR ¼ i

RR  12

þ ið VRRÞgR  2 gR; (1a)
_RR ¼ ImðgRÞ  RR; (1b)
where the off-diagonal coherence terms Rg ¼ gR and the
diagonal population terms gg ¼ 1 RR. The steady-
state solution for the Rydberg population RR as a function
of laser detuning  is shown in Fig. 1(b) for increasing
Rabi frequency. As the cooperative shift is dependent on
the Rydberg population, the line shape becomes asymmet-
rical and eventually exhibits bistability with hysteresis
dependent on the direction in which the detuning is varied
(shown by the arrows). In the bistable region, there is
also an unstable state (shown by the dashed curve) which
cannot be measured experimentally. At the critical transi-
tion, there is an abrupt change in the atomic dynamics.
The solution of Eq. (1) can be found in the Supplemental
Material [24].
To experimentally observe a nonequilibrium phase
transition in a dilute medium, we use a resonant multi-
photon excitation scheme in a thermal Cs vapor, as shown
in Fig. 2(a) [25]. In the simple theoretical analysis above
Doppler averaging is not considered; however, by using a
multiphoton scheme, we excite only a narrow velocity
distribution of atoms [26] and can therefore access a regime
where the mean-field shift between Rydberg states far
exceeds the Doppler width of the excitation. The optical
Bloch model for the multiphoton scheme is presented in
the Supplemental Material [27]. A schematic of the experi-
mental setup is shown in Fig. 2(b). A thermal vapor of
Cs atoms is confined in a quartz cell with an optical
path length of 2 mm. The atoms are driven into the 26p3=2
Rydberg state using three excitation lasers which copropa-
gate through the cell. The probe laser, with wavelength
p ¼ 852:3 nm, Rabi frequency p, and waist wp ¼
150 m is frequency stabilized to the j6s1=2; F ¼ 4i !
j6p3=2; F0 ¼ 5i transition. The coupling laser, with wave-
length c ¼ 1469:9 nm, Rabi frequency c, and waist
wc ¼ 80 m is stabilized to the j6p3=2; F0 ¼ 5i !
j7s1=2; F00 ¼ 4i transition using excited-state polarization
spectroscopy [28]. Finally, the Rydberg laser with wave-
length R ¼ 790:3 nm, Rabi frequency R, and waist
wR ¼ 80 m is tuned around the resonance between the
excited state 7s1=2 and the Rydberg state 26p3=2.
For a multiphoton transition to a Rydberg state, the
transmission of the probe light resonant with the optical
transition is increased by population shelving in the
Rydberg state [29] and provides a direct readout of the
Rydberg population. The change in probe laser transmis-
sion T as a function of Rydberg laser detuning R is
shown in Fig. 2(c) for increasing the Rydberg Rabi fre-
quency R. As the level of Rydberg population increases,
the excitation-dependent shift first produces an asymmetry
in the line shape (ii). Eventually, when the shift is greater
than the linewidth (iii), the line shape exhibits intrinsic
FIG. 2 (color online). (a) Three-photon excitation scheme to
Rydberg states in cesium. (b) Schematic of the experimental
setup. The three excitation lasers copropagate through a 2 mm
vapor cell. The nonequilibrium dynamics is probed by measuring
the transmission of the probe laser or analyzing the emitted
fluorescence. (c) Experimental optical response T as a function
of Rydberg laser detuning R for Rydberg Rabi frequency R
increasing from (i) to (iii). Experimental parameters: ground-state
density N ¼ 4:3 1012 cm3, probe Rabi frequency p ¼
2 37 MHz, coupling Rabi frequency c ¼ 2 77 MHz,
and Rydberg Rabi frequency R ¼ 2 ð14; 36; 74Þ MHz.
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optical bistability with hysteresis dependent on the direc-
tion in which resonance is approached (shown by the
arrows). Importantly, this bistability is measured in steady
state and is not a transient phenomenon. As a result, within
the hysteresis window, the system can be placed in either
the low or high Rydberg occupancy phase with exactly the
same experimental parameters.
The change in atomic behavior across the phase
transition can be analyzed by measuring the spectrum of
the off-axis fluorescence. The emission spectra for the two
phases of low and high occupancy are shown in Figs. 3(a)
and 3(c), respectively. In the low phase, the dominant
transitions indicated by (i) and (ii) involve decay from
high-lying Rydberg states to the ground states of the s, p,
and d series. This behavior highlighted in Fig. 3(b) is
consistent with spontaneous emission where such transi-
tions dominate due to the !3 dependence in the Einstein A
coefficient. This phase is characterized by the faint (green)
fluorescence shown in the inset.
In the high Rydberg occupancy phase, the emission
spectrum is dramatically modified. The dominant sponta-
neous emission transitions (i) and (ii) are no longer present.
Instead, the spontaneous emission now originates from a
range of low-lying Rydberg states indicated by (iii) and (iv)
and highlighted in Fig. 3(d). This phase is characterized
by the strong (orange) fluorescence shown in the inset.
Importantly, the absence of emission close to the ioniza-
tion limit for each series indicated by the dark (red) vertical
lines indicates that atoms are not promoted to higher-
lying Rydberg states, as would occur in collisional or
up-conversion processes [7]. We can also neglect the
effects of thermal blackbody photons because the average
number of photons per mode at Rydberg-Rydberg transi-
tion frequencies is much lower than the average number of
excited atoms [30]. The transitions at 455 and 459 nm
occur in both phases and correspond to decay to 6s1=2
from 7p3=2 and 7p1=2, respectively.
The emission spectrum in the high occupancy phase can
be understood as a superradiant cascade to lower-lying
Rydberg states [31]. Evidence for a superradiant cascade
has also been observed in ultracold atoms [32,33]. When
the cooperativity on a particular transition is high, the
atoms emit collectively and in phase with one another.
The single atom lifetime of the 26p3=2 to 26s1=2 transition
is  ’ 500 s but within the transition wavelength volume
V ¼ 1 mm3, we estimate the Rydberg atom number NR ’
5 106. Consequently, we expect a superradiant decay
time scale of super ¼ =NR ’ 100 ps. As the transition
wavelength and therefore the cooperative enhancement
of the decay rate is proportional to n3, the superradiant
cascade eventually stops and gives rise to the observed
spontaneous emission from low-lying Rydberg states as
indicated by (iii) and (iv) in Fig. 3(c).
By stabilizing the laser frequency within the hysteresis
window and varying the intensity of the Rydberg laser IR, it
is possible to observe bistability and hysteresis in the
optical response as shown in Fig. 4(a). The system switches
between the low occupancy phase with probe transmission
level T1 and the high occupancy phase with probe trans-
mission level T2. In this case, the phase transition from low
to high Rydberg population occurs at critical intensity
IR;crit  17:5 W=mm2.
FIG. 3 (color online). Atomic emission spectra for low and high Rydberg state occupancy. The visible fluorescence spectrum is
shown for (a)N ¼ 3:1 1011 cm3 and (c)N ¼ 4:3 1012 cm3. In the low Rydberg occupancy phase, the spontaneous emission
originates from high-lying Rydberg states as illustrated in (b). However, in the high Rydberg occupancy phase, the spontaneous
emission originates from low-lying Rydberg states, as illustrated in (d), due to a superradiant cascade between high-lying Rydberg
states. The ionization limits from 6s1=2, 6p1=2, and 6p3=2 are shown by thick red vertical lines. The blue shaded regions highlight the
absence of spontaneous emission between 26p3=2 and ionization which would occur due to a blackbody or collisional excitation
process. The thin cyan vertical lines indicate the dipole-allowed transitions. Probe Rabi frequencyp ¼ 2 41 MHz, coupling Rabi
frequency c ¼ 2 74 MHz, and Rydberg Rabi frequency R ¼ 2 122 MHz.
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The first-order phase transition between the low and
high Rydberg occupancy phases can be confirmed through
the observation of critical slowing down. This temporal
signature of a phase transition occurs as the system
approaches a critical point and becomes increasingly
slow at recovering from perturbations [34,35]. The tempo-
ral response of the ensemble is measured by discretely
varying the Rydberg laser intensity IR and measuring the
time  to reach steady state, as illustrated in the inset of
Fig. 4(b). At the critical transition, the switching time
diverges according to the power law  / ðIR  IR;critÞ
shown by the fitted dashed line. The critical exponent
 ¼ 0:53 0:10 (standard deviation error) is consistent
with previous work on first-order phase transitions and
optical bistability [36,37].
We also note that the geometry of the excitation region
plays an important role in our observation of many-body
dynamics [38]. The optical path length of 2 mm provided
by the vapor cell is comparable to the interaction wave-
length. If the medium was much shorter, the cooperative
shift would not result in intrinsic optical bistability.
Furthermore, if the medium was much longer, the dipoles
would not evolve with the same phase. A more complete
study of the length dependence of the effect will form the
focus of future work.
In summary, we have demonstrated a cooperative
nonequilibrium phase transition in a dilute thermal atomic
gas. The observations that have been discussed raise inter-
esting possibilities for future nonlocal propagation experi-
ments which utilize the long-range cooperative interaction
[18]. Furthermore, this work could be used to perform
precision sensing [39] around the critical point and to study
resonant energy transfer [40] on optically resolvable length
scales. In addition, studies of the fluorescence in the vicin-
ity of the phase transition could provide further insight into
the dynamics of strongly interacting dissipative quantum
systems [20,21].
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