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Abstract
We present a new class of explicit two-step peer methods for the solution of nonstiff differential systems. A construction
principle for methods of order p = s, s the number of stages, with optimal zero-stability is given. Two methods of order p = 6,
found by numerical search, are tested in Matlab on several representative nonstiff problems. The comparison with ODE45 confirms
the high potential of the new class of methods.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Many efficient methods have been developed for the numerical solution of ordinary differential equations
y′ = f (t, y), y(t0) = y0 ∈ Rn, t ∈ [t0, te]. (1)
The most important classes of methods are one-step and multistep methods and efficient computer codes from each
of these classes are widely available. To these belong the one-step code DOPRI5(4) [1], which is also the basis of the
MATLAB routine ODE45 [2], and the multistep code VODE [3]. The respective advantages of one-step and multistep
methods are well known, cf. the text book of Hairer, Nørsett and Wanner [4]. With parallel implementation in mind
the new class of peer methods has been introduced by some of the authors in a series of papers, e.g. [5–7], which
concentrated on stiff problems and linearly-implicit and implicit two-step methods. The new feature of peer methods
is that they possess several stages like Runge–Kutta-type methods, but all of these stages have the same properties and
no extraordinary solution variable is used. These methods combine the positive features of both the Runge–Kutta and
multistep methods, having good stability properties and no order reduction for very stiff systems. In numerical tests
on parallel computers they were rather efficient, e.g. [8,7], and also in sequential computing environments they were
competitive with standard codes [9].
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In this paper we now discuss explicit two-step peer methods for nonstiff problems and concentrate on non-
parallel methods. “Classical” explicit two-step Runge–Kutta schemes have been considered for instance by Jackiewicz
and Zennaro [10] and Tracogna and Welfert [11], and in the context of general linear methods by Jackiewicz and
Tracogna [12] and Wright [13]. Numerical results of certain parallel explicit two-step methods are given in [14].
The paper is organized as follows: In Section 2 we formulate the new class of explicit two-step peer methods
as a special case of linearly-implicit peer methods. In this paper we discuss a general class containing parallel and
sequential methods.
In Section 3 we give order results using simplifying conditions and consider stability properties. By a special choice
of coefficients we ensure optimal zero-stability for arbitrary stepsize sequences and avoid some of the theoretical
difficulties of linearly implicit peer methods; see [7]. We describe a strategy for the construction of zero stable methods
of order p = s.
Section 4 is devoted to the numerical search for good methods using the remaining free coefficients. We present two
methods of order p = 6 with six stages and display their stability regions. Furthermore, we discuss the implementation
of the methods with stepsize control.
Numerical results of a MATLAB code for several widely accepted nonstiff test problems are reported in Section 5.
Comparisons with the MATLAB code ODE45 show the efficiency of the proposed methods.
Finally we give some conclusions and an outlook for future work.
2. Derivation of the methods
In [7] linearly-implicit two-step peer methods were considered. In each time step from tm to tm+1 = tm + hm
solutions Ym,i ∼= y(tm,i ), i = 1, . . . , s, are computed as approximations at the points
tm,i := tm + hmci , i = 1, . . . , s. (2)
In these methods for stiff systems an approximation T to the Jacobian is used. By setting T = 0 we obtain an explicit
method, which can be applied to nonstiff systems.
In contrast to [7] in this paper we will not focus on parallel methods. Therefore, as in explicit Runge–Kutta schemes,
it is natural to use also the previously computed stage values from the present step:
Ym,i =
s∑
j=1
bi jYm−1, j + hm
s∑
j=1
ai j f (tm−1, j , Ym−1, j )+
i−1∑
j=1
qi jYm, j + hm
i−1∑
j=1
ri j f (tm, j , Ym, j ), i = 1, . . . , s.
With the notations
Ym = (Ym,i )si=1 ∈ Rsn, F(Ym) = ( f (Ym,i ))si=1, A = (ai j ), B = (bi j ),
Q = (qi j ), R = (ri j )
the methods can be written in the compact form (for simplicity for autonomous equations)
Ym = (B ⊗ I )Ym−1 + hm(A ⊗ I )F(Ym−1)+ (Q ⊗ I )Ym + hm(R ⊗ I )F(Ym),
where Q and R are strictly lower triangular matrices.
In the following, for ease of representation only, we consider scalar equations. By replacing the coefficient matrices
according to
B := (I − Q)−1B, A, R analogously
these methods simplify to
Ym = BYm−1 + hm AF(Ym−1)+ hmRF(Ym). (3)
Remark 1. Sequential linearly-implicit two-step methods were considered in [9]; however, (3) differs from that class
when T = 0 is used there. 
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Note, that the coefficients B, A, R in (3) will in general depend on the stepsize ratio
σm = hm/hm−1. (4)
For simplicity we drop this dependence in the notation by writing B instead of Bm and so on.
It remains to find appropriate coefficients c, B, A and R such that the method has high order (uniformly for all
components Ym,i ) and good stability properties.
In linearly implicit two-step methods the coefficients were defined to give optimal damping at infinity, order
p = s − 1, uniform zero-stability and L(α)-stability with large α, see [7]. For explicit methods we will now follow a
different strategy. At first, by prescribing a special structure for B being independent of σ , we guarantee zero-stability.
Then, we determine the other coefficients with respect to high order and a relatively large stability region.
3. Order and stability
Analogously to [7] the accuracy of the method may be analyzed in a standard way by considering the residuals
∆m,i obtained when the exact solution is put into the method:
hm∆m,i := y(tm,i )−
s∑
j=1
bi j y(tm−1, j )− hm
s∑
j=1
ai j y
′(tm−1, j )− hm
i−1∑
j=1
ri j y
′(tm, j ), i = 1, . . . , s.
In contrast to Runge–Kutta methods in Peer methods all stage values are of equal importance. We therefore define
Definition 1. The Peer method (3) is consistent of order p if
∆m,i = O(h pm), i = 1, . . . , s. 
With the simplifying condition AB(q)
AB(q) : cli −
s∑
j=1
bi j
(c j − 1)l
σ l
− l
s∑
j=1
ai j
(c j − 1)l−1
σ l−1
− l
i−1∑
j=1
ri jc
l−1
j = 0, l = 0, . . . , q − 1, i = 1, . . . , s,
(5)
using Taylor expansion we obtain analogously to [5] the following theorem.
Theorem 1. Let AB(p + 1) be satisfied. Then it holds ∆m,i = O(h pm), i.e. the method is consistent of order p. 
For a method of order p ≥ s − 1 the coefficients therefore have to satisfy1 c1 · · · c
s
1
...
...
1 cs · · · css
− B
1 c1 − 1 · · · (c1 − 1)
s
...
...
1 cs − 1 · · · (cs − 1)s
 Ŝ−1
− A
0 1 · · · (c1 − 1)
s−1
...
...
0 1 · · · (cs − 1)s−1
 D̂ (0 00 S−1
)
− R
0 1 · · · c
s−1
1
...
...
0 1 · · · cs−1s
 D̂ = βeTs+1, (6)
with the matrices
D = diag(1, . . . , s), D̂ = diag(0, 1, . . . , s), S = diag(1, σ, . . . , σ s−1), Ŝ = diag(1, σ, . . . , σ s).
The vector β ∈ Rs is arbitrary; however, for β = 0 we have order p = s. From (6) we obtain a method of order
p ≥ s − 1 if
B1 = 1, 1 = (1, . . . , 1)T, (7)
A =
(
CV0D
−1 − RV0 − 1s βe
T
s
)
SV−11 −
1
σ
B(C − I )V1D−1V−11 , (8)
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where we use the notations
V0 =
(
c j−1i
)s
i, j=1 , V1 =
(
(ci − 1) j−1
)s
i, j=1 , C = diag(ci ).
Absolute stability is discussed with the test equation
y′ = λy, Rλ ≤ 0. (9)
Application of method (3) with constant stepsize h yields
Ym = (I − zR)−1(B + zA)Ym−1 =: M(z)Ym−1, z = hλ, (10)
which defines the stability matrix M(z). The boundary of the stability region is characterized by %(M(z)) = 1, where
% means the spectral radius of the matrix.
A necessary condition for convergence of the method is zero stability, which means that the spectral radius of M(0)
is equal to one and all eigenvalues on the unit circle are simple, cf. [5]. These are restrictions on the coefficient B since
(10) yields
M(0) = B.
For an explicit two-step peer method of the order p = s many free parameters are left to obtain zero stability and
other features. In order to restrict our search for good methods the following choices are made.
1. We set cs = 1 and use Yms as an approximation for y(tm+1), the other nodes are to the left, ci < 1, i = 1, . . . , s−1.
2. B is chosen as a constant matrix, i.e. independent of the stepsize ratio, with the following properties
(a) B1 = 1 according to (7),
(b) Analogously to Adams methods we will consider methods with optimal zero stability such that B = M(0) has
the eigenvalues
λ1 = 1, λ2 = · · · = λs = 0. (11)
3. We define A by (8) with β = 0:
A = (CV0D−1 − RV0)SV−11 −
1
σ
B(C − I )V1D−1V−11 . (12)
With these choices the method has an order of consistency p = s. In [5] using convergence theory for multistep
methods ([4], Theorem 5.8) convergence for variable stepsizes is proved for linearly implicit Peer methods under
suitable assumptions on the stepsize ratio and under the condition
‖Bm+k · · · Bm+1Bm‖ ≤ K , m, k ≥ 0. (13)
Using the same arguments and taking into account that (13) is trivially satisfied because of (11) and B being constant,
convergence of order p = s for the considered explicit Peer methods follows also for variable stepsizes.
Explicit two-step peer methods can be written as special general linear methods [15],(
Ym
y[m]
)
=
R B AR B A
I 0 0
( hFm
y[m−1]
)
,
by some replication of variables:
y[m] =
(
Ym
hFm
)
.
Stability investigations of general linear methods are very difficult already for constant stepsizes, since the stability
matrix possesses s eigenvalues. This was the reason why Butcher and Wright [16] and Butcher [15] have introduced
the concept of inherent Runge–Kutta stability (IRKS), which guarantees that the stability matrix has only one non-
zero eigenvalue λ1(z). This eigenvalue is similar to the stability function of a Runge–Kutta method and, in particular,
it approximates the exponential function
λ1(z) = ez +O(z p+1).
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By restricting the order to p = s − 1 Wright [13] derives explicit general linear methods with inherent Runge–Kutta
stability for nonstiff systems. However, in our opinion IRKSmay be rather restrictive, since it may be possible to obtain
larger stability regions for general matrices M(z); for an example, see [17]. Furthermore, there is no construction
principle available for p = s. Hence we will consider methods with order p = s and will not require IRKS.
Now, as remaining parameters we have the nodes c1, . . . , cs−1, the lower triangular matrix R and some freedom in
the matrix B. A very simple choice
B = 1eTs
which clearly satisfies (7) was considered in [18]. For this choice holds B(C − I ) = 0 because of cs = 1 and the
expression for A simplifies to
A = (CV0D−1 − RV0)SV−11 .
This fact can also be exploited in the implementation. As we will see below, the vector
Zm := hmD−1V−11 F(Ym) (14)
has a certain meaning and with ym+1 = Yms we may write the time step in the form Ymym+1
Zm
 =
 R 1 CV0 − RV0DeTs R 1 eTs (CV0 − RV0D)
D−1V−11 0 0

︸ ︷︷ ︸
=:N
hmF(Ym)ym
σmSZm−1
 . (15)
Obviously, for constant R the matrix N does not depend on the stepsize ratio σ and needs not to be recomputed. The
change of stepsize is simply accomplished by scaling the vector Zm−1 with the diagonal matrix σmS. Putting the exact
derivatives y′(tm + (ci − 1)hm−1) for the function values F(Ym−1) into the definition (14) we obtain
Zm−1 = hm−1D−1V−11
y
′(tm + (c1 − 1)hm−1)
...
y′(tm + (cs − 1)hm−1)
 =

hm−1y′(tm)
...
hsm−1
s! y
(s)(tm)
+O(hs+1m−1).
So this is simply the Nordsieck vector at tm with respect to the old stepsize hm−1 and scaling with σmS in (15) adjusts
the stepsize for the new timestep. We thus can interpret (15) as Nordsieck form of this special two-step peer method.
In the next section we will use Zm−1 to compute an embedded solution for stepsize control. For a detailed discussion
of the Nordsieck form of two-step peer methods, see [19].
In the aforementioned thesis [18] also, the choice B = 1eTs +W with a strictly upper triangular matrixW satisfying
W1 = 0 was discussed. A more general ansatz for B will be considered now.
4. Method search and implementation issues
We consider the case p = s = 6 and choose B as the constant matrix, i.e. not depending on σ in the form
B = 1eTs + QWQ−1, (16)
with
W =
(
W˜ −W˜1
0T 0
)
, Q =
(
Q˜ (I − Q˜)1
0T 1
)
.
The matrix W˜ is strictly upper triangular and Q˜ is regular. In fact it is sufficient to consider nonzero elements in
the first upper diagonal of W˜ only. With this choice (7) and (11) are satisfied. By a random walk optimization we
then searched for appropriate coefficients c1, . . . , cs−1, W˜ , Q˜ and R. Due to the large number of free parameters this
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is a difficult task and the methods given below may be far from optimal. The coefficients were searched for in the
neighbourhood of
ci = i − 1s − 1 , i = 1, . . . , s, W˜ = 0, R = 0, Q˜ = I. (17)
As the main criterion in our random search we considered small error constants and required that the right-hand side
of AB(s+2) should be small for some σ -interval around one. The sum of 1-norms for σ = 0.8+0.02k, k = 0, . . . , 20
was used here. Among the computed methods with small error coefficients, a further selection was made with respect
to
1. an acceptable stability region. For simplicity only the stability interval was computed for equispaced points z along
the real axis.
2. small method coefficients. In order to limit the propagation of round-off errors during computation, coefficient
matrices with moderate norms are required. In [7], methods with a small condition of the Vandermonde matrix
V0 are shown to have been advantageous. According to (15) the main source of large coefficients is the inverse
D−1V−11 . In our search we therefore also monitored the value
vmax = max
i, j
|(D−1V−11 )i j |.
Remark 2. Due to (17) we start the numerical search with c1 = 0. Therefore, we can also obtain methods with
negative nodes, in fact method Peer2 has c1 < 0. However, this is no problem for implementation, since we adjust
the first computational gridpoint t ′0 in such a way that the first offstep point coincides with the place of the initial
condition, t ′0 + h0c1 = t0, Y01 = y0. The other starting values Y0i , i > 1 are computed by one step of DOPRI5, cf.
(18). There is no evaluation of the function f for t outside [t0, te]. 
We present two methods found in this search.
Peer 1:
c1 = 0.017384891662995791, c2 = 0.16743235134695191, c3 = 0.34893262484910664,
c4 = 0.56305187736209482, c5 = 0.78224445814986018, c6 = 1,
r21 = 0.61061413572418038, r31 = −0.8504936449187691, r32 = 0.61539957285683607,
r41 = 0.45923062000613424, r42 = 0.24340081257096026, r43 = 0.56994179098528111,
r51 = −0.2294996374483965, r52 = −0.6771228867514641, r53 = 0.30106449828446382,
r54 = 0.52932571159152549, r61 − 0.60358874442691917, r62 = 0.19031275445570005,
r63 − 0.19821365150895436, r64 = 0.13211200183761540, r65 = 0.5.182921097126417,
b11 = 0.00024009853785720, b12 = −0.01369927544114543, b13 = 0.031007349960223642,
b14 = 0.016339945307366146, b15 = −0.00204560348567218, b16 = 0.96815748512137061,
b21 = 0.000731278827204506, b22 = −0.000247620993740574, b23 = 0.0084220923173327704,
b24 = −0.0023117009985828619, b25 = 0.0088032964922647596, b26 = 0.98460265435552140,
b31 = −0.0001898073277709008, b32 = 0.0007407755581673872,
b33 = −0.0015271394416984912,
b34 = 0.00083218094772191864, b35 = −0.003011591068171129, b36 = 1.0031555813317512,
b41 = 0.00062909768827737316, b42 = −0.001010488517005587,
b43 = 0.0038133441703643919,
b44 = −0.0006305766494739008, b45 = 0.027318221645545233, b46 = 0.96988040166229249,
b51 = 0.00004871677425993459, b52 = 0.0001970657452101804,
b53 = −0.00037517436351090498,
b54 = −0.0004633455220939752, b55 = 0.0021652385470557660, b56 = 0.99842749881907900,
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b61 = 0, b62 = 0, b63 = 0,
b64 = 0, b65 = 0, b66 = 1.
Peer 2:
c1 = −0.00181172751639972, c2 = 0.23040882079033181, c3 = 0.42697708485727196,
c4 = 0.59898194159865381, c5 = 0.79790762834190389, c6 = 1,
r21 = 0.69822633662492034, r31 = −0.92330274784826672, r32 = 0.57508585182876329,
r41 = 0.72958417504369280, r42 = 0.03030801107310688, r43 = 0.43687098663414830,
r51 = −0.33065522354677321, r52 = −0.62187309914873915, r53 = 0.19461907769296319,
r54 = 0.47589927912788465, r61 = −0.42316357547255231, r62 = 0.27274990240324287,
r63 = −0.18671228442398832, r64 = 0.00487974025256928, r65 = 0.51917885691767557,
b11 = 0.00022674290842532, b12 = 0.00118055243557665, b13 = −0.00548237059603823,
b14 = 0.02108407322175899, b15 = −0.01400182873640206, b16 = 0.99699283076667933,
b21 = −0.00004771568299736, b22 = 0.00019067249928068, b23 = 0.00770664434518127,
b24 = −0.00689666210198479, b25 = −0.01301778705831074, b26 = 1.01206484799883095,
b31 = −0.00011864014669474, b32 = 0.00012542860339340, b33 = 0.00016099319579623,
b34 = −0.01944267859647398, b35 = −0.00334107428971509, b36 = 1.02261597123369418,
b41 = 0.00002864604376507, b42 = 0.00015588709778739, b43 = 0.00004881709139124,
b44 = −0.00046138985456025, b45 = −0.01196937878432601, b46 = 1.01219741840594256,
b51 = −0.00000007590460206, b52 = 0.00000431260571033, b53 = 0.00008890966992158,
b54 = −0.00000346963457253, b55 = −0.00011701874894198, b56 = 1.00002734201248466,
b61 = 0, b62 = 0, b63 = 0,
b64 = 0, b65 = 0, b66 = 1.
With the matrix A computed by (12) the methods are of order p = s = 6. Figs. 1 and 2 show the stability regions of
both methods. There also exist methods with an even larger stability interval. However, for the nonstiff test problems
in Section 5 the larger stability interval was no advantage for these methods. The following table gives the error
terms computed in the numerical search. Here errσ is the sum of the 1-norms of the residual of AB(s + 2) over the
considered 21 σ -values, errσ,s is the corresponding value for the last component of AB(s + 2). Because we use Ym,s
as an approximation to y(tm+1) this value may be important. The corresponding values for σ = 1 are denoted by err
and errs . They give a good characterization of the accuracy if the stepsize does not change very rapidly.
errσ errσ,s err errs
Peer1 4.21 1.53 5.38e−2 9.98e−6
Peer2 2.37 0.10 7.57e−2 2.38e−3
The methods Peer1 and Peer2 were implemented in MATLAB and compared with the MATLAB code ODE45, [2].
ODE45 is based on the explicit Runge–Kutta (4, 5) formula of Dormand and Prince [1], which is well-known as
DOPRI5 from the book of Hairer, Nørsett and Wanner [4].
With the more general matrix B from (16) the simple Nordsieck form (15) is no longer valid; we obtain instead
(
Ym
Zm
)
=
(
R B CV0 − RV0D
D−1V−11 0 0
) hmFmYm−1
σmSZm−1
− (0 0 B(C − I )V1
0 0 0
) 00
Zm−1
 .
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Fig. 1. Stability region of method Peer1.
Fig. 2. Stability region of method Peer2.
This formula was used in our MATLAB implementation of the Peer methods. The error estimation is performed with
respect to the last stage Ym,s . With Zm−1 according to (14) an embedded solution
Ŷm,s = Ym−1,s +
p−1∑
j=1
σ
j
m Zm−1, j
of order p− 1 is computed and used for stepsize control. The new stepsize hnew is computed in classical manner with
the restriction 0.2h ≤ hnew ≤ 1.5h. Note that by appropriate scaling, the Taylor coefficients in Zm−1 can be used
easily for a dense output of order p.
The starting values for the peer methods are computed with a slightly modified version of DOPRI5. To avoid
computations with negative stepsizes we proceed as follows: at first we compute Y0,s with DOPRI5 by one step with
starting stepsize hD , where hD is automatically reduced by the built-in error estimation in DOPRI5, if necessary. Then
we compute approximations Y0,i for y(t0 + δihD), i = 2, . . . , s − 1, without stepsize control, where
δi = ci−c11−c1 , (18)
and set Y0,1 = y0 since c1 is the minimal node. This means that the starting interval of the peer method does not begin
at t0 from (1), but is shifted such that the first node t1 + (c1 − 1)hD coincides with the beginning of the interval of
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Fig. 3. Results for ORBIT.
integration. For the first step with the peer method starting at t1 = t0 + hD we set h1 = hD/(1− c1). The computed
values Y0,i are then just the needed approximations for y(t1 + (ci − 1)h1). Since we use the initial value as the very
first stage Y0,1 = y0 we need only five computations with DOPRI5. It is possible to reduce the effort for the starting
procedure by using the dense output of DOPRI5, but in our tests we did not do this to eliminate possible sources of
inaccuracy.
5. Numerical results
We tested the methods Peer1 and Peer2 on several well-known test examples for nonstiff systems and compared
them with ODE45. The problems are the following:
ORBIT, the orbit problem from [20], p. 86, with e = 0.9 and te = 20. The reference solution is described there as
well.
The other test problems are taken from [4] (with same names and parameters): AREN, BRUS, LRNZ and PLEI.
We have solved these problems with rtol = atol for atol = 10−i , i = 2, . . . , 12. In Figs. 3–7 we present the number
of function evaluations (FCN) and the logarithm of the obtained accuracy at the endpoint
ERR = max
i=1,...,n
|yi − yref,i |
1+ |yref,i | ,
where y is the numerical solution and yref a reference solution which, except for ORBIT, is computed with ODE45
and high accuracy.
The results show that the explicit two-step peer methods compete well with ODE45. Due to their higher order
(obtained with the same number of function evaluations) they perform better than ODE45 at all problems for most
tolerances. Especially at LRNZ they are clearly superior. The stepsize control works well for all problems. For crude
tolerances (10−2–10−6) all considered methods have a relatively high number of rejected steps (the Peer methods
about 50% more than ODE45). For tolerances less than 10−6 there are almost no rejections for all three methods.
Sometimes, for very stringent tolerances, the precision of MATLAB is not sufficient and the error levels out at
certain accuracies. In computations in Delphi with extended precision up to atol = 10−14 this behaviour was not
observed.
For stringent tolerances for most problems Peer1 is more accurate than Peer2. We think that this is due to the
fact that here the stepsize changes are small and the significantly smaller value of errs pays off (we use Yms for the
comparison of errors). The smaller stability region of Peer1 does not seem to be a drawback for the considered nonstiff
problems. However, for the MOL problem BRUS, where stability requirements are more important, and for LRNZ,
the better stability of Peer2 is advantageous.
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Fig. 4. Results for AREN.
Fig. 5. Results for BRUS.
Fig. 6. Results for LRNZ.
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Fig. 7. Results for PLEI.
6. Conclusions
The results show that two-step peer methods are a promising class of numerical methods for nonstiff problems also.
It is straightforward to derive s-stage methods of order p = s with optimal zero-stability. However, the determination
of free parameters to obtain methods with a large stability region and good properties for variable stepsizes is a difficult
task. By randomwalk search we have found two suitable methods that are competitive with established nonstiff solvers
such as ODE45. A more refined search may still lead to more efficient methods.
Some directions for further investigations are parallel methods (R = 0), methods of even higher order and finally
a variable order code.
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