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Abstract
Tidal Disruption of stars by super massive central black holes from dense star clusters is modeled
by high-accuracy direct N -body simulation. The time evolution of the stellar tidal disruption rate,
the effect of tidal disruption on the stellar density profile and for the first time the detailed origin of
tidally disrupted stars are carefully examined and compared with classic papers in the field. Up to
128k particles are used in simulation to model the star cluster around the super massive black hole, we
use the particle number and the tidal radius of black hole as free parameters for a scaling analysis. The
transition from full to empty loss-cone is analyzed in our data, the tidal disruption rate scales with
the particle number N in the expected way for both cases. For the first time in numerical simulations
(under certain conditions) we can support the concept of a critical radius of Frank & Rees (1976),
which claims that most stars are tidally accreted on highly eccentric orbits originating from regions
far outside the tidal radius. Due to the consumption of stars moving on radial orbits, a velocity
anisotropy is founded inside the cluster. Finally we make an estimation for the real galactic center
based on our simulation results and the scaling analysis.
Subject headings: galaxies: kinematics and dynamics – galaxies: nuclei – galaxies: supermassive black
holes – methods: numerical – stars: kinematics and dynamics
1. INTRODUCTION
Most galaxies show evidence for a super massive
black hole (SMBH) residing in their center (cf. e.g.
Greene & Ho (2009)). All detections for SMBH are
indirect, with the strongest case in the center of our
own galaxy (Genzel et al. 2010). Since the detection
of quasars in the 60’s the huge energy output of ac-
tive galactic nuclei (AGN) has fascinated astronomers;
the idea that it is powered by a central SMBH which
accretes gas originates already from the same time
(Colgate 1967; Sanders 1970; Rees 1984). After more
than half a century’s development, SMBH masses are
measured using different methods in the local uni-
verse as well as in cosmological distances (Greene & Ho
2009). Quasars and AGN have faded in the lo-
cal universe, and there are many galaxies in our lo-
cal environment, which have SMBH, but are not ac-
tive (Kormendy & Bender 2009; Ferrarese et al. 2006;
Tremaine et al. 2002; Gebhardt et al. 2000). These and
other papers have established correlations between the
central SMBH properties and those of their host galax-
ies, such as e.g. theM•−σ∗ relation. The relations suffer
from strong scatter which can be either an observational
error or a physical variation. Some of the best measure-
ments are direct kinematical measurements of individual
stars, as in our Milky Way, or e.g. water maser measure-
ments such as of e.g. NGC4258 (Miyoshi et al. 1995;
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Neufeld & Maloney 1995; Greenhill et al. 1995). In most
cases determinations of black hole masses and stellar ve-
locities are not as accurate, though.
Non-active galaxies usually do not emit any electro-
magnetic radiation originating directly from the vicinity
of their SMBH’s Schwarzschild radius. However, some-
times the stellar system surrounding the SMBH delivers
a star close enough to the black hole, that strong tidal
forces will disrupt the star. The gaseous debris will be
heated by dissipation and release a sudden burst of ther-
mal radiation, typically in the X-ray region; its energy
originates from the deep gravitational well of the SMBH.
Tidal disruption (TD) of stars has been proposed
already about 50 years ago (Hills 1975, 1976;
Frank & Rees 1976). These events occur at a distance
very close to black hole, so they can help us con-
strain the black hole’s mass and other parameters like
its spin more accurately. There are already some can-
didates of tidal disruption events (Wang et al. 2012;
Komossa & Merritt 2008; Komossa 2002). More signa-
tures of tidal disruption events may still be hidden in
data archives.
Since tidal disruptions per galaxy are rare, and many
events very distant (Komossa 2002), a thorough theo-
retical study is important to derive reliable predictions
for event rates. We need to know what is the expected
tidal disruption rate as a function of black hole mass,
stellar populations and host galaxy morphology, and
also a better understanding of individual tidal disruption
events. Guillochon & Ramirez-Ruiz (2012) show that
usually only some fraction of the gas from the disrupted
star is accreted by the SMBH, while another part gets
large enough energy to escape. The escaping gas from
tidal disruption could be detected in other wavebands
e.g. by radio astronomy (LOFAR, van Velzen et al.
(2010, 2011)). Like most of previous authors in the field,
however, we assume in this work just a 100% accretion
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of stellar debris to the SMBH.
Recent research has focused on the cosmological
growth of SMBH in galactic nuclei. There is increasing
evidence that galaxy mergers in the very young universe,
based on the merger statistics of a standard Λ-CDM (cold
dark matter) model, provide a mechanism to feed large
amounts of gas to the central SMBH in these galaxies.
The general conclusion is that tidal disruption of stars
only plays a minor role for growth of the most massive
black holes, and that the observed correlations between
the central black hole mass of galaxies and parameters
of their surrounding galaxies (velocity dispersion, bulge
mass, mass deficit) can be reproduced in such a scenario
(Hirschmann et al. 2010; Johansson et al. 2009). Simi-
lar conclusions have already been reached much earlier
by simpler or semi-analytic models (Haehnelt & Rees
1993; Yu & Tremaine 2002). This lends support to the
idea of the “anti-hierarchical” growth of black holes (the
distribution of most luminous and massive active galac-
tic nuclei peaks at higher redshifts (Hirschmann et al.
2012)). The current spatial and time resolution of sim-
ulations, while excellent on the scales of galactic merg-
ers (of order parsec in some cases), is still far from any
required resolution to resolve mass, energy and angular
momentum transport deep down towards the black hole’s
Schwarzschild radius (of order 10−6 pc for typical SMBH
of the mass scale like in our own galaxy) or stellar tidal
disruption radius (of order 10−5 pc for solar type stars).
The simulations also do not even resolve the gravitational
influence spheres of the SMBH usually.
But it is possible that for lower mass SMBH (about
106 M⊙) tidal disruption of stars is a major constituent
of their growth, because many of these galaxies are qui-
escent and show no trace of large scale gas accretion; our
own galaxy is a good example for such an extremely gas
poor object (Nayakshin et al. 2007; Cuadra et al. 2008).
Milosavljevic´ et al. (2006) even argue that most of the
X-ray luminosity of low-luminosity AGN may stem from
tidal disruptions.
The theoretical study of black hole mass growth due
to tidal disruption has a history of many decades.
Bahcall & Wolf (1976, 1977) and Dokuchaev & Ozernoi
(1977b,a) were the pioneers to use tidal disruption as in-
ner boundary condition near the SMBH to determine
the steady state density distribution of stars around
it. This has later become known as a “Bahcall-Wolf”
cusp, with a density power-law exponent of -7/4 (for
equal mass stars). It is less known in the astro-
physical community that such a solution was already
known in plasma physics for the distribution of electrons
around a central massive nuclear particle of the oppo-
site charge in the center (Gurevich 1964), only cited in
Dokuchaev & Ozernoi (1977b). At about the same time
also Frank & Rees (1976); Shapiro & Lightman (1976),
and Lightman & Shapiro (1977) discussed this solution
using some thermodynamical arguments by equating
a proper timescale of energy transport in the cusp
with the stellar dynamical two-body relaxation time
scale. Such models, later completed to model an en-
tire star cluster, not only the cusp in the vicinity of the
SMBH, became known as gaseous models of star clusters
(Louis & Spurzem 1991; Spurzem & Takahashi 1995;
Amaro-Seoane et al. 2004; Schneider et al. 2011). Direct
solutions of Fokker-Planck models have also been exten-
sively used to study the problem (Cohn & Kulsrud 1978;
Murphy et al. 1991), as well as Monte Carlo methods
(Shapiro & Marchant 1978; Marchant & Shapiro 1979,
1980; Duncan & Shapiro 1983; Umbreit et al. 2012;
Goswami et al. 2012; Umbreit & Rasio 2012). All meth-
ods converge to similar results, which is not very surpris-
ing, since all of them are based on an implementation
of loss-cone theory as originally given by Frank & Rees
(1976); Bahcall & Wolf (1976) and Cohn & Kulsrud
(1978), see also next section.
Standard loss-cone theory as in the cited papers deals
with refilling the stellar orbits which intersect the tidal
radius at which tidal forces of the SMBH will disrupt
them. In spherically symmetric systems there is only
two body relaxation, which can refill these orbits by
diffusion of angular momentum of stars. However, in
case of deviations from spherical symmetry time scales
of angular momentum diffusion may become dramati-
cally faster than by two-body relaxation alone. This
had been realized early on by Norman & Silk (1983)
and Malkov et al. (1993), and confirmed by a com-
bination of Schwarzschild’s method, some special di-
rect N -body simulations and analytic or semi-analytic
reasoning (Poon & Merritt 2002, 2004; Merritt & Poon
2004), and studied further by Wang & Merritt (2004)
and Merritt & Wang (2005) for the case of the loss-cone
around a supermassive binary black hole. Berczik et al.
(2006); Khan et al. (2012, 2013) confirmed that the so-
called ’final parsec problem’ of shrinking binary black
holes in galactic nuclei until they can coalesce relativisti-
cally, could already be solved in just axisymmetric galac-
tic nuclei.
Except for some pioneering but preliminary results by
Merritt & Wang (2005) the question how tidal disruption
rates (and their observational counterparts, X-ray flares)
might be affected by the presence of a binary black hole
has only recently been studied, by some semi-analytic
modelling, (Chen et al. 2009, 2011; Liu et al. 2009;
Chen et al. 2008), by direct numerical solutions of a 2D
Fokker- Planck equation and comparisons with direct
N -body models (Fiestas & Spurzem 2010; Fiestas et al.
2012). Finally the impact of recoils of SMBH from galac-
tic nuclei (Li et al. 2012; Gualandris & Merritt 2009)
and the influence of a presence of a central gaseous disk
around the SMBH (Just et al. 2012) on the tidal disrup-
tion rates have been studied.
In our work here we focus on a high resolution direct
N -body model of the problem. It has the smallest num-
ber of inherent physical approximations and allows to
test and measure in detail processes connected to the
loss-cone accretion of stars to the SMBH and transport
processes of mass and energy in the central stellar cusp,
along with the self-consistent evolution of the cusp, the
black hole growth and feedback of tidal disruption to
the stellar density profile. Such models have been rather
difficult in the past, because they require large parti-
cle numbers (say a million) in order to correctly resolve
two-body relaxation around a few million solar mass cen-
tral black hole, including all regions from where loss-
cone stars may come from (stars bound and unbound to
the SMBH). Baumgardt et al. (2004a,b, 2006) have used
GRAPE hardware (Sugimoto et al. 1990; Makino et al.
1997) for some pioneering studies, but in spite of us-
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ing the best available hardware at the time for the di-
rect N -body problem their numerical resolution was not
quite sufficient yet (maximum order 105 stars), and not
a large number of statistically independent cases could
be simulated. Using NBODY6 with a single GPU ac-
celerator helped to increase the particle number a little
(half a million) and simulate a larger number of cases
(Brockamp et al. (2011), henceforth BBK).
Our study uses the massively parallel N -body code
ϕGPU Berczik et al. (2011), see for more detailed dis-
cussions also Spurzem et al. (2012); Khan et al. (2012)
and Harfst et al. (2007) in conjunction with many
GPU’s in parallel on a special supercomputer in China.
As in BBK we will present in this paper a detailed pa-
rameter and scaling study of the problem of tidal dis-
ruption of stars near SMBH in conjunction with a fully
self-consistent simulation of the surrounding stellar clus-
ter and the black hole motion. Our particular interest
here, which goes beyond BBK, is in the origin of stars
tidally accreted by the central SMBH, which is a key
element to verify the classic loss cone theories.
First we will give a brief introduction to loss-cone the-
ory. Then we describe our model setups, as a first step
we use Plummer model to modeling the galactic center
(Section 2). The third part (Section 3) is analyzing of
the result data. Using our N -body simulation data, we
focused on following issues: TDR, stellar spatial distri-
bution and velocity dispersion evolution, orbital param-
eters of the disrupted stars. In Section 4, we will make
an estimation of TDR in real world based on our results.
And final conclusions are given in Section 5.
2. LOSS-CONE THEORY
Stars are inside the loss cone, if the peribothron of
their orbit (pericenter distance to the supermassive cen-
tral black hole, SMBH) is close enough to the SMBH so
that tidal forces disrupt the star. The key question is
how many loss cone stars there are and how their pop-
ulation is changing. Before loss-cone theory, Peebles
(1972) has already presented a scenario based on energy
arguments. In these arguments, stars which have an en-
ergy smaller than Et ≡ −GMbh/rt will be disrupted by
the black hole. It was assumed that the stars are on an
approximately circular orbits. Stars lose energy near the
SMBH through two-body interactions and sink towards
the black hole. Here the tidal radius rt is given as
rt = αr⋆
3
5− n
(Mbh
m⋆
) 1
3
(1)
where r⋆ and m⋆ are the radius and mass of the star
approaching the black hole, n is the polytropic index of
the internal stellar structure (Hills 1975, 1976). α is a
free parameter we use for our scaling study. Later it was
found that angular momentum diffusion of stars further
away from the tidal radius is a much faster process for
replenishment of loss cone orbits (Frank & Rees 1976;
Lightman & Shapiro 1977; Bahcall & Wolf 1976). A star
with relatively high energy (not strongly bound to the
black hole), but very small angular momentum, has a
nearly radial orbit - within a dynamical time it can get
to a pericenter smaller than rt, where it will be tidally
disrupted. So, the region from which tidally disrupted
stars can come from is much larger than just the vicinity
of the black hole, and the number of stars which can
be potentially disrupted could be larger than originally
expected.
Energy and angular momentum conservation for a stel-
lar orbit in a spherically symmetric potential leads to the
following expression for the maximum tangential velocity
of a star in the loss cone:
|vt| < vlc(r) =
rt√
r2 − r2t
·
√
2[φ(rt)− φ(r)] + vr(r)2 (2)
(Amaro-Seoane et al. 2004). We assume that stars in
the loss cone will be tidally disrupted in one dynamical
time, and their mass is added to the SMBH mass. Ac-
tually the process of stellar disruption and accretion of
the gas to the SMBH is much more complicated in reality
(see e.g. Guillochon & Ramirez-Ruiz (2012), and further
references therein), but like other authors in this field we
follow the simple model, that once a star passes inside rt
its mass will be immediately added to the black hole.
An opening angle of the loss cone can be defined by
θlc = vlc(r)/σr , where σr is the radial velocity dispersion
of the stars in the system at radius r. After one orbital
time the loss cone will be empty, and the future tidal
disruption rate will depend on the rate with which angu-
lar momentum diffusion of stars is repopulating the loss
cone. In Frank & Rees (1976), they defined a diffusion
angle θD per dynamical time, to measure the efficiency
of repopulating the loss cone by two-body relaxation:
θ2D =
tdyn
trelax
(3)
In regions where θlc > θD, repopulating is inefficient.
The typical time for repopulating is about R2tdyn where
R = θlc/θD. In this case we have an empty loss-cone. In
regions where θlc < θD, a star can enter and go out of
loss-cone freely within a crossing time without being dis-
rupted, the loss-cone concept loses its significance (this
regime is sometimes called the pinhole regime). So we
expect that only a few tidally disrupted stars are com-
ing from the above two regions and most of them should
come from the regions where θlc roughly equals to θD.
And we use the definition of critical radius rcrit pro-
posed by Frank & Rees (1976) which reads θlc = θD. The
reader interested in more details about this model is also
referred to Amaro-Seoane et al. (2004), who give a very
detailed description.
3. MODEL DESCRIPTION
We adopt the unit definition from Heggie & Mathieu
(1986), namelyG=M = 1 and E = −1/4, whereG is the
gravitational constant, M is the total mass of the model
cluster and E is the total energy. In our N -body models
we assume all the particles have the same mass, e.g. m =
1/N , here N is the total particle number. We choose
different values of N to investigate the N-dependence of
our simulations. Currently adopted N is from 16K to
128K (see Table 1, please note through out this paper
we define 1K = 1024 due to technical reason). Initially
the stars are distributed following a Plummer model for
simplicity, which is generated using the method given
in Aarseth et al. (1974). One of the central particles is
regarded as the central black hole, we change its initial
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mass to 0.01 (in our scaled units) and put it to rest at
the origin (zero velocity). This black hole particle can
move freely and has a finite tidal radius rt. Once a star
comes into the tidal radius, it will be removed from the
stellar system, by the meantime the black hole gain that
star’s mass and linear momentum. The initially flat core
of the Plummer model will adjust in a few time units to
the central black hole’s gravity. All our stars have equal
mass and are single (no binaries). Our current code is not
able to deal efficiently with strongly bound binaries; star
clusters near SMBH have a very high velocity dispersion,
so not many binaries survive (but see e.g. Lu et al.
(2007) for the importance of some binaries in the galactic
center for ejection of hypervelocity stars).
For simplicity, we adopt three fixed tidal radius: 10−3,
5 × 10−4 and 10−4. Since the BH mass changes within
one order of magnitude during the simulation, relative
changes in tidal radius is tiny (notice that rt ∝ (M•)
1/3),
so fixed tidal radius can be a safe approximation. The
tidal radius we used here are larger than the actual value,
typically boosted by a factor of 103-104. The reasons for
doing so are 1) our softening parameter ǫ is 10−5, rt must
larger than ǫ; 2) we need sufficient TD events so that we
can do statistical research. We will see in the rest of this
paper that these 3 choices of tidal radius already give us
different results.
Table 1
Full set of our model runs.
Model N/K rt T
N00 16 10−3 500
N01 16 10−4 500
N02 16 5× 10−4 500
N10 32 10−3 1000
N11 32 10−4 1000
N12 32 5× 10−4 1000
N20 64 10−3 1000
N21 64 10−4 1000
N22 64 5× 10−4 1000
N30 128 10−3 2200
N31 128 10−4 2500
N32 128 5× 10−4 1000
Note. — First column: Model series number. Column 2 : Par-
ticle number in the unit of K(=1024). Column 3: black hole’s tidal
radius. Column 4 : total integration time. rt and T are in model
unit.
Simulations are running for at least 1 half-mass relax-
ation time (trh), which can be estimated as follow:
trh = 0.1
N
ln(ΛN)
tdyn (4)
where Λ = 0.11 (Giersz & Spurzem 1994) and tdyn is the
dynamical time scale at half-mass radius. Some of the
models are running up to 2 trh to see their long term
evolution. Table 2 shows the approximate value of trh
for models with different particle numbers.
Our simulations focus on the innermost parts of a
galactic nucleus. Scale is less than some 10-100 times
the gravitational influence radius rh (see for a definition
Sect. 4.6) of the central SMBH; therefore there is no need
to take any dark matter into account. We actually are
interested in this paper only in the stellar dynamical pro-
cesses in this region, so there is no interstellar gas or
clouds in our models for the current time.
All simulations are using the ϕGRAPE code
(Berczik et al. 2011), which runs with high performance
(up to 350 Gflop/s per GPU) on our GPU clusters
in Beijing (NAOC/CAS) and Heidelberg (ARI/ZAH)
(Spurzem et al. 2012; Berczik et al. 2013). The code is
a direct N -body simulation package, with a high order
Hermite integration scheme and individual block time
steps. A direct N -body code evaluates in principle all
pairwise forces between the gravitating particles, and
its computational complexity scales asymptotically with
N2; however, it is not to be confused with a simple brute
force shared time step code, due to the block time steps.
We refer more interested readers to a general discus-
sion about N -body codes and their implementation in
Spurzem et al. (2011a,b). The present code is well tested
and already used to obtain important results in our ear-
lier large scale few million body simulation (Khan et al.
2012).
Our code allows for an initial dynamical relaxation of
the system, before switching on the tidal disruption rou-
tine (hereafter TD routine). It turns out that for the re-
sults presented here the initial relaxation have tiny effect
on TDR (we tested 1/4 of trh as time interval allowed for
initial relaxation). Therefore we did not use the initial
relaxation mechanism for all models of this paper.
Table 2
trh for different set of models.
N/K trh
16 164
32 300
64 553
128 1025
Note. — Column 1: particle number in the unit of K(=1024).
Column 2: approximate value of initial half-mass relaxation time
in model unit.
4. RESULTS & DISCUSSION
4.1. Tidal Disruption Rate
Key questions about tidal disruption (henceforth TD)
are the rate of accretion of mass, energy and angular
momentum to the SMBH with time. In this paper we
focus on the mass and number accretion rate by TD,
and how does it vary with the particle number and the
tidal radius.
Figure 1 shows the tidal disruption rate as a function
of time, both in terms of mass and particle number accre-
tion rate. The x axis is time expressed in unit of initial
half-mass relaxation time trh, y axis is the averaged dis-
ruption rate in a given time interval (i.e. 1/4 trh). From
the lower panel of Figure 1 one can see how the does
TDR depend on tidal radius and particle number.
The TDR curves can be divided into 2 groups, depend-
ing on their tidal radius rt. In each group, the 4 curves
are initially well separated, showing some N-dependence
of TDR. At early stage, all curves are rising due to the
cusp formation until they reach a turning point. Systems
with larger rt (i.e. 10
−3 ) reach the turning point earlier.
And models with larger particle number reach turning
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Figure 1. Disruption rate of different models. x axis is time
expressed in unit of initial half-mass relaxation time (trh), y axis
is the averaged disruption rate in a given time range (i.e. 1/4 trh).
In upper panel the unit for disruption rate is mass increase per unit
time, while in lower panel it is number of disrupted stars per unit
time. TD curves with symbols stand for rt = 10−4. TD curves
without symbols are for rt = 10−3.
point earlier. Afterwards the TDR curves converge and
begin to decline, in this stage TDR only weakly depend
on N . In the case of rt = 10
−4, the trend of conver-
gence is less pronounced, but we find that if integrated
for longer time these 4 curves will show same behavior
as observed in rt = 10
−3 models.
Why do TDR curves behave like this? We can get
some hints from the loss-cone theory. At the beginning
of simulation, we have an isotropic velocity distribution
through out the whole cluster so the loss-cone is full ev-
erywhere. As the simulation goes on, stars inside the
loss-cone are disrupted quickly by the black hole and loss-
cone becomes empty. The typical time scale for this pro-
cess is one crossing time – but repopulating the loss-cone
requires much longer time, i.g. relaxation time scale. Ac-
cording to this, we expect the TD curves to drop from
the very beginning. However we see in the simulation
the TDR curves keep rising for at least 0.5trh. Does
loss-cone theory fails in our case? The classical loss cone
theory assumes that the black hole is fixed at the origin;
in contrast to this, our simulations allow the black hole
to move freely. We think that it is the black hole’s mo-
tion caused the deviation from standard loss-cone theory
in our models.
Figure 2 gives a good example to see how the black
hole’s motion affects our results. At the beginning
SMBHs in all 4 models have large motions. This motion
can be described as Brownian motion (Lin & Tremaine
1980). Due to this motion the SMBH will always “see”
a full loss-cone which is not efficiently repopulated by
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Figure 2. x axis is time expressed in unit of initial half-mass
relaxation time (trh), left y axis is the averaged disruption rate
in a given time range (i.e. 1/4 trh). The unit for disruption rate
is number of disrupted stars per unit time. Right y axis is the
Brownian motion amplitude. Curves with symbols are TDR for
rt = 10−3, from bottom to top, respond for N = 16, 32, 64 and
128K. Curves without symbols shows black hole’s Brownian motion
amplitude for N = 16, 32, 64 and 128K (from top to bottom)
two-body relaxation but by its vigorous movement.
When loss-cone is full, we follow the description in
Merritt (2001), but note the early discussion of Brow-
nian motion of SMBH in Lin & Tremaine (1980); they
consider an SMBH binary, but there is an analogous ar-
gument for single SMBH’s. The flow of stars which make
an encounter with the SMBH is estimated with a stan-
dard ansatz as
N˙ ∝ nΣv =
ρ
m
Σv = NρΣv (5)
where ρ and m are the local stellar mass density and
the average stellar mass in the vicinity of the SMBH,
and Σ, v the cross section of the SMBH-star interaction
(Σ = πr2t to first order, without gravitational focusing)
and the relative velocity between stars and the SMBH.
If we increase the particle number by keeping the total
mass constant, the quantities ρ, Σ and v will remain con-
stant, so we expect the particle number accretion rate to
scale as N˙ ∝ N , as is observed initially in our simula-
tions. Note that this approximation is only valid if there
are always enough stars for the SMBH to interact with -
if the loss cone is getting empty another approximation is
needed. The moving SMBH can also generate additional
perturbations on the surrounding stars’ energy and angu-
lar momentum, change their distribution in phase space
and configuration space, which will cause deviations from
our simple model in the numerical simulation.
As time goes by, black hole gains mass from the dis-
rupted stars and as a consequence its Brownian motion
amplitude decreases. Once the amplitude drops below
a threshold (in the case of rt = 10
−3 roughly 0.01, one
order of magnitude larger than rt, this empirical relation
might also be true for other rt), we can treat the BH as
a static object and the system quickly enters the clas-
sic empty loss-cone stage. In this stage TDR becomes
weakly depend on N , since
N˙ ∝
N
trelax
∝
N
N/ ln(ΛN)
= ln(ΛN) (6)
Note that in Fig. 1 we show both the mass and the
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particle number accretion rates M˙ and N˙ ; since M˙ =
mN˙ = N˙/N their scaling behavior with respect to N is
just inverted - due to the full loss-cone we have initially
M˙ = const., and later on M˙ ∝ 1/N for the empty-loss
cone. From Fig. 2 we see that the time when SMBH’s
motion becomes sufficiently small is closely related to the
mass ratio between stars and the SMBH (γ := m/M•).
In model N30 (N = 128K, γ = 7.62 · 10−4 ), TDR curve
is flattening right from the beginning, which is a signal
of depleting loss-cone. On the meantime, one can see
the Brownian motion in N30 model already falls below
the threshold. This is no surprise since in this model we
have a small mass ratio between stars and SMBH from
the beginning. So it will not take long time to bring
the BH to “rest”. While in the model N00 (N = 16K,
γ = 6.10 · 10−3 ), the BH spend much more time to
get to “rest” because of the relatively large mass ratio
of stars to the SMBH initially. We see in Fig. 1 that
each of the four curves of different N but otherwise same
parameters converge at the time when Brownian motion
damps below the threshold, and the TDR also begins to
drop. We interpret this secular drop of the TDR as a
consequence of changing parameters of the star cluster
(density, velocity dispersion) at the origin of most of the
tidally disrupted stars (the critical radius, see below).
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Figure 3. Particle number dependence of TDR. x axis is particle
numbers in unit of K. y axis is the averaged disruption rate in a
given time range (i.e. 1/4 trh). Tidal radius is 10
−3. TDR data
points in these 4 panels are measured when BH mass is roughly
a) 0.04; b) 0.06; c) 0.08; d) 0.10. We also plot the fitting curve
to these data points. Thick line represents the ln(N) dependence
N˙ = a · lnN + b, thin line represents N dependence N˙ = a ·N + b
with a and b as fitting constants.
To demonstrate the scaling relation for empty loss-
cone, we make a plot showing the TDR dependence on
N in Fig. 3. We use the same simulation data as in
Fig.1. However, we require in each panel the BH mass
be roughly the same so that they are in the same evolu-
tionary stage. In panel a), M• in all 4 models is small,
one can see that the data points are deviated from the
lnN fitting curve, especially for 16K model. In the other
3 panels, however, BH is massive enough to be treated
as a “static” object in the cluster center and we see the
N dependence of TDR do follow the lnN form of Eq.6
in empty loss-cone regime.
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Figure 4. TDR evolution with BH mass and integration time.
Panel a) and c) show the TDR of 128K model as function of M•
together with the fitting curve. Panel b) and d) show the TDR as
function of time, dots are measured data, curve is calculated value
using the fitting parameters. Empty square marked the time when
BH mass reaches 0.06. Panel a) and b) have rt = 10−3; c) and d)
have rt = 10−4.
Baumgardt et al. (2004a) derived a formula to show
how does TDR depend on BH mass, tidal radius, stel-
lar mass and central density in empty loss-cone regime
(Eq. 9 in their paper). Here we simply assume that
N˙ ∝ r
4/9
t /M
α
• which is a mimic of their expression. And
we also assume after a cusp is well established central
density can be treated as a constant. Apply this re-
lation to our data, we can fit the TDR as a function
of M• (Fig. 4) with α = 0.669 which is about 10%
higher than 11/18 in their case. From panel a) and c)
one can see that when BH mass is heavier than 0.06
(γ = 1.27 · 10−4) the measured TDR agree with the ana-
lytical curve, which indicate at this point the system be-
gins to enter the empty loss-cone regime. After getting
the fitting parameters we calculate the analytical TDR
using M• at different evolution time, which are plotted
in panel b) and d). In both panels one can see before BH
mass reaches ∼ 0.06, TDR deviates largely from the the-
oretical curve which is based on the assumption of empty
loss-cone and well established density cusp. In panel b)
(rt = 10
−3), BH grows faster and hence reaches 0.06 ear-
lier than that in panel d) (rt = 10
−4). After that point,
simulation data points are well following the theoretical
curve. Baumgardt et al. (2004a) uses King model with
W0 = 10 to construct their star cluster. Their model
contains a small core and initial cusp outside the core.
Central density in their runs is higher than ours during
the whole simulation. In our case, cusp forms during the
simulation and the final cusp is a little bit shallower than
theirs. Despite the differences between their models and
ours, the accretion behavior of BH in empty loss-cone
regime agree with each other.
To support our view how full and empty loss-cone are
related to the SMBH’s motion we also compare our data
with those of Just et al. (2012) in Figure 5. Their SMBH
mass in cluster mass units is ten times larger than ours
(0.1), so at the same particle number their γ value is ten
times smaller, and in addition to that they artificially fix
the SMBH in the center. Except for the difference at the
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beginning, for models of same N and rt our results agree
with theirs in long term evolution. Since they have a
fixed BH, loss-cone will be empty from beginning which
is shown by the very good scaling of M˙ ∝ 1/N in the
plot of their data. Our models start with smaller TD
rate due to smaller initial SMBH mass, but after some
time our TDR will catch up with theirs; also one can
see that this “catching up” happens earlier for models
with larger particle number. So we conclude that there is
some self-regulation to reach a standard model of TDR,
which only depends on the total particle number and
tidal radius, but not on the initial mass of the SMBH.
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Figure 6. Accreted mass as a function of time.
The final SMBH mass is roughly 10 times the initial
mass for the large value of rt = 10
−3, and even in the
case of the smaller tidal radius models, this factor is 2 - 5(
see Fig 6). These results should be interpreted with care
if applied to real black holes and galactic nuclei. First, a
scaling should be applied to realistic values of rt (which
are usually much smaller than in our models) and of N
(in real galactic nuclei much larger than in our models);
see for this analysis Sect. 4.6. Another issue is our as-
sumption (which is quite common in the field, see e.g.
also Frank & Rees (1976); Brockamp et al. (2011)) that
a star is immediately disrupted as it crosses the tidal ra-
dius, and all of its mass is accreted to the SMBH. In real-
ity some fraction of the stellar mass may escape from the
SMBH, and the accretion of matter to the SMBH will be
delayed for some orbital times, depending on the detailed
disrupting process. The ejected mass is in the form of
gas, which is not supported in our simulation code. Re-
cent models of Guillochon & Ramirez-Ruiz (2012) may
provide improved data on the mass fraction of tidal de-
bris accreted to the SMBH and the ejected mass fraction,
which we could use for an improvement of our models in
the future.
4.2. Density profile of the model cluster
In Fig. 7 we show the stellar density profile for our
different models and how it evolves with time.
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Figure 7. Density profile evolution of model clusters. Plots in
left column have rt = 10−3, those in right column have rt = 10−4.
x axis is the distance from the density center in N-body length
units. y axis is density in upper panels and normalized cumulative
mass in lower panels. All the axes are in logarithmic scale. In
each panel, curves from bottom to top indicate the density profile
at 0.0, 0.5, 1.0, 1.5, 2.0trh. The cusp follows power law profile ρ ∝
r−α. In the case of Bahcall-Wolf cusp α = −1.75 which is also
plotted here by straight line.
Our simulations are starting with a Plummer model,
which has a flat core in the initial density profile, and
is not adjusted to the SMBH. Due to the presence of
the SMBH, a density cusp quickly forms during the
first 0.25trh. Afterwards it evolves slowly towards a
steady state solution. We measured the slope of these
cusps, none of them does exactly agree with the slope
of Bahcall-Wolf cusp solution, which is −1.75. The fi-
nal value in most of our simulation is around −1.5. An
extreme case is −1.69 in model N31 achieved at 2 trh
(Figure 8). Although the SMBH’s deep potential well
pulls stars in, its vigorous motion, however, stirs up the
central region of the cluster, playing an opposite role in
the cusp formation process.
4.3. Origin of disrupted stars
One important concept in loss-cone theory is the crit-
ical radius (rcrit), where the star removal process is just
balanced with its repopulation. It has been first defined
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Figure 8. Density profile for model N30 and N31. x axis is dis-
tance from the density center in N-body length unit. y axis is
density in upper panel and normalized cumulative mass in lower
panel. All the axis are in logarithmic scale. The cusp follows
power law distribution ρ ∝ r−α. In the case of Bahcall-Wolf cusp
α = −1.75 which is plotted as the red line.
by Frank & Rees (1976), and is typically large compared
to the Schwarzschild radius or the stellar tidal disrup-
tion radius of a SMBH. Frank & Rees (1976) show that
in many cases the critical radius is even larger than the
gravitational influence radius rh of the SMBH (implying
that most of the stars getting accreted are unbound),
but for SMBH masses larger than a certain value rcrit
can become smaller than rh. Only in those latter cases
can we expect a Bahcall-Wolf density cusp to form. Here
we want to find out empirically whether the definition of
rcrit is useful and whether it can be reproduced using our
simulation data.
We use the following procedure to find rcrit empir-
ically: first, we determine the apocenter of every dis-
rupted star from its energy, angular momentum, and the
gravitational potential in the star cluster. Here we ne-
glect that a small fraction of the stars may have been
scattered into the loss-cone by two-body relaxation in-
side rcrit. Then we look at the distribution of apocenter
distances (denoted as Rmax) of all tidally accreted stars,
by a radial binning procedure.
Fig 9 shows the Rmax distribution for models of rt =
10−3 (N30) and rt = 10
−4 (N31). There is a clear peak
of the distribution, its location is nearly independent of
time and is far from the BH. Also the peak position for
rt = 10
−3 is larger than that for rt = 10
−4. These peaks
resemble that expected in loss-cone theory, but before
making any conclusion we need to check it more carefully.
Fig 10 shows the shell mass (dM(r)/dr = 4πr2ρ) dis-
tribution together with the normalizedRmax distribution
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tion procedure is different from former plots, so Rmax curves looks
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for comparison. We will use these plots to explain the
origin of the peaks in Rmax distribution. There are only
a few TD stars coming from small radii, as is expected
from theory in case of an empty loss-cone. However, the
shell mass is also small at central region. So the small
value in Rmax distribution should be a consequence of
the low star numbers in this region. Both Rmax and shell
mass curves have a peak at some specific radii. Are the
positions of these two peaks the same? If they are, then
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the drop beyond the peak in Rmax distribution might
caused by the decrease in star numbers in shells and is
difficult to distinguish from the prediction of loss-cone
theory.
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Figure 11. Shell mass profile together with normalized Rmax
distribution for rt = 10−4 model. Top panel is measured in the
first 0.5trh and bottom is in the last 0.5trh. x axis is distance
from the density center in N-body length unit. y axis is shell mass.
From top to bottom are different time intervals. For the purpose
of comparison, data points of Rmax are multiplied by 40 (top) and
25 (bottom).
In order to see whether this is the case, we move the
Rmax curves upward and let the left part overlap with
the shell mass curve (see Fig 11). One can see the slope
of Rmax curves follow dM/dr profile at small radii. The
maximum number of stars in the loss cone to be dis-
rupted can be estimated from its size Ω, defined in every
mass shell by the surface area of a cone with opening an-
gle θlc relative to the full solid angle of a sphere, which
represents all stars at this radius; it is Ω = θ2lc/4 (note
we have used here the notation of Amaro-Seoane et al.
(2004)).
For the models with small tidal radius (10−4) we see
in Fig. 11 that the maximum Rmax for the tidally ac-
creted stars is reached at significantly smaller radii than
the location of maximum of the mass distribution of all
stars. In the upper panel while the shell mass keeps on
increasing, Rmax curve begins to fall at a specific radius.
However, for model with large tidal radius (Fig. 12) the
maximum and (for larger radii) subsequent drop of the
Rmax curve coincides with that of the shell mass curve.
While in the first case we can conclude there is a criti-
cal radius at the peak position of Rmax distribution, the
peak of Rmax in the second case only reflects the steep
decrease of density (maximum of shell mass profile), and
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Figure 12. These plots show shell mass profile together with
normalized Rmax distribution for rt = 10−3 model. Top panel is
measured in the first 0.5trh and bottom is in the last 0.5trh. x axis
is distance from the density center in N-body length unit. y axis
is shell mass. From top to bottom are different time intervals. For
the purpose of comparison, data points of Rmax are multiplied by
24 (top) and 40 (bottom).
does not give clear evidence, where is the location of rcrit,
defined as the place where θlc = θD. Outside of rcrit loss-
cone loses its significance, stars can get into and out of it
freely so that contribution from outside regions vanishes.
4.4. Orbital eccentricity of the disrupted stars
When a TD event happens, after the peak luminos-
ity the light decline can last for months to years, de-
pending on the way it is disrupted. So the distribution
of orbital parameters of the disrupted stars is impor-
tant to know for the observational counterparts of TD
(Guillochon & Ramirez-Ruiz 2013).
Loss-cone theory predicts that stars, which have larger
energy than Et should have very small angular momen-
tum so that they can get close enough to black hole.
These stars are expected to move on very eccentric or-
bits. In order to check this directly and quantitatively,
we measured the TD stars’ orbital eccentricity using the
Runge-Lenz vector, with the central black hole as a ref-
erence point:
e =
v × J
G(M• +m)
−
r
r
(7)
where v is the relative velocity between the BH and the
star, r is their relative distance, and J = r×v is the rela-
tive angular momentum per unit mass. Two examples of
our results are plotted in Fig 13. Almost all the stars are
concentrated around e = 1 (parabolic orbit marginally
bound), roughly half of them have e larger than 1, in-
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dicating they are unbound to the black hole. Because
the black hole is moving, the Runge-Lenz vector even for
bound stars is not strictly constant. So as the integra-
tion goes on we get some bound stars unbound and vice
versa. Here we just take the last measurable value before
TD events. Stars changes their energy also by interac-
tions with other stars, but we do not directly measure
this effect. What is the relation between e and Rmax for
every single accreted star? It is interesting to know the
origin of tidally accreted stars in the surrounding galactic
center.
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Figure 13. Eccentricity distribution. x axis is eccentricity. y axis
is normalized count.
Fig 14 shows the relation between e and Rmax for indi-
vidual stars at the time of disruption. In the plots we see
a special position inside which all stars have e 6 1. For
rt = 10
−4 model the distance of this critical point to the
center is smaller than that in rt = 10
−3 model. We also
note that within this critical point, the 2 models behaves
differently. An upper boundary of e is clear to see in both
plots, and the shape of this boundary varies with r. In
rt = 10
−3 model this boundary drops quickly toward cen-
ter. It already drops to 0.8 at r = 0.01 while in rt = 10
−4
model this value is still close to 1. Furthermore, we add
time information to these plots in Fig. 14 and find these
phenomenon are connected to the black hole’s Brownian
motion (see Fig. 2); in early stage the amplitude of Brow-
nian motion is large, the accreted unbound stars have a
large dispersion of eccentricities (points with color from
purple to light blue in Fig. 14); once it has decayed below
the threshold, i.e. the black hole comes to “rest”, we are
close to the classical loss-cone case where all stars are ac-
creted with eccentricities very close to unity (points with
color from green to red).
Here we see the choice of 10−3 as tidal radius is really
large. BH with this rt can destroy a large number of
stars initially, which intersect BH’s path by chance due to
its large initial displacement from the center. For small
rt models the situation is better and behaves more like
theoretical expectation of classical loss-cone.
4.5. Velocity dispersion
As we have seen in the former subsection, most of the
disrupted stars are moving on nearly radial orbits (pro-
vided the tidal radius is not too large and the black hole
motion has sufficiently decayed to establish the classical
loss cone case). When these stars are disrupted on their
radial orbits, the velocity dispersion of the surrounding
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Figure 14. Relation between eccentricity and Rmax. x axis is
distance to BH. y axis is eccentricity. Color bar indicate the time
when star is disrupted. Top: rt = 10−3. Bottom: rt = 10−4
star cluster will become tangential biased. We measured
the anisotropy parameter β throughout the whole model
cluster to see how it changes with time as a consequence
of tidal disruption. β is defined as
β = 1−
σ2t
2σ2r
(8)
According to this definition, β < 0 means velocity dis-
persion is tangential; β > 0 means dispersion is radial;
otherwise we have an isotropic distribution (note that
some stellar dynamical papers prefer to define the quan-
tity A = 2β). β can vary between unity (only radial
orbits) and −∞ (only circular orbits). Larger loss-cone
will result in larger anisotropy if the loss-cone is empty.
The value of β can somehow indicate the status of loss-
cone. Fig 15 shows β curve for 2 set of rt and also their
evolution. As one can see, large rt model shows a con-
tinuously decreasing β in the inner region of the clus-
ter. For small rt model this trend is less pronounced,
but still clearly visible. This could be explained by the
empty loss-cone in velocity space. However, in the case
of rt = 10
−3, the large deviation from isotropy is more
than an empty loss-cone could do. Thus the large am-
plitude of Brownian motion at early stage somehow pro-
duced an enlarged loss-cone, or we can refer it as effective
loss-cone (Lin & Tremaine 1980). Stars enters this effec-
tive loss-cone can be tidally destroyed by a probability
P , but this P is less than 1. So the moving black hole
digs a larger hole in the velocity space than that can
be done by a static black hole. P may depend on rt,
namely larger rt results in larger P . So in the rt = 10
−4
model, the enlarged effective loss-cone is still full and
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we see β only changes a little. In the outer region, we
see an increasing β, this can be produced by purely a
two-body relaxation effect (Bettwieser & Spurzem 1986;
Amaro-Seoane et al. 2004).
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Figure 15. Anisotropic parameter β as a function of r. x axis is
distance from BH. y axis is β. Top: rt = 10−3. Bottom: rt = 10−4
4.6. Scaling to the Galactic Center
Our simulation results allow a prediction of tidal dis-
ruption (TD) rates in real galactic nuclei, especially the
one of our own Milky Way. Since we do not directly
model the entire galaxy, only consider the supermassive
black hole (SMBH) and its surrounding dense stellar sys-
tem (stellar mass up to hundred times the SMBH mass),
a few steps are necessary to apply our results for real
systems. Model N -body units used throughout this pa-
per need to be transformed into physical units, a scal-
ing from the usually smaller number of particles in the
simulation to a realistic particle number N is necessary.
We first consider the scaling of the units. The observed
M•-σ∗ relation between the SMBH mass and the veloc-
ity dispersion of its host bulge (Ferrarese & Merritt 2000;
Schulze & Gebhardt 2011) is used to link the radial scale
in a galaxy to our model units:
lg(M•/M⊙) = 8.18 + 4.32 lg(σ∗/200 km/s) (9)
With the definition of the influence radius rh
rh =
GM•
σ2
(10)
one can get an expression connecting the SMBH mass
and its influence radius in physical units for a real galaxy
(Brockamp et al. 2011):
rh = 1.09(
M•
106M⊙
)0.54 pc (11)
Assume a BH of mass 106M⊙ inhabits the center of
a target galaxy, we get rh = 1.09 pc; in our model we
use the definition M(rh) = M• and find rh = 0.1[L],
where [L] is the N -body length unit. So we have [L] ≈
10.9 pc. Similarly we compute the N -body time unit
[T ] ≈ 5.39× 104 yr using T 2 = R3/(GM), at rh.
In our simulations the maximum particle number is of
the order of 105, while in the real galactic environment
the number of stars is many orders of magnitude higher,
which is why we need an extrapolation. We have a clus-
ter mass in our model of 108 M⊙, since the SMBH’s mass
is 1 percent of it. If further assume the average mass of
the stars to be 1 solar mass, then the cluster contains
108 stars. In Section 4.1 we see 2 types of N dependence
responsible for full and empty loss-cone regime, explic-
itly. Here we adopt the results in the empty loss-cone
regime, which occurs in the later stages of our simula-
tion, when we have a cusp and small Brownian motion
of the SMBH. This compares well with the situation in
our Galactic Center, because the central SMBH moves
very little (Reid & Brunthaler 2004).
For the scaling to the Galactic Center we have now
three steps: first use Eq. 6 to scale the accretion rate as
a function of particle number. We take one of our mea-
sured TDR, in model N30 (rt = 10
−3, N = 128K), N˙
equals 11.4 per unit time (see Fig 1, at T = 0.5trh). This
can be scaled up to to 19.3 per unit time when N = 108.
Second, we convert this in physical units as explained
above, to get 3.58 × 10−4 yr−1. Third and finally, we
have to scale to the real size of the tidal radius: rt for
a 106M⊙ SMBH is about 4× 10
−7 [L], which is roughly
4 orders of magnitude smaller than our adopted value.
From the simulation we find at the stage we discussed
here, rt dependence satisfy a power law relation N˙ ∝ r
l
t,
with l = 0.39 (See Fig.16). Finally we get a TDR of
1.69× 10−5 yr−1.
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Figure 16. TDR for different rt in empty loss-cone regime.
Adopted data are taken from model N30, N31 and N32. For every
rt, the 3 data points are 3 largest values of TDR in each model and
the corresponding SMBH mass is roughly the same. Thick line is
power law fitting to the data with index 0.39. Thin line indicates
the theoretical power law index 4/9.
We also do the same procedure for larger SMBH, and
find a decreasing TDR. This may mostly be caused by
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the converting of time unit (i.e. in M• = 10
7 M⊙ case,
[T ] = 1.1× 105 yr; in 108 M⊙ case, [T ] = 2.2× 10
5 yr),
while N˙ does not change much in the scaling. More de-
tails can be found in the appendix. Using our scaling
formula (A7) to extrapolate our result into the rt range
and particle numbers used by Baumgardt et al. (2004a),
we can recover their results in the sense of order of mag-
nitude.
Applying the above procedure to our Milky Way
center, where there is a 4.07 × 106 M⊙ SMBH
(Gu¨ltekin et al. 2009), results in a TDR of 1.09 × 10−5
yr−1. In real galactic center there are many stellar
species, such as main sequence star , RGB star, white
dwarf (WD) star, neutron star (NS) and stellar-mass
BH. In our current simulation, since all star particles
have same mass and no stellar evolution process. It is
hard to tell TDR for different stellar species. But we
can make a simple estimate based on the fraction of each
stellar species, if we ignore the effects introduced by stel-
lar mass spectrum (e.g. mass segregation, different tidal
radius, etc.). We assume a Kroupa IMF (Kroupa 2001)
in mass range 0.08 − 100M⊙, with solar metallicity and
all stars are formed in one star formation epoch. At cur-
rent evolution time (∼ 10Gyr), we expect 10% of total
stars are WDs, 0.35% are NSs and 0.16% are stellar-mass
BHs. Thus the accretion rate for these species would
be 1.09 × 10−6 yr−1 (WD), 3.90 × 10−8 yr−1 (NS) and
1.74× 10−8 yr−1 (stellar-mass BH). Mass spectrum and
stellar evolution will be included in our future work.
Finally, we would like to point out the differences
between our scaling formula from Baumgardt et al.
(2004a). Our scaling procedure to estimate TDR in real
galaxies is based on the same physical principle than in
theirs, i.e. Eq. 9 in Baumgardt et al. (2004a). While
they keep 4 parameters (stellar radius and mass, central
density and M•) in their final formula, we reduce ev-
ery thing to the dependence only on M•, by using some
fiducial scaling relations (see Appendix).
5. CONCLUSION
Tidal Disruption of stars by supermassive central black
holes (SMBH) from dense star clusters is modelled by
high-accuracy direct N -body simulation. In an extended
parameter study we study the dependence of the tidal
accretion rate on particle number and the size of the
tidal radius. While the tidal radius astrophysically is the
radius, at which tidal forces from the SMBH disrupt a
star, we treat it here as a free parameter, which is varied
by order of magnitude and different from the real one,
for a scaling analysis. Our results show that the loss-
cone accretion model by Frank & Rees (1976) and other
authors (see Introduction) works well, and we can show
that the nearly all stars which are tidally accreted stem
from a region around the critical radius, where the time
scales of angular momentum diffusion into the loss cone
and accretion to the black hole are balanced. Also the
majority of accreted stars are originally unbound to the
SMBH.
Our simulations show how does the accretion depend
on BH’s Brownian motion and the density cusp. In our
models cusp formation and the decay of the Brownian
motion of the SMBH always happen together and depend
on each other; the inner edge of the cusp in Fig.7 coin-
cides approximately with the radius to which the motion
of our black hole extends in Fig.2. There is some evi-
dence, that black hole Brownian motion is the more im-
portant process here, because in Fig.1 we can see, TDR
curve of model N30 already begins to fall at T = 0.5trh,
while that of model N31 is still rising. From Fig.7 we note
that the density cusp is still growing at T = 0.5trh. At
this time, the main difference between these two models
is BH mass and hence the amplitude of Brownian motion.
For large tidal radii models, TDR of model N20 is close
to its maximum value, TDR of model N10, N00 is still
rising, BHs in these models are still not massive enough.
Another evidence is in Fig.10, which shows that most of
the accreted mass stems from the outer regions of the
cusp, near the critical radius. In this figure it is evident
that there is some more mass accreted from inside af-
ter cusp formation, but in total it is a small fraction. So
cusp forming is not the main reason for the fast loss-cone
refilling, it only causes the TDR to increase.
Our simulations confirm that in spherically symmet-
ric systems the loss cone for tidal accretion onto SMBH
becomes empty after some short initial adjustment time
(if the particle number and the tidal radius are large
enough). In that regime the refilling of the loss cone is
determined by diffusion of angular momentum through
two-body relaxation (diffusive regime), which can be long
compared to the age of the galaxy or the time until its
next merger. We also clearly show that the diffusive
regime can only be attained if the SMBH moves only
very slowly in the galaxy center; we see that the motion
of the SMBH as expected decreases with the mass ra-
tio between the stars and the SMBH (i.e. the particle
number in our simulation setup, where the SMBH has
always a fixed fraction of the total mass). For the sit-
uation of intermediate mass black holes in globular star
clusters the mass ratio will not be large enough to realise
our diffusive loss cone regime, hence density profiles and
kinematics will be different (less cuspy) in such a case.
We see from our simulations that in such a case the pref-
erence for tidally accreted stars to be on highly eccentric
orbits is not so strong, there is a much larger scatter of
the eccentricities of the accreted stars.
We do not exactly reproduce the power-law of
the Bahcall-Wolf stellar density cusp solution. Both
Baumgardt et al. (2004a) and Brockamp et al. (2011)
find similar results in their earlier papers, their power-law
as well varying in time and space (between -1.3 and -1.9).
There can be different reasons for that, like motion of the
black hole, still too low particle numbers in the vicin-
ity of the SMBH or a relatively large tidal radius, since
tidal accretion causes a flattening of the density pro-
file (Amaro-Seoane et al. 2004). In our opinion the best
numerical reproduction has been found by Preto et al.
(2004), who did choose carefully an initial model and ex-
cluded tidal accretion. In that case they reached -1.75
as power-law coefficient rather precisely. We tried to im-
prove the statistics in our simulations by combining many
snapshots into one to obtain a large particle number, but
the density center of these snapshots has slightly differ-
ent positions and it turned out to be hard to improve our
current results.
TD also plays a role in destroying the cusp. In
Baumgardt et al. (2004a), only about 1% of the total
stars get disrupted because of their choices of tidal ra-
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dius. While in our simulation a much larger fraction of
stars are disrupted, which can further decrease the den-
sity in the cusp. Merritt (2010) argued that an enlarged
loss-cone may produce a parsec-scale core in galactic cen-
ter, which is likely the case showing here except that our
enlarged loss-cone is an artificial fact. An example is
model N30, a density plateau is detected in inner most
region of the cluster after 2 trh’s integration (see Fig-
ure 8).
In real galactic nuclei with SMBH the particle number
will always be large enough and the mass ratio between
stars and SMBH will be small enough to guarantee that
the diffusive regime is realised. An example is the SMBH
in our own Milky Way, where the velocity of the central
SMBH, if we identify it with the radio source SgrA⋆ in the
galactic center, is only of the order (little less) than one
kilometer per second (Reid & Brunthaler 2004). From
our scaling study we can extrapolate to the real situation
in our own galaxy and predict a tidal star accretion rate
of 10−5 - 10−6 per year, which is in good agreement with
other results, especially Brockamp et al. (2011).
For future work we plan to improve our models in two
ways. First of all, to have a better support for our scaling
model we would like to add more simulations with larger
particle number (up to one million or more), to get closer
to the “real” case in terms of (i) the mass ratio between
stars and SMBH and (ii) the size of the tidal radius rel-
ative to the gravitational influence radius of the black
hole. Increasing the black hole mass would help for (i),
but not for (ii). So, the only choice is to increase the par-
ticle number to achieve both. The parallel performance
of our code will allow this and we can in the future use
more of the largest GPU clusters in China and elsewhere.
A significantly larger particle number will also be essen-
tial for more realism in the population of stars accreted to
the black hole, to give the stars a stellar mass spectrum,
allow for their evolution, distinguish between main se-
quence stars, giants and compact remnants (black holes,
neutron stars and white dwarfs), all of which will have
individually different tidal radii (or may be accreted by
the SMBH as a whole).
Second, it is clear that the spherically symmetric case is
only a very ideal case - even if the star cluster deep in the
potential well of the SMBH is spherical, outside, in the
region getting unbound to the SMBH, where most of the
loss cone stars originate, the stellar system in the galactic
nucleus will most probably be perturbed, by bars or tidal
perturbations, or some remaining asymmetries from the
last merger event. In such a case we expect strongly
increased angular momentum diffusion, possibly full loss
cone. This is subject of an ongoing work right now.
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APPENDIX
DETAILS FOR SCALING
First of all, we define some variables that will be used in following derivation. Define Nr for star numbers in real
world and Nm for that in models. Define rt,r for tidal radius in real world and rt,m in models.
i) expanding to larger N . As discussed in Section 4.1, there are two types of scaling formula depending on whether
loss-cone is full. For empty loss-cone case, we have
N˙r =
ln(ΛNr)
ln(ΛNm)
N˙m [T ]
−1 (A1)
For full loss-cone case, we have
N˙r =
Nr
Nm
N˙m [T ]
−1 (A2)
ii) shrink of tidal radius. We can calculate the rt,r in physical unit by (Frank & Rees 1976)
rt,r = 1.4× 10
11(
M•
M⊙
)1/3 cm (A3)
and we have
[L] =
1.94× 1015
r˜h
(
M•
M⊙
)0.54 cm (A4)
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here r˜h is the dimensionless influence radius in N -body unit (rh = r˜h [L]). These two equations give out
rt,r = 7.2× 10
−5r˜h(
M•
M⊙
)−0.21 [L] (A5)
From simulation we find that N˙ ∝ r0.39t , so we have
N˙r = N˙m × (
rt,r
rt,m
)0.39 [T ]−1 (A6)
In the case of empty loss-cone, combine these two scaling process will result in
N˙r = N˙m ×
ln(ΛNr)
ln(ΛNm)
× (
rt,r
rt,m
)0.39 [T ]−1 (A7)
iii) up to now all results are expressed in the unit of [T ]−1, we need to substitute [T ] with physical unit, which is
done by following equation
[T ] = 2.36× 102
√
M˜(r˜h)
r˜3h
(
M•
M⊙
)0.31 yr (A8)
where M˜(r˜h) is the dimensionless enclosed mass within r˜h. And we get a time dependence of M•, which read
[T ] ∝M0.31• .
As mentioned above, we assume the mean stellar mass to be 1 solar mass and BH mass is 1% of the total mass. We
can substitute Nr with M• using these assumptions and get Nr = 100M•/M⊙. Also substitute rt,r with Eq. A5, rt,m
with r˜t,m and [T ] with Eq. A8. We get
N˙r = 1.03× 10
−4 r˜
1.89
h
r˜0.39t,m M˜(r˜h)
0.5
N˙m
ln(ΛNm)
F (M•) yr
−1 (A9)
where F (M•) = ln(100ΛM•/M⊙)(
M•
M⊙
)−0.39. In the mass range we discussed here F (M•) is a decreasing function of
M•, so more massive BH have smaller TDR in empty loss-cone regime.
For full loss-cone regime, following the same procedure one will find
N˙r = 1.03× 10
−2 r˜
1.89
h
r˜0.39t,m M˜(r˜h)
0.5
N˙m
Nm
(
M•
M⊙
)0.61 yr−1 (A10)
If we choose the following parameters: Λ = 0.11, r˜h = 0.1, r˜t,m = 10
−3, M˜(r˜h) = 0.01, N˙m = 11.4 and Nm = 128
K. Eq. A9 can be further converted into
N˙r = 2.34× 10
−4F (M•) yr
−1 (A11)
for BH mass between 106 and 108 M⊙, F (M•) ∈ [1.58× 10
−2, 7.41× 10−2].
Eq. A10 can be further converted into
N˙r = 1.71× 10
−6(
M•
M⊙
)0.61 yr−1 (A12)
