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Numerical simulations are performed over a Wavy Leading Edge (WLE) aerofoil using a
NACA0021 section with a WLE wavelength of 11% and an WLE amplitude of 3% of the
mean chord. The results obtained match the experimental data available in literature with
better accuracy than previous publications. Nevertheless it is observed that, in contrast
to what has been shown in previous literature the flow over a WLE is not periodic in
every wavelength when the angle of attack is very high. Instead Laminar Separation
Bubbles (LSB) appear at every second trough that eventually transition to turbulence
and enables partial reattachment for a small percentage of the chord length. On the other
troughs however, the flow suffers from laminar separation at the leading edge. It is also
found out that the regions with the LSBs give an increased aerodynamic efficiency with
respect the other trough sections of roughly 6% for the tested WLE parameters at angle
of attack of 20◦. Furthermore the WLE are able to debilitate the strength of the vortex
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According to the Civil Aviation Authority (CAA) there were nearly three million aero-
plane movements in 2012 in the United Kingdom [39]. This means nearly 8,000 flights
per day in the UK. Supposing that the same amount of planes that depart from the UK
destined to other countries equals the number of planes arriving UK from other countries
the number of airport operations (take-off and landing) can be roughly approximated to
16,000 operations per day, only in UK airports.
Every time an aeroplane either takes off or lands leaves a turbulent wake behind.
This wake is mostly composed by the trailing vortices produced by the aeroplane wings.
This phenomenon is more pronounced because of the high-lift devices used during take-
off/landing. Rarely the wake produced by an aircraft can produce structural damages
on the aircraft encountering the wake. However it is more likely the vortices induce
rolling moments which can exceed the rollcontrol authority of the encountering aircraft.
Additionally the induced velocities could increase the effective angle of attack (AoA)
beyond the stall angle and thus causing a failure in the operation.
Due to the high number of take-off/landing operations the air in the runways surround-
ings can be highly disrupted, and operations might be postponed until ambient air has
settled down. In fact the United States Federal Aviation Administration (FAA) dedicates
in its Aeronautical Information Manual (AIM) a whole chapter to Wake Turbulence [5,
Chapter 7, section 3].
A wing’s wake is manly composed by two kinds of vortices: tip vortices and trailing
vortices. The air below the pressure surface has more pressure than the air flowing above
the suction surface of the aerofoil. This promotes the appearance of vortical structures
formed by the air trying to go from high-pressure zones to low-pressure zones. When this
happens at the tip of the wings the vortices are known as tip-vortices and when it is at
the trailing edge are called trailing vortices.
The strength of this vortices increases when the AoA of the device is increased because
the pressure differences are also increased. At very high angles of attack the trailing
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vortices are also consequence of the velocity gradients present at the trailing edge. The
flow coming from the suction surface at this high AoA conditions tends to be separated
near the trailing edge which provokes a velocity deficit. Then when the flow coming from
the pressure surface joins the flow coming form the suction surface a shear layer is created
which produces the vortex shedding.
On top of this, wings do usually operate in a Re number within the turbulent regime,
and hence their boundary layer eventually transitions to a turbulent boundary layer. The
wake left by this kind of boundary layer is very rich in smaller coherent structures arising
from turbulence which add up to the already mentioned bigger structures, i.e. tip and
trailing vortices.
When more than one element is taken into account, i.e. tandem configurations, or
rotor blades, the interaction between the first element wake and the second element can
completely alter the whole system efficiency. For example, in multi-element wings or
blades, where one element is followed by a second one or more, the second element can
be very beneficial to the first element performance, and even increase the efficiency of
the whole system albeit deteriorating the second element’s actual performance. However
this is just the case for some configurations where a certain relative position between the
element has been found to be beneficial. For many other cases the interaction between
elements might be detrimental.
Additionally because the main objective of multi-element arrangements is to maintain
the lift at high angles of attack to produce higher CLmax the conditions where these
arrangements tend to be used favour the appearance of tip and trailing vortices. So it
seems clear that the wake of a multi-element wing is more likely to have vortical structures
than that of a single element. And because most of the applications of multi-element wing
arrangements are related with wake interaction, e.g. high-lift devices used during take-of
and landing or rotor blades, there exist the necessity of finding a solution that can be
reliable even when non-clean upstream conditions are faced.
Fortunately, turns out that in the last decade researchers have found that the aero-
dynamic characteristics of sinusoidal leading edge wings have some properties that may
overcome the problem above posed. These investigations have in great manner been
inspired by the shape of the flippers of the Humpback whale. This whale is able to
perform very agile movements despite its size, typically between 12 and 14 meters long.
Its manoeuvrability is usually attributed to the protuberances that can be found in the
leading edge whale’s flippers [8]. Researches agree that the introduction of sinusoidal
leading edges tend to increase the lift produced at post-stall angles of attack compared
to a straight leading edge aerofoil. Additionally there are also studied that prove that
the Wavy Leading Edges (WLEs) also are very useful in reducing the sound produced
by an aerofoil that is facing a turbulent gust [32]. Because sound production is directly
related to pressure fluctuations on the aerofoil surface it is also presumable that WLEs
may also reduce the lift fluctuations and hence result in a more stable device behaviour
when trailing a turbulent wake.
Despite the WLEs have been studied in several experiments, both numerical ( [7,
32, 41, 54, 56, 57]) and experimental ( [4, 11, 18, 34, 35, 38]), the number of studies
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performed by high accurate computational methods is not so large. Therefore the nature
of the beneficial aerodynamic characteristics of such leading edge modifications it is still
unclear. Debate arises between researchers who claim that the leading edge protuberances
act as a sort of vortex generators increasing the momentum exchange in the boundary
layer, and those who claim that the protuberances can be considered as small delta wings
that increase the lift in post stall regime by creating vortices that carry low pressure
to the suction surface. Additionally there exists the believe that the WLEs may act as
spanwise flow fences which when applied to finite wings, block the separation that arises
at the tip of the wings.
In addition the author could not find any references in the literature to WLEs applied
to double element arrangements. The characteristics of single element WLEs aerofoils
seem to be ideal for their use in the after element of a tandem pair of aerofoils. Its capacity
to maintain lift at high angles of attack will be showed in the literature review. On top of
that some studies have shown the resistance of WLEs to highly turbulent gusts [32]. Thus,
in this study the influence of a WLEs in the second element of a tandem arrangement
will be study as well as the possible applications that would benefit of such arrangement
if results show promising.
In the sections that follows the objectives of this project are outlined and a brief
description of the chapters is presented.
1.2 Objectives
The main objectives have been already mentioned in the motivations that drive this
project. Nonetheless a list of all major and minor objectives that are aimed to be accom-
plished in this project is shown here. These are:
1. To investigate the effect of upstream trailing vortices on a tandem configuration
with WLEs on the second element.
2. To explain where the aerodynamic benefits of WLEs come from and shed some
light on the controversy between the “vortex generator effect” and the “delta wing
effect”.
3. To investigate different combinations of WLEs parameters for different aerofoils’
relative positions.
4. To be able to adapt a prior High-Order accuracy single element “in-house” CFD
Fortran code to a tandem aerofoil arrangement.
1.3 Outline
A little bit of orientation work is done here for the ease of the reader. A literature review
of past related works is done in Chapter 2. This includes journal papers about numerical
and experimental studies related to sinusoidal leading edges, tandem-like investigations
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and Optimised High-Order Compact Finite Difference development review. On Chapter 3
the numerical instruments that form the CFD method used in this study are described
in detail. Chapter 4 contains verification and validation studies. On Chapter 5, results
for simulations of a WLE aerofoil are investigated and compared to previous literature.




2.1 Wavy Leading Edges Review
Improving the stall characteristics in aerofoils has been a major field of study in the past.
Both active and passive methods ranging from geometry modifications of trailing and
leading edges, use of multi-element aerofoils, suction and blowing mechanisms, Gurney
Flaps, etc. have been used. More recently a very peculiar whale, with very peculiar
flippers has drawn attention of many researchers. This whale is known as the Humpback
whale, very popular between Australian and American “whale-watchers”.
Fish and Battle [8] performed a very detailed study of the Humpback whale orMegaptera
novaeangliae, a cetacean who owns the record of having the longest flipper among all
cetaceans. But the uniqueness of this whale, and the reason why is mentioned here in
this report is because of the peculiar presence of large protuberances or tubercles located
at the leading edge of its flippers. It is well known by marine biologists that the Hump-
back whale has also a unique feeding behaviour which demands high manoeuvrability
from the animal. The animal is capable, despite its big dimensions (the whale studied
by Fish and Battle [8] was 9 meters long), to perform high velocity and sharp U-turns.
For these manoeuvres the whale orientates its flippers at high angles of attack (AoA)
while still maintaining the lift. For their study, a whale’s left flipper was dissected. The
cross sections of the flipper clearly resembled typical aerodynamic shapes. In particular
Fish and Battle [8] stated that the Humpback whale studied had cross sections which
were much alike to a NACA 634 − 021 aerofoil. They found eleven tubercles along the
entire flipper span. The distance between tubercles, i.e. intertubercle distance, found by
the authors varied from the whale’s shoulder to the tip following a stair shaped curve
with linear intervals in between steps. The authors postulate that the tubercles of the
Humpback whale act as a passive control device which improves the hydrodynamic ca-
pabilities of its flippers. They compare the tubercles with aircraft strakes, which are a
type of vortex generators used to control the flow around aircraft and specially to modify
the stall characteristics of their wings. Fish and Battle propose then that the tubercles
generate streamwise vortices that exchange momentum within the boundary layer and
thus re-energising it and finally delaying stall. It is mentioned that, as strakes, the tu-
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bercles may not increase the maximum lift of the flippers, but they help to maintain a
certain level of lift while the whale is turning at high AoA. Their conclusions on this
behalf are supported by some flow visualisation experiments conducted with a aerofoil
model with similar leading edge geometry to those of the Humpback’s flippers. On those
experiments a vorticity production was showed, however the effect of these vortices being
the reason for sustaining lift was unclear. Additionally Fish and Battle postulated that
the tubercles create channels of high speed flow (compared to other span locations on
the flipper). They base this hypothesis on the fact that no barnacles were found between
tubercles. Barnacles are usually found on the upper leading edge of the whale’s tubercles.
However this barnacles are known to fail in attaching to the surface if higher velocities
are achieved. Thus the lack of them in between tubercles supports the aforementioned
hypothesis.
The study of Fish and Battle [8] sparked the curiosity of investigators who saw in the
Humpback whale tubercles a very good passive control method to increase the lift at high
AoA. Applications of this leading edge tubercles are suitable for any aerodynamic device
that operates at high AoA or at near stall conditions such as high lift devices, turbine
blades, etc.
2.1.1 Experimental Studies of Wavy Leading Edges
Fish, in collaboration with Miklosovic, Murray and Howle [34] performed wind tunnel
studies at the United States Naval Academy under incompressible flow conditions (max-
imum Mach number was M = 0.2) over a NACA 0020 based finite span models of
Humpback whale’s flippers to investigate the effect of the leading edge protuberances
on the aerodynamic behaviour of the flippers. Two models were constructed, one with
tubercles and the other without, and measurements of lift and drag along with other
parameters were taken. Because the size and shape of these tubercles change from one
specimen to another, the authors decided to use a general model that could describe the
flow features of the tubercles. Thus, for the scalloped model the tubercles followed a
sinusoidal profile. Matching the descriptions of [8] the intertubercle distance and ampli-
tude was reduced towards the tip of the model. The model, imitating the real flipper,
had a semi-elliptical platform shape with a maximum chord of 16.19 cm and a span of
56.52 cm. The fact that the chord length varies along the span can be seen as a variation
on the Reynolds number Re along the span. The (uncorrected) Reynolds number based
on the free stream flow, the mean chord and the kinematic viscosity of the air used for
the experiments ranged from 5.05× 105 to 5.20× 105 which is half of what expected for
a typical Humpback whale manoeuvre. Nevertheless the authors tested the effect of the
Reynolds number and proved that fro Re > 4× 105 the lift coefficient is insensitive to Re
variations at moderate incidence angles.
The models were tested through a range of AoA from α = −2◦ up to α = 20◦ with
increments of ∆α = 0.5◦ for which the three force components and the three momentum
components were measured by a six-component force balance although only drag and
lift were reported. The CL of the smooth model shows a typical behaviour with a linear
region and then a sudden drop at the stall angle αmax ≈ 12◦. In contrast in the scalloped
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model the stall happened at αmax ≈ 16.3◦ (an increase of around 35%). But not only
the stall angle is increased, Miklosovic et al. [34] found that the maximum value for the
lift coefficient CLmax was also increased for the scalloped model from a value of 0.88 to
0.93 (nearly a 6% increase). At the same time the drag coefficient showed to be very
similar for angles smaller than the smooth model stall angle. For angles beyond the
smooth model stall angle the scalloped wing produces less drag in a very consistent way
compared to the smooth one. This combination obviously results in a higher aerodynamic
efficiency of the scalloped wing at most AoA. Similarly to what was stated by Fish [8],
the authors postulate that the tubercles act as vortex generators that cause a momentum
exchange that favours the attachment of the boundary layer to the lifting surface and
ultimately increasing its stall angle. However this are only postulations and no prove
that the tubercles act as vortex generators was given, i.e. only force measurements were
performed. Without any flow visualisation or local velocity measurements an explanation
to the effect of such interesting vortices was left unaddressed.
Johari et al. [18] also tried to investigate the effects of the leading edge protuberances
typical of the humpback whale flipper by performing water tunnel experiments at the
Naval Undersea Warfare Center in Newport. However the work of Johari et al. was
limited to infinite wings where three-dimensional effects coming from tip vortices were
avoided. The study was carried over a 634 − 021 two-dimensional aerofoil for which
lift, drag and pitching moments were measured at different AoA (−6◦ ≤ α ≤ 30◦) in
a flow of Re = 1.83 × 105. In the experiment different amplitudes and wavelengths
for the protuberances where tested ranging from 2.5% to 12% and from 25% to 50% of
the mean chord respectively. Flow visualisation was accomplished by means of tufts for
the examination of the separation characteristics of the aerofoils. It was found that the
protuberances modified the aerodynamic behaviour of the models beyond the already
observed drag reduction past the baseline stall angle. The protuberances followed as
in [34] a sinusoidal profile so the platform area of both the smooth and the undulated
wings was equivalent.
In the paper the authors separate the effects of the Wavy Leading Edges (WLEs)
amplitude from the wavelength effects. For the smallest wavelength tested the modified
aerofoils’ lift curve followed a linear trend along with the baseline (smooth) up to 8◦.
From there onwards the baseline’s lift curve slightly decayed and finally stalls at an AoA
of α ≈ 21◦ with a maximum Cl of 1.13 at the stall angle. After stall the baseline dropped
to a Cl of 0.57 for 22 < α < 28. As for the modified (WLEs) models it was find out that
for this wavelength (0.25c where c is the mean chord) the model with smallest amplitude
(0.025c) followed the baseline up to α = 17◦ where sudden stall happened. However the
lift drop was significantly smaller (Cl ≈ 0.94) to that of the baseline and after stall the
modified model’s lift curve slowly decayed until at α ≈ 30◦ where the value was reduced
to that of the baseline. The foil with medium amplitude (0.05c) followed a similar trend
although the drop of Cl due to stall happens earlier at α ≈ 14◦ then as with the small
amplitude model, the lift softly decayed always remaining on top of the baseline lift curve
for AoA greater than the baseline stall angle. The aerofoil with the biggest amplitude
(0.12c) had its maximum Cl at α ≈ 10◦, way before the baseline stall angle, with a value
of Clmax ≈ 0.85. Despite reaching its maximum Cl before than the other models, there
was no appreciable drop after this point and the lift curve followed a flat profile up to the
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maximum tested AoA. Although the Clmax of the model of 0.12c amplitude is 28% less
than the baseline, it remained 40% greater than the baseline post-stall Cl . Regarding
the drag coefficient of the tested models, it seemed that bigger amplitudes tended to
increase the drag although after the baseline stall all the curves collapsed. It is worth
mentioning that the smallest and the medium amplitude foils remained very close to the
baseline drag curve up to their respective stall angles where due to flow separation the
drag suffered a sudden increase. This trends were also seen for the models with higher
wavelength (0.5c). An interesting point was raised by the authors who compared the
Cl slope values of the models and find out that in general the dCl/dα decreases with the
WLEs amplitude for both wavelengths. The direct consequence of the just mentioned
lift and drag behaviours was that the aerodynamic efficiency(L/D) produced by the
WLEs aerofoils was up to 50% greater than the baseline model in the post-stall regime.
Comparisons between aerofoils with the same WLEs wavelength showed that there was
very little differences in terms of aerodynamic coefficients. The effect of the wavelength
can only be appreciated at the small and medium amplitudes where smaller wavelengths
seem to have a slightly positive effect in the sense that in general allowed the aerofoils
to reach higher Clmax at higher as well stall angles. Regarding the drag coefficient, the
wavelength also showed minor variations between different modified models although
it seemed that shorter wavelengths had slightly smaller drag coefficients for all AoA. A
helpful plot showing the 0.12c amplitude 0.25c wavelenght model’s coefficients normalised
by the baseline model values shows that in the pre-stall regime the baseline model was
superior to the WLE model with up to 70% less drag and 20% more lift. However as
soon as the baseline model stalls the modified model took over and achieved up to 50%
increase in lift with almost no drag penalty.
In order to assess what are the flow features that make the WLEs aerofoils have
different aerodynamic characteristics Johari et al. [18] performed flow visualisations of
the flow using tufts located at the suction side of the models. In the paper photographs
of the baseline (BL), the large wavelength for medium and large amplitudes (4M and 4L)
and the small wavelength and medium amplitude (8M) models are shown at α = 12◦, 18◦
and 24◦. These AoA were selected since they represent the locations at which the large
amplitude model separates from the baseline lift curve and the moments just before and
after the baseline stalled respectively. At α = 12◦ the flow over the baseline was fully
attached whereas for the other modified models signs of flow separation coming from the
“troughs” in between “peaks” where the flow remained attached started showing. At
α = 18◦ the baseline model already showed a separated region covering the second half
of its chord length. At the same time the models with the largest wavelength showed
separation over 3/4 of their chord length. However the model 8M with the smaller
wavelength had a larger region of attached flow compared to the other two modified
models although still smaller to that of the baseline. After baseline’s stall, the flow over
the baseline was obviously fully separated whilst on the modified models although the
flow could be considered separated over most of the aerofoils surface, it remained attached
at the peaks being the model with the larger amplitude (4L) the one with the largest
attached region. From this, the authors concluded that the modified models are capable
of maintaining the lift after stall due to the strips of attached flow over the peak sections.
However in the pre-stall regime the protuberances turned out to be detrimental since
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the flow separation originated in the troughs caused earlier separation compared to the
baseline flow.
Afraid of that the variation on the leading edge curvature radius was the reason of
flow separation on the trough sections, Johari et al. tested a different model similar
to the 8M where the curvature radius at the troughs remained equal to the baseline.
Nevertheless the results showed that this had no major effect since very similar results
were obtained and hence they concluded that the reason for the special flow features
of the WLEs aerofoils are due to mainly the inclusion of the alternance between peaks
and troughs and not due to the leading edge geometry. Quantitative details as well as
flowfield mechanisms for the observed patterns were left unaddressed until future work.
Just three years after the here first mentioned paper, Miklosovic [35] published the
results of a set of wind tunnel experiments the purpose of which was to determine whether
the performance improvements found previously in WLEs semi-spanned wings resulted
from enhancements to the sectional characteristics of wings with tubercles or, on the
contrary were due to Reynolds number effects due to a tapered platform, or to other 3-D
effects such as spanwise stall progression. In order to separate both effects, Miklosovic
conducted experiments over a full-span (infinite) wing based on a NACA 0020 aerofoil at
the US Naval Academy at Re = 2.74× 105 and 2.77× 105 and free stream Mach number
M∞ = 0.13. Additional measurements similar to those in [34] are shown for the semispan
model. The infinite wing results are in accordance to Johari et al. [18] in the sense that the
undulated wings although showing a premature stall with lesser Clmax they had a softer
stall pattern that made them to be more effective past the clean (smooth) leading edge
model’s stall angle. On the other hand, while the baseline full-span model had a lift drop
of 13% at α ≈ 12◦, the finite scalloped-span model remain under positive dCl/dα beyond
that point and up to α ≈ 17◦ increasing the Clmax 4%. Moreover after stall the scalloped
finite wing lift curve remained always over the baseline, and in terms of drag, the scallops
only caused a drag increment for Cl values between 0.70 and 0.83. The flow surrounding
a WLE aerofoil is by nature 3-Dimensional since the surface gradients provoke pressure
gradients that induce vortical structures similarly to what happens in a “delta” wing
due to the sweep angle. The authors nevertheless stated that this vortical flow is not
comparable to that of vortex generators in the sense that vortex generators tend to both
increase Clmax and Cdmin, fact that does not happen at least in the infinite wing. On
the other hand, the finite wing benefited from the addition of leading edge tubercles and
enabled higher Clmax and αstall in comparison with the clean wing. Miklosovic postulated
that the combination of tapered platform shape and wavy shape confines the separation
to the wing tips, stopping it from causing stall at spanwise locations near to the wing
root.
An other paper that reinforces the fact that theWLEs might act as spanwise flow fences
is that of Ozen and Rockwell [38] who conducted Particle Image Velocimetry (PIV) over
finite plate-wings with and without sinusoidal leading edges, both attached to a body of
revolution on one of the wing tips. In contrast to all the previously mentioned studies,
Ozen and Rockwell studied the effect of the WLEs on a wing undergoing a flapping
motion. The experiments took place in a free-surface water channel at Re = 1300 which
yielded to coherent streamwise vortices. The wavy models were tested with an amplitude
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of 0.098c and a wavelength of 0.246c where c represents the chord. The flapping motion
is defined around the dihedral angle with a periodic sawtooth function that oscillates
between 30◦ and −30◦. The vorticity pictures located just after the leading edge of the
models showed a very thin layer of negative vorticity for the baseline whereas for the
WLE plate an ordered pattern of streamwise vorticity was shown. A little further in
the downstream direction, at half the chord length, the baseline showed a well defined
tip vortex as well as big (comparable to the tip vortex size) vorticity zones of both
signs. The undulated model, although it still had the tip vortex, did not show evident
signs of large-scale vortices in contrast to the straight leading edge plate. This was
corroborated by the study of the normalised spanwise velocity which showed very little
spanwise movements for the undulated model in comparison to the baseline, a side from
the tip vortex present in both cases. The streamlines at this plane also showed evidence of
highly three-dimensional flow on the baseline and just mild distortions for the sinusoidal
leading edge plate.
From the above reviewed papers one might think that the predominant parameters of
a WLE wing are the amplitude and the wavelength of the tubercles, however the following
reviewed papers of Hansen et al. [11] and Guerreiro and Sousa [4] suggest the existence
of at least two more.
Hansen et al. [11] conducted Hydrogen-Bubble visualisation and force measurements
in a closed-return water tunnel and an open-return wind tunnel respectively at the Uni-
versity of Adelaide. Water tunnel flow visualisations at Reynolds numbers of Re = 4370
and 5250 over a NACA 0021 are shown in this paper. Streaklines from these experiments
showed how streamwise vortices are created in the troughs between tubercles. These
vortices add a spanwise component to the flow which makes the undulated aerofoils to
have a highly three-dimensional flow in contrast to the straight leading edge baseline
model. The images showed how decreasing the intertubercle separation, i.e. decreasing
its wavelength, enhanced the interaction between vortices leading to an apparent in-
crease in turbulence which at the same time may lead to a higher momentum exchange.
Hansen [11] also discovered that models with the same tubercle sweep angle, this is with
the same amplitude to wavelength ratio (A/λ), had similar vortical structures. The au-
thors postulated that the wavelength may have a big impact on the momentum exchange
in the boundary layer whereas the tubercle sweep angle may have more influence on the
strength of the trough’s vortices.
As aforementioned, force measurements where taken in a wind tunnel; however the
Reynolds number of the experiment was Re = 1.2 × 105. In the study, two different
aerofoils were studied so the effect of the WLEs on different aerofoil geometries could
be compared. The aerofoils selected for the study where: the NACA 0021 (the same
used in the flow visualisation), and the NACA 65-021. The experiments were in great
agreement with previous studies [18], however the results showed that the tubercles were
more effective in the pre-stall regime for the NACA 65-021 than for the NACA 0021.
It was suggested [11] that the improved performance on the NACA 65-021 over the
NACA 0021 is due to the fact that the first mentioned aerofoil already has a softer stall
and lower Clmax compared to the second one. For the NACA 65-021 the position of
maximum thickness is beyond the extent of the laminar boundary layer, and hence it has
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a greater region where the aerofoil can benefit from the momentum exchange that the
WLEs add to the aerofoil’s characteristics. As regards of the post-stall behaviour, both
aerofoils showed improved characteristics when the sinusoidal leading edges were used.
The authors similarly to what was previously done by Johari et al. [18] separated the
effect of the tubercles amplitude from the wavelength when commenting their results.
In terms of tubercle amplitude, larger tubercles lead to smoother stall with the penalty
of reducing both the Clmax and αstall. On the other hand smaller tubercles achieved
higher Clmax values in comparison to larger tubercles while still having improved post-
stall performance than the baseline model. However, no matter the amplitude of the
tubercles, the modified models had always a stall angle smaller than the baseline (αWLEstall <
αbaselinestall ) and consequently an associated drag increase on drag compared to the baseline.
Nonetheless after the baseline stall angle the undulated aerofoils showed very similar if
not less drag production.
Regarding the tubercles wavelength, Hansen et al. [11] stated that despite initial exper-
iments showed that a reduction in the wavelength could be beneficial, later test pointed
out that for a given amplitude, there exist a limit beyond further reductions in the in-
tertubercle distance are no longer beneficial. Nonetheless, models with small wavelength
not exceeding the mentioned limit exhibited improvements in Clmax , αstall, and drag, in
comparison to longer wavelength models. This affirmations contrast with Johari [18] who
concluded that the wavelength had a minimum impact.
But the most interesting outcome in the writer’s opinion was that in the pre-stall
regime, undulated aerofoils with the same A/λ, or tubercle sweep angle, had very much
alike aerodynamic patterns; and for a given A/λ ratio the models with smaller wavelength
(and amplitude) achieved the largest Clmax , αstall and lowest drag. All in all the authors
recognise that although it is clear that the leading edge protuberances give rise to the
formation of streamwise vortices, the reasons behind the flow alteration produced by
the tubercles is not yet completely understood. They stated that it is unclear whether
the streamwise vortices have a similar effect to the edge vortices existing in delta wings
which increase the lifting capabilities of such wings, or on the contrary, they act as vortex
generators increasing the momentum exchange in the boundary layer and ultimately
delaying stall. Even so they claimed that the tubercles act in a very similar manner
to vortex generators based on some calculations comparing the effective height of the
tubercles with the effective device height of vortex generators. Those calculations yielded
to similar results when comparing both effective shapes with a potential flow calculation
of the boundary layer thickness. Moreover Hansen et al. [11] claimed that there exists
several analogies between the WLEs and vortex generators. In first place both create a
pair of counter-rotating vortices. Secondly, the device sweep angle (A/λ in WLEs) and
device separation (wavelength in WLEs) play a major role on the device effectiveness.
And last but non least, the tubercles seemed to be more effective in the post-stall regime,
which means that they are more effective at high AoA (and hence higher values of effective
height) as it happens with vortex generators.
In last place, the experiments conducted in the open-circuit wind tunnel of the Depart-
ment of Mechanical Engineering at Instituto Superior Te´cnico by Guerreiro and Sousa [4]
are reviewed. The researchers proved that a side from the parameters discussed above,
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the wing aspect ratio plays a big role on the flow characteristics and enhancement capabil-
ities of WLEs wings. The experiments were done over a finite-wing with a section based
on the NASA LS(1)-0417 aerofoil which presents a “predictable, docile stall behaviour”
in authors words. Two sets of wings with aspect ratio of AR = 1 and AR = 1.5 were
tested at two different flow conditions: Re = 1.4× 105 and Re = 7× 104. For the highest
Reynolds number and AR = 1 under investigation the baseline model (without sinusoidal
leading edges) did not stall for any of the tested AoA, consequently the undulated wings,
which in past experiments showed their most at post-stall regime, did not exhibit notable
differences, neither improvements or detriments. For AR = 1.5 the undulated models did
stand out, in particular after the baseline stall angle. For this aspect ratio the baseline
did stall with an abrupt drop in Cl at α = 17
◦. The scalloped wings although they all
stall before the baseline, as reported in many other papers mentioned before, they did it
in a much smoother way. For both AR diverse combinations of tubercles’ amplitude and
wavelength showed the best performance on combinations of large amplitude and large
wavelength which showed gains of 45% over the baseline with only 25% maximum loss.
This contrasts with what reported in the experiments of Hansen [11].
For the low Reynolds number experiment (Re = 7 × 104) both sets of wings were
superior to the straight leading edge models. For AR = 1 there were no appreciable signs
of traditional stall patterns in any of the models tested and the undulated wings had
greater lift coefficient over the whole range of AoA tested, in special at low AoA. For AR =
1.5 it was again observed a more typical stall behaviour from the baseline model however,
the sinusoidal models did not experience a remarkable reduction in either the Clmax or the
αstall while still being much superior to the baseline in post-stall regime. In light of these
results Guerreiro and Sousa [4] claimed that as well as the protuberances amplitude and
wavelength, the aspect ratio of a 3-D wing plays a huge role in the effectiveness on the
sinusoidal leading edge aerofoil lift performance. Furthermore, comparison of different
runs at different Reynolds number but with the same model geometry showed that the
sinusoidal leading edge lifting surfaces are less prone to performance deterioration due to
Reynolds number effects.
More recently, Zhang et al. [59] conducted an experimental study using a closed circuit
wind tunnel on WLE aerofoils based on the NACA 634 − 021 at Re = 2 × 105. The
turbulence intensity at the test section was 0.2%, and the models had a chord and span
of c = 100mm and s = 350mm. The modified aerofoil studied was based on a sinusoidal
leading edge with amplitude of A = 0.12c and wavelength of λLE = 0.25c, the same as
model 8L in Johari et al. [18]. The aerofoils were tested in a range of angles of attach
between α = 0◦ and α = 90◦ were they both performed force measurements of lift, drag
and momentum coefficients, as well as Particle Image Velocimetry (PIV) and surface-oil-
flow visualisation too, since vorticity was only available for ωx and ωz.
Force measurements were almost identical to those of Johari et al. [18], and hence
extensive analysis of those is not interesting here. Basically, they reinforce the idea that
WLE improve the aerofoil’s performance after stall of the baseline at the expense of
worsening it before that point. Again, stall pattern is shown to be much softer for the
modified aerofoil. At α = 18◦ PIV of ωz as well as velocity profiles along the chord show
that separation occurs earlier on both peak and trough sections compared to the baseline
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model, being the trough section the one with the separation point closest to the leading
edge. Contours of streamwise vorticity ωx show pairs of counter-rotating vortices created
by the spanwise flow that tends to converge the streaklines to the troughs as it is shown
by the oil-flow visualisation. In order to assess the flowfield in the characteristic region
were lift remains constant after stall, the researchers investigated the spanwise vorticity
contours for angles of attach of α = 12◦ and α = 23◦. By integration they obtained the
circulation corresponding both peak and troughs and it turned out that circulation values
remain also nearly constant with the variation of α. Nevertheless the circulation at the
troughs was higher, almost double, that at the peaks, despite having a lesser portion of
attached flow.
In combination with numerical experiments, Rostamzadeh et al. [44] performed surface
pressure measurements over wavy aerofoils using the low-speed KC Wind Tunnel at the
University of Adelaide at Re = 1.2× 105. Here just the experimental part is shown, and
the analysis of their numerical study can be found in the next section The researchers
added pressure taps at different sections of the WLE aerofoil as well as the baseline
aerofoil, both based on a NACA 0021 aerofoil section. On the modified aerofoil the
pressure measurements were performed on the peak, trough and middle sections. Pressure
measurements show that the addition of the sinusoidal leading edge clearly alters the
pressure distributions along the span. The trough sections have generally lower pressure,
and only the baseline geometry produces more negative pressure before the baseline’s
stall point. After this, also the middle section shows more negative pressure over the
suction side at α = 15◦, which is very close to the WLE model’s stall point. Otherwise
the trough section is the one that contributes the most to lift.
2.1.2 Numerical Studies of Wavy Leading Edges
In 2008, Pedro and Kobayashi [41], numerically replicated the experiments done by Mik-
losovic et al. [34]. The Reynolds number of the study was Re = 5 × 105 and the simu-
lations were carried out using the commercial software Fluent using a parallelised finite
volume technique. Turbulence modelling was tackled using Detached Eddy Simulations
(DES), a technique that uses Large Eddy Simulation (LES) outside the boundary layer
and Reynolds Averaged Navier-Stokes (RANS) modelling inside the boundary layer using
the Spalart-Allmaras turbulence model. The numerical method used was an implicit 2nd
Order accurate in both space and time. To simulate the flow in proximity of the surface
wall the first cell laid between 30 and 100 wall units. In total the grids used 2.6 million
elements. The simulation was ran for 5 mean flow residence time units with a time step
of 0.0001sec. Values of lift and drag coefficient showed great agreement with the corre-
sponding wind tunnel values measured by Miklosovic [34]. Comparisons of several flow
field quantities were done for a AoA α = 15◦ where the biggest differences between the
scalloped model and the baseline were found. Vorticity isosurfaces showed large stream-
wise vortices aligned with the tubercles. The researchers stated that these vortices act
in a similar manner to vortex generators, i.e. re-energise the boundary layer by carry-
ing high momentum close to the wall. To prove this isosurfaces of velocity magnitude
squared (which is proportional to the fluid momentum) were plotted and it was observed
that high momentum regions covered wider locations on the scalloped wing in compar-
13
ison to the straight leading edge wing. After investigation of vortical structures, the
authors investigated how separation happened in both wing geometries by means of sur-
face streak lines of Wall-Shear Stress (WSS). Nonetheless, because of the spanwise chord
variations consequence of the platform wing shape, two regions of moderate Reynolds
number close to the wing root, and low Reynolds number region close to the wing tip,
were considered separately. At a AoA of 12◦ both models showed similar flow patterns
with trailing edge separation at the moderate Re zone and leading edge separation closer
to the wing tip. Increasing the AoA from 12◦ to 18◦ caused the wing tip separation to
progress towards the root in the baseline model. On the other hand the scalloped model
did not suffer such degradation, and the flow patterns remained much similar to those
given at α = 12◦. Pedro and Kobayashi [41] hence concluded that the WLEs prevent
the separation to propagate from the tip to the root creating barriers associated with the
large spanwise vortices. They compared this behaviour with wing fence devices which
minimise three-dimensional flow features by adding physical barriers to the flow that
travels perpendicular to the mean flow.
In relation to Pedro and Kobayashi [41] Yoon et al. [57] also investigated by means of
Computational Fluid Dynamics the effect of sinusoidal protuberances on three-dimensional
finite wings; however they performed a numerical study on rectangular finite wings in-
stead. Those rectangular wings had sinusoidal leading edges covering different portions
of the wing’s span at a Reynolds number of Re = 106 which was double of that used
in [41]. The models used were of constant tubercles wavelength and amplitude and the
only difference between models was the percentage of the span covered by the undulations
(waviness ratio they called). The baseline model, without any leading edge modifications,
had a section based on the NACA 0020 aerofoil. A side from the baseline, five models
with waviness ratios ranging from 0.2 to 1.0 were investigated. The numerical method
involved solving the steady RANS equations with at k − ω SST turbulence model. The
spacial order of accuracy of the computations was not mentioned though. The first cell of
the grid near the wall surface laid under one wall unit and the total number of cells used
was 2.3 million. Force coefficient reported that the baseline followed a linear progression
in lift up to its stall angle of 20◦ where it produced the highest lift value. Models with
undulated leading edges perform differently to the baseline, with the exception of the
model with 0.2 waviness ratio, which was almost identical to the baseline. The other
models with undulations stalled earlier than the baseline at α = 16◦ but, equally to
what reported by the experiments of Miklosovic [34, 35], Johari [18] and Hansen [11],
their stall characteristics were much more stabler than the straight leading edge model.
Furthermore in the post-stall regime undulated models showed improved lift capabilities
being the model with WLE covering the entire span the best of them with improvements
of 10–15% in lift coefficient.
Surface pressure contours were analysed for three different AoA of 16,20 and 32◦.
Those angles represented the stall angle of the wavy models, the stall angle of the baseline
model and a post-stall regime angle respectively. At α = 16◦ the baseline showed a two-
dimensional distribution away from the wing tip vortex typical of attached flow conditions.
This was even present in the models with modifications in the leading edge with the
exception of the model with waviness ratio of 0.6 which showed a disrupted distribution.
Having this model different distribution was not a surprise since it was the first to stall
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even earlier than the other modified models at α < 16◦. The other wavy models although
having a similar pressure distribution to the baseline in the last three quarters of their
chord length, presented a patterned distribution in the leading edge area. At this chord
location, the troughs between tubercles were associated with low pressure zones while
the peaks were associated with higher pressures. As the AoA is increased up to 20◦ the
flow in the inboard of the baseline begun to deviate from its two-dimensional pattern
with pressure gradients in the spanwise direction in the second half of its chord. The
same could be said about the models with waviness ratios of 0.2 and 0.4. However as
the waviness ratio grew from 0.6 to 1.0 a new zone of started to develop at the first
quarter of the span just after the wing tip vortex influence zone finished. At that region
large pressure coefficient gradients in the span direction were limited to the leading edge
where the sinusoidal shape makes them unavoidable, but form then onwards are almost
non-existent. Further increase in the AoA (α = 32 deg) finished with any sign of flow
coherence for the baseline model where the flow was supposed to be fully detached.
Similarly the scalloped models also lack of flow coherence although there appeared low
pressure zones just after the protuberances with increasing waviness ratio.
Surface streaklines of WSS confirmed what stated in the last paragraph. Reversed and
highly three-dimensional flow was seen where pressure gradients were observed for AoA
20 and 32◦. Particularly at the highest AoA the flow seemed to be fully detached from the
leading edge to the trailing edge. Despite this fact the models including waviness ratios
higher than 0.2 still had proven to produce much more lift at this conditions. The authors,
following previous researchers’ hypothesis, postulated that the lift enhancement was due
to the WLEs acting as vortex generators that promote the mixing in the boundary layer
increasing its momentum and prolonging the attachment zone. This affirmation does not
agree with the WSS visualisations seen in the paper. The authors also included isosurfaces
of spanwise vorticity at the same angles of attack. The images showed how vorticity is
channelled in between protuberances and tend to merge or collapse to the zones were
lower pressures were reported. It seems unclear whether the vortical structures were
attracted to a previous existent low pressure zone or the accumulation of vortices creates
the low pressure zone by it self. What it is clear is that low pressure zones positive
correlate with zones where the vortices appear, which makes the WLEs effect to be more
alike to the “delta wing effect” than to vortex generators’ effect.
The work of Weber et al. [54] relates to [41, 57] since it was a numerical study carried
out on wings with the same geometry of [41] but using a Reynolds Averaged approach
as in [57]. In contrast to the last two, the simulations were not produced using the com-
mercial software Fluent. The programs used in this occasion were STAR-CCM+ and
SolidWorks Flow simulation (SFS). The spatial order of accuracy of the computations
was not mentioned but the time step used for the unsteady calculations performed was
∆t = 2.59 × 10−5. The models tested in this numerical experiment replicate those of
Miklosovic et al. [34], so the wings tested where highly tapered with a semi-elliptical
platform shape in contrast with [57], who used rectangular platforms. To validate and
verify their results Weber et al. [54] performed several grid dependence studies on both
codes until they reached their maximum computational power without still being grid
converged. Nevertheless they also did a turbulence model dependence study that showed
that the Spalart-Allmaras model using STAR-CCM+ was superior at low angles of attack
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(α < 6◦) with very good agreement with the experimental results of Miklosovic et al. [35].
At a moderate angle of attack lesser than the stall angle, again STAR-CCM+ showed to
be superior to SFS, this time shifting to the k − ω turbulence model. Also at this stage
unsteady calculations were used. In the post-stall regime the SFS with k − ǫ turbulence
model was the code giving the best agreement with experiments although neither the
programs with any turbulence model combination managed to capture correctly the stall
angle or the lift an drag coefficients with enough accuracy. This shows that the RANS
capabilities may not be enough to deal with this kind of problem with massive separa-
tion and high shear stress tensor variations from point to point. In fact, a side from the
Spalart-Allmaras model for low angles of attack, all models either overpredicted or un-
derpredicted the CD with maximum errors of more than one order of magnitude. Despite
the results of this numerical investigation are not very accurate, the flow visualisations
that can be extracted from them are still useful to understand the stall mechanisms of
a scalloped wing. Streamwise velocity and pressure contours (from STAR-CCM+), and
streamlines and pressure distributions (from SFS) can be found in this paper.
The images show how for the non-scalloped wing, the separation begun with a trailing
edge separation starting from the tip and progressing to the root and leading edge as the
AoA was increased. On the other hand, although still presenting a similar pattern, the
scalloped models had separation starting from the troughs between tubercles as mentioned
in [11, 18, 41], and past the stall angle were able to maintain regions of apparent attached
flow. The pressure contours showed in the paper are difficult to interpret because of
the black and white images presented, nonetheless the authors cleverly attached point
measurements at one trough and one peak tubercle locations which showed that the
minimum pressure was always measured at the troughs which agrees with [57]. The
authors relate the early stall in the trough regions with the upwash consequence of the pair
of counter-rotating vortices that are created at each tubercle. This upwash flow increases
the effective AoA at this sections which ultimately cause their early stall. In contrast the
vortices generate a downwash flow on the peak sections which reduces their effective angle
of attack making them more prone to flow attachment. In addition as aforementioned
the lowest pressure on the troughs combined with the upwash flow resulted in severe
adverse pressure gradients in these sections which are known to be highly related with
fluid flow separation. This statements were confirmed by the inspection of different
pressure coefficient distributions on the peak, trough and a baseline section. It was
clear that the higher adverse pressure gradients were experienced by the trough regions
followed by the baseline sections and lastly by the peak sections with the weakest adverse
pressure gradient among them. The authors compared the tubercles with small delta
wings located at the leading edge that caused the creation of streamwise vortices due to
pressure differences between the suction and the pressure sides of the lifting surface.
Until now all the papers tend to promote the idea that the WLEs when applied
to infinite wings deteriorate the lifting capabilities in the pre-stall regime while at the
same time enhancing them in the post-stall regime. In the work of Zhang et al. [56]
this is not the case. Zhang et al. conducted numerical simulation of sinusoidal leading
edge aerofoils using a multigrid finite volume method for the solution of the URANS
equations with the k − ω SST closure turbulence model. Although in the paper the
authors studied the effect of the undulations on both static and flapping configurations,
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only static cases are considered in this review. After accomplishment of grid and time
step dependence studies the lift measurements showed that the WLEs produced in all
cases tested more lift than the baseline model. However it is worth saying that the
Reynolds number of this numerical experiment was the lowest among all the simulations
presented up to now with Re = 1 × 104 which could be the reason for such different
results. Guerreiro and Sousa [4] already showed that at low Re their experiments showed
similar results but for a finite wing of AR = 1 and the wings studied here where of
infinite AR. However familiar flow features were also depicted in this investigation. The
minimum registered pressure values were again found in the troughs where also vortical
structures were created. It was also found that the most adverse pressure gradients were
those located at the troughs and the weaker ones at the peaks. Pressure contours of
the models with tubercles amplitudes of 0.05c and 0.10c with respectively wavelengths of
0.25c and 0.50c showed very similar contour patterns. One might realise that this agrees
with Hansen et al. [11] since the amplitude to wavelength ratio of those cases is the same
A/λ = 0.05/0.25 = 0.10/0.50 = 0.20. It may be recalled that Hansen et al. [11] suggested
that similar values of this ratio would lead to similar flow patterns.
The lowest Re numerical investigation reported here is not that of Zhang et al. [56] but
that of Favier et al. [7] with Re = 800. The method they used to numerically solve the
Navier-Stokes equations was DNS which is quite stringent in terms of Reynolds number.
They used a Cartesian 3-D mesh with a immersed boundary method over a NACA 0020
aerofoil based section. An infinite wing with periodic boundary conditions in the span
direction was used. Both convective and diffusive fluxes were approximated using a
2nd order accurate central finite difference with a fractional time-step (three-steps low-
storage Runge-Kutta) method for the time advancement. They used an incompressible
formulation with a 2nd order semi-implicit pressure corrector procedure. The final grid
used by the researchers was made of 6× 106 points, and the procedure they followed was
validated against experimental data at α = 20◦, the same angle of attack they used for the
whole set of simulations. This angle of attack was chosen to be in the post-stall regime of
the NACA 0020 since most of the literature showed this was the range where more benefits
could be obtained from the WLEs. For this flow conditions of Re = 800 and α = 20◦, the
authors performed a parametric study on the amplitude and wavelength of the tubercles.
They found out that for a given combination (A=0.07c and λ = 1.0c namely) the vortex
shedding experienced by the baseline was stopped and a quasi-steady behaviour was
obtained at the expense of lower lift coefficient (lower drag was also obtained). For
that given wavelength of λ = 1.0c they found out that decreasing the amplitude also
increased of both lift and drag fluctuations. Further investigation of isosurfaces of zero
streamwise velocity flow showed that the tubercles highly disrupt the separation topology
on the spanwise direction. While the baseline without any leading edge modifications
experienced an homogeneous leading edge separation along the entire span, the undulated
model with A = 0.07c and λ = 1.0c showed leading edge separation limited to the troughs.
At the same time, signs of attached flow were seen at a thin strip located at the peak
span section. This again agreed with other researchers [11, 18, 54, 56, 57].
Favier et al. [7] claim that the morphology of the flow over a WLE aerofoil is driven
by streamwise vortices however they disagree with the general trend that associates the
presence of those vortices with the pressure difference on the leading edge protuberances
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(sort of small delta wings). They proposed instead that the vortices are created by velocity
gradients in the spanwise direction that evolve into Kelvin–Helmhotz instabilities that
create vertical vorticity tubes that are almost instantaneously tilted by the bulk flow
and aligned with the free stream. To prove that the authors used longitudinal velocity
fluctuation profiles in the wake which showed slower flow at the peak’s sections and
faster flow at the troughs. They state that this additionally brings more momentum to
the boundary layer which makes attachment more likely. However no mention on what
makes that particular combination of amplitude and wavelength (A = 0.07c and λ = 1.0c)
more stable was done.
Favier also coauthored with Skillen from University of Manchester in Skillen et al. [49].
In this paper the authors replicate the experiments of Hansen [11] at α = 20◦ and
Re = 1.2 × 105. Incompressible Large Eddy Simulation was used to solve the filtered
Navier-Stokes equations using a finite volume technique. The discretisation was 2nd
order accurate in space and time. The aerofoil section used was a NACA 0021, and the
WLE parameters used were hLE = 0.015c¯ and λLE = 0.11c¯. Force coefficient values from
computations show to be 15% off with respect to Hansen [11], which authors claimed that
was due to the fact that the numerical simulations were initially started from a laminar
condition whereas the experimental study was performed in a wind tunnel with 0.8%
turbulence intensity. Despite this fact, they proceeded to examine the results obtained.
Basically the undulations act to remove the oscillations in both force coefficients as
observed in aforementioned papers. It is also shown how while at α = 20◦ the baseline
is deep stall, the WLE model has portions of attached flow at the peak sections. At
he trough sections a small laminar separation bubble is located near the leading edge,
and then further downstream the flow finally separates. The authors suggest that the
flow is deflected by the leading edge geometry towards the troughs, accelerating it, and
ultimately creating suction peaks that in the end trigger more adverse pressure gradients
on these sections. Skillen et al. [49] conclude that the variation of pressure in span
generate the appearance of pairs of streamwise vortices that increase the momentum
transfer from outside the boundary layer towards the peaks and ultimately makes them
less prone to separation. This portions of attached flow, they say, are accountable for
the extra lift generated by the modified aerofoils compared to the straight leading edge
aerofoils. Nonetheless a sectional pressure plot presented in the paper suggests that the
trough regions could produce more lift due to the more negative pressure values on the
suction side, since the pressure side is identical for all the span sections.
As mentioned earlier, Rostamzadeh et al. [44] performed both numerical and exper-
imental studies over WLE aerofoils based on the NACA 0021 section. Both numerical
and experimental studies were performed at Re = 1.2 × 105. The numerical method
used was a Reynolds Averaged Navier Stokes (RANS) method, in particular the SST
model was used combined with a finite volume solver (Ansys CFX 12.1). From numerical
results, circulation was computed at all span locations, and shown a sinusoidal pattern
similar to that of the leading edge geometry. The tubercles, they say, ripple the spanwise
vortex sheets which in turn trigger the already mentioned counter-rotating streamwise
vortex pairs. The authors claim that the mechanism of formation of these streamwise
vortices is basically of Prandtl’s secondary flow of first kind, where vorticity is reoriented
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from the spanwise direction towards the streamwise direction. Rostamzadeh et al. [44]
depicted some key locations of the flow generated by the WLE geometry. First, from the
shear stress lines, a point of detachment is found in the trough section, which then is
followed downstream by a saddle point. In between those points a separation bubble was
identified. Additionally, the flow from the peaks that escapes from the strong negative
pressure gradient that attracts the flow towards the troughs, spirals into two foci near
the trailing edge. Inspection of different WLE parameters, and different angles of attack,
it can be seen that the shape and size of these key locations varies. For example, before
the baseline’s is reached, decreasing the WLE’s wavelength λLE, and increasing the angle
of attack α, both tend to break the separation bubble along the span, resulting in several
bubbles all located at the same chord position. On top of this, increasing α also increases
the size of the separation zone in the streamwise direction, as well as moving it further
upstream. If α is increased enough the separation bubble and the foci region merge into
a big separation zone which covers most of the chord length.
After baseline’s post-stall angle, while the baseline is completely separated, the mod-
ified foils still have portions of attached flow. However these regions have complicated
patterns which change depending on theWLE parameters (amplitude hLE and wavelength
λLE). Nevertheless, sectional lift plots show that maximum lift is always achieved at mid-
dle sections. Additionally, contour plots of streamwise vorticity on flow-perpendicular
planes located downstream the aerofoils show that the relation hLE/λLE is directly pro-
portional to the strength of the streamwise vortices.
To close this section, the work of Lau et al. [32] is revisited. In contrast with the
previous mentioned scientific papers, the calculations performed here are of aeroacoustic
nature. No viscous effects were taken into account and hence the authors used the
unsteady Euler equations which they solved using a high-order accurate numerical scheme
(4th order accurate in space and time). The flow around a NACA 0015 was simulated
for different wavy leading edge geometries which they compared to a straight leading
edge baseline. The flow was seeded with synthetic turbulence in order to evaluate the
effect of the sinusoidal shapes on the aerofoil gust interaction noise. It was found out
that the scalloped aerofoils reduced the sound produced by the lifting surface and more
important that this reduction was strongly related with the ratio between the tubercles
peak-to-peak amplitude and the gust wavelength, i.e. LEA/λg, with higher values of
this ratio achieving the strongest noise reductions. However this reduction where found
to saturate at a certain value of LEA/λg beyond which no more significant reductions
were reported. On the other hand the wavelength of the protuberances showed minimum
effect on noise reduction. The researchers discovered that the reduction was caused by a
shifted phase response at different spanwise sections while for the baseline the pressure
oscillations where in phase independently of the spanwise location of the measurement.
This suggests that the WLEs, a side from making the flow more resistant to lifting force
deterioration in the post-stall regime as mentioned in the rest of the papers, can also offer
more robust performance against upstream flow disturbances. The sound production of
an aerofoil due to gust interaction is associated with pressure force oscillations and hence
if the noise of this interaction is reduced it means that the force fluctuations are softened
which ultimately leads to more controllable lifting devices.
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2.1.3 Wavy Leading Edges Recapitulation
In the last two subsections the more relevant experimental and numerical studies found
by the author have been revisited. Nevertheless because the amount of information to
be processed by the reader might be too large a recapitulation subsection is provided
here which highlight the most important findings as well as common and contrasting
statements done by past researchers in the matter of WLEs.
Results are different depending on whether the wings studied where of finite span [4,
8, 34, 38, 41, 54, 57] or infinite span [7, 11, 18, 32, 35, 44, 49, 56]. The experiments with
finite wings include wing tip vortices and separation usually starts at the tips of the wing
and then progresses towards the root. None of this effects is present using the infinite
wing approach.
The studies have all been carried out between a range of 800 ≥ Re ≥ 106. The
WLEs seem to perform better than the straight leading edge aerofoils in the post stall
regime for any given Re [4, 8, 11, 18, 34, 35, 41, 54, 56, 57] but only in few cases turned
out to be better than the baseline in the pre-stall regime [4, 34, 56]. This performance
enhancement in the pre-stall regime is mainly present in experiments at low Re and finite
wing arrangements. Anyway all papers reviewed seem to agree to say that WLEs tend
to have softer stall characteristics.
Separation/Attachment patters have been related to the wavy leading edge profiles.
The flow seems to easily separate at the troughs while it remains attached at the peaks [7,
11, 18, 44, 49, 54]. Different pressure distributions are also observed due to the WLEs with
higher pressure zones on the peaks and lower pressure zones at the troughs [41, 56, 57].
This patterned behaviour in the spanwise direction seems to be related to the appearance
of streamwise vortices [7, 11, 18, 41, 44, 49, 54, 57]. In particular Favier et al. [7] state
that the vortices are created due to velocity gradients in the spanwise direction (faster
flow in the troughs [7, 8]) which trigger Kelvin-Helmholtz instabilities. These instabilities
create vortices in the vertical direction that are immediately tilted and convected by the
mean flow. Hansen et al. [11] found out that the interaction between these vortices is
governed by the tubercles wavelength λ. At the same time they also believe that similar
to the Vortex Generators, the sweep angle A/λ defines the vortex structure. Hansen et
al. [11] also compared the Vortex generator’s device height with the tubercles amplitude.
Force fluctuation reductions have also been measured [7, 32] which makes the WLEs
very promising for applications facing highly disrupted flow conditions. In particular Lau
et al. [32] found out that WLEs can help to reduce the pressure fluctuations over a lifting
surface interacting with inflow turbulent flows.
Although many experiments have been carried out, it is still unclear what are the
physical mechanisms that make the WLEs to be much better in post-stall regime. Some
researchers say that the partial attachment at the peaks would be the reason [18]. Others
claim that the tubercles can act as spanwise fences that confines separation to the wing
tips [35, 38, 41], whereas many of them claim that the main reason of better post-stall
performance is due to momentum exchange in the boundary layer due to the vortical
structures induced by the tubercles [8, 11, 34, 41]. Additionally there exists the believe
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that the partial attachment at the peaks is related to the streamwise vortices that reduce
the effective angle of attack because of the downwash flow [54].
2.2 Tandem Aerofoils Review
In the introduction Chapter 1 it has been mentioned that investigations are carried out
on a tandem aerofoil configuration where the second element will have a wavy leading
edge. It is worthwhile then define what exactly is considered as a tandem configuration
herein. Figure 2.1 represents a typical tandem configuration like the ones that will be
tested during this project. The main parameters are the horizontal distance between the
leading edges, i.e. Stagger = S, the vertical distance, i.e. Gap = G, and the angle of
attack of each aerofoil, i.e. δ1, and δ2. The symbols O1, and O2 represent the coordinates
at the leading edges of their respecting aerofoils. The difference between both angles of







Figure 2.1: Tandem Configuration Parameters
This configuration has many applications. It can be used for simulating the effect
of canard-wing interaction, or wing-tail interaction for example. If the second element
is placed very close to the first it can be considered as a flap element although they
usually tend to be much smaller than the main element. If the smaller element is the first
one, it can be then considered as a slat element. Both flap and slat configurations are
high-lift configurations. The main purpose of high-lift configurations is to increase the
Clmax of the main element at the expense of reducing the lifting capabilities of secondary
elements. Tandem aerofoils are also representative of rotational lifting devices. Same
spanwise sections of different blades can be seen as tandem aerofoils.
One of the most common direct applications of tandem aerofoils is the two-element
high-lift arrangement. This is composed by a main aerofoil or element and a second,
smaller element called flap. And for flap configurations the paper published by A.M.O.
Smith in 1975 [50] might be the most referenced one. The author notes that the use
of multi-element configurations for high-lift has been present since early XX century.
Although it has been suggested that a single aerofoil shape can obtain the same amount
of lift as a multi- element design, Smith states that properly designed multi-element are
more convenient and that generally the greater the number of elements the greater the
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lift. Because of Bernoulli equation it is well known that that if the surface is to lift the
velocity over it must be higher than that in the pressure surface. But when the flow
reaches the trailing edge the flow is decelerated to velocities even lower than the free-
stream. If this deceleration is too stiff it may cause separation because of the high adverse
pressure gradient (APG). Two major aspects then arise when designing high-lift devices:
1) The analysis of the boundary layer, prediction of separation, and determination of the
kinds of flows that are most favourable with respect to separation; and 2) analysis of the
inviscid flow about a given shape with the purpose of finding shapes that put the least
stress on the boundary layer.
Smith points out that one of the biggest misconceptions in multi-element aerodynamics
is that slots supply a blowing type of boundary layer control. Instead the author highlights
the five major effects present in a common high-lift configuration using multi-element
aerofoils.
1. Slat effect: The circulation velocities of a former element, for example, a slat, run
counter to the velocities on a downstream element in its LE zone and so reduce
pressure peaks on the downstream element. The effect of this slat effect is to delay
the stall angle. In the case of Tandem Aerofoils the aft element should stall at
higher angles of attack.
2. Circulation effect: The upstream element is also benefited by the presence of the
downstream element which causes the trailing edge of the adjacent upstream ele-
ment to be in a region of high velocity that is inclined to the mean line at the rear of
the forward element. Such flow inclination induces considerably greater circulation
on the forward element.
3. Dumping effect: Because the trailing edge of a forward element is in a region of
velocity appreciably higher than free-stream, hence the flow in the boundary layer
does not suffer such a severe deceleration as it would happened in isolation. The
higher discharge velocity relieves the pressure rise impressed on the boundary layer,
thus alleviating separation problems or permitting increased lift.
4. Off-the-surface pressure recovery: The boundary layer from forward elements is
dumped at velocities appreciably higher than free-stream. The final deceleration
to free-stream velocity is done in an efficient manner. The deceleration of the wake
occurs out of contact with a wall. Such a method is more effective than the best
possible deceleration in contact with a wall.
5. Fresh-boundary-layer effect: Each new element starts out with a fresh boundary
layer at its LE. Breaking up a flow into several short boundary layer runs reduces
the risk of separation because thin boundary layers can withstand stronger adverse
gradients than thick ones and thus lift can be increased.
To shed some light on this matter the past work of several researches is reviewed here
concerning tandem aerofoil configurations. Rhodes [43] conducted inviscid computations
they linked with a momentum integral boundary-layer analysis tool to investigate the
effect of the key parameters of a sweep-forward-sweep-rearward (SFSR) tandem wing.
Their parametric study showed that closely staggered aerofoils with negative decalage at
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a constant gap, enhanced the lifting capabilities in comparison with the single element.
On the other hand, positive decalage performed poorly. The experiments showed that
whatsoever the combination the flow of each wing was highly influenced by the presence
of a second wing. For the fore wing the effect of the additional element was to have higher
effective angle of attack whereas for the aft wing the effective angle of attack was reduced
which agrees with [50]. In general decreasing the space in between the aerofoils tends to
increase the efficiency of the hole system. But this improvement is no longer present if
the elements are too close to each other when interaction becomes too strong. Increasing
the angle AoA of the aft element results in an indirect increase of the fore element’s lift
and decrease of its drag. At the same time, having positive decalage, i.e. δ1 > δ2, is very
much detrimental to the aft element.
Khan and Mueller [20] also performed a parametric study for a canard-wing system.
The main purpose of their study was to investigate the effect of the relative position of the
canard to the interaction of the canard’s tip vortex and the downstream wing section.
The were conducted in the open circuit South subsonic wind tunnel of the Aerospace
Laboratory at Notre Dame. The parametric study focused on the gap and maintained
a fixed value of stagger. The experiment focused on the low Reynolds number effects
(Re = 1.5 × 105 for these experiments), mainly the laminar separation bubbles. The
results showed that when the aerofoils are located at G = 0 there exists a reduction
on both lift and drag wing’s coefficients. Nonetheless the reduction in drag is more
drastic than that of lift and consequently an overall increase in the wings efficiency can
be achieved. The drop in both coefficients is associated by Khan and Mueller [20] to the
downwash and upwash effects of the canard’s tip vortex. For a flow incidence angle of
α = 0◦, in terms of drag, in the wing’s upper surface, the upwash shifts the separation
bubble upstream while the at the downwash region it is shifted downstream. At the same
time, in the wing’s lower surface there is no bubble in the inboard half of the wing’s span,
indicating that the flow remains laminar there. Khan and Mueller [20] state that that is
the main reason for the drag decrease. If the incidence angle is increased to α = 10◦ the
presence of turbulent boundary layer separation balances the gains obtained by increasing
the laminar zone at the inboard zone and the wing’s efficiency drops considerably. It was
also observed that as the vertical distance between elements was increased the effect of
the canard was less noticeable and the aerodynamic coefficients approached those of the
single wing configuration. It is worth saying that the effect of the upstream element was
weaker for configurations where the canard laid below the wing because the downwash
effect is also weaker above the canard’s wake [20].
Low Reynolds (Re = 8.5 × 104 and 2 × 105) experiments were also conducted by
Scharpf and Mueller [46]. However the experiments avoid the presence of tip vortices
by the use of endplates. Force measurements were taken individually for each element
at different angles of attack while the other element was kept at a fixed angle. On one
hand, for a fixed δ1, the lift coefficient of the aft element turned out to be lesser than
that of the single aerofoil. Nonetheless whilst the single element stalled at α ≈ 16◦
the tandem’s second element did not stall for any of the tested δ2’s as suggested by
Smith [50]. On the other hand, the tests at fixed δ2 showed that the fore element of a
tandem configuration has greater lift coefficients than the single element, and that these
are even larger for larger values of δ2 which was also anticipated by Smith [50]. Pressure
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distributions also confirm that the pressure peak is reduced for the aft element and that
a less adverse pressure gradient is experienced by the fore element due to the presence
of the downstream element. For both elements drag tend to be lower than that of the
single element configuration for most of the tested angles. The authors conclude that the
differences between the tandem and the single configurations are originated by the fact
that although both elements are facing the same free stream conditions far upstream the
effective angles of attack experienced by each of the aerofoils are completely modified by
the presence of the other element. It is also noticeable that the tandem configuration
increases the separation hysteresis range and that it is directly influenced by the decalage
angle.
Fanjoy and Dorney [6] performed numerical simulations over a tandem aerofoil con-
figuration formed by a pair of NACA 0012 aerofoils using an unsteady two-dimensional
Navier-Stokes solver. The numerical scheme was 3rd order spatially and 2nd temporally
accurate which used an upwind scheme for the inviscid fluxes and a standard central dif-
ference scheme for the viscous terms. The numerical integration was done implicitly and
Newton sub-iteration were used at each global time step for numerical stability. The grid
used combined an H-Grid and an O-Grid which were overlaid. The closest cells to the
walls where of y+ = 0.5. The investigations concerned different tandem configurations
varying stagger S, and the flow incidence angle, but keeping the gap fixed at G = 0 at
Re = 6 × 106. A direct consequence of varying the angle of attack of the aerofoils by
changing the free stream incidence is that the wake of the fore element, which is con-
ducted by the bulk velocity, might avoid the aft element at even relatively small AoA.
That technique is commonly used with single element aerofoils but has some issues when
used with more than one aerofoil. Consequently for each run of fixed S, the relative angle
of attack for the aft aerofoil was computed as well as the aerodynamic coefficients for
both aerofoils. At S = 4c the interaction between elements was already noticeable with
the aft element seeing a smaller effective angle of attack. Further decrease of the stagger
distance to S = 3c made the effect become stronger, however at S = 2c the effective
AoA of the aft element was higher than for S = 3c. Independently of the effective AoA,
the lift and the drag of the aft element decreased and increased respectively when de-
creasing the stagger. In contrast the performance of the fore aerofoil was substantially
enhanced at lower stagger distances with increased lift and reduced drag. These results
agree with [20, 43, 46, 50] which clearly shows that the increase of the fore element’s
performance is always at the expense of the detriment in the aft element.
Zhang and Yang [58] replicated the experiments of Scharpf [46] at Re = 8.5×104 using
a RANS approach with a k − ǫ turbulence model. They performed a parametric study
for different decalage angles, gap and stagger distances. As previous results, the fore
element, the canard, has enhanced capabilities compared to the single element case, but
the aft element reduces its lifting capabilities. Nevertheless for the aft element, despite
having less lift, its stall angle is increased by the presence of the upstream element. The
authors [58] related the lift increase on the canard to the upwash flow field created by the
wing and the detrimental effect on the wing with the downwash of the canard. As for the
relative position of the aerofoils, the experiments showed that the best performance is
achieved when the canard is located above the wing, i.e. when gap is positive as defined
in Figure 2.1. It was also concluded that for the effect of tandem aerofoils be considerable
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the stagger distance has to be small enough because the experiments at 1.5 chord distance
stagger showed greater lift increments for the canard (and also greater detriments for the
wing) than those using 3 chord lengths of stagger distance.
At high angles of attack aerofoils start shedding vortices at its trailing edge. In a
tandem configuration the vortices shed by the fore element have a direct impact on
the second element. The effect of such interaction was investigated by Shirsath and
Mukherjee [48] using two-dimensional Navier-Stokes computations with a SST k − ω
turbulence model. Simulations were obviously of unsteady nature since they focused
on the effect of the vortices coming from the fore element and then impinging in the
aft aerofoil. For simulations where δ1 = δ2 the fore element tend to increase its lift
after shedding a vortex progressively while the aft element experienced a significant peak
at different time levels depending on the stagger distance due to the vortex probably
climbing over its suction surface. The vortices carry low pressure in their cores which
could explain why there exists such a sudden increase in lift on the rear aerofoil. The
authors however did not mentioned any of this as the cause for the lift improvement
and they just limited to describe the results obtained. After the lift peak, the aft aerofoil
reduced its lift down to lower values of that of the fore element, as it had been reported in
past papers. Another set of experiments were conducted by Shirsath and Mukherjee [48]
at fixed δ1 and different values for δ2. Increasing δ2 made the peak to be even stronger.
It was also seen that for a fixed δ1, increasing δ2 not only increases the lift of the pitched
aerofoil but also the upstream aerofoil’s lift too with a sudden change in ∂Cl/∂t at the
impingement moment.
2.3 High-Order Numerical Schemes Review
Because every problem in Fluid Mechanics is governed by a set of non-linear partial
differential equations, i.e. the Navier-Stokes Equations, every problem tends to develop a
very large range of length and time scales. So if maximum accuracy is requested, one has
to fully resolve the entire range of scales, from the biggest to the smallest. However there
are many different ways of approaching a problem which may give different results in terms
of accuracy where the most accurate calculations are Direct Numerical Simulations (DNS)
followed by the Large Eddy Simulations (LES) in second place. In the first mentioned,
the whole range of scales is computed whereas for the second almost all the entire range
is computed (resolved) and the effect of the rest, i.e. the effect of the smallest scales is
modelled. There are however other methods that, although less accurate, do not require
such big computational power as the ones just mentioned. An example of this could be
the (U)RANS or Reynolds Averaged Navier-Stokes models.
Of the approaches mentioned beforehand the last is the preferred by the industry
because can offer “quick” results up to some degree of accuracy whereas in research and
academy more accurate methods are required. Other fields such as Aeroacoustics also
demand a high level of accuracy, specially at the highest end of the wavelength spectrum.
For such reasons, Spectral Methods have been traditionally used since they can faithfully
represent the fluid dynamic variables and its derivatives among the whole range of scales.
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Unfortunately the use of these methods strongly restricts the complexity of the geometries
to study and the boundary conditions used. Other methods can overcome this limitations
whilst still retaining the characteristic high-accuracy of the spectral methods up to some
point. We focus here hence in one of these alternative methods, i.e. High-Order Compact
(OHOC) Finite Difference schemes.
2.3.1 Interior Schemes
The basis of OHOC schemes is found in the Pade´ scheme in the form of its seven-point
stencil which can be expressed as:


















Based on this, an approximation to the fist derivative was first suggested by Kreiss in
1974’s Annual Review for Fluid Mechanics [37, p. 288] and lately tested by Hirsh [14].
Hirsh [14] stated that while standard High-Order Finite Difference schemes tend to use
large stencils, the formulation shown in Equation 2.1 is much more compact, i.e. it uses
only a grid point and its immediate neighbours, and thus allows the use of standard
tridiagonal solvers such as the ones used with the 2nd order Central scheme whilst still
retaining the 4th order of accuracy. But not only that but also comparing with the 4th
order standard representation, although both exhibit the same order of accuracy, the
compact scheme generates slightly more accurate results since the truncation coefficients
are smaller.
On his 1992 paper, Lele [33] analysed the approximation of function derivatives in
the form of Equation 2.1. Matching this equation with a Taylor series he obtained the
following coefficient expressions for different orders of accuracy where the first unmatched
coefficient determines the order of the truncation error.
a+ b+ c = 1 + 2α + 2β (second order) (2.2a)
a+ 22b+ 32c = 2
3!
2!
(α + 22β) (fourth order) (2.2b)
a+ 24b+ 34c = 2
5!
4!
(α + 24β) (sixth order) (2.2c)
a+ 26b+ 36c = 2
7!
6!
(α + 26β) (eighth order) (2.2d)
a+ 28b+ 38c = 2
9!
8!
(α + 28β) (tenth order) (2.2e)
It is noted that for the set of equations formed by Equations 2.1 and 2.2 if the system
is restricted to β = 0 the derivatives can be obtained by solving a tridiagonal system of
equations. However if β is nonzero the system is solved inverting a width-five banded
matrix. Different parameter families can be obtained depending on the order of accuracy
desired, e.g. a three-parameter family of 4th order is obtained using Equations 2.1, 2.2a,
and 2.2b.
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Although finite difference schemes are usually classified by their order of accuracy,
Lele proposed a different way based on the Fourier analysis of the schemes’ errors. The
dependent variables are decomposed into their Fourier coefficients over a periodic domain















fˆκ exp (iκx) (2.4)
The exact differentiation of Equation 2.4 has coefficients fˆ ′κ = iκfˆκ whereas the use of
finite difference approximations gives (fˆ ′κ)fd = iκ¯fˆ where κ¯ = w¯∆x is the (scaled) mod-
ified wavenumber. The modified wavenumber is a function of the original wavenumber,
i.e. κ¯ = κ¯(κ), and can be different for different derivative approximations. For schemes
of the form of Equation 2.1 the modified wavenumber is given by:
κ¯(κ) =
a sin (κ) + (b/2) sin (2κ) + (c/3) sin (3κ)
1 + 2α cos (κ) + 2β cos (2κ)
(2.5)
Different schemes have different coefficients and hence the shape of its modified wavenum-
ber is also different. Depending on how close a scheme’s modified wavenumber remains to
the exact solution determines the resolution characteristics of the scheme. Lele presented
the resolving efficiency as the fraction of the entire wavenumber spectrum that a certain
scheme is capable of approximate within a given error range. Thus depending on the
formal accuracy imposed to Equation 2.1 different families of schemes with different sets
of parameters are obtained, which will offer different characteristics in terms of its res-
olution when studied in the wavenumber domain. Higher order schemes will have more
restrictions coming from Equation 2.2 and the number of free parameters will reduce,
e.g. for a 10th order scheme a complete (closed) set of equations is obtained and therefore
there are no free parameters making this scheme unique at that order of accuracy.
An interesting fact arising is that the lower the formal accuracy the most likely is a
scheme to have high resolution characteristics. Because lower order models have more
free parameters, more constraints can be added. In Lele [33] the modified wavenumber
is forced to match the exact solution at three points. This gives three extra equations
to add to the system formed by Equation 2.1 and 2.2. The result arising from this is
the so called spectral like resolution schemes. The resulting scheme although being only
4th order accurate remains closer to the exact solution in the wavenumber domain for a
wider range of wave numbers than for example the 10th order pentadiagonal scheme.
As mentioned by Lele [33], Compact Finite Difference schemes can be obtained from
Equation 2.1. The schemes obtained can be forced to be accurate up to a certain order
matching the corresponding Taylor series. Not aiming the highest possible order allows
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the creation of diverse free parameter scheme families. This free parameters can be
used to restrict the schemes forcing them to enhance their resolution in the wavenumber
domain. An step forward was taken by Kim [27] who adapted the strategy used by Tam
and Web [51] to optimise the resolution of a central finite difference scheme, to optimise
instead the compact schemes showed in [33]. In his paper, Kim presents a new set of
finite difference schemes with maximum resolution obtained by an analytical optimisation
procedure.
Kim uses the integrated error introduced in [51] with modifications to optimise the
resolution characteristics of the Pade´ schemes. Minimising the error equals to optimise
the schemes since an optimised schemes is understood as that that is able to reproduce the
exact solution with minimum errors. Because most of the errors are made in the shorter
waves, i.e. where the wavenumber approaches π, Kim uses a Weighting Function that
first, makes the expression of the integrated error analytically integrable, and secondly, it
weights the error towards the high end of the wavenumber spectrum forcing the resulting
schemes to remain closer to the exact solution in that region where most of the errors are
made. However Kim introduces a factor in the optimisation procedure that determines
the range of wavenumbers where the minimisation of errors is going to be carried out. It
turns out that at the very end of the spectrum, near π, the error is inevitably 1 due to
Equation 2.5 being zero at κ = π. Then Kim stated that using a optimisation factor that
covers the full range of wavenumbers is useless and additionally results in overshoot. In
fact, Kim discovered that for every scheme there is a value of this factor that can produce
optimum results bounding the overshoot error down to 0.5%.
Because the integrated error is a function that depends on the (scaled) modified
wavenumber κ¯, which at the same time depends on the coefficients a, b, c, α, and β, the
minimum of the weighted error can be found where its derivatives respect to these coef-
ficients equal zero (see [51]). Combining both sets of Equations 2.2 and the restrictions
given in [51] a system of linear algebraic equations is obtained which is used to determine
the values of the parameters a, b, c, α, and β appearing in Equation 2.1.
The minimisation of the integrated error is hence the key tool used by Kim to deter-
mine the optimum parameter values that make the modified wavenumber stay closer to
the exact value within a wider range of wavenumbers and consequently increasing the
resolution characteristics of the compact finite difference schemes.
Kim tested the most promising schemes by application to a simple wave convection
problem in combination with a traditional 4th Order Runge-Kutta method for time inte-
gration. The results showed that although some schemes have higher resolution charac-
teristics, for obtaining accurate solutions it is also necessary to maintain a high level in
the scheme’s formal accuracy. Lower order compact schemes have more resolution in the
wavenumber domain but their truncation error is also higher. Kim hence concludes that
both the resolution as well as the truncation order determine the overall characteristics of
the approximations. In addition it is mentioned that whether the schemes are tridiagonal
(β = 0) or pentadiagonal (β 6= 0) has a strong effect on the scheme’s global accuracy.
In a more recent piece of work Kim [21] introduced a newer version of his scheme
presented in [27]. The optimisation procedure in this paper differed on the definition of
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the integrated error (see [27, p. 888-889]). A similar procedure was followed with first
matching the Taylor series expansion of Equation 2.1 and then using Fourier transforms
to operate in the wavenumber domain. Then the integrated error E was used to optimise
the scheme’s free coefficients in order to obtain maximum resolution characteristics.
However in this paper Kim adds two new variables to the game: δ, and n. It has
been mentioned that aiming to a lower formal order of accuracy makes possible the use of
extra constraints that can be used to determine the free parameters of a certain family of
schemes and hence optimising them to produce accurate solutions within wider ranges of
wavenumbers. However which coefficients in Equation 2.1 are used as free parameters has
not been stated. The original choice of α, β, and c made in [27] was based on the fact that
those are the extra coefficients not appearing in the standard formulation of a 4th order
central difference scheme. Kim [21] tuned the optimisation parameters: r, δ, and n by
trial and error until the best combination was found. He proved that independently of the
chose of free parameters, similar results can be obtained if the optimisation parameters
are adjusted accordingly.
2.3.2 Boundary Schemes
As one may notice the formulation showed up to now here can only be used if periodic
boundary conditions are used. If non-trivial boundary conditions are aimed it is necessary
to use a one-sided formulation, whose errors are of both dispersive and dissipative type.
This near-boundary schemes must retain at least similar accuracy to that of the interior
schemes since typically the global error tends to be dominated by the boundary error [33,
p. 25]. The basis for the non-central or one-sided compact difference schemes can be
found in Kim [26]. Again the author relies on the Pade´ schemes and the Fourier analysis
to optimise the boundary schemes so dispersion, and dissipation as well since this time
non-central stencils are used, are minimised.
As the interior schemes are based on the seven-point Pade´ formulation, it is clear that
the interior formulation is no longer valid when applied to the nearest three points to any
non-trivial boundary, i.e. i = 0, 1 and 2 where the boundary is at i = 0. Then using the
same nomenclature as in [21] the expressions at the nearest three points is expressed as:








































The formulation presented in Equation 2.6 is general and valid for both tridiagonal
and pentadiagonal schemes, although for the tridiagonal schemes the coefficients βi,j’s
are equal to zero.
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Following the procedure used in past papers, Kim shifts to the wavenumber domain
to analyse the schemes. The Fourier transformation of Equation 2.6 yields to
κ[A(κ) + iB(κ)]f˜ = [C(κ) + iD(κ)]f˜ , (2.7)
where A, B, C, and D are functions whose expressions can be found in [26, p. 181-
182]. From this relation a similar expression to that on Equation 2.5 for the scaled
modified wavenumber κ¯ can be derived (see Equation 2.8). Because of the nature of the
scheme (non-central) the expression for the modified wavenumber is in general complex








The real part of Equation 2.8 is associated with the dispersion (phase) errors whereas
its imaginary part is associated with dissipation (amplitude) errors. Therefore, the inte-
rior central scheme is non-dissipative, whereas the boundary non-central schemes are both
dispersive and dissipative. The real part of the exact solution is given by Re(κ¯) = κ and
its imaginary part is given by Im(κ¯) = 0 since the exact solution has no dissipation. To
minimise both errors Kim used the integrated error recast in a form which includes both
errors in the formulation. The outcome of this optimisation were a new set of one-sided
tridiagonal and pentadiagonal schemes with high accuracy and maximum resolution in
terms of both dispersive and dissipative error. Additionally all the schemes presented in
[26] were proved to be stable since the imaginary solutions of their modified wavenumber
equation laid on the positive side of the imaginary axis. The exception to that is the 2nd
order tridiagonal scheme which laid in the negative side. However as mentioned in [33] it
is erroneous to conclude from the behaviour of the modified wavenumber that the scheme
will lead to unstableness since the stability of the complete numerical scheme (including
both interior and boundary schemes) must be determined by the appropriate eigenvalue
analysis. In fact it turns out that the 2nd order tridiagonal scheme used with artificial
selective damping did not lead to remarkable unstableness as stated by Kim [26, p. 186].
For problems involving non-trivial boundary conditions the Fourier analysis is not
enough since can only be justified at a heuristic level [33]. The errors associated to
the numerical scheme has to be assessed by numerical computations. Kim tested the
combination of both interior and boundary schemes by computations of linear and non-
linear wave problems with non-periodic boundary conditions for which high-quality results
were obtained in both cases (see [26] for more detail).
In [21] Kim introduced the use of extrapolating functions in the form of splines formed
by linear combination of polynomial and trigonometric functions in order to maintain the
interior structure of the interior scheme near the boundaries. The extrapolating function
provides virtual values outside the computational domain so the central scheme can be
used at nodes i = 0, i = 1, and i = 2 (also at i = N − 2, i = N − 1, and i = N) where
the boundary is located at i = 0 and i = N . The set of coefficients defining the spline
functions were obtained by matching with the interior values of the objective function
and its derivative and additionally requiring the extrapolating functions to be 4th order
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accurate. Kim additionally introduced an extra parameter in the trigonometric terms
which then is used to optimise the schemes in the wavenumber domain.
Once the spline coefficients are obtained and expressed in terms of interior points
which after some algebra and rearranging (see [21] for more details) take form of one-
sided schemes expressed as:









b0m(fm − f0) (2.9a)













b1m(fm − f1) (2.9b)















b2m(fm − f2) (2.9c)
The above equations can then close the pentadiagonal matrix (the shape of which
originally comes from the application of 4th order pentadiagonal interior schemes) at
the boundaries whilst maintaining the 4th order accuracy throughout. Nonetheless the
parameters appearing in Equation 2.9 remain undefined since they are still non-linear
functions of the extra parameter included in the trigonometric terms of the extrapolating
functions. Kim used this extra parameters which he called control variables to maximise
the range under which the relative deviation of the modified wavenumber respect the
true wavenumber remained bounded between a certain error tolerance. For that Kim
performed a Fourier analysis of Equation 2.9 that ended up with an expression of the
form of Equation 2.8 (the expressions for functions A, B, C, and D, are different from
those in [26] and can be found in [21, p. 1003]). As aforementioned Equation 2.8 is
in general a complex function. For that reason Kim included in his definition of the
maximum well-resolved wavenumber the influence of both dispersive (real) and dissipative
(imaginary) errors by means of a weighted sum. The weighted sum allows to emphasise
one of the errors over the other, however the author choice here was to equally weight
both errors. The set of values for the control variables that produce maximum resolution
characteristics can be found in [21, Table 3].
The outcome of Kim’s work were a new set of one-sided boundary schemes with im-
proved resolution with respect to older versions which additionally were derived requiring
stricter error tolerances (the new schemes are bounded by an error tolerance of 0.3% in
the worst case whereas for the older schemes an error tolerance of 0.5% was used).
As regards the stability of the combined new boundary schemes and interior schemes
appearing in [21] Kim performed an eigenvalue analysis which showed that most of the
eigenvalues were located in the negative side of the real axis (where the scheme is stable).
However some of the eigenvalues with highest absolute value of its imaginary part were
found to have positive real parts. Fortunately these eigenvalues were of small order of
magnitude and they converge to zero as the number of calculation points increased. In
practice it is found out by the author that those components are neutrally stable and
do not produce any instabilities during calculations. Kim tested the new set of OHOC
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schemes against several bench cases such as: the one-dimensional scalar wave convection,
the two-dimensional vorticity wave convection and the sound wave scattered by two rigid
circular cylinders of different sizes. In the first two cases the scheme was applied to
a simple Cartesian domain with equally spaced grid points whereas in the third case
due to the complex geometry a multi-block H-type structured mesh was used. For the
last case mentioned with discontinuous grid metrics Characteristic interface boundary
conditions(see [29]) which will be mentioned in this report in following chapters and
Non-reflecting boundary conditions (see [28]) were used. The implementation of the here
mentioned OHOC schemes turned out to be successful with increased performance and





The governing equations of every fluid flow are described by the Navier-Stokes equations.
These set of Partial Differential Equations (PDEs) describe how velocity, pressure, and



























where the conservative variables vector is Q = [ρ, ρu, ρv, ρw, ρe]T and the with ρ,
u, v, w, and e being: density, x-velocity component, y-velocity component, z-velocity
component, and energy respectively. The vectors E, F , and G represent the inviscid
flux terms and Ev, Fv, and Gv are the viscous flux terms. The expressions for the flux
vectors are
E = [ρu, ρu2 + p, ρuv, ρuw, (ρe+ p)u]T ,
F = [ρv, ρuv, ρv2 + p, ρvw, (ρe+ p)v]T ,
G = [ρw, ρuw, ρvw, ρw2 + p, (ρe+ p)w]T ,
where p = ρ(γ − 1)
[
e− u
2 + v2 + w2
2
]
and for the viscous terms
Ev = [0, τxx, τxy, τxz, (uτxx + vτxy + wτxz + qx)]
T ,
Fv = [0, τxy, τyy, τyz, (uτxy + vτyy + wτyz + qy)]
T ,
Gv = [0, τxz, τyz, τzz, (uτxz + vτyz + wτzz + qz)]
T .
where τij is the stress tensor the components which expressed in Einstein notation,














In this equation µ represents the dynamic viscosity coefficient and λ represents the







and Re∞,M∞ and Pr are the free stream Reynolds number and Mach number and
the Prandtl number respectively.
One may notice that if viscous effects are neglected in the Navier-Stokes equations














which are known also as the Euler equations. It can be seen that the assumption of
inviscid flow is much more valid when the Reynolds number is high, i.e. the RHS of
Equation 3.1 vanishes.
The technique used to solve this set of equations is based on Finite Difference (FD)
methods , which were already reviewed in the last chapter and will be described with
detail in the following sections. However the use of FD is more convenient for domains
that have been discretised in cartesian grids with homogeneous grid spacing which allows
the system of PDEs to be solved as a system of algebraic equations. Unfortunately this
is not possible in most of the problems which involve complex geometries, and that is the
case here. In this case it is usual to work in what are commonly known as Generalized



























where the variables in the original coordinate system are related to the new ones by
the Jacobian of the transformation J as
Qˆ = Q/J,
J = 1/[xξ(yηzζ − yζzη) + xη(yζzξ − yξzζ) + xζ(yξzη − yηzξ)]
Eˆ = (1/J)(ξxE + ξyF + ξzG), Eˆv = (1/J)(ξxEv + ξyFv + ξzGv),
Fˆ = (1/J)(ηxE + ηyF + ηzG), Fˆv = (1/J)(ηxEv + ηyFv + ηzGv),
Gˆ = (1/J)(ζxE + ζyF + ζzG), Gˆv = (1/J)(ζxEv + ζyFv + ζzGv).ξx ξy ξzηx ηy ηz
ζx ζy ζz
 = J
yηzζ − yζzη zηxζ − zζxη xηyζ − xζyηyζzξ − yξzζ zζxξ − zξxζ xζyξ − xξyζ
yξzξ − yζzξ zζxξ − zζxξ xξyη − xηyξ

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where ξx represents the derivative of x with respect to ξ. This terms are known as
grid metrics and their inverse, i.e. xξ, the inverse grid metrics.
Now that the domain is discretised in equally spaced grid points in all three direc-
tions the flux and source terms can be differentiated using FD schemes. In this report
the spatial differentiation technique used is the one proposed by Kim [21] described in
Chapter 2. The following sections will describe the schemes used for both the schemes
used for differentiation of the interior grid points, i.e. nodes in the range 3 ≥ i ≥ N − 3
where N represents the maximum number of points in one direction, and the ones used
for the near boundary nodes, i.e. nodes 0,1,2 and N,N-1, and N-2.
3.2 Large Eddy Simulations Equations
For this project the technique chosen to tackle the turbulence modelling problem was
the Implicit LES method (ILES). With this method Equation 3.1 is solved numerically
and then filtered so oscillations of wavenumber beyond the filter’s cut-off wavenumber
are removed from the final solution. By this means the energy containing eddies are fully
resolved whilst the smallest eddies remain unresolved, and whose effect on the final solu-
tion is supposed to be equivalent to the numerical dissipation inherited by the numerical
schemes used. This technique reduces the effort required to get the final solution com-
pared to regular LES methods which add an additional diffusion term to Equation 3.1
that needs to be computed at each time step.
When using the traditional LES approach, Equation 3.1 is transformed to its Favre
Averaged version using a density weighted average, i.e. the so called Favre Averaging,





where the hat denotes the filter operation and the tilde the Favre operation. Here φ˜
represents the resolved part of φ, and the correspondent unresolved part is denoted by
φ′′ = φ− φ˜. (3.9)














ρˆu˜iu˜j + pˆδij + ρ̂u′′i u′′j︸ ︷︷ ︸
(1)
−τ˜ji − τ̂ ′′ji︸︷︷︸
(2)






























 = 0 (3.10c)
where the terms (1) to (8) are all unknown. Luckily terms (2) and (8) are neglected
since the stresses from the resolved field tend in general to be much bigger than those of
the unresolved field. For flows not reaching the hyper-sonic regime it is also common to





which is true in all common flows. Finally, terms (1) and (4) can be modeled using an
eddy-viscosity model such as






















where ∆ = 3
√
∆x∆y∆z is the cubic root of the cell volume, Cs1 and Cs2 are model
constants usually set to 0.012 and 0.0066 respectively, and S˜ij is the resolved strain rate
tensor. To close the set of equations, term (3) is modelled using a gradient approximation
as


































τTOTij = τ˜ji + τ
SGS
ji , (3.13d)
qTOTj = qj + q
SGS
j , (3.13e)
with all terms depending on the resolved quantities.
It is clear now how the ILES methodology is less computationally expensive than
traditional LES since all Sub-Grid Scales (SGS) are implicitly modelled by the numeric
schemes.
3.3 Interior Scheme
As aforementioned the OHOC finite difference schemes developed by Kim [21] are 4th
order accurate numerical schemes optimised to achieve the maximum resolution in the
wavenumber domain based on the Pade´ approximation of a seven-point stencil. The
general expression for this is













am(fi+m − fi−m), (3.14)
where fi and f¯
′
i represent the function to differentiate and its numerical representation
of its spacial derivative with respect to x at the point xi in the interval ∆x = xi+1 −
xi.Matching coefficients with its Taylor expansion up to 4
th order leads to the following
conditions:








If the dependent variable f(x) is decomposed into its Fourier coefficients over a periodic
















fˆκ exp (iκx) . (3.17)
The exact differentiation of Equation 3.17 has coefficients fˆ ′κ = iκfˆκ whereas the use of
finite difference approximations gives (fˆ ′κ)fd = iκ¯fˆ where κ¯ = w¯∆x is the (scaled) mod-
ified wavenumber. The modified wavenumber is a function of the original wavenumber,
i.e. κ¯ = κ¯(κ), and can be different for different derivative approximations. For schemes





1 + 2α cos (κ) + 2β cos (2κ)
(3.18)
It can be seen in Figure 3.1 that for different schemes different curves are obtained,
where the red straight dashed line corresponds to the exact differentiation. If κf is defined
as the wavenumber related to the shortest well-resolved wave then an error tolerance ε





and for a fixed value of ε all the wavenumbers that satisfy Equation 3.20 represent




Taking all this into account, the fraction of the spectrum representing poorly-resolved
waves is r(ε) ≡ 1 − κf/π and e(ε) ≡ κf/π = 1 − r(ε) is the resolving efficiency of the
scheme. The total error made by the approximations can be calculated by the integrated




(κ− κ¯)2W (κ) dκ (3.21)
Where r and W (κ) are introduced representing the factor determining the range
(0 < r < π) where errors are accounted and the weighting function respectively. The
introduction of the weighting function is necessary for two main reasons. In first place it
makes possible to optimise the schemes to reduce the errors in the high-wavenumber range
where most of the errors are made. Secondly, it simply makes Equation 3.21 analytically
integrable. Kim proposes to replace κ¯ by (1 + δ)κ and the use of W (κ) = [κ/(rπ)]n as















Table 3.1: Interior Scheme Coefficients
α β a1 a2 a3
0.5862704032801503 0.09549533555017055 0.6431406736919156 0.2586011023495066 0.007140953479797375
Table 3.2: Optimisation parameters
r δ n
0.8505 -0.000233 10
As mentioned in the literature review, minimising this error equals to maximise the
spectral resolution of the schemes. The conditions for minimum values of E where given
















If the minimum conditions of Equation 3.23 are combined with the restrictions that
makes Equation 3.14 4th Order accurate, i.e. Equation 3.15 (see also Equation 2.2), a
closed system of equations is obtained from where the coefficients α, β, a1, a2 and a3 can
be obtained once the optimisation parameters r, δ and n have been fixed. The values used
here are the ones that Kim [21] suggests and can be checked out from Table 3.2 which
lead to the scheme coefficients shown in Table 3.1.















4th Order optimised pentadiagonal Kim 1996
4th Order Optimised pentadiagonal Kim 2007
exact
(a) Full view











Figure 3.1: Comparison of different numerical schemes resolution capabilities
The resulting resolution characteristics of the scheme are shown in comparison with
other compact finite differences in Figure 3.1a. One may say that the older scheme
presented in [27] (blue line) is able to mimic the exact solution for a larger range of
wavenumbers than that presented in [21] and used here (green line). However the zoomed
view shows that this is done with the expense of larger error tolerance in the optimised
region. Just for the sake of comparison the classical central scheme is also represented.
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It is seen that the classical scheme is only able to faithfully represent the exact solution
for the first 20% of the spectral range. The coefficients of the scheme used for this study
can be found in Table 3.1.
3.4 Boundary Scheme
Because the interior scheme needs information on both sides of the point of interest
to compute its derivative it is not suitable for problems with non-periodic boundary
conditions. In the case of the problem tackled here there exist a need for a scheme that
allows the implementation of non-periodic boundaries such as walls in the aerofoil surface.
In such cases the scheme is of necessity non-central (or one-sided). Fortunately in the
literature review such a scheme has been covered and hence will be used for this study.
This is the boundary scheme developed by Kim [21] which unlike its previous version [26]
includes extrapolation techniques to obtain the information outside the computational
domain boundaries. On this purpose the following spline function is used:
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where x∗ = (x− xi)/∆x is the non-dimensional coordinate from the point of interest,
NA, and NB determine the order of the polynomial and trigonometric series, the coeffi-
cients pm, qm and rm are used to match the interior values for both the objective function
and its derivative, and φm are control variables used to optimise the resolution character-
istics of the boundary scheme when the exterior points of Equation 3.14 are substituted
by extrapolated values.
Matching the interior profile of the objective function one may obtain the values for
the coefficients pn, qm, and rm where n = [1, · · · , NA] and m = [1, · · · , NB], expressed
in terms of the interior values of the objective function. For a 4th order approximation
the requirements are that (NA, NB) equal (4, 3), (4, 4) and (4, 4) for the nearest three
boundary points respectively. Rearranging terms the interior scheme can be recast in
a one-sided formulation including just interior values of the function and the unknown
coefficients γi,j and b0m, b1m and b2m where i = 0, 1, 2, j = 0, 1, 2, and m = [1, · · · , 6]
with i 6= j and m 6= i This unknown coefficients are all non-linear functions of the
control variables, i.e. φ1, · · · , φNB . The resulting formulation was already presented in
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Subsection 2.3.2[Equation 2.9] but will be again retyped here for convenience.









b0m(fm − f0) (3.25a)













b1m(fm − f1) (3.25b)















b2m(fm − f2) (3.25c)
It was also mentioned in the literature review that Kim [21] relied in the Fourier
analysis for the definition of these parameters so the maximum resolution of the schemes
was accomplished. Applying Fourier transforms to Equation 3.25 and grouping terms
leads to the following expression of the modified wave number (see also Equation 2.7 and




− iA(κ)C(κ) + B(κ)D(κ)
[A(κ)]2 + [B(κ)]2
, (3.26)
where the expressions of the functions A,B,C, and D can be found in [21, p. 1003].
It can be noted that Equation 3.26 has both real and imaginary parts and consequently







It can be then defined a wavenumber κσc up to which the numerical scheme approxi-







κσRc = min(κ|εR(κ) = σ, 0 < κ < π), (3.28b)
κσIc = min(κ|εI(κ) = σ, 0 < κ < π), (3.28c)
where κσRc and κ
σ
Ic represent the wavenumber up to which the numerical differentiation
can approximate the true solution within a error tolerance σ in its real and imaginary parts
respectively. Then the values of φm that define the rest of the constants in Equation 3.25
are computed by an iterative Newton-Raphson method that maximises the value of κσc .
Kim [21] used a error tolerance of σ = 0.001, 0.002, and 0.003 for i = 2, 1 and 0
respectivelly which lead to the values of Table 3.3.
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Table 3.3: Boundary Scheme Coefficients
Coefficients i = 0 i = 1 i = 2
γi0 – 0.08360703307833438 0.03250008295108466
γi1 5.912678614078549 – 0.3998040493524358
γi2 3.775623951744012 2.058102869495757 –
γi3 – 0.9704052014790193 0.7719261277615860
γi4 – – 0.1626635931256900
bi0 – -0.3177447290722621 -0.1219006056449124
bi1 -3.456878182643609 – -0.6301651351188667
bi2 5.839043358834730 -0.02807631929593225 –
bi3 1.015886726041007 1.593461635747659 0.6521195063966084
bi4 -0.226526470654333 0.2533027046976367 0.3938843551210350
bi5 0.3938843551210350 -0.03619652460174756 0.01904944407973912
bi6 -0.01836710059356763 0.004080281417108407 -0.001057260523947668








































Figure 3.2: Modified Wavenumber vs. Wavenumber. a) Real Part, b) Imaginary Part.
Figure 3.2 shows the modified-wavenumber profiles for all three boundary points. It is
seen that the most accurate in terms of dispersive errors is the scheme cast at node i = 2
and as the nodes get closer to the boundary, and hence need more points coming from
extrapolation, the resolution of the schemes slightly decays. As regards the Dissipation
discrepancies, the scheme cast at i = 1 seems to be the closest to the true solution despite
being the less accurate dispersion-wise.
3.5 High-Order Compact Filters
The numerical recipes for spatial differentiation have been described in the last section.
It has been shown that the methods used in this study are able to faithfully represent
the true analytical differentiation up to very high wavenumbers (when transformed to
42
the wavenumber domain). Nevertheless it is impossible to generate a finite difference
approximation that covers the entire spectra without any error. As a consequence if the
results are taken just straight away after the numerical differentiation without any kind
of treatment, the errors made in the very high end of the wavenumber spectrum will be
included in the final solution. Additionally it has been shown that the grid topology is
directly included in the governing equations when transformed to the generalized coor-
dinate system (see Equation 3.7). If the grid is not smooth enough (as it happens in
body-fitted curvilinear grids), spurious waves can easily develop at those regions. On
top of that, the boundary schemes are dissipative at high wavenumbers but the interior
OHOC schemes are of non-dissipative nature because of its central formulation. Conse-
quently, with the lack of numerical dissipation, the errors made can grow unboundedly
and highly deteriorate the quality of the results.
There exists then the necessity of a numerical treatment that removes this spurious
solutions and makes the general algorithm stable. For this reasons dissipative numerical
schemes are chosen to control the errors growth. Other methods of doing this is to add
artificially extra dissipation to the equations. The method chosen in this investigation is
based on High-Order Compact Filters, and to be more exact, the method used is the one
developed by Kim [22] which removes the spurious solution up to a user defined “cut-off
wavenumber” (κC).
The filters have a similar formulation to the differentiating schemes and hence there
is an interior version of the filter and also a boundary version. The filter used in the
interior nodes has the following differential form
β∆ˆfi−2 + α∆ˆfi−1 + ∆ˆfi + α∆ˆfi+1 + β∆ˆfi+2 =
3∑
m=1
am(fi−m − 2fi + fi+m), (3.29)
where ∆ˆfi = fˆi − fi is the difference between the filtered value and the original
with the hat representing the filtered value. In equation Equation 3.29 there are five
unknown coefficients. Taylor expanding Equation 3.29 up to sixth-order and matching
coefficients provides two extra equations leaving just three free parameters. The rest of
the parameters are defined after shifting to the wavenumber domain where they can be
expressed in terms of the cut-off wavenumber. The transfer function between the filtered
and the unfiltered fields T (κ) can be obtained in the wavenumber domain where T (κ) = 1
means no-filtering and T (κ) = 0 means complete filtering. The free parameters are fixed
so the following conditions are met:








The last condition defines the cut-off wavenumber as the wavenumber where the trans-
fer function gives “half-filtering”. Adding these constraints to the system of equations
fully defines the interior filter’s coefficients in terms of the desired cut-off wavenumber.
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For the boundary nodes, e.g. i = 0, i = 1 and i = 2 for a left boundary, the interior
filters are no longer valid since exterior domain values are demanded in Equation 3.29.
Kim [22] uses a 4th order polynomial extrapolating function to obtain these external
values as a function of the interior values. The extrapolating function is of the form of










where again x∗ = (x − x0) is a dimensionless distance from the boundary point as it
happened with the extrapolating functions used for the derivation of the boundary finite
difference scheme. However the extrapolating function are only based on polynomials for
which eight coefficients need to be defined given the 4th order of formal accuracy requested.
Six equations can be derived by matching the interior values while still preserving the
pentadiagonal shape at the boundary. Extra equations are obtained by blending the
boundary filter with the interior filter. The resulting boundary filter is
i = 0 : ∆ˆf0 + γ01∆ˆf1 + γ02∆ˆf2 = 0 (3.32a)
i = 1 : γ10∆ˆf0 + ∆ˆf1 + γ12∆ˆf2 + γ13∆ˆf3 = 0 (3.32b)
i = 2 : γ20∆ˆf0 + γ21∆ˆf1 + ∆ˆf2 + γ23∆ˆf3 + γ24∆ˆf4 =
5∑
m=0, 6=2
b2m(fm − f2), (3.32c)
where all the coefficients depend on the values of the interior filter’s parameters (for
more detailed expressions of the boundary filter parameters see [22, Eq. 3.6]). Because
the interior parameters are given by functions of the cut-off wavenumber, so are the
boundary ones. It is possible to apply different cut-off wave numbers depending on the
grid position. It is usual to have lower resolution schemes in the boundaries and hence it
is desirable to increase the filtering on those zones. Increasing the filtering of the original
function is achieved by a reduction in the cut-off wave number. For such reason the
cut-off wavenumber could be defined by
κCi =

κC for 3 ≤ i ≤ N − 3
(1− ε)κC for i = 2 ∧ N − 2
(1− 2ε)κC for i = 1 ∧ N − 1
(1− 3ε)κC for i = 0 ∧ N
, (3.33)
where ε is a weighting factor that makes κC smaller close to a boundary. The optimum
value of this weighting factor was found to be ε = 0.085 by Kim [22] after performing a
linear stability analysis of the combination of both filters and both difference schemes.
This is the maximum value of ε that maintains the differencing-filtering system stable
for 0.5π ≤ κC ≤ 0.88π , i.e. the range where the system is stable for a fixed cut-off
wavenumber all over the domain.
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3.6 Grid Generation
In Section 3.1 it has been shown that working in the generalised coordinates allows the use
of finite difference techniques designed for constant spacing rectangular grids. However,
despite the grid in generalised coordinates might be rectangular, the actual problem in
physical coordinates is still a body fitted curvilinear mesh. There are several methods
available for the generation of structured curvilinear grids, e.g. conformal mapping,
elliptic, or algebraic grid generation [9].
The grid used in this study is generated using algebraic grid generation combined
with a multi-block strategy. The algebraic mesh generation is done defining the points
on the boundaries, the interior grid points are then obtained by interpolation between the
boundaries. The multi-block technique consists in splitting the domain in smaller sub-
domains called blocks. For each of the blocks the points are collocated at the boundaries
and then interior ones are interpolated. It is important to try to resemble the com-
putational grid as much as possible so the transformation between coordinate systems
remains simpler. Also it is important to maintain continuity in the spacing between adja-
cent blocks up to the first spacing derivative (although continuity in the second derivative
is also desirable). The main reason for this to happens is because of the grid metrics, i.e.
ξx, ξy, ξz, ηx, · · · , ζz, directly appear in the governing equations when transformed to the
generalised coordinates. Any discontinuities (in the discrete sense) in the spacing will
increase the value of the grid metrics in great manner. So poor quality cells, like skewed
or high aspect ratio cells, will also trigger errors that due to the low dissipative character-
istic of the high-order methods described in the last section will be unmanageable. For
that reason the grid has to be of very good quality.
The spacing between the nodes is controlled by the first derivative of the grid functions
x(ξ, η, ζ), y(ξ, η, ζ) and z(ξ, η, ζ). So for example if the spacing in the ξ direction for the
x-coordinate it will be required that ∂2x/∂ξ2 is a continuous function. The grid for this
study is generated using an in-house Fortran code that ensures the C–2 continuity of the












Figure 3.3: 1–D Grid Function Matching Example
In Figure 3.3 the grid function derivative has been plotted. It is a piecewise function
formed by the function f(ξ) for ξ0 < ξ < ξm and the function g(ξ) for ξm < ξ < ξn.
Here ξ0 represents the start point of a boundary line and ξn represents the end point,
whereas ξm is the point where the two functions fa and fb blend with C–1 continuity.
Now, imagine two consecutive lines where grid points are to be collocated so the grid
metrics vary smoothly. To ensure smooth variation function ga of the first line has to
blend with function fb of the second line (subscript indicates line). For that to happen
the following conditions have to be met:





where the prime indicates derivation with respect to ξ. Note that constant value of the
slope in Figure 3.3 means constant spacing between points with higher slopes indicating
more distance between points. If the slope of xξ(ξ) is then kept low at the boundaries ξ0
and ξn, the points will be clustered at the extremes of the grid line. Using this method the
points are defined in the boundaries of the blocks shown in Figure 3.4 where the numbers
inside the block represent the block’s id. The interior points are then simply interpolated
from the values on the block boundaries. The result can be observed in Figure 3.5.
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Figure 3.5: Aerofoil Zone Zoomed Grid
In Figure 3.5 it can be seen that the leading edge of the aerofoils is a complicated zone
where is impossible to achieve continuity of all the grid functions. This regions are very
prone to develop numerical errors that will feed into the final solution. For that reason
it is indispensable to have some treatment in between block internal boundaries which
will be discussed in the next sections. However it is wise to start calling these internal
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boundaries “block interfaces”. The physical boundaries of the computational domain are
simply called boundaries herein.
3.7 Boundary Conditions
Solving a system of Partial Differential Equations it is usually known as solving the
Boundary Value Problem. This is, the solution sought is a function that can uniquely
represent the interior values for the given boundary conditions. The boundary conditions
should represent the solution offside the solution domain and its influence on the solution.
In one-dimensional problems for example, at its left boundary, the information is shared
between the interior and the exterior at the boundary, where the effect of the external
solution information is fed into the computational domain by means of waves of positive
phase velocity, i.e. are propagating towards the interior of the domain. On the other
hand, waves with negative phase velocity will transport information from the interior
domain towards the exterior. At the right boundary the same would happen with opposite
velocity signs.
The outgoing waves are fully determined by the interior solution, however the incoming
waves need to be specified by the user in what is known as boundary conditions. Several
approaches can be used for the definition of the boundary conditions, although here the
generalised characteristic boundary conditions [25, 28, 52, 53]. For that starting from





































Since the jacobian matrices, and their eigenvectors have simpler forms when the primitive



































1 0 0 0 0
u ρ 0 0 0
v 0 ρ 0 0
w 0 0 ρ 0
u2+v2+w2
2





A′ =M−1AM , B′ =M−1BM , C′ =M−1CM , S′v =M
−1Sv
(3.40)
Transformation of Equations 3.37 and 3.38 to the generalised coordinates ξ, η, and ζ,

























where for example the flux jacobian matrices Kξ and K
′
ξ are given by





which are projections of A, A′, B, B′, C, and C ′ on the direction ξ = [ξx, ξy, ξz], which
is normal to a given plane of constant ξ.





The elements of the flux jacobian matrixK′ξ is given by Hirsch [13, Equations 16.5.1 and 16.5.2],
and recovered here
K′ξ = A
′ · ξ =

Uξ ρξx ρξy ρξz 0
0 Uξ 0 0 ξx/ρ
0 0 Uξ 0 ξy/ρ






U = [u, v, w],
ξ = [ξx, ξy, ξz],
Uξ = U · ξ = uξx + vξy + wξz.
(3.45)
The diagonalisation of K′xi is given by
K′ξ = P
′ΛP ′−1, (3.46)
where Λ = Iλ is the matrix containing the eigenvalues of K′ξ, which are:
λ = [Uξ, Uξ, Uξ, Uξ + c|ξ|, Uξ − c|ξ|]. (3.47)
And P ′ and P ′−1 are the right and left eigenvector matrices respectively. Using
Equation 3.43 one can also define for the conservative variables the following matrices:
P =MP ′, (3.48a)




which then, by moving the terms involving spatial derivatives with respect to η and ζ to


































The system of Equation 3.49 can be written in characteristic by premultilication by














= P ′−1S′∗v , (3.50b)
then using the following relations
ξ˜ =
ξ
|ξ| , δU˜ξ = ξ˜xδu+ ξ˜yδv + ξ˜zδw
δϑ˜1 = ξ˜zδv − ξ˜yδw, δϑ˜2 = −ξ˜zδu+ ξ˜xδw,
δϑ˜3 = ξ˜yδu− ξ˜xδv,
(3.51)
and
δR = P−1δQ = P ′−1δQ′ =

ξ˜x(δρ− δp/c2) + δϑ˜1
ξ˜y(δρ− δp/c2) + δϑ˜2










= Sc = P
−1S∗v = P
′−1S′∗v (3.53)
Uξ and δUξ represent the velocity normal to the boundary and its derivative, and ξ˜
the unitary boundary normal vector. The terms δϑ1, δϑ2 and δϑ3 are the projections
of the velocity vector on the intersection lines formed by the normal plane defined by
ξ˜ and the yz, xz, and xy planes respectively. They are all three perpendicular to ξ˜
consequently when written as the vectors δϑ˜1 = [0, ξ˜zδv,−ξ˜yδw], δϑ˜2 = [−ξ˜zδu, 0, ξ˜xδw],
and δϑ˜3 = [ξ˜yδu,−ξ˜xδv, 0]. The terms in the diagonal of Λ represent the entropy (first
term), vorticity (second and third) and acoustic (fourth and fifth) waves. It is clear that
the entropy and vorticity waves always convect with the flow at the boundary whereas
velocity convection of the acoustic waves depend on the value of c, i.e. the sound speed.
For subsonic flows the first fourth waves are entering the domain whereas the fifth is
exiting for a inlet boundary considered at ξ = 0. At the outlet, ξ = N , on the contrary,
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just the fifth mode represents an incoming wave whereas the rest are outgoing waves.
Equation 3.53 is a quasi-one-dimensional expression, basis of the boundary treatment
developed by Kim and Lee [25, 28]. Detailed definitions of the matrix terms can be found
in [25, 28]. The second term in Equation 3.53 is the convection term in characteristic



















ξ˜xc/ρ 0 ξ˜z −ξ˜y −ξ˜x/(ρc)
ξ˜yc/ρ −ξ˜z 0 ξ˜x −ξ˜y/(ρc)
ξ˜zc/ρ ξ˜y −ξ˜x 0 −ξ˜z/(ρc)
0 ξ˜x ξ˜y ξ˜z 1/(ρc)






ξ˜xρ/c ξ˜yρ/c ξ˜zρ/c ρ/(2c) ρ/(2c)
0 ξ˜z −ξ˜y −ξ˜x/2 −ξ˜x/2
−ξ˜z 0 ξ˜x −ξ˜y/2 −ξ˜y/2
ξ˜y −ξ˜x 0 −ξ˜z/2 −ξ˜z/2
0 0 0 (ρc)/2 (ρc)/2
 (3.55b)
The primitive equations are recovered if Equation 3.54 is premultiplied by P ′ as:
∂Q′
∂t




+ ξ˜xL1 + ξ˜yL2 + ξ˜zL3 +
1
2
(L4 + L5) = ξ˜xSc1 + ξ˜ySc2 + ξ˜zSc3 +
1
2
(Sc4 + Sc5) (3.57a)
∂u
∂t
− ξ˜zL2 + ξ˜yL3 + ξ˜x
2
(L4 − L5) = −ξ˜zSc2 + ξ˜ySc3 + ξ˜x
2
(Sc4 − Sc5) (3.57b)
∂v
∂t
+ ξ˜zL1 − ξ˜xL3 + ξ˜y
2
(L4 − L5) = ξ˜zSc1 − ξ˜xSc3 + ξ˜y
2
(Sc4 − Sc5) (3.57c)
∂w
∂t
− ξ˜yL1 + ξ˜xL2 + ξ˜z
2
(L4 − L5) = −ξ˜ySc1 + ξ˜xSc2 + ξ˜z
2






(L4 + L5) =
c2
2
(Sc4 + Sc5) (3.57e)
Additionally if Equations 3.57b, 3.57c and 3.57d are multiplied by ξ˜x, ξ˜x and ξ˜z respec-






(L4 − L5) = 1
2
(Sc4 − Sc5). (3.58)
The system of Equation 3.57 has been newly derived here and it has some differences
with respect the one that can be found in [25, 28]. However equation Equation 3.57e
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and Equation 3.58 are still the same. As it will be seen in the following pages, the
wall, and outflow boundary conditions mainly depend on these two equations, and the
modification of the system should not affect in great manner the results obtained. In
a personal communication with Kim, he explained that terms L4 and L5 are the more
important ones concerning to reflections on the boundaries, an hence having used the
mistaken set of equations of [25, 28] to derive the boundary conditions had not affected
the final results in a great manner. In conclusion, the development of new boundary
conditions is added to the future work list. Anyway, because the old ones have been used
in every simulation done up to date, they will be described in the following subsections.
Now, focusing on the convection term L, it is calculated at every time step during the
calculation by an iterative process the steps of which are:
1. Fluxes in Equation 3.41 are evaluated using the finite difference techniques described
in the previous sections and the normal-flux derivative ∂Eˆ/∂ξ is used as an initial
guess to be corrected at the end of the iterative procedure.





























3. Physical conditions, e.g. soft inflow, non reflecting outflow, wall, are then imposed
at the boundary and the corrected characteristic convected term L∗ is obtained.
4. The normal-flux derivative is then recomputed using the new corrected L∗ in Equa-































which is plugged again into Equation 3.41. The solution then is obtained by time
integration of Equation 3.41.
To implement step 3 physical boundary conditions have to be met by the terms of L
in Equation 3.57. Depending on the conditions required to the system of Equation 3.57
different physical boundary conditions can be achieved.
3.7.1 Soft Inflow Condition
For a subsonic inlet, only the L5 characteristic wave can be directly obtained from the
domain’s interior information because it is the only leaving wave. For the rest of the
waves they need to be prescribed using physical conditions. Kim and Lee [28] decided to
impose the far upstream velocity and pressure, and considered quasi-isentropic conditions
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at the boundary. This conditions they expressed as
L∗1 = 0, (3.61a)
L∗2 = Kin
{[


















ξ˜x(u− u∞) + ξ˜y(v − v∞)
]
(3.61d)
whereKin is a constant used to ensure a well-posed problem when pressure and velocity
conditions are not close enough to those imposed in the far upstream. When this happens,
non-physical reflections are created at the inlet boundary so the inlet velocity and pressure
are forced to be close to the far upstream condition. The expression of Kin is
Kin = σin(1−M2max)(c/l), (3.62)
where σin is a coefficient that defines the inlet reflections, Mmax is the maximum Mach
number in the entire flow, c is the speed of sound, and l is the characteristic length of
the domain. The value recommended in [28] was σin = 0.25. Additionally for viscous
computations, the viscous stresses and heat flux gradients are set to zero in the boundary
normal direction.
3.7.2 Nonreflecting Outflow Condition
For a subsonic outlet, in contrast with the inlet, only one wave cannot be obtained from
the internal information, that is L5. L5 is the only characteristic wave entering the domain
whereas all L1, L2, L3 and L4 are leaving it. Therefore an expression for the L5 amplitude
is needed at the boundary. If for example the pressure at the outlet is set to be equal to
the far dowstream pressure, will lead to a well-posed problem that will however produce
non-physical acoustic reflections.
Kim and Lee [28] imposed the value of the far downstream static pressure, and similarly
to what done in the inlet, to avoid reflections a constant Kout is used to control the
boundary reflectivity. The condition for the incoming wave is
L∗5 = Kout [(p− p∞)/ρc] , (3.63)
with
Kout = σout(1−M2max)(c/l), (3.64)
where σout = 0.25 as in the inlet as suggested by Poinsot and Lele [42]. Again, if
the flow is considered viscous, both tangential stresses and heat flux gradients in the
boundary normal direction are set to zero.
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3.7.3 Inviscid Wall Condition
An inviscid wall is that where no penetration is allowed, i.e. the fluid velocity is zero
in the direction normal to the wall, but there is freedom of movement in the tangential
plane, i.e. slip condition. Considering a flow travelling at a subsonic velocity from left
to right, for a wall located at the left boundary the phase velocity signs indicate that L5
is the wave transporting the information from the interior domain whereas L4 transfers
information from outside the solution domain. If the wall is located on the right boundary
the opposite occurs with L5 incoming and L4 leaving the domain. Depending on the wall
relative position to the flow velocity the amplitudes are given by
(left wall) L∗4 = L5 + SC4 − SC5 , (3.65a)
(right wall) L∗5 = L4 − SC4 + SC5 . (3.65b)
3.7.4 Viscous Wall Condition
In a viscous wall, as well as no penetration velocity, the tangential velocities are supposed
to be zero too, i.e. non-slip condition. The amplitude of the characteristic waves then is
given by
(left wall) L∗4 = L5 + SC4 − SC5 , (3.66a)











It can be seen that the first two expressions are the same as if it was an inviscid wall.
However the absence of tangential velocity results in Equation 3.66c. In this case however



































Equation 3.67 is solved for the viscous source term where the characteristic source
term has been replaced by its updated version so the boundary conditions are satisfied.
The boundary conditions presented here are sufficient to define the Equation 3.41 at
the boundaries for the tandem aerofoil case studied here for both viscous and inviscid
computations. Nevertheless because of the Multi-block grid strategy used additional
interface conditions need to be supplied so the information is communicated between
adjacent blocks. This is covered in the next subsection.
3.7.5 Interface Boundary Conditions
As aforementioned, the inclusion of bodies in the computational domain usually lead to
grid singularities that cause spurious oscillations that will end up contaminating the final
54
solution. The grid singularities appear at points where the grid metric derivatives are
not unique. This happens for example at both the leading and the trailing edge of the
aerofoils of Figure 3.4. A close view of the leading edge zone is shown in Figure 3.6 where
the blue lines represents the block boundaries. It is seen that four blocks meet at the
leading edge of the aerofoil and that block 5 shares an block boundary with block 6 on its
right and another one with block 0 at its bottom. The shared boundaries are referred as
block interface boundaries herein. The block interface between block 5 and 6 is a constant















Figure 3.6: Leading Edge Zoomed View
Consider the interface of ξ = const between block 5 and 6. To avoid the grid metrics
discontinuity at this boundary the boundary scheme is used at the block boundaries.
However this isolates the blocks not allowing the information to flow from one block to
its neighbours. To let information flow between blocks an interface boundary condition
has to be implemented. Now, the discontinuity can be expressed in terms of the metric
gradient as ∇ξL 6= ∇ξR, i.e. the gradient on the left block does not match the gradient of
the right block. This mismatch is in terms of the norm of the gradient but not in terms of
its direction. Because both blocks share the same direction, the gradient in both blocks






R, ∇ξ˜L = ∇ξ˜R. (3.68)
In past subsections the characteristic wave equation in the boundary normal direction
has been used to define several boundary conditions. Kim and Lee [29] cast the charac-
teristic equation in the block interfaces where all variables and variables time derivatives
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must match. Consequently also the characteristic variables time derivative must also







which leads to the following relation between left and right sided waves:
LL − SLC = LR − SRC (3.70)
Again here the sign of the convection speeds will determine whether a wave is entering
or exiting a block unit. However an incoming wave of one block will also be an exiting
wave of its immediate adjacent block. This, on contrast to the other boundary conditions,
means that both incoming and outgoing waves can be obtained from the interior values
of the blocks. The method then consists in that every block calculates its outgoing waves
form its own information whilst the incoming waves are corrected by the outgoing waves
of its immediate block neighbour.











m − SLCm + SRCm , if λLm/|λLm| = λRm/|λRm| ≥ 0
(3.71)
3.8 Sponge Zone
In Subsections 3.7.1 and 3.7.2 the inflow and outflow boundary conditions have been
described. It has been highlighted the importance of avoiding flow reflections at the do-
main’s boundaries. The Soft Inflow and the Nonreflecting Outflow conditions reduce the
reflection level at the boundaries, however even with such boundary conditions reflections
may appear. For these reason the code used for this study uses what known as Sponge
Zone boundary conditions as well. The sponge zone can be seen as an artificial linear
forcing/damping near the boundaries. For simplicity the Euler Equations Equation 3.6
will be used here for describing the implementation of the sponge zone. With Equa-
tion 3.6 in mind, the sponge zone treatment is represented by an additional term added
to the equations at the right-hand side:




















σ(x, y) = σ0{1 + cos[πA(x)B(y)]}/2,




A(x) = 1−max[1− (x− xmin/LS, 0]−max[1− (xmax − x)/Ls, 0],
B(y) = 1−max[1− (y − ymin/LS, 0]−max[1− (ymax − y)/Ls, 0],
(3.74)
where Q is the vector containing the flow variables, Qref (ρ∞, ρ∞ugust, ρ∞vgust,
ρ∞wgust, and ρ∞etgust) is the vector containing the desired reference solution aimed at
the sponge zone, and σ is a free parameter known as sponge zone parameter that con-
trols the strength of the forcing/damping in the sponge zone. The coefficient σ(x, y)
depends on the x and y position only, and consequently it is the same for each “z-plane”.
Equation 3.73 enables a smooth transition from the interior where the sponge zone is not
present to the boundary where its effect is the biggest (σ0). The initial value used for the
work done here was σ0 = 8. It is worth noting that all velocities, energy and pressure
terms are followed by the “gust” subscript. This indicates that as well as being useful
to control the reflection on the boundaries, the sponge zone can be used to introduce a
certain flow profile at the sponge zone.
(a) Schematical Computational Domain
Setup
(b) Sponge Zone Profile for Velocity Forc-
ing
Figure 3.7: Sponge Zone Sketch and Profile Plot extracted from Kim et al. [31]
The sponge zone treatment used in this project is the one proposed by Kim et al. [31].
In Figure 3.7a one can see the location of the sponge zone close to the domain’s boundaries
and its geometric parameters LΩ (distance from the domain’s centre to the boundary
limits) and LS (sponge zone’s thickness). Because the problem studied in this project is
a tandem aerofoil case, the arrangement is not exactly the same, nonetheless Figure 3.7
will be enough to understand how the sponge is implemented in essence. The definition
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of the sponge source term proposed in [31] is








where the total energy has been substituted by the pressure since forcing applied on total
energy overrides density and velocity. Additionally a weighting factor λ(x) is introduced
to modify the intensity of the sponge forcing depending on the streamwise direction. The
weighting function is given by
λ(x) = (1− ε)[1− tanh(x/L)]/2 + ε, (3.76)
where ε is a constant representing the minimum desired value for λ, which in the case
seen in Figure 3.7b and also in this project has been set to ε = 0 as suggested by Kim et
al. [31] in order to avoid excessive constraint in the outflow condition.
3.9 Code Parallelisation
Nowadays High-Performance Computing clusters have become very popular among both
industry and academia. Parallel computing is the key tool here which enables to have big
jumps in computational efficiency by either sharing tasks or data between several com-
puters. The in-house Fortran code has been parallelised using Message Passage Interface
(MPI) libraries. MPI is a language-independent protocol by which the system will copy
the program on to each node’s processor where it will be executed independently. Unlike
OMP, MPI encourages memory locality. This means that each processor will have its
own private copy of each variable. There is no shared memory space, which means that
if a variable allocated on some particular process is desired to be known by any other
processor a communication between processors is needed.
As everything in life, this has an upside and a downside. On one hand, memory lo-
cality removes any chance of two processors trying to write to the same memory location
at the same time, i.e. race conditions. On the other hand as mentioned above, commu-
nications between processors become capital in MPI. When two or more processors need
to exchange information they need to ‘speak’ through the interconnect. Communications
are synonym of overhead, and thus it is desirable to avoid them as much as possible.
Additionally, some would think that a code that runs in parallel among multiple
threads will perform much faster than the serial code. This is only true if some consid-
erations are taken into account. First of all, the code has to be designed in such a way
that all the threads are doing useful work during execution time. No matter how many
processors a program uses if they just sit there waiting to other processors to finish their
individual tasks. A good analogy is viewing the team of processors as a cycling team
on a time trial race. In this scenario the time of the team is determined by the slowest
member of the team. So a good way to reduce the time is to distribute the effort as
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equal as possible between all the team mates so they all finish the race in good shape.
Following this analogy, if we overload a particular thread/cyclist it will take more time
to finish and then the overall performance of the team will decrease. This is commonly
known as load balancing, and a good parallel programmer should distribute the effort
evenly between all threads.
A common strategy when dealing with grid based problems, as it is the case here, is to
split the domain as evenly as possible among the available processors. In a perfect world
this should solve the problem supposing that once the data has been distributed among
the processors, the problem can be then solved independently at every processor. However
in real world if the grid is just split and distributed among the processors the information
is confined inside every subdomain without any communication between subdomains. In
Section 3.7 it has been shown that waves carrying information should be able to cross
any internal (artificial) boundaries so information is convected from inlet to outlet and
vice versa.
A possible solution that enables information to be exchanged between adjacent sub-
domains is the use of halo points. This points are points at which all communication
between subdomains happens. Kim and Sandberg [30] parallelised a system of compact
differencing and filtering of [21, 22] using three halo points for the differencing scheme
and a predictor-corrector method for the filtering scheme. A similar one-sided compact
finite difference schemes of [21] where used, however the extrapolating function param-
eters where determined from interior as well as the halo points. As in [21] the control
variables where used to optimise the scheme in the wavenumber domain. Although the
work of Kim and Sandberg [30] meant a great advantage with respect to previous work
done by other researchers using overlapped subdomains [47], still, parallel artifacts arose
from the subdomain boundaries for vortex-driven flows.
In a more recent piece of work, Kim [23] presents a new set of both differencing and
filtering subdomain boundary (SB) schemes. The starting point was again the Optimised
High-Order Compact finite difference schemes and filters of [21, 22] (see Equations 3.14,
3.25, 3.29, and 3.32). The system of equations formed by the difference and the filtering
schemes expressed in matrix-vector form is:




Filtering System: PF ∆ˆf = QFf , (3.77b)
where f , f¯ ′, and ∆ˆf are the objective function, numerical derivative, and filter’s
contribution nodal values respectively. The matrices P , PF ,Q, andQF are the coefficient
matrices for differencing and filtering respectively with the subscript F standing for filter
matrices. Because the process used in [23] is quite similar for the parallelisation of both





1 γ01 γ02 0 · · · · · · · · · · · · 0
γ10 1 γ12 γ13 0 · · · · · · · · · 0
γ20 γ21 1 γ23 γ24 0 · · · · · · 0
0 β α 1 α β 0 · · · 0
...
. . . . . . . . . . . . . . . . . . . . .
...
0 · · · 0 β α 1 α β 0
0 · · · · · · 0 γ24 γ23 1 γ21 γ20
0 · · · · · · · · · 0 γ13 γ12 1 γ10





b00 b01 b02 b03 b04 b05 b06 0 · · · · · · 0
b10 b11 b12 b13 b14 b15 b16 0 · · · · · · 0
b20 b21 b22 b23 b24 b25 b26 0 · · · · · · 0
−a3 −a2 −a1 0 a1 a2 a3 0 · · · · · · 0
0 −a3 −a2 −a1 0 a1 a2 a3 0 · · · 0
...
. . . . . . . . . . . . . . . . . . . . . . . . . . .
...
0 · · · 0 −a3 −a2 −a1 0 a1 a2 a3 0
0 · · · · · · 0 −a3 −a2 −a1 0 a1 a2 a3
0 · · · · · · 0 −b26 −b25 −b24 −b23 −b22 −b21 −b20
0 · · · · · · 0 −b16 −b15 −b14 −b13 −b12 −b11 −b10











1 γ01 γ02 0 · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · 0
γ10 1 γ12 γ13 0 · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · 0
γ20 γ21 1 γ23 γ24 0 · · · · · · · · · · · · · · · · · · · · · · · · · · · 0
0 β α 1 α β 0 · · · · · · · · · · · · · · · · · · · · · · · · 0
...
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
...
0 · · · 0 β α 1 α β 0 · · · · · · · · · · · · · · · · · · 0
0 · · · · · · 0 β α 1 α 0 0 · · · · · · · · · · · · · · · 0
0 · · · · · · · · · 0 β α 1 0 0 0 · · · · · · · · · · · · 0
0 · · · · · · · · · · · · 0 0 0 1 α β 0 · · · · · · · · · 0
0 · · · · · · · · · · · · · · · 0 0 α 1 α β 0 · · · · · · 0
0 · · · · · · · · · · · · · · · · · · 0 β α 1 α β 0 · · · 0
...
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
...
0 · · · · · · · · · · · · · · · · · · · · · · · · 0 β α 1 α β 0
0 · · · · · · · · · · · · · · · · · · · · · · · · · · · 0 γ24 γ23 1 γ21 γ20
0 · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · 0 γ13 γ12 1 γ10
0 · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · 0 γ02 γ01 1

(3.80)
For explanatory purposes, lets consider a computational domain which is split into two
smaller subdomains at is centre so each subdomain contains M = (N − 1)/2 elements
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where N+1 is the total number of elements. The left subdomain is referred as Subdomain
A and the right as Subdomain B. To be able to perform independent computations in
each subdomain the pentadiagonal matrix P needs to substitute some of the off-diagonal
elements by zero so it can be independently inverted for each subdomain. The resulting









where S = RP−1Q is a matrix that is at the same time formed by four submatrices SA,



















(SBfB + TAfA). (3.83b)




B represent the subdomain-wise associated elements




b00 b01 b02 b03 b04 b05 b06 0 · · · · · · 0
b10 b11 b12 b13 b14 b15 b16 0 · · · · · · 0
b20 b21 b22 b23 b24 b25 b26 0 · · · · · · 0
−a3 −a2 −a1 0 a1 a2 a3 0 · · · · · · 0
0 −a3 −a2 −a1 0 a1 a2 a3 0 · · · 0
...
. . . . . . . . . . . . . . . . . . . . . . . . . . .
...
0 · · · 0 −a3 −a2 −a1 0 a1 a2 a3 0
0 · · · · · · 0 −a3 −a2 −a1 0 a1 a2 a3
0 · · · · · · · · · 0 −a3 −a2 −a1 0 a1 a1
−c1M · · · · · · · · · −c16 −c15 −c14 −c13 −c12 −c11 −c10





0 · · · · · · · · · · · · 0
...
. . . . . . . . . . . .
...
a3 0 · · · · · · · · · 0
−c∗10 −c∗11 −c∗12 −c∗13 · · · −c∗1M







l = 0, · · · ,M







In Equation 3.84 one can observe that only two rows at the bottom representing the
nearest two points to the subdomain interface have been modified with respect to the




1m, where the star
represents values obtained from the adjacent subdomain. Based on the above matrices,
the compact differencing scheme at the subdomain boundaries becomes:














































where i = 0 or i = NS for each subdomain defined by i ∈ [0, NS ≥ M ]. The terms
h0, h1 and h2 are halo terms which are calculated with information owned by a single






















The differencing scheme has been used here for explaining Kim’s [23] method, never-
theless all of the beforehand mention also applies to the derivation of the SB compact
filtering scheme with minor differences (see [23] for further information).
Up to here Equation 3.83 is just the result of a lineal-algebraic transformation and
hence the results obtained are the same that those of a serial implementation. However
the stencil size could become extremely large if if the entire rows of “c” coefficients
are used, i.e. M = NS. At the same time if M is reduced too much the SB scheme
largely deviates from its serial version and spurious fluctuations appear at the subdomain
interfaces. As the ideal case is that when the parallel scheme leads to the same results as
the serial scheme, Kim [23] transforms the new SB scheme to the wavenumber domain
form where it compares its resolution with the interior scheme by computing a L2-norm
based deviation from the original scheme. A plot of the deviation versus the stencil size
M [23, Fig. 6] shows that if the deviation is wanted to be always below 3% the size of
the stencil has to be at least M = 11 for the differencing scheme and MF = 8 for the
filtering scheme.
3.10 Parallel Scalability
In this section the scalability of the code is presented. The study was performed using
University of Southampton’s cluster Iridis4. The problem size was kept constant in all
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cases, and computational time was measured for different number of processors used. The
time measured does not include I/O actions. Because of the nature of the code, at least
12 processors need to be used, since that is the minimum number of blocks used when
simulating a single element aerofoil. For that case columns 2 and 3 are chopped off the
grid shown in Figure 4.16. The problem size was fixed to 30.72 millions of points and
the maximum number of cores used was 384. In order to measure the scalability and the
efficiency of the code both Speed-Up Su and Parallel efficiency Peff were measured. The
definition of these is found in Equation 3.87 where Ts is the simulation time, Tw is the










Figure 3.8 shows that the code scales well, being even better than the linear scalability,
i.e. doubling the number of cores halves the time needed. This is due to the size of the
problem being too big for the case of 12 processors, i.e. the memory needed is bigger
than the cache memory, which is the fastest memory, and hence there is more likelihood
of cache missing. It is worth noticing that when using 384 processors nearly just an hour
is needed of wall time is needed per non-dimensional time unit of simulation time.





















Figure 3.8: Scalability Tests
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Table 3.4: Scalability Test Data
np Tw[s] Ts[Time Unit] Tw/Ts[h/Time Unit] Su Linear Su Peff
12 1.73E+004 0.1 48.089 1.000 1 1.000
24 4.79E+003 0.1 13.312 3.613 2 1.806
48 2.77E+003 0.1 7.700 6.245 4 1.561
96 1.45E+003 0.1 4.016 11.973 8 1.497
192 7.40E+002 0.1 2.055 23.405 16 1.463
384 3.91E+002 0.1 1.085 44.301 32 1.384
3.11 Time Discretisation
Up to here spatial discretisation has been extensively described in the last sections but
it must be recalled that Equation 3.7 represents the Unsteady three-dimensional Navier-
Stokes equations in vector form and consequently a time marching scheme is needed for
their solution. Fourth order compact finite difference schemes and sixth order filters have
been widely used in combination with an explicit fourth order Runge-Kutta [21–23, 26–
28, 30] time advancing method with successful results. The Runge-Kutta (R-K) method
used for time advancing in this numerical investigation is a multi-stage method, i.e. the




= F (Q, t)
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Qn2 = Qn +
∆t
3
F (Qn1 , t),
Qn3 = Qn +
∆t
2
F (Qn2 , t),
Qn+1 = Qn +
∆t
1
F (Qn3 , t),
(3.88)
where Q is the vector containing the variables and F represents the fluxes sum, which
is both a function ofQ and time t, and ∆t is the time-step. The four stages are represented
in Equation 3.88 where the initial solution is given at the time level n and the new update
at time level n+ 1. Intermediate contributions are given at time stages n1, n2, and n3.
Because this formulation is explicit, i.e. the solution at the actual time level Qn+1
does not appear on the RHS of Equation 3.88, an special care has to be taken with the
value of the time step to maintain the numerical method stable. The stability of the
method is given by the Courant-Friedrichs-Levy (CFL) condition which in terms of the
characteristic velocities is:
CFL = ∆tUξ +∆tUη +∆tUζ ≤ 1. (3.89)
Uξ, Uη, and Uζ are the characteristic wave’s convection velocities in the three compu-
tational directions ξ, η and ζ. This expressions means that information is not allowed to
cross more than one cell per time-step, otherwise the system will become unstable.
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3.12 Geometry Definition
The geometry that defines the WLE tandem aerofoil is shown in Figure 3.9. The two
aerofoils are based on a NACA0012 section. The chord of the fore element (Lc1) is
constant along the span and the aft element’s chord (Lc2) varies with a sinusoidal profile.
The mean chord length for the aft element is equal to the fore element’s chord length.
Additionally each section of the aft element retains the original NACA0012 section. The
amplitude of the WLEs is defined by hLE and its wavelength by λLE. The ratio between





and will be referred as WLE sweep angle, or simply sweep angle herein. Strictly
speaking the angle should be θreal = arctan
−1 (λLE/4hLE), which would give the angle of
the WLE’s peaks viewed from the top. Nonetheless for simplicity Equation 3.90 will be












Figure 3.9: Wavy Leading Edge parameters
The tandem parameters have already been defined in Figure 2.1, which for complete-
ness is recovered here in Figure 3.10. Both Figure 3.9 and 3.10 define the geometrical





















Figure 3.11: Domain Sketch with the most important parameters
In Figure 3.11 one can also see the main parameters defining the geometry of the
computational domain. These parameters are the domain size LΩ, the horizontal sponge
thickness LS1, the vertical sponge thickness LS2, and the extra sponge thickness LSxt.
The sponge thicknesses have been kept constant throughout all simulations carried out
to date, and their values can be found in Table 3.5.









In first place it is necessary to state that the whole of the simulations carried out so
far have been done using the Euler equations (see Equation 3.6). The reason for this
is that the numerical schemes used for solving those equations are the same as for the
Navier-Stokes equations but the cost of the simulations is much smaller. Consequently,
during the development stage, which is the one undergoing at the moment, the Euler
equations are the best for testing the brand new developed grid structures for double
element configurations without the requirement of massive computational environments
and long waiting intervals. Now, once that has been stated, the AIAA defines verification
and validation as [1]:
Verification: the process of determining that a model implementation accurately rep-
resents the developer’s conceptual description of the model and the solution to the model.
Validation: the process of determining the degree to which a model is an accurate
representation of the real world from the perspective of the intended uses of the model.
Figure 4.1: Verification and Validation diagram [36]
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Figure 4.1 represents the verification and validation process as described by Oberkampf
and Trucano [36]. By observation of Figure 4.1 the process of verification can be related
to the process of checking that the computerised model faithfully represents the concep-
tual model which in the case of Computational Fluid Mechanics are the Navier-Stokes
equations Equation 3.1. On the other hand validation is related to the linkage between
the computerised model or code with the real world.
The circle is also closed by the Qualification process which the Society of Computer
Simulation defines as: “Determination of adequacy of the conceptual model to provide
an acceptable level of agreement for the domain of intended application”. This is un-
derstood as if the model (the set of PDEs) are the best approximation of the reality.
Both qualification and validation are more rooted in the question of how accurate is the
solution in the physical sense whereas verification is more rooted in the question of how
accurate is the solution in the mathematical sense.
In terms of verification, the real problem is given in a continuous media as it is the
air surrounding the pair of aerofoils. However the PDEs are solved by a discrete method
(Finite Difference Technique) which approximates the real continuous solution. The use
of infinite elements in the discretisation would lead to a perfect solution, nevertheless
this will be extremely computationally expensive. Consequently the grid needs to be
fine enough so the solutions are not affected by the discretisation errors while still being
computationally efficient. A grid dependency study can show that the errors decrease with
increasing number of points. Similarly, the real problem happens in an almost unbounded
domain whereas the computational model must be defined by a finite bounded region.
The domain needs to be as well big enough so the far upstream and dowstream conditions
are met. Nonetheless, similarly to what happens in wind tunnel experiments if the walls
of the testing section are too close to the model under investigation, i.e. too high Blockage
ratio, if the boundaries of the computational domain are located too close to the model of
investigation the flow can be affected by the flow conditions imposed at the boundaries.
The domain dependency tests are used to verify this.
4.2 Inviscid Validation
For the inviscid validation, because the Euler equations have been used in the development
stage due to the fact that computations are much less expensive than Navier-Stokes
computations, results are compared to an inviscid-irrotational panel method based on
constant strength sources and vortices [12]. Because the original version of the code was
oriented to single element aerofoils, the code had to be updated using the method of
Chaves [3].
Because the panel method used does not include compressibility effects, for comparison
with the Euler’s code it is necessary to apply some correction to the results. The following








which is known as the Prandtl-Glauer rule, where CpI is the incompressible value, β is
the Prandtl-Glauert coefficient andM∞ is the free-stream Mach number. Notice here that
the Mach number used here to obtain the transformed results is the free-stream Mach
number. This can imply that transformed results may still differ from the Euler’s code
results at critical locations such as the leading and trailing edge, as well as the location
of the suction side pressure peak [55]. Woodward [55] proved that transformations using
the local Mach number at the surface would lead to much better results.
4.2.1 Grid Dependency Tests
The consistency of the results with regards the grid resolution where tested using three
different grids with coarse, medium, and fine resolutions respectively. The number of
points used per block can be seen in Table 4.1, 4.2, and 4.3 where only bottom blocks’
number of points are shown since the top row has the same configuration.
Table 4.1: Number of Points per Block for the Coarse Grid
Block No.
Direction 0 1 2 3 4
ξ 100 50 50 50 100
η 100 100 100 100 100
ζ 15 15 15 15 15
Table 4.2: Number of Points per Block for the Medium (baseline) Grid
Block No.
Direction 0 1 2 3 4
ξ 200 100 100 100 200
η 200 200 200 200 200
ζ 15 15 15 15 15
Table 4.3: Number of Points per Block for the Fine Grid
Block No.
Direction 0 1 2 3 4
ξ 400 200 150 200 400
η 400 400 400 400 400
ζ 15 15 15 15 15
The results obtained from this simulations are showed in Figure 4.2 in the form of
pressure coefficient distributions over the aerofoils. It seems that for the solving the
Euler equations the coarse grid would be enough, however since the final aim is to switch
to the Navier-Stokes equations as soon as the development stage is finished, it was worth
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trying finer grid resolutions because when viscosity effects are account, the length scales
of the flow that the LES method aims to solve become really small.
x/Lc
C p








Figure 4.2: Cp comparison for three different grid resolutions at zero AoA, where “C”
means coarse resolution grid, “M” means medium resolution grid and “F” means fine
resolution grid.
4.2.2 Domain Dependency Tests
In this section the effect of the domain size over the final solution is tested. The domain
sizes used ranged between 5 and 11 chord lengths and pressure coefficient distributions
are measured over the two elements of the tandem configuration. Results of the study are
compared with values obtained from the potential code with compressibility corrections.
Figure 4.3 shows how results seem to be quite similar for both elements at different
domain sizes LΩ. However a close look at the first element trailing edge reveals that the
domain size has a direct impact in the determination of the leading edge pressure peak as
Figure 4.4 shows. It seems that longer domain sizes better agree with the panel method
results. This behaviour had been observed earlier by Kim et al. [31], who related the
effect of this pressure peak differences with the sponge zone. Nevertheless the level of


















Figure 4.3: Cp for different domain sizes at δ1 = 4















Figure 4.4: Cp for different domain sizes at δ1 = 4
◦ and δ2 = 4
◦. Zoomed view
Although it could be though that the forcing due to the inclusion of the sponge zone
at the boundaries to ensure non-reflecting boundary conditions could affect this pressure
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peak differences, it turns out that varying the value of the sponge coefficient σ0 (see
Equation 3.73) does not disturb the results. The results of Figure 4.3 and 4.4 where
calculated using a value of σ0 = 8. In Figure 4.5 the different sponge zone coefficients’
results are compared. It is clearly seen that the general shape of the pressure distribution
has not changed form Figure 4.3.
On top of that a close look at the leading edge (Figure 4.6) reveals that the differences
are inappreciable. This is confirmed by other test done with values of σ0 ranging from 5
to 11, but due to the fact that all of them lead to very similar results the case of σ0 = 11
is shown in Figure 4.7 and 4.8 for the sake of completion. This is a good sign since
indicates that the sponge parameter does not affect the solutions and plus, it is seen from

















Figure 4.5: Cp for domain sizes of 5 and 9 chord lengths at δ1 = 4
◦ and δ2 = 4
◦ and
















Figure 4.6: Cp for domain sizes of 5 and 9 chord lengths at δ1 = 4
◦ and δ2 = 4
◦ and
σ0 = 6 compared with the original sponge configuration with σ0 = 8. Zoomed view
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Figure 4.7: Cp for domain sizes of 5 and 9 chord lengths at δ1 = 4
◦ and δ2 = 4
◦ and















Figure 4.8: Cp for domain sizes of 5 and 9 chord lengths at δ1 = 4
◦ and δ2 = 4
◦ and
σ0 = 11 compared with the original sponge configuration with σ0 = 8. Zoomed view
4.2.3 Angle of Attack Study
In order to validate the method used in this project to investigate the tandem aerofoil
configuration, which is the base of the final study of WLE in the aft element, different
simulations were conducted. In first place following what Fanjoy and Dorney [6] did, the
effect of varying the inflow incidence angle was tested for small angles between 0◦ and
4◦. The results of this study can be observed in Figure 4.9. Results agree with literature
since it is seen that an increase in the angle of attack is much beneficial for the fore
element than for the second element. Additionally the agreement with the panel method
results is still high. Note here that the angle of attack has been varied the same way for
the panel method by changing the free-stream flow’s incidence angle too.
However as aforementioned, the implications of such study (changing the flow incidence
angle) is only valid for small angles of attack since the interference between both elements
is the ultimate goal of the study. If the incidence angle is too high the wake of the first
element would be convected at such a high angle that the wake would not impact on to the
aft element. And because also one of the main objectives is to perform a parametric study
of both elements relative position and WLEs parameters, it is important to be able to
rotate the aerofoils at different angles independently. To achieve such thing it is necessary
to physically rotate the aerofoils and then create a brand new mesh for each combination
of δ1 and δ2, whereas changing the flow incidence can be achieved by modification of the
boundary conditions, which is much easier and less time consuming. In a sense that is
the reason why that approach was initially the one taken. Nonetheless the rotation of the
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elements was also implemented and results comparing both approaches for δ1 = δ2 = 4
◦


















Figure 4.9: Cp distributions for different flow incidence angles. The number after “A” in-
dicates the incidence angle. Black dashed line represents the correspondent panel method
computation
It is seen in Figure 4.10 that the level of agreement between both mentioned approaches
is very high. Compared with the results from the panel method with element’s rotation
results are also in good agreement. Being sure that the element’s rotation had been
correctly implemented, another study was carried where the AoA of the first element was
kept fixed at δ1 = 0 and then the aft element’s AoA (δ2) was varied between 2
◦ and 6◦.
From Section 2.2 it is known that even while keeping the fore element at δ1 = 0
◦ it is still
possible to increase its lifting capabilities by increasing δ2. And that effect is clearly seen
in Figure 4.11. However, and although the agreement with the panel method is still really
high for the aft element, the potential code predicts slightly higher pressure differences
between upper and lower surfaces of the fore element. It must be noted that the panel
method does not attend to compressibility effects and the results of it have only been
transformed using the Prandtl-Glauert rule (Equation 4.1). Therefore the effect of the















Figure 4.10: Cp distributions for fixed δ1 = 4
◦ and δ2 = 4
◦ compared with incidence





















Figure 4.11: Cp distributions for fixed δ1 = 0
◦ and different δ2. Black lines represent the
correspondent panel method computation
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4.3 Viscous Validation
In the last section (Section 4.2) the inviscid version of the code has been tested for
different grids, domains and elements relative positions. However the ultimate goal of
the project is to investigate the tandem arrangement in a viscous flow using LES. For
this reason in this chapter results from the viscous mode of the code are compared with
those of [19]. In [19] a Direct Numerical Simulation (DNS) is performed at Re = 120000
over a NACA0012 aerofoil using a finite difference technique on both the streamwise and
normal directions whilst a spectral method is used on the spanwise direction.
Jones [19] uses a volume forcing technique to trigger turbulence within the boundary
layer. Such technique is mimic and introduced to the code in order to obtain similar
results. Additionally, Synthetic Inflow Turbulence (SIF) is used in some cases to increase
the level of turbulence in the domain and in the end do the same job as the volume
forcing and trigger transition to turbulence in the boundary layer.
In the following sections a recently implemented new grid structure will be presented
which gives more freedom in terms of the elements relative position. Also, a grid sen-
sitivity study will be performed on this new grid and results will be compared to those
of [19].
4.3.1 New Grid Block Structure
As just mentioned in the prior section, a new grid block structure is introduced at this
stage so it will facilitate the investigation of different elements relative position influence
on the flow with more freedom. The new structure can be seen in Figure 4.12, and it
shows how now the two aerofoils are allowed to come much closer than with the prior grid
structure (see Figure 3.4). In addition the new grid allows to have much better aspect
ratios for all block’s cells, specially in the leading edge regions of the aerofoil which
increase the stability of the code. On top of this, the two layers of blocks surrounding
the aerofoils allow to increase the computational effort on the aerofoils surroundings in a
very efficient, and intuitive manner.
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Figure 4.12: New Grid Block Structure Sketch
Nevertheless this new block strategy increments the number of blocks needed per
simulation and hence the number of points where communication is needed between
blocks. The number of blocks needed is increased from 10 to 20 since the rows of blocks
(5 blocks per row) are now 4 instead of 2. A closer look to what the grid looks like near
















Figure 4.13: New Grid Zoomed view near Fore Element’s Leading edge
4.3.2 Triggering Turbulence
Two different strategies are used to achieve the same goal here: triggering turbulence
transition in the aerofoil’s boundary layer. As mentioned before in [19] a volume forcing
method is used. The first method used in the following simulations is similar to that of [19]
with minor modifications. The forcing is based on three cosine functions f1(t), f2(t) and
f3(t) with three different frequencies ωf = [ωf1, ωf2, ωf3]. The forcing is applied at the
same location of [19] (xfo, yfo). A weighting function is used gf (x, y) so the forcing is
maximum at x = xfo and y = yfo and then fades away with distance from this point.
The expression of the weighting function is:
gn(x, y, z) =
1
2











(x− xfo) + (y − yfo),
(4.2)
where rf is the radius of influence around the forcing point and βfn is the spanwise
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wavelengths that will be excited by the forcing. Finally the forcing function is simply
given by




where:fn = Af cos(wfnt)/3
(4.3)
The parameters used for the forcing are given in Table 4.4 whereM∞ is the free stream
Mach number.
















The second method used to trigger turbulence is based on the work of Kim [24]. In
this method synthetic Homogeneous Isotropic Turbulence (HIT) is quietly injected at
the most upstream boundary by means of the sponge zone (see Section 3.8). If sufficient
amount of turbulence remains when it reaches the aerofoil after being convected by the
mean flow, the boundary layer will naturally transition to turbulence.
Figure 4.14 shows the effect of using the Volume Forcing for example. It can be noticed
how vortical structures start to develop after the boundary layer becomes turbulent.
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Figure 4.14: Isosurfaces of the non-dimensional velocity gradient second invariant Q =
150 coloured by streamwise Mach number




3DU [19] 0.099 0.607
Figure 4.15 shows comparison between both methods and also against [19, fig. 12]. It is
seen that both methods give good approximations to the DNS solution, with the SIT case
having a little over-prediction. However both methods do agree in terms of separation
and reattachment points. The case tested here is a NACA0012 aerofoil at α = 5◦ and
Re = 1.2E5. It is shown in [19] that for this flow conditions a Laminar Separation Bubble
is present, which length is given by the separation xs and reattachment xr points just
mentioned.
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Figure 4.15: Cf comparison between Volume Forcing (VF) and Synthetic Inflow Turbu-
lence (SIT) methods for triggering transition
From Table 4.5 it can be seen that the deviations are −1.049% and −2.77% of the
chord length (Lc) for the separation point respectively in each case, and +1.274% for
the reattachment point for both cases. In this particular case, where it is known from
literature where the forcing needs to be applied, the Volume Forcing might be more
convenient, however if this was not known, the SIT method proves to give close results in
terms of separation and reattachment points. In future computations where the nature
of transition is not known a priori, the SIT method seems to be the way to go.
Nevertheless for the sake of this validation case, the Volume Forcing method is used
in all results shown in this chapter unless it is stated otherwise.
4.3.3 Grid Dependence Study
In the past section the grid used for both VF and SIT cases was based on the G1 grid pa-
rameters (see Table 4.6), but other three more grids have been used to test the sensitivity
of the simulations to different discretisation levels. In Table 4.6 the number of points
used per block in each direction can be checked, where ξn is the number of points used
in blocks of column n in the ξ direction and ηn is the number of points used in blocks of
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Table 4.6: Grid case study
Grid: G1 G2 G3 G4
ξ0 200 400 200 300
ξ1 150 200 200 300
ξ2 100 100 100 100
ξ3 50 100 80 80
ξ4 200 400 200 300
η0 180 360 180 180
η1 60 60 60 60
ζ0 50 50 75 75
row n in the η direction. The row and column distrubution can be seen in Figure 4.16.
Note that row 2 is equal to row 1 and row 3 is equal to row 0 because the problem is set









0 1 2 3 4
x/Lc
y/Lc
Figure 4.16: Columns and Rows structure for the grid
The results from this four grids are compared in Figure 4.17. It is observed that the
most determinant parameter is the number of points used in the span direction, since the
curves converge to G4 when the number of points is increased. It is also observed that
agreement with the DNS case (3DU) is best up until the 40% of the chord length and
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then after the 70% of the chord length. However both G3 and G4 disagree in the middle
section with respect to the DNS, where coarser grids seem to give closer results to 3DU.
Figure 4.17: Comparison of Cf for different grids
In Table 4.7 the correspondent lift and force coefficients are presented for each grid
case showing that G4 and G3 are the closest to the DNS case in terms of Cl. However
there is a big disagreement in terms of Cd despite the fact that curves in Figure 4.17 seem
to be quite close to the DNS curve.






3DU [19] 0.621 0.0358
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4.3.4 Spectral Analysis
In order to investigate the resolution capabilities of the LES code the Power spectra of
turbulent kinetic energy K = 1
2
(< u′u′ >+< v′v′ >+< w′w′ >), is computed and then
compared to the DNS [19]. Data acquisition took place over 50 non-dimensional units
(non-dimensinalised using the free stream velocity and the chord length). Eight windows
with the shape of a squared sinusoidal were used with a 50% overlap to improve spectra
quality at the expense of reducing the range at the low frequency end. The data was
measured at x = 0.3961 and y+ = 13.2.





















Figure 4.18: Temporal Power Spectra ofK taken at the mid-span compared with DNS [19]
and the −5/3 slope of the Inertial Subrange. Frequencies non-dimensilasied by the free
stream velocity and the chord length
Figure 4.18 shows how the data from LES approaches quite well with both DNS and
the theoretical slop up until f ≈ 25. At higher frequencies both DNS and LES diverge
from the −5/3 slope of the turbulence’s inertial subrange. Then at the high frequency
end due to the coarser resolution used in the LES case the energy contained at those






In the previous chapter (Chapter 4), the validation of the code has been divided in two
stages: inviscid and viscous. Both cases tested share similar aspects with the main focus
of the project, a WLE aerofoil. The inviscid case tested a similar geometry and the
viscous tested a similar flow condition, i.e. aerofoil in a viscous flow at incidence. The
time has hence come to look at problems that can give us some answers to the questions
that this project focuses on.
The first problem that the student has focused on is the single NACA0021 aerofoil
with WLE at different AoAs. The WLE parameters were chosen to be the same as in
Skillen [49], that is λLE = 0.11L¯c and hLE = 0.015L¯c, which was also tested by Hansen
et al. [11] (model A2λ7.5) in the University of Adelaide water tunnel. Both numerical
and experimental investigations were performed at at Re = 1.2× 105, and so is this one.
Since the results reported by Skillen showed almost no difference between simulations
performed with aerofoil span of Lb = 2λLE and Lb = 4λLE a span of Lb = 2λLE was used
in order to keep computational cost at its minimum.
It was suspected that the results of Skillen did not match those of Hansen (the Cl
coefficient reported by Skillen was more than 40% more than the experiment) because
no boundary layer tripping technique was used. Therefore it was decided that the SIT
technique [24] used in 4.3.2 would be useful here to trigger the transition of the boundary
layer at a chord location closer to the experiment. In addition to the case of α = 20◦
tested by Skillen, two extra cases at α = 6◦ and α = 10◦ were also aimed. The three
AoAs tested will offer different pictures of the same problem at pre-stall, close to stall,
and post-stall regimes. However using such a high AoA (α = 20◦) increased the skewness
of some grid elements close to the leading edge of the aerofoil which ultimately made the
solution very unstable. Consequently the desired AoA was achieved by increasing the
flow incidence angle rather than rotating the aerofoil itself, i.e. the same technique that
was used in 4.2.3. This technique could be used since only one aerofoil was used, however
using this inflow incidence angle from the very beginning of the simulation would cause
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the inflow turbulence go over the aerofoil instead of impinging on it.
Finally the following process was chosen so the inflow incidence could be used in
combination with the SIT.
1. The aerofoil is accelerated until the desired Mach number for 5t∗, with t∗ = tLc/a
where t is time, Lc is the mean chord length and a is the speed of sound.
2. The SIT is used at α = 0◦ for 25t∗.
3. The SIT is progressively switched off during 10t∗.
4. The incidence angle α is ramped up to the desired value for another 10t∗.
In total 50t∗ were needed to reach to the desired flow state, and then wait until the
solution was converged. Because the grid did not change between different incidence
angles steps 1 to 3 were performed just once and saved. From that stage all simulations
were ramped up to the desired α hence saving 40t∗ per simulation.
In the following sections many flow variables are plotted, unless stated differently all
of them have been non-dimensinalised using the free stream speed of sound a and the
mean chord length Lc. Furthermore, the notation used for time averaged quantities is the
following: for example the time averaged velocity magnitude is represented by < |u| >.
The centre of coordinates is located in the intersection of the spanwise symmetry plane,
the thickness symmetry plane and a chord normal plane passing by the middle chord.
5.2 Turbulent Inflow Condition
In Table 5.1 a comparison between the force coefficients obtained are compared to the
experiment of Hansen. Although the case for α = 10◦ is really close to the experiment, the
cases for α = 20◦ and specially for α = 6◦ did not match the experimental data as well.
The discrepancy for the α = 6◦ case may be explained because during the course of the
four step process mentioned above some errors were made during the last step. The AoA
ramping was hence not the same followed by the other two cases causing some history
effects that would in the end delay the convergence of the final result. The SIT was set
to produce turbulent inflow of 0.5% turbulence intensity with an integral lengthscale of
0.4 Leaving the α = 6◦ aside for future revision the focus of the study shifted towards the
other two cases, particularly to the highest AoA since it could be compared to the results
of Skillen. If the α = 20◦ case is compared with the results obtained by Skillen [49] it
can be seen that the agreement with experimental data was improved in terms of the lift
coefficient (see Figure 5.1). In terms of the drag coefficient, the value is in the same order
of magnitude that the lift coefficient.Surprisingly the agreement with Skillen’s results is
hight too.
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Table 5.1: Mean Lift and Drag
α Cl [11] < Cl > relative error Cd [11] < Cd > relative error
6 0.555 0.751 35% 0.042 0.033 21%
10 0.895 0.892 0% 0.059 0.056 5%
20 0.729 0.641 12% 0.286 0.320 12%
























Figure 5.1: Force coefficient comparison between present simulation, Hansen [11],and
Skillen [49]
In Figures 5.2 and 5.3 the time history of the force coefficients is shown. The α = 10◦
case converged quickly to a stable solution with a little variance. On the other hand the
α = 20◦ case took much longer. Even after more than 200t∗ the coefficients had very low
frequency variations that made difficult to asses whether the solution was still evolving
or not. On top of that there seemed to be a higher frequency content in the signal, that
will be considered in detail in following sections.
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Simulation Cl Simulation Cd Experiment [11]
Figure 5.2: Time History Force Coefficients comparison between Simulation and Experi-
mental data at α = 10◦












Simulation Cl Simulation Cd Experiment [11]
Figure 5.3: Time History Force Coefficients comparison between Simulation and Experi-
mental data at α = 20◦
In Figure 5.4 the contours of the pressure coefficient show how in the case of α = 10◦
the undulations promote a periodic pattern in the first quarter of the aerofoil chord, where
the lowest pressure is located at every trough section. This can be easily appreciated in
Figure 5.6 where the pressure coefficient at the surface is measured across the span. The
probe line is produced by the intersection of a computational plane of constant ξ = 50 and
the aerofoil surface, which is also a computational plane of constant η = 0. The constant
pressure in the span direction present at the trough sections indicates the presence of
90
a Laminar Separation Bubble [10, 45] in the troughs. These LSBs are more likely to
happen at the trough sections where the flow suffers from the highest adverse pressure
gradients [17]. In the case of α = 20◦, Figure 5.4a, the LSB has significantly reduced
its length, and more important it is only present in one trough. This asymmetry in the
flow was also present in some RANS results from Rostamzadeh [44] at AoAs higher than
the baseline stall angle. However in comparison to the Skillen’s results [49] this is a
completely different behaviour.
(a) α = 20◦ (b) α = 10◦
Figure 5.4: Time Averaged Pressure Coeficient. Red line shows probe line used in Fig-
ure 5.6














(a) α = 20◦


















(b) α = 10◦
Figure 5.5: Pressure Coefficient distributions at different sections for α = 10◦ and α = 20◦
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Figure 5.6: Time Averaged Pressure Coefficient across the span at ξ = 50 for α = 10◦
and α = 20◦
In Figure 5.5b the pressure distributions along the chord for α = 10◦ show that the
flow is very alike between sections of the same kind, i.e. peak to peak or trough to trough.
Even between different sections the difference only exists in the first third of the chord.
In contrast, for α = 20◦ only the Trough 1 (T1) sections differs from the rest. In both
cases the LSB can be identified by the plateaus in the pressure coefficient distributions.
The differences in the flow pattern between the two cases is more significant in Fig-
ures 5.7 and 5.10 where the technique developed by [2] has been used to depict the
surface flow patterns. The range of the scale used to colour the surface has been deliber-
ately reduced so the regions of recirculating flow can be easily identified by blue regions
on the figure. In Figure 5.7 it can be seen how the flow is almost identical at the two
leading edge wavelengths. In each of them the flow between peaks rapidly encounters
the LSB and climbs over it hence increasing its velocity. This increased velocity creates
a lower pressure that is transmitted in the wall normal direction towards the wall, as
a consequence the pressure inside the bubble is determined by the pressure of the flow
just above it. An estimation of what the pressure should be inside the bubble given the

















which is commonly known as the Bernoulli equation for compressible flows. From
Figure 5.9 it is seen that the velocity at the edge of the LSB is |uLSB| ≈ 0.755. Using
then Equation 5.1 leads to a pressure value of pLSB ≈ 0.525 which ultimately leads to a
CpLSB ≈ −2.37, very close to what Figure 5.8 shows. On the other hand the flow in the
peaks remains laminar for the first quarter of the chord. The flow on sections that are
not exactly in the peak sections is drawn towards the trough sections due to the spanwise
pressure gradient.
Figure 5.7 also show how the flow transitions to turbulence straight after the LSBs
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inside the troughs, and that this transition triggers transition not just on the troughs but
everywhere else too.
Figure 5.7: Linear Integral Convolution of < τw > Coloured by < τw >x at α = 10
◦
















Figure 5.8: Time Averaged Pressure Coefficient profiles for different streamwise locations
within the LSB for α = 10◦
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Figure 5.9: Time Averaged Velocity Magnitude profiles for different streamwise locations
within the LSB for α = 10◦
Figure 5.10 shows the surface flow pattern for the α = 20◦ case. The picture here is
completely different to the other case. It seems that at very high AoA the symmetry
of the flow is broken and just one of the LSB manages to survive whereas the flow in
the other trough undergoes laminar separation at the very leading edge. In the trough
with the presence of the LSB, the flows transitions to turbulent just after the bubble,
and remains attached for a short period. In Figure 5.11 it can be seen how there is a
portion of the chord in the first trough (T1),between x/Lc ≈ −0.4 and x/Lc ≈ −0.2,
where the friction coefficient becomes positive for a while. On the other trough however,
separations occurs much earlier, almost at the same point where the friction coefficient
becomes positive in the trough with the bubble.
Because results previous to this project did show a clear periodicity in the flow from
wavelengh to wavelength [49], it was thought that probably the inconsistency with pre-
vious published reports could be attributed to the solution initialisation described at the
beginning of the section, i.e. the process of impinging inflow turbulence and pitching
the aerofoil. It could be that history effects still remaining were causing this asymmetric
solution being triggered. Consequently, a new set of tests were performed in order to fur-
ther investigate whether this behaviour was due to any simulation artifact or was indeed






Figure 5.10: Linear Integral Convolution of < τw > Coloured by < τw >x at α = 20
◦
































Figure 5.11: Friction Coefficient distribution along the chord for Peaks and Trough sec-
tions
5.3 Clean Inflow Condition
In this subsection the results presented were achieved setting from the very beginning
the inflow incidence angle to the desired value. Additionally the inflow condition was set
to be laminar with no perturbations at all. The purpose of this set of simulations was
to investigate whether the asymmetry in the flow seen in the previous section (5.2) was
a consequence of the simulation procedure or was indeed the natural flow behaviour.
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5.3.1 Steady Analysis
Figure 5.12 and Table 5.2 show how the force coefficients did not significantly change
after modifying the flow initialisation. The lift coefficient was mildly improved, however
the drag coefficient increased its prediction which was already over the experimental
data. Here, the results for the straight leading edge case are also shown. Differences
here with respect to Hansen [11] are higher, however, using other experimental data
available [16] and assuming linear variation between different Re a Cl ≈ 0.65 is expected
at Re = 1.2× 105.
Table 5.2: Mean Lift and Drag for Clean Inflow compared to Literature
Case < Cl > relative error < Cd > relative error
Hansen WLE [11] ∼0.729 - ∼0.286 -
Skillen [49] 1.03 ∼41% 0.13 ∼54%
Simulation WLE 0.678 ∼7% 0.326 ∼14%
Hansen Straight [11] ∼0.54 - ∼0.31 -
Skillen Straight [49] 0.64 ∼18% 0.32 ∼3%
Simulation Straight 0.687 ∼27% 0.365 ∼18%


















Simulation Cl Simulation Cd Experiment [11]
Figure 5.12: Time History Force Coefficients comparison between Simulation and Exper-
imental data at α = 20◦ for Clean Inflow Case
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Straight Cl Straight Cd Experiment [11]
Figure 5.13: Time History Force Coefficients comparison between Simulation and Exper-
imental data at α = 20◦ for Straight Leading Edge with Clean Inflow Case
It is seen that there is some low frequency signature in the Cl signal, as it was in
the turbulent inflow case, so it can be concluded that those oscillations are unrelated
to the type of flow initialisation used. Nonetheless Figure 5.14a shows how the laminar
separation bubble has now moved from trough 1 (T1) to trough 2 (T2). It is also seen that
the lowest pressure is still located at the trough containing the LSB. In Figure 5.15 can
be seen how different are the pressure distributions along each trough and how similar are
at the peaks in contrast. Most interesting the pressure distribution on the peaks seems to
be very similar to that of Trough 1. Nearly after x/Lc = −0.2 the spanwise homogeneity
is recovered where the negative Cf profile indicates flow separation. In comparison to the
straight case, in the first 5% of the chord length, the only section that differs from it is
the T2 section.
(a) WLE (b) Straight
Figure 5.14: Pressure Coefficient contours over the surface of both WLE and straight
leading edge cases at α = 20◦
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Figure 5.15: Pressure and Friction Coefficient distributions along the chord for peak and
trough sections compared to the straight case
Figure 5.16a shows the isocontours of zero streamwise velocity, which can be used
to depict regions with recirculating flow, i.e. Laminar Recirculation Bubbles. It can
be clearly identified the region where the LSB is sitting. It is seen how the spanwise
homogeneity of the flow is broken by the presence of just one LSB. The flow partially
reattaches downstream the bubble, however due to the strong adverse pressure gradient
eventually separates. On the other hand the separated region seems to originate at Trough
1, and advances towards closer span sections downstream. In the straight leading edge








(a) WLE (b) Straight
Figure 5.16: Iso-Contours of zero averaged streamwise velocity
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(a) Trough 1 (b) Trough 2
(c) Peak 1 (d) Peak 2
(e) Straight
Figure 5.17: Streamlines at different span sections coloured by the averaged streamwise
velocity
This is more clearly seen in Figure 5.17 where a comparison between the flow at the
two troughs and two peaks is showed by means of the streamlines and the streamwise
velocity contours. It is seen how the streamlines come closer to the aerofoil surface at
Trough 2 but almost immediately separates at Trough 1. At Trough 2, downstream
the bubble the flow reattaches as depicted by the red colour in Figure 5.17b, however
the streamlines suggests that the new developing turbulent boundary layer is very thick,
which in the end makes it more prone to separate due to adverse pressure gradients.
There seems to be a tiny recirculation zone very close to the leading edge at the Trough 1
which could be also a tiny LSB since one can also see a small plateau in the < Cp > plot
of Figure 5.15a. The size of this plateau region is much smaller than the one that can be
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seen for the other trough section on the same figure. On the peaks sections (Figures 5.17c,
and 5.17d) separation happens later than in Trough 1, however when the separated region
originated at Trough 1 reaches their spanwise section the flow there separates too as it is
seen in Figure 5.18. In comparison with the straight case, the only section that is clearly
different from it is the Trough 2 section because of the presence of a reattachment region
downstream the LSB, although in general it seems that the wake developed by the WLE
case seems to be slightly smaller, with the two recirculation zones looking somewhat
weaker than in the straight case. Particularly, the shape of the clockwise recirculation
zone seems to cover the entire aerofoil section for the WLE case whereas in the straight
case the anti-clockwise vortex sits on top of the trailing edge. The shape of the close wake
is hence different for both geometries, with a slender shape associated with the WLE case.
For the straight case the two big vortices are sitting one on top of the other almost in a
vertical line, and consequently the wake shape seen in the streamwise direction is thicker.
On the other hand, for the WLE, because the clockwise vortex covers the whole aerofoil
chord length, the other vortex is displaced a little downstream, which ultimately leads to
the two vortices being aligned rather horizontally, and consequently elongating the shape
of the wake and reducing its projection to the normal streamwise direction.
By means of Figure 5.18 the surface flow patterns can be investigated. The LSB can
also be spotted here close to the leading edge in Trough 2 (T2). It is worth noting that
the high momentum flow from the peaks is drawn towards the lower pressure zone in T2.
Even some air from inside the separated region in T1 is attracted to the other trough
creating a secondary flow that eventually create two foci (F1 and F2) of vertical vorticity.
For the straight case, Figure 5.19, the surface flow is much simpler. In this case the
Linear Integral Convolution technique could now be used since the values of the < τw >
were almost zero in most of the aerofoil surface, and this cause to show spots where just
the white noise convoluted shows up. Because of this the WSS lines were used instead,







Figure 5.18: Linear Integral Convolution of < τw > Coloured by < τw >x for undulated
case
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Figure 5.19: WSS lines at surface Coloured by < τw >x for straight leading edge case
An explanation can be found for the reason why the flow only reattaches in the second
trough but not the first by observation of Figure 5.20. In this figure it is seen how most
of the turbulent kinetic energy at Trough 1 is located away from the wall. In contrast, at
Trough 2, there is a small portion of the chord that is in contact with the turbulent flow
that is originated at the rear end of the LSB. This induces a higher momentum in that
region which ultimately helps the flow to redevelop a turbulent boundary layer for a short
portion of the chord. Despite this, as afore mentioned, the adverse pressure gradient at
this high AoA is too severe and the flow ends up separating. In Figure 5.20 one can
also identify the larger pressure fluctuations at the reattachment regions, particularly
at the rear corners of the LSB. It is seen that on the straight leading edge case the
pressure fluctuations only happen at the trailing edge rather than in the leading edge
area. Regards the turbulent kinetic energy, the straight leading edge case is much similar
to the T1 section rather than T2.
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(a) Trough 1 (b) Trough 2
(c) Straight
Figure 5.20: Turbulent Kinetic Energy contours plotted on spanwise planes at Trough 1
and Trough 2 sections and straight case with contours of the pressure fluctuations RMS
plotted at the suction surface.
The vortical structures can be identified by “a connected fluid region with a positive
second invariant of ∇u” [15], i.e. Q > 0 where Q is the second invariant of the velocity
gradient tensor. Figure 5.21 shows a snapshot of the flow using this technique for vortex
identification. A pair of counter rotating vortices can be clearly identified at the rear of
the LSB. The flow recirculates from the bubble’s walls towards its interior hence forming
the vortex pair. These pair of counter rotating vortices may well be those mentioned in
previous literature [7, 11, 18, 41, 44, 49, 54, 57]. It is worth noticing that the areas where
both streamwise and spanwise vortical structures are closer to the wall correspond to the
areas where the pressure fluctuations are stronger, which suggest that the two pair of




Figure 5.21: Iso-Contours of Q = 2000 coloured by streamwise vorticity with contours of
averaged Pressure Coefficient plotted over an Iso-Surface of η = 30
Another feature that is identified is the periodic shedding of spanwise vortical struc-
tures from both shear layers formed by the separation region and the LSB region. This
structures are much alike to the ones developed in the straight leading edge case as seen
in Figure 5.22. The shedding from LSB was already seen in some two-dimensional simu-
lations earlier published [40], and its relation with the oscillations of the force coefficients
is studied in the following subsection.
Spanwise Vortex
Figure 5.22: Iso-Contours of Q = 100 coloured by streamwise vorticity with contours of
averaged Pressure Coefficient plotted over an Iso-Surface of η = 30
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5.3.2 Force Coefficient Comparison per Leading Edge Wave-
length

































Figure 5.23: Time History of force coefficients and efficiency from each half of the aerofoil
surface, one with LSB and the other without LSB
Table 5.3: Mean Lift and Drag for each half for the period of time showed in Figure 5.23
compared to the full span.






E =< Cl/Cd >
Eside−Efull
Efull
Full Span 0.622 - 0.319 - 1.952 -
w/o LSB 0.612 −1.6% 0.322 +0.9% 1.897 −2.8%
w/ LSB 0.633 +1.8% 0.315 −1.3% 2.009 +2.9%
Because there was a clear difference between the flow on each side of the aerofoil, it was
decided that it would be interesting to investigate how would the aerofoil perform if there
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was a periodic pattern on the leading edge area, i.e. if all troughs had a LSB, or on the
contrary, none had LSB.
In Figure 5.23 one can observe that the side that contains the LSB has always more
lift and less drag than the other side. Consequently there is an increase of aerodynamic
efficiency when the bubble is present. It seems also that both halves follow the same trends
of the full span. This suggests that the aerofoil as a whole is not greatly influenced by
the modifications done in the leading edge despite the WLE does indeed alter the flow on
the first quarter of the chord. Table 5.3 shows the comparison of the time average values
over the period shown in Figure 5.23. It is worth noticing that, despite the differences
being small compared to the full span, the differences are roughly doubled when compared
between each side. An aerofoil section with all the troughs having a LSB, is hence much
more desirable since it could potentially increase its efficiency by 6% compared to some
other aerofoil with no bubbles at all.
5.3.3 Unsteady Analysis
So far the focus has been put on average quantities, in this subsection however, the
unsteady quantities are the main interest. As aforementioned, the force coefficients mea-
sured revealed the presence of some unsteady phenomena (see Figure 5.12). Most likely
,for aerofoils at high AoA, the unsteadiness of the flow is given by the periodic shedding
of a pair of counter-rotating spanwise vortices. Figure ?? shows the contours of spanwise
vorticity component, where the shedding of these vortex pair is easily identified. Periodic
shedding of spanwise vortical structures was also observed on both the separated region
and the LSB regions (see Figure 5.16a and 5.21). Additionally, it is worth recalling that
in Figure 5.21 a pair of counter-rotating streamwise vortices was identified too at the rear




Figure 5.24: Spanwise vorticity for the Straight case at the symmetry plane. Figure also









Figure 5.26: Spanwise vorticity for the WLE case at the Trough sections
Analysing in detail Figures 5.24, 5.25, and 5.26, it can be seen that the biggest vortical
structures are located close to the trailing edge of the aerofoil. Within the leading edge
shear layer, where Figure 5.20 shows turbulence is more energetic, there is a fine grain
mixture of both positive and negative spanwise vorticity features. As the flow travels
downstream the positive vorticity features die off, and a big clockwise recirculation zone
remains. Its counter part, i.e. counter-clockwise circulation, is located beneath it, closer
to the trailing edge, but it seems to be much more concentrated. For the straight leading
edge case the origin of the big vortical structures lays on top of the trailing edge area.
This explains the high pressure oscillations seen in Figure 5.20c in the same area. In the
WLE, for all section, because of the slender wake shape, the big spanwise vortices are
located a little downstream the trailing edge. Furthermore, for the WLE case, regardless
of the span section, the mentioned fine grain scales region is larger than in the straight
case. In order to investigate what the relation was between the shedding of this structures
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and the oscillations observed in the force coefficients, the average circulation per plane in
span (see Equation 5.2) was computed inside the areas shown in Figure 5.24. The three
cylinders on top, i.e. LE0, LE1 and, LE2, were aimed to investigate how the flow evolved
from the leading edge area to the trailing edge area. Just one cylinder located at the











and Nζ = Number of planes in Span
(5.2)
The power spectral density (PSD) of the signals measured for the straight leading
edge case and the undulated case in the cylinders sketched in Figure ?? are plotted in
Figure 5.27 in combination with the PSD of the Cl signal. On the x-axis the frequency has
been non-dimensionalised by the mean chord length Lc and the speed of sound a. There
exist a frequency peak in the Cl signal for both straight and undulated cases at f
∗ ≈ 0.25.
If the frequency is divided by the Mach number and multiplied by the projection of
the chord on the normal direction of the flow the Strouhal number is obtained, i.e.
St = Lc sin (α)f
∗/M . This gives a Strouhal number St ≈ 0.21, typical of bluff body
vortex shedding. It is clearly seen that for the undulated case, the circulation signal at
the trailing edge Γ∗TE0 matches the peak frequency. On the other hand, the circulation
signals measured on the upper side of the wake the frequency peak is not present for
the measurements taken closer to the leading edge area, Γ∗LE0 and Γ
∗
LE1
. Only the most




























Figure 5.27: Power Spectral Density of Cl and circulation signals
In contrast, for the straight leading edge case the Cl frequency peak can clearly be
identified in all signals. This is an indication that the wavy case manages to uncover the
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shedding frequency in the proximity of the leading edge for a while, nonetheless short
after, when the flow homogeneity in the span is recovered, the shedding frequency finally
stands up. It is also worth mentioning that the power contained in the shedding frequency





Figure 5.28: Probe locations for pressure signals
Although it seems that it is the low frequency shedding of big vortices in the trailing
edge area that dominate the aerodynamic performance of the whole aerofoil, in order to
investigate the flow in the leading edge area the probes shown in Figure 5.28 where used
to measure pressure signals in this area over time. A line of probes was located in the
surface of the aerofoil, and two cubes were located across the shear layers of both the
LSB and the separated region. On the cubes the signal is given by the average pressure
in the cube.
Figure 5.29 shows the PSD of the signals measured in T1 and T2 probes. It is seen
that for the T1 signal the most prominent frequency peak happens at a frequency of
f ∗ ≈ 4 and its second harmonic at f ∗ ≈ 8. For the T2 signal, the frequency peaks show
up at f ∗ ≈ 8 and f ∗ ≈ 12. Additionally, for signal T2, there seems to be a signature of
a lower frequency, at f ∗ ≈ 0.3, closer to the shedding frequency. The reason why there
is not a frequency peak at f ∗ = 4 in the signal taken in T2 might be attributable to the
fact that it is in much more proximity of other turbulent structures that are developed
immediately downstream of it. In addition, the two pair of counter rotating streamwise
vortices are also in close proximity to it. This could in a manner mask the first peak of
the frequency, that eventually shows up in it higher harmonics.
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Figure 5.29: Power Spectral Density for pressure signals T1 and T2
The Magnitude Squared Coherence (MSC) between two signals as defined in Equa-
tion 5.3, where Gsisj is the cross spectral density between signals si and sj, and Gsisi is
the auto spectral density of signal si, is usually used to investigate the relation between
two different signals. The MSC takes values between 0 and 1, where a value of MSC = 1
indicates a strong relationship between the signals, and a value of MSC = 0 indicates
the contrary. It can be understood as the analogy of the correlation coefficient in the
frequency space. Figure 5.30 shows the coherence between the signals taken at the surface
across the span with respect to signal T2 (Figure 5.30b) and signal T1 (Figure 5.30a).
When T2 is taken as a base for the coherence computation, the MSC seems to be higher
at the first two frequency peaks (f ∗ ≈ 0.3 and f ∗ ≈ 8). In addition to this two frequen-
cies, when T1 is taken as a base for the computation, a frequency of f ∗ ≈ 4 corresponding
to the most prominent peak of the T1 signal, shows up. It is worth noting that there is





The discontinuity is more clearly seen in Figure 5.31 where the MSC has been com-
puted taking different spanwise locations in the surface probe of Figure 5.28 as base
signals. It is seen that frequency f ∗ = 4 is present in the middle sections and the trough
sections but not on the peak sections. It is also seen that the widths of high coherence
are greatest at the peak, middle sections, and the first trough (T1) sections, whilst at
the second trough (T2) it is much thinner. This indicates that the flow on the trough
with a LSB, i.e. T2, leads to a smaller span length scales in this section. Additionally,
the discontinuity in the span direction proves that because of the sinusoidal shape of the
WLE, the impact of the key flow frequencies is no homogeneous across the span.
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Figure 5.30: Magnitude Squared Coherence for T1 and T2 signals Compared to Surface
Signal along the span
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Figure 5.31: Magnitude Squared Coherence for each Medium, Peak, and Trough sections
compared with the rest of the span
112
5.4 Discussion
In the previous sections it was found out that if a WLE geometry is exposed to a flow at
a high angle of attack, the resulting flow field turns out to be periodic every two WLE
wavelengths for the particular WLE parameters used. If the angle of attack is reduced
the expected periodicity is recovered. When the flow is periodic in every wavelengh, at
Re = 1.2 × 105 a set of individual Laminar Separation Bubbles (LSB) is formed inside
each trough. As opposed to what happens in a straight leading edge configuration where
the LSB is present across the whole span, for the undulated configuration the LSBs are
isolated and contained in each trough. At some point in the streamwise direction the
pressure gradient causes “a highly unstable detached shear layer forms and transition to
turbulence takes place in the detached shear layer. The enhanced momentum transport in
the turbulent flow enables reattachment and a newly turbulent boundary layer develops
downstream” [45]. When this transition happens, it triggers transition to turbulence in
the rest of the span sections, and the flow becomes mostly homogeneous along the entire
span (see Figure 5.7).
At high angles of attack, as aforementioned, the periodicity every wavelength is broken,
and only one out of every two troughs is able to retain a LSB in it. As the AoA increases
the LSB grows in size at the expense of becoming more unstable. At some point the LSBs
from each trough would grow big enough to completely climb over its adjoin peak sections.
As a consequence the laminar shear layers of each bubble intersect. Now, at this point,
i.e. at this AoA, only two scenarios are possible: either both regions undergo laminar
separation as in Trough 1 in Figure 5.18 and hence have the entire span separated similarly
to the straight case, or, as it actually happened in the results presented in this section,
just one of the troughs separates whilst the other retains a smaller LSB in the leading edge
area. The question is hence, why one trough survives? One possible explanation could
be that the upstream flow that encounters the separation region at the very leading edge
turns either left or right in order to avoid entering in a higher pressure zone. This flow
escaping from the separation zone ends up entering the next trough section increasing
the momentum of the flow and finally avoiding the laminar separation. Hoever, for this
to happen, it is needed that the size and shape of the bubbles to be slightly different in
order to encourage the flow asymmetry.
This asymmetry in the flow causes the pressure distribution, and the circulation of each
region to be slightly different, which in the end means that the aerodynamic performance
of each region ends up being different. As it could be expected, the region with the LSB
turns out to perform better than the other as seen in Subsection 5.3.2, with almost a 6%
difference in the aerodynamic efficiency. Having these bubbles in the troughs is then a
desirable feature to promote.
It seems that the presence of the LSB in the trough plays a crucial role in the flow
over a undulated wing at Re = 1.2 × 105. The question that follows this statement is:
What would happen at a higher Re where the LSBs are less likely to appear? Would the
mechanism that triggers separation only in one trough remain the same?
In any case, it is clear that the WLE break the homogeneity of the flow in the span
direction. This heterogeneity in span is less prone to develop big vortical structures like
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the ones that appear in aerofoils at high AoA, i.e. vortex shedding. In fact, as shown in
Subsection 5.3.3 the WLE geometry develops weaker trailing edge vortices in comparison
to the straight leading edge case. Despite this, the vortex shedding was not completely
removed by using a WLE aerofoil, and a similar Strouhal number of St ≈ 0.2 was obtained
in both WLE and straight cases. Nonetheless, in the close wake, in the leading edge area,
where the influence of the modified geometry is stronger, the peak in spectra is not such
a peak. Unfortunately, the strength of the shedding at α = 20◦ is too strong and the
big vortices finally develop in the trailing edge zone. It is speculated that a combined
modification of both leading and trailing edge could be much effective in removing the
unsteadiness of the flow for aerofoils at high angles of attack.
Noneheless, although the WLE results show a weaker vortex in the uper side of the
wake, this same vortex seems to be also weaker than the one on the trailing edge in
the straight leading edge case. This could be because only arround 40 points were used
in that region of the wake compared to the much denser grid in the trailing edge area.




Conclusions and Further Work
6.1 Recapitulation
To conclude, a brief recapitulation of what is included in this report is given here. In first
term, the motivations driving this project were outlined, which can be summarised into:
1. To produce high quality simulations that allow to understand the mechanisms of
wavy leading edges and the influence of its main parameters (Figure 3.9) in combi-
nation with the tandem parameters (Figure 3.10).
2. To develop a dual wing configuration that could be more beneficial than the ones
used nowadays. The idea is to implement the sinusoidal leading edges in the second
element of a tandem configuration to minimise the effect that both disturbances,
from free-stream flow, and from the upstream element, have on the aft element.
From this motives the following objectives were fixed:
1. To investigate the effect of upstream trailing vortices on a tandem configuration
with WLEs on the second element.
2. To explain where the aerodynamic benefits of WLEs come from and shed some
light on the controversy between the “vortex generator effect” and the “delta wing
effect”.
3. To investigate different combinations of WLEs parameters for different aerofoils’
relative positions.
4. To be able to adapt a prior High-Order accuracy single element “in-house” CFD
Fortran code to a tandem aerofoil arrangement.
By accomplishing objective 4 solutions of high quality will be obtained which then
followed by objectives 1, 2, and 3 will address the second part of the motive 1. The
aerofoil shape chosen to investigate the tandem aerofoil with WLEs in the aft element is
a NACA0021 aerofoil because of it is the aerofoil shape used by prior researches when
dealing with WLEs.
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Up to here the writer has reviewed the publications which relate the most to the
topic in question. Papers regarding sinusoidal leading edges were reviewed in Section 2.1
which will inspire further studies during the course of this project. Same could be said
about tandem aerofoils configurations, reviewed in Section 2.2. And finally, in terms of
literature review, because the Optimised High Order Compact Finite Difference schemes
are the numerical base of the “in-house” code used to solve the flow equations, a walk
through its development from its first steps to the actual version used in this project was
done in Section 2.3.
Following from there, Chapter 3 focuses on the numerical and modelling techniques
used to obtain the final results. Chapter 4 includes all the test carried out up to date.
These test include both inviscid and viscous tests for a NACA0012 benchmark case. Both
cases served as validation as well as training for the student, who became much familiar
with the tools used to investigate how the WLE geometry alters the flow around it.
In Chapter 5 the WLE problem was tackled. Initially an approach was used where
turbulent motions where introduced at the initialisation stage in order to trigger turbu-
lent boundary layers on the aerofoil. However the results obtained where quite surprising.
Previous researchers [49] found that the NACA021 with WLE parameters λLE = 0.11Lc
and hLE = 0.03Lc resulted in a much higher increase in the aerofoil performance. This
was because due to the undulations in the leading edge the peak sections delayed sepa-
ration due to the presence of streamwise vortices originated at the trough sections that
enhanced the momentum transfer and ultimately delayed separation. This results also
showed a periodicity of the flow in per each WLE wavelength. In this study however,
it was found that the flow was not periodic in every wavelength, but only every two
wavelengths. Nonetheless the agreement with experimental data was much higher than
previous publications. It was suspected that this non-periodicity could have been pro-
moted by the flow initialisation, hence, it was decided to change the initialisation strategy
and a clean laminar inflow condition was used instead. The results did however remained
the same despite changing the flow initialisation method. In the next section the conclu-
sions obtained are detailed.
6.2 Conclusions
In Chapter 5 it has been shown that while at low angles of attack the flow is periodic in
every WLE wavelength, with a LSB contained in every trough, at higher angles of attack
the symmetry of the flow is lost and only one out of every two troughs is capable of
retaining a LSB whereas the other trough undergoes laminar separation. It is speculated
that such behaviour is governed by the shape, size and growth of the LSBs inside trough
sections, however, more tests need to be performed in order to confirm such belief.
This asymmetry just mentioned discourages the appearance of big span structures
such as does developed on aerofoils that suffer from vortex shedding. Unfortunately if
the AoA is too high, the strength of the shedding mechanism is too strong, and the
heterogeneity of the flow in span promoted by the undulations in the leading edge is not
enough, at least with the parameters used in this study, and shedding cannot be avoided.
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Nevertheless the strength of the shedding is at the very least weakened. Additionally, the
troughs that retain the LSB offer a better aerodynamic performance than the ones that
do not retain it. An increase of nearly 6% in the lift to drag ratio can be achieved.
Results also suggest that the flow over a WLE wing is highly dependent on the up-
stream conditions since:
1. Small disturbances can promote small asymmetries that get amplified at high angles
of attack leading to different flow structures at different trough sections
2. The LSB seems to play an eminent role in the flow structure. Imposing a higher
turbulence intensity upstream the aerofoil section can suppress such bubble which
will consequently lead to a different flow picture than the one shown in this report
so far.
6.3 Further Work
The following paragraphs describe what the student considers that needs to be done by
the end of this project.
1. In first place, the results obtained need to be further investigated in order to prove
that the flow patterns observed are the true nature of the flow or are on the contrary
an artifact of the numerical methods used. Simulations using 3 and 4 wavelengths
will shed some light in this matter since the flow periodicity in span will be forced
at 3 and 4 wavelengths respectively.
2. All simulation were run using a free stream Mach number of M∞ = 0.4. As it
is shown in Appendix A this induce a maximum local Mach number of M ≈ 0.6,
which is, although not too high, could be causing the results to disagree with the
experimental data since this was performed in incompressible flow conditions. An
study of different free stream Mach numbers seems a good idea in order to increase
the reliability of the simulations.
3. It is possible that the simulations lack of resolution in the near-middle wake area,
where the trailing edge vortices are developed, with just around 40 points used in
the upper area of this part of the wake. Hence a grid resolution study needs to be
performed in order to improve the reliability of the results obtained.
4. It is necessary to obtain results for different angles of attack in order to further un-
derstand the mechanisms induced by the WLE geometry. In particular it is thought
that a simulation of an aerofoil increasing its AoA in time would particularly be
very useful to investigate the mechanism that triggers separation just in one trough
but not the other.
5. The presence of Laminar Separation Bubbles in the troughs turned out to be a
crucial feature. It would be of high interest to investigate a case where these bubbles
are not present at all. This could be achieved by continuously impinging a stream of
turbulent flow on the leading edge area. Two options arise here to achieve this: 1)
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A tandem configuration such as that described in Figure 2.1 would create genuine
turbulent wake from the fore element that would impinge on the leading edge of the
aft element. 2) The SIT method used in Section 4.3.2 could be used continuously
during the whole simulation time instead of just used for the flow initialisation. The
former option is the one that was originally contemplated, as it can be deduced from
the title of this report. However the simulations performed so far turned out to be
more computationally demanding than what originally was thought, and hence the






(a) Peak 1 (b) Peak 2
(c) Trough 1 (d) Trough 2
(e) Straight
Figure A.1: Local Mach Number at different span sections for the WLE and at symmetry
section for the straight case
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Figure A.1 shows that the maximum local Mach number happens at the trough containing
the LSB, i.e. Trough 2 in Figure A.1, with a value of < M >≈ 0.6. Although the
freestream Mach number used was M∞ = 0.4 the values in the leading edge area of the
aerofoil sections approach the region where compressibility effects may affect the solution,
being this one cause for the mismatch with the experimental data of Hansen [11], that
was taken in an incompressible water tunnel.
Simulations will be hence repeated for a lower M∞ in order to be 100% sure that
the solutions obtained so far offer a good comparison with available experimental data.
So far M∞ = 0.4 was used because offered a good trade off between simulation time
and compressibility effects, i.e. a lower freestream Mach number means that the flow






In order to check whether the periodic boundary conditions imposed every two WLE
wavelengths in the span direction were promoting the appearance of LSB every two
wavelengths, a set of tests where performed.
(a) ∆t∗ = 4 (b) ∆t∗ = 6
(c) ∆t∗ = 8 (d) ∆t∗ = 10
Figure B.1: Surface pressure coefficient time evolution of Φ = λLE/2 shifted geometry
The first test performed consisted in a shift of the solution in span, i.e. the geometry
was shifted with a phase angle Φ = λLE/2 from left to right. This means that peaks
turned into troughs and viceversa. Then the solution was mapped into the new geometry
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and the simulation was run for a period of 10t∗. Time history of the surface pressure is
shown in Figure B.1. It is seen that the LSB was moved to the right but it remained
there the whole time, indicating that the LSB is present in just one trough independently
of the phase angle Φ.
Additionally two more simulations using a span of Lb = 3λLE and Lb = λLE were
aimed. However it is worth noting that each of them supposed an increase of 50% and
100% in the total number of points used, and hence becoming much more expensive
computationally speaking. Nonetheless, so far at this point in time a non-fully converged
solution for the case of Lb = 3λLE is available and it is shown in Figure B.2. It is seen that
even using this span, the LSB does not show in every single trough. Instead as expected,
the troughs neighbouring a separated region are the ones containing the bubbles since
they are the ones receiving the secondary flow that tries to avoid the separated trough.
Figure B.2: Surface Pressure Coefficient for Lb = 3λLE
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