Abstract. Parabolic integro-differential Kolmogorov equations with different space-dependent operators are considered in Hölder-type spaces defined by a scalable Lévy measure. Probabilistic representations are used to prove continuity of the operator. Existence and uniqueness of the solution are established and some regularity estimates are obtained.
Introduction
Let (Ω, F, P) be a complete probability space and ν be a Lévy measure on R d 0 = R d \{0} that is of order α, i.e.
α := inf{σ ∈ (0, 2) : |y|≤1 |y| σ ν (dy) < ∞}.
We denote by J (ds, dy) a Poisson random measure on (Ω, F, P) such that E [J (ds, dy)] = ν (dy) ds, and denote by Z ν t the Lévy process This work is a continuation of [15] , in which we studied the Cauchy problem for the following parabolic-type Kolmogorov equations in generalized Hölder spacesC β R d endowed with norms | · | β (see Section 2.2):
where L ν is the infinitesimal generator of Z ν t . Namely, for any ϕ ∈ C ∞ A notion of scaling functions was utilized in [15] to include some recent popular models of ν (cf. [7, 8, 18] for some positive C 0 independent of r. Under A(w,l), Z ν t possesses a smooth density function whose regularity estimates were derived in [9] . Moreover, Z ν t is approximately distributed as 1 R Z ν w(R)t , R > 0. This property gives a uniform description of Lévy measures that were considered in [18] , [7] and [8] . In [18] , ν is assumed to be confined by two α-stable measures of the same order, namely,
dr r 1+α Σ 2 (dw) (1.9) for any Borel measurable set B. They also assumed Σ 1 and Σ 2 are two finite measures defined on the unit sphere and Σ 1 is nondegenerate. In this situation, ν satisfies A(w,l) with w (r) = l (r) = r α , r > 0. Another interesting class of Lévy measures was investigated in [7] and [8] , where (1. 1 − e −rt Λ (dt) , r ≥ 0 be the associated Bernstein function. They imposed H. there is a function ρ 0 (w) defined on the unit sphere such that ρ 0 (w) ≤ a (r, w) ≤ 1, ∀r > 0, and for all |ξ| = 1, [7, 8, 9, 18] for details and examples.) Write H T = [0, T ] × R d . In this note, we consider the following parabolic integro-differential equation:
∂ t u (t, x) = Lu (t, x) − λu (t, x) + f (t, x) , λ ≥ 0, (1.11) u (0, x) = 0, (t, x) ∈ H T ,
We assume for the underlying Lévy measure ν: A(w, l, γ). (i) ν satisfies A(w,l).
(ii) There is ε ∈ (0, 1) such that for any β ′ ∈ (0, β + ε),
(iii) Set γ(t) = inf{s > 0 : l(s) ≥ t} for t > 0. There exist 0 < δ < min 1 2 , β and 0 < δ ′ < min 1 2 , ε for the ε in (ii) such that
Suppose the kernel function ρ satisfies
yρ (t, x, y) ν (dy) = 0.
We assume for the main part G:
For the same w, l, K, β, we assume the lower order part Q satisfies:
If α ∈ (0, 1),
And if α = 1,
The main conclusion of this paper is
And there is a constant C depending on c 0 , c 1 ,
Due to generality of the measure ν we are considering, the Lévy symbol ψ ν (ξ) , ξ ∈ R d of the process Z ν t is generally not smooth in ξ. This was already an obstacle for applying the standard Fourier multiplier theorem to solutions of equations with space-independent coefficients, and it continues to be a difficulty in this work. Thus, probabilistic representations are used instead and continuity of the operators are proved in that approach. Then we apply continuation of parameters, which was also used in [13] and [14] , to show well-posedness of the Cauchy problem. In [14] , a parabolic-type Kolmogorov equation with an operator L = A + Q was considered in the standard Hölder-Zygmund space, where Q is the lower order part and the principal part
With more flavor of probability, in [13] a stochastic parabolic integro-differential equation with operators
was studied in Hölder spaces. A deterministic model with a similar operator was addressed in the little Hölder-Zygmund spaces in [12] . Besides, the Cauchy problem for a second order linear SPDE was considered in [11] and [16] in standard Hölder classes. The outline of this note is as follows. In section 2, notation is introduced. Definitions of function spaces and results on norm equivalence from [15] are briefly mentioned at the convenience of readers. In section 3, we show continuity of the operators by using probability representations. In section 4, we derive some a priori estimates and prove the main theorem by applying continuation of parameters. Other auxiliary results are collected in the Appendix section.
Notation and Function Spaces
2.1. Basic Notation. We use N for the set of nonnegative integers, N + for N\{0}, and ℜ for the real part of a complex-valued quantity.
For
The gradient of u with respect to x is denoted by ∇u, and D |γ| u := ∂ |γ| u/∂x
As usual, C ∞ b R d denotes the set of infinitely differentiable functions on R d whose derivative of arbitrary order is finite, S R d is the space of rapidly decreasing functions on R d and S ′ R d denotes the space of continuous functionals on S R d . It is well-known that Fourier transform is a bijection on S ′ R d . We adopt the normalized definition for Fourier and its inverse transforms in this note, i.e.,
For any Lévy measure ν we may symmetrize it as below.
As a convention, C is a positive constant that represents different values in various contexts. Explicit dependence on certain quantities may be indicated when necessary.
2.2. Function Spaces of Generalized Smoothness. Our primary function spaces of generalized smoothness in this note areC β R d , β ∈ (0, 1/α) endowed with the norm
where µ is a reference measure satisfying A(w,l) for the same w and l as ν, and L µ is the associated operator defined as (1.3). By [15, Proposition 1] , these generalized Hölder norms are equivalent to the norm of generalized Besov spacesC
Given the choice of [15] , in above definition ϕ j ∈ S R d for any j ∈ N and
Set κ ∈ [0, 1] and β > 0. Denote the Lévy symbol associated with L µ by
and denote
Then the auxiliary space C µ,κ,β R d is a class of functions whose norm
where
Another auxiliary spaceC µ,κ,β R d is introduced as the collection of functions whose norm
Lemmas 1-3 below comprise a list of probabilistic representations that were derived in [15] and will be intensively used in next section. 
where 
and Zν t is the Lévy process associated withν.
Remark: Lemmas 1 and 3 imply that
Therefore, they may be all extended to κ ∈ (1, 2) through composition of operators. It was shown in [15, Corollary 2] that (2.4) also holds for κ ∈ (1, 2).
Lemma 4.
[15, Lemma 6 and Proposition 6] Let β > 0 and κ ∈ [0, 2). Suppose ν is a Lévy measure satisfying A(w,l). Then (2.2) is well-defined for all κ and all u ∈C
and this convergence is uniform with respect to x. Moreover,
for some C > 0 independent of u. 
Continuity of the Operator
In this section, we study respectively operators that have a kernel depending on the spatial variable x and operators that have space-dependent coefficients. The first lemma explains the relation between generalized regularity and the ordinary smoothness.
Lemma 5. Let β, δ ∈ (0, ∞), σ ∈ [0, 1) and k be a positive integer so that
and there is C depending only on N, β so that for any multi-index |γ| ≤ k and any σ ∈ [0, 1) with |γ| + σ ≤ k,
Moreover,
is k-times continuously differentiable and there is C depending only on N, β so that for any multi-index |γ| ≤ k and any σ ∈ [0, 1) with |γ| + σ ≤ k,
Proof. Recall properties of the convolution functions ϕ j , j ∈ N. If we writẽ
Note that φ is necessarily 0 on the boundary of its support. Then,
And then,
a) We only show cases in which |γ| = 1. The proof for other higher orders is an application of induction on γ. Denote
we have
Therefore,
converges uniformly and therefore it converges in the weak topology of S ′ (R). By continuity of the Fourier transform,
And the conclusion follows.
Remark: As a conclusion of Lemma 5 andÃ(w, l, γ) (iii), if u ∈C 1+β ∞,∞ R d , β > 0 and α ∈ [1, 2), then u has classical first-order derivatives.
Lemma 6. Let κ ∈ (0, 2) and µ be the reference measure. Then for any
uniformly as a → 0 + .
To be precise, for any ε > 0, there is δ > 0 such that
By arguments above, when 0 < a < δ,
The following derivation is needed in next two lemmas. Given (1.8),
Using the Lévy-Khintchine formula, we obtain
otherwise. Existence of p R (t, z) is guaranteed by Lemma 18 in Appendix.
Lemma 7. Let κ ∈ (0, 2) , β ∈ (0, ∞) and µ be the reference measure. Assume
Then for any function ϕ ∈C κ+β ∞,∞ R d and any R > 0,
where p R (t, x) , x ∈ R d follows the definition above. In particular,
where Z t = Z µ t if κ = 1 and Z t = Zμ t otherwise, and p (t, x) denotes the probability density function of Z t . Recall that Lemma 18 claims
Let a → 0 under (3.1). By Lemma 6, for all κ ∈ (0, 2), 
Pass the limit on both sides. Then (3.2) holds for ϕ ∈C
Lemma 8. Let κ ∈ (0, 2) , β ∈ (0, ∞) and µ be the reference measure. Assume
Then for all α ∈ (0, 1) ∪ (1, 2) and any function ϕ ∈C
Then for all κ ∈ (0, 2),
For general ϕ ∈C 
and
Passing the limit on both sides, we obtain (3.6) for all functions inC Now we are ready to prove the stronger continuity of the operator. Choose
Operators with Space-Dependent Kernels. Let ν be a Lévy measure satisfyingÃ(w, l, γ). We now consider ρ (t, x, y) ν (dy), where ρ (t, x, y) satisfies H(K, β). Obviously, ρ (t, x, y) ν (dy) is a Lévy measure for each fixed
Lemma 9. Let ν be a Lévy measure satisfyingÃ(w, l, γ) and ρ be a bounded measurable function.
where C does not depend on t, z or u. A(w,l) . Clearly,
Proof. Recall parameters introduced in
Choose κ ∈ (0, 1) sufficiently small so that lim r→∞ w (r) κ /r α 2 = 0. According to [15, Lemma 1] , such a κ must exist. Then by (3.3) and
If α ∈ (1, 2), then we use Lemma 5 and A(w,l).
It follows from [15, Proposition 4] and Lemma 4 that for all α ∈ (0, 2) and any β ′ ∈ (0, β),
On the other hand, suggested byÃ(w, l, γ)(iii), we apply (3.7) by setting
By Lemma 17 (c) and Lemma 4,
Denote ς (r) = ν (|y| > r) and take β ′ ∈ (0, δ) if α = 1 and β ′ = δ if α = 1. Apply (3.8), [15, Proposition 1] , Lemmas 4 and 17(a).
RecallÃ(w, l, γ) and set κ = β + min (δ, ε) /2 if α = 1 and κ = β + (δ ′ + ε) /2 if α = 1. Apply (3.8), [15, Proposition 1] and Proposition 1.
Similarly as above,
Corollary 1. Let ν be a Lévy measure satisfyingÃ(w, l, γ) and ρ satisfy
where β ′ ∈ (0, β) and C does not depend on u.
Proof. Obviously, |Au| 0 ≤ sup t,z |L t,z u| 0 ≤ C sup t,z,y |ρ (t, z, y)| |u| 1+β ′ ,∞ for some β ′ ∈ (0, β). Meanwhile,
Lemma 10. Let ν be a Lévy measure satisfyingÃ(w, l, γ) and ρ satisfy H(K, β). β ∈ (0, 1/α). Then for any u ∈C 1+β ∞,∞ R d and any ε ∈ (0, 1),
where C ε depends on ε but is independent of u.
Proof. Direct computation shows that for κ ∈ (0, 1),
ByÃ(w, l, γ), there is κ ∈ (1/2, 1) such that
3) with such a κ.
According to Lemmas 17, 4 and [15, Proposition 4],
For the difference estimate, let us set a = |x 1 − x 2 | and denote
Similarly, we use (3.3). Then for some κ ∈ (1/2, 1),
For the same κ,
Besides,
and obviously,
It follows immediately from [15, Proposition 1] that
sup t,z | u, η m,z t,z | β,∞ ≤ C sup t,z | u, η m,z t,z | β ≤ Cl (m) 1+β ε |u| 1+β,∞ + C ε |u| 0 .
3.2.
Operators with Space-Dependent Coefficients. In this section, we study the operator
We define the norm of an d × d-invertible matrix function G (x) , x ∈ R d to be its operator norm, i.e.,
|G (x) y| ,
If all entries of G are constants, then G is viewed as a constant function and definitions above apply. Note G being finite implies finiteness of each entry. If furthermore |det G (z)| ≥ c 0 for some c 0 > 0, then G −1 is also finite.
Lemma 11. Let G be an invertible d×d-matrix and
for some C only depending on G −1 and G .
Proof. Consider the mapping T :
Clearly, both T and T −1 are continuous and
Note φ j (G·) is supported on {ξ :
Then n (j) = n (1) + j − 1, m (j) = m (1) + j − 1, and that n (j) − m (j) ≤ n (1) − m (1) + 1 which is independent of j. Moreover,
Similarly, if j = 0,
Proposition 2. Let ν be a Lévy measure satisfying A(w,l) and G be an
Then for β ∈ (0, 1/α), there exists C depending on G −1 and G such that
. By previous continuity and equivalence results and Lemma 11,
Let us denote
Lemma 12. Let β ∈ (0, 1/α), ν be a Lévy measure satisfyingÃ(w, l, γ), and
for some β ′ ∈ (0, β) , σ ∈ (0, 1). C is independent z, z ′ and u.
Proof. Write for simplicity
with κ and R to be determined according to our needs. If α ∈ (0, 1), bỹ A(w, l, γ), we may split the integral as follows.
for some κ ∈ (1, 1 + δ). By Lemmas 17 and 18 in Appendix,
Therefore when α ∈ (0, 1), there exists β ′ ∈ (0, β) such that
If α = 1, we write instead
Meanwhile, similarly as I 1 , I 2 , we have
Thus for α = 1, there is β ′ ∈ (0, β) so that
Next, we discuss the case α ∈ (1, 2). Split the integral as
Then as how we estimated I 3 , we have I 6 ≤ CḠ |L µ,κ u| 0 for some κ ∈ (1, 1 + δ). Clearly, I 7 ≤ CḠ |∇u| 0 . Thus for α ∈ (1, 2), there is β ′ ∈ (0, β) so that
We now estimate the difference. Without loss of generality, we set |x 1 − x 2 | = a ∈ (0, 1). By Lemma 8,
with κ and R to be determined. Then,
Denote ς (r) = ν (|y| > r). By Lemma 18 and [15, Lemma 1] , for all α ∈ (0, 2), there is β ′ ∈ (0, β) and σ ∈ (0, 1) such that
RecallÃ(w, l, γ). Using the symmetry assumption for α = 1 and nondegeneracy of G, we can set κ = β + min (δ, ε) /2 if α = 1 and κ = β + (δ ′ + ε) /2 if α = 1, there is β ′ ∈ (0, β) and σ ∈ (0, 1) such that
This ends the proof.
Corollary 2. Let β ∈ (0, 1/α), ν be a Lévy measure satisfyingÃ(w, l, γ), and
for some β ′ ∈ (0, β). C is independent of x, z and u.
In the meantime,
For η m,z introduced in previous section, we denote
Lemma 13. Let ν be a Lévy measure satisfyingÃ(w, l, γ) and
Proof. We proceed in the same manner as in Lemma 10. First, since G (z) is uniformly bounded, there is κ ∈ (1/2, 1) such that
For the difference, again, let us set a = |x 1 − x 2 | ∈ (0, 1) and estimate
Then (3.3) implies that
where C depends on K. Meanwhile,
and thus,
∞,∞ (H T ) and any ε ∈ (0, 1), there exists β ′ ∈ (0, β),
where C, C ε are independent of u.
Proof. We split the integral.
Use assumptionsÃ(w, l, γ) and B(K, β). By Lemma 8,
Take β ′ ∈ (0, δ). Then by Lemma 7,
Set |x 1 − x 2 | = a. Then for any ǫ ∈ (0, 1),
∇ α u t, x 1 ; q t, z ′ , y − ∇ α u t, x 2 ; q t, z ′ , y ν 2 (dy)
By B(K, β), for any ε ∈ (0, 1), there exists ǫ ∈ (0, 1) such that
There also exists κ ∈ (0, 1) so that
w q t, z ′ , y κ ν 2 (dy)
Applying [15, Proposition 4] , we can always attain 
Besides, for any ǫ ∈ (0, 1),
We first discuss the case α ∈ (0, 1). Applying Lemma 7, we have
On the other hand,
As what we did for I 4 , by choosing an appropriate ǫ, we have
for all β ′ ∈ (0, β). Examining the proof of Lemma 5, we find that this constant C is uniformly bounded underÃ(w, l, γ)(ii) for all β ′ ∈ (0, β). Thus,
Estimate I 62 in the same way as above. By choosing an appropriate ǫ, we arrive at
As a summary, for all α ∈ (0, 2) and any ε ∈ (0, 1), there exists C ε that is independent of u so that
and any ε ∈ (0, 1), there exists C ε independent of u such that
Proof. Note that Qu (t, x) = Q t,x,x u (t, x). By Lemmas 14 and 5
Obviously,
In the mean time,
By Lemma 14,
for some β ′ ∈ (0, β), and
Similarly as what we did in Lemma 14,
for some κ ∈ (0, 1).
for some β ′ ∈ (0, β). And
Summarizing, we obtain (3.21). 
where for any function
Moreover, there exists a constant C depending on κ, β, d, T, µ, ν such that
And there is a constant C depending on κ, β, d, T, µ, ν such that for all 0 ≤ s < t ≤ T , κ ∈ [0, 1],
Moreover, there exists a constant C depending on κ, β, d, T, µ, ν, G −1 , G such that
And there is a constant C depending on κ, β, d, T, µ, ν, G −1 , G such that
, s ≤ r ≤ t, and apply the Itô formula to F (r, Z ν r ) on [s, t].
Take expectation for both sides.
Integrate both sides over [0, t] with respect to s and obtain
which shows u (t, x) = t 0 e −λ(t−s) Ef s, x + GZ ν t−s ds solves (4.6) in the integral sense. As a result of the dominated convergence theorem and Fubini's theorem, u ∈ C ∞ b (H T ). And by the equation, u is continuously differentiable in t.
Uniqueness. Suppose there are two solutions u 1 , u 2 solving the equation, then u :
Apply the Itô formula to v (t − s, Z ν s ) := e −λs u (t − s, x + GZ ν s ), 0 ≤ s ≤ t, over [0, t] and take expectation for both sides of the resulting identity, then Apply Lemma 16 again.
where L is either A or G. Then by Lemmas 9, 12, 15 and Corollaries 1,2, In the inequality above, we first set m sufficiently large so that CF (m, x, z) |u| 1+β,∞ ≤ 1 4 |u| 1+β,∞ .
For such an m, we then select ε such that εl (m) 1+β < 1/4. At last, we choose λ large enough so that for such m, ε, C ε λ −1 ∧ T l (m) 2+2β < 1/4. As a summary, with appropriate choice of m, ε, λ, |u| 1+β,∞ ≤ C (λ) |f | β,∞ .
We need λ to be sufficiently large though, say λ ≥ λ 0 . To completely relax this constraint, let us consider v (t, x) := e (λ−λ 0 )t u (t, x) , λ > 0, where u solves (1.11). Then v is a solution to is the Lévy process associated toν R , R > 0. For each t, R, Zν R t has a bounded and continuous density function p R (t, x) , t ∈ (0, ∞) , x ∈ R d . And p R (t, x) has bounded and continuous derivatives up to order 4. Meanwhile, for any multi-index |ϑ| ≤ 4,
where C > 0 is independent of t, R. For any β ∈ (0, 1) such that |ϑ| + β < 4,
For any a > 0, there is a constant C > 0 independent of t, R, so that |x|>a ∂ ϑ p R (t, x) dx ≤ C γ (t) 2−|ϑ| + tγ (t) −|ϑ| .
