This talk is about an area I believe will present many mathematical challenges in the near future: the border between the nervous system and dynamical systems. The central nervous system is almost overwhelmingly complex. One task of the people who study it is to try to connect the "wetware" (neurons and networks of them) with behavior such as seeing, moving, and proving theorems. That is, the problem is to "reverse-engineer" the nervous system to figure out what it is doing and how it is doing it. This is an enormous task shared by tens of thousands of neuroscientists. I am going to discuss a possible role for dynamical systems in this very large enterprise: as a tool for teasing out which details are important for which behavior.
dynamics of cells and connections between them, which can have major implications for how networks of neurons can operate. The case studies illustrate how biological structure may translate into mathematical structure, which can then be exploited to help connect properties from cellular biophysics with network behavior.
Some biological
and mathematical background, and a mystery. Physically, neurons are of many sizes and shapes [10] . Though this is thought to be important in how neurons interact with other neurons to produce network behavior, it is not the subject of this talk (though some of the case studies have implications for that). Instead, I shall be focusing on a complementary kind of complexity: the biophysics of patches of membrane. The mathematical description of this goes back to the Nobel Prize-winning work of Hodgkin and Huxley in the early 1950s [10] .
Electrical activity of an individual neuron is associated with changes in cross-membrane potential (voltage) due to flows of charged ions across the membrane. The ions flow through channels that open and close in ways that are "gated" (i.e., controlled) by the voltage of the cell. In its simplest (and inaccurate) form, the voltage of the cell is considered to be the same at all points of the cell, and the equation for the change in voltage has the form [11] Cdv/dt = ^ ^ ^ion A'tppl ■ Here v is the voltage (cross-membrane potential) of the cell, and C is the capacitance. lion represents one of the ionic flows across the membrane. /appi is the applied current imposed by the experimenter. There are also equations for each of the ionic flows, which describe the process of opening and closing channels. The channel openings are stochastic [12] , but if there are enough channels, there is a deterministic limit. A given ionic flow may have more than one gate (known as "activation" and "inactivation"), both of which must be open for current to flow. An ionic current is usually described by the form I = gmkh? (y -vR) where g is the maximal conductance, m and h represent the fraction of each type of gate that is open and vr is the "reversal potential" of the specific current; at that potential, the current changes between inward (depolarizing, or pushing the cell toward firing) and outward (hyperpolarizing, or pushing the cell away from firing). The quantities m and h satisfy equations of the form x' = (x00(u) -x)/tx, where moo(v) increases with v and h^v) decreases with v. There is also a "leak" current, given by gh{v -i>l), with no gates. In the fairly simple circuit described by Hodgkin and Huxley, a short depolarizing change in voltage past some threshold opens the sodium (Na+) activation gate, leading to an inward flow of Na+ ions that makes the voltage undergo further change in the same direction (less negative, and then positive).
The inactivation of the sodium, and the activation of the outward flowing potassium (K+) turn on with a longer time constant at the higher voltage level produced by the sodium flow; this reverses the change in the membrane potential.
These processes together produce the classic "action potential" (or "spike") once the cell is depolarized past the threshold. With sufficient applied current or more (and more complicated) ionic currents, some cells can produce "bursts" of spikes interspersed with silent periods. (See [11] for a mathematical treatment.) Time constants can be very different from channel to channel and gate to gate, and generally much larger than the voltage equations; so this is a system with many different time scales. The above complication is only the beginning. For example, channels can be gated not just by voltage but also by other quantities, notably the concentration of calcium [13] . Different cells have different combinations of channels, with different conductances.
Even a single cell may express a different assortment of channels in its soma than in its dendrites, and the voltages at different parts of the cell are related by (possibly nonlinear) versions of the cable equation [14] , rather than being equal. Furthermore, there are many "neuromodulators" that act on all of the quantities in these equations, with changes that are themselves on different time scales [15] , [16] , and which themselves can depend on the previous activity of the network [17] . Thus, the problem of reverse engineering includes the mystery of why the nervous system is constructed to be so complicated.
Some simpler mathematical descriptions.
It is almost impossible to attack this complexity in a frontal manner. The strategy is rather to sneak up on the mystery, using reductions of the complex descriptions that capture some (but only some) of the basic behavior of the neurons. The simplest models of this type are two-dimensional, with several ionic currents but only one current having a gate with dynamics.
The much used Morris-Lecar model [18] , [11] , used to model a broad calcium-based spike, or (phenomenologically) to describe the voltage envelope of a neuron with periodic bursts of spikes, has the form
There is a calcium current, a potassium current, and a leak current. For the calcium current, the activation is sufficiently fast that m can be treated as an instantaneous function of v, rather than satisfying a differential equation. The potassium current has an activation, but no inactivation, leading to just one auxiliary equation. This is a "singularly perturbed" or "fast-slow" system if 1 /tw <C 1. In some parameter ranges, (1) has the same phase-plane behavior as a van der Pol oscillator and similar nullclines. The nullcline v' = 0 is qualitatively cubic shaped, and w' = 0 is the graph of w = w00(v), an increasing sigmoid that saturates for v small and v large. The oscillating regime occurs for parameters such that w = w^v) intersects v' = 0 on its middle branch. In other regimes, it can have stable rest points at both high and low voltages, or be excitable (a sufficient perturbation from a stable critical point leads to a burst, and then returns to rest). By modifying the time scales, it is also possible to get twodimensional models whose voltage activity is spiking, rather than bursting [19] . Such 2-D models do not capture the dynamics of more complicated ionic flows, but they are adequate for the case studies in hand, which deal more with the properties of coupling than with those of the cells themselves.
Cells interact with each other in many ways, most notably through chemical and electrical synapses that connect pairs of neurons. Like the cells, the synapses are biologically very complicated [10] , and the models used are phenomenological reductions of very complex sets of processes.
A classic fast chemical synapse is often modeled as providing an additional "synaptic" current to the right-hand side of (1), with the form gm^v)^ -iisyn), where v is the voltage of the "post-synaptic" cell receiving the current, and v is the voltage of the "pre-synaptic" cell that gates this current. The reversal potential vsyn of the synapse determines whether the current is inhibitory (outward) or excitatory (inward). If m^v) is, as often used, a saturating sigmoidal function, then the current can be considered zero for sufficiently low v, and at its maximum g(vsyn -v) for v large enough. A mathematical effect of adding such a current, for v large enough, is to change the nullsurface v' = 0, raising it (with a change in shape) for an excitatory synapse, and lowering it (with a change in shape) for an inhibitory one. This effectively changes the threshold for spiking or bursting, leading to the terminology "fast threshold modulation" [22] for this kind of coupling. For synapses that have finite rise times or decay times, further equations must be added for the gates, as for the intrinsic cellular currents.
Electrical coupling has a simpler mathematical description, but turns out to lead to harder mathematical questions. An unrectifying electrical synapse adds current to each cell proportional to the difference ±|d{v -u)| between its voltage and that of its partner. Thus, it is mathematically the same as diffusion across a membrane between discrete containers.
Fast synapses
and the effect of oscillator waveform.
All of the case studies below focus on issues related to what makes a network synchronize, and they are all very different. As discussed in the introduction, the subtext of the talk is that biophysical structure leads to mathematical structure in the description of the cells or coupling, and that mathematical structure can have consequences at the network level. Sometimes it is only a very small amount of that structure that matters, and that is the punchline of the first case study.
Because of the different time scales between the voltage and other equations, individual cells in a network that are oscillators (bursters) are likely to have the wave form of relaxation oscillation. That is, the wave form of the envelope of spikes of neurons has plateaus at high and low voltage, with rapid switches in between. The wave form (independent of what currents produce it) turns out to have implications when such bursters are coupled by fast chemical synapses.
To make this point, I must first digress to talk about non-relaxation oscillators, with no multiple time scales in the wave form. With arbitrary limit cycle equations, and "weak enough", but otherwise arbitrary, coupling, such coupled oscillators can be reducedwith no further loss of generality -to phase oscillators coupled through the differences of their phases. That is, they behave like equations of the form
where ujj is the natural frequency of the jth uncoupled oscillator, and H(9k -Oj) encodes the changes to that frequency due to the kth oscillator. The reduction to Eq. (2), which uses invariant manifold theory and averaging [20] , is very general; all it takes is weak enough coupling, and sometimes it can be shown to be valid even for strong coupling [21] . However, it can fail for some kinds of coupling, and does so for the kind of "fast threshold modulation" coupling I described as the action of a fast chemical synapse. To get reduction to a phase model for this coupling, the coupling must be extremely weak; otherwise, the mathematical structure of the coupling is very different. The difference in structure shows up in the difference in behavior of the arrays of oscillators coupled by fast synapses, versus phase models. Consider, for example, chains of oscillators coupled locally (to their nearest neighbors). It follows from the analysis done with Bard Ermentrout (motivated by undulatory swimming) that, generically, any coupling mechanism that can be reduced to equations describing interactions of phases produces traveling waves of activity [8] . This comes essentially from edge effects of the chain (less coupling input to the outer two oscillators of a finite chain), which propagate through the chain no matter how long it is. Chains of relaxation oscillators with FTM coupling behave very differently [22] , [23] . David Somers and I showed that edge effects in those equations can be kept local, with the oscillators responding to edge effects by locally changing wave amplitude instead of producing phase differences. Thus, stable synchronization of jumps between plateaus is possible (in the limit e -» 0).
The two different kinds of oscillators also display differences in speeds of transients to locking. For the phase oscillators, the transients are very slow to decay. The relaxation oscillators synchronize very fast [22] , [24] , Fast synchronization is necessary for some conjectured uses of oscillations in the nervous system. One such is a potential contribution to understanding the "binding problem" of how assemblies of cells, possibly in different parts of the nervous system, can act together to produce, e.g., a motion or a percept [25] . The ideas have also been used to explain aspects of image segmentation in the visual system [26] .
Electrical
coupling. This story and the next one focus on the structure of the coupling between cells and some unintuitive consequences. This section concerns electrical coupling, which is modeled (for nonrectifying gap junctions) as discrete diffusion. Since diffusion can be effective at homogenizing temperatures or concentrations, it is not surprising that it is effective at synchronizing cells that are dynamically similar. However, electrical synapses often connect cells that have very different dynamical properties. For example, one cell may be an oscillator while the other is bistable or excitable. The question then is: what is the electrical coupling doing?
The particular example I am focusing on here comes from a small, very well-studied invertebrate network in lobsters and crabs, called the "stomato-gastric ganglion" or STG [27] . The network controls the stomach, where the animal chews its food. It has a few dozen cells, individually recognizable, and a complicated pattern of connections among the cells. In spite of much knowledge about the biophysical properties of the individual cells, it remains to be understood how the cells all work together to produce the functionally important behavior.
An important subset of the STG is a pair of dynamically different cells that form the "pacemaker" of one of the subnetworks of the STG network. The cell known as the "AB" cell can spontaneously oscillate. It is strongly coupled electrically to a pair of cells known as the "PD" cells, which can be bistable at high and low voltage when uncoupled. The AB/PD subset has some strikingly different behavior from the isolated AB cell: When current is fed into the AB cell, the frequency changes by changing only the part of the cycle in which the cell is inactive (not spiking). But when current is fed into an AB cell electrically coupled to the PD cells, both the active (spiking) part of the cycle and the inactive part change, and in such a way as to keep their ratio constant. In a simulation [28] , Abbott, Marder, and Hooper suggested a way in which the constant ratio could be achieved by the network. A prior mathematical question is how the electrical coupling can act on the oscillator to change the times spent in the active and inactive phases. This was the question addressed by me, Abbott, and Soto-Trevino [29] .
In its simplest version, the equations we considered have the form of equations from the previous simulation, namely
With d = 0, the first two equations describe a relaxation oscillator, qualitatively like a van der Pol oscillator, with f(v, w) -0 qualitatively like a cubic. Here v is the voltage of the system and w is a slower "recovery" variable. The voltage x of the bistable cells satisfies an equation in which g{x) is a cubic having three zeros, with the outer two stable fixed points for x' = g(x). With d > 0, the equations form a "fast-slow" system like that of the van der Pol oscillator. As in the latter, it can be shown [30] that solutions converge, as s -* 0, to "singular trajectories" made up of solutions to the fast equations
(with w treated as a parameter), and the slow equations w' = eh(v, w).
In the latter, v is a function of w obtained by solving
along one of the multiple branches of the latter. For the simple two-dimensional van der Pol equations, the singular solution is easily read off from the nullclines, with the jumps between the fast and slow portions of the trajectories occurring at the local extrema of the cubic-shaped curve f(v, w) = 0. For the three-dimensional system, however, there is no obvious information in the nullclines about the position of the jump points, and how they depend on parameters.
This information is exactly what one needs to figure out the time spent on each of the slow branches (active and inactive states of the AB cell).
It turns out that this information is in the geometry of the equations, but not in an obvious way. The information comes from the structure in the form of the equation that represents the electrically coupled pair. More specifically, on the slow pieces the trajectories (approximately) satisfy (4). The currents created by the electrical coupling are equal and opposite (d(x -v) = -d(v -x)); thus, from (4), the (v,x) coordinates of any point along the slow trajectory must satisfy f(v,w) = -g(x), and the d associated with such a point is the "aspect ratio" |f/(x -v)| = \g(x -v)|. By plotting the family of curves v -> f(v, w) and the curve x -> -g{x) on the same graph, one can (with effort) read off the points of the slow trajectory, as well as the saddle-node point of the fast equations (3); the latter is associated with the fast jump off that portion of the slow trajectory [29] . The analysis thus tells us what properties of the equations for the two cells affect the dynamic behavior of the network.
In addition to showing how the coupling to the bistable element changes the amount of time the oscillator spends on its active and inactive branches, the analysis reveals surprising facts. For example, one might guess that the larger the coupling strength d, the larger the "pinning" effect of the electrical coupling. It turns out [29] , however, that the maximal effect can occur for some finite d. In some circumstances, the network can act as a switch, leaving the bistable elements in a parameter-determined position regardless of initial conditions. Most importantly, the analysis shows how properties of the bistable cell (e.g., shape of the cubic x -> -g(x), which models properties of the voltage-gated currents of biophysically modeled cells) can affect whether the two cells will synchronize at all, and what the oscillator trajectory will be. This contrasts strongly with other modeling approaches [31] in which the elements are simple on-off devices, and all properties of the network they constitute then depend only on the strengths of the connections.
The techniques can be used to understand behavior in multicompartment models [32] , [33] since the connections among different compartments within a neuron are usually modeled as discrete electrical coupling. The techniques can also be used in networks that combine both electrical and chemical synapses [34] .
6. Time scales in chemical synapses. 6.1. Slow inhibition and synchronization.
Until quite recently, the "folk-wisdom" associated with synchronization was that excitation is good for synchronization and inhibition hurts synchronization.
It is easy to find circumstances under which that intuition is correct. The case history in Sec. 3 gives an excellent example. It describes fast excitation for a bursting neuron, using "fast threshold modulation" and a synaptic gating function that saturates at a fixed conductance level for high values of the pre-synaptic voltage.
Recall that when the synapse is on, its effect is to change the v-nullcline of the postsynaptic cell, raising it (and changing its shape) for an excitatory synapse, and lowering it (also with a change of shape) for an inhibitory one. If the coupling between the two cells is excitatory, whenever one cell fires, it changes the nullcline of the lagging one in a way that allows the latter to fire earlier than it would have without the coupling. It was shown in [22] , [23] that the difference in the dynamics of the cells before and after the jump to the activated state leads to stable synchronization.
Similarly, if the connections are inhibitory, the firing of one leads to a change in nullcline that prevents the other cell from immediately firing, and this can be shown to lead to antiphase bursting of the two cells [35] , [36] ,
The intuition behind that folk-wisdom is based on two implicit assumptions: 1) the onset and offset of the action of the synapses are very fast compared with the intrinsic dynamics of the cells;
2) the cells stay in the active and inactive states for a long time compared with the times used to pass from one state to another.
If either of these assumptions fails, then so can the conclusions about synchronization. The importance of the time scales of synaptic currents for synchronization was discovered in the pioneering work of Rinzel and Wang [36] , [37] , who were trying to understand how some networks of bursting cells can have coherent oscillations even when there is no excitation in the network. (The network in question was the reticular formation of the thalamus [38] .) They noted that inhibition in those networks does not shut off quickly after the cells themselves stop being in their active state. The onset of inhibition also takes a significant amount of time after the cells become active. (See [36] for the equations for the synapse.) Wang and Rinzel showed by simulation that the two together could allow synchrony. (For related work on networks of spiking neurons see [39] , [40] .)
Recently, D. Terman, A. Bose, and I revisited this system to understand the role of the onset and offset time scales in the inhibitory synapses in determining whether the stable synchronization is possible. For these equations, the relevant mathematical structure was the fast-slow nature of the equations, with the synaptic dynamics occurring on the same time scale as the slow recovery dynamics of the neuron. This makes it possible to use geometrical techniques of fast-slow systems to construct singular solutions such as the synchronous one, and to test for stability [22] , [42] .
The answers that we uncovered [42] were more complex than we expected. We found that there are different parameter regimes in which wholly different sets of parameters govern stability of the synchronous solution. For some parameter regimes, synchrony is achieved (or undermined) by the interplay of the synaptic decay and the cell recovery; in other regimes, the latter is irrelevant but parameters related to the active period of the cell are relevant. Thus, changing parameters that have nothing to do with time scales could change which time scales are relevant for synchrony. So not only does network behavior change, but what controls the behavior also changes.
We also found various other effects that are hard to see from simulations. One was that the onset time is not relevant to whether the synchronous state is stable, but only to the domain of attraction of the synchronous solution. (A different conclusion is argued in papers on spiking networks [39] , [40] , [41] .) Another, that we believe is relevant to larger network behavior, is that common decaying inhibition, even with decay times considerably larger than any intrinsic time scales in the neurons, can have a synchronizing effect even on cells that are wholly uncoupled. One can also see the circumstances under which behavior other than synchrony is displayed.
In larger networks, there is all the behavior of two-cell networks and also some new features. One new feature is known as "clustering", which can occur in networks that are connected entirely by inhibition or by both excitation and inhibition. It is known from simulations of several groups that cells receiving inhibition can break into subsets or clusters, with the clusters out of phase with one another, but synchronized within a cluster [43] , [44] . This clustering is aided when there is a fast onset of inhibition, which makes the domain of attraction of the synchronous solution small. A functionally important correlate of clustering is that the population rhythm increases; it is roughly a multiple of the frequency of the synchronous network, where the multiple is the number of clusters.
6.2. Functional reorganization in networks. The last story is closely related to the previous one, and its point is to give the flavor of how some of the effects discussed above can play out in still more complicated networks. The punchline of the work is that changes in biophysical properties of the cells, without changing any synaptic properties, can alter how cells process their synaptic input; this in turn can lead to an effective rewiring of the system. I suspect that this kind of thing goes on all over the nervous system, and is an aspect of how the same hard wiring might be capable of a variety of different functionally important behaviors.
The particular example I have in mind comes from rhythms in the thalamus and cortex during sleep [7] . In an early stage of sleep, the rhythm is called "spindling", which occurs in "pockets" of activity with a frequency of about 7-14 hz within a pocket. In a deeper sleep, the rhythm is slower and more regular, with a frequency of about 1-4 hz. Among the major cellular players in these rhythms are two parts of the thalamus. One type are the cells (RE) of the reticular formation, which consists of cells that provide inhibition. The other consists of collections of thalamocortical cells (TC) that provide excitation to the reticular formation and to the cortex (among other projections). There are also cortical cells, which excite both the TC and RE cells. The inhibition from the RE to TC cells interacts with TC cells via two classes of receptors, so-called GABA/t and GABAg. The significance of these two classes for the dynamics is that GABA^-mediated inhibition has a relatively fast onset and is quick to decay, while GABAb-mediated inhibition takes significantly longer to turn on and to decay. (See [45] for a schematic of the network.)
In addition to changes in frequency, the dynamic behavior of the cellular players is very different in the two rhythms [7] . During spindling, the TC cells (the ones receiving the inhibition) fire every few cycles of the population rhythm, while during the delta rhythm, they fire with every cycle of the population rhythm. The RE cells fire with the population rhythm during spindling, but very infrequently-only when there is a burst of excitation from the cortex-during the delta rhythm.
For the TC cells, spindling corresponds to clustering and the delta rhythm corresponds to population synchrony.
The question that Terman, Bose, and I addressed in [45] was: what might account for the switch? We know that fast-onset inhibition fosters the clustering and can prevent synchrony. Anything that could effectively remove the fast-onset inhibition could create such a change. The mechanism we suggested is indirect, but accounts for all the changes in all the players, as well as the change in the network behavior. Starting from spindling (the clustered state), the proposed sequence of events starts with some change that raises the threshold of excitation needed to get the RE cells to fire. When they stop firing, the fast-acting inhibition then decays away relatively quickly, leaving only the slow-decaying inhibition, which is synchronizing for the TC cells. This amounts to an effective rewiring, since the RE cells no longer respond to the TC cells, and therefore no longer give cycle by cycle fast inhibitory input, which created the clustering. The infrequent (less than 1 hz) but very large input from the cortex acts to periodically excite the RE cells, refreshing the "good" inhibition to permit the synchronized activity to continue. For our purposes here, the point is that a knowledge of effects of time scales or synapses in networks allows one to uncover complicated mechanisms. For related modeling work, see e.g. [46] , [47] .
7. Summary and further directions.
The case studies I presented displayed some of the biological structure that could be captured in mathematical structure; the latter could be used to deduce consequences not at all obvious from the biology.
The first story showed that even small amounts of structure could be important: oscillating cells with rapid transitions between two kinds of states have different properties than cells with sinusoidal wave-forms when hooked up in arrays. For the electrical coupling story, the useable structure was that, away from the fast jumps, the cells coupled have equal and opposite intrinsic currents. For the slow inhibition story, the fast-slow structure of the equations is used to see how the slow synapses modify the qualitative behavior of the network. The second half of that story showed that changes in intrinsic (non-synaptic) parameters of the cells can lead to a "functional reorganization" in which certain connections are effectively removed, and the inhibition in the system has very different effects.
These case studies all deal with fairly simple versions of mathematical neurons and synapses. In addition, there is an enormous variety of other biological structure not incorporated in those equations. These include the roles of special ionic currents associated with rebounds and delays [13] , interaction of networks that have different characteristic time scales [48] , effects of noise [49] , and effects of the more complex dynamics in the synapses [50] .
This leads back to a question asked near the beginning of this essay: why is the nervous system so complex? I think it is fair to say that no one yet has a good answer. However, dynamical systems offer both a method (adding to the arsenal of biological methods) and a large challenge: to look for the mathematical structure associated with the biological structure, and then use this to identify the features of the biology that are responsible for a particular behavior. 
