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Abstract
We consider the Cauchy problem for the integrable nonlocal nonlinear Schro¨dinger (NNLS)
equation iqt(x, t) + qxx(x, t) + 2q
2(x, t)q¯(−x, t) = 0, x ∈ R, t > 0, with a step-like boundary
values: q(x, t) → 0 as x → −∞ and q(x, t) → A as x → ∞ for all t ≥ 0, where A > 0 is
a constant. The long-time asymptotics of the solution q(x, t) of this problem along the rays
x/t = C 6= 0 is presented in [45]. In the present paper, we extend the asymptotics into a region
that is asymptotically closer to the ray x = 0 than these rays with any nonzero constant C. We
specify a one-parameter family of wedges in the x, t-plane, with curved boundaries, characterized
by qualitatively different asymptotic behavior of q(x, t), and present the main asymptotic terms
for each wedge. Particularly, for wedges with x < 0, we show that the solution decays as tp
√
ln t
with p < 0 depending on the wedge. For wedges with x > 0, we show that the asymptotics
has an oscillating nature, with the phase functions specific for each wedge and depending on a
slow variable parametrizing the wedges. The main tool used in this work is an adaptation of
the nonlinear steepest decent method to the case when the stationary phase point of the phase
function in the jump of the associated Riemann-Hilbert problem merges with a point which is
singular for the corresponding spectral functions.
1 Introduction
We consider the following “step-like problem” for the focusing integrable nonlocal nonlinear
Schro¨dinger (NNLS) equation (q¯ denotes the complex conjugate of q)
iqt(x, t) + qxx(x, t) + 2q
2(x, t)q¯(−x, t) = 0, x ∈ R, t > 0, (1.1a)
q(x, 0) = q0(x), x ∈ R, (1.1b)
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with the boundary conditions to be satisfied for all t ≥ 0:
q(x, t) = o(1), x→ −∞, (1.2a)
q(x, t) = A+ o(1), x→ +∞. (1.2b)
Particularly, the initial data q0(x) is assumed to satisfy these boundary conditions as well:
q0(x)→
0, x→ −∞,A, x→ +∞.
The NNLS equation (1.1a) is a relatively new integrable model introduced by M. Ablowitz and
Z. Musslimani [3] as a reduction (with r(x, t) = q¯(−x, t)) of the coupled Schro¨dinger equations (also
known as Ablowitz-Kaup-Newell-Segur (AKNS) system [1])
iqt + qxx + 2q
2r = 0, (1.3a)
−irt + rxx + 2r2q = 0 (1.3b)
The 2× 2 Lax pair equations for the NNLS equation are as follows:
Φx + ikσ3Φ = U(x, t)Φ, (1.4a)
Φt + 2ik
2σ3Φ = V (x, t, k)Φ, (1.4b)
where σ3 = (
1 0
0 −1 ),
U(x, t) =
(
0 q(x, t)
−q¯(−x, t) 0
)
,
V (x, t, k) =
(
iq(x, t)q¯(−x, t) 2kq(x, t) + iqx(x, t)
−2kq¯(−x, t) + i(q¯(−x, t))x −iq(x, t)q¯(−x, t)
)
.
Notice that (1.1a) can be viewed as a Schro¨dinger equation iqt(x, t)+ qxx(x, t)+V (x, t)q(x, t) = 0
with a potential V (x, t) = q¯(−x, t)q(x, t) that satisfies the PT symmetric [6] condition V (x, t) =
V (−x, t). Therefore, the NNLS equation is (i) integrable and (ii) a PT symmetric system, which is
of interest from both the physical and mathematical perspective. Indeed, it is gauge equivalent to
the unconventional system of coupled Landau-Lifshitz (CLL) equations in magnetics [25]. On the
other hand, the NNLS equation is related to the quasi-monochromatic asymptotic reductions of the
classical integrable equations: the Korteweg–de Vries (KdV) equation and Klein-Gordon equation
[2].
Moreover, the NNLS equation is an abundant source of new nonlinear effects, particularly it
supports both bright and dark solition solutions simultaneously [47] (see also e.g. [39], [49] and
references therein), which is in a sharp contrast with the classical (focusing) nonlinear Schro¨dinger
(NLS) equation (r(x, t) = q¯(x, t) in (1.3)) that supports only bright soliton solutions. Also it has
soliton solutions with both zero and nonzero backgrounds [4], which, in general, blow up in finite
time. Additionally, (1.1a) supports rouge waves, algebro-geometric solutions and breather solutions
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(see [50, 42, 28, 46] and references therein) with a number of interesting and distinctive properties.
Furthermore, the NNLS equation is connected to the Alice-Bob systems [40] describing various
physical phenomena which can happen in two (or more) places linked to each other. Finally, we
notice that some unusual features are manifested in the long-time asymptotics; particularly, the
soliton-free solution of the initial value problem for (1.1a) with zero background decays to zero with
different power rates along different rays x
t
= const [44].
In [45] we present the long-time asymptotics of the solution of problem (1.1), (1.2) along the rays
ξ ≡ x
4t
= const 6= 0. Particularly, we show that in the case of the initial data that are close, in a
certain sense, to the “pure step data”
q0A(x) =
0, x < 0,A, x > 0, (1.5)
the solution (asympotically) behaves qualitatively different in two regions, x < 0 (where the solution
decay to 0) and x > 0 (where it approaches a “modulated” constant). Notice that in the case of
the classical focusing NLS equation in the similar setting (with step-like initial data), there are two
sectors (in the (x, t) half-plane), ξ < C1 and ξ > C2 with certain constants C1 and C2, where the
asymptotic behavior of the solution is directly related to the (different) backgrounds in the initial
data [12]. Also, in that case, the asymptotics of the solution in the transition sector C1 < ξ < C2
is described in terms of elliptic functions with modulated (by ξ) parameters; similar behavior is
intrinsic for other local integrable (KdV, focusing and defocusing NLS, Toda, etc.) equations, see,
e.g., [22, 8, 31, 23]. With this respect, the case of the NNLS equation is qualitatively different: there
is no room for a sector (with straight boundaries), in which the asymptotics for x < 0 and x > 0
could match.
Transition regions, being a rich source of nonlinear effects, have been a subject of interest since
1970s [29] for various problems for integrable systems. Particularly, in [36] and [34], the so-called
asymptotic solitons were observed for step-like problems for the KdV and the focusing NLS equations
respectively (see also [35]). Notice that for problems with decaying boundary conditions, transition
regions with curved boundaries (in the x, t plane) can be specified. For instance, the Painleve´-II
transcendents describes the principal part of the asymptotics in a transition region for the mKdV
equation [19] (see also [7, 14] for more results on the transition zones for the mKdV equation). For
the KdV equation, another transition zone (called the collisionless shock region [5]) was fully specified
in [17]. Transition regions for other integrable equations have also been reported; to name but a few,
see, e.g., [11, 13] and [32] for the Camassa–Holm equation and the Toda lattice respectively.
Integrable equations in the small dispersion (semi-classical) limit [21, 10, 33, 9] are deeply related
to the large time limit [26]. For the KdV equation, there is a cusp-shaped (Whitham) region [37, 48],
characterized by rapid modulated elliptic oscillations whereas the description of the small dispersion
behavior near its boundaries involves the Painleve´-I and Painleve´-II transcendents, see [18, 15, 27]
and references therein.
In the present paper we address the problem of extending the asymptotics obtained in [45] into
the zone connecting the sectors ξ < −ε and ξ > ε for any ε > 0. We present a family of curved
transition zones parametrized by α ∈ (0, 1) (see (3.3) below), each characterized by qualitatively
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different behavior of the solution of problem (1.1), (1.2) and having its proper modulation parameter.
Particularly, the decaying regimes for x < 0 have the rate of decay of order tp(α)
√
ln t, where p(α) < 0
and p(α) can be written explicitly (see Theorem 1 below). Moreover, the oscillating phases in these
regimes involves a number of growing terms, of order t
α
2−α , ln2 t, ln t · ln ln t, ln t, and ln ln t. For
x > 0, we presents non-vanishing, oscillating regimes, with oscillations characterized by two large
parameters, ln2 t and ln t. To the best of our knowledge, such family of asymptotic regions for
integrable systems has never been reported before.
Our main tool is the adaptation of the nonlinear steepest decent method (Deift and Zhou method),
which was proposed by Deift and Zhou [19] and relies on the previous works by Manakov [41] and
Its [30] (see [16] for the history of the problem). An important step of the nonlinear steepest decent
method (as well as of the classical steepest decent method) consists in choosing an appropriate “slow
variable” while keeping a fast variable in the phase factors of the Riemann–Hilbert factorization
problem associated with a particular problem for the nonlinear equation in question. Such slow
variable can be ξ = x
t
[51], and in this case it is natural to expect that the obtained asymptotics
is qualitatively different in wedges in the x, t-plane with straight boundaries. On the other hand,
the asymptotics in the collisionless shock region for the KdV equation involves, as a slow variable,
s = −(12)3/2
√
t ln −x
12t
(−x)3/2 (x < 0).
In this paper, we introduce the slow variable s = x
2−α
4t
in curved wedges parametrized by α ∈ (0, 1)
(see Figure 3 below). This allows us to cope, to some extent, with the problem of the asymptotic
analysis of the Riemann–Hilbert problem in the situation where the stationary phase point k = −ξ
merges with the the singularity point k = 0 of the associated spectral functions. In this way, we
extend the region x
4t
= const 6= 0 where the large time asymptotics of the solution of problem (1.1),
(1.2) was considered in [45], to wedges with curved boundaries: x
2
4s
< |t| < x
4ξ
for any s > 0 and
ξ > 0.
The article is organized as follows. In Section 2 we briefly recall the Riemann-Hilbert problem
formalism of the inverse scattering transform (IST) method for problem (1.1), (1.2). The asymptotic
analysis of the basic Riemann–Hilbert problem is presented in Section 3, where the main result
(Theorem 1) is proved. Finally, in Section 4 we show that the asymptotics in the sectors with
straight line boundaries obtained in [45] are consistent with the limiting values (as α → 1) of the
asymptotics in the curved sectors obtained in the present paper.
2 Inverse scattering and the basic RH problem
The IST method for the step-like problem (1.1), (1.2) based on the Riemann-Hilbert problem for-
malism is presented in [45]. In this section, we briefly recall the definition of the spectral functions,
their main properties, and the formulation of the basic Riemann–Hilbert problem; the latter will be
a starting point of the asymptotic analysis presented in Section 3.
The 2× 2 scattering matrix S(k) (detS(k) = 1) is defined as follows:
Ψ1(x, t, k) = Ψ2(x, t, k)e
−(ikx+2ik2t)σ3S(k)e(ikx+2ik
2t)σ3 , k ∈ R \ {0}, (2.1)
where the Ψj, j = 1, 2 are the normalized Jost solutions of the Lax pair equations (1.4a); they can
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be defined as the solutions of the Volterra integral equations:
Ψ1(x, t, k) = N−(k) +
∫ x
−∞
G−(x, y, t, k) (U(y, t)− U−) Ψ1(y, t, k)eik(x−y)σ3 dy, (2.2a)
Ψ2(x, t, k) = N+(k) +
∫ x
∞
G+(x, y, t, k) (U(y, t)− U+) Ψ2(y, t, k)eik(x−y)σ3 dy, (2.2b)
where N+(k) =
(
1 A
2ik
0 1
)
, N−(k) =
(
1 0
A
2ik
1
)
, G±(x, y, t, k) = Φ±(x, t, k)[Φ±(y, t, k)]−1 with
Φ±(x, t, k) = N±(k)e−(ikx+2ik
2t)σ3 , U+ = ( 0 A0 0 ) and U− = (
0 0
−A 0 ). From (2.1) and (2.2) evaluated
for t = 0 it follows that S(k) = Ψ1(0, 0, k)[Ψ2(0, 0, k)]
−1 is uniquely determined by the initial data
q0(x) (involved in U(x, 0)).
Taking into account the symmetry relation ΛΦ1(−x, t,−k¯)Λ−1 = Φ2(x, t, k), k ∈ R \ {0}, where
Λ =
(
0 1
1 0
)
, the scattering matrix S(k) can be written in terms of three scalar functions b(k), a1(k),
and a2(k):
S(k) =
(
a1(k) −b(−k)
b(k) a2(k)
)
, k ∈ R \ {0}. (2.3)
Proposition 1. [45] The spectral functions aj(k), j=1,2, and b(k) have the following properties:
1. a1(k) is analytic in k ∈ C+ and continuous in C+ \ {0}; a2(k) is analytic in k ∈ C− and
continuous in C−. Here C± = {k | ± Im k ≥ 0}.
2. a1(k) = 1 + O
(
1
k
)
as k → ∞ for k ∈ C+, a2(k) = 1 + O
(
1
k
)
as k → ∞ for k ∈ C−, and
b(k) = O
(
1
k
)
as k →∞ for k ∈ R.
3. a1(−k¯) = a1(k), k ∈ C+ \ {0}; a2(−k¯) = a2(k), k ∈ C−.
4. a1(k)a2(k) + b(k)b(−k¯) = 1, k ∈ R \ {0}.
5. a1(k) =
A2a2(0)
4k2
+O( 1
k
) as k → 0, k ∈ C+ and b(k) = Aa2(0)
2ik
+O(1) as k → 0, k ∈ R.
Notice that a2(0) can be calculated [45] in terms of q0(x) as follows: a2(0) =
4(|v2(0)|2−|v1(0)|2)
A2
,
where v2(x) is the solution of the integral equation
v2(x) = −iA
2
−
∫ x
−∞
q0(−y)
∫ y
−∞
q0(s)v2(s) ds dy
and v1(x) =
∫ x
−∞ q0(s)v2(s) ds.
Item 5 of Proposition 1 indicates that the behavior of the spectral functions at k = 0 differs
significantly in two cases: (i) a2(0) 6= 0 and (ii) a2(0) = 0. According to this, and similarly to [45],
in what follows we consider two cases specified by
Assumption 1
Case I: The spectral function a1(k) has one purely imaginary simple zero in C+: a1(ik1) = 0 with
some k1 > 0, and a2(k) has no zeros in C−.
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Case II: The spectral function a1(k) has one purely imaginary simple zero in C+: a1(ik1) = 0
with some k1 > 0, and a2(k) has one simple zero in C− at k = 0 (i.e., a2(0) = 0 and a21 :=
lim
k→0, k∈C−
a2(k)
k
6= 0). Additionally, we assume that a11 := lim
k→0, k∈C+
ka1(k) 6= 0.
Notice that the case of pure step initial data (1.5) belongs to Case I, with
S(k) = N−1+ (k)N−(k) =
(
1 + A
2
4k2
− A
2ik
A
2ik
1
)
. (2.4)
Consequently, problems with initial data close (in the L1 norm) to the pure step also belong to Case
I.
On the other hand, the pure soliton solution
qs(x, t) =
A
1− e−Ax−iA2t+iφ with some φ ∈ R (2.5)
belongs to Case II (see Proposition 5 in [45] for details), with
S(k) =
(
k−iA
2
k
0
0 k
k−iA
2
)
. (2.6)
Proposition 2. [45] Under Assumption 1, the solution of the initial problem (1.1) with the boundary
conditions (1.2) can be represented by
q(x, t) = 2i lim
k→∞
kM12(x, t, k), (2.7)
or, equivalently,
q(−x, t) = −2i lim
k→∞
kM21(x, t, k), (2.8)
where M(x, t, k) is the solution of the Riemann–Hilbert problem, with data determined in terms of the
spectral functions associated with the initial data q0(x): find a 2×2-valued function M(x, t, k), which
is sectionally meromorphic with respect to R in the complex k-plane and satisfies the conditions:
(i) M+(x, t, k) = M−(x, t, k)J(x, t, k) for a.e. k ∈ R \ {0}, (2.9a)
(ii) M(x, t, k) = I +O
(
1
k
)
uniformly as k →∞, (2.9b)
(iii) Res
k=ik1
M (1)(x, t, k) =
γ1
a˙1(ik1)
e−2k1x−4ik
2
1tM (2)(x, t, ik1), (2.9c)
where
J(x, t, k) =
(
1 + r1(k)r2(k) r2(k)e
−2ikx−4ik2t
r1(k)e
2ikx+4ik2t 1
)
with r1(k) =
b(k)
a1(k)
and r2(k) =
b(−k)
a2(k)
, γ1 ∈ C (with |γ1| = 1) is determined by the relation
Ψ
(1)
1 (0, 0, ik1) = γ1Ψ
(2)
2 (0, 0, ik1), and
(iv) M(x, t, k) has the following behavior at k = 0:
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• in Case I,
M+(x, t, k) =
(
4
A2a2(0)
v1(x, t) −v2(−x, t)
4
A2a2(0)
v2(x, t) −v1(−x, t)
)
(I +O(k))
(
k 0
0 1
k
)
, k → +i0, (2.10a)
M−(x, t, k) =
2i
A
(
−v2(−x, t) v1(x,t)a2(0)
−v1(−x, t) v2(x,t)a2(0)
)
+O(k), k → −i0, (2.10b)
• in Case II,
M+(x, t, k) =
(
v1(x,t)
a11
−v2(−x, t)
v2(x,t)
a11
−v1(−x, t)
)
(I +O(k))
(
1 0
0 1
k
)
, k → +i0, (2.11a)
M−(x, t, k) =
2i
A
(
−v2(−x, t) v1(x,t)a21
−v1(−x, t) v2(x,t)a21
)
(I +O(k))
(
1 0
0 1
k
)
, k → −i0, (2.11b)
where vj(x, t), j = 1, 2 are not specified.
3 Asymptotics in curved wedges
In [45] we present the long-time asymptotics of the solution of problem (1.1) with the step-like
boundary values (1.2) along the rays ξ = x
4t
= const for all ξ 6= 0. Two regions characterized
by qualitatively different asymptotics are specified (which turn to be the same in the both Case
I and Case II): the decaying region x < 0 and the “modulated constant” region x > 0, where
q(x, t) ∼ Aδ2(0, ξ) with
δ(0, ξ) = exp
{
1
2pii
∫ −ξ
−∞
ln(1 + r1(ζ)r2(ζ))
ζ
dζ
}
. (3.1)
These asymptotics do not, in general, match at x = 0 because
δ(0, ξ) ∼
CI exp
{
i
pi
ln ξ · ln A2|a2(0)|
2ξ
+ i ln
2 ξ
2pi
}
, Case I,
CII exp
{
i
2pi
ln ξ · ln a11a21
}
, Case II,
(3.2)
with some constants CI , CII ∈ C (see (4.2) below for the precise formula). In a very special case
with b(0) = 0 (which corresponds to a11a21 = 1), the function δ(0, ξ) has a finite limit as ξ → 0, and
the asymptotics obtained for ξ 6= 0 can be extended to the rays characterized by ξ = 0 exhibiting a
one-soliton behavior like (2.5); for details, see [45]. Otherwise the asymptotic analysis necessitates
introducing wedges with curved boundaries associated with slow variables other than ξ.
When introducing the new slow variable, we are guided by the idea that the function δ, as
function of this variable, should have a bounded modulus and (increasing) oscillations with well-
defined principal terms and well-controlled errors (see (3.8), (3.12) and (3.13) below). Moreover, the
new slow variable must be chosen in such a way that we are able to apply the nonlinear steepest
decent method to the associated matrix Riemann-Hilbert problem (particularly, the phase function
should have the structure [big parameter]× [a function depending on the slow variable and the
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(scaled) complex parameter only]). An important problem here is to provide error estimates that
are smaller (in order) that the main asymptotic term.
We propose to extend the obtained in [45] asymptotics into the curved wedges bounded by the
parabola t = Cx2, C > 0, by introducing (i) the scaled spectral parameter z = z(k) and (ii) the slow
variable s as follows:
z = kx1−α, s =
x2−α
4t
, (3.3)
where α ∈ (0, 1), x > 0 and s > 0 (recall that due to (2.7) and (2.8), the asymptotics for the RH
problem for x > 0 allows presenting the asymptotics for q(x, t) for the negative values of x). Notice
that as t → ∞, we have x → +∞ for all fixed α and s, and ξ ≡ x
4t
= sxα−1 decays to zero (the
smaller α, the faster is the decay) as x→∞.
In terms of z and s, the phase function in the jump matrix J(x, t, k) can be written in the form:
2ikx+ 4ik2t = 2ixαθˆ(z, s) (3.4)
with
θˆ(z, s) = z +
z2
2s
. (3.5)
The stationary phase point of θˆ(z, s) is z = −s, so the signature table is similar to that for the
slow variable ξ (see Figure 1). According to the nonlinear steepest descent method [45], in order to
Figure 1: Signature table of the phase function θˆ(z, s) in the z-plane
get rid of the diagonal factors in the lower-upper triangular factorization of the jump matrix of the
Riemann–Hilbert problem, we introduce the sectionally analytic scalar function (cf. (3.1))
δˆ(z, s, t) = exp
{
1
2pii
∫ −s
−∞
ln(1 + rˆ1(ζ)rˆ2(ζ))
ζ − z dζ
}
, (3.6)
where
rˆj(z) := rj(zx
α−1) ≡ rj
(
z(4st)
α−1
2−α
)
, j = 1, 2. (3.7)
Integrating by parts, the function δˆ(z, s, t) can be written as
δˆ(z, s, t) = (z + s)iνˆ(−s,t) eχˆ(z,s,t), (3.8)
where
νˆ(−s, t) = − 1
2pi
ln(1 + rˆ1(−s)rˆ2(−s)), (3.9)
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and
χˆ(z, s, t) = − 1
2pii
∫ −s
−∞
ln(z − ζ) dζ ln(1 + rˆ1(ζ)rˆ2(ζ)). (3.10)
In order to have eχˆ(z,s,t) bounded, for z ≥ −s, as t→∞ (see (3.13) below), in the present paper
we adopt one more assumption on the behavior of the spectral functions:
Assumption 2
We assume that
lim
k→0
[∫ k
−∞
dζ arg(1 + r1(ζ)r2(ζ))
]
= 0. (3.11)
Notice that in Case I, (3.11) is consistent with the assumption
∫ k
−∞ dζ arg(1+r1(ζ)r2(ζ)) ∈ (−pi, pi),
k < 0 adopted in [45], but in Case II, it imposes an additional restriction: a11a21 > 0 or, equivalently,
|b(0)| ∈ [0, 1).
Proposition 3. Let arg(1 + r1(k)r2(k)) satisfy (3.11). Then the functions νˆ(−s, t) and χˆ(z, s, t)
have the following behavior as t→∞ uniformly for c ≤ s ≤ C, with any fixed C > c > 0:
νˆ(−s, t) =

1−α
pi(2−α) ln(4st) +
1
pi
ln A|a2(0)|
2s
+O
(
t
α−1
2−α
)
, t→∞, Case I,
1
2pi
ln a11a21(0) +O
(
t
α−1
2−α
)
, t→∞, Case II,
(3.12)
and
Re χˆ(z, s, t) =
1
2pi
∫ 0
−∞
arg(1 + r1(ζ)r2(ζ))
ζ
dζ +O
(
t
α−1
2−α ln t
)
, z ≥ −s, t→∞ (3.13)
for all fixed z ≥ −s. Moreover, in Case I we have
χˆ(0, s, t) =
i(1− α)2
2pi(2− α)2 ln
2 4st+
i(1− α)
pi(2− α) ln
2
A|a2(0)| · ln 4st+ χˆ0(s) +O
(
t
1−α
α−2 ln t
)
, t→∞,
(3.14)
χˆ(−s, s, t) = i(1− α)
2
2pi(2− α)2 ln
2 4st+
i(1− α)
pi(2− α) ln
2
A|a2(0)| · ln 4st+ χˆ−s(s) +O
(
t
1−α
α−2 ln t
)
, t→∞,
(3.15)
with
χˆ0(s) =
i ln2 s
2pi
+
i
2pi
∫ −1
−∞
ln(−ζ) dζ ln(1 + r1(ζ)r2(ζ)) + i
2pi
∫ 0
−1
ln(−ζ) dζ ln 1 + r1(ζ)r2(ζ)
ζ2
, (3.16)
χˆ−s(s) = χˆ0(s) +
pii
6
, (3.17)
and in Case II, for all fixed z ≥ −s,
χˆ(z, s, t) =
i(1− α)
2pi(α− 2) ln(a11a21) · ln 4st+ χˆ1 +O
(
t
1−α
α−2 ln t
)
, t→∞, (3.18)
where
χˆ1 =
i
2pi
∫ 0
−∞
ln(−ζ) dζ ln(1 + r1(ζ)r2(ζ)). (3.19)
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Proof. See Appendix A.
In order to make the derivation of our main result more transparent, in what follows we adopt
the following technical
Assumption 3
We assume that the reflection coefficients rj(k), j = 1, 2 can be analytically continued into the
whole complex plane.
This takes place, for example, when the initial data are such that q0(x) = 0 for x < −R and
q0(x) = A for x > R, with some R > 0. Otherwise, techniques of analytical approximations of the
reflection coefficients and associated error estimates can be applied, see, e.g., [19] and [38].
The formalism of the nonlinear steepest descent method is based on subsequent transformations
of the basic Riemann–Hilbert problem, aimed at arriving (after appropriate rescaling, if needed) at
some model RH problem that can be solved explicitly. Particularly, having in the phase function a
large parameter multiplied by a quadratic polynomial with respect of the (scaled) spectral variable
would lead to the model problem that can be solved in terms of the parabolic cylinder functions
[30, 19, 38]. The specific feature of the analysis in the present paper, as we will see, is that the
parameters of the parabolic cylinder functions are not constants but depend on the fast variable t.
The transformation of the original RH problem (for M(x, t, k)) on the line to that on the cross
Γˆ =
4⋃
j=1
γˆj, where γˆj = {−s + tei( 5pi4 −pij2 )|t ∈ [0,∞)} (see Figure 2) in the spectral z-plane is the
same as in [45], the only difference being the dependence of the phase and spectral functions on the
introduced variables. The resulting RH problem is characterized by the jump conditions
Mˆ+(x, t, z) = Mˆ−(x, t, z)Jˆ(x, t, z), k ∈ Γˆ (3.20a)
with
Jˆ(x, t, z) =

1 rˆ2(z)δˆ2(z,s,t)1+rˆ1(z)rˆ2(z) e−2ixαθˆ
0 1
 , z ∈ γˆ1, 1 0
rˆ1(z)δˆ
−2(z, s, t)e2ix
αθˆ 1
 , z ∈ γˆ2,1 −rˆ2(z)δˆ2(z, s, t)e−2ixαθˆ
0 1
 , z ∈ γˆ3, 1 0
−rˆ1(z)δˆ−2(z,s,t)
1+rˆ1(z)rˆ2(z)
e2ix
αθˆ 1
 , z ∈ γˆ4,
(3.20b)
the normalization condition
Mˆ(x, t, z)→ I, z →∞, (3.20c)
and the residue conditions
Res
z=ik1x1−α
Mˆ (1)(x, t, z) = cˆ1(x, t)Mˆ
(2)(x, t, ik1x
1−α), (3.20d)
Res
z=0
Mˆ (2)(x, t, z) = cˆ0(x, t)Mˆ
(1)(x, t, 0), (3.20e)
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Figure 2: Contour and domains for Mˆ(x, t, z) in the z-plane
where cˆ1(x, t) =
γ1x1−α
a˙1(ik1)δˆ2(ik1x1−α,s)
e−2k1x−4ik
2
1t and cˆ0(x, t) =
A
2i
x1−αδˆ2(0, s, t). The solution of the
original initial value problem can be represented, in terms of the solution Mˆ(x, t, z) of this RH
problem, as follows:
q(x, t) = 2ixα−1 lim
z→∞
zMˆ(x, t, z), x > 0, (3.21)
and
q(−x, t) = −2ixα−1 lim
z→∞
zMˆ(x, t, z), x > 0. (3.22)
The (singular) RH problem (3.20), which involves the residue conditions, can be transformed to
a regular one by using the Blashke–Potapov factors [24]:
Proposition 4. (cf. [45]) The solution q(x, t) can be represented as follows:
q(x, t) = −2k1P12(x, t) + 2ixα−1 lim
z→∞
zMˆR12(x, t, z), x > 0, (3.23a)
q(−x, t) = −2k1P21(x, t)− 2ixα−1 lim
z→∞
zMˆR21(x, t, z), x > 0. (3.23b)
Here MˆR(x, t, k) solves the regular Riemann-Hilbert problem:MˆR+ (x, t, z) = MˆR− (x, t, z)JˆR(x, t, z), k ∈ Γˆ,MˆR(x, t, z)→ I, k →∞, (3.24a)
with
JˆR(x, t, z) =
(
1 0
0 z−ik1x
1−α
z
)
Jˆ(x, t, z)
(
1 0
0 z
z−ik1x1−α
)
, k ∈ Γˆ (3.24b)
and P12 and P21 are determined in terms of Mˆ
R as follows:
P12(x, t) =
g1(x, t)h1(x, t)
g1(x, t)h2(x, t)− g2(x, t)h1(x, t) , P21(x, t) = −
g2(x, t)h2(x, t)
g1(x, t)h2(x, t)− g2(x, t)h1(x, t) , (3.25)
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where g(x, t) =
(
g1(x,t)
g2(x,t)
)
and h(x, t) =
(
h1(x,t)
h2(x,t)
)
are given by
g(x, t) = ik1x
1−αMˆR(1)(x, t, ik1x1−α)− cˆ1(x, t)MˆR(2)(x, t, ik1x1−α), (3.26a)
h(x, t) = ik1x
1−αMˆR(2)(x, t, 0) + cˆ0(x, t)MˆR(1)(x, t, 0). (3.26b)
Corollary 1. The rough asymptotics of q(x, t) as t → ∞ along the curve t = x2−α
4s
with fixed s > 0
and α ∈ (0, 1) has the form:
q(x, t) = Aδˆ2(0, s, t) + o(1), x > 0, q(−x, t) = o(1), x > 0.
Taking into account (3.8) and Proposition 3, the asymptotics for x > 0 has the form
q(x, t) =
QeiΨI(α,s,t) + o(1), t→∞, Case I,QeiΨII(α,s,t) + o(1), t→∞, Case II, (3.27)
where (notice that 2 Re χˆ(0, s, t) ∼ 1
pi
∫ 0
−∞
arg(1+r1(ζ)r2(ζ))
ζ
dζ for both Case I and Case II, see (3.13))
Q = A exp
{
1
pi
∫ 0
−∞
arg(1 + r1(ζ)r2(ζ))
ζ
dζ
}
, (3.28)
and (see (3.12), (3.14) and (3.18))
ΨI(α, s, t) = ψ(α) ln
2 4st+ φI(α, s) ln 4st+
2
pi
ln s · ln A|a2(0)|
2s
+ 2 Im χˆ0(s), (3.29a)
ΨII(α, s, t) = φII(α) ln 4st+
1
pi
ln s · ln a11a21 + 2 Im χˆ1 (3.29b)
with
ψ(α) =
(1− α)2
pi(2− α)2 , φI(α, s) =
2(1− α)
pi(2− α) ln
2s
A|a2(0)| , φII(α) =
1− α
pi(α− 2) ln a11a21, (3.30)
and χˆ0(s) and χˆ1 given by (3.16) and (3.19) respectively.
Remark 1. Here and below, we prefer to keep 4st as the argument of the logarithms since (i) in
terms of this expression, the coefficients (3.30) have simplier form and (ii) it is directly related to x
(see (3.3)), which is convenient when studying a domain surrounding the ray x = 0.
Remark 2. The behavior of the solution along the curves t = x
2−α
4s
, s = const in Cases I and II are
different; this is in contrast with the asymptotics along straight lines t = x
4ξ
, ξ = const [45], which
has the same form in the both cases.
Remark 3. In the reflectionless case (i.e., when b(k) = 0 for all k ∈ R and q(x, t) is a one-soliton
solution (2.5)), the main term in (3.27) in Case II is equal to A, which is consistent with the explicit
soliton formula (2.5).
Applying the nonlinear steepest decent method [19] allows making this asymptotics more precise.
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Figure 3: The asymptotic wedges for q(x, t) specified by α ∈ (0, 1) and consisting of the curves
t = |x|
2−α
4s
with s varying from 0 to ∞. Single wedges (with fixed α and varying s) are shown as
darker regions. In the left integral wedge, the solution decays to 0; in the right wedge, it has the
form of non-vanishing oscillations.
Theorem 1. Assume that the spectral functions associated with the the initial data q0(x) satisfy
Assumptions 1-3, and let α ∈ (0, 1) be fixed. Then the long-time asymptotics of the solution q(x, t)
of problem (1.1), (1.2) along the curve t = x
2−α
4s
with any s > 0 fixed (see Figure 3) has the form:
Case I:
q(x, t) =
Qe
iΨI(α,s,t) + t
α
2α−4
√
ln t FI(α, s, t) +O
(
t
α
2α−4√
ln t
)
, x > 0, α ∈ (0, 2
3
)
,
QeiΨI(α,s,t) +O
(
t
1−α
α−2 ln t
)
, x > 0, α ∈ [2
3
, 1
)
,
(3.31a)
q(−x, t) =

O
(
t
1
α−2 ln t
)
, x > 0, α ∈ (0, 2
3
]
,
t
4−3α
2α−4
√
ln tAasI, 3(α, s)e
iΨI,1(α,s,t) +O
(
t
4−3α
2α−4√
ln t
)
, x > 0, α ∈ (2
3
, 1
)
,
(3.31b)
Case II:
q(x, t) =
QeΨII(α,s,t) + t
α
2α−4FII(α, s, t) +R1(α, t), x > 0, α ∈
(
0, 2
3
)
,
QeΨII(α,s,t) +O
(
t
1−α
α−2 ln t
)
, x > 0, α ∈ [2
3
, 1
)
,
(3.32a)
q(−x, t) =
O
(
t
1
α−2 ln t
)
, x > 0, α ∈ (0, 2
3
]
,
t
4−3α
2α−4AasII, 3(α, s)e
iΨII,1(α,s,t) +R2(α, t), x > 0, α ∈
(
2
3
, 1
)
,
(3.32b)
where Q is given by (3.28), ΨI and ΨII are given by (3.29),
FI(α, s, t) = A
as
I, 1(α, s)e
iΨI,1(α,s,t) + AasI, 2(α, s)e
iΨI,2(α,s,t), (3.33)
FII(α, s, t) = A
as
II, 1(α, s)e
iΨII,1(α,s,t) + AasII, 2(α, s)e
iΨII,2(α,s,t) (3.34)
with
Aasj, 1(α, s) = −
2k1
s
β˜Rj, as(α, s), A
as
j, 2(α, s) =
A2j(s)
2k1s
γ˜Rj, as(α, s), A
as
j, 3(α, s) =
s
α
2−α
2
2−3α
2−α k1
γ˜Rj, as(α, s), (3.35)
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where β˜Rj, as and γ˜
R
j, as, j = I, II are given by (4.19) and
ΨI,j(α, s, t) =(−1)j+1φ0(α, s)t α2−α + φ1j(α) ln2 4st+ (−1)j+1φ2(α) ln 4st · ln ln 4st
+ φ3j(α, s) ln 4st+ (−1)j+1φ4(s) ln ln 4st, j = 1, 2, (3.36)
ΨII,j(α, s, t) =(−1)j+1φ0(α, s)t α2−α + φ5j(α) ln 4st, j = 1, 2. (3.37)
with
φ0(α, s) = 2
2α
2−α s
2
2−α , φ11(α) =
(1− α)(1− 2α)
pi(2− α)2 , φ12(α) =
1− α
pi(2− α)2 , (3.38a)
φ31(α, s) =
1− α
pi(2− α)
(
ln
1− α
pi(2− α) + ln
2s
A2a22(0)
+
α
pi(1− α) ln
2s
A|a2(0)| − 1
)
, (3.38b)
φ32(α, s) =
1− α
pi(2− α)
(
ln
pi(2− α)
1− α + ln
8s3
A2a22(0)
+
α
pi(1− α) ln
A|a2(0)|
2s
+ 1
)
, (3.38c)
φ2(α) =
1− α
pi(2− α) , φ4(s) =
1
pi
ln
A|a2(0)|
2s
, φ51(α) =
ln a11a21
2pi(α− 2) , φ52(α) = (4α− 5)φ51(α), (3.38d)
and
R1(α, t) =
O
(
t
α
α−2 ln t
)
, α ∈ (0, 1
2
)
,
O
(
t
1−α
α−2 ln t
)
, α ∈ [1
2
, 2
3
)
,
R2(α, t) =
O
(
t
1
α−2 ln t
)
, α ∈ (2
3
, 4
5
]
,
O
(
t
6−5α
2α−4
√
ln t
)
, α ∈ (4
5
, 1
)
.
(3.39)
Remark 4. The error estimates in the asymptotic formulas arise as sums of two terms: (i) the error
estimate in the expansion of νˆ(−x, t) and χˆ(0, s, t), which is of order O
(
t
1−α
α−2 ln t
)
(see Proposition
3), and (ii) the error estimate in the expansion of the local parametrix (see (3.50)).
• For the error estimates in (3.31a) and (3.32a), we have 1−α
α−2 <
α
2α−4 for 0 < α <
2
3
and thus the
overall estimates for 2
3
≤ α < 1 are due to the (dominating) estimates for νˆ and χˆ. Expanding
νˆ(−s, t) and χˆ(0, s, t) (see (3.12) and (3.14)) up to O
(
t
n−nα
α−2 ln t
)
for some n ∈ N, the first
decaying terms in (3.31a) and (3.32a) can be specified explicitly for all α up to 2n
2n+1
.
• For the error estimates in (3.31b) and (3.32b), the main contribution comes from the local
parametrix (3.50) (notice that 4−3α
2α−4 <
1
α−2 for 0 < α <
2
3
as above). In order to obtain the
first asymptotic terms in (3.31b) and (3.32b) for 0 < α ≤ 2
3
(which is of particular interest
since the smaller α, the faster the asymptotic curve approaches the ray x = 0), the higher order
theory [20] is to be used for obtaining better estimates in the expansion of the local parametrix.
This problem is technically involved and will be addressed elsewhere; here we notice that for
0 < α ≤ 2
3
, the solution decays apparently as tp˜(α) lnq˜ t, where p˜(α) < 0 can be written explicitly
and q˜ > 1
2
(cf. [20] in the NLS case). Consequently, there should be region(s) for 0 < α ≤ 2
3
with qualitatively different decaying regimes comparing with that for 2
3
< α < 1.
Proof. First, introduce the rescaled spectral parameter w by
z =
√
s
2xα
w − s, (3.40)
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so that
e2ix
αθˆ = e
iw2
2
−isxα .
Next, introduce the “local parametrix” mˆR0 (x, t, z) as the solution of the RH problem with the jump
matrix, which is a “simplified version of JˆR(x, t, z)” in the sense that in its construction, rˆj(z),
j = 1, 2 are replaced by the constants rˆj(−s), and δˆ(z, s, t) is replaced by
(√
s
2xα
w
)iνˆ(−s,t)
eχˆ(−s,s,t).
This RH problem can be solved explicitly, in terms of the parabolic cylinder functions [30].
Indeed, mˆR0 (x, t, z) can be determined by
mˆR0 (x, t, z) = ∆(x, t)m
Γ(s, w(z))∆−1(x, t), (3.41)
where
∆(x, t) = e(isx
α/2+χˆ(−s,s,t))σ3
(
2xα
s
)− iνˆ(−s,t)
2
σ3
, (3.42)
and mΓ(s, w, t) is determined in the same terms as in [45], namely,
mΓ(s, w, t) = m0(s, w, t)D
−1
j (s, w, t), w ∈ Ωj, j = 0, . . . , 4, (3.43)
see Figure 4, where γj corresponds to γˆj in view of (3.40) with D0(s, w, t) = e
−iw2
4
σ3wiνˆ(−s,t)σ3 and
D1(s, w, t) = D0(s, w, t)
(
1
rˆR2 (−s)
1+rˆR1 (−s)rˆR2 (−s)
0 1
)
, D2(s, w, t) = D0(s, w, t)
(
1 0
rˆR1 (−s) 1
)
,
D3(s, w, t) = D0(s, w, t)
(
1 −rˆR2 (−s)
0 1
)
, D4(s, w, t) = D0(s, w, t)
(
1 0
−rˆR1 (−s)
1+rˆR1 (−s)rˆR2 (−s)
1
)
,
with (see (3.24b))
rˆR1 (z) =
z − ik1x1−α
z
rˆ1(z), rˆ
R
2 (z) =
z
z − ik1x1−α rˆ2(z). (3.44)
In turn, m0(s, w, t) is the solution of the RH problem with a constant (w.r.t. the spectral parameter
w) jump matrix: m0+(s, w, t) = m0−(s, w, t)j0(s), w ∈ R,m0(s, w, t) = (I +O(1/w)) e−iw24 σ3wiνˆ(−s,t)σ3 , w →∞, (3.45)
with
j0(s) =
(
1 + rˆR1 (−s)rˆR2 (−s) rˆR2 (−s)
rˆR1 (−s) 1
)
(3.46)
(we drop the depencence on α), which can be solved explicitly in terms of the parabolic cylinder
functions [30].
Since our goal is to obtain the long-time asymptotics, we only need from m0(s, w, t) (and
mΓ(s, w, t)) its large-w asymptotics, which has the form
mΓ(s, w, t) = I +
i
w
(
0 βR(s, t)
−γR(s, t) 0
)
+O(w−2), w →∞,
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Figure 4: Contour and domains for mΓ(s, w) in the w-plane
where
βR(s, t) =
√
2pie−
pi
2
νˆ(−s,t)e−
3pii
4
rˆR1 (−s)Γ(−iνˆ(−s, t))
, (3.47a)
γR(s, t) =
√
2pie−
pi
2
νˆ(−s,t)e−
pii
4
rˆR2 (−s)Γ(iνˆ(−s, t))
. (3.47b)
Now, having defined the parametrix mˆR0 (x, t, z), we define Mˇ
R(x, t, z) as follows:
MˇR(x, t, z) =
MˆR(x, t, z)(mˆR0 )−1(x, t, z), |z + s| < ε,MˆR(x, t, z), otherwise,
where ε is small enough so that |s| > ε and |ik1x1−α + s| > ε. Then the sectionally analytic matrix
MˇR has the following jumps across Γˆ1 = Γˆ ∪ {|z + s| = ε} (the circle |z + s| = ε is oriented
counterclockwise)
JˇR(x, t, z) =

mˆR0−(x, t, z)Jˆ
R(x, t, z)(mˆR0+)
−1(x, t, z), z ∈ Γˆ, |z + s| < ε,(
mˆR0
)−1
(x, t, z), |z + s| = ε,
JˆR(x, t, z), otherwise.
(3.48)
Using the representation of MˇR(x, t, z) in terms of the solution of the singular integral equation,
we obtain its long time behavior (see (3.52) below). The integral representation has the form:
MˇR(x, t, z) = I +
1
2pii
∫
Γˆ1
µ(x, t, ζ)(JˇR(x, t, ζ)− I) dζ
ζ − z , (3.49)
where µ solves the integral equation µ−Cuµ = I, with u = JˇR − I. Here the Cauchy-type operator
Cu is defined by Cuf = C−(fu), where (C−h)(z), z ∈ Γˆ1 are the right (according to the orientation
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of Γˆ1) non-tangential boundary values of
(Ch)(z′) =
1
2pii
∫
Γˆ1
h(ζ)
ζ − z′ dζ, z
′ ∈ C \ Γˆ1.
Since Im ν(−s, t) = o(1) as t → ∞ (see (3.12)), it follows that Im ν(−s) does not affect the power
exponent in the decaying term, which is in contrast with the case of constant ξ [44, 45]. Thus the
large-t asymptotics of (mˆR0 )
−1 has the form:
(mˆR0 )
−1(x, t, z) = ∆(x, t)
(
mΓ
)−1
(s,
√
2xα/s(z + s), t)∆−1(x, t)
= I +
√
sBR(x, t)√
2(4st)α/(2−α)(z + s)
+O
(
t
α
α−2
)
, (3.50)
where
BR(x, t) =
(
0 −iβR(s, t)eisxα+2χˆ(−s,s,t) (2xα
s
)−iνˆ(−s,t)
iγR(s, t)e−isx
α−2χˆ(−s,s,t) (2xα
s
)iνˆ(−s,t)
0
)
. (3.51)
Estimations of the jump matrix (JˇR − I) and the Cauchy operator similar to those in [44] (see also
[38]) imply that the main term in the large-t development of MˇR in (3.49) is given by the integral
along the circle |ζ + s| = ε, which in turn gives
MˇR(x, t, z) = I − 1
2pii
∫
|ζ+s|=ε
B˜R(α, s, t)
(ζ + s)(ζ − z) dζ +O
(
t
α
α−2 ln t
)
, |ζ + s| > ε, (3.52)
where
B˜R11(α, s, t) = B˜
R
22(α, s, t) = 0, (3.53a)
B˜R12(α, s, t) = β˜
R(α, s, t) exp
{
is(4st)
α
2−α − iανˆ(−s)
2− α ln 4st
}
t
α
2α−4 , (3.53b)
B˜R21(α, s, t) = γ˜
R(α, s, t) exp
{
−is(4st) α2−α + iανˆ(−s)
2− α ln 4st
}
t
α
2α−4 , (3.53c)
with
β˜R(α, s, t) = iβR(s, t) exp
{
iνˆ(−s, t) ln s
2
+
1− α
2− α ln s+
α + 2
2α− 4 ln 2 + 2χˆ(−s, s, t)
}
, (3.54a)
γ˜R(α, s, t) = −iγR(s, t) exp
{
−iνˆ(−s, t) ln s
2
+
1− α
2− α ln s+
α + 2
2α− 4 ln 2− 2χˆ(−s, s, t)
}
. (3.54b)
Particularly, since MˇR = MˆR for all z with |z + s| > ε, we have
lim
z→∞
z
(
MˆR(x, t, z)− I
)
= B˜R(α, s, t) +O
(
t
α
α−2 ln t
)
(3.55)
as well as
MˆR(x, t, 0) = I +
B˜R(α, s, t)
s
+O
(
t
α
α−2 ln t
)
, (3.56a)
MˆR(x, t, ik1x
1−α) = I +
B˜R(α, s, t)
s+ ik1x1−α
+O
(
t
α
α−2 ln t
)
. (3.56b)
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Now observe that P12(x, t) and P21(x, t) (see (3.23)) can be evaluated similarly to [45], with
k1x
1−α, cˆ0(x, t) and s replacing k1, c0(ξ) and ξ in [45] respectively (we drop the arguments of B˜R
and use the standard notation for its entries):
g1(x, t) = ik1x
1−α +O
(
t
α
α−2 ln t
)
, g2(x, t) =
ik1x
1−α
s+ ik1x1−α
B˜R21 +O
(
t
α
α−2 ln t
)
,
h1(x, t) = cˆ0(x, t) +
ik1
s
x1−αB˜R12 +O
(
t
α
α−2 ln t
)
, h2(x, t) = ik1x
1−α +
cˆ0(x, t)
s
B˜R21 +O
(
t
α
α−2 ln t
)
.
Consequently, we have (dropping againg the arguments)
g1h1 = ik1x
1−αcˆ0 − k
2
1x
2−2α
s
B˜R12 + R˜(α, t), g1h2 = −k21x2−2α +
ik1x
1−αcˆ0
s
B˜R21 + R˜(α, t), (3.57a)
g2h1 =
ik1x
1−αcˆ0
s+ ik1x1−α
B˜R21 +O
(
t
2α−1
α−2 β˜Rγ˜R
)
, g2h2 = − k
2
1x
2−2α
s+ ik1x1−α
B˜R21 + R˜(α, t). (3.57b)
where R˜(α, t) = O
(
t
2α−1
α−2 ln t
)
. Substituting (3.57) into (3.25), and making a rough estimation
O
(
t
2α−1
α−2 β˜Rγ˜R
)
= O
(
t
2α−1
α−2 ln t
)
(see (4.16)) we obtain
P12(x, t) = −icˆ0(x, t)
k1x1−α
+
B˜R12(α, s, t)
s
+
icˆ20(x, t)
sk1x1−α(s+ ik1x1−α)
B˜R21(α, s, t) +O
(
t
α
α−2 ln t
)
, (3.58a)
P21(x, t) = − B˜
R
21(α, s, t)
s+ ik1x1−α
+O
(
t
1
α−2 ln t
)
. (3.58b)
Collecting (3.23), (3.55), (3.58) and taking into account that xα−1B˜R = O
(
t−
1
2
√
ln t
)
and cˆ0(x, t) =
A
2i
x1−αδˆ2(0, s, t) we get
q(x, t) = Aδˆ2(0, s, t) +
A2
2k1s
δˆ4(0, s, t)B˜R21(α, s, t)−
2k1
s
B˜R12(α, s, t) + Rˆ1(α, t), x > 0, (3.59a)
q(−x, t) = 2s
k1
x2α−2B˜R21(α, s, t) + Rˆ2(α, t), x > 0, (3.59b)
where (notice that roughly γ˜R = O(
√
ln t) for both Case I and Case II, see (4.16b))
Rˆ1(α, t) =
O
(
t−
1
2
√
ln t
)
, α ∈ (2
3
, 1
)
,
O
(
t
α
α−2 ln t
)
, α ∈ (0, 2
3
]
.
Rˆ2(α, t) =
O
(
t
6−5α
2α−4
√
ln t
)
, α ∈ (4
5
, 1
)
,
O
(
t
1
α−2 ln t
)
, α ∈ (0, 4
5
]
.
(3.60)
Finally, taking into account (3.53), (3.59), the asymptotics of νˆ and χˆ given by Proposition 3 and
the asymptotics of β˜R and γ˜R given by Proposition 6, the statements of Theorem 1 follow.
4 Matching with the asymptotics along straight lines
In this section we compare the asymptotics presented in Theorem 1 with those obtained in [45] for
the case of constant ξ = x
4t
. To do this, we consider the asymptotics along the curves t = x
2−α
4s
, s > 0
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obtained in Theorem 1, and take the limit α → 1 (see Figure 3). First, we consider asymptotics of
q(x, t), x > 0, which takes the form:
q(x, t) ∼
QeiΨI(1,s,t), Case I,QeiΨII(1,s,t), Case II. (4.1)
Taking into account that δ(0, ξ) (see (3.1)) has the following form as ξ → +0:
δ(0, ξ) ∼
exp
{
i
pi
ln ξ · ln A2|a2(0)|
2ξ
+ χˆ0(ξ)
}
, Case I,
exp
{
i
2pi
ln ξ · ln a11a21 + χˆ1
}
, Case II,
(4.2)
we conclude that (4.1) are the same as the main terms in [45] as ξ → +0, with s replacing ξ.
Now let us consider the asymptotics of q(−x, t) for x > 0 and α→ 1:
q(−x, t) ∼
t
− 1
2
√
1−α
pi(2−α) ln t · C1(s) exp{4is
2t}
exp
{
− i
pi
ln
A|a2(0)|
2s
ln 1−α
pi(2−α)
} , Case I,
t−
1
2 αˆ1 exp{4its2 − iν(0) ln t}, Case II,
(4.3)
where C1(s) =
4i
A
s exp{ i
pi
ln A|a2(0)|
2s
ln s
2
− 3
2
ln 2− 2χˆ−s(s)} and
αˆ1 = −
√
pi exp{−pi
2
ν(0) + pii
4
− 2χˆ1 − 3iν(0) ln 2}
b(0)
sa21
Γ(−iν(0)) , (4.4)
with ν(0) = 1
2pi
ln a11a21. Assuming that (1 − α) ln t = O(1) as α → 1 and t → ∞, the asymptotics
(4.3) in Case I has the form |q(x, t)| = C(α, s)t−1/2, which is consistent with that obtained in [45].
Then, straightforward calculations show that (4.3) in Case II is precisely the same as in [45], with
s replacing ξ, since αˆ1 and ν(0) are consistent with respectively α1(ξ) and ν(−ξ) defined in [45] in
Case II with ξ = 0 (we have the minus sign at the r.h.s. of (4.4) since here we do not change x to
−x for x < 0).
Appendix A
Proof of Proposition 3.
The behavior of (1 + r1(k)r2(k)) as k → 0:
1 + r1(k)r2(k) =
 4k
2
A2a22(0)
+O(k3), Case I,
1
a11a21
+O(k), Case II,
(4.5)
implies, by straightforward calculations, that νˆ(−s, t) has asymptotic behavior described by (3.12)
(recall that a11a21 > 0 in Case II due to the Assumption 2).
Taking into account the definition of rˆj(z) (see (3.7)) and factoring out the term x
1−α in the
logarithm, the function χˆ(z, s, t) defined by (3.10) can be written as follows (recall that α ∈ (0, 1)
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and s > 0):
χˆ(z, s, t) = − 1
2pii
∫ −sxα−1
−∞
ln(z − x1−αζ) dζ ln(1 + r1(ζ)r2(ζ))
=
α− 1
2pii
lnx · ln(1 + r1(−sxα−1)r2(−sxα−1))− 1
2pii
∫ −sxα−1
−∞
ln(zxα−1 − ζ) dζ ln(1 + r1(ζ)r2(ζ)).
(4.6)
The real part of the first term in (4.6) can be estimated as O
(
t
1−α
α−2 ln t
)
, t → ∞ (see (4.5) and
(3.11)), whereas integrating by parts we conclude that the real part of the second term is the r.h.s.
of (3.13).
Now let us evaluate χˆ(z, s, t) at z = 0 and z = −s in Cases I and II. In Case II, the function
ln(1 + r1(k)r2(k)) is bounded as k → 0, so for all z ≥ −s we have the asymptotics (3.18).
In Case I, the function ln(1 + r1(k)r2(k)) has a singularity at k = 0 and thus a neighborhood of
ζ = −sxα−1 in (4.6) is to be treated separately. For all z ≥ −s we have:∫ −sxα−1
−1+zxα−1
ln(zxα−1 − ζ) dζ ln(1 + r1(ζ)r2(ζ))
=
∫ −sxα−1
−1+zxα−1
ln(zxα−1 − ζ) dζ ln 1 + r1(ζ)r2(ζ)
ζ2
+ 2
∫ −sxα−1
−1+zxα−1
ln(zxα−1 − ζ) dζ ln(−ζ)
=
∫ 0
−1
ln(−ζ) dζ ln 1 + r1(ζ)r2(ζ)
ζ2
+ 2
∫ −sxα−1
−1+zxα−1
ln(zxα−1 − ζ) dζ ln(−ζ) +O
(
t
1−α
α−2 ln t
)
. (4.7)
Collecting (4.6) and (4.7) with z = 0 we arrive at (3.14).
For z = −s, the last term in (4.7) has the form (here we use the notation y := −sxα−1):
2
∫ y
−1+y
ln(y − ζ) dζ
ζ
= ln2 y + 2
∫ y
−1+y
ln
(
1− y
ζ
)
ζ
dζ +O(y),= ln2 y − 2
∫ y
−1+y
∑∞
n=1
yn
nζn
ζ
+O(y)
= ln2 y + 2
∞∑
n=1
1
n2
+O(y) y → −0. (4.8)
Observing that
∑∞
n=1
1
n2
= pi
2
6
and combining (4.6), (4.7) with z = −s, and (4.8), we obtain (3.15).
Appendix B
Proposition 5. The long-time asymptotics of βR(s, t) and γR(s, t) (see (3.47)) have the form:
βR(s, t) =

A
√
ln t exp{iφ2(α) ln 4st·ln ln 4st+iφ˜3(α) ln 4st+iφ4(s) ln ln 4st}
2k1 exp
{(
i
pi
ln 2s
A|a2(0)|−
1
2
)
ln 1−α
pi(2−α)
} +O ( 1√
ln t
)
, Case I,
√
2pia
3/4
11 a
−1/4
21 e
−pii4
k1b(0)Γ(− i2pi ln a11a21)
+O
(
t
α−1
2−α
)
, Case II,
(4.9)
γR(s, t) =

2k1
√
ln t exp{−iφ2(α) ln 4st·ln ln 4st−iφ˜3(α) ln 4st−iφ4(s) ln ln 4st}
A exp
{(
i
pi
ln
A|a2(0)|
2s
− 1
2
)
ln 1−α
pi(2−α)
} +O ( 1√
ln t
)
, Case I,
√
2pik1a
−1/4
11 a
3/4
21 e
− 3pii4
b(0)Γ( i2pi ln a11a21)
+O
(
t
α−1
2−α
)
, Case II,
(4.10)
20
where φ2 and φ4 are given by (3.38a), and
φ˜3(α) =
1− α
pi(2− α)
(
ln
1− α
pi(2− α) − 1
)
, (4.11)
Proof. First, observe that since
r1(k) =
 2kiA +O(k2), k → 0, Case I,b(0)k
a11
+O(k2), k → 0, Case II,
r2(k) =
 A2ik +O(1), k → 0, Case I,b(0)
a21k
+O(1), k → 0, Case II,
the large-t behavior of rˆRj (−s, t), j = 1, 2 (see (3.7) and (3.44)) has the form
rˆR1 (−s) =

−2k1
A
+O
(
t
α−1
2−α
)
, Case I,
−ik1b(0)
a11
+O
(
t
α−1
2−α
)
, Case II,
rˆR2 (−s, t) =

A
2k1
+O
(
t
α−1
2−α
)
, Case I,
ib(0)
k1a21
+O
(
t
α−1
2−α
)
, , Case II.
(4.12)
Second, the asymptotics of e−
pi
2
νˆ(−s,t) has the form (see (3.12))
e−
pi
2
νˆ(−s,t) =
t
α−1
4−2α exp
{
α−1
4−2α ln 4s− 12 ln A|a2(0)|2s
}
+O
(
t
3α−3
4−2α
)
, Case I,
(a11a21)
−1/4 +O
(
t
α−1
2−α
)
, Case II.
(4.13)
Further, taking into account the asymptotic expansion of the Euler’s Gamma function (see e.g. [43])
Γ(az + b) =
√
2pie−az(az)az+b−1/2
(
1 +O(z−1)
)
, a > 0, b ∈ C, | arg z| < pi − δ, (4.14)
we conclude that
Γ(±iνˆ(−s)) =

t
α−1
4−2α√
ln t
gas± (α, s)e
±iφ2(α) ln 4st·ln ln 4st±iφ˜3(α) ln 4st±iφ4(s) ln ln 4st +O
(
t
α−1
4−2α
ln3/2 t
)
, Case I,
Γ
(± i
2pi
ln a11a21
)
+O
(
t
α−1
2−α
)
, Case II,
(4.15)
where
gas± (α, s) =
√
2pi exp
{
α− 1
4− 2α ln 4s+
(
± i
pi
ln
A|a2(0)|
2s
− 1
2
)(
ln
1− α
pi(2− α) ± i
pi
2
)}
,
φ2 and φ4 are given by (3.38a), and φ˜3 is given by (4.11). Finally, collecting (3.47), (4.12), (4.13)
and (4.15) we arrive at the result.
Taking into account the large time behavior of νˆ(−s, t) and χˆ(−s, s, t) (see Proposition 3) for the
both Cases I and II, we arrive at the following
Proposition 6. The long-time asymptotics of β˜R(s) and γ˜R(s) (see (3.54)) has the form:
β˜R(α, s, t) =
β˜
R
I, as(α, s)e
iΨ˜+(α,s,t)
√
ln t+O
(
1√
ln t
)
, Case I,
β˜RII, as(α, s) exp{iφˆ5(α) ln 4st}+O
(
t
α−1
2−α
)
, Case II,
(4.16a)
γ˜R(α, s, t) =
γ˜
R
I, as(α, s)e
iΨ˜−(α,s,t)
√
ln t+O
(
1√
ln t
)
, Case I,
γ˜RII, as(α, s) exp{−iφˆ5(α) ln 4st}+O
(
t
α−1
2−α
)
, Case II,
(4.16b)
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where φˆ5(α) =
(1−α)
2pi(α−2) ln(a11a21) and
Ψ˜±(α, s, t) = ±φˆ1(α) ln2 4st± φ2(α) ln 4st · ln ln 4st± φˆ3(α, s) ln 4st± φ4(s) ln ln 4st, (4.17)
with φ2, and φ4 are given by (3.38a) and
φˆ1(α) =
(1− α)2
pi(2− α)2 , φˆ3(α, s) =
1− α
pi(2− α)
(
ln
1− α
pi(2− α) + ln
2s
A2a22(0)
− 1
)
, (4.18)
and the constants have the form
β˜RI, as(α, s) =
iA exp
{
i
pi
ln A|a2(0)|
2s
ln s
2
+ 1−α
2−α ln s+
α+2
2α−4 ln 2 + 2iχˆ−s(s)
}
2k1 exp
{(
i
pi
ln 2s
A|a2(0)| − 12
)
ln 1−α
pi(2−α)
} , (4.19a)
β˜RII, as(α, s) =
√
2pia
3/4
11 a
−1/4
21 e
pii
4 exp
{
i
2pi
ln(a11a21) ln
s
2
+ 1−α
2−α ln s+
α+2
2α−4 ln 2 + 2iχˆ1
}
k1b(0)Γ
(− i
2pi
ln a11a21
) , (4.19b)
γ˜RI, as(α, s) =
−2ik1 exp
{
− i
pi
ln A|a2(0)|
2s
ln s
2
+ 1−α
2−α ln s+
α+2
2α−4 ln 2− 2iχˆ−s(s)
}
A exp
{(
i
pi
ln A|a2(0)|
2s
− 1
2
)
ln 1−α
pi(2−α)
} , (4.19c)
γ˜RII, as(α, s) =
√
2pik1a
−1/4
11 a
3/4
21 e
3pii
4 exp
{− i
2pi
ln(a11a21) ln
s
2
+ 1−α
2−α ln s+
α+2
2α−4 ln 2− 2iχˆ1
}
b(0)Γ
(
i
2pi
ln a11a21
) . (4.19d)
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