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Zusammenfassung
Thema der Arbeit ist die theoretische Analyse von Photonenzahlverteilungen in Fluores-
zenzﬂuktuationsexperimenten. Im Mittelpunkt steht dabei die fu¨r eine Moleku¨lsorte spe-
ziﬁsche Einzelmoleku¨lverteilung, welche auf der Basis eines neu deﬁnierten Beobachtungs-
volumens formuliert wird. Es wird gezeigt, wie hierauf aufbauend sukzessiv die Signal-
und die Gesamtverteilung eines Moleku¨lensembles berechnet werden ko¨nnen, bzw. wie
aus der dem Experiment zuga¨nglichen Gesamtverteilung die Einzelmoleku¨lverteilung ei-
ner Moleku¨lspezies bestimmt werden kann. Ferner wird die Gemischverteilung modelliert,
welche durch eine U¨berlagerung der Signale von Moleku¨len unterschiedlicher Helligkeiten
entsteht. Fu¨r die Verteilungen und ihre Momente wird eine Rekursionsformel abgeleitet,
welche analytische Untersuchungen vereinfacht und numerisch stabil in einen Algorithmus
implementiert werden kann.
Die in der Arbeit dargestellten theoretischen Konzepte werden konkret anhand eines
gaußfo¨rmigen Helligkeitsproﬁls diskutiert und veranschaulicht. Die Annahme eines gaußfo¨rmi-
gen Helligkeitsproﬁls stellt eine Na¨herung dar, die jedoch in der Praxis (z. B. in der Fluo-
reszenzkorrelationsspektroskopie) mit großem Erfolg eingesetzt wird.
Schließlich wird das erarbeitete Modell an den Daten einer Random-Walk-Simulation er-
probt. Diese enthalten dieselben stochastischen Schwankungen, wie sie auch im Experiment
zu erwarten sind, und stellen einen ersten Test fu¨r die Leistungsfa¨higkeit der Theorie dar.
Insgesamt zeigen die in der Arbeit pra¨sentierten Ergebnisse, dass aufgrund der dargestell-
ten Theorie die fu¨r eine Moleku¨lsorte charakteristische Einzelmoleku¨lfunktion aus experi-
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Eine zentrale Fragestellung weltweiter Forschung ist die Aufkla¨rung biomolekularer Pro-
zesse in lebenden Zellen. Seit den ersten Entschlu¨sselungen des genomischen Codes ist der
Bauplan der embryonalen Entwicklung und Funktionsweise des Menschen sowie verschie-
dener Organismen wie z.B. der Tauﬂiege (Drosophila melanogaster), dem Darmbakterium
(Escherichia coli), des Kugelﬁschs (Fugu rubripes), des Fadenwurmes (Caenorhabditis ele-
gans), des Teichmolchs (Triturus vulgaris) und der Ackerschmalwand (Arabidopsis thalia-
na) bekannt. Trotz unterschiedlicher Form, Farbe und Funktion dieser Organismen laufen
die molekularbiologischen Prozesse innerhalb einer lebendigen Zelle nach a¨hnlichen Prin-
zipien ab. Es hat sich herausgestellt, dass diese Prozesse zu komplex sind, um allein auf
der Basis ihres genomischen Bauplanes aufgekla¨rt zu werden. Die Wirkung der molekua-
ren Komponenten wie Proteine und Rybozyme entfalten sich erst durch ein komplexes
Netz von gegenseitigen Wechselwirkungen. Dieses Netz von Wechselwirkungen spielt ei-
ne wesentliche Rolle bei dem Verlauf von Krankheiten wie z. B. Multiple Sklerose, Aids
und Krebs. Die Komplexita¨t der biologischen Funktionen innerhalb einer Zelle erschwert
insbesondere die Entwicklung von wirkungsvollen Medikamenten ohne unerwu¨nschte Ne-
benwirkungen. Im Zusammenhang mit den Bemu¨hungen, die grundlegenden Prozesse in
Zellen und biologischen Systemen zu verstehen, bekommen empﬁndliche diagnostische
Verfahren eine wachsende Bedeutung. Angefangen mit dem klassischen Lichtmikroskop
hat die Entwicklung optischer Systeme in den letzten Jahrzehnten wesentliche Fortschrit-
te bezu¨glich Empﬁndlichkeit und Auﬂo¨sung erreicht. Ein wesentlicher Durchbruch wurde
mit der Erﬁndung des konfokalen Mikroskops erzielt. Damit ko¨nnen heute selbst einzelne
biologische Moleku¨le nachgewiesen und untersucht werden.
Ein sehr empﬁndliches Messverfahren bieten Fluoreszenzﬂuktuationsexperimente (engl.
ﬂuorescence ﬂuctuation experiment, FFE). Dabei wird die Fluoreszenz von Moleku¨len aus
einem winzigen Beobachtungsvolumen untersucht. U¨blicherweise wird hierzu ein Laser
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mit einem hochaperturigen Mikroskopobjektiv und einer leistungsfa¨higen Beobachtungs-
elektronik kombiniert. Anfang der 70er Jahre des letzten Jahrhunderts demonstrierten
Madge, Elson und Webb [11, 30, 31] sowie Ehrenberg und Rigler [9] die Mo¨glichkeit, mit
Hilfe der Fluoreszenzkorrelationsspektroskopie (engl. ﬂuorescence correlation spectroscopy,
FCS) molekulare Dynamiken in FFE zu beobachten. Durch den Einsatz konfokaler Mi-
kroskope [26, 44] und der damit verbundenen Beobachtungsvolumina im Bereich weniger
Femtoliter konnte eine wesentliche Reduzierung des Hintergrundsignals erreicht werden.
In Kombination mit der Entwicklung hochsensitiver Halbleiter-Photodetektoren [43] wur-
de schließlich die Detektionsempﬁndlichkeit dieser Messtechnik auf Einzelmoleku¨lniveau
erho¨ht. Fluoreszenzﬂuktuaktionsexperimente haben sich inzwischen als Standardmethode
zur Untersuchung biologisch-chemischer Fragestellungen etabliert. Eine einfache Websu-
che z. B. nach dem Begriﬀ ”ﬂuorescence correlation spectroscopy” ergibt mehr als eine
Millionen Eintra¨ge und ungefa¨hr 57.000 wissenschaftliche Artikel. Das Spektrum der An-
wendungen in Forschung, medizinischer Diagnostik und pharmakologischer Wirkstoﬀsuche
ist breit gefa¨chert.
Erga¨nzend zur Analyse zeitlicher Fluktuationen durch die FCS gibt es in ju¨ngerer Zeit
versta¨rkte Bestrebungen, die Fluktuationen in der Lichtintensita¨t zu interpretieren. Dies
ist durch den Umstand motiviert, dass die Charakterisierung von Moleku¨len mit der FCS
nur bedingt mo¨glich ist. Die FCS ist an hinreichend große Unterschiede im dynamischen
Verhalten der Moleku¨lspezies gebunden, um Moleku¨le von unterschiedlichen Spezien unter-
scheiden zu ko¨nnen [35]. Dies beschra¨nkt die Methode gerade im Zusammenhang mit der
Untersuchung von molekularen Wechselwirkungen. Im Gegensatz dazu wird die Lichtin-
tensita¨t entscheidend durch den Aufbau und die Struktur des Farbstoﬀsmoleku¨ls gepra¨gt.
Fluktuationen in der Lichtintensita¨t werden u¨blicherweise durch sogenannte Photonenzahl-
verteilungen beschrieben. Eine der ersten Arbeiten, die sich mit Photonenzahlverteilungen
bescha¨ftigt, stammt von Qian und Elson aus dem Jahr 1990. Die darin vorgestellte Metho-
de bedient sich dem klassischen Momentenverfahren, um aus der Fluoreszenzintensita¨t mo-
lekulare Parameter zu bestimmen [40,41]. Bekannt geworden ist diese Methode unter den
Namen MAFID (engl. moment analysis of ﬂuorescence intensity distributions). Methoden,
die eine Modellierung der Photonenzahlverteilung ermo¨glichen, sind FIDA (engl. ﬂuore-
scence intensity distribution analysis) [24] und PCH (engl. photon counting histogram) [3].
Weiterfu¨hrende Konzepte sind unter anderem FILDA (engl. ﬂuorescence intensity and life-
time distribution analysis) [38], FIMDA (engl. ﬂuorescence intensity multiple distributions
analysis) [39], FCA (engl. ﬂuorescence cumulant analysis) [36] und BSD (engl. burst size
distribution) [12].
Auf der Basis der bisherigen Arbeiten und Theorien ist es nicht mo¨glich, den Beitrag eines
einzelnen Moleku¨ls zu der gesamten Photonenzahlverteilung zu erfassen. Die experimen-
3tellen Ergebnisse ko¨nnen nicht genutzt werden, um den Einﬂuss eines einzelnen Moleku¨ls
zu bestimmen. Stattdessen werden lediglich Informationen u¨ber Ensembles von Moleku¨len
gewonnen. Eine Deﬁnition und Bestimmung des Beitrages eines einzelnen Moleku¨ls wird
bisher durch heuristische Argumente umgangen. Der Einzelmoleku¨lbeitrag entha¨lt jedoch
wertvolle Information zur Charakterisierung einer Molelku¨lspezies. Informationen u¨ber we-
sentliche molekulare Parameter wie z. B. die elektronische Struktur, Anregungsraten des
Triplettzustandes oder die Photobleichrate ko¨nnten damit in ihrer elementaren Form ge-
wonnen werden. Daru¨ber hinaus beinhaltet der Einzelmoleku¨lbeitrag alle Informationen,
die zur Charakterisierung einer Moleku¨lsorte aus den experimentellen Photonenzahlver-
teilungen gewonnen werden ko¨nnen. Der Einzelmolekulbeitrag kann als vollsta¨ndige Be-
schreibung eines Moleku¨ls angesehen werden.
Diese Arbeit bescha¨ftigt sich mit der Entwicklung der theoretischen Grundlagen um den
Einzelmolku¨lbeitrag zu deﬁnieren, ihn im Rahmen existierender Modellvorstellungen ab-
leitbar zu machen und aus experimentellen Daten zu bestimmen. Die Interpretation der
Einzelmolku¨lbeitra¨ge anhand der elektronischen Struktur eines Moleku¨ls ist ein eigenes
umfangreiches Aufgabengebiet, das im Rahmen dieser Arbeit nicht behandelt wird. Schwer-
punkt der Arbeit wird auf die Mo¨glichkeiten gelegt, die sich dadurch fu¨r relevante Anwen-
dungen ergeben. Der Einzelmoleku¨lbeitrag wird als fingerprint angesehen, der entweder
direkt aus Messdaten extrahiert oder auf der Basis von theoretischen Modellvorstellungen
ab initio berechnet wird.
In Kapitel 2 wird dargestellt, wie Signale in Fluoreszenzﬂuktuationsexperimenten entste-
hen und experimentell beobachtet werden ko¨nnen. Dem folgt in Kapitel 3 eine Zusam-
menfassung ausgewa¨hlter stochastischer Begriﬀe und Gro¨ßen, die im weiteren Verlauf der
Arbeit verwendet werden.
Mit Kapitel 4 beginnt der zentrale Teil der Arbeit. Ein neuartiges Beobachtungsvolumen
wird deﬁniert, auf dessen Grundlage mit Hilfe der Mandelschen Formel die charakteri-
stische Einzelmoleku¨lverteilung einer Moleku¨lspezies formuliert wird. Im weiteren Verlauf
werden hierauf aufbauend die Signal-, Gesamt- und Gemischverteilung eines FFE berech-
net und deren Momente bestimmt. Im letzten Abschnitt des Kapitels wird aufgezeigt, wie
die charakteristischen Einzelmoleku¨lgro¨ßen aus der messbaren Gesamtverteilung rekon-
struiert werden ko¨nnen.
In Kapitel 5 werden die vorgestellten Konzepte fu¨r den Spezialfall einer gaußfo¨rmigen
lokalen molekularen Helligkeit konkret berechnet und diskutiert. Eine erste Demonstration
der Leistungsfa¨higkeit des analytischen Modells erfolgt in Kapitel 6 anhand von simulierten
Verteilungen. Nach einer Darstellung des Simulationsprinzips und seiner Parameter werden
simulierte und analytische Verteilungen a priori berechnet und gegenu¨bergestellt. Auf
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der Grundlage des analytischen Modells werden anschließend die Einzelmoleku¨lverteilung
und ihre Kenngro¨ßen der simulierten Signalverteilungen bestimmt. Das Kapitel endet mit
Betrachtungen zu den Grenzen der Theorie fu¨r große Zeitintervalle. Zum Abschluss der
Arbeit wird in Kapitel 7 ein Fazit gegeben.
Kapitel 2
Fluoreszenzfluktuationsexperimente
Der Begriﬀ Fluoreszenzﬂuktuationsexperiment (FFE) kennzeichnet u¨blicherweise eine Klas-
se von experimentellen Konﬁgurationen, die winzige Beobachtungsvolumen erzeugen, in
denen Moleku¨le zur Fluoreszenz angeregt werden. Ha¨uﬁg wird hierzu ein Laserstrahl mit
Hilfe eines hoch aperturigen Mikroskopobjektivs (MO) in eine Probe fokussiert, wodurch
ein stark begrenztes Beobachtungsvolumen in der Gro¨ßenordnung von Femtolitern (ﬂ) ent-
steht. Die Anregungsintensita¨t ist im Bereich des Fokus’ ausreichend, um mit sensitiven
Detektoren Photonen von einzelnen Moleku¨len nachweisen zu ko¨nnen.
Das im weiteren Verlauf der Arbeit vorgestellte Modell der Photonenzahlverteilungen dient
der Analyse von Signalen in Fluoreszenzﬂuktuationsexperimenten. Kapitel 2 stellt dar, wie
diese Signale im FFE entstehen und beobachtet werden. Im ersten Abschnitt 2.1 werden die
Grundlagen des Fluoreszenzprozesses vorgestellt. Hierauf aufbauend werden in Abschnitt
2.2 der Begriﬀ der lokalen molekularen Helligkeit eingefu¨hrt und die damit verbundenen
molekularen und apparativen Gro¨ßen vorgestellt. Experimentell werden viele FFEe mit
konfokalen Mikroskopen durchgefu¨hrt, deren schematischer Aufbau und Funktionsweise
in Abschnitt 2.3 beispielhaft beschrieben ist. Das Kapitel endet mit einer Einfu¨hrung in
die Fluoreszenzkorrelationsspektroskopie (FCS). Sie ist die etablierte Methode auf dem
Gebiet der FFEe, die wesentlich zu den großen Erfolgen der Fluoreszenzspektroskopie
beigetragen hat. FCS und Photonenzahlverteilungen basieren auf denselben Signalen und
weisen verschiedene Beziehungen zueinander auf.
2.1 Fluoreszenzprozesse
Die bei der Relaxation eines elektronisch angeregten Systems emittierte Strahlung wird
allgemein als Lumineszenz bezeichnet. Je nach Art der Anregung unterscheidet man ver-
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schiedene Lumineszenzprozesse. Erfolgt sie durch die Absorption von Photonen, spricht
man von Photolumineszenz, wozu neben der Fluoreszenz auch die Erscheinung der Phos-
phoreszenz geho¨rt.
Viele spektroskopische Untersuchungen haben gezeigt, dass der Prozess der Fluoreszenz
durch ein einfaches Modell, bekannt geworden in den 30er Jahren als Jablonski–Termschema
[22, 37], beschrieben werden kann. Abbildung 2.1 zeigt ein vereinfachtes Termschema von
ausgewa¨hlten elektronischen Energiezusta¨nden eines typischen Fluorophors. Die Energie-
zusta¨nde werden in Singulett Sn, n = 1, 2, . . . und Triplettzusta¨nde Tn, n = 1, 2, . . . unter-
schieden, welche sich durch einen Gesamtelektronenspin von Null bzw. Eins auszeichnen.
Bei Raumtemperatur beﬁnden sich Moleku¨le mit hoher Wahrscheinlichkeit im untersten
Abbildung 2.1: Jablonski–Diagramm eines Fluorophors. Zu sehen ist die vereinfachte Darstel-
lung ausgewa¨hlter elektronischer Energiezusta¨nde eines fluoreszenzfa¨higen Moleku¨ls. Die gepunk-
teten Pfeile zeigen die ISC– und IC–U¨berga¨nge, die durchgezogenen Pfeile die Anregung (Exc)
bzw. die Strahlungsu¨berga¨nge von Fluoreszenz (F) und Phosphoreszenz (P). Die Schwingungs-
zusta¨nde sind durch νi gekennzeichnet.
Schwingungsniveau (ν = 0) des Singulett-Grundzustands S0 [28]. Durch die Absorption
eines Photons der Energie E = hνexc kann ein Moleku¨l in einen elektronisch angeregten
Zustand Sn versetzt werden. Die Anregung erfolgt u¨berwiegend in ein Vibrationsniveau ν
des ersten angeregten Zustands S1, wobei auch die Besetzung von energetisch ho¨her liegen-
den Singulettzusta¨nden mo¨glich ist. Durch Schwingungsrelaxation und interne Konversion
(engl. internal conversion, IC) kann das angeregte Moleku¨l strahlungslos in das unterste
Schwingungsniveau (ν = 0) des S1-Zustandes wechseln. Der beschriebene Abklingprozess
erfolgt bei Moleku¨len in einem ﬂu¨ssigen Medium innerhalb von wenigen Pikosekunden [28].
Im Falle der Fluoreszenz kehrt das Moleku¨l hauptsa¨chlich vom S1[ν = 0] Zustand un-
ter spontaner Emission eines Photons der Frequenz νem in den Grundzustand S0 zuru¨ck
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(Kasha-Regel).
Die typische Fluoreszenzlebensdauer τ eines Moleku¨ls ha¨ngt sowohl von den Eigenschaften
des Fluorophors als auch von seiner Umgebung ab. Sie beschreibt die mittlere Zeitdau-
er vom Zeitpunkt der Anregung bis zur Detektion eines Fluoreszenzphotons und liegt
u¨blicherweise im Bereich von wenigen Nanosekunden. Aufgrund der Energieabgabe durch
die auftretenden Relaxationsprozesse ist die Frequenz des emittierten Photons νem in der
Regel kleiner als die des anregenden Photons νexc. Die Diﬀerenz νexc−νem wird als Stokes-
shift bezeichnet und a¨ußert sich in einem gegenu¨ber dem Absorptionsspektrum zu gro¨ße-
























Abbildung 2.2: Spektren von Rhodamin 6G Red. Zu sehen sind das Absorptions- (durchgezo-
gene Linie) und das Emissionsspektrum (gestrichelte Linie). Die Verschiebung des Emissions-
spektrums gegenu¨ber dem Absorptionsspektrum zu gro¨ßeren Wellenla¨ngen hin (Stokes-Shift) ist
deutlich zu erkennen.
Fluoreszenzfa¨higkeit einer Moleku¨lspezies ist die Fluoreszenzquantenausbeute Φf . Sie ist
deﬁniert als das Verha¨ltnis von der Anzahl der Moleku¨le Nf, von denen ein Fluoreszenzsi-
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Neben der Fluoreszenz kann der U¨bergang in den Grundzustand S0 auch durch IC erfol-
gen. Die Energiediﬀerenz zwischen S0 und S1 ist jedoch bei Fluorophoren so groß, dass
die U¨bergangswahrscheinlichkeit durch IC relativ klein ist (gap law) und somit der Pro-
zess der Fluoreszenz bzw. der Interkombination (engl. inter system crossing, ISC) do-
miniert. Wa¨hrend bei U¨berga¨ngen zwischen Singulett-Zusta¨nden die Spinausrichtung er-
halten bleibt, kommt es bei der Interkombination zu einer A¨nderung der Spinmultipli-
zita¨t. Die Energiezusta¨nde des Moleku¨ls werden dann durch sogenannte Triplettzusta¨nde
Tn, n = 1, 2, . . . beschrieben. Strahlungsu¨berga¨nge vom ersten Triplett-Zustand T1 in den
Grundzustand S0 werden als Phosphoreszenz bezeichnet. Dabei handelt es sich um einen
quantenmechanisch verbotenen U¨bergang, der sich durch eine relativ lange Lebensdauer
τP auszeichnet. Die Lebensdauer der Phosphoreszenz liegt u¨blicherweise im Bereich von
mehreren Millisekunden [27]. Wa¨hrend ein Moleku¨l sich in einem angeregten Triplettzu-
stand beﬁndet, kann es keine Fluoreszenzphotonen emittieren. Bei einer kontinuierlichen
Anregung des Moleku¨ls kommt es somit immer wieder zu Phasen, in denen keine Fluo-
reszenz stattﬁndet. Dieses Pha¨nomen ist auch unter dem Begriﬀ des Fluoreszenzblinkens
bekannt.
In Konkurrenz zur Fluoreszenz und Phosphoreszenz gibt es neben der IC weitere nicht
strahlende Zerfallskana¨le, die unter dem Begriﬀ Photobleichung zusammengefasst werden.
Hierbei handelt es sich um reversible bzw. irreversible Prozesse, die eine Vera¨nderung des
Fluorophores bewirken, so dass es zeitweise oder auch fu¨r immer seine Fluoreszenzeigen-
schaften verliert. Die Bildung von Komplexen oder die Abgabe der Anregungsenergie durch
Sto¨ße mit anderen Moleku¨len sind beispielsweise zwei Prozesse, die eine kurzzeitige bzw.
dauerhafte Photobleichung zur Folge haben ko¨nnen [6]. Vor allem Sauerstoﬀ spielt sowohl
bei reversiblen als auch bei irreversiblen Bleichprozessen eine wichtige Rolle. Allgemein
fu¨hren Photobleichprozesse zu einer Reduktion der Konzentration der ﬂuoreszenzfa¨higen
Moleku¨le. Da Photobleichung u¨berwiegend im Bereich der maximalen Anregungsintensita¨t
auftritt, kommt es bei frei beweglichen Farbstoﬀmoleku¨len zu einem sta¨ndigen Austausch
von gebleichten und ungebleichten Fluorophoren. Der Bleichprozess kann als eine Pseudo-
Gleichgewichtsreaktion erster Ordnung mit einer Bleichrate kB beschrieben werden [7,47].
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2.2 Lokale Molekulare Helligkeit
Fu¨r das in dieser Arbeit dargestellte Modell der Photonenzahlverteilungen ist die lokale
molekulare Helligkeit µ(~r) von zentraler Bedeutung. Sie beschreibt, wie viele Photonen im
Mittel von einem am Ort ~r stationa¨ren Fluorophor innerhalb eines Zeitintervalls ∆T de-
tektiert werden. Sie ha¨ngt sowohl von den Fluoreszenzeigenschaften des Moleku¨ls als auch
vom verwendeten experimentellen Aufbau ab. In diesem Abschnitt wird der Begriﬀ der lo-
kalen molekularen Helligkeit (LMH) am Beispiel eines typischen FFE erla¨utert. Basierend
auf einem vereinfachten Drei-Niveau-System wird zuerst die mittlere Fluoreszenzemissi-
onsrate R(Iexc) eines einzelnen Moleku¨ls in Abha¨ngigkeit von der Anregungsintensita¨t Iexc
abgeleitet. Dem folgt eine vereinfachte Beschreibung der Abbildungs– und Detektions-
eigenschaften eines FFE. Die Abbildungs– und Detektionseigenschaften bestimmen den
Bruchteil der emittierten Fluoreszenzphotonen, die im Experiment beobachtet werden.
Um R(Iexc) berechnen zu ko¨nnen, muss die Wahrscheinlichkeit bekannt sein, mit der sich
ein Fluorophor bei gegebener Anregungsintensita¨t Iexc im angeregten Zustand S1 beﬁndet.
Unter der Voraussetzung, dass es sich um einen ergodischen Prozess handelt, kann die-
se Wahrscheinlichkeit aus den stationa¨ren Besetzungszahlen Ni eines N -Teilchen-Modells
berechnet werden. Der Besetzungszahl Ni entspricht jeweils die Anzahl der Teilchen des
Ensembles, die sich im Mittel im Zustand i beﬁnden. Das im vorigen Abschnitt vorgestell-
te Jablonski–Modell kann aufgrund der stark unterschiedlichen Zeitskalen der beteiligten
molekularen Prozesse in guter Na¨herung durch ein vereinfachtes Drei-Niveau-System er-
setzt werden. Dieses besteht aus dem Grundzustand S0, dem ersten angeregten Zustand
S1 und dem niedrigsten Triplettzustand T1. Das Drei-Niveau-System vernachla¨ssigt alle
Abklingprozesse, die deutlich schneller als der Fluoreszenzprozess ablaufen. Im Folgenden
seien kf , kISC und kT die Raten, mit denen die U¨berga¨nge S1 → S0, S1 → T1 bzw. T1 → S0
stattﬁnden. Mit den entsprechenden Besetzungszahlen N0, N1 und N2 der Energiezusta¨nde












Die stationa¨re Lo¨sung ist durch N0N1
N2
 =
 kf + kISCkexc
kexckISC/kT
 N





gegeben. Ist die charakteristische Rotationszeit der Moleku¨le deutlich kleiner als die zeit-
liche Auﬂo¨sung der Messung, kann die Dipolorientierung vernachla¨ssigt werden, und die
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Anregungsrate kexc ist proportional zur eingestrahlten Anregungsintensita¨t kexc = σIexc/hν
[50]. Die Gro¨ße hν entspricht der Energie der eingestrahlten Anregungsphotonen und σ












formulieren. Die Gro¨ßen R∞ und Is berechnen sich aus dem Fixpunkt des obigen Drei-
Niveau-Models. Die Sa¨ttigungsﬂuoreszenzemissionsrate R∞ kennzeichnet die konstante
Sa¨ttigungsﬂuoreszenzemissionsrate, gegen die R(Iexc) fu¨r beliebig groß werdende Anre-







berechnet werden, wobei die Fluoreszenzquantenausbeute durch Φf = kf/(kf + kISC + kT)
gegeben ist. Der Sa¨ttigungseﬀekt ist eine Folge der Entvo¨lkerung des Grundzustands S0











gegeben. Die Emmissionsrate R(Iexc) erreicht bei Einstrahlung der Sa¨ttigungsintensita¨t Is
die halbe Sa¨ttigungsrate R∞.
Arbeitet man mit Laserintensita¨ten, die wesentlich kleiner als die Sa¨ttigungsintensita¨t des
verwendeten Farbstoﬀes sind (Iexc ≪ Is), ergibt sich na¨herungsweise eine lineare Abha¨ngig-







Bei der Anregungsintensita¨t Iexc handelt es sich um eine ortsabha¨ngige Gro¨ße. Damit wird
auch die mittlere Fluoreszenzemissionsrate R zu einer ortsabha¨ngigen Funktion.
Die mittlere Fluoreszenzemissionsrate R ist durch die molekularen Eigenschaften und die
lokale Anregungsintensita¨t Iexc bestimmt. Die lokale molekulare Helligkeit µ(~r) ha¨ngt
daru¨ber hinaus von den Abbildungs- und Detektionseigenschaften des verwendeten ex-
perimentellen Aufbaus ab. Die Abbildungseigenschaften eines optischen Aufbaus werden
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u¨blicherweise durch die so genannte Punktbildfunktion (engl. point spread function, PSF)
charakterisiert. Diese Funktion PSF(~r ′, ~r) beschreibt die resultierende Intensita¨tsvertei-
lung in der Bildebene ~r ′ ∈ R2 eines optischen Systems, die sich durch die Abbildung einer
punktfo¨rmige Lichtquelle am Ort ~r ∈ R3 im Objektraum ergibt [15, 20]. Die Bezeichnung
PSF ru¨hrt daher, dass ein reales optisches System eine punktfo¨rmige Lichtquelle aufgrund
von Beugungseﬀekten als Scheibchen in der Bildebene darstellt. Fu¨r eine beliebige Licht-
quelle am Ort ~r ist die PSF in der Bildebene auf Eins normiert∫
d2r′PSF(~r ′, ~r) = 1 .
Im Zusammenhang mit Einzelmoleku¨lexperimenten wird ha¨uﬁg anstelle der PSF die Sam-
meleﬃzienzfunktion (engl. collection eﬃciency function, CEF) zur Charakterisierung der
Apparatur verwendet [26]. U¨blicherweise wird zur Unterdru¨ckung des Streulichts eine sehr
kleine Blende (pinhole) in der Bildebene vor dem Detektor angebracht, um das Signal-
Rausch-Verha¨ltnis zu verbessern. Der Einﬂuss dieser Blende wird durch die CEF quanti-






d2r′T (~r ′)PSF(~r ′, ~r) (2.7)
Der Faktor ∆ =
∫
d2r′T (~r ′)PSF(~r ′, ~r = 0) sorgt fu¨r die richtige Normierung. Eine ausfu¨hr-
liche Darstellung zur CEF ist in [42] gegeben.
Fu¨r die molekulare Helligkeit µ(~r) ist außerdem die Quanteneﬃzienz q des Detektors zu
beru¨cksichtigen. Die Quanteneﬃzienz q entspricht dem mittleren Anteil der ankommenden
Photonen, die vom Detektor registriert werden. Somit ergibt sich letztlich fu¨r die lokale
molekulare Helligkeit
µ(~r) = α∆T R(Iexc(~r)) CEF(~r) , (2.8)
wobei α den als konstant angenommenen Lichtverlustfaktor der Apparatur darstellt. Fu¨r
den in der Praxis weit verbreiteten Fall der monochromatischen, linearen Ein-Photon
Anregung (engl. one photon excitation, OPE) ergibt sich fu¨r die LMH
µ(~r) = α ∆T Φf
λσ
h c
CEF(~r) Iexc(~r) . (2.9)
2.3 Konfokale Mikroskopie
Um das Fluoreszenzsignal einzelner Fluorophore detektieren zu ko¨nnen, bedarf es einer
Apparatur, die neben einer hohen Sensitivita¨t auch ein mo¨glichst großes Signal-Rausch-
Verha¨ltnis S/N aufweist. Konfokale Mikroskope [1] vereinen diese beiden Eigenschaften,
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so dass dieser Gera¨tetyp in zahlreichen Fluoreszenzexperimenten zum Einsatz kommt.
Wa¨hrend die Sensitivita¨t im Wesentlichen von der Qualita¨t der zur Verfu¨gung stehenden
Photodetektoren und Mikroskopobjektive abha¨ngig ist, wird das S/N–Verha¨ltnis u¨berwie-
gend durch den experimentellen Aufbau beeinﬂusst.
Zur Veranschaulichung der Funktionsweise ist in Abb. 2.3 der schematische Aufbau eines
konfokalen Mikroskops dargestellt. Als Anregungsquelle wird u¨blicherweise ein Laser der
Wellenla¨nge λexc verwendet, der u¨ber einen dichroitischen Spiegel in das zentrale Bauteil
des Mikroskops, das Mikroskopobjektiv (MO), eingekoppelt wird. Dichroitische Spiegel
sind eine spezielle Art von Interferenzﬁltern, die je nach Beschichtung einen bestimm-
ten Teil des Lichtspektrums reﬂektieren, wa¨hrend sie fu¨r andere Bereiche des Spektrums
durchla¨ssig sind. Optional kann vor dem Spiegel ein Linsensystem zur Strahlaufweitung
eingebracht werden, um so den Durchmesser des Strahlproﬁls entsprechend den optischen
Erfordernissen des MO anzupassen. Das MO erfu¨llt zwei Funktionen. Zum einen dient
Abbildung 2.3: Schematischer Aufbau eines konfokalen Mikroskops. Das monochromatische
Anregungslicht eines Lasers wird u¨ber einen dichroitischen Spiegel und ein Mikroskopobjektiv mit
großer numerischer Apertur in die Probe eingekoppelt. Das emittierte Fluoreszenzlicht wird u¨ber
dasselbe Objektiv auf eine Lochblende in der Bildebene des MO abbgebildet (Epi-Fluoreszenz) und
von einem Photodektor erfasst. Die Signalverarbeitung geschieht u¨blicherweise mit einem PC, der
mit einer entsprechenden Auswerteelektronik bestu¨ckt ist.
es der Beleuchtung, indem der eingekoppelte Laserstrahl innerhalb der Probe fokussiert
wird. Dadurch werden im Bereich der Fokusregion so hohe Intensita¨ten erzielt, dass selbst
einzelne Fluorophore beim Durchqueren dieses Bereiches in hoher Anzahl Photonen emit-
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tieren. Dabei werden die Moleku¨ldurchga¨nge als Photonenbursts wahrgenommen. Zum
anderen sammelt das MO die aus der Probe emittierten Fluoreszenzphotonen und bildet
sie entsprechend seiner PSF in der Bildebene ab. Viele der heute zum Einsatz kommenden
Objektive sind auf unendlich korrigiert, so dass erst in Kombination mit einer Tubuslinse
ein reales Zwischenbild entsteht. Dies bietet unter anderem den Vorteil, dass vor der Tu-
buslinse angebrachte Filter zu keiner Verzerrung der Abbildung fu¨hren, wie es bei einem
konvergenten Strahlengang der Fall ist. Die hier dargestellte Art der ”Aufbeleuchtung”
wird auch als Epi-Fluoreszenz bezeichnet. Prinzipiell kann die Beleuchtung und die De-
tektion auch mit zwei separaten Objektiven erfolgen, deren Foki dann u¨berlagert werden.
Das aus der Probe emittierte Fluoreszenzlicht weist u¨blicherweise aufgrund des Stokesver-
schiebung gegenu¨ber dem Anregungslicht eine vergro¨ßerte Wellenla¨nge auf (λem > λexc).
Der Unterschied ist dabei so groß, dass die Fluoreszenzphotonen den dichroitischen Spiegel
durchdringen ko¨nnen. Dieser wirkt dabei wie ein Filter, da elastisch gestreutes (Rayleigh-
Streuung) oder an den Grenzﬂa¨chen des Probenhalters reﬂektiertes Anregungslicht zu
einem großen Teil von ihm blockiert wird. Ein Interferenzﬁlter, der nur Photonen in-
nerhalb eines ausgewa¨hlten Wellenla¨ngenbereichs passieren la¨sst, tra¨gt zu einer weiteren
Verbesserung des S/N -Verha¨ltnisses bei.
Bevor die Photonen im Emissionsstrahlengang den Detektor erreichen, mu¨ssen sie die
Lochblende (pinhole) passieren, die sich in der Bildebene des MO beﬁndet. Ihr Zweck
besteht darin, Photonen, die nicht aus dem Bereich der Fokusregion emittiert wurden,
zu blockieren. Die Fla¨che des Pinholes ist idealerweise gro¨ßer als das abgebildete Beu-
gungsscheibchen. Unmittelbar hinter dem Pinhole beﬁndet sich der Photodetektor, dessen
Ausgangssignal mit einer entsprechenden Auswerteelektronik verbunden ist.
In Abb. 2.4 ist beispielhaft die mit einem konfokalen Mikroskop detektierte Fluoreszenzin-
tensita¨t einer 10−9 M wa¨ssrigen Lo¨sung des Farbstoﬀs Rhodamin 6G (Rh6G) dargestellt.
In das hochaperturige O¨l-Immersionsobjektiv (Zeiss Plan-Neoﬂuar, 63x, 1.25/Oil) wur-
de das Anregungslicht mit einer Wellenla¨nge von λexc = 514 nm eines cw-betriebenen
Argon-Ionen-Lasers, mit einer Leistung von P = 80µW eingekoppelt. Die Detektion er-
folgte mit einer Avalanche Photodiode des Typs PCM-200 der Firma EG&G, mit einer
zeitlichen Auﬂo¨sung von ∆T = 1ms. Der Durchmesser des verwendeten Pinholes betrug
50µm. Aufgrund der Eigenschaft des Detektortyps, einzelne Photonen zu registrieren, ist
die Intensita¨t in Einheiten von Photonen pro Integrationszeit dargestellt. Deutlich sind
Photonenbursts zu erkennen, die von einem oder mehreren Fluorophoren beim Durchque-
ren der Fokalregion emittiert werden. Der kontinuierliche Untergrund ist u¨berwiegend auf
die Beitra¨ge von Rauschphotonen zuru¨ckzufu¨hren.
Nach dieser qualitativen Betrachtung der Funktionsweise eines konfokalen Mikroskops wird




















Abbildung 2.4: Zeitlicher Verlauf der mit einem konfokalen Mikroskop detektierten Fluores-
zenzintensita¨t einer c = 10−9 M wa¨ssrigen Lo¨sung des Farbstoffes Rhodamin 6G, bei einer
zeitlichen Auflo¨sung von ∆T = 1ms. Die Anregung erfolgte mit einem Argon-Ionen-Laser im
cw-Betrieb mit λexc = 514.5 nm, wobei eine Leistung von P = 80µW in das Mikroskopobjektiv
(Zeiss Plan-Neofluar, 63x, 1.25/Oil) eingekoppelt wurde.
im Folgenden noch auf einige wichtige quantitative Gro¨ßen eingegangen. Der Durchmesser
des Strahls wird u¨blicherweise durch die Taillenbreite ω0 beziﬀert und entspricht dem Ab-
stand von der Strahlachse, bei dem die Intensita¨t auf den Faktor 1/e2 abgefallen ist. Durch
das Objektiv wird der Laser fokussiert, so dass im Bereich der Fokalebene die Intensita¨ts-

















Die Strahltaille ωf in der Fokalebene ha¨ngt sowohl vom Strahldurchmesser ω0 vor dem
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wobei λ die Lichtwellenla¨nge in der Probe ist. Das Modell eines Gauß-Lorentz-Proﬁls ist
insbesondere davon abha¨ngig, dass ein Objektiv verwendet wird, dessen Korrektur dem
Brechungsindex der Probe entspricht. Die Taillenbreite ω0 des Lasers sollte deutlich kleiner
sein als der Radius der Eingangsapertur des MO.
Großen Einﬂuss auf die molekulare Helligkeit hat neben der Intensita¨tsverteilung der durch
das MO abgedeckte Raumwinkel ΩMO. Der Raumwinkel ΩMO ist durch die numerische
Apertur NA des Objektivs vorgegeben. Diese berechnet sich aus dem Produkt NA = n sinα
des Brechungsindex n des Mediums zwischen Deckglas und der Frontlinse sowie dem Sinus
des halben O¨ﬀnungswinkels α. Bei Trockenobjektiven betra¨gt der Brechungsindex des Im-
mersionsmediums Luft n ≈ 1, so dass die NA bei solchen Objektiven maximal eins werden
kann. Praktisch sind dem Grenzen gesetzt, da ein O¨ﬀnungswinkel von α = π/2 theoretisch
nur von einem unendlich ausgedehnten Trockenobjektiv erreicht werden kann. Bringt man
zwischen Objektiv und Deckglas ein Immersionsmedium mit einem Brechungsindex n > 1,
so ko¨nnen auch numerische Aperturen gro¨ßer als eins erreicht werden. Ha¨uﬁg wird hierfu¨r
ein spezielles Immersionso¨l verwendet, dessen Brechungsindex bei n = 1.514 liegt. Der









Fu¨r die resultierende CEF(~r) hat die Beru¨cksichtigung der Abbildungseigenschaften der
Lochblende zentrale Bedeutung. Das Einbringen einer Lochblende fu¨hrt zu einer positions-
abha¨ngigen Wahrscheinlichkeit fu¨r die Detektion eines Moleku¨ls. Die resultierende CEF(~r)
kann aus der Faltung der PSF mit der Transmissionsfunktion der Lochblende berechnet
werden. Im Wellenbild fu¨hrt dies zu komplexen Berechnungen [20]. Qian et al [42] haben
gezeigt, dass auch ein geometrisch-optischer Ansatz in guter Na¨herung verwendet werden
kann. Beide Ansa¨tze fu¨hren zu analytischen Ausdru¨cken, die nur numerisch lo¨sbar sind.
Bei konfokalen FFE besteht jedoch die Mo¨glichkeit, das Produkt aus Anregungsintensita¨t
und CEF, die so genannte Molecular Detection Eﬃciency W (~r), durch eine Gaußfunktion
anzuna¨hern [43]















Diese Na¨herung bietet den Vorteil, dass sie analytische Lo¨sungen bei weitergehenden Be-
trachtungen ermo¨glicht.
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2.4 Fluoreszenzkorrelationsspektroskopie
Im folgenden Abschnitt erfolgt eine Darstellung der wichtigsten Eigenschaften der Fluores-
zenzkorrelationsspektroskopie (FCS). Die FCS hat sich zu einer Standardmethode unter
den FFE entwickelt und weist verschiedene Zusammenha¨nge mit der im folgenden Ka-
pitel dargestellten Methode der Photonenzahlverteilungen auf. Die FCS basiert auf einer
Analyse der Korrelationen in den zeitlichen Fluktuationen der detektierten Fluoreszenzin-
tensita¨ten. Die ersten Modelle wurden hierzu Anfang der 70er Jahre des letzten Jahrhun-
derts von Madge et al [11,30,31] und Rigler et al [9] entwickelt, wobei das mathematische
Konzept der Autokorrelation auf Wiener zuru¨ckgeht [49].
Die normierte Autokorrelationsfunktion G(τ) eines zeitabha¨ngigen Signals I(t) beschreibt
die Selbsta¨hnlichkeit von I(t) zu unterschiedlichen Zeitpunkten t und t+τ und wird ha¨uﬁg
bei der Analyse von Zeitreihen eingesetzt
G(τ) =
〈I(t)I(t+ τ)〉






Fu¨r einen stationa¨ren Prozess ist der Mittelwert 〈I(t)〉 = 〈I〉 zeitunabha¨ngig, so dass G(τ)
durch die Signalﬂuktuationen δI(t) ausgedru¨ckt werden kann
G(τ) =
〈δI(t)δI(t+ τ)〉
〈I〉2 + 1, mit δI(t) = I(t)− 〈I(t)〉 . (2.13)
Im Falle von FFE ist I(t) die detektierte Fluoreszenzintensita¨t, deren Fluktuationen durch
unterschiedliche Prozesse verursacht wird. Hierzu geho¨ren alle Pha¨nomene, die eine A¨nde-
rung der Fluoreszenzeigenschaften des Moleku¨ls hervorrufen, wie z.B. Teilchenﬂuktua-
tionen im Beobachtungsvolumen, Rotationen der Moleku¨le, Konformationsa¨nderungen,
Reaktionen und Fluoreszenzblinken.
Fu¨r eine Analyse der Korrelationsfunktion (2.13) wird meist von einer konfokalen Appara-
tur mit linearer Ein-Photon-Anregung ausgegangen und die Molecular Detection Eﬃciency




d3r C(~r, t)W (~r)
gegeben. Die Gro¨ße α entspricht dem konstanten apparativen Lichtverlustfaktor. C(~r, t) ist












)2 + 1 . (2.14)
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Die Gro¨ße C = 〈C(~r, t)〉 ist der zeit- und ortsunabha¨ngige Mittelwert der Konzentration
im thermodynamischen Gleichgewicht. Die Funktion φ(~r, ~r′, τ) beschreibt die Korrelation
der Konzentrationsverteilung
φ(~r, ~r′, τ) =
1
C2
〈δC(~r, t) δC(~r ′, t+ τ)〉 .
Im Falle reiner Diﬀusion wird die Ausbreitung der Konzentrationsﬂuktuationen δC(~r, t)
fu¨r ein einzelnes Moleku¨l durch Lo¨sungen des zweiten Fickschen Gesetzes (3.23) mit der
Anfangsbedingung
φ(~r, ~r′, τ = 0) = Cδ(~r − ~r′) (2.15)
beschrieben. Die eindeutige Lo¨sung fu¨r φ(~r, ~r′, τ) ist












Der rechtsseitige Grenzwert der Autokorrelationsfunktion (2.14) ergibt sich damit zu
lim
τ→0+

















Fu¨r eine gaußfo¨rmige Molecular Detection EﬃciencyW (~r) (2.12) ha¨ngt das konfokale FCS
Volumen VFCS nur von den Taillenparametern ab
VFCS = π
3
2ω2f ωz . (2.18)
Durch den Einsatz von MO mit großen numerischen Aperturen ist es mo¨glich, Beobach-
tungsvolumina im Bereich von Femtolitern zu erzeugen. Die Amplitude der Fluktuationen
G(τ = 0) − 1 ist proportional zum Kehrwert der Moleku¨lanzahl NFCS = CVFCS, die sich
im Mittel im Beobachtungsvolumen VFCS aufhalten.
Die Autokorrelationsfunktion G(τ) la¨sst sich fu¨r eine gaußfo¨rmigeW (~r) analytisch berech-
nen

























Die Diﬀusionszeit τD ist proportional zu der mittleren Zeitspanne, die ein einzelnes Moleku¨l
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Sind die Parameter ωf bzw. ωz bekannt, kann die Konzentration bzw. die Diﬀusionskon-
stante einer unbekannten Farbstoﬄo¨sung durch eine Anpassung der gemessenen Autokor-
relationskurve mit Gleichung (2.19) ermittelt werden.
In Abbildung 2.5 sind exemplarisch zwei Autokorrelationskurven dargestellt, die fu¨r ein
zentralsymmetrisches Strahlproﬁl nach Gleichung (2.19) berechnet wurden. Fu¨r die Para-
meter ωf = ωz wurde ein typischer Wert von 0.3µm gewa¨hlt. Hieraus ergibt sich ein theo-
retisches Beobachtungsvolumen von VFCS = π
3
2ωf ωz = 0.15 ﬂ. Aus der gewa¨hlten Konzen-
tration von C = 10−8 M ergibt sich eine mittlere Teilchenzahl von NFCS = C VFCS = 0.9,
deren Kehrwert der in Abbildung 2.5 dargestellten Amplitude entspricht. Um den Einﬂuss
der Diﬀusion zu veranschaulichen, ist die Autokorrelationskurve fu¨r die Diﬀusionskonstan-
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Abbildung 2.5: Verlauf der theoretischen Autokorrelationsfunktion im Falle reiner Diffusi-
on mit D1 = 2.8 · 10−10m2s−1 und D2 = 5D1 = 1.4 · 10−9m2s−1 fu¨r eine Konzentration von
c = 10−8 M unter Verwendung eines zentralsymmetrisches Strahlprofils. Aus den gewa¨hlten Fo-
kusparametern ωf = ωz = 0.3µm folgt ein Beobachtungsvolumen von VFCS = π
3
2ω2f ωz = 0.15 fl.
Kapitel 3
Stochastische Grundlagen
Als Vorbereitung auf das nachfolgende Modell der Photonenzahlverteilungen erfolgt in die-
sem Kapitel eine knappe Zusammenstellung von Begriﬀen und analytischen Hilfsmitteln,
die hierfu¨r beno¨tigt werden. Der Begriﬀ der ”Wahrscheinlichkeit” wird deﬁniert, gefolgt
von der Darstellung ausgewa¨hlter Eigenschaften sog enannter ”wahrscheinlichkeitserzeu-
gender Funktionen”. Das Kapitel endet mit Betrachtungen zum Poisson- und Diﬀusions-
prozess.
3.1 Zufallsgro¨ßen
U¨blicherweise bezeichnet man als Zufallsexperiment einen Versuchsaufbau, dessen Aus-
gang kausal nicht berechenbar ist. Die Menge aller mo¨glichen Resultate eines solchen
Experiments bildet den Ergebnisraum Ω, dessen Elemente ω Ergebnisse oder Elementa-
rereignisse genannt werden. Das klassische Beispiel zur Veranschaulichung dieser Begriﬀe
ist das Werfen eines sechsseitigen Wu¨rfels. In diesem Fall ist der Ergebnisraum durch die
Menge Ω = {1, 2, 3, 4, 5, 6} gegeben und jedem Elementarereignis kann eine Wahrschein-
lichkeit P (ω) zugeordnet werden. Bei einem idealen Wu¨rfel ist P (ω) = 1/6 fu¨r jedes ω ∈ Ω











Diese naive Begriﬀsbildung ist leider nur fu¨r endlich abza¨hlbare Ergebnisra¨ume Ω tragfa¨hig.
Ist Ω nicht endlich, oder sogar u¨berabza¨hlbar, so muss der Begriﬀ der Wahrscheinlichkeit
strenger formuliert werden. Von der klassischen, intuitiv recht zuga¨nglichen Deﬁnition
durch Laplace hat der Begriﬀ der Wahrscheinlichkeit im Laufe der Zeit mehrere Entwick-
lungsstufen durchlaufen. Die heute gebra¨uchliche Form geht auf Kolmogorov zuru¨ck und
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deﬁniert die Wahrscheinlichkeit als Maßfunktion P : A 7→ [0, 1], die auf die Elemente ei-
ner σ-Algebra A u¨ber Ω angewandt wird. Eine σ-Algebra ist eine Menge von Teilmengen
u¨ber der Grundmenge Ω. Sie zeichnet sich dadurch aus, dass sie die Grundmenge selbst
entha¨lt, sowie gegenu¨ber Komplementbildung und Vereinigung abgeschlossen ist. Fu¨r die
Maßfunktion P fordert der Wahrscheinlichkeitsbegriﬀ von Kolmogorov
1.P (A) ≥ 0 (Maßaxiom) (3.1)
2.P (Ω) = 1 (Normierungsaxiom) (3.2)
3.P (A ∪B) = P (A) + P (B) fu¨r A ∩B = ∅ . (3.3)
Das Triplett (Ω,A, P ) bezeichnet den sogenannten Wahrscheinlichkeitsraum.
Ein weiterer wichtiger Begriﬀ, der im Zusammenhang mit Zufallsexperimenten auftritt,
ist die Zufallsvariable (ZV). Durch das Konzept der Zufallsvariablen kann jedem Element
des Ergebnisraums Ω eine reelle Zahl zugeordnet werden, auch wenn Ω u¨berabza¨hlbar ist.
Dabei beschreibt die Zufallsvariable X eine Abbildung vom Ergebnisraum Ω in die Menge
der reellen Zahlen X : Ω→ R wobei die Abbildung X die formale Bedingung
∀x ∈ R : Ax := {ω ∈ Ω|X(ω) ≤ x} ∈ A
erfu¨llen muss. Dies bedeutet, dass die Teilmenge aller Elemente von Ω, welche einem
kleineren Wert als x ∈ R zugeordnet werden (Ax), ein Element der σ-Algebra A sein
muss. So kann dem Element ω ∈ Ω mit X(ω) = x eindeutig eine Wahrscheinlichkeit im
Sinne des Begriﬀs von Kolmogorov zugeordnet werden.
In diesem Zusammenhang ist die Verteilungsfunktion FX(x) mit den Eigenschaften
FX : R → [0, 1]
FX(x) = PX(X ≤ x) := P (Ax)
gebra¨uchlich. Der Wert einer Verteilungsfunktion an der Stelle x0 entspricht folglich der
Wahrscheinlichkeit, mit der eine ZV einen Wert kleiner als x0 annimmt. Sie entha¨lt
die vollsta¨ndige Information, die zur wahrscheinlichkeitstheoretischen Beschreibung einer
ZV beno¨tigt wird. Alternativ kann eine ZV durch ihre Wahrscheinlichkeitsdichtefunktion
pX(x) charakterisiert werden. Die Dichtefunktion beschreibt, wie sich die Wahrscheinlich-






pX(x)dx ist als Wahrscheinlichkeit zu interpretieren, dass X Werte innerhalb des inﬁnite-
simalen Intervalls [x, x+ dx] annimmt.
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In vielen praktischen Fa¨llen ist eine einzige ZV nicht ausreichend, um ein Zufallsexperiment
zu beschreiben. Eine Erweiterung des Begriﬀs der ZV ist der des Zufallsvektors X =
(X1, X2, . . . , Xn), dessen Komponenten Xi, i = 1, . . . , n auf dem gleichen Ergebnisraum Ω
deﬁniert sind. Als Verbundverteilungsfunktion des Zufallsvektors X bezeichnet man dann
die Abbildung
FX : R
n → [0, 1]
FX(x1, . . . , xn) := P (X1 < x1, . . . , Xn < xn) .
In Analogie zu einer einzelnen ZV, kann ein Zufallsvektor alternativ durch seine Verbund-
wahrscheinlichkeitsdichte charakterisiert werden, die wie folgt mit der Verbundverteilung
zusammenha¨ngt






pX(t1, . . . tn) dt1 . . . dtn .
Von besonderer theoretischer Bedeutung ist der Begriﬀ der stochastischen Unabha¨ngkeit.
Die Komponenten eines Zufallsvektors X heißen stochastisch unabha¨ngig, wenn ihre Ver-
bundwahrscheinlichkeitsdichte pX(t1, . . . , tn) = pX1(t1) . . . pXn(tn) durch das Produkt der
Dichten der einzelnen Komponenten dargestellt werden kann. Im Gegensatz hierzu kann
im allgemeinen Fall keine Aussage u¨ber die Verbunddichte eines Zufallsvektors gemacht
werden, selbst wenn die Dichten der Komponenten bekannt sind.
Bei der Analyse von Zufallsexperimenten treten ha¨uﬁg Funktionen von ZV auf, so dass
eine neue Zufallsvariable Y = g(X1, . . .Xm) entsteht. Ein wichtiger Speziallfall ist die
Summe N =
∑m
k=1Nk von m stochastisch unabha¨ngigen, diskreten Zufallsvariablen Nk.
Sind die entsprechenden Wahrscheinlichkeitsmaße durch PNk(n) gegeben, so wird die Ge-
samtwahrscheinlichkeit PN (n) durch die diskrete Faltung
PN(n) = (PN1 ⊗ · · · ⊗ PNm)(n) mit N = N1 + · · ·+Nm (3.4)
bestimmt. Allgemein ist die Faltung c(n) = (a ⊗ b)(n) zweier reeller Zahlenfolgen a =
{an}, b = {bn}, n ∈ N0 durch
c(n) = (a⊗ b)(n) :=
n∑
k=0
a(k) b(n− k) (3.5)
deﬁniert. Die in (3.4) auftretende m-fache Faltung, kann somit durch die (m − 1)-fache,
sukzessive Anwendung von (3.5) berechnet werden.
Verteilungen ko¨nnen durch Kenngro¨ßen charakterisiert werden. Fu¨r eine diskrete Zufalls-
22 Kapitel 3. STOCHASTISCHE GRUNDLAGEN








(n− E[N ])kP (n) mit E[N ] = m1 (3.7)
die Momente mk und zentralen Momente µk der Ordnung k, sofern die Reihen absolut kon-
vergieren. Das erste Moment E[N ] = m1 =
∑∞
n=0 nP (n) wird als Erwartungswert von N
bezeichnet und kann als Schwerpunkt der Verteilung P (n) interpretiert werden. Das zweite
zentrale Moment µ2 = σ
2 =
∑∞
n=0(n − E[N ])2P (n) wird Varianz der Verteilung genannt
und ist ein Maß fu¨r die Abweichung der Zufallsvariablen N von ihrem Erwartungswert.
3.2 Wahrscheinlichkeitserzeugende Funktion
Als wahrscheinlichkeitserzeugende Funktion (engl. probability generating function, PGF)





P (n)zn, z ∈ C mit |z| ≤ 1 . (3.8)
Aufgrund der Normierungsbedingung (3.2) konvergiert die Reihe fu¨r alle |z| ≤ 1, so dass
GP (z) eine analytische Funktion darstellt.
Umgekehrt erha¨lt man aus einer gegebenen wahrscheinlichkeitserzeugenden FunktionGP (z)










Diese Eigenschaft hat letztlich zur Namensgebung der PGF gefu¨hrt, da durch die n-fache
Ableitung die Glieder der Verteilung sukzessiv aus der Funktion GP (z) erzeugt werden.
Wahrscheinlichkeitserzeugende Funktionen sind bei vielen stochastischen Fragestellungen
ein wichtiges analytisches Hilfsmittel. Sie verfu¨gen u¨ber die spezielle Eigenschaft, dass die





der PGF GPi(z) der einzelnen Verteilungen Pi(n) gegeben ist.
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Wahrscheinlichkeitserzeugende Funktionen verfu¨gen u¨ber die interessante Eigenschaft, die
als Vermengung von Zufallsvariablen bezeichnet wird. Seien N1, N2, . . . unabha¨ngige und
identisch verteilte Zufallsvariablen, deren PGF jeweils durch GPN (z) gegeben ist. Ferner
sei M eine diskrete Zufallsvariable mit der PGF GPM (z). Dann gilt fu¨r die PGF einer
Zufallsvariablen S = N1 + · · ·+NM
GPS(z) = GPN (GPM (z)) . (3.11)
Dieser Zusammenhang gilt unter der Bedingung, dass die ZufallsvariableM von N1, N2, . . .
unabha¨ngig ist.
3.3 Stochastische Prozesse
Ein stochastischer Prozess ist die mathematische Beschreibung von zeitlich geordneten,
zufa¨lligen Vorga¨ngen. Formal ist ein stochastischer Prozess eine Familie {X(t)|t ∈ T}
von Zufallsvariablen, die auf einem Wahrscheinlichkeitsraum (Ω,A, P ) deﬁniert ist. Die
Menge T heißt Indexmenge des Prozesses. Hierbei ist zu beachten, dass nach dieser De-
ﬁnition jedem t der Indexmenge T jeweils eine Zufallsvariable X(t) zugeordnet wird. In
den ha¨uﬁgsten Fa¨llen repra¨sentiert der Parameter t die Zeit, weshalb man im Falle ei-
ner nichtdiskreten Indexmenge auch von zeitkontinuierlichen Prozessen spricht. Zu dieser
Klasse geho¨ren auch die beiden folgenden stochastischen Prozesse, die im Zusammenhang
mit Photonenzahlverteilungen in Fluoreszenzﬂuktuationsexperimenten eine zentrale Rolle
spielen.
3.3.1 Poissonprozesse
Viele zufa¨llige Pha¨nomene, die in Natur, Technik oder im Alltag beobachtet werden
ko¨nnen, lassen sich durch zeitkontinuierliche Za¨hlprozesse beschreiben. Allgemein han-
delt es sich hierbei um eine Funktion Nω(t) : Ω × R → N, wobei Nω(t) := N(t) die
Gesamtanzahl der zufa¨lligen Ereignisse ω ∈ Ω ist, die innerhalb des Zeitintervalls t ∈ (0, t]
eingetreten sind. Anschauliche Beispiele hierfu¨r sind der radioaktive Zerfall von Atomker-
nen, die Detektion von Photonen, das Za¨hlen von Huftritten im preußischen Heer oder das
Eintreﬀen von Menschen in einem Wartezimmer.
Von besonderer Bedeutung ist der homogene Poissonprozess. Hierbei handelt es sich um
einen Za¨hlprozess, dem eine konstante Erzeugungsrate λ zugrunde liegt und der formal
folgende Eigenschaften erfu¨llt [23]:
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1. Der Prozess hat unabha¨ngige Zuwa¨chse (Ereignisse in disjunkten Zeitintervallen sind
unabha¨ngig).
2. Die Zuwa¨chse des Prozesses sind stationa¨r (Die Verteilung der Zahl der Ereignisse
in einem beliebigen Zeitintervall ha¨ngt nur von der La¨nge des Intervalles, nicht vom
Anfangszeitpunkt ab).
3. Die Wahrscheinlichkeit, dass genau ein Ereignis in einem beliebigen Zeitintervall der
La¨nge h eintritt, ist λh+ o(h), d.h.
P (N(h) = 1) = λh+ o(h)
4. Die Wahrscheinlichkeit, dass mehr als ein Ereignis in einem beliebigen Zeitintervall
der La¨nge h eintritt, ist o(h), d. h.
P (N(h) ≥ 2) = o(h)
Der Ausdruck o(h) ist die Landau-Notation fu¨r Funktionen, von denen man fordert, dass
sie schneller als mit h gegen Null streben [13].
Unter Beachtung der fu¨r den Poissonprozess geforderten Eigenschaften kann eine Master-




P (n, t) = λP (n− 1, t)− λP (n, t) . (3.12)
Die Lo¨sung dieser Diﬀerentialgleichung, die die Anfangsbedingung P (N(0) = 0) = 1
erfu¨llt, ist durch
P (n, µ := λt) = Poi(n, µ) =
µn
n!
e−µ, fu¨r n = 0, 1, . . . (3.13)
gegeben. Dies ist die sogenannte Poissonverteilung, die allen Za¨hlprozessen, die u¨ber die
aufgefu¨hrten Eigenschaften verfu¨gen, zugrunde liegt. In manchen Fa¨llen kann es zweckma¨ßig





Poi(n− 1, µ) . (3.14)





S(k, l)µl . (3.15)
Die Stirlingschen Zahlen zweiter Art S(k, l) treten ha¨uﬁg bei kombinatorischen Problemen
auf und beschreiben die Anzahl unterschiedlicher Mo¨glichkeiten, eine Permutation aus k
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Aus den ersten beiden Momenten (3.15) ko¨nnen der Erwartungswert E[N ] und die Varianz
D[N ] einer poissonverteilten Zufallsvariablen N berechnet werden
E[N ] = m1 = µ (3.17)
D[N ] = m2 −m21 = µ+ µ2 − µ2 = µ . (3.18)
Eine besondere Eigenschaft der Poissonverteilung ist die Reproduktivita¨t. Fu¨r die Faltung
von m Poissonverteilungen Poi(n, µk), mit k = 1, . . . , m gilt




Somit ist die Summe N =
∑m
k=1Nk von m stochastisch unabha¨ngigen, poissonverteilten
Zufallsvariablen Nk wieder eine poissonverteilte Zufallsvariable N , deren Verteilung durch
(3.19) gegeben ist.
Diese Eigenschaft der Poissonverteilung la¨sst sich z. B. mit Hilfe der wahrscheinlichkeits-
erzeugenden Funktionen leicht zeigen. Nach (3.8) ist die PGF einer Poissonverteilung mit
















µ1(z−1) · · · eµm(z−1) = e(z−1)
∑
m
k=1 µk = eµ(z−1) .
Die Multiplikation der erzeugenden Funktionen ergibt wiederum die PGF einer Poisson-
verteilung mit Parameter µ =
∑m
k=1 µk, womit (3.19) gezeigt ist.
3.3.2 Diffusion
Der Begriﬀ der Diﬀusion wird im Allgemeinen auf sehr unterschiedliche Pha¨nomene an-
gewendet, im Falle von Flu¨ssigkeiten oder Gasen ist jedoch damit konkret die Brownsche
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Molekularbewegung gemeint. Diese thermisch getriebene Eigenbewegung der Moleku¨le hat
zur Folge, dass diese fortlaufend miteinander kollidieren und es zu einem sta¨ndigen, zufa¨lli-
gen Richtungswechsel in der Bewegung der Partikel kommt. Obwohl diese mikroskopische
Interpretation der Diﬀusion in der Mitte des 19. Jahrhunderts noch unbekannt war, wusste
man aus Beobachtungen, dass lokale Unterschiede in der Konzentration c(~r) einer diﬀun-
dierenden Spezies zu einem Nettoﬂuss ~j fu¨hren, der bestrebt ist, das Konzentrationsgefa¨lle
∇c(~r) auszugleichen. Dies wurde erstmals von A. Fick in dem von ihm empirisch ermit-
telten 1. Fickschen Gesetz quantitativ beschrieben [14]
~j = −D∇c . (3.21)
Die Diﬀusionskonstante D einer Spezies bestimmt, wie stark das System einem Konzen-




+∇ ·~j = w (3.22)
liefert den lokalen Zusammenhang zwischen einem Teilchenstrom und der Teilchendichte,
wobei die Gro¨ße w die A¨nderung der Gesamtteilchenanzahl bezeichnet. Solange keine
Teilchen erzeugt oder vernichtet werden (wie z.B. bei chemischen Reaktionen), ist w = 0,
und die Teilchendichte kann sich nur dort vera¨ndern, wo die Bilanz zwischen ein- und
auslaufendem Strom nicht ausgeglichen ist. Wendet man nun den Divergenzoperator auf
das 1. Ficksche Gesetz (3.21) an und setzt anschließend die Kontinuta¨tsgleichung (3.22)
fu¨r den Fall w = 0 ein, erha¨lt man das 2. Ficksche Gesetz
∂c
∂t
= D∆c , (3.23)
demzufolge die zeitliche A¨nderung der Konzentration proportional zur ihrer zweiten Orts-
ableitung ist. Solange die Voraussetzungen der Kontinuita¨t (w = 0) und einer konstanten,
konzentrationsunabha¨ngigen Diﬀusionskonstanten erfu¨llt sind, lassen sich die Fickschen
Gesetze auf eine Vielzahl von Diﬀusionsproblemen anwenden. Als Beispiele seien hier die
Diﬀusion von Atomen bzw. Moleku¨len in Flu¨ssigkeiten, Gasen oder in amorphen Stoﬀen
wie Glas und Kunststoﬀ sowie von geladenen Teilchen in Kristallen und Flu¨ssigkeiten ge-
nannt.
In der mikroskopischen Interpretation, in der die Diﬀusion durch die Brownsche Molekular-
bewegung erkla¨rt wird, wurde die Diﬀusionsgleichung (3.23) von Albert Einstein aufgrund
stochastischer U¨berlegungen fu¨r ein frei diﬀundierendes Teilchen abgeleitet [10] und spa¨ter
durch Wiener mathematisch pra¨zisiert [48]. In der Einsteinschen Formulierung treten des-
halb anstelle von Teilchenkonzentrationen Wahrscheinlichkeitsdichten auf, deren zeitliches
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= D∆p(~r, t) . (3.24)
Der Zusammenhang zwischen Diﬀusion und Brownscher Molekularbewegung kommt in





die die mittlere freie Wegla¨nge λ sowie die mittlere Zeit τ , die zwischen zwei aufeinander-
folgenden Sto¨ßen vergeht, mit der Diﬀusionskonstanten in Beziehung setzt.
Fu¨r den spa¨teren Verlauf der Arbeit ist es erforderlich, das Diﬀusionsverhalten eines ein-
zelnen, frei diﬀundierenden Teilchens beschreiben zu ko¨nnen. Konkret bedeutet dies, die
Lo¨sung der Diﬀusionsgleichung fu¨r das Randwertproblem
p(~r, t→ t0|~r0, t0) = δ(~r − ~r0) p(|~r| → ∞, t|~r0, t0) = 0
zu bestimmen. Diese ist durch die so genannte Greensche Funktion gegeben
p(~r, t|~r0, t0) = (4πD(t− t0))− 32 exp
[





Sie kann als bedingte Wahrscheinlichkeit interpretiert werden, ein Teilchen, welches zum
Zeitpunkt t0 am Ort ~r0 war, zum Zeitpunkt t am Ort ~r vorzuﬁnden. Dabei handelt es
sich um eine Gaußsche Glockenkurve, die mit zunehmender Zeit t auseinanderla¨uft. Der
Fla¨cheninhalt und somit auch die Normierung bleiben zu jedem Zeitpunkt erhalten.
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Kapitel 4
Photonenzahlverteilungen
Im Unterschied zur etablierten Methode der Fluoreszenzkorrelationsspektroskopie (FCS)
stellt die Analyse von Photonenzahlverteilungen (PCH) ein noch recht junges Forschungs-
feld auf dem Gebiet der Fluoreszenzﬂuktuationsexperimente (FFE) dar. Erst seit wenigen
Jahren sind die ersten kommerziellen Fluoreszenzmikroskope erha¨ltlich, die auch PCH-
Analysen unterstu¨tzen und diese somit einer wachsender Anzahl von Benutzern zuga¨ng-
lich machen. Trotz der großen Erfolge [2,4,18,46], die bereits mit diesen Methoden erzielt
werden konnten, existiert bisher noch kein theoretisches Modell, das eine geschlossene Be-
schreibung der physikalischen Zusammenha¨nge erlaubt.
Das in diesem Kapitel dargestellte Konzept der Photonenzahlverteilung basiert auf einer
neuartigen Deﬁnition des Beobachtungsvolumens. Sie ermo¨glicht es, PCH fu¨r einen großen
Konzentrationsbereich a priori zu berechnen und die der Gesamtverteilung zugrunde lie-
gende Einzelmoleku¨lverteilung als Messgro¨ße zu beschreiben.
Das Kapitel beginnt mit einer generellen Darstellung der experimentellen und stochasti-
schen Gro¨ßen, die im Zusammenhang mit Photonenzahlverteilungen auftreten. Dem folgt
in Abschnitt 4.2 die Deﬁnition des eﬀektiven Beobachtungsvolumens, welches die Grund-
lage fu¨r alle weiteren Berechnungen bildet. Im Abschnitt 4.3 wird die Einzelmoleku¨lvertei-
lung des eﬀektiven Beobachtungsvolumens deﬁniert und der Mittelwert, die Varianz und
derQ-Faktor der Einzelmoleku¨lverteilung aus den zuvor abgeleiteten Momenten berechnet.
Danach wird in Abschnitt 4.4 auf der Basis des Beobachtungsvolumens und der Einzelmo-
leku¨lverteilung die Signalverteilung fu¨r eine gegebene Konzentration abgeleitet. Zusa¨tzlich
wird fu¨r diese eine rekursive Darstellung angegeben, die eine kompakte Schreibweise der
Signalverteilung ermo¨glicht. Wie zuvor fu¨r die Einzelmoleku¨lverteilung werden Momente,
Mittelwert, Varianz und Q-Faktor der Signalverteilung bestimmt. Abschnitt 4.5 befasst
sich mit Photonenzahlverteilungen einer Moleku¨lspezies unter Beru¨cksichtigung des ex-
perimentell unvermeidlichen Rauschanteils. Auch fu¨r diese Verteilung wird eine rekursive
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Formulierung abgeleitet und Momente, Mittelwert und Varianz berechnet. In Abschnitt 4.5
folgt die Rekursionsformel der Verteilung eines Gemisches von verschiedenen Moleku¨lspe-
zies und die Berechnung ihrer Momente. Der letzte Abschnitt 4.7 des Kapitels befasst sich
mit der Bestimmung der Einzelmoleku¨lgro¨ßen aus der messbaren Gesamtverteilung.
4.1 Vorgehensweise
Was fu¨r die FCS die Autokorrelation, ist fu¨r die Analyse der Intensita¨tsﬂuktuationen die
Photonenzahl- bzw. Intensita¨tsverteilung. Sie ist die experimentell beobachtbare Gro¨ße,
aus deren Analyse die relevanten physikalischen Parameter des FFE bestimmt werden.
Zur Veranschaulichung der experimentellen und stochastischen Gro¨ßen dient ein hypothe-
tisches Fluoreszenzexperiment, in dem m frei diﬀundierende Moleku¨le in einem geschlos-
senen Volumen durch lineare Ein-Photonen-Anregung zur Fluoreszenz angeregt werden.
Die emittierten Photonen werden auf einem Einzelphotonenza¨hlwerk abgebildet und durch
eine Auswerteelektronik registriert. Fu¨r die Untersuchung der Photonenzahlverteilungen
wird die gesamte Beobachtungszeit T in a¨quidistante Zeitintervalle ∆T = ti− ti−1 mit i =
1, 2, 3, . . . , N aufgeteilt, die ha¨uﬁg auch als ”Binzeit” bezeichnet werden. Somit erha¨lt man
aus dem Experiment eine endliche Folge von Photonenzahlen n1, n2, n3, . . . , nN , ni ∈ N0
die jeweils wa¨hrend des Zeitintervalls [ti − ti−1] detektiert wurden, wobei die Anzahl der
Folgeglieder N = T/∆T durch die Messdauer T und die gewa¨hlte Intervallbreite ∆T
gegeben ist (siehe auch Abb. 2.4). Aus der Anzahl der Intervalle k(n), die n Photonen





Sie ko¨nnen fu¨r hinreichend großes N als die Wahrscheinlichkeit interpretiert werden, n




Aus stochastischer Sicht stellt die Detektion der Fluoreszenzphotonen einen zeitkontinuier-
lichen Za¨hlprozess dar. Hierbei kann jedes einzelne Moleku¨l k, mit k = 1, 2, . . . , m, durch
eine Familie {N (k)sm (t)|t ≥ 0} von diskreten Zufallsvariablen N (k)sm (t) repra¨sentiert werden.
Die Realisierungen N
(k)
sm (ti) = n
(k)
i zu den Zeitpunkten ti = i∆T, i ∈ [1, 2, · · · , N ] entspre-
chen den Photonenzahlen ni, die im Experiment bei einem einzelnen Moleku¨l beobachtet
werden. Das zugrunde liegende Wahrscheinlichkeitsmaß P ksm(N
(k)
sm (ti) = n
(k)
i ) := Psm(n)
ist die Einzelmoleku¨lverteilung, welche allen Moleku¨len einer Spezies zugrunde liegt. Han-
delt es sich ferner um einen ergodischen Prozess, kann auf eine zusa¨tzliche Indizierung
verzichtet werden.
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Werden alle mMoleku¨le des Ensembles in die Betrachtung mit eingeschlossen, entsteht ein




sm (t)|t ≥ 0}, der sich aus der Superposition der Ein-
zelmoleku¨lbeitra¨ge ergibt. Solange es zu keinen Wechselwirkungen zwischen den Moleku¨len
kommt, sind die einzelnen Emissions- bzw. Detektionsakte stochastisch unabha¨ngig. Die
Nsig zugrunde liegende Signalverteilung Psig(n) = (Psm⊗ . . .⊗ Psm)(n) kann dann aus der
m-fachen Faltung der Einzelmoleku¨lfunktion berechnet werden.
Neben dem eigentlichen Fluoreszenzsignal ist zusa¨tzlich das in jedem Experiment auftre-
tende Rauschen Nnoise zu beru¨cksichtigen, welches u¨blicherweise eine U¨berlagerung von
verschiedenen Rauschprozessen darstellt. Im Falle von FFE entstehen die gro¨ßten Rausch-
beitra¨ge durch das thermische Rauschen Ntherm des verwendeten Photonenza¨hlwerks sowie
durch gestreute Anregungsphotonen Nscatter, die auf den Detektor gelangen. Diese ko¨nnen
durch stochastisch unabha¨ngige, homogene Poissonprozesse beschrieben werden, so dass
die Verteilung Pnoise(n) = (Ptherm⊗Pscatter)(n) aus der Faltung der Verteilungen Ptherm(n)
und Pscatter(n) berechnet werden kann. Aufgrund der reproduktiven Eigenschaft der Pois-
sonverteilung (3.19) ergibt sich fu¨r das gesamte Rauschen Nnoise = Ntherm+Nscatter erneut
eine homogene Poissonverteilung.
Sind die Verteilungen Psig(n) und Pnoise(n) bekannt, la¨sst sich die Verteilung PPCH(n) be-
rechnen, die experimentell durch die beobachtbaren relativen Ha¨uﬁgkeiten (4.2) zuga¨nglich
ist. Die pro Zeitintervall ∆T beobachtete Photonenzahl ni ist die Realisierung der Zufalls-
variablen NPCH = Nsig + Nnoise. Auch in diesem Fall kann PPCH(n) = (Psig ⊗ Pnoise)(n)
aus der Faltung der einzelnen Komponenten berechnet werden, da es sich um stochastisch
unabha¨ngige Ereignisse handelt.
Im allgemeinen Fall wird sich die Probe eines FFE aus einem Gemisch von s unterschied-
lichen Moleku¨lsorten zusammensetzen. Der Beitrag jeder Spezies i ist dann durch die
Familie {N (i)sig(t)|t ≥ 0} eindeutig charakterisiert. Das Signal des Gemisches wird vom Bei-





sig(t) +Nnoise|t ≥ 0} gegeben ist. Solange Wechselwirkun-
gen zwischen den Moleku¨lsorten vernachla¨ssigt werden ko¨nnen, handelt es sich bei den
N
(i)
sig(t) um stochastisch unabha¨ngige Zufallsvariablen. Damit kann die Gemischverteilung
Pmix(n) = (P
(1)
sig ⊗ · · · ⊗ P (s)sig ⊗ Pnoise)(n) aus der Faltung der jeweiligen Signalverteilung
P
(i)
sig (n) und der Rauschverteilung Pnoise(n) berechnet werden.
In Tab. 4.1 sind nochmal die wichtigsten Gro¨ßen zusammengefasst, die fu¨r eine Modellie-
rung der Gesamtverteilung PPCH(n) bzw. der Gemischverteilung Pmix(n) beno¨tigt werden.
Bis auf die Voraussetzung der stochastischen Unabha¨ngigkeit sind die dort dargestellten
Beziehungen zwischen den Verteilungen keinen weiteren Einschra¨nkungen unterworfen.
Die Aufgabe besteht nun darin, ein geeignetes Modell fu¨r die Einzelmoleku¨lverteilung zu
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Tabelle 4.1: Die Tabelle zeigt die Zufallsvariablen und ihre Wahrscheinlichkeitsfunktionen,
die zur Modellierung der Photonenzahlverteilungen beno¨tigt werden. Es werden stochastisch un-
abha¨ngige Prozesse angeommen, so dass die Verteilungen aus den Faltungen der jeweiligen Kom-







sm Psig(n) = (Psm ⊗ · · · ⊗ Psm)(n) Signalverteilung





sig +Nnoise Pmix(n) = (P
(1)
sig ⊗ · · · ⊗ P (s)sig ⊗ Pnoise)(n) Gemischverteilung
Nnoise Pnoise(n) = Poi(n, λ) Rauschverteilung
formulieren, um anschließend sukzessiv alle weiteren Gro¨ßen zu berechnen. Wie im Folgen-
den gezeigt werden wird, ist der Begriﬀ der Einzelmoleku¨lfunktion unmittelbar mit dem
des Beobachtungsvolumens eines einzelnen Moleku¨ls verknu¨pft.
4.2 Effektives Volumen
Im vorangegangen Abschnitt wurde beschrieben, wie die Photonenzahlverteilungen suk-
zessiv aus der Einzelmoleku¨lverteilung berechnet werden ko¨nnen. Ein generelles Problem,
welches bei einer Modellierung der Einzelmoleku¨lfunktion auftritt, ist die physikalische
Interpretation des Beobachtungsvolumens. Zur Veranschaulichung betrachte man ein ein-
zelnes Moleku¨l, dessen lokale molekulare Helligkeit (LMH) µ(~r) als gegeben vorausgesetzt
wird. Die Wahrscheinlichkeit Psm(n), dass von einem einzelnen Fluorophor n Photonen




d3rPoi(n, µ(~r))p(~r) . (4.3)
Dieses Integral mittelt die mit p(~r) gewichteten Beitra¨ge der Poissonverteilungen (3.13)
u¨ber alle mo¨glichen Positionen ~r des Moleku¨ls. Hierbei ist p(~r) = 1/V die konstante
Wahrscheinlichkeit, mit der ein einzelnes Moleku¨l im thermodynamischen Gleichgewicht
am Ort ~r innerhalb des Integrationsvolumens V anzutreﬀen ist. Fu¨r ein unendliches Volu-
men erha¨lt man aus (4.3) die Lo¨sung Psm(n) = δ0,n. Dies spiegelt die Tatsache wider, dass
ein einzelnes Moleku¨l in einem unendlichen Volumen V einer eﬀektiven Konzentration von
C = 0 entspricht.
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Es wurden bereits von mehreren Arbeitsgruppen Ansa¨tze vero¨ﬀentlicht, die das beschrie-
bene Problem auf unterschiedliche Art und Weise angehen [3,24]. Chen und Mu¨ller zeigen
z.B. in ihrer Argumentation auf, dass die Gesamtverteilung einer frei diﬀundierenden Spe-
zies fu¨r ein oﬀenes Beobachtungsvolumen von der Wahl des Referenzvolumens unabha¨ngig
ist und deshalb beliebig umskaliert werden kann. Fu¨r ihr Modell verwenden sie ein mehr
oder weniger willku¨rlich gewa¨hltes, endliches Referenzvolumen, um die Integration in (4.3)
durchzufu¨hren. Generell beruhen alle bisherigen Deﬁnitionen des Beobachtungsvolumens
auf heuristischen Prinzipien. Die folgenden Betrachtungen zeigen, dass die Frage nach der
Beobachtbarkeit eines Moleku¨ls zu einer physikalisch motivierten Deﬁnition des Beobach-
tungsvolumens fu¨hrt.
Wegen des stochastischen Charakters der beteiligten Prozesse la¨sst sich die Frage nach der
Beobachtbarkeit eines Moleku¨ls nur auf der Basis von Wahrscheinlichkeiten beschreiben.
Aus diesem Grund betrachtet man zuerst die Wahrscheinlichkeit P (n > 0|m = 1), mit
der ein einzelnes Teilchen (m = 1) innerhalb eines inﬁnitesimal kleinen Volumenelements
dV mindestens ein Photon oder mehr (n > 0) zum beobachteten Signal beitra¨gt. Die
Detektion der Fluoreszenzphotonen und die Diﬀusion des Moleku¨ls sind zwei voneinander
unabha¨ngige Prozesse. Somit kann die bedingte Wahrscheinlichkeit P (n > 0|m = 1) aus
dem Produkt
P (n > 0|m = 1) = P (n > 0)P (m = 1) (4.4)
der Einzelwahrscheinlichkeiten P (n > 0) und P (m = 1) berechnet werden. Die Wahr-
scheinlichkeit P (m = 1), ein einzelnes Teilchen in einem hinreichend kleinen Volumenele-
ment dV anzutreﬀen, ist fu¨r eine Teilchenkonzentration C durch
P (m = 1) = C dV (4.5)
gegeben. Die Wahrscheinlichkeit P (n > 0), von diesem Moleku¨l mindestens ein Photon zu
detektieren, ergibt sich aus
P (n > 0) = 1− Poi(n = 0, µ(~r)) . (4.6)
Die Poissonverteilung Poi(n = 0, µ(~r)) gibt die Wahrscheinlichkeit an, mit der von einem
Moleku¨l am Ort ~r trotz der molekularen Helligkeit µ(~r) kein Photon detektiert wird.
Somit ist die Wahrscheinlichkeit P (n > 0|m = 1), mit der ein einzelnes Moleku¨l in einem
Volumenelement dV beobachtet wird
P (n > 0|m = 1) = [1− Poi(n = 0, µ(~r))]C dV . (4.7)
Gleichung (4.7) kann jedoch noch in einem anderen Sinne interpretiert werden. Die Wahr-
scheinlichkeit P (m = 1) = C dV = dm ist identisch mit der mittleren Teilchenanzahl
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dm, die sich fu¨r eine gegebene Konzentration C im Volumenelement dV aufha¨lt. Von die-
sen tra¨gt jedoch nur der Bruchteil P (n > 0) zum detektierten Signal bei. Folglich ist die
mittlere Teilchenanzahl 〈dm〉, die in einem Volumenelement dV beobachtet wird, durch
〈dm〉 = P (n > 0) dm = [1− Poi(n = 0, µ(~r))]C dV (4.8)





[1− Poi(n = 0, µ(~r))] dV . (4.9)
Die mittlere Teilchenanzahl 〈m〉, die fu¨r eine gegebene Konzentration C zum Signal bei-
tra¨gt, ist dann durch
〈m〉 = C Veff (4.10)
bestimmt. Somit folgt aus der Frage nach der Beobachtbarkeit der Moleku¨le die Deﬁnition
(4.9) fu¨r das eﬀektive Beobachtungsvolumen. Diese Deﬁnition gilt fu¨r beliebige LMH µ(~r)
und ist somit auf alle mo¨glichen FFE anwendbar. Das Volumen Veff hat keine ra¨umlichen
Begrenzungen im eigentlichen physikalischen Sinne. Die Integration erstreckt sich u¨ber den
gesamten Raum, wobei die einzelnen Volumenelemente dV mit der entsprechenden Photo-
nendetektionswahrscheinlichkeit der verwendeten Fluoreszenzmoleku¨le gewichtet werden.
Anschaulich gesprochen handelt es sich hierbei um die Kontraktion eines ra¨umlich un-
endlich ausgedehnten Volumens auf einen endlichen Bereich Veff, in dem mit Sicherheit
Photonen der Teilchen detektiert werden. Bei der Berechnung der Gro¨ße des eﬀektiven
Volumens spielen sowohl die physikalischen Eigenschaften der verwendeten Moleku¨lspezi-
es als auch die Abbildungseigenschaften des experimentellen Aufbaus eine entscheidende
Rolle. Hieraus folgt, dass die eﬀektiven Beobachtungsvolumina zweier Moleku¨lspezies mit
unterschiedlichen Fluoreszenzeigenschaften, die an derselben Apparatur vermessen wer-
den, voneinander verschieden sind.
Nach der Deﬁnition (4.9) des Beobachtungsvolumens lassen sich die Moleku¨le einer Probe
zu jedem Zeitpunkt ti = i∆T, i ∈ [1, 2, . . . , N ] zwei verschiedenen Zusta¨nden zuordnen.
Teilchen, von denen wa¨hrend der Binzeit ∆T ein oder mehr Photonen detektiert worden
sind, beﬁnden sich ”innerhalb” des eﬀektiven Volumens. Im Gegensatz dazu sind alle Teil-
chen, von denen keine Photonen detektiert wurden, ”außerhalb” des eﬀektiven Volumens.
Zu jeder neuen Binzeit ko¨nnen die Teilchen zwischen den beiden Zusta¨nden ”innerhalb”
und ”außerhalb” wechseln. Die Wahrscheinlichkeit, m Teilchen im eﬀektiven Volumen vor-
zuﬁnden, ist durch eine Poissonverteilung mit Parameter 〈m〉 gegeben [16, 29]





Nach Deﬁnition werden von Moleku¨len, die sich ”außerhalb” des eﬀektiven Volumens be-
ﬁnden, keine Photonen detektiert. Hieraus folgt z.B., dass die Wahrscheinlichkeit der Nul-
lereignisse P0 := Psig(n = 0) der bisher noch unbekannten Signalverteilung Psig(n) mit
Poi(m = 0, 〈m〉) identisch sein muss
Poi(m = 0, 〈m〉) = e−〈m〉 = P0 . (4.12)
Dies ergibt unmittelbar den Zusammenhang
C Veff = − ln (P0) (4.13)
zwischen den Nullereignissen P0, der Konzentration C und dem eﬀektiven Volumen. Glei-
chung (4.13) stellt fu¨r FFE einen allgemein gu¨ltigen Zusammenhang dar. Mit ihr kann
entweder das eﬀektive Beobachtungsvolumen fu¨r eine gegebene Konzentration bestimmt
werden oder die Konzentration einer unbekannten Farbstoﬄo¨sung aus der Ha¨uﬁgkeit der
Nullereignisse, wenn die Gro¨ße des Beobachtungsvolumens bekannt ist.
4.3 Einzelmoleku¨lverteilung
Fu¨r das im vorigen Abschnitt deﬁnierte Beobachtungsvolumen Veff kann die Einzelmo-
leku¨lfunktion Psm(n) mit Hilfe der Mandelschen Formel (4.3) bestimmt werden. Dabei ist
zu beachten, dass per Deﬁnition ein Teilchen innerhalb von Veff eine von Null verschiedene
Photonendetektionswahrscheinlichkeit aufweist. Mit p(~r) = 1/Veff folgt somit
Psm(n) :=




d3rPoi(n, µ) fu¨r n > 0 .
(4.14)
Die Einzelmoleku¨lverteilung unterscheidet sich von der gleichnamigen Verteilung in [3]
durch die spezielle Eigenschaft Psm(n = 0) = 0. Die Moleku¨lspezies eines FFE ist durch
die Einzelmoleku¨lverteilung und das Beobachtungsvolumen Veff eindeutig charakterisiert.
Dass die Einzelmoleku¨lfunktion die richtige Normierung aufweist, ist leicht zu zeigen. Hier-
















































d3r (1− e−µ) = 1 . (4.15)
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4.3.1 Momente
Die Eigenschaften einer Verteilung ko¨nnen durch ihre Momente (3.6) charakterisiert wer-
den. Die Methode der Momentanalyse ist ein Standardverfahren auf dem Gebiet der FFE,
das vor allem bei Gemischuntersuchungen von verschiedenen Moleku¨lspezies angewendet
wird [40, 41]. Im Folgenden werden die Momente der Einzelmoleku¨lfunktion (4.14) be-
stimmt.
Bei der Berechnung der Momente einer Verteilung P (n) wird ha¨uﬁg auf die charakteristi-
sche Funktion ϕP (t) zuru¨ckgegriﬀen
ϕP (t) := E[e
i n t] =
∞∑
n=0
P (n)ei n t . (4.16)











Nach Einsetzen der Einzelmoleku¨lverteilung (4.14) in die Deﬁnition der charakteristischen
















































Gema¨ß (4.17) ergeben sich die Momente mk,sm durch k-faches Diﬀerenzieren aus ϕPsm(t) an
der Stelle t = 0. Hieraus resultiert ein Polynom in der Variablen µ(~r), dessen ganzzahlige












































Volumenintegrale u¨ber Potenzen von µ(~r), treten bei diversen Fragestellungen im Zu-
sammenhang mit Photonenzahlverteilungen auf. Sie werden allgemein als Momente der
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d3r µk(~r) . (4.19)
Hierbei ist zu beachten, dass die hier gegebene Deﬁnition der Momente anstelle eines
ra¨umlichen Volumens das abstrakte, eﬀektive Volumen beinhaltet. Bei den Momenten der
Einzelmoleku¨lfunktion mk,sm handelt es sich somit um eine endliche Linearkombination




S(k, l)µl . (4.20)
Der hier dargestellte Zusammenhang zwischen den Momenten der Einzelmoleku¨lfunktion
und den Momenten der molekularen Helligkeit ist von zentraler Bedeutung in zahlreichen
Anwendungen. Explizit ergibt sich aus (4.20) fu¨r die ersten Momente
m1,sm = µ
m2,sm = µ+ µ2
m3,sm = µ+ 3µ2 + µ3 .
Aus den Momenten der Einzelmoleku¨lfunktion ko¨nnen umgekehrt die Momente der mole-




s(k, l)ml,sm , (4.21)
wobei die konstanten Koeﬃzienten durch die Stirling–Zahlen erster Art s(k, l) geben sind.
Explizit ergibt sich aus (4.21) fu¨r die ersten drei Ordnungen
µ1 = m1,sm
µ2 = −m1,sm +m2,sm
µ3 = 2m1,sm − 3m2,sm +m3,sm .
Mit der Kenntnis der mk,sm ko¨nnen der Erwartungswert E[Nsm] = nsm und die Varianz
D2[Nsm] = σ
2
sm der Einzelmoleku¨lfunktion berechnet werden
nsm = m1,sm = µ (4.22)
σ2sm = m2,sm −m21,sm = µ+ µ2 − µ2 . (4.23)
Der Erwartungswert entspricht der eﬀektiven molekularen Helligkeit erster Ordnung. Die-
ser Zusammenhang bringt zum Ausdruck, dass die mittlere Anzahl an detektierten Photo-
nen nsm der mittleren Anzahl an Photonen µ entspricht, die von einem einzelnen Moleku¨l
innerhalb von Veff detektiert werden.
38 Kapitel 4. PHOTONENZAHLVERTEILUNGEN
Die Varianz der Einzelmoleku¨lverteilung, die ein Maß fu¨r die Breite der Verteilung dar-
stellt, weicht um den Term µ2 − µ2 gegenu¨ber der Varianz einer Poissonverteilung ab. Im
Normalfall weisen Verteilungen von physikalischen Prozessen Varianzen auf, die gro¨ßer als
ihr Erwartungswert sind und deshalb als superpoissonisch bezeichnet werden. Die Aus-
nahme hingegen bilden subpoissonische Prozesse, die sich durch eine Varianz auszeichnen,
die kleiner als der Erwartungswert ist. In der Theorie der Photonenzahlverteilungen wird
der beschriebene Sachverhalt durch den Mandelschen Q-Faktor [33] klassiﬁziert. Er ist






und ist im Falle einer Poissonverteilung gleich Null. Aus der Deﬁnition des Q-Faktors
folgt, dass eine superpoissonische bzw. subpoissonische Verteilung durch Q > 0 bzw. Q < 0
gekennzeichnet ist. Fu¨r die Einzelmoleku¨lverteilung (4.14) ergibt sich aus dem berechneten














Fu¨r µ2/µ2 < 1 wird die Einzelmoleku¨lverteilung subpoissonisch. Dies wird in Kapitel 5 an
einem Beispiel gezeigt.
4.4 Signalverteilung
Aus der Einzelmoleku¨lverteilung Psm(n) kann die Signalverteilung Psig(n) fu¨r eine ge-
gebene Konzentration C berechnet werden. Unter der Voraussetzung der stochastischen
Unabha¨ngigkeit ist diese gema¨ß Tabelle 6.2 fu¨r m Moleku¨le durch die m-fache Faltung
Pm,sm(n) der Einzelmoleku¨lfunktion gegeben
Pm,sm(n) = (Pm−1,sm ⊗ Psm)(n) :=
n−i∑
i=1
Pm−1,sm(n− i)Psm(i) fu¨r m = 2, 3, . . . . (4.26)
Die bedingte Wahrscheinlichkeit Psig(n > 0|m), mit der n > 0 Photonen von m Teilchen
detektiert werden, ist somit
Psig(n > 0|m) :=
Psm(n > 0) fu¨r m = 1Pm,sm(n) fu¨r m > 1 . (4.27)
Ferner ist die Wahrscheinlichkeit, m Moleku¨le im eﬀektiven Volumen anzutreﬀen, durch
die Poissonverteilung (4.11) bestimmt. Mit dieser muss die bedingte Wahrscheinlichkeit
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Psig(n > 0|m) gewichtet werden, um durch eine Summation u¨ber alle m Moleku¨lbeitra¨ge
die Signalverteilung zu erhalten
Psig(n > 0) =
∞∑
m=1








Fu¨r eine vollsta¨ndige Beschreibung der Signalverteilung mu¨ssen außerdem die Nullereignis-
se bestimmt werden. Entsprechend der Deﬁnition des eﬀektiven Volumens ist die Wahr-
scheinlichkeit, keine Photonen zu messen, gleichbedeutend mit der Wahrscheinlichkeit,
keine Moleku¨le im eﬀektiven Volumen anzutreﬀen. Diese ist durch den Null-Term der
Poissonverteilung Poi(m = 0, 〈m〉) gegeben
Psig(n) :=
e−〈m〉 fu¨r n = 0∑∞
m=1 Psig(n > 0|m) Poi(m, 〈m〉) fu¨r n > 0 .
(4.28)
Im Folgenden wird explizit gezeigt, dass die so deﬁnierte Signalverteilung die richtige
Normierung aufweist. Hierzu wird das Glied fu¨r n = 0 aus der Summe abgespalten, um



















Da die Deﬁnition der bedingten Wahrscheinlichkeit (4.27) eine zusa¨tzliche Fallunterschei-
dung fu¨r m = 1 bzw. m > 1 beinhaltet, muss bei der Summation u¨ber m das erste Glied































Die Normierung der Einzelmoleku¨lfunktion Psm(n) wurde bereits im letzten Abschnitt ge-
zeigt. Aus Psm(0) = 0 folgt unmittelbar
∑∞
n=1 Psm(n) = 1. Ferner ist die Faltung eine
normierungserhaltende Verknu¨pfung, so dass fu¨r die m-fach gefaltete Einzelmoleku¨lvertei-
lung
∑∞
n=1 Pm,sm(n) = 1 gilt. Mit diesen Beziehungen kann die Summation u¨ber n aufgelo¨st
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− (1 + 〈m〉)
)
= e−〈m〉 (1 + 〈m〉) + e−〈m〉 (e〈m〉 − (1 + 〈m〉)) = 1 (4.29)
womit die Normierung der Signalverteilung bewiesen ist.
4.4.1 Rekursionsformel
Fu¨r die weiteren Betrachtungen wird ha¨uﬁg auf eine rekursive Formulierung der Signalver-
teilung zuru¨ckgegriﬀen. Diese ermo¨glicht eine kompakte Darstellung der Verteilung (4.28),
die analytische Untersuchungen vereinfacht und numerisch stabil in einen Algorithmus
implementiert werden kann. Hierbei erweisen sich die Eigenschaften der wahrscheinlich-
keitserzeugenden Funktionen (3.8) als a¨ußerst hilfreich. Die technische Durchfu¨hrung der
Ableitungen werden nur in den Fa¨llen im Detail exemplarisch durchgefu¨hrt, in denen sie
nicht bereits vorher in a¨hnlicher Form gezeigt worden sind.
Die Wahrscheinlichkeitsfunktion Psig(n > 0) entspricht der Verteilung von vermengten Zu-
fallsvariablen, wie in (3.11) beschrieben ist. Die Analogie wird oﬀensichtlich, wenn man in
das Bild der entsprechenden Zufallsvariablen wechselt. In diesem werden die auftretenden
Teilchenﬂuktuaktionen durch eine ZufallsvariableM repra¨sentiert, deren Verteilung durch
Poi(m, 〈m〉) gegeben ist. Folglich ist die zu jedem Zeitintervall ∆T detektierte Anzahl von
Photonen durch die Realisierungen der Zufallsvariablen Nsig = N1,sm+· · ·+NM,sm gegeben.
Des Weiteren sind die Zufallsvariablen Ni,sm, mit i = 1, . . . ,M laut Annahme identisch
und unabha¨ngig verteilt, wobei das entsprechende Wahrscheinlichkeitsmaß durch die Ein-
zelmoleku¨lverteilung (4.14) gegeben ist. Somit sind alle Voraussetzungen erfu¨llt, um die
wahrscheinlichkeitserzeugende Funktion (PGF) von Psig(n > 0) gema¨ß (3.11) berechnen
zu ko¨nnen
GPsig(z) = GPoi (GPsm(z)) .
Mit der erzeugenden Funktion der Poissonverteilung (3.20) kann die PGF der Signalver-
teilung als Funktion von GPsm(z) formuliert werden
GPsig(z) = e
〈m〉 (GPsm(z)−1) . (4.30)
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Der na¨chste Schritt besteht darin, eine rekursive Formulierung abzuleiten, um aus der er-
zeugenden Funktion GPsig(z) sukzessiv die Glieder der Wahrscheinlichkeitsfunktion Psig(n)
zu bestimmen. Gema¨ß (3.9) mu¨ssen hierzu die n-ten Ableitungen an der Stelle z = 0 der
















































Die nun auftretenden Summanden entsprechen der formalen Deﬁnition der Ru¨cktransfor-
mation (3.9). Nach Einsetzen der entsprechenden Glieder der Verteilungen Psm(n) bzw.
Psig(n) und einer anschließenden Translation des Summationsindex i
′ = i + 1 erha¨lt man
folgende rekursive Formulierung fu¨r (4.28)
Psig(n) =
e−〈m〉 fu¨r n = 0〈m〉
n
∑n
i=1 iPsm(i)Psig(n− i) fu¨r n > 0 .
(4.31)












e−〈m〉〈m〉3P 3sm(1) + e−〈m〉〈m〉2Psm(1)Psm(2) + e−〈m〉〈m〉Psm(3) .
Fu¨r eine gegebene Einzelmoleku¨lverteilung Psm(n) ist die Signalverteilung eine nichtlineare
Funktion in der Variablen 〈m〉. Fu¨r mittlere Teilchenzahlen 〈m〉 ≪ 1 ko¨nnen die Terme
ho¨herer Ordnung na¨herungsweise vernachla¨ssigt werden. Der Term erster Ordnung kann
fu¨r alle n > 0 aus dem jeweils letzten Glied 〈m〉e−〈m〉Psm(n) ≈ 〈m〉Psm(n) der Rekur-
sion fu¨r i = n bestimmt werden. Beru¨cksichtigt man ferner, dass in diesem Fall fu¨r die
Nullereignisse der Signalverteilung Psig(0) = e
−〈m〉 ≈ (1− 〈m〉) gilt, so ist
Psig(n) ≈
1− 〈m〉 fu¨r n = 0〈m〉Psm(n) fu¨r n > 0 (4.32)
fu¨r 〈m〉 ≪ 1. Im Falle kleiner 〈m〉 ≪ 1 nehmen die Nullereignise mit 1−〈m〉 ab, wa¨hrend
fu¨r alle n > 0 die Ha¨uﬁgkeiten proportional zur Einzelmoleku¨lverteilung zunehmen.
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4.4.2 Momente
Mit Hilfe der rekursiven Formulierung der Signalverteilung kann ein ebenfalls rekursiver
Ausdruck fu¨r die Momente mk,sig entwickelt werden. Hierzu wird (4.31) in die Deﬁnitions-























((n− i) + i)k−1iPsm(i)Psig(n− i) .
Der Term ((n − i) + i)k−1 kann unter Beru¨cksichtung des binomischen Satzes ausmulti-



























(n− i)k−1−jPsig(n− i)ij+1Psm(i) .
Die vorausgesetzte Existenz der Momente impliziert die absolute Konvergenz der ent-


























Die nach der Umordnung auftretenden Reihen entsprechen der formalen Deﬁnition der
Momente mk,sm und mk,sig der Einzelmoleku¨l- bzw. Signalverteilung. Nach einer Indexver-









Das in der Summe auftretende 0-te Moment, ist durch die Normierungsbedingung der Si-
gnalverteilung bestimmt (m0,sig = 1). Aus der Struktur der Rekursionsformel geht hervor,
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dass die Momente der Signalverteilung fu¨r eine gegebene Konzentration C = 〈m〉/Veff,
durch das eﬀektive Volumen (4.9) und die Momente der Einzelmoleku¨lverteilung (4.20)
vollsta¨ndig charakterisiert sind. Letztere ko¨nnen auf die Momente der molekularen Hel-
ligkeit (4.19) zuru¨ckgefu¨hrt werden. Nach Einsetzten von (4.21) ko¨nnen die Momente der










mk−j,sig S(j, l) µl . (4.34)
Fu¨r die ersten drei Ordnungen erha¨lt man aus (4.33) fu¨r die Momente der Signalverteilung
m1,sig = 〈m〉m1,sm
m2,sig = 〈m〉2m21,sm + 〈m〉m2,sm
m3,sig = 〈m〉3m31,sm + 3〈m〉2m1,smm2,sm + 〈m〉m3,sm .
Der Erwartungswert nsig und die Varianz σ
2
sig der Signalverteilung ko¨nnen aus den ersten
beiden Momenten berechnet werden
nsig = m1,sig = 〈m〉m1,sm = 〈m〉µ = 〈m〉nsm (4.35)
σ2sig = m2,sig −m21,sig = 〈m〉m2,sm = 〈m〉(µ+ µ2) = 〈m〉(σ2sm + n2sm) . (4.36)
Es zeigt sich, dass der Mittelwert der Signalverteilung nsig proportional zum Mittelwert der
Einzelmoleku¨lverteilung ist. Der Proportionalita¨tsfaktor ist durch die mittlere Teilchenzahl
〈m〉 gegeben. Der gleiche einfache Zusammenhang besteht nicht zwischen den Varianzen
der Signal– und Einzelmoleku¨lverteilung. σ2sig wa¨chst zwar linear mit 〈m〉, verha¨lt sich
aber auch proportional zur Summe aus dem Quadrat des Mittelwertes und der Varianz
der Einzelmoleku¨lfunktion.
Mit der Kenntnis des Mittelwertes und der Varianz kann analog zur Einzelmoleku¨lvertei-













Hierbei handelt es sich um durchweg von Null verschiedene, positive Gro¨ßen. Fu¨r die
Signalverteilung ist, im Gegensatz zur Einzelmoleku¨lverteilung, der Q-Faktor stets gro¨ßer
als Null und somit superpoissonisch.
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4.5 Gesamtverteilung
Fu¨r die Berechnung der in einem FFE beobachtbaren Gesamtverteilung PPCH(n) gilt es
noch, die in einem jeden realen Experiment auftretenden Rauschbeitra¨ge zu beru¨cksich-
tigen, die das Signal u¨berlagern. Diese stammen zum gro¨ßten Teil von gestreuten An-
regungsphotonen sowie vom thermischen Rauschen des verwendeten Photodetektors. Im
Folgenden wird die Wahrscheinlichkeit Pnoise(n), n Rauschphotonen im Zeitintervall ∆T
zu detektieren, als poissonisch angenommen




Da es sich bei der Erzeugung der Signalphotonen bzw. der Rauschphotonen um statistisch
unabha¨ngige Ereignisse handelt, kann die Gesamtwahrscheinlichkeit aus der Faltung der




Psig(n− i)Pnoise(n) . (4.39)
4.5.1 Rekursionsformel
In Analogie zur Signalverteilung kann fu¨r die Gesamtverteilung (4.39) eine Rekursionsfor-
mel aus der entsprechenden erzeugenden Funktion GPPCH(z) abgeleitet werden. Aufgrund
der Faltungseigenschaft (3.10) ist diese durch das Produkt der beiden erzeugenden Funk-
tionen (4.30) und (3.20) der Signal- und der Rauschverteilung gegeben
GPPCH(z) = e
〈m〉 (GPsm (z)−1)+λ(z−1) . (4.40)
Wie bereits im Falle der Signalverteilung ausfu¨hrlich dargestellt wurde, kann die fu¨r die
Ru¨cktransformation (3.9) beno¨tigte n-te Ableitung von GPPCH(z) mit Hilfe der Leibniz-
schen Produktformel auf eine rekursive Formulierung zuru¨ckgefu¨hrt werden. Als Resultat
ergibt sich die Rekursionsformel der Gesamtverteilung, die neben den bereits bekannten
Parametern µmax und 〈m〉 den Rauschparameterλ als zusa¨tzliche Gro¨ße entha¨lt
PPCH(n) =
e−(〈m〉+λ) fu¨r n = 0λ
n
PPCH(n− 1) + 〈m〉n
∑n
i=1 iPsm(i)PPCH(n− i) fu¨r n > 0 .
(4.41)
Diese Rekursionsformel erlaubt es, die Photonenzahlverteilung in kompakter Form dar-
zustellen. Ist der Parameter des Rauschens gleich Null (λ = 0), geht sie in die Rekursi-
onsformel der Signalverteilung u¨ber, wie bei einem Vergleich mit (4.31) deutlich wird. Im
Gegensatz dazu, ist eine schwindende Signalverteilung mit dem Fall 〈m〉 = 0 gleichzuset-
zen, was direkt zur Rekusionsformel (3.14) der Poissonverteilung fu¨hrt.
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4.5.2 Momente
Die Berechnung der Momente der Gesamtverteilung PPCH(n) verla¨uft analog zu (4.33).








mk−j,PCH[λ+ 〈m〉mj,sm] mit m0,PCH = 1 . (4.42)
Fu¨r verschwindendes Rauschen (λ = 0) geht diese in die rekursive Momentenformel der
Signalverteilung u¨ber. Im Gegensatz hierzu fu¨hrt eine Teilchendichte von 〈m〉 = 0 auf die
rekursive Form der Momente der Poissonverteilung (3.15). Die explizite Berechnung der
ersten beiden Ordnungen macht deutlich, dass die Momente der Gesamtverteilungen nicht
durch eine einfache Addition der Signal- und Rauschmomente entstehen
m1,PCH = 〈m〉m1,sm + λ
= m1,sig +m1,noise
m2,PCH = 〈m〉2m21,sm + 〈m〉m2,sm + λ+ λ2 + 2λ〈m〉m1,sm
= m2,sig +m2,noise + 2m1,noisem1,sig .
Vielmehr treten Mischterme auf, die mit zunehmender Ordnung zu immer komplexeren
Ausdru¨cken fu¨hren. Im Gegensatz hierzu erho¨ht das Rauschen den Mittelwert und die
Varianz der Signalverteilung (4.36) einfach um λ
nPCH =m1,PCH = λ+ 〈m〉µ = λ+ nsig (4.43)
σ2PCH =m2,PCH −m21,PCH = λ+ 〈m〉(µ2 + µ) = λ+ σ2sig . (4.44)
Der Mandelschen Q-Faktor der Signalverteilung la¨sst sich aus den ersten beiden Momenten






nPCH − λ =
m2,PCH −m21,PCH −m1,PCH
m1,PCH − λ .
4.6 Gemische
Die bisherigen Ergebnisse ko¨nnen ohne Schwierigkeiten auf Gemische von unterschiedlichen
Moleku¨lspezies erweitert werden. Die Moleku¨le einer Spezies k verfu¨gen u¨ber ein ihnen
eigenes Fluoreszenzverhalten. Jede Spezies wird durch ihr eﬀektives Volumen und ihre
Einzelmoleku¨lverteilung P ksm(n) eindeutig charakterisiert. Betrachtet man nun ein Gemisch
aus s unterschiedlichen Spezien, so entspricht das pro Zeiteinheit detektierte Signal den
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sig +Nnoise. Die Verteilung jeder Spezies
k ist durch die Wahrscheinlichkeitsfunktion (4.28) gegeben. Unter der Voraussetzung der
stochastischen Unabha¨ngigkeit der N
(k)
sig kann die wahrscheinlichkeitserzeugende Funktion

























berechnet werden. Die anschließende Ru¨cktransformation (3.9) verla¨uft wieder in Analogie
zur Signalverteilung, woraus die Rekursionsformel fu¨r Pmix(n > 0) abgeleitet werden kann.
Fu¨r eine vollsta¨ndige Bestimmung der Verteilung wird noch die Wahrscheinlichkeit der
Nullereignisse beno¨tigt. Diese ist durch das Produkt P 1sig(0) · · ·P ssig(0)Pnoise(0) gegeben. Als








k+λ) fu¨r n = 0
λ
n






fu¨r n > 0 .
(4.45)
Die Momente der Gemischverteilung lassen sich mit Hilfe der Rekursionsformel berechnen.













Eine u¨bliche Anwendung der Momente ist die Konzentrationsbestimmung der Kompo-
nenten eines Gemisches. Dies setzt jedoch voraus, dass die charakteristischen Gro¨ßen der
beteiligten Komponenten bekannt sind. Aus der Verteilung einer gegebenen Konzentration
C, ko¨nnen gema¨ß Gleichung (4.13) und (4.51) das eﬀektive Volumen und die Momente der
Einzelmoleku¨lverteilung der entsprechenden Spezies bestimmt werden. Somit lassen sich
die charakteristischen Gro¨ßen fu¨r jede Komponente des Gemisches aus einer Eichlo¨sung
bekannter Konzentration vermessen. Die durchschnittliche Anzahl an Fluorophoren, wel-




〈m〉(i) = − ln[Pmix(n = 0)]− λ (4.47)
bestimmt und kann aus der messbaren Gemischverteilung und dem Rauschparameter λ be-
rechnet werden. Fu¨r den Fall eines zweikomponentigen Gemisches (s = 2) bilden das erste
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Moment des Gemisches m1,mix und (4.47) ein Gleichungssystem, mit dem 〈m〉(1) und 〈m〉(2)
eindeutig bestimmbar sind. Allgemein kann auf diese Art und Weise ein s-Komponenten
Gemisch aus den Momenten m1,mix, . . . , ms−1,mix und der mittleren Teilchenanzahl 〈m〉 des
Gemisches zur Bestimmung der Konzentrationen der einzelnen Spezies analysiert werden.
4.7 Bestimmung der Einzelmoleku¨lgro¨ßen
In den vorangegangen Abschnitten wurde aufgezeigt, wie die Gesamtverteilung und ihre
Momente aus den entsprechenden Gro¨ßen des Einzelmoleku¨ls berechnet werden ko¨nnen.
In der Praxis ist es jedoch nur mo¨glich, Gesamtverteilungen zu messen. Dies fu¨hrt zu der
Frage, ob die Einzelmoleku¨lfunktion und ihre Momente aus einer bekannten Gesamtver-
teilung bestimmt werden ko¨nnen. Wie im weiteren Verlauf dieses Abschnitts gezeigt wird,
stellt es aus theoretischer Sicht kein Problem dar, die Einzelmoleku¨lverteilung als Funktion
der Gesamtverteilung aus der Rekursionsformel bzw. der wahrscheinlichkeitserzeugenden
Funktion abzuleiten, ohne zusa¨tzliche Annahmen u¨ber die zugrunde liegende molekulare
Helligkeit treﬀen zu mu¨ssen. Somit wird eine prinzipielle Mo¨glichkeit ero¨ﬀnet, die Eigen-
schaften des Fluoreszenzverhaltens einzelner Teilchen auf der Basis ihrer charakteristischen
Einzelmoleku¨lfunktion zu untersuchen.
4.7.1 Einzelmoleku¨lverteilung
Um die Einzelmoleku¨lverteilung aus der Gesamtverteilung zu berechnen, bieten sich meh-
rere Mo¨glichkeiten an. Die einfachste besteht darin, die Rekursionsformel (4.41) der Ge-









iPsm(i)PPCH(n− i) + 〈m〉Psm(n)PPCH(0)
und anschließend der resultierende Ausdruck nach Psm(n) aufgelo¨st. Hierbei ist zu beach-
ten, dass die Einzelmoleku¨lfunktion per Deﬁnition fu¨r n = 0 identisch Null ist
Psm(n) =
0 fu¨r n = 0PPCH(n)−( λn PPCH(n−1)+ 〈m〉n ∑n−1i=1 iPsm(i)PPCH(n−i))
〈m〉PPCH(0)
fu¨r n ≥ 1 .
(4.48)
Die Rekursionsformel ermo¨glicht eine kompakte Schreibweise und kann einfach in ein Pro-
gramm implementiert werden, erschwert jedoch den Einblick in die analytische Struktur
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der Funktion. Dafu¨r ist die im Folgenden abgeleitete explizite Form zu (4.48) besser ge-
eignet.
Hierzu wird die PGF der Einzelmoleku¨lverteilung als Funktion der wahrscheinlichkeitser-
zeugenden Funktion der Gesamtverteilung ausgedru¨ckt
GPsm(z) =
1
〈m〉 (ln [GPPCH(z)]− λ(z − 1)) + 1 . (4.49)
Die n-te Ableitung der erzeugenden Funktion GPsm(z) fu¨hrt auf den Zusammenhang zwi-
schen Einzelmoleku¨lfunktion Psm(n) und der Gesamtverteilung PPCH(n)








〈m〉 (−(〈m〉+ λ) + λ) + 1 = 0











































Nun gilt allgemein fu¨r die n-te Ableitung zweier verketteter Funktionen g und f an der






















wobei u¨ber k1, k2, . . . kn ∈ N0 mit k1 + k2 + · · · + kn = l und 1k1 + 2k2 + · · · + nkn = n




gegeben deren l-te Ableitung
g(l) = (−1)l−1 (l − 1)!〈m〉
1
zl
fu¨r l = 1, 2, . . . ist. Die innere Funktion f = GPsig(z) entspricht der wahrscheinlichkeitser-
zeugenden Funktion der Gesamtverteilung. Damit gilt(




und fu¨r den Vorfaktor im Za¨hler der Summe erha¨lt man
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Letztlich erha¨lt man damit die Einzelmoleku¨lverteilung als Funktion der Gesamtverteilung
Psm(n) =























fu¨r n > 1
wobei die Nebenbedingungen, denen die Summationsindices unterliegen, beachtet werden


































so wird oﬀensichtlich, dass mit gro¨ßer werdendem n die Komplexita¨t der Funktion rapide
zunimmt. Auch wenn die theoretische Berechnung prinzipiell keine Schwierigkeit darstellt,
ergeben sich fu¨r die Praxis gewisse Einschra¨nkungen fu¨r die Binzeit der Messung. Das
Auftreten von P lPCH(0), l = 1, 2, . . . , n im Nenner macht die Funktion besonders anfa¨llig
gegenu¨ber Schwankungen in den Nullereignissen. Somit kommen fu¨r eine Messung nur
Binzeiten in Frage, die einen mo¨glichst kleinen statistischen Fehler in Psig(0) erlauben.
Alternativ besteht die Mo¨glichkeit, die erzeugende Funktion der Signalverteilung direkt
aus den Messdaten zu berechnen und anschließend eine numerische Diﬀerentiation durch-
zufu¨hren. Die Frage, ob hierdurch eine erho¨hte Stabilita¨t gegenu¨ber Messfehlern erreicht
wird, kann jedoch im Rahmen dieser Arbeit nicht beantwortet werden.
4.7.2 Einzelmoleku¨lmomente
Analog zur Rekursionsformel der Gesamtverteilung kann die Rekursionsformel der Mo-

















m(k−j),PCH[λ+ 〈m〉mj,sm] + λ
)]
fu¨r k > 1 .
(4.51)
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〈m〉(m3,PCH − 3m1,PCHm2,PCH + 2m
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Die vorangegangenen Betrachtungen haben gezeigt, dass ein Moleku¨ltyp in einem Fluo-
reszenzﬂuktuaktionsexperiment (FFE) durch das eﬀektive Volumen und die Einzelmo-
leku¨lverteilung eindeutig charakterisiert ist. Dies gilt fu¨r alle lokalen molekularen Hellig-
keiten (LMH) µ(~r), so dass die Theorie fu¨r jedes FFE Gu¨ltigkeit hat. Von besonderer
Bedeutung ist der Spezialfall einer gaußfo¨rmigen LMH, fu¨r die im weiteren Verlauf dieses
Kapitels die eingefu¨hrten Konzepte na¨her speziﬁziert werden. Dieses Model hat sich fu¨r
Anwendungen als Standard durchgesetzt. Die damit eingefu¨hrte stark vereinfachte Dar-
stellung der eher komplexen Geometrie realer Helligkeitsfunktionen ist umstritten [19,21].
In der Praxis jedoch wird dieses Modell z.B. als Basis fu¨r die etablierte Fluoreszenzkorre-
lationsspektroskopie (FCS) mit großem Erfolg eingesetzt.
Im Folgenden sei die LMH durch die zentralsymmetrische, dreidimensionale Gaußfunktion
µ(~r) = µ(r) = µmax exp[−2r
2
a2
] mit µmax = α∆T kexc(~r0) (5.1)
gegeben. Die maximale Photonendetektionsrate µmax entspricht der Anzahl an Fluores-
zenzphotonen, die von einem Moleku¨l detektiert werden, welches sich am Ort ~r0 der maxi-
malen Anregungsintensita¨t beﬁndet. Wa¨hrend die Lichtverluste α im Wesentlichen durch
den experimentellen Aufbau bestimmt werden, ko¨nnen die Binbreite ∆T und die Anre-
gungsrate kexc bis zu einem gewissen Grad durch den Experimentator frei gewa¨hlt werden.
Die Taillenbreite a ist der Abstand von der Strahlachse, bei dem die maximale LMH um
den Faktor e−2 abgefallen ist. Im Falle des zentralsymmetrischen Gaußproﬁls (5.1) werden
ca. 74% aller gemessenen Photonen von Moleku¨len innerhalb einer Kugel mit dem Radius
a detektiert.
Eine obere Schranke ergibt sich fu¨r die Binbreite ∆T aus der Bedingung kleiner Binzeiten.
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Dies ist in guter Na¨herung erfu¨llt, solange die gewa¨hlte Binzeit wesentlich kleiner ist als
die Diﬀusionszeit (2.20) des Probemoleku¨ls (∆T ≪ τD) durch das Beobachtungsvolumen.
Typische experimentelle Diﬀusionszeiten sind im Bereich von τD = 100µs fu¨r Farbstoﬀe
wie Rhodamin 6G und mehrere Millisekunden fu¨r ﬂuoreszierende Mikropartikel. Die Be-
dingung kleiner Binzeiten ist z.B. fu¨r Binbreiten in der Gro¨ßenordnung von ∆T ≈ 1 · 10−6 s
fu¨r einen typischen konfokalen Aufbau gut erfu¨llt.
Experimentell wird idealerweise versucht, das Proﬁl (5.1) durch die Einkopplung der
gaußfo¨rmigen T0-Mode eines Laser zu erreichen. Das Gaußmodell (5.1) ist dann solan-
ge gu¨ltig Na¨herung, wie ein linearer Zusammenhang zwischen der mittleren Emissionsrate
(2.6) und der Anregungsintensita¨t Iexc besteht. Große Intensita¨ten fu¨hren aufgrund der
endlichen Lebensdauer τ der angeregten Zusta¨nde (2.4) zu Sa¨ttigungseﬀekten. Deshalb
kann auch die Anregungsrate kexc nicht beliebig groß gewa¨hlt werden. Der Kehrwert der
Lebensdauer 1/τ stellt eine obere Grenze fu¨r die Anregungsrate dar. Fu¨r viele Farbstoﬀe
liegt τ im Bereich weniger Nanosekunden, so dass Anregungsraten in der Gro¨ßenordnung
von kexc ≈ 1 · 106 s−1 noch deutlich unter der Sa¨ttigungsgrenze liegen.
Im folgenden Abschnitt 5.1 wird das eﬀektive Volumen Veff fu¨r das konkrete Beispiel
der gaußfo¨rmigen LMH (5.1) berechnet. Neben einer Reihenentwicklung wird eine nume-
risch stabile Integraldarstellung formuliert. Das Verhalten des eﬀektiven Volumens wird in
Abha¨ngigkeit von µmax dargestellt und insbesondere im Vergleich zum Beobachtungsvolu-
men der Fluoreszenzkorrelationsanalyse VFCS diskutiert. Anschließend wird in Abschnitt
5.2 die analytische Form der Einzelmoleku¨lverteilung Psm(n) abgeleitet. Wie beim eﬀek-
tiven Volumen wird neben der Reihendarstellung eine Integraldarstellung angegeben. Auf
Basis der Integraldarstellung werden Einzelmoleku¨lfunktionen fu¨r unterschiedliche ma-
ximale Photonendetektionsraten numerisch berechnet und anschließend diskutiert. Dem
folgt eine analytische Darstellung der Momente der Einzelmoleku¨lfunktion sowie des Er-
wartungswertes, der Varianz und des Q-Faktors, welche aus den Momenten berechnet wer-
den ko¨nnen. Zuletzt wird der Begriﬀ der mittleren molekularen Helligkeit deﬁniert und
anhand der Poisson- und Einzelmoleku¨lverteilung ero¨rtert. Im folgenden Abschnitt 5.3
werden Signalverteilungen fu¨r unterschiedliche Konzentrationen berechnet und diskutiert.
Analog zur Einzelmoleku¨lverteilung wird eine analytische Form der Momente abgeleitet
sowie Mittelwert, Varianz und Q-Faktor berechnet. Das Kapitel endet mit einer Diskussion
der Gesamtverteilungen in Abschnitt 5.4.
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5.1 Effektives Volumen
Im Fall kleiner Binzeiten ist das eﬀektive Volumen durch das Integral (4.9) gegeben. Dieses
kann auf verschiedene Weisen berechnet werden. Fu¨r eine Diskussion der analytischen
Struktur eignet sich besonders eine Potenzreihenentwicklung. Dabei ﬁndet die Entwicklung











Anwendung. Aufgrund der gleichma¨ßigen Konvergenz der Reihe (5.2) ist eine gliedweise












Bei dem nun zu lo¨senden Integral handelt es sich um die Momente der Gaußfunktion (5.1),



















































F (µmax) . (5.5)
Aus numerischer Sicht ist die Summendarstellung (5.4) jedoch relativ ungeeignet. Al-
ternativ hierzu kann durch eine Transformation der Integrationsvariablen von r → µ eine
einfach zu berechnende integrale Darstellung des eﬀektiven Volumens (4.9) formuliert wer-
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Das eﬀektive Volumen Veff ist als Funktion von µmax in Abbildung 5.1 dargestellt. Fu¨r klei-
ner werdendes µmax strebt das Beobachtungsvolumen gegen den Grenzwert Null. Dadurch
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Abbildung 5.1: Funktionaler Verlauf des effektiven Volumens Veff (in Femtolitern) in Abha¨ngig-
keit von der maximalen Photonendetektionsrate µmax. Die Taillenweite des Anregungsprofil be-
tra¨gt a = 0.3µm.
Die Funktion ﬂacht mit wachsendem µmax ab, zeigt aber dennoch einen streng monoton
steigenden Verlauf. Fu¨r beliebig großes µmax kann auch Veff beliebig groß werden. Ein
beliebig großes µmax ist jedoch – wie bereits oben diskutiert – in realen Experimenten
durch die Lebensdauer der Anregungszusta¨nde der Fluorophore ausgeschlossen. Fu¨r eine
konstante Anregungsrate kexc, kann Abb. 5.1 auch als funktionaler Verlauf des eﬀektiven
Volumens in Abha¨ngigkeit der Binbreite ∆T interpretiert werden (µmax ∝ kexc(~r)∆T ).
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Die Abha¨ngigkeit von der maximalen Photonendetektionsrate unterscheidet Veff grundle-
gend von dem Beobachtungsvolumen VFCS in der Korrelationsspektroskopie, (siehe (2.18)).
Wa¨hrend VFCS allein durch den Parameter a bestimmt ist, ha¨ngt Veff auch von der einge-
strahlten Leistung und den molekularen Eigenschaften des Fluorophores ab.
Im zentralsymmetrischen Fall ist VFCS = π
3
2a3. Beide Volumina werden identisch (VFCS =
Veff) fu¨r F (µmax) = 2
3
2 , siehe (5.5). Aus numerischen Berechnungen ergibt sich diese
Identita¨t bei einem Wert von µmax in der Gro¨ssenordung von µmax ≈ 5.3. Trotz ihrer phy-
sikalischen Unterschiede sind beide Volumina in realistischen experimentellen Bedingungen
von derselben Gro¨ßenordnung.
5.2 Einzelmoleku¨lverteilung
Die entsprechende Einzelmoleku¨lverteilung kann fu¨r die LMH (5.1) aus Gleichung (4.14)
berechnet werden. Auch hier bietet es sich an, in Analogie zum eﬀektiven Volumen eine
Summen- und die dazugeho¨rige integrale Darstellung abzuleiten, um je nach Zweckma¨ßig-













im Integral (4.14) ist gleichma¨ßig konvergent. Somit kann auch hier das Integral in die
Summe gezogen werden










d3r µ(r)n+k . (5.8)





























zeigt sich, dass die Momente µk unabha¨ngig von der Taillenweite a sind und vollsta¨ndig
durch die maximale Photonendetektionsrate µmax charakterisiert werden. Dies gilt folglich
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auch fu¨r die Einzelmoleku¨lverteilung, wie nach dem Einsetzen von (5.10) in (5.8) deutlich
wird



























kann die Einzelmoleku¨lverteilung durch den Quotienten




dargestellt werden. Aus der Normierung der Einzelmoleku¨lfunktion – siehe (4.15) – folgt












Dabei ist zu beachten, dass die Einzelmoleku¨lverteilung Psm(n) fu¨r n = 0 entsprechend
ihrer Deﬁnition Null ist.
Analog zu Abschnitt 5.1 kann durch eine Transformation der Variablen von r → µ eine
















In Abbildung (5.2) sind die Einzelmoleku¨lverteilungen in einem doppellogarithmischen
Maßstab fu¨r die maximalen Photonendetektionsraten µmax = 5, 10, 15, 20 dargestellt. Die
Einzelmoleku¨lverteilungen wurden mit Hilfe der Gleichung (5.13) auf der Basis der Integ-
raldarstellungen 5.6 und 5.14 berechnet. Die einzelnen Verteilungen verlaufen relativ ﬂach,
bis sie ab einem n0 ≈ µmax fu¨r gro¨ßer werdende n schnell abfallen. Dieses Verhalten zeigt
deutlich, dass die maximale Photonendetektionsrate eine gewisse Grenze fu¨r die zu beob-
achtenden Photonenzahlen des Einzelmoleku¨ls darstellt. Die Wahrscheinlichkeiten sinken
fu¨r gro¨ßere n so schnell ab, dass sie experimentell nur selten zu beobachten sind.
Mit zunehmenden µmax ist auch ein Absinken der Verteilung Psm(n) fu¨r kleine Photo-
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Abbildung 5.2: Einzelmoleku¨lverteilungen Psm(n) fu¨r unterschiedliche maximale Photonende-
tektionsraten µmax = 5, 10, 15, 20. Deutlich ist der starke Abfall der Verteilungen fu¨r n > µmax
zu erkennen.
bedingt. Anschaulich bedeutet die Normierung, dass die Fla¨che unter jedem Graphen in
Abbildung 5.2 gleich ist. Somit mu¨ssen die Einzelmoleku¨lverteilungen Psm(n) fu¨r kleine
Photonenzahlen absinken, wenn die Wahrscheinlichkeiten fu¨r große n mit zunehmendem
µmax anwachsen.
Im Folgenden werden die Momente der Einzelmoleku¨lverteilung behandelt. Wie die Ein-
zelmolku¨lverteilung und das eﬀektive Volumen ko¨nnen diese Momente benutzt werden,
um eine Moleku¨lspezies zu charakterisieren. Die Methode der Momente ist ein Standard-
verfahren zur Konzentrationsbestimmung und wird im weiteren Verlauf der Arbeit noch
detailliert diskutiert. Analytisch la¨sst sich die Einzelmoleku¨lverteilung Psm(n) durch ihre
Momente ausdru¨cken. Dazu kann in Gleichung (5.8)














zwischen den Momenten der molekularen Helligkeit µk und den Momenten der Einzelmo-










s(k + n, l) ml,sm . (5.15)
Fu¨r die Praxis ist dieser Zusammenhang von untergeordnetem Interesse, da er nur fu¨r
unendlich viele Momente gu¨ltig ist. Eine Approximation der Verteilung Psm(n) durch eine
endliche Reihe kann nicht unbedingt durch das Hinzufu¨gen ho¨herer Ordnungen verbessert
werden. Dies ist das klassische Problem von Stieltjes aus der statistischen Mathematik [45].
Obwohl die Momente mk,sm nur beschra¨nkt geeignet sind, die Einzelmoleku¨lverteilung
zu bestimmen, ermo¨glichen sie dennoch eine Vielzahl von Aussagen u¨ber die charakte-
ristischen physikalischen Eigenschaften einer molekularen Spezies. Fu¨r die Gaußfunkti-
on ko¨nnen die Momente mk,sm analytisch berechnet werden. Aus dem Zusammenhang





















Diese sind fu¨r unterschiedliche µmax = 5, 10, 15, 20 in Tabelle 5.1 dargestellt. Die Momente
wachsen mit steigender Ordnung schnell an. Mit wachsender Ordnung werden auch die
Tabelle 5.1: Momente der Einzelmoleku¨lverteilung mk,sm der Ordnungen k = 1, 2, 3, 4 fu¨r un-
terschiedliche maximale Photonendetektionsraten µmax.
µmax m1,sm m2,sm m3,sm m4,sm
5 1.83 5.06 20.3 106
10 2.54 11.5 78.3 676
15 3.17 20.0 191 2285
20 3.76 30.4 373 5689
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Beitra¨ge von großen Photonenzahlen n immer sta¨rker gewichtet (siehe Abbildung 5.3).
Dadurch wird die experimentelle Bestimmung von Momenten hoher Ordnung erschwert.















Abbildung 5.3: Beitra¨ge nkPsm(n) zu den Momenten der Ordnungen k = 1, 2, 3, 4 der Einzel-
moleku¨lfunktion. Die maximale Photonendetektionsrate betra¨gt µmax = 15.




wa¨hrend die Varianz von Psm durch die ersten beiden Momente bestimmt ist











Die Varianz der Einzelmoleku¨lverteilung entspricht bei einem bestimmten Wert von µmax
ihrem Erwartungswert. Dies stellt den Trennungspunkt zwischen super- und subpoissoni-
scher Verteilung dar. Dieser ausgezeichnete Wert von µmax ist gegeben durch die Bedingung
F (µ̂max) = 2
3
2 und wird fu¨r einen Wert µ̂max ≈ 5.3 erreicht. Dann ist auch das Beobach-
tungsvolumen der Korrelationsanalyse VFCS identisch mit dem eﬀektiven Volumen. Bei
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Die Identita¨t von Erwartungswert und Varianz ist eine spezielle Eigenschaft der Poisson-
verteilung. Aus der analytischen Struktur der Einzelmoleku¨lfunktion (5.13) kann nicht
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Abbildung 5.4: Mittlere molekulare Helligkeiten 〈µ〉n fu¨r verschiedene maximale Photonende-
tektionsraten µmax. Die µmax stellen eine obere Schranke fu¨r die mittlere Rate dar.
Mo¨glichkeit dies zu u¨berpru¨fen ist durch die mittlere molekulare Helligkeit 〈µ〉n gege-
ben. Sie ist die mittlere Rate, die zur Generierung von n Photonen beitra¨gt und ist fu¨r
eine beliebige Photonenzahlenverteilung P (n, µ) wie folgt deﬁniert
〈µ〉n := (n+ 1) P (n+ 1, µ)
P (n, µ)
. (5.21)
Fu¨r eine Poissonverteilung mit beliebigem Parameter µ wird 〈µ〉n unabha¨ngig von n









Die mittlere molekulare Helligkeit der Einzelmoleku¨lverteilung







ist analytisch nicht lo¨sbar und kann nur numerisch ausgewertet werden. Abbildung (5.4)
zeigt die Graphen der 〈µ〉n der Einzelmoleku¨lverteilungen in Abbildung (5.2). Fu¨r kleine
Photonenzahlen n ist ein linearer Anstieg der mittleren Photonenrate zu beobachten. Fu¨r
n > n0 ≈ µmax ﬂachen die Kurven stark ab, wobei sie sich mit zunehmenden Photonenzah-
len n immer sta¨rker der maximalen molekularen Helligkeit µmax anna¨hern. Im Gegensatz
hierzu ist die mittlere molekulare Helligkeit einer Poissonverteilung Poi(n, µmax) konstant
〈µ〉n = µmax. Der Vergleich zeigt, dass die Einzelmoleku¨lverteilungen Psm(n) mit zuneh-
mender Photonenzahl n sich immer sta¨rker einer Poissonverteilung mit entsprechendem
µmax anna¨hern. Aus physikalischer Sicht werden große Photonenzahlen n u¨berwiegend von
Moleku¨len detektiert, die sich am Ort der maximalen Anregungsintensita¨t beﬁnden. Mit
zunehmendem n wird es immer unwahrscheinlicher, dass detektierte Photonen von Mo-
leku¨len stammen, die sich nicht im Maximum der Anregungsintensita¨t befunden haben.
Infolge dessen wird die Einzelmoleku¨lverteilung im Schwanzbereich immer sta¨rker durch
den poissonischen Anteil Poi(n, µmax) am Ort des Maximums dominiert.
Die mittlere molekulare Helligkeit 〈µ〉n einer Einzelmoleku¨lfunktion kann dazu verwendet
werden, die maximale Photonendetektionsrate µmax einer beliebigen lokalen molekularen
Helligkeit µ(~r) zu bestimmen. Dies setzt jedoch voraus, dass die Verteilung im Schwanz-
bereich mit hinreichender Genauigkeit bekannt ist. Dann kann µmax aus dem Konvergenz-
verhalten von 〈µ〉n fu¨r n → ∞ bestimmt werden. Unglu¨cklicherweise ist dieser Bereich
der Verteilung im Experiment schwer zu vermessen. Die Wahrscheinlichkeiten fu¨r große
Photonenzahlen n nehmen stark ab, so dass diese selten beobachtet werden und die ent-
sprechenden relativen Ha¨uﬁgkeiten mit großen statistischen Fehlern behaftet sind.
5.3 Signalverteilung
Wa¨hrend die Einzelmoleku¨lverteilung allein durch die maximale Photonendetektionsrate
µmax bestimmt ist, tritt bei der Signalverteilung die mittlere Teilchenanzahl 〈m〉 bzw. die
Konzentration 〈m〉 = C Veff als zusa¨tzlicher Parameter auf. Die mittlere Teilchenzahl ent-
spricht der durchschnittlichen Anzahl an Moleku¨len, die zum detektierten Signal beitragen
und beeinﬂusst entscheidend den Verlauf der Verteilung.
Um dies zu veranschaulichen, sind in Abb. (5.5) Signalverteilungen Psig(n, 〈m〉) in einem
doppelt logarithmischen Maßstab fu¨r 〈m〉 = 15.9, 1.59, 0.159 und 0.0159 dargestellt. Diese
wurden mit der Rekursionsformel (4.31) fu¨r die Gaußfunktion (5.1) mit einer maximalen
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Photonendetektionsrate von µmax = 15 und einem Fokusparameter von a = 0.3µm be-
rechnet. Aus den fu¨r µmax und a gewa¨hlten Werten resultiert ein eﬀektives Volumen von
Veff = 0.15 ﬂ, und die obigen mittleren Teilchenanzahlen entsprechen Konzentration von
c = 10−7 M, 10−8 M, 10−9 M und 10−10 M .
Die Wahrscheinlichkeiten der Nullereignisse Psig(n = 0) nehmen mit zunehmender Teil-
chenzahl 〈m〉 ab. Dagegen wa¨chst Psig(n) fu¨r alle n > 0 mit wachsenden 〈m〉 anfa¨nglich
an (〈m〉 = 0.0159, 0.159 und 1.59). Erst fu¨r große Teilchenzahlen (〈m〉 = 15.9) kommt es
zu einem deutlichen Absinken im Bereich kleiner Photonenzahlen n, wa¨hrend die Wahr-

















Abbildung 5.5: Signalverteilungen fu¨r mittlere Teilchenzahlen von 〈m〉 = 15.9, 1.59, 0.159 und
0.0159. Fu¨r die Berechnung der dargestellten Verteilungen wurde ein effektives Volumen von
Veff = 0.15 fl benutzt.
in der Anzahl der auftretenden Mehrfachereignisse. Ein Mehrfachereignis liegt dann vor,
wenn zwei oder mehr Moleku¨le innerhalb eines Zeitintervalls ∆T zum detektierten Signal
beitragen. Die Wahrscheinlichkeit fu¨r das Eintreten von Mehrfachereignissen ist durch die
Poissonverteilung (4.11) gegeben. Fu¨r kleine, mittlere Teilchenzahlen 〈m〉 kommen diese
nur sehr selten vor, so dass sie vernachla¨ssigt werden ko¨nnen. Dann verla¨uft die Signal-
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verteilung fu¨r n > 0 proportional zur Einzelmoleku¨lverteilung, wie auch aus der Na¨herung
(4.32) ersichtlich ist. Anschaulich gesprochen wa¨chst mit zunehmender Konzentration die
Wahrscheinlichkeit, mindestens ein Moleku¨l im eﬀektiven Volumen vorzuﬁnden. Dies be-
wirkt eine Abnahme der Nullereignisse fu¨r steigende Konzentrationen. In Konzentrations-
bereichen, in denen Mehrfachereignisse an Bedeutung gewinnen (〈m〉 ≫ 1), a¨ndert sich
dieses Verhalten. Geringe Photonenzahlen werden immer seltener beobachtet, wa¨hrend
sich insgesamt der Schwerpunkt der Verteilung zu großen n hin verschiebt.
Der Einﬂuss der Mehrfachereignisse wird oﬀensichtlich, wenn man die mit 〈m〉−1 ska-
lierten Signalverteilungen zusammen mit der zugrundeliegenden Einzelmoleku¨lverteilung



















Abbildung 5.6: Signalverteilungen skaliert mit 1/〈m〉 fu¨r mittlere Teilchenanzahlen von 〈m〉 =
15.9, 1.59, 0.159 und 0.0159. Die verwendete Einzelmoleku¨lfunktion ist als durchgezogene Linie
dargestellt.
die skalierten Einzelmoleku¨lverteilung beschrieben (siehe auch Na¨herung (4.32)). Abwei-
chungen treten erst fu¨r sehr große Photonenzahlen n auf. Dies ist eine Folge der seltenen,
aber dennoch vorhandenen Mehrfachereignisse. Erste deutliche Abweichungen treten bei
〈m〉 = 1.59 bzw. einer Konzentration von c = 1 · 10−8 M zutage, da hier bereits ein nicht
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mehr vernachla¨ssigbarer Anteil an Mehrfachereignissen stattﬁndet.
Mit den Momenten der molekularen Helligkeit (5.10) der Gaußfunktion ko¨nnen die Mo-
mente der Signalverteilung als Funktion der maximalen Photonendetektionsrate µmax und


















In Tabelle 5.2 sind die Momente mk,sig der ersten vier Ordnungen fu¨r mittlere Teilchen-
zahlen von 〈m〉 = 15.9, 1.59, 0.159 und 0.0159 aufgelistet.
Fu¨r den Erwartungswert nsig und die Varianz σ
2
sig ergibt sich aus den ersten beiden Mo-
menten
nsig = m1,sig = 〈m〉µ = 〈m〉 µmax
F (µmax)
(5.24)











Sowohl der Mittelwert als auch die Varianz der Signalverteilung sind proportional zur
mittleren Teilchenanzahl 〈m〉. Eine Erho¨hung der Konzentration hat eine gleichma¨ßige
Skalierung von Schwerpunkt und Breite der Signalverteilung zur Folge. Der Anstieg von
nsig und σ
2
sig bei einer Erho¨hung der eingekoppelten Anregungsintensita¨t (µmax ∝ Iexc) ist
in Abbildung 5.7 dargestellt (〈m〉 = 1). Beide Gro¨ßen wachsen nichtlinear mit µmax. Das
Verha¨ltnis von Varianz zu Mittelwert a¨ndert sich bei einer Steigerung der Intensita¨t. So
lassen sich die Auswirkungen von unterschiedlicher Konzentration von einer Vera¨nderung











Tabelle 5.2: Momente mk,sig der ersten vier Ordnungen (k = 1, 2, 3, 4) von Signalverteilungen
fu¨r unterschiedliche Konzentrationen C. Die maximale Photonendetektionsrate betra¨gt µmax =
15.0 und das effektive Volumen ist Veff = 0.15 fl.
〈m〉 C[M ] m1,sig m2,sig m3,sig m4,sig
15.9 1 · 10−7 48.0 2608 157181 1.04 · 107
1.59 1 · 10−8 4.80 53.3 836 16475
0.159 1 · 10−9 0.480 3.26 33.4 433














Abbildung 5.7: Mittelwert und Varianz der Signalverteilung in Abha¨ngigkeit von der maximalen
Photonendetektionsrate µmax fu¨r eine mittlere Teilchenanzahl von 〈m〉 = 1.
wa¨chst linear mit µmax an.

















Damit ist es mo¨glich, die maximale Photonendetektionsrate aus den ersten beiden Mo-
menten der Signalverteilung zu bestimmen.
5.4 Gesamtverteilung
Die Gesamtverteilung entsteht durch Faltung der Signalverteilung mit einer poissonischen
Rauschverteilung. Letztere ist allein durch einen Parameter λ bestimmt, welcher der kon-
stanten mittleren Zahl der Rauschereignisse entspricht. Um die Auswirkungen von λ auf
die Gesamtverteilung zu veranschaulichen, sind in Abbildung 5.8 verschiedene Signalver-
66 Kapitel 5. GAUSSFO¨RMIGE LOKALE MOLEKULARE HELLIGKEIT
teilungen mit Rauschanteil dargestellt. Dazu wurden die in Abbildung 5.5 dargestellten
















<mobs> = 0.0159Pnoise(n, λ = 0.2)
Abbildung 5.8: Gesamtverteilungen fu¨r mittlere Teilchenzahlen von 〈m〉 = 15.9, 1.59, 0.159
und 0.0159 mit einer maximalen Photonenrate von µmax = 16.949 und einem durchschnittli-
chen Rauschlevel von λ = 0.2. Die durchgezogene Linie zeigt die poissonische Rauschverteilung,
der sich die Photonenzahlenverteilungen mit kleiner werdender Teilchenzahl immer deutlicher
anna¨hern.
verteilung mit der reinen Signalverteilung in Abbildung 5.5 zeigt, dass wesentliche Un-
terschiede nur fu¨r kleine Photonenzahlen n sichtbar werden. Fu¨r kleine Konzentrationen
(〈m〉 = 0.159, 0.0159) sind die Abweichungen ausgepra¨gter als bei hohen Konzentrationen.




Im vorhergehenden Kapitel wurden die Photonenzahlverteilungen fu¨r eine gaußfo¨rmige An-
regungsintensita¨t berechnet und diskutiert. In diesem Kapitel folgt nun eine Anwendung
der in Kapitel 4 vorgestellten Konzepte auf simulierte Fluoreszenzﬂuktuationsexperimente
(FFE). Die Simulationsdaten enthalten die stochastischen Schwankungen, wie sie auch im
Experiment zu erwarten sind, und stellen somit einen ersten Test fu¨r die Leistungsfa¨higkeit
der entwickelten Konzepte dar. Experimentell sind die Abbildungseigenschaften der Ap-
paratur und die reale Form des Anregungsproﬁls nur schwer zu bestimmen. Diese Schwie-
rigkeiten werden hier durch die vorgegebenen Bedingungen in der Simulation umgangen.
Die Simulation eignet sich dazu, eine experimentelle Umgebung mit scharf deﬁnierten
Bedingungen abzubilden.
Das Kapitel beginnt in Abschnitt 6.1 mit einer Beschreibung des Simulationsprinzips. Dem
folgt in Abschnitt 6.2 eine Zusammenfassung der Basisparameter, die im Wesentlichen al-
len simulierten Datensa¨tzen zugrunde liegen. In 6.3 erfolgt in zwei Unterabschnitten die
Analyse der simulierten Photonenzahlverteilungen anhand des in dieser Arbeit vorgestell-
ten analytischen Modells. Im ersten Unterabschnitt 6.3.1 werden Einzelmoleku¨l- und Si-
gnalverteilungen unterschiedlicher Konzentrationen mit den vorgegebenen Farbstoﬀ- und
Apparaturparametern a priori berechnet und den simulierten Verteilungen gegenu¨berge-
stellt. Die Momente und der Wert des Mandelschen Q-Faktors der simulierten Verteilungen
werden berechnet und mit den entsprechenden Werten aus dem analytischen Modell ver-
glichen. Umgekehrt werden in Unterabschnitt 6.3.2 die Einzelmoleku¨lverteilung und ihre
charakteristischen Gro¨ßen aus den simulierten Signalverteilungen berechnet, wobei nur
deren Konzentration als bekannt vorausgesetzt wird. Dies entspricht der Vorgehensweise,
wie sie auch bei realen experimentellen Daten durchgefu¨hrt wird. Das Kapitel endet in
Abschnitt 6.4 mit Betrachtungen zu Grenzen der ausgearbeiten Theorie, insbesondere fu¨r
lange Binzeiten.
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6.1 Simulationsprinzip
Die Simulation basiert auf einem Random-Walk von virtuellen Moleku¨len, die sich ent-
lang der Kreuzungspunkte eines dreidimensionalen, kubischen Gitters bewegen ko¨nnen.
Das Volumen des Gitters Vg ergibt sich aus der Gitterkonstante g und der Anzahl der
Gitterpunkte pro Seitenla¨nge Ng zu Vg = ((Ng − 1)g)3. Nach jedem Zeitschritt δt erfolgt
ein Sprung der Moleku¨le zu einem der zufa¨llig ausgewa¨hlten benachbarten Gitterpunkte.
Dabei kann das Simulationsvolumen auch verlassen werden. Die Dauer der Zeitschritte
wird mit Hilfe der Einstein-Smoluchovsky-Gleichung δt = g2/(6D) aus der vorgegebenen
Diﬀusionskonstante D und der Gitterkonstante g berechnet. Die Erzeugung neuer Teil-
chen erfolgt zufa¨llig am Rand des Simulationsvolumens mit einer von der vorgegebenen
Konzentration C abha¨ngigen Rate.
Die Detektion der Photonen eines virtuellen Moleku¨ls geschieht unter der Annahme, dass
der Detektionsprozess innerhalb des Zeitintervalls δt durch einen Poissonprozess mit der
lokalen molekularen Helligkeit (LMH) µ(~r) beschrieben werden kann. Die molekulare Hel-
ligkeit µ(~r) ist durch eine kugelsymmetrische, im Koordinatenursprung zentrierte Gauß-
funktion mit Taillenparameter a realisiert







Hierbei wird vorausgesetzt, dass die Laserleistung P0 hinreichend klein gewa¨hlt ist, so dass
die Bedingungen der linearen Ein-Photonen-Anregung (OPE) erfu¨llt sind. Die maximale




aus der Binzeit ∆T , dem konstanten Lichtverlustfaktor α, der Wellenla¨nge λ und dem Ab-
sorptionsquerschnitt σ bei dieser Wellenla¨nge bestimmt. Dabei wird implizit angenommen,
dass die von den Moleku¨len emittierte Fluoreszenzintensita¨t proportional zur Anregungs-
intensita¨t des Lasers ist. Der als ortsunabha¨ngig angenommene Lichtverlustfaktor α kann
aus der numerischen Apertur des Objektivs NA = N sin(α), den Transmissionseigenschaf-
ten ǫ der Optik und der Quanteneﬃzienz q des Detektors durch α = q RA(NA) ǫ berechnet
werden. Der Raumwinkelanteil RA(NA) entspricht dem prozentualen Anteil ΩMO/4π des
von dem virtuellen Objektiv abgedeckten Raumwinkels ΩMO =
∫ α
0
dω, der aus dem Kegel
mit O¨ﬀnungswinkel α = arcsin(NA/N) berechnet werden kann.
Aufgrund der reproduktiven Eigenschaft der Poissonverteilung ist es mo¨glich, die Detektion
der Photonen aller Moleku¨le durch einen einzigen Zufallsprozess zum Ende der Binzeit ∆T




berechnet. Die Beitra¨ge ∆iµ zu einer Binzeit ∆T werden einfach aufsummiert und ein
poissonischer Zufallsgenerator aufgerufen. Die von ihm erzeugte Zufallszahl entspricht der
Anzahl der innerhalb des Zeitintervalls ∆T von allen Moleku¨len detektierten Fluoreszenz-
photonen.
Neben der Simulation konventioneller FFE, bietet die Simulation die Mo¨glichkeit, reine
Einzelmoleku¨lsignale zu erzeugen. In diesem Einzelmoleku¨lmodus wird sichergestellt, dass
immer nur ein Moleku¨l Photonen generiert. Eine weitere Betriebsart, die zur Untersuchung
von Teilaspekten bei FFE implementiert wurde, gestattet es, den Random-Walk eines
einzelnen Moleku¨ls zu Beginn jeder Binzeit von einer vorgegebenen Position ~r0 starten zu
lassen.
6.2 Simulationsparameter
Die obige Beschreibung des Simulationsprinzips macht deutlich, dass zur Generierung
eines Datensatzes verschiedene Parameter festgelegt werden mu¨ssen. Bei den folgenden
Simulationen wird davon ausgegangen, dass die emulierten FFE an derselben Apparatur
mit einem virtuellen Standardfarbstoﬀ durchgefu¨hrt werden. Aus diesem Grund ist fu¨r
einen Großteil der simulierten Datensa¨tze ein identischer Parametersatz verwendet worden,
der in Tabelle 6.1 aufgelistet ist. Die dort aufgefu¨hrten Werte gelten fu¨r alle folgenden
Simulationen, sofern im Text nicht explizit eine A¨nderung erwa¨hnt ist.
Die Basisparameter in Tabelle 6.1 sind in drei Kategorien unterteilt. Die Kategorie ”Si-
mulationsgu¨te” umfasst alle Parameter, die unmittelbar mit der Qualita¨t der simulierten
Datensa¨tze zusammenha¨ngen und in realen Experimenten keine Rolle spielen. Neben der
Simulationsdauer beeinﬂussen sie die Fehler, welche zwangsla¨uﬁg bei der Diskretisierung
eines kontinuierlichen Prozesses entstehen. Die Gitterkonstante g ist hinreichend klein
gewa¨hlt, so dass die Anregungsrate wa¨hrend der daraus resultierenden Zeitschritte als
konstant betrachtet werden kann.
Zur Kategorie ”Farbstoﬀ” geho¨ren alle diejenigen Parameter, welche unmittelbar mit dem
Fluoreszenzverhalten der simulierten Moleku¨le zusammenha¨ngen und somit in einem rea-
len Experiment nicht unabha¨ngig voneinander gewa¨hlt werden ko¨nnen. Hierzu geho¨ren die
Diﬀusionskonstante D, die Fluoreszenzquantenausbeute Φf , die Fluoreszenzlebensdauer τ
und der Absorptionsquerschnitt σ. Die in der Simulation verwendeten Parameter orientie-
ren sich dabei an Werten, die aus Messungen an dem Standardfarbstoﬀ Rh6G ermittelt
wurden [8, 50].
Die Parameter der Kategorie ”Apparatur” ko¨nnen vom Experimentator innerhalb eines
70 Kapitel 6. SIMULIERTE PHOTONENZAHLVERTEILUNGEN
Tabelle 6.1: Basisparameter der Simulation, wie sie fu¨r den Großteil der generierten Datensa¨tze
verwendet wurden. Abweichungen hiervon sind explizit im Text erwa¨hnt.
Bezeichnung Variable Wert Einheit Kategorie
Gittervolumen Vg 1.668 · 10−17 m3
Gitterkonstante g 5 · 10−9 m Simulationsgu¨te
Auﬂo¨sung des Gitters Ng 512
Fluoreszenzlebensdauer τ 1 · 10−9 s
Diﬀusionskonstante D 2.8 · 10−10 m2s−1
Absorptionsquerschnitt σ 2 · 10−20 m2 Farbstoﬀ
Fluoreszenzquantenausbeute Φf 1.0
Binbreite ∆T 1 · 10−6 s
Laserleistung P0 200 · 10−6 W
Wellenla¨nge λ 476 · 10−9 m
Fokusradius (transv.) ωf 0.3 · 10−6 m Apparatur
Fokusradius (long.) ωz 0.3 · 10−6 m
Numerische Apertur NA 1.25
Detektionseﬃzienz q 1.0
Anzahl simulierter Interv. N 1 · 107
gewissen Bereichs frei gewa¨hlt werden. Argon-Ionen-Laser ermo¨glichen es z.B. gaußfo¨rmige
Anregungsproﬁle bei diversen Wellenla¨ngen λ zu erzeugen, wobei die eingestrahlte Laserlei-
stung P0 u¨ber Filter stufenlos einstellbar ist. Eine große Auswahl an Mikroskopobjektiven
mit großen numerischen Aperturen (NA) gestattet es, Anregungsproﬁle mit unterschied-
lichen Taillenparametern ax,y, az zu erzeugen. Obwohl man es in der Praxis meistens mit
einem Ellipsoid zu tun hat, wurde fu¨r die Simulationen aus Gru¨nden der Vereinfachung
ein zentralsymmetrisches Anregungsproﬁl gewa¨hlt (ax,y = az = a). Die Detektionseﬃzienz
q wird durch die Wahl des Photonenza¨hlwerks und der insgesamt verwendeten Optik fest-
gelegt. Die Anzahl der Intervalle N ergibt sich unmittelbar aus der bei modernen Karten
frei wa¨hlbaren Intervallbreite ∆T und der Gesamtmessdauer T zu N = T/∆T .
Durch die Wahl eines endlichen Simulationsvolumens Vg werden Photonenereignissse, die
außerhalb dieses Volumens stattﬁnden ko¨nnen, nicht beru¨cksichtigt. Dies fu¨hrt zu einer
Unterscha¨tzung kleiner Photonenzahlen. Diese Unterscha¨tzung kann jedoch vernachla¨ssigt
werden, wenn das Simulationsvolumen deutlich gro¨ßer als das eﬀektive Anregungsvolu-
men gewa¨hlt ist. Die Kantenla¨nge des kubischen Simulationsvolumens L = g(Ng − 1) =
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2.56 · 10−6m ist so groß, dass so gut wie alle Photonen innerhalb des Simulationsvolumens
generiert werden.
6.3 Verteilungen im Falle kleiner Binzeiten
Nach der Einfu¨hrung des Simulationsprinzips und seiner Basisparameter werden im folgen-
den simulierte Verteilungen fu¨r kleine Binzeiten unter zwei verschiedenen Gesichtspunkten
analysiert. Auf Besonderheiten fu¨r lange Binzeiten wird in Abschnitt 6.4 separat einge-
gangen. Zuerst erfolgt in Unterabschnitt 6.3.1 eine a priori Vohersage der zu erwartenden
Einzelmoleku¨l- und Signalverteilungen. Diese werden den Simulationsdaten gegenu¨berge-
stellt. Im Anschluss werden in Unterabschnitt 6.3.2 die charakteristischen Einzelmolekul-
gro¨ßen aus den simulierten Signalverteilungen bestimmt, wobei lediglich die Konzentration
als bekannt vorausgesetzt wird.
Mit den Basisparametern in Tab. 6.1 sind 10 Datensa¨tze im Einzelmoleku¨lmodus er-
zeugt worden. Zusa¨tzlich wurden 10 Datensa¨tze fu¨r jede Konzentration C = 10−7 M,
10−8 M, 10−9 M und 10−10 M simuliert. Jeder Datensatz entha¨lt N = 1 · 107 Eintra¨ge.
Wa¨hrend die tatsa¨chliche Simulationsdauer pro Datensatz mehrere Stunden bis Tage
betragen hat, wu¨rde sich die Gesamtmessdauer in einem realen Experiment auf T =
N∆T = 107 · 10−6 s = 10 s belaufen. Aus den Werten der Diﬀusionskonstanten D =
2.8 · 10−10m2s−1 und der Strahltaille a = 0.3µm folgt eine Diﬀusionszeit von τD = a2/(4D) =
80µs. Die Binzeit von ∆T = 1µs kann damit auf der Zeitskala der Diﬀusion als ”klein”
angesehen werden (∆T ≪ τD).
6.3.1 Verteilungen
Um die Verteilungen a priori berechnen zu ko¨nnen, muss die mittlere molekulare Helligkeit
µ(~r) als bekannt vorausgesetzt werden. In der konfokalen Mikroskopie ist die Na¨herung
durch eine Gaußfunktion eine erfolgreiche Vorgehensweise in FCS-Messungen. Deshalb
wird auch hier ein gaußfo¨rmiges Anregungproﬁl gewa¨hlt. Die maximale Photonendetek-




h c 2 π a2
= α∆Tkexc = 16.9499 . (6.2)
In Abbildung 6.1 sind die aus Simulationen bestimmten zehn Einzelmoleku¨lverteilungen
PN(n) in einem doppelt logarithmischen Maßstab aufgetragen. Die Wahrscheinlichkeiten
PN(n) sind fu¨r die diskreten Photonenzahlen n als Kreuze mit Fehlerbalken dargestellt.
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Abbildung 6.1: Vergleich der simulierten und analytisch berechneten Einzelmoleku¨lverteilungen.
Im unteren Teil der Abbildung ist das Residuum σ(n) dargestellt.
Diesen Werten ist die analytische Einzelmoleku¨lverteilung Psm(n) entsprechend (5.13) als
durchgezogene Linie gegenu¨bergestellt. Dazu wurden die integralen Formen (5.14) und










dargestellt. Die Berechnung des theoretischen Fehlers beruht auf der Annahme, dass der
Fehler der relativen Ha¨uﬁgkeiten
√
k(n)/N betra¨gt, wobei N der Anzahl an Binbreiten







In der graphischen Darstellung von Abbildung 6.1 sind die Einzelmoleku¨lverteilungen der
Simulation PN(n) von den analytischen Werten Psm(n) innerhalb der statistischen Schwan-
kungen ununterscheidbar. Die Residuen schwanken um ihre Nulllage, wie es fu¨r rein zufa¨lli-
ge Abweichungen zu erwarten ist. Die Betra¨ge der Residuen sind jedoch deutlich gro¨ßer
als Eins. Dieses Verhalten wird auch in Experimenten beobachtet [24]. Die einfache obige
Abscha¨tzung fu¨r den zu erwartenden Fehler unterscha¨tzt den wirklichen Fehler um einen
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Tabelle 6.2: Momente m̂k,sm, Varianz σ
2
sm und Qsm-Faktor der Einzelmoleku¨lverteilung. Die
obere Zeile zeigt die Werte der Simulation. In der unteren Zeile sind die Werte des analytischen
Modells aufgefu¨hrt.
m̂1,sm m̂2,sm m̂3,sm σ
2
sm Qsm
3.394± 0.003 23.61± 0.03 249.5± 0.6 12.07± 0.04 2.56± 0.01
3.408 23.83 253.1 12.22 2.58
Faktor drei bis vier.
In Tabelle 6.2 sind die ersten drei Momente m̂k,sm, k = 1, 2, 3 der Einzelmoleku¨lverteilungen
dargestellt. Die Momente der simulierten Einzelmoleku¨lverteilungen m
(i)
k,sm wurden u¨ber




















berechnet. Aus den Momenten der ersten beiden Ordnungen la¨sst sich nach (4.23) und
(4.25) die Varianz und der Q-Faktor der Einzelmoleku¨lverteilung bestimmen. Diese sind
ebenfalls in Tabelle 6.2 aufgefu¨hrt. Die hierfu¨r angegebenen Fehler wurden nach dem
Gaußschen Fehlerfortpﬂanzungsgesetz bestimmt.
Die Varianz und der Q-Faktor des analytischen Modells ko¨nnen mit Hilfe von (5.17) und
(5.20) direkt aus der maximalen Photonendetektionsrate µmax berechnet werden. Dazu
muss der Wert F (µmax) (siehe (5.6)) bestimmt werden. Die numerische Integration ergibt
fu¨r µmax = 16.9499 einen Wert von
F (µmax) = 4.97329 . (6.5)
Der Vergleich zeigt, dass die analytischen Werte die simulierten Kenngro¨ßen geringfu¨gig
u¨berscha¨tzen. Die Abweichungen sind kleiner als ein Prozent. Mo¨gliche Ursachen sind der
Einﬂuss der Diﬀusion (siehe Abschnitt 6.4) und die Beru¨cksichtigung des asymptotischen
Verhaltens der analytischen Formel Psm(n) fu¨r sehr große Photonenzahlen.
In den Abbildungen 6.2 a–d sind die simulierten Signalverteilungen PN(n) fu¨r die Konzen-
trationen C = 10−7 M (Teilbild a), C = 10−8 M (Teilbild b), C = 10−9 M (Teilbild c) und
C = 10−10 M (Teilbild d) dargestellt. Fu¨r jede Konzentration wurden zehn Simulationen
durchgefu¨hrt und die Ergebnisse analog zu Abbildung 6.1 durch Kreuze mit Fehlerbalken
gekennzeichnet. Wa¨hrend die Einzelmoleku¨lverteilung unabha¨ngig von dem Taillenpara-
meter a ist, ha¨ngt die Signalverteilung fu¨r eine gegebene Konzentration C davon ab. Der
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Taillenparameter geht in die Berechnung des eﬀektiven Volumens Veff ein. Fu¨r die obige
maximale Photonendetektionsrate µmax = 16.9499 liefert die numerische Integration von
Gleichung (4.9) fu¨r a = 0.3µm ein eﬀektives Volumen von Veff = 0.264 ﬂ. Mit diesem Wert
ko¨nnen die simulierten Konzentrationen aus 〈m〉 = C Veff in die mittleren Teilchenzahlen
〈m〉 = 15.9, 1.59, 0.159 und 0.0159 umgerechnet werden. Die analytischen Signalvertei-
lungen Psig(n) lassen sich damit entsprechend (4.31) numerisch berechnen. Diese sind als
durchgezogene Linie in den Abbildungen 6.2 a–d dargestellt. Die unteren Bildteile zeigen
die Residuen.
Eine qualitative Betrachtung der Abbildungen zeigt, dass die simulierten Verteilungen
PN(n) gut durch die analytischen Signalverteilungen Psig(n) wiedergegeben werden. Die
Residuen schwanken zufa¨llig um die Nulllage. Die Betra¨ge der Residuen werden mit zuneh-
mender Konzentration kleiner. Die Ursache hierfu¨r liegt in einer Abnahme der relativen
Teilchenﬂuktuationen mit zunehmender Konzentration. Ein Maß hierfu¨r ist der relative
Fehler ∆〈m〉/〈m〉 = 1/√〈m〉 der Poissonverteilung (4.11), der fu¨r 〈m〉 → ∞ gegen Null
strebt. Die großen relativen Teilchenﬂuktuationen bedingen besondere Anforderungen an
die Messzeit. Fu¨r kleine Konzentrationen sind experimentell wie auch in der Simulation
wesentlich la¨ngere Messzeiten notwendig. Fu¨r die ho¨chste Konzentration C = 10−7 M deu-
ten sich im unteren Teil von Abbildung 6.2d systematische Schwankungen im Residuum
an, welche vermutlich auf die vernachla¨ssigte Diﬀusion zuru¨ckzufu¨hren sind.
In Analogie zur Einzelmoleku¨lverteilung wurden fu¨r die Signalverteilungen die Momente
m̂k,sig der ersten beiden Ordnungen berechnet. Diese sind zusammen mit den nach (5.25)
und (5.26) berechneten Werten fu¨r die Varianz σ2sig und den Qsig-Faktor in Tabelle 6.3
aufgelistet. Fu¨r die Simulation ist zusa¨tzlich die maximale Photonendetektionsrate µmax
dargestellt, wie sie sich aus Qsig nach Gleichung (5.26) ergibt. Dieser Wert ist mit dem
exakten Wert von µmax = 16.9499 zu vergleichen. Die Werte in den oberen vier Zeilen der
Tabelle beziehen sich auf die Simulation, wa¨hrend die unteren vier Zeilen die analytischen
Werte angeben. Mit Ausnahme der C = 10−10 M Konzentration stimmen die simulierten
Kenngro¨ßen der Signalverteilungen innerhalb ihrer Fehlergrenzen mit den analytischen
Werten u¨berein. A¨hnlich wie bei der Einzelmoleku¨lverteilung u¨berscha¨tzen die analyti-
schen Werte die simulierten Kenngro¨ßen geringfu¨gig.
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Abbildung 6.2: Simulierte und analytische Signalverteilungen der Konzentrationen C =
10−10 M (6.2a), C = 10−9 M (6.2b), C = 10−8 M (6.2c) und C = 10−7 M (6.2d) im Ver-
gleich. Im unteren Teil der Abbildungen ist jeweils das Residuum σ(n) dargestellt.
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Abbildung 6.2: Simulierte und analytische Signalverteilungen der Konzentrationen C =
10−10 M (6.2a), C = 10−9 M, C = 10−8 M und C = 10−7 M im Vergleich. Im unteren Teil
der Abbildungen ist jeweils das Residuum σ(n) dargestellt.
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Tabelle 6.3: Mittlere Momente m̂k,sig, Varianz σ
2
sig, Qsig-Faktor und die daraus bestimmte maxi-
male Photonendetektionsrate µmax aus simulierten Signalverteilungen unterschiedlicher Konzen-
tration C. Der abgesetzte Tabellenblock zeigt die entsprechenden exakten Werte des analytischen
Modells.
C[M] m̂1,sig m̂2,sig σ
2
sig Qsig µmax
1 · 10−7 54.28± 0.02 3323± 2 378± 3 5.97± 0.05 16.9± 0.1
1 · 10−8 5.422± 0.008 67.2± 0.2 37.8± 0.2 5.96± 0.04 16.9± 0.1
1 · 10−9 0.542± 0.002 4.08± 0.02 3.79± 0.02 5.99± 0.04 16.9± 0.1
1 · 10−10 0.0529± 0.0007 0.371± 0.007 0.369± 0.007 5.96± 0.2 16.9± 0.6
1 · 10−7 54.26 3323 379 — —
1 · 10−8 5.426 67.4 37.9 — —
1 · 10−9 0.543 4.09 3.79 — —
1 · 10−10 0.0543 0.382 0.379 — —
6.3.2 Charakteristische Einzelmoleku¨lgro¨ßen
Die Betrachtungen im vorangegangen Abschnitt setzten die lokale molekulare Helligkeit als
bekannt voraus, so dass die Photonenzahlverteilungen und die daraus abgeleiteten Gro¨ßen
fu¨r beliebige Konzentrationen a priori berechnet werden konnten. Im Folgenden wird der
umgekehrte Weg gegangen. Die charakteristischen Einzelmoleku¨lgro¨ßen werden aus der
Signalverteilung bestimmt. Dabei wird vorausgesetzt, dass die Konzentration C bekannt
ist. U¨ber die Form und Eigenschaften der lokalen molekularen Helligkeit werden keine
Annahmen gemacht. Hierzu werden die simulierten Verteilungen aus Unterabschnitt 6.3
benutzt. Gema¨ß Gleichung (4.13) kann das eﬀektive Volumen Veff fu¨r eine Farbstoﬀspezies
der Konzentration C aus der relativen Ha¨uﬁgkeit der Nullereignisse P0 bestimmt werden.
In Tabelle 6.4 sind die eﬀektiven Volumina aufgefu¨hrt, die gema¨ß
Veff [ﬂ] = − log(P0)
6.022 · 10−26C [M] (6.6)
aus den P0 der simulierten Signalverteilungen berechnet wurden. Die Anwendung dieser
Formel kann fu¨r hohe Konzentrationen problematisch sein. Die Anzahl der Nullereignis-
se P0 nimmt fu¨r sehr hohe Konzentrationen ab (siehe Abbildungen 6.2 a–d). Dies kann
zu großen statistischen Unsicherheiten in P0 fu¨hren. So wurden fu¨r die Konzentration
C = 10−7 M nur zwei Nullereignisse simuliert. Die Berechnung des eﬀektiven Volumens
aus P0 macht in diesem Fall keinen Sinn und ist deshalb in Tabelle 6.4 nicht mit aufgefu¨hrt.
Die fu¨r verschiedene Konzentrationen angegebenen Werte fu¨r Veff sind mit dem exakten
Wert Veff = 0.2644 ﬂ zu vergleichen. Fu¨r alle Konzentrationen liegen die relativen Fehler
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deutlich unter einem Prozent. Die berechneten Volumina stimmen fu¨r die Konzentrationen
C = 10−8 M und C = 10−9 M innerhalb der Fehlergrenzen mit dem exakten Wert u¨berein.
Fu¨r die Konzentration C = 10−10 M ist der ermittelte Wert fu¨r das eﬀektive Volumen
geringfu¨gig kleiner als der exakte Wert. Auch nimmt die Streuung mit abnehmender Kon-
zentration zu, obwohl P0 fu¨r geringe Konzentrationen eine gro¨ßere statistische Genauigkeit
aufweist. Die Ursache hierfu¨r ist die erho¨hte relative Teilchenﬂuktuation mit abnehmender
Konzentration.
Tabelle 6.4: Mittelwerte des effektiven Volumens V̂eff (in fl) und ihre relativen Fehler, die aus
simulierten Datensa¨tzen unterschiedlicher Konzentration C bestimmt wurden. Die letzte Zeile
zeigt den exakten Wert des analytischen Modells.
C [M] V̂eff [ﬂ]
1 · 10−8 0.2649± 0.0004
1 · 10−9 0.2642± 0.0008
1 · 10−10 0.259± 0.002
exakt 0.2644
Mit Hilfe der Rekursionsformel (4.48) la¨sst sich die charakteristische Einzelmoleku¨lvertei-
lung Psm(n) aus den Verteilungen rekonstruieren. In Abbildung 6.3 a–c sind die Einzelmo-
leku¨lverteilungen dargestellt, wie sie sich aus den simulierten Verteilungen der Konzentra-
tionen C = 10−8 M (Abbildung 6.3a), C = 10−9 M (Abbildung 6.3b) und C = 10−10 M
(Abbildung 6.3c) ergeben. Die Einzelmoleku¨lverteilung aus der Signalverteilung fu¨r die
Konzentration C = 10−7 M wurde nicht berechnet, weil die statistische Genauigkeit der
Nullereignisse P0 nicht ausreichend ist. Die als Kreuze mit Fehlerbalken dargestellten Ein-
zelmoleku¨lverteilungen wurden fu¨r jede der zehn Simulationen pro Konzentration berech-
net. Die entsprechende analytische Einzelmoleku¨lverteilung Psm(n) ist jeweils als durch-
Tabelle 6.5: Mittelwerte der ersten fu¨nf Einzelmoleku¨lmomente m̂k,sm die aus simulierten Si-
gnalverteilungen unterschiedlicher Konzentration C bestimmt wurden. Die letzte Zeile zeigt die
exakten Werte.
C[M] m̂1,sm m̂2,sm m̂3,sm m̂4,sm m̂5,sm
1 · 10−8 3.406± 0.005 23.73± 0.05 251.3± 0.8 3326± 18 50752± 530
1 · 10−9 3.41± 0.01 23.8± 0.1 252± 2 3345± 29 50929± 598
1 · 10−10 3.33± 0.04 23.2± 0.4 245± 5 3240± 80 49203± 1318
exakt 3.408 23.83 253.1 3352 50928
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gezogene Linie in den Diagrammen dargestellt. Im unteren Teil der Abbildungen ist das
Residuum der Verteilungen aufgetragen. Die rekonstruierten Einzelmoleku¨lverteilungen
stimmen gut mit der analytischen Einzelmoleku¨lverteilung u¨berein. Die Residuen werden
erwartungsgema¨ß mit abnehmender Konzentration gro¨ßer.
Fu¨r die rekonstruierten Einzelmoleku¨lverteilungen wurden die ersten fu¨nf Momente gema¨ß
der Deﬁnitionsgleichung (3.6) berechnet. Die u¨ber die einzelnen Simulationen gemittel-
ten Werte sind in Tabelle 6.5 dargestellt. In der letzten Zeile sind die entsprechenden
analytischen Werte aufgelistet. Die Momente der rekonstruierten Einzelmoleku¨lverteilung
stimmen erstaunlich gut mit den analytischen Werten u¨berein, wobei die Simulation die
analytischen Werte geringfu¨gig unterscha¨tzt. Alternativ zu dieser Vorgehensweise lassen
sich die Momente der Einzelmoleku¨lfunktion mit der Rekursionsformel (4.51) aus den Mo-
menten der Signalverteilung berechnen.
Tabelle 6.6: Mittelwerte der ersten fu¨nf Momente der molekularen Helligkeit µk aus simulierten
Signalverteilungen unterschiedlicher Konzentration.
C[M] µ1 µ2 µ3 µ4 µ5
1 · 10−8 3.406± 0.005 20.32± 0.05 186.9± 0.8 2060± 19 25175± 561
1 · 10−9 3.41± 0.01 20.4± 0.1 188± 2 2071± 31 25209± 668
1 · 10−10 3.33± 0.04 19.8± 0.4 182± 6 2003± 87 24311± 1555
exakt 3.408 20.42 188.4 2075 25162
Aus den Momenten der rekonstruierten Einzelmoleku¨lverteilungen ko¨nnen die Momente
einer beliebigen lokalen molekularen Helligkeit (LMH) bestimmt werden. Diese sind ent-
sprechend (4.21) fu¨r die ersten fu¨nf Ordnungen in Tabelle 6.6 dargestellt. Die letzte Zeile
zeigt die exakten Werte der benutzten lokalen molekularen Helligkeit. Die so erhaltenen
Momente fu¨r die molekulare Helligkeit stimmen gut mit den exakten Werten u¨berein.
Wie zuvor bei den Momenten der rekonstruierten Einzelmoleku¨lverteilung unterscha¨tzt
die Simulation die exakten Werte fu¨r die Momente der LMH.
Die maximale Photonendetektionsrate kann unter der Voraussetzung einer gaußfo¨rmigen
LMH einfach aus dem Q-Faktor der Signalverteilung bestimmt werden. Bei experimentel-
len Aufbauten, deren LMH nicht durch eine Gaußfunktion angena¨hert werden kann, ist
dieser Zusammenhang nicht mehr gu¨ltig. Nach dem in Kapitel 5 vorgestellten analytischen
Modell kann die maximale Photonendetektionsrate µmax aus dem Konvergenzverhalten der
mittleren Rate (5.21) abgescha¨tzt werden. Hierbei mu¨ssen keine Annahmen u¨ber die zu-
grundeliegende LMH gemacht werden. Diese Vorgehensweise setzt jedoch voraus, dass die
Einzelmoleku¨lverteilung auch fu¨r Photonenzahlen n≫ µmax hinreichend genau bestimmt
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Abbildung 6.3: Einzelmoleku¨lfunktion aus Signalverteilung C = 1 · 10−8 M
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Abbildung 6.3: Einzelmoleku¨lfunktion aus Signalverteilung C = 1 · 10−8 M
ist. Erst in diesem Bereich ist eine Abscha¨tzung der oberen Schranke µmax mo¨glich. Diese
Voraussetzung erfu¨llen am besten die in Abbildung 6.3c dargestellten rekonstruierten Ein-
zelmoleku¨lverteilungen. Fu¨r diese Verteilungen ist die mittlere Rate 〈µ〉n in Abbildung 6.4
zusammen mit der analytischen Rate dargestellt. Aus der Abbildung wird ersichtlich, dass
die Bestimmung von µmax aufgrund der hohen Schwankungen schwierig ist.








 5  10  15  20  25  30  35  40
n
C = 1e-10 M
<µ>n
Theo
Abbildung 6.4: Mittlere Rate 〈µ〉n aus MC-simulierten Signalverteilungen der Konzentration
C = 1 · 10−10 M. Die durchgezogene Linie zeigt die theoretisch zu erwartende Rate.
6.4 Verteilungen im Fall langer Binzeiten
Zum Abschluss dieses Kapitels erfolgt eine Betrachtung von Photonenzahlverteilungen fu¨r
lange Binzeiten und die Konsequenzen, die sich aus diesen Betrachtungen fu¨r die bisher
entwickelten Konzepte ergeben. Bisher wurde implizit vorausgesetzt, dass die Binzeit ∆T
klein ist gegenu¨ber der Zeitskala der diﬀusiven Bewegung des Moleku¨ls durch den Laser-
fokus. Die Betrachtungen erfolgen in einem u¨berwiegend qualitativen Rahmen, da bisher
noch keine geschlossene quantitative Beschreibung fu¨r den vollen diﬀusiven Fall existiert.
Liegt die Binzeit ∆T in der Gro¨ßenordnung der Diﬀusionszeit des Fluorophors durch das
Beobachtungsvolumen, so kommt es innerhalb eines Zeitintervalls ∆T zu A¨nderungen in
der Helligkeit des Moleku¨ls. Ein erster Schritt, um sich der Verteilung im Falle langer Bin-
zeiten zu na¨hern, besteht in der Betrachtung des Mittelwertes der molekularen Helligkeit,
wie sie ein diﬀundierendes Moleku¨l am Ort ~r0 eﬀektiv erfa¨hrt. Dieser diﬀusive Mittelwert
kann fu¨r eine gaußfo¨rmige molekulare Helligkeit (5.1) mit Hilfe der Greenschen Funkti-
on p(~r, t|~r0, t0), siehe (3.25), durch die Methode der quadratischen Erga¨nzung analytisch
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berechnet werden
µeff(~r0, t) = µeff(r0, t) =
∫
R3
















Durch die zeitabha¨ngige Funktion β(t) werden die Auswirkungen der Diﬀusion auf die
eﬀektive Helligkeit des Moleku¨ls erfasst. Sie konvergiert fu¨r t → 0 bzw. D → 0 gegen
Eins, so dass die eﬀektive Helligkeit in die lokale molekulare Helligkeit µ(~r) u¨bergeht. Um
die durchschnittliche eﬀektive Helligkeit 〈µeff〉(r0,∆T ) zu erhalten, muss u¨ber die gesamte
Binzeit ∆T gemittelt werden

























































Nach der Transformation der Integrationsvariablen von t → β wurde in der letzten Zei-








eﬀektive mittlere Helligkeit 〈µeff〉(r,∆T ) entspricht der mittleren Anzahl an Photonen,
die von einem einzelnen Moleku¨l im Zeitintervall [t, t +∆T ] detektiert werden, unter der
Voraussetzung, dass es sich zum Zeitpunkt t am Ort ~r befunden hat.
Die Beziehung fu¨r 〈µeff〉(r,∆T ) kann mit Hilfe der Simulation u¨berpru¨ft werden, wozu ein
spezieller Betriebsmodus integriert wurde. In diesem Betriebsmodus startet ein Moleku¨l
zum Zeitpunkt t am Ort ~r einen Random-Walk, der bis zur gewa¨hlten Binzeit ∆T fortge-
setzt wird. Dabei werden die mit einem Zufallsgenerator erzeugten Fluoreszenzphotonen
entlang des Pfades aufaddiert. Dieser Vorgang wird fu¨r jedes ~r mehrfach wiederholt. Die
auf diese Weise mit der Simulation erzeugten Mittelwerte fu¨r die Photonenzahlen sind
in Abbildung (6.5) als Funktion des Anfangsortes r dargestellt. Diese simulierten Werte
ko¨nnen mit dem Graphen der obigen analytischen Form 〈µeff〉(r,∆T ) verglichen werden.
Dargestellt sind die Graphen der Binzeiten ∆T = 10−3 s, ∆T = 10−4 s, ∆T = 10−5 s
und ∆T = 10−6 s. Die Graphen fu¨r die Simulation und die analytische Formel stimmen
hervorragend u¨berein.
Die bisherigen Betrachtungen legen nun folgende Vorgehensweise nahe. Die lokale moleku-
lare Helligkeit µ(~r) wird in die in Kapitel 4 entwickelte Formel des eﬀektiven Volumens und
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Abbildung 6.5: Durchschnittliche effektive molekulare Helligkeit 〈µeff〉(r,∆T ) in Abha¨ngigkeit
der Binzeit ∆T und der Startposition ~r eines einzelnen Moleku¨ls. Diese sind sowohl fu¨r die
Simulation (Diamanten) als auch fu¨r die analytische Formel (durchgezogene Linie) dargestellt.










d3r (1− e−〈µeff〉(r,∆T )) . (6.12)
Um die Beziehung zu testen, wurde die Einzelmoleku¨lverteilung fu¨r eine Binzeit von
∆T = 100µs mit den in Tabelle 6.1 angebenen Parametern simuliert. Diese sind zusam-
men mit der analytisch berechneten Einzelmoleku¨lverteilung in Abbildung 6.7 dargestellt.
Zusa¨tzlich ist die Einzelmoleku¨lverteilung unter Vernachla¨ssigung der diﬀusiven Bewegung
(β = 1) zu sehen. Die analytische Einzelmoleku¨lfunktion u¨berscha¨tzt den Einﬂuss der Dif-
fusion deutlich. Im Gegensatz hierzu beschreibt die Verteilung fu¨r β = 1 die simulierte
Verteilung fu¨r kleine Photonenzahlen gut. Erst fu¨r sehr große Photonenzahlen n ist eine
deutliche Abweichung zu erkennen. Oﬀensichtlich versagt die obige analytische Formel fu¨r
die korrekte Beschreibung diﬀusiver Eﬀekte.
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Abbildung 6.6: Einzelmoleku¨lverteilungen fu¨r große Binzeiten (∆T = 0.1ms) aus Simulation
(durchgezogene Linie) und analytischen Betrachtungen fu¨r eine Diffusionskonstante von D =
2.8 · 10−10m2s−1. Die analytischen Verteilungen wurden sowohl mit (gepunktete Linie) als auch
ohne (gestrichelte Linien) diffusiven Anteil berechnet.
Interessanterweise wirkt sich anscheinend die Diﬀusion nur auf die maximale Photonen-
detektionsrate µmax aus. Wa¨hrend die Verteilung fu¨r β = 1 (keine Diﬀusionseﬀekte) bei
n ≈ µmax = 1649.99 abfa¨llt, ist dies bei der simulierten Einzelmoleku¨lverteilung bereits
fu¨r n ≈ 900 sichtbar. Dies ist erstaunlicherweise die um β reduzierte maximale Photonen-
detektionsrate µmaxβ(∆T ) = 907.
Abbildung 6.7 zeigt die simulierte Verteilung in Vergleich mit der analytischen Vertei-
lung, die sich ergibt, wenn die lokale molekulare Helligkeit µ(r) durch β(∆T )µ(r) ersetzt
wird. Im unteren Bildteil sind die entsprechenden Residuen abgebildet. Die Einzelmo-
leku¨lfunktionen sind fu¨r eine unterschiedliche Anzahl von Gitterpunkten (Ng = 512 bzw.
Ng = 1024) generiert worden, um den durch das endliche Simulationsvolumen verursachten
Fehler abscha¨tzen zu ko¨nnen. Die Simulationsdauer der Einzelmoleku¨lfunktionen betrug
mehrere Tage auf einem konventionellen PC (Pentium III, 1,4 GHz). Im Vergleich zu
Abbildung 6.6 ist die graphische U¨bereinstimmung zwischen Simulation und analytischer
Verteilung in dieser Abbildung 6.7 u¨berraschend gut. Abweichungen sind in den Residu-
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Abbildung 6.7: Simulierte und analytische Einzelmoleku¨lverteilungen fu¨r eine Binzeit von
∆T = 0.1ms und einer Diffusionskonstanten D = 2.8 · 10−10m2s−1. Die analytische Verteilung
ist mit einem um den Faktor β(∆T ) reduziertem µmax berechnet worden. Um den Fehler durch
das endliche Simulationsvolumen abscha¨tzen zu ko¨nnen, sind die Einzelmoleku¨lverteilungen fu¨r
unterschiedliche Gittergro¨ßen Ng = 512 und Ng = 1024 simuliert worden.
en nur fu¨r kleine Photonenzahlen n zu erkennen. Dabei reduzieren sich die Residuen mit
zunehmendem Simulationsvolumen.
Die oben beschriebenen gute U¨bereinstimmung motiviert dazu, auch die Signalverteilung
Psig(n) fu¨r µmax → β(∆T )µmax analytisch zu berechnen und mit einer Simulation zu ver-
gleichen. Dazu wurde durch eine Simulation die Signalverteilung fu¨r C = 1 · 10−8 M und
∆T = 1 · 10−4 s generiert. Die sich ergebende Verteilung ist in Abbildung 6.4 mit Kreuzen
gekennzeichnet. Die simulierte Verteilung kann mit der analytisch berechneten Signalver-
teilung fu¨r µmax → β(∆T )µmax, dargestellt als durchgezogene Linie, verglichen werden.
Fu¨r die Berechnung der analytischen Signalverteilung wurde die mittlere Teilchenzahl 〈m〉
aus den Nullereignissen der Simulation bestimmt. Obwohl die Einzelmoleku¨lverteilung
gut mit der Simulation u¨bereinstimmt, werden bei den Signalverteilungen deutliche Un-
terschiede besonders fu¨r große Photonenzahlen n sichtbar. Diese Abweichungen sind nicht
ursa¨chlich durch eine falsche mittlere Teilchenzahl 〈m〉 verursacht. Dies ist deutlich bei
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Abbildung 6.8: Signalverteilungen Psig(n) fu¨r eine Binzeit von ∆T = 0.1ms und einer Diffu-
sionskonstanten D = 2.8 · 10−10m2s−1. Die der analytischen Signalverteilung zugrundeliegende
Einzelmoleku¨lverteilung ist mit einer um den Faktor β(∆T ) reduzierten maximalen Photonen-
detektionsrate µmax berechnet worden. Fu¨r die analytische Berechnung wurden unterschiedliche
mittlere Teilchenanzahlen 〈m〉 gewa¨hlt. Die durchgezogene Linie zeigt die analytische Signalver-
teilung deren mittlere Teilchenanzahl 〈m0〉 aus den Nullereignissen m0 = m(P0) der Simulation
bestimmt wurde. Fu¨r die gestrichelt dargestellten Verteilungen wurde diese um 5% erho¨ht (m+)
bzw. erniedrigt (m−).
einer Erho¨hung bzw. Verringerung der Teilchenzahl um 5% (siehe gestrichelte Linien in
Abbildung 6.4) zu erkennen. Auf der anderen Seite beruht die analytische Signalverteilung
auf einer oﬀensichtlich korrekten Einzelmoleku¨lverteilung. Das Versagen der Poissonver-
teilung bei der Wichtung der Beitra¨ge unterschiedlich vieler Moleku¨le ko¨nnte hierfu¨r die
Ursache sein. So wa¨re es mo¨glich, dass im diﬀusiven Fall hohe Moleku¨lanzahlen sta¨rker
beitragen als es durch die Poissonverteilung beru¨cksichtigt wird. Die Beru¨cksichtigung dif-
fusiver Beitra¨ge zu den Verteilungen kann im Rahmen dieser Arbeit nicht abschliessend
gekla¨rt werden und macht weitergehende theoretische Betrachtungen notwendig.
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Kapitel 7
Fazit
Fluoreszenzﬂuktuaktionsexperimente (FFE) mit modernen konfokalen Mikroskopen und
leistungsfa¨higer Detektionselektronik verfu¨gen u¨ber die no¨tige Empﬁndlichkeit um Fluo-
reszenzsignale von einzelnen Moleku¨len beobachten zu ko¨nnen. Die gemessenen Ampli-
tudenﬂuktuationen des Fluoreszenzsignals ko¨nnen mit der Methode der Photonenzahlen-
verteilung analysiert werden. Trotz der Erfolge, die bereits mit der Methode der Pho-
tonenzahlenverteilung erzielt werden konnten, existiert bisher noch kein Modell, das eine
geschlossene Beschreibung der zugrunde liegenden Einzelmoleku¨lverteilung erlaubt. In die-
ser Arbeit ist es gelungen, die Einzelmoleku¨lverteilung auf der Grundlage eines physikalisch
motivierten Beobachtungsvolumens fu¨r beliebige FFE zu formulieren. Hierauf aufbauend
wird eine geschlossene Theorie der Photonenzahlenverteilungen fu¨r kleine Binzeiten ent-
wickelt.
Fu¨r unendliche Volumina kann mit der Mandelschen Formel keine interpretierbare Ein-
zelmoleku¨lverteilung deﬁniert werden. Die bisher vero¨ﬀentlichten Ansa¨tze umgehen diese
Schwierigkeit mit Hilfe heuristischer Prinzipien. Das in dieser Arbeit vorgestellte Modell
verwendet ein Beobachtungsvolumen, das durch die molekularen und apparativen Gro¨ßen
in einem FFE eindeutig bestimmt ist. Moleku¨le die sich ”innerhalb” dieses Volumens
beﬁnden, weisen eine von Null verschiedene Emissions- bzw. Detektionswahrscheinlich-
keit auf, so dass fu¨r eine Moleku¨lspezies die charakteristische Einzelmoleku¨lverteilung
deﬁniert werden kann. Fu¨r diese Einzelmoleku¨lverteilung wurden die Momente und der
Mandelsche Q-Faktor berechnet. Es konnte gezeigt werden, dass die Information u¨ber
die Konzentration eines Mehrteilchensystems im Wesentlichen in den Nullereignissen der
Photonenzahlverteilungen enthalten ist. Dies ermo¨glicht eine vollsta¨ndige Beschreibung
der Signalverteilung eines Mehrteilchensystems auf Basis des Beobachtungsvolumens und
der Einzelmoleku¨lverteilung. Fu¨r die Signalverteilung konnte eine analytisch handhabbare
Rekursionsformel abgeleitet werden. Mit ihrer Hilfe lassen sich die Momente der Signalver-
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teilungen als rekursive Funktion der Einzelmoleku¨lmomente formulieren. Der im weiteren
Verlauf der Arbeit entwickelte Formalismus gestattet es, die Einzelmoleku¨lverteilung einer
Moleku¨lspezies aus der messbaren Signalverteilung zu rekonstruieren. Der aufgezeigte Weg
ero¨ﬀnet neue Mo¨glichkeiten in der Analyse von FFE.
Das Beobachtungsvolumen und die Einzelmoleku¨lverteilung sind eng mit dem Begriﬀ der
lokalen molekularen Helligkeit verknu¨pft. Die lokale molekulare Helligkeit ist ein Maß fu¨r
die Sichtbarkeit eines Moleku¨ls an einem Raumpunkt. Das fu¨r beliebige Helligkeitsfunktio-
nen entwickelte Modell wurde fu¨r den Speziallfall einer gaußfo¨rmigen Helligkeit analytisch
ausgewertet. Die Annahme einer gaußfo¨rmigen Helligkeit ist eine vor allem in der Fluo-
reszenzkorrelationsspektroskopie u¨bliche Na¨herung. Die analytischen Formel zeigen, dass
das eﬀektive Beobachtungsvolumen durch die Taillenparameter und das Maximum der
Gaußfunktion eindeutig bestimmt ist. Dies unterscheidet es grundlegend vom Volumen
der Korrelationsspektroskopie, das nur von den Taillenparametern abha¨ngt. Die quanti-
tativen Betrachtungen veranschaulichen, dass beide Volumina a¨hnliche Gro¨ßenordnungen
aufweisen. Im Gegensatz zum eﬀektiven Beobachtungsvolumen zeigt die analytische Form
der Einzelmoleku¨lverteilung nur eine Abha¨ngigkeit vom Maximum der Gaußfunktion. Fu¨r
eine gaußfo¨rmige Helligkeit kann dieses Maximum aus den ersten beiden Momenten der
messbaren Gesamtverteilung bestimmt werden.
Um die Leistungsfa¨higkeit des in dieser Arbeit entwickelten Modells der Photonenzahl-
verteilungen zu demonstrieren, wurde ein Vergleich mit simulierten Verteilungen durch-
gefu¨hrt. Die simulierten Verteilungen enthalten dieselben stochastischen Schwankungen,
wie sie auch im Experiment zu erwarten sind. Die a priori -Berechnungen der simulierten
und der analytischen Einzelmoleku¨l– und Signalverteilungen stimmen sehr gut u¨berein.
Ferner konnte die Einzelmoleku¨lverteilung aus den simulierten Signalverteilung rekonstru-
iert werden. Es konnte eine deutlich Kongruenz zwischen den exakten und den rekonstru-
ierten Werten festgestellt werden.
Die experimentelle Veriﬁkation der in dieser Arbeit dargestellten grundlegenden Kon-
zepte ist der na¨chste logische Schritt, bevor ein weiterer Ausbau der Theorie erfolgt.
Konfokale Messungen an ﬂuoreszierenden Mikropartikeln und Standardfarbstoﬀen sind
hierzu geeignet. Mit Eichmessungen lassen sich die eﬀektiven Volumina der verwende-
ten Farbstoﬀe bestimmen. Mit den bekannten eﬀektiven Volumina ko¨nnen Messungen
an Verdu¨nnungsreihen der entsprechenden Farbstoﬀe erfolgen, um deren Konzentration
und Einzelmoleku¨lverteilung zu bestimmen. Zusa¨tzlich ist es mo¨glich, die Konzentratio-
nen der Verdu¨nngsreihe und die Taillenparameter der Apparatur mit der bereits etablier-
ten Methode der Fluoreszenzkorrelationsspektroskopie zu bestimmen, um Quervergleiche
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durchzufu¨hren. Fu¨r einen konfokalen Aufbau ist die molekulare Helligkeit na¨herungsweise
durch eine Gaußfunktion beschreibbar. Aus den ersten beiden Momenten der gemessenen
Gesamtverteilungen ist dann die maximale Photonendetektionsrate des Experiments be-
stimmbar. Diese kann dazu verwendet werden, die Einzelmoleku¨lverteilung zu berechnen
und mit Ergebnissen aus den Messungen zu vergleichen.
Eine experimentelle Veriﬁkation der grundlegenden Eigenschaften des in dieser Arbeit vor-
gestellten Modells wu¨rde weitere theoretische Betrachtungen nach sich ziehen. Von zentra-
ler praktischer Bedeutung ist die Frage, inwieweit die Abla¨ufe in biochemischen Prozessen
die Einzelmoleku¨lverteilung der beteiligten Fluorophore beeinﬂussen. Grundsa¨tzlich ist
dies nur mo¨glich, wenn die entsprechenden Prozesse eine Vera¨nderung der lokalen mo-
lekularen Helligkeit bewirken. Die Berechnung und der Vergleich von Einzelmoleku¨lver-
teilungen mit unterschiedlich modellierten Helligkeiten wa¨ren ein erster Schritt, sich aus
theoretischer Sicht dieser Fragestellung zu na¨hern.
Die in der Arbeit dargestellten Zusammenha¨nge beziehen sich im Wesentlichen auf kleine
Binzeiten. Die Erweiterung der Theorie auf lange Binzeiten ha¨tte verschiedene Konse-
quenzen. Durch die Wahl einer ausreichend großen Binzeit ko¨nnte eine erho¨hte statisti-
sche Genauigkeit der Photonenzahlen erreicht werden. Ferner haben die Simulationen fu¨r
lange Binzeiten gezeigt, dass die Dynamik der Moleku¨le eine A¨nderung der Photonen-
zahlenverteilungen bewirkt. Gela¨nge es, diese theoretisch zu beschreiben, so ko¨nnten die
hierfu¨r relevanten Parameter aus den Verteilungen bestimmt werden. Die Betrachtungen
im letzten Abschnitt des vorigen Kapitels geben Grund zu der Annahme, dass zumindest
die Einzelmoleku¨lverteilung auch fu¨r lange Binzeiten in einer geschlossenen Form darge-
stellt werden kann. Das Auﬃnden einer theoretische Ableitung des ad hoc eingefu¨hrten
Diﬀusionsfaktors β wa¨re ein erster Erfolg fu¨r einen weiteren Ausbau des Modells.
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