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Ce manuscrit est le re´sultat d’une activite´ de recherche de trois anne´es dans le domaine
de la repre´sentation des connaissances. La question e´tudie´e dans cette the`se concerne la prise
de de´cision argumente´e en pre´sence de connaissances contradictoires e´manant d’acteurs dont la
perception et les priorite´s sont divergentes.
Le domaine d’application plus particulie`rement conside´re´ est la de´finition de la qualite´ ali-
mentaire, pour laquelle entrent en jeu diffe´rents points de vue (inte´reˆt nutritionnel, qualite´s gus-
tatives, se´curite´ sanitaire des produits) et diffe´rents acteurs (industriels, chercheurs, citoyens)
dont les intentions divergent. L’objectif du travail est la conception d’un cadre the´orique et me´-
thodologique permettant l’aide a` la de´cision au sein d’un mode`le de repre´sentation des connais-
sances, illustre´ par un cas d’e´tude issu de la filie`re ce´re´alie`re.
En queˆte d’innovations finalise´es, ces recherches ont comme de´nominateur commun l’e´tude
de l’argumentation dans plusieurs contextes de l’IA que nous aborderons au fil de la lecture.
Cette introduction situe en premier lieu l’inte´reˆt d’e´tudier celle-ci [OTP58], les motivations qui
en de´coulent et guide la lecture de nos contributions.
1 Etude de l’argumentation
Pour le´gitimer l’utilite´ d’e´tudier l’argumentation par les logiciens et les the´oriciens de la
connaissance, il faut situer son apport majeur vis-a`-vis de la logique moderne, celle qui conc¸oit
classiquement la de´monstration comme l’examen de preuves issues d’un raisonnement mathe´-
matique. La nature meˆme de la de´libe´ration argumente´e s’oppose a` la ne´cessite´ et a` l’e´vidence,
car aucun agent raisonne´ ne trouverait utile de de´libe´rer en pre´sence d’une solution ne´cessaire
et d’argumenter contre l’e´vidence.
Depuis l’Antiquite´ cette distinction a donc e´te´ envisage´e, le raisonnement dialectique puis
les the´ories anciennes de la rhe´torique ont e´te´ e´tudie´es en paralle`le du raisonnement analytique,
traitant du vraisemblable en lieu et place des propositions ne´cessaires. De`s lors, l’utilisation de
l’argumentation pour le transfert d’une adhe´sion concernant des pre´misses vers une adhe´sion
concernant une conclusion fut inlassablement critique´e. Ainsi, s’il veut agir, l’argumentateur
est oblige´ de s’adapter a` un auditoire, on comprend alors que l’efficacite´ de ce transfert sur un
auditoire ignorant ait pu geˆner quelque peu les convictions de certains.
C’est en changeant d’auditoire que l’argumentation changea d’aspect. Par exemple, les genres
de´libe´ratifs, judiciaire et e´pidictique correspondaient selon les Anciens aux manie`res discursives
de s’adresser a` des auditoires en train de de´libe´rer, de juger ou d’assister simplement a` un
de´veloppement oratoire sans conse´quences pratiques.
Il arrive fre´quemment qu’un orateur ait besoin de persuader un auditoire composite, aux
points de vues diffe´rentiables. Il pourra ainsi a` souhait intensifier des croyances, affermir des
convictions vis-a`-vis de nouvelles attaques entrantes, en les prote´geant, utiliser des arguments
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multiples, faire appel et reconnaˆıtre des valeurs communes, conside´rer le pre´fe´rable et renforcer
par la` l’adhe´sion en vue de se prononcer sur des e´nonce´s fonde´s ou recommander des de´cisions
futures.
Ainsi, lorsqu’engage´e dans une situation de´libe´rative, l’argumentation permet de comprendre
les de´cisions. C’est la raison pour laquelle elle est en ge´ne´ral et surtout envisage´e quotidiennement
pour ses effets pratiques, en se tournant vers l’avenir, en proposant de choisir une action ou d’y
pre´parer. La de´libe´ration argumente´e devrait alors conduire en son terme a` une conclusion
ine´vitable, si les arguments avance´s sont dispose´s comme sur le plateau d’une balance dont le
principe est admis par tous. Ceci est pour autant inenvisageable dans bien des situations, par
exemple quand il s’agit de choisir une personne, et qu’un accord sur les crite`res permettant ce
choix n’est pas envisageable, la recherche d’un consensus ou a` moindre mesure d’un compromis
est alors ne´cessaire.
2 Motivation de recherche
2.1 Inte´reˆts applicatifs
A titre de cas d’e´tude, nous avons travaille´ sur un de´bat, pre´cise´ment au sujet de l’augmenta-
tion de la teneur en fibres de la farine utilise´e pour le pain de consommation courante (e.g. le pain
franc¸ais), et ce dans une vise´e de sante´ publique. Divers acteurs de la filie`re ce´re´alie`re sont donc
concerne´s, notamment le ministe`re de la sante´ au travers de ses recommandations dans le cadre
du PNNS (Programme National Nutrition Sante´). Sa proposition de le´gislation quant a` l’offre
de produits ce´re´aliers plus complets (en termes de fibres) a vu naˆıtre un jeu d’argumentation
des parties prenantes de la filie`re (meuniers, boulangers, chercheurs technologues, etc.). Ceci a
engendre´ des points de vue conflictuels et donne´ lieu a` l’amorc¸age de contre-propositions par
les acteurs du monde ce´re´alier. En re´ponse a` cela, nous proposons au travers de ce manuscrit,
un mode`le de´cisionnel a` base d’arguments, dans lequel l’ensemble des consommateurs peut eˆtre
discrimine´, pre´cise´ment en termes d’audiences, donnant de ce fait une importance relative aux
crite`res nutritionnels. Les recommandations sont alors segmente´es sur la base des arguments
issus des parties prenantes.
2.2 Inte´reˆts the´oriques
La question conside´re´e est donc celle des me´thodes de raisonnement en pre´sence d’infor-
mations contradictoires, puis de leur introduction, au sein d’un mode`le de repre´sentation des
connaissances, les graphes conceptuels, lequel permet tout aussi bien de repre´senter et de rai-
sonner avec celles-ci.
La base de notre approche est l’utilisation de syste`mes d’argumentation issus de la litte´-
rature en IA. Les syste`mes d’argumentation sont des cadres formels visant a` repre´senter des
arguments, les interactions entre ces arguments, et a` de´terminer quels e´nonce´s sont infe´rables
par un ensemble d’arguments juge´ cohe´rent, ces e´nonce´s pouvant par exemple correspondre a`
des croyances ou a` des de´cisions a` prendre. L’un des cadres formels les plus abstraits, qui fait
re´fe´rence dans le domaine, est celui propose´ par Dung en 1995.
Dans ce cadre, un syste`me d’argumentation est de´fini par un ensemble fini d’arguments et une
relation binaire sur cet ensemble, appele´e relation d’attaque. Pre´cisons que les arguments sont
donne´s et n’ont pas de structure, justifiant l’appellation de syste`me d’argumentation abstrait.
On peut e´galement voir un tel syste`me comme un graphe e´tiquete´ dont les sommets sont les
arguments et les arcs repre´sentent la relation d’attaque directe.
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S’il existe une communaute´ internationale active en argumentation, d’une part, et en de´-
cision, d’autre part, ces deux domaines ont jusqu’ici e´te´ aborde´s le plus souvent se´pare´ment.
Notre approche a donc la spe´cificite´ d’associer diffe´rents mode`les qui n’ont peu voire jamais e´te´
combine´s dans la litte´rature, l’argumentation comme e´le´ment d’explication dans la prise de de´-
cision ayant e´te´ rarement utilise´e. Notre mode`le d’arbitrage argumente´ est novateur en plusieurs
aspects : 1) il implique donc de nouvelles notions associant argumentation et de´cision, 2) il est
confronte´ a` une situation re´elle de de´cision a` base d’arguments, 3) une partie de ce mode`le est
introduit au sein d’un formalisme graphique de repre´sentation des connaissances.
2.3 Contenu du manuscrit
Ici, vont eˆtre re´sume´s les six chapitres qui composent le manuscrit, il s’agit d’autant de contri-
butions inhe´rentes, parfois partiellement, parfois exclusivement, au domaine de l’argumentation,
de la de´cision, de la repre´sentation des connaissances et de la qualite´ alimentaire.
C hapitre 1 : Systèmes d’argumentation abstraits
L’argumentation est le processus essentiel sur lequel s’appuient nos contributions. Classique-
ment, il se caracte´rise par trois e´tapes : 1) la construction d’arguments et d’attaques entre
arguments, 2) l’e´valuation de l’acceptabilite´ collective des arguments, 3) la conclusion ou la
de´finition d’e´nonce´s fonde´s. Ce chapitre pre´sente la notion de syste`me d’argumentation telle
qu’elle a e´te´ propose´e par Dung en 1995. La ge´ne´ralite´ de son mode`le, permettant notamment la
prise en compte de ceux ante´rieurs ayant trait a` la programmation logique ou au traitement de
l’inconsistance, en a fait une re´fe´rence en termes de cadre de travail en argumentation. Depuis
cette proposition, beaucoup de travaux ont discute´ des limites de ce formalisme, l’ayant tour a`
tour e´tendu, ge´ne´ralise´ ou instancie´. Nous proposons dans ce premier chapitre d’en pre´senter les
fondements (principalement en termes de composants syntaxiques et de se´mantiques d’accepta-
bilite´s collectives), ainsi que certaines de ses instanciations (illustre´es en annexe de ce chapitre).
Guide´s par une e´tude de re´fe´rence sur la capture de l’inconsistance par les attaques entre ar-
guments, nous de´crirons certaines proprie´te´s de ses instanciations, et proposerons e´galement en
annexe d’autres types d’attaques aux proprie´te´s souhaite´es. L’un d’eux sera re´utilise´ dans la
suite des chapitres (4, 5 et 6).
C hapitre 2 : Comparaison et Unification des systèmes
Une limite du syste`me “a` la Dung” est de conside´rer tous les arguments pre´sents comme ayant la
meˆme force. Cette hypothe`se semble souvent inade´quate puisqu’un argument est ge´ne´ralement
construit a` partir de plusieurs informations, certaines pouvant avoir plus de poids que d’autres.
En conse´quence, plusieurs extensions a` ce cadre ont e´te´ propose´es dans la litte´rature, raffinant
les travaux ante´rieurs entrepris sur l’inte´gration des pre´fe´rences entre arguments. Nous propo-
sons dans ce chapitre d’en rappeler leurs structures syntaxiques pour le calcul des acceptabilite´s
collectives, puis de resituer ces cadres de travail les uns par rapport aux autres au regard d’une
e´tude comparative de leurs composants syntaxiques, fonde´e sur un postulat d’e´quivalence se´man-
tique (c’est a` dire par rapport aux calculs des acceptabilite´s). Enfin, nous proposons un cadre
contextuel unificateur qui sera compare´, par cette me´thode, aux syste`mes d’argumentation de´ja`
pre´sents dans la litte´rature et re´utilise´ dans les chapitres traitant particulie`rement d’agre´gations,
de fusions et de de´cisions (3, 4 et 5).
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C hapitre 3 : Agrégation et Fusion des systèmes
Lorsqu’il s’agit d’e´valuer des arguments dans un ou plusieurs syste`mes d’argumentation, une
approche classique essaiera de de´terminer des acceptabilite´s globales pour ceux-ci. Un mode de
fusion visant a` “expanser” les syste`mes de fac¸on consensuelle avant de les fusionner en un seul est
propose´ dans la litte´rature. Nous montrerons que ce mode de fusion peut violer la consistance
des arguments collectivement accepte´s par le syste`me fusionne´. Partant de ce constat, nous pro-
poserons d’investiguer les me´thodes d’agre´gation entre attaques et pre´fe´rences de la litte´rature
pour de´terminer dans quelles conditions celles-ci conduisent ou non a` cette violation. Puis nous
conside´rerons de nouvelles me´thodes d’agre´gation contextuelle et de fusion inter-contextuelles en
de´terminant e´galement dans quels cas celles-ci aboutissent ou non au respect de la consistance
des arguments collectivement accepte´s. Nous re´utiliserons notamment dans la suite des chapitres
(4 et 5) un type d’agre´gation contextuelle pour e´tablir des recommandations.
C hapitre 4 : Système de décision argumentée
La de´cision constitue la caracte´risation d’un choix pouvant eˆtre entrepris de manie`re raison-
ne´e. Si les syste`mes de´cisionnels classiquement propose´s dans la litte´rature sont utilisables en
pre´sence d’informations incontestables, de crite`res universellement accepte´s et conside´re´s, leur
utilisation est plus limite´e lorsqu’il s’agit de les confronter a` des de´cisions pratiques de la vie
courante meˆlant points de vue divergents, croyances de´fectibles et informations pre´fe´rentielles.
D’ou` l’inte´reˆt de l’argumentation au sein des cadres de´cisionnels, celle-ci ne se contentant plus
de traiter uniquement des arguments, mais guidant le choix de la meilleure action a` entreprendre
sur la base de ces arguments, alors appele´s “pratiques”. Le sujet de ce chapitre est donc de situer
le roˆle de l’argumentation au sein de la de´cision dans la litte´rature afin d’e´tendre un mode`le
de re´fe´rence en de´cision argumente´e. Le mode`le que nous proposons prend en compte deux as-
pects : 1) la contextualisation des pre´fe´rences nous permettant d’introduire plusieurs points de
vue ouvrant la voie au traitement du compromis, 2) l’introduction d’actions spe´cialise´es (i.e.
des actions qui sont des spe´cialisations d’autres actions) permettant notamment l’e´laboration
d’actions consensuelles. Au travers d’un exemple de la vie de tous les jours, nous illustrerons les
caracte´ristiques de notre syste`me de´cisionnel e´tendu a` base d’arguments, puis le restreindrons
volontairement aux arguments en faveur d’actions, afin de proposer un principe de de´cision
pertinent pour notre cas d’e´tude concernant une politique de sante´ publique pre´sente´e dans le
Chapitre 5.
C hapitre 5 : Politique de Santé Publique en Alimentation
Le Programme National Nutrition Sante´ a pour objectif ge´ne´ral d’ame´liorer l’e´tat de sante´
de l’ensemble de la population en agissant sur l’un des de´terminants majeurs qu’est la nutrition.
Il propose ainsi une se´rie de recommandations nutritionnelles a` l’ensemble des acteurs des filie`res
agroalimentaires. La recommandation faite autour de la farine utilise´e pour le pain de consom-
mation courante est sujette a` pole´mique. L’argument avance´ par les de´cideurs est nutritionnel,
en effet la recommandation de passer d’un type 55 (0.55% de matie`re mine´rale) a` un type 80
(0.80% de matie`re mine´rale) implique une hausse de la consommation en fibres, vitamines et
mine´raux, ce qui est pertinent d’un point de vue nutritionnel. Cependant celle-ci va se heurter
aux conside´rations d’autres acteurs implique´s par cette recommandation : des meuniers concep-
teurs de la farine, en passant par les boulangers qui l’utilisent pour confectionner leurs pains
jusqu’aux consommateurs. En se basant sur notre mode`le de´cisionnel a` base d’arguments, nous
4
2. Motivation de recherche
repre´senterons les arguments de ce cas d’e´tude, et proposerons des recommandations base´es sur
des pre´fe´rences en termes d’audiences (ve´ge´tariens, cardiaques, obe`ses, etc.).
C hapitre 6 : Représentation en Graphes Conceptuels
Les syste`mes a` base de connaissances permettent de re´soudre des proble`mes en s’appuyant
sur des connaissances formelles relatives a` un domaine donne´. Pour mener a` bien cela, il existe
des formalismes de repre´sentation des connaissances et de raisonnement permettant notamment
de prendre en conside´ration les aspects syntaxiques et se´mantiques de ces connaissances dans le
domaine conside´re´. Ici, nous nous appuierons sur le mode`le des graphes conceptuels introduit
par Sowa en 1984 et ses diverses extensions. Nous proposons, dans ce chapitre, une repre´sen-
tation de la structure interne de l’argument pratique, ce qui permet ge´ne´rer les interactions
entre arguments du mode`le de´cisionnel pre´ce´demment introduit, en illustrant notre de´marche
par l’application. Enfin, nous utiliserons une extension issue de la logique des de´fauts dans les
graphes conceptuels pour prendre en charge une partie du cadre logique de l’acceptabilite´ a` la
Dung.
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L’argumentation est un domaine d’e´tude se´culaire en philosophie et en e´piste´mologie, elle
n’en demeure pas moins un champ disciplinaire assez re´cent en Intelligence Artificielle, dont les
premiers balbutiements ne datent que du de´but des anne´es 80. L’essence meˆme de l’argumenta-
tion peut eˆtre vue comme l’utilisation particulie`re et intuitive de paradigmes pour le raisonne-
ment non-monotone. Il s’agit donc bien d’un mode`le de raisonnement qui vise a` accroˆıtre ou a`
de´croˆıtre l’acceptabilite´ d’un point de vue en avanc¸ant des arguments en sa faveur ou en sa de´fa-
veur. Un article de synthe`se [BCD07] pre´sente l’e´mergence des recherches dans cette the´matique
ainsi que l’esquisse de ce que seront les futurs enjeux pour ces approches. Si nous devions, ici,
re´sumer en quelques lignes la nature des recherches en argumentation, nous dirions en premier
lieu que les travaux pre´curseurs [BFM80] utilise`rent une structure de graphe pour repre´senter
le syste`me d’argumentation et qu’ils y de´finirent des notions telles que le support ou l’attaque,
lesquelles deviendront par la suite des concepts clefs du domaine. Avec l’e´tape de formalisation
du raisonnement argumentaire, le carcan de la logique classique fut tre`s vite de´passe´ au profit
de l’existence d’un raisonnement de´fectible [Sar93], inspire´ notamment par les travaux de Rei-
ter sur la logique des de´fauts [Rei80]. Outre l’aspect the´orique des recherches, un cas d’e´tude
ade´quat au formalisme naissant fut celui du raisonnement le´gal [Ash91, Pra93] dans lequel le
raisonnement abductif introduit par Pierce [Pie79] s’ave´ra eˆtre un cadre pertinent [KKT92] pour
traiter d’argumentation re´elle. C’est donc bien avec le de´sir d’abstraire la nature meˆme de l’ar-
gument autant que les paradigmes du raisonnement argumentaire que Dung proposa un mode`le
capturant la notion essentielle d’acceptabilite´ individuelle et collective des arguments [Dun95].
La ge´ne´ralite´ de son cadre, permettant notamment la prise en compte des mode`les ayant trait a`
la programmation logique ou au traitement de l’inconsistance, en a fait une re´fe´rence en termes
de cadre de travail en argumentation. Ainsi depuis cette proposition, beaucoup de travaux ont
discute´ des limites de ce formalisme, l’ayant tour a` tour e´tendu, ge´ne´ralise´ ou instancie´. Nous
proposons dans ce premier chapitre d’en rappeler les fondements.
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1.1 Le syste`me d’argumentation a` la Dung
Un processus d’argumentation suit trois e´tapes primordiales, qui peuvent se re´pe´ter inde´fini-
ment par l’ajout de nouveaux entrants : 1) la construction d’arguments et de contre-arguments,
2) l’e´valuation de l’acceptabilite´ collective des arguments, 3) la conclusion ou plus spe´cifiquement
la de´finition d’e´nonce´s fonde´s.
1.1.1 Cadre de travail
La the´orie de Dung [Dun95] est base´e sur le concept de syste`me abstrait d’argumen-
tation. Focalise´ sur l’e´tape d’e´valuation des arguments, ce syste`me prend en entre´e un couple
re´unissant un ensemble d’arguments et une relation binaire repre´sentant la relation d’attaque
entre ces arguments, et retourne des ensembles de “bons” arguments, appele´s extensions. Les
arguments et les attaques sont donc des entite´s abstraites, leurs origines et leurs structures
demeurent inconnues.
De´finition 1 (Syste`me d’argumentation [Dun95]). Un syste`me argumentation est un couple
AF = 〈A,R〉 ou` :
– A est un ensemble d’arguments,
– R ⊆ A × A est une relation binaire, appele´e relation d’attaque.
Pour αi, αj ∈ A, (αi, αj) ∈ R veut dire que l’argument αi attaque l’argument αj.
La notation AF rappelle l’appellation anglaise du terme“syste`me d’argumentation”: Argumen-
tation Framework. Pour des raisons de clarte´, un syste`me d’argumentation est couramment
repre´sente´ par le graphe oriente´ qui lui est naturellement associe´. Ce graphe, appele´ graphe
d’attaque ou graphe oriente´ AF, est note´ GAF = (X , Y) ou` X est un ensemble de noeuds re-
pre´sentant les arguments de A et Y est un ensemble d’arcs repre´sentant les attaques de R.
Si (αi, αj) ∈ R, on retrouve bien un arc entre le noeud repre´sentant l’argument αi et le noeud
repre´sentant l’argument αj . On dit que αj est un assaillant de αi.
Exemple 1. Soit AF = 〈A,R〉 avec A = {α, β, δ, γ} et R = {(γ, α), (γ, β), (γ, δ), (δ, γ)}. Le





Figure 1.1 – Le graphe d’attaque GAF
L’absence d’attaques dans un ensemble d’arguments est une proprie´te´ remarquable puis-
qu’elle assure la cohe´rence de cet ensemble.
De´finition 2 (Sans-conflit [Dun95]). Soit AF = 〈A,R〉 un syste`me d’argumentation. S ⊆ A est
un ensemble sans-conflit si et seulement si @ αi, αj ∈ S tel que (αi, αj) ∈ R.
Exemple 2 (Exemple 1 suite). Dans AF, S = {α, β} est un ensemble sans-conflit, alors que S ′
= {γ, δ} ne l’est pas.
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La notion de de´fense a e´te´ e´galement envisage´e par Dung, meˆme si elle n’a jamais e´te´ de´finie
formellement. En effet, Dung envisage comme l’action de de´fendre, l’action d’attaquer un e´ven-
tuel assaillant. A partir de cela, nous de´finirons ici la notion de de´fense collective comme l’action
indirecte d’un ensemble d’arguments sur un argument par l’attaque de tous ses assaillants. La
de´fense peut e´galement eˆtre envisage´e de manie`re individuelle et directe [CDLSM02].
De´finition 3 (De´fense). Soient AF = 〈A,R〉 un syste`me d’argumentation, S ⊆ A et αj ∈ A.
S de´fend αj ssi ∀αk ∈ A t.q. (αk, αj) ∈ R alors ∃ αi ∈ S t.q. (αi, αk) ∈ R.
Si l’ensemble S de´fend un argument, on dit alors que S est un ensemble de´fenseur et qu’il
de´fend cet argument contre tout assaillant.
Exemple 3 (Exemple 1 suite). L’ensemble {δ} de´fend les arguments α, β et δ contre γ. L’en-
semble {γ} de´fend l’argument γ contre δ. La Figure 1.2 repre´sente cette notion de de´fense par








Figure 1.2 – La de´fense dans un graphe d’attaque
L’apport essentiel de la the´orie de Dung est qu’elle s’inte´resse a` une forme collective d’ac-
ceptabilite´ entre arguments, reposant sur les notions de de´fense et d’ensemble sans-conflit. Dif-
fe´rentes se´mantiques d’acceptabilite´ ont e´te´ de´finies. Une se´mantique a pour but d’identifier des
sous-ensembles d’arguments qui soient au moins cohe´rents (c’est a` dire sans-conflit) et in fine
capables de se de´fendre contre tout assaillant e´ventuel. Ces sous-ensembles, appele´s extensions,
sont ensuite utilise´s pour identifier le statut des conclusions supporte´es par ces arguments.
1.1.2 Se´mantiques d’acceptabilite´
Diffe´rentes se´mantiques ont e´te´ propose´es pour e´valuer les arguments. Nous les rappelons
ci-dessous.
1.1.2.1 Se´mantique na¨ıve
La se´mantique na¨ıve propose´e dans [BDKT97], accepte les ensembles sans-conflit et qui sont
maximaux pour l’inclusion ensembliste. Ces ensembles sont appele´s les extensions na¨ıves.
De´finition 4 (Extension na¨ıve [BDKT97]). Soit AF = 〈A,R〉 un syste`me d’argumentation.
L’ensemble Ena ⊆ A est une extension na¨ıve de AF si et seulement si Ena est sans-conflit et @
S ⊆ A tel que Ena ⊂ S et S est sans-conflit.
Exemple 4 (Exemple 1 suite). Dans AF, les ensembles {γ} et {α, β, δ} sont les extensions
na¨ıves.
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Pour un argumenteur rationnel, un argument est acceptable si l’argumenteur peut le de´fendre
contre tout assaillant e´ventuel. On conc¸oit aise´ment qu’un tel argumenteur accepte un argument
seulement lorsqu’il peut le juger acceptable.
1.1.2.2 Se´mantique admissible
L’ensemble de tous les arguments accepte´s par l’argumenteur est donc un ensemble d’ar-
guments sans-conflit dont il peut de´fendre chaque e´le´ment contre tout assaillant. C’est en ces
termes que Dung a de´fini la notion d’ensemble admissible d’arguments.
De´finition 5 (Acceptabilite´ et admissibilite´ [Dun95]). Soit AF = 〈A,R〉 un syste`me d’argumen-
tation,
1. αi ∈ A est acceptable par rapport a` S ⊆ A si et seulement si S de´fend αi.
2. Ead ⊆ A est ensemble admissible si et seulement si Ead est sans-conflit et ∀ αi ∈ Ead,
αi est acceptable par rapport a` Ead.
L’ensemble des ensembles admissibles est note´ Extad. et l’ensemble des arguments des en-
sembles admissibles d’un syste`me AF est note´ Acc(AF).
Exemple 5 (Exemple 1 suite). Dans AF, les ensembles {∅}, {α, δ}, {β, δ}, {α, β, δ}, {γ} et {δ}
sont admissibles.
La notion d’ensemble admissible est au coeur de toutes les se´mantiques de Dung. En
effet, chaque se´mantique identifie des ensembles admissibles qui ve´rifient une certaine forme
d’optimalite´.
Lemme 1 (Ensemble extensible [Dun95]). Soient AF = 〈A,R〉 un syste`me d’argumentation, Ead
⊆ A est un ensemble admissible d’arguments de AF et αi, αj ∈ A deux arguments acceptables
par rapport a` Ead, il se ve´rifie que :
1. Ead’ = Ead ∪ {αi} est un ensemble admissible,
2. αj est acceptable par rapport a` Ead’.
1.1.2.3 Se´mantique pre´fe´re´e
La se´mantique pre´fe´re´e se base sur la maximalite´ pour l’inclusion. Le principe d’une ex-
tension pre´fe´re´e pour un argumenteur est le fait qu’il accepte tous les arguments qu’il peut
de´fendre. L’extension pre´fe´re´e est donc un ensemble admissible qui est maximal pour l’inclusion.
De´finition 6 (Extension pre´fe´re´e [Dun95]). Soit AF = 〈A,R〉 un syste`me d’argumentation.
L’ensemble Epr ⊆ A est une extension pre´fe´re´e de AF si et seulement si Epr est un ensemble
admissible et @ Ead ⊆ A tel que Epr ⊂ Ead et Ead est un ensemble admissible. L’ensemble des
extensions pre´fe´re´es est note´ Extpr.
Exemple 6 (Exemple 1 suite). Le syste`me d’argumentation AF posse`de deux extensions pre´fe´re´es
Epr1 = {α, β, δ} et Epr2 = {γ}.
Corollaire 1 ([Dun95]). Chaque syste`me d’argumentation posse`de une extension pre´fe´re´e.
Ainsi, il peut eˆtre possible que la seule extension pre´fe´re´e d’un syste`me d’argumentation soit
l’ensemble vide, le syste`me est alors qualifie´ de trivial.
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1.1.2.4 Se´mantique stable
Le principe d’une extension stable pour un argumenteur est le fait qu’il attaque tous les
arguments qu’il n’a pas accepte´s.
De´finition 7 (Extension stable [Dun95]). Soit AF = 〈A,R〉 un syste`me d’argumentation. L’en-
semble Est ⊆ A est une extension stable de AF si et seulement si Est est un ensemble sans-conflit
et ∀ αi ∈ A \ Est, ∃ αj ∈ Est tel que (αj , αi) ∈ R. L’ensemble des extensions stables est note´
Extst.
Exemple 7 (Exemple 1 suite). Le syste`me d’argumentation AF posse`de deux extensions stables
Est1 = {α, β, δ} et Est2 = {γ}.
Si l’ensemble des extensions stables et pre´fe´re´es de l’Exemple 1 co¨ıncident, ceci n’est pas
toujours le cas. En effet, a` la diffe´rence de l’extension pre´fe´re´e, il peut ne pas exister d’extension
stable dans un syste`me d’argumentation.
Exemple 8. Soit AF = 〈A,R〉 avec A = {α, β, δ, γ} et R = {(γ, α), (β, β), (γ, δ), (δ, γ)}. Le





Figure 1.3 – Le graphe oriente´ AF
stable, en revanche il posse`de deux extensions pre´fe´re´es Epr1 = {α, δ} et Epr2 = {γ}.
Lemme 2 ([Dun95]). Toute extension stable est une extension pre´fe´re´e mais la re´ciproque n’est
pas vraie.
Tout autant que la se´mantique stable trouve un sens en terme d’ensemble maximal sans-
conflit et attaquant le comple´ment des arguments de l’extension par rapport a` l’ensemble des
arguments du syste`me, la se´mantique pre´fe´re´e se construit en terme d’ensemble maximal sans-
conflit et pouvant se de´fendre. Une nuance peut cependant eˆtre apporte´e a` cette dernie`re, en
effet il peut exister des ensembles d’arguments particuliers a` “mi-chemin” qui ont la capacite´ de
se de´fendre seuls et contenant tous les arguments qu’ils de´fendent.
1.1.2.5 Se´mantique comple`te
Une autre se´mantique inte´ressante est celle qui permet de construire des extensions comple`tes.
Le principe d’une extension comple`te pour un argumenteur est le fait qu’il accepte tous les
arguments qu’il de´fend et qu’il de´fend tous les arguments qu’il accepte (ainsi il peut ou non
accepter des arguments se de´fendant seuls).
De´finition 8 (Extension comple`te [Dun95]). Soit AF = 〈A,R〉 un syste`me d’argumentation.
Un ensemble Eco ⊆ A est une extension comple`te de AF si et seulement si Eco est un ensemble
admissible et ∀ αi ∈ A, si αi est acceptable par rapport a` Eco, alors αi ∈ Eco. L’ensemble des
extensions comple`tes est note´ Extco.
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Exemple 9 (Exemple 1 suite). Le syste`me AF posse`de deux extensions comple`tes Eco1 = {α, β, δ},
Eco2 = {γ} et Eco3 = {∅}.
Dung a e´galement montre´ que la notion du point fixe permet de caracte´riser ces extensions
comple`tes. Pour cela, il introduit la fonction caracte´ristique d’un syste`me d’argumentation.
De´finition 9 (Fonction caracte´ristique [Dun95]). Soit AF = 〈A,R〉 un syste`me d’argumenta-
tion. La fonction caracte´ristique est de´finie comme suit :
FAF : 2A −→ 2A
FAF(S) = {αi | αi est acceptable par rapport a` S}
Lemme 3 ([Dun95]). Soit AF = 〈A,R〉 un syste`me d’argumentation, Ead ⊆ A et Eco ⊆ A :
– Ead est un ensemble admissible si et seulement si Ead est sans-conflit et Ead ⊆ FAF(Ead).
– Eco est une extension comple`te si et seulement si Eco est sans-conflit et Eco = FAF(Eco).
– Toute extension pre´fe´re´e est une extension comple`te mais la re´ciproque n’est pas vraie.
– L’ensemble des extensions comple`tes de AF = 〈A,R〉 forme un inf-demi-treillis de (2A,⊆).
Exemple 10. Soit AF = 〈A,R〉 avec A = {α, β, δ, γ, ω} et R = {(γ, α), (γ, β), (γ, δ), (δ, γ)}.





Figure 1.4 – Le graphe oriente´ AF
comple`tes Eco1 = {α, β, δ, ω}, Eco2 = {γ, ω} et Eco3 = {ω}, en revanche il n’y a que deux extensions
pre´fe´re´es Epr1 = Eco1 et Epr2 = Eco2 .
Les se´mantiques pre´sente´es jusque-la` sont conside´re´es comme e´tant cre´dules. En effet, selon
celles-ci, un syste`me d’argumentation peut avoir plusieurs extensions. Par conse´quent, un ar-
gument peut avoir plusieurs statuts : il peut eˆtre accepte´ par une extension et rejete´ par une
autre. Dung a donc propose´ une autre se´mantique qui soit sceptique, donnant un statut unique
a` n’importe quel argument.
1.1.2.6 Se´mantique de base
Dung va ainsi introduire une se´mantique qui affine la se´mantique comple`te, insistant sur un
aspect d’incontestabilite´ dans le choix de l’ensemble d’arguments. Le principe d’une extension
de base pour un argumenteur est le fait qu’il retient en premier lieu l’ensemble des arguments
non-attaque´s, et qu’il y accepte ensuite tous les arguments de´fendus par ceux-ci. Ce nouvel
ensemble est un ensemble d’arguments inconteste´s auquel il ajoutera a` nouveau l’ensemble des
arguments de´fendus par ceux-ci. Et cela jusqu’a` ne plus pouvoir accepter de nouveaux arguments.
A la diffe´rence de toutes les autres, il ne peut donc exister qu’une seule extension de base, ce
qui lui confe`re un caracte`re hautement sceptique.
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De´finition 10 (Extension de base [Dun95, Amg99]). Soit AF = 〈A,R〉 un syste`me d’argumen-
tation. Un ensemble Eba ⊆ A est une extension de base de AF si et seulement si Eba est le plus
petit point fixe de la fonction caracte´ristique FAF. L’ensemble contenant l’extension de base est
note´ Extba.
Dans [Amg99], il a e´te´ montre´ que l’extension de base est obtenue en appliquant ite´rativement
la fonction caracte´ristique FAF a` l’ensemble vide. Ainsi, l’extension de base Eba est telle que Eba
=
⋃
i≥1 F iAF(∅). Notons aussi qu’un syste`me d’argumentation posse`de toujours une extension de
base, celle-ci pouvant eˆtre l’ensemble vide.
Exemple 11 (Exemples 1 et 10 suite). Dans l’Exemple 1 l’extension de base est {∅}, dans
l’Exemple 10 il s’agit de l’ensemble {ω}.
Lemme 4 ([Dun95, BDKT97]). Soit 〈A,R〉, un syste`me d’argumentation.
– L’extension de base est la plus petite des extensions comple`tes (pour l’inclusion ensem-
bliste).
– Toute extension pre´fe´re´e (respectivement stable, comple`te) contient l’extension de base.
1.1.2.7 Liens entre les se´mantiques
The´ore`me 1 ([Dun95]). Soit 〈A,R〉, un syste`me d’argumentation, Ead ⊆ A, Epr ⊆ A, Eco ⊆
A.
1. Pour chaque ensemble admissible Ead, il existe une extension comple`te Eco telle que Ead ⊆
Eco.
2. Pour chaque extension comple`te Eco, il existe une extension pre´fe´re´e Epr telle que Eco ⊆
Epr.
3. L’extension de base co¨ıncide exactement avec l’intersection de toutes les extensions com-
ple`tes.
4. Soit E ⊆ A, on a : E est une extension stable ⇒ E est une extension pre´fe´re´e ⇒ E est une
extension comple`te ⇒ E est un ensemble admissible.
La Figure 1.5 pre´sente les inclusions entre les ensembles d’extensions sous les diffe´rentes
se´mantiques donne´es. Dung a e´nonce´ une condition suffisante, pour un syste`me d’argumentation,
engendrant la co¨ıncidence de toutes ces extensions en une seule.
De´finition 11 (Syste`me bien fonde´ [Dun95]). Un syste`me d’argumentation AF = 〈A,R〉 est dit
bien fonde´ si et seulement s’il n’existe pas de suite infinie d’arguments α0, α1, . . . , αn, . . . telle
que ∀ i ∈ N, (αi+1, αi) ∈ R.
Exemple 12 (Exemple 1 suite). Le syste`me d’argumentation de l’Exemple 1 n’est pas un syste`me
d’argumentation bien fonde´.
Dans le cadre d’un graphe d’attaque a` ensemble d’arguments fini, un syste`me d’argumenta-
tion est bien fonde´ si et seulement si il ne contient pas de circuit.
Proprie´te´ 1 (Co¨ıncidence des extensions [Dun95]). Tout syste`me d’argumentation bien fonde´ a
exactement une extension comple`te. Cette dernie`re est a` la fois stable, pre´fe´re´e et co¨ıncide avec
l’extension de base.
Exemple 13. Soit AF = 〈A,R〉 avec A = {α, β, δ, γ} et R = {(γ, α), (γ, β), (δ, γ)}. Le graphe
d’attaque est repre´sente´ par la Figure 1.6. AF est bien fonde´. Sa seule extension pre´fe´re´e, stable,
basique et comple`te est l’ensemble {α, β, δ}.
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Figure 1.6 – Le graphe oriente´ AF
L’unicite´ de l’extension pre´fe´re´e est aussi garantie pour certains types de graphes, notam-
ment, les graphes ne posse´dant pas de circuit de longueur paire.
Proprie´te´ 2 ([DBC01]). Un syste`me d’argumentation posse`de une unique extension pre´fe´re´e si
son graphe d’attaque ne contient pas de circuit de longueur paire, mais la re´ciproque n’est pas
vraie.
Exemple 14. Soit AF = 〈A,R〉 avec A = {α, β, δ, γ, } et R = {(γ, α), (γ, β), (γ, δ), (δ, γ), (, γ)}.





Figure 1.7 – Le graphe oriente´ AF
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fe´re´e qui est aussi stable, comple`te et de base, a` savoir l’ensemble {α, β, δ, }. Ne´anmoins son
graphe d’attaque contient un circuit de longueur paire.
1.1.3 Statuts des arguments
Dans la section pre´ce´dente, nous avons montre´ comment des arguments peuvent eˆtre re-
groupe´s au sein d’ensembles cohe´rents et ainsi soutenir un meˆme point de vue. Toutefois, ces
ensembles ne te´moignent en rien de l’e´tat d’un argument donne´ vis-a`-vis du syste`me. Dans ce
qui suit, nous pre´sentons les diffe´rents statuts [VP00] que peut prendre un argument.
De´finition 12 ([VP00]). Soit AF = 〈A,R〉 un syste`me d’argumentation et E1, . . . , En ses exten-
sions sous une se´mantique donne´e. Soit α ∈ A.
– α est sceptiquement accepte´ ssi il existe au moins une extension non-vide et α ∈ Ej ∀ Ej
avec j = 1, . . . , n,
– α est cre´dulement accepte´ ssi ∃ Ej tel que α ∈ Ej et ∃ Ek tel que α /∈ Ek,
– α est rejete´ ssi @ Ej tel que α ∈ Ej.
Exemple 15 (Exemples 1 et 14 suite). Dans l’Exemple 1 tous les arguments sont cre´dulement
accepte´s au regard des se´mantiques pre´fe´re´e, stable et comple`te. Dans l’Exemple 14 γ est rejete´
et les autres arguments sont sceptiquement accepte´s au regard de toutes les se´mantiques.
Une conse´quence directe de la De´finition 12 est qu’un argument est sceptiquement accepte´ si
et seulement s’il appartient a` l’intersection de toutes les extensions, qu’il est cre´dulement accepte´
si et seulement s’il n’appartient pas a` l’intersection de toutes les extensions mais qu’il appartient
a` l’union de toutes les extensions et qu’il est rejete´ si et seulement s’il n’appartient pas a` l’union
de toutes les extensions. Formellement :
Proprie´te´ 3 ([VP00]). Soit AF = 〈A,R〉 un syste`me d’argumentation et E1, . . . , En ses extensions
sous une se´mantique donne´e. Soit α ∈ A.
– α est sceptiquement accepte´ ssi α ∈ ⋂nj=1 Ej,
– α est cre´dulement accepte´ ssi α /∈ ⋂nj=1 Ej et α ∈ ⋃nj=1 Ej,
– α est rejete´ ssi α /∈ ⋃nj=1 Ej.
Soit Sce(AF) (respectivement Cre(AF), Rej(AF)) une fonction qui retourne l’ensemble de
tous les arguments sceptiquement accepte´s (respectivement cre´dulement accepte´s, rejete´s) d’un
syste`me d’argumentation AF. Ces trois ensembles sont deux a` deux disjoints, et leur union cor-
respond exactement a` l’ensemble des arguments A.
Proprie´te´ 4 ([VP00]). Soit AF = 〈A,R〉 un syste`me d’argumentation :
– Sce(AF) ∩ Cre(AF) = ∅, Sce(AF) ∩ Rej(AF) = ∅, Cre(AF) ∩ Rej(AF) = ∅,
– Sce(AF) ∪ Cre(AF) ∪ Rej(AF) = A.
1.2 Instanciation d’un syste`me d’argumentation
Une pre´sentation plus de´taille´e de cette section est fournie en annexe du Chapitre 1. Nous
rappelons ici les notions qui seront utiles a` la compre´hension du Chapitre 3.
Si le terme d’argument est au coeur du syste`me d’argumentation a` la Dung, il n’y est pas
re´ellement de´fini, et de ce fait la relation d’attaque entre arguments est suppose´e donne´e. Comme
pre´cise´ en introduction plusieurs courants dans la recherche en argumentation ont e´merge´. Le
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courant monologique (“mono”) s’est concentre´ sur la de´finition de la notion d’argument per-
mettant par la suite de ge´ne´rer les interactions. L’argument y posse`de ge´ne´ralement une unique
conclusion. Les pre´misses peuvent eˆtre conside´re´es comme des hypothe`ses voire des preuves pour
la conclusion.
Par exemple, dans l’argument β de Eratosthe`ne, un ensemble d’hypothe`ses et d’observations
(des faits) supportent une conclusion.
Support de β : 1) La Terre est sphe´rique.
2) Le Soleil est loin de la Terre.
3) Au meˆme moment il peut se refle´ter au fond d’un puits,
et ne pas tomber verticalement sur un obe´lisque.
Conclusion de β : Le diame`tre de la Terre est calculable.
Dans le cadre des proble`mes concernant le traitement de l’inconsistance dans des bases de
connaissances, ont e´te´ de´veloppe´s des syste`mes d’argumentation utilisant la de´finition de l’ar-
gument. Ces syste`mes sont construits autour d’un langage propositionnel. Dans la litte´rature,
[SL92] et [EGKF93] y distinguent deux types de connaissances d’une base Σ : les connaissances
suˆres formant un ensemble K qui repre´sente le noyau de connaissances et les croyances regrou-
pe´es dans un ensemble E. De ce fait, une base de connaissances est une paire Σ = (K,E).
Notations : Supp(α) et Conc(α) renvoient respectivement au support H et a` la conclusion
h de l’argument α = (H,h). Pour S ⊆ Σ, A(S) repre´sente l’ensemble des arguments qui peuvent
eˆtre construits depuis S.
Dans [AB09], la notion de “conflit” entre les connaissances constituant le support de deux ar-
guments sert de base a` la construction de la relation d’attaque, afin que celle-ci ait de bonnes
proprie´te´s.
De´finition 13 (Conflit minimal [AB09]). Soit Σ une base de connaissances, et C ⊆ Σ. L’en-
semble C est un conflit minimal ssi :
– C est inconsistant,
– ∀ x ∈ C, C \ {x} est consistant.
CΣ correspond a` l’ensemble de tous les conflits minimaux de Σ.
Un syste`me d’argumentation doit donc eˆtre en mesure de par sa relation d’attaque R de
capturer des conflits minimaux.
De´finition 14 (Capture de conflits [AB09]). Soit C ∈ CΣ. Un couple (αi, αj) dans R capture
C si C ⊆ Supp(αi) ∪ Supp(αj).
Une fois les captures de ces conflits minimaux re´alise´es, [AB09] caracte´risent des types de
relation d’attaque.
De´finition 15 (De´pendance aux conflits [AB09]). Une relation d’attaque est de´pendante au
conflit ssi ∀ αi, αj ∈ A(Σ), (αi, αj) ∈ R implique qu’il existe un conflit minimal C ⊆ Supp(αi)
∪ Supp(αj).
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La de´pendance aux conflits assure que toute attaque soit “justifie´e”. Cependant, une telle
relation peut ne pas capturer certains conflits pre´sents dans l’union des supports de deux argu-
ments. Il est donc ne´cessaire d’assurer un caracte`re exhaustif pour cette capture. Cette notion
a e´te´ envisage´e sous le nom de sensibilite´.
De´finition 16 (Sensibilite´ aux conflits [AB09]). Une relation d’attaque est sensible au conflit
ssi ∀ αi, αj ∈ A(Σ) tel que il existe un conflit minimal C ⊆ Supp(αi) ∪ Supp(αj) alors on a
soit (αi, αj) ∈ R ou (αj , αi) ∈ R.
La sensibilite´ aux conflits assure qu’aucun conflit ne sera oublie´. Toutefois, le fait qu’une re-
lation d’attaque capture tous les conflits minimaux n’est pas suffisant pour assurer la consistance
des extensions.
De´finition 17 (Consistance d’une extension [AB09]). Soit 〈A(Σ),R〉, un syste`me d’argumen-
tation ou` les arguments sont construits depuis une base de connaissances Σ. Une extension E
(sous une se´mantique donne´e) satisfait la consistance ssi
⋃
α∈ESupp(α) est consistant.
Par la suite, nous allons conside´rer une base de connaissances dont les conflits minimaux
sont tous binaires. Cela signifie que tout conflit minimal contient exactement deux formules. Le
re´sultat suivant fournit une classe de relations d’attaque qui assure la cohe´rence des extensions.
Proposition 1 ([AB09]). Soit 〈A(Σ),R〉, un syste`me d’argumentation ou` les arguments sont
construits depuis une base de connaissances Σ telle que tous les conflits minimaux soit binaires.
Si R est sensible aux conflits, alors pour tout B ⊆ A(Σ) tel que B est sans-conflit, l’ensemble⋃
αi∈B Supp(αi) est consistant.
Pour assurer la consistance d’une extension, la relation d’attaque doit eˆtre sensible aux
conflits. Il n’est donc pas ne´cessaire a` la relation d’attaque qu’elle soit de´pendante aux conflits.
Corollaire 2 ([AB09]). Soit 〈A(Σ),R〉, un syste`me d’argumentation ou` les arguments sont
construits depuis une base de connaissances Σ telle que tous les conflits minimaux soient binaires.
Si R est sensible aux conflits, alors 〈A(Σ),R〉 satisfait la consistance des extensions.
Cependant, le fait que la relation d’attaque soit de plus de´pendante aux conflits (toujours
dans le cas de conflits minimaux binaires) assure que l’extension soit sans-conflit.
Comme il a e´te´ discute´ pre´ce´demment, le cas dans lequel se situe la capture des conflits mini-
maux dictera ou non si une relation d’attaque de par ses proprie´te´s primitives est bien en mesure
d’engendrer de tels syste`mes souhaite´s. La suite de ce manuscrit, et directement le Chapitre 2,
pre´sente des extensions au mode`le de Dung avec comme point commun le fait d’inte´grer des
pre´fe´rences (de fac¸on directe ou indirecte) entre arguments dans le raisonnement et la construc-
tion de syste`mes agre´ge´s. Pre´cisons que pour toute la suite de ce manuscrit, nous n’aborderons
que des bases de connaissances ou` les conflits minimaux sont binaires, nous utiliserons une re-
lation d’attaque consensuelle (pre´sente´e dans l’annexe de ce chapitre) particulie`rement prompte
a` capturer des conflits en pre´sence d’actions spe´cialise´es ou mutuellement exclusives.
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Un syste`me de raisonnement en Intelligence Artificielle peut tout autant s’inte´resser au trai-
tement de l’inconsistance, comme aborde´ dans le Chapitre 1, qu’a` celui de la repre´sentation
de l’incertitude, due notamment a` la pre´sence de connaissances incomple`tes, impre´cises et/ou
e´volutives ou encore a` l’absence de certaines informations. Il est donc ne´cessaire d’appre´hender
ces connaissances en tant que croyances en raison de leur possible remise en question au cours
du raisonnement. La prise en compte d’un re´fe´rentiel e´piste´mique n’e´chappera donc pas aux
mode`les de raisonnement. McCarthy [McC79] prit le parti de ne jamais valider une connais-
sance dans l’absolu, mais de relativiser au contraire sa ve´racite´ par l’existence d’un contexte
te´moignant ou non de celle-ci. En argumentation, la se´lection de telle ou telle croyance suppor-
tant des raisonnements plausibles fut permise par l’introduction de pre´fe´rences. Ainsi, Simari et
Loui [SL92] introduisirent des relations de pre´fe´rence entre arguments, distinguant les priorite´s
implicites et explicites sur les croyances. Prakken et Sartor [PS97], parmi d’autres [SGCS03],
conside´re`rent les arguments comme des re`gles de´fectibles, puis utilise`rent leur structure pour
y de´finir des relations de pre´fe´rence, le niveau de pre´cision d’une re`gle au sein d’un argument
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te´moignant d’une certaine force dans le raisonnement. Une autre approche [SDP93, ACB96] fut
de de´finir des priorite´s explicites pour traiter les pre´fe´rences, ge´ne´rant par exemple des niveaux
de certitude a` partir des justifications de l’argument, appele´es croyances. La notion de priorite´
joua alors un roˆle crucial dans l’e´tude des syste`mes a` base de connaissances, et permit d’alle´ger
la taˆche de traitement de l’inconsistance. Ainsi, l’inte´gration des pre´fe´rences dans le syste`me
d’argumentation a` la Dung a notamment permis d’affiner la se´lection d’arguments acceptables.
Plusieurs extensions ont donc e´te´ propose´es pour inte´grer des pre´fe´rences entre arguments. Nous
proposons dans ce chapitre de rappeler leur structure, puis de resituer ces cadres de travail les
uns par rapport aux autres au regard d’une e´tude comparative de leurs composants syntaxiques
fonde´e sur un postulat d’e´quivalence se´mantique. Enfin, nous proposons un cadre unificateur qui
sera compare´ aux syste`mes d’argumentation de´ja` pre´sents dans la litte´rature.
2.1 Les syste`mes d’argumentation a` base de pre´fe´rences et de
valeurs
L’un des reproches fait au cadre de travail a` la Dung est qu’il ne permet pas de de´cider ou de
statuer pour certaines configurations d’argumentation. Ainsi entre les syste`mes d’argumentation
de´crits dans la Figure 1.1 et dans la Figure 1.7 du Chapitre 1, il peut se passer un sie`cle et demi,
et il est e´vident que l’audience “universelle” de l’e´poque n’a pas attendu tant de temps pour
ne plus de´river l’argument γ de Lactance (voir annexe du Chapitre 1). Comment peut alors se
mode´liser un tel syste`me, lequel parvient a` s’affranchir des attaques en ne de´rivant que certains
arguments ?
Une limite du syste`me a` la Dung est de conside´rer tous les arguments pre´sents comme
ayant la meˆme force. Cette hypothe`se semble souvent inade´quate puisqu’il semblerait naturel de
conside´rer un argument comme construit a` partir de plusieurs informations, certaines pouvant
apparaˆıtre avec plus ou moins de poids par rapport a` d’autres (ceci pouvant provenir par exemple
de la pre´sence d’informations de´fectibles). En conse´quence, plusieurs extensions a` ce cadre de
travail ont e´te´ propose´es dans la litte´rature, raffinant les travaux ante´rieurs entrepris par Prakken
et Sartor, associant une force a` chaque argument, et inte´grant les pre´fe´rences dans une de´finition
plus ge´ne´rale de la relation d’attaque appele´e relation de de´faite.
2.1.1 Syste`me d’argumentation a` base de pre´fe´rences PAF
Dans [AC02], Amgoud et Cayrol proposent d’ajouter a` cette relation d’attaque entre argu-
ments, une autre relation binaire sur l’ensemble des arguments (appele´e relation de pre´fe´rence).
Cette relation capture les diffe´rences de force entre arguments, et dans certains cas proce`de a`
une se´lection entre arguments conflictuels. Comme pour la relation d’attaque, sa source n’e´tant
pas spe´cifie´e, cette abstraction lui permet d’eˆtre instancie´e de diffe´rentes manie`res.
De´finition 18 (Syste`me d’argumentation a` base de pre´fe´rences (PAF) [AC02]). Un syste`me
d’argumentation a` base de pre´fe´rences est un tuple PAF = 〈A,R,〉 ou` :
– A est un ensemble d’arguments,
– R ⊆ A×A est une relation d’attaque,
–  ⊆ A×A est un pre´ordre 1 (partiel ou total), appele´ relation de pre´fe´rence.
La notation (αi, αj) ∈  veut dire que l’argument αi est au moins pre´fe´re´ a` un argument αj.
1. Un pre´ordre est une relation binaire, re´flexive et transitive
20
2.1. Les syste`mes d’argumentation a` base de pre´fe´rences et de valeurs
La notation PAF correspond a` la traduction anglaise de “syste`me d’argumentation a` base de
pre´fe´rences” : Preference-based Argumentation Framework.
Exemple 16. Soit PAF = 〈A,R,〉 avec A = {α, β, δ, γ}, R = {(γ, α), (γ, β), (γ, δ), (δ, γ)} et 
= {(δ, α), (δ, β), (δ, γ)}. Le graphe d’attaque est repre´sente´ par la Figure 2.1, la largeur du trait





Figure 2.1 – Le graphe oriente´ PAF
La question alors souleve´e fuˆt comment prendre en compte ces pre´fe´rences dans un PAF ? En
re´ponse a` cela, l’ide´e retenue a e´te´ de re´duire le nombre d’attaques entre arguments. Ainsi, une
attaque e´choue lorsque l’argument attaque´ est plus fort que son assaillant. Ainsi, est associe´ a`
chaque PAF, un syste`me d’argumentation a` la Dung dans lequel l’acceptabilite´ des arguments
peut eˆtre e´value´e.
De´finition 19 (Syste`me associe´ a` PAF [AC02]). Soit PAF = 〈A,R,〉. Le AF associe´ a` PAF est
un couple 〈A, Def〉 ou` Def ⊆ A × A tel que (αi, αj) ∈ Def si et seulement si (αi, αj) ∈ R et
(αj , αi) /∈  2.
Les se´mantiques d’acceptabilite´ de Dung sont ainsi applique´es au syste`me associe´ a` PAF afin
d’e´valuer ses arguments.
Exemple 17. Soit PAF le syste`me d’argumentation de´crit par l’Exemple 16 et AF le syste`me
d’argumentation de´crit par l’Exemple 13, AF est le syste`me d’argumentation associe´ a` PAF (l’areˆte
correspondante a` l’attaque de l’argument γ sur l’argument δ a e´te´ supprime´e dans le graphe
d’attaque GAF). Ainsi, ce syste`me PAF a une seule extension {α, β, δ}, qui est a` la fois stable,
pre´fe´re´e et de base.
La notion de force envisage´e par Prakken et Sartor peut typiquement eˆtre mode´lise´e par la
relation de pre´fe´rence entre arguments dans [AC02]. Cette relation est abstraite et peut donc
eˆtre instancie´e de diffe´rentes manie`res. Par exemple, elle peut privile´gier les arguments base´s sur
les informations les plus certaines [SDP93].
2.1.2 Syste`me d’argumentation a` base de valeurs VAF
De meˆme, il a e´te´ imagine´ que des arguments pourraient eˆtre envisage´s par rapport aux va-
leurs qu’il promeuvent [Pra02, CBC05]. Par exemple, un argument peut avoir un porte´e se´culaire
(vsec), dogmatique (vdog), empiriste (vemp), hypothe´tique (vhyp) ou encore carte´sienne (vcar). En
particulier, Bench-Capon [BC03] a induit une priorite´ entre arguments a` l’aide d’une pre´fe´rence
entre valeurs promues par ces arguments. Puisque dans sa the´orie chaque argument promeut au
plus une seule valeur, un argument est implicitement pre´fe´re´ a` un autre si la valeur promue par
le premier est pre´fe´re´e a` la valeur promue par le second.
2. (a, b) ∈ ssi (a, b) ∈ et (b, a) /∈.
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De´finition 20 (Syste`me d’argumentation a` base de valeurs (VAF) [BC03]). Un syste`me d’argu-
mentation a` base de valeurs est un tuple VAF = 〈A,R,V, val, Pref〉 ou` :
– A est un ensemble d’arguments,
– R ⊆ A×A est une relation d’attaque,
– V est un ensemble de valeurs,
– val : A 7→ V est une fonction qui associe une valeur a` chaque argument,
– Pref ⊆ V × V est un ordre strict 3 (partiel ou total), appele´e relation de priorite´ entre les
valeurs.
La notation VAF correspond a` la traduction anglaise de “syste`me d’argumentation a` base de
valeurs” : Value-based Argumentation Framework.
Exemple 18. Soit VAF = 〈A,R,V, val, Pref〉 avec A = {α, β, δ, γ}, R = {(γ, α), (γ, β), (γ, δ),
(δ, γ)}, V = {vdog, vhyp, vemp}, val(α) = vdog, val(β) = vhyp, val(γ) = vdog, val(δ) = vemp
et Pref = {(vemp, vdog), (vemp, vhyp)}. Le graphe d’attaque est repre´sente´ par la Figure 2.2, la










Figure 2.2 – Le graphe oriente´ VAF
Comme pour [AC02], un syste`me d’argumentation a` la Dung est associe´ a` chaque VAF.
De´finition 21 (Syste`me associe´ a` VAF [BC03]). Soit VAF = 〈A,R,V, val, Pref〉. Le AF associe´ a`
VAF est un couple 〈A, defeats〉 ou` defeats ⊆ A×A tel que (αi, αj) ∈ defeats si et seulement
si (αi, αj) ∈ R et (val(αj), val(αi)) /∈ Pref.
Les se´mantiques d’acceptabilite´ de Dung sont ensuite applique´es au syste`me associe´ a` VAF
pour e´valuer ses arguments.
Exemple 19. Soit VAF le syste`me d’argumentation de´crit par l’Exemple 18 et AF le syste`me
d’argumentation de´crit par l’Exemple 13, AF est le syste`me d’argumentation associe´ a` VAF. Ainsi,
ce syste`me VAF a une seule extension {α, β, δ}, qui est a` la fois stable, pre´fe´re´e et de base.
Inspire´ par les travaux pre´curseurs de Olbrechts-Tyteca et Perelmann [OTP58], Bench-Capon
a de´fini une audience comme un ensemble de pre´fe´rences entre valeurs, envisageant les e´le´ments
de P tels des noms correspondant aux ordres possibles sur V. Il existe donc potentiellement
autant d’audiences qu’il y a de classements sur V. Toute l’argumentation donne´e sera donc
e´value´e par une audience en conformite´ avec ses valeurs pre´fe´re´es.
3. Un ordre strict est une relation binaire, irre´flexive, antisyme´trique et transitive
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2.1.3 Syste`me d’argumentation a` base de multiples valeurs VSAF
Cependant, les philosophes Olbrechts-Tyteca et Perelmann [OTP58] identifie`rent une diffi-
culte´ de l’argumentation comme celle de pouvoir promouvoir au moins une valeur par audience.
En ce sens l’argumentateur efficace est en capacite´ de faire adhe´rer plusieurs audiences aux va-
leurs promues par son argument dans un meˆme discours. C’est donc naturellement que les cadres
de travail ou` chaque argument promeut au plus une valeur ont e´te´ e´tendus [KvdT08] a` ceux ou`
plusieurs valeurs sont affecte´es a` un meˆme argument.
De´finition 22 (Syste`me d’argumentation a` base de multiples valeurs (VSAF) [KvdT08]). Un
syste`me d’argumentation a` base de multiples valeurs est un tuple VSAF = 〈A,R,V, arg,〉 ou` :
– A est un ensemble d’arguments,
– R ⊆ A×A est une relation d’attaque,
– V est un ensemble de valeurs,
– arg : V 7→ 2A est une fonction qui associe un ensemble d’arguments a` une valeur,
–  ⊆ V × V est un ordre strict (partiel ou total) sur l’ensemble des valeurs.
La notation VSAF correspond a` la traduction anglaise de “syste`me d’argumentation a` base
de multiples valeurs” : Multiple Value-based Argumentation Framework.
Exemple 20. Soit VSAF = 〈A,R,V, arg, 〉 avec A = {α, β, δ, γ}, R = {(γ, α), (γ, β), (γ, δ),
(δ, γ)}, V = {vdog, vhyp, vemp, vsec, vcar}, arg(vdog) = {α, γ}, arg(vhyp) = {β}, arg(vemp) = {δ},
arg(vsec) = {α}, arg(vcar) = {γ} et  = {(vemp, vdog), (vemp, vhyp), (vemp, vcar)}. Le graphe
d’attaque est repre´sente´ par la Figure 2.3, la largeur d’un cadre de valeur correspondant a` la force












Figure 2.3 – Le graphe oriente´ VSAF
Puisqu’un argument peut promouvoir plusieurs valeurs dans ce syste`me, il existe plusieurs
fac¸ons rationnelles de conside´rer une pre´fe´rence entre arguments. Des exemples assez intuitifs
de cette relation, note´e Pref∇, pre´sents dans [KvdT08] sont donne´s ci-dessous.
De´finition 23 (Relations de pre´fe´rence [KvdT08]). Soit VSAF = 〈A,R,V, arg,〉 et αi, αj ∈
A :
– (αi, αj) ∈ PrefM si et seulement si | arg−1({αi})| > | arg−1({αj})|,
– (αi, αj) ∈ PrefBc si et seulement si ∃ v ∈ V tel que αi ∈ arg(v) et ∀ v′ ∈ V avec αj ∈
arg(v′), (v, v′) ∈ .
La premie`re relation donne une pre´fe´rence aux arguments promouvant le plus de valeurs alors
que la seconde privile´gie les arguments promouvant la valeur la plus importante. Les se´mantiques
de Dung sont ensuite applique´es au syste`me associe´ au VSAF de´fini comme suit :
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De´finition 24 (Syste`me associe´ au VSAF [KvdT08]). Soit VSAF = 〈A,R,V, arg,〉. Le AF
associe´ au VSAF est un couple 〈A, defeats∇〉 ou` defeats∇ ⊆ A×A tel que (αi, αj) ∈ defeats∇
si et seulement si (αi, αj) ∈ R et (αj , αi) /∈ Pref∇.
Exemple 21. Soit VSAF le syste`me d’argumentation de´crit par l’Exemple 20 et AF le syste`me
d’argumentation de´crit par l’Exemple 13, AF est le syste`me d’argumentation associe´ a` VSAF par
∇ = Bc. Ainsi, ce syste`me VSAF (∇ = Bc) a une seule extension {α, β, δ}, qui est a` la fois
stable, pre´fe´re´e et de base.
Dans les travaux concernant le PAF et le VAF, les pre´fe´rences entre arguments sont suppose´es
eˆtre non contradictoires ; cependant, dans les applications courantes, il peut arriver que cela ne
soit pas toujours le cas. Leurs validite´s ont alors besoin d’eˆtre contextualise´es comme l’imaginait
Mc Carthy [McC79].
2.1.4 Syste`me d’argumentation a` base de pre´fe´rences contextuelles CPAF
Dans [APP00], une extension de PAF a e´te´ propose´e, l’ide´e e´tant d’y assumer que l’ensemble
A des arguments peut eˆtre muni de plusieurs relations de pre´fe´rence 1, · · · n, chacune d’elle
exprimant des pre´fe´rences entre arguments dans un contexte particulier, contextes, qui envisa-
ge´s de manie`re abstraite (mais envisageables par exemple tels des points des vue ou des contextes
temporels), sont suppose´s totalement ordonne´s.
De´finition 25 (Syste`me d’argumentation a` base de pre´fe´rences contextuelles (CPAF) [APP00]).
Un syste`me d’argumentation a` base de pre´fe´rences contextuelles est un tuple CPAF = 〈A,R, C, .,
1, . . . ,n〉 ou` :
– A est un ensemble d’arguments,
– R ⊆ A×A est une relation d’attaque,
– C est un ensemble de contextes tel que |C| = n,
– . est un ordre total sur l’ensemble C des contextes,
– i ⊆ A × A est un pre´ordre (partiel ou total) associe´ au contexte ci.
La notation CPAF correspond a` la traduction anglaise de “syste`me d’argumentation a` base
de pre´fe´rences contextuelles” : Contextual Preferences-based Argumentation Framework.
Notons que pour deux arguments αi et αj , il peut eˆtre possible que (αi, αj) ∈ k et (αj , αi)
∈ l avec k 6= l. Les diffe´rentes relations de pre´fe´rence i peuvent eˆtre agre´ge´es au sein d’une
unique relation de´note´e par ⊗.(1, · · · n).
Dans [APP00], une proposition naturelle est de garder toutes les pre´fe´rences du contexte
le plus fort (i.e. celles du contexte ci maximal par l’ordre .), et d’ajouter les pre´fe´rences des
contextes suivants qui ne sont pas en contradiction avec celles pre´sentes dans le premier. Le
meˆme proce´de´ est re´pe´te´ jusqu’a` qu’il n’y ait plus de contextes restant.
De´finition 26 (Fonction d’agre´gation [APP00]). Soit C = {c1,. . . , cn} un ensemble de contextes.
⊗.(1, · · · n) = Prefn tel que
– C1 = C
– Pref1 = {(α, β) ∈ i t.q. ∀cj ∈ C1 \ {ci}, (ci, cj) ∈ .}
– Ck+1 = Ck \ {ci}
– Prefk+1 = Prefk ∪ {(α, β) ∈ i, t.q. ci ∈ Ck+1, ∀cj ∈ Ck+1 \ {ci}, (ci, cj) ∈ . et (β, α) /∈
Prefk}.
Il est utile de pre´ciser que dans cette de´finition, la relation ⊗.(1, · · · n) n’est pas ne´cessaire-
ment transitive.
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Exemple 22. Soit CPAF = 〈A,R, C, .,1, . . . ,n〉 avec A = {α, β, δ, γ}, R = {(γ, α), (γ, β),
(γ, δ), (δ, γ)}, C = {cemp, cdog}, . = {(cemp, cdog)}, emp = {(δ, γ), (δ, α), (δ, β)} et dog =
{(γ, δ), (γ, α), (γ, β), (α, δ), (α, γ), (α, β)}. Le graphe d’attaque est repre´sente´ par la Figure 2.4,
la largeur d’un cadre de contexte correspondant a` la force relative du contexte au regard de la
relation . et la largeur du trait autour d’un noeud dans un contexte ci correspondant a` la force
relative de l’argument au regard de la relation i. La pre´fe´rence agre´ge´e pour ce syste`me n’est











Figure 2.4 – Le graphe oriente´ CPAF
De´finition 27 (Syste`me associe´ a` CPAF [APP00]). Soit CPAF = 〈A,R, C, .,1, . . . ,n〉 et ⊗.(1
, · · · n) la pre´fe´rence agre´ge´e. Le AF associe´ a` CPAF est un couple 〈A, Def〉 ou` Def ⊆ A×A tel
que (αi, αj) ∈ Def si et seulement si (αi, αj) ∈ R et (αj , αi) /∈ ⊗.(1, · · · n).
Les se´mantiques de Dung sont ensuite applique´es au syste`me associe´ a` CPAF pour e´valuer ses
arguments.
Exemple 23. Soit CPAF le syste`me d’argumentation de´crit par l’Exemple 22 et AF le syste`me
d’argumentation de´crit par l’Exemple 13, AF est le syste`me d’argumentation associe´ a` CPAF.
Ainsi, ce syste`me CPAF a une seule extension {α, β, δ}, qui est a` la fois stable, pre´fe´re´e et de
base.
2.2 Comparaison des syste`mes d’argumentation
Peu d’e´tudes issues de la litte´rature en argumentation se sont inte´resse´es a` la comparaison
des diffe´rents syste`mes d’argumentation qui inte`grent les pre´fe´rences. , il s’agit pourtant d’une
manie`re imme´diate de de´montrer la ge´ne´ralite´ ou la spe´cificite´ d’un cadre de travail par rapport a`
un autre. Dans [KvdT08], Kaci et Van der Torre ont fait une premie`re tentative de comparaison
de ces syste`mes. Cependant, ils ont utilise´ un crite`re de comparaison qui est ambigu. Leur
ide´e est de repre´senter un syste`me donne´ dans un autre. Ce type de comparaison ne dit rien
sur les re´sultats retourne´s par les diffe´rents syste`mes. Il n’est pas non plus de´taille´ clairement
la pre´sence de ge´ne´ralite´ ou de spe´cificite´ d’un cadre de travail par rapport a` un autre. Pour
e´viter ces lacunes, nous avons de´fini un postulat se´mantique pour s’assurer du bien-fonde´ des
comparaisons, et ce sous certaines conditions syntaxiques. Cette notion est base´e sur les re´sultats
retourne´s par les deux syste`mes.
De´finition 28 (Syste`mes d’argumentation e´quivalents). Soit AF1, AF2 deux syste`mes d’argu-
mentation. Les deux syste`mes AF1 et AF2 sont e´quivalents ssi Ext(AF1) = Ext(AF2), ou` Ext(AFi)
est l’ensemble de toutes les extensions de AFi sous une se´mantique donne´e
4.
4. Dans les preuves, la se´mantique des ensembles admissibles est utilise´e pour de´montrer l’e´quivalence de deux
syste`mes.
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Un re´sultat imme´diat est l’e´quivalence de deux syste`mes d’argumentation a` base de pre´fe´-
rences dans lesquels les pre´fe´rences exprime´es par l’ordre (partiel ou total) et le pre´ordre (partiel
ou total) co¨ıncident, la seule diffe´rence portant sur la re´flexivite´ de la notion de pre´fe´rence.
Proprie´te´ 5. Les syste`mes d’argumentation associe´s respectivement a` PAF1 = 〈A,R,〉 et a`
PAF2 = 〈A,R,〉 (avec  5 la relation stricte de ) sont e´quivalents 6.
A l’aide du postulat d’e´quivalence, il s’agit donc de mener une e´tude comparative des diffe´-
rents syste`mes a` base de pre´fe´rences rappele´s dans la premie`re section de ce chapitre, de fac¸on
a` situer ces derniers les uns par rapports aux autres en terme de spe´cialisation et/ou de ge´ne´ra-
lisation.
2.2.1 Comparaison des syste`mes a` la Dung et a` base de pre´fe´rences
Le syste`me d’argumentation a` la Dung peut eˆtre vu comme un cas particulier du syste`me
d’argumentation base´ sur les pre´fe´rences. Plusieurs situations dans lesquelles AF et PAF sont
e´quivalents peuvent eˆtre souligne´es, en particulier les cas ou` aucune pre´fe´rence stricte entre
arguments n’existe et ou` toutes les attaques entre arguments aboutissent (si un argument α
attaque un argument β alors β n’est pas pre´fe´re´ a` α).
Proprie´te´ 6. Le syste`me d’argumentation AF = 〈A,R〉 est e´quivalent au syste`me d’argumenta-
tion associe´ a` PAF = 〈A,R,〉 ssi :
– @ α, β ∈ A tel que (α, β) ∈ , ou
– @ α, β ∈ A tel que (α, β) ∈ R et (β, α) ∈ .
Exemple 24. Soit PAF = 〈A,R,〉 avec A = {α, β, δ, γ}, R = {(γ, α), (γ, β), (γ, δ), (δ, γ)} et
 = {(γ, δ), (δ, α), (δ, β), (δ, γ)}. Le graphe d’attaque est repre´sente´ par la Figure 2.5, la largeur
d’un noeud correspondant a` la force relative de l’argument au regard de la relation . Le syste`me





Figure 2.5 – Un graphe oriente´ PAF
Ces syste`mes ont pour extensions pre´fe´re´es les ensembles {α, β, δ} et {γ}.
2.2.2 Comparaison des syste`mes a` base de valeurs et de multiples valeurs
Le syste`me VAF propose´ par Bench-Capon peut eˆtre vu comme un cas particulier de son
extension VSAF propose´e par Kaci et Van der Torre dans [KvdT08], et ce notamment dans les
conditions particulie`res ou` chaque argument dans VSAF promeut exactement la valeur promue
dans VAF en respectant le meˆme ordonnancement, et ou` le nombre de valeurs promues par un
argument dans VSAF est proportionnel a` l’importance de la valeur promue par ce meˆme argument
dans VAF.
5.  est irre´flexive, antisyme´trique et transitive.
6. Les preuves de toutes les proprie´te´s pre´sente´es dans ce chapitre figurent dans l’annexe situe´e a` la fin de ce
manuscrit
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Proprie´te´ 7.
– Les deux syste`mes d’argumentation 〈A, defeats〉 et 〈A, defeatsBc〉 associe´s respective-
ment a` VAF = 〈A,R,V, val, Pref〉 et VSAF = 〈A,R,V, arg,〉 sont e´quivalents ssi val =
arg−1 et Pref = .
– Les deux syste`mes d’argumentation 〈A, defeats〉 et 〈A, defeatsM 〉 associe´s respective-
ment a` VAF = 〈A,R,V, val, Pref〉 avec V = {v1, . . . , vn} tel que pour i>j (vi, vj) ∈ Pref,
et VSAF = 〈A,R,V, arg,〉 sont e´quivalents ssi |arg−1(val−1(vi))| = i.
Exemple 25. Soit VAF = 〈A,R,V, val, Pref〉 avec A = {α, β, δ, γ}, R = {(γ, α), (γ, β), (γ, δ),
(δ, γ)}, V = {vdog, vhyp, vemp}, val(α) = vdog, val(β) = vhyp, val(γ) = vdog, val(δ) = vemp et
Pref = {(vdog, vemp), (vdog, vhyp)}. Le graphe d’attaque est repre´sente´ par la Figure 2.6, la largeur
d’un cadre de valeur correspondant a` la force relative de la valeur au regard de la relation Pref. Le










Figure 2.6 – Un graphe oriente´ VAF
Ces syste`mes ont pour unique extension l’ensemble {γ} qui est a` la fois stable, pre´fe´re´e et de
base.
2.2.3 Comparaison des syste`mes a` base de pre´fe´rences et de valeurs
Dans cette partie, et dans le but de mener une e´tude comparative comple`te des syste`mes
VAF et PAF, il sera monte´ que chaque VAF peut eˆtre repre´sente´ par un PAF. L’ide´e est que la
relation de pre´fe´rence du PAF n’est rien d’autre que la pre´fe´rence issue des valeurs promues par
les arguments. Il sera aussi montre´ qu’un PAF peut eˆtre code´ comme un VAF en de´finissant des
valeurs fictives et un ordre entre elles, permettant de capturer la relation de pre´fe´rence entre
arguments. Il est donc successivement montre´ qu’un syste`me PAF e´quivalent peut eˆtre construit
a` partir d’un syste`me VAF, puis que plusieurs constructions de syste`mes VAF e´quivalents existent
et permettent de repre´senter un syste`me PAF.
2.2.3.1 Construction d’un PAF e´quivalent a` partir d’un VAF :
De´finition 29. Soit VAF = 〈A,R,V, val, Pref〉, un syste`me d’argumentation base´ sur les va-
leurs. A partir d’un VAF, on peut extraire un syste`me d’argumentation a` base de pre´fe´rences,
PAFV = 〈A,R,V 〉, avec la relation de pre´fe´rence V ⊆ A×A de´finie comme suit : ∀α, β ∈ A,
(α, β) ∈ V ssi (val(α), val(β)) ∈ Pref.
Exemple 26. Le syste`me PAF de´crit par l’Exemple 16 est un syste`me d’argumentation extrait
a` partir de VAF de´crit par l’Exemple 18.
La relation V posse`de les meˆmes proprie´te´s que la relation Pref.
27
Chapitre 2. Comparaison et Unification des syste`mes
Proprie´te´ 8. La relation V est irre´flexive, antisyme´trique et transitive, c’est donc un ordre
strict.
Le syste`me d’argumentation a` base de valeurs VAF peut donc eˆtre conside´re´ comme un
particulier du syste`me d’argumentation a` base de pre´fe´rences PAF.
Proprie´te´ 9. Les syste`mes d’argumentation associe´s a` VAF et a` PAFV sont e´quivalents.
Exemple 27. Le syste`me associe´ a` PAF de´crit par l’Exemple 16 est e´quivalent au syste`me associe´
a` VAF (dont il est extrait) de´crit par l’Exemple 18.
2.2.3.2 Construction de plusieurs types de VAF a` partir d’un PAF :
2.2.3.2.1 Construction bijective Intuitivement, un syste`me VAF peut eˆtre construit a` par-
tir d’un syste`me PAF, et ce en affectant a` chaque argument une valeur diffe´rente, puis en respec-
tant l’ordonnancement des valeurs, a` l’image (bijective) de celui des arguments.
De´finition 30. Soit PAF = 〈A,R,〉 un syste`me d’argumentation a` base de pre´fe´rences. A
partir d’un PAF, un syste`me d’argumentation extrait bijectivement a` base de valeurs VAFPb est un
tuple 〈A,R,Vb, valb, PrefPb 〉 tel que :
– Vb est un ensemble de valeurs posse´dant la meˆme cardinalite´ que A (|Vb| = |A|),
– valb est une bijection de A dans Vb, et
– PrefPb ⊆ Vb × Vb est de´fini par : ∀ vα, vβ ∈ Vb, (vα, vβ) ∈ PrefPb ssi (val−1b (vα),
val−1b (vβ)) ∈  (val−1b correspond a` la fonction inverse de valb).
Notons que dans cette de´finition, il n’est pas pre´cise´ comment l’ensemble des valeurs est
choisi.
Exemple 28. Ainsi, a` partir du syste`me PAF pre´sente´ dans l’exemple 16, un syste`me VAFPb
peut eˆtre construit en associant a` chaque argument (α, β, . . . ) une valeur, par exemple son nom
(“α”, “β”, . . . ), et en conservant les meˆmes pre´fe´rences pour les noms comme pour les arguments
sous-jacents.
La relation PrefPb posse`de les meˆmes proprie´te´s que la relation .
Proprie´te´ 10. La relation PrefPb est irre´flexive, antisyme´trique et transitive, c’est donc un
ordre strict.
Le syste`me d’argumentation a` base de pre´fe´rences PAF peut donc eˆtre conside´re´ comme un
cas particulier du syste`me d’argumentation a` base de valeurs VAF.
Proprie´te´ 11. Les syste`mes d’argumentation associe´s a` PAF et a` VAFPb sont e´quivalents.
Il peut eˆtre inte´ressant a` ce stade de de´finir une relation entre valeurs pre´sentes dans l’en-
semble d’arrive´e Vb d’un syste`me d’argumentation a` base de valeurs VAFPb (extrait bijectivement
d’un syste`me d’argumentation a` base de pre´fe´rences PAF). Cette relation appele´e e´quivalence
e´pidictique, note´e Et, est de´finie comme suit :
De´finition 31. Deux valeurs vα, vβ ∈ Vb appartiennent a` la relation d’e´quivalence e´pidictique
Et, i.e., (vα, vβ) ∈ Et ssi :
- ∀ vγ ∈ Vb, (val−1b (vγ), val−1b (vα)) ∈  ssi (val−1b (vγ), val−1b (vβ)) ∈ ,
- ∀ vδ ∈ Vb, (val−1b (vα), val−1b (vδ)) ∈  ssi (val−1b (vβ), val−1b (vδ)) ∈ .
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La proprie´te´ suivante exprime que la relation d’e´quivalence e´pidictique est bien une relation
d’e´quivalence au sens mathe´matique.
Proprie´te´ 12. La relation Et est re´flexive, syme´trique et transitive, c’est donc une relation
d’e´quivalence.
On peut alors de´finir des classes d’e´quivalence sur l’ensemble Vb.
De´finition 32. La classe d’e´quivalence d’un e´le´ment vα de Vb muni de la relation d’e´quivalence
Et, note´e Et(vα), est alors l’ensemble de toutes les images de vα par Et : Et(vα) = {vβ ∈ Vb |
(vα, vβ) ∈ Et}.
L’ensemble de toutes les classes d’e´quivalence sur Vb est appele´ l’ensemble quotient de Vb
par Et, permettant de regrouper en un seul ensemble, les ensembles de valeurs situe´es dans la
meˆme classe d’e´quivalence.
De´finition 33. L’ensemble quotient de Vb par la relation d’e´quivalence Et, note´ Vb / Et, est
l’ensemble de toutes les classes d’e´quivalence de Vb suivant Et : Vb / Et = {Et(v) | v ∈ Vb}.
L’ensemble quotient est donc un nouvel ensemble construit a` partir de Vb et de Et, il s’agit
bien d’un sous-ensemble de l’ensemble des parties de Vb.
2.2.3.2.2 Construction surjective Une autre fac¸on de repre´senter un syste`me PAF avec
un syste`me VAF consiste a` assigner une meˆme valeur a` l’ensemble des arguments e´tant eux meˆme
indiffe´rents vis-a`-vis de la relation de pre´fe´rence . Ce syste`me, note´ VAFPs , construit a` partir
d’une e´quivalence base´e sur le possible caracte`re surjectif de la fonction val, est de´fini comme
suit :
De´finition 34. Soit PAF = 〈A,R,〉 un syste`me d’argumentation a` base de pre´fe´rences. A
partir d’un PAF, un syste`me d’argumentation extrait surjectivement a` base de valeurs VAFPs est
un tuple 〈A,R,Vs, vals, PrefPs 〉 tel que :
– Vs est un ensemble de valeurs posse´dant une cardinalite´ au plus e´gale a` celle de A (|Vs|
≤|A|),
– vals est une surjection de A dans Vs,
– PrefPs ⊆ Vs × Vs est de´fini tel que :
1. ∀ α, β ∈ A, si vals(α) = vals(β) alors ∀ γ ∈ A on a (α, γ) ∈  ssi (β, γ) ∈  et
on a (γ, α) ∈  ssi (γ, β) ∈ ,
2. (vα, vβ) ∈ PrefPs ssi ∀ α ∈ val−1s (vα) et ∀ β ∈ val−1s (vβ) on a (α, β) ∈ , ou` val−1s
correspond a` la fonction inverse de vals.
Exemple 29. Soit VAF = 〈A,R,V, val, Pref〉 avec A = {α, β, δ, γ}, R = {(γ, α), (γ, β), (γ, δ),
(δ, γ)}, V = {vemp, vemp}, val(α) = vemp, val(β) = vemp, val(γ) = vemp, val(δ) = vemp et
Pref = {(vemp, vemp)}. Le graphe d’attaque est repre´sente´ par la Figure 2.7, la largeur d’un
cadre de valeur correspondant a` la force relative de la valeur au regard de la relation Pref. A
partir de PAF de´crit par l’Exemple 16, le syste`me VAF de´crit par l’Exemple 29 est un syste`me
d’argumentation extrait surjectivement a` base de valeurs.
La relation PrefPs posse`de les meˆmes proprie´te´s que la relation .
Proprie´te´ 13. La relation PrefPs est irre´flexive, antisyme´trique et transitive, c’est donc un
ordre strict.
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Figure 2.7 – Un graphe oriente´ VAF
Le syste`me d’argumentation a` base de pre´fe´rences PAF peut donc eˆtre conside´re´ comme un
cas particulier du syste`me d’argumentation a` base de valeurs VAF.
Proprie´te´ 14. Les syste`mes d’argumentation associe´s a` PAF et a` VAFPs sont e´quivalents.
Il existe une construction surjective minimale, note´ VAFPs(min), donnant un ensemble de valeurs
d’arrive´e minimal note´ Vmins (au sens de la cardinalite´) pour lequel le syste`me VAFPs correspon-
dant satisfait la De´finition 34 et pour lequel il existe un VAFPb satisfaisant la De´finition 30 et
extrait bijectivement a` partir d’un meˆme PAF.
Exemple 30. Soit VAFPb = 〈A,R,Vb, valb, PrefPb 〉 extrait bijectivement a` partir de PAF de´crit
dans l’Exemple 16 avec A = {α, β, δ, γ}, R = {(γ, α), (γ, β), (γ, δ), (δ, γ)}, Vb = {vdog, vcar, vhyp,
vemp}, valb(α) = vdog, valb(β) = vhyp, valb(γ) = vcar, valb(δ) = vemp et PrefPb = {(vemp, vdog),
(vemp, vhyp), (vemp, vcar)}, VAFPs(min) est la construction surjective minimale obtenu a` partir de ce
meˆme PAF telle que VAFPs(min) = 〈A,R,Vmins , vals, PrefPs 〉 avec Vmins = {vemp, vemp}, vals(α) =
vemp, vals(β) = vemp, vals(γ) = vemp, vals(δ) = vemp et Pref
P
s = {(vemp, vemp)}. Les graphes
d’attaque de ces deux syste`mes sont repre´sente´s dans la Figure 2.8, la largeur d’un cadre de
valeur correspondant a` la force relative de la valeur au regard de la relation PrefPb et Pref
P
s ,
et le cadre de valeur grise´ correspondant a` l’affectation de la valeur vemp selon la fonction vals










Figure 2.8 – Le graphe oriente´ VAF
Proprie´te´ 15. |Vmins | = |Vb / Et|
Il est a` noter que cette construction surjective ne fait pas ne´cessairement de distinction entre
arguments indiffe´rents (c’est a` dire “e´quivalents”) et arguments incomparables.
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2.2.4 Comparaison des syste`mes a` base de pre´fe´rences classiques et contex-
tuelles
Un syste`me d’argumentation a` base de pre´fe´rences contextuelles CPAF peut eˆtre vu comme
plusieurs syste`mes PAFs comple`tement ordonne´s, utilisant un ope´rateur d’agre´gation :
De´finition 35. Soit {PAF1 = 〈Arg,R,1〉, ..., PAFn = 〈Arg,R,n〉} un ensemble de syste`mes
d’argumentation a` base de pre´fe´rences, totalement pre´ordonne´ par la relation note´e rPAF . ⊕
(PAF1, ..., PAFn) est un CPAF = 〈A,R, C, .,c1 , · · · cn〉 tel que :
– C est un ensemble de n contextes, chaque ci est associe´ avec PAFi : ci = i ;
– . est un pre´ordre total sur C × C, tel que (ci, cj) ∈ . ssi (PAFi, PAFj) ∈ rPAF ;
Il est clair qu’au regard de cette de´finition, un syste`me PAF peut eˆtre vu comme un cas
particulier d’un syste`me CPAF avec n = 1. D’autre part, l’e´valuation du syste`me CPAF est lie´e
a` une fonction d’agre´gation qui me`ne a` la construction d’un seul syste`me PAF. Un syste`me PAF
peut aussi eˆtre obtenu par une agre´gation des relations de pre´fe´rences contextuelles a` partir d’un
syste`me CPAF.
De´finition 36. Soit CPAF = 〈A,R, C, .,1, · · · n〉. Un syste`me d’argumentation a` base de pre´-
fe´rences agre´ge´es a` partir du syste`me CPAF peut eˆtre de´fini comme suit : PAFag = 〈Arg,R,⊗(1
, · · · n)〉.
Cette e´tude comparative a mis en valeur certains aspects inte´ressants. S’il paraˆıt clair main-
tenant que plusieurs typologies du syste`me VAF peuvent repre´senter un seul syste`me PAF, un
syste`me VAF, lui, ne peut eˆtre repre´sente´ qu’au travers d’un seul syste`me PAF, en accord avec
l’e´tude issue de [KvdT08]. Le syste`me PAF peut e´galement eˆtre appre´hende´ comme un cas par-
ticulier du syste`me CPAF (en termes d’e´quivalence). Ce dernier ne permet cependant pas une
expressivite´ aussi importante que certains mode`les a` base de valeurs en argumentation, en effet
un seul ensemble d’arguments est conside´re´ pour l’ensemble des contextes, la` ou` chaque valeur
se re´fe`re a` des ensembles potentiellement diffe´rents d’arguments.
2.3 Vers un mode`le unificateur a` base de pre´fe´rences
Cette section est destine´e a` proposer un cadre de travail en argumentation permettant de
conserver l’aspect ge´ne´rique des syste`mes a` base de pre´fe´rences directes entre arguments, tout
en augmentant une certaine forme d’expressivite´.
2.3.1 Expression d’un argument dans un contexte
En permettant a` un argument de s’exprimer dans un ou plusieurs contextes (abstraitement
lie´s aux notions de valeurs ou de crite`res), les travaux rappele´s dans la premie`re section de
ce chapitre peuvent eˆtre inte´gre´s dans un cadre de travail commun, utilisable notamment en
situation de de´cision multi-crite`res.
De´finition 37. Un syste`me d’argumentation multi-contextuels a` base de pre´fe´rences (MCPAF)
est de´fini par un tuple 〈C,D, 〈A1, . . . ,An〉, 〈R1, . . . ,Rn〉, 〈1, . . . ,n〉〉 ou` :
– C est un ensemble de contextes tel que |C| = n,
– D ⊆ C × C est un pre´ordre (partiel ou total),
– Ai ⊆ A (avec A = ∪i∈[1,n]Ai) est un ensemble d’arguments s’exprimant dans un contexte
ci,
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– Ri ⊆ Ai ×Ai est une relation d’attaque sur Ai,
– i ⊆ Ai ×Ai est une relation de pre´fe´rence sur Ai.
La notation MCPAF correspond a` la traduction anglaise de “syste`me d’argumentation multi-
contextuels a` base de pre´fe´rences”: Multi-Contextual Preference-based Argu-mentation Framework.
Exemple 31. Soit MCPAF = 〈C,D, 〈A−IV e,A−IIIe,AIV e,AXV Iedog ,AXV Ieemp ,AXV IIe〉, 〈R−IV e,
R−IIIe,RIV e,RXV Iedog ,RXV Ieemp ,RXV IIe〉, 〈−IV e,−IIIe,IV e,XV Iedog ,XV Ieemp ,XV IIe
〉〉 avec A−IV e = {α}, A−IIIe = {α, β}, AIV e = {α, β, γ}, AXV Iedog = {α, β, γ, δ}, AXV Ieemp
= {α, β, γ, δ}, AXV IIe = {α, β, γ, δ, }, R−IV e = {∅}, R−IIIe = {∅}, RIV e = {(γ, α), (γ, β)},
RXV Iedog = RXV Ieemp = {(γ, α), (γ, β), (γ, δ), (δ, γ)}, RXV IIe = {(γ, α), (γ, β), (γ, δ), (δ, γ), (, γ)},
C = {c−IV e, c−IIIe, cIV e, cXV Iedog , cXV Ieemp , cXV IIe}, D = {(cXV IIe, cXV Ieemp), (cXV IIe, cXV Iedog),
(cXV Ieemp , cXV Iedog), (cXV Iedog , cXV Ieemp), (cXV Ieemp , cIV e), (cXV Iedog , cIV e), (cIV e, c−IIIe), (c−IIIe,
c−IV e)}, −IV e = {∅}, −IIIe = {∅}, IV e = {(γ, α), (γ, β)}, XV Iedog = {(γ, α), (γ, β), (γ, δ)},
XV Ieemp = {(α, γ), (β, γ), (δ, γ)}, XV IIe = {(, α), (, β),
(, γ), (, δ)}. Le graphe d’attaque est repre´sente´ par la Figure 2.9, la largeur d’un cadre de
contexte correspondant a` la force relative du contexte au regard de la relation D (ici en tant que
relation totale) et la largeur d’un noeud dans un contexte ci correspondant a` la force relative de

























Figure 2.9 – Un graphe oriente´ MCPAF
A travers cet exemple, on perc¸oit bien l’inte´reˆt d’un tel mode`le en argumentation car il permet
notamment d’exprimer la se´quentialite´ inhe´rente a` tout discours argumentaire : un argument
est exprime´, puis un autre pouvant e´ventuellement contrarier ou eˆtre contrarie´ par le pre´ce´dent
est a` son tour exprime´, l’e´volution des pre´fe´rences entre ces arguments restant permise par le
mode`le. D’autre part, un aspect inte´ressant est la possibilite´ de de´finir des contextes e´quivalents
te´moignant par exemple de la concomitance de plusieurs points de vue (au sens de pre´fe´rences
diffe´rentes entre arguments) dans un meˆme temps argumentatif.
De´finition 38 (Syste`me associe´ a` MCPAF). Soit MCPAF = 〈C,D, 〈A1, . . . ,An〉, 〈R1, . . . ,
Rn〉, 〈1, . . . ,n〉〉, ⊗D(1, · · · n) la pre´fe´rence agre´ge´e et ⊕D(R1, . . .Rn) l’attaque agre´ge´e. Le
AF associe´ a` MCPAF est un couple 〈A, Def〉 ou` Def ⊆ A×A tel que (αi, αj) ∈ Def si et seulement
si (αi, αj) ∈ ⊕D(R1, . . .Rn) et (αj , αi) /∈ ⊗D(1, · · · n).
Une fois de´finie l’agre´gation des pre´fe´rences et des attaques, les se´mantiques de Dung peuvent
eˆtre applique´es au syste`me d’argumentation associe´ a` MCPAF, ce qui permet l’e´valuation de ses
arguments.
2.3.2 Comparaison du syste`me unifie´ avec les syste`mes issus de la litte´rature
A pre´sent, il s’agit de comparer ce syste`me d’argumentation a` base de pre´fe´rences par rapport
a` ceux propose´s pre´ce´demment dans la litte´rature.
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De´finition 39. Soit CPAF = 〈A,R, C, .,1, · · · n〉. Le syste`me MCPAFC peut eˆtre construit a`
partir de CPAF tel que MCPAFC = 〈C,DC , 〈AC1 , . . . ,ACn 〉, 〈RC1 , . . . ,RCn 〉, 〈1, . . . ,n〉〉 avec :
– AC1 = · · · = ACn = A,
– RC1 = · · · = RCn = R,
– DC= ..
Proprie´te´ 16. Les syste`mes d’argumentation associe´s a` CPAF et a` MCPAFC 7 sont e´quivalents.
Le syste`me d’argumentation a` base de pre´fe´rences contextuelles CPAF peut donc eˆtre conside´re´
comme un cas particulier du syste`me d’argumentation multi-contextuels a` base de pre´fe´rences
MCPAF.
De´finition 40. Soit VSAF = 〈A,R,V, arg,〉, avec V = {v1, . . . , v|V|}. Le syste`me MCPAFM peut
eˆtre construit a` partir de VSAF tel que MCPAFM = 〈CM ,DM , 〈AM1 , . . . ,AM|V|+1〉, 〈RM1 , . . . ,RM|V|+1〉,
〈M1 , . . . ,M|V|+1〉〉 avec :
– CM = {v1, . . . , v|V|, c|V|+1}
– AMi = arg(vi),
– AM|V|+1 = A et RM|V|+1 = R,
– ∀ ci, cj ∈ CM , (ci, cj) ∈ DM si (vi, vj) ∈ ,
Le syste`me d’argumentation a` base de multiples valeurs VSAF est e´galement un cas particulier
du syste`me d’argumentation multi-contextuels a` base de pre´fe´rences MCPAF, comme le montre
la Proprie´te´ 17, en accord avec le calcul des deux syste`mes de Dung associe´s au syste`me VSAF
pre´sente´s dans la De´finition 24.
Proprie´te´ 17.
– Les deux syste`mes d’argumentation 〈A, Def〉 et 〈A, defeatsBc〉 associe´s respectivement
a` MCPAFM = 〈CM ,DM , 〈AM1 , . . . ,AM|V|+1〉, 〈RM1 , . . . ,RM|V|+1〉, 〈M1 , . . . ,M|V|+1〉〉 et VSAF =
〈A,R,V, arg,〉 sont e´quivalents ssi ⊕DM (RM1 , . . . ,RM|V|+1) = RM|V|+1 et on a (α, β) ∈
⊗DM (M1 , · · · M|V|+1) si ∃ i,j tel que α ∈ AMi , β ∈ AMj et (ci, cj) ∈ DM .
– Les deux syste`mes d’argumentation 〈A, Def〉 et 〈A, defeatsM 〉 associe´s respectivement
a` MCPAFM = 〈CM ,DM , 〈AM1 , . . . ,AM|V|+1〉, 〈RM1 , . . . ,RM|V|+1〉, 〈M1 , . . . ,M|V|+1〉〉 et VSAF =
〈A,R,V, arg,〉 sont e´quivalents ssi ⊕DM (RM1 , . . . ,RM|V|+1) = RM|V|+1 et on a (α, β) ∈
⊗DM (M1 , · · · M|V|+1) si |{i|α ∈ Ai}| > |{i|β ∈ Ai}|.
Nous avons ainsi montre´ que le syste`me propose´ MCPAF ge´ne´ralise tous les syste`mes a` base de
pre´fe´rences directes ou indirectes pre´sente´s dans ce chapitre. La Figure 2.10 repre´sente l’e´tude
comparative et resitue les composants des mode`les propose´s dans la litte´rature. Si le syste`me
d’argumentation a` la Dung AF demeure le plus abstrait des syste`mes d’argumentation, pouvant
eˆtre associe´ a` tous les autres, MCPAF apparaˆıt comme le plus expressif en termes de mode´lisation
et comme une ge´ne´ralisation de ces derniers. Ainsi dans le graphe pre´sente´, les arcs repre´sentent
l’existence d’un cas particulier tel que Syste`mei =⇒ Syste`mej signifie “le Syste`mei est un cas
particulier du Syste`mej”. Le mode`le MCPAF propose un pre´ordre partiel ou total pour comparer
les contextes entre eux, ceci permet notamment la ge´ne´ralisation du mode`le CPAF de par le
caracte`re particulier de l’ordre sur le pre´ordre. Le caracte`re total, lui, ne peut suffire pour
repre´senter l’incomparabilite´ entre contextes qui est incontournable dans le syste`me VSAF.
7. ⊕D sera axiomatise´ comme suit : ⊕D(Rc, . . . ,Rc) = Rc
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(α, β) ∈ Def ssi (α, β)
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〈A,R, C, .,1, . . . ,n〉 : (α, β) ∈ Def









〈A,R,V, val, Pref〉 : (α, β) ∈ Def ssi





(val(β), val(α)) ∈ Pref
PAF
〈A,R,〉 :(α, β) ∈ Def ssi
(α, β) ∈ R et (β, α) /∈.




Figure 2.10 – Un graphe oriente´ de ge´ne´ralisation entre syste`mes d’argumentation
2.4 Travaux connexes
Comme nous l’avons signale´ a` plusieurs reprises dans ce chapitre, de pre´ce´dents travaux
[KvdT08], s’e´taient de´ja` inte´resse´s a` la comparaison des syste`mes d’argumentation, s’agissant
notamment des syste`mes AF, PAF, VAF, et VSAF. Cependant, la me´thode de comparaison propo-
se´e e´tait purement syntaxique et ambigu¨e, et aucune de´finition de l’e´quivalence entre syste`mes
d’argumentation n’e´tait propose´e. De plus, certaines comparaisons pre´sente´es dans ce travail
n’e´taient pas exactes, nous proposons deux contre-exemples pour appuyer ce propos.
2.4.1 Comparaison des syste`mes PAF et VAF
Dans [KvdT08], il est affirme´ que chaque syste`me PAF peut eˆtre repre´sente´ par diffe´rents sys-
te`mes VAFs, ce qui est exact, en ajoutant cependant que tous ces syste`mes VAF sont isomorphes,
chacun d’eux repre´sentant un renommage par rapport aux autres. Bien qu’inscrit dans le Lemme
4 de [KvdT08], cette assertion n’est pas exacte. Un contre-exemple est fourni ici :
Soit un syste`me PAF de´fini par 〈A,R,〉 avec A = {α, β, γ} et  = {(α, β), (α,γ)}. Consi-
de´rons les deux syste`mes VAFs suivants : VAF1 = 〈A,R,V1, val1, Pref1〉, avec V1 = {v1, v2, v3},
val1(α) = v3, val1(β) = v2 et val1(γ) = v1, et Pref1 = {(v3, v2), (v3, v1)}. VAF2 = 〈A,R,V2,
val2, Pref2〉, avec V2 = {v1, v2}, val2(α) = v2, val2(β) = v1 et val2(γ) = v1, et Pref1 =
{(v2, v1)}. Bien que le syste`me VAF1 et le syste`me VAF2 soient e´quivalents au syste`me PAF, ils ne
sont pas isomorphes. En fait, l’assertion de [KvdT08] serait valide si Prefi e´tait un ordre total,
ce qui n’est pas force´ment le cas.
2.4.2 Comparaison des syste`mes PAF et VSAF
Pour chaque syste`me VSAF, il existe au moins un syste`me PAF qui le repre´sente. A partir de
la de´finition pre´sente´e dans [KvdT08], 〈A,R,V, arg,,MM〉 repre´sente 〈A,R, PrefMM 〉 si et
seulement si PrefMM est la moins spe´cifique (au sens de la de´finition pre´sente´e dans [Yag08])
des relations parmi les Pref′MM s tel que 〈A,R,
Pref′MM 〉 satisfait 〈A,R,V, arg,,MM〉. Soit v1, v2 ∈ V tel que arg(v1)= {α, β, γ}, arg(v2)=
{γ, δ} et (v1, v2) ∈  ; les deux syste`mes 〈A,R, Pref1MM 〉 et 〈A,R, Pref2MM 〉 satisfont 〈A,R,V,
arg,,MM〉 avec Pref1MM = {(α,γ), (α,δ), (γ,δ), (δ,γ)} et Pref2MM = {(β,γ), (β,δ), (γ,δ),
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(δ,γ)}. Or, il n’y a pas une relation plus spe´cifique qu’une autre entre Pref1MM et Pref2MM
contredisant le The´ore`me 5 pre´sente´ dans [KvdT08].
Les travaux re´alise´s dans ce chapitre ont donne´ lieu a` deux publications [BAT09, BAT10].
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Le raffinement des syste`mes d’argumentation abstraits a` la Dung de la fin des anne´es 90 et du
de´but des anne´es 2000 s’est attache´ a` conside´rer l’agent au coeur du raisonnement argumentatif.
Outre l’enrichissement en termes explicatifs voire repre´sentationnel engendre´ par ces extensions,
c’est le me´canisme de raisonnement argumentatif, utilise´ pour de´river des conclusions bien fon-
de´es, et a` l’ore´e d’un syste`me de´cisionnel, des actions supporte´es, qui a fait l’objet du plus
d’attention. Les travaux en argumentation se sont donc diversifie´s et ont donne´ lieu a` plusieurs
courants pour les mode´lisateurs, dont [BMB10] clarifie pre´cise´ment la nature en terme d’ap-
proche “micro” (structure interne de l’argument), approche “macro” (relations entre arguments)
et “rhe´torique” (prenant en compte la perception des arguments par l’audience). A pre´sent un
enjeu re´side dans le couplage de ces courants, et ce dans le but de pouvoir procurer de ve´ritables
syste`mes multi-agents d’appui a` la de´cision argumente´e. Ainsi, de re´centes me´thodes de fusion
de syste`mes d’argumentation de type Dung ont e´te´ de´rive´es de celles classiquement propose´es
pour fusionner des bases de connaissances [CMDK+07]. L’approche “macro” utilise´e pour com-
biner les syste`mes fait l’objet de l’e´tude propose´e dans ce chapitre. Des e´le´ments aborde´s dans
le Chapitre 1 permettent de remarquer qu’au regard du courant “micro”, ces me´thodes peuvent
aboutir a` des syste`mes d’argumentation globaux non souhaite´s, ou` l’incohe´rence pre´sente entre
syste`mes peut eˆtre mal re´percute´e lors de l’e´tape de fusion. A la lumie`re de certaines proprie´te´s
propres aux the´ories du choix social, retranscrites il y a peu, en termes de fusion dans la litte´ra-
ture des syste`mes d’argumentation [TBS08], nous e´tudierons ces nouvelles me´thodes de fusion,
de´terminerons certaines de leurs limites, et montrerons dans quelle mesure certaines agre´gations
intra et inter syste`me(s) peuvent aboutir a` un syste`me d’argumentation fusionne´ aux proprie´te´s
souhaite´es.
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3.1 Fusionner plusieurs syste`mes a` la Dung
Nous appelons agre´gation en argumentation tout processus qui vise a` unifier plusieurs entite´s
d’un ou plusieurs syste`mes d’argumentation (telles l’attaque, la pre´fe´rence, etc.) en une seule et
ce dans le but d’en de´duire l’acceptabilite´ globale des arguments pre´sents. L’ope´ration de fusion
en argumentation consiste a` transformer un ensemble de syste`mes d’argumentation a` la Dung
{AF1, . . . , AFn} en un seul. Une me´thode pour mener a` bien cette ope´ration est propose´e par
Coste-Marquis et al. [CMDK+07]. Cette me´thode base´e sur une notion de distance entre AFs,
qui sera rappele´e dans ce chapitre, peut se de´crire en deux e´tapes : (1) le calcul, a` partir de
chaque AFi, d’une expansion inte´grant certaines informations d’autres AFs, rendant l’ensemble
des expansions deux a` deux comparables et (2) se´lectionner, comme solution de fusion, un
ou plusieurs AFs minimisant une fonction cumulant les distances entre l’AF se´lectionne´ 8 et les
expansions pre´ce´demment calcule´es.
3.1.1 Syste`me d’argumentation partiel
Rappelons en premier lieu la de´finition d’un syste`me partiel d’argumentation (note´ PaAF).
De´finition 41 ([CMDK+07]). Un syste`me partiel d’argumentation sur un ensemble d’arguments
Ap est un tuple PaAF = 〈AP ,RP , IP ,NP 〉 tel que :
– AP est un ensemble d’arguments,
– RP est une relation d’attaque,
– IP est une relation d’ignorance, telle que RP ∩ IP = ∅,
– NP = (AP × AP ) \ (RP ∪ IP ) est une relation de non-attaque.
Notons que NP peut eˆtre de´duite de RP et IP , ces trois relations formant une partition de
l’ensemble AP ×AP . Un PaAF peut donc eˆtre spe´cifie´ tel un triplet 〈AP ,RP , IP 〉.
Partant d’un ensemble de AF = 〈AF1, . . . , AFn〉, Coste-Marquis et al. [CMDK+07] introduisent
le concept de comple´tion d’un syste`me partiel d’argumentation. Nous rappelons ici sa de´finition.
Une comple´tion d’un PaAF est un AF classique ou` chaque relation d’ignorance entre deux ar-
guments est remplace´e ou non par une relation d’attaque. Un PaAF donne´ a donc de multiples
comple´tions, l’ensemble est appele´ profil comple´tif.
De´finition 42 (Comple´tion [CMDK+07]). Une comple´tion de PaAF = 〈AP ,RP , IP ,NP 〉 est un
syste`me d’argumentation AF = 〈A,R〉 tel que
– A = AP
– RP ⊆ R ⊆ RP ∪ IP
Etant donne´ un PaAF, PaAF = 〈AP ,RP , IP ,NP 〉, le profil comple´tif de l’ope´ration de comple´tion
est ⊕com〈AP ,RP , IP ,NP 〉 = 〈AF1, . . . , AF2|IP |〉 ou` chaque AFi est une comple´tion distincte de
PaAF.
Il y a 2|IP | syste`mes d’argumentation dans le profil comple´tif, repre´sentant les possibles
affectations des couples de IP en tant qu’attaque ou non-attaque.
Etant donne´ un profil comple´tif, l’ope´ration de de´ple´tion est de´finie comme l’ope´ration inverse
(donnant le PaAF original).
La de´ple´tion est de´finie par⊕dep〈AF1, . . . , AF2|IP |〉= 〈AP ,RP , IP ,NP 〉 ssi⊕com〈AP ,RP , IP ,NP 〉
= 〈AF1, . . . , AF2|IP |〉. On note ⊕depI 〈AF1, . . . , AF2|IP |〉 = IP et ⊕depR 〈AF1, . . . , AF2|IP |〉 = RP . Les
notions de comple´tion et de´ple´tion sont illustre´es dans la Figure 3.1.
8. Plusieurs AFs pouvant minimiser cette fonction, la solution de la fusion peut eˆtre un ensemble d’AFs
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Figure 3.1 – Comple´tion et de´ple´tion
Partant d’un ensemble de syste`mes d’argumentation (ensemble e´galement appele´ profil),
Coste-Marquis et al. vont proposer une me´thode pour expandre un syste`me d’argumentation
autour d’un profil donne´. Ainsi, apre`s avoir de´fini quelques proprie´te´s ge´ne´rales d’une expansion,
ils en de´finissent un type : l’expansion consensuelle. Nous rappelons sa construction.
3.1.2 Etape 1 : L’expansion
La premie`re phase de la fusion de n syste`mes d’argumentation pour Coste-Marquis et al. est
donc le calcul de n expansions consensuelles de la fac¸on suivante :
De´finition 43 (Expansion consensuelle [CMDK+07]). Soit P = 〈AF1, . . . , AFn〉 un profil de n




iRi) l’ensemble de couples d’arguments
avec lesquels le profil P est en de´saccord. L’expansion consensuelle de AFk e´tant donne´ P est un
syste`me d’argumentation partiel 〈A′,R′, I ′,N ′〉 note´ expC(AFk,P) de´fini tel que :
– A′ = ⋃i Ai,
– R′ = ⋃i Ri \ (conf(P \ AFk) \ Rk),
– I ′ = conf(P \ AFk) \ (Rk ∪ Rk),
– N ′ = (A′ × A′) \ (R′ ∪ I ′).
Exemple 32. Soit P = 〈AF1, AF2, AF3〉 un profil, les expansions de chaque syste`me AFi e´tant


















Figure 3.2 – L’expansion
Il s’agit donc de conserver pour un AFk toutes ses attaques et non-attaques au sein de son
expansion, en y ajoutant toutes les attaques et les non-attaques impliquant des arguments non
pre´sents dans AFk et pour lesquelles tous les autres syste`mes d’argumentation du profil (dans
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lesquels ces arguments sont implique´s) sont unanimes quand a` leur interaction (attaque ou
non-attaque). S’il y a un conflit avec au moins un syste`me d’argumentation dans le profil (a`
l’exception du AFk) alors l’interaction entre les arguments en question est juge´e ignore´e, c’est
pourquoi une expansion est un PaAF.
3.1.3 Etape 2 : La fusion
L’e´tape de fusion est ne´cessaire pour choisir un ou plusieurs AFs, lesquels seront les plus
proches de l’ensemble des expansions calcule´es. Coste-Marquis et al. ont de´fini une notion de
distance entre syste`mes d’argumentation afin de de´finir cette notion de proximite´.
De´finition 44 (Distance entre AFs [CMDK+07]). Etant donne´ AF = 〈A,R〉 et PaAF = 〈A,R′, I ′,N ′〉,
leur distance e´dite´e d(AF, PaAF) est telle que d(AF, PaAF) =
∑
(α,β)∈A×A da,b(AF, PaAF) avec :
– dα,β(AF, PaAF) = 0 ssi (a,b) ∈ R ∩ R′ ou R ∩ N ′,
– dα,β(AF, PaAF) = 1 ssi (a,b) ∈ R ∩ N ′ ou R ∩ R′,
– dα,β(AF, PaAF) = 0.5 autrement.
Il existe plusieurs fac¸ons de retenir le(s) syste`me(s) AFs fusionne´(s), soit retenir le(s) sys-
te`me(s) qui s’e´loigne(ent) le moins de l’ensemble du profil quitte a` en retenir qui s’e´loigne(nt)
nettement d’un syste`me du profil, soit retenir le(s) syste`me(s) qui s’e´loigne(ent) le moins de
chaque syste`me du profil quitte a` ce qu’il(s) s’e´loigne(nt) nettement de l’ensemble. C’est un
ope´rateur de fusion qui dictera ce mode de fusion.
De´finition 45 ([CMDK+07]). Soit 〈AF1, . . . , AFn〉 un profil de syste`mes d’argumentation, la
fusion par l’ope´rateur de fusion Op note´e ⊗Op retient un ensemble de syste`mes d’argumentation
tel que :
⊗Op〈AF1, . . . , AFn〉 = 〈AFMj |Opni=1d(AFMj , expC(AFi,P)) est minimal〉
avec d la distance e´dite´e (voir la De´finition 44) et Op une fonction de fusion de Rn → R qui est
essentiellement non de´croissante pour chaque variable.
Les choix pour Op retenus par Coste-Marquis et al. sont la somme Op =
∑
et les ope´rateurs
de maxima Op = max ou Op = leximax.
Exemple 33. Repre´sente´s dans la Figure 3.3, la fusion de P par les ope´rateurs leximax donne
deux syste`mes AFM1 et AF
M
2 , et pour les ope´rateurs max et
∑






















Figure 3.3 – Syste`mes fusionne´s






4 et les expansions du profil P
sont de´crites ci-dessous :
-d(AFM1 , expC(AF1,P)) = 1, d(AFM1 , expC(AF2,P)) = 1, d(AFM1 , expC(AF3,P)) = 3.
-d(AFM2 , expC(AF1,P)) = 1, d(AFM2 , expC(AF2,P)) = 1, d(AFM2 , expC(AF3,P)) = 3.
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-d(AFM3 , expC(AF1,P)) = 0, d(AFM3 , expC(AF2,P)) = 2, d(AFM3 , expC(AF3,P)) = 3.
-d(AFM4 , expC(AF1,P)) = 2, d(AFM4 , expC(AF2,P)) = 0, d(AFM4 , expC(AF3,P)) = 3.
Les ope´rateurs
∑






4 car quel que soit le syste`me
fusionne´ parmi ceux-ci, la somme de ses distances avec chacune des expansions est de 5, enfin
l’expansion situe´e a` la distance maximale des syste`mes fusionne´s est toujours expC(AF3,P), cette
distance e´tant toujours de 3.
L’ope´rateur leximax retourne seulement AFM1 et AF
M
2 duˆ aux distances excessives de 2 entre
AFM3 et expC(AF2,P) et entre AFM4 et expC(AF1,P).
3.2 Analyse critique
Les ope´rateurs de fusion Op introduits par Coste-Marquis discute´s ici seront la somme et
l’ope´rateur maximum, le leximax ne correspondant qu’a` un raffinement de ce dernier en cas
d’e´galite´ sur le calcul de la distance du syste`me fusionne´ avec les expansions les plus e´loigne´es.
En pre´ambule de cette discussion, nous proposons de re´e´crire le calcul du minima des ope´rateurs
de fusion, en faisant apparaˆıtre directement les ensembles concerne´s, s’agissant des expansions
et du syste`me fusionne´, et en raisonnant sur leur cardinalite´.
Proposition 2. Soit un profil P tel que P = 〈AF1, . . . , AFn〉 avec AFi = 〈Ai,Ri〉 et expC(AFi,P)
= 〈A′,R′i, I ′i〉, la fusion par l’ope´rateur de fusion Op ⊕OpP = 〈AFM1 , . . . , AFMm 〉 avec AFMk =










Preuve 17. PM = 〈AFMj |Opni=1d(AFMj , expC(AFi,P)) est minimal〉.








j , expC(AFi,P)) = 0 ssi (α, β) ∈ RMj ∩ R′i ou (RMj ∩ R′i ∩ I ′i),
– dα,β(AF
M
j , expC(AFi,P)) = 1 ssi (α, β) ∈ RMj ∩ (R′i ∩ I ′i) ou RMj ∩ R′i,
– dα,β(AF
M
j , expC(AFi,P)) = 12 ssi (α, β) ∈ RMj ∩ I ′i ou (α, β) ∈ RMj ∩ I ′i.
Il s’en de´duit que :
PM = 〈AFMj |Opni=1
[





3.2.1 Comportement de l’ope´rateur somme
Quand l’ope´rateur de fusion choisi Op est la somme, il se ve´rifie que l’ensemble des syste`mes
fusionne´s correspond exactement a` un ensemble de comple´tion, auquel on peut appliquer une
ope´ration de de´ple´tion. Ceci est montre´ dans la proposition suivante.
Proposition 3. Etant donne´ un profil de syste`me d’argumentation 〈AF1, . . . , AFn〉 tel que ⊗
∑
〈AF1,
. . . , AFn〉 = PM , R ⊆ {1, . . . , n} et N ⊆ {1, . . . , n} avec R et N les sous-ensembles maximaux
ve´rifiant (a, b) ∈ ⋂i∈Ri Ri et (a, b) ∈ ⋂i∈Ni Ri.
- Si |R| = |N | alors (a, b) ∈ ⊕depI PM ,
- Si |R| > |N | alors (a, b) ∈ ⊕depR PM ,
- Si |N | > |R| alors (a, b) /∈ ⊕depI PM ∪ ⊕depR PM .
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Preuve 18. Soit AFMj et AF
M
l deux syste`mes d’argumentation fusionne´s tel que (α, β) /∈ RMj et
(α, β) ∈ RMl , @ i tel que (α, β) ∈ RMj ∩ (R′i ∩ I ′i, (α, β) ∈ RMl ∩R′i, (α, β) ∈ I ′i ∩RMj et (α, β)
∈ I ′i ∩RMl . Si α, β satisfont :
- |R| = |N |, ainsi |{i t.q (α, β) ∈ R′i}| = |{i s.t (α, β) ∈ R′i∩I ′i|, i.e |{i t.q (α, β) ∈ RMj ∩R′i}| =
|{ i t.q (α, β) ∈ RMl ∩ (R′i ∩ I ′i|, de plus |{ i t.q (α, β) ∈ I ′i ∩RMl }| = |{ i t.q (α, β) ∈ I ′i ∩RMj }|.
Les syste`mes d’argumentation se comportant pour la paire (α, β) comme AFl et AFj ont le meˆme
total au regard de la somme des distances par rapport aux expansions, et ce pre´cise´ment pour
la paire (α, β), il y a donc autant de syste`mes posse´dant ou non cette paire dans leur relation
d’attaque, en accord avec le fait que (α, β) ∈ ⊕depI PM .
- |R| > |N |, ainsi |{ i t.q (α, β) ∈ R′i}| > |{ i t.q (α, β) ∈ R′i ∩ I ′i}|, t.q |{ i t.q (α, β) ∈
RMl ∩ (R′i ∩ I ′i}| < |{i t.q (α, β) ∈ RMj ∩ R′i}|, de plus |{i t.q (α, β) ∈ I ′i ∩ RMl }| = |{ i t.q
(α, β) ∈ I ′i ∩RMj }|. Les syste`mes d’argumentation se comportant pour la paire (α, β) comme AFl
ont un total au regard de la somme des distances par rapport aux expansions moins grand que
ceux se comportant comme AFj , l’ensemble des syste`mes fusionne´s posse`dent donc cette paire
dans leur relation d’attaque, en accord avec le fait que (α, β) ∈ ⊕depR PM .
- |R| > |N |, (α, β) /∈ ⊕depI PM ∪ ⊕depR PM est obtenu par comple´mentarite´.
En effet, si une majorite´ de syste`mes d’argumentation sont en de´saccord par rapport a` une
attaque (α, β), la suppression de cette attaque dans les syste`mes fusionne´s engendre la diminution
de la distance moyenne de ceux-ci par rapport a` tous les syste`mes pre´sents dans P, et l’inverse est
vrai si une majorite´ des syste`mes sont en accord avec l’attaque (α, β). Si le nombre de syste`mes
en accord et en de´saccord co¨ıncident, alors de placer le couple en tant qu’attaque ou non-attaque
dans les syste`mes fusionne´s ne change pas la distance moyenne par rapport aux expansions. C’est
pourquoi nous avons un ensemble de syste`mes fusionne´s ou` des paires d’arguments peuvent eˆtre
pre´sente´es en tant qu’attaque ou non (alors que les autres sont force´s d’eˆtre toujours pre´sente´s
en rapport a` l’un ou l’autre). La Figure 3.4 repre´sente une fusion dans laquelle, entre autres, la




















Figure 3.4 – Fusion avec Op ∈ {∑,max, leximax}
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3.2.2 Comparaison des ope´rateurs somme et max
De re´cents travaux combinant les approches d’argumentation et de the´orie du choix social
(TCS) [TBS08] ont montre´ que l’utilisation des proprie´te´s classiques provenant du TCS peut
eˆtre pertinente pour caracte´riser les types de fusion entre syste`mes d’argumentation. En cela,
nous trouvons inte´ressant d’investiguer les proprie´te´s satisfaites par les ope´rateurs de fusions de
Coste-Marquis et al., de fac¸on a` mieux cibler leurs diffe´rences de comportement. Nous de´finirons
ci-dessous les proprie´te´s du TCS issus de [TBS08], dans lesquels les syste`mes d’argumentation
〈Ai,Ri〉 issus d’un meˆme profil ne partagent pas les meˆmes arguments : il s’agira de notre cas
ge´ne´ral (N :
⋃
i Ai = A), puis nous investiguerons le cas ou` tous les syste`mes d’argumentation
〈Ai,Ri〉 issus d’un meˆme profil partagent les meˆmes arguments : il s’agira de notre cas particulier
(4 : ∀ k, j, Ak = Aj = A).
Proprie´te´ 18 ([TBS08]). Soient deux profils P = 〈AF1, . . . , AFn〉 avec AFi = 〈Ai,Ri〉 (
⋃
i Ai
= A) et P ′ = 〈AF′1, . . . , AF′n〉 avec AF′i = 〈A′i,R′i〉 (
⋃
i A′i = A′) et un ope´rateur de fusion ⊕agr.
L’ope´rateur ⊕agr ve´rifie les proprie´te´s suivantes :
+ Pareto (P.) : ∀ α, β ∈ A, si ∀ i ∈ [1, n], (α, β) ∈ Ri alors (α, β) ∈ R⊕agrP .
+ Re´action Positive (R.P.) : ∀ α, β ∈ A ∪ A′, si {i : (α, β) ∈ Ri} ⊆ {i : (α, β) ∈ R′i} et
(α, β) ∈ R⊕agrP , alors (α, β) ∈ R⊕agrP ′.
+ Inde´pendance des alternatives indiffe´rentes (I.A.I.) : ∀ α, β ∈ A ∪ A′, si ∀ i ∈ [1, n] il
se ve´rifie que (α, β) ∈ Ri ∩ R′i ou (α, β) ∈ Ri ∩ R′i alors (α, β) ∈ R⊕agrP ∩ R⊕agrP ′ ou
(α, β) /∈ R⊕agrP ∪ R⊕agrP ′.
+ Non-Dictature (N.D) : @ i0 tel que ∀ α, β ∈ A, si (α, β) ∈ Ri0 alors (α, β) ∈ R⊕agrP .
Proposition 4. Le tableau suivant pre´sente les proprie´te´s du TCS issus de [TBS08] pour les
ope´rateurs somme et max de Coste-Marquis et al. [CMDK+07].
P. R.P. I.A.I N.D.
⊕
∑
i∈[1,n] N 4 N N
⊕maxni=1 N N N
Preuve 19. +P. (N)
Soit P = 〈〈A1, R1〉, . . . , 〈An, Rn〉〉, si α, β ∈ A et ∀ i ∈ [1, n] on a (α, β) ∈ Ri.
-Pour “Op =
∑
i∈[1,n]” : |CR| > |CN | avec CR et CN les sous-tuples maximaux tels que (α, β) ∈⋂i∈CR
i Ri et (α, β) ∈
⋂i∈CN
i Ri se ve´rifient puisque |CR| = n et |CN | = 0, i.e ∀ AFMk ∈ ⊕
∑
i∈[1,n]P,
(α, β) ∈ RMk .
-Pour “Op = maxni=1” : @ i tel que (α, β) ∈ (R′i ∩ I ′i) et (α, β) ∈ I ′i, et ∀ i on a (α, β) ∈
R′i. Ainsi, seule l’expression |RMk ∩R′i| est prise en compte pour la minimisation de l’ope´rateur
max, et pour tout i cette expression peut eˆtre minimise´e par la pre´sence de la paire (α, β) dans
la relation d’attaque agre´ge´e. Ainsi ∀ AFMk ∈ ⊗max
n




i∈[1,n]” : conside´rons deux tuples 〈AF1, AF2, AF3〉 et 〈AF′1, AF′2, AF′3〉 et deux
arguments α, β ∈ A, (α, β) ∈ R1, R′1, R′2, R′3 et α, β /∈ A1 et A2. {i : (α, β) ∈ Ri} ⊆ {i :
(α, β) ∈ R′i} et (α, β) ∈ R⊕∑i∈[1,n] 〈AF1,AF2,AF3〉, mais (α, β) /∈ R⊕∑i∈[1,n] 〈AF′1,AF′2,AF′3〉.
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-Pour “Op = maxni=1” : conside´rons deux tuples 〈AF1, AF2, AF3, AF4〉 tel que A1 = A2 =
A3 = {α, β, γ}, A4 = {α, β}, R1 = R2 = {(γ, β)} et R3 = R4 = {(α, β)}, et 〈AF′1, AF′2, AF′3,
AF′4〉 tel que A′1 = A′2 = A′3 = {α, β, γ}, A′4 = {α, β}, R′1 = R′2 = {(α, β), (γ, β)}, R′3 = R′4




i∈[1,n]” : Puisque (α, β) ∈ R⊕∑i∈[1,n]P , par la Proposition 3, on a |CR| > |CN |
avec CR et CN les sous-tuples maximaux tels que (α, β) ∈
⋂i∈CR
i Ri et (α, β) ∈
⋂i∈CN
i Ri. De
plus, |C′R| ≥ |CR| avec C′R maximal pour (α, β) ∈
⋂i∈C′R
i R′i puisque {i : (α, β) ∈ Ri} ⊆ {i : (α, β)
∈ R′i}. Pour les meˆme raisons, |C′N | ≤ |CN | avec C′N maximal pour (α, β) ∈
⋂i∈C′N
i R′i. On a
donc |C′R| ≥ |CR| > |CN | ≥ |C′N |, ce qui implique que |C′R| > |C′N | et donc par la Proposition 3
que (α, β) ∈ R⊕∑i∈[1,n]P ′.
-Pour “Op = maxni=1” : conside´rons deux tuples 〈AF1, AF2, AF3, AF4〉 tel que A1 = A2 =
A3= {α, β, γ}, R1 = {(α, β), (γ, α)}, R2 = {(α, β), (α, γ)}, R3 = R4 = {∅} et 〈AF′1, AF′2, AF′3,
AF′4〉 tel que A′1 = A′2 = A′3 = A′4 = {α, β, γ}, R′1 = R′2 = {(α, β)}, R′3 = {(γ, α)}, R′4 =
{∅}. {i : (α, β) ∈ Ri} ⊆ {i : (α, β) ∈ Ri′} et (α, β) ∈ R⊕maxni=1 〈AF1,AF2,AF3,AF4〉, mais (α, β) /∈R⊕maxni=1 〈AF′1,AF′2,AF′3,AF′4〉. Notons que cette preuve en est e´galement une qui justifie que l’ope´rateur
max n’a pas la proprie´te´ de re´ponse positive dans le cas ge´ne´ral, celui ou` les ensembles d’argu-




i∈[1,n]” : La Proposition 3 montre l’inde´pendance d’une paire d’arguments par
rapport a` toutes les autres pre´cise´ment pour la de´termination de leurs pre´sences ou non dans la
relation d’attaque des syste`mes fusionne´s.
-Pour “Op = maxni=1” : Le contre-exemple de la preuve pour la proprie´te´ R.P. de l’ope´rateur
“Op = maxni=1” dans le cas particulier (4) suffit a` montrer que cet ope´rateur de fusion ne pos-
se`de pas cette proprie´te´ dans le cas particulier (4) comme ge´ne´ral (N).
+N.D. (N)
Les ope´rateurs “Op =
∑
i∈[1,n]” et “Op = max
n
i=1” conside`rent les distances des syste`mes
fusionne´s avec toutes les expansions (donc prennent en compte tous les syste`mes d’argumentation
d’un profil) pour de´terminer si une paire d’arguments sera pre´sente ou non dans la relation
d’attaque des syste`mes fusionne´s.
3.2.3 Limite de la fusion
Dans le cas ge´ne´ral (N), il se peut que certains arguments ne soient jamais pre´sents ensemble
dans un meˆme syste`me du profil initial, ceux-ci ne s’attaqueront donc jamais dans le(s) syste`me(s)
fusionne´(s), pouvant de ce fait faire perdre le caracte`re sensible a` la relation d’attaque du syste`me
fusionne´, par la pre´sence d’un possible conflit minimal dans un ensemble forme´ d’e´le´ments issus
des supports de ces arguments.
Plus discutable encore est cette fusion dans le cas particulier (4), ou` : soit les relations
d’attaque R1, . . . , Rn sont similaires (dans ce cas il n’y a aucune raison de fusionner), soit
elles sont diffe´rentes duˆ aux multiples choix pour aboutir a` une relation d’attaque e´voque´e dans
l’annexe du Chapitre 1 (re´futation, contrarie´te´, forte contrarie´te´, forte contrarie´te´ inverse´e, etc.).
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Lorsque celles-ci sont toutes sensibles aux conflits, il se peut qu’une relation d’attaque d’un des
syste`mes fusionne´s ne le soit pas.
Proposition 5. Soit P = 〈AF1, . . . , AFn〉 tel que AFi = 〈Ai,Ri〉 ou` Ri est une relation d’attaque
sensible au conflit et AFi un syste`me respectant la consistance de ses extensions, il peut exister
un syste`me fusionne´ 〈AMj ,RMj 〉 ∈ ⊗Op〈AF1, . . . , AFn〉 (avec Op ∈ {
∑
,max, leximax}) tel que
RMj est une relation d’attaque qui n’est pas sensible au conflit, et 〈AMj ,RMj 〉 ne respectant pas
la consistance de ses extensions.
Preuve 20. Comme exprime´ dans la Figure 3.4, pour P = 〈AF1, AF2〉, tel que A1(Σ) = A2(Σ) =
{η, ι, κ}, R1 = {(κ, η)}, R2 = {(η, κ)} et ∃ C ∈ CΣ avec C ⊆ Supp(κ)∪Supp(η). Quand Op =∑







Quand Op ∈ {max, leximax}, la fusion propose´e par Coste-Marquis et al retourne seulement
deux syste`mes AFM1 et AF
M
4 .




4 sont autant de syste`mes dans lesquels la relation d’attaque reste sensible
aux conflits, puisque capturant le conflit C, la relation d’attaque du syste`me fusionne´ AFM1 perd
sa sensibilite´ aux conflits, le syste`me AFM1 ne satisfait donc pas la consistance de ses extensions,
duˆ a` la non capture du conflit C ∈ Supp(κ) ∪ Supp(η).
La fusion propose´e par Coste-Marquis et al. a donc un caracte`re caduque provenant de cette
possible perte de sensibilite´ pour la relation d’attaque d’un des syste`mes fusionne´s, engendrant
ine´luctablement la violation de la consistance des extensions de celui-ci.
Une fac¸on d’e´chapper a` cette perte de sensibilite´ est de de´finir et d’assurer un caracte`re
exhaustivement sensible a` chacune des relations d’attaque des syste`mes a` fusionner, ce qui revient
dans le cas ou` tous les syste`mes ont le meˆme ensemble d’arguments, a` avoir e´galement les meˆmes
relations d’attaque (en conside´rant qu’elles satisfassent uniquement cette proprie´te´), qui plus est
syme´triques.
De´finition 46 (Forte sensibilite´ aux conflits). Une relation d’attaque est exhaustivement sensible
au conflit ssi ∀ αi, αj ∈ A(Σ) tel que il existe un conflit minimal C ⊆ Supp(αi) ∪ Supp(αj)
alors on a (αi, αj) ∈ R et (αj , αi) ∈ R.
3.3 La consistance lors d’une agre´gation
La fusion pre´sente´e dans la section pre´ce´dente comporte une agre´gation de diffe´rentes re-
lations d’attaque. Le but de cette section est de voir dans quelle mesure une agre´gation, dans
laquelle des relations d’attaque sensibles aux conflits sont engage´es, conserve cette proprie´te´ de
sensibilite´ aux conflits pour la relation d’attaque agre´ge´e (alors appele´e de´faite) et engendre bien
un syste`me d’argumentation qui respecte la consistance de ses extensions dans le cas de conflits
minimaux binaires.
3.3.1 L’agre´gation de de´faite
L’agre´gation la plus simple comme nous l’avons pre´sente´e dans le syste`me PAF, VAF ou encore
VSAF est celle impliquant une relation d’attaque et une relation de pre´fe´rence. Les propositions
suivantes pre´sentent des cas dans lesquels cette agre´gation dans un syste`me PAF ne nuit pas a` la
consistance des extensions de ce syste`me, pre´cise´ment lorsqu’en cas de conflits minimaux binaires
celles-ci sont ge´ne´re´es a` partir de la relation de de´faite posse´dant la proprie´te´ de sensibilite´ aux
conflits. Au vu de l’e´tude comparative pre´sente´e dans le Chapitre 2, ces propositions peuvent
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tout autant eˆtre applique´es aux syste`mes VAF et VSAF puisqu’un syste`me PAF peut eˆtre justement
extrait d’un syste`me VAF comme syste`me e´quivalent et qu’un syste`me PAF peut eˆtre ge´ne´re´ a`
partir d’un syste`me VSAF. Nous e´tudions deux cas distincts, celui ou` la relation d’attaque a`
agre´ger a` la pre´fe´rence est exhaustivement sensible aux conflits, puis celui ou` elle se trouve eˆtre
seulement sensible aux conflits.
3.3.1.1 Cas des relations d’attaque exhaustivement sensibles aux conflits
Si la relation d’attaque est exhaustivement sensible aux conflits, dans le cas de conflits
minimaux binaires, le syste`me associe´ respectera la consistance des extensions.
Proposition 6. Soit PAF = 〈A(Σ),R,〉, et AF = 〈A(Σ), Def〉 son syste`me associe´. Si R est
une relation d’attaque exhaustivement sensible aux conflits alors :
– Def est sensible au conflit,
– AF respecte la consistance de ses extensions dans le cas ou` tous les conflits minimaux sont
binaires.
Preuve 21. Supposons que Def ne soit pas sensible aux conflits. ∃ C ∈ CΣ tel que C ⊆ Supp(αi)
∪ Supp(αj) avec (αi, αj) /∈ Def et (αj , αi) /∈ Def. Puisque R est exhaustivement sensible aux
conflits, il se ve´rifie que (αi, αj) ∈ R et (αj , αi) ∈ R. Or, puisque (αi, αj) /∈ Def et (αj , αi) /∈
Def, on a (αi, αj) ∈ R et (αj , αi) ∈ , ainsi que (αj , αi) ∈ R, (αi, αj) ∈ . Autrement dit,
(αj , αi) ∈  et (αi, αj) /∈  ainsi que (αi, αj) ∈  et (αj , αi) /∈ . Ceci est impossible, ainsi
Def est sensible au conflit. De plus, si Def est sensible au conflit, par le Corollaire 2, AF respecte
la consistance de ses extensions dans le cas ou` tous les conflits minimaux sont binaires.
Exemple 34. Soit PAF = 〈A,R,〉 avec A = {λ, η}, R = {(λ, η), (η, λ)} et  = {(λ, η)}.
Le graphe d’attaque est repre´sente´ par la Figure 3.5, la largeur du trait autour d’un noeud
correspondant a` la force relative de l’argument au regard de la relation , les arcs en pointille´s
repre´sentant les attaques issues de R ayant e´choue´, et les arcs continus les de´faites issues de
Def ayant e´te´ ge´ne´re´es.
λη
Figure 3.5 – Agre´gation de Def avec attaques exhaustivement sensibles aux conflits
3.3.1.2 Cas des relations d’attaque sensibles aux conflits
Lorsque l’attaque d’un syste`me d’argumentation a` base de pre´fe´rence n’est que sensible aux
conflits, la relation de de´faite classiquement calcule´e peut perdre sa sensibilite´ et ainsi ne plus
assurer la consistance des extensions.
Exemple 35. Soit PAF = 〈A,R,〉 avec A = {λ, η}, R = {(η, λ)} et  = {(η, λ)}. Le graphe
d’attaque est repre´sente´ par la Figure 3.6, la largeur du trait autour d’un noeud correspondant
a` la force relative de l’argument au regard de la relation , les arcs en pointille´s repre´sentant
les attaques issues de R ayant e´choue´, et les arcs continus les de´faites issues de Def ayant e´te´
ge´ne´re´es.
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λη
Figure 3.6 – Agre´gation de Def avec attaques seulement sensibles aux conflits
Il existe e´galement un autre type de syste`me associe´ au PAF lequel a la particularite´ de ne
pas conside´rer la de´faite entre un argument αi et αj de`s lors que αj est au moins pre´fe´re´ a` αi (et
non pas strictement comme pour une de´faite classique). Ce type de syste`me associe´ est de´fini
ci-dessous :
De´finition 47. Soit PAF = 〈A,R,〉. Le AF′ associe´ a` PAF est un couple 〈A, Def〉 ou` Def ⊆ A
× A tel que (αi, αj) ∈ Def ssi (αi, αj) ∈ R et (αj , αi) /∈ .
Pour un tel type de syste`me associe´, aucune garantie n’est e´galement donne´e concernant la
conservation de la proprie´te´ de sensibilite´ aux conflits pour la relation Def.
Exemple 36. Soit PAF = 〈A,R,〉 avec A = {λ, η}, R = {(η, λ), (λ, η)} et  = {η, λ), (λ, η)}.
Le graphe d’attaque est repre´sente´ par la Figure 3.7, la largeur du trait autour d’un noeud
correspondant a` la force relative de l’argument au regard de la relation , les arcs en pointille´s
repre´sentant les attaques issues de R ayant e´choue´es, et les arcs continus les de´faites issues de
Def ayant e´te´ ge´ne´re´es.
λη
Figure 3.7 – Agre´gation de Def avec attaques seulement sensibles aux conflits
Pour pallier a` cela, un nouveau type de syste`me associe´ a e´te´ re´cemment envisage´ dans
la litte´rature consacre´e au traitement de l’inconsistance des syste`mes PAF, [AV09b]. Il y est
pre´conise´ dans le cas d’attaques non-syme´triques l’utilisation d’un syste`me associe´ repareille´ a`
PAF, de´fini ci-dessous.
De´finition 48 (Syste`me associe´ repareille´ a` PAF [AV09b]). Soit PAF = 〈A,R,〉. Le AFr repa-
reille´ associe´ a` PAF est un couple 〈A, Defr〉 ou` Defr ⊆ A×A tel que Defr = {(αi, αj)|(αi, αj) ∈ R
et (αj , αi) /∈} ∪ {(αj , αi)|(αi, αj) ∈ R et (αj , αi) ∈}.
Proposition 7. Soit PAF = 〈A(Σ),R,〉, et AFr = 〈A(Σ), Defr〉 son syste`me repareille´ associe´.
Si R est une relation d’attaque sensible aux conflits alors :
– Defr est sensible aux conflits.
– AFr respecte la consistance de ses extensions dans le cas ou` tous les conflits minimaux sont
binaires.
Preuve 22. Supposons que Defr ne soit pas sensible aux conflits. ∃ C ∈ CΣ tel que C ⊆ Supp(αi)
∪ Supp(αj) avec (αi, αj) /∈ Defr et (αj , αi) /∈ Defr. Puisque R est sensible aux conflits, il se
ve´rifie que (αi, αj) ∈ R ou (αj , αi) ∈ R. Or, puisque (αi, αj) /∈ Defr et (αj , αi) /∈ Defr, on a
(αi, αj) ∈ R et (αj , αi) ∈ , ou (αj , αi) ∈ R, (αi, αj) ∈ . Autrement dit, (αj , αi) ∈ Defr ou
(αi, αj) ∈ Defr. Ceci est impossible, ainsi Defr est sensible aux conflits. De plus, si Defr est
sensible aux conflits, par le Corollaire 2, AFr respecte la consistance de ses extensions dans le
cas ou` tous les conflits minimaux sont binaires.
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Exemple 37. Soit PAF = 〈A,R,〉 avec A = {λ, η}, R = {(η, λ)} et  = {(λ, η)}. Le graphe
d’attaque est repre´sente´ par la Figure 3.8, la largeur du trait autour d’un noeud correspondant a`
la force relative de l’argument au regard de la relation , les arcs en pointille´s repre´sentant les
attaques issues de R ayant e´choue´es, et les arcs continus les de´faites issues de Defr ayant e´te´
ge´ne´re´es.
λη
Figure 3.8 – Agre´gation de Defr avec attaques seulement sensibles aux conflits
Si un syste`me associe´ repareille´ a` un PAF assure la sensibilite´ aux conflits de la relation Defr,
ce syste`me ne paraˆıt pas tout a` fait satisfaisant concernant le sens donne´ a` cette relation. En
effet, si deux arguments sont e´galement pre´fe´re´s, mais si un seul attaque l’autre, ce syste`me
n’influera en aucun cas sur celle-ci. Or, nous souhaiterions que pour deux arguments e´galement
pre´fe´re´s, et pour lesquels l’union des supports inclut un conflit minimal, la relation de de´faite
entre eux soit syme´trique. Pour cela, nous introduisons, et dans le cadre du MCPAF, des syste`mes
contextuels associe´s exhaustivement repareille´s a` MCPAF.
De´finition 49 (Syste`me contextuel associe´ exhaustivement repareille´ a` MCPAF). Soit MCPAF =
〈{c1, . . . , cn}, ., 〈A1, . . . ,An〉, 〈R1, . . . ,Rn〉, 〈1, . . . ,n〉〉. Le AFeri , syste`me du contexte ci ex-
haustivement repareille´ associe´ a` MCPAF est un couple 〈A, Deferi 〉 ou` Deferi ⊆ Ai × Ai tel que
Deferi = {(αj , αk)|(αj , αk) ∈ Ri et (αk, αj) /∈i} ∪ {(αk, αj)|(αj , αk) ∈ Ri et (αk, αj) ∈i}.
Puisque le syste`me AFeri ne fait qu’ajouter (par rapport au syste`me associe´ repareille´) une
relation de de´faite entre arguments e´galement pre´fe´re´s mais pour lesquels l’attaque n’est pas
syme´trique. Il va de soit que dans un contexte ci, la relation Defr (issue du syste`me repareille´
associe´ a` 〈Ai,Ri,i〉) soit incluse dans la relation Deferi : Defr ⊆ Deferi . Puisque Defr est sensible
aux conflits, Deferi l’est aussi, et le syste`me associe´ AF
er
i respecte donc bien la consistance de ses
extensions.
Exemple 38. Soit MCPAF avec Ai = {λ, η}, Ri = {(η, λ)} et i = {(λ, η), (η, λ)}. Le graphe
d’attaque est repre´sente´ par la Figure 3.9, la largeur du trait autour d’un noeud correspondant a`
la force relative de l’argument au regard de la relation i, les arcs fins repre´sentant les attaques
issues de Ri conserve´es en tant que de´faites issues de Deferi , et les arcs e´pais les de´faites issues
de Deferi ayant e´te´ ge´ne´re´es.
λη
Figure 3.9 – Agre´gation de Deferi avec attaques seulement sensibles aux conflits
Proposition 8. Soit MCPAF, Ri une relation d’attaque sensible au conflit et i un pre´ordre
complet. Si ∃ S ⊆ Ai t.q. S est maximal avec ∀ αj ∈ S et ∀ αk ∈ Ai \ S on (αj , αk) ∈ i.
S = S1 ∪ · · · ∪ Sm, ou` Sj un ensemble maximal sans-conflit au regard de Ri
– Si S = S1 alors S est un ensemble d’arguments cre´dulement accepte´s par le syste`me AFeri
associe´ a` MCPAF,
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– Si S = S1 ∪ · · · ∪ Sm alors Sj est un ensemble d’arguments cre´dulement ou sceptiquement
accepte´s par le syste`me AFeri associe´ a` MCPAF,
Preuve 23.
– Admettons que S = S1, et S ne soit pas un ensemble d’arguments sceptiquement accepte´s
par le syste`me AFeri . Ainsi, ∃ αr tel que ∃ j avec αr /∈ Ej et Extpr = {E1, . . . , Em} ou`
Extpr est l’ensemble de toutes les extensions pre´fe´re´es de AFeri . Ainsi, ∃αp tel que (αp, αr)
∈ Deferi , donc (αp, αr) ∈ i donc αp ∈ S1 et (αp, αr) ∈ Ri. Or, ceci est impossible puisque
αr ∈ S1 et S1 est sans-conflit.
– Admettons que S = S1∪· · ·∪Sm et que ∃ j tel que Sj ne soit pas un ensemble d’arguments
cre´dulement ou sceptiquement accepte´s par le syste`me AFeri . Ainsi ∃ αr ∈ Sj tel que αr est
rejete´ (αr ∈ Rej(AFeri )). Donc ∃αp tel que (αp, αr) ∈ Deferi , donc (αp, αr) ∈ i et @ αk tel
que (αk, αp) ∈ Deferi . Or, puisque αr ∈ S, on a (αr, αp) ∈i, donc (αr, αp) ∈ Deferi , ceci
est en contradiction avec le fait que αr puisse eˆtre rejete´.
Maintenant que nous pouvons justifier d’une sensibilite´ aux conflits pour des syste`mes as-
socie´s aux syste`mes d’argumentation a` base de pre´fe´rences posse´dant des relations d’attaque
sensibles aux conflits, et ainsi assurer la consistance des extensions en cas de conflits minimaux
binaires. Nous allons proposer des fusions naturelles de plusieurs syste`mes et discuter selon
quelles limites celles-ci peuvent assurer au syste`me fusionne´ de posse´der une relation d’attaque
toujours sensible aux conflits.
3.3.2 Ope´rations de fusion naturelles
Etant donne´ le syste`me MCPAF unifie´ introduit dans le Chapitre 2, nous proposons par la suite
plusieurs fusions intercontextuelles naturelles, et de´terminons dans quelles mesures celles-ci sont
souhaite´es dans le cadre des syste`mes d’argumentation.
3.3.2.1 La fusion sceptique
De´finition 50. Le syste`me d’argumentation sceptiquement fusionne´ exprime les arguments,


















3.3.2.1.1 Cas particulier Une e´tude [DMA08] a e´te´ re´alise´e dans le cas particulier (4), ou`
chaque relation d’attaque contextuelle est faiblement comple`te, il s’ave`re que l’intersection des
relations de de´faite des diffe´rents contextes correspond exactement a` la relation de de´faite induite
par l’union des pre´fe´rences individuelles. Afin de pre´senter de manie`re compacte cette proprie´te´,
nous introduisons par la suite la notion de de´faite induite par une relation de pre´fe´rence.
De´finition 51 (De´faite induite [DMA08]). Soit  ⊆ A × A une relation de pre´fe´rence, Def()
est la relation de de´faite du syste`me associe´ AF′ a` PAF = 〈A,R,〉 avec R une relation d’attaque
faiblement comple`te.
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Proposition 9. Soit MCPAF = 〈C, {∅}, 〈A, . . . ,A〉, 〈R, . . . ,R〉, 〈1, . . . ,n〉〉. Si R est faiblement





i i) ⊆ Def⊕sceMCPAF. Soit (α, β) ∈ Def(
⋃
i i), ainsi (β, α) /∈
⋃
i i.
Ainsi, pour tout i, (β, α) /∈ i, puisque la relation R est faiblement comple`te : (α, β) ∈ R. A
partir de la De´finition 51, on a ∀ i, (α, β) ∈ Defi, autrement dit (α, β) ∈ Def⊕sceMCPAF.
Def⊕sceMCPAF ⊆ Def(
⋃
i i). Soit (α, β) ∈ Def⊕sceMCPAF.
Ainsi, pour tout i, (β, α) ∈ Defi. A partir de la De´finition 51, on a ∀ i, (α, β) /∈ i, autrement




Exemple 39. Soit MCPAF = 〈{c1, c2}, {∅}, 〈A,A〉, 〈R,R〉, 〈1,2〉〉 avec A = {λ, η, κ}, R =
{(η, λ), (λ, η), (η, κ), (κ, η)}, 1 = {(η, λ), (η, κ)} et 2 = {(λ, η), (λ, κ)}. Les graphe d’attaque
des contextes c1 et c2 sont repre´sente´s par la Figure 3.10, la largeur du trait autour d’un noeud
correspondant a` la force relative de l’argument au regard de la relation i, les arcs en pointille´s
repre´sentant les attaques issues de R ayant e´choue´es, et les arcs continus les de´faites issues de








Figure 3.10 – Fusion intercontextuelle de Def⊕sceMCPAF avec attaques exhaustivement sensibles
aux conflits
3.3.2.1.2 Cas ge´ne´ral Si nous nous plac¸ons dans le cas ge´ne´ral (N), la premie`re critique
e´vidente pouvant eˆtre faite a` cette fusion est que certains arguments, pre´cise´ment ceux non
pre´sents dans au moins un contexte, ne peuvent be´ne´ficier de statuts au sein du syste`me fusionne´.
Lorsque chaque relation d’attaque contextuelle Ri est une relation sensible aux conflits,
R⊕sceMCPAF (resp. Def⊕sceMCPAF) peut eˆtre une relation d’attaque (resp. de´faite) qui ne posse`de pas
cette proprie´te´, et ainsi aboutit a` un syste`me qui viole la consistance des extensions.
Enfin certaines de´faites non unanimement pre´sentes dans tous les contextes peuvent tout de
meˆme eˆtre pre´sentes dans la de´faite du syste`me fusionne´, calcule´e a` partir de son attaque et de
sa pre´fe´rence agre´ge´e.
Proposition 10. Soit MCPAF, Def⊕sceMCPAF ⊆ Def, avec Def est la de´faite du syste`me associe´ a`
〈Arg⊕sceMCPAF,R⊕sceMCPAF,⊕sceMCPAF〉 tel que Def = {(αi, αj)|(αi, αj) ∈ R⊕sceMCPAF et (αj , αi) /∈
⊕sceMCPAF}.
Preuve 25. Soit (α, β) ∈ Def⊕sceMCPAF. Par de´finition, (α, β) ∈
⋂
i Defi. Ainsi pour tout i, (α, β)
∈ Ri et (β, α) /∈ i, il se ve´rifie donc que (α, β) ∈ R⊕sceMCPAF et (β, α) /∈ ⊕sceMCPAF. Ainsi, (α, β)
∈ Def.









i) sont supprime´es lors de cette fusion, comme repre´sente´ dans la Figure 3.11. C’est pourquoi,
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Figure 3.11 – Fusion intercontextuelle de Def⊕sceMCPAF avec attaques seulement sensibles aux
conflits
3.3.2.2 La fusion cre´dule



















3.3.2.2.1 Cas particulier Nous nous plac¸ons dans le cas particulier (4). Si chaque relation
d’attaque contextuelle est faiblement comple`te, il s’ave`re que l’union des relations de de´faites
des diffe´rents contextes correspond exactement a` la relation de de´faite induite par l’intersection
des pre´fe´rences individuelles, comme indique´e dans l’e´tude e´tude [DMA08].
Proposition 11. Soit MCPAF = 〈C, {∅}, 〈A, . . . ,A〉, 〈R, . . . ,R〉, 〈1, . . . ,n〉〉. Si R est faible-





i i) ⊆ Def⊕creMCPAF. Soit (α, β) ∈ Def(
⋂
i i), ainsi (β, α) /∈
⋂
i i. Il y a
deux possibilite´s :
– Pour tout i, (β, α) /∈ i, puisque la relation R est faiblement comple`te : (α, β) ∈ R. A partir
de la De´finition 51, on a pour tout i, (α, β) ∈ Defi, autrement dit (α, β) ∈ Def⊕creMCPAF.
– ∃ j t.q. (β, α) /∈ j, puisque la relation R est faiblement comple`te : (α, β) ∈ R. A partir
de la De´finition 51, on a ∃ j t.q. (α, β) ∈ Defj, autrement dit (α, β) ∈ Def⊕creMCPAF.
Def⊕creMCPAF ⊆ Def(
⋂
i i). Soit (α, β) ∈ Def⊕creMCPAF. Il y a deux possibilite´s :
– ∀ i, (β, α) ∈ Defi. A partir de la De´finition 51, on a pour tout i, (α, β) /∈ i, autrement
dit (α, β) /∈ ⋂ i. Puisque la relation R est faiblement comple`te : (α, β) ∈ R, donc (α, β)
∈ Def(⋂i i).
– ∃ j t.q. (β, α) ∈ Defj. A partir de la De´finition 51, on a ∃ j t.q. (α, β) /∈ j, autrement
dit (α, β) /∈ ⋂ i. Puisque la relation R est faiblement comple`te : (α, β) ∈ R, donc (α, β)
∈ Def(⋂i i).
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Exemple 40. Soit MCPAF = 〈{c1, c2}, {∅}, 〈A,A〉, 〈R,R〉, 〈1,2〉〉 avec A = {λ, η, κ}, R =
{(η, λ), (λ, η), (η, κ), (κ, η)}, 1 = {(η, λ), (η, κ)} et 2 = {(λ, η), (λ, κ)}. Les graphes d’attaque
des contextes c1 et c2 sont repre´sente´s par la Figure 3.12, la largeur du trait autour d’un noeud
correspondant a` la force relative de l’argument au regard de la relation i, les arcs en pointille´s
repre´sentant les attaques issues de R ayant e´choue´s, et les arcs continus les de´faites issues de








Figure 3.12 – Fusion intercontextuelle de Def⊕creMCPAF avec attaques exhaustivement sensibles
aux conflits
Dans le cas particulier, la fusion cre´dule permet de conserver la sensibilite´ pour l’attaque,








Figure 3.13 – Fusion intercontextuelle de Def⊕creMCPAF avec attaques seulement sensibles aux
conflits
Proposition 12. Soit MCPAF = 〈C, {∅}, 〈A, . . . ,A〉, 〈R1, . . . ,Rn〉, 〈1, . . . ,n〉〉, et Def la de´-
faite du syste`me associe´ a` 〈Arg⊕creMCPAF,R⊕creMCPAF,⊕creMCPAF〉 tel que Def = {(αi, αj)|(αi, αj) ∈
R⊕creMCPAF et (αj , αi) /∈⊕creMCPAF}. Si ∀ i, Ri est une relation d’attaque exhaustivement sensible
aux conflits :
– Def⊕creMCPAF est sensible aux conflits,
– Def est sensible aux conflits.
Preuve 27. - Supposons que Def⊕creMCPAF ne soit pas sensible aux conflits. ∃ C ∈ CΣ tel que C
⊆ Supp(α) ∪ Supp(β) avec (α, β) /∈ Def⊕creMCPAF et (β, α) /∈ Def⊕creMCPAF, donc par de´finition :
(α, β) /∈ ⋃ Defi et (β, α) /∈ ⋃ Defi. Ainsi, pour tout i, on a [(α, β) /∈ Ri ou (α, β) ∈ Ri et
(β, α) ∈i] et [(β, α) /∈ Ri ou (β, α) ∈ Ri et (α, β) ∈i]. Pour tout i, on a donc soit :
– (α, β) /∈ Ri et (β, α) /∈ Ri. Ceci est impossible car les relations d’attaque Ri sont toutes
exhaustivement sensibles aux conflits.
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– (α, β) /∈ Ri, (β, α) ∈ Ri et (α, β) ∈i. Ceci est impossible pour les meˆmes raisons.
– (β, α) /∈ Ri, (α, β) ∈ Ri et (β, α) ∈i. Ceci est impossible toujours pour les meˆmes raisons.
– (α, β) ∈ Ri, (β, α) ∈i, (β, α) ∈ Ri et (α, β) ∈i. Ceci est impossible car la relation i
est un ordre.
Ainsi, Def⊕creMCPAF est bien sensible aux conflits.
- Supposons que Def ne soit pas sensible aux conflits. ∃ C ∈ CΣ tel que C ⊆ Supp(α) ∪
Supp(β) avec (α, β) /∈ Def et (β, α) /∈ Def, ainsi [(α, β) /∈ R⊕creMCPAF ou (α, β) ∈ R⊕creMCPAF et
(β, α) ∈⊕creMCPAF] et [(β, α) /∈ R⊕creMCPAF ou (β, α) ∈ R⊕creMCPAF et (α, β) ∈⊕creMCPAF]. Pour
tout i, on a donc soit :
– (α, β) /∈ Ri et (β, α) /∈ Ri. Ceci est impossible car les relations d’attaque Ri sont toutes
exhaustivement sensibles aux conflits.
– (α, β) /∈ Ri, (β, α) ∈ Ri et (α, β) ∈⊕creMCPAF. Ceci est impossible pour les meˆmes raisons.
– (β, α) /∈ Ri, (α, β) ∈ Ri et (β, α) ∈⊕creMCPAF. Ceci est impossible toujours pour les meˆmes
raisons.
– (α, β) ∈ Ri, (β, α) ∈⊕creMCPAF, (β, α) ∈ Ri et (α, β) ∈⊕creMCPAF. Ceci est impossible car
la relation ⊕creMCPAF est un ordre.
Ainsi, Def est aussi sensible aux conflits.
3.3.2.2.2 Cas ge´ne´ral Nous nous plac¸ons dans le cas ge´ne´ral (N). Lorsque chaque relation
d’attaque contextuelle Ri est une relation sensible aux conflits, R⊕creMCPAF (resp. Def⊕creMCPAF)
peut eˆtre une relation d’attaque (resp. de´faite) qui ne posse`de pas cette proprie´te´, et ainsi aboutit
a` un syste`me qui viole la consistance des extensions, comme exprime´ dans la Figure 3.14 avec
les arguments κ et η dont l’inconsistance de l’ensemble forme´ par des e´le´ments de leurs supports







Figure 3.14 – Fusion intercontextuelle de Def⊕sceMCPAF avec perte de sensibilite´ aux conflits
Il s’agit donc de reconside´rer chaque paire d’arguments qui n’est jamais exprime´e dans un
meˆme contexte, et donc potentiellement porteuse d’inconsistance. Nous proposons donc d’expri-
mer celle-ci au sein d’une relation d’ignorance, note´e Ig, laquelle est de´finie ci-dessous.
De´finition 53. Soit MCPAF, Ig, la relation d’ignorance du syste`me MCPAF est de´finie telle que :
Ig = {(α, β)|∀i ∈ [1, n], {α, β} * Ai}
Proposition 13. Soit MCPAF, si pour tout i, Ri est une relation d’attaque sensible au conflit :
– R⊕creMCPAF ∪ Ig est sensible au conflit,
– ∃ AFi ∈ ⊕com〈A⊕creMCPAF,R⊕creMCPAF, Ig〉 tel que AFi respecte la consistance de ses exten-
sions, dans le cas ou` tous les conflits sont minimaux binaires.
Preuve 28. - Supposons que R⊕creMCPAF ∪ Ig ne soit pas sensible aux conflits. ∃ C ∈ CΣ tel que
C ⊆ Supp(α) ∪ Supp(β) avec (α, β) /∈ R⊕creMCPAF ∪ Ig et (β, α) /∈ R⊕creMCPAF ∪ Ig.
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Puisque (α, β) /∈ R⊕creMCPAF et (β, α) /∈ R⊕creMCPAF, pour tout i (α, β) /∈ Ri et (β, α) /∈ Ri,
puisque pour tout i, Ri est sensible aux conflits, le conflit C n’e´tant pas pris en charge par une
des relations Ri sensibles aux conflits, on en de´duit que @ i t.q. {α, β} ⊆ Ai. Ainsi (α, β) ∈ Ig
et (β, α) ∈ Ig. Ceci est impossible. Donc, R⊕creMCPAF ∪ Ig est bien sensible aux conflits.
- 〈A,R⊕creMCPAF∪Ig〉 est bien une comple´tion de 〈A⊕creMCPAF,R⊕creMCPAF, Ig〉. R⊕creMCPAF ∪ Ig e´tant
sensible aux conflits, il existe bien une comple´tion qui respecte la consistance de ses extensions







Figure 3.15 – Fusion intercontextuelle de Def⊕creMCPAF ∪ Ig avec conservation de sensibilite´ aux
conflits
L’agre´gation des pre´fe´rences de´crite en fin de Chapitre 2, va eˆtre a` pre´sent inte´gre´e a` la fusion
cre´dule, dont nous avons investigue´ quelques proprie´te´s permettant de conserver la sensibilite´
au conflit concernant la de´faite du syste`me fusionne´ et respectant par la` meˆme la consistance de
ses extensions.
3.3.2.3 La fusion pre´fe´rentielle
Nous utilisons la de´finition de la fonction d’agre´gation ⊗. sur les pre´fe´rences utilise´e dans
le cadre du CPAF, et rappele´e dans la De´finition 26 du Chapitre 2. Rappelons aussi, que cette
agre´gation utilise un ordre complet entre contextes, ce qui correspond a` un cas particulier du
pre´ordre partiel introduit dans le MCPAF.
De´finition 54. La fusion pre´fe´rentielle exprime les arguments, attaques de tous les contextes,
tient compte de la relation d’ignorance et rejette les pre´fe´rences en contradiction avec les pre´fe´-
rences de contextes pre´fe´re´s :
⊕. MCPAF
{A⊕.MCPAF = ⋃i Argi,
R⊕.MCPAF =
⋃
i Argi ∪ Ig,
⊕.MCPAF = ⊗.(1, . . . ,n).
Pour e´tablir la proposition suivante, nous nous plac¸ons dans le cas particulier (4).
Proposition 14. Soit MCPAF = 〈C, ., 〈A, . . . ,A〉, 〈R1, . . . ,Rn〉, 〈1, . . . ,n〉〉. Si pour tout i, on
a i un pre´ordre complet alors ⊕.MCPAF = k tel que ∃ ck avec ∀ cj ∈ C \ {ck}, (ck, cj) ∈ ..
Preuve 29.
Prouvons que ⊕.MCPAF = k :
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– k ⊆ ⊕.MCPAF : Ceci est imme´diat puisqu’il s’agit de la de´finition de l’agre´gation des
pre´fe´rences par rapport a` l’ordre complet . sachant que ck est le contexte pre´fe´re´,
– ⊕.MCPAF ⊆ k : Soit (α, β) ∈ ⊕.MCPAF, on a (α, β) ∈ k. En effet, si (α, β) /∈ k alors
(β, α) ∈ k puisque k est un pre´ordre complet. Ceci est impossible puisque (α, β) ∈
⊕.MCPAF.
Cette dernie`re proprie´te´ est particulie`rement importante, car dans la suite du manuscrit, ne
seront envisage´s que des cas ou` les pre´fe´rences entre arguments sont des pre´ordres complets,
car calcule´s a` partir de la force d’un argument, l’incomparabilite´ entre arguments ne sera donc
plus envisage´e. On comprend donc qu’une telle agre´gation a` partir d’un ordre complet entre
contextes n’est dans ce cas la` pas le´gitime, puisqu’il convient de raisonner avec les pre´fe´rences
du contexte pre´fe´re´ dans le cas d’un ordre complet entre contextes ou par exemple avec l’union
des pre´fe´rences des contextes pre´fe´re´s dans le cas d’un pre´ordre complet entre contextes.
Nous conside´rerons donc uniquement une agre´gation des pre´fe´rences contextuelles suivant le
syste`me associe´ exhaustivement repareille´ introduit dans ce chapitre. De plus, celui-ci nous assure
le respect de la consistance des extensions lorsque la relation agre´ge´e est sensible aux conflits,
comme peut l’eˆtre la relation Rac, introduite dans l’annexe du Chapitre 1. Cette relation va
a` pre´sent guider la suite de nos travaux, puisque nous allons proposer le calcul d’une relation
d’attaque a` partir d’actions promues par des arguments, dans un syste`me de´cisionnel a` base
d’arguments. Cette relation, bien que pre´sente´e dans cette annexe comme ge´ne´re´e a` partir des
supports des arguments, va a` pre´sent eˆtre utilise´e a` partir d’actions soutenues par l’argument,
pre´cise´ment lorsque ces actions peuvent eˆtre des spe´cialisations d’autres plus ge´ne´rales.
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Pour un agent confronte´ a` la re´solution d’un proble`me, la de´cision se de´finit comme la ca-
racte´risation d’un choix, pour lequel l’information se trouve eˆtre un substrat fondamental. Ainsi
dans tout processus de´cisionnel, il ne peut choisir que parmi les actions qu’il connait de telle
sorte que toute nouvelle information est susceptible de contraindre la de´cision vers tel ou tel
choix. Le cadre de´cisionnel de Savage [Sav54] insista sur la se´paration entre ce que le de´cideur ne
controˆle pas (les e´ve´nements e.g. me´te´orologiques), ce que le de´cideur controˆle (les actions e.g.
vestimentaires), et les conse´quences engendre´es par un tel couplage (le re´sultat e.g. trempe´). Si
le mode`le de Savage peut eˆtre applique´ aux de´cisions humaines, il prend cependant en conside´ra-
tion plusieurs phe´nome`nes nume´riques, telle l’existence de probabilite´s au sujet des e´ve´nements,
ou une fonction d’utilite´ liant ces conse´quences a` un gain. De par son approche empirique, Simon
[Sim55] fut l’un des plus critiques a` son e´gard, mettant en exergue l’e´loignement qui pouvait
exister entre la pratique et ce mode`le base´ sur l’espe´rance d’utilite´. La connaissance d’un de´ci-
deur devient dans l’approche de Simon la capacite´ qu’il a a` e´valuer l’ensemble des conse´quences,
opposant au concept de rationalite´ absolue de Savage, un concept de rationalite´ limite´e dans
lequel impre´cisions des connaissances sur les e´ve´nements, pre´fe´rences des de´cideurs et surtout li-
mitations de l’information disponible deviennent les maˆıtres mots. A cela est ajoute´e la pre´sence
de crite`res de´cisionnels ouvrant la voie aux travaux de´ja` tre`s avance´s concernant l’agre´gation cri-
te´rielle et introduisant impre´cisions, importances relatives et degre´s de satisfaction au regard des
actions envisage´es. Voila` donc qui fit de l’argumentation un phe´nome`ne pre´ponde´rant des cadres
de´cisionnels, celle-ci ne se contentant plus de traiter uniquement des arguments, mais guidant
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le choix de la meilleure action a` entreprendre sur la base de ces arguments, alors appele´s “prati-
ques”. Le sujet de ce chapitre est dans un premier temps de resituer le roˆle de l’argumentation
au sein de la de´cision dans la litte´rature, puis de proposer un mode`le d’arbitrage argumente´.
4.1 Mode`le de de´cision
La de´cision correspond, classiquement, pour un individu isole´, a` un phe´nome`ne instantane´,
engendrant le choix d’une solution parmi un ensemble de solutions envisageables. Cependant,
la de´cision peut s’inscrire dans le temps comme un processus non-monotone au cours duquel
les individus forgent progressivement leur choix a` l’aide de de´finitions re´pe´te´es d’objectifs, de
recherches d’informations, etc. Nous de´taillons dans cette premie`re partie les e´le´ments classiques
d’un cadre de´cisionnel, ces notions pre´sente´es dans [Mou03], sont une base a` la construction de
the´ories de´cisionnelles argumente´es, aborde´es dans la deuxie`me partie de ce chapitre.
4.1.1 Processus de de´cision
Nous placerons l’e´tude de la de´cision au travers d’un processus, dont la principale vise´e outre
l’aspect repre´sentationnel se situe dans l’aide a` la de´cision, laquelle fut de´finie par [Roy85] comme
suit : “l’activite´ de celui qui, prenant appui sur des mode`les clairement explicite´s, mais non ne´-
cessairement comple`tement formalise´s, aide a` obtenir des e´le´ments de re´ponse aux questions que
se pose un intervenant dans un processus de de´cision, e´le´ments concourant d’une part a` e´clairer
la de´cision et normalement a` recommander ou simplement favoriser un comportement de nature
a` accroˆıtre la cohe´rence entre l’e´volution du processus, et d’autre part les objectifs ou syste`mes
de valeurs au service desquels cet intervenant se trouve place´.”
Ainsi, Roy [Roy85] identifie diffe´rents types de sorties au processus de de´cision :
– Etant donne´ un ensemble d’actions σ, la proble´matique de choix qui consiste a` identifier
un sous-ensemble σ′ ⊂ σ, aussi restreint que possible, compose´ des actions juge´es comme
les meilleures.
– La proble´matique du tri qui consiste a` formuler le proble`me de de´cision en termes d’affec-
tation de chaque action de σ a` une des cate´gories pre´-de´finies.
– La proble´matique de rangement qui consiste a` e´tablir un classement sur l’ensemble σ des
actions (pre´-ordre e´ventuellement partiel) traduisant la plus ou moins grande attractivite´
des actions.
4.1.2 Parties prenantes
Au cours d’un processus de de´cision, diverses parties prenantes peuvent eˆtre amene´es a`
intervenir a` diffe´rents titres. L’e´tude de ces acteurs de´cisionnels (typologie des acteurs, leurs
objectifs et syste`mes de valeurs, leurs interactions, etc.) constitue un aspect important a` e´tudier
pour analyser un processus de de´cision et concevoir un processus d’aide a` la de´cision.
Le de´cideur est ge´ne´ralement l’intervenant du processus de de´cision que les mode`les mis
en oeuvre cherchent a` e´clairer, pour lequel ou au nom duquel l’e´tude d’aide a` la de´cision est
conduite. Dans de nombreux contextes de´cisionnels, le de´cideur ne correspond pas a` un individu
mais a` un collectif d’individus. De plus, la pre´sence d’acteurs multiples ayant des syste`mes de
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valeurs distincts rend parfois ne´cessaire l’inte´gration de cette diversite´ dans la mode´lisation. On
parle alors de processus de de´cision multi-acteurs.
4.1.3 Actions potentielles
Une e´tape de la mode´lisation d’un proble`me de de´cision consiste a` de´finir un ensemble des
possibles avec lequel le de´cideur raisonne. Classiquement, le terme ge´ne´rique d’action est utilise´
pour de´signer une solution, une alternative ou une option, σ = {d1, d2, . . . , dm, . . .} est donc
l’ensemble (fini ou de´nombrable) des actions potentielles (i.e. juge´es re´alisables).
Par ailleurs, le processus de´cisionnel peut engendrer des actions fictives qui sont des actions
“imaginaires” construites dans le but d’atteindre des consensus. Pour jouer ce roˆle, il est donc
souhaitable que ces actions fictives soient re´alistes, c’est-a`-dire correspondent a` des solutions
concre`tes susceptibles d’eˆtre mises en oeuvre.
4.1.4 Crite`res de´cisionnels
Habituellement, dans une mode´lisation de processus de´cisionnel, une action est envisage´e
avec les conse´quences de son e´ventuelle mise en pratique. Ces conse´quences peuvent donc eˆtre
multiples et he´te´roge`nes dans leur nature. Elles refle`tent e´galement une certaine forme de diver-
site´ des points de vue jouant un roˆle dans la comparaison des actions.
Si certaines conse´quences permettent la comparaison directe des actions, le plus souvent, un
travail de formalisation est ne´cessaire, permettant alors la comparaison des actions. De telles
transcriptions peuvent permettre de de´finir des valeurs nume´riques associe´es aux actions, dont
la comparaison guide la de´cision. Ces valeurs nume´riques sont classiquement appele´es gains ou
performances.
De´finition 55. Une fonction crite`re est une fonction a` valeur re´elle (g : σ → <) de´finie sur
l’ensemble σ des actions potentielles rendant possible la comparaison de deux actions di et dj
a` partir des valeurs g(di) et g(dj) de sorte que g(di) ≥ g(dj) ⇒ (di, dj) ∈ Dg ou` (di, dj) ∈ Dg
signifie que “di est au moins aussi bon que dj” relativement a` l’axe de signification du crite`re g.
Exemple 41. “Si en passant par l’ouest, on rallonge quelque peu le chemin pour rejoindre l’e´pi-
cerie, dans laquelle nous pourrons trouver a` coup suˆr du pain a` la mie raffine´e, il est possible de
trouver en chemin du pain complet dans une nouvelle boulangerie, quitte a` affronter une averse.”
Ouest Est
g1 = Pain Mie Raffine´e 1 1
g2 = Pain Complet 1 0
g3 = Veˆtements secs 0 1
Le tableau ci-dessus renseigne pour l’ensemble des actions possibles (σ = {Est, Ouest}),
les valeurs obtenues par la fonction crite`re pour chaque crite`re. Ge´ne´ralement, pour traduire les
valeurs vrai ou faux, les nombres 1 et 0 sont utilise´s.
4.1.5 Pre´fe´rences de´cisionnelles
Pour mode´liser les pre´fe´rences entre actions, il est courant d’avoir recours a` des relations
binaires repre´sentant la manie`re avec laquelle deux actions potentielles se comparent. La com-
paraison de deux actions fait apparaˆıtre diverses situations de pre´fe´rence. La the´orie classique
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de la de´cision [Fis70] ne distingue que deux relations diffe´rentes : l’indiffe´rence et la pre´fe´rence
qui sont toutes deux conside´re´es comme transitives. Ensemble elles forment donc un pre´ordre
total.
Certaines approches traitent ne´anmoins [RV97] avec une relation d’incomparabilite´ tradui-
sant l’impossibilite´ pour le de´cideur de comparer deux actions. On notera donc . la relation de
pre´fe´rence (irre´flexive et asyme´trique), ≈ la relation d’indiffe´rence (re´flexive et syme´trique) et
∝ la relation d’incomparabilite´ (irre´flexive et syme´trique).
De´finition 56 ([Mou03]). Une structure de pre´fe´rences est un ensemble de relations binaires
(.,≈,∝) tel que toute paire d’actions est relie´e par une et une seule de ces relations.
Dans certaines situations, la multiplicite´ des conse´quences des actions et l’aspect contradic-
toire des points de vue incitent a` adopter une approche multi-crite`res qui consiste a` construire
un mode`le de´cisionnel en s’appuyant sur plusieurs crite`res mode´lisant chacun un point de vue.
Ne´anmoins, la prise en compte de plusieurs crite`res est rendue de´licate par l’aspect contradic-
toire des points de vue : il n’existe pas de solution unique qui s’impose, la construction des
recommandations est donc plus complexe.
L’e´tape critique dans la mode´lisation multi-crite`res est la construction d’une famille de m
fonctions crite`res g1, g2, . . . , gm, (m ≥ 2), traduisant chacune les pre´fe´rences relatives a` un aspect
spe´cifique des actions. La construction de telles fonctions soule`ve habituellement de nombreuses
difficulte´s [Bou90] et rele`ve plus de techniques que de me´thodes scientifiques. Une fois la famille
de crite`res g1, g2, . . . , gm de´finie, la comparaison des actions s’appuie sur la comparaison des
vecteurs performance G = (g1(di), g2(di), . . . , gm(di)).
La seule donne´e des vecteurs performance ne permet d’obtenir qu’une information tre`s pauvre
sur la comparaison des actions. En absence d’information supple´mentaire, seules les paires d’ac-
tions lie´es par la relation de dominance .G peuvent eˆtre compare´es.
De´finition 57. La relation de dominance sur σ note´e .G est de´finie par :
(di, dj) ∈ .G ssi
{∀k ∈ [1,m], gk(di) ≥ gk(dj).
∃k ∈ [1,m], gk(di) > gk(dj).
Exemple 42 (Exemple 41 suite). Lorsque la comparaison ne tient compte que des crite`res “Pain
Mie Raffine´e” et “Pain Complet”, l’action “Passer par l’ouest” domine l’action “Passer par l’est”
((Ouest, Est) ∈ .G). A l’inverse, lorsque la comparaison ne tient compte que des crite`res “Pain
Mie Raffine´e” et “Veˆtements Secs”, l’action “Passer par l’est” domine l’action “passer par l’ouest”
((Est,Ouest) ∈ .G). La relation de dominance est l’ensemble vide lorsque tous les crite`res sont
conside´re´s.
Le de´cideur peut avoir besoin de recourir a` certaines informations additionnelles notamment
en termes de pre´fe´rences.
Deux types d’informations se retrouvent alors inte´gre´es dans de tels processus, des crite`res
classiques et purement nume´riques (e.g. la distance, la dure´e, le couˆt, etc.), et d’autres plus
qualitatifs (e.g. pre´fe´rences organoleptiques). L’e´tape servant a` transcrire certains aspects nu-
me´riques (e.g. table nutritionnelle des pains franc¸ais) en informations pre´fe´rentielles (pre´fe´rences
nutritionnelles) doit eˆtre inte´gre´e au processus.
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4.1.6 Informations pre´fe´rentielles
L’utilisation d’informations pre´fe´rentielles se justifie par la constatation faite par [Ros91],
selon laquelle la proportion de couples de vecteurs performance lie´es par la relation de dominance
devient rapidement tre`s faible a` mesure que le nombre de crite`res croˆıt.
De´finition 58 ([Mou03]). L’information pre´fe´rentielle, note´e I, correspond a` toute information
de nature a` discriminer deux actions non relie´es par la relation de dominance .G.
Plusieurs types d’informations pre´fe´rentielles peuvent exister au sein d’un processus de´cision-
nel. L’information pre´fe´rentielle peut notamment s’exprimer en faisant re´fe´rence aux re´sultats
attendus du mode`le d’aide a` la de´cision ou en appre´ciant la valeur que peuvent prendre les in-
formations pre´fe´rentielles utilise´s dans le mode`le d’agre´gation. Plus pre´cise´ment, il peut s’agir :
– d’un pre´-ordre (partiel ou total) sur un sous-ensemble σ′ ⊆ σ ou une affirmation du type :
“les actions dont la performance sur le crite`re gi est infe´rieure a` x sont peu susceptibles
d’eˆtre place´es en teˆte de classement”, dans un cas de rangement.
– d’une diffe´rence d’e´valuation non significative sur un crite`re (en termes de valeurs qui ne
sont pas significativement diffe´rentes).
– d’une comparaison de crite`res (ou de coalition de crite`res) en terme d’importance relative.
Dans un contexte multi-crite`res, lorsqu’une action ne domine pas toutes les autres par la relation
.G, l’e´laboration de recommandation requiert une proce´dure d’agre´gation multi-crite`res [RB93],
permettant ainsi de synthe´tiser des pre´fe´rences sur chaque crite`re et contribuer a` la de´finition
d’un re´sultat global.
De´finition 59 ([Mou03]). Une proce´dure d’agre´gation multi-crite`res est une re`gle permettant
d’e´tablir, sur la base d’un tableau de performances et d’un ensemble de valeurs pour les para-
me`tres pre´fe´rentiels, un ou plusieurs ensemble(s) de pre´fe´rences(s) sur l’ensemble des actions
potentielles σ.
Exemple 43 (Exemple 41 suite). En attribuant des poids a` chacun des crite`res de l’Exemple 41
(w1 = 1, w2 = 2, w3 = 1), une proce´dure d’agre´gation multi-crite`res peut eˆtre la suivante :




wkgk(dj). Dans le cas de cette proce´dure d’agre´gation, et avec
le poids des crite`res de´crit pre´ce´demment, D = {(Ouest, Est)}.
L’argumentation peut donc entrer pleinement dans cette proce´dure d’agre´gation crite´rielle,
elle peut en effet permettre d’inte´grer l’ensemble de ces informations pre´fe´rentielles en engendrant
surtout un aspect explicatif au processus de de´cision, et cela pour eˆtre en mesure d’accomplir le
meilleur choix raisonne´ (qualitatif comme nume´rique). Ce processus non-monotone, car soumis
a` la re´vision d’une action suite a` de nouveaux arguments entrants, va eˆtre de´taille´ dans cette
deuxie`me partie.
4.2 Mode`le d’arbitrage argumente´ de la litte´rature
A` l’heure actuelle, meˆme si elles demeurent peu nombreuses, de nouvelles approches en termes
de prise de de´cision en pre´sence de points de vue contradictoires voient le jour et inte`grent donc le
raisonnement argumentatif [BH08, RS09] comme levier de´cisionnel. L’avantage d’utiliser le volet
argumentation se fait sentir par sa capacite´ a` comprendre des situations ou` les informations sont
incohe´rentes car provenant de plusieurs sources ou correspondant a` plusieurs points de vue. Il
semble e´galement jouer un roˆle important dans les taˆches de de´cision, lorsque les avantages et
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les inconve´nients doivent eˆtre e´value´s sur la base des connaissances disponibles. Les questions
de de´cision et d’argumentation ont e´te´ e´tudie´es se´pare´ment, avec des objectifs diffe´rents. Tre`s
peu d’e´tudes abordent donc les avantages des me´thodes argumentatives comme des e´le´ments
d’explication dans l’aide a` la de´cision.
Amgoud et Prade [AP09] envisagent l’argumentation dans le volet de´cisionnel, comme un pro-
cessus en deux temps 1) l’e´valuation des arguments appuyant des raisonnements et des actions,
2) la recommandation d’actions par des principes bien connus de de´cision. Leur cadre envisage
des conduites de de´cisions unipolaire, bipolaire et non-polaire donnant a` leurs arguments une
typologie permettant aussi bien a` ceux-ci d’atteindre un but ou un rejet. Nous pre´sentons trois
aspects de leur de´marche : le cadre de´cisionnel argumente´, leurs principes de de´cisions et une
formalisation des arguments servant a` la de´cision.
4.2.1 Syste`me de de´cision a` base d’arguments
Le cadre de´cisonnel introduit une distinction imme´diate entre deux types d’arguments, ceux
justifiant des croyances, appele´s arguments e´piste´miques (e.g. certains mode`les me´te´orologiques
nous informent qu’il va pleuvoir demain), et ceux justifiant des options et construits a` partir de
croyances, appele´s arguments pratiques (e.g. puisqu’il pleut demain, il serait bon de se munir
d’un parapluie). Si les arguments e´piste´miques ont e´te´ largement envisage´s dans la litte´rature
(se re´fe´rer aux re´fe´rences au Chapitre 1 et a` son annexe), les arguments pratiques ont eux
fait l’objet de moins de travaux. Nous pre´senterons dans la Partie 4.2.2 une formalisation de
ceux-ci propose´e par [AP09]. Le choix y est fait de toujours conside´rer les arguments pratiques
comme consistants, et ne pouvant eˆtre attaque´s seulement par des arguments e´piste´miques eux-
meˆmes potentiellement porteurs d’un fragment d’inconsistance. Amgoud et Prade font e´galement
le choix d’e´quiper chaque ensemble d’arguments e´piste´miques et pratiques d’une relation de
pre´fe´rence, et de pre´fe´rer, par de´faut, tous les arguments e´piste´miques a` tous les arguments
pratiques.
De´finition 60 (Syste`me de´cisionnel a` base d’arguments [AP09]). Un syste`me de´cisionnel a`
base d’arguments est un tuple DAF = 〈σ,A,R,〉 ou` :
– σ est un ensemble d’options,
– A est un ensemble d’arguments tel que A = Ae ∪ Ap ; Ae correspond a` l’ensemble des
arguments e´piste´miques et Ap a` l’ensemble des arguments pratiques,
– R ⊆ A × A est un ensemble de conflits tel que R = Re ∪ Rp ∪ Rm avec Re ⊆ Ae × Ae,
Rp ⊆ Ap × Ap et Rm ⊆ Ae × Ap,
–  ⊆ A × A est un ensemble de pre´fe´rences tel que  = e ∪ p ∪ m avec e ⊆ Ae ×
Ae, p ⊆ Ap × Ap et m ⊆ Ae × Ap,
La notation DAF correspond a` la traduction anglaise de “syste`me de de´cision a` base d’argu-
ments” : Argumentation-based Decision Framework.
Les contraintes suivantes sont ajoute´es afin de respecter certaines spe´cificite´s du syste`me
de´cisionnel :
– Ae ∩ Ap = ∅,
– Rp = ∅.
Enfin deux fonctions sont introduites affectant a` chaque option l’ensemble des arguments en
sa faveur et en sa de´faveur.
– Fp : σ −→ 2Ap est une fonction qui retourne les arguments pratiques en faveur d’une
option candidate. De tels arguments sont dits pros l’option (e.g. prendre un parapluie est
utile en cas de pluie).
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– Fc : σ −→ 2Ap est une fonction qui retourne les arguments pratiques en de´faveur d’une
option candidate. De tels arguments sont dits cons l’option (e.g. prendre un parapluie est
encombrant).
Exemple 44. Nous nous plac¸ons dans le cas d’un choix entre deux types vestimentaires, a` savoir
le port d’un parapluie (note´ ﬁ) et le port d’un cire´ marin (note´ O). Soit un syste`me de´cisionnel
a` base d’arguments DAF = 〈σ,A,R,〉 avec :
– σ = {ﬁ, O},
– A = Ae ∪ Ap, avec Ae = {ﬁ, 
, , &, '} et Ap = {ﬁ pro, ﬁ con,O 1pro,O 2pro,O con} :
Ae Raison e´piste´mique Ap Raison pratique
ﬁ eﬁ = “Des averses sont pre´vues demain.” ﬁ pro pﬁ pro = “Prendre un parapluie est utile en cas de pluie.”

 e
 = “Des tempe´ratures douces sont pre´vues demain.” O 1pro pO 1pro = “Porter un cire´ marin est utile en cas de pluie.”
 e = “Des tempe´ratures fraˆıches sont pre´vues demain.” O 2pro pO 2pro = “Porter un cire´ marin prote`ge du froid.”& e& = “Des rafales de vent sont pre´vues demain.” ﬁ con pﬁ con = “Le vent peut retourner les baleines de parapluie.”' e' = “Des vents calmes sont pre´vus demain.” O con pO con = “Un cire´ marin est ge´ne´ralement jaune.”
– R = Re ∪ Rm avec Re = {(
, ), (, 
), (&,'), (',&)} et Rm = {(', ﬁ con), (
,O 2pro)},
–  = e ∪ p ∪ m avec e = {(ﬁ, 
), (ﬁ, ), (ﬁ, &), (ﬁ, '), (, 
), (', &)} et p =
{(ﬁ pro,O 1pro), (O 1pro, ﬁ pro), (ﬁ pro,O con), (O con, ﬁ pro), (O con,O 2pro), (O con, ﬁ con)},
– Fp(ﬁ) = {ﬁ pro}, Fc(ﬁ) = {ﬁ con}, Fp(O) = {O 1pro,O 2pro} et Fc(O) = {O con}.
Le graphe d’attaque du syste`me DAF est repre´sente´ par la Figure 4.1.
ﬁ









Figure 4.1 – Le graphe oriente´ DAF
A l’image de ce qui a e´te´ propose´ dans le Chapitre 2, il est associe´ a` chaque DAF, un syste`me
d’argumentation a` la Dung dans lequel l’acceptabilite´ collective des arguments peut alors eˆtre
e´value´e.
De´finition 61 (Syste`me associe´ a` DAF [AP09]). Soit DAF = 〈σ,A,R,〉. Le AF associe´ a` DAF
est un couple 〈A, Def〉 ou` Def ⊆ A×A tel que (αi, αj) ∈ Def si et seulement si (αi, αj) ∈ R et
(αj , αi) /∈ .
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Exemple 45. Soit le syste`me de´cisionnel a` base d’arguments DAF = 〈σ,A,R,〉 de´crit dans
l’Exemple 44, le graphe d’attaque de son syste`me AF associe´ est repre´sente´ par la Figure 4.2.
Il permet ainsi d’envisager l’admissibilite´ collective des arguments. Le syste`me AF posse`de une
seule extension {ﬁ, , ', ﬁ pro,O 1pro,O 2pro,O con} qui est a` la fois stable, pre´fe´re´e et de base.
On peut donc dire que quel que soit la se´mantique conside´re´e Sce(AF) = {ﬁ, , ', ﬁ pro,O 1pro,
O 2pro,O con}.
ﬁ
  & '
ﬁ proO 1pro O 2pro ﬁ con O con
Figure 4.2 – Le graphe oriente´ du syste`me AF associe´ a` DAF
L’e´tape d’argumentation sert d’appui pour e´valuer les options et ainsi proposer, en sortie
du syste`me de´cisionnel, un ordonnancement de celles-ci base´ en partie sur l’acceptabilite´ des
arguments en leur faveur et/ou de´faveur.
De´finition 62 (Sortie du syste`me de´cisionnel [AP09]). Dσ ⊆ σ × σ est une relation de pre´fe´-
rence entre options d’un syste`me de´cisionnel devant satisfaire les conditions suivantes :
– Transitivite´ : La relation doit eˆtre transitive (comme habituellement requis dans les the´ories
de la de´cision).
– Comple´tude : La relation doit eˆtre comple`te, ce qui permet au syste`me de proposer le(s)
meilleur(s) candidat(s) (en e´tant en mesure de comparer n’importe quelle paire d’options).
Amgoud et Prade dessinent alors trois cas de figure classiques pour e´laborer ce pre´ordre entre
options en rapport direct avec l’utilisation faite de la dualite´ entre arguments pros et arguments
cons :
1. Les principes unipolaires s’appuyant soit sur les arguments pros soit sur les arguments
cons.
2. Les principes bipolaires s’appuyant a` la fois sur les arguments pros et les arguments cons.
3. Les principes non-polaires s’appuyant sur une agre´gation des arguments pros et cons.
A pre´sent, nous allons de´tailler certaines me´thodes utilisant ces principes.
4.2.1.1 Les principes unipolaires
Nous rappelons les principes pre´sente´s dans [AP09], permettant la comparaison des de´cisions
sur la base des seuls arguments pros, avec comme condition qu’ils soient sceptiquement accepte´s
(le statut de l’argument a e´te´ pre´sente´ dans le Chapitre 1). De fac¸on similaire, ces principes
sont applique´s sur les arguments cons. Dans un premier temps la pre´fe´rence entre arguments
n’intervient pas dans le calcul de la relation de pre´fe´rence entre options, puis des raffinements
font intervenir celle-ci.
Une me´thode simple et naturelle consiste par exemple a` pre´fe´rer les options ayant le plus
d’arguments pros sceptiquement accepte´s (appele´s sceptiques pros).
De´finition 63 (De´compte des arguments sceptiques pros [AP09]). Soient DAF = 〈σ,A,R,〉,
AF le syste`me associe´ a` DAF et d1, d2 ∈ σ :
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(d1, d2) ∈ Dσ ssi |Fp(d1) ∩ Sce(AF)| ≥ |Fp(d2) ∩ Sce(AF)|.
Exemple 46 (Exemple 44 suite). Soit DAF de´crit dans l’Exemple 44, avec le principe unipolaire
de de´compte des arguments sceptiques pros :
Puisque (, 
) ∈ e alors Fp(O)∩ Sce(AF) = {O 1pro,O 2pro} et Fp(ﬁ)∩ Sce(AF) = {ﬁ pro}, donc
par ce principe unipolaire, on a Dσ = {(O, ﬁ)}.
Remarque 1. Si (, 
) /∈ e alors Fp(O) ∩ Sce(AF) = {O 1pro} et Fp(ﬁ) ∩ Sce(AF) = {ﬁ pro},
donc par ce principe unipolaire, on a Dσ = {(ﬁ, O), (O, ﬁ)}.
En d’autres termes, si l’argument informant de tempe´ratures fraˆıches le lendemain est stricte-
ment pre´fe´re´ a` l’argument informant de tempe´ratures douces, ce principe unipolaire donne une
pre´fe´rence stricte au choix du cire´. Si cela n’avait pas e´te´ le cas, ce principe donnerait une
indiffe´rence entre le choix du parapluie et le choix du cire´.
Une des critiques que l’on peut faire a` cette me´thode est qu’elle ne fait pas intervenir la
relation de pre´fe´rence entre les arguments pratiques p (rappelons que si e intervient dans
le calcul de l’acceptabilite´, p n’intervient pas dans celui-ci puisque il n’y a pas d’attaques
entre arguments pratiques et ceux-ci ne sont jamais strictement pre´fe´re´s a` des arguments e´pis-
te´miques). Ainsi, une autre me´thode est propose´e, soutenant l’option ayant en sa faveur un
argument pratique sceptique (par le syste`me d’argumentation associe´) pre´fe´re´ a` tout argument
pratique sceptique en faveur d’une autre option.
De´finition 64 (Promotion focus [AP09]). Soient DAF = 〈σ,A,R,〉, AF le syste`me associe´ a`
DAF et d1, d2 ∈ σ :
(d1, d2) ∈ Dσ ssi ∃α ∈ Fp(d1) ∩ Sce(AF) t.q. ∀β ∈ Fp(d2) ∩ Sce(AF), (α, β) ∈ p.
Exemple 47 (Exemple 44 suite). Soit DAF de´crit dans l’Exemple 44, avec le principe unipolaire
de promotion focus. On a O 1pro∈ Fp(O) ∩ Sce(AF) et ﬁ pro∈ Fp(ﬁ) ∩ Sce(AF). De plus ∀ β ∈
Fp(ﬁ), on a (O 1pro, β) ∈ p et ∀ β ∈ Fp(O), on a (ﬁ pro, β) ∈ p. Ainsi, par ce principe
unipolaire, on a Dσ = {(ﬁ, O), (O, ﬁ)}.
En d’autres termes, e´tant donne´ qu’il n’existe pas de pre´fe´rence stricte entre les arguments
pratiques pros pre´fe´re´s pour chacune des actions, ce principe donne une indiffe´rence entre le
choix du parapluie et le choix du cire´.
Un reproche peut donc eˆtre fait a` cette relation puisqu’elle se contente de renvoyer un statu
quo entre deux options de`s lors que les plus forts (au sens de la relation p) des arguments
pratiques sceptiques en leur faveur ne sont pas discrimine´s par la relation p. Ainsi, il est
propose´ de tenir compte du reste des arguments sceptiques pros au regard de la relation p.
De´finition 65 (Raffinement du statu quo [AP09]). Soient DAF = 〈σ,A,R,〉, AF le syste`me
associe´ a` DAF et d1, d2 ∈ σ. Soient (α1, . . . , αr), (β1, . . . , βs) tels que ∀αi=1,...,r ∈ Fp(d1)∩Sce(AF),
et ∀βi=1,...,s ∈ Fp(d2)∩Sce(AF), ou` chacun de ces vecteurs respecte un ordonnancement au regard
de la relation p (e.g. (α1, α2) ∈p, . . . , (αr−1, αr) ∈p). Soit v = min(r, s)
(d1, d2) ∈ Dσ ssi :
– (α1, β1) ∈ p, ou
– ∃ k ≤ v tel que (αk, βk) ∈ p et ∀ j < k, (αj , βj) ∈ ≈p, ou
– r > v et ∀ j ≤ v, (αj , βj) ∈ ≈p.
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Exemple 48 (Exemple 44 suite). Soit DAF de´crit dans l’Exemple 44, avec le principe unipolaire
de raffinement du statut quo :
Puisque (, 
) ∈ e alors Fp(O)∩Sce(AF) = {O 1pro,O 2pro} et Fp(ﬁ)∩Sce(AF) = {ﬁ pro}. Etant
donne´ que (O 1pro, ﬁ pro) ∈ ≈p, par ce principe unipolaire, on a Dσ = {(O, ﬁ)}.
Remarque 2. Si (, 
) /∈ e alors Fp(O) ∩ Sce(AF) = {O 1pro} et Fp(ﬁ) ∩ Sce(AF) = {ﬁ pro}.
Etant donne´ que (O 1pro, ﬁ pro) ∈ ≈p, par ce principe unipolaire, on a Dσ = {∅}.
En d’autres termes, e´tant donne´ qu’il n’existe pas de pre´fe´rence stricte entre les arguments
pratiques sceptiques pros pre´fe´re´s pour chacune des actions, le principe de raffinement du statut
quo se tourne vers les autres arguments pratiques pros sceptiques pre´fe´re´s pour chacune des
actions. Il n’en existe pas pour l’action du choix du parapluie. Par contre un deuxie`me argument
pratique pro sceptique pour l’action du choix du cire´ existe. Ce principe unipolaire donne dans
ce cas une pre´fe´rence stricte au choix du cire´. Dans tous les autres cas, ce deuxie`me argument
existe, ce principe donne alors une incomparabilite´ entre le choix du parapluie et le choix du cire´.
A l’inverse, le syste`me de´cisionnel peut employer des me´thodes de principe unipolaire base´es
sur les arguments sceptiques cons, en de´pre´ciant les options ayant le plus d’arguments pratiques
sceptiques en leur de´faveur, ou ayant un argument sceptique en leur de´faveur pre´fe´re´ a` tous les
arguments sceptiques en de´faveur d’une autre option (appele´e pre´vention focus), ou encore en
proce´dant a` un rafinement du statu quo.
4.2.1.2 Les principes bipolaires
Une fac¸on intuitive de de´finir des principes ou` les deux types d’arguments (pros et cons)
entrent en jeu pour comparer des options est de combiner de fac¸on conjonctive les principes
unipolaires de chacun.
De´finition 66 (De´compte des arguments sceptiques pros et cons [AP09]). Soient DAF = 〈σ,A,R,
〉, AF le syste`me associe´ a` DAF et d1, d2 ∈ σ : (d1, d2) ∈ Dσ ssi
– |Fp(d1) ∩ Sce(AF)| ≥ |Fp(d2) ∩ Sce(AF)|, et
– |Fc(d1) ∩ Sce(AF)| ≤ |Fc(d2) ∩ Sce(AF)|.
Exemple 49 (Exemple 44 suite). Soit DAF de´crit dans l’Exemple 44, avec le principe bipolaire
de de´compte des arguments sceptiques pros et cons : Puisque (, 
) ∈ e, on a Fp(O) ∩ Sce(AF)
= {O 1pro, O 2pro} et Fp(ﬁ) ∩ Sce(AF) = {ﬁ pro}. Or dans tous les cas on a |Fc(ﬁ) ∩ Sce(AF)| ≤
|Fc(O) ∩ Sce(AF)|. Ainsi, par ce principe bipolaire, on a Dσ = {(O, ﬁ)}.
Remarque 3.
– Si (, 
) /∈ e et (&, ') /∈ e, on a Fp(O) ∩ Sce(AF) = {O 1pro}, Fp(ﬁ) ∩ Sce(AF) =
{ﬁ pro}, Fc(O)∩ Sce(AF) = {O con} et Fc(ﬁ)∩ Sce(AF) = {∅}. Ainsi, dans ce cas, par ce
principe bipolaire, on a Dσ = {(ﬁ, O)}.
– Si (
, ) /∈ e et si (&, ') ∈ e, on a Fp(O) ∩ Sce(AF) = {O 1pro}, Fp(ﬁ) ∩ Sce(AF) =
{ﬁ pro}, Fc(O)∩Sce(AF) = {O con} et Fc(ﬁ)∩Sce(AF) = {ﬁ con}. Ainsi, dans ce cas, par
ce principe bipolaire, on a Dσ = {(ﬁ, O), (O, ﬁ)}.
De la meˆme fac¸on, les approches combine´es pros et cons peuvent permettre de pre´fe´rer une
option lorsque celle-ci posse`de un argument sceptique en sa faveur pre´fe´re´ aux sceptiques pros
des autres options et qu’elle ne posse`de pas un argument sceptique en sa de´faveur pre´fe´re´ aux
sceptiques cons des autres options.
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De´finition 67 (Promotion et Pre´vention focus [AP09]). Soient DAF = 〈σ,A,R,〉, AF le syste`me
associe´ a` DAF et d1, d2 ∈ σ : (d1, d2) ∈ Dσ ssi
– ∃α ∈ Fp(d1) ∩ Sce(AF) t.q. ∀β ∈ Fp(d2) ∩ Sce(AF), (α, β) ∈ p, et
– @α ∈ Fc(d1) ∩ Sce(AF) t.q. ∀β ∈ Fc(d2) ∩ Sce(AF), (α, β) ∈ p.
Exemple 50 (Exemple 44 suite). Soit DAF de´crit dans l’Exemple 44, avec le principe bipolaire
de promotion et pre´vention focus : On a O 1pro∈ Fp(O) ∩ Sce(AF) et ﬁ pro∈ Fp(ﬁ) ∩ Sce(AF).
De plus ∀ β ∈ Fp(ﬁ), on a (O 1pro, β) ∈ p et ∀ β ∈ Fp(O), on a (ﬁ pro, β) ∈ p. De plus,
Fc(O)∩Sce(AF) = {O con} et Fc(ﬁ)∩Sce(AF) = {∅}. Ainsi dans ce cas, par ce principe bipolaire,
on a Dσ = {(O, ﬁ), (ﬁ, O)}.
Remarque 4.
Si (&, ') ∈ e alors Fc(O) ∩ Sce(AF) = {O con} et Fc(ﬁ) ∩ Sce(AF) = {ﬁ con}, de plus
(ﬁ conO con) ∈ p. Ainsi dans ce cas, par ce principe bipolaire, on a Dσ = {(ﬁ, O)}. En
d’autres termes il existe un seul argument pratique con sceptique en de´faveur de l’option du cire´
et pre´fe´re´ au seul argument pratique con en de´faveur de l’option du parapluie. La pre´fe´rence
stricte pour l’option du parapluie tient donc a` l’existence de ce seul argument pratique con en
de´faveur de l’option du parapluie dote´ d’un statut sceptique, ce qui peut paraˆıtre paradoxal.
Une autre famille de principe bipolaire, reprise par Amgoud et Prade, est le principe de
Franklin, dans lequel les paires d’arguments sceptiques de meˆme force sont ignore´es, apre`s quoi
les principes bipolaires vus pre´ce´demment peuvent eˆtre applique´s graˆce aux arguments restants.
De´finition 68 (Simplification de Franklin [AP09]). Soient DAF = 〈σ,A,R,〉, AF le syste`me
associe´ a` DAF et d ∈ σ. Soient P = (α1, . . . , αr), C = (β1, . . . , βm) tel que ∀αi=1,...,r ∈ Fp(d) ∩
Sce(AF), et ∀βi=1,...,m ∈ Fc(d)∩Sce(AF), ou` chacun de ces vecteurs respecte un ordonnancement
au regard de la relation p (e.g. (α1, α2) ∈p, . . . , (αr−1, αr) ∈p). Le re´sultat de la simplifi-
cation est P ′ = (αj+1, . . . , αr), C ′ = (βj+1, . . . , βm) tel que :
– ∀1 ≤ i ≤ j, (αi, βi) ∈ ≈p et ((αj+1, βj+1) ∈p ou (βj+1, αj+1) ∈p)
– Si j = r (resp. j = m), alors P ′ = ∅ (resp. C ′ = ∅).
Exemple 51 (Exemple 44 suite). Soit DAF de´crit dans l’Exemple 44. Les re´sultats par la sim-
plification de Franklin sont les suivants :
– Pour l’option ﬁ, puisque (&, ') /∈ e sont les vecteurs P ′ = (ﬁ pro) et C ′ = ∅, car
Fc(ﬁ) ∩ Sce(AF) = {∅}.
– Pour l’option O, puisque (, 
) ∈ e, sont les vecteurs P ′ = (O 2pro) et C ′ = ∅, car Fc(O)∩
Sce(AF) = {O con} et Fp(O) ∩ Sce(AF) = {O 1pro,O 2pro} avec (O 1pro, O con) ∈ ≈p.
4.2.1.3 Les principes apolaires
Dans certains cas, les arguments sceptiques en faveur et en de´faveur d’une de´cision sont
agre´ge´s en un me´ta-argument ayant une force unique. Ainsi, pour comparer deux options, il
suffit de comparer leurs me´ta-arguments. Une telle conception est en accord avec la pratique
au sein de la de´cision multi-crite`res, puisque chaque option est e´value´e selon diffe´rents crite`res
utilisant la meˆme e´chelle (posse´dant une partie positive et une partie ne´gative), agre´ge´s pour
obtenir une e´valuation globale de chaque option.
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De´finition 69 (Crite`re d’agre´gation [AP09]). Soient DAF = 〈σ,A,R,〉, AF le syste`me associe´ a`
DAF, d1, d2 ∈ σ, avec (α1, . . . , αn) et (β1, . . . , βm) (resp. (γ1, . . . , γl) et (δ1, . . . , δk)) des vecteurs
d’arguments en faveur et en de´faveur de l’option d1 (resp. d2) :
(d1, d2) ∈ Dσ ssi (h(α1, . . . , αn, β1, . . . , βm), h(γ1, . . . , γl, δ1, . . . , δk)) ∈ p ou` h est une fonction
d’agre´gation.
Une illustration simple de ce crite`re peut eˆtre la comparaison des diffe´rences entre le nombre
d’arguments sceptiques en faveur et en de´faveur des options.
De´finition 70 ([AP09]). Soient DAF = 〈σ,A,R,〉, AF le syste`me associe´ a` DAF et d1, d2 ∈ σ :
(d1, d2) ∈ Dσ ssi |Fp(d1)∩Sce(AF)| − |Fc(d1)∩Sce(AF)| ≥ |Fp(d2)∩Sce(AF)| − |Fc(d2)∩Sce(AF)|.
Exemple 52 (Exemple 44 suite). Soit DAF de´crit dans l’Exemple 44, avec le principe apolaire
de comparaison des diffe´rences entre le nombre d’arguments sceptiques en faveur et en de´faveur
des options : Puisque (, 
) ∈ e et (&, ') /∈ e, on a Fp(O) ∩ Sce(AF) = {O 1pro, O 2pro},
Fp(ﬁ) ∩ Sce(AF) = {ﬁ pro}, Fc(O) ∩ Sce(AF) = {O con} et Fc(ﬁ) ∩ Sce(AF) = {∅}. Ainsi, dans
ce cas, par ce principe apolaire, on a Dσ = {∅}.
Remarque 5.
– Si (&, ') /∈ e et (, 
) /∈ e, on a Fp(O) ∩ Sce(AF) = {O 1pro}, Fp(ﬁ) ∩ Sce(AF) =
{ﬁ pro}, Fc(O)∩ Sce(AF) = {O con} et Fc(ﬁ)∩ Sce(AF) = {∅}. Ainsi, dans ce cas, par ce
principe apolaire, on a Dσ = {(ﬁ, O)}.
– Si (&, ') ∈ e et (, 
) ∈ e, on a Fp(O) ∩ Sce(AF) = {O 1pro, O 2pro}, Fp(ﬁ) ∩ Sce(AF)
= {ﬁ pro}, Fc(O)∩ Sce(AF) = {O con} et Fc(ﬁ)∩ Sce(AF) = {O con}. Ainsi, dans ce cas,
par ce principe apolaire, on a Dσ = {(O, ﬁ)}.
– Si (, 
) /∈ e et (&, ') ∈ e, on a Fp(O) ∩ Sce(AF) = {O 1pro}, Fp(ﬁ) ∩ Sce(AF) =
{ﬁ pro}, Fc(O)∩Sce(AF) = {O con} et Fc(ﬁ)∩Sce(AF) = {ﬁ con}. Ainsi, dans ce cas, par
ce principe apolaire, on a Dσ = {(ﬁ, O), (O, ﬁ)}.
Ce mode`le de´cisionnel a` base d’arguments e´tant de´fini, il s’agit a` pre´sent de rappeler la
me´thode utilise´e dans [AP09] pour de´finir un argument pratique.
4.2.2 Une typologie formelle de l’argument pratique
Une fois l’approche “macro” de´taille´e, il s’agit de de´finir la the´orie de´cisionnelle “micro”, telle
qu’elle est envisage´e classiquement de fac¸on bipolaire (dans le sens pre´sence d’arguments pros
et cons).
De´finition 71 (The´orie de´cisionnelle [AP09]). A partir d’un vocabulaire Voc, une the´orie de´-
cisionnelle est un tuple T = 〈σ,K,G,H〉 ou` :
– σ est un ensemble d’options.
– Voc est un ensemble de variables propositionnelles de deux sortes, les variables de´cision-
nelles controˆlables et fixe´es par le de´cideur et les variables d’e´tats fixe´es par la nature.
– K est une base de connaissances, partitionne´e et stratifie´e en K1, . . . ,Kn (K = K1 ∪ . . .
∪ Kn) telle que les formules dans Ki ont au moins la meˆme certitude que celles dans Kj
pour j < i.
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– G est un ensemble de formules propositionnelles construites a` partir de variables d’e´tat et
repre´sentant les buts, le but repre´sente ce que l’on veut atteindre. La base G est partitionne´e
et stratifie´e en G1, . . . ,Gn (G = G1 ∪ . . . ∪ Gn) tels que les buts dans Gi ont au moins la
meˆme importance que les buts dans Gj pour j < i. Un but peut eˆtre e´value´ par une fonction
value : G −→ < qui mesure son degre´ de satisfaction.
– H est un ensemble de formules propositionnelles construites a` partir de variables d’e´tat et
repre´sentant les rejets, le rejet repre´sente ce que l’on veut e´viter. La base H est partitionne´e
et stratifie´e en H1, . . . ,Hn (H = H1 ∪ . . . ∪ Hn) tels que les rejets dans Hi ont au moins
la meˆme importance que les rejets dans Hj pour j < i. Un rejet peut eˆtre e´value´ par une
fonction value : H −→ < qui mesure son degre´ de dissatisfaction.
Exemple 53 (Exemple 44 suite). Soit un vocabulaire Voc et une the´orie de´cisionnelle T =
〈σ,K,G,H〉 avec :
– Voc = {eﬁ, e
, e, e&, e', pﬁ pro, pO 1pro, pO 2pro, pﬁ con, pO con},
– σ = {ﬁ, O},
– K1 = {pﬁ pro, pO 1pro, pO 2pro, pﬁ con, pO con}, K2 = {e
, e&}, K3 = {e, e'} et K4 = {eﬁ},
– G = G1,G2 et H = H1,H2 tels que :
G Buts H Rejets
G2 = {} : “Etre sec.” H1 = {}  : “Etre Jaune.”
G1 = {} : “Etre commode.” H2 = {} : “Avoir froid.”
A partir de cette the´orie de´cisionnelle, peuvent eˆtre construits des arguments. En effet, comme
le de´finit le cadre abstrait DAF, chaque option peut avoir des arguments en sa faveur (appele´s
pros), et des arguments en sa de´faveur (appele´s cons). Ainsi, un argument est toujours associe´ a`
une option, et se re´fe`re a` un but ou a` un rejet. Les arguments pros te´moignent de l’existence de
“conse´quences positives” ou de l’absence de “conse´quences ne´gatives” pour une option donne´e.
Une conse´quence positive signifie que l’application de l’option me`nera a` la satisfaction d’un but
ou a` l’e´vitement d’un rejet. De meˆme, une conse´quence ne´gative signifie que l’application de
l’option me`nera a` manquer un but, ou a` re´aliser un rejet.
De´finition 72 (Arguments pros [AP09]). Soit T une the´orie de´cisionnelle, un argument pro en
faveur d’une option d peut eˆtre soit (1) un tuple 〈S, d, g〉, soit (2) un tuple 〈S, d, h〉 tel que :
– S ⊆ K, d ∈ σ, S ∩ {d} est consistant.
(1) S ∪ {d} ` g, avec g ∈ G et S minimal pour l’inclusion ensembliste parmi les sous-
ensembles de K satisfaisant les conditions pre´ce´dentes.
–
(2) S ∪ {d} ` ¬h, avec h ∈ H et S minimal pour l’inclusion ensembliste parmi les sous-
ensembles de K satisfaisant les conditions pre´ce´dentes.
Les arguments issus de (1) appartiennent a` l’ensemble A+p , ceux issus de (2) a` A−p .
Exemple 54 (Exemple 44 suite). Les ensembles des arguments pros du syste`me DAF, construits
a` partir de la the´orie de´cisionnelle T sont les suivants :
– A+p = {ﬁ pro, O 1pro}, avec ﬁ pro= 〈 pﬁ pro, ﬁ, 〉 et O 1pro= 〈 pO 1pro,O, 〉,
– A−p = {O 2pro}, avec O 2pro= 〈 pO 2pro,O, ¬〉.
Les arguments cons te´moigne de l’existence “de conse´quences ne´gatives” ou “de l’e´vitement
de conse´quences positives” pour une option donne´e.
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De´finition 73 (Arguments cons [AP09]). Soit T une the´orie de´cisionnelle, un argument con en
de´faveur d’une option d peut eˆtre soit (1) un tuple 〈S, d, h〉, soit (2) un tuple 〈S, d, g〉 tel que :
– S ⊆ K, d ∈ σ, S ∩ {d} est consistant.
(1) S ∪ {d} ` h, avec h ∈ H et S minimal pour l’inclusion ensembliste parmi les sous-
ensembles de K satisfaisant les conditions pre´ce´dentes.
–
(2) S ∪ {d} ` ¬g, avec g ∈ G et S minimal pour l’inclusion ensembliste parmi les sous-
ensembles de K satisfaisant les conditions pre´ce´dentes.
Les arguments issus de (1) appartiennent a` l’ensemble A−c , ceux issus de (2) a` A+c .
Exemple 55 (Exemple 44 suite). Les ensembles des arguments cons du syste`me DAF, construits
a` partir de la the´orie de´cisionnelle T , sont les suivants :
– A−c = {O con}, avec O con= 〈 pO con,O, 〉,
– A+c = {ﬁ con}, avec ﬁ con= 〈 pﬁ con, ﬁ, ¬〉.
En raison de l’asyme´trie de l’esprit humain entre ce qui est rejete´ et ce qui est de´sire´, le
premier e´tant ge´ne´ralement conside´re´ comme plus fort que le deuxie`me, il est suppose´ que les
arguments de A−c sont plus forts que les arguments A+c , et inversement les arguments A+p sont
plus forts que les arguments A−p . Dans les cadres classiques de de´cision, la distinction but /
e´vitement de rejet et rejet / e´vitement de but n’est pas conside´re´e. Nous sommes en effet dans le
cas particulier ou` il y a un effet de miroir entre les objectifs et les rejets en ce sens que g est un
but si et seulement si ¬ g est un rejet. Par conse´quent, les deux ensembles A−c et A+c co¨ıncident.
Il en est de meˆme pour les deux ensembles de A+p et A−p .
Enfin, la nature d’un argument, c’est-a`-dire son caracte`re pro ou con une option peut varier
en fonction du contexte. En effet dans l’Exemple 44, si l’argument O con : “Un cire´ marin est
ge´ne´ralement jaune”, en de´faveur de l’option O , peut eˆtre celui d’un contexte cK (enfant de 9
ans dans une cour d’e´cole) au sens des syste`mes d’argumentation contextuels, le contexte cM
(marin en haute mer) l’identifiera plutoˆt comme un argument pro en faveur de l’option, sachant
que le but de cet argument serait alors de lui pre´server sa vie par une meilleure visibilite´. Les
contextes peuvent donc eˆtre introduits en de´cision argumente´e pour plusieurs raisons : ils offrent
des informations pre´fe´rentielles contextualise´es par des points de vue, ils peuvent e´galement
eˆtre identifie´s en tant que crite`res, permettant de ce fait de capturer les me´thodes de de´cision
multi-crite`res classiques.
4.2.3 Application a` la de´cision multi-crite`res
Aborde´e dans [AP09] et inte´gre´e dans leur cadre de travail en de´cision argumente´e, une pre-
mie`re cate´gorie d’approche en de´cision multi-crite`res classique, sans informations pre´fe´rentielles,
donne la meˆme importance a` tous les crite`res, l’ide´e e´tant de favoriser l’option qui satisfait le
plus de crite`res positivement (buts et e´vitements de rejets). Une fonction Resultat est introduite
dans [AP09], elle retourne pour un ensemble B d’arguments pratiques, toutes les conse´quences
de ces arguments, i.e., tous les buts, e´vitements de rejets, rejets et e´vitements de buts auxquels
ces arguments se re´fe`rent.
De´finition 74 ([AP09]). Soient DAF = 〈σ,A,R,〉, et d1, d2 ∈ σ :
(d1, d2) ∈ Dσ ssi Resultat(Fp(d2)) ⊆ Resultat(Fp(d1)).
Soulignons que Fp(d) ⊆ A+p ∪ A−p et Fc(d) ⊆ A−c ∪ A+c pour tout d ∈ σ.
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Exemple 56 (Exemple 44 suite). Soit DAF de´crit dans l’Exemple 44 et la the´orie de´cisionnelle
T de´crite dans l’Exemple 53. En appliquant le principe de la De´finition 74, on a Dσ = {(O,
ﬁ)}. Ceci s’explique par le fait qu’en plus de prote´ger de la pluie (Etre sec : ), le cire´ peut
prote´ger aussi du froid (Ne pas avoir froid : ¬).
C’est l’inverse dans la De´finition 75.
De´finition 75 ([AP09]). Soient DAF = 〈σ,A,R,〉, et d1, d2 ∈ σ :
(d1, d2) ∈ Dσ ssi Resultat(Fc(d1)) ⊆ Resultat(Fc(d2)).
Exemple 57 (Exemple 44 suite). Soit DAF de´crit dans l’Exemple 44 et la the´orie de´cisionnelle
T de´crite dans l’Exemple 53. En appliquant le principe de la De´finition 75, on a Dσ = {∅}. Ceci
s’explique par le fait que les conse´quences ne´gatives des deux options, a` savoir, “Etre jaune” :
 pour le cire´ et “Ne pas eˆtre commode” : ¬  pour le parapluie, ne sont pas comparables par
l’inclusion ensembliste.
Dans la deuxie`me cate´gorie d’approche en de´cision multi-crite`res, la pre´sence d’informations
pre´fe´rentielles est prise en compte. Les pre´fe´rences peuvent eˆtre lie´es au fait que les crite`res n’ont
pas le meˆme niveau de certitude, d’importance et de satisfaction. Dans ce cas, le principe de
promotion focus donne´e dans la De´finition 64, inte´grant la relation de pre´fe´rence p entre les
arguments pratiques sceptiquement accepte´s peut eˆtre utilise´ dans le processus de´cisionnel.
Dans ce qui suit, nous rappellerons la de´finition de la force d’un argument pratique, comme
introduite dans [AP09], permettant ainsi de ge´ne´rer la relation p. La force d’un argument
de´pend de trois e´le´ments : le niveau de certitude de la connaissance implique´e dans le support
de l’argument, le degre´ d’importance du but ou du rejet et le degre´ de (dis)satisfaction associe´
au (rejet)but. Formellement, voici comment se de´finit la force d’un argument :
De´finition 76 (Force d’un argument [AP09]). Soit T une the´orie de´cisionnelle, et un argu-
ment α = 〈S, d, g〉 ∈ A+p (resp. α = 〈S, d, h〉 ∈ A−c ). La force de α est un triplet Force(α) =
(Lev(α), Wei(α), Sat(α)) (resp. (Lev(α), Wei(α), Dis(α))) tel que :
– Le niveau de certitude de l’argument est Lev(α) = min{i|1 ≤ i ≤ n t.q. (S ∩ Ki) 6= ∅}. Si
S = ∅, on a Lev(α) = n.
– Le poids de l’argument est Wei(α) = j si g ∈ Gj (resp. h ∈ Hj).
– La satisfaction (resp. dissatisfaction) de l’argument est Sat(α) = value(g) (resp. Dis(α)
= value(h)).
Un syste`me d’argumentation devrait contrebalancer les niveaux de satisfaction des crite`res
par leurs importances relatives. En effet, un crite`re tre`s satisfait pour une de´cision di n’est pas
un argument fort en faveur de di si le crite`re a peu d’importance. A` l’inverse, un crite`re mal
satisfait par di est un argument fort contre di seulement si ce crite`re est tre`s important. En outre,
dans des cas d’e´valuation incertaine des crite`res, on peut avoir une de´pre´ciation des arguments
fonde´e sur cette incertitude. En d’autres termes, la force d’un argument repre´sente dans quelle
mesure la de´cision satisfera de manie`re certaine les crite`res les plus importants.
Un type de comparaison entre arguments est possible par conjonction de ces trois e´le´ments :
De´finition 77 (Combinaison conjonctive [AP09]). Soient α et β deux arguments : (α, β) ∈ p
iff min Force(α) > min Force(β).
Il existe d’autres formes de conjonction visant a` privile´gier un e´le´ment de la force, par exemple
la certitude, et lorsque celle-ci est e´quivalente pour deux arguments, la pre´fe´rence est dicte´e par
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le minimum des deux autres e´le´ments. L’utilisation de telles combinaisons conjonctives ou semi-
conjonctives exige une commensurabilite´ des e´chelles pour les trois e´le´ments. La de´termination
du vecteur Force ne rentre pas dans le cadre de nos travaux. Ainsi pour la suite des travaux, nous
envisagerons seulement le poids de l’argument (notamment dans notre cas d’e´tude du chapitre
suivant). Cependant pour rester ge´ne´ral dans ce chapitre, et dans l’extension que nous proposons
aux cadres de de´cision argumente´e, nous continuerons a` conside´rer la notion de force.
4.2.4 Cadre de´cisionnel e´tendu
A partir du mode`le propose´ par [AP09], nous formulons une proposition d’extension en
sugge´rant deux pistes de re´flexion, guide´es par le cas d’e´tude du chapitre suivant concernant une
politique de sante´ publique. Nous nous restreindrons pour cela a` l’e´tude du comportement des
arguments pratiques.
La premie`re extension propose´e, aborde´e dans le paragraphe 4.2.4.1, est la repre´sentation
de plusieurs points de vue, pouvant avoir des niveaux d’importance diffe´rents, sous la forme de
contextes (partiellement ou totalement) pre´-ordonne´s. Chaque contexte (point de vue) de´finit
ses propres pre´fe´rences.
La deuxie`me extension propose´e, aborde´e dans le paragraphe 4.2.4.1 puis 4.2.4.2, est un mode
de de´termination de conflits en termes d’attaques, et ce spe´cifiquement lorsque des arguments
soutiennent deux actions ne pouvant eˆtre engage´es de fac¸on concomitante. Nous ge´ne`rerons ainsi
des attaques lorsque ce caracte`re, que nous appellerons la mutuelle exclusivite´, est identifie´ entre
deux actions. Nous introduirons e´galement la notion de spe´cialisation pour une action, ge´ne´rant
par exemple pour l’argument soutenant celle-ci, une attaque non-syme´trique vers l’argument
soutenant une action plus ge´ne´rale.
4.2.4.1 Inte´gration des pre´fe´rences et des actions spe´cialise´es
De´finition 78 (The´orie de´cisionnelle e´tendue). Une the´orie de´cisionnelle e´tendue Text est
un tuple tel que Text = 〈σext, C, 〈K1, . . . ,Kn〉, 〈G1, . . . ,Gn〉, 〈H1, . . . ,Hn〉〉, avec :
– σext est un ensemble d’options muni de deux relations : ⊥ ⊆ σext × σext et ∠ ⊆ σext × σext
avec ⊥ une relation syme´trique telle que (d, d′) ∈ ⊥ signifie que d et d′ sont des options
mutuellement exclusives, et ∠ une relation asyme´trique telle que (d, d′) ∈ ∠ signifie que d
est une option plus spe´cialise´e que d′.
– Voc est un ensemble de variables propositionnelles de deux sortes, les variables de´cision-
nelles controˆlables et fixe´es par le de´cideur et les variables d’e´tats fixe´es par la nature.
– C est un ensemble de n contextes,
– Ki est une base de connaissances du contexte ci, partitionne´e et stratifie´e en K1i , . . . ,Kpi
(Ki = K1i ∪ . . . ∪ Kpi ) telle que les formules dans Kki ont au moins la meˆme certitude que
celles dans Kji pour j < k. La base de connaissances globale est K tel que K =
⋃
i Ki.
– Gi est un ensemble de formules propositionnelles construit a` partir de variables d’e´tat et
repre´sentant les buts du contexte ci, le but repre´sente ce que l’on veut atteindre. La base
Gi est partitionne´e et stratifie´e en G1i , . . . ,Gpi (Gi = G1i ∪ . . . ∪ Gpi ) tel que les buts dans
Gki ont au moins la meˆme importance que les buts dans Gji pour j < k. La base de buts
globale est G tel que G = ⋃i Gi. Un but peut eˆtre e´value´ par une fonction value : G −→ <.
– Hi est un ensemble de formules propositionnelles construit a` partir de variables d’e´tat et
repre´sentant les rejets, le rejet repre´sente ce que l’on veut e´viter. La base Hi est partitionne´e
et stratifie´e en H1i , . . . ,Hpi (Hi = H1i ∪ . . . ∪ Hpi ) tel que les rejets dans Hki ont au moins
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la meˆme importance que les rejets dans Hji pour j < k. La base de rejets globale est H tel
que H = ⋃i Hi. Un rejet peut eˆtre e´value´ par une fonction value : H −→ <.
Dans un premier temps, nous illustrerons ce mode`le sur un seul contexte, de fac¸on a` pre´senter
en de´tail le phe´nome`ne d’attaque a` partir d’actions mutuellement exclusives ou spe´cialise´es. C’est
pour cela que l’indice contextuel n’apparaˆıt pas dans l’exemple suivant.
Exemple 58. (Exemple 44 Suite) Soit Text = 〈σext, C, 〈K〉, 〈G〉, 〈H〉〉 :
– Voc = {eﬁ, e
, e, e&, e', pﬁ pro, pO 1pro, pO 2pro, pﬁ con, pO con, pﬁ pro} avec pﬁ pro= “Porter un
parapluie bleu est discret.”
– σext = {ﬁ, ﬁ, O} tel que ﬁ signifie “Porter un parapluie bleu”, ﬁ signifie “Porter un
parapluie” et O signifie “Porter un cire´.”
– ⊥ = {(ﬁ, O), (ﬁ, O)},
– ∠ = {(ﬁ, ﬁ)},
– K1 = {pﬁ pro, p ﬁ pro, pO 1pro, pO 2pro, pﬁ con, pO con}, K2 = {e
, e&}, K3 = {e, e'} et K4 = {eﬁ},
– G1 = {} avec  : “Etre discret”, G2 = {} avec  : “Etre sec”,
– H1 = {} avec  : “Etre jaune”, H2 = {¬ } avec ¬  : “Ne pas eˆtre commode.”
4.2.4.2 Ge´ne´ration des attaques dans le syste`me de´cisionnel
Si la ge´ne´ration d’attaque entre arguments pro en faveur d’options mutuellement exclusives
semble naturelle, introduire une spe´cialisation au sein des actions change quelque peu le roˆle des
fonctions Fp et Fc.
En effet, si un argument est en faveur d’une action, il semble naturel qu’il soit e´galement favorable
a` toute action plus spe´cifique. De meˆme, si argument est en de´faveur d’une action il semble
naturel qu’il soit e´galement de´favorable a` toute action plus spe´cialise´e. Ainsi, dans notre exemple
l’argument pro en faveur du parapluie est e´galement favorable au parapluie bleu. De meˆme,
l’argument con en de´faveur du parapluie est e´galement de´favorable au parapluie bleu.
Ceci va donc e´galement guider la ge´ne´ration des attaques entre les arguments dans notre
syste`me de de´cision a` base d’arguments, a` partir d’une the´orie de´cisionnelle e´tendue. Prenons
le cas des arguments pros et conside´rons les attaques, nous conside´rerons donc que l’argument
soutenant une action plus spe´cifique attaque l’argument soutenant une action plus ge´ne´rale.
L’ide´e justifiant cette attaque est que l’argument “plus spe´cifique” de´nonce l’argument plus
ge´ne´ral car insuffisamment pre´cis. Par exemple dans le cas d’e´tude du chapitre suivant, un ar-
gument soutenant une hausse de la teneur en fibres pour le be´ne´fice-sante´ pourra eˆtre attaque´
par un argument soutenant plus spe´cifiquement une hausse de la teneur en fibres solubles, les
fibres insolubles pouvant s’ave´rer irritantes.
Ainsi, nous ge´ne´rerons les attaques entre arguments pratiques suivant le sche´ma suivant :
↪→
– Deux arguments pros en faveur de deux actions mutuellement exclusives s’attaquent.
– Les arguments pros en faveur d’une action spe´cialise´e attaquent les argument pros en
faveur d’actions plus ge´ne´rales.
↪→
– Les arguments cons en de´faveur d’une action ge´ne´rale attaquent les arguments cons en
de´faveur d’actions plus spe´cifiques.
↪→
– Deux arguments, l’un en faveur d’une action l’autre en de´faveur de la meˆme action
s’attaquent de fac¸on syme´trique.
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– Un argument en faveur d’une action spe´cialise´e et un argument en de´faveur d’une action
plus ge´ne´rale s’attaquent de fac¸on syme´trique (e.g. un argument en faveur du parapluie
bleu et un argument en de´faveur du parapluie s’attaqueront bien mutuellement).
Le syste`me de´cisionnel multi-contextuels a` base d’arguments ge`re e´galement des pre´fe´rences
contextuelles.
De´finition 79 (Syte`me de´cisionnel multi-contextuels a` base d’arguments). Soit une the´orie
de´cisionnelle e´tendue Text, un syste`me de´cisionnel multi-contextuels a` base d’arguments
est un tuple MCDAF = 〈C,D, 〈A1, . . . ,An〉, 〈R1, . . . ,Rn〉, 〈1, . . . ,n〉〉 ou` :
– C est un ensemble de n contextes,
– D ⊆ C × C est un pre´ordre (partiel ou total),
– Ai ⊆ A (avec A = ∪i∈[1,n]Ai) est un ensemble d’arguments s’exprimant dans un contexte
ci,
– Ri ⊆ Ai × Ai est une relation d’attaque telle que Ri = R+i ∪ R±i ∪ R−i . R+i , R−i et R±i
sont de´finis comme suit. Soient α, β ∈ Ai associe´s respectivement aux options dα et dβ :
↪→ (α, β) ∈ R+i si α et β sont deux arguments pros tels que (dα, dβ) ∈ ⊥ ou (dα, dβ) ∈ ∠.
↪→ (α, β) ∈ R−i si α et β sont deux arguments cons tels que (dβ, dα) ∈ ∠.
↪→ (α, β) ∈ R±i et (β, α) ∈ R±i si α est un argument pro et β un argument con tels que
dα = dβ ou (dα, dβ) ∈ ∠.
– i est une pre´fe´rence contextuelle (i ⊆ Ai × Ai) telle que (α, β) ∈ i ssi min Forcei(α)
≥ min Forcei(β).
A partir du syste`me MCDAF, nous associerons a` chaque contexte ci un syste`me contextuel ex-
haustivement repareille´ AFeri de fac¸on a` ge´ne´rer une relation de de´faite, nous permettant d’e´tablir
un statut pour chaque argument, via une extension a` la Dung.
Exemple 59 (Exemple 58 suite). Soit un syste`me de´cisionnel MCDAF, construit a` partir d’une
the´orie de´cisionnelle e´tendue Text avec les arguments suivant ﬁ pro= 〈pﬁ pro,ﬁ, 〉, ﬁ pro= 〈pﬁ pro,
ﬁ, 〉, O pro= 〈pO 1pro,O, 〉, ﬁ con= 〈 pﬁ con,ﬁ, ¬ 〉, ﬁ con= 〈 , pﬁ con,ﬁ, ¬ 〉, O con= 〈 pO con,
O, 〉. Son graphe oriente´ est repre´sente´ par la Figure 4.3, ainsi que le graphe oriente´ de son
syste`me exhaustivement repareille´ associe´ AFerK .
Des exemples de pre´fe´rences contextuelles conside´re´es sont les suivants : (ﬁ pro, ﬁ pro) ∈  et
(ﬁ con, ﬁ con) ∈ .
Le syste`me associe´ posse`de trois extensions pre´fe´re´es {O pro, ﬁ con}, {O pro, ﬁ con} et {ﬁ pro,
ﬁ con, O con}. Ce syste`me respecte bien une consistance des extensions, comme envisage´ dans
l’e´tude mene´e dans le Chapitre 3.
4.2.5 Principe de de´cision e´tendu
Puisque nous nous plac¸ons dans un cadre de de´cision ge´ne´ral bipolaire (en pre´sence d’argu-
ments pros et cons), l’intuition serait d’utiliser un principe de de´cision lui-meˆme bipolaire pour
pouvoir e´tablir des recommandations fonde´es en se basant sur les arguments sceptiques (lorsque
ceux-ci sont uniquement pros (resp. cons), on peut e´ventuellement utiliser le principe unipolaire
de promotion (resp. pre´vention) focus). Nous verrons que si ces principes sont utilisables lorsque
des arguments sceptiques sont pre´sents dans le syste`me de de´cision, ils ont un comportement
discutable lorsque l’ensemble des arguments sceptiques du syste`me est vide.
L’e´tude d’un syste`me contextuel exhaustivement repareille´ associe´ a` un contexte donne´,
aborde´e dans le chapitre pre´ce´dent, nous informe que celui-ci respecte bien la consistance de ses
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Figure 4.3 – Le graphe oriente´ MCDAF et son syste`me associe´ AFerK
extensions lorsque la relation d’attaque choisie est sensible aux conflits. Nous nous appuierons
donc sur celui-ci pour e´tablir des recommandations, en pre´ordonnant partiellement les options.
4.2.5.1 Limites du principe bipolaire de promotion et pre´vention focus
Supposons qu’il existe un ensemble d’arguments (en faveur ou en de´faveur d’actions) posse´-
dant un statut sceptique dans un contexte ci. Si on applique notre principe de de´cision bipolaire
promotion et pre´vention focus, toute action d promue par un argument pro de cet ensemble est
pre´fe´re´e a` toute autre dj exclusive vis-a`-vis de d, spe´cialise´e ou plus ge´ne´rale que d. En effet :
– Si ∃α ∈ Fp(d) ∩ Sce(AFeri ) alors @ β ∈ Sce(AFeri ) avec β ∈ Fp(dj) tel que (d, dj) ∈ ⊥ ou
{dj , d} ∈ ∠ ou {d, dj} ∈ ∠. La premie`re condition de la De´finition 67 du principe bipolaire
de promotion et pre´vention focus est ve´rifie´e.
– Puisque α ∈ Fp(d)∩ Sce(AFeri ) alors @α′ ∈ Fc(d)∩ Sce(AFeri ). La deuxie`me condition de la
De´finition 67 du principe bipolaire de promotion et pre´vention focus est ve´rifie´e.
En revanche, lorsque dans un contexte, il n’existe pas d’arguments avec un statut sceptique,
ce principe bipolaire de promotion et pre´vention focus ne peut eˆtre pertinemment applique´. Il
s’agit pre´cise´ment du cas de notre exemple.
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De´taillons cela. Le syste`me associe´ posse`de trois extensions pre´fe´re´es {O pro, ﬁ con}, {O pro,
ﬁ con} et {ﬁ pro, ﬁ con, ,O con}. Ainsi Sce(AF) = ∅, ce qui veut dire que pour le principe unipolaire
de promotion focus donne Dσ = {∅}, le principe unipolaire de pre´vention focus donne Dσ = 2σ×σ
et le principe bipolaire de pre´vention et promotion focus donne Dσ = {∅}. Or, si l’on conside`re
les actions pre´conise´es, c’est-a`-dire pre´cise´ment les actions soutenues par les arguments pros des
extensions, on obtient :
– Pour {O pro, ﬁ con}, l’action pre´conise´e est O.
– Pour {O pro, ﬁ con}, l’action pre´conise´e est O.
– Pour {ﬁ pro, ﬁ con, ,O con}, l’action pre´conise´e est ﬁ.
Ceci va a` l’encontre des principes unipolaires et bipolaires de de´cision puisque l’action ﬁ y
est conside´re´e tantoˆt comme e´quivalente aux autres (dans le principe de pre´vention focus),
tantoˆt comme indiffe´rente (dans le principe de promotion focus et dans le principe bipolaire de
promotion et pre´vention focus), alors qu’elle n’est jamais pre´conise´e par les extensions pre´fe´re´es.
4.2.5.2 Principe unipolaire de de´cision statue´e
Il faut donc faire un distinguo entre les arguments cre´dulement accepte´s et les arguments re-
jete´s (statuts aborde´s dans le Chapitre 1), dans le principe de de´cision. Pour cela nous proposons
un nouveau principe unipolaire (qui ne traite plus seulement des arguments sceptiques) dans le-
quel nous focalisons uniquement notre de´marche sur les arguments pros. Nous allons a` pre´sent
de´tailler plusieurs contextes d’une the´orie de´cisionnelle, et donc d’un syste`me multi-contextuels
de de´cision a` base d’arguments, ou` seul des arguments pros sont conside´re´s.
Exemple 60 (Exemple 58 suite). Soit un the´orie de´cisionnelle e´tendue :
Text = 〈σext, 〈K,K,K〉, 〈G1,G2,G3〉, 〈H1,H2,H3〉〉 avec :
– Voc = {eﬁ, e
, e, e&, e', pﬁ pro, pO 1pro, pO 2pro, pﬁ con, pO con, pﬁ pro},
– σext = {ﬁ, ﬁ, O} avec ⊥ = {(ﬁ, O), (ﬁ, O)} et ∠ = {(ﬁ, ﬁ)},
– K = K1, K2, K3, K4 avec K1 = {pﬁ pro, p ﬁ pro, pO 1pro, pO 2pro, pﬁ con, pO con}, K2 = {e
, e&},
K3 = {e, e'} et K4 = {eﬁ},
– G1 = G11 ,G21 avec G11 = {} et G21 = {},
– G2 = G12 ,G22 avec G12 = {} et G22 = {},
– G1 = G13 avec G13 = {, },
– H1 = H2 = H3 = {∅}.
Le syste`me MCDAF base´ sur cette the´orie tel que :
MCDAF = 〈{c1, c2, c3},D, 〈A1, . . . ,A3〉, 〈R1, . . . ,R3〉, 〈1, . . . ,3〉〉 avec A1 = A2 = A3 = {ﬁ pro,
ﬁ pro, O pro} (les arguments pro de l’Exemple 58) est repre´sente´ dans la Figure 4.4. A partir
de celui-ci, on peut calculer chaque syste`me contextuel exhaustivement repareille´ AFeri (avec i ∈
[1,3]), e´galement repre´sente´ dans la Figure 4.4.
Les statuts des arguments des syste`mes associe´s AFeri sont les suivants :
– Pour AFer1 : Sce(AF
er
1 ) = {∅}, Cre(AFer1 ) = {O pro, ﬁ pro} et Rej(AFer1 ) = {ﬁ pro},
– Pour AFer2 : Sce(AF
er
2 ) = {ﬁ pro}, Cre(AFer2 ) = {∅} et Rej(AFer2 ) = {O pro, ﬁ pro},
– Pour AFer3 : Sce(AF
er
3 ) = {∅}, Cre(AFer3 ) = {ﬁ pro, O pro, ﬁ pro} et Rej(AFer3 ) = {∅}.
Nous proposons donc un principe de de´cision statue´e, lequel pre´ordonnera partiellement les
options. On dira qu’une option d1 est strictement pre´fe´re´e a` une option d2 dans le cas ou` tous
les arguments pros en faveur de d1 sont sceptiquement ou cre´dulement accepte´s et tous les
arguments pros en faveur de d2 sont rejete´s. On dira que deux options d1 et d2 sont indiffe´rentes
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Figure 4.4 – Le graphe oriente´ du syste`me MCDAF et ses syste`mes contextuels
dans le cas ou` tous les arguments pros en leurs faveurs sont cre´dulement accepte´s. Dans tous les
autres cas, le principe renverra une incomparabilite´ entre actions.
De´finition 80 (De´cision statue´e). Soient MCDAF et AFeri un syste`me contextuel exhaustivement
repareille´ associe´ a` un contexte ci et d1, d2 ∈ σ :
– (d1, d2) ∈ .iσ ssi Fp(d1) ⊆ Sce(AFeri ) ∪ Cre(AFeri ) et Fp(d2) ⊆ Rej(AFeri ).
– (d1, d2) ∈ ≈iσ ssi Fp(d1) ⊆ Cre(AFeri ) et Fp(d2) ⊆ Cre(AFeri ).
– (d1, d2) ∈ ∝iσ autrement.
Ainsi, une recommandation pour le contexte ci sera l’ensemble {d|∀d′ ∈
⋃
j σj \ {d} on a
(d, d′) ∈ .iσ ou (d, d′) ∈≈iσ ou (d, d′) ∈∝iσ}.
Exemple 61 (Exemple 60 suite). Le contexte c1 recommande de porter un parapluie ou un cire´,
le contexte c2 un parapluie bleu et le contexte c3 recommande les trois choix.
Comme l’ensemble des arguments est le meˆme dans chaque contexte (ce qui sera le cas
dans le cadre de l’e´tablissement des recommandations du cas d’e´tude pre´sente´ dans le chapitre
suivant) et que les relations de pre´fe´rences contextuelles pre´ordonnent totalement ces arguments
(ce qui sera aussi le cas dans le chapitre suivant), la Proposition 14 indique qu’appliquer la
fusion pre´fe´rentielle entre contextes (permettant par exemple de privile´gier des contextes dans la
recommandation) revient a` traiter avec les pre´fe´rences du contexte pre´fe´re´ (au vu de l’ordre strict
entre contextes). De plus, nous ne traiterons pas par la suite avec le pre´ordre entre contextes,
car comme pour l’ordre, cela reviendrait a` fusionner les contextes pre´fe´re´s (donc par exemple
a` envisager l’union de leurs pre´fe´rences), donc traiter e´galement avec un seul contexte (alors
fusionne´).
Notons que concomitamment a` nos travaux, une autre e´tude [AV09a] s’est inte´resse´e aux
attaques entre arguments pratiques et a` la recommandation d’option(s). Celle-ci s’appuie e´ga-
lement sur le mode`le de de´cision argumente´e introduit dans [AP09]. La diffe´rence avec notre
approche re´side dans le fait, qu’il y est conside´re´ un syste`me dans lequel chaque option est
mutuellement exclusive (pas de spe´cialisation) et ou` chacune des options est soutenue par un
seul argument. La relation d’attaque entre arguments pratiques est donc faiblement comple`te et
syme´trique (au sens de l’e´tude de [DMA08] aborde´e dans le chapitre pre´ce´dent). Ce cadre donne
un statut a` l’option : acceptable (si un argument pro en faveur de l’option est sceptiquement
77
Chapitre 4. Syste`me de de´cision argumente´e
accepte´), ne´gociable (si aucun argument pro en faveur de l’option n’est sceptiquement accepte´,
mais un argument pro en faveur de l’option est cre´dulement accepte´), non supporte´e (s’il n’existe
pas d’argument pro en faveur de l’option) et rejete´e (si tous les arguments pros en faveur de
l’option sont rejete´s), permettant l’e´tude de la re´vision de ces statuts par l’entre´e de nouveaux
arguments. Il pourrait eˆtre inte´ressant de resituer les deux approches, en statuant par exemple
nos options avec le principe propose´ dans [AV09a].
Avant cela, il s’agit a` pre´sent d’appre´hender dans quelle mesure notre mode`le, qui n’a pas e´te´
encore e´prouve´, convient a` une situation re´elle de de´cision a` base d’arguments ? Nous proposons
dans le chapitre suivant de pre´senter un cas d’e´tude issu d’une politique de sante´ publique
mene´e depuis 2001 en France, visant a` recommander la consommation de certains aliments. Le
cas envisage´ ici concerne le pain de consommation courante. Nous de´taillerons a` travers cet
exemple les spe´cificite´s du mode`le de de´cision argumente´e, et discuterons de la pertinence de
certaines contraintes pre´ce´demment introduites en situation re´elle.
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L’e´valuation de la qualite´ alimentaire est un processus tre`s complexe car il repose sur de
nombreux crite`res historiquement regroupe´s en quatre grands types : qualite´ nutritionnelle, sen-
sorielle, de service (ou de praticite´) et d’hygie`ne. Ceux-ci peuvent eˆtre comple´te´s par d’autres
pre´occupations e´mergentes telles l’impact environnemental, les phe´nome`nes e´conomiques, etc.
Toutefois, tous ces aspects de la qualite´ et leurs diffe´rentes composantes ne sont pas toujours
compatibles et leur ame´lioration simultane´e est un proble`me qui parfois n’a pas de solution
e´vidente, ce qui correspond a` un ve´ritable verrou pour la prise de de´cision. Le Programme Na-
tional Nutrition Sante´ (PNNS) conduit une politique de sante´ publique mene´e par le Ministe`re
de la sante´. Il a pour objectif ge´ne´ral d’ame´liorer l’e´tat de sante´ de l’ensemble de la population
en agissant sur l’un de ses de´terminants majeurs qu’est la nutrition. Il propose ainsi une se´rie
de recommandations nutritionnelles a` l’ensemble des acteurs des filie`res agroalimentaires et au
grand public. Une de ces recommandations invite a` favoriser les aliments ce´re´aliers complets et
en particulier a` produire un pain de consommation courante plus complet, ce qui a suscite´ une
pole´mique au sein de la filie`re. Le sujet de ce chapitre est de confronter le mode`le d’arbitrage
argumente´ propose´ pre´ce´demment avec ce cas d’application.
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5.1 Contexte de l’e´tude
Nous pre´senterons successivement les motivations ge´ne´rales du PNNS (partie 5.1.1), les re-
commandations proˆne´es par les de´cideurs concernant le pain de consommation courante (partie
5.1.2), les positions ge´ne´rales face a` ces recommandations des parties prenantes de la filie`re ce´-
re´alie`re (partie 5.1.3) et le positionnement de notre approche dans ce cas d’e´tude (partie 5.1.4).
5.1.1 Motivation du PNNS
Le Programme National Nutrition Sante´ est un programme interministe´riel lance´ dans le
discours de cloˆture des Etats Ge´ne´raux de l’Alimentation en 2000, avec la volonte´ de faire face
aux maladies fre´quentes (maladies cardio-vasculaires, cancers, obe´site´, etc.) par le changement
des habitudes de consommation socie´tales. Le premier PNNS (2001-06) a e´tabli un socle de
repe`res nutritionnels. Il associe a` l’objectif de sante´ publique les notions de gouˆt, de plaisir et
de convivialite´. Ces repe`res, valide´s scientifiquement, ont e´te´ promus notamment graˆce a` un
effort massif de communication par le biais de guides (plus de 5 millions d’exemplaires) et de
campagnes de communication de grande ampleur.
Le PNNS s’est e´galement muni d’un comite´ de pilotage qui re´unit tous les mois des experts
de sante´ publique, les administrations et les professionnels concerne´es (agroalimentaires, socie´te´
civile) et constitue un petit “parlement de la nutrition” au sein duquel sont discute´es toutes les
initiatives.
Le deuxie`me Programme national nutrition sante´ (PNNS 2) est base´ sur les recommanda-
tions du rapport que le Pr. Serge Hercberg a remis en 2006 au Ministre de la Sante´ et des
Solidarite´s, a` sa demande. Il inte`gre e´galement les apports des travaux du Conseil national de
l’alimentation (rapports de 2005 et 2006) et de l’Office parlementaire d’e´valuation des politiques
de sante´ d’octobre 2005 sur l’obe´site´ (rapport De´riot). L’objectif du deuxie`me programme na-
tional nutrition sante´ est principalement de traduire concre`tement les repe`res de consommation
du premier PNNS, en recommandant plus finement des principes alimentaires au consommateur
lambda. Une recommandation assez controverse´e incite les acteurs de la filie`re pain a` concevoir
et a` proposer en distribution du pain plus complet qu’il ne l’est actuellement.
5.1.2 Recommandations du PNNS concernant le pain
Pour appre´hender cette recommandation spe´cifique pre´conise´e par les de´cideurs du PNNS,
il s’agit d’abord de pre´senter quelques notions concernant le grain de ble´ (varie´te´ de ble´ tendre
en ce qui concerne le pain), mate´riau premier du processus d’e´laboration de la farine, ingre´dient
incontournable de la panification.
5.1.2.1 Structure du grain de ble´
Le grain de ble´ est un fruit sec d’un genre particulier, appele´ caryopse, dote´ d’un sillon
longitudinal formant l’axe de syme´trie a` partir duquel est pre´sente´e la coupe de la Figure 5.1.
Une graine unique est enferme´e dans la paroi du fruit ou pe´ricarpe (1). Le te´gument ou testa (2)
de la graine est soude´ au pe´ricarpe. Au-dessous de la testa se trouve une couche de cellules dite
couche d’aleurone (3), riche en prote´ines, en vitamines et en matie`res mine´rales. C’est l’ensemble
de ces trois couches que l’on appelle le son.
L’enveloppe du grain de ble´ contient l’essentiel de la matie`re mine´rale mais aussi des fibres
et des vitamines. Elle est donc nutritionnellement inte´ressante, bien qu’il s’agisse aussi d’un lieu
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Figure 5.1 – Structure d’un grain de ble´
privile´gie´ pour les re´sidus en tout genre : champignons, mycotoxines ou encore me´taux lourds.
La plus grande partie du grain est constitue´e par l’albumen ou amande (4), qui est le tissu
de re´serve de la graine. Cet albumen contient une fraction prote´ique (10 a` 15%), le gluten poten-
tiellement allerge`ne, et surtout des grains d’amidon (glucides). L’amande est donc naturellement
riche en amidon.
A une extre´mite´ du grain se trouve l’embryon ou le germe (5), qui donnera la nouvelle plante
lors de la germination. Cette partie du grain est e´galement inte´ressante nutritionnellement.
5.1.2.2 Processus de transformation du ble´
Le principe ge´ne´ral de la mouture (qui est l’action de moudre le grain pour le transformer
en mate´riau farineux) repose sur la se´paration des parties du grain de structures diffe´rentes :
l’amande friable se laisse e´craser facilement sans se rompre sous l’action des broyeurs. Du fait
de la pre´sence du sillon, l’enveloppe te´gumentaire ne peut eˆtre retire´e entie`rement. Ce (faible)
pourcentage re´siduel de´termine le taux de cendres. Les farines sont donc classe´es suivant leur
taux de cendres qui n’est autre que la teneur en mine´raux exprime´e pour 100g de matie`re se`che.
Le type d’une farine correspond en fait a` un intervalle de taux de cendres. Il s’agit du crite`re
re´glementaire et commercial (Figure 5.2).
Type Teneur en mine´raux De´nomination courante
T45 moins de 0,50 % a` paˆtisserie ou fleur de farine
T55 de 0,50 % a` 0,60 % raffine´e
T65 de 0,62 % a` 0,75 % raffine´e sans additifs
T80 de 0,75 % a` 0,90 % bise ou semi-comple`te
T110 de 1,00 % a` 1,20 % comple`te
T150 plus de 1,40 % inte´grale
Figure 5.2 – Classification franc¸aise des farines
Un pain de consommation courante assez re´pandu (grande surface, boulangerie industrielle,
etc.) est le pain confectionne´ avec de la farine de type 65, on l’appelle e´galement pain raffine´.
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5.1.2.3 Recommandations spe´cifiques
Parmi les actions spe´cifiques de promotion des repe`res de consommation, il est stipule´ de
promouvoir le repe`re de consommation sur les aliments ce´re´aliers complets, particulie`rement
pour le pain de consommation courante :
– ame´liorer le pain courant en terme de qualite´ nutritionnelle : de´velopper la consommation
des pains fabrique´s avec de la farine plus comple`te, par exemple de type 80 ;
– inclure le pain issu de la farine de type 80 dans le cahier des charges de la restauration
collective ;
– concevoir des chartes d’engagement avec les filie`res professionnelles (boulangers et meu-
niers), les grandes enseignes de la distribution, les socie´te´s de restauration collective, la
restauration commerciale, les municipalite´s et autres collectivite´s territoriales, les associa-
tions ;
– e´tudier la faisabilite´ d’une e´volution de la re´glementation sur le pain courant afin que
l’indice minimal de la farine utilise´e pour le pain courant soit d’au moins 65 et la teneur
en sel au plus de 18g/kg de farine.
La consommation de produits ce´re´aliers plus complets, bien que be´ne´fique d’un point de vue
nutritionnel en raison des micro-nutriments et des fibres qu’ils fournissent, soule`ve la question du
risque de contamination par les pesticides et autres contaminants. Faut il choisir des produits
biologiques ou autres labels de confiance ? Peut-on tout sacrifier pour la se´curite´ et la sante´
avec le risque d’une sous-e´valuation du plaisir sensoriel ou d’un surcouˆt en terme de prix ? Cela
constitue un dilemme pour les consommateurs, mais e´galement pour les acteurs de la chaˆıne agro-
alimentaire et a fortiori les de´cideurs. La recommandation du PNNS, loin de faire l’unanimite´
dans les rangs des parties prenantes de la filie`re ble´ tendre, s’est donc heurte´e aux desiderata
des parties concerne´es.
5.1.3 Positionnement des parties prenantes
Diffe´rents acteurs sont implique´s dans cette recommandation : les meuniers, fabricants de
la farine, les boulangers qui l’utilisent pour confectionner leur pain, les consommateurs, les
organisations professionnelles, etc.
5.1.3.1 Positionnement des de´cideurs du PNNS
L’argument principal de cette recommandation est nutritionnel. Le changement de type de
farine ferait consommer a la fois plus de fibres, plus de vitamines et plus de mine´raux.
5.1.3.2 Positionnement des professionnels de la meunerie
De prime abord, les meuniers devraient eˆtre satisfaits d’accroˆıtre le taux d’extraction des
farines et ainsi tirer un meilleur profit des grains qu’ils ache`tent car augmenter le taux d’extrac-
tion est plus simple technologiquement et plus rentable. Il y a cependant une crainte exprime´e
concernant le lien entre le type de farine utilise´e et les aspects sensoriels du pain :
– modification de la couleur
– modification de la texture (croustillance)
– impression de satie´te´ e´prouve´e par les consommateurs.
Le changement de type de farine pourrait donc entrainer une baisse de la consommation
en quantite´ de pain pour le consommateur (moins attire´ et plus rassasie´) et un besoin moins
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important de quantite´ de farine pour les boulangers. Les professionnels de la meunerie pensent
donc vendre moins de farine en quantite´. Les autres motifs d’inquie´tude sont :
– le changement de proce´de´ (nouvelle organisation, nouvelles connaissances, nouvelles com-
pe´tences, nouveaux mate´riels et conditionnement) et perte d’un certain type de technicite´
(moins de fractionnements ne´cessaires) ;
– la re´percussion sur le prix de revient et sur le prix de vente ;
– la re´glementation phytosanitaire. Des proble`mes phytosanitaires existent lorsque l’on pri-
vile´gie un taux de cendres plus e´leve´. C’est pour cela qu’il existe des normes re´glementaires
telles que la teneur maximale en mycotoxines. Il peut aussi rester des re´sidus de pesticides,
de me´taux lourds au sein des parties pe´riphe´riques du grain (les meuniers craignent de de-
voir eˆtre les garants de la bonne qualite´ sanitaire des nouvelles farines, plus sensibles) ;
5.1.3.3 Positionnement des professionnels des industries d’aval
Les boulangers paraissent moins inquiets que les meuniers. L’augmentation de la teneur en
fibres provoque une baisse de volume du pain, implique une augmentation de l’apport d’eau lors
de la fabrication de la paˆte (moins de farine a` utiliser pour le meˆme poids de pain). Etant donne´
qu’ils sont les derniers transformateurs de la filie`re, avant la vente du produit aux consommateurs,
leur positionnement est plutoˆt envisage´ en relation avec les attentes des clients en terme de
retombe´es nutritionnelles et sanitaires. Ils s’inspirent donc en partie du positionnement des
nutritionnistes et des professionnels de sante´.
Le PNNS ne fait de recommandations que pour le pain et ne s’inte´resse pas aux autres
filie`res (biscotiers, biscuitiers, ...) pourtant elles aussi sont potentiellement concerne´es par ces
e´volutions. Un certain me´contentement des autres filie`res existe, principalement duˆ a` un non-
impact en termes publicitaires.
5.1.3.4 Positionnement des nutritionnistes et professionnels de sante´
Les professionnels de sante´ observent une de´mine´ralisation chez les consommateurs de pains
a` base de farines dites comple`tes. L’augmentation du type de farine est donc directement cor-
re´le´e avec une diminution de la biodisponibilite´ pour l’organisme des mine´raux alimentaires. La
biodisponibilite´ est la mesure de la vitesse d’absorption d’un e´le´ment par l’organisme. L’augmen-
tation de la matie`re mine´rale dans les farines provoque une entre´e de l’acide phytique. L’acide
phytique est une biomole´cule naturellement pre´sente dans les graines de nombreuses ce´re´ales et
le´gumineuses, en ge´ne´ral sous la forme de sel de calcium ou de magne´sium. Il diminue, voire
inhibe, l’absorption de divers cations (Zn, Cu, Co, Mn, Ca, Fe) en formant des sels insolubles
(phytates).
Une alternative est la fermentation au levain naturel, remplac¸ant la levure de boulangerie :
Cette fermentation est lente et produit une acidite´ (pH<5.5) qui active des enzymes, appele´es
phytases, pre´sentes dans la farine. Ces phytases de´gradent l’acide phytique et libe`rent ainsi
les mine´raux alimentaires. Cependant la phytase agit a` pH acide, obligeant les boulangers a`
confectionner des pains acides. Une autre piste possible est l’utilisation de remoulages. Les
remoulages correspondent a` un me´lange de particules d’enveloppes et de farine raffine´e qui est
broye´ pour obtenir une granulome´trie homoge`ne. Leur inte´reˆt serait de mieux maˆıtriser quelles
particules d’enveloppe sont inte´gre´es a` la farine. En effet, les nutritionnistes ne se contentent pas
d’un crite`re autour du taux de cendres pour recommander ou non l’utilisation d’un type de farine.
Ils pre´fe`rent une recommandation concernant le niveau de solubilite´ des fibres pre´sentes dans la
farine. A taux de cendres e´gal, les fibres pre´sentes dans les farines peuvent eˆtre comple`tement
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diffe´rentes. Les fibres pre´sentes dans le pe´ricarpe sont par exemple insolubles et irritantes. Des
recherches sont mene´es pour privile´gier l’enrichissement des pains en fibres solubles.
5.1.3.5 Positionnement des consommateurs
Afin de comprendre le point de vue des consommateurs vis-a`-vis d’une e´volution de la re´-
glementation concernant la farine utilise´e dans le pain, une e´tude europe´enne [DSA+07] a e´te´
mene´e. La fre´quence de consommation de diffe´rents types de pain pour un panel de consom-
mateurs europe´ens a e´te´ e´value´e. Il en re´sulte que seulement 8% des personnes interroge´es ne
mangent pas de pain raffine´. En revanche, plus de 40% des personnes interroge´es ne mangent
pas de pain de seigle et 15% environ ne consomment pas de pain complet. 27% des personnes in-
terroge´es consomment du pain raffine´ quotidiennement et environ 20% des participants mangent
du pain complet quotidiennement. Dans tous les pays sonde´s, le pain raffine´ est consomme´ plus
fre´quemment que les autres types de pains.
Les relations entre le niveau de consommation de pain, la perception des diffe´rents types de
pains, les aspects sociaux, sante´ et plaisir ont e´galement e´te´ e´tudie´es :
– une corre´lation ne´gative entre la consommation de pain de seigle et la taille des foyers
indique que les petits foyers mangent du pain de seigle plus fre´quemment que les grands
foyers.
– ceux qui perc¸oivent le pain complet comme sain et agre´able mangent plus de pain de seigle,
de pain multi-ce´re´ale et de pain complet et moins de pain raffine´.
– une relation similaire a e´te´ trouve´e avec les fibres ajoute´es aux pains dits “fonctionnels” et
dans une moindre mesure, avec les pains compose´s de grains.
Les re´sultats sugge`rent que le principal obstacle a` la commercialisation de produits aux
ce´re´ales complets ne serait pas le manque de connaissances sur la salubrite´ des produits aux
ce´re´ales complets, mais plutoˆt l’image positive des produits ce´re´aliers raffine´s. Ainsi, il semble
y avoir une faible motivation pour une augmentation de la consommation de produits ce´re´aliers
complets.
En outre, des re´sultats d’analyse par groupe de´montrent l’existence d’au moins trois segments
de consommateurs, qui doivent eˆtre cible´s avec des strate´gies distinctes.
Le premier segment semble eˆtre la cible la plus facile pour la commercialisation des produits
ce´re´aliers complets, e´tant donne´ que ses membres perc¸oivent une valeur ajoute´e par rapport
aux produits ce´re´aliers raffine´s. Il ne semble pas particulie`rement ne´cessaire de motiver ces
consommateurs. Toutefois, certains obstacles demeurent a` un niveau plus pratique, ces types
d’obstacles seront notamment le prix, le gouˆt, la commodite´ et la disponibilite´. De´velopper et
augmenter la disponibilite´ des types de produits qui re´pondent a` ces consommateurs, a` leurs
habitudes ainsi qu’a` leurs besoins pratiques est donc un meilleur moyen de cibler ce groupe.
Les deux autres segments sont clairement plus difficiles a` cibler.
Les membres du deuxie`me segment ne semblent percevoir aucune valeur ajoute´e des pro-
duits ce´re´aliers complets par rapport aux produits raffine´s. Ils conside`rent les produits ce´re´aliers
raffine´s aussi bons. Des moyens pour augmenter leur connaissance et leur compre´hension sur
les raisons pour lesquelles la consommation de produits ce´re´aliers complets serait pre´fe´rable
devraient eˆtre conc¸us. Cependant, il existe probablement de nombreuses habitudes culturelles
profonde´ment enracine´es (pas re´ve´le´es par cette e´tude) qui doivent eˆtre pris en conside´ration
dans ce processus.
Le troisie`me segment est probablement le plus difficile a` cibler. Ces consommateurs semblent
ne pas se soucier des questions de sante´ ou d’alimentation, et ils semblent ne trouver aucune
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raison a` la consommation de produits ce´re´aliers complets. Les tentatives visant a` les encourager
a` consommer complet devrait commencer par e´voquer leurs motivations et l’inte´reˆt qu’ils ont
pour la sante´. Il est possible qu’une partie de ce segment peut avoir une attitude d’indiffe´rence,
caracte´ristique du type de personnes e´tant habituellement les dernie`res a` adopter de nouvelles
habitudes.
Dans cette e´tude, a e´te´ montre´ un nombre limite´ d’impressions ressenties sur les produits
ce´re´aliers raffine´s et complets. En effet, la plupart des impressions relate la perception du crite`re
“sante´” des aliments. Cependant, le choix d’aliments ce´re´aliers complets n’a pas besoin d’eˆtre
motive´e uniquement par ce crite`re. Une autre option serait, en effet, de les rendre attrayants
pour d’autres raisons.
Puisque les consommateurs semblent eˆtre de plus en plus re´ceptifs a` la composition des
aliments qu’ils consomment, de nouveaux outils sont ne´cessaires pour re´pondre aux besoins
e´mergents par l’adaptation, par l’innovation, et par l’optimisation des syste`mes de de´cision, au
sein meˆme des filie`res agro-alimentaires.
5.1.4 Positionnement scientifique
Plusieurs me´thodes ont de´ja` e´te´ mises en oeuvre pour traiter avec le raisonnement argumen-
tatif de parties prenantes lors d’un de´bat de´libe´ratif (en particulier [MB94, Got98]) et propose´es
pour diffe´rentes applications. Ces me´thodes se distinguent en (1) se´parant les parties prenantes
du proble`me, (2) se concentrant sur les inte´reˆts non sur les positions, (3) inventant des options
pour un gain mutuel, et (4) utilisant des crite`res objectifs. Dans notre cas d’e´tude, l’importance
accorde´e aux diffe´rents crite`res implique´s varie entre les parties prenantes concerne´es par cette
recommandation. Ainsi les experts peuvent e´valuer un niveau de risque duˆ a` un contaminant
comme tout a` fait acceptable en comparaison aux avantages sanitaires que celui-ci apporte (e.g.
pour un produit phytosanitaire) ou en rapport avec le couˆt engendre´ par des pre´cautions supple´-
mentaires et leur efficacite´ (e.g. pour les mycotoxines), tandis que les consommateurs ne peuvent
accepter un risque alimentaire, si faible soit-il.
– Quel type de repre´sentation est le mieux adapte´ pour prendre en compte les points de vue
des parties prenantes pouvant eˆtre contradictoires ?
– Peut-on inclure dans le mode`le de´cisionnel diffe´rentes audiences repre´sentant par exemple
des segments de consommateurs ?
– Comment les conflits souleve´s peuvent-ils eˆtre re´solus afin de parvenir a` des recommanda-
tions cense´es ?
Dans la suite de ce chapitre, il va eˆtre applique´ a` ce cas d’e´tude le mode`le de´cisionnel a`
base d’arguments propose´ dans le chapitre pre´ce´dent. Pour cela, les questions de mode´lisation
souleve´es sont les suivantes :
5.2 Me´thode et mate´riel
Cette partie de´crit les e´tapes successives ne´cessaires pour mener a` bien l’e´tude de cas : l’iden-
tification des sources d’information disponibles (partie 5.2.1), la mode´lisation des arguments
(partie 5.2.2) et la transcription en syste`mes de´cisionnels argumente´s (partie 5.2.3).
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5.2.1 Identification et analyse des sources d’information
Plusieurs sources d’information ont e´te´ utilise´es dans cette e´tude. Elles comprennent, des
plus formelles aux moins formelles :
1. des articles scientifiques e´value´s par des pairs ;
2. des rapports techniques ou des informations publie´es sur les sites Web ;
3. des confe´rences et re´unions scientifiques autour de projets de recherche ;
4. des connaissances expertes obtenues au moyen d’entretiens.
Pour le cas d’e´tude conside´re´, concernant notamment les points de vue des parties prenantes
au sujet de la recommandation du PNNS, nous avons utilise´ les sources suivantes.
Les articles scientifiques que nous avons analyse´s incluent [BBL+08, SG07, DQ06, GLM+09].
[BBL+08] compare les diffe´rents types de farines d’un point de vue nutritionnel. [SG07] e´tudie le
lien entre les fibres et la satie´te´. [DQ06, GLM+09] traitent des comportements de consommation
et du consentement a` payer des consommateurs, en particulier concernant la baguette franc¸aise
lorsque l’information concernant le niveau de fibres est fournie, sur la base expe´rimentale et
statistique d’e´tudes de panels de consommateurs.
Nous avons e´galement examine´ des rapports techniques disponibles sur les sites web officiels
concernant la politique de sante´ publique du PNNS [PNN10a, PNN10b], le projet europe´en
Healthgrain sur l’ame´lioration de la nutrition et de la sante´ a` travers les grains de ce´re´ales
[DSA+07, HEA09], assiste´ a` des projets et colloques franc¸ais au sujet des mesures sanitaires,
nutritionnelles, technologiques et organoleptiques des pains [DIN08, CAD08, AQU09, FCN09].
Enfin, plusieurs entretiens ont e´te´ mene´s pour recueillir les connaissances expertes du do-
maine, et en partie celles des spe´cialistes technologues de notre laboratoire.
5.2.2 Mode´lisation des informations disponibles en arguments structure´s
A partir des sources d’information pre´sente´es ci-dessus, le travail de mode´lisation est une
taˆche ite´rative ou` les arguments sont d’abord recueillis en provenance des diverses parties pre-
nantes, formalise´s, puis valide´s par des experts de diffe´rents domaines.
Les motivations du PNNS sont d’abord conside´re´es comme des “raisons” (pouvant eˆtre ap-
pre´hende´es comme des e´le´ments d’une base de connaissances) qui justifient des arguments. La
premie`re e´tape de mode´lisation de l’argument est donc l’extraction d’une raison (note´e Raison).
Cas d’e´tude. Extraction de la raison. “Conside´rant la nutrition comme un levier de´termi-
nant pour la sante´, une priorite´ nutritionnelle peut eˆtre d’augmenter la consommation quoti-
dienne de glucides complexes par une hausse de la teneur en fibres dans les aliments.” De cet
e´nonce´ issu de [PNN10a, PNN10b], la raison ge´ne´rale du Tableau 5.1 peut eˆtre extraite.
Raison
“La hausse de la teneur en fibres dans la die`te est pertinente.”
Table 5.1 – Raison
Si l’argument envisage´ pre´ce´demment peut eˆtre apparente´ a` un argument e´piste´mique, la
raison ge´ne´rale peut eˆtre raffine´e en des raisons plus spe´cifiques qui soutiennent directement
des actions, correspondant alors aux caracte´ristiques premie`res d’un argument pratique. Par
conse´quent, dans cette e´tude de cas, un argument est conside´re´ comme un motif (une raison)
soutenant une de´cision, une recommandation ou plus ge´ne´ralement une action (note´e Action).
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Cas d’e´tude suite. Action supporte´e. “Le pain est se´lectionne´ dans ce programme comme
une source nutritionnelle de consommation quotidienne de fibres. L’augmentation du rendement
de la farine (↗ R.F) se traduit par une plus forte teneur en fibres dans la farine et par conse´quent
dans le pain. Pour ces raisons, le PNNS envisage la possibilite´ d’une e´volution de la le´gislation
du pain de consommation courante visant a` augmenter la teneur en fibres dans le pain.” De cet
e´nonce´ issu de [PNN10a, PNN10b], une raison spe´cifique supporte une action comme observe´
dans le Tableau 5.2.
Raison Action
1 “L’augmentation du rendement de la farine permet d’augmenter la teneur en fibres.” ↗ R.F
Table 5.2 – Une raison supporte une action
5.2.3 Transcription en syste`me de de´cision argumente´e
Le choix acte´ pour le syste`me MCDAF a` partir d’une the´orie Text dans le Chapitre 4 de de´-
terminer en partie l’attaque entre arguments, a` partir du caracte`re mutuellement exclusif des
actions supporte´es par ceux-ci, est applique´ ici sur les arguments du cas d’e´tude. Pour captu-
rer les arguments au regard des travaux des chapitres ante´rieurs, nous indiquons l’ensemble de
toutes les actions envisage´es associe´es a` un ensemble d’arguments pouvant les supporter. Nous
ne conside´rerons ici que des arguments pro. De´taillons de nouveaux arguments au sujet de la
hausse ou la baisse du rendement de la farine (note´s ↗ R.F et ↘ R.F).
Raison Action
1 “L’augmentation du rendement de la farine permet d’augmenter la teneur en fibres.” ↗ R.F
2 “L’augmentation du rendement de la farine engendre des be´ne´fices e´conomiques.” ↗ R.F
3 “La diminution du rendement de la farine rehausse les attributs sensoriels du pain.” ↘ R.F
4 “La diminution du rendement de la farine provoque un gain sanitaire.” ↘ R.F
Table 5.3 – Arguments supportant des actions mutuellement exclusives
Cas d’e´tude suite. Repre´sentation du syste`me. Les arguments du Tableau 5.3 de´crivent
diffe´rentes raisons soutenant des modifications dans la le´gislation du pain de consommation
courante. Le graphe d’attaque repre´sentant le syste`me MCDAF a` partir d’une the´orie de´cisionnelle
Text ou` σext = {↗ R.F , ↘ R.F} avec ⊥ = {(↗ R.F , ↘ R.F ), (↘ R.F,↗ R.F )} pour les
arguments de´crits dans le Tableau 5.3 est repre´sente´ dans la Figure 5.3.
Notons que Fp(↗ R.F ) = {1, 2} et Fp(↘ R.F ) = {3, 4}.
Cas d’e´tude suite. De´cision. Dans la Figure 5.3, chaque argument se de´fend lui-meˆme et
les ensembles d’arguments supportant la meˆme option sont sans-conflit. Il y a deux extensions
pre´fe´re´es {1, 2} et {3, 4}.
Comme le montre l’exemple discute´ pre´ce´demment, lorsque plusieurs actions mutuellement
exclusives sont soutenues par des arguments issus d’un syste`me, les arguments y sont cre´dule-
ment accepte´s. Pour passer outre cette constatation, et comme nous l’avions pre´sente´ dans le
Chapitre 2, des extensions au cadre de Dung inte´grant des pre´fe´rences ont e´te´ propose´es dans
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Figure 5.3 – Graphe oriente´ de MCDAF
la litte´rature, notamment celles ou` les arguments sont suppose´s avoir diffe´rentes forces (contex-
tuelles) : [AC02, APP00], ou diffe´rentes valeurs prioritaires : [BC03, KvdT08]. Nous avions unifie´
ceux-ci pour inte´grer un syste`me d’argumentation multi-contextuels dans le cadre de´cisionnel.
Ainsi, les arguments vont promouvoir un but et soutenir une action potentiellement spe´ciali-
se´e comme les arguments pratiques de´finis dans le chapitre pre´ce´dent. Les arguments capture´s
tiennent compte des :
– Parties prenantes et des pre´occupations (note´s P.Pren et Preoccup(s)) ;
– Raisons (note´es Raison) qui sont des e´le´ments d’une base de connaissances ;
– Buts (note´s But(s)) promus par les arguments, ayant un impact positif (par exemple une
hausse de composant note´e ↗, soit une baisse de composant note´e ↘) ;
– Actions spe´cialise´es note´es “Action & Specialisation”.
Ce type de formalisation d’arguments pratiques (de´taille´e dans la partie 5.3) est illustre´e par
un argument qui a e´te´ avance´ par le PNNS lors de sa campagne initiale, visant a` promouvoir
l’objectif de type nutritionnel.
P. Pren. Raison Action Pre´occup.(s) But(s)
0 PNNS “Re´duire la consommation moyenne de




Table 5.4 – Un argument pratique
Cas d’e´tude suite. Arguments raffine´s. Dans le Tableau 5.4, un argument de PNNS donne
une raison de soutenir un pain sans sel, une action note´e “↗ R.F & S.”(Fp(↗ R.F & S.)
= {PNNS 0 9}). L’action “↗ R.F & S.” est conside´re´e comme une spe´cialisation de l’action
↗ R.F dans la the´orie de´cisionnelle e´tendue Text (∠ = {(↗ R.F & S.,↗ R.F )}, ⊥ = {(↗
R.F,↘ R.F ), (↘ R.F,↗ R.F ), (↗ R.F & S.,↘ R.F ), (↘ R.F,↗ R.F & S.)}). Rappelons
que dans le syste`me MCDAF construit a` partir de cette the´orie Text, cet argument attaque tout
argument soutenant une action strictement plus ge´ne´rale ou exclusive (cette relation d’attaque
n’est pas syme´trique). Le graphe d’attaque de ce syste`me MCDAF est repre´sente´ dans la Figure 5.4.
Notons que si dans l’exemple pre´ce´dent l’importance des buts n’est pas prise en compte pour
ge´ne´rer le syste`me associe´ a` un contexte du syste`me MCDAF a` partir d’une the´orie de´cisionnelle
9. Pour la suite du chapitre, l’identifiant d’un argument correspondra au nom de la partie prenante concerne´e








↗ R.F & S.
PNNS
0
Figure 5.4 – Graphe oriente´ avec attaques non-syme´triques
e´tendue Text, cette importance sera contextuelle par la suite, comme le sugge`re le mode`le propose´
dans le Chapitre 4, et propre a` ce que nous nommerons une audience, correspondant a` un segment
de consommateurs.
5.3 Re´sultats
Les arguments, en re´ponse a` la recommandation du PNNS sont de´crits dans la partie 5.3.2.
Des audiences repre´sentatives de certains segments de consommateurs sont de´taille´es dans la
partie 5.3.4, celles-ci ne sont autres que les contextes de notre the´orie de´cisionnelle e´tendue et
de notre syste`me de´cisionnel a` base d’arguments MCDAF envisage´ dans la partie 5.3.3, lequel nous
permettra donc d’e´tablir des recommandations segmente´es envisage´es dans la partie 5.3.5. Le
sche´ma global de cette approche est re´sume´ dans la partie 5.3.1.
5.3.1 Sche´ma global
Pour utiliser le mode`le propose´, les e´tapes suivantes doivent eˆtre re´alise´es successivement :
1. Obtenir une repre´sentation de tous les arguments, des buts promus, des actions soutenues et
des attaques par le graphe d’attaque d’un syste`me MCDAF a` partir d’une the´orie de´cisionnelle
e´tendue Text, ainsi que des parties prenantes et des pre´occupations associe´es.
2. De´finir l’audience, i.e., les publics cible´s par les arguments, e.g. des cartographies de
consommateurs. Ainsi les audiences engendrent une priorite´ entre buts pour diffe´rents
contextes.
3. Ge´ne´rer les relations de pre´fe´rence entre arguments en rapport avec ces priorite´s dans le
syste`me MCDAF. Les pre´fe´rences entre arguments seront donc de´finies a` partir de l’impor-
tance des buts.
4. De´finir la relation de de´faite entre arguments des syste`mes contextuels associe´s a` MCDAF.
5. Re´soudre le syste`me, ce qui conduit a` recommander une ou plusieurs actions, voire a` com-
parer toutes les paires d’actions pour un segment de consommateurs (pour une audience).
5.3.2 Arguments
Deux options qui s’excluent mutuellement peuvent eˆtre caracte´rise´es : passer a` l’utilisation
de la farine de type 80 (option note´e y T80) ou conserver celle de type 65 (option note´e 	 T65)
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pour le pain de consommation courante. Dans le Tableau 5.5, sont liste´s les arguments des
de´cideurs engage´s dans la politique de sante´ publique (P.Pren = PNNS), lesquels ont diverses
pre´occupations (Preoccup(s) = Nutrition, Economie), et tentent de promouvoir plusieurs buts 10
(But(s) = ↗ Fibres, ↗ Oligo-e´le´ments, ↘ Couˆts) mais ne soutiennent qu’une seule option
(Option = y T80).
P. Pren. Raison Option Pre´occup.(s) But(s)
1 PNNS “L’utilisation d’une farine T80 a` la place d’une
farine T65 pour la panification est pertinente.”
y T80 Nutrition ↗ Fibres
↗ Oligo-e´le´ments (o.e.)
2 PNNS “La T80 re´duit les couˆts de fabrication en rai-
son d’un meilleur rendement.”
y T80 Economie ↘ Couˆts
3 PNNS “Une die`te riche en fibres re´duit les couˆts de
sante´ publique.”
y T80 Economie ↘ Couˆts
Table 5.5 – L’argumentation du PNNS
Ces arguments sont confronte´s aux points de vue des autres parties prenantes concerne´es
par la transformation du ble´. Notons en premier lieu, les boulangers et les meuniers qui sont
inquiets au sujet d’e´ventuels impacts quant a` leur coeur d’activite´. La meunerie franc¸aise fait
pression pour un re´examen de ces recommandations. Un rapport scientifique d’enqueˆte sur les
impacts nutritionnels de la farine de type 80 par rapport aux autres farines du marche´ a e´te´
utilise´ pour re´pondre aux de´cideurs du PNNS. Dans le Tableau 5.6, sont liste´s les arguments
des professionnels de la meunerie (P.Pren = Meuniers), au sujet des meˆmes pre´occupations que
le PNNS, et tentant de promouvoir d’autres buts (But(s) = ↗ Offre segmente´e, ↗ Technicite´)
et soutenant l’option conservatrice (Action = 	 T65) voire une remise en cause de la pertinence
de la recommandation, a` l’aide par exemple d’un autre indicateur plus repre´sentatif que ne l’est
la teneur en cendres (Option = y I. (I. signifie Indicateur)), qui peut donc eˆtre vu comme
conflictuel avec les deux actions : 	 T65 et y T80.
P. Pren. Raison Option Pre´occup.(s) But(s)
1 Meuniers “Ne pas prescrire un type de farine unique.” 	 T65 Economie ↗ Offre segmente´e
2 Meuniers “Les compositions des farines T65 et T80 ne sont pas
significativement diffe´rentes excepte´ pour les fibres.”
	 T65 Nutrition ↗ Oligo-e´le´ments
3 Meuniers “La teneur en cendres n’est pas un indicateur absolu
de la teneur en fibres.”
y I. Technologie ↗ Technicite´
4 Meuniers “La production de farine T80 devrait couˆter plus cher





5 Meuniers “83% des consommateurs consomment plus de pain
raffine´ que de pain complet au regard de leur satie´te´.”
	 T65 Economie ↗ Be´ne´fices
6 Meuniers “Une hausse de la consommation journalie`re de pains
issus de la farine T65 augmente les apports en fibres.”
	 T65 Nutrition ↗ Fibres
↗ Oligo-e´le´ments
Table 5.6 – L’argumentation des meuniers, 1ere partie
En re´ponse a` cela, une partie de la raison du dernier argument est re´utilise´e dans un nouvel
argument avance´ cette fois-ci par les de´fenseurs des recommandations (P.Pren = PNNS, But(s)
= ↘ Sel, Option = y T80) (Tableau 5.7).
Dans certains cas, le principe de pre´caution peut s’ave´rer de´cisif pour le processus de´cisionnel.
Dans cette e´tude de cas, le risque potentiel de causer un dommage aux consommateurs par le
type de pain est ne´gligeable, mais les crite`res sanitaires peuvent parfois eˆtre prioritaires sur
10. On conside`re qu’un argument peut promouvoir plusieurs buts, en fait un tel argument peut eˆtre conside´re´
comme un ensemble de plusieurs arguments chacun promouvant exactement un but.
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P. Pren. Raison Option Pre´occup.(s) But(s)
4 PNNS “Une hausse de la consommation journalie`re de pains issus
de la farine T65 augmente les apports en sel dans la die`te.”
y T80 Nutrition ↘ Sel
Table 5.7 – La re´ponse argumente´e du PNNS
les crite`res nutritionnels. Dans le Tableau 5.8, sont liste´s d’autres arguments provenant des
meuniers, prenant en compte cette dimension sanitaire (Preoccup(s) = Sanitaire), promouvant
d’autres buts (But(s) = ↘ Mycotoxines, ↘ Re´sidus de pest., ↘ Acide phytique) et soutenant
l’option conservatrice aussi bien que des options plus spe´cifiques (Option = 	 T65, y(T80) &
D. (D. signifie De´cortique´), y(T80) & B. (B. signifie Biologique)).
P. Pren. Raison Option Pre´occup.(s) But(s)
7 Meuniers “Augmenter le taux d’extraction provoque une
hausse des contaminants dans la farine.”
	 T65 Sanitaire ↘ Mycotoxines
↘ Re´sidus de pest.
8 Meuniers “Un pre´-traitement effectue´ sur le ble´ (t.q. le de´-







9 Meuniers “Un pre´-traitement accroˆıt les couˆts.” 	 T65 Economie ↘ Couˆts
10 Meuniers “Confectionner du pain biologique permet d’e´li-





↘ Re´sidus de pest.
↗ Offre segmente´e
11 Meuniers “Augmenter le taux d’extraction provoque une
hausse d’acide phytique”
	 T65 Nutrition ↘ Acide phytique
(A.P)
Table 5.8 – L’argumentation des meuniers, 2nd partie
Les boulangers, eux, sont soucieux d’une possible diminution des ventes engendre´e par les
recommandations de la politique de sante´ publique. La modification du gouˆt, de la texture et
de l’aspect du pain avec la farine T80 pourrait avoir un impact sur l’achat quotidien du pain
par les consommateurs. Ne´anmoins, la sensibilisation sur l’inte´reˆt de ce changement pourrait a`
contrario avoir un effet positif sur la volonte´ des consommateurs de payer plus cher un type de
baguette franc¸aise nutritionnellement pre´fe´rable. Dans le Tableau 5.9, sont liste´s les arguments
de la profession boulange`re (P.Pren = Boulangers), qui prennent en compte certaines pre´oc-
cupations du consommateur (Preoccup(s) = He´donisme), promouvant d’autres buts (But(s)
= ↗ Organoleptique, ↗ Be´ne´fices) et soutenant tantoˆt l’action conservatrice, tantoˆt l’action
re´formiste, tantoˆt des options spe´cifiques (Option = 	 T65, y T80, y(T80) & L. (L. signifie
Levain), y(T80) & T. (T. signifie Tradition)).
P. Pren. Raison Option Pre´occup.(s) But(s)
1 Boulangers “L’utilisation du levain dans la panification permet
de de´grader les phytates (en raison d’un faible pH).”
y(T80)
& L.
Nutrition ↘ Acide Phytique






3 Boulangers “L’acceptabilite´ pour le pain T80 requiert une adap-










4 Boulangers “L’adaptation du diagramme de panification pour le
pain T80 accroˆıt les couˆts de fabrication.”
	 T65 Economie ↘ Couˆts
5 Boulangers “Les consommateurs semblent consentir a` payer 12%
plus cher une baguette labellise´e ‘source de fibres’.”
y T80 Economie ↗ Be´ne´fices
Table 5.9 – L’argumentation des boulangers
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5.3.3 Graphe d’attaque des arguments de la pre´occupation nutritionnelle
En premier lieu, il semble important de ne conside´rer que les arguments concernant une meˆme
pre´occupation pour aboutir a` un choix d’option. Ici nous nous concentrerons sur la pre´occupation
nutritionnelle. Par exemple, au cours d’un processus de de´cision, avant d’eˆtre e´value´s sur une
e´chelle commune, il n’est pas opportun de conside´rer ensemble un argument nutritionnel et un
argument e´conomique.
Cas d’e´tude suite. Contexte nutritionnel.
Soit une the´orie de´cisionnelle e´tendue Text telle que :
– σext = {	 T65, y T80, y T80 & L.},
– ⊥ = {(	 T65, y T80), (	 T80, y T65), (	 T65, y T80 & L.), (	 T80 & L., y T65)},
– ∠ = (y T80 & L., y T80).
Soit un syste`me MCDAF tel que :
– Fp(	 T65) = {Meuniers 2, Meuniers 6, Meuniers 11},
– Fp(y T80) = {PNNS 1, PNNS 4},
– Fp(y T80 & L.) = {Boulangers 1}.
Le graphe repre´sentant le syste`me MCDAF, ou` les attaques sont ge´ne´re´es a` partir des actions





























Figure 5.5 – Graphe oriente´ MCDAF pour la pre´occupation nutritionnelle
5.3.4 De´finition des audiences dans la pre´occupation nutritionnelle
Plusieurs points de vue peuvent le´gitimement pre´tendre traiter de la meˆme pre´occupation.
Pour une pre´occupation donne´e, nous proposons de conside´rer une audience ou un segment de
consommateurs comme un type de contexte argumentatif, e´tablissant des pre´fe´rences entre les
arguments exprime´s a` partir d’objectifs ou de buts prioritaires.




Cas d’e´tude suite. Audiences en sortie. A partir d’entretiens concernant la pre´vention des
maladies par l’alimentation, nous proposons de caracte´riser quatre audiences dans la pre´occu-
pation nutritionnelle. Ces audiences repre´sentent quatre types de consommateurs : les obe`ses
(cob), les personnes souffrant d’une de´ficience en fer (cdf ), les personnes souffrant de maladies
cardiovasculaires (cca) et les ve´ge´tariens (cve). Ainsi, nous pouvons inclure ces quatre contextes
dans notre the´orie de´cisionnelle e´tendue Text :
– C = {cob, cdf , cca, cve},
– 〈Gob,Gdf ,Gca,Gve〉 sont de´crits ci-dessous :
Description Audiences
Gob Obe´site´ G1ob = {↘ Sel, ↘ A.P.}, G2ob = {↗ o.e.}, G3ob = {↗ Fibres}
Gdf De´ficience en fer G1df = {↘ Sel, ↘ A.P.}, G2df = {↗ Fibres}, G3df = {↗ o.e.}
Gca Maladie cardiovasculaire G1ca = {↗ Fibres, ↗ o.e., ↘ A.P.}, G2ca = {↘ Sel}
Gve Ve´ge´tariens G1ca = {↗ Fibres, ↗ o.e., ↘ Sel}, G2ca = {↘ A.P.}
5.3.5 Recommandations segmente´es
La Figure 5.6 de´crit les syste`mes AFers associe´s au syste`me MCDAF. Pour chaque audience,
le syste`me associe´ donne un statut aux arguments, chacun d’eux est donc soit sceptiquement
accepte´ (cercle gras), soit cre´dulement accepte´ (cercle plein), soit rejete´ (cercle discontinu) selon
la se´mantique de l’extension pre´fe´re´e :
– Pour AFerob : Sce(AF
er
ob) = {∅}, Cre(AFerob) = {PNNS 1, PNNS 4, Meuniers 2, Meuniers 6,
Meuniers 11} et Rej(AFerob) = {Boulangers 1},
– Pour AFerdf : Sce(AF
er
df ) = {∅}, Cre(AFerdf ) = {PNNS 1, PNNS 4, Meuniers 2, Meuniers 6,
Meuniers 11} et Rej(AFerdf ) = {Boulangers 1},
– Pour AFerca : Sce(AF
er
ca) = {PNNS 1, PNNS 4}, Cre(AFerca) = {∅} et Rej(AFerca) = {Boulangers
1, Meuniers 2, Meuniers 6, Meuniers 11},
– Pour AFerve : Sce(AF
er
ve) = {∅}, Cre(AFerve) = {Meuniers 2, Meuniers 6, Meuniers 11, Boulan-
gers 1} et Rej(AFerve) = {PNNS 1, PNNS 4},
Par le principe unipolaire de de´cision statue´e introduit dans le chapitre pre´ce´dent, le syste`me
propose une ou plusieurs recommandation(s) (repre´sente´e(s) dans une ellipse dans la Figure 5.6)
de´rive´e(s) d’une audience donne´e.
Notons, par exemple, que l’audience exprimant une priorite´ pour la diminution du sel fait
pencher la recommandation pour le pain T80, tandis que l’audience pour la pre´vention de l’acide
phytique pousse a` recommander un pain au levain naturel voire un pain T65. Les autres audiences









Figure 5.6 – Graphes oriente´s propres aux audiences
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Comme pour toute action politique, les de´cideurs s’appuient syste´matiquement sur des argu-
ments exprimant des pre´occupations pertinentes (sante´, e´conomie, service, etc.) afin de recom-
mander une option ayant le plus d’effets positifs pour le plus grand nombre voire pour un public
cible´. Ainsi dans le PNNS, les pre´occupations sont essentiellement d’ordre “sante´ et nutrition”,
ne´anmoins il existe d’autres pre´occupations telles que les enjeux e´conomiques ou l’acceptabilite´
he´doniste des consommateurs.
Cette e´tude de cas repre´sente une application originale dans le domaine de l’argumentation
et une approche introspective dans le domaine de la chaˆıne agroalimentaire. Ne´anmoins, il faut
d’abord une taˆche de mode´lisation de donne´es tre`s couˆteuse, qui ne peut eˆtre en l’e´tat auto-
matise´e, et qui de´pend fortement de la qualite´ de l’expertise et de l’e´licitation (exhaustivite´,
certitude, etc.). Les tendances futures des outils d’aide a` la de´cision impliquent de plus en plus
les me´thodes d’argumentation comme un moyen d’impliquer les parties prenantes dans la taˆche
de mode´lisation dans le processus de´cisionnel en favorisant leurs interactions.
Comme indique´ dans le pre´sent chapitre, un tel syste`me d’aide a` la de´cision peut aussi eˆtre
le moyen de cibler un produit alimentaire pour un utilisateur donne´ (et non pas pour un seg-
ment global). Cette me´thode “hautement qualitative” ne peut pas eˆtre traite´e par des approches
conventionnelles, en particulier celles de la de´cision multi-crite`res bien que des notions telles
les actions (options) ou les objectifs (crite`res) soient communes aux deux approches. Plusieurs
analogies peuvent e´galement eˆtre e´tablies dans le domaine me´dical, ou` les arguments issus de
diffe´rentes analyses sont utilise´s pour cibler un diagnostic pour les patients. Plus ge´ne´ralement,
l’arbitrage fonde´ sur l’argumentation est une approche prometteuse pour aider les humains a`
prendre des de´cisions plus “e´quilibre´es”, en tenant compte, par exemple, des trois piliers du
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Les syste`mes a` base de connaissances [BLN06] ont e´te´ cre´e´s dans le but de re´soudre des
proble`mes en s’appuyant sur des connaissances formelles relatives a` un domaine donne´. Pour
mener a` bien cela, il a donc fallu concevoir des formalismes de repre´sentation des connaissances
et de raisonnement permettant notamment de prendre en conside´ration les aspects syntaxiques
et se´mantiques de ces connaissances dans le domaine conside´re´. Le formalisme ge´ne´ralement
utilise´ pour repre´senter et raisonner est celui de la logique classique, et le plus souvent en tant
que fragments simplifie´s pour faciliter les aspects d’acquisition des connaissances et calculatoire
des raisonnements. Ainsi, une re´flexion s’est entame´e au cours des anne´es 90 autour de la for-
malisation de la notion d’ontologie, qui philosophiquement fut introduite en tant qu’e´tude des
proprie´te´s ge´ne´rales de ce qui existe. En informatique, elle devient donc une structure formelle
et explicite, Gruber [Gru93] la de´finissant comme une conceptualisation partage´e d’un domaine
donne´. L’ontologie comporte ainsi au minimum un vocabulaire conceptuel, un ensemble de noms
dote´s d’un statut formel organise´s en hie´rarchie telle une taxonomie. Pour Guarino [Gua98], il
ne s’agit ni plus ni moins que d’une the´orie logique contrainte par le sens attendu de ce voca-
bulaire formel. Ainsi, on distingue classiquement deux types de connaissances : celles relatives
a` l’ontologie et celles de´crivant une situation spe´cifique relative aux entite´s individuelles du do-
maine. Un mode`le de repre´sentation base´ sur cette distinction paraˆıt bien adapte´ aux syste`mes
d’argumentation. Ici, nous utiliserons donc comme support de repre´sentation et de raisonnement
le mode`le des graphes conceptuels introduit par Sowa [Sow84], qui de notre avis est a` meˆme de
re´pondre aux attentes repre´sentationnelle des cadres de travail en argumentation. On parlera
donc par la suite de support terminologique (ou vocabulaire) d’une part, et de connaissances
factuelles (ou assertionnelle) d’autre part. A cela peuvent venir s’ajouter d’autres structures de
connaissances qui viennent enrichir le mode`le, telles des re`gles, des contraintes, etc. Le support
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comporte au minimum des re`gles taxonomiques du type“si l’entite´ est de telle classe alors elle est
aussi de telle classe”, et il peut e´galement eˆtre accompagne´ de re`gles se´mantiques plus ge´ne´rales,
permettant l’infe´rence assertionnelle. L’inte´reˆt de repre´senter un syste`me d’argumentation par
ce formalisme est double : de la meˆme fac¸on que ce dernier peut ge´rer l’abstraction du syste`me
en rede´finissant le cadre logique de l’acceptabilite´, il peut e´galement eˆtre un mode`le ade´quat
pour repre´senter la structure interne des arguments et ainsi ge´ne´rer les interactions classiques
introduites pre´ce´demment. Le plan de ce chapitre est donc le suivant : apre`s avoir rappele´ les
notions de bas de ce formalisme, ainsi que certaines extensions qui nous seront utiles, nous y
de´finirons la notion d’argument, pour y calculer des acceptabilite´s sous diverses se´mantiques
de´finies par Dung [Dun95].
6.1 Le formalisme des graphes conceptuels
Le formalisme des graphes conceptuels a connu de nombreuses e´volutions depuis ses pre´-
curseurs, les graphes existentiels conc¸us par Pierce en 1931 [Pie79] en tant que “syste`me dia-
grammatique de logique”. Sowa en 1984 [Sow84] s’inspire de ceux-ci pour de´finir le formalisme
des graphes conceptuels particulie`rement appre´cie´ par le fait qu’il puisse donner une forme gra-
phique a` des expressions de la logique des pre´dicats du premier ordre. Si cet aspect interfaciel
est pertinent pour repre´senter des connaissances, les proble`mes de raisonnements ne sont pas
pour autant ne´cessairement de´cidables, car la de´duction en logique du premier ordre ne l’est
pas. Des travaux du de´but des anne´es 90 se sont donc attache´s a` de´finir un fragment, conside´re´
comme la base du formalisme, les graphes basiques (BG) [MC92]. Ce noyau a e´te´ ensuite e´tendu
a` d’autres fragments de´cidables de la logique des pre´dicats, desquels sont ne´es de nombreuses
extensions a` ce mode`le : re`gles [SM96], contraintes, vues imbrique´es, ou encore de´fauts, toutes
appele´es a` former la famille BG. Nous pre´senterons ici les de´finitions fondamentales du forma-
lisme des graphes basiques, puis les notions e´tendues qui serviront dans la suite de ce chapitre
a` repre´senter un syste`me d’argumentation (Voir [CM08] pour plus de pre´cisions).
6.1.1 Les graphes basiques
Tout d’abord, nous pre´sentons le mode`le de base des graphes conceptuels. Nous rappelons
donc que celui-ci est bien-fonde´ d’un point de vue logique, le raisonnement y e´tant correct et
complet au regard de la logique du premier ordre (FOL). La connaissance ontologique y est
ge´ne´ralement code´e dans un support (e´galement appele´ vocabulaire) permettant de soutenir
l’expression des graphes basiques (BG) ainsi que l’ope´ration fondamentale de raisonnement, un
homomorphisme de graphe appele´ projection.
De´finition 81 (Support des graphes basiques). Le BG support est un tuple S = 〈TC , TR, I, σ〉
tel que :
- TC et TR sont des ensembles finis disjoints de tpes.
- TC est un ensemble de types de concept partiellement ordonne´s par la relation ≤ dans
lequel il existe un e´le´ment universel (qui est le superconcept de tous les e´le´ments), note´ >.
- TR est un ensemble de types de relation partiellement ordonne´s par la relation ≤, et par-
titionne´ en sous-ensembles T 1R , . . . , T kR de types de relation respectivement d’arite´ 1, . . . ,
k, et dans lesquels les e´ventuels e´le´ments universels sont note´s >1, . . . , >k. L’arite´ d’une
relation r est note´e arite(r). Deux relations avec deux arite´s diffe´rentes ne sont pas com-
parables par ≤.
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- I est un ensemble de marqueurs individuels qui est disjoint de TC et TR. De plus, on note
* le marqueur ge´ne´rique. On note l’ensemble des marqueurs M = I ∪ {∗}. Cet ensemble
est muni de l’ordre partiel ≤ suivant : les e´le´ments de I sont deux a` deux incomparables,
et ∀ m ∈ I, m ≤ ∗. Chaque e´le´ment de I peut eˆtre assigne´ a` plusieurs types ainsi qu’a`
tous les supertypes de ceux-ci.
- σ associe a` chaque relation j-aire (r ∈ T jR) une signature c’est a` dire un j-uplet de types
de concept (σ(r) ∈ (TC)j), ou` le i-e`me concept est le type maximal pour le i-e`me argument
de la relation. Les signatures respectent les ordres sur TR et TC c’est-a`-dire : ∀ r1, r2 ∈
T jR, r1 ≤ r2 ⇒ σ(r1) ≤ σ(r2), i.e. pour tout 1 ≤ i ≤ j, le i-e`me argument de σ(r1) est
plus spe´cifique (au sens large) que le i-e`me argument de σ(r2).
Exemple 62. La Figure 6.1 de´crit une partie du BG vocabulaire utilise´ dans un syste`me d’ar-








































(b) TR et σ
Figure 6.1 – Exemple graphique de vocabulaire
Un tel vocabulaire de´crit des connaissances ontologiques de nature taxonomique telles que :
– “Une extension (Ext) est un ensemble (Ens)”.
– “L’extension pre´fe´re´e (Epr) est une sorte d’extension admissible (Ead)”(ou plus pre´cise´ment
la proprie´te´ d’eˆtre une extension pre´fe´re´e est une spe´cialisation de la proprie´te´ d’eˆtre une
extension admissible).
– “L’extension na¨ıve (Epr) est une sorte d’ensemble sans-conflit (Esc)”.
– “Le caracte`re bien fonde´ (bf) et cyclique sont des proprie´te´s d’un syste`me d’argumenta-
tion”.
– “R est une relation (d’attaque) entre deux arguments, sa signature est (Arg, Arg)”.
– “∈ est une relation (d’appartenance) entre un argument et un ensemble, sa signature est
(Arg, Ens)”.
– “Les relations de contrarie´te´ (contr.) et de re´futation (refut.) sont des sortes de relation
d’attaque (R)”.
Les faits sont repre´sente´s par des graphes basiques, de´finis ci-dessous. Un BG permet d’asserter
l’existence d’entite´s et de relations entre ces entite´s. Une entite´ peut eˆtre vue comme une instance
d’un ou plusieurs types de concepts de TC , qui est soit identifie´e (on lui associe un e´le´ment de
I), soit inconnue, on lui associe le marqueur ge´ne´rique. Ainsi, en relation avec le support, un
graphe de base est de´fini comme suit :
De´finition 82 (Graphes basiques). Etant donne´ un support S = 〈TC , TR, I, σ〉, un graphe
basique G = 〈CG, RG,LG, etiqG〉 est un multigraphe biparti e´tiquete´ tel que :
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• (CG, RG,LG) est un multigraphe biparti, fini et non oriente´. CG est l’ensemble des noeuds
concepts de G, RG est l’ensemble des noeuds relations de G, LG est la famille des areˆtes 11.
• etiqG est une fonction qui e´tiquette les noeuds et les areˆtes de (CG, RG,LG) et qui satis-
fait :
1. Un noeud concept c est e´tiquete´ par une paire (type(c),marqueur(c)) ou` type(c) est
un ensemble de types 12 de TC et marqueur(c) ∈ I ∪ {∗}.
2. Un noeud relation r est e´tiquete´ par type(r) ∈ TR.
3. Le degre´ d’un noeud relation r est e´gal a` l’arite´ de type(r).
4. Les areˆtes incidentes au noeud relation r sont totalement ordonne´es et sont e´tiquete´es
de 1 a` arite(type(r)). On note (r, i, c), une areˆte entre r et c e´tiquete´e i.
Un ordre sur les e´tiquettes peut eˆtre de´fini, il permettra de raisonner par la suite a` l’aide de
ces graphes. Soient deux e´tiquettes de sommets concept (t,m) et (t′,m′), (t,m) ≤ (t′,m′) si m
≤ m′ (voir l’ordre sur les marqueurs dans la De´finition 81) et t ≤ t′, i.e ∀ t′i ∈ t′, ∃ tj ∈ t avec
tj ≤ t′i (si t et t′ sont des types simples, la condition s’e´crit simplement t ≤ t′).
Exemple 63. Les graphes F et T de la Figure 6.2 repre´sentent des syste`mes d’argumentation
en tant que faits, le graphe F repre´sente le fait : “Il existe un argument qui attaque un argument
qui attaque β”, le graphe T repre´sente le fait : “ il existe γ un argument contrarie les arguments
α, β, δ, avec δ qui contrarie l’argument γ”, enfin le graphe G repre´sente le fait : “il existe un
syste`me d’argumentation qui est bien-fonde´.” Nous pouvons e´galement repre´senter les graphes

























Figure 6.2 – Exemple de fait
basiques comportant des relations unaires ou binaires sur une ligne d’e´dition, a` savoir pour G
dans cet exemple : [AF : *]→(bf). Il peut eˆtre choisi dans certains cas de repre´senter les e´tiquettes
des areˆtes lie´es aux relations unaires et binaires par des arcs pour simuler les nume´ros d’arite´ 1
et 2, comme par exemple dans le cas d’un graphe d’attaque.
Un graphe basique est sous forme normale si chacun de ses marqueurs individuels apparaˆıt
exactement une fois (autrement dit, on n’a pas deux sommets concepts qui repre´sentent la meˆme
entite´ identifie´e).
11. Multigraphe signifie qu’il peut exister plusieurs areˆtes entre deux sommets. Biparti signifie que l’ensemble
des sommets est partitionne´ en deux ensembles, ici CG et RG, tels qu’il n’existe pas d’areˆte entre des sommets
d’un meˆme ensemble.
12. Les graphes de base de´finis ici sont e´tendus a` des types de concepts conjonctifs. Pour plus de de´tails sur
cette notion voir [CM08].
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Ce formalisme de base est muni d’une se´mantique en logique du premier ordre par le biais
d’une transformation note´e Φ. Les types de concept se traduisent en pre´dicats unaires, les re-
lations en pre´dicats de meˆme arite´, et les marqueurs individuels en constantes. L’ensemble des
formules Φ(S) associe´ a` un support S traduit naturellement les ordres partiels sur TC et TR
(si t2 ≤ t1, on a la formule ∀ x1, . . . , xk (t2(x1, . . . , xk) ⇒ t1(x1, . . . , xk)), ou` k est l’arite´ des
pre´dicats t1 et t2).
Un BG G se traduit par une formule Φ(G) construite comme suit. A tout sommet concept
est associe´ un terme, qui est la constante associe´e a` son marqueur individuel le cas e´che´ant,
sinon une nouvelle variable. A tout sommet concept ou relation est associe´ un atome forme´ a`
partir du pre´dicat associe´ a` son type, et du terme associe´ au sommet concept ou des termes
associe´s aux entite´s voisines du sommet relation. Si le sommet a un type conjonctif, on obtient
un tel atome par type “primitif”. Φ(G) est la conjonction de ces atomes ferme´e existentiellement.
Dans l’Exemple 63 : Φ(F ) = ∃x, ∃y(Arg(β)∧Arg(x)∧Arg(y)∧R(x, β)∧R(y, x)) et Φ(G)
= ∃x(AF (x) ∧ bf(x)).
La notion fondamentale pour raisonner sur les BG est l’homomorphisme de graphes, couramment
appele´e“projection”. Elle te´moigne de la pre´sence des connaissances encode´es par un graphe dans
un autre. En termes logiques, cette notion se traduit par la de´duction.
De´finition 83 (Projection). Soient F = 〈CF , RF ,LF , etiqF 〉 et T = 〈CT , RT ,LT , etiqT 〉, deux
graphes basiques de´finis sur un meˆme support. Une projection Π de F dans T est une application
de CF dans CT et de RF dans RT , pre´servant les areˆtes et pouvant spe´cialiser les e´tiquettes des
concepts et des relations, c’est-a`-dire :
– ∀ (r, i, c) ∈ LF , (Π(r), i,Π(c)) ∈ LT ,
– ∀ e ∈ CF ∪ RF , etiqT (Π(e)) ≤ etiqF (e).
On dit alors que le graphe F se projette dans le graphe T . On note Π(F ) l’image de F dans T .
La notion de projection fournit naturellement un me´canisme d’interrogation : F peut eˆtre
vue comme une requeˆte, T comme un fait donne´, et toute projection Π de F dans T fournit une
re´ponse.
Exemple 64. Dans la Figure 6.3, F exprime la requeˆte : “existe t-il un argument qui attaque
un argument qui attaque l’argument β ? (autrement dit l’argument β est il de´fendu ?)”. On a un
homomorphisme (projection) de F dans T . Donc l’argument β est bien de´fendu.
Un graphe basique est irredondant s’il ne se projette pas dans l’un de ses sous-graphes stricts.
Autrement dit, il encode ses connaissances de fac¸on minimale. Tout graphe peut eˆtre mis sous
une forme irredondante qui lui est e´quivalente.
Le the´ore`me suivant exprime le fait que l’ope´ration de projection est ade´quate et comple`te
par rapport a` la de´duction.
The´ore`me 2 (Ade´quation et comple´tude de la projection). Soit F et T deux graphes basiques
de´fini sur un support S avec T sous forme normale. Le graphe F se projette dans le graphe T
ssi Φ(S),Φ(T ) |= Φ(F ).
Exemple 65. La Figure 6.4 repre´sente le graphe Q exprimant la requeˆte suivante : “Existe
t-il un syste`me d’argumentation tel que les extensions de base, stable et pre´fe´re´e co¨ıncident ?”.
Lorsque cette requeˆte est applique´e au graphe G de la Figure 6.2, celle-ci n’a pas de re´ponse,
alors qu’intuitivement elle devrait car tout syste`me bien fonde´ posse`de une extension de base,
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Figure 6.3 – Exemple de requeˆte









Figure 6.4 – Exemple de requeˆte
qui est a` la fois stable et pre´fe´re´e. Ceci est duˆ a` l’absence de certaines informations dans ce
graphe.
Il est donc primordial pour satisfaire des requeˆtes de rajouter des informations de nature ontolo-
gique “en marge” du graphe. Ces informations manquantes peuvent eˆtre code´es de fac¸on ge´ne´rique
sous forme de BG-re`gles.
6.1.2 Extensions des graphes basiques
6.1.2.1 Les BG-re`gles
Les re`gles dans le formalisme des graphes conceptuels e´taient de´ja` pre´sentes dans le for-
malisme originel [Sow84], elles ont cependant e´te´ pre´cise´ment de´finies et munies de me´canisme
fonde´s logiquement dans [SM96]. Celles-ci sont directement en relation avec les re`gles de forme
de´ductive (a` l’instar de l’induction et de l’abduction) de´finies par Pierce, avec comme particu-
larite´ de s’imposer sur les faits (“Quand il y a un feu rouge, il faut s’arreˆter”). Intuitivement, les
re`gles repre´sentent des connaissances de la forme “ Si l’information Pre´misse est pre´sente dans
le graphe, alors l’information Conclusion peut eˆtre ajoute´e a` ce graphe”. Une BG-re`gle peut eˆtre
repre´sente´e par un graphe basique bi-colore´, la couleur distinguant Pre´misse et Conclusion.
De´finition 84 (BG-re`gle). Une BG-re`gle est un BG bicolore´ ou` une couleur de {CP , CC} est
assigne´e a` chaque noeud du BG tel que :
- Le sous-graphe P ge´ne´re´ par les noeuds CP -colore´s est un graphe basique : on l’appelle la
Pre´misse de la re`gle.
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- Lorsqu’un noeud relation est CP -colore´ alors tous ses voisins doivent aussi eˆtre CP -colore´s.
On appelle sommet frontie`re tout sommet concept de la Pre´misse lie´ a` un sommet CC-
colore´.
- Le sous-graphe C ge´ne´re´ par les noeuds CC-colore´s et les sommets frontie`res est un graphe
basique : on l’appelle la Conclusion de la re`gle.
Une BG-re`gle peut donc eˆtre e´galement repre´sente´e comme une paire comprenant deux graphes
basiques (P,C) partageant e´ventuellement des sommets.
Pour repre´senter graphiquement nos BG-re`gles nous utiliserons la couleur i comme CP -
couleur et la couleur i comme CC-couleur.
De´finition 85 (Application d’une BG-re`gle). Une BG-re`gle R est applicable a` un BG G s’il
existe une projection Π de la Pre´misse de R dans G. Dans ce cas, le re´sultat de l’application de
R dans G selon Π est le BG G′ = (R,Π)G obtenu en concate´nant G et la Conclusion C de R
par la fusion de tout sommet frontie`re cf de C avec Π(cf ). Le noeud obtenu par fusion de cf et
Π(cf ) posse`de la meˆme e´tiquette que Π(cf ). Une normalisation est ne´cessaire si C comporte des
sommets ayant un marqueur individuel apparaissant de´ja` dans G.
Exemple 66. La Figure 6.5 exprime la BG-re`gle : “si un syste`me d’argumentation est bien-
fonde´ alors il posse`de une extension pre´fe´re´e qui est aussi stable et de base.” Une fois applique´e
AF : * outputbf Ext : ∗ Epr
Est
Eba









Figure 6.5 – Exemple de re`gle
cette BG-re`gle au graphe G de la Figure 6.2, le graphe obtenu satisfait bien la requeˆte pre´sente´e
dans l’Exemple 65.
Soit R un ensemble de re`gles. Si G′ est obtenu a` partir d’un BG G par l’application d’une
re`gle R de R, on dit que G′ est imme´diatement de´rive´ de (G, R). G′ est dit de´rive´ de (G, R) s’il
existe une se´quence de BGs G0(= G), G1, . . . , Gk(= G
′) (k ≥ 0) telle que tout Gi+1 (0 ≤ i < k)
est imme´diatement de´rive´ de (Gi, R). Une telle se´quence est appele´e une R-de´rivation de G (ou`
G peut eˆtre un ensemble de faits, car on conside`re indiffe´remment un fait d’un ensemble de fait
en graphes conceptuels).
Le me´canisme de marche avant consiste donc a` effectuer des applications de re`gles d’un
ensemble R sur un fait initial G, ce qui permet de de´river de nouveaux faits. Il s’arreˆte si on ne
peut pas appliquer de re`gle en obtenant une information re´ellement nouvelle : le graphe obtenu
serait force´ment e´quivalent a` celui qui pre´ce`de. Ce processus peut ne pas s’arreˆter, mais s’il
s’arreˆte pour une se´quence de de´rivation, alors il s’arreˆte pour toutes les se´quences de de´rivation
possibles et les graphes obtenus a` la fin des se´quences sont e´quivalents.
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De´finition 86 (Proble`me de de´duction). Le proble`me de de´duction prend comme entre´e une
base de connaissances K = (F,R), ou` F est un ensemble de faits et R est un ensemble de re`gles,
et un but BG Q, et demande si Q est BG-de´ductible de K, i.e. s’il existe une R-de´rivation de F a`
un BG F ′ tel que Q se projette dans F ′.
The´ore`me 3 (Ade´quation et comple´tude de la marche avant). Soient K = (F,R) une base de
connaissances et Q un BG, relatifs a` un support S.
– (ade´quation) si Q est BG-de´ductible de K (i.e. il existe un BG F ′ pouvant eˆtre de´rive´ de
K tel que Q se projette dans F ′) alors φ(S), φ(F), φ(R) |= φ(Q).
– (comple´tude) a` la condition que F soit sous sa forme normale et que le graphe obtenu a`
chaque e´tape de de´rivation soit mis sous forme normale : si φ(S), φ(F), φ(R) |= φ(Q) alors
Q est BG-de´ductible de K.
6.1.2.2 Les CG-contraintes ne´gatives
Plusieurs types de contraintes peuvent eˆtre applique´es a` une base de connaissances pour
de´finir notamment sa “consistance”. On dit qu’un graphe basique est consistant s’il satisfait
l’ensemble des contraintes exprime´es dans la base de connaissances. Il a e´te´ identifie´ deux types
de contraintes usuellement pre´sentes dans le raisonnement, les contraintes positives dont une
se´mantique intuitive serait “si l’information A est pre´sente, alors l’information B doit aussi eˆtre
pre´sente” (e.g s’il y a un feu de signalisation, il est force´ment colore´), et les contraintes ne´gatives
dont la se´mantique serait plutoˆt“si l’information A est pre´sente, alors l’information B ne doit pas
l’eˆtre” (e.g s’il y a un feu de signalisation, il ne doit pas eˆtre e´teint). Nous nous limiterons ici aux
contraintes ne´gatives, souvent utilise´es comme le marqueur de l’inconsistance dans le formalisme
des graphes conceptuels. On remarque qu’une contrainte ne´gative peut eˆtre reformule´e de fac¸on
e´quivalente comme “il ne faut pas l’information A et l’information B”. Une contrainte ne´gative
sera donc simplement un BG qu’on ne doit pas trouver dans un fait consistant.
De´finition 87 (BG-contrainte ne´gative). Une contrainte ne´gative C a la meˆme forme qu’un
BG. On dit qu’un BG G satisfait une contrainte ne´gative C s’il n’existe aucune projection de C
dans G. Au contraire, un BG G viole une contrainte ne´gative C s’il existe une projection de C
dans G.
Pour repre´senter graphiquement les contraintes ne´gatives nous utiliserons la couleur i .
Exemple 67. La Figure 6.6 exprime la contrainte ne´gative : “il ne peut exister un syste`me
d’argumentation ayant comme proprie´te´ le caracte`re cyclique et bien-fonde´.”
AF : * bfcyclique
11︷︸︸︷C
Figure 6.6 – Exemple de contrainte ne´gative
De´finition 88. Soit une base de connaissance K = (F, R, C) ou` F est un ensemble de faits, R est
un ensemble de re`gles et C est un ensemble de contraintes ne´gatives, on dit que K satisfait C si
et seulement si tout graphe G R-de´rive´ de F satisfait toute contrainte ne´gative C de C.
L’extension des BGs aux re`gles de de´fauts est base´e a` la fois sur les re`gles et sur les contraintes
ne´gatives, qui permettent de conditionner l’application de re`gles.
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6.1.2.3 Les BG-re`gles de de´fauts
La logique des de´faut de Reiter a influence´ de nombreux travaux dans le cadre de la mode´li-
sation du raisonnement humain. Par exemple, en situation de conduite, le feu orange est un feu
d’arreˆt du code de la route, la re`gle en vigueur stipule donc bien un arreˆt pour le conducteur.
Mais cette re`gle ne doit pas eˆtre conside´re´e comme une re`gle classique, puisqu’elle comporte une
exception (appele´ e´galement de´faut) tenant compte de la distance d’arreˆt ne´cessaire du ve´hicule
suiveur. Re´cemment dans [BCFT09], ce type de raisonnement a e´te´ introduit formellement dans
le mode`le des graphes conceptuels.
De´finition 89 (BG-re`gle de de´fauts [BCFT09]). Une BG-re`gle de de´fauts Rd est un BG n+2-
colore´ ou` une couleur de {CP , CC , CJ1 , . . . , CJn} est assigne´e a` chaque noeud du graphe BG tel
que :
- Le sous-graphe P ge´ne´re´ par les noeuds CP -colore´s est un graphe basique note´ CP : on
l’appelle la Pre´misse.
- Lorsqu’un noeud relation est CP -colore´ alors tous ses voisins doivent aussi eˆtre CP -colore´s.
On appelle “sommet frontie`re” tout sommet concept de la Pre´misse lie´ a` un sommet hors
de la Pre´misse.
- Un sommet relation hors de la pre´misse n’est lie´ qu’a` des sommets de la meˆme couleur ou
a` des sommets de P (les sommets frontie`re).
- Le sous-graphe Ji ge´ne´re´ par les noeuds C
Ji-colore´s et les sommets frontie`re est un graphe
basique note´ CJi : on l’appelle la ie`me Contrainte ne´gative.
- Le sous-graphe C ge´ne´re´ par les noeuds CC-colore´s et les sommets frontie`re est un graphe
basique note´ CC : on l’appelle la Conclusion.
- On appelle “sommets spe´cifiques”, les sommets concepts de C communs avec un sous-
graphe Ji.
Une BG-re`gle de de´faut peut donc eˆtre e´galement repre´sente´e comme un tuple comprenant n+ 2
graphes basiques (P, J1, . . . , Jn, C) partageant e´ventuellement des sommets.
Pour alle´ger la repre´sentation de nos BG-re`gles de de´fauts, nous utiliserons comme pour les
BG-re`gles la couleur i comme CP -couleur, la couleur i comme CC-couleur ; et la couleur i
pour repre´senter une contrainte ne´gative ; lorsque celles-ci sont au moins deux, nous utiliserons
des niveaux de gris pour les distinguer entre elles.
Exemple 68. La Figure 6.7 exprime la BG-re`gle de de´fauts : “Tous les syste`mes d’argumentation
sont bien-fonde´s a` moins qu’ils ne soient cycliques.” La pre´misses est forme´e d’un seul sommet
qui est e´galement frontie`re.










Figure 6.7 – Exemple de re`gle par de´faut
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La se´mantique intuitive de l’application d’une re`gle de de´fauts est la suivante : “si P est
ve´rifie´e et J1 non viole´e, . . . , et Jn non viole´e alors la re`gle est applicable, c’est-a`-dire C peut
eˆtre ajoute´e”. Il nous reste a` pre´ciser les notions de violation de contraintes et d’application de
re`gle.
Pour simplifier la pre´sentation de ces notions, nous supposerons sans perte de ge´ne´ralite´ que
l’ensemble des faits est comple`tement instancie´, c’est-a`-dire qu’on n’a pas de sommets concepts
ge´ne´riques. Tout ensemble de faits peut se mettre sous cette forme en remplac¸ant ∗ dans chaque
sommet ge´ne´rique par un nouveau marqueur individuel.
De´finition 90 (Application d’une BG-re`gle de de´fauts [BCFT09]). Soit C un ensemble de
contraintes ne´gatives.
– Une re`gle de de´fauts Rd = (P, J1, . . . , Jn, C) est applicable a` un BG G selon une projection
Π de P dans G si le graphe obtenu par application de la re`gle classique (P,C), c’est-a`-dire
((P,C),Π)G, satisfait le nouvel ensemble de contraintes construit : C
⋃
i {Π(Ji)} (comme
de´crit ci-dessous dans la phase 3) 13.
– Appliquer Rd selon Π consiste a` :
1. Calculer ((P,C),Π)G.
2. Instancier chaque nouveau sommet concept ayant un marqueur ge´ne´rique en rempla-
c¸ant ∗ par un nouveau marqueur individuel (pour simplifier on cre´e un marqueur qui
n’apparaˆıt nulle part jusqu’ici). On note σ cette substitution.
3. Ajouter a` C l’ensemble {σ(Π(Ji))}. Autrement dit, on ajoute chaque contrainte ne´-
gative de la re`gle a` C apre`s avoir lie´ cette contrainte a` l’application de la re`gle en
remplac¸ant dans chaque Ji les sommets frontie`re (communs avec P ) par leur image
par Π et les sommets spe´cifiques (communs avec C) par leur instanciation par σ.
Ainsi, pour qu’une re`gle soit applicable, il faut que le graphe obtenu satisfasse les contraintes de
cette re`gle en liaison avec la projection qui guide l’application. En outre, ces contraintes doivent
eˆtre ve´rifie´es pour tous les graphes de´rive´s ensuite. D’ou` les phases 2 et 3 La phase 2 instancie
les sommets ajoute´s de fac¸on a` pouvoir lier les contraintes de la re`gle a` cette application. La
phase 3 instancie les contraintes de la re`gle et les ajoute a` l’ensemble des contraintes C.
A partir d’une base de connaissances K = (F,∆, C) ou` F est un ensemble de faits, ∆ est
un ensemble de re`gles de de´faut et C est un ensemble de contraintes ne´gatives, plusieurs faits
non e´quivalents peuvent eˆtre infe´re´s suivant l’ordre dans lequel ces re`gles sont applique´es aux
e´le´ments progressivement infe´re´s a` partir de la base, de possibles de´fauts pouvant apparaˆıtre
interdisant l’application de certaines re`gles 14.
Exemple 69. K = (F,∆, C) est une base de connaissances de´crite dans la Figure 6.8 telle que
l’ensemble de faits F de´crit un syste`me d’argumentation, l’ensemble de re`gles de de´fauts ∆ calcule
l’appartenance d’arguments a` un ensemble sans conflit et l’ensemble des contraintes ne´gatives
C te´moigne de l’interdiction pour un argument d’appartenir a` un ensemble sans-conflit dans
la mesure ou` il s’attaque lui-meˆme. Plus pre´cise´ment, ∆ comporte deux re`gles : la premie`re dit
qu’il existe un ensemble sans-conflit (la re`gle est re´duite a` une conclusion), la seconde dit que s’il
existe un ensemble sans-conflit et un argument, alors cet argument appartient a` l’ensemble sauf
13. Ici, on applique une projection de domaine D a` un graphe dont l’ensemble de sommets est diffe´rent de D.
La projection est applique´e seulement aux sommets du graphe qui appartiennent a` D.
14. Les bases de connaissances avec re`gles de de´fauts ont e´te´ pre´sente´es dans [BCFT09], me´langeant des re`gles
classiques et des re`gles de de´fauts. Dans ce manuscrit, les re`gles classiques ne sont pas utilise´es, c’est pourquoi K
apparaˆıt comme un triplet et le me´canisme pre´sente´ est plus simple.
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Figure 6.8 – Exemple de base de connaissances
si un argument appartenant a` cet ensemble l’attaque ou s’il attaque un argument appartenant a`
cet ensemble.
Tous les e´tats de faits possibles peuvent donc eˆtre repre´sente´s comme “des extensions de
de´fauts” et ge´ne´re´s par un arbre de de´rivation.
De´finition 91 (Arbre de de´rivation [BCFT09]). Un arbre de de´rivation (d.d.t. 15) d’une base de
connaissances K = (F,∆, C), note´ ddt(K), est un arbre dont les noeuds sont des couples (Ni, Ci)
ou` Ni est un ensemble de faits et Ci est un ensemble de contraintes ne´gatives.
– La racine est (F, C).
– Le fils d’un sommet est de´rive´ en appliquant une re`gle de de´fauts de l’ensemble ∆ suivant
la De´finition 90.
– Les feuilles {F 1, . . . , Fm} sont les sommets pour lesquels aucune re`gle n’est plus applicable.
L’ensemble des faits E∆j d’une feuille F
j est appele´e extension de de´fauts. L’ensemble des
contraintes C∆j d’une feuille F
j est appele´e contraintes re´sultantes.
On note Ext∆ = {E∆1 , . . . , E∆m}, l’ensemble des extensions de de´fauts associe´ a` l’arbre de de´ri-
vation de K (appele´es e´galement ensemble des extensions de de´fauts de K).
Exemple 70. Soit K = (F,∆, C), la base de connaissances de´crite dans la Figure 6.8, la Fi-
gure 6.9 de´crit son arbre de de´rivation. Les feuilles F 1 et F 2 sont obtenues par l’application
successive des re`gles R1, R2 et R2 a` partir de la racine repre´sente´e par l’ensemble de faits F
et l’ensemble de contraintes C. L’application de la re`gle R1, instancie le marqueur ∗ assigne´ au
type Ens en tant que marqueur m1. Puis la premie`re application de la re`gle R2 ajoute a` C1 soit
une contrainte menant a` C2 rendant impossible l’appartenance a` l’ensemble sans-conflit de tout
15. d.d.t. rappelle le terme anglais default derivation tree.
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F [Arg : ω] [Arg : β]← (R)← [Arg : γ]
C






[Arg : ω] [Arg : β]← (R)← [Arg : γ]
[Ens : m1]→ (Esc)
C1
(Esc) ← [Ens : ∗] ← (∈) ← [Arg :
∗]C(R)
N2
[Arg : ω] [Arg : β]← (R)← [Arg : γ]
[Arg : β]→ (∈)→ [Ens : m1]→ (Esc)
C2
(Esc)← [Ens : ∗]← (∈)← [Arg : ∗]C(R)
(Esc)← [Ens : m1]← (∈)← [Arg : ∗]← (R)← [Arg :
β]
(Esc)← [Ens : m1]← (∈)← [Arg : ∗]→ (R)→ [Arg :
β]
N3
[Arg : ω] [Arg : β]← (R)← [Arg : γ]
[Arg : γ]→ (∈)→ [Ens : m1]→ (Esc)
C3
(Esc)← [Ens : ∗]← (∈)← [Arg : ∗]C(R)
(Esc)← [Ens : m1]← (∈)← [Arg : ∗]← (R)← [Arg :
γ]
(Esc)← [Ens : m1]← (∈)← [Arg : ∗]→ (R)→ [Arg :
γ]
E∆1
[Arg : ω] [Arg : β]← (R)← [Arg : γ]
[Arg : β]→ (∈)→ [Ens : m1]→ (Esc)
[Arg : ω]→ (∈)→ [Ens : m1]→ (Esc)
C∆1
(Esc)← [Ens : ∗]← (∈)← [Arg : ∗]C(R)
(Esc)← [Ens : m1]← (∈)← [Arg : ∗]← (R)← [Arg :
β]
(Esc)← [Ens : m1]← (∈)← [Arg : ∗]→ (R)→ [Arg :
β]
(Esc)← [Ens : m1]← (∈)← [Arg : ∗]← (R)← [Arg :
ω]
(Esc)← [Ens : m1]← (∈)← [Arg : ∗]→ (R)→ [Arg :
ω]
E∆2
[Arg : ω] [Arg : β]← (R)← [Arg : γ]
[Arg : γ]→ (∈)→ [Ens : m1]→ (Esc)
[Arg : ω]→ (∈)→ [Ens : m1]→ (Esc)
C∆2
(Esc)← [Ens : ∗]← (∈)← [Arg : ∗]C(R)
(Esc)← [Ens : m1]← (∈)← [Arg : ∗]← (R)← [Arg :
γ]
(Esc)← [Ens : m1]← (∈)← [Arg : ∗]→ (R)→ [Arg :
γ]
(Esc)← [Ens : m1]← (∈)← [Arg : ∗]← (R)← [Arg :
ω]










Figure 6.9 – Arbre de de´rivation
argument attaquant l’argument β, soit une contrainte menant a` C3 rendant impossible l’apparte-
nance a` l’ensemble sans-conflit de tout argument attaque´ par l’argument γ. C’est donc pour cela
qu’on obtient deux feuilles, comme autant d’ensembles sans-conflit maximaux. De´taillons plus
pre´cise´ment la premie`re application de R2 qui conduit de (N1, C1) a` (N2, C2) : la projection Π
de la pre´misse envoie [Arg : ∗] sur [Arg : β] et [Ens : ∗] sur [Ens : m1], de plus Π est applique´e
e´galement aux deux contraintes de la re`gle, ces applications sont rajoute´es a` C1 (menant a` C2).
Ainsi l’infe´rence de certains faits peut reveˆtir un caracte`re sceptique ou cre´dule, selon que
l’on conside`re leur appartenance a` tous ou au moins un ensemble de faits associe´ a` une feuille
de l’arbre de de´rivation (c’est exactement le meˆme principe de´crit dans le Chapitre 1 pour
de´terminer le statut d’un argument a` partir d’un ensemble d’extensions a` la Dung).
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6.1.2.4 Les graphes emboˆıte´s type´s
Il se peut que le mode´lisateur ait besoin de construire une structure de graphes a` base d’arbres
imbrique´s permettant de repre´senter la connaissance de fac¸on hie´rarchique afin de raisonner sur
plusieurs niveaux. Ce mode`le est notamment pertinent pour combiner les approches “micro” et
“macro” de l’argumentation. Dans un graphe emboˆıte´ type´, un sommet concept peut eˆtre lui-
meˆme de´crit par un ou plusieurs graphes, appele´s emboˆıtements. De plus, la nature des liens
qui lient le sommet a` l’un de ses emboˆıtements (description selon un certain point de vue ou
une certaine dimension, lien d’association, lien de composition me´re´ologique, . . . ) est pre´cise´e
par un type d’emboˆıtement. Tout sommet concept d’un graphe emboˆıte´ type´ posse`de ainsi une
description, e´ventuellement vide, qui est un ensemble de couples (ni, Gi), ou` ni est un type
d’emboˆıtement et Gi un graphe. Graphiquement, ces couples sont repre´sente´s par des boˆıtes a`
l’inte´rieur du sommet, e´tiquete´es par ni et contenant le graphe Gi. L’exemple de la Figure 6.10
montre un sommet concept contenant un seul type d’emboˆıtement (composition).
De´finition 92 (Graphe emboˆıte´ type´). Formellement, on de´finit re´cursivement un graphe em-
boˆıte´ type´ de la fac¸on suivante :
- Un graphe emboˆıte´ type´ G′ est obtenu a` partir d’un graphe basique G en ajoutant a` chaque
sommet concept c un troisie`me champ, de´note´ Desc(c), e´gal a` ** une description vide. Ce
graphe a une profondeur depth(G′) = 0.
- Soient G un graphe emboˆıte´ type´, et c un sommet concept de G, n1, n2, . . . , nk des types
d’emboˆıtement, et G1, . . . , Gk des graphes emboˆıte´s type´s. Le graphe obtenu en substi-
tuant l’ensemble {(n1, G1), . . . , (nk, Gk)} au troisie`me argument ** de c est un graphe em-
boˆıte´ type´ G′ avec les caracte´ristiques suivantes depth(G′) = max(1+ maxki=1 depth(Gi),
depth(G)).
Exemple 71. La figure 6.10 de´crit un graphe emboˆıte´ type´ de profondeur 1 repre´sentant l’as-
sertion : “il existe un syste`me d’argumentation bien-fonde´ tel que l’extension pre´fe´re´e, stable et
de base co¨ıncident qui est compose´ de trois arguments β, γ, δ tels que l’argument β est attaque´
par un argument γ, lui meˆme attaque´ par un argument δ.”
AF : *
composition

















Figure 6.10 – Exemple de graphe emboˆıte´ type´
La notion de projection s’e´tend naturellement aux graphes emboˆıte´s, en respectant les ni-
veaux d’emboˆıtement. On peut e´tendre la se´mantique logique Φ aux graphes emboˆıte´s, de fac¸on
a` conserver l’ade´quation et la comple´tude de la projection.
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6.2 Syste`mes d’argumentation dans un mode`le base´ sur les GC
Peu d’e´tudes ont traite´ d’argumentation dans le formalisme (d’imple´mentation au sens ou`
il permet d’imple´menter le cadre abstrait d’argumentation a` la Dung) des graphes conceptuels.
Nous les e´nume´rons ci-dessous et e´tendons cet e´tat de l’art aux outils qui permettent de repre´-
senter des ensembles d’arguments.
6.2.1 Argumentation et repre´sentation par graphes
Certains travaux se sont inte´resse´s a` l’analyse du discours argumentatif par les graphes
conceptuels.
[MI99] pre´sente un mode`le a` base de graphes conceptuels emboˆıte´s pour repre´senter les diffe´-
rents e´le´ments d’une situation discursive. Celui-ci permet de mode´liser la structure des arguments
sous la forme d’objets concepts de conversations. Le mode`le comprend la prise en compte des
objectifs discursifs qui impliquent ge´ne´ralement les destinataires du discours par l’e´licitation des
attitudes mentales. Ce mode`le n’est toutefois pas muni de me´canismes de raisonnement.
Un autre angle d’e´tude a consiste´ en la repre´sentation en graphes conceptuels des “argument
maps” (cartes d’arguments) qui sont des repre´sentations visuelles des structures de l’argumen-
tation, permettant d’examiner a` l’aide de requeˆtes les processus d’argumentation (par exemple
par des requeˆtes sur les arguments avance´s par une partie prenante). [MPC09] souligne que si
l’explicitation de cartes d’arguments est bien prise en charge, le soutien a` l’analyse, a` la com-
paraison, et a` la ge´ne´ration de cartes pertinentes pour des parties prenantes particulie`res est
encore un proble`me de recherche ouvert. Pour de´velopper de tels services, les auteurs proposent
de s’appuyer sur les graphes conceptuels et de´finissent une architecture sur une combinaison de
DebateGraph, un outil d’aide a` l’argumentation, et Cogitant, un moteur de graphes conceptuels
de´crit au travers d’un cas d’e´tude concernant des politiques publiques d’e´cologie.
Il existe e´galement des outils de repre´sentation d’arguments qui facilitent la visualisation des
arguments sous d’autres formes que les graphes conceptuels et en particulier leur structure.
Araucaria [Ara10] est un outil logiciel de cartographie d’arguments de´veloppe´ en 2001 par des
chercheurs de l’Universite´ de Dundee. Il est conc¸u pour repre´senter visuellement des arguments
au moyen de diagrammes qui peuvent eˆtre utilise´s pour l’analyse et le stockage. A partir d’un
fichier texte, l’outil aide a` ge´ne´rer des noeuds pouvant eˆtre soit constitue´s d’une pre´misse, soit
d’une conclusion, et permet notamment d’attacher un degre´ de confiance a` ceux-ci. En plus
de l’aspect recherche, le logiciel est destine´ a` certains professionnels, car il permet de re´duire
le temps ne´cessaire au traitement des donne´es. En effet, le nombre conside´rable d’arguments
devant eˆtre traite´s dans le domaine juridique a le´gitime´ son utilisation par certains magistrats
dans les tribunaux de l’Ontario, notamment, pour aider ceux-ci a` traiter a` un nombre e´leve´ de
cas relativement simples.
Carneades [Car10] est une application en cartographie d’arguments, avec une interface uti-
lisateur graphique, et une bibliothe`que de logiciels pour construire des applications supportant
certaines taˆches de l’argumentation. Carneades fournit des outils pour soutenir une varie´te´ de
taˆches d’argumentation, y compris : la cartographie et la visualisation d’arguments, leur e´valua-
tion par l’application de preuves norme´es ainsi que la construction d’ontologies d’arguments.
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Ces outils ne permettent donc pas d’e´valuer des acceptabilite´s collectives d’arguments comme
pre´sente´ dans le Chapitre 1.
Nous avons choisi, pour effectuer cela, le mode`le des graphes conceptuels car il est pour nous
a` meˆme de lier deux enjeux primordiaux en argumentation : la repre´sentation et le raisonnement.
Dans la suite de ce chapitre, nous allons donc proposer une inte´gration de plusieurs dimensions
de l’argumentation dans le mode`le des GC. Dans un premier temps nous de´finirons une structure
interne de l’argumentation. Sur cette base, nous de´finirons un type d’interaction, l’attaque sur
les actions, comme de´finie dans le Chapitre 4 et applique´e dans le Chapitre 5, nous permettant
ainsi de ge´ne´rer un graphe d’attaque basique, e´quivalent au cadre de travail a` la Dung.
Dans un deuxie`me temps, nous e´quiperons ce graphe de me´thodes de raisonnement per-
mettant de calculer les diffe´rents ensembles maximaux caracte´ristiques d’arguments, au sens
des extensions dans le syste`me de Dung. Nous proposons donc un mode`le d’imple´mentation en
mesure de capturer en partie le mode`le pre´sente´ dans le Chapitre 1.
6.2.2 De l’approche “micro” a` l’approche “macro”
Nous illustrerons nos propos au travers du cas d’e´tude introduit dans le chapitre pre´ce´dent.
Dans nos exemples, nous allons conside´rer un jeu de trois arguments pre´sente´s dans le tableau
suivant :
Exemple 72.
P. Pren. Raison Action But(s)
PNNS [BBL+08] y T80 Fibres (fb.) = 4.2 g/100g
Meuniers [BBL+08] 	 T65 Acide phytique (ac.) = 0.2 g/100g
Boulangers [RL09] y(T80) au levain Acide phytique (ac.) = 0.21 g/100g
Dans [BBL+08], il est dit que le pain T80 contient une teneur en fibres de 4.2g/100g, on peut
donc extraire un argument de cette raison soutenant le pain T80 en promouvant le taux de fibres,
qui y est conside´re´ comme tout a` fait satisfaisant (par son taux e´leve´) en rapport au pain T65.
De meˆme il y est dit que le pain T65 contient une teneur en acide phytique de 0.2g/100g,
on peut donc extraire un argument de cette raison soutenant le pain T65 en promouvant le taux
d’acide phytique, qui y est conside´re´ comme tout a` fait satisfaisant (par son taux bas) en rapport
au pain T80.
Enfin, dans [RL09], il est dit que le pain T80 au levain contient une teneur en acide phytique
de 0.21g/100g, on peut donc extraire un argument de cette raison soutenant le pain T80 au levain
en promouvant le taux d’acide phytique, qui y est aussi conside´re´ comme tout a` fait satisfaisant
(par son taux bas) en rapport au pain T80.
Rappelons que d’un point de vue nutritionnel, on souhaite augmenter le taux de fibres et
diminuer le taux d’acide phytique.
Nous de´crirons par la suite un argument suivant le triptyque d’une “Raison” soutenant une
“Action” et promouvant un ou plusieurs “Buts”.
6.2.2.1 Description du support
Pour utiliser le mode`le a` la Dung inde´pendamment d’un domaine d’application, il est indis-
pensable de faire apparaitre une partie ge´ne´rique dans le support, il s’agit de la partie abstraite
de notre mode`le a` base de graphes, permettant a` celui-ci de prendre en compte la repre´sentation
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du syste`me d’argumentation autant que le calcul de ses extensions. La partie abstraite du sup-
port de´crit donc les entite´s classiques d’un cadre de travail en argumentation. Nous introduisons
notamment en plus des relations habituelles d’attaque (R) et d’appartenance (∈), des relations
de non attaque (R/) de signature (Arg, Arg) et de non appartenance (/∈) de signature (Arg, Ens).
Le reste du support de´crivant l’ontologie du domaine d’application (ici, le pain) est pre´sente´ par










































Figure 6.11 – Support du syste`me d’argumentation a` base de graphes
tionnelles selon le type de farine utilise´e pour sa confection, il est donc naturel de voir apparaˆıtre
les concepts T65 et T80 en tant que sortes de Pain. La relation au levain est une proprie´te´ du
pain, elle apparaˆıt donc comme relation unaire avec une signature se re´fe´rant au concept Pain.
Le concept Solute´ (dont les sous-types sont fb. pour fibres et ac. pour acide phytique) forme avec
le concept Teneur la signature de la relation taux. Enfin [BBL+08] et [RL09] sont des marqueurs
individuels associe´ au type article qui est une sorte de Source.
6.2.2.2 Graphe d’attaque
Le support e´tant compose´ d’une partie abstraite correspondante aux structures classiques
des syste`mes d’argumentation a` la Dung, il est possible de de´finir un graphe d’attaque a` base
de concepts et relations comme suit :
De´finition 93. Un graphe d’attaque a` base de concepts et relations, note´ GAF est un graphe
conceptuel emboˆıte´ tel que pour une profondeur depth(GAF) = 0 :
– L’e´tiquette d’un sommet concept c est etiq(c) = (Arg, i), on dit que i est un argument,
– L’e´tiquette d’un sommet relation r est etiq(r) = (R). Ces sommets repre´sentent la relation
d’attaque.
Il s’agit a` pre´sent de de´finir la structure interne de l’argument afin de ge´ne´rer automatique-
ment les attaques qui apparaˆıtront dans le graphe d’attaque.
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6.2.2.3 Description d’un argument
Nous de´crivons ci-dessous un noeud argument c dans le formalisme des graphes emboˆıte´s
type´s :
De´finition 94. Un noeud argument c tel que etiq(c) = (Arg, i) posse`de trois types d’emboˆıte-
ments, ou` :
- Le graphe Raison(c) est appele´ “graphe raison de l’argument i”,
- Le graphe But(c) est appele´ “graphe but de l’argument i”,
- Le graphe Action(c) est appele´ “graphe action de l’argument i”.
Exemple 73. Les trois arguments de´crit dans l’Exemple 72 sont repre´sente´s dans le graphe
d’attaque de la Figure 6.12. On pourrait ajouter les parties prenantes comme exte´rieures a` l’ar-






























































Figure 6.12 – Structure d’un argument en graphe conceptuel emboˆıte´ type´
A partir de cela plusieurs interactions entre arguments sont possibles. Typiquement nous
ferons apparaˆıtre la notion d’attaque ge´ne´re´e a` partir des actions soutenus par des arguments
pro (comme de´crit dans le Chapitre 4).
Notons que la relation de pre´fe´rence peut eˆtre ge´ne´re´e par le degre´ de satisfaction, d’impor-
tance et de certitude des buts promus par ceux-ci, et qu’une troisie`me relation, l’inconsistance
(qui peut eˆtre e´galement conside´re´e comme une attaque) peut eˆtre ge´ne´re´e a` partir des raisons
des arguments. Nous n’aborderons pas, ici, la ge´ne´ration automatique de ces deux relations pour
nous concentrer sur la relation d’attaque.
Dans la suite, nous pre´sentons donc une me´thode simple pour ge´ne´rer une relation d’attaque
a` partir des actions soutenues par les arguments, permettant ainsi de ge´ne´rer un graphe d’attaque
a` base de concepts et relations, a` partir duquel nous calculerons les extensions au sens de Dung
dans le formalisme des graphes conceptuels.
6.2.2.4 Ge´ne´ration de la relation d’attaque
Nous utilisons l’ope´rateur de projection pour identifier les sche´mas d’inconsistance sur les
actions, correspondant a` la relation d’attaque Rac introduite dans l’annexe du Chapitre 1 a` par-
tir des supports d’arguments (ici a` partir des actions supporte´es comme de´crit dans le Chapitre
4). En termes logiques, on dira que α attaque β si l’action de α ne se de´duit pas de celle de β.
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En termes de graphes conceptuels, l’attaque d’un argument α sur un argument β est ge´ne´re´e
dans le cas ou` le graphe action de l’argument α ne se projette pas dans le graphe action de
l’argument β. On peut donc de´finir un algorithme simple pour construire la relation d’attaque
sur les actions a` partir d’un ensemble d’arguments.
Algorithme 1: Ge´ne´ration de GAF
Donne´es: GAF est initialise´ avec {c1, . . . , cn} t.q. etiq(ci) = (Arg, i)
de´but
pour i = 1 a` n faire
pour j = 1 a` n faire
si @ Π de Action(ci) dans Action(cj) alors ajouter a` GAF un sommet relation
r avec etiq(r) = (R) et les areˆtes (r, 1, ci) et (r, 2, cj).
Exemple 74. Les relations d’attaque ge´ne´re´es graˆce a` l’Algorithme 1 sur les trois arguments








































































Figure 6.13 – Ge´ne´ration des attaques entre arguments
Proprie´te´ 19. Pour un graphe ge´ne´re´ par l’Algorithme 1, la relation R est irre´flexive. Elle peut
ne pas eˆtre syme´trique, ni transitive.
Preuve 30.
– irre´flexive : soit G un graphe Action, G se projette dans G, donc un argument ne peut eˆtre
attaque´ par lui meˆme.
– peut ne pas eˆtre syme´trique : soient G1 et G2 deux graphes Action, avec G2 strictement plus
spe´cifique que G1, G1 se projette dans G2, G2 ne se projette pas dans G1, ainsi l’argument
contenant une action de´crite par G2 attaque l’argument contenant une action de´crite par
G1, l’inverse n’est pas vrai.
– peut ne pas eˆtre transitive : soient G1, G2 et G3 trois graphes Action, avec G3 strictement
plus spe´cifique que G1, et G2 incomparable avec G1 et G3. L’argument contenant une
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action de´crite par G1 attaque l’argument contenant une action de´crite par G2 et l’argument
contenant une action de´crite par G2 attaque l’argument contenant une action de´crite par
G3. Or, l’argument contenant une action de´crite par G1 n’attaque pas l’argument contenant
une action de´crite par G3.
Pour deux actions ou recommandations envisage´es en tant que conclusion, plusieurs compa-
raisons sont donc possibles :
– Celles-ci sont situe´es dans une relation de raffinement, par exemple les arguments recom-
mandent d’un coˆte´ un pain T80 et de l’autre un pain T80 au levain naturel. L’action
raffine´e peut eˆtre entreprise conjointement a` l’action plus globale. Il s’agit d’une attaque
en consensus.
– Celles-ci sont mutuellement exclusives, par exemple les arguments recommandent un pain
issu de farine a` taux de cendres 80 (T80) et un pain issu de farine a` taux de cendres 65
(T65). Ces actions sont clairement dissocie´es car ne peuvent eˆtre entreprises conjointement.
On peut appeler ce type d’attaque, “une attaque en dissensus”.
– Celles-ci sont e´quivalentes : elles se projettent l’une dans l’autre.
6.2.3 Calcul des extensions avec des re`gles de de´fauts
Il s’agit dans cette section de rede´finir au sein du formalisme des graphes conceptuels les
notions d’acceptabilite´ collective des arguments. Ainsi, vont eˆtre propose´es des constructions co-
he´rentes d’ensembles d’arguments qui re´pondent aux proprie´te´s des diffe´rentes extensions intro-
duites par Dung sous les se´mantiques classiques (na¨ıve, pre´fe´re´e, stable, basique). Les BG-re`gles
par de´faut seront utilise´es pour ge´ne´rer ces ensembles cohe´rents d’arguments, les re´sultats seront
donc exclusivement des ensembles maximaux comme dans certaines se´mantiques classiques de
Dung. Ainsi ne pourront eˆtre ge´ne´re´s des ensembles caracte´ristiques non-maximaux tels que des
ensembles admissibles d’arguments ou encore des extensions comple`tes.
Les extensions na¨ıves sont ge´ne´re´es de fac¸on purement de´clarative. Pour les autres, il est
ne´cessaire de de´finir une strate´gie d’application des re`gles, notre proposition sera donc seulement
“semi-de´clarative”. Par exemple, pour les extensions pre´fe´re´es, est d’abord calcule´e une relation
de non-attaque avant d’appliquer les autres re`gles. Pour les extensions stables, c’est la relation
de non-appartenance qui est calcule´e en premier. Enfin, pour l’extension de base, l’application
des re`gles est encore plus controˆle´e.
6.2.3.1 Extensions na¨ıves
Il s’agit de caracte´riser l’ensemble sans conflit maximal appele´e extension na¨ıve a` partir de
GAF. Pour cela nous nous appuierons sur deux re`gles : RN1 et RN2 .
La BG-re`gle (de de´fauts) RN1 a la se´mantique suivante : “une extension na¨ıve existe”. La BG-
re`gle de de´fauts RN2 a la se´mantique suivante : “s’il existe une extension na¨ıve et un argument
αi alors αi lui appartient sauf si αi attaque un argument appartenant a` l’extension conside´re´e
ou si un argument appartenant a` cette extension attaque αi.”
Les BG-re`gles de de´fauts RN1 et RN2 forment l’ensemble ∆N et sont de´crites dans la Fi-
gure 6.14.
Soit une base de connaissances K = (GAF,∆N , ∅), chaque extension de de´fauts de l’arbre de
de´rivation associe´ a` K correspond a` une extension na¨ıve au sens de Dung compose´e des arguments
en relation (∈) avec le sous graphe [Ext : m]→ (Ena) (ou` m est un marqueur ge´ne´rique instancie´)
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Figure 6.14 – Les re`gles de de´fauts ge´ne´rant les extensions na¨ıves
dans l’extension de de´fauts conside´re´e. Re´ciproquement, toute extension na¨ıve s’obtient ainsi a`
partir d’une extension de de´fauts.
Proprie´te´ 20. Soit E∆Ni une extension de de´fauts associe´e a` l’arbre de de´rivation d.d.t. de
K = (GAF,∆N , ∅). Soit E(E∆Ni ) = { cj | ∃ r1, r2 ∈ RE∆Ni et m ∈ I t.q. (r1, 1, cj), (r1, 2, v)
et (r2, 1, v) sont des areˆtes avec etiq(v) = (Ext,m), etiq(r1) = ∈ et etiq(r2) = Ena}. Alors
Extna = {E(E∆Ni )|E∆Ni est une extension de de´fauts de K}.
Preuve 31. Dans les preuves de ce chapitre, un argument peut eˆtre conside´re´ de manie`re e´qui-
valente dans le syste`me abstrait a` la Dung et dans le formalisme des GC. Ainsi, un argument ci
correspond dans un syste`me abstrait d’argumentation a` un argument i ∈ A et dans le formalisme
des GC a` un noeud de type Arg et de marqueur individuel i.
Si {E(E∆Ni )|E∆Ni est une extension de de´faut de K} n’est pas l’ensemble de toutes les exten-
sions na¨ıves du syste`me d’argumentation repre´sente´ par GAF, il y a deux possibilite´s :
1. Soit ∃ Ek = E(E∆Nk ) ∈ {E(E∆Ni )|E∆Ni est une extension de de´faut de K} et Ek n’est pas
une extension na¨ıve.





avec etiq(r) = R tels que (r, 1, cl) et (r, 2, cj) sont des areˆtes de GAF ou (r, 1, cj) et
(r, 2, cl) sont des areˆtes de G
AF. Ceci est impossible puisqu’il s’agit des contraintes de la re`gle
RN2 pour l’appartenance d’un argument a` une extension na¨ıve.
Soit il existe un argument cm t.q. cm /∈ Ek et cm n’attaquant pas (resp. n’e´tant pas attaque´
par) un argument pre´sent dans Ek. Dans ce cas la`, la re`gle RN2 pourrait eˆtre applique´e et donc
E∆Nk ne peut eˆtre conside´re´ comme une extension de de´fauts.
2. Montrons que toute extension na¨ıve est dans l’ensemble {E(E∆Ni )|E∆Ni est une extension
de de´fauts de K}. Conside´rons Ena = {c1, . . . , cn} une extension na¨ıve et plus particulie`rement
son premier argument c1. A partir de la racine du d.d.t., on peut appliquer la re`gle RN2 telle que
l’application de la re`gle ajoute c1 a` l’extension en cours de construction. Ainsi, il existe (N1, C1),
un noeud (fils de la racine) de l’arbre d.d.t de K, tel que N1 contient un graphe tel que (r, 1, c1),
(r, 2, v) et (t, 1, v) sont ses areˆtes avec etiq(r) = ∈, etiq(v) = (Ext,m) et etiq(t) = Ena.
On peut maintenant a` partir du noeud (N1, C1) du d.d.t. ajouter l’argument c2 de la meˆme
fac¸on. Par re´currence, il existe donc un noeud (Nn, Cn) du d.d.t. tel que Nn ∈ {E∆Ni |E∆Ni est
une extension de de´faut de K}. On est suˆr que (Nn, Cn) est une feuille du d.d.t. car si on pouvait
appliquer de nouveau des re`gles, Ena ne serait pas une extension na¨ıve. Ainsi, E(Nn) = Ena.
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6.2.3.2 Extensions pre´fe´re´es
De fac¸on a` pouvoir calculer les extensions pre´fe´re´es qui ne sont autres que des sous-ensembles
des extensions na¨ıves, de par la condition ne´cessaire du caracte`re sans-conflit, on conside`re ici
chaque E∆Ni , en tant qu’extension de de´fauts na¨ıve. On souhaite donc dans un premier temps
comple´ter le graphe fait de cette extension par une relation (R/).
Ainsi s’il existe deux areˆtes (R/, 1, ci) et (R/, 2, cj), la se´mantique dans le graphe comple´te´ sera
la suivante : “l’argument i n’attaque pas l’argument j”. On comple`te donc le graphe fait associe´
a` chaque extension E∆Ni par la BG-re`gle de de´fauts RR/ de´crite dans la Figure 6.15 et ayant la
se´mantique suivante : “s’il existe un ensemble d’arguments et un argument αi alors l’ensemble
d’arguments n’attaque pas αi sauf si un argument appartenant a` cet ensemble attaque αi.”
Il existe une seule extension de de´fauts associe´e a` un arbre de de´rivation de la base de
connaissances Ki = (E∆Ni , {RR/}, C∆Ni ). En effet, la seule relation qui peut eˆtre ajoute´e est la
relation (R/), ainsi l’application de la re`gle a` un endroit du graphe ne peut jamais bloquer cette
re`gle a` un autre endroit. On obtient bien une seule extension de de´fauts associe´e a` cet arbre de
de´rivation de Ki. On la note E
RR/
i et ses contraintes re´sultantes C
RR/
i .
La BG-re`gle de de´fauts RP1 a la se´mantique suivante : “une extension pre´fe´re´e existe”. La
BG-re`gle de de´fautsRP2 a la se´mantique suivante :“si un argument αi appartient a` une extension
na¨ıve alors αi appartient e´galement a` une extension pre´fe´re´e sauf si αi se trouve eˆtre attaque´ par
un assaillant αj , cet assaillant αj n’e´tant lui meˆme pas attaque´ par un argument de l’extension
na¨ıve.”
Les BG-re`gle de de´fauts RP1 et RP2 forment l’ensemble ∆P et sont de´crites dans la Fi-
gure 6.15.






























Figure 6.15 – Les re`gles de de´fauts ge´ne´rant les extensions pre´fe´re´es
115
Chapitre 6. Repre´sentation en Graphes Conceptuels
Soit une base de connaissances Ki = (E
RR/
i ,∆P , C
RR/
i ), chaque extension de de´fauts associe´e
a` l’arbre de de´rivation de Ki correspond a` une extension pre´fe´re´e au sens de Dung compose´e
des arguments en relation (∈) avec le sous graphe [Ext : m] → (Epr) (ou` m est un marqueur
ge´ne´rique instancie´) dans l’extension de de´fauts conside´re´e. Re´ciproquement, toute extension
pre´fe´re´e s’obtient ainsi a` partir d’une extension de de´fauts.
Proprie´te´ 21. Soit E
∆iP
k une extension de de´fauts associe´e a` l’arbre de de´rivation d.d.t. de Ki
= (E
RR/
i ,∆P , C
RR/
i ). Soit E(E
∆iP





et m ∈ I t.q. (r1, 1, cj), (r1, 2, v)














k est une extension de de´fauts de Ki} n’est pas l’ensemble de
toutes les extensions pre´fe´re´es du syste`me d’argumentation repre´sente´ par GAF, il y a deux pos-
sibilite´s :









k est une extension de de´fauts de Ki} et Ek n’est
pas une extension pre´fe´re´e. Si Ek n’est pas une extension pre´fe´re´e alors :





avec etiq(r) = R tels que
(r, 1, cl) et (r, 2, cj) soient des areˆtes de G
AF ou (r, 1, cj) et (r, 2, cl) sont des areˆtes de G
AF. Ceci
est impossible puisqu’il s’agit des contraintes de la re`gle RN2 pour l’appartenance d’un argument
a` une extension na¨ıve.





avec etiq(r1) = R
tels que (r1, 1, cj) et (r1, 2, cl) soient des areˆtes de G






= R tels que (r2, 1, cr) et (r2, 2, cj) soient des areˆtes de GAF. Ceci est impossible puisqu’il s’agit
de la contrainte de la re`gle RP2 pour l’appartenance d’un argument a` une extension pre´fe´re´e.
c) Soit il existe un argument cm t.q. cm /∈ Ek et cm n’attaquant pas (resp. n’e´tant pas attaque´
par) un argument pre´sent dans Ek et e´tant de´fendu par un argument pre´sent dans Ek. Dans
ce cas la`, la re`gle RN2, puis la re`gle RP2 pourraient eˆtre applique´es et donc E
∆jP
k ne peut eˆtre
conside´re´ comme une extension de de´fauts.
2. Montrons que toute extension pre´fe´re´e est dans l’ensemble {E(E∆iPk )|E
∆iP
k est une extension
de de´fauts de Ki}. Conside´rons Epr = {c1, . . . , cn} une extension pre´fe´re´e et plus particulie`rement
son premier argument c1. A partir de la racine du d.d.t., on peut appliquer la re`gle RP2 telle que
l’application de la re`gle ajoute c1 a` l’extension en cours de construction. Ainsi, il existe (N1, C1),
un noeud (fils de la racine) de l’arbre d.d.t de Ki, tel que N1 contient un graphe tel que (r, 1, c1),
(r, 2, v) et (t, 1, v) sont ses areˆtes avec etiq(r) = ∈, etiq(v) = (Ext,m) et etiq(t) = Epr.
On peut maintenant a` partir du noeud (N1, C1) du d.d.t. ajouter l’argument c2 de la meˆme






une extension de de´faut de Ki}. On est suˆr que (Nn, Cn) est une feuille du d.d.t. car si on
pouvait appliquer de nouveau des re`gles, Epr ne serait pas une extension pre´fe´re´e. Ainsi, E(Nn)
= Epr.
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6.2.3.3 Extensions stables
De fac¸on a` pouvoir calculer les extensions stables qui ne sont autres que des extensions
na¨ıves, de par la condition ne´cessaire du caracte`re sans-conflit maximal, on conside`re e´galement
ici chaque E∆Ni , en tant qu’extension de de´fauts na¨ıve. On souhaite donc dans un premier temps
comple´ter le graphe fait de cette extension par une relation (/∈). Ainsi s’il existe deux areˆtes
(/∈, 1, ci) et (/∈, 2, cj), la se´mantique dans le graphe comple´te´ sera la suivante : “l’argument i
n’appartient pas a` l’ensemble j”. On comple`te donc le graphe fait associe´ a` chaque extension
E∆Ni par la BG-re`gle de de´fauts R/∈ de´crite dans la Figure 6.16 et repre´sentant la se´mantique
suivante : “s’il existe un ensemble d’arguments et un argument αi alors αi n’appartient pas a`
cet ensemble sauf s’il appartient a` cet ensemble.”
Il existe une seule extension de de´fauts associe´e a` un arbre de de´rivation de la base de connais-
sances K = (E∆Ni , {R/∈}, C∆Ni ). En effet, la seule relation qui peut eˆtre ajoute´e est la relation
(/∈) qui n’appartient pas aux contraintes ne´gatives de la re`gle, ainsi l’application de la re`gle a`
un endroit du graphe ne peut jamais bloquer cette re`gle a` un autre endroit. On obtient bien une
seule extension de de´faut associe´ a` cet arbre de de´rivation. On la note E
R/∈




La BG-re`gle de de´fauts RS1 a la se´mantique suivante : “‘s’il existe une extension na¨ıve alors
celle-ci est stable sauf si elle n’attaque pas un argument ne lui appartenant pas”.





















Figure 6.16 – Les re`gles de de´fauts ge´ne´rant les extensions stables
Soit une base de connaissance K = (ER/∈i ,∆S , CR/∈i ), chaque extension de de´fauts associe´e
a` l’arbre de de´rivation de K correspond a` une extension stable au sens de Dung compose´e
des arguments en relation (∈) avec le sous graphe [Ext : m] → (Est) (ou` m est un marqueur
ge´ne´rique instancie´) dans l’extension de de´fauts conside´re´e. Re´ciproquement, toute extension
stable s’obtient ainsi a` partir d’une extension de de´fauts.
Proprie´te´ 22. Soit E
∆iS
k une extension de de´fauts associe´e a` l’arbre de de´rivation d.d.t. de Ki
= (E
R/∈
i ,∆S , C
R/∈
i ). Soit E(E
∆iS





et m ∈ I t.q. (r1, 1, cj), (r1, 2, v)







k est une extension de de´fauts de Ki}.
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k est une extension de de´fauts de Ki} n’est pas l’ensemble de
toutes les extensions stables du syste`me d’argumentation repre´sente´ par GAF, il y a deux possi-
bilite´s :









k est une extension de de´fauts de Ki} et Ek n’est
pas une extension stable. Si Ek n’est pas une extension stable alors :





avec etiq(r) = R tels que
(r, 1, cl) et (r, 2, cj) soient des areˆtes de G
AF ou (r, 1, cj) et (r, 2, cl) sont des areˆtes de G
AF. Ceci
est impossible puisqu’il s’agit des contraintes de la re`gle RN2 pour l’appartenance d’un argument
a` une extension na¨ıve.





avec etiq(r) = R tel que (r, 1, cl) et (r, 2, cj)
soient des areˆtes de GAF. Ceci est impossible puisqu’il s’agit de la contrainte de la re`gle RS1 pour
l’appartenance d’un argument a` une extension stable.
c) Soit il existe un argument cm t.q. cm /∈ Ek et cm n’attaquant pas (resp. n’e´tant pas attaque´
par) un argument pre´sent dans Ek. Dans ce cas la`, la re`gle RS2 pourrait eˆtre applique´es et donc
E
∆jS
k ne peut eˆtre conside´re´ comme une extension de de´fauts.
2. Soit ∃ Est une extension stable telle que Est /∈ {E(E∆iSk )|E
∆iS
k est une extension de de´faut
de Ki}. Comme prouve´ pre´ce´demment Est ∈ {E(E∆Nk )|E∆Nk est une extension de de´faut de
K} par son caracte`re sans-conflit maximal. De plus, le seul de´clenchement de la re`gle RS2 est
possible duˆ a` la non violation de ses contraintes puisque les arguments de Est attaquent tout
autre argument n’appartenant pas a` l’extension, ainsi, Est ∈ {E(E∆iSk )|E
∆iS
k est une extension de
de´faut de Ki}.
6.2.3.4 Extension de base
Contrairement aux extensions pre´ce´dentes, le calcul de l’extension de base ne´cessite un me´-
canisme supple´mentaire, qui sort du cadre de´claratif ou “semi-de´claratif” (priorite´ entre des
paquets de re`gles). Pour s’en convaincre, essayons la mode´lisation suivante avec les trois re`gles
de´taille´es dans la Figure 6.17 et de´crites par la suite :
La BG-re`gle RB a la se´mantique suivante : “une extension de base existe”.
La BG-re`gle de de´fauts ∆B1 a la se´mantique suivante : “s’il existe un argument et une
extension de base alors il appartient a` cette extension sauf s’il existe un argument qui l’attaque.”
La BG-re`gle de de´fauts ∆B2 a la se´mantique suivante :“s’il existe un argument qui est de´fendu
par un argument appartenant a` une extension de base alors il appartient a` cette extension de
base sauf si un argument qui appartient a` cette extension l’attaque ou s’il attaque un argument
qui appartient a` cette extension.”
Nous proposerions d’appliquer dans un premier temps l’ensemble de re`gles {RB,∆B1} a`
notre graphe GAF (munissant notre base de connaissances d’un ensemble vide de contraintes),
puis d’appliquer a` l’extension obtenue la re`gle ∆B2 .
Cette me´thode ne fonctionne pas, car la re`gle ∆B2 n’assure pas qu’un argument “rentrant”
dans l’extension de base soit de´fendu contre chacun de ses assaillants, (elle assure juste qu’il soit
de´fendu contre un seul).
En fait, il faudrait :
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Figure 6.17 – Re`gles RB, ∆B1 et ∆B1
– Appliquer a` GAF l’ensemble de re`gles {RB,∆B1}, puis appliquer a` l’extension obtenue la
re`gle RR/ de´crite dans la Figure 6.15 et qui informe de la non-attaque d’un argument par
un ensemble.
– Puis il faudrait appliquer une seule fois la re`gle ∆B3 de se´mantique suivante : “un argu-
ment appartient a` l’extension de base sauf s’il attaque (resp. est attaque´ par) un argument
de l’extension et sauf s’il est attaque´ par un argument qui n’est pas attaque´ par l’exten-
sion.”
– Apre`s une application de la re`gle ∆B3 , (donc a` chaque entre´e d’un nouvel argument dans
l’extension), il faudrait re´appliquer la re`gle RR/ au fait obtenu.
– Puis re´appliquer une seule fois la re`gle ∆B3 , et ainsi de suite jusqu’a` ne plus pouvoir
ajouter d’arguments dans l’extension.
Ainsi, on s’assure de savoir, avant l’application de ∆B3 , quels arguments l’extension en construc-
tion n’attaque pas. Ceci sugge`re un me´canisme de de´clenchement alterne´ de re`gles qui sort du
cadre “semi-de´claratif” envisage´ jusqu’ici.
Dans ce chapitre, nous avons pre´sente´ un cadre a` base de graphes conceptuels pour capturer
certaines situations de´cisionnelles a` base d’arguments. Il capture de ce fait certains aspects
classiquement envisage´s dans les courants “micro” et “macro” de l’argumentation. Il permet ainsi
d’une part d’organiser et de visualiser les arguments et les graphes d’attaques, et d’autre part
de de´finir de fac¸on de´clarative la notion d’attaque sur des actions (potentiellement spe´cialise´es)
soutenues par des arguments pro.
L’apport majeur de ce chapitre re´side dans le calcul de´claratif voire semi-de´claratif de cer-
taines extensions. En effet, la me´thode propose´e n’est pas totalement de´clarative, puisque l’on
est parfois amene´ a` de´finir des “paquets” de re`gles avec lesquels on sature successivement des
faits. Pour l’extension de base, ce controˆle concerne meˆme le nombre d’applications d’une re`gle.
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Si l’aspect efficacite´ des algorithmes pour le me´canisme des re`gles de de´fauts sort du cadre
de cette the`se et pourrait constituer un frein a` leur imple´mentation, certains autres aspects des
graphes conceptuels pourraient eˆtre en outre pertinents pour capturer d’autres notions e´tudie´es
en argumentation. Par exemple, il serait envisageable de capturer d’autres types d’inconsistances
sur les raisons cette fois-ci (sachant que l’inconsistance d’une base de connaissances est typique-
ment ge´re´e par les contraintes ne´gatives dans le mode`le des graphes conceptuels). On pourrait
aussi envisager de repre´senter plus finement la notion de pre´fe´rences contextuelles.
En paralle`le des travaux issus dans ce chapitre, nous avons re´alise´ deux publications [BCNT08,
TBCN10], sur la repre´sentation et le requeˆtage concernant la qualite´ d’un aliment et son e´vo-




Cette conclusion resitue les contributions et les apports des travaux de recherche de´taille´s
dans ce manuscrit et dessine les perspectives en termes the´oriques et applique´s.
1 Re´sume´ des recherches
Apre`s une synthe`se du syste`me d’argumentation abstrait fondateur de Dung et de diverses
extensions propose´es dans la litte´rature, ayant comme de´nominateur commun la repre´sentation
de la pre´fe´rence de manie`re directe ou indirecte entre arguments, nous avons mene´ une com-
paraison aussi bien syntaxique que se´mantique de ces extensions. Pour cela, nous avons de´fini
pre´alablement la notion d’e´quivalence entre syste`mes d’argumentation, qui s’appuie sur l’accep-
tabilite´ collective des arguments d’un syste`me, et qui n’avait pas e´te´ envisage´e jusqu’alors.
Au vu de cette e´tude comparative, nous avons propose´ d’inte´grer ces extensions dans un cadre
de travail unifie´ en argumentation. Ce syste`me a souleve´ une interrogation majeure concernant le
calcul de l’acceptabilite´ globale lorsque plusieurs syste`mes d’argumentation (dans ce cas contex-
tuels) sont conside´re´s. Pour re´pondre a` cela, nous avons e´tudie´ le respect de la consistance
des extensions d’un syste`me en nous appuyant sur le comportement des relations d’attaque
dans un syste`me. Nous avons ainsi pu de´terminer les conditions ne´cessaires au respect de cette
consistance, en envisageant notamment de nouveaux types de relations d’attaque, dont un par-
ticulie`rement prompt a` repre´senter le comportement des arguments pratiques dans un syste`me
de´cisionnel argumente´.
Nous avons ainsi propose´ une extension aux syste`mes de de´cision a` base d’arguments, per-
mettant d’y inscrire deux notions : d’une part, la contextualisation des pre´fe´rences et d’autre
part, la spe´cialisation d’actions soutenues. Ce mode`le e´tendu permettant la recommandation
d’action(s) a pu eˆtre e´prouve´ au travers d’un cas d’e´tude en arbitrage argumente´ applique´ a` une
politique de sante´ publique visant a` changer la composition nutritionnelle de certains produits
ce´re´aliers tels que le pain.
Ceci a permis de montrer que l’action de pre´vention globale n’est pas la plus pertinente
lorsque l’ensemble des citoyens auxquels on s’adresse a un profil segmente´, car un produit, si
be´ne´fique soit-il pour un type de consommateurs, peut ne pas correspondre aux besoins d’autres
segments de consommateurs.
Enfin, nous avons propose´ de repre´senter une partie de notre syste`me d’arbitrage argumente´
dans une extension du formalisme des graphes conceptuels. Nous avons montre´ que ce type de
mode`le est pertinent pour traiter de tels syste`me, car tout en garantissant un apport re´pre´sen-
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tationnel, il est a` meˆme de capturer une partie du raisonnement des syste`mes d’argumentation
abstraits traitant d’acceptabilite´ collective.
2 Perspectives
Si ces travaux ont comme point commun de s’inte´resser a` plusieurs aspects de l’argumenta-
tion en termes de comparaison, de fusion, de consistance, de repre´sentation et d’application, de
nombreux points restent a` approfondir pour comple´ter notre de´marche.
En argumentation, l’e´tude de la fusion peut eˆtre e´galement enrichie par la prise en compte
d’autres e´le´ments de connaissance tels que les ontologies. La repre´sentation de l’argument en
tant qu’e´le´ment de syntaxe porteur de se´mantique pourrait eˆtre envisage´e plus finement dans
un mode`le de repre´sentation de connaissances tel que les graphes conceptuels, par la prise en
compte des vocabulaires (supports) de chaque agent.
En de´cision, notre approche argumente´e serait a` comparer a` l’approche [AV09a] re´cemment
de´veloppe´e. Cette approche s’appuie elle aussi sur les actions soutenues par les arguments pour
de´finir la relation d’attaque. Notre approche pourra e´galement eˆtre compare´e avec les approches
qualitatives et non argumentatives qui existent en de´cision dans la litte´rature. Un point particu-
lie`rement important serait de de´terminer si une mode´lisation des re`gles d’agre´gation qui y sont
de´veloppe´es serait envisageable avec notre syste`me de de´cision.
Une limite existante est le fosse´ inde´niable entre les approches multi-crite`res nume´riques
classiques et les approches qualitatives s’appuyant sur la connaissance. En multi-crite`res, un
proble`me re´current pour le de´cideur est de mesurer l’importance d’un crite`re en fonction du
gain qu’il procure (e.g. significativite´ d’une diffe´rence entre deux teneurs en nutriments). Les
approches argumentatives pourraient permettre d’e´tablir le pont entre connaissances expertes
et variables du de´cideur.
Enfin, dans l’objectif d’un outil d’aide a` la de´cision, l’e´tape de validation des travaux de ce
manuscrit sera effective a` la lumie`re de l’imple´mentation d’un de´monstrateur.
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Dans les premiers travaux concernant la formalisation de la notion d’argument, citons Toul-
min [Tou69] lequel de´finit l’argument en distinguant et en articulant les diffe´rents e´le´ments du
raisonnement (donne´es, raison, fondement, implication, restriction et conclusion).
Nous allons pre´senter ici une approche a` mi-chemin entre l’instanciation de l’argument, la
ge´ne´ration de la relation d’attaque et leurs re´percutions dans le syste`me abstrait de Dung. Am-
goud et Besnard [AB09] se munissent pour cela de la logique abstraite de Tarski pour construire
des arguments, capturant ensuite des conflits entre arguments graˆce a` des relations d’attaque
bien connues de la litte´rature, afin de de´finir des proprie´te´s essentielles pour celles-ci, aidant
ainsi a` choisir la relation d’attaque qui convient le mieux aux syste`mes d’argumentation.
A.1 Structure de l’argument
Tarski [Tar56] de´finit la logique abstraite comme une paire (L, CN), dans laquelle les e´le´ments
de L sont des formules bien forme´es, et CN est un ope´rateur de conse´quence. CN est donc une
fonction de 2L dans 2Lqui satisfait les axiomes suivants :
1. H ⊆ CN(H) (Expansion)




4. CN({h}) = L pour certains h ∈ L (Absurdite´)
5. CN(∅) 6= L (Cohe´rence)
Notation : G ⊆f H signifie que G est un sous-ensemble fini de H.
Intuitivement, CN(H) retourne l’ensemble des formules qui sont des conse´quences logiques
de H en accord avec la logique en question. Ainsi la plupart des logiques monotones existantes
(logique classique, intuitionniste, modale, etc.) peuvent eˆtre vues comme des cas particuliers de
la logique abstraite de Tarski. Une fois la paire (L, CN) de´finie, il peut eˆtre de´fini la notion de
consistance comme suit :
De´finition 95 (Consistance [AB09]). Soit H ⊆ L. H est consistant au regard de (L, CN) ssi
CN(H) 6= L. Sinon H est inconsistant.
Dans le cadre des proble`mes concernant le traitement de l’inconsistance dans des bases
de connaissances, ont e´te´ de´veloppe´s des syste`mes d’argumentation utilisant la de´finition de
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l’argument. Ces syste`mes sont construits autour d’un langage propositionnel. Dans la litte´rature,
[SL92] et [EGKF93] y distinguent deux types de connaissances d’une base Σ : les connaissances
suˆres formant un ensembleK qui repre´sente le noyau de connaissances et les croyances regroupe´es
dans un ensemble E. De ce fait, une base de connaissances est une paire Σ = (K,E). En plus de
cela, [SL92] partage l’ensemble des connaissances suˆres K en deux sous-ensembles : l’ensemble
F contenant les faits suˆrs et l’ensemble R contenant les re`gles suˆres (K = F ∪R).
Exemple 75. Soient les formules propositionnelles suivantes issues de L : TS = “La Terre
est sphe´rique”, SL = “Le Soleil est loin de la Terre”, OB = “Au meˆme moment le Soleil peut se
refle´ter au fond d’un puits a` Sienne et ne pas tomber verticalement sur un obe´lisque d’Alexandrie”
et DT = “Le diame`tre de la Terre est calculable”. On peut construire Σ = (F ∪R,E) la base de
connaissances telle que :
– F = {OB},
– E = {TS , SL},
– R = {OB ∧ TS ∧ SL → DT }.
Commme nous l’avons e´voque´ ci-dessus, l’argument se caracte´rise par une raison qui permet
de justifier et a` fortiori de croire en une proposition. Ainsi dans la litte´rature autour des syste`mes
d’argumentation, trois formes de base de la notion d’argument ont e´te´ distingue´es : l’arbre
d’infe´rence, la se´quence d’infe´rence comme de´duction et enfin le couple (Pre´misses, Conclusion).
Nous pre´senterons ici les e´le´ments autour de cette dernie`re approche, particulie`rement de´veloppe´e
dans [EGKF93].
De´finition 96 (De´finition d’un argument [EGKF93]). Un argument α dans le contexte K est
une paire (H,h) ou` h est une formule de L et H est une sous-base de E qui satisfait les conditions
suivantes :
i) K ∪H est consistant,
ii) h ∈ CN(K ∪H), et
ii) H est minimal (il n’existe pas de sous-ensemble de H qui satisfasse i) et ii).
H est appele´ support de l’argument et h sa conclusion.
Notations : Supp(α) et Conc(α) renvoient respectivement au support H et a` la conclusion
h de l’argument α = (H,h). Pour S ⊆ Σ, A(S) repre´sente l’ensemble des arguments qui peuvent
eˆtre construits depuis S au vu de la De´finition 96.
Exemple 76 (Exemple 75 suite). Soit la base de connaissances Σ = ({OB}∪ {OB ∧TS ∧SL →
DT }, {TS , SL}), l’argument β peut se de´crire de la manie`re suivante : β = ({TS , SL}, DT ). On
remarque que cet argument respecte bien les trois conditions d’existence. Dans la pratique on ne
conside`re souvent aucun fait et aucune re`gle comme suˆrs K = {∅}, ce qui permet d’inte´grer dans
l’argument (pre´cise´ment dans son support) la totalite´ des infe´rences conduisant a` la conclusion,
en pratique on e´crira donc plutoˆt β = ({TS , SL, OB, OB ∧ TS ∧ SL → DT }, DT ).
Il peut eˆtre e´galement de´fini la notion de sous-argument, lequel reste tout de meˆme un
argument a` part entie`re (respectant les conditions de consistance, d’implication de la conclusion
et de minimalite´ du support).
De´finition 97 (De´finition d’un sous-argument). Soient deux arguments (H1, h1) et (H2, h2),
(H1, h1) est un sous-argument de (H2, h2) ssi H1 ⊆ H2.
Exemple 77 (Exemple 76 suite). L’argument α = ({TS}, TS) est un sous-argument de β.
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A.2 Ge´ne´rer une relation d’attaque
L’attaque est une composante incontournable des syste`mes d’argumentation, elle caracte´rise
les diffe´rents conflits pouvant exister entre arguments. Plusieurs relations d’attaque ont e´te´
de´finies dans la litte´rature. Nous pre´sentons, ici, les plus connues et les plus importantes d’entre
elles : la re´futation, la contrarie´te´, la forte re´futation et la tre`s forte re´futation. Notre contribution
consistera en l’introduction de trois relations la forte contrarie´te´, la forte contrarie´te´ inverse´e et
l’attaque consensuelle, nous permettant d’aboutir a` des syste`mes ve´rifiant certaines proprie´te´s
souhaitables de la relation d’attaque introduites par [AB09] et de´taille´es dans la suite de cette
annexe. La relation d’attaque consensuelle est re´utilise´e dans le manuscrit (Chapitres 4 a` 6).
A.2.1 La re´futation
La re´futation consiste a` nier la conclusion soutenue par un argument en pre´sentant un autre
argument soutenant une conclusion contraire.
Support de α : La terre est sphe´rique.
Conclusion de α : La terre est sphe´rique.
Support de γ : 1) Rien ne peut eˆtre suspendu de bas en haut sur une sphe`re.
2) Si rien ne peut eˆtre suspendu de bas en haut sur une sphe`re,
alors nous ne sommes pas sur une sphe`re.
Conclusion de γ : La terre n’est pas sphe´rique.
Les deux arguments supportent bien des conclusions contradictoires “La terre est sphe´rique” et
“La terre n’est pas sphe´rique”. On dit alors que l’argument α re´fute l’argument γ et l’argument
γ re´fute l’argument α. Cette relation est donc syme´trique et les deux arguments α et γ ont
les meˆmes attaquants (re´futants). Un grand nombre de syste`mes d’argumentation issus de la
litte´rature [Pol92, SL92, EGKF93, PS97] utilisent cette relation d’attaque, fluctuant selon la
de´finition formelle de l’argument. Ici, nous introduisons la de´finition formelle pre´sente dans
[EGKF93].
De´finition 98 (Re´futation [EGKF93]). Soient (Hi, hi), (Hj , hj) deux arguments construits a`
partir d’une base de connaissances Σ. (Hi, hi) re´fute (Hj , hj) ssi hi ≡ 16 ¬ hj. C’est a` dire qu’un
argument est re´fute´ si et seulement s’il existe un argument pour la ne´gation de sa conclusion.
On note ((Hi, hi), (Hj , hj)) ∈ Rr.
Exemple 78 (Exemple 76 suite). Soit la base de connaissances Σ = ({∅}, {OB, O′B, TS , SL, OB∧
TS ∧ SL → DT O′B → ¬TS}), avec O′B = “Rien ne peut eˆtre suspendu de bas en haut sur une
sphe`re”, les arguments α, β et γ peuvent s’e´crire de la fac¸on suivante :
– α = ({TS}, TS),
– β = ({TS , SL, OB, OB ∧ TS ∧ SL → DT }, DT ),
– γ = ({O′B, O′B → ¬TS},¬TS).
Soit le syste`me d’argumentation AF = 〈{α, β, γ},Rr〉. Le graphe d’attaque est repre´sente´ par la
Figure A.1.
16. ≡ de´note l’e´quivalence logique
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Figure A.1 – Le graphe oriente´ AF par la re´futation
Si la re´futation est une attaque efficace pour te´moigner de l’inconsistance d’un ensemble
forme´ des conclusions de deux arguments, certaines inconsistances, notamment celles pre´sentes
dans les ensembles forme´s d’e´le´ments issus du support d’un argument (e.g. β affirme que la terre
est sphe´rique) et de la conclusion d’un autre (e.g. γ conclut que la terre n’est pas sphe´rique) ne
sont pas prises en charge par la re´futation.
A.2.2 La contrarie´te´
La deuxie`me fac¸on d’attaquer un argument consiste a` nier un e´le´ment du support de l’argu-
ment. En cela l’attaque n’affecte pas directement la conclusion de l’argument. Autrement dit,
un argument contrarie´ n’est pas force´ment re´fute´.
Support de δ : 1) Rien ne peut eˆtre suspendu de bas en haut sur une sphe`re
2) Si rien ne peut eˆtre suspendu de bas en haut sur une sphe`re
alors nous ne sommes pas sur une sphe`re
Conclusion de δ : La terre n’est pas sphe´rique
Support de γ : 1) La terre est sphe´rique
2) Si rien ne peut eˆtre suspendu de bas en haut sur une sphe`re
alors nous ne sommes pas sur une sphe`re
Conclusion de γ : Quelque chose peut eˆtre suspendu de bas en haut
Les deux arguments, respectivement γ et δ, supportent bien des conclusions “La terre n’est pas
sphe´rique” et “Quelque chose peut eˆtre suspendu de bas en haut” qui contredisent un e´le´ment
du support de l’autre argument “La terre est sphe´rique” et “Rien ne peut eˆtre suspendu de bas
en haut sur une sphe`re”. On dit alors que l’argument γ contrarie l’argument δ et l’argument δ
contrarie l’argument γ. Cette relation n’est pas pour autant syme´trique. Par exemple, l’argument
δ contrarie l’argument α mais l’argument α ne contrarie pas l’argument δ. Dans [EGKF93], la
contrarie´te´ consiste donc a` re´futer un e´le´ment du support de l’argument.
De´finition 99 (Contrarie´te´ [EGKF93]). Soient (Hi, hi), (Hj , hj) deux arguments construits a`
partir d’une base de connaissances Σ. (Hi, hi) contrarie (Hj , hj) ssi ∃ hk ∈ Hj tel que hk ≡
¬ hi. C’est a` dire qu’un argument est contrarie´ si et seulement s’il existe un argument pour la
ne´gation d’un e´le´ment de son support. On note ((Hi, hi), (Hj , hj)) ∈ Rc.
Exemple 79 (Exemple 78 suite). Soit la base de connaissances Σ = ({∅}, {OB, O′B, TS , SL, OB∧
TS ∧ SL → DT O′B → ¬TS}), les arguments α, β, γ et δ peuvent s’e´crire de la fac¸on suivante :
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– α = ({TS}, TS),
– β = ({TS , SL, OB, OB ∧ TS ∧ SL → DT }, DT ),
– γ = ({O′B, O′B → ¬TS},¬TS),
– δ = ({TS , O′B → ¬TS},¬O′B),






Figure A.2 – Le graphe oriente´ AF par la contrarie´te´
Si dans l’exemple pre´ce´dent la contrarie´te´ te´moigne de tous les conflits entre arguments,
de´taillons de nouveaux arguments qui nous permettent d’affirmer que la contrarie´te´ ne te´moigne
pas de tous les types d’inconsistance. Un contre-exemple peut eˆtre celui concernant la non prise
en charge par la contrarie´te´ de l’inconsistance des ensembles forme´s d’e´le´ments issus du support
d’un argument et de la conclusion d’un autre.
Support de κ : Si un bateau vient de l’horizon, le maˆt se voit avant la proue
ou a` l’inverse, s’il s’e´loigne, le maˆt disparaˆıt en dernier.
alors la terre est courbe´e.
Conclusion de κ : Si un bateau vient de l’horizon, le maˆt se voit avant la proue
ou a` l’inverse, s’il s’e´loigne, le maˆt disparaˆıt en dernier.
alors la terre est courbe´e.
Support de η : 1) Si un bateau vient de l’horizon, le maˆt se voit avant la proue
ou a` l’inverse, s’il s’e´loigne, le maˆt disparaˆıt en dernier.
2) La terre n’est pas courbe´e.
Conclusion de η : La terre est pentue.
Support de ι : Si le soleil vient de l’horizon, son sommet se voit avant le reste
ou a` l’inverse, s’il s’e´loigne, il disparaˆıt en dernier.
Conclusion de ι : Le soleil tourne autour de la terre.
Si l’argument ι ne contrarie et n’est contrarie´ par aucun argument de ce syste`me, la conclusion
de l’argument κ n’est pas en mesure de former un ensemble inconsistant avec un seul e´le´ment
du support de l’argument η, comme de´crit dans l’Exemple 80.
Exemple 80 (Exemple 79 suite). Soit la base de connaissances Σ = ({∅}, {O′′B, O′′′B , TC , TP , TS}),
avec O′′B = “Si un bateau vient de l’horizon, le maˆt se voit avant la proue”, O
′′′
B = “Si le soleil
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vient de l’horizon, son sommet supe´rieur se voit avant le reste”, TC = “La terre est courbe´e”,
TP = “La terre est pentue” et ST = “Le soleil tourne autour de la terre”, les arguments κ, η et
ι peuvent s’e´crire de la fac¸on suivante :
– κ ({O′′B → TC}, O′′B → TC),
– η = ({O′′B,¬TC , O′′B ∧ ¬TC → TP }, TP ),
– ι = ({O′′′B , O′′′B → ST }, ST ),




Figure A.3 – Le graphe oriente´ AF par la contrarie´te´
A.2.3 La forte re´futation
Une fac¸on de ge´ne´raliser la contrarie´te´ peut eˆtre de se concentrer sur les sous-arguments. En
effet pour contrarier, un argument doit eˆtre en mesure d’avancer une conclusion formant avec
l’e´le´ment du support d’un autre argument, un ensemble inconsistant. Lorsque l’ensemble incon-
sistant est celui forme´ par sa conclusion et par la conjonction de plusieurs e´le´ments du support
de l’autre argument, l’inconsistance n’est pas prise en charge par la relation de contrarie´te´. Il a
donc fallu raffiner la notion de re´futation, de manie`re a` ce qu’une attaque soit ge´ne´re´e lorsqu’un
argument est en mesure de re´futer un sous-argument. Cette relation appele´e la forte re´futation
est de´finie dans [Cay95].
De´finition 100 (Forte re´futation [Cay95]). Soient (Hi, hi), (Hj , hj) deux arguments construits
a` partir d’une base de connaissances Σ. (Hi, hi) re´fute fortement (Hj , hj) ssi ∃ (Hl, hl) un sous-
argument de (Hj , hj) tel que (Hi, hi) re´fute (Hl, hl). C’est a` dire qu’un argument est fortement
re´fute´ si et seulement s’il existe un argument pour la ne´gation de la conclusion d’un de ses
sous-arguments. On note ((Hi, hi), (Hj , hj)) ∈ Rfr.
Exemple 81 (Exemple 80 suite). Soit le syste`me d’argumentation AF = 〈{κ, η, ι},Rfr〉. Le
graphe d’attaque est repre´sente´ par la Figure A.4.
η
κι
Figure A.4 – Le graphe oriente´ AF par la forte re´futation
Proprie´te´ 23.
– Si (H1, h1) re´fute (H2, h2) alors (H1, h1) re´fute fortement (H2, h2).
– Si (H1, h1) contrarie un argument alors (H1, h1) est re´fute´.
– Si (H1, h1) contrarie (H2, h2) alors (H1, h1) re´fute fortement (H2, h2).
On remarque qu’a` l’instar de la contrarie´te´ et a` l’inverse de la re´futation, la forte re´futation
n’est pas syme´trique.
128
A.2. Ge´ne´rer une relation d’attaque
Lorsque l’ensemble forme´ par des e´le´ments issus des supports de deux arguments sont in-
consistants sans que l’ensemble forme´ par leurs conclusions ne le soit, la forte contrarie´te´ ne
te´moigne pas de l’inconsistance. De´taillons un nouvel argument qui nous permet d’affirmer ce
propos.
Support de λ Si un bateau vient de l’horizon, le maˆt se voit avant la proue
ou a` l’inverse, s’il s’e´loigne, le maˆt disparaˆıt en dernier.
alors la terre est courbe´e et
si le soleil tourne autour de la terre.
Conclusion de λ : Le tour du monde est envisageable.
Exemple 82 (Exemple 80 suite). Soit la base de connaissances Σ = ({∅}, {O′′B, O′′′B , TC , TP , TS,
ST , TM}), avec TM = “Le tour du monde est envisageable”.
– λ = ({O′′B → TC , ST , (TS ∧ (O′′B → TC))→ TM}, TM ),





Figure A.5 – Le graphe oriente´ AF par la forte re´futation
L’argument λ n’est pas en mesure de re´futer un quelconque sous-argument, aucun argument
n’est en mesure de re´futer un sous-argument de λ. Ainsi la forte re´futation ne peut te´moigner
de l’inconsistance de l’ensemble forme´ par les e´le´ments des supports de λ et η.
A.2.4 La forte contrarie´te´
Il s’agit donc de ge´ne´rer une attaque en se basant sur la contrarie´te´ entre un sous-argument
et un argument. Nous proposons pour cela la relation de forte contrarie´te´.
De´finition 101 (Forte contrarie´te´). Soient (Hi, hi), (Hj , hj) deux arguments construits a` par-
tir d’une base de connaissances Σ. (Hi, hi) contrarie fortement(Hj , hj) ssi ∃ (Hl, hl) un sous-
argument de (Hi, hi) tel que (Hl, hl) contrarie (Hj , hj). C’est a` dire qu’un argument est fortement
contrarie´ si et seulement s’il existe un sous-argument pour la ne´gation d’un e´le´ment de son sup-
port. On note ((Hi, hi), (Hj , hj)) ∈ Rfc.
Lorsque tous les conflits minimaux engage´s dans la base de connaissances sont au plus bi-
naires, c’est a` dire que les ensembles inconsistants minimaux forme´s par les e´le´ments issus des
supports de deux arguments ont une cardinalite´ de deux, la relation de forte contrarie´te´ est
syme´trique.
Lorsque les conflits minimaux engage´s y sont au plus ternaires comme dans l’exemple illustre´
ci-dessous, la forte contrarie´te´ se re´ve`le eˆtre une relation d’attaque entre arguments te´moignant
de toutes les inconsistances au sein des ensembles compose´s d’e´le´ments issus de supports d’ar-
guments.
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Exemple 83 (Exemple 82 suite). Soit le syste`me d’argumentation AF = 〈{κ, η, ι, λ},Rfc〉. Le




Figure A.6 – Le graphe oriente´ AF par la forte contrarie´te´
Il se peut donc qu’on veuille qu’une telle relation capturant un conflit entre deux arguments
(ou plutoˆt entre un argument et un sous-argument) ne soit pas ne´cessairement en faveur du
sous-argument contrariant (par le sens donne´ a` l’attaque). Ainsi, dans l’Exemple 83, pourquoi
cela devrait eˆtre ne´cessairement l’argument η qui attaque λ et non pas l’inverse ? Nous proposons
d’introduire une relation de forte contrarie´te´ qui capture le fait qu’un e´le´ment du support d’un
argument forme un ensemble inconsistant avec la conclusion d’un sous-argument. Nous proposons
de dire alors que l’argument forme´ par le sous-argument est fortement contrarie´e de manie`re
inverse´e.
De´finition 102 (Forte contrarie´te´ inverse´e). Soient (Hi, hi), (Hj , hj) deux arguments construits
a` partir d’une base de connaissances Σ. (Hi, hi) contrarie fortement de manie`re inverse´e (Hj , hj)
ssi ∃ (Hk, hk) un sous-argument de (Hj , hj) tel que ∃ h ∈ Hi tel que h ≡ ¬ hk. C’est a` dire qu’un
argument est fortement contrarie´ de manie`re inverse´e si et seulement s’il existe un e´le´ment du
support d’un argument pour la ne´gation de la conclusion d’un de ses sous-arguments. On note
((Hi, hi), (Hj , hj)) ∈ Rfc−1.
Exemple 84 (Exemple 82 suite). Soit le syste`me d’argumentation AF = 〈{κ, η, ι, λ},Rfc−1〉. Le




Figure A.7 – Le graphe oriente´ AF par la forte contrarie´te´ inverse´e
A.2.5 La tre`s forte re´futation
Une fac¸on de capturer l’ensemble des conflits entre arguments par une relation d’attaque,
en ne privile´giant pas par le sens de l’attaque un argument sur un autre est de construire une
relation d’attaque syme´trique qui tient compte de tout conflit susceptible d’apparaˆıtre a` partir
des supports des arguments (comprenant donc la conclusion). Cette relation appele´e la forte
re´futation est pre´sente´e dans [AB10].
De´finition 103 (Tre`s forte re´futation [AB10]). Soient (Hi, hi), (Hj , hj) deux arguments construits
a` partir d’une base de connaissances Σ. (Hi, hi) re´fute tre`s fortement (Hj , hj) ssi ∃ x ∈ CN(Hi) et
y ∈ CN(Hj) tel que {x, y} est inconsistant. C’est a` dire qu’un argument est tre`s fortement re´fute´
si et seulement s’il existe une formule de´rive´e de son support formant un ensemble inconsistant
avec une formule de´rive´e du support d’un autre argument. On note ((Hi, hi), (Hj , hj)) ∈ Rtfr.
Exemple 85 (Exemple 82 suite). Soit le syste`me d’argumentation AF = 〈{κ, η, ι, λ},Rfr〉. Le
graphe d’attaque est repre´sente´ par la Figure A.8.
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Figure A.8 – Le graphe oriente´ AF par la tre`s forte re´futation
A.3 Quelques proprie´te´s pour bien choisir cette relation
L’e´nume´ration pre´ce´dente des principales relations d’attaque disponibles dans la litte´rature
et propose´es dans cette annexe incite le mode´lisateur a` se poser les bonnes questions pour retenir
telle ou telle relation d’attaque. C’est l’objet de l’e´tude re´alise´e dans [AB09]. Dans ce travail, la
base de connaissances contient des formules d’un langage L, et les arguments sont construits a`
partir d’un ope´rateur de conse´quence CN ve´rifiant les axiomes de Tarski.
A.3.1 Notion de conflits
Il paraˆıt pertinent que la notion de conflit minimal soit au coeur de cette de´marche de choix.
De´finition 104 (Conflit minimal [AB09]). Soit Σ une base de connaissances, et C ⊆ Σ. L’en-
semble C est un conflit minimal ssi :
– C est inconsistant,
– ∀ x ∈ C, C \ {x} est consistant.
CΣ correspond a` l’ensemble de tous les conflits minimaux de Σ.
Un syste`me d’argumentation doit donc eˆtre en mesure de par sa relation d’attaque R de
capturer des conflits minimaux.
De´finition 105 (Capture de conflits [AB09]). Soit C ∈ CΣ. Un couple (αi, αj) dans R capture
C si C ⊆ Supp(αi) ∪ Supp(αj).
Une fois les captures de ces conflits minimaux re´alise´es, [AB09] caracte´risent des types de
relation d’attaque correspondant a` l’ensemble des captures.
A.3.2 Proprie´te´s primitives d’une relation d’attaque
Une relation d’attaque R doit donc de´tenir certaines proprie´te´s “primitives”, l’assurant de
capturer une partie des conflits minimaux apparaissant dans la base de connaissances Σ conside´-
re´e. Une premie`re fac¸on de s’assurer que la relation d’attaque capture bien des conflits minimaux
est de confe´rer le caracte`re ne´cessaire de leur pre´sence dans l’union des supports de deux argu-
ments s’attaquant. Cette notion a e´te´ envisage´e sous le nom de de´pendance.
De´finition 106 (De´pendance aux conflits [AB09]). Une relation d’attaque est de´pendante au
conflit ssi ∀ αi, αj ∈ A(Σ), (αi, αj) ∈ R implique qu’il existe un conflit minimal C ⊆ Supp(αi)
∪ Supp(αj).
Exemple 86. La re´futation tout comme la contrarie´te´ sont des relations d’attaque de´pendantes
aux conflits.
La de´pendance aux conflits assure donc qu’aucun conflit ne sera invente´. Cependant, une
telle relation peut ne pas capturer certains conflits pre´sents dans l’union des supports de deux
arguments. Il est donc ne´cessaire d’assurer un caracte`re exhaustif pour cette capture. Cette
notion a e´te´ envisage´e sous le nom de sensibilite´.
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De´finition 107 (Sensibilite´ aux conflits [AB09]). Une relation d’attaque est sensible au conflit
ssi ∀ αi, αj ∈ A(Σ) tel que il existe un conflit minimal C ⊆ Supp(αi) ∪ Supp(αj) alors on a
soit (αi, αj) ∈ R ou (αj , αi) ∈ R.
Exemple 87. La forte contrarie´te´, la forte contrarie´te´ inverse´ ainsi que la tre`s forte re´futation
sont des relations d’attaque sensibles aux conflits.
La sensibilite´ aux conflits assure qu’aucun conflit ne sera oublie´. Cependant le fait qu’une
relation d’attaque soit sensible au conflit et capture tous les conflits minimaux ne signifie pas
ne´cessairement qu’elle soit base´e strictement sur des conflits minimaux pre´sents dans la base de
connaissances. Ainsi, le fait qu’une relation d’attaque capture tous les conflits minimaux n’est
pas suffisant pour assurer l’absence de conflits au sein de l’union des supports des arguments
formant une extension a` la Dung.
A.3.3 Respect ou violation de la consistance des extensions
L’une des contraintes envisageables pour retenir telle ou telle relation d’attaque est donc
d’e´tudier la consistance des extensions du syste`me d’argumentation.
De´finition 108 (Consistance d’une extension [AB09]). Soit 〈A(Σ),R〉, un syste`me d’argumen-
tation ou` les arguments sont construits depuis une base de connaissances Σ. Une extension E
(sous une se´mantique donne´e) satisfait la consistance ssi
⋃
α∈ESupp(α) est consistant.
Le but ici est donc d’e´tudier la relation d’attaque approprie´e pour un syste`me d’argumenta-
tion. Par relation approprie´e, il est entendu une relation qui assure la consistance des extensions.
Il va eˆtre envisage´ deux cas : celui ou` tous les conflits minimaux contenus dans CΣ sont binaires,
et le cas ou` certains conflits minimaux contenus dans CΣ peuvent eˆtre ternaires ou plus.
A.3.3.1 Cas particulier des conflits minimaux binaires :
Nous allons ici conside´rer une base de connaissances dont les conflits minimaux sont tous
binaires ( i ). Cela signifie que tout conflit minimal contient exactement deux formules. Ainsi, il
n’y a aucune formule incohe´rente dans la base.
Le re´sultat suivant est d’une grande importance car il fournit une classe de relations d’attaque
qui assurent la cohe´rence des extensions.
Proposition 15 ([AB09]). Soit 〈A(Σ),R〉, un syste`me d’argumentation ou` les arguments sont
construits depuis une base de connaissances Σ telle que tous les conflits minimaux soit binaires.
Si R est sensible aux conflits, alors pour tout B ⊆ A(Σ) tel que B est sans-conflit, l’ensemble⋃
αi∈B Supp(αi) est consistant.
Le re´sultat ci-dessus n’est pas surprenant. Comme indique´ pre´ce´demment, pour assurer
la consistance d’un ensemble sans-conflit d’arguments, la relation d’attaque doit capturer les
conflits minimaux. Toutefois, il n’est pas ne´cessaire a` la relation d’attaque qu’elle soit de´pen-
dante aux conflits.
Corollaire 3 ([AB09]). Soit 〈A(Σ),R〉, un syste`me d’argumentation ou` les arguments sont
construits depuis une base de connaissances Σ telle que tous les conflits minimaux soient binaires.
Si R est sensible aux conflits, alors 〈A(Σ),R〉 satisfait la consistance des extensions.
Cependant, le fait que la relation d’attaque soit sensible et de´pendante aux conflits, toujours
dans le cas de conflits minimaux binaires, assure qu’un ensemble d’arguments, dont l’union des
supports est consistant, soit sans-conflit.
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Corollaire 4 ([AB09]). Soit 〈A(Σ),R〉, un syste`me d’argumentation ou` les arguments sont
construits depuis une base de connaissances Σ telle que tous les conflits minimaux soient binaires.
Soit R une relation d’attaque sensible et de´pendante au conflit. Pour tout B ⊆ A(Σ), B est sans-
conflit ssi
⋃
αi∈B Supp(αi) est consistant.
Il a donc e´te´ rappele´ que lorsque tous les conflits minimaux d’une base sont binaires, une
relation sensible et de´pendante aux conflits peut eˆtre utilise´e pour le syste`me lequel satisfait
bien la consistance des extensions et ne procure pas de conflits sans inconsistance d’un ensemble
forme´ par des e´le´ments issus de supports d’arguments.
A.3.3.2 Cas ge´ne´ral des conflits minimaux ternaires ou plus :
Malheureusement, ce n’est pas le cas lorsque ces conflits minimaux sont ternaires ( i ) ou
plus ( i ). Ce paragraphe montre donc qu’une relation sensible et de´pendante aux conflits peut
conduire a` la violation de cette consistance.
Proposition 16 ([AB09]). Soit Σ = {x1, . . . , xn} ou` n > 2 et CΣ = {Σ}. Soient α1, . . . , αn
∈ A(Σ) t.q. Supp(αi) = {xi}. Si R est sensible et de´pendante aux conflits, alors l’ensemble
{α1, . . . , αn} est une extension admissible de 〈A(Σ),R〉.
Le re´sultat pre´ce´dent peut eˆtre ge´ne´ralise´ comme suit :
Corollaire 5 ([AB09]). Soit CΣ t.q. ∃ C ∈ CΣ et |C| > 2. Si R est sensible et de´pendante aux
conflits, alors le syste`me 〈A(Σ),R〉 peut violer la consistance de ses extensions.
Le tableau suivant re´capitule les proprie´te´s de de´pendance et de sensibilite´ aux conflits des
relations d’attaqueRi pre´sente´es dans la section A.2 et de respect de la consistance des extensions
des syste`mes 〈A(Σ),Ri〉 dans les cas particulier et ge´ne´ral.
Rr Rc Rfr Rfc Rfc−1 Rtfr
De´pendance i i i i i i
Sensibilite´ i i i
Consistance i i i
A.3.4 Assurance de la consistance des extensions
Comment s’assurer qu’une relation d’attaque puisse satisfaire a` coup suˆr la consistance des
extensions pour un syste`me d’argumentation ? La prise en compte des sous-arguments paraˆıt
eˆtre une re´ponse a` cela, mais lorsque les e´le´ments d’un conflit minimal forment une partition
d’e´le´ments distinctement inclus dans plus de deux arguments, pour la relation d’attaque, ni la
proprie´te´ de sensibilite´, et encore moins la proprie´te´ de de´pendance n’assurent au syste`me la
consistance de ses extensions.
Lorsqu’une relation d’attaque R est a` la fois sensible et de´pendante aux conflits, R ne fait
aucune diffe´rence entre arguments issus de supports e´quivalents :
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Proposition 17 ([AB09]). Soit 〈A(Σ),R〉, un syste`me d’argumentation avec R une relation
d’attaque sensible et de´pendante au conflit. Pour tout αi, αj ∈ A(Σ), si CN(Supp(αi)) = CN(Supp(αj)),
alors pour tout αk ∈ A(Σ), (αi, αk) ∈ R ou (αk, αi) ∈ R ssi (αj , αk) ∈ R ou (αk, αj) ∈ R.
Lorsqu’une relation d’attaque R capture un conflit minimal entre deux sous-arguments α′i et




i sous-argument de αi, ainsi
qu’entre α′i et αj avec α
′
j sous-argument de αj .
De´finition 109 (Relation homoge`ne [AB09]). Soient αi et αj deux arguments issus de A(Σ)
tels que Supp(αi) ⊆ Supp(αj). Pour tout αk ∈ A(Σ),
R1 : (αi, αk) ∈ R ⇒ (αj , αk) ∈ R.
R2 : (αk, αi) ∈ R ⇒ (αk, αj) ∈ R.
R est homoge`ne si elle satisfait la re`gle R1 et la re`gle R2.
En accord avec la notion de conflit minimal C, pour toute partition en deux sous-ensembles
X1 et X2, ceux-ci sont consistants. Certains syste`mes d’argumentation peuvent eˆtre en mesure
de retranscrire l’ensemble de ces partitions au sein de supports d’arguments, pre´cise´ment ceux
dote´s de relations d’attaque exhaustives.
De´finition 110 (Exhaustivite´ aux conflits [AB09]). Soit 〈A(Σ),R〉, un syste`me d’argumentation
ou` les arguments sont construits depuis une base de connaissances Σ.
– R est fortement exhaustive aux conflits ssi pour tout C ∈ CΣ t.q. |C| > 1, pour tout sous-
ensemble X de C, il existe αi, αj dans A(Σ) t.q. Supp(αi) = X, Supp(αj) = C \ X,
(αi, αj) ∈ R et (αj , αi) ∈ R.
– R est faiblement exhaustive aux conflits ssi pour tout C ∈ CΣ t.q. |C| > 1, pour tout
sous-ensemble X de C, il existe αi, αj dans A(Σ) t.q. Supp(αi) = X, Supp(αj) = C \X,
(αi, αj) ∈ R ou (αj , αi) ∈ R.
La proprie´te´ suivante souligne le lien entre les diffe´rentes proprie´te´s pre´sente´es au travers de
cette annexe.
Proprie´te´ 24 ([AB09]). Soit R ⊆ A(Σ)×A(Σ).
1. Si R est fortement exhaustive aux conflits, alors R est faiblement exhaustive aux conflits.
2. Si R est homoge`ne et faiblement exhaustive aux conflits, alors R est sensible aux conflits.
3. Si R est de´pendante aux conflits, homoge`ne et fortement exhaustive aux conflits, alors R
est syme´trique.
Enfin, une proposition pour aboutir a` un syste`me qui satisfait la consistance de ses extensions
(en tout cas) est de s’assurer du caracte`re homoge`ne et faiblement exhaustif aux conflits de sa
relation d’attaque.
Proposition 18 ([AB09]). Si R est homoge`ne et faiblement exhaustive aux conflits alors le
syste`me 〈A(Σ),R〉 satisfait la consistance de ses extensions.
Outre l’importance de pre´senter le syste`me d’argumentation abstrait a` la Dung sur lequel
se base la suite de nos travaux, cette annexe pre´sente les proprie´te´s requises pour la relation
d’attaque du syste`me et ce dans le but d’aboutir aux types de syste`mes souhaite´s : principalement
ceux satisfaisant la consistance de leurs extensions. Ainsi pour conclure cette annexe, nous
proposerons une relation d’attaque dite consensuelle, laquelle sera re´utilise´e dans un cas ou` tous
les conflits minimaux pre´sents dans la base de connaissances seront binaires.
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De´finition 111 (L’attaque consensuelle). Soient (Hi, hi), (Hj , hj) deux arguments construits a`
partir d’une base de connaissances Σ. (Hi, hi) attaque consensuellement (Hj , hj) sauf si CN(Hi)
⊆ CN(Hj). C’est a` dire qu’un argument est consensuellement attaque´ si et seulement s’il existe
un autre argument tel que l’ensemble des formules qui sont des conse´quences logiques de son
support ne forme pas un ensemble inclus dans l’ensemble des formules qui sont des conse´quences
logiques du support de l’argument. On note ((Hi, hi), (Hj , hj)) ∈ Rac.
Exemple 88 (Exemple 82 suite). Soit le syste`me d’argumentation AF = 〈{κ, η, ι, λ},Rac〉. Le




Figure A.9 – Le graphe oriente´ AF par l’attaque consensuelle
L’attaque consensuelle n’est pas de´pendante aux conflits, en revanche elle est bien sensible
aux conflits.
Proposition 19. Soit Rac une relation d’attaque consensuelle. Rac est sensible aux conflits.
Preuve 34. Admettons que Rac ne soit pas sensible aux conflits. Autrement dit, Soit un syste`me
d’argumentation AF = 〈A,Rac〉, ∃ αi, αj ∈ A(Σ) tel que il existe un conflit minimal C ⊆
Supp(αi) ∪ Supp(αj) avec (αi, αj) /∈ Rac et (αj , αi) /∈ Rac. Si il existe un conflit minimal C
⊆ Supp(αi) ∪ Supp(αj) alors d’apre´s la De´finition 96, CN(Supp(αi)) 6= CN(Supp(αj)) puisque
le support d’un argument est par de´finition consistant. Ainsi, il se ve´rifie que CN(Supp(αi)) *
CN(Supp(αj)) ou CN(Supp(αj)) * CN(Supp(αi)). On a donc (αi, αj) ∈ Rac ou (αj , αi) ∈ Rac.
Ceci est impossible.
Dans le cas particulier ou` tous les conflits sont minimaux binaires, le syste`me d’argumenta-
tion comportant la relation d’attaque consensuelle est un syste`me souhaite´, il respecte bien la
consistance de ses extensions.
Proposition 20. Soit 〈A(Σ),Rac〉 un syste`me d’argumentation dans lequel la base de connais-
sances Σ ne contient que des conflits minimaux binaires. 〈A(Σ),Rac〉 satisfait la consistance de
ses extensions.
Preuve 35. La Proposition 20 de´coule du Corollaire 3 et de la Proposition 19.
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BAnnexe du Chapitre 2
Les de´monstrations pre´sente´es dans cette annexe sont celles des proprie´te´s issues du Chapitre
2, intitule´ “Comparaison et unification des syste`mes”.
Proprie´te´ 5. Les syste`mes d’argumentation associe´s respectivement a` PAF1 = 〈A,R,〉 et a`
PAF2 = 〈A,R,〉 (avec  la relation stricte de ) sont e´quivalents.
Preuve 1. Soient Ext(PAF1) et Ext(PAF2), les ensembles de toutes les extensions admissibles
pour ces deux syste`mes, PAF1 et PAF2. Pour prouver l’e´quivalence de ces deux syste`mes, nous
allons montrer que ces deux ensembles sont e´gaux, autrement dit que Ext(PAF2) ⊆ Ext(PAF1) et
Ext(PAF1) ⊆ Ext(PAF2) :
1. Ext(PAF2) ⊆ Ext(PAF1). Soit E ∈ Ext(PAF1). Conside´rons que E /∈ Ext(PAF2). Ceci signifie
que E n’est pas une extension admissible pour PAF2. En accord avec la De´finition 5, il y a
deux possibilite´s :
∗Cas 1 : E n’est pas sans-conflit pour PAF2. ∃ α, β ∈ E tel que (α, β) ∈ Def2 (ou` Def2 est
construit a` partir de R et , la relation stricte de , par la De´finition 19). Ceci signifie
que (α, β) ∈ R et (β, α) /∈ . Il se ve´rifie alors que (α, β) ∈ Def1 (ou` Def1 est de´fini a`
partir de R et ). Ainsi, E n’est pas sans-conflit pour PAF1. Ce qui contredit le fait que E
soit une extension admissible pour PAF1.
∗Cas 2 : E ne de´fend pas tous ses e´le´ments pour PAF2. Cela signifie que ∃ α ∈ E et ∃ β ∈
A tel que (β, α) ∈ Def2 et @ γ ∈ E tel que (γ, β) ∈ Def2. En accord avec la De´finition
19, puisque (β, α) ∈ Def2 on a (β, α) ∈ R et (α, β) /∈ , i.e (β, α) ∈ Def1. Mais, E est
une extension admissible pour PAF1, i.e ∃ γ ∈ E tel que (γ, β) ∈ Def1, i.e (γ, β) ∈ R et
(β, γ) /∈ , i.e (γ, β) ∈ Def2. Cette conclusion contredit le fait que E ne de´fende pas tous
ses e´le´ments pour PAF2.
2. Ext(PAF1) ⊆ Ext(PAF2). Soit E ∈ Ext(PAF2). Conside´rons que E /∈ Ext(PAF1). Cela signifie
que E n’est pas une extension admissible pour PAF1. En accord avec la De´finition 5, il y a
deux possibilite´s :
∗Cas 1 : E n’est pas sans-conflit pour PAF1. ∃ α, β ∈ E tel que (α, β) ∈ Def1 (Def1 est
construit a` partir de R et ). Cela signifie que (α, β) ∈ R et (β, α) /∈ . Par la De´finition
19, il se ve´rifie aussi que (α, β) ∈ Def2 (ou` Def2 est de´fini a` partir de R et , la relation
stricte de ). Ainsi, E est sans-conflit pour PAF2. Ceci contredit le fait que E soit une
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extension admissible pour PAF2.
∗Cas 2 : E ne de´fend pas tous ses e´le´ments pour PAF1. Cela signifie que ∃ α ∈ E et ∃ β ∈
A tel que (β, α) ∈ Def1 et @ γ ∈ E tel que (γ, β) ∈ Def1. Cependant, puisque (β, α) ∈
Def1 on a (β, α) ∈ R et (α, β) /∈ . Par la De´finition 19, Def2 est construit a` partir de
R et , la relation stricte de , i.e (β, α) ∈ Def2 . Mais, E est une extension admissible
pour PAF2, i.e ∃ γ ∈ E tel que (γ, β) ∈ Def2, i.e (γ, β) ∈ R et (β, γ) /∈ , i.e (γ, β) ∈
Def1. Cette conclusion contredit le fait que E ne de´fende pas tous ses e´le´ments pour PAF1.
Proprie´te´ 6. Le syste`me d’argumentation AF = 〈A,R〉 est e´quivalent au syste`me d’argumenta-
tion associe´ a` PAF = 〈A,R,〉 ssi :
• @ α, β ∈ A tel que (α, β) ∈ .
Preuve 2. Soient Ext(AF) et Ext(PAF) les ensembles de toutes les extensions admissibles pour
ces deux syste`mes, AF et PAF. De´montrons que ces deux ensembles sont e´gaux, autrement dit que
Ext(AF) ⊆ Ext(PAF) et Ext(PAF) ⊆ Ext(AF) :
1. Ext(AF) ⊆ Ext(PAF). Soit E ∈ Ext(PAF). Conside´rons que E /∈ Ext(AF). Ceci signifie que
E n’est pas une extension admissible pour AF. En accord avec la De´finition 5, il y a deux
possibilite´s :
∗Cas 1 : E n’est pas sans-conflit pour AF. ∃ α, β ∈ E tel que (α, β) ∈ R. Mais, (β,
α) /∈  puisque @ (β, α) ∈ , on a alors (α, β) ∈ Def (Def est construit a` partir de R
et  en accord avec la De´finition 19). Ceci contredit le fait que E soit sans-conflit pour PAF.
∗Cas 2 : E ne de´fend pas tous ses e´le´ments pour AF. Ceci signifie que ∃ α ∈ E et ∃ β
∈ A tel que (β, α) ∈ R et @ γ ∈ E tel que (γ, β) ∈ R. Cependant, puisque (β, α) ∈
R et (α, β) /∈ , on a (β, α) ∈ Def. Mais, E est une extension admissible pour PAF,
i.e ∃ γ ∈ E tel que (γ, β) ∈ Def, i.e (γ, β) ∈ R et (β, γ) /∈  (par proprie´te´), i.e (γ,
β) ∈ R. Cette conclusion contredit le fait que E ne de´fende pas tous ses arguments pour AF.
2. Ext(PAF) ⊆ Ext(AF). Soit E ∈ Ext(AF). Conside´rons que E /∈ Ext(PAF). Ceci signifie que
E n’est pas une extension admissible pour PAF. En accord avec la De´finition 5, il y a deux
possibilite´s :
∗Cas 1 : E n’est pas sans-conflit pour PAF. D’autre part, E est sans-conflit pour AF, i.e @
α, β ∈ E tel que (α, β) ∈ R. Il se ve´rifie donc que (α, β) /∈ Def. (Def est construit a`
partir de R et  en accord avec la De´finition 19). Ceci contredit le fait que E ne soit pas
sans-conflit pour PAF.
∗Cas 2 : E ne de´fend pas tous ses e´le´ments pour PAF. E est une extension admissible pour
AF, i.e si ∃ α ∈ E, ∃ β ∈ A tel que (β, α) ∈ R alors ∃ γ ∈ E tel que (γ, β) ∈ R. Par
proprie´te´ (α, β) /∈  et (β, γ) /∈ . Ceci signifie que ∃ α ∈ E et ∃ β ∈ A tel que (β, α) ∈
Def et ∃ γ ∈ E tel que (γ, β) ∈ Def (Def est construit a` partir de R et  en accord avec la
De´finition 19). Cette conclusion contredit le fait que E ne de´fende pas tous ses arguments
pour PAF.
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• @ α, β ∈ A tel que (α, β) ∈ R et (β, α) ∈ .
Preuve 3. Soient Ext(AF) et Ext(PAF) les ensembles de toutes les extensions admissibles pour
ces deux syste`mes, AF et PAF. De´montrons que ces deux ensembles sont e´gaux, autrement dit que
Ext(AF) ⊆ Ext(PAF) et Ext(PAF) ⊆ Ext(AF) :
1. Ext(AF) ⊆ Ext(PAF). Soit E ∈ Ext(PAF). Conside´rons que E /∈ Ext(AF). Ceci signifie que
E n’est pas une extension admissible pour AF. En accord avec la De´finition 5, il y a deux
possibilite´s :
∗Cas 1 : E n’est pas sans-conflit pour AF. ∃ α, β ∈ E tel que (α, β) ∈ R. Mais (β, α) /∈
 puisque @ (β, α) tel que (β, α) ∈  et (α, β) ∈ R, il se ve´rifie ainsi que (α, β) ∈ Def
(Def est construit a` partir de R et  en accord avec la De´finition 19). Ceci contredit le
fait que E soit sans-conflit pour PAF.
∗Cas 2 : E ne de´fend pas tous ses e´le´ments pour AF. Ceci signifie que ∃ α ∈ E et ∃ β ∈
A tel que (β, α) ∈ R et @ γ ∈ E tel que (γ, β) ∈ R. Cependant, puisque (β, α) ∈ R
et par proprie´te´ (α, β) /∈ , i.e (β, α) ∈ Def (Def est construit a` partir de R et  en
accord avec la De´finition 19). Mais, E est une extension admissible pour PAF, i.e ∃ γ ∈ E
tel que (γ, β) ∈ Def, i.e (γ, β) ∈ R et (β, γ) /∈  (en accord avec la De´finition 19), i.e (γ,
β) ∈ R. Cette conclusion contredit le fait que E ne de´fende pas tous ses arguments pour AF.
2. Ext(PAF) ⊆ Ext(AF). Soit E ∈ Ext(AF). Conside´rons que E /∈ Ext(PAF). Ceci signifie que
E n’est pas une extension admissible pour PAF. En accord avec la De´finition 5, il y a deux
possibilite´s :
∗Cas 1 : E n’est pas sans-conflit pour PAF. D’autre part, E est sans-conflit pour AF, i.e @
α, β ∈ E tel que (α, β) ∈ R. Il se ve´rifie alors que (α, β) /∈ Def. (Def est construit a`
partir de R et  en accord avec la De´finition 19). Ceci contredit le fait que E ne soit pas
sans-conflit pour PAF.
∗Cas 2 : E ne de´fend pas tous ses e´le´ments pour PAF. E est une extension admissible pour
AF, i.e si ∃ α ∈ E et ∃ β ∈ A tel que (β, α) ∈ R alors ∃ γ ∈ E tel que (γ, β) ∈ R. Par
proprie´te´ si ∃ α, β tel que (β, α) ∈ R alors (α, β) /∈  est si ∃ γ, β tel que (γ, β) ∈ R
alors (β, γ) /∈ . Ceci signifie que ∃ α ∈ E et ∃ β ∈ A tel que (β, α) ∈ Def et ∃ γ ∈ E tel
que (γ, β) ∈ Def (Def est construit a` partir de R et  en accord avec la De´finition 19).
Cette conclusion contredit le fait que E ne de´fende pas tous ses arguments pour PAF.
Proprie´te´ 7.
– Les deux syste`mes d’argumentation 〈A, defeats〉 et 〈A, defeatsBc〉 associe´s respective-
ment a` VAF = 〈A,R,V, val, Pref〉 et VSAF = 〈A,R,V, arg,〉 sont e´quivalents ssi val =
arg−1 et Pref = .
Preuve 4. Soient Ext(VAF) et Ext(VSAF) les ensembles de toutes les extensions admissibles pour
ces deux syste`mes, VAF et VSAF. De´montrons que ces deux ensembles sont e´gaux, autrement dit
que Ext(VAF) ⊆ Ext(VSAF) et Ext(VSAF) ⊆ Ext(VAF) :
1. Ext(VSAF) ⊆ Ext(VAF). Conside´rons que ∃ E ∈ Ext(VAF) et E /∈ Ext(VSAF). Puisque E
/∈ Ext(VSAF) et en accord avec la De´finition 5, E n’est pas une extension admissible pour
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VSAF, il y a deux possibilite´s :
∗Cas 1 : E n’est pas sans-conflit pour VSAF. ∃ α, β ∈ E tel que (α, β) ∈ defeatsBc
(defeatsBc est construit a` partir de R et PrefBc en accord avec la De´finition 24), ainsi
(α, β) ∈ R et (β, α) /∈ PrefBc. Puisque (β, α) /∈ PrefBc, alors par la De´finition 23
(vβ, vα) /∈  avec α ∈ arg(vα), β ∈ arg(vβ). Par proprie´te´, (vβ, vα) /∈ Pref avec α =
val−1(vα), β = val−1(vβ), il s’ensuit donc que (α, β) ∈ R et (val(β), val(β)) /∈ Pref
i.e par la De´finition 21 (α, β) ∈ defeats. E n’est pas sans-conflit pour VAF. Ceci contredit
le fait que E soit une extension admissible pour VAF.
∗Cas 2 : E ne de´fend pas tous ses e´le´ments pour VSAF. ∃ α ∈ E tel que ∃ β ∈ A, (β, α)
∈ defeatsBc et @ γ ∈ E tel que (γ, β) ∈ defeatsBc (defeatsBc est construit a` partir de
R et PrefBc en accord avec la De´finition 24. Puisque (β, α) ∈ defeatsBc, alors (β, α)
∈ R et (α, β) /∈ PrefBc, i.e par la De´finition 23 (β, α) ∈ R et (vα, vβ) /∈  avec α ∈
arg(vα), β ∈ arg(vβ). A partir de la proprie´te´, (vα, vβ) /∈ Pref avec α = val−1(vα), β =
val−1(vβ) il s’ensuit que (β, α) ∈ R et (val(β), val(α)) /∈ Pref i.e (β, α) ∈ defeats en
accord avec la De´finition 21. Puisque E est une extension admissible pour VAF alors ∃ γ
∈ E tel que (γ, β) ∈ defeats, i.e (γ, β) ∈ R et (val(β), val(γ)) /∈ Pref, i.e (γ, β) ∈ R
et (arg−1(β), arg−1(γ)) /∈ , i.e (vβ, vγ) /∈  avec γ ∈ arg(vγ), i.e (γ, β) ∈ defeatsBc.
Ceci contredit le fait que E ne de´fende pas tous ses e´le´ments pour VSAF.
2. Ext(VSAF) ⊆ Ext(VAF). Soit E une extension admissible pour VSAF. Conside´rons que E ∈
Ext(VAF). Ceci signifie que E n’est pas une extension admissible pour VAF. En accord avec
la De´finition 5, il y a deux possibilite´s :
∗Cas 1 : E n’est pas sans-conflit pour VAF. ∃ α, β ∈ E tel que (α, β) ∈ defeats, i.e (α,
β) ∈ R et (val(β), val(α)) /∈ Pref. A partir de la proprie´te´, il s’ensuit que (arg−1(β),
arg−1(α)) /∈ , i.e (arg(vβ), arg(vα)) /∈  avec α ∈ arg(vα), β ∈ arg(vβ). Il se ve´rifie
alors que (α, β) ∈ defeatsBc (defeatsBc est construit a` partir de R et PrefBc en accord
avec la De´finition 24), ce qui signifie que E n’est pas sans-conflit pour VSAF. Cette conclu-
sion contredit le fait que E soit une extension admissible pour VSAF.
∗Cas 2 : E ne de´fend pas tous ses e´le´ments pour VAF. ∃ α ∈ E tel que ∃ β ∈ A et (β, α)
∈ defeats mais @ γ ∈ E tel que (γ, β) ∈ defeats. Par la De´finition 21, puisque (β, α)
∈ defeats alors (β, α) ∈ R et (val(α), val(β)) /∈ Pref. Par proprie´te´, puisque (val(α),
val(β)) /∈ Pref alors (arg−1(α), arg−1(β)) /∈ . Ainsi, (β, α) ∈ R et (vα, vβ) /∈  avec
α ∈ arg(vα), β ∈ arg(vβ), par la De´finition 23 et la De´finition 24, il se ve´rifie que (β,
α) ∈ defeatsBc. Cependant, E est une extension admissible pour VSAF, ainsi ∃ γ ∈ E tel
que (γ, β) ∈ defeatsBc, i.e (γ, β) ∈ R et (β, γ) /∈ PrefBc. Puisque (β, γ) /∈ PrefBc,
alors par la De´finition 23 (vβ, vγ) /∈ , avec γ ∈ arg(vγ) i.e (val(β), val(γ)) /∈ Pref
par la De´finition 21 (γ, β) ∈ defeats. Ceci contredit le fait que E ne de´fende pas tous ses
e´le´ments pour VAF.
– Les deux syste`mes d’argumentation 〈A, defeats〉 et 〈A, defeatsM 〉 associe´s respective-
ment a` VAF = 〈A,R,V, val, Pref〉 avec V = {v1, . . . , vn} tel que pour i>j (vi, vj) ∈ Pref,
et VSAF = 〈A,R,V, arg,〉 sont e´quivalents ssi |arg−1(val−1(vi))| = i.
Preuve 5. Soient Ext(VAF) et Ext(VSAF) les ensembles d’extensions admissibles pour ces deux
syste`mes, VAF et VSAF. De´montrons que ces deux ensembles sont e´gaux, autrement dit que
Ext(VAF) ⊆ Ext(VSAF) et Ext(VSAF) ⊆ Ext(VAF) :
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1. Ext(VSAF) ⊆ Ext(VAF). Conside´rons que ∃ E ∈ Ext(VAF) et E /∈ Ext(VSAF). Puisque E /∈
Ext(VSAF), en accord avec la De´finition 5, il y a deux possibilite´s :
∗Cas 1 : E est sans-conflit pour VSAF. ∃ α, β ∈ E tel que (α, β) ∈ defeatsM (defeatsM
est construit a` partir de R et PrefM en accord avec la De´finition 24) ainsi (α, β) ∈ R
et (β, α) /∈ PrefM . Puisque (β, α) /∈ PrefM , alors par la De´finition 23 |arg−1(β)| ≤
|arg−1(α)|. Par proprie´te´, |arg−1(val−1(vi))| = i, il s’ensuit que (vβ, vα) /∈ Pref avec vβ
= val(β), vα = val(α) i.e (α, β) ∈ R et (val(β), val(β)) /∈ Pref i.e (α, β) ∈ defeats.
E est sans-conflit pour VAF. Ceci contredit le fait que E soit une extension admissible pour
VAF.
∗Cas 2 : E ne de´fend pas tous ses e´le´ments pour VSAF. ∃ α ∈ E tel que ∃ β ∈ A, (β, α)
∈ defeatsM et @ γ ∈ E tel que (γ, β) ∈ defeatsM (defeatsM est construit a` partir de
R et PrefM en accord avec la De´finition 24). Puisque (β, α) ∈ defeatsM , alors (β, α)
∈ R et (α, β) /∈ PrefM , i.e par la De´finition 23 (β, α) ∈ R et |arg−1(α)| ≤ |arg−1(β)|.
Par proprie´te´, |arg−1(val−1(vi))| = i, il s’ensuit que (vα, vβ) /∈ Pref avec vβ = val(β),
vα = val(α) i.e (β, α) ∈ R et (val(α), val(β)) /∈ Pref i.e (β, α) ∈ defeats en accord
avec la De´finition 21. Puisque E est une extension admissible pour VAF alors ∃ γ ∈ E tel
que (γ, β) ∈ defeats, i.e (γ, β) ∈ R et (val(β), val(γ)) /∈ Pref, par proprie´te´, il se
de´duit que (γ, β) ∈ R et |arg−1(val−1(val(γ)))| ≥ |arg−1(val−1(val(β)))|, i.e |arg−1(γ)|
≥ |arg−1(β)|, i.e (γ, β) ∈ R et (β, γ) /∈ PrefM , i.e (γ, β) ∈ defeatsM . Ce qui contredit
le fait que E ne de´fende pas tous ses e´le´ments pour VSAF.
2. Ext(VSAF) ⊆ Ext(VAF). Soit E une extension admissible pour VSAF. Conside´rons que E ∈
Ext(VAF). Ceci signifie que E n’est pas une extension admissible pour VAF. En accord avec
la De´finition 5, il y a deux possibilite´s :
∗Cas 1 : E n’est pas sans-conflit pour VAF. ∃ α, β ∈ E tel que (α, β) ∈ defeats, i.e (α, β)
∈ R et (val(β), val(α)) /∈ Pref, i.e |arg−1(val−1(val(α)))| ≥ |arg−1(val−1(val(β)))|,
|arg−1(α)| ≥ |arg−1(β)|, i.e (α, β) ∈ R et (β, α) /∈ PrefM , i.e (α, β) ∈ defeatsM
(defeatsM est construit a` partir de R et PrefM en accord avec la De´finition 24), signi-
fiant que E n’est pas sans-conflit pour VSAF. Cette conclusion contredit le fait que E soit
une extension admissible pour VSAF.
∗Cas 2 : E ne de´fend pas tous ses e´le´ments pour VAF. ∃ α ∈ E tel que ∃ β ∈ A et (β, α)
∈ defeats mais @ γ ∈ E tel que (γ, β) ∈ defeats. Par la De´finition 21, puisque (β, α)
∈ defeats alors (β, α) ∈ R et (val(α), val(β)) /∈ Pref. Par proprie´te´, puisque (val(α),
val(β)) /∈ Pref on a |arg−1(val−1(val(β)))| ≥ |arg−1(val−1(val(α)))|, |arg−1(β)| ≥
|arg−1(α)|, i.e (α, β) ∈ R et (β, α) /∈ PrefM , i.e (α, β) ∈ defeatsM . Cependant, E est
une extension admissible pour VSAF, ainsi ∃ γ ∈ E tel que (γ, β) ∈ defeatsM , i.e (γ, β)
∈ R et (β, γ) /∈ PrefM . Puisque (β, γ) /∈ PrefM , alors par la De´finition 23 |arg−1(γ)| ≥
|arg−1(β)| i.e |arg−1(val−1(val(γ)))| ≥ |arg−1(val−1(val(β)))|, i.e (val(β), val(γ)) /∈
Pref, par la De´finition 21, on a (γ, β) ∈ defeats. Cette conclusion contredit le fait que
E ne de´fende pas tous ses e´le´ments pour VAF.
Proprie´te´ 8. La relation V est irre´flexive, antisyme´trique et transitive, c’est donc un ordre
strict.
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Preuve 6.
1. V est irre´flexive :
Conside´rons que V est re´flexive : ∀ α ∈ A, (α, α) ∈ V . Ceci signifie que (val(α),
val(α)) ∈ Pref, or ceci n’est pas possible e´tant donne´ que Pref est irre´flexive, engendrant
une contradiction.
2. V est antisyme´trique :
Conside´rons que α, β ∈ A tel que (α, β) ∈ V et (β, α) ∈ V :
– (α, β) ∈ V ⇒ (val(α), val(β)) ∈ Pref,
– (β, α) ∈ V ⇒ (val(β), val(α)) ∈ Pref,
En accord avec la De´finition 21, ceci est impossible puisque Pref est antisyme´trique, ainsi
V est aussi antisyme´trique.
3. V est transitive :
Soit α, β, γ ∈ A, conside´rons que (α, β)∈ V , (β, γ) ∈ V et (α, γ) /∈ V :
– (α, β) ∈ V ⇒ (val(α), val(β)) ∈ Pref (1),
– (β, γ) ∈ V ⇒ (val(β), val(γ)) ∈ Pref (2),
Puisque (α, γ) /∈ V ⇒ (val(α), val(γ)) /∈ Pref. Cependant, puisque Pref est transitive,
a` partir de (1) et (2) il s’ensuit que V est transitive, engendrant une contradiction.
Proprie´te´ 9. Les syste`mes d’argumentation associe´s a` VAF et a` PAFV sont e´quivalents.
Preuve 7. Soient Ext(VAF) et Ext(PAFV ) les ensembles d’extensions admissibles pour ces deux
syste`mes, VAF et PAFV . De´montrons que ces deux ensembles sont e´gaux, autrement dit que
Ext(VAF) ⊆ Ext(PAFV ) et Ext(PAFV ) ⊆ Ext(VAF) :
1. Ext(PAFV ) ⊆ Ext(VAF). Conside´rons ∃ E ∈ Ext(VAF) et E /∈ Ext(PAFV ). Puisque E /∈
Ext(PAFV ) et en accord avec la De´finition 5, E n’est pas une extension admissible pour
PAFV , i.e il y a deux possibilite´s :
∗Cas 1 : E n’est pas sans-conflit pour PAFV . ∃ α, β ∈ E tel que (α, β) ∈ DefV (DefV est
construit a` partir de R et V en accord avec la De´finition 19 et la De´finition 29) ainsi (α,
β) ∈ R et (β, α) /∈ V . Puisque (β, α) /∈ V , par la De´finition 29, (val(β), val(α)) /∈
Pref. En accord avec la De´finition 21, il s’ensuit que (α, β) ∈ defeats. E n’est donc pas
sans-conflit pour VAF. Ceci contredit le fait que E soit une extension admissible pour VAF.
∗Cas 2 : E ne de´fend pas tous ses e´le´ments pour PAFV . ∃ α ∈ E tel que ∃ β ∈ A, (β, α) ∈
DefV et @ γ ∈ E tel que (γ, β) ∈ DefV (DefV est construit a` partir de R et V en accord
avec la De´finition 19 et la De´finition 29). Puisque (β, α) ∈ DefV , on a (β, α) ∈ R et (α,
β) /∈ V , i.e par la De´finition 29, (β, α) ∈ R et (val(α), val(β)) /∈ Pref, i.e en accord
avec la De´finition 21, (β, α) ∈ defeats. Puisque E est une extension admissible pour VAF,
il se verifie que ∃ γ ∈ E tel que (γ, β) ∈ defeats, i.e (γ, β) ∈ R et (val(β), val(γ)) /∈
Pref, i.e (γ, β) ∈ R et (β, γ) /∈ V , i.e (γ, β) ∈ DefV . Ceci contredit le fait que E ne
de´fende pas tous ses e´le´ments dans PAFV .
2. Ext(VAF) ⊆ Ext(PAFV ). Soit E une extension admissible pour PAFV . Conside´rons que E /∈
Ext(VAF). Ce qui signifie que E n’est pas une extension admissible pour VAF. En accord
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avec la De´finition 5, il y a deux possibilite´s :
∗Cas 1 : E n’est pas sans-conflit pour VAF. ∃ α, β ∈ E tel que (α, β) ∈ defeats, i.e (α,
β) ∈ R et (val(β), val(α)) /∈ Pref. Par la De´finition 29, il s’ensuit que (β, α) /∈ V . Il
se ve´rifie donc que (α, β) ∈ DefV (DefV est construit a` partir de R et V en accord avec
la De´finition 19 et la De´finition 29), engendrant que E n’est pas sans-conflit pour PAFV .
Ceci contredit le fait que E soit une extension admissible pour PAFV .
∗Cas 2 : E ne de´fend pas tous ses e´le´ments pour VAF. ∃ α ∈ E tel que ∃ β ∈ A et (β, α)
∈ defeats mais @ γ ∈ E tel que (γ, β) ∈ defeats. Par la De´finition 21, puisque (β, α)
∈ defeats on a (β, α) ∈ R et (val(α), val(β)) /∈ Pref. En accord avec la De´finition
29, puisque (val(α), val(β)) /∈ Pref on a (α, β) /∈ V . Ainsi, (β, α) ∈ R et (α, β) /∈
V , par la De´finition 19 il se ve´rifie que (β, α) ∈ DefV . Cependant, E est une extension
admissible pour PAFV , il s’ensuit que ∃ γ ∈ E tel que (γ, β) ∈ DefV , i.e (γ, β) ∈ R et (β,
γ) /∈ V . Puisque (β, γ) /∈ V , ainsi par la De´finition 29 (val(β), val(γ)) /∈ Pref, i.e par
la De´finition 21 (γ, β) ∈ defeats. Cette conclusion contredit le fait que E ne de´fendent
pas tous ses e´le´ments pour VAF.
Proprie´te´ 10. La relation PrefPb est irre´flexive, antisyme´trique et transitive, c’est donc un
ordre strict.
Preuve 8.
1. PrefPb est irre´flexive :
Conside´rons que PrefPb est re´flexive, il s’ensuit que ∃ vα ∈ Vb tel que (vα, vα) ∈ PrefPb ,
i.e pour α = val−1b (vα), il se ve´rifie que (α, α) ∈ . Ceci est impossible puisque  est
irre´flexive.
2. PrefPb est antisyme´trique :
Conside´rons que PrefPb n’est pas antisyme´trique, ainsi ∃ vα, vβ ∈ V tel que (vα, vβ) ∈
PrefPb et (vβ, vα) ∈ PrefPb . Puisque (vα, vβ) ∈ PrefPb alors ∃ α, β tel que α = val−1b (vα),
β = val−1b (vβ) et (α, β) ∈  et puisque (vβ, vα) ∈ PrefPb , il s’ensuit que (β, α) ∈ .
Ceci est impossible car  est antisyme´trique.
3. PrefPb est transitive :
Conside´rons que PrefPb n’est pas transitive, ainsi ∃ vα, vβ, vγ ∈ Vb tel que : (vα, vβ) ∈
PrefPb , (vβ, vγ) ∈ PrefPb et (vα, vγ) /∈ PrefPb . Soit α = val−1b (vα), β = val−1b (vβ) et γ
= val−1b (vγ), puisque (vα, vβ) ∈ PrefPb il s’ensuit que (α, β) ∈  et puisque (vβ, vγ) ∈
PrefPb on a (β, γ) ∈ . Puisque  est transitive il s’en de´duit que (α, γ) ∈ , i.e (vα,
vγ) ∈ PrefPb , montrant une contradiction vis a` vis de la conside´ration initiale.
Proprie´te´ 11. Les syste`mes d’argumentation associe´s a` PAF et a` VAFPb sont e´quivalents.
Preuve 9. Soient Ext(VAFPb ) et Ext(PAF) les ensembles d’extensions admissibles pour ces deux
syste`mes, VAFPb et PAF. De´montrons que ces deux ensembles sont e´gaux, autrement dit que
Ext(VAFPb ) ⊆ Ext(PAF) et Ext(PAF) ⊆ Ext(VAFPb ).
1. Ext(PAF) ⊆ Ext(VAFPb ). Conside´rons que ∃ E ∈ Ext(VAFPb ) et E /∈ Ext(PAF). Puisque E /∈
Ext(PAF), en accord avec la De´finition 5, il y a deux possibilite´s :
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∗Cas 1 : E est sans-conflit pour PAF. ∃ α, β ∈ E tel que (α, β) ∈ Def, il s’ensuit que (α,
β) ∈ R et (β, α) /∈ . Puisque (β, α) /∈ , par la De´finition 30, il se ve´rifie que @ vα,
vβ ∈ Vb tel que α = val−1b (vα), β = val−1b (vβ) et (vα, vβ) ∈ PrefPb . Puisque (α, β) ∈
R et (valb(β), valb(α)) /∈ PrefPb , en accord avec la De´finition 21, il s’ensuit que (α, β)
∈ defeatsPb (defeatsPb est construit a` partir de R et PrefPb en accord avec la De´finition
21 et la De´finition 30). E n’est pas sans-conflit pour VAF. Ceci contredit le fait que E soit
une extension admissible pour VAF.
∗Cas 2 : E ne de´fend pas tous ses e´le´ments pour PAF. ∃ α ∈ E tel que ∃ β ∈ A, (β, α)
∈ Def et @ γ ∈ E tel que (γ, β) ∈ Def. Puisque (β, α) ∈ Def, par la De´finition 19, il
s’ensuit que (β, α) ∈ R et (α, β) /∈ . En d’autres termes, par la De´finition 30, @ vα,
vβ ∈ Vb tel que α = val−1b (vα), β = val−1b (vβ) et (vα, vβ) ∈ PrefPb . Puisque (valb(α),
valb(β)) /∈ PrefPb et (β, α) ∈ R, par la De´finition 21, il se ve´rifie que (β, α) ∈ defeatsPb
(defeatsPb est construit a` partir de R et PrefPb en accord avec la De´finition 21 et la De´-
finition 30). Puisque E est une extension admissible pour VAFPb , il s’ensuit que ∃ γ ∈ E tel
que (γ, β) ∈ defeatsPb , i.e (γ, β) ∈ R et (valb(β), valb(γ)) /∈ PrefPb , i.e (γ, β) ∈ R et
(val−1b (valb(β)), val
−1
b (valb(γ))) /∈ , i.e (γ, β) ∈ R et (β, γ) /∈ , i.e (γ, β) ∈ Def.
Ceci contredit le fait que E ne de´fende pas tous ses e´le´ments pour PAF.
2. Ext(VAFPb ) ⊆ Ext(PAF). Soit E une extension admissible pour PAF. Conside´rons que E ∈
Ext(PAF). Ceci signifie que E n’est pas une extension admissible pour VAFPb . En accord avec
la De´finition 5, il y a deux possibilite´s :
∗Cas 1 : E n’est pas sans-conflit pour VAFPb . ∃ α, β ∈ E tel que (α, β) defeatsPb (defeatsPb
est construit a` partir de R et PrefPb en accord avec la De´finition 21 et la De´finition 30), i.e
(α, β) ∈ R et (valb(β), valb(α)) /∈ PrefPb par la De´finition 21. A partir de la De´finition
30, il s’ensuit que (val−1b (valb(β)), val
−1
b (valb(α))) /∈ , i.e (β, α) /∈ . A partir de
la De´finition 19, il se ve´rifie que (α, β) ∈ Def, ceci signifie que E n’est pas sans-conflit
pour PAF. Cette assertion repre´sente une contradiction avec le fait que E soit une extension
admissible pour PAF.
∗Cas 2 : E ne de´fend pas tous ses e´le´ments pour VAFPb . ∃ α ∈ E, ∃ β ∈ A tel que (β, α) ∈
defeatsPb mais @ γ ∈ E tel que (γ, β) ∈ defeatsPb (defeatsPb est construit a` partir de R
et PrefPb en accord avec la De´finition 21 et la De´finition 30). Puisque (β, α) ∈ defeatsPb ,
il s’ensuit que (β, α) ∈ R et (valb(α), valb(β)) /∈ PrefPb en accord avec la De´finition 21.
Puisque (valb(α), valb(β)) /∈ PrefPb , il se ve´rifie que (val−1b (valb(α)), val−1b (valb(β)))
/∈  en accord avec la De´finition 30, i.e (α, β) /∈ . Ainsi, puisque (β, α) ∈ R et (α, β)
/∈ , par la De´finition 19, on a (β, α) ∈ Def. Cependant, E est une extension admissible
pour PAF, ainsi ∃ γ ∈ E tel que (γ, β) ∈ Def, i.e (γ, β) ∈ R et (β, γ) /∈ . Puisque (β, γ)
/∈ , par la De´finition 30, on a (valb(β), valb(γ)) /∈ PrefPb , i.e par la De´finition 21 (γ,
β) ∈ defeatsPb . Cette conclusion contredit le fait que E ne de´fende pas tous ses e´le´ments
pour VAFPb .
Proprie´te´ 12. La relation Et est re´flexive, syme´trique et transitive.
Preuve 10.
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1. Et est re´flexive :
∀ vα ∈ Vb, il se ve´rifie que ∀ vβ ∈ Vb tel que (val−1b (vβ), val−1b (vα)) ∈  on a (val−1b (vβ),
val−1b (vα)) ∈ , et ∀ vγ ∈ Vb tel que (val−1b (vα), val−1b (vγ)) ∈  on a (val−1b (vα),
val−1b (vγ)) ∈ . Ainsi, ∀ vα ∈ Vb, (vα, vα) ∈ Et.
2. Et est syme´trique :
Soit vα, vβ ∈ Vb tel que (vα, vβ) ∈ Et. Conside´rons que Et ne soit pas syme´trique : (vβ,
vα) /∈ Et. Ainsi par la De´finition, il s’ensuit que les deux propositions ci-dessous ne sont
pas satisfaites :
∀ vγ ∈ Vb t.q. (val−1b (vγ), val−1b (vβ)) ∈  ⇔ (val−1b (vγ), val−1b (vα)) ∈ ,
∀ vδ ∈ Vb t.q. (val−1b (vβ), val−1b (vδ)) ∈  ⇔ (val−1b (vα), val−1b (vδ)) ∈ . Ceci montre
une contradiction avec les propositions engendre´es par (vα, vβ) ∈ Et et la syme´trie de ⇔.
3. Et est transitive :
Soit vα, vβ, vγ ∈ Vb, tel que (vα, vβ) ∈ Et et (vβ, vγ) ∈ Et. Ainsi par la De´finition, les
quatre propositions suivantes sont satisfaites :
∀ v ∈ Vb t.q. (val−1b (v), val−1b (vα)) ∈  ⇔ (val−1b (v), val−1b (vβ)) ∈ ,(1)
∀ vδ ∈ Vb t.q. (val−1b (vα), val−1b (vδ)) ∈  ⇔ (val−1b (vβ), val−1b (vδ)) ∈ ,(2)
∀ v ∈ Vb t.q. (val−1b (v), val−1b (vβ)) ∈  ⇔ (val−1b (v), val−1b (vγ)) ∈ ,(3)
∀ vδ ∈ Vb t.q. (val−1b (vβ), val−1b (vδ)) ∈  ⇔ (val−1b (vγ), val−1b (vδ)) ∈ ,(4)
Par combinaison de ces propositions, les deux propositions suivantes se ve´rifie e´galement :
(1)+(3) : ∀ v ∈ Vb t.q. (val−1b (v), val−1b (vα)) ∈  ⇔ (val−1b (v), val−1b (vγ)) ∈ ,
(2)+(4) : ∀ vδ ∈ Vb t.q. (val−1b (vα), val−1b (vδ)) ∈  ⇔ (val−1b (vγ), val−1b (vδ)) ∈ .
Ainsi, (vα, vγ) ∈ Et, de´montrant la transitivite´ de cette relation.
Proprie´te´ 13. La relation PrefPs est irre´flexive, antisyme´trique et transitive, c’est donc un
ordre strict.
Preuve 11.
1. PrefPs est irre´flexive :
Conside´rons que PrefPs soit re´flexive, ainsi ∃ vα ∈ Vs tel que (vα, vα) ∈ PrefPb , i.e ∀ α ∈
val−1s (vα), (α, α) ∈ . Ceci est impossible puisque  est irre´flexive.
2. PrefPs est antisyme´trique :
Conside´rons que PrefPs ne soit pas antisyme´trique, il s’ensuit que ∃ vα, vβ ∈ V tel que (vα,
vβ) ∈ PrefPs et (vβ, vα) ∈ PrefPs . Puisque (vα, vβ) ∈ PrefPs on a ∀ α ∈ val−1s (vα) et ∀ β
∈ val−1s (vβ) : (α, β) ∈  et puisque (vβ, vα) ∈ PrefPs il se ve´rifie que ∀ α ∈ val−1s (vα)
et ∀ β ∈ val−1s (vβ) : (β, α) ∈ . Ceci est impossible par l’antisyme´trie de la relation .
3. PrefPs est transitive :
Conside´rons que PrefPs ne soit pas transitive, ainsi ∃ vα, vβ, vγ ∈ Vs tel que : (vα, vβ)
∈ PrefPs , (vβ, vγ) ∈ PrefPs et (vα, vγ) /∈ PrefPs . Soit α ∈ val−1s (vα), β ∈ val−1s (vβ), γ
∈ val−1s (vγ), puisque (vα, vβ) ∈ PrefPs on a (α, β) ∈  et puisque (vβ, vγ) ∈ PrefPs on
a (β, γ) ∈ . La relation  e´tant transitive, il s’ensuit que (α, γ) ∈ , i.e (vα, vγ) ∈
PrefPs .
Proprie´te´ 14. Les syste`mes d’argumentation associe´s a` PAF et a` VAFPs sont e´quivalents.
Preuve 12. Soient Ext(VAFPs ) et Ext(PAF) les ensembles d’extensions admissibles pour ces deux
syste`mes, VAFPs et PAF. De´montrons que ces deux ensembles sont e´gaux, autrement dit que
Ext(VAFPs ) ⊆ Ext(PAF) et Ext(PAF) ⊆ Ext(VAFPs ).
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1. Ext(PAF) ⊆ Ext(VAFPs ). Conside´rons que ∃ E ∈ Ext(VAFPs ) et E /∈ Ext(PAF). Puisque E /∈
Ext(PAF), en accord avec la De´finition 5, il y a deux possibilite´s :
∗Cas 1 : E n’est pas sans-conflit pour PAF. ∃ α, β ∈ E tel que (α, β) ∈ Def, il s’ensuit
que (α, β) ∈ R et (β, α) /∈ . Puisque (β, α) /∈ , en accord avec la De´finition 34, @
vα, vβ ∈ Vs tel que α ∈ val−1s (vα), β ∈ val−1s (vβ) et (vα, vβ) ∈ PrefPs . Puisque (α, β)
∈ R et (vals(β), vals(α)) /∈ PrefPs , a` partir de la De´finition 21, il se ve´rifie que (α, β)
∈ defeatsPs (defeatsPs est construit a` partir de R et PrefPs en accord avec la De´finition
21 et la De´finition 34). E n’est pas sans-conflit pour VAF. Ceci contredit le fait que E soit
une extension admissible pour VAF.
∗Cas 2 : E ne de´fend pas tous ses e´le´ments pour PAF. ∃ α ∈ E tel que ∃ β ∈ A, (β, α) ∈ Def
et @ γ ∈ E tel que (γ, β) ∈ Def. Puisque (β, α) ∈ Def, par la De´finition 19, il s’ensuit que
(β, α) ∈ R et (α, β) /∈ . En d’autres termes, par la De´finition 34, @ vα, vβ ∈ Vs tel que
α ∈ val−1s (vα), β ∈ val−1s (vβ) et (vα, vβ) ∈ PrefPs . Puisque (vals(α), vals(β)) /∈ PrefPs
et (β, α) ∈ R, il se ve´rifie que (β, α) ∈ defeatsPs (defeatsPs est construit a` partir de R
et PrefPs en accord avec la De´finition 21 et la De´finition 34). Puisque E est une extension
admissible pour VAFPs , il s’ensuit que ∃ γ ∈ E tel que (γ, β) ∈ defeatsPs , i.e (γ, β) ∈ R
et (vals(β), vals(γ)) /∈ PrefPs , i.e (γ, β) ∈ R et (val−1s (vals(β)), val−1s (vals(γ))) /∈ ,
i.e (γ, β) ∈ R et (β, γ) /∈ , i.e (γ, β) ∈ Def. Ceci contredit le fait que E ne de´fende pas
tous ses e´le´ments pour PAF.
2. Ext(VAFPb ) ⊆ Ext(PAF). Soit E une extension admissible pour PAF, conside´rons que E ∈
Ext(PAF). Ceci signifie que E n’est pas une extension admissible pour VAFPs . En accord
avec la De´finition 5, il y a deux possibilite´s :
∗Cas 1 : E n’est pas sans-conflit pour VAFPs . ∃ α, β ∈ E tel que (α, β) defeatsPs (defeatsPs
est construit a` partir de R et PrefPs en accord avec la De´finition 21 et la De´finition 34), i.e
(α, β) ∈ R et (vals(β), vals(α)) /∈ PrefPs par la De´finition 21. A partir de la De´finition
34, il s’ensuit que (val−1s (vals(β)), val−1s (vals(α))) /∈ , i.e (β, α) /∈ . A partir de la
De´finition 19, il se ve´rifie que (α, β) ∈ Def, signifiant que E n’est pas sans-conflit pour
PAF. Cette conclusion contredit le fait que E soit une extension admissible pour PAF.
∗Cas 2 : E ne de´fend pas tous ses e´le´ments pour VAFPs . ∃ α ∈ E, ∃ β ∈ A tel que (β, α) ∈
defeatsPs mais @ γ ∈ E tel que (γ, β) ∈ defeatsPs (defeatsPs est construit a` partir de R
et PrefPs en accord avec la De´finition 21 et la De´finition 34). Puisque (β, α) ∈ defeatsPs
alors (β, α) ∈ R et (vals(α), vals(β)) /∈ PrefPs , en accord avec la De´finition 21. Puisque
(vals(α), vals(β)) /∈ PrefPs alors (val−1s (vals(α)), val−1s (vals(β))) /∈  en accord avec
la De´finition 34, i.e (α, β) /∈ . Ainsi, puisque (β, α) ∈ R et (α, β) /∈ , par la De´finition
19, il s’ensuit que (β, α) ∈ Def. Cependant, E n’est pas une extension admissible pour PAF,
ainsi ∃ γ ∈ E tel que (γ, β) ∈ Def, i.e (γ, β) ∈ R et (β, γ) /∈ . Puisque (β, γ) /∈ ,
par la De´finition 34, il se ve´rifie que (vals(β), vals(γ)) /∈ PrefPs , i.e par la De´finition 21,
on a (γ, β) ∈ defeatsPs . Cette conclusion contredit le fait que E ne de´fende pas tous ses
e´le´ments pour VAFPs .
Proprie´te´ 15. |Vmins | = |Vb / Et|
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Preuve 13. Rappelons d’abord que Vmins est obtenu par l’affectation d’une meˆme valeur a` un
nombre maximal possible d’arguments, en tenant compte du plus petit ensemble de valeurs (en
terme d’inclusion ensembliste) affecte´es a` l’ensemble des arguments et re´pondant a` la De´fini-
tion 34. A partir de la Partie 1 de la De´finition 34 et de la De´finition 31, il s’ensuit que deux
arguments α, β peuvent avoir la meˆme valeur dans une construction surjective (i.e., il existe un
Vs tel que vals(α) = vals(β)) si et seulement si (α, β) ∈ Et.
Etant donne´ cette e´quivalence entre de´finitions, une partition sur tous les arguments de A,
pre´cise´ment celle donnant le moins de valeurs dans Vs et ou` chaque partionnement est lie´ a` une
valeur distincte dans Vs, est obtenue en conside´rant l’ensemble quotient induit par la relation
d’e´quivalence Et, d’ou` l’e´galite´ suivante |Vmins | = |Vb / Et|.
Proprie´te´ 16. Les syste`mes d’argumentation associe´s a` CPAF et a` MCPAFC sont e´quivalents.
Preuve 14. Soient Ext(CPAF) et Ext(MCPAFC) les ensembles d’extensions admissibles pour ces
deux syste`mes, CPAF et MCPAFC . De´montrons que ces deux ensembles sont e´gaux, autrement dit
que Ext(CPAF) ⊆ Ext(MCPAFC) et Ext(MCPAFC) ⊆ Ext(CPAF) :
1. Ext(MCPAFC) ⊆ Ext(CPAF). Conside´rons que ∃ E ∈ Ext(CPAF) et E /∈ Ext(MCPAFC). Puisque
E /∈ Ext(MCPAFC) et en accord avec la De´finition 5, il y a deux possibilite´s :
∗Cas 1 : E n’est pas sans-conflit pour MCPAFC . ∃ α, β ∈ E tel que (α, β) ∈ DefC (DefC est
construit a` partir de ⊕D(RC1 , . . . ,RCn ) et ⊗D(1, · · · n) en accord avec la De´finition 38
et la De´fintion 39) il s’ensuit que (α, β) ∈ ⊕D(RC1 , . . . ,RCn ) et (β, α) /∈ ⊗D(1, · · · n).
Par proprie´te´, il se ve´rifie que (α, β) ∈ R et (β, α) /∈ ⊗.(1, · · · n), i.e (α, β) ∈ Def. E
n’est pas sans-conflit pour CPAF. Ceci contredit le fait que E soit une extension admissible
pour CPAF.
∗Cas 2 : E ne de´fend pas tous ses e´le´ments pour MCPAFC . ∃ α ∈ E tel que ∃ β ∈ AC1 ∪
. . . ∪ ACn , tel que (β, α) ∈ DefC et @ γ ∈ E tel que (γ, β) ∈ DefC (DefC est construit
a` partir de ⊕D(RC1 , . . . ,RCn ) et ⊗D(1, · · · n) en accord avec la De´finition 38 et la De´-
fintion 39). Puisque (β, α) ∈ DefC , il se ve´rifie que (β, α) ∈ ⊕D(RC1 , . . . ,RCn ) et (α, β)
/∈ ⊗D(1, · · · n), i.e par proprie´te´ (β, α) ∈ R et (α, β) /∈ ⊗.(1, · · · n), i.e par la
De´finition 25 (β, α) ∈ Def. Puisque E est une extension admissible pour CPAF, il s’ensuit
que ∃ γ ∈ E tel que (γ, β) ∈ Def, i.e (γ, β) ∈ R et (β, γ) /∈ ⊗.(1, · · · n), i.e (γ, β) ∈
⊕D(R1, . . . ,Rn) et (β, γ) /∈ ⊗D(1, · · · n), i.e (γ, β) ∈ DefC . Ceci contredit le fait que
E ne de´fende pas tous ses e´le´ments pour MCPAFC .
2. Ext(CPAF) ⊆ Ext(MCPAFC). Soit E une extension admissible pour MCPAFC , conside´rons que
E /∈ Ext(CPAF). Ceci signifie que E n’est pas une extension admissible pour CPAF. En accord
avec la De´finition 5, il y a deux possibilite´s :
∗Cas 1 : E n’est pas sans-conflit pour CPAF. ∃ α, β ∈ E tel que (α, β) ∈ defeats, i.e (α,
β) ∈ R et (β, α) /∈ ⊗.(1, · · · n). A partir de la De´finition 39, il s’ensuit que (α, β) ∈
⊕D(RC1 , . . . ,RCn ) et (β, α) /∈ ⊗D(1, · · · n). Il se ve´rifie que (α, β) ∈ DefC (DefC est
construit a` partir de ⊕D(RC1 , . . . ,RCn ) et ⊗D(1, · · · n) en accord avec la De´finition 38
et la De´finition 39), signifiant que E n’est pas sans-conflit pour MCPAFC . Cette conclusion
contredit le fait que E soit une extension admissible pour MCPAFC .
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∗Cas 2 : E ne de´fend pas tous ses e´le´ments pour CPAF. ∃ α ∈ E tel que ∃ β ∈ A et (β, α) ∈
Def mais @ γ ∈ E tel que (γ, β) ∈ Def. A partir de la De´finition 25, puisque (β, α) ∈ Def
alors (β, α) ∈ R et (α, β) /∈ ⊗.(1, · · · n). A partir de la De´finition 39, il s’ensuit que
(β, α) ∈ ⊕D(RC1 , . . . ,RCn ) et (α, β) /∈ ⊗D(1, · · · n). Par la De´finition 38, il se ve´rifie
que (β, α) ∈ DefC . Cependant, E est une extension admissible pour MCPAFC , ainsi ∃ γ ∈ E
tel que (γ, β) ∈ DefC , i.e (γ, β) ∈ ⊕D(RC1 , . . . ,RCn ) et (β, γ) /∈ ⊗D(1, · · · n). A partir
de la De´finition 39, il s’ensuit que (γ, β) ∈ R et (β, γ) /∈ ⊗.(1, · · · n), i.e (γ, β) ∈
Def par la De´finition 25. Cette conclusion contredit le fait que E ne de´fende pas tous ses
e´le´ments pour CPAF.
Proprie´te´ 17.
– Les deux syste`mes d’argumentation 〈A, Def〉 et 〈A, defeatsBc〉 associe´s respectivement
a` MCPAFM = 〈CM ,DM , 〈AM1 , . . . ,AM|V|+1〉, 〈RM1 , . . . ,RM|V|+1〉, 〈M1 , . . . ,M|V|+1〉〉 et VSAF =
〈A,R,V, arg,〉 sont e´quivalents ssi ⊕DM (RM1 , . . . ,RM|V|+1) = RM|V|+1 et on a (α, β) ∈
⊗DM (M1 , · · · M|V|+1) si ∃ i,j tel que α ∈ AMi , β ∈ AMj et (ci, cj) ∈ DM .
Preuve 15. Soient Ext(VSAF) et Ext(MCPAFM ) les ensembles d’extensions admissibles pour ces
deux syste`mes, VSAF et MCPAFM . De´montrons que ces deux ensembles sont e´gaux, autrement dit
que Ext(VSAF) ⊆ Ext(MCPAFM ) et Ext(MCPAFM ) ⊆ Ext(VSAF) :
1. Ext(MCPAFM ) ⊆ Ext(VSAF). Conside´rons que ∃ E ∈ Ext(VSAF) et E /∈ Ext(MCPAFM ). Puisque
E /∈ Ext(MCPAFM ) et en accord avec la De´finition 5, il y a deux possibilite´s :
∗Cas 1 : E n’est pas sans-conflit pour MCPAFM . ∃ α, β ∈ E tel que (α, β) ∈ DefM (DefM est
construit a` partir de ⊕D(RM1 , . . . ,RM|V|+1) et ⊗D(M1 , · · · M|V|+1) en accord avec la De´fini-
tion 38 et la De´fintion 40). Par proprie´te´, il s’ensuit que (α, β) ∈ RM|V|+1 et @ i,j tel que α
∈ AMi , β ∈ AMj et (cj , ci) ∈ DM . Par la De´finition 40, il se ve´rifie que (α, β) ∈ R et @ i,j
tel que (vj , vi) ∈  avec val(α) = vi et val(β) = vj, i.e (α, β) ∈ defeatsBc. E n’est pas
sans-conflit pour VSAF. Ceci contredit le fait que E soit une extension admissible pour VSAF.
∗Cas 2 : E ne de´fend pas tous ses e´le´ments pour MCPAFM . ∃ α ∈ E tel que ∃ β ∈ AM1 ∪ . . .
∪ AM|V|+1, tel que (β, α) ∈ DefM et @ γ ∈ E tel que (γ, β) ∈ DefM (DefM est construit a`
partir de ⊕D(RM1 , . . . ,RM|V|+1) et ⊗D(M1 , · · · M|V|+1) en accord avec la De´finition 38 et la
De´fintion 40). Puisque (β, α) ∈ DefM , il se ve´rifie que (β, α) ∈ ⊕D(RM1 , . . . ,RM|V|+1) et
(α, β) /∈ ⊗D(M1 , · · · M|V|+1), i.e par proprie´te´ (β, α) ∈ RM|V|+1 et @ i,j tel que α ∈ AMi , β
∈ AMj et (ci, cj) ∈ DM , i.e par la De´finition 40, (β, α) ∈ R et @ i,j tel que (vi, vj) ∈  avec
val(α) = vi et val(β) = vj, autrement dit d’apre´s la De´finition 24, (β, α) ∈ defeatsBc.
Puisque E est une extension admissible pour VSAF, il s’ensuit que ∃ γ ∈ E tel que (γ, β) ∈
defeatsBc, i.e (γ, β) ∈ R et @ k,l tel que (vk, vl) ∈  avec val(β) = vk et val(γ) = vl,
i.e @ k,l tel que β ∈ AMk , γ ∈ AMl et (ck, cl) ∈ DM , (β, γ) /∈ ⊗.(M1 , · · · M|V|+1), i.e (γ, β)
∈ ⊕D(RM1 , . . . ,RM|V|+1) et (β, γ) /∈ ⊗.(M1 , · · · M|V|+1), i.e (γ, β) ∈ DefM . Ceci contredit
le fait que E ne de´fende pas tous ses e´le´ments pour MCPAFM .
2. Ext(VSAF) ⊆ Ext(MCPAFM ). Soit E une extension admissible pour MCPAFM , conside´rons que
E /∈ Ext(VSAF). Ceci signifie que E n’est pas une extension admissible pour VSAF. En accord
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avec la De´finition 5, il y a deux possibilite´s :
∗Cas 1 : E n’est pas sans-conflit pour VSAF. ∃ α, β ∈ E tel que (α, β) ∈ defeatsBc, i.e
(α, β) ∈ R et @ i,j tel que (vj , vi) ∈  avec val(α) = vi et val(β) = vj. A partir de la
De´finition 40, il s’ensuit que (α, β) ∈ RM|V|+1 et @ i,j tel que α ∈ AMi , β ∈ AMj et (cj , ci)
∈ DM , autrement dit (α, β) ∈ ⊕D(RM1 , . . . ,RM|V|+1) et (β, α) /∈ ⊗D(M1 , · · · M|V|+1).
Il se ve´rifie que (α, β) ∈ DefM (DefM est construit a` partir de ⊕D(RM1 , . . . ,RM|V|+1) et
⊗D(M1 , · · · M|V|+1) en accord avec la De´finition 38 et la De´finition 40), signifiant que E
n’est pas sans-conflit pour MCPAFM . Cette conclusion contredit le fait que E soit une exten-
sion admissible pour MCPAFM .
∗Cas 2 : E ne de´fend pas tous ses e´le´ments pour VSAF. ∃ α ∈ E tel que ∃ β ∈ A et (β,
α) ∈ defeatsBc mais @ γ ∈ E tel que (γ, β) ∈ defeatsBc. A partir de la De´finition 24,
puisque (β, α) ∈ defeatsBc alors (β, α) ∈ R et @ i,j tel que (vi, vj) ∈  avec val(α)
= vi et val(β) = vj. A partir de la De´finition 40, il s’ensuit que (β, α) ∈ RM|V|+1 et @
i,j tel que α ∈ AMi , β ∈ AMj et (ci, cj) ∈ DM . Par la proprie´te´, il se ve´rifie que (β, α)
∈ ⊕D(RM1 , . . . ,RM|V|+1) et (α, β) /∈ ⊗D(M1 , · · · M|V|+1), i.e (β, α) ∈ DefM . Cependant,
E est une extension admissible pour MCPAFM , ainsi ∃ γ ∈ E tel que (γ, β) ∈ DefM , i.e
(γ, β) ∈ ⊕D(RM1 , . . . ,RM|V|+1) et (β, γ) /∈ ⊗D(M1 , · · · M|V|+1). A partir de la proprie´te´, il
s’ensuit que (γ, β) ∈ RM|V|+1 et @ k,l tel que β ∈ AMk , γ ∈ AMl et (ck, cl) ∈ DM . D’apre´s
la De´finition 40, (γ, β) ∈ R et @ k,l tel que (vk, vl) ∈  avec val(β) = vk et val(γ) = vl,
en d’autres termes (γ, β) ∈ defeatsBc en accord avec la De´finition 24. Cette conclusion
contredit le fait que E ne de´fende pas tous ses e´le´ments pour VSAF.
– Les deux syste`mes d’argumentation 〈A, Def〉 et 〈A, defeatsM 〉 associe´s respectivement
a` MCPAFM = 〈CM ,DM , 〈AM1 , . . . ,AM|V|+1〉, 〈RM1 , . . . ,RM|V|+1〉, 〈M1 , . . . ,M|V|+1〉〉 et VSAF =
〈A,R,V, arg,〉 sont e´quivalents ssi ⊕DM (RM1 , . . . ,RM|V|+1) = RM|V|+1 et on a (α, β) ∈
⊗DM (M1 , · · · M|V|+1) si |{i|α ∈ Ai}| > |{i|β ∈ Ai}|.
Preuve 16. Soient Ext(VSAF) et Ext(MCPAFM ) les ensembles d’extensions admissibles pour ces
deux syste`mes, VSAF et MCPAFM . De´montrons que ces deux ensembles sont e´gaux, autrement dit
que Ext(VSAF) ⊆ Ext(MCPAFM ) et Ext(MCPAFM ) ⊆ Ext(VSAF) :
1. Ext(MCPAFM ) ⊆ Ext(VSAF). Conside´rons que ∃ E ∈ Ext(VSAF) et E /∈ Ext(MCPAFM ). Puisque
E /∈ Ext(MCPAFM ) et en accord avec la De´finition 5, il y a deux possibilite´s :
∗Cas 1 : E n’est pas sans-conflit pour MCPAFM . ∃ α, β ∈ E tel que (α, β) ∈ DefM (DefM est
construit a` partir de ⊕D(RM1 , . . . ,RM|V|+1) et ⊗D(M1 , · · · M|V|+1) en accord avec la De´fini-
tion 38 et la De´fintion 40). Par proprie´te´, il s’ensuit que (α, β) ∈ RM|V|+1 et |{i|α ∈ AMi }| ≥
|{i|β ∈ AMi }|. Par la De´finition 40, il se ve´rifie que (α, β) ∈ R et | arg−1(α)| ≥ | arg−1(β)|,
i.e (β, α) /∈ PrefBc, confirmant par la De´finition 24 que (α, β) ∈ defeatsM . E n’est pas
sans-conflit pour VSAF. Ceci contredit le fait que E soit une extension admissible pour VSAF.
∗Cas 2 : E ne de´fend pas tous ses e´le´ments pour MCPAFM . ∃ α ∈ E tel que ∃ β ∈ AM1 ∪
. . . ∪ AM|V|+1, tel que (β, α) ∈ DefM et @ γ ∈ E tel que (γ, β) ∈ DefM (DefM est construit
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a` partir de ⊕D(RM1 , . . . ,RM|V|+1) et ⊗D(M1 , · · · M|V|+1) en accord avec la De´finition 38 et
la De´finition 40). Puisque (β, α) ∈ DefM , il se ve´rifie que (β, α) ∈ ⊕D(RM1 , . . . ,RM|V|+1)
et (α, β) /∈ ⊗D(M1 , · · · M|V|+1), i.e par proprie´te´ (β, α) ∈ RM|V|+1 et |{i|β ∈ AMi }| ≥
|{i|α ∈ AMi }|, i.e par la De´finition 40, (β, α) ∈ R et | arg−1(β)| ≥ | arg−1(α)|, autrement
dit d’apre`s la De´finition 24, (β, α) ∈ defeatsM . Puisque E est une extension admis-
sible pour VSAF, il s’ensuit que ∃ γ ∈ E tel que (γ, β) ∈ defeatsM , i.e (γ, β) ∈ R et
(β, γ) /∈ PrefM , i.e | arg−1(γ)| ≥ | arg−1(β)|, i.e |{i|γ ∈ AMi }| ≥ |{i|β ∈ AMi }|, i.e par
proprie´te´ (β, γ) /∈ ⊗.(M1 , · · · M|V|+1), soit (γ, β) ∈ ⊕D(RM1 , . . . ,RM|V|+1) et (β, γ) /∈
⊗.(M1 , · · · M|V|+1), i.e (γ, β) ∈ DefM . Ceci contredit le fait que E ne de´fende pas tous
ses e´le´ments pour MCPAFM .
2. Ext(VSAF) ⊆ Ext(MCPAFM ). Soit E une extension admissible pour MCPAFM , conside´rons que
E /∈ Ext(VSAF). Ceci signifie que E n’est pas une extension admissible pour VSAF. En accord
avec la De´finition 5, il y a deux possibilite´s :
∗Cas 1 : E n’est pas sans-conflit pour VSAF. ∃ α, β ∈ E tel que (α, β) ∈ defeatsM , i.e
(α, β) ∈ R et (β, α) /∈ PrefM , i.e | arg−1(α)| ≥ | arg−1(β)|. A partir de la De´finition 40,
il s’ensuit que (α, β) ∈ RM|V|+1 et |{i|α ∈ AMi }| ≥ |{i|β ∈ AMi }|, autrement dit par la
proprie´te´ (α, β) ∈ ⊕D(RM1 , . . . ,RM|V|+1) et (β, α) /∈ ⊗D(M1 , · · · M|V|+1). Il se ve´rifie que
(α, β) ∈ DefM (DefM est construit a` partir de ⊕D(RM1 , . . . ,RM|V|+1) et ⊗D(M1 , · · · M|V|+1)
en accord avec la De´finition 38 et la De´finition 40), signifiant que E n’est pas sans-conflit
pour MCPAFM . Cette conclusion contredit le fait que E soit une extension admissible pour
MCPAFM .
∗Cas 2 : E ne de´fend pas tous ses e´le´ments pour VSAF. ∃ α ∈ E tel que ∃ β ∈ A et (β, α) ∈
defeatsM mais @ γ ∈ E tel que (γ, β) ∈ defeatsM . A partir de la De´finition 24, puisque
(β, α) ∈ defeatsM alors (β, α) ∈ R et | arg−1(β)| ≥ | arg−1(α)|. A partir de la De´finition
40, il s’ensuit que (β, α) ∈ RM|V|+1 et |{i|β ∈ AMi }| ≥ |{i|α ∈ AMi }|. Par la proprie´te´, il
se ve´rifie que (β, α) ∈ ⊕D(RM1 , . . . ,RM|V|+1) et (α, β) /∈ ⊗D(M1 , · · · M|V|+1), i.e (β, α) ∈
DefM . Cependant, E est une extension admissible pour MCPAFM , ainsi ∃ γ ∈ E tel que (γ,
β) ∈ DefM , i.e (γ, β) ∈ ⊕D(RM1 , . . . ,RM|V|+1) et (β, γ) /∈ ⊗D(M1 , · · · M|V|+1). A partir
de la proprie´te´, il s’ensuit que (γ, β) ∈ RM|V|+1 et |{i|γ ∈ AMi }| ≥ |{i|β ∈ AMi }|. D’apre`s
la De´finition 40, (γ, β) ∈ R et | arg−1(γ)| ≥ | arg−1(β)|, soit (β, γ) /∈ PrefM , en d’autres
termes (γ, β) ∈ defeatsM en accord avec la De´finition 24. Cette conclusion contredit le
fait que E ne de´fende pas tous ses e´le´ments pour VSAF.
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