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The	most	difficult	part	of	the	radiation	localization	is	that	we	cannot	use	the	traditional	acoustic	localization	method	to	
determine	where	the	radiation	source	is.	It’s	mainly	because	the	electromagnetic	waves	are	totally	different	with	the	
sound	wave.	As	we	all	know,	sound	wave	has	certain	wave	velocity	in	different	media,	so	we	can	determine	the	distance	
by	analyzing	the	time	difference	between	the	incident	and	the	reflected	wave,	or	we	can	also	analyze	the	energy	of	the	
wave.	Besides,	multiple	sensor	arrays	can	also	tell	us	where	the	sound	source	is	based	on	maximum	likelihood	algorithm.	
Nuclear	radiation	basically	is	a	type	of	electromagnetic	radiation,	and	it	is	hard	to	measure	the	velocity	of	the	radiation	
and	the	time	difference.	Besides,	different	types	of	nuclide	have	different	intensities.	The	relationship	between	the	
radiation	intensity	and	distance	can	be	described	as:
𝐴 = 	
𝐾%
𝑅' 	𝐴(
A is	total	radioactive	activity;	Kr is	the	radioactive	constant	;	R is	the	distance	from	the	radioactive	source.
In	this	project,	we	don’t	consider	the	decay	of	the	nuclide	because	the	half-life	of	common	radioactive	elements	are	long	
enough	that	we	can	ignore	that	(Table.	1)
Since	the	radioactive	nuclide	is	extremely	dangerous,	so	it	is	necessary	to	find	a	way	that	can	locate	the	radioactive	source
efficiently.	
Note	that	radioactive	rate	constant	is	a	measure	of	the	rate	of	ionization	of air due	to ionizing	radiation from photons.
Background
Fixed	source	and	linearly	moving	sensor
Since	the	sensor	is	moving	linearly,	the	network	was	trained	by	the	changing	of	the	radiation	at	each	time	point	plus	the	
velocity	of	the	sensor	in	each	direction:
Algorithm	&	Methods
Results:
With	the	best	structure	that	depicts	in	Table	2,	the	average	accuracy	of	the	predicted	intensity	of	the	radioactive	source	is
99.7%.	The	average	difference	between	the	predicted	location	of	the	source	and	the	actual	location	of	the	source	is	5.6m,	
which	is	a	pretty	big	portion	of	a	20𝑚 × 20𝑚 × 20𝑚 space.	In	this	version,	the	network	can	correctly	predict	the	intensity	
of	the	radioactive	source,	the	prediction	of	the	location	of	the	source	has	approximately	80%	accuracy.	
From	all	the	previous	analysis	and	results,	we	can	conclude	that	our	model	can	predict	the	location	of	the	radiation	source	
effectively.	Mathematically,	imagine	the	input	measurements	as	a	vector,	what	neural	network	doing	is	mapping	the	input	
vector	into	the	space	that	we	expected	(Fig.	4).	
Future	Research:	Chasing	the	source:	
If	the	radiation	source	is	in	motion,	the	location	of	the	radioactive	source	is	entirely	different	at	each	second,	in	some	
complex	cases,	the	source	is	even	moving	randomly,	so	it	is	almost	impossible	to	predict	the	future	coordinate	of	the	
movement	of	the	source.	Besides,	the	noise	signal	can	also	reduce	the	accuracy	of	the	measurement.	
If	the	neural	network	can	“drive”	the	sensor	flying	to	the	source	to	make	the	distance	between	the	source	and	the	sensor	
as	close	as	possible,	the	sensor	can	easily	measured	the	actual	radiation	of	the	source,	and	that	can	also	reduce	the	effect	
of	the	noise	signal.	
Conclusion	&	Future	ResearchInput features Number of layers Number of nodes Output features Learning rate Framework
23 4 20 4 1E-03 Full-connection
Fig.	5	Effect	of	different	learning	rate	(Coordinate	error	vs	epoch)	
Fig.	1:	Radiation	intensity	vs	the	location	of	a	
vertically	moving	sensor	
Table	2:	Structure	of	neural	network
Effect	of	learning	rate:
Learning	rate	is	the	”Step	length”	of	gradient	descent.	For	complex	neural	network	model,	the	loss	function	might	have	
multiple	local	minima,	so	if	the	learning	rate	is	too	small,	it’s	easy	to	fall	into	the	local	minimum	point	rather	than	the	
global	optima.	Minimize	the	loss	through	training	process	can	minimize	the	percentage	of	error	in	testing.		Table.3	shows	
the	loss	and	error	change	in	each	experiment,	too	small	learning	rate	will	slow	down	the	speed	of	gradient	descent,	as	we	
can	see	from	Fig.	5,	the	error	won’t	converge	to	minima	after	1000	iterations	and	the	training	process	is	also	unstable.	
The	best	learning	rate	for	the	gradient	descent	in	this	model	is	1E-03,	which	is	what	we	used	in	the	neural	network.	
Another	thing	that	can	affect	the	speed	of	gradient	descent	is	the	batch	size	(the	number	of	training	examples	in	one	
forward/backward	pass),	if	the	batch	size	is	too	small,	the	direction	of	gradient	descent	will	change	back	and	forth	
frequently,	so	the	final	estimation	will	also	be	less	accurate.	
Fig.	3:	Block	diagram	of	neural	network	
Fig.	4:	If	we	can	think	the	input	features	of	the	neural	as	a	
vector	that	contains	certain	information,	then	the	neural	work	
working	as	a	function	that	mapping	the	input	vector	to	the	
target	output.	
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Fig.	2:	The	fixed	source	and	moving	sensor.	The	green	star	is	
the	radioactive	source	fixed	at	the	origin.	Red	dots	represent	
the	trace,	each	dot	has	a	set	of	measurements.	
Batch	size Learning rate Number of nodes Final Loss Intensity	error Coordinate	error
32 0.0001 10 19.17 1.5% 8.7m
32 0.0001 15 17.19 1.7% 7.6m
32 0.0005 15 12.17 0.98% 6.5m
32 0.001 20 10.11 0.66% 4.9m
64 0.001 20 9.22 0.23% 4.3m
Table.	3:		Result	summary	
Introduction
From	the	expression	of	the	radioactive	intensity,	we	can	tell	that	the	intensity	of	radiation	not	only	depend	on	the	
distance	from	the	radiation	but	also	related	to	the	type	of	the	nuclide.	In	general,	the	relationship	between	the	intensity	
and	the	distance	satisfy	the	inverse-square	law,	which	is	a	non-linear	relationship.		In	other	words,	if	we	can	use	the	
measurement	and	dynamic	parameters	of	the	moving	sensor	to	train	a	neural	network.	The	trained	network	can	predict	
the	location	and	the	intensity	of	the	source	based	on	any	movement	of	the	sensor.	
Fixed	source	and	linearly	moving	sensor:	
So	far	the	research	focus	on	the	situation	that	the	radioactive	source	was	fixed	at	a	certain	point,	and	the	sensor	is	
moving	linearly	with	the	random	initial	location	in	a	20𝑚 × 20𝑚 × 20𝑚 space.
Moving	source	+	moving	sensor:	
The	final	goal	of	this	situation	is	that	the	algorithm	is	capable	to	locate	the	location	of	the	sensor.		Since	the	sensor	is	in	
motion,	so	the	algorithm	should	update	the	location	and	the	intensity	of	the	source	at	each	time	point,	no	matter	what	
the	moving	pattern	is.
Why	linearly	moving	sensor?	
In	order	to	train	the	network	effectively,	our	training	set	cannot	be	entirely	random,	it	has	to	follow	some	order.	One	
important	fact	is:	We	can	control	the	movement	of	the	sensor.	Thus,	if	the	movement	of	the	sensor	follows	a	certain	
pattern,	it	is	easy	to	analyze	and	train	the	network.	For	example,		if	the	sensor	moving	vertically,	as	the	distance	between	
the	sensor	and	the	source	decreasing,	the	measured	intensity	increasing,	and	the	measurement	will	decrease	when	the	
sensor	moving	away	from	the	source	(Fig.	1)		As	we	can	see	from	the	picture,	if	the	movement	of	the	sensor	has	certain	
pattern,	the	changing	of	radioactive	reading	will	also	follow	the	certain	pattern.	
Another	advantage	of	the	linearly	moving	sensor	is,	once	we	know	the	initial	location	and	the	velocity	of	the	sensor,	we	
can	compute	the	coordinates	of	the	sensor	at	any	time	point,	which	means	the	location	of	the	source	can	be	determined	
by	the	distance	between	the	coordinates	of	the	source	and	the	coordinates	of	the	initial	location	of	the	sensor.	
High-level	algorithm	&	Backpropagation:
The	structure	of	the	neural	network	is	depicted	in	Fig.	3.	The	data	generator	generates	traces	and	corresponding	
measurements	at	each	time	point.	Each	trace	consists	of	20	data	points	(Fig.	2),		which	means	the	data	generator	actually	
introduce	the	changing	of	measured	intensities	to	the	neural	network.	Time	is	not	the	actual	input	of	the	neural	network,	
but	train	the	network	with	time-varying	pattern	can	make	the	network	get	“familiar”	with	the	variation.	
In	the	high-level	algorithm,	the	neural	network	is	a	typical	supervised	learning.	The	backpropagation	process	computes	
the	loss	between	the	predicted	output	and	the	target	output,	then	use	the	loss	to	update	the	weight	values	at	each	
neuron	by	doing	the	gradient	descent.	The	objective	of	the	SGD	is	to	find	a	set	of	weights	that	can	minimize	the	value	of	
error.	
Training:	
The	network	was	trained	by	5,000	traces	over	1,000	iterations.	The	accuracy	localization	was	represented	by	the	distance	
difference	between	the	predicted	coordinates	and	the	actual	coordinate	of	the	source.	The	intensity	accuracy	was	
represented	by	the	difference	between	the	predicted	radioactive	intensity	and	the	actual	intensity.		The	entire	data	set	
was	split	into	two	parts:	Using	80%	of	the	traces	as	the	training	set	to	train	the	network,	and	the	rest	20%	is	the	test	set	to	
verify	the	prediction	of	the	neural	network	model.
Optimization
Table	1:	Half	life	of	common	radioactive	elements
Elements Half-life(years) Kr		(𝑹 + 𝒄𝒎
𝟐)
Cs	137 30 3.4
Co	60 5 12.8
Ra	226 1600 8.25
The authors acknowledge the support of the Semiconductor Research Corporation (SRC) Education Alliance 
(award # 2009-UR-2032G) and of the Maseeh College of Engineering and Computer Science (MCECS) 
through the Undergraduate Research and Mentoring Program (URMP)
Acknowledgment
1. Xiaohong Sheng	and	Yu-Hen	Hu,	"Maximum	likelihood	multiple-source	localization	using	acoustic	energy	measurements	with	wireless	sensor	networks,"	in IEEE	Transactions	on	
Signal	Processing,	vol.	53,	no.	1,	pp.	44-53,	Jan.	2005.	
2. Simon	Haykin, Simon	S.	Haykin,	Neural	Networks	and	Learning	Machines,	Volume	10.	
3. Yuan,	Ya-xiang.	"Step-sizes	for	the	gradient	method." AMS	IP	Studies	in	Advanced	Mathematics 42.2	(2008):	785.
References
Name:	Jian	Meng
Teuscher	Lab
Maseeh	College	of	Engineering	and	Computer	Science	(MCECS),	Portland	State	University	
Email:	mengjian@pdx.edu
Contact
Location
In
te
ns
ity
