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Facial behaviour of analytic functions on the bidisk
Jim Agler, John E. McCarthy and N. J. Young
Abstract
We prove that if ϕ is an analytic function bounded by 1 on the bidisk D2 and τ
is a point in a face of D2 at which ϕ satisfies Carathe´odory’s condition then both ϕ
and the angular gradient ∇ϕ exist and are constant on the face. Moreover, the class
of all ϕ with prescribed ϕ(τ) and ∇ϕ(τ) can be parametrized in terms of a function
in the two-variable Pick class. As an application we solve an interpolation problem
with nodes lying on faces of the bidisk.1
1 Introduction
We study functions in the Schur class S2 of the bidisk D
2, that is, functions analytic on
D
2 and bounded in absolute value by 1, and in particular their behaviour on faces of
D
2. A face of D2 is a subset of the topological boundary ∂(D2) of D2 having one of the
forms {τ1} × D or D× {τ2}, where |τ1| = |τ2| = 1 and D denotes the open unit disk in
the complex plane C. Of course a function ϕ ∈ S2 need not have values at all points of
∂(D2), but it is known [8, 1] that ϕ has a nontangential limit at any point τ ∈ ∂(D2) for
which the Carathe´odory condition
lim inf
λ→τ
1− |ϕ(λ)|
1− ‖λ‖
<∞ (1.1)
holds, where
‖(λ1, λ2)‖ = max{|λ1|, |λ2|}.
We shall say that τ ∈ ∂(D2) is a B-point for ϕ if condition (1.1) holds. We denote the
nontangential limit (explained in detail below) of ϕ at a B-point τ by ϕ(τ).
The purpose of this paper is to show that if ϕ ∈ S2 has a B-point τ lying on a face
of D2 then strong consequences follow: if |τ1| = 1 then both ϕ and the angular gradient
∇ϕ exist and are constant on the face, and in fact
∇ϕ(σ) = ϕ(τ)τ1
(
α
0
)
for all σ ∈ {τ1}×D, where α is the value of the lim inf on the left hand side of inequality
(1.1). Moreover, for any given τ ∈ T×D, the functions in ϕ ∈ S2 having a B-point at τ
and prescribed values of ϕ(τ) and ∇ϕ(τ) can be parametrized in terms of a function in
the two-variable Pick class.
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In Section 2 we establish notation and introduce the notion of angular gradient for
functions in the two-variable Schur and Pick classes. We also explain the notion of a
model of a function in the Schur class and recall one property of models. In Section 3
we prove the constancy result mentioned above (Theorem 3.2). In Section 4 we present
the precise relationship between functions in the Schur and Pick classes given by the
Cayley transform and thereby obtain an analog of Theorem 3.2 for the Pick class. In
Section 5 we present Julia’s reduction method for the Pick class, and in Section 6 we
derive two parametrization results, Theorems 6.1 and 6.6. In Section 7 we apply our
parametrization theorem to solve an interpolation problem.
2 Notation and definitions
We denote by Π the upper half-plane {z ∈ C : Im z > 0}. The one- and two-variable
Pick classes, denoted by P and P2, are the sets of analytic functions on Π and Π
2
respectively with non-negative imaginary part. The one- and two-variable Schur classes
S and S2 are the the sets of analytic functions on D and D
2 respectively that are bounded
by 1 in absolute value. We denote the closure of a set S by S−.
We shall need the notion of nontangential approach. For a domain Ω ⊂ Cn, a set
S ⊂ Ω is said to approach τ ∈ ∂Ω nontangentially if τ ∈ S− and
‖λ− τ‖
dist(λ,Cn \ Ω)
is bounded for λ ∈ S.
The smallest c ≥ 1 that bounds the above set is called the aperture of S.
In one variable the Julia-Carathe´odory Theorem [6, 7, 12] tells us that a function
ϕ ∈ S has an angular derivative at any B-point τ . More fully, if the Carathe´odory
condition holds (replace ‖λ‖ by |λ| in condition (1.1)), then
(1) ϕ(λ) tends to a limit ϕ(τ) as λ→ τ in any set that approaches τ nontangentially;
(2) the difference quotient (ϕ(λ) − ϕ(τ))/(λ − τ) tends to a limit ϕ′(τ) as λ → τ in
any set that approaches τ nontangentially;
(3) ϕ′(λ)→ ϕ′(τ) as λ→ τ nontangentially;
(4) the limit inferior in relation (1.1) is equal to the lim inf along the radius λ = rτ, 0 ≤
r < 1, and is in fact a limit as r → 1.
As we have mentioned, (1) remains true for the polydisk [8, 1], and so ϕ ∈ S2 has a
value ϕ(τ) ∈ T at any B-point τ . However, the analogue of (2) is false in two variables:
in general ϕ ∈ S2 does not have an angular gradient at all its B-points (see for example
Remark 3.14 below). We are led to study those points τ at which ϕ does have an angular
gradient.
Definition 2.1. Let ϕ ∈ S2, τ ∈ ∂(D
2).
(1) For S ⊆ D2, τ ∈ S− we say that ϕ has a holomorphic differential at τ on S if there
exist ω, η1, η2 ∈ C such that, for all λ ∈ S,
ϕ(λ) = ω + η1(λ1 − τ1) + η2(λ2 − τ2) + e(λ) (2.2)
2
where
lim
λ→τ, λ∈S
e(λ)
||λ− τ ||
= 0. (2.3)
(2) We say that τ is a C-point for ϕ if, for every set S that approaches τ nontangentially,
ϕ has a holomorphic differential on S and ω in relation (2.2) has modulus 1.
(3) If τ is a C-point for ϕ we define the angular gradient ∇ϕ(τ) of ϕ at τ to be the
vector
(
η1
η2
)
, where ϕ has holomorphic differential (2.2) on some set that approaches τ
nontangentially.
It is clear that, when τ is a C-point for ϕ, the quantities ω, η1, η2 in equation (2.2)
are the same for every nontangential approach region S, and so the definition of ∇ϕ(τ)
in (3) is unambiguous.
An apparent drawback of the above definition of C-point is that a condition must hold
for every set S that approaches τ nontangentially. However, we showed in [3, Remark
8.12] that the condition need only be checked for a single suitable set S.
Analogous definitions of C-points and angular gradients apply to functions in the
Pick class P2.
Our approach makes use of the notion of a model of a Schur-class function, as devel-
oped in [3].
Definition 2.4. Let ϕ ∈ S. We say that (M, u) is a model of ϕ if M = M1 ⊕M2 is
an orthogonally decomposed separable Hilbert space and u : D2 →M is an analytic map
such that, for all λ, µ ∈ D2,
1− ϕ(µ)ϕ(λ) = (1− µ1λ1)〈u1λ, u
1
µ〉+ (1− µ
2λ2)〈u2λ, u
2
µ〉. (2.5)
In equation (2.5) we have written uλ for u(λ), u
1
λ = PM1uλ, and u
2
λ = PM2uλ. More
generally, if v ∈ M, we set v1 = PM1v and v
2 = PM2v. If λ ∈ D
2, we may regard λ as
an operator on M by letting
λv = λ1v1 + λ2v2
for v ∈ M.
Our methods depend on the fact that every function in S2 has a model in the sense
of Definition 2.4, as was proved in [2].
If (M, u) is a model of ϕ ∈ S2 then we define the nontangential cluster set Xτ of the
model at a B-point τ of ϕ to be the set of weak limits of weakly convergent sequences
uλn over all sequences λn that converge nontangentially to τ in D
2. Here is a simple but
powerful consequence of the model relation (2.5).
Proposition 2.6. Let τ ∈ T× D be a B-point for ϕ ∈ S2 and let (M, u) be a model of
ϕ. Then
(1) ∅ 6= Xτ ⊂M
1;
(2) there exists ω ∈ T such that, for every x = x1 ∈ Xτ and λ ∈ D
2,
1− ωϕ(λ) = (1− τ1λ)〈u1λ, x
1〉. (2.7)
3
A detailed proof is given in [3, Proposition 4.2]. Nonemptiness of Xτ follows from the
fact that uλn is bounded for any sequence (λn) in D
2 that converges to τ nontangentially,
while the relation (2.7) is derived by substituting µ = µn in equation (2.5) for a suitable
sequence (µn) converging to τ and then passing to a limit.
It is shown in [3, Corollary 8.11] that τ is a C-point for ϕ if and only if Xτ is a
singleton set; we denote the unique member of this set by uτ .
3 Facial B-points
A function ϕ ∈ S2 can have a B-point in ∂(D
2) \ T2, say at τ ∈ T × D; we shall call
such a τ a facial B-point for ϕ. Facial B-points can arise in a trivial way, when ϕ is
independent of λ2, but can also occur non-trivially. Consider for example the rational
inner function
ϕ(λ) =
1 + λ1 + λ2 − 3λ1λ2
3− λ1 − λ2 − λ1λ2
. (3.1)
ϕ is analytic and equal to 1 at every point of the face {1}×D of the bidisk, and so every
point of this face is a C-point for ϕ. Likewise ϕ = 1 at every point of the face D× {1}.
The example illustrates a general phenomenon. We shall denote by ∆ the closed unit
disk {z ∈ C : |z| ≤ 1}.
Theorem 3.2. Let τ ∈ T× D be a B-point for ϕ ∈ S2. Then
(1) every point of {τ1} ×∆ is a B-point for ϕ;
(2) every point of {τ1} × D is a C-point for ϕ;
(3) ϕ is constant on {τ1} ×∆;
(4) ∇ϕ is constant on {τ1} × D, with value
∇ϕ(σ) = ϕ(τ)τ1α
(
1
0
)
for every σ ∈ {τ1} × D (3.3)
where
α = lim inf
λ→τ
1− |ϕ(λ)|
1− ‖λ‖
.
Proof. Let (M, u) be a model of ϕ. By Proposition 2.6, since |τ2| < 1, there exists
x ∈ M and ω ∈ T such that x2 = 0 and
1− ω¯ϕ(λ) = (1− τ1λ1)〈u1λ, x
1〉 (3.4)
and so
1− |ϕ(λ)| ≤ |1− ωϕ(λ)| ≤ |1− τ1λ1| |〈u1λ, x
1〉| (3.5)
for all λ ∈ D2.
(1) Consider any point σ = (τ1, σ2) ∈ {τ1} × D. Let
Sσ = {((1 − t)τ
1, σ2) : 0 < t ≤ 1− |σ2|}.
Sσ approaches σ nontangentially with aperture 1, and we have
|1− τ1λ1| = 1− ‖λ‖ (3.6)
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for λ ∈ Sσ. By [3, Remark 5.6], for λ ∈ Sσ,
||uλ|| ≤ 2||x
1||, (3.7)
which, together with (3.5) and (3.6), implies that
1− |ϕ(λ)|
1− ||λ||
=
1− |ϕ(λ)|
|1− τ1λ1|
≤ 2||x1||2 (3.8)
for all λ ∈ Sσ. Hence σ is a B-point for ϕ.
Now consider any point ρ ∈ {τ1} × T. For any r ∈ (0, 1) observe that
S(τ1,(1−r)ρ2) = {((1 − t)τ
1, (1− r)ρ2) : 0 < t ≤ r},
and so in particular (1 − t)ρ ∈ S(τ1,(1−t)ρ2). The bound (3.7) is valid for all λ ∈
∪σ∈{τ1}×DSσ and hence for λ = (1−t)ρ. We therefore have the bound (3.8) for λ = (1−t)ρ
which tends to ρ as t→ 0+. Hence ρ is a B-point for ϕ.
(2) According to [3, Lemma 8.10], the nontangential cluster set of u at any facial B-point
σ comprises a single vector in M, and so every facial B-point is a C-point for ϕ.
(3) Equation (3.4) can be re-written
ϕ(λ) = ω + ωτ1(λ1 − τ1)〈u1λ, x
1〉.
Consider σ ∈ {τ1} × D. Substitute λn for λ and let λn → σ in Sσ; by inequality (3.7),
the second term on the right hand side tends to zero, and we find that
ϕ(σ)
def
= lim
λ
nt
→σ
ϕ(λ) = ω.
For ρ ∈ {τ1} × T we may substitute λ = λn = (1 − tn)ρ where tn → 0+, and similar
reasoning applies. Thus ϕ is constant on {τ1} ×∆.
(4) We prove that ∇ϕ is also constant. For any σ = (τ1, ζ), ζ ∈ D, let
∇ϕ(σ) =
(
η1(ζ)
η2(ζ)
)
.
By [3, Corollary 8.13] and the fact that u2σ = 0 we have(
η1(ζ)
η2(ζ)
)
= ∇ϕ(σ) = ϕ(σ)
(
σ1||u1σ||
2
σ2||u2σ||
2
)
= ϕ(τ)τ1
(
‖u1σ‖
2
0
)
, (3.9)
and hence
ϕ(τ)τ1η1(ζ) ≥ 0 for all ζ ∈ D. (3.10)
The points (τ1 − tτ1, ζ), 0 < t ≤ 1, approach σ nontangentially, and so we have
η1(ζ) = lim
t→0+
Ft(ζ)
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where
Ft(ζ) = −τ1
ϕ(τ1 − tτ1, ζ)− ϕ(τ)
t
.
We claim that the functions Ft, 0 < t ≤ 1, are uniformly bounded on D. Indeed, by
equation (3.4),
ϕ(τ1 − tτ1, ζ)− ϕ(τ) = −ϕ(τ)t〈u(τ1−tτ1,ζ), x
1〉
and therefore
|Ft(ζ)| ≤ ‖u(τ1−tτ1,ζ)‖ ‖x
1‖.
The set {(τ1 − tτ1, ζ) : 0 < t ≤ 1} approaches σ with aperture 1, and so, by [3, Remark
5.6],
‖u(τ1−tτ1,ζ)‖ ≤ 2‖x
1‖ (3.11)
and consequently |Ft(ζ)| ≤ 2‖x
1‖2 for 0 < t ≤ 1, ζ ∈ D. Since the Ft are analytic in D,
so is their pointwise limit η1. In view of the positivity relation (3.10), it follows that η1
is constant on D. By equation (3.9) and [3, Theorem 5.10] we therefore have
‖u1σ‖
2 = ‖u1τ‖
2 = ‖uτ‖
2 = α, (3.12)
and so the constant value of ∇ϕ(σ) is given by equation (3.3).
Corollary 3.13. If a function ϕ ∈ S2 has a B-point in T × D and another in D × T
then ϕ takes the same value at the two B-points.
For if τ ∈ T × D and σ ∈ D × T are B-points then the constant value of ϕ on both
of the closed faces must equal ϕ(τ1, σ2).
Remark 3.14. It is not the case that if ϕ has a facial B-point τ ∈ T × D then every
point of the closed face {τ1} × ∆ is necessarily a C-point for ϕ. A counterexample is
furnished by the rational inner function
ψ(λ) =
2λ1λ2 − λ1 − λ2
2− λ1 − λ2
.
The face {1} × D consists of B-points for ψ, but the point (1, 1) is not a C-point for ψ,
and so ∇ψ(1, 1) is undefined. This example is analysed in [3, Section 6].
A modification of the proof of Theorem 3.2 yields a slightly stronger result.
Proposition 3.15. Let τ ∈ T× D be a B-point for ϕ ∈ S2. For every model (M, u) of
ϕ, for all σ ∈ {τ1} × D we have uσ = uτ .
Proof. Choose x ∈ M as in the preceding proof. For ζ ∈ D let σ = (τ1, ζ). We claim
that u(τ1−tτ1,ζ) → uσ as t → 0+. Indeed, u(τ1−tτ1,ζ) = uσ−tδ where δ = (τ
1, 0), and by
[3, Theorem 7.1], uσ−tδ tends to a limit in the cluster set Xσ of u at σ as t→ 0+. Since
σ is a C-point for ϕ, Xσ comprises the unique vector uσ, which proves the claim.
Consider the functions ζ 7→ u(τ1−tτ1,ζ) : D → M, 0 < t ≤ 1. It follows from
inequality (3.11) that these analytic functions are uniformly bounded on D. Since they
are also pointwise convergent on D to the function ζ 7→ u(τ1,ζ) = uσ, the latter map is
analytic on D. By equation (3.12), ‖uσ‖ is constant on D. However, an analytic Hilbert-
space-valued function f such that ‖f(.)‖ is constant is itself a constant function. Thus
uσ is constant on {τ
1} × D.
6
4 The Cayley transform for S2 and P2
The Cayley transform
C : D→ Π and C \ {1} → C \ {−i} : λ 7→ i
1 + λ
1− λ
enables us to pass back and forth between S and P. The transform C also acts (co-
ordinatewise) from D2 to Π2. The relationship between properties of a function ϕ ∈ S2
and those of the corresponding function h ∈ P2 is straightforward, but not totally trivial,
and so we summarize it here.
The variables λ ∈ D, z ∈ Π will be related by z = C(λ), so that
z = i
1 + λ
1− λ
, λ =
z − i
z + i
. (4.1)
Similarly, variables λ ∈ D2 and z ∈ Π2 are related co-ordinatewise (zj = C(λj) etc).
Let h ∈ P2 correspond to ϕ ∈ S2, ϕ not identically equal to 1, under the Cayley
transform, that is,
h(z) = i
1 + ϕ(λ)
1− ϕ(λ)
, ϕ(λ) =
h(z)− i
h(z) + i
, (4.2)
where λ, z are related by equations (4.1). We consider a B-point τ ∈ ∂(D2) for ϕ, and
we let x ∈ ∂(R2) correspond to τ :
xj = i
1 + τ j
1− τ j
, τ j =
xj − i
xj + i
, for j = 1, 2. (4.3)
Let ϕ(τ) = ω, so that |ω| = 1. Then h(x) = ξ where ξ ∈ R ∪ {∞} is the transform of
ω ∈ T:
ξ = i
1 + ω
1− ω
, ω =
ξ − i
ξ + i
.
We ask: what conditions on h, x correspond to τ being a B-point or a C-point of ϕ, and
what is the relation between ∇ϕ(τ) and ∇h(x) in the case that τ is a C-point of ϕ?
Let us assume that τ1, τ2 and ω are all different from 1 (else we may compose with
rotations of the circle). It is then the case that x1, x2 and ξ are all real numbers (not
∞). By a straightforward calculation,
1− |ϕ(λ)|2
1− ‖λ‖2
=
Im h(z)
|h(z) + i|2
max
j
|zj + i|2
Im zj
.
Hence
lim inf
λ→τ
1− |ϕ(λ)|2
1− ‖λ‖2
= lim inf
z→x
1
|ξ + i|2
max
j
|xj + i|2Im h(z)
Im zj
. (4.4)
It follows that τ is a B-point for ϕ if and only if
lim inf
z→x
Im h(z)
Im zj
<∞ for j = 1, 2. (4.5)
We shall say that x ∈ ∂(R2) is a B-point for h ∈ P2 whenever the relation (4.5) holds.
Note that, for τ ∈ T × D, x ∈ R × Π, the limits inferior in equation (4.4) occur for
j = 1. Hence, if
α
def
= lim inf
λ→τ
1− |ϕ(λ)|
1− ‖λ‖
= lim inf
λ→τ
1− |ϕ(λ)|
1− |λ1|
(4.6)
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and
β
def
= lim inf
z→x
max
j
Im h(z)
Im zj
= lim inf
z→x
Im h(z)
Im z1
(4.7)
then equation (4.4) yields
α =
∣∣∣∣x1 + iξ + i
∣∣∣∣
2
β. (4.8)
Now consider a C-point τ for ϕ ∈ S2. There exist ω ∈ T and η
1, η2 ∈ C such that
equation (2.2) holds on any set S that approaches τ nontangentially. Nontangential
approach is preserved by the Cayley transform, and
‖λ− τ‖ → 0⇔ ‖z − x‖ → 0.
Let us rewrite equation (2.2) in terms of the variables z, x and h. We have
h(z) = i
1 + ϕ(λ)
1− ϕ(λ)
= i
1 + ω + η · (λ− τ) + o(‖λ− τ‖)
1− ω − η · (λ− τ) + o(‖λ− τ‖)
= ξ
1 + (1 + ω)−1η · (λ− τ) + o(‖λ− τ‖)
1− (1− ω)−1η · (λ− τ) + o(‖λ− τ‖)
= ξ
{
1 +
(
1
1 + ω
+
1
1− ω
)
η · (λ− τ) + o(‖λ− τ‖)
}
= ξ +
2ξ
1− ω2
η · (λ− τ) + o(‖λ− τ‖) (4.9)
as λ→ τ in S. Now
λj − τ j =
2i(zj − xj)
(zj + i)(xj + i)
=
2i(zj − xj)
(xj + i)2
+ o(‖z − x‖)
as z → x. Hence
h(z) = ξ +
∑
j=1,2
(
1− τ j
1− ω
)2
ηj(zj − xj) + o(‖z − x‖)
as z → x in any nontangential approach region. That is, x is a C-point for h, and
∇h(x) =
1
(1− ω)2
(
(1− τ1)2η1
(1− τ2)2η2
)
. (4.10)
In the case that τ is a facial B-point we have the following conclusion.
Proposition 4.11. Let τ ∈ T × D be a B-point for ϕ ∈ S2 and suppose that τ
1 6=
1, ϕ(τ) 6= 1. Then x ∈ R×Π given by equations (4.3) is a C-point for h ∈ P2 given by
equations (4.2), and
∇h(x) =
∣∣∣∣1− τ11− ω
∣∣∣∣
2(
α
0
)
where α is defined by equation (4.6).
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For on combining equations (3.3) and (4.10) we find
∇h(x) =
(1− τ1)2
(1− ω)2
ωτ1α
(
1
0
)
=
∣∣∣∣1− τ11− ω
∣∣∣∣
2
α
(
1
0
)
.
There is of course a converse to this result, which we shall not spell out.
We can derive a version of Theorem 3.2 for the Pick class.
Theorem 4.12. Let x ∈ R×Π be a B-point for h ∈ P2. Then
(1) every point of {x1} ×Π− is a B-point for h;
(2) every point of {x1} ×Π is a C-point for h;
(3) h is constant on {x1} ×Π−;
(4) ∇h is constant on {x1} ×Π, with value
∇h(y) =
(
β
0
)
for every y ∈ {x1} ×Π (4.13)
where
β = lim inf
z→x
Im h(z)
Im z1
.
Proof. (1)-(3) are immediate. To check the value in (4) apply Theorem 3.2 to the function
ϕ ∈ S2 defined by equation (4.2). By Proposition 4.11 and equation (4.8) we have
∇h(y) = ∇h(x) =
∣∣∣∣1− τ11− ω
∣∣∣∣
2
α
(
1
0
)
=
∣∣∣∣1− τ11− ω
∣∣∣∣
2 ∣∣∣∣x1 + iξ + i
∣∣∣∣
2
β
(
1
0
)
.
Since
(x1 + i)(1 − τ1) = 2i = (ξ + i)(1 − ω),
equation (4.13) follows.
5 Julia reduction in P
G. Julia, in the course of proving his celebrated Lemma in [9], introduced a form of
reduction for functions in the Pick class and showed that reduction preserves the Pick
class. His reduction process is analogous to the better-known Schur reduction for func-
tions in the Schur class, but is associated with boundary points, that is, points on the
real axis. Julia’s reduction was subsequently used extensively by R. Nevanlinna, e.g. in
[10, 11]. In the next section we shall apply it to functions in P2 having a facial B-point.
Recall that, by the (one-variable) Julia-Carathe´odory Theorem, if x ∈ R is a B-point
for f ∈ P then f has an angular derivative f ′(x) at x. Furthermore, if f is non-constant,
f ′(x) = lim inf
z→x
Im f(z)
Im z
= lim
y→0+
Im f(x+ iy)
y
> 0.
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Definition 5.1. (1) For any non-constant function f ∈ P and any x ∈ R such that x is
a B-point for f we define the reduction of f at x to be the function g on Π given by the
equation
g(z) = −
1
f(z)− f(x)
+
1
f ′(x)(z − x)
. (5.2)
(2) For any g ∈ P, any x ∈ R and any a0 ∈ R, a1 > 0, we define the augmentation of
g at x by a0, a1 to be the function f on Π given by
1
f(z)− a0
=
1
a1(z − x)
− g(z). (5.3)
Note that in (1), since f(x) is real and f is non-constant, the denominator f(z)−f(x)
is non-zero by the maximum principle. Note also that f defined by equation (5.3) is
necessarily non-constant, for otherwise
Im g(z) = const +
1
a1
Im
1
z − x
,
and the last term can be an arbitrarily large negative number for z ∈ Π, contrary to the
choice of g ∈ P.
Reduction and augmentation are of course inverse operations.
The following is a refinement of Julia’s result.
Theorem 5.4. Let x ∈ R.
(1) If x is a B-point for a non-constant function f ∈ P then the reduction of f at x
also belongs to P.
(2) If g ∈ P and a0 ∈ R, a1 > 0 then the augmentation f of g at x by a0, a1 belongs
to P, has a B-point at x and satisfies f(x) = a0, f
′(x) ≤ a1. Moreover
f ′(x) = a1 if and only if lim
y→0+
yg(x+ iy) = 0.
Proof. Julia proved (1) in the case that f is regular at x (and observed in a footnote that
it is true slightly more generally). The following proof of the general case is essentially
due to Nevanlinna [11, pp. 6-9].
By the Julia-Carathe´odory Theorem f and f ′ have nontangential limits a0, a1 re-
spectively at x, and a0 ∈ R, a1 > 0. Moreover, x is a C-point for f , so that
f(z) = a0 + a1(z − x) +R(z) for z ∈ Π (5.5)
where
lim
z
nt
→0
R(z)
z − x
= 0.
Let g be the reduction of f at x, so that
g(z) = −
1
f(z)− a0
+
1
a1(z − x)
.
We have
Im
(
g(z) −
1
a1(z − x)
)
= Im
(
−
1
f(z)− a0
)
≥ 0.
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Let w = (−1)/(z − x), so that w ∈ Π if and only if z ∈ Π. The last inequality can be
written
− Im g(z) ≤
Im w
a1
. (5.6)
Let ε ∈ (0, 12pi) and let
U = {reiθ ∈ Π : r > 0, 0 < θ ≤ ε or pi − ε ≤ θ < pi}, V = Π \ U.
Notice that z ∈ U + x if and only if w ∈ U . If w = reiθ ∈ U then
Im w = r sin θ ≤ rθ ≤ ε|w|
and so, in view of the relation (5.6),
− Im g(z) ≤
ε|w|
a1
for all z ∈ U. (5.7)
We claim that the same inequality holds for w ∈ V of sufficiently large norm. For
g(z) =
f(z)− a0 − a1(z − x)
a1(z − x)(f(z)− a0)
=
R(z)
a1(z − x)(a1(z − x) +R(z))
.
Hence
(z − x)g(z) =
R(z)/(z − x)
a1(a1 +R(z)/(z − x))
→ 0 as z
nt
→ x.
Thus, for some r0 > 0,
−Im g(z) ≤ |g(z)| <
ε|w|
a1
for all w ∈ V, |w| > r0.
The inequality (5.7) therefore holds for all w ∈ Π such that |w| > r0.
Define an analytic function F on Π by
F (w) = eig(z) = eig(x−1/w).
We have, for any w ∈ Π,
|F (w)| = eRe ig(z) = e−Im g(z),
and hence, by (5.7), whenever |w| > r0,
|F (w)| ≤ e
ε|w|
a1 ,
that is, F has at worst exponential growth on Π. We may therefore apply the Phragme´n-
Lindelo¨f Theorem to F on the half-plane {w : Im w ≥ δ} for any δ > 0. By the inequality
(5.6), if Im w = δ then −Im g(z) ≤ δ/a1 and therefore
|F (w)| = e−Im g(z) ≤ eδ/a1 .
It follows by Phragme´n-Lindelo¨f (e.g. [5, p. 218]) that |F | ≤ eδ/a1 on Π+ iδ. On letting
δ tend to zero we deduce that |F | ≤ 1 on Π, and hence that Im g ≥ 0 on Π. Thus g ∈ P.
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To prove (2) consider any g ∈ P, a0 ∈ R, a1 > 0 and let f be the corresponding
augmentation of g, so that equation (5.3) holds. For any y > 0,
Im f(x+ iy)
y
=
1
y
Im
(
a0 +
1
1
a1iy
− g(x+ iy)
)
= a1Re
1
1− ia1yg(x+ iy)
. (5.8)
For any c ∈ (0,∞) and z ∈ C we have
Re
1
z
≤ c ⇔
∣∣∣∣z − 12c
∣∣∣∣ ≥ 12c
⇔ z /∈ D
(
1
2c
,
1
2c
)
, (5.9)
where D(w, r) denotes the open disk of centre w and radius r.
Now for any y > 0 we have
Re (1− ia1yg(x+ iy)) = 1 + a1yIm g(x+ iy) ≥ 1,
and hence
1− ia1yg(x+ iy) /∈ D(
1
2 ,
1
2 ).
It follows that
Re
1
1− ia1yg(x+ iy)
≤ 1
and hence, by equation (5.8), that
Im f(x+ iy)
y
≤ a1 for all y > 0.
Thus x is a B-point for f .
For y > 0 we have
1
f(x+ iy)− a0
= −
1
a1
(
i
y
+ a1g(x+ iy)
)
.
Now
Im
(
i
y
+ a1g(x + iy)
)
=
1
y
+ a1Im g(x+ iy) ≥
1
y
,
and hence
1
|f(x+ iy)− a0|
→ ∞ as y → 0 + .
Thus f(x+ iy)→ a0 as y → 0+, which is to say that f(x) = a0.
Again by equation (5.3) we have, for y > 0,
iy
f(x+ iy)− a0
=
1
a1
− iyg(x+ iy).
The left hand side tends to the limit 1/f ′(x) as y → 0+ and hence the limit of iyg(x+iy)
exists and is real. Now
Re iyg(x+ iy) = −yIm g(x+ iy) ≤ 0,
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and hence
1
f ′(x)
=
1
a1
+ lim
y→0+
yIm g(x+ iy) ≥
1
a1
. (5.10)
It follows that f ′(x) ≤ a1 and that f
′(x) = a1 if and only if
lim
y→0+
yg(x+ iy) = 0. (5.11)
Examples of functions g(z) in P for which formula (5.11) holds are (z − x)α for
0 ≤ α ≤ 1, −(z − x)−α for 0 < α < 1 and log(z − x). Functions in P for which it does
not hold are −1/(z − x) and − cot(z − x). Roughly speaking, condition (5.11) rules out
poles of g at x.
6 Parametrization theorems
The first theorem describes the functions in P2 with a prescribed facial B-point.
Theorem 6.1. Let x ∈ R × Π, ξ ∈ R and β > 0. The functions h ∈ P2 such that x is
a B-point for h, h(x) = ξ and ∇h(x) = (β, 0)T are precisely the functions of the form
h(z) = ξ +
1
1
β(z1−x1)
− g(z)
(6.2)
for some function g ∈ P2 such that
lim
y→0+
yg(x1 + iy, x2) = 0. (6.3)
Proof. Consider a function h of the form (6.2) for some g as described. For fixed z2 ∈ Π
it is clear that g(., z2) is in the one-variable Pick class P and h(., z2) is the augmentation
of g(., z2) at x1 by ξ, β. By Theorem 5.4(2), h(., z2) ∈ P, h(., z2) has a B-point at x1
and
lim
y→0+
h(x1 + iy, z2) = ξ.
Since (x1 + iy, z2) tends to the B-point (x1, z2) nontangentially as y → 0+ we have
h(x1, z2) = ξ. Again by Theorem 5.4, the angular derivative of h(., z2) at x1 is at most
β, and because of equation (6.3), when z2 = x2, this angular derivative is exactly β at
x1. It follows that ∇h(x) = (β, 0)T .
Conversely, suppose that x is a B-point for h ∈ P2, that h(x) = ξ and that ∇h(x) =
(β, 0)T . By Theorem 4.12, all points (x1, w) with w ∈ Π are C-points for h and we
have h(x1, w) = ξ, ∇h(x1, w) = (β, 0)T . For any w ∈ Π it follows that h(., w) is a
non-constant function in the Pick class, x1 is a C-point for h(., w) and the value and
angular derivative of h(., w) at x1 are ξ and β respectively. We may therefore reduce
h(., w) at x1 to obtain g(., w) ∈ P given by
g(z1, w) = −
1
h(z1, w) − ξ
+
1
β(z1 − x1)
.
Clearly g is analytic on Π2, and so g ∈ P2. Now h is related to g by equation (6.2).
Furthermore,
1
β
=
1
D1h(x1, w)
=
1
β
+ lim
y→0+
yg(x1 + iy,w)
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where D1 here denotes the angular derivative in the first variable. Hence
lim
y→0+
yg(x1 + iy,w) = 0
for all w ∈ Π, and in particular when w = x2. Thus g satisfies equation (6.3).
Remark 6.4. The proof shows that for any g ∈ P2, if x
1 ∈ R and limy→0+ yg(x
1 +
iy, z2) = 0 holds for some z2 ∈ Π then it holds for all z2 ∈ Π.
Remark 6.5. The parametrization formula (6.2), where g is allowed to be a free function
in the Pick class P2, parametrizes the solutions of a relaxed one-point interpolation
problem. That is, in Theorem 6.1 one may omit the condition (6.3) on g and replace the
condition ∇h(x) = (β, 0) by: ∇h(x) = (β′, 0) for some β′ ≤ β.
We can now invoke Cayley transformation to obtain a parametrization of functions
in S2 with prescribed value and gradient at a facial B-point.
Theorem 6.6. Let τ ∈ T × D, ω ∈ T and α > 0. Suppose that τ1 6= 1, ω 6= 1. The
functions ϕ ∈ S2 such that τ is a B-point for ϕ, that ϕ(τ) = ω and that ∇ϕ(τ) =
(ωτ1α, 0)T are precisely the functions of the form
ϕ(λ) =
h(z) − i
h(z) + i
(6.7)
where
zj = i
1 + λj
1− λj
for j = 1, 2,
and
h(z) = i
1 + ω
1− ω
+
1
1
β(z1−x1)
− g(z)
(6.8)
where
β =
1− Re τ1
1− Re ω
α, x1 = i
1 + τ1
1− τ1
and g is a function in P2 such that
lim
y→0+
yg
(
i
1 + τ1
1− τ1
+ iy, i
1 + τ2
1− τ2
)
= 0. (6.9)
Proof. Consider a function ϕ of the form (6.7) with h as described. By Theorem 6.1 we
have h ∈ P2,
x = (x1, x2) =
(
i
1 + τ1
1− τ1
, i
1 + τ2
1− τ2
)
is a B-point for h,
h(x) = i
1 + ω
1− ω
and ∇h(x) =
(
β
0
)
.
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It follows that τ is a B-point for ϕ, ϕ(τ) = ω and, by equation (4.10)
∇ϕ(τ) =
(
η1
η2
)
=
(
1− ω
1− τ1
)2
∇h(x) =
(
1− ω
1− τ1
)2(
β
0
)
=
(
1− ω
1− τ1
)2 1− Re τ1
1−Re ω
(
α
0
)
= ωτ1
(
α
0
)
as required.
Conversely, if τ is a B-point for ϕ ∈ S2, if ϕ(τ) = ω and ∇ϕ(τ) = (ωτ1α, 0)
T then h
defined by equation (6.7) belongs to P2, x is a B-point for h and h(x) = i(1 + ω)/(1 −
ω), ∇h(x) = (β, 0)T . We may therefore apply Theorem 6.1 to obtain the parametric
expression (6.8) for h.
Remark 6.10. Again there is a “relaxed” version of the parametrization. In Theo-
rem 6.6, if one enlarges the class of ϕ by replacing the condition ∇ϕ(τ) = (ωτ1α, 0)T
by ∇ϕ(τ) = (ωτ1α′, 0)T for some α′ with 0 < α′ ≤ α, then one obtains the same
parametrization but without the limit condition (6.9) on g.
7 An interpolation problem
Theorem 3.2 suggests a natural interpolation problem: to describe the functions ϕ ∈ S2
having B-points at finitely many given points in T × D and D × T and with prescribed
values of ϕ and ∇ϕ at those points. In view of Corollary 3.13, if there are interpolation
nodes on both types of face then the target values of ϕ must all be the same, but the
target values of ∇ϕ may differ. The parametrization theorems allow us to solve this
problem. We state the result for the half-plane version. Taking a slight liberty with
terminology of D. Sarason, we define
Problem ∂NPP2 (facial): Given x1, . . . , xm ∈ R × Π, y1, . . . , yn ∈ Π × R for some
m,n ≥ 0 and ξ ∈ R, β1, . . . , βm > 0, γ1, . . . , γn > 0, determine whether there exists a
function h in the two-variable Pick class P2 that satisfies, for j = 1, . . . ,m, k = 1, . . . , n,
(1) xj and yk are B-points for h
(2) h(xj) = ξ = h(yk) and
(3) ∇h(xj) =
(
βj
0
)
, ∇h(yk) =
(
0
γk
)
.
Describe the set of all such functions h when they exist.
We shall write e1 = (1, 0), e2 = (0, 1) for the standard basis in C
2.
Theorem 7.1. Problem ∂NPP2 (facial) always has infinitely many solutions. The so-
lution set consists of all functions h expressible in the form
h(z) = ξ +
1
r(z)− f(z)
for all z ∈ Π (7.2)
for some f ∈ P2 such that
lim
t→0+
tf(xj + ite1) = 0 = lim
t→0+
tf(yk + ite2), 1 ≤ j ≤ m, 1 ≤ k ≤ n, (7.3)
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where
r(z) =
m∑
j=1
1
βj(z1 − x1j )
+
n∑
k=1
1
γk(z2 − y2k)
.
In particular, the function h = ξ+1/(r− c) is a solution of Problem ∂NPP2 (facial) for
any c ∈ R.
Proof. We prove necessity by induction on m + n. The assertion holds trivially if m =
n = 0, where empty sums are as usual defined to be 0. Supposem > 0 and that necessity
holds for m+ n− 1. Let h ∈ P2 satisfy conditions (1)-(3). By Theorem 6.1 there exists
g ∈ P2 such that
lim
t→0+
tg(x1 + ite1) = 0 (7.4)
and
h(z) = ξ +
1
1
β1(z1−x11)
− g(z)
for all z ∈ Π. (7.5)
Let g˜ = −1/g; then g˜ ∈ P2, and we claim that x2, . . . , xm, y1, . . . , yn are B-points for g˜.
Indeed, by Theorem 3.2, all these points are C-points for h, and in view of the hypotheses
(2) and (3) on h,
h(xj + ite1) = ξ + βj it+ o(t), h(yk + ite2) = ξ + γkit+ o(t) as t→ 0 + .
Hence, for j = 2, . . . ,m,
g(xj + ite1) = −
1
iβjt+ o(t)
+
1
β1(x1j + it− x
1
1)
,
from which we easily calculate
g˜(xj + ite1)
t
= βj + o(1).
Thus x2, . . . , xm are B-points for g˜, and g˜(xj) = 0, j = 2 . . . ,m. Likewise y1, . . . , ym are
B-points for g˜, and g˜ takes the value 0 at the yk. Moreover, by Theorem 3.2,
∇g˜(xj) =
(
βj
0
)
, ∇g˜(yk) =
(
0
γk
)
for j = 2, . . . ,m, k = 1, . . . , n.
By the inductive hypothesis there exists f ∈ P2 such that
lim
t→0+
f(xj + ite1) = 0 = lim
t→0+
f(yk + ite2)
for j = 2, . . . ,m, k = 1, . . . , n and
g˜(z) = 0 +
1
r1(z)− f(z)
for all z ∈ Π
where
r1(z) =
m∑
j=2
1
βj(z1 − x1j)
+
n∑
k=1
1
γk(z2 − y2k)
.
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Thus
g(z) = −
1
g˜(z)
= f(z)− r1(z).
This relation in conjunction with equation (7.4) tells us that
lim
t→0+
tf(x1 + ite1) = 0,
so that f satisfies conditions (7.3). On substituting for g in equation (7.5) we obtain
h(z) = ξ +
1
1
β1(z1−x11)
+ r1(z)− f(z)
= ξ +
1
r(z)− f(z)
,
which is the desired relation (7.2). We have proved necessity in Theorem 7.1.
Conversely, suppose that h is expressible in the form (7.2), where f ∈ P2 satisfies
conditions (7.3). Observe that, for t > 0,
tr(xj + ite1) =
m∑
ℓ=1
t
βℓ(x
1
j + it− x
1
ℓ)
+
n∑
k=1
t
γk(x
2
j − y
2
k)
=
1
βj i
+ o(1).
Hence
Im h(xj + ite1)
t
=
1
t
Im
1
r(xj + ite1)− f(xj + ite1)
= Im
1
1
βj i
+ o(1) − tf(xj + ite1)
.
In view of the relation (7.3), it follows that
lim
t→0+
Im h(xj + ite1)
t
= βj , j = 1, . . . ,m,
so that xj is a B-point for h and ∇h(xj) = (βj , 0)
T . Similarly, yk is a B-point for h and
∇h(yk) = (0, γk)
T for k = 1, . . . , n. Hence h satisfies (1)-(3). In particular we can take
f to be a real constant c, yielding the solution h = ξ + 1/(r − c).
Remark 7.6. We can also consider a relaxed version of the interpolation problem.
Problem ∂NPP ′2 (facial): As Problem ∂NPP2 (facial), but with condition (3) replaced
by
(3′) ∇h(xj) =
(
β′j
0
)
, ∇h(yk) =
(
0
γ′k
)
for some β′j, γ
′
k such that 0 < β
′
j ≤ βj , 0 < γ
′
k ≤ γk.
The general solution of this relaxed problem is again given by the formula (7.2), but
now without the limit condition (7.3) on f .
Do analogous results hold for the polydisk in dimensions greater than 2? They
may well do, but our methods, depending as they do on the use of models, only give
analogous statements for those functions which possess models in the sense of Definition
2.1 (modified appropriately). In dimensions higher than 2 such functions constitute a
class that is strictly smaller than the Schur class [2]. It is often called the Schur-Agler
class.
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