Neural activity in auditory cortex is generally characterized by transient responses to sound onsets and offsets, and to relatively fast changes in amplitude and frequency content. It is likely that neural activity in groups of neurons across auditory cortex that respond to these changes occurs synchronously because their firings are time-locked to changes in the stimulus. In cat primary auditory cortex (AI) stimulated with clicks or noise bursts, neural synchrony was observed in about two-thirds of the neuron pairs recorded with a single electrode and in about half of the pairs recorded with separate electrodes у 0.5 mm apart.
Introduction
Neural activity in auditory cortex is generally characterized by transient responses to sound onsets and offsets, and to relatively fast changes in amplitude and frequency content. It is likely that neural activity in groups of neurons across auditory cortex that respond to these changes occurs synchronously because their firings are time-locked to changes in the stimulus. In cat primary auditory cortex (AI) stimulated with clicks or noise bursts, neural synchrony was observed in about two-thirds of the neuron pairs recorded with a single electrode and in about half of the pairs recorded with separate electrodes у 0.5 mm apart. 1 Under these stimulus conditions, transient changes in firing rate are often considered essentially similar to changes in neural synchrony. 2 These transient changes in complex sounds are also considered to be the elements that allow perceptual 'binding' of the neurally encoded features extracted in different cortical fields of these sounds into a coherent whole. 3, 4 The wholeness of a sound depends not only on the acoustic contours created by these transient changes across frequency but also on the continuity or slow change of frequency content across time. In cortical cells, these steady-state parts of a sound rarely cause any difference in firing rate with respect to the spontaneous rate but, at least for continuous pure tones, appear to elicit higher neural synchrony across multi-unit activity within AI than under spontaneous conditions. 2 The role of firing synchrony and firing rate within and between separate cortical areas for the distinction between dynamic and steady-state aspects of sound has so far not been investigated.
The silent gap between the short noise burst and the steady state vowel in the /pa/ phoneme is called the voice-onset time (VOT). Timing information present in the VOT appears to be essential for the categorical perception between different consonant-vowel phonemes such as /ba/-/pa/, and auditory cortex appears crucial for this function. 5 The temporal aspect of the diference in these vowels can be isolated from the frequency aspects by using a gap in broadband noise, i.e. replacing the vowel by noise. This also allows neurons with a larger range of characteristic frequencies (CF) to be included in the study. The temporal position of that gap appeared to be crucial: gaps inserted early (5 ms after onset) in the noise, similar to those for a /ba/-/pa/ continuum, elicit responses from AI cells for gaps longer than 30 ms. 6 Insertion of the gap late (0.5 s after onset) in the noise elicited responses for gaps as short as 5 ms, reflecting the behavioral limits of gap detection. 7 The changes in neural firing rates and neural synchrony were explored during presentation of an early-gap, late-gap combination in a one second wideband noise burst followed by 2 s silence. In this study it was demonstrated that the changes in firing synchrony accompanying both transient and steadystate aspects of a sound, such as present in a consonant-vowel phoneme, are larger between different auditory cortical areas than within a cortical area. It was also demonstrated that significant increases in firing rate are limited to stimulus onsets and are indistinguishable from spontaneous activity for stimulus changes occurring after stimulus onset. Combined, firing rates of neurons within individual auditory cortical areas and firing synchrony between neurons in different auditory cortical areas distinguish reliably between dynamic and steady-state aspects of sound.
Materials and Methods
Details of the methods have been published previously 8 and will be reviewed here only briefly.
Animal preparation: Cats were anesthetized with ketamine (25 mg/kg of 100 mg/ml, i.m.) and sodium pentobarbital (20 mg/kg of 65 mg/ml, i.p.). Three small holes were trephined over the right temporal cortex at the positions of AI, secondary auditory cortex (AII) and anterior auditory field (AAF). The brain was covered with light mineral oil, the cat was placed in the sound-treated room on a vibration isolation frame (TMC micro-g) and the head was secured with the screw. Light anesthesia was maintained with ketamine (5 mg/kg/h, i.m.). The temperature of the cat was maintained at 37ºC. At the end of the experiment the animals were sacrificed with an overdose of sodium pentobarbital. 8 The care and the use of animals was approved (#P88095) by the Life and Environmental Sciences Animal Care committee of the University of Calgary.
Acoustic stimulus presentation: Stimuli were presented from a speaker placed 55 cm in front of the cat's head. Details of the sound-treated room and calibration and monitoring of the sound field have been published previously. 1 After the frequency tuning properties of the cells at each electrode were determined, a gap-in-noise stimulus was presented. Gaps ranging from 0 (no gap) to 70 ms duration in 5 ms steps were placed in two positions in wideband noise bursts of 1 s duration and presented once every 3 s in random order. The first position, the 'early gap', started 5 ms after the noise burst onset, and the second position, the 'late gap', was positioned 500 ms after noise onset. Each gap stimulus was presented 10 times. Dot displays, arranged according to gap duration, show that in the late-gap condition there was invariably a transient response to the onset of the noise at the end of the gap, whereas for the early gap such responses were obtained only after gaps of at least 55 ms. The noise onset always evoked a strong transient response that in AI was generally followed by a diffuse rebound response starting about 100 ms after the onset response cessation. The end of the noise, both at the start of the late gap and at the end of the noise burst produced no offset response in either field. For comparison, dot displays for the last 200 ms of the noise burst and for the last 200 ms of the silent period are shown.
Recording and spike separation procedure: Three tungsten microelectrodes with impedances of 1.5-2.5 M⍀ were independently advanced perpendicular to the auditory cortex surface using remotely controlled motorized hydraulic microdrives. Recordings were from depths of 300-1200 m below the surface. Either two electrodes were inserted in AI and the third in AAF (90 recordings) or, in 114 recordings, one electrode in each of AI, AII and AAF. In general, the recorded signal on each electrode contained activity from a small cluster of cells. These multi-unit spike trains were separated into single-unit spike trains using a spike-sorting algorithm. 8 Spontaneous activity was also recorded for 15 min at each site. 
0.5 . Note that the correction (E) is for average firing rate only and not based on the shift predictor or the joint-PST histogram corrector. Cross-correlogram peak widths were measured at half the peak maximum.
Statistical significance testing was based on pairwise comparisons (Wilcoxon signed rank test, or t-test for log-converted variables) and unpaired comparisons (Mann-Whitney U-test or ANOVA).
Results
Ninety simultaneous multi-unit (MU) recordings were obtained from AI (from two electrodes) and AAF (one electrode) and 114 simultaneous MU recordings with one electrode each in AI, AAF and AII. In total 612 MU records were thus obtained. In general, the recorded signal on each electrode contained activity from a small cluster of cells. A total of 856 single units was isolated. All well separated units had 'regular spike' waveforms. The MU data reported consisted of well separated units only, spikes not classified as such were omitted.
An example of a simultaneous recording from units with very similar characteristic frequency (CF) in three cortical areas is shown in Fig. 1 . Dot displays are shown for four 200 ms long sections out of the gap-noise stimulus. The early-gap part, left-most column, consisted of an onset response to the 5 ms duration noise burst followed by a response to the variable duration gap (0-70 ms, in 5 ms steps). There was a strong onset response for all three recordings with the shortest latency in AAF, optionally followed by a second on response after the gap and restricted to gap durations > 55 ms. In AI there was also a general rebound activity starting about 100 ms after stimulus onset. The response to the late gap, displayed in the second column, placed after 500 ms into the noise and again with variable durations at 0-70 ms was present for all but the smallest steps (0 and 5 ms) and was followed by a suppression of spontaneous activity.
The third column shows a 200 ms segment of steady state noise starting 800 ms into the noise stimulus. The response activity was generally low and at a level similar to that for the post-noise condition shown in the fourth column. In this case the last 200 ms of the 2 s silent period after the 1 s gap-noise stimulus is shown.
Average MU firing rates at five selected segments of the response (the four shown in Fig. 1 but with the early-gap segment split into a 50 ms onset period and a 150 ms gap response period) showed the largest firing rates at noise onset followed by those for the two gap conditions, whereas that for the continuous noise section was less than for spontaneous conditions in all three cortical areas (Fig. 2) . The onset response was larger in AII than in either AI or AAF; all other differences were not significant between cortical areas per response segment. Onset firing rates were significantly higher than for all four other conditions, which were not significantly different from each other.
Cross-coincidence histograms were computed between MU activity in the three auditory fields and also between two distant (> 1 mm) locations in the same iso-frequency sheet within AI. The peak values were converted to cross-correlation coefficients (Fig. 3) which reflect the degree of neural synchrony. We did not compute a shift predictor or joint peristimulus-time (JPST) predictor 1 because the interest is in the degree of synchrony produced by the stimulus. In order to convert to cross-correlation coefficients, the average firing rates in each response segment were used to compute the expected value and the s.d. The expected value was subtracted so the parts of the cross-correlograms that are below the zero level are indicative of the amount of synchrony in a 1 ms bin expected solely on basis of firing rates alone. The correlograms are all shown on the same scale, between -0.04 and 0.2. This set of cross-correlograms corresponds to the recordings shown in Fig. 1 . The largest peak neural synchrony, about 16%, was found for the noise onset responses.
The synchrony was quite tight with peak widths of < 10 ms (significantly narrower than reported for continuous tones in AI 2 ). The synchrony coefficient for the early-gap condition in this case was much smaller than that for the late-gap condition; this was however not representative for the mean synchrony across all recordings. During spontaneous firing conditions, the neural synchrony was small, of the order of 1%, but significantly different from zero. During the last 200 ms of the noise especially, the synchrony between the firings in AI and AII was large and stronger than during spontaneous conditions. For the two other correlations the number of coincidences was rather small: calculation for 5 ms Coding sound by rate and synchrony bins showed that the correlation was significant and larger than for the spontaneous condition but with a peak width of about 50 ms.
The average neural synchrony within AI was far larger than that between different cortical fields (Fig. 4) , especially during spontaneous conditions. The post-noise 'spontaneous' condition was also compared with correlations computed for MU activity during 15 consecutive minutes of silence for the same recordings and there was no significant difference. This suggests that the post-noise condition can serve as a near simultaneous reference (for comparison with the various noise-gap conditions) for spontaneous neural synchrony. For the response to the noise onset, the synchrony between two sites in AI was about twice as large as the correlations between areas, whereas it was about eight times as large under spontaneous firing conditions. The synchrony between two sites in AI for the five response sections was significantly smaller (paired comparisons, p < 0.001) in the post-noise segment compared with the other response segments which were not significantly different from each other. The inter-area neural synchrony for all three combinations during the 200 ms noise at the end of the burst was significantly larger (paired comparisons, p < 0.0001) than under spontaneous conditions. The neural synchrony between individual cortical areas during the early gap, the late gap and during 'continuous' noise was not significantly different.
Thus, the neural synchrony coefficient, a normalized indicator of the percentage of synchronous firings within 1 ms bins for MU activity in three auditory cortical fields, quantifies the potential 'binding' capacity for perceptually strong 'auditory contour' features and for steady state stimulation. Figure 5 shows mean values for synchrony plotted against mean firing rates and surrounded by their one s.d. ellipses. The neural synchrony per stimulus condition was averaged across all inter-cortical conditions and the firing rates per stimulus condition were averaged across the three cortical areas. We did not, therefore, take into account the relatively large within AI neural synchrony. As can be seen, stimulus onset was clearly distinguished from other dynamic and steady-state aspects of noise and from silence by both firing rate and firing synchrony. Neural synchrony further distinguished noise responses from those in silence, whereas firing rate isolated the response to the early gap from the late gap and steady-state noise conditions. 
Discussion
Stimulation induced both greater neural synchrony within primary auditory cortex and between cortical areas than was present under spontaneous firing conditions. Second, noise onsets after the long (2 s) silence produced significantly larger synchrony than any other transient change within the noise. Third, weaker auditory contour stimuli such as onsets after various durations of silence (5-70 ms after a gap) did not produce larger neural synchrony than steady state stimulation, whereas the firing rates to these 'contours' were all significantly larger in each cortical area. Finally, despite the fact that early gaps resulted in higher firing rates than late gaps, they produced similar synchrony between cortical areas than late gaps. Because no difference was found in the within AI synchrony, this suggests that the inter-area synchrony is particularly important to signal the presence of a changing or steady state stimulation. High firing rates typically signal only stimulus onsets and may increase the perceptual salience of a stimulus segment. The combination of firing rate and inter-area synchrony thus has the potential to distinguish between stimulus onsets, changing stimuli, steady state stimuli and spontaneous activity.
The synchrony coefficient averaged across gap durations was used in the analysis, and this may somehow have diminished its diagnostic power, because for some short early gaps no real onset after the end of the gap was present. Calculating the firing synchrony only for those gap durations that produced an on response on average hardly changed the results, although for individual cases it could increase the synchrony somewhat. Obviously, the gap responses are less well synchronized between cortical areas than the noise onsets. This, together with the fact that they are on average not dramatically higher than for the steady-state noise condition, illustrates that changes in an ongoing stimulus also need changes in firing rate to be distinguishable within the nervous system. The large synchrony at the onset of a sound is the consequence of how the three auditory cortical areas respond to sound onsets. This response is brisk and of comparable latency in each of the three cortical areas. Hence, the synchrony is largely the result of a covariance in the onset firing rates. 9 The synchrony does not, therefore, strictly depend on interconnections between these cortical areas but largely on the way these cortical areas receive input from the auditory thalamus. This not only holds for the onset responses but also for the transient changes within a sound.
The fact that the synchrony for these transients is different is probably the result of different amounts of post-activation suppression in individual cortical areas.
The synchrony coefficient as calculated in this study is dominated by stimulus-locked changes in firing rate. If one were exploring fast changes in functional neural connectivity under various stimulus conditions, it would be appropriate to use the JPST predictor, 10 although for strong stimulus locking as occurs for auditory stimuli one has to be cautious in its interpretation. 1 When exploring the role of neural synchrony in 'perceptual binding' one should specifically keep the shift-predictor or JPST-predictor components. These after all contain all relevant information about stimulus-related synchrony.
Conclusion
Sound stimulation induces greater neural synchrony within primary auditory cortex and between cortical areas than is present under spontaneous firing conditions. Noise onsets produces significantly larger synchrony than any other transient change within the noise. The dynamic changes within the noise do not produce larger neural synchrony than steady state stimulation, whereas their firing rates are significantly larger in each cortical area than for steady-state activity. Because no difference is found in the intracortical synchrony, this suggests that the intercortical synchrony signals the difference between dynamic and steady state stimulation. Because high firing rates are characteristic for stimulus onsets, the combination of firing rate and intercortical synchrony may distinguish between dynamic and steady-state stimuli and spontaneous activity.
