Recently, Craig Squier introduced the notion of finite derivation type to show that some finitely presentable monoid has no presentation by means of a finite complete rewriting system. A similar result was already obtained by the same author using homology, but the new method is more direct and more powerful. Here, we present Squier's argument with a bit of categorical machinery, making proofs shorter and easier. In addition we prove that, if a monoid has finite derivation type, then its third homology group is of finite type.
An invariant for a structure is something which can be calculated in many ways, but only depends on the structure itself. Typical examples are the dimension of a vector space or the genus of a surface. Squier's finiteness condition for monoids is of this kind: It can be defined in terms of a finite presentation, but does not depend on the choice of this presentation.
To begin with a simpler case, consider the following theorem, which is not hard to prove: If M is a finitely presentable monoid, Σ a finite alphabet and ϕ a surjective morphism from the free monoid Σ * to M , then the congruence on Σ * induced by ϕ is generated by some finite set R ⊂ Σ * × Σ * . In other words, the existence of a finite presentation for M does not depend on the choice of the set of generators, provided it is finite.
The invariance of Squier's finiteness condition is of the same nature, but it is a 2-dimensional word problem in the sense of [Bu] . Therefore, we have to introduce a little more algebraic material (sections 1-2) before we get to the heart of the matter (sections 3-6). With this geometrical viewpoint, the connection with homology becomes quite natural (section 7).
I am grateful to Volker Diekert for pointing out the preprint of Squier, and to Friedrich Otto for the bibliographical references. Theorem 3 has been proved independently by Robert Cremanns and Friedrich Otto [CrOt] .
Strict monoidal categories
A strict monoidal category is a category C equipped with an associative bifunctor x, y → xy and a unit object 1. This means that we have a structure of monoid on the set of objects of C. In particular, the multiplication f, g → f g is completely determined by the operations x, f → xf and f, x → f x.
A strict monoidal groupoid is a strict monoidal category C such that the category C is a groupoid. In other words, every x f −→ y has an inverse y
From now on, by monoidal category, we shall mean strict monoidal category, and similarly for monoidal groupoids.
Special kinds of monoidal groupoids arise in linear algebra. First, any abelian group U can be seen as a monoidal groupoid as follows:
• The set of objects is the trivial monoid {1}.
• An arrow 1 f −→ 1 is given by an element of U .
• If 1 f −→ 1 is given by u ∈ U and 1 g −→ 1 is given by v ∈ U , then both 1
Note that here, property (1") is a direct consequence of the commutativity of addition in U . More generally, let M be a monoid, and assume that U is a ZM -bimodule. This means that we have a left linear action x, u → x · u of M on U and a right linear one u,
for any x, y ∈ M and u ∈ U . Then, U can be seen as a monoidal groupoid as follows:
• The set of objects is the monoid M .
• An arrow x f −→ y is given by an element of U if x = y. Otherwise, there is no such arrow.
Now, if U is just a left (respectively right) ZM -module, it can also be seen as a ZM -bimodule with
A 2-congruence on a monoidal category C is an equivalence relation f ∼ g on pairs of parallel arrows x f,g =⇒ x in C, which is compatible with composition and multiplication, namely:
• xf y ∼ xgy for any x, y and z
Note that for compatibility with multiplication, it is enough to consider the operation x, f, y → xf y. The two basic examples of 2-congruences are:
=⇒ x (the largest one, or full 2-congruence).
In the case of a monoidal groupoid, we get for free the fact that f −1 ∼ g −1 if f ∼ g, and furthermore, ∼ is completely determined by the set of arrows x f −→ x such that f ∼ id x . In the case of a (left or right) ZM -module, this set is a submodule, and conversely, any submodule corresponds to a 2-congruence.
If P is a set of pairs of parallel arrows in C, the smallest 2-congruence ≡ P containing P is called the 2-congruence generated by P. In case P is finite, we say that the 2-congruence ≡ P is finitely generated.
If C and C are monoidal categories, a 2-morphism Φ : C → C is a functor preserving the multiplicative structure. In the case of monoidal groupoids, we get for free the preservation of inverses. Finally the inverse image of a 2-congruence by such a 2-morphism is a 2-congruence. As a consequence we get:
Lemma 1 Let P be a set of pairs of parallel arrows in C and ∼ a 2-congruence on C such that
Presentations and categories of derivations
A presentation of a monoid M consists of an alphabet Σ and a binary relation R on the free monoid Σ * such that M is isomorphic to Σ * / ≡ R where ≡ R is the congruence generated by R. If x is a word in Σ * , we write x for the corresponding element in M . In particular, the unit of M is 1 where 1 is the empty word.
As a first step, we construct the category of derivations for this presentation as follows:
• An object is a word in Σ * .
• An atomic derivation r A −→ s is given by a pair (r, s) ∈ R.
• An elementary derivation x E −→ y is given by two words u, v ∈ Σ * and an atomic derivation r A −→ s such that x = urv and y = usv. If u = v = 1, we identify E with the atomic derivation A.
• A derivation x F −→ y is given by a sequence 
Following Squier, we shall handle derivations rather than equivalence classes of derivations. This is just a matter of rhetoric. For example, a 2-congruence on M(Σ, R) can be seen as an equivalence relation ∼ on the set of derivations satisfying the following properties:
• xF y ∼ xGy for any x, y and z In the case of G(Σ, R), there is an extra condition:
Conversely, any morphism ϕ : M → M is induced by such a 2-morphism. Indeed, for each a ∈ Σ, we can choose a word x a ∈ Σ * such that x a = ϕ(a). This map extends to a morphism
(s) and we can choose a derivation ξ(r)
Of course, there are many arbitrary choices in the construction of Φ. If Ψ :
In particular, we can choose a derivation Φ(a) Ha −→ Ψ(a) for each a ∈ Σ. In this way, we define a derivation Φ(x) Hx −→ Ψ(x) for all x ∈ Σ * such that H xy = H x H y for all x, y ∈ Σ * . This H does not define a natural transformation between Φ and Ψ, but we have the following lemma, which is proved by a straightforward induction:
The finiteness condition
We say that a finite presentation Σ, R is of finite derivation type if the full 2-congruence on G(Σ, R) is finitely generated. Proof: Assume for example that the full 2-congruence on G(Σ , R ) is generated by a finite set P of pairs of parallel derivations. By hypothesis, we have two morphisms ϕ : M → M and ϕ : M → M such that ϕ • ϕ is the identity morphism on M and ϕ • ϕ is the identity morphism on M . The first one is induced by a 2-morphism Φ : G(Σ, R) → G(Σ , R ) and the second one by a 2-morphism Φ : G(Σ , R ) → G(Σ, R). In particular, the identity morphism on M is induced by the identity 2-morphism on G(Σ, R) and also by Φ • Φ. The above construction yields a derivation x
. This 2-congruence is finitely generated. More precisely, if P has p elements and R has q elements, then ∼ is generated by at most p + q elements.
Let x F,G
=⇒ y be any pair of parallel derivations in G(Σ, R). Since ≡ P is the full 2-congruence on G(Σ , R ), we have Φ(F ) ≡ P Φ(G). Hence, we get Φ (Φ(F )) ∼ Φ (Φ(G)) by lemma 1, and
G
This means that ∼ is the full 2-congruence on G(Σ, R). Q.e.d.
If a finite presentation of a monoid M is of finite derivation type, we say that the monoid M has finite derivation type. We have just proved that this property does not depend on this presentation, provided it is finite. In fact, we have only used the fact that R is finite, not Σ. Let Σ, R be an arbitrary presentation of a monoid M and ∼ a 2-congruence on G(Σ, R). We say that R is ∼-finite if there is a finite subset R 0 of R such that, for any derivation x
It is clearly enough to check this when F is atomic.
Lemma 3
If M has finite derivation type and R is ∼-finite, then there is a finite set P 0 of pairs of parallel derivations in G(Σ, R) such that the full congruence on G(Σ, R) is generated by ∼ and P 0 .
Proof: Obviously Σ, R 0 is a presentation of M , and since R 0 is finite, there is a finite set P O of pairs of parallel derivations in G(Σ, R 0 ) generating the full congruence on G(Σ, R 0 ). It is clear that the full congruence on G(Σ, R) is generated by ∼ and P 0 . Q.e.d.
Derivations in a complete presentation
Let Σ, R be a noetherian presentation of a monoid M . This means that there is no infinite sequence where, in the third case, E, E form a critical peak. In the first case, take z = y and F = F = id y . In the second case, take z = usvs w, F = usvA w and F = uAvs w. In the third case, apply the hypothesis of the lemma. Q.e.d.
Now we assume that the hypothesis of lemma 4 is satisfied. In other words, the normal form of a word is unique, and the derivation leading to this normal form is unique modulo ∼. 
Lemma 5 If x
A noetherian presentation is called complete (or canonical) if all critical peaks are confluent. This implies the confluence of all peaks and the uniqueness of normal forms. In particular, if this presentation is finite, the word problem is decidable. For more details, we refer to [LaPr] . The more general case of term rewriting systems is explained in [Hu, Le] .
Theorem 2 [Sq2]
If M has a finite complete presentation, then M has finite derivation type.
Proof: Let ∼ be the 2-congruence on G(Σ, R) generated by the confluence diagrams of critical peaks. Since there are only finitely many such critical peaks, ∼ is finitely generated. Furthermore, the restriction of ∼ to M(Σ, R) is also a 2-congruence, and we can apply the previous lemma.
For each word x, we choose a derivation x Kx −→ x in M(Σ, R) where x is the unique normal form of x. By lemma 5, we have
By induction, this property extends to all derivations in G(Σ, R), and if x F,G
=⇒ y is a pair of parallel derivations in G(Σ, R), we have
In the case of an infinite complete presentation, the same argument shows that the full 2-congruence on G(Σ, R) is generated by the confluence diagrams of critical peaks.
First counterexample
Theorem 2 can be used to show that a monoid has no finite complete presentation, by checking that it does not have finite derivation type.
The following counterexample comes from [LaPr] . We consider the monoid M presented by means of Σ = {a, b, c, d, d } and
There is an infinite complete presentation of M by means of Σ and
In particular, the word problem for M is clearly decidable. The atomic derivations for this presentation are:
We know that the full congruence on G(Σ, R) wo families of confluence diagrams. On the other hand, it is clear that R is ∼-finite, where ∼ is the 2-congruence generated by the first family of confluence diagrams. Now, we consider the right ZM -module ZM as a monoidal groupoid. For simplicity, we identify each arrow of the monoidal groupoid ZM with the corresponding element of the right ZM -module ZM , and we define a 2-morphism Φ : G(Σ, R) → ZM as follows:
• Φ(P n ) = 0, Φ(A) = 0 and Φ(A ) = 1. This definition makes sense since x = y for any derivation x F −→ y in G(Σ, R). To evaluate Φ on arbitrary derivations, the following formulae can be applied:
The asymmetry in the last formula comes from the fact that ZM is considered as a right ZMmodule. For example, we get:
If M has finite derivation type, then by lemma 3, there is a finite set P 0 of pairs of parallel derivations in G(Σ, R) such that the full congruence on G(Σ, R) is generated by ∼ and P 0 . Clearly, this implies that the right module V generated by the infinite family (c n b − c n ) n∈N is of finite type. We shall see that this is impossible.
We say that a word x ∈ Σ * is prefix reduced if xy is reduced for any reduced word y ∈ Σ * . A prefix reduced word is reduced, but the converse is not true. For example a is reduced, but not prefix reduced, because ab is not reduced. On the other hand, both c n b and c n are prefix reduced. Note that if x is prefix reduced, then x is left simplifiable in M .
First we show that the family (c n b) n∈N is free in the right ZM -module ZM . Assume indeed that n∈N c n b · λ n = 0 where the λ n are elements of the ring ZM and all but finitely many of them are zero. Since the c n b are prefix reduced, and none is a prefix of another, it is easy to see that λ n = 0 for all n ∈ N.
If n ∈ N, we define a Z-linear map Π n : ZM → ZM by Π n (x) = x if x is a reduced word of length n and Π n (x) = 0 if x is a reduced word of length m = n. If λ ∈ ZM and λ = 0, we write |λ| for the largest n such that Π n (λ) = 0. Now we can show that the family (c n b − c n ) n∈N is free in the right ZM -module ZM . Assume indeed that n∈N (c n b − c n ) · λ n = 0. If not all λ n are zero, let N = max {n + 1 + |λ n |; λ n = 0}. Since the c n b and the c n are prefix reduced, we get
Since (c n b) n∈N is free, we get Π N −n−1 (λ n ) = 0 for all n ∈ N, which is in contradiction with the definition of N .
The right module V cannot be of finite type, and therefore the finitely presentable monoid M does not have finite derivation type. In particular, it has no finite complete presentation. This was already shown in [LaPr] , using the homological characterization of [Sq1] .
Second counterexample
The following counterexample comes from [Sq1] and is treated in [Sq2] . We consider the monoid M presented by means of Σ = {a, b, c, d, e} and
There is an infinite family of confluent critical peaks:
We know that the full congruence on G(Σ, R) is generated by this family of confluence diagrams. On the other hand, it is clear that R is ∼-finite, where ∼ is the 2-congruence generated by the following family of diagrams:
As in the previous case, we consider the right ZM -module ZM as a monoidal groupoid and we define a 2-morphism Φ : G(Σ, R) → ZM as follows:
• Φ(P n ) = 0, Φ(A) = 1, Φ(B) = 0, Φ(C) = 0 and Φ(Q) = 0.
From this definition, we get:
If M has finite derivation type, there is a finite set P 0 of pairs of parallel derivations in G(Σ, R) such that the full congruence on G(Σ, R) is generated by ∼ and P 0 . Clearly, this implies that the right module V generated by the infinite families (c n be) n∈N and (c n b) n∈N is also generated by (c n be) n∈N and a finite subfamily of (c n b) n∈N . This is impossible because both c n b and c n be are prefix reduced, no c n b is a prefix of another one, and no c n be is a prefix of a c m b, so that no c n b is a superfluous generator for V .
Thus we have another example of a finitely presentable monoid which has no finite complete presentation. The point here is that the homological argument fails because the homology groups of M are all of finite type. This follows easily from [Sq1] (up to dimension 3) and [Gr, Ko] (in all dimensions). In other words, this example shows the superiority of the new condition over the homological one.
Finiteness condition and homology
The following fact was conjectured in [Sq2] :
Theorem 3 If a finitely presentable monoid M has finite derivation type, then there is a partial resolution
where the C i are finite dimensional free left ZM -modules. In particular, the third homology group H 3 (M ) is of finite type.
Here we consider Z as a left ZM -module where x · n = n for any x ∈ M and n ∈ Z.
Proof: Here is the geometrical intuition: From a finite presentation of M , we get a 3-dimensional cellular complex with a single 0-cell, one 1-cell for each generator, one 2-cell for each relation and one 3-cell for each pair of parallel derivations belonging to some finite set generating the full congruence on G(Σ, R). By making M act freely on all those cells, we shall build the 3-skeleton of a contractible space whose chain complex is a free resolution of Z. For more details, we refer to [LaPr] .
Let Σ, R be a finite presentation of M , and P a finite set of pairs of parallel derivations generating the full congruence on G(Σ, R). Let C 0 = ZM , and let C 1 (respectively C 2 and C 3 ) be the free left ZM -module generated by the finite set Σ (respectively R and P).
If a ∈ Σ, we write [a] for the corresponding generator in C 1 . This notation is extended to all words by means of the following formulae:
Similarly, if r A −→ s is a positive atomic derivation in G(Σ, R), we write [A] for the corresponding generator in C 2 , and this notation is extended to all derivations by means of the following formulae:
=⇒ y is in P, we write [F, G] for the corresponding generator in C 3 . The ZM -linear boundary maps are defined as follows:
As consequences, we get the following formulae:
• ε(x) = 1,
In particular, ε∂ 1 = 0, ∂ 1 ∂ 2 = 0 and ∂ 2 ∂ 3 = 0. To show that this sequence is exact, we shall construct a contracting homotopy, i.e. a sequence of Z-linear maps
First we define the Z-linear map Z η −→ C 0 by η(1) = 1, so that εη = id Z . Then, for each x ∈ M , we choose a word x in the congruence class of x and we define the Z-linear map C 0
Similarly, for each x ∈ M and for each a ∈ Σ, we choose a derivation xa
−→ xa and we define the Z-linear map C 1
−→ x for each x ∈ Σ * by means of the following formulae:
Finally, using the fact that P generates the full congruence on G(Σ, R), it is easy to see that for each pair x so that ∂ 3 σ 3 + σ 2 ∂ 2 = id C 2 . Hence, our sequence is indeed a partial free resolution of Z. Q.e.d.
In particular, we get an alternative proof of the following theorem:
If M has a finite complete presentation, then H 3 (M ) is of finite type.
The second counterexample in section 6 shows that a finitely presentable monoid M such that H 3 (M ) is of finite type does not necessarily have finite derivation type. In particular the converse of theorem 4 does not hold, even if M is a finitely presentable monoid with a decidable word problem.
Questions
At the end of his paper, Squier asks several questions, in particular:
• If a finitely presented monoid M has finite derivation type, does M have a finite complete presentation?
• If a finitely presented monoid M has finite derivation type, does M have a solvable word problem?
We believe that both get a negative answer. He also suggests that his notions may be relevant for context-free languages, since context-free grammars are a special kind of rewriting systems.
Finally, he argues that, unlike those of [Sq1] , his new results can be adapted to more general algebraic systems, allowing many operations of arbitrary arities. We agree with this: For example, Mac Lane coherence theorem for monoidal categories (see [Ma] ) can be proved by means of a complete term rewriting system, using the same argument as for theorem 2. However, we claim that the viewpoint of [Bu] is even more general and allows to maintain a geometrical interpretation. In this way, Mac Lane coherence theorem can be seen as a 3-dimensional word problem involving a 4-dimensional space. Now, we suggest another kind of generalization. For a monoid M , we have already the following hierarchy of conditions:
• M is finitely generated (dimension 1);
• M is finitely presentable (dimension 2);
• M has finite derivation type (dimension 3).
There should be a finiteness condition in dimension n for each n. This condition would be satisfied if M has a finite complete presentation and would imply that H n (M ) is of finite type. In particular, this would give an alternative proof of the generalization of theorem 4 to all dimensions (see [Gr, Ko] ).
