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1. INTRODUCTION 
In 1972, Sattinger [l] used the method of sub- and supersolutions to 
study the stability of solutions of the elliptic boundary value problem 
Lu+f(x, u)=O in Sz, 
Bu=h on at2, 
where L is a uniformly elliptic second order operator and B is a linear 
boundary operator, as equilibrium solutions of the parabolic problem 
Lv+f(x,u)=v, in (0, co)xsZ, 
Bv=h on (0, Q)xasz, 
u(x, 0) =&J(x). 
Specifically, he showed that solutions of the elliptic problem which are 
obtained by monotone iteration from a sub- or supersolution have 
one-sided stability. If there is a unique solution between a sub-super 
solution pair, then it is stable. 
Several years later, Matano [2] established that an “intermediate 
solution” exists between any two stable solutions. Existence of these 
intermediate solutions has also been established by others (see [3-51) 
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using degree theory, variational methods, or some combination thereof, 
especially inthe case that f is independent of x. 
In this paper we investigate certain intermediate solutions for the 
Dirichlet problem 
E* Au +f(x, u) = 0 in Q (1) 
u=o on asz, (2) 
where E is a small positive parameter and 52 is a bounded domain in R” 
with a C*+’ boundary for some CI E (0, 1). Howes [6,7] has obtained solu- 
tions of (l), (2) between sub- and supersolutions which exhibit boundary 
layer behavior while converging uniformly to stable zeroes off on compact 
subsets of 52 as E -+ 0. The results of Sattinger and Matano lead us to 
anticipate that there may be one or more intermediate solutions of (1 ), (2), 
if f has at least wo stable zeros. 
Under appropriate conditions on the nonlinearity, itwill be shown that 
there is an intermediate solution of (l), (2) having more complicated 
limiting behavior than that of the maximum and minimum solutions. When 
J‘ is independent of x, our results are closely related to the work of Clement 
and Sweers [S], who showed that positive solutions of the boundary layer 
type are locally unique. In order to establish the main result, we first show 
that in the case where f is independent of x and Q is a ball centered at the 
origin, there is an intermediate solution with a “spike” at x = 0, the width 
of which is G(E). 
In the final section, we specialize our results to the case of an ordinary 
differential equation. Here the nonlinearity need have only one stable zero 
and one unstable zero in order to generate a solution with one or more 
spikes. Moreover, the location of these spikes can often be determined by 
using a geometrical approach due to Kath [9] and based on the Melnikov 
integral. 
We conclude this section by noting some general properties of solutions 
of (1). 
LEMMA 1. Let h : R” -+ [0, CO) be a C* function, M, N, be positive 
constants, and /I E [0,2]. Then there is an L > 0 so that if u is a solution of 
(1) on R, s,>s,aO, hk’([s,,s,])cr;Z, and 
I f(x, u(x, &))I > M@, 
lu(x, &)I <N 
fors,<h(x)<s,, thens2-s,<L~‘~o~5BforaII~>0. 
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Proof: Consider the case that f(x, u(x, a)) > MsB. Define 
u(x) = (s* -s1)2 8N (h(x)-s,)(s,-h(x))-N. 
Then u = -N where h(x) = s1 or sz, u = N where h = OS(s, + sz), and Au = 
fJ4(s2-s,)r2). 
Let U=h-‘((s,,sz))~Q and w=u-u. Then w>O on 8Uand w<O at 
some points in U. Now 
on U. By the maximum principle, Aw cannot be negative verywhere on U, 
so there is an L for which s2 - s, < LE’-‘.~@. 1 
LEMMA 2. Let N be a positive constant. There is an L so that if u 
satisfies (1) and IuI < N, then (Dul 6 L/E on 0, where D is any first order 
differential operator. 
Proof: The conclusion follows from the standard Schauder estimates for 
linear elliptic boundary value problems. 1 
Taken together, these lemmas give a fairly precise version of the well- 
known “folk theorem” that layer regions for solutions of (1) tend to be of 
thickness Lo(a). 
2. SOLUTIONS WITH RADIAL SYMMETRY 
Consider the special problem 
E* Au + g(u) = 0 in B, (3) 
u=o on aB, (4) 
where B is the ball of radius R centered at the origin. Concerning g, we 
assume: 
A, ge C’CO, 00); 
A, there are numbers 0 < z1 < zz < z3 so that g(z,) = 0 for i = 1,2, 3, 
g’(z,) < 0 for i = 1, 3, and g has no other zeroes between z1 and z3; 
A, JS g(u)du>O for O<B<z,; 
A, f:; g(u) du > 0. 
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According to a theorem of Gidas, Ni, and Nirenberg [lo], every positive 
solution u of (3), (4), is radially symmetric, and u(r, E) satisfies 
> 
+&T(u)=& O<r<R, 
u’(0) = u(R) = 0, (5) 
u’(r) < 0, O<r<R. 
Let u0 be the unique number in (z,, z~) so that 
i 
uo 
g(u) du = 0. 
=I 
The next lemma yields a positive solution of (3), (4) with a narrow spike 
at the center of the ball. 
LEMMA 3. Assume A,-A, and that E is small. Then (3), (4) has a positive 
solution u(r, E) so that ~(0, E) E (IQ,, z3) and u(r, E) + z1 as E --) 0 uniformly on 
compact subsets of (0, R). 
ProoJ: Although it is possible to give a more elementary proof of this 
lemma, we prefer to present a brief proof based on published results. 
By a well-known construction (see [6, 7]), there are subsolutions 
cpr, (p3, for (3), (4), so that (pi= 0 on aB, 0 < cpi< zi in B, and (pi + zi as 
E + 0 uniformly on compact subsets of B for i = 1, 3. Now z, and z3 are 
corresponding supersolutions for (3), (4), so there are positive solutions u, 
between ‘pl and zr and u3 between (p3 and z3. Theorem 2’ of Clement and 
Sweers [S] (see also Smoller and Wasserman [ 111) provides the following 
information: for each nonnegative WE C,“(B) with max WE (z,, z3) and for 
E sufficiently small, there is exactly one solution of (3), (4), lying 
everywhere between w and z3. Then ZQ is the only solution of (3), (4) 
between (p3 and zj. Similarly, u1is the only solution of (3), (4), between qpl 
and z,. Consequently, u, and u3 are stable and Matano’s result [I?] 
provides an intermediate solution u(r, E). 
Let w be a nonnegative Cr function in B so that w < ‘pl except in a 
small ball U about 0 and w(O) E (z,, zj). Again by [S, Theorem 2’1 we have 
u < w somewhere in U. From Lemma 1, u is near the zeros of g except on 
r intervals of length 0(s). 
Using (5), we obtain that u satisfies 
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for 0 d r1 d r2 d R. Let M > 0 be fixed and consider the points r, where 
lu’(r,)j < ME-*.~. From (6) 
s 
4r1) 
i?(S) ’ - L-“(E) (Odrdr,) 
u(r) 
at all such rl. It follows that u is near z, or z3 on (0, R) except for Co(s) 
intervals. However, from the remarks in the previous paragraph, u can be 
near zj only for r near 0. Finally, the fact that u(0) > u. follows from (6) 
with r, =O. 1 
Actually, this lemma is true under slightly more general hypotheses. In 
A,, it is enough to assume that z, and z3 are of finite order and that g 
changes sign as it passes through each of them. 
In Section 4 we will show that for ordinary differential equations, the 
nonlinearity need have only two zeroes to produce a solution with one or 
more spikes. The following example shows that two zeros may not suffice 
if n > 2. 
EXAMPLE 1. 
E2dU+(Z4-~)p-U+1=o in B, 
u=o on dB. 
Recall that every positive solution of this problem is radial. If u is such a 
solution with ~(0, E) > 1, then ~(0, E) > 2 by the maximum principle. Let 
o = u - 1. Then u satisfies 
~‘(0, E) = 0, and ~(0, E) > 1. However, a theorem due to Ni [ 121 states that 
such a v must be positive for all r if p B (n + 2)/(n - 2). We conclude that 
the Dirichlet problem does not have a positive solution u with ~(0, E) > 1 
in this case for any value of E. 
3. EXISTENCE AND BEHAVIOR OF AN INTERMEDIATE SOLUTION 
Now 52 in (l), (2), will represent an arbitrary smoothly bounded domain 
in R”. We make the following assumptions about f: 
A, ,f EC’(o x R); 
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A, there are C’(d) functions zi(x) (i= 1,2, 3) so that z,(x) < 
‘Q(x) <z,(x), zz(x) > 0, f(x, Zi(X)) = 0 (i’ 1,2,3), f,(x, z;(x)) < 0 
(i= 1, 3), and z2(x) is the unique zero off between z, and z) (xE~); 
A, j~(“f(x,u)du>O for XE&? and 8 between 0 and z,; 
A, there is a nonempty open set WC Q so that j;;i-;{f(x, u) du > 0 
for XE W. 
As in Section 2, u,,(x) is defined to be the unique solution of 
for xE W. 
Our fundamental result is contained in: 
THEOREM 1. Assume A, - As. Let y > 0 be a small constant and let E be 
sufficiently small. Then for each ball Bc W, (l), (2), has a solution u(x, E) 
so that: 
(a) zr(x)-y<u(x, E) ifdist(x, aQ)>>.s; 
(b) u(x, s)<z3(x)+y for all XE~; 
(c) 3x E B so that u(x, E) < uO(x) + y. 
Furthermore, there is a computable 6> 0, independent of 6, so that 
(d) max{u(x,~):x~Qj~u(x,,~)>z,(x,)+& 
Proof: We will construct wo pairs of sub- and supersolutions ‘p, $, , 
and (p2, ti2. Let t(x) represent he distance of each x from dQ and s(x) the 
point on 852 closest o x. Then t and s induce a coordinate system on a 
small neighborhood of 852 (see [ 131). 
Because of assumptions A s-A,, the problem has a subsolution of the 
form 
where r is a boundary layer correction (see [6, 71). Here r has the 
following properties: r= 0 outside a small neighborhood of the boundary 
and T=y-z,(x) for XE%Q. 
A corresponding supersolution is $,(x) =z,(x) - C, where C is a small 
positive constant chosen so that z2(x) - C > max(0, z,(x)} for all x E Q. 
A larger supersolution is tj2(x, E) = z3(x) + De2, for some sufficiently 
large positive constant D. 
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In order to define an associated subsolution (p2, let an open ball 
B,(x,, r,)~ B and a C’ function g(u) be chosen so that 
g(u) <f(x, u), 
g(u)=0 at Z,<Z,<Z,, 
g’( ZJ < 0 for i= 1, 3, 
for x E B, and appropriate u. The zeroes Z,, Zz of g here are chosen to be 
close to the zeroes of J while Z3 is slightly larger than u,Jx) for x E B,. 
Specifically, we want uO(xl) <Z, < uO(xl) + y. Note that the value of u at 
which {z, g(s) ds= 0 is in the interval (u,(x,), 5,). Let u be a solution of 
E’ do + g(v) = 0 in B, given by Lemma 3 (with appropriate translation f 
the independent and dependent variables) so that u +Zi <zi as E +O 
uniformly on compact subsets of B,\{xl} and u(xi) E (u,,(xi), uO(xl) + y). 
Let x be a smooth cutoff unction so that x = 1 for 0 < 1.x - xi 1 < r,/2, x= 0, 
for (x-x,( >ri, and 0~x61. Then it is readily checked that (p2=xu+ 
( 1 - x) cpi is a subsolution for (1 ), (2). 
Note that ‘pZ has these properties: cp2 > vi, ‘pz = ‘pi outside B,, cp2 < ti2, 
and (P~(x~)E(~x~)~ udx,)+~). 
By the statement and proof of Theorem 1.6 in Amann [14], there is a 
solution u(x, E) of (l), (2), which satisfies (a), (b), and (c), and such that 
24(x, F) > z*(x) for some x E Q. 
In order to prove (d), we first make a change of dependent variable. Let 
w(x, E) = u(x, E) - z*(x) + min{z,(x): x E a}. 
Then w(x, E) satisfies 
E’ Aw + F(x, w, F) = 0, in 52 (7) 
w < 0, on aa, (8) 
where F(x, w, E) =f(x, w + z2(x) - min z2) + a2 AZ,. Let the zeroes of F 
corresponding to zl, z2, z3, be denoted a,, a,, u3, respectively. Note that 
a, > 0 is essentially fixed with maximum variation 0(s). 
Now we choose 6 >O and a C’ function G(u) so that G(0) 20; G has 
exactly three zeroes b, < b,<b, so that b, e (max{a,(x), 0}, a,(x)), 
b, < a,(x), and 6, E (a,(x), ax(x)) for all XE@ G(o) > F(x, w) for 
O<w<a2(x)+6-cb3 and XESZ; and IE,G(s)ds<Ofor b,<tl<b,. 
Suppose that w(x, E) d u*(x) + 6 for all x E Q and all sufftciently small E. 
Replace F by a modified function F so that F(w) = F(w) for 0 f w < 
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a,(x)+6 and Gus for a,(x)+6<wdb, and XESZ. Then w still 
satisfies (7) with F replaced by F Now consider 
.E* Au + G(u) = 0 in V, (9) 
u=o 0n BV, (10) 
where V is a ball centered at the origin which contains Q. Let 
cp=max(w, O}. Then cp is a subsolution for (9), (lo), so that 
max{ q(x): x E V} > b,; b, is a supersolution. Then (9), (lo), has a positive, 
radially symmetric solution U(T, E) with max U = U(O) > b,. 
On the one hand, 
0.5(27(r))’ + EC* fir; G(s) ds = (1 -n) 1; q As, 
so that J${ G(s) ds <O for all Y > 0. On the other hand, since 
40) E (b2, b), 
s 
fv 
G(s) ds > 0, 
U(O) 
so we have a contradiction. Consequently, for all small E, w(x, E) > 
a*(x) + 6 for some x, so 
u(x, E) > z*(x) - min{z,} + u2(x) + 6 
> q(x) + 6 + O(.s2) 
for some x E s2. 1 
Our proof of (d) is an adaptation of an argument due to Dancer and 
Schmitt [15], in which they show for the case where f is independent of 
x that positive solutions of the Dirichlet problem have maximum values at 
least uo. Consequently, in that case we can take 6 = u. - z2. 
Theorem 1 gives us an intermediate solution of (1 ), (2), which has in 
addition to boundary layer behavior of the monotone type some more 
complicated limiting behavior as E -P 0. It appears to be difficult to give 
more precise information about this solution in this generality. However, 
the next theorem rules out the possibility ofclassical shock layer behavior 
in W. 
THEOREM 2. Assume A,-A,. Let r > 0 be independent of E, let B( y, r) be 
a ball with closure in W, and let u be the solution of (l), (2) given by 
505/86/1-l 
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Theorem 1. If u(x, E) + z3(x) as E + 0 for x E B( y, r), then there is a I. > 0 
independent of F so that u(x, E) > zz(x) + 1” on B( y, r + ,I) for all small E. 
Proof. Suppose no such i exists. Then there are sequences E, + 0 and 
x, SO that u(x,, E,) < zz(x,) + l/n and dist(x,, aB(y, r)) < l/n. Consider 
B, = B(x,, 2/n) c W. For n sufficiently large, we can choose a nonnegative 
constantcsothat C>-z,(x)forx~B,andg(u+C)<f(x,u)forx~B, 
and appropriate u so that g satisfies A,-A,. (We take C = 0 if z1 > 0.) Then 
24 + C is a supersolution for 
8’ Au + g(u) = 0 in B,, (11) 
u=o on dB,, (12) 
and we can construct a positive subsolution cp for (1 1 ), (12) much as in 
Theorem 1 with maximum in B( y, r) so that max cp > u,,(x,) + C - l/n and 
cp < u + C. Then (ll), (12), has a positive solution u between the sub- and 
supersolutions with its maximum at x,. However, we then have both 
u(x,, E,) + C < z2(x,) + l/n + C and u(x,) > uO(x,) + C- l/n, a contra- 
diction of u < u + C. i 
The local uniqueness result of Clement and Sweers [S] gives a stronger 
conclusion if f is independent of x and u > 0. Namely, for every C > 0 there 
is no s-independent ball B so that U(X, E) >z,(x)+ C for XE B and all 
small E. 
We conclude this section with an example which illustrates hese results 
and which also provides a counter-example to a theorem of DeSanti [ 161 
dealing with the existence of solutions to (l), (2), with spike layers. 
EXAMPLE 2. 
E’ Au + f(r, u) = 0 in B(0, 1) 
u=o on aB(0, l), 
where B(0, 1) is the unit ball in R”. 
Assume f satisfies A,-A,, with z1 > 0 and W a ball centered at the 
origin. Also assume f,.(r, U) < 0 for 0 < r < 1 and all U. Then Theorem 1’ of 
[lo] implies that all positive solutions of the Dirichlet problem are radially 
symmetric and are decreasing as functions or r. 
Let B, c W be a small ball centered at the origin and let u(r, E) be 
the positive solution of Theorem 1 corresponding to B,. Now 
max{u(r, E) : 0 < r d 1 } = ~(0, E) > r,(O) + 6 for some positive 6 independent 
of E, and u(r, E) < u,,(r) + y somewhere in B,. By Lemma 1 and Theorem 2, 
u(r, E) must descend from its maximum at r = 0 to a value near z1 or z2 
when r-+ 1. 
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Now consider the identity for r, < r2: 
0.5E2(u’2(r2) - u’*(r,)) + c*(s - 1) jr2 C dr 
rI r 
= 
I 
r2 f(r, u) u’(r) dr 
f-1 
s U(Q) d f(r,, u) du +O(r, - l).u(r1) 
If the length of the interval on which u is near z2 is bounded away from 
0 as E + 0, then the identity gives a contradiction fthe assumed properties 
off when u descends from z2 to z1 or 0. We conclude, as in Lemma 3, that 
u(r, E) has a narrow spike at 0 and converges to zr as E + 0 uniformly on 
compact subsets of (0, 1). 
To obtain a counter-example to DeSanti’s result, assume W= B(0, 1) 
and f(r, 0) 2 0 for 0 < r G 1. Recall that f$,’ f(r, u) du = 0 for 0 < r 6 1. 
Then uo(r) is strictly increasing since 
for 0 <r < 1. Fix rl E (0, 1) so that f(r, uo(rl)) > 0 for 0 <r 6 1. Let 
I(r) = J‘Iz~~~‘f(r, u) du. 
We have I(r)(r, -r) is positive for 0 6 r 6 1, r # rl, and VI(r) # 0 at r = rl. 
The hypotheses of Theorem 4.2 in [ 161 are satisfied here; the conclusion 
of the theorem is that the boundary value problem has a solution which 
converges to zr in B\{r=r,} and to uo(rl) on {r=r,} as E -+O. Further- 
more, the solution would be positive in this case since it is obtained in the 
proof by the method of sub- and supersolutions and since 0 is a subsolu- 
tion. However, the existence of such a solution would contradict he fact 
that all positive solutions are descreasing as functions of r. 
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4. ORDINARY DIFFERENTIAL EQUATIONS 
We now specialize our results to the two point boundary value problem 
E2U” + f(x, u) = 0, (O<x< 1) (13) 
u( 0) = u( 1) = 0. (14) 
The assumptions on f will be similar to those of Theorem 1, but in this 
case f need have only two zeroes. For simplicity, we take W= (0, l), but 
the more general situation is amenable to the same techniques. In addition 
to the previous hypotheses A, and A,, we assume: 
A: there are C’([O, 11) functions zi(x) <z*(x) so that z*(x) >O, 
f(x, Zi(X)) = 0 (i’ 1, 2), and fu(x, zl(x))<O (XE LO, 11); 
A; there is a uO(x) > zZ(x) so that f(x, uO(x)) > 0, z2(x) is the only 
zero off between z,(x) and uO(x), and j$zlf(x, u)du=O (XE [0, I]). 
The next theorem shows that some solution of (13), (14), has a narrow 
spike in the interval [0, 11. 
THEOREM 3. Assume A,, AL, A,, and A;. For E sufficiently small, (13), 
(14), has a soZution u(x, E) satisfying (a), (c), and (d) of Theorem 1. Further- 
m0re,max{u(x,s):0<x<1}~24(x0, E) < u,(x,) + 2y, and there is an inter- 
val [a(&), b(c)] containing x0 so that b(~) - a(E) = O(E), u(a(E), E) = z2(a(E)), 
and u(b(~), E) = z2(b(&)). 
Proof: The first step is to modify f for u > uO(x) + 2y, where y is the 
small positive constant in the statement of Theorem 1. Let z~(x) > uO(x) + 
2y be a C’( [0, 11) function and let fi(x, U) be a C’ modification of f 
having the following properties: fi = f for u < uO(x) + 2y, fi > 0 for z*(x) < 
u < z3(x), and f, (x, z3 (x)) = 0 (0 <x < 1). We apply Theorem 1 to fi to 
obtain a solution u(x, E) for sufficiently small E of 
&2u”+f,(x, u)=O, (O<x< 1) (15) 
U(o)=u(l)=o, (16) 
which has the properties listed in that theorem. 
On any interval [x,, x2] where U’ does not change sign, we claim 
o.~~2[u’2(x2)-u’2(x~)] + ju;[)(xl> u)du=W-~1). (17) 
To establish (17), write (15) in the form 
E2U”U’+fi(x,, u)u’= [fi(X,, U)-f(X, u)]u’. 
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Then 
0.5&2[u’2(x,)-u’(x,)] +[uy,:lfl(x,, u) du 
s ‘2 = C.fi(X,, u) -f, (x, ~11 u’ dx, -“.I 
and (17) follows from the mean value theorem for integrals. 
We want to show that U(X) < U,,(X) + 2y for x E [0, 11 and small E so that 
u is a solution of the original problem (13), (14). Suppose that 
for some arbitrarily small values of E. By Theorem l(c) there is an x E (0, 1) 
so that U(X) < uO(x) + y. We consider only the case that x < x0. Let 
Note that x2 and q are bounded away from the endpoints as E -+O. By 
Lemma 1, x,-q = O(E). We also have for XE [Q x2] that u,(x)+?< U(X) 
u,(x)+2y, so (u-uO)‘(yl)>O. If (u-z+,)‘(y~)=O, then (17) with x,=q 
immediately gives a contradiction. 
If (U - ZQ,)‘(~) > 0, then U(X) < uO(x) + y on some interval to the left of q. 
From (17), 
s 
w3(“2) + 2Y 
f,(x, u) du = O.~E~[U’~(X) - u’~(x,)] + 0(x, - x, ). 
UC-X) 
Choose C independent of E so that 
I 
ua( x2 )+ 2Y 
f,(x,u)du>C>O, 
0 
for zi(x) - y < 8 6 u,-Jx) + y and x near x2. If U(X) < uO(x) + y and x is near 
x2, then lu’(x)l > C/E for x in a small E-independent interval, so we have a 
contradiction. It follows that u is a solution of the original problem 
(13), (14). 
The remaining properties of u now follow from Lemma 1. 1 
The question of possible locations of spikes for solutions of (13), (14), 
has been studied by a number of authors. For the case that f is independ- 
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ent of x and z1 < 0 < z2, O’Malley [ 171 has used phase plane analysis to 
show that solutions exist with increasing numbers of spikes as E -+ 0, but 
that the spikes have to occur at equality spaced points in the interval. On 
the other hand, if 0 <a,, then Lemma 3 is applicable, and there is a single 
spike at the center of the interval. It is readily shown that the maximum 
value of u approaches u0 as E -+ 0. 
In case f does vary with x, Kath [9] has used the Melnikov integral 
where t = (x - x0)/s and v(t) solves u,, +f(xo, u) = 0, u + 0 as t + f co, and 
o,(O) = 0, to find where spikes can occur. We refer the reader to his paper 
for a thorough discussion. Our final example treats only the simplest case. 
EXAMPLE 3. For (13), (14), assume zr(x) > 0 on [0, l] and M(x,) is 
strictly decreasing as a function of x0 E [0, 11. Now M(x,) measures the 
difference in energy at x0 between the solution of (13) which approaches zr 
as t + -co and the solution which approaches z1 as t + co. (See Fig. 1.) 
There are three possibilities. IfM(x,) = 0 at some x0 E (0, 1 ), then there 
is a solution u with a single spike near x0 since this is the only location 
where a trajectory can make a complete circuit from a position near zl, 
around z2, and back near zr. If M> 0 on [0, 11, then the spike must occur 
at the right endpoint. If A4 < 0 on [0, 11, then the spike occurs at the left 
endpoint. In all cases, u follows z1 on the remainder of the interval except 
at the endpoints. 
EU’ 
21 
0 
b 
U 
M (x) > 0 M (x) = 0 M (x) < 0 
FIG. 1. Phase plane portraits for Example 3. 
SINGULAR PERTURBATION PROBLEMS 101 
REFERENCES 
1. D. SATTINGER, Monotone methods in nonlinear elliptic and parabolic equations, Indiana 
Univ. Math. J. 21 (1972), 979-1000. 
2. H. MATANO, Asymptotic behavior and stability of solutions of semilinear diffusion 
equations, Publ. Res. Inst. Math. Sci. 15 (1979), 4OlL454. 
3. K. J. BROWN AND H. BUDIN, On the existence of positive solutions for a class of 
semilinear elliptic boundary value problems, SIAM J. Math. Anal. 10 (1979), 875-883. 
4. P. HESS, On multiple positive solutions of nonlinear elliptic equations, Comm. Partial 
Differential Equations 6 (1981), 951-961. 
5. D. G. DEFIGLJEIREDO, On the existence of multiple ordered solutions of nonlinear eigen- 
value problems, Nonlinear Anal. 11 (1987), 481492. 
6. F. A. HOWES, Singularly perturbed semilinear elliptic boundary value problems, Comm. 
Parrial Dfferenfial Equations 4 (1979), l-39. 
7. F. A. HOWES, Boundary-interior layer interactions in nonlinear singular perturbation 
theory, Mem. Amer. Mafh. Sot. 15, No. 203 (1978). 
8. P. CLEMENT AND G. SWEERS, Existence and multiplicity results for a similinear elliptic 
eigenvalue problem, Ann. Scuola Norm. Sup. Pisn 14 (1987), 97-121. 
9. W. L. KATH, Slowly varying phase planes and boundary-layer theory, Stud. Appl. Math. 
72 (1985), 221-239. 
10. B. GIDAS, W. M. Nr, AND L. NIRENBERG, Symmetry and related properties via the maxi- 
mum principle, Comm. Math. Phys. 68 (1979), 209-243. 
11. J. SMOLLER AND A. WASSERMAN, On the monotonicity of the time map, J. Differential 
Equations 77 (1989), 287-303. 
12. W. M. N& On the positive radial solutions of some semilinear elliptic equations on R”, 
Appl. Math. Optim. 9 (1983), 373-380. 
13. M. S. BERGER AND L. E. FRAENKEL, On the asymptotic solution of a nonlinear Dirichlet 
problem, J. M&h. Mech. 19 (1969/1970), 553-585. 
14. H. AMANN, Existence and multiplicity heorems for semilinear elliptic boundary problems, 
Math. Z. 150 (1976), 281-295. 
15. E. N. DANCER AND K. SCHMITT, On positive solutions of semilinear elliptic equations, 
Proc. Amer. Ma/h. Sot. 101 (1987), 445452. 
16. A. J. DESANTI, Boundary and interior layer behavior of solutions of some singularly 
perturbed semilinear boundary value problems, J. Math. Pures Appl. 65 (1986), 227-262. 
17. R. E. O’MALLEY, JR.,Phase-plane solutions to some singular perturbation problems, 
J. Moth. Anal. Appl. 54 (1976), 449466. 
