We present the first full release of a survey of the 150 MHz radio sky, observed with the Giant Metrewave Radio Telescope between April 2010 and March 2012 as part of the TGSS project. Aimed at producing a reliable compact source survey, our automated data reduction pipeline efficiently processed more than 2000 hours of observations with minimal human interaction. Through application of innovative techniques such as image-based flagging, direction-dependent calibration of ionospheric phase errors, correcting for systematic offsets in antenna pointing, and improving the primary beam model, we created good quality images for over 95 percent of the 5336 pointings. Our data release covers 36,900 deg 2 (or 3.6 π steradians) of the sky between -53
Introduction
Radio continuum surveys have long played a major role in advancing observational cosmology and galactic astronomy (Condon 1999) . In the early years of radio astronomy, continuum allsky surveys were made at decameter and meter wavelengths, often with low angular resolution and modest sensitivity. As receiver and antenna array technology improved, the drive for increased resolution and sensitivity pushed surveys into the decimeter and centimeter wavelength ranges (see Jauncey 1977) . One of the key lessons to be learned from past successful centimeter surveys is that future radio surveys must have sufficient angular resolution to enable arcsecond source identification at other wavelengths (Helfand et al. 2015) , while retaining sensitivity to low surface brightness emission (Condon et al. 1998 ).
In recent years there has been a resurgence of low frequency surveys, brought about by new and upgraded facilities that are exploiting the latest in aperture arrays, broadband feeds with low noise receivers, and high speed data transmission and digital processing (Garrett 2013) . Notable new meter-wavelength continuum surveys include the Low Frequency Array (LOFAR) Multifrequency Snapshot Survey (MSSS; Heald et al. 2015) at 74
MHz and 151 MHz, and the Murchison Widefield Array (MWA) GaLactic and Extragalactic All-sky MWA survey (GLEAM; Wayth et al. 2015; Hurley-Walker et al. 2016) at five frequencies between 72 and 231 MHz. Both of MSSS and GLEAM are achieving RMS sensitivities of 10's of milliJanskys but angular resolution remains modest at a few arcminutes. Continuum science at decameter and meter wavelengths shares some similarities with that at centimeter wavelengths; active galactic nuclei still dominate the source counts. However, this wavelength regime is also the domain of high energy astrophysics as traced by electrons and magnetic fields. AGN are dominated by their lobes not their cores, pulsars and supernova are brighter (Bilous et al. 2015) , magnetically active stars emit coherent flares and new types of transients appear (e.g Obenberger et al. 2014) . Propagation phenomena in the magneto-ionized medium of our galaxy are stronger (Stovall et al. 2015) , galaxy clusters show extended relics and halos (Feretti et al. 2012) , and both AGN and radio galaxies show evidence of earlier phases of activity through steep spectrum, extended emission (Hurley-Walker et al. 2015; Brienza et al. 2016 ).
Despite these science opportunities, there are special challenges with the processing of high-resolution, low-frequency raArticle number, page 1 of 29 arXiv:1603.04368v2 [astro-ph.CO] 13 Oct 2016 dio observations. Strong and widespread radio interference must be dealt with in an automatic way, direction-dependent effects (DDEs) like ionospheric phase delay must be accounted for, and occasional instrumental instabilities all conspire to limit the dynamic range of the final images. It is not uncommon to see compromises being made to produce a timely release of the images, and then seeing the original data being re-processed as algorithms improve. The 8C catalog at 38 MHz was updated to reflect improvements in the calibration and source finding algorithms (Rees 1990; Hales et al. 1995) . The VLA Low Frequency Sky Survey (VLSS) at 74 MHz was re-processed after a number of software improvements were made, including a better characterization of the antenna primary beam. The result was 25 percent reduction in the RMS noise on average and a 35 percent increase in the number of radio sources (Cohen et al. 2007; Lane et al. 2014) . A re-processing of the LOFAR MSSS is also planned to include the data from outer stations allowing for a large increase in the angular resolution.
It is in this spirit that we have undertaken an independent reprocessing of the all-sky 150 MHz continuum survey from Giant Metrewave Radio Telescope (GMRT; Swarup 1991) . It is the first continuum survey at meter wavelengths with angular resolution comparable to existing centimeter surveys. Following an initial pilot project, the full survey was carried out between 2010 and early 2012. The PI-driven project was named the TIFR GMRT Sky Survey (TGSS). The survey covers the full sky visible from the observatory, a declination range of -55 to +90 degrees. As of this writing, there have been five data releases, with only about 10 percent of the survey images having been processed and released through the TGSS project website 1 . A small number of publications have been published using data from this initial release including Bagchi et al. (2011) , Gopal-Krishna et al. (2012) , Sirothia et al. (2014) , and Krishna et al. (2014) .
In the interim, since these data were taken, there have been significant improvements in low-frequency calibration and imaging algorithms. Especially calibration of directiondependent effect (DDEs) is seen as an essential step in converting wide-field observations into high-quality images, as is witnessed by a rich number of publications on the topic over the last decade (e.g., Noordam 2004; Cotton 2005; Mitchell et al. 2008; Intema et al. 2009; Wijnholds et al. 2010; Smirnov 2011; Arora et al. 2015; . One of the main DDEs is ionospheric dispersive delay, which causes smearing of sources (ionospheric 'seeing') as well as relatively large residual sidelobe structure across the pointing image when processed using only direction-independent self-calibration (e.g., Intema et al. 2009 ) The pipeline used for producing the original TGSS data releases 1 through 5 does not include direction-dependent calibration.
The TGSS is currently the highest resolution full-sky radio survey released below 200 MHz, making it even more sensitive to the the DDEs of the ionosphere. Given the enormous science potential of such a survey, and its value as a reference catalog for aperture array telescopes like the MWA (Tingay et al. 2013 ) and LOFAR (van Haarlem et al. 2013) , we re-processed the TGSS survey observations starting with the raw uncalibrated visibility data, all of which are publicly available from the GMRT archive. Our re-processing effort is motivated by having available a robust and fast pipeline that includes direction-dependent ionospheric calibration. In Section 2 we briefly describe the GMRT and the survey observations. The data processing pipeline is described in Section 3. This section includes the strategies that we 1 http://tgss.ncra.tifr.res.in employed to solved special imaging and calibration challenge, including direction-dependent gain variations. We characterize the properties of the survey in Section 4, and in Section 5 we describe the standard survey image mosaics and catalogs. In Section 6 we conclude the paper with a discussion of future work that could improve the survey.
Throughout the article, we use the sign convention S ∝ ν α , where S is the flux density, ν the observing frequency, and α the spectral index. Throughout the article, the image background RMS noise is determined by fitting a Gaussian to the pixel value histogram over a given aperture, and rejecting positive outliers (i.e., true source flux).
Observations
The GMRT lies 80 km north of Pune, India and consists of 30 45-m diameter stationary parabolic antennas, with 14 antennas arranged in a compact configuration and the outer antennas in a "Y-shaped" configuration. This gives the GMRT a minimum and maximum baseline of 100 m and 25 km, respectively. Each antenna is outfitted with six high-performance feeds that cover the frequency range from 150 to 1500 MHz. At 150 MHz the typical total system temperature (including ground and sky) is 615 K and the single antenna gain is 0.33 K/Jy. The total field of view to half power is 186 , and the synthesized beam at the zenith is 20 . The distribution of antenna baselines is such that the array at 150 MHz is only sensitive to extended emission no larger than 68 . The superb angular resolution of the GMRT nicely complements the surface brightness sensitivity of MWA and the inner core of LOFAR. The entire array is currently undergoing a major wide-bandwidth upgrade. The GMRT web page has up-to-date information about system performance of the array 2 . The 150 MHz continuum survey was undertaken as a PI-lead effort. After a pilot study in 2009 under project code 16_279, the TGSS was fully observed in four consecutive GMRT cycles (semesters) under project codes 18_031, 19_043, 20_083 and 21_057, using over 2000 hours of observe time spread over about 200 observing sessions. The mean epoch of the TGSS is January 18, 2011 (MJD=55579.0). Summarizing the observational parameters as given on the TGSS project website, the survey consists of 5336 individual pointings on an approximate hexagonal grid following the FIRST survey strategy (Becker et al. 1995) . Data was recorded in full polarization (RR,LL,RL,LR) every 2 seconds, in 256 frequency channels across 16.7 MHz of bandwidth (140) (141) (142) (143) (144) (145) (146) (147) (148) (149) (150) (151) (152) (153) (154) (155) (156) . Each pointing was observed for about 15 minutes, split over 3-5 scans spaced out in time to improve UV-coverage. Typically, 20-40 pointings were grouped together into single night-time observing sessions, bracketed and inter-leaved by primary (flux and bandpass) calibrator scans on 3C 48, 3C 147, 3C 286 and 3C 468.1. Interleaved secondary (phase) calibrator scans on a variety of sources were also included, but are typically too faint to be of much use at this frequency.
We obtained all archival TGSS data in the native LTA format by use of the NCRA Archive and Proposal System (NAPS). The modest total raw data size of about 1.8 TB takes reflects the standard time averaging for archiving down to 16 seconds. A fraction of the pointings have been observed multiple times during separate observing sessions, likely because of problems encountered in the original data processing. Some of these problems are likely related to challenging ionospheric conditions, therefore rather than filtering these observations out upfront, we have blindly passed all available data through our robust processing pipeline, and analyzed the final results to identify truly bad data.
Data Processing Pipeline
All archival TGSS raw data was re-processed with a fully automated pipeline based on the SPAM package Intema 2009 Intema , 2014a , which includes direction-dependent calibration, modeling and imaging for correcting mainly ionospheric dispersive delay. In the following sections, we provide a description of the SPAM pipeline. For more details regarding the algorithms and computing choices we refer the reader to Appendix A.
The pipeline consists of two parts: a pre-processing part that converts the raw data (LTA format) from individual observing sessions into pre-calibrated visibility data sets for all observed pointings (UVFITS format), and a main pipeline part that converts pre-calibrated visibility data per pointing into stokes I continuum images (FITS format).
Pre-processing
The purpose of the pre-processing step is to -for each observing session -obtain good-quality instrumental calibrations from the best available scan on one of the primary calibrators, and transfer these calibrations to the data of the observed TGSS pointings. We prefer this simple approach over combining calibration results from multiple scans and calibrator sources, mainly because ionospheric phase effects can vary strongly over time and space, which makes it very difficult (if not impossible) to sensibly interpolate calibration phases between calibrators and calibrator scans. Also, determining the necessary corrections for T sys variations across the sky (see below) are much simpler when using a single calibrator source.
For deriving instrumental calibrations from the primary calibrator scans, we adopted simple point source models with fluxes and spectral indices following the low-frequency flux models from Scaife & Heald (2012) . Since the source 3C 468.1 is not included in this work, we only used 3C 48, 3C 147, and 3C 286 for primary calibration. For each scan on each calibrator, after initial flagging (excision) of visibilities affected by excessive RFI, we determined time-variable complex gain solutions and time-constant bandpass solutions per antenna and per polarization. Flagging, gain calibration and bandpass calibration were repeated several times, applying increasingly strict flagging of RFI to obtain improved calibration results. After applying the bandpass solutions and time-averaged gain solutions to the calibrator data, we also determined and applied the average phase offset between the polarizations, followed by frequency channel averaging and conversion to stokes I to reduce the data size and speed up processing. The final frequency (and time) resolution leads to some image plane smearing, and is further discussed in Section 4.3. The resulting phase solutions from a final gain calibration are filtered to separate instrumental and ionospheric phase contributions (see Intema et al. 2009 ), after which only the instrumental phase solutions were applied to the calibrator data.
The statistics of the final (normalized) gain amplitudes were compared for selecting the best calibrator scan. For each calibrator scan a weight factor was calculated proportional to the number of active antennas and the inverse variance of the gain amplitudes, and the best calibrator scan is the one with the highest weight. Next, all pointings were processed in a very similar way to the calibrator scan, by applying the same calibration tables and averaging the data. During this process, only very basic flagging of excessive RFI was performed. More elaborate RFI excision on the pointing data was done during the main pipeline processing (see Section 3.2).
Before exporting the pre-processed visibilities per pointing to the main pipeline, the data was gain corrected for system temperature variations across the sky (e.g., see Sirothia 2009; Marcote et al. 2015) . For each pointing and related calibrator, we measured the sky temperatures in the all-sky 408 MHz map of Haslam et al. (1982) within the aperture of the GMRT 150 MHz primary beam, and scaled them to the observing frequency assuming T sky ∝ ν β with β = −2.5 ± 0.1 (e.g., Roger et al. 1999) . To this we added the ground pick-up and receiver temperatures as given in the GMRT status document 3 to determine the system temperatures. To correct the pointing visibilities, they were scaled by the system temperature ratio of the pointing over the calibrator source. The uncertainty of this method is difficult to assess, but depends strongly on the sky temperature difference between the flux calibrator and pointing. For instance, we expect TGSS flux densities in extremely 'hot' regions of the sky (galactic center, but also Cas A, Cyg A, Vir A, etc.) to have relatively large uncertainties. Flux density accuracy is discussed in more detail in Section 4.5.
Main Pipeline
The purpose of the main pipeline is to convert the pre-calibrated visibility data of each pointings into a final image, which includes several steps of (self)calibration, flagging, and wide-field imaging. It is an extension of the data reduction recipe described in Intema et al. (2009), and Intema (2014a) . The computing choices are described in more detail in Appendix A. The main pipeline consists of two parts, a direction-independent (self)calibration part and a direction-dependent (ionospheric) calibration part. Both are described in the next two subsections.
Direction-Independent Calibration
The flow diagram of the direction-independent calibration part of the main pipeline is depicted in Figure A. 2. At the start of the pipeline, the visibility data are analyzed to derive calibration, imaging, and other processing parameters (e.g., calibration solution interval, imaging pixel size, facet size and field size, flagging clip levels, etc.). A point source model of the local sky at 150 MHz around the pointing center was constructed using information from several large-area, low-frequency radio catalogs, namely NVSS at 1400 MHz (Condon et al. 1998 ), WENSS at 327 MHz (Rengelink et al. 1997 ), WISH at 352 MHz (De Breuck et al. 2002) , VLSSr at 74 MHz (Cohen et al. 2007; Lane et al. 2012 Lane et al. , 2014 , and SUMSS and MGPS-2 at 843 MHz (Mauch et al. 2003; Murphy et al. 2007) . This model was used mainly as an astrometric reference, but also for a rough flux reference and for identifying bright sources outside the primary beam. For pointing centers above -35
• the astrometry is matched to NVSS, while below it is matched to SUMSS or MGPS-2. Visibilities with amplitudes above 5 times the total model flux were immediately flagged.
Following the AIPS polyhedron/Cotton-Schwab wide-field imaging scheme (Schwab 1984; Cotton 1999) , the circular primary beam area was tiled into ∼ 80 small facets of equal size out to a 2.3
• radius, or √ 2 times the primary beam half-power radius. These were complemented with ∼ 30 additional facets at positions of bright outlier sources. Based on experience, we include all sources with an estimated true flux density above 3 Jy out to 4 times the primary beam half-power radius, as well as sources above 1.5 Jy out to 2 times the radius. Including outlier sources during imaging is important, as their sidelobes can negatively affect the quality of the primary beam area when not deconvolved. Image pixels are 4-5 to ensure proper sampling of the central part of the PSF (point-spread function, or synthesized beam) with 4-5 pixels. After imaging all facets, they were combined into a single image covering the primary beam area.
The point source model was used as starting model for a (direction-independent) phase-only gain calibration on a 16 second timescale, to properly capture the time-varying effects of ionospheric phase delay averaged across the primary beam. Note that these calibration results are kept as separate tables, and are applied on the fly during imaging rather than being applied permanently.
Next, wide-field imaging was done using Briggs weighting with the robust parameter set to -1. Using this robust imaging weighting scheme shifted slightly towards uniform weighting suppresses the abundance of short baselines in GMRT observations, producing a near-Gaussian central PSF while suppressing the broad wings that are typical for centrally condensed arrays like GMRT. This trade-off between sensitivity, resolution and PSF shaping comes at the cost of reduced sensitivity for large-scale emission. In addition, we also exclude the visibilities within 0.2 kλ distance of the UV-plane origin from imaging, since image reconstruction of strong emission at large angular scales (few tens of arcminutes; e.g., the galactic plane, or the lobes of Cen A) is found to be extremely difficult even with full synthesis observations (e.g., Wykes et al. 2014) . The resulting sensitivity to extended emission will therefore not go beyond angular scales of 10 -20 rather than 68 (see Section 2). We recognize that the current choice of imaging parameters makes the survey relatively less sensitive to extended sources, which negatively impacts the measured flux density of extended sources as well as the source catalog completeness.
Imaging performs a single-scale CLEAN deconvolution down to 3 times the central background noise (as measured in the central quarter radius of the primary beam), with automated CLEAN boxes placed at positive peaks of at least (i) 5 times the local background noise (as measured in each facet), and (ii) 1.25 times the magnitude of the most negative local feature. In this initial case the imaging is done iteratively (down to 3 times the central noise, so that the noise measurements and CLEAN boxes could be updated inbetween iterations. In later imaging steps the CLEAN box updates are based on the previous image, and images are deconvolved down to 2 times the central noise.
The first image was used as an input model for an updated phase-only self-calibration. Similar to the primary calibrator, the gain phase solutions are filtered to separate ionospheric from instrumental effects, which typically improves the estimate of the instrumental contribution to the phase. The instrumental phase contributions were removed from visibilities and gain phase solutions. The outlier facets were split into sources with high and low apparent flux, i.e., sources that are and are not surrounded by noticable sidelobes. Based on experience, the dividing line lies at 0.2 Jy. The CLEAN component models of the fainter group were subtracted from the visibilities (while temporarily applying the self-calibration) and removed from the active list of facets, with typically 5-10 outlier facets remaining.
Before making a new (second) image, the visibilities were examined for bad data using a custom-built flagging function based on work by e.g., Enßlin & Kronberg (see their AIPStutorial 4 ). This function takes residual visibilities (with CLEAN components from all facets subtracted) and makes a residual image. This image is then Fourier-transformed back to the visibility domain, creating pseudo-visibilities which have the visibility amplitudes, visibility weights and imaging weights imprinted. Any ripple artifacts in the image background show up as localized, high-amplitude features in the pseudo-visibilities, which are then easy to identify and flag automatically in the original data (e.g., see Figure A .4). Since the density and amplitude of visibilities is naturally high in the center of the UV-plane, it is necessary to prevent overflagging of short baseline data. This is done by downscaling the pseudo-visibility amplitudes with the square-root of the density in a cell, by detecting outliers using annuli in UV-space, and by repeating this flagging operation multiple times on on a series of residual images with decreasing image cell sizes (or increasing UV-cell sizes).
Gain amplitudes are also a very effective way of detecting antenna-based problems. The second image is used as input for an amplitude & phase self-calibration, with a solution interval similar to the visibility time resolution. The time series of gain amplitudes are filtered per antenna per scan, rejecting significant outliers. The resulting gain amplitudes are smoothed per scan and applied to the visibility data (no gain phases are applied), which effectively flags visibility all visibility data related to the rejected gain solutions. This is followed by a phase-only selfcalibration and making a new (third) image.
The final round of self-calibration starts with further excision of RFI, first by rejecting outliers in the residual visibility amplitudes, then by another round of image-based ripple detection as described above, then by subtracting quasi-continuous RFI using the Obit task LowFRFI() (see Obit Development Memo Series 5 no. 16). The latter step attemps to isolate, model and subtract ground-based RFI based on the fringe rotation of the visibility phases introduced by tracking the celestial radio sky. Conservative subtraction parameters are used to prevent subtraction of true source flux (see EVLA Memo Series 6 no. 161). Phase-only gain calibration and imaging is preceded by a bandpass calibration on the pointing visibilities, determining one amplitude and phase correction per frequency channel for the whole observation. This step is introduced to remove the timeaveraged frequency-dependent (∆φ ∝ 1/ν) ionospheric phase difference between calibrator and pointing, but also helps in removing the average, apparent spectral index difference between calibrator and pointing.
The source positions of the apparent radio sky model that serves as input for the final phase-only self-calibration are compared against the astrometric reference catalogs (NVSS for DEC above -35
• , SUMSS/MGPS-2 for DEC below -35 • ), and any systematic position offset is removed by shifting the source positions. Phase-only gain calibration and wide-field imaging yields the final (fourth) self-calibration image
Direction-Dependent Calibration
The flow diagram of the direction-dependent calibration part of the main pipeline is depicted in Figure A. 3. The gain phases and apparent sky model that result from the direction-independent calibration part of the pipeline are typically found to be sufficient to successfully start off the direction-dependent calibration part of the pipeline. Direction-dependent calibration of ionospheric phase delay is the core functionality of the SPAM package, and described in detail in Intema et al. (2009) and Intema (2009) . Here we will shortly summarize this functionality and describe the additional steps.
Direction-dependent gain phases are obtained by peeling the apparently brightest sources in the wide-field image. In this process, candidate sources are characterized, tested for compactness, and ordered by peak flux. After residual visibilities are formed by subtracting the full sky model from the visibilities (while temporarily applying the phase calibration), the CLEAN model of the first (brightest) source and its immediate surroundings (out to a radius of approximately 10 ) is added back to form an approximate visibility data set containing only the first source. This data set is self-calibrated and imaged several times, thus updating the CLEAN model and the gain calibration phases in the direction of the source. In case of image improvement (a relative improvement of the peak-to-noise ratio) the new image and calibration information is saved, and new residual visibilities are created by subtracting the new source model; otherwise the source is discarded. This process is repeated for all candidate sources, up to a maximum of 20 (see below). Inbetween calibrations, to propagate the astrometry of the reference catalog (NVSS or SUMSS/MGPS-2), the peak of the source model is shifted to the nearest reference source position, taking into account differences in resolution and possible absence of a reference source within a reasonable search radius.
The direction-dependent gain phases of the peeled sources are dominated by ionospheric phase delay, and provide a sparse sampling of the ionospheric volume over the GMRT at the time of observing. The gain phases per time stamp are spatially fitted with a 2-layer phase screen model, which reduces the noise on the individual gain phases, and drastically reduces the number of free parameters fitted to the data through peeling. The model is used to predict antenna-based ionospheric phase delays for arbitrary positions within the wide-field image.
The list of peeled sources is filtered to improve the quality of the ionospheric model fit, removing entries whose peak position is further than one pixel (about 4 ) shifted from the position in the last wide-field image (the self-calibration image). A minimum selection of 4 peeling sources is required for model fitting. In 2-3 percent of the cases, fewer than 4 peeling sources are found. This is commonly caused by the presence of a very bright source in the field, whose residual sidelobes dominate the background noise. For these cases, the wide-field imaging is repeated while applying the gain phases of the brightest peeling source, which typically results in better suppression of the sidelobes and subsequently in a larger yield of peeling sources.
Per time interval, the peeling gain phases are fitted with an ionosphere model consisting of a smooth, large-scale (second order polynomial) phase screen at 300 km height over the GMRT, and subsequently a small-scale, double-layer turbulent screen model (based on the discrete Karhunen-Loève transform assuming Kolmogorov turbulence; see references given above) at 250 and 350 km height. Residual instrumental phase contributions per antenna are easily identified after the model fitting, as they are common in all calibration directions These slowly varying residual phases are smoothed in time and removed from the visibilities and the peeling gain phases before refitting the ionosphere model. For time stamps with persistent high phase residuals on all antennas after model fitting, all visibility data is flagged (typically a few time stamps per observations).
The ionosphere model is used to generate individual gain tables for each of the small facets covering the primary beam area and the nearby bright outlier sources. Additional facets are added at the exact location of the peeled sources, which also receive individual gain tables. The gain tables contain the model ionospheric phase corrections per antenna per time stamp, as well as a delay term that captures the (approximate linear) behaviour of ionospheric phase over frequency accross the 16 MHz observing band. For the very brightest sources (with a flux density to noise ratio larger than 500) we choose to use the peeling gain table directly, which suppresses strong sidelobes better than when using the model gain table. Similar to described in Section 3.2.1, wide-field imaging is performed while temporarily applying the relevant facet-based gain tables at the appropriate time on the fly, yielding a new (fifth) image.
Next, we perform a number of additional calibration and flagging operations. The first step involves a bandpass and subsequent gain amplitude self-calibration (while pre-applying all direction-dependent calibrations) to solve for residual, directionindependent instrumental gains across frequency and time. This is followed by imaging (sixth image). During the second step, image-based ripple detection as described in Section 3.2.1 is performed. In addition to generating residual images on the fly for this, we also analyze the last wide-field image (sixth image) for the presence of ripples across the primary beam area, as well as locally near bright sources. Furthermore, the residual visibility amplitudes are searched for statistical outliers, which are flagged. This is again followed by imaging (seventh image).
At this point we repeat the peeling process, starting off with better residual visibility data using the improved calibration tables and sky model. The ionosphere model is updated and followed by wide-field imaging (eighth image). Two more images are created, repeating the steps in the previous paragraph and thereby refining the direction-independent instrumental calibration and the excision of bad data. Only the final (tenth) image is exported to a FITS file, and the (flagged and calibrated) visibility data used for creating this image is exported to a UVFITS file, together with the ionosphere model. As mentioned in Section 3.2, these files together with the log file are kept as the output products of the pipeline run.
Difficult and Failed Pointings
The SPAM pipeline has successfully processed ∼ 95 percent of the TGSS observations in one run. This includes most fields in areas of high sky temperature, like the galactic plane and the lobes of Cen A. For pointings for which the pipeline failed, analyzing the pipeline log files was in most cases sufficient to identify the problem and find a solution. Most common were 'bookkeeping' problems, where observational data was mislabelled or missing from the archive. Strong preference was given to processing visibilities that were correlated using the new GMRT software back-end (GSB), but in a few cases we had to revert to hardware correlator data (recorded in parallel) due to corrupted or missing GSB data.
A common point of failure in the pipeline processing was the transition between direction-independent and directiondependent calibration, when too few peeled sources were found for ionospheric modeling. For this we introduced an additional imaging and peeling round (Section 3.2.2). The remaining failed pointings typically contained a very bright (50-100 Jy) source, causing the (increased) background noise to be dominated by artifacts due to dynamic range limitations. These pointings were guided through problematic pipeline steps manually. On various pointings containing an extremely bright source (> 300 Jy; Cyg A, Cas A, Cen A, etc.) any effort to obtain directiondependent calibrations failed (because too few or no other sources were detectable). For these cases, we kept the directionindependent pointing images.
Out of 5336 pointing positions, there are 177 (or 3.3 percent) that currently have no image. Our main priority is to fill in these missing images as soon as possible (also see Section 6), but since it involves a minor fraction of the total survey we have decided not to delay the first public data release for this reason. We found a high number of failures for pointings in the lowest two DEC rows, indicated with names RxxD00 and RxxD01, covering the DEC range between -55
• and -53
• . The intermediate pipeline images of these pointings are generally of very poor quality. This is most likely caused by extreme baseline shortening due to very low elevation projection, and strong phase effects due to a large ionospheric air mass. For this data release, we have chosen to leave all these pointings out (144 pointings). This means that the lowest DEC included in TGSS ADR1 is -53
• . There were in the order of 10 observing sessions for which the data quality was generally very poor. For almost all of these, make-up observations were available. The observing session on January 28, 2011, has been particularly problematic, yet no make-up observations are available. Based on the erratic behaviour of the self-calibration gain phases, bad ionospheric weather seems to be the cause. We have chosen not to include the 33 relevant pointings in this data release. The absence of the pointings with names in the ranges R25D51-R29D51, R26D52-R28D52, R27D53-R29D53, R21D54-R28D54, R27D55-R29D55, R21D56-R28D56, and R27D57-R29D57 causes incomplete coverage in a region between RA 6.5 h -9.5 h and DEC 25
• -39
• .
Mosaicking
We produced 5452 pointing images at 5159 unique locations, which is 96.7 percent of the full TGSS pointing grid. These images are combined into 5 • × 5
• mosaics for further processing. The properties of the pointing images are all slightly different. Each pointing has been imaged at its intrinsic resolution, largely defined by the specific UV-coverage obtained during the observation and after flagging. Generation of the mosaics requires that partially overlapping pointing images are optimally aligned in terms of astrometry, flux density and resolution. Here we describe the post-imaging checks and steps that were performed to obtain the final survey mosaics.
Astrometry Corrections
A complication for wide-field low-frequency radio images is that the ionosphere introduces differential astrometric shifts within the primary beam area. We have applied direction-dependent cal- ibration to compensate for this, but there will be residual astrometric errors. This is because we have a limited density of inbeam calibrator sources, and a limited accuracy with which we can match the calibrator sources to NVSS source positions. The latter is due to differences in resolution and surface brightness sensitivity, and due to source spectral structure.
The source positions in each pointing image were checked for a systematic astrometric offset in comparison with the positions in the NVSS catalog (for fields above -35
• DEC) and the SUMSS / MGPS-2 catalog (for fields below -35
• DEC). We used PyBDSM (Mohan & Rafferty 2015 , also see Section 3.4) to create basic Gaussian source catalogs and robustly cross-matched the positions against typically 50-100 counterparts in the reference catalog. Almost all systematic astrometric offsets were much smaller than 25 , and the few outliers we found all relate to either to the few poorly calibrated fields (e.g., at very low DEC) or fields with severe dynamic range limitations (e.g., near Cyg A). Keeping the processing consistent, systematic offsets were removed from all pointing images by adjustment of their reference sky position.
To determine the relative astrometric accuracy, we compared positions of a few thousand duplicate sources in overlapping regions between neighboring pointings for a representative (highelevation) set of pointings. Figure 1 shows that for a representative subset of the pointings, the relative position offsets are characterized by a Gaussian distribution with a radial standard deviation of less than 2 . This can be considered an upper limit for the relative astrometry, since our source sample also includes faint and/or resolved sources that have larger uncertainties in their measured positions.
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Flux Density Corrections
The pointing images need to be corrected for primary beam attenuation. Following the AIPS standard, we adopt a parameterized axisymmetric model of the form:
( 1) where r is the radial (angular) distance from the pointing center in arcminutes, ν the observing frequency in GHz, and C i the model coefficients. Our initial choice was to use the model coefficients as provided in the GMRT Observer's Manual 7 , and listed in Table 2 (center column). As the fractional bandwidth is small (∼ 10 percent), we use same the central frequency (147.5 MHz) beam model for all frequency channels.
Similar to Section 3.3.1, to determine the relative flux density accuracy, we compared flux densities of a few thousand duplicate sources in overlapping regions between neighboring pointings for a representative (high-elevation) set of pointings. Figure 2 shows the measured ratio of the apparent flux densities as compared to the expected ratio based on the primary beam model. The apparent flux ratio is systematically lower than the beam attenuation ratio above one, which indicates that the apparent flux density of sources drops less rapidly with increasing radius from the center than predicted by the primary beam model.
To inspect the accuracy of the primary beam model, we measured in the relevant pointing images the apparent flux densities of primary calibrators 3C 48, 3C 147, 3C 196, 3C 286, 3C 295, and 3C 380 , and divided these by the model flux densities as given in Scaife & Heald (2012) to obtain beam attenuations. Figure 3 shows these beam attenuations as a function of radial distance from the center of their respective pointings. All measurements except those of 3C 286 follow a clear trend. The original primary beam model is a poor match to these measurements. Refinement of the primary beam model is not uncommon while doing low-frequency surveys (e.g., Lane et al. 2014) . Ignoring the measurements on 3C 286 for the moment, we obtained new values for the coefficients by fitting the parameterized model in Equation 1 to the measurements, also listed in Table 2 (right column). Besides providing a better fit to the measured beam attenuations of the primary calibrators (see Figure 3) , the new primary beam model also (independently!) corrects the systematic deviation in the apparent flux ratios in pointing overlap regions (Figure 2 ). For this work, we chose to continue using the updated primary beam model.
Regarding 3C 286, we investigated possible reasons for the deviation in apparent flux. This source is a well-established Fig. 2 . For a selection of bright, compact sources that are found in overlap areas between neighboring pointings in a DEC range close to the GMRT latitude, this figure plots the ratio of measured apparent flux density (gray dots) as a function of the ratio of the primary beam model attenuations. Top: When using the original GMRT primary beam model (see Figure 3) , there is a systematic deviation from the ideal line of unity (black dotted line), which is emphasized by plotting the median trend of binned apparent flux ratios (solid line; dashed lines represent the ±1 sigma scatter). Bottom: When using the updated primary beam model, this systematic deviation is strongly suppressed.
flux calibrator with no evidence of significant variability 8 . Since there is one scaling factor that makes the three apparent flux measurements on 3C 286 compatible with the new primary beam model (1.55; see Figure 3 ), we suspected a common cause, ei- Scaife & Heald (2012) , plotted as a function of radial distance from the center of the pointings in which they appear (typically multiple pointings per calibrator). The updated beam model fits these data points within a few percent, except for 3C 286 (blue dots). The latter flux densities needs to be scaled up by a factor of about 1.55 to make them line up with the beam model (red dots).
ther in the data or in the data processing. We exclude nonaxisymmetry in the primary beam as a possible cause, since that would also affect the measurements of the other flux calibrators. The observations of pointings containing 3C 286 are all from one observing session on July 6, 2010. We used 3C 48 to calibrate all pointings in that session, including the ones containing 3C 286 (pointings R41D52, R42D53, and R41D54). The magnitude of the T sys correction (with an uncertainty estimate) is 0.91 ± 0.05, which is not large enough to explain an order 50 percent deviation.
Only recently have we identified simultaneous and persisting phase delay jumps on about 10 antennas as being the cause. Although delay jumps are a known problem of the GMRT 7 , this rare phenomena is usually short-lived and occurs on up to 2 antennas at any given time. Flagging based on gain amplitudes is effective in removing the affected data. During this particular observation, there was not enough contrast between healthy and affected data, therefore the flagging failed. When combined during calibration or imaging, the partially decorrelated visibility data across frequency results in pointing images for which the flux density is systematically too low, which is what we observe for 3C 286. Correcting for these delay jumps is largely possible through additional calibration, but this needs to be integrated in the data processing in an early stage. For ADR1, we find that for the bulk of observations the flux scale is not seriously affected (e.g., see Section 4.5). The delay jump corrections will be an integral part of the future TGSS second alternative data release (ADR2) together with other fixes and improvements.
In comparing flux densities in overlapping fields, we noticed another systematic deviation. Suspecting pointing offsets to be the cause of this (e.g., Garn et al. 2007 ), we compared true (primary-beam corrected) flux densities of a few thousand duplicate sources in overlapping regions between neighboring pointings for a representative set of pointings at very low-declination. Figure 4 (top panel) shows that the average measured flux ratio systematically deviates from unity when plotted against azimuth of the source position w.r.t. the pointing center corresponding to the flux ratio nominator. The flux ratios follow a sinusoidal trend as a function of azimuth, which is exactly what is expected for a systematic pointing offset of all antennas. Furthermore, the minimum and maximum of the average flux ratio lie close to 0
• and 180
• , respectively, which indicates that the antennas systematically pointed too low. The origin of this systematic pointing offset is likely the combination of gravitational sagging of the antennas, and upwards refraction of the radio sky due to the bulk ionosphere.
The image-plane effect as seen in Figure 4 is an average effect over all antennas and over a range of observing hour angles. We correct for this average effect by fitting for a systematic offset of the primary beam attentuation model that minimizes the systematic deviation of the flux density ratios from unity. Figure 4 (bottom panel) demonstrates the effect on the flux ratios when applying a single systematic pointing offset of about 5 in DEC southward of the intended pointing centers.
We extended this method for all pointings, comparing flux density ratios in overlapping regions along rows of fixed DEC. As a cross-check, in fitting for an offset we also allowed for a shift in RA. The results in Figure 5 show a clear trend of measured offsets in DEC as a function of DEC row, while the measured offsets in RA are close to zero. Note that the magnitude of the pointing offset is minimal for DEC values close to the latitude of GMRT (19 • ). Given the scatter in the measurements and absence of a physical model, we fitted the pointing offset in DEC with a simple linear function, given by:
with DEC in degrees and ∆DEC in arcseconds. Figure 5 shows this pointing model, as well as the model uncertainty estimated from the scatter in the RA offsets around zero. For this work, we incorporate this pointing model when constructing the final mosaics, by adjusting the DEC of the primary beam model center while keeping the RA the same. After correcting for primary beam and pointing offsets, the scatter in the flux ratios plotted in Figures 2 and 4 imply an internal flux consistency of ∼ 15 percent in the pointing overlap regions. However, this includes a large number of faint sources with relatively large uncertainties in their measured flux densities, thus can be considered an upper limit.
Building Mosaics
We used the pointing grid coordinates to generate mosaics that form the basis for the source extraction described in Section 3.4. By creating 5
• × 5
• mosaics we also facilitate the creation of up to 1
• × 1 • cutouts anywhere on the covered sky without the need for additional mosaicking. Also, by limiting the mosaics to this size, the variation in orientation of the final restoring beam is still fairly small.
In the pipeline processing, the CLEAN restoring beam was determined by fitting a Gaussian to the center part of the PSF, and therefore varies from pointing to pointing. For mosaicking Fig. 4 . For a selection of bright, compact sources that are found in overlap areas between neighboring pointings in a DEC range close to -45
• , this figure plots the ratio of measured true flux densities (gray dots) as a function of local azimuth of the source position in the first pointing. Top: With no pointing correction, there is a systematic deviation from unity (thin black line). The median trend of binned flux ratios (solid line; dashed lines represent the ±1 sigma scatter) is sinusoidal with a peak at a local azimuth of 180
• , which indicates an average negative pointing offset along the DEC axis (which is fitted for). Bottom: When using the pointing offset model (see Figure 5 ) on the same sources, this systematic deviation is strongly suppressed.
over the full survey area it is necessary to enforce a well-behaved restoring beam. Figure 6 shows for all pointing images the fitted CLEAN beam size as a function of DEC. The smallest, most circular CLEAN beams correspond to pointings with a DEC close to the GMRT latitude. When moving away in DEC, the system- atic shortening of the baselines in N-S direction due to projection is clearly visible through the increase of the CLEAN beam major axis size, while the minor axis stays roughly constant. Although not plotted, also the beam position angles preferentially line up N-S because of this.
The choice of restoring beam used for mosaicking is a tradeoff between several factors, namely (i) maintaining high spatial resolution, (ii) encapsulating as many beam sizes as possible, (iii) having a circular beam near the north celestial pole where the change in beam position angle is strongest, and (iv) welldescribed global properties. We adopted a circular 25 × 25 mosaic beam for the sky north of the GMRT latitude (19
• 05 47.5 ), and a N-S elongated 25 × 25 / cos (DEC − LAT GMRT ) mosaic beam south of the GMRT latitude. The mosaic beam dimensions are overplotted in Figure 6 to illustrate how it relates to the fitted CLEAN beam dimensions.
For each unique position of the observing pointing grid, a 5
• mosaic is created. For each mosaic, the mosaic beam is fully defined by the mosaic center DEC. Pointing images that overlap with the mosaic area are convolved (and renormalized) so that the resulting resolution matches the size and orientation of the mosaic beam. Relative rotation of the pointings with respect to the mosaic center is taken into account. Per image, the convolution operates on both the CLEANed source flux and nonCLEANed background, which retains the close resemblance between the CLEAN beam and the central peak of the dirty beam. This is important for mosaicking and extracting faint sources with a significant fraction of non-CLEANed flux density. In cases where the CLEAN beam is not contained within the restoring beam, the original CLEAN components (kept in a table with the pointing image) are first removed from the image, then a best effort is made to convolve the residual (background) image to a resolution as close as possible to the mosaic beam, and lastly the CLEAN components are added back using the mosaic beam size.
The pointing images are regridded to a pixel size of 6.2 , which samples the mosaic beam minor axis with just over 4 pixels. The images are then corrected for primary beam attentuation while applying the updated beam model and the pointing offset model described in Section 3.3.2. The pixels in the final mosaic are the weighted average of corresponding (interpolated) pixels in the corrected pointing images, where the weight is the inverse square of the local background RMS noise (the inverse variance) which maximizes the local signal-to-noise in the mosaic. A sliding box (circular, 91-pixel diameter) is used to estimate the spatial variation in local background RMS noise across each pointing image. The weighted averaging naturally suppresses the influence of poor-quality high-noise images to the quality of the final mosaic.
Source Catalog Extraction
We draw on the large number of catalog completeness and reliability studies (e.g., Hancock et al. 2012; Mooley et al. 2013; Hopkins et al. 2015) to select PyBDSM 9 as our source finding algorithm of choice. We experimented with different input parameters for PyBDSM, compared the results with a different algorithm (SAD in AIPS) on selected mosaic images, and manually inspected the sources in the resulting test catalogs. From these different tests, we selected the default parameters of PyBDSM 9 http://www.astron.nl/citt/pybdsm/ and a 7-sigma detection threshold. This corresponds to a median source detection threshold of 24.5 mJy beam −1 across the survey region. Assuming a 25 circular beam, we have 0.2 billion synthesized beams over the entire survey region, and thus a < 0.1 percent probability of having a false detection due to interferometeric noise. The 7-sigma threshold also mitigates the chances of accepting sidelobes artifacts around bright sources in our catalog. By default, PyBDSM calculates the local background noise (sigma) within a (pre-calculated) sliding box size of about 300 pixels (30 ), but near very bright sources the box size was sometimes a few times larger. Since this generates a lot of spurious detections, we manually forced the box size to the median value of 291 pixels.
We generated a PyBDSM source catalogs for each of our 5336 TGSS 5
• mosaics. In its default mode, PyBDSM uses a 3-sigma threshold to find islands of pixels in the image surrounding the peak above 7-sigma. These image pixels are fitted with Gaussian components from which the image point spread function is deconvolved to provide an estimate of extracted flux. The Gaussian components are then grouped appropriately to generate a list of sources, combined source flux densities, and flags denoting whether single/multiple Gaussian components went into the reconstruction of the sources. Details on all these operations are given in the PyBDSM online documentation.
Adjacent mosaic images overlap one another significantly, so the same source can be present in multiple mosaic catalogs. While the complete survey covers 37,000 deg 2 , the area covered by 5336 mosaics of 5
• is 3.6 times larger. Before elimination of duplicate entries, there are a total of 2.24 Million sources present in the combined mosaic catalogs. Thus we expect the number of unique sources to be approximately 0.62 Million. The elimination of duplicate entries was executed as follows.
For each mosaic catalog, all sources belonging to one island were temporarily merged into a single catalog entry, with the position being the (flux-weighted) barycenter of the sources. This yielded a total of 2.11 Million entries. Next, per mosaic catalog, the position of each entry was checked to see whether it was closest to its own mosaic center. If the radial distance to any other mosaic center was smaller, the entry was removed. This reduced the total number of entries to 0.59 Million. As a check, each mosaic catalog was matched against all other catalogs from overlapping mosaics using a 10 search radius, which yielded a total of just 7 additional double entries. This number remained the same when increasing the search radius to 50 , showing that these are well-isolated cases. These double entries occured on the equidistance line of two overlapping pointings, where noise and pixelation effects shifted the two measured positions of the same source slightly towards their own respective mosaic centers. Similarly, we expect a roughly equal number ( 10) of cases where both sources were discarded. Attempts to find and add back these lost sources led to the re-introduction of many more redundant source entries, and were therefore abandoned. For the double entries, we discarded one of the two by directly comparing their radial distance to their mosaic center and keeping the smallest. After this, all remaining islands were expanded into sources again, and the mosaic source catalogs were merged into a single catalog containing 0.63 Million sources, close to what was expected (see above).
We further eliminated entries in the catalog having rather extreme values for the fitted parameters. Based on the manual inspection of false detections and the histogram distributions of parameter values in the catalog, we clipped the parameters in our source catalog in order to retain only sources with the following properties: Table 3 . Random sample of 50 entries from the TGSS ADR1 source catalog. Descriptions of the columns are given in Section 3.4. The full table with 623,604 entries will be available in electronic form through CDS. 
with S i and S p being the integrated (total) and peak flux, respectively, σ L the local RMS noise, and B min the source size minor axis. Thus we eliminated about 9,500 sources in the catalog and are left with a total of 623,604 sources in the final TGSS ADR1 catalog. Sample entries from the catalog are shown in Table 3 , and the properties of the catalog are explored in Section 4. The column descriptions for the ADR1 catalog are as follows:
(1) ID denotes the source name according to IAU convention: TGSSADR Jhhmmss.s+ddmmss. The quoted uncertainties are 1-sigma uncertainties resulting from the fitting process, following Condon (1997) . A systematic contribution of 2 was added in quadrature to the uncertainties in RA and DEC (see Section 4.4). A systematic scaling error of 10 percent was added to the uncertainties in total flux density and peak flux (see Section 4.5). For more details on the derived source properties, we refer the reader to the PyBDSM documentation 10 .
Survey Properties

Noise Properties
The first alternative data release (ADR1) of the TGSS consists of 5336 mosaicked images of 5 • × 5
• each, centered on the observing pointing grid, (close to) continuously covering the 150 MHz radio sky north of DEC -53
• . A small fraction (3.3 percent) of problematic pointings were left out from this data release. Figure 7 shows the distribution of RMS background noise as measured over these images. The median survey sensitivity is , with a median of 3.5 mJy beam −1 . The noise is higher in the Galactic plane due to increased receiver brightness temperature from the diffuse synchrotron emission of the Galaxy. There is a increase in the RMS noise at low declinations since these observations were taken at lower elevation angles than the rest of the data. Localized regions of higher RMS noise are due to known bright radio sources at this frequency such as Cas A, Cen A and Cyg A. 3.5 mJy beam −1 , and over 80 percent of the sky area has a sensitivity below 5 mJy beam −1 . The sensitivity distribution across the sky is depicted in Figure 8 .
The RMS noise is likely dominated by thermal receiver noise and image noise due sparse UV coverage in most directions, except towards the galactic plane where the noise temperature is raised by the bright, diffuse synchrotron background of the Galaxy. Confusion noise from unresolved sources in the beam is unlikely to be significant in most directions. Heald et al. (2015) provide two different equations for estimating confusion noise based on VLA measurements. The first equation is based on a scaling of B configuration images at 74 MHz, while the second is based on scaling of deep C configuration images at 3 GHz. Based on these equations, we estimate the TGSS confusion noise at 150 MHz and with a 25 beam range to be 0.44 mJy beam −1 and 2.5 mJy beam −1 , respectively. The RMS noise distribution for most directions in Figure 8 lies above the largest of these estimates of confusion noise.
Snapshot observations, due to their sparse UV coverage, can result in unwelcome sidelobes upon Fourier transform of the UV data. Typically while imaging, the CLEAN algorithm inadvertently subtracts the dirty beam from these sidelobes just as it does from real sources. When the dirty beam is subtracted from sidelobes, flux is taken away also from the real sources in the image, and as a result, the flux densities of sources reported in the image plane are smaller than their actual values. This artificial decrease in the flux densities of real sources is known as CLEAN bias. For the NVSS and FIRST surveys carried out at the VLA, the bias reduced the flux density of sources by 0.3 mJy beam −1 and 0.25 mJy beam −1 mJy, respectively (Condon et al. 1998; Helfand et al. 2015) . We plan to carry out a detailed simulation in a future release in order to estimate the effect of this bias in the TGSS catalog. For the moment, We quote an estimate for the GMRT from Mauch et al. (2013) who carried out a snapshot survey at over 90 deg 2 with 15-minute pointings, consisting of two 7.5 minute scans a different hour angles. They injected 500 false sources into their calibrated visibility data and re-imaged the data, estimating a reduction in the peak flux densities by 0.9 mJy beam −1 . While further testing is required, this suggests that any correction for the CLEAN bias for TGSS will be below the median RMS noise.
Catalog Completeness and Reliability
The quality of a radio source catalog is typically characterized by its completeness and reliability as a function of flux density threshold. The completeness defines which fraction of available radio sources in our survey area have ended up in our catalog. The reliability defines which fraction of radio sources in our catalog are real. These measures are mainly determined by the radio image properties and the details of the source extraction. The false detection fraction is complementary to the reliability, as it defines the fraction of sources in our catalog is that false at a given flux density. We estimated the false detection fraction by running the exact same source extraction and catalog merging as described in Section 3.4 on inverted versions of the images. Inverted means that the image pixel values are changed sign, so that all source emission (that is intrinsically positive) becomes negative, and will no longer be picked up by the source extraction. Assuming that the image background properties (noise and artifacts) are approximately symmetric around the background mean, the local detection thresholds are exactly the same as for the regular (non-inverted) source extraction, and this results in equal number of false detections in the inverted images as in the regular images.
The false detection density plotted in Figure 9 shows that there are at most a few counts in each flux bin. The false de- tection fraction is very low in all flux density bins, with typical values well below 0.1 percent. The reliability, defined as the fraction of true sources in our catalog above a certain flux density threshold, is derived by integration and normalisation of the product of one minus the false detection fraction and the TGSS detected source counts. Because of the very low false detection fractions, the reliability is very high over the full flux range, with typical values above 99.9 percent.
Given a large enough area so that cosmic variance is negligible, the differential number of radio sources dN(S )/dS per solid angle as a function of flux density S is fixed. There is a rich literature on measured radio source counts at various frequencies (see Condon et al. 2012 , and references therein), including the 100-200 MHz frequency range (e.g., Laing et al. 1983; Hales et al. 1988; McGilchrist et al. 1990; George & Stevens 2008; Ishwara-Chandra et al. 2010; Intema et al. 2011; Ghosh et al. 2012) . Recently, using the LOFAR telescope, source counts at 150 MHz have been extended for the first time down to 1-2 mJy, which is an order of magnitude deeper than previous results (Williams et al., submitted) . The semi-empirical source counts derived from a simulated 20
• × 20
• area of radio sky at 151 MHz (Wilman et al. 2008 ) have been shown to reproduce the observed 150 MHz counts to high accuracy over large part of the observed flux density range (e.g., Williams et al. 2013, Williams et al., submitted) . This simulation was performed within the scope of the SKA Design Study (SKADS), and includes radio sources with flux densities far below the detection threshold of current instruments, including GMRT.
We use the TGSS measured source counts and SKADS model source counts to assess the completeness of the TGSS ADR1 source catalog. Sources in both catalogs are counted using the same set of flux density bins. For the TGSS catalog, we do not perform any corrections for possible biases introduced by the TGSS image properties or source extraction. In Figure 9 we show the results for a relevant flux density range.
It demonstrates an excellent agreement between SKADS and TGSS above 100 mJy, while below 100 mJy the TGSS source counts drop below the SKADS source counts due to incompleteness.
The detection fraction plotted in Figure 10 is simply the ratio of the TGSS counts over the SKADS source counts, fixing the ratio to one above 200 mJy to overcome low number statistics in the SKADS simulation. The completeness, defined as the recovered fraction of the absolute number of sources above a certain flux density threshold, is derived by integration and normalisation of the product of the detection fraction (dashed line) and the SKADS model source counts, and is also plotted in Figure 10 . Following the practice of previous surveys like VLSS, NVSS and FIRST, we define a TGSS point source survey threshold at 50 percent completeness which corresponds to approximately 25 mJy (or 7-sigma for point sources, with sigma being the median survey noise of 3.5 mJy beam −1 ).
Source Sizes and Smearing
In wide-field interferometric imaging, the finite visibility resolution in both frequency and time will lead to the well-known effects of bandwidth and time-averaging smearing, causing a radio source to appear larger in size with reduced peak flux while the total flux density is conserved (e.g., see Bridle & Schwab 1999) . For individual TGSS survey pointing images, this effect is zero at the phase center (which equals the pointing center) and grows linearly with distance from the phase center. The magnitude of the effects depend also on time and frequency resolution, and in a complex way on UV-coverage, frequency bandpass shape, and visibility & image weights. The TGSS pointing images were typically created using visibilities with a time resolution of 16.1 seconds and a frequency channel width of 0.26 MHz. At the primary beam radius of 1.6
• , using the formulae given in Bridle & Schwab (1999) , we expect that the peak flux of a 25 point source to be reduced by 3-4 percent due to bandwidth smearing, and by 2-3 percent due to time-averaging smearing.
The mosaic images used to extract the TGSS source catalog are a noise-weighted sum of multiple pointing images. The strongest smearing occurs in the pointing overlap regions. Qualitatively, it is expected that the resulting smearing of the composite sources is no worse than what is calculated above. An additional smearing contribution may arise from small misalignments between overlapping pointings. From simple Monte-Carlo simulations based on the relative astrometric accuracy determined in Section 3.3.1, we expect up to 6 percent reduction in peak flux due to relative astrometric errors. Combined with bandwidth and time-averaging smearing, this may lead to a 5-13 percent drop in peak flux, and a broadening of the source size with 3-7 percent. Note that this result applies to sources in the overlap areas; in other areas the effect is expected to be much less.
As described in Section 3.2.2, the TGSS processing pipeline corrects for time-and spatially variable ionospheric phase effects. One of the outputs of the ionospheric modeling is an estimate of the residual phase error per antenna. Typically, these residual phase errors were found to be in the range 10
• -20
• . Following Cotton et al. (2004) , assuming a Gaussian distribution of phase errors, the resulting reduction in peak flux is estimated to be 3-6 percent, which corresponds to a source broadening of 2-3 percent.
To properly quantify the true smearing of TGSS sources, we analyzed the source properties in the catalog above DEC 19
• (where we used a circular 25 restoring beam). Figure 11 shows Fig. 11 . Ratio of the TGSS source (total) flux density over the peak flux a function of peak flux signal-to-noise (SNR). The unresolved source distribution is characterized by a median (dashed black line) slightly above unity and -2 sigma deviations (black dots, measured in logarithmic bins) that increase with lower peak SNR, which is compatible with the effects of smearing (see text). The large scatter in the upper part of the plot are resolved sources, that can be separated from the unresolved sources by the +2 sigma line (dashed red line) based on a model fit (dashed blue line) to the -2 sigma deviations.
for all TGSS sources the ratio of the (total) flux density over the peak flux (R ip ) as a function of peak flux signal-to-noise (SNR p ). For unresolved sources without smearing, we expect per SNR p bin a R ip distribution centered on unity with a width σ ip depending solely on SNR p . Smearing will cause the peak flux to drop while the flux density stays constant, therefore the (median) distribution centerR ip shifts upwards from unity. A fraction of the sources will be resolved, which causes the distribution to have a long tail upwards from the distribution center.
Per logarithmic SNR p bin, we estimated the centerR ip and width of the distribution σ ip using only the lower part of the distribution so not to be biased by resolved sources. We find the center and width by iteratively rejecting sources aboveR ip +2 σ ip until the center and width values converge. At the high SNR p end above ∼ 100, the center and width of the distribution were found to be constant, namelyR ip = 1.071 and σ ip = 0.027, respectively. This indicates an average reduction in peak flux of 6.6 ± 2.4 percent for all sources above DEC 19
• , which agrees well with the smearing effects described above. The average smearing for sources below DEC 19
• is expected to be less, since the restoring beam size is larger (see Section 3.3.3).
Towards lower SNR, relatively higher image noise causes a larger scatter in the flux measurements, which creates a widening of the distribution. To enable identification of truly resolved sources, we characterize the widening of the distribution with a power-law by fitting the measured values of σ ip with the following empirical expression (e.g., Williams et al. 2013) : This expression can be used to assess whether sources are resolved. For instance, with R ip >R ip + 2 σ ip there is a ∼ 98 percent chance that a source is resolved, which is true for about 50 percent of all sources above DEC 19
• this is about 48 percent, but here we note that a proper assessment is complicated by the varying restoring beam size.
Global Astrometric Accuracy: Comparison to RFC
In Section 3.3.1 we made an initial estimate of the astrometric accuracy of our catalog, using position differences of multiply observed sources detected in overlapping fields. This test shows that the positions of even faint TGSS sources are accurate to 2 (see Figure 1 ). To better quantify any systematic deviations from our astrometric reference frame, we carried out a second test using the Radio Fundamental Catalog (RFC 11 ). The RFC is a collection of nearly 10,000 radio sources with positions measured from numerous astrometric and geodetic campaigns accurate to several milliarcseconds (e.g., Petrov & Taylor 2011) . The sky coverage is good; there are 8573 of 9120 RFC sources down to the declination limit of the TGSS. We crossmatched the RFC catalog for TGSS counterparts and determined the position offsets for each of the 3530 matches. The results are shown in Figure 12 . The average offset of the delta-RA and delta-DEC positions is small, with limits delta-RA 0.08 and delta-DEC 0.01 , for any systematic offset of the survey from the radio reference frame. The 68 and 90 percent confidence error circles of the RA and DEC differences is 1.55 and 2.6 , respectively.
This should be considered an upper limit on the errors. While the sources in the RFC catalog are compact at VLBI baselines and GHz frequencies, faint, extended steep-spectrum emission may dominate AGN morphology at 150 MHz. To counteract any 11 http://astrogeo.org/rfc/ Fig. 13 . Flux density comparison for 41,605 matched sources between TGSS and 7C (grey dots). Without correcting for difference in resolution, the median 7C to TGSS flux ratio (black dashed line) is biased upwards. When selecting a higher flux sample and applying outlier rejection (red dots), the median flux ratio (red dashed line) reduces to close to unity. centroid shifts from the core to the lobes, we used only bright TGSS sources (> 100 mJy) without multiple components. Summarizing, the global astrometric accuracy of the TGSS is excellent with systematic errors of 0.1 and random errors 2 . We quadratically added a 2 contribution to our catalog source position uncertainties in both RA and DEC to account for this global effect.
Flux Density Accuracy: Comparison to 7C
Our flux density scale is tied to the low-frequency point source models of Scaife & Heald (2012, Section 3.1) . Except for 3C 286, we reproduce the flux density of the flux calibrators within a few percent. Given the various amplitude corrections introduced in the data processing (e.g., system temperature, pointing errors, primary beam), it is important to cross check the consistency of our flux scale against a large group of sources over a large sky area.
The 7C survey was conducted with the Cambridge Low Frequency Synthesis Telescope at a frequency of 151 MHz with resolution 70 × 70 / sin(DEC). Over a region of 1.7 sr north of 30
• DEC, 43,683 radio sources were cataloged down to a typical threshold of 0.1 Jy. The 7C flux scale is indirectly tied to Roger et al. (1973) , which is the same flux scale that Scaife & Heald (2012) is based on. The accuracy of the flux density scale of 7C is reported to be ∼ 5 percent relative to 6C (e.g., Lacy et al. 1995; Visser et al. 1995) , which itself is believed to have a ∼ 10 percent absolute accuraty (Baldwin et al. 1985) . The absolute accuracy of the 7C flux scale is therefore likely to be in the range of 10-20 percent. Following Heald et al. (2015) we compared the TGSS against the combined 7C catalog from Hales et al. (2007) . While 7C is not an absolute reference with respect to flux density accuracy, it is one of very few large-area surveys available at virtually the same frequency. We cross-matched the TGSS and 7C catalogs over the common area using a matching radius of 70 , yielding 41,605 unique matches (95 percent of the 7C sources). The results of this source match are shown in Figure 13 .
The effect of the resolution bias of the larger 7C beam is clearly visible especially at lower flux densities. When including all matches, the median 7C flux density is 14 percent higher than TGSS, but this result is strongly affected by resolution bias. When using a subset of brighter sources (above 2 Jy) and outlier rejection, we find that the median 7C to TGSS flux density ratio is 0.95, which is close to the perfect case of unity. The magnitude of the deviation from unity (∼ 5 percent) is similar to the variation in recovered flux densities of the Scaife & Heald (2012) calibrators. To account for these, we quadratically added a 10 percent flux scale uncertainty to the flux uncertainties (peak and total) in our catalog.
In Section 3.3.2 we discussed the system temperature corrections and how they introduce flux scale uncertainties depending on the magnitude of the correction. For the GMRT at 150 MHz, the sky temperature is the major contributer to the system temperature. It varies significantly across the sky and therefore so does the flux scale correction and its uncertainty. For TGSS ADR1, this uncertainty is absorbed into the global 10 percent flux scale uncertainty. We plan to improve on this and include sky-dependent source flux density uncertainties in subsequent data releases.
Comparison to MSSS HBA
To get a sense of the relative performance of two new lowfrequency surveys, we compare our TGSS results against the small HBA part of the LOFAR multi-snapshot sky survey (MSSS) that is publicly available. The MSSS verification field (MVF) image includes data from 8 × 2 MHz subbands spaced out over 119-158 MHz (filling factor of 0.41). Although planned for later releases, the current MSSS data processing pipeline does not yet include direction-dependent calibration. For this and other reasons the MSSS images are generated from a subset of shorter baseline data, resulting for the HBA part in a resolution of 108 (Heald et al. 2015) . The frequency-averaged, most sensitive MVF image available is a 10
• × 10
• image centered on 15 h +69
• , and has an effective frequency of ∼ 138.4 MHz. The small difference in frequency between TGSS and MSSS may cause up to a few percent difference in flux density. We created a matching TGSS mosaic at 25 × 25 resolution, of which parts are shown in Figure 14 together with the MVF image. Additionally, we created a low-resolution mosaic by convolving and regridding the TGSS mosaic to match the MSSS resolution and pixel grid ('TGSSc' from here on).
The average image noise properties given in Table 4 (as measured over the full MVF area) show that TGSS has a point source sensitivity that is ∼ 30 percent better than MSSS, while the surface brightness sensitivity is ∼ 4 times worse. The latter is illustrated in Figure 14 , where faint, low surface brightness features in TGSS are more clearly visible in MSSS.
The PyBDSM source extraction was run on the three images using the standard settings, which includes multi-Gaussian source extraction down to the threshold of 5 times the local peakto-noise ratio. We intentionally use a lower threshold here (and also in Section 4.7) than for the source catalog generation (see Section 3.4) to enable a deeper quality comparison between the surveys in terms of of reliability and completeness. The results in Table 4 are hardly surprising: most sources (or source components) are detected in the TGSS image because of its higher resolution, while MSSS retrieves most flux density because of its better low surface brightness sensitivity. It is interesting to notice that, despite the significantly worse sensitivity, TGSSc still retrieves 80-90 percent of the total flux density as compared to TGSS and MSSS.
We uniquely matched the TGSS source catalog to the MSSS catalog using a 108 search radius, yielding 1437 matches (90 percent of the MSSS sources). The measured flux densities as plotted in Figure 15 show an overall good match for many sources, but are biased towards higher MSSS flux density because of resolution differences. The median flux density ratio of 1.21 in favor of MSSS reduces to near-unity (0.99) when comparing flux densities of matched TGSSc and MSSS sources (712 matches, or 98 percent of the TGSSc sources).
As in Section 4.7, we ran the source extraction process on the inverted images to test the reliability.
The results in Table 4 show a remarkably low number of false detections in the MSSS and TGSSc images ( 1 percent). The fraction of false detections in the TGSS image is 2.2 percent, somewhat higher than what we found in Section 4.7, but still a minor contribution to the total number of sources detected down to the detection threshold of 5 times the local noise. We also matched the catalogs against NVSS, using a 45 search radius for the TGSS catalog and 108 for the TGSSc and MSSS catalogs. The results in Table 4 show that 5.6 percent of TGSS sources have no NVSS counterpart, while for TGSSc and MSSS it is 0.7 and 1.9 percent, respectively. • × 2 • zoomed-in version of the top row images, showing more detail. The ADR1 and MVF images are quite complementary, with the MVF image demonstrating good low surface brightness sensitivity, while the TGSS image demonstrates its resolving power and lack of sidelobe structure near the brightest sources. The black circle marks the location of a double source with low surface brightness, illustrating the difference in detectability of such sources in the two surveys.
Summarizing, we find a very good match in flux density between the TGSS and LOFAR MSSS HBA. TGSS has better resolution and point source sensitivity, while MSSS has better surface brightness sensitivity. Both surveys are complementary in resolution, yet well matched in sensitivity. A similar comparison between TGSS images and MWA images is underway (Tingay et al., in prep.) .
Comparison to TGSS DR5
Our re-processing effort of the archival TGSS data was motivated by having available a robust and fast pipeline that includes direction-dependent ionospheric calibration. Especially the latter is essential for processing radio interferometry data at frequencies below a few hundred MHz in order to obtain good image fidelity. The pipeline used for producing the original TGSS data releases 1 through 5 does not include direction-dependent calibration. In this section we investigate the relative performance of the TGSS DR5 pipeline versus our (ADR1) pipeline by inspecting the resulting image quality.
To facilitate a detailed, objective comparison between ADR1 and DR5, we selected a connected region of 32 pointings with the following properties: (i) the DR5 mosaics centered on the • mosaics centered on the TGSS pointing R15D26 as found in ADR1 (left; 3.5 mJy beam −1 noise) and in DR5 (right; 6.7 mJy beam −1 noise). Both mosaics are displayed using the same color scale. Besides a higher overall noise level, the DR5 mosaic also shows residual sidelobe structure near brighter sources ( 1 Jy) as compared to the ADR1 mosaic. no excessively bright sources, and (iv) all the pointings were observed only once therefore the images result from the exact same visibility data. The set of mosaics covers an approximate rectangular ∼ 300 deg 2 area centered on 4 h 50 m -6
• with approximate dimensions of 15
• . We convolved and regridded the selected DR5 mosaics to match the ADR1 resolution and pixel grid, and blanked the outer edge of the ADR1 mosaics to match the DR5 mosaic size (4.5
• × 4.5 • ). At this stage the pointing images are as equal as possible.
We started the comparison by measuring the central background RMS noise in all mosaics. The average RMS values listed in Table 5 match the general noise properties of ADR1 and DR5 as advertized, and can therefore be considered a representative sample. For this subset, the ADR1 noise levels are 10-50 percent lower than the DR5 noise levels.
Similar to Section 4.6 we ran the PyBDSM source extraction in default mode on all prepared ADR1 and DR5 mosaics. The resulting catalogs per mosaic were merged into single, unambiguous catalogs for ADR1 and DR5, respectively. Table 5 shows that the number of extracted sources is virtually equal between ADR1 and DR5, although the total source flux in DR5 is about 9 percent higher than ADR1. Merely based on noise levels, we would expect for the ADR1 images to yield more extracted sources, which is not what we observe. This can only be caused by flux scale differences between DR5 and ADR1, or by false source detections in DR5 (or a combination of both).
We check for potential flux scale differences by uniquely matching the ADR1 and DR5 catalogs with a 25 search radius, yielding 5288 matches. Figure 17 shows that there is an overall good agreement between the source flux densities. We find a median DR5 to ADR1 flux density ratio of 1.07. Differences between ADR1 and DR5 for the choice of flux scale and T sys corrections can easily give rise to a systematic difference of this (small) magnitude (e.g., Sirothia 2009; Scaife & Heald 2012) . Although little information available in literature on the DR5 processing details, they most likely used the now deprecated Perley-Taylor 1999 flux scale as was done in Sirothia et al. (2009) , which itself is based on the Baars et al. (1977) flux scale. The observed flux scale difference is too small to explain the apparent discrepancy between noise levels and extracted sources. And although it has a very minor impact on the rest of this comparison, we scale the ADR1 fluxes by 1.07 to better match the DR5 fluxes.
There is a relatively large number of unmatched sources (∼ 1200) between ADR1 and DR5, about 18 percent of the total source count in both ADR1 and DR5. This does not change when using a matching radius twice as large, indicating these detections are uncorrelated. To investigate the reliability of the source detections we performed two tests. In the first test we estimated the false detection rate per image by following the same procedure as described in Section 4.2, and combined the results into single catalogs for ADR1 and DR5.The results given in Ta- ble 5 illustrate a rather striking difference: for ADR1 the estimated false detection fraction is 0.3 percent, while for DR5 it is 8.8 percent. Figure 18 shows the distribution of detected sources as a function of source flux density. For both ADR1 and DR5 the number of detected sources increases towards lower flux density due to the nature of radio source counts, where DR5 counts appear to increase more rapidly than ADR1 count. This may be explained by the similarly increasing number of false detections in DR5. Below 100 mJy, the source counts of both ADR1 and DR5 decrease due to incompleteness (see also Section 4.2). Here, DR5 counts decrease more rapidly than ADR1 counts, despite the continuing presence of false detections in this flux density range. This shows that ADR1 detects more faint sources than DR5, as is expected given the lower average background noise.
In the second test we separately matched the ADR1 and DR5 catalogs to the NVSS catalog using a 45 search radius (the NVSS resolution), allowing for multiple matches of TGSS sources to NVSS sources to overcome resolution differences. For unresolved sources with spectral index α −0.9 (with S ν ∝ ν α ) the NVSS is more sensitive than TGSS. For resolved sources, the better surface brightness sensitivity of NVSS makes it more sensitive than TGSS for emission with spectral index α −1.4. Therefore we expect the majority of TGSS sources to have an NVSS counterpart. From the results in Table 5 we see that 12 percent the DR5 sources have no NVSS counterparts versus 3.1 percent for the ADR1 sources. With a roughly equal number of detected sources in ADR1 and DR5, this strongly suggests that the higher number of NVSS non-matches in DR5 relative to ADR1 is due to false source detections in DR5. Note that the excess of NVSS non-detections (582) is roughly similar to the excess in false detections (549), which could be the same population. Figure 18 shows the distribution of TGSS sources without an NVSS counterpart as a function of source flux density.
A&A proofs: manuscript no. tgss_ref1 Fig. 18 . The flux density distribution of (solid blue) ADR1 and DR5 (solid red) TGSS sources using identical mosaics and source extraction method. The dashed lines show the flux density distribution of the same sources with no NVSS counterpart, and the solid red and blue histograms show the results of source-finding on the inverted images (i.e. negative).
The most likely cause of false detections is the presence of significant residual sidelobe structure around sources due to calibration errors, which is common in wide-field low-frequency radio interferometry images (e.g., see Figure 16 ). Visual inspection of the mosaics and the detected source locations show that indeed many DR5-specific source detections occur in the nearvicinity of bright sources. These may be suppressed by finetuning the source extraction process, but will always negatively impact the completeness of the source catalog. Summarizing, we find strong indications that the fidelity of DR5 images is negatively affected by the absence of direction-dependent calibration in the processing pipeline.
Normalized Source Counts and Spectral Indices
The large TGSS ADR1 source catalog lends itself well for statistical studies, and allows for the selection of statistically significant subsets of sources with interesting properties. In this section we provide some (preliminary) examples of ways in which this data can be used for scientific explorations.
A simple yet powerful way to characterize radio source populations is by means of radio source counts as a function of flux density. These source counts are for instance used in estimates of foreground contamination for EoR experiments (e.g., Trott & Wayth 2016) . It also provides a fairly objective way to compare results from different surveys. E.g., in Section 4.2 we compared TGSS ADR1 radio source counts to an empirical model from literature to test completeness. Euclidean normalized differential source counts at ∼ 150 MHz from various surveys are available, although still somewhat sparse. Figure 20 shows the ADR1 differential source counts above 100 mJy, for which the catalog is complete. In general, we find a good match between our counts 0.0097 ± 0.0018 and other observational results from literature. Because of the large sky coverage (and therefore large number statistics), the TGSS ADR1 provides the most strict constraints on the shape of the source count distribution over the relevant flux density range. The combined measurements provide the best direct constraints on the 150 MHz source counts to date. Similar to Wieringa (1991) , we fit the source counts with a polynomial in log-log space over the flux density range of 5 mJy to 100 Jy:
where S is the flux density in Jy, and C i the model coefficients.
The resulting coefficient values and their uncertainties are given in Table 6 , while the model is overplotted in Figure 20 . The model is best constrained over the flux density range 100 mJy to 10 Jy. Above 10 Jy the model uncertainty increases due to low number counts. Below 100 mJy the uncertainty increases due to larger differences between the measured source counts. A popular way of characterizing and selecting radio sources is by means of their spectral index. For example, high-redshift Fig. 20 . 150 MHz Euclidean normalized differential source counts as derived from the TGSS ADR1 source catalog (black stars with 1-sigma poissonian error bars), covering the highly complete flux range from 100 mJy to 100 Jy with 20 logarithmic flux bins. Overplotted are various other source counts for this frequency from literature, namely source counts from both a single deep GMRT integration and a larger-area GMRT survey centered on the Boötes field (Intema et al. 2011; Williams et al. 2013 , red and magenta dots, respectively), source counts from the 7C survey (McGilchrist et al. 1990; Hales et al. 2007 , blue and green dots, respectively), recent source counts from deep, small-area surveys with the LOFAR HBA system Mahony et al. 2016; Hardcastle et al. 2016 , black, yellow, and gray dots, respectively), and source counts from the MWA GLEAM survey as well as deep, single-pointing MWA survey (Hurley-Walker et al. 2016; Franzen et al. 2016 , open triangles and dots, respectively). Some literature points with very large uncertainties have been omitted. Over the flux density range of the plot, the observed source counts can be described by an empirical model as given in Equation 4 (black solid line, with 1-sigma deviations plotted as dotted lines). radio galaxies (z 2; e.g., Miley & De Breuck 2008) are efficiently selected by identifying compact sources with steep radio spectra. Surveys like TGSS are relatively sensitive to steepspectrum radio sources. For example, based on point source sensitivity, TGSS ADR1 is more sensitive than the NVSS survey at 1.4 GHz for compact sources with a spectral index α −0.87. The spectral index distribution in Figure 19 is derived from a global source match between TGSS ADR1 and NVSS, finding NVSS counterparts for 96 percent of the ADR1 sources above DEC -40
• (the NVSS cutoff DEC). The median spectral index of -0.73 is comparable to other studies using the same frequency range (e.g., Intema et al. 2011; Williams et al. 2013 Williams et al. , 2016 1.3 percent of the spectral indices are lower than -1.3, and 0.3 percent are below -1.5. Although small percentages, this still corresponds to statistically significant numbers of sources (about 7000 and 1900, respectively). Further classification of these sources requires matching to other wavelength data, which is beyond the scope of this article. A more elaborate analysis of the spectral index distribution between TGSS ADR1 and NVSS is given in Tiwari & Nusser (2016) .
Public Survey Data Products
We release this TGSS ADR1 as a service to the astronomical community in a format that should make it straightforward for non-specialists to use these data in their research. The public data comes in two main forms: images and source catalogs. All-sky representations of the images and source distribution are given in Figures B.1 and B.2 
Images
The TGSS ADR1 images are being released as a series 5
• mosaics with a pixel size of 6.2 . The construction of the mosaic images is described in more detail in §3.3.3. These mosaic images are available to be directly downloaded as FITS files. The size of full dataset of 5336 mosaic images is 180 Gbytes. The TGSS images and source catalog are available through our project website 13 . We also provide a cutout server for those researchers wanting to extract a small region around some sky position (up to 1
• × 1 • guaranteed). We have no immediate plans to release the individual pointing images or the visibility data. Fig. 21 . Comparison between the angular resolution and RMS noise (sensitivity) of the TGSS and wide-field meter and centimeter wavelength surveys. We define a wide-field survey as having observed more than 10,000 deg 2 or more of the sky. Although the survey area of SUMSS is only 8,100 deg 2 , it is included here since it provided much needed southern hemisphere coverage. Red symbols indicate meter wavelength surveys (ν < 300 MHz), while blue and green symbols are existing and planned centimeter surveys (ν >300 MHz), respectively. Lines of constant surface brightness are shown in gray for a surface brightness sensitivity calculated as a function of resolution for 3 × RMS noise.
Source Catalog
The TGSS ADR1 source catalog contains J2000 positions, Stokes I flux densities (peak and total) and angular sizes, along with error estimates for 0.62 Million sources brighter than 7 sigma. In addition, for each source we give the name of the mosaic image that the parameters were extracted from, as well as a Gaussian source structure flag. Table 3 is a small sample of the full table. Complete details of how the catalog was generated are found in §3.4. The complete FITS format table is available on the same server as the images (see above). Upon publication of this paper we will release a searchable catalog to services such as VizieR and HEASARC.
Conclusions and Future Work
We provide the first full public release of the 150 MHz continuum survey (TGSS) from the Giant Metrewave Radio Telescope. This was possible because we developed powerful, automatic tools to deal with widespread radio interference and challenges to calibration, including direction-dependent ionospheric effects. The resulting images cover the full sky north of DEC -53
• (or 36,900 deg 2 ) with a median RMS background noise of 3.5 mJy beam −1 and a typical resolution of 25 . We achieved an improvement over earlier data releases in terms of noise properties (lower background RMS) and image fidelity (fewer residual sidelobes), yielding more robust detections at low flux densities during the source extraction process. Our final catalog contains 0.62 Million sources with flux densities ranging from 11.1 mJy to 9.22 kJy.
In Figure 21 we show a comparison of the performance between the TGSS with other existing or planned wide-field radio surveys at meter and centimeter wavelengths. At meter wavelengths we include the low (LBA) and high (HBA) frequency versions of the LOFAR MSSS (Heald et al. 2015) , the revised VLSS (Lane et al. 2014) , and the MWA GLEAM. (Wayth et al. 2015) . For centimeter wavelength surveys we show the WENSS (Rengelink et al. 1997) , SUMSS (Mauch et al. 2003) , NVSS (Condon et al. 1998) , and FIRST (Becker et al. 1995) . We also show several centimeter surveys that will be undertaken before the end of this decade including the VLA Sky Survey (VLASS) 14 , the Apertif WODAN, and ASKAP EMU surveys (Norris et al. 2011 (Norris et al. , 2013 .
TGSS stands out among the meter-wavelength surveys (ν < 300 MHz) as having the lowest noise and highest resolution. In these respects, and in its large number of cataloged sources, TGSS is a meter-wavelength equivalent to the centimeter NVSS. The good sensitivity at meter-wavelengths will be useful since the TGSS provides a large lever arm (10 ×) when compared to existing centimeter surveys like NVSS. More than 95 percent of TGSS sources within the NVSS survey area have NVSS counterparts. Steep-spectrum sources that are faint or undetectable in centimeter surveys will stand out in the TGSS. Pulsars, highredshift radio galaxies, fossil radio galaxies, and giant radio halos and relics in galaxy clusters are all sources that are found at the steep-spectrum end of the spectral index distribution.
The large area, low noise and good angular resolution makes TGSS a useful dataset in the calibration of instrumentation and propagation effects for other low-frequency telescopes. We also anticipate that a TGSS sky model could be used for foreground subtraction in the search for the Epoch of Reionization. TGSS does not have the same sensitivity to extended emission (Section 3.2.1) as LOFAR and MWA with their larger beam size, and more centrally concentrated array configurations (Table 4) . In this sense TGSS could be seen as complimentary to the MSSS and GLEAM surveys, but we note that in the second data release of MSSS there is a plan to use the longer LOFAR baselines to achieve resolutions of 60 and 30 in MSSS-LBA and MSSS-HBA, respectively (Heald et al. 2015) .
A small synthesized beam is particularly important for identifications at other wavelengths. The TGSS synthesized beam is too large for reliable matches of large-scale optical and NIR catalogs (Helfand et al. 2015) , as the false positive rates likely swamp identification at the faint magnitudes of such surveys. However, TGSS will likely do well in with identifying rare objects, particularly those that are bright at meter wavelengths. The matching of high energy sources at X-ray and gamma-rays will likely be a productive activity, as might searches for coherent radio emission from nearby stars.
The alternative data release of TGSS is an ongoing project, in which we want to continuously improve the quality of the survey products. News and updates will be presented through the project webpage. Maximizing the sky coverage has top priority. Next to revisiting the reduction of problematic pointings, we proposed for new GMRT observations of the pointings that persistently failed. Furthermore, we will address the issues that causes a small fraction of the observations to have larger-thanaverage systematic flux density offsets, such as simultaneous, persistent phase delay jumps on multiple GMRT antennas. We also plan to obtain and include better quality images of several of the very brightest yet (mostly) morphologically complex sources, like Cas A, Cen A, Cyg A, Her A, Hya A, Per B, Pic A, Sgr A, Tau A, and Vir A. Several of these have existing data in the GMRT archive, and for some others we have obtained targeted observations. While TGSS ADR1 is a compact source survey by design, we will continue to experiment with data re-duction strategies to improve the representation of large-scale emission. 
