Abstract
Introduction
Various optimization techniques and learning algorithms have been used with Fuzzy Neural Network (FNN) to reduce the cost of learning, and achieving higher accuracy at the same time. Most of these algorithms require substantial gradient information, and may become difficult or unstable when the objective function and the constraints have multiple or sharp peaks. To improve learning capability of FNN, many researchers have optimized the training process by various metaheuristic algorithms like Genetic Algorithm (GA), Particle Swarm Optimization (PSO) or Ant Colonies, which are modeled on swarm intelligence [1, 2] .
In recent years, Adaptive Neuro-Fuzzy Inference System (ANFIS) has gained more attraction than other types of fuzzy expert systems. This is because the results obtained from ANFIS are sturdier than other fuzzy systems [3] . After designing and testing the ANFIS systems, Neshat et. al., [4] found that ANFIS results were comparatively better than other fuzzy expert systems. However, when designing ANFIS based models, the major concern of researchers is to train its parameters efficiently so that enhanced accuracy can be achieved. On the other hand, Liu, Leng [2] and Petković et. al., [5] also agree that tuning membership function (MF) parameters is more complex than the consequent parameters.
Mine Blast Algorithm (MBA) is recently introduced by Sadollah et. al., [6] , which has outperformed GA, PSO, and their variants in terms of convergence speed and better optimal solutions. Sadollah et. al., [7] improved MBA and called it Improved MBA
The Concept of ANFIS
Jang introduced ANFIS architecture in 1993 [8] , which can approximate every plant with adequate number of rules using adaptive technique to assist learning and adaptation [2, 9] . Figure 1 shows five layer ANFIS architecture: Layer 1: Every node i in this layer is adaptive MF, i.e., Triangle, Trapezoidal, Gaussian, or generalized Bell function.
(1) Layer 2: These nodes are fixed and represent simple product ∏ to calculate firing strength of a rule.
(3)
In this paper, the rules are generated using grid partitioning. The number of rules is m n where m is the number of MFs in each input variable and n is the number of inputs to ANFIS.
Layer 3: Each node is fixed and represented as N in Figure 1 . It normalizes firing strength of a rule from previous layer by calculating the ratio of the ith rule's firing strength to the sum of all rules' firing strength. (4) where is referred to as normalized firing strength of a rule. ANFIS learns by adjusting all modifiable parameters using gradient descent (GD) and least squares estimator (LSE). The parameter update process uses a two pass learning algorithm as presented in Table 1 . In forward pass, consequent parameters are updated by LSE, and in backward pass, the premise parameters are updated using GD. Backward pass is influenced by back propagation (BP) algorithm of ANN which has the drawback to be likely trapped in local minima [9] . This paper explores the applicability of MBA after modifying its exploitation phase; calling it Accelerated MBA (AMBA). This paper presents an overview of MBA in the following section. The proposed AMBA is explained in the next section.
Mine Blast Algorithm -MBA
Sadollah et. al., [6] recently developed MBA as an optimization technique for handling complex optimization problems. This methods is derived from the idea of explosion of mines, and thrown shrapnel pieces explode other mines by colliding with them. The most explosive mine (min or max f(x)) located at the optimal point X* is considered as optimal solution. The solution individuals in a population are shrapnel pieces (N s ).
The initial population is created by first shot point, represented by (7) where X 0 , LB and UB are the generated first shot point, lower, and upper bounds of the problem, respectively. rand is a uniformly distributed random number between 0 and 1. Explosion of a landmine generates shrapnel pieces N s which collide with other landmine at location . The user of MBA can decide to start with multiple first shot points. 
where , and are the location of exploding mine, the distance and the direction of the thrown shrapnel pieces in each iteration, respectively. In (9) , is the angle of the shrapnel pieces. F is the objective function value for the point X in (10) and (11).
In MBA, the user defined parameter, called exploration factor µ, allows to randomly search for optimal solutions at small and large distances using (12) and (13).
(12) (13) Sadollah, Yoo [7] improved MBA to find optimal cost design for water distribution systems. The exploitation phase, defined in MBA, is modified by IMBA, which focuses on the solution closest to the best one so far. IMBA modifies (8) as below: (14) In (14) 
Proposed Accelerated Mine Blast Algorithm -AMBA
The modification in exploitation equation by IMBA improves results, more quicker results could be achieved by having distance between current exploded point and current best solution so far . The proposed modifications in (14) and (15) are illustrated below: 
where represents Euclidean distances between current best solution and current point of explosion in dimensions.
The proposed approach did not use information of previous best location, therefore it accelerated the convergence of the algorithm. Hence, this new variant of MBA is referred to as Accelerated MBA (AMBA). To validate its performance, when training ANFIS network on benchmark classification problems, the results are compared with MBA and IMBA.
ANFIS Training using AMBA
In this paper, AMBA is employed to tune premise and consequent parameters of ANFIS. Each shrapnel piece of mine in AMBA represents a set of parameters comprising of both the MF parameters and the consequent part of the fuzzy rule. The fitness is defined as mean squared error (MSE) between actual output and the desired output, it can expressed as: (19) where MSE, O, , and m are mean square error, ANFIS output, target output of mth training pair, and the size of training dataset, respectively. for n=1 to (Each shrapnel contains all ANFIS parameters) 06:
if n < μ then (Exploration phase) 07:
Calculate the updated position of shrapnel pieces using (12) and (13) 08: else (Exploitation phase) 09:
Calculate the position of exploded mines using (9) 10:
Calculate the Euclidean distance between mines using (18) 11:
Update the position of shrapnel pieces using (17) 12: end if 13:
Evaluate function value of shrapnel pieces and update CurrentBest using (19) 14:
Update θ 15:
Reduce the distance of the shrapnel pieces adaptively using (16) 17: next explosion until stopping criterion 18: end 
Experimental Results
To investigate efficiency of the proposed AMBA, several experiments were performed on four real-world benchmark datasets. These datasets are Iris Flower, Banana, Habermans, Hayes-Roth taken from KEEL-dataset repository for machine learning [10] . Table 2 lists the characteristics of these datasets. ANFIS performance hinders due to 6 (2016) curse of dimensions when using grid partitioning method for generating rules. Therefore, our focus of experiment is the datasets with less number of input variables. The datasets are partitioned into two sets: training and testing set. The partitioning of is performed randomly such that 75% reserved for training and 25% for testing purpose. For training ANFIS with standard MBA, IMBA and the proposed AMBA, Table 3 presents the initialization values. Table 2 Number shrapnel pieces ( ) The results reported in Table 4 and Figure 3 reveal that the best results obtained by AMBA, in terms of highest accuracy and early convergence, were in case of Iris Flower and Hayes-Roth. AMBA best performed by achieving 99.801%, 99.984% accuracy and achieved error tolerance value in just 16, 24 iterations, respectively. AMBA performed as better as the standard MBA and IMBA in Habermans dataset. On the other hand, in case of Banana dataset, AMBA performed the least. This yields that accuracy of the model is not influenced by the number of instances and inputs in the training dataset. For example, Iris dataset has 4 inputs and has very few instances as compared to Banana having only 2 inputs with greater number of samples, yet ANFIS performed worst in Banana. This might be because of balanced distribution of instances among classes in Iris Flower. 
Conclusion
A new variant of MBA, so called AMBA, has been proposed in this paper. AMBA is integrated with ANFIS for training the premise and consequent parameters to achieve minimum error difference between the desired and actual output. The findings from the results, obtained from several experiments conducted on real-world benchmark problems, indicate that the proposed AMBA can efficiently train ANFIS network. The proposed AMBA reduces the computational cost by eliminating the cost of maintaining the previous best solution. It only uses current best solution and the available candidate solution. Because of this modification, AMBA shows the ability of converging quicker as compared to the standard MBA, and the improved variant IMBA.
Even though, MBA is a potential optimization algorithm, it can still be improved by modifying exploitation phase and distance reduction policy.
