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ABSTRACT 
The availability of medical aids in adequate quantities is very much needed to assist the work of the medical staff in dealing 
with the very large number of Covid patients. Artificial Intelligence (AI) with the Deep Learning (DL) method, especially 
the Convolution Neural Network (CNN), is able to diagnose Chest X-ray images generated by the Computer Tomography 
Scanner (C.T. Scan) against certain diseases (Covid). Resnet Version-152 architecture was used in this study to train a 
dataset of 10.300 images, consisting of 4 classifications namely covid, normal, lung opacity with 3,000 images each and 
viral pneumonia 1,000 images. The results of the study with 50 epoch training obtained very good values for the accuracy 
of training and validation of 95.5% and 91.8%, respectively. The test with 10.300 image dataset obtained 98% accuracy 
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 Ketersediaan alat bantu medis dalam jumlah memadai sangat diperlukan untuk 
membantu kerja para medis dalam menangani jumlah pasien Covid-19 yang sangat 
banyak. Artificial Intellience (AI) dengan metode Deep Learning (DL), khususnya 
Convolution Neural Network (CNN), mampu mendiagnosa image Chest X-Ray yang 
dihasilkan oleh alat Computer Tomography Scanner (CT Scan) terhadap penyakit 
tertentu (Covid). Arsitektur Resnet-152 dipergunakan dalam penelitian ini untuk 
melakukan trainning dataset 10.300 image, terdiri dari 4 klasifikasi yaitu covid, 
normal, lung opacity masing-masing dengan jumlah data 3.000 image dan viral 
pneumonia 1.300 image. Hasil penelitian dengan trainning 50 epoch diperoleh nilai 
yang sangat baik untuk akurasi trainning dan validasi sebesar 95,5% dan 91,8%. Uji 
testing dengan jumlah data uji 19.300 image diperoleh akurasi testing 99%, dengan 
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Lebih dari satu tahun kita telah melalui pandemi Covid-19, jika merujuk informasi dari 
ourworldindata.org dalam tiga bulan terakhir ini, kasus kematian di Indonesia yang diakibatkan oleh 
Covid-19 mengalami kenaikan sebesar 101% [1]. Melihat jumlah kenaikan yang signifikan kecil 
kemungkinan pandemi ini akan segera berakhir. Banyak peneliti telah berupaya dalam mengurangi 
pencegahan penularan Covid-19 [2]–[9], [10]. Untuk lebih efektif mengontrol penyebaran Covid-19 
[11] dan mengobati pasien serta mengurangi angka kematian, citra medis dapat memiliki peran yang 
sangat penting [12]. Saat ini praktek uji klinis, radiografi chest x-ray (CXR) dan computed 
tomography (CT) adalah dua modalitas pencitraan untuk mendeteksi Covid-19, untuk menilai 
keparahannya, dan memantau prognosisnya (respon terhadap pengobatan) [13]. 
Meski CT bisa mencapai sensitivitas deteksi yang lebih tinggi, namun radiografi rontgen 
dada/CXR lebih banyak dan biasa digunakan dalam praktek klinis karena kelebihannya yaitu; 
termasuk dalam kategori biaya rendah, dosis radiasi rendah, mudah dioperasikan dan aksesibilitas 
lebih luas di rumah sakit umum [14]. Namun, pneumonia bisa menjadi penyebab dari berbagai jenis 
virus dan bakteri. Hal ini menjadi tantangan dan memerlukan waktu lebih banyak bagi ahli radiologi 
di komunitas rumah sakit untuk membaca gambar rontgen dada dalam jumlah besar serta untuk 
mendeteksi pneumonia yang terinfeksi Covid-19 dan membedakannya dari yang lain, pneumonia 
yang tidak terinfeksi Covid-19 yang didapat dari masyarakat. Karena ada banyak kesamaan antara 
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pneumonia yang terinfeksi Covid-19 dan jenis virus atau bakteri lainnya. Kondisi seperti ini menjadi 
tantangan klinis yang dihadapi oleh ahli radiologi dalam masa pandemi ini [15]. 
Untuk mengatasi tantangan ini, pengembangan deteksi dengan bantuan komputasi 
berdasarkan pemrosesan citra medis dan pembelajaran mesin telah menarik minat penelitian ini, yang 
bertujuan untuk mendiagnosa karakteristik penyakit secara otomatis dan menyediakan alat 
pendukung pengambilan keputusan yang berharga bagi ahli radiologi untuk deteksi dan diagnosis 
yang lebih akurat atau efisien dari pneumonia yang terinfeksi Covid-19. Convolution Neural Network 
(CNN) dengan arsitektur ResNet-152 menjadi pilihan karena dapat manghasilkan akurasi yang baik 
[16], cukup memerlukan komputasi yang minimum serta dapat diaplikasikan oleh komputer 
sederhana, hal ini berarti setiap rumah sakit dan komunitas tidak perlu melakukan investasi yang 
besar dalam penerapannya. 
 
TINJAUAN PUSTAKA 
Prinsip kerja CNN dapat digambarkan dengan dua langkah. Pertama, jaringan dilatih melalui 
label yang diberikan dataset dan fitur multi-skala yang diekstraksi. Kedua, berdasarkan fitur yang 
diekstraksi pada langkah pertama, dilakukan klasifikasi [17]. CNN terdiri dari beberapa komponen 
penting, antara lain convolutional layer, fungsi aktivasi, pooling layer dan fully connected layer. 
CNN sederhana biasanya terdiri dari beberapa lapisan, sementara beberapa model CNN yang sangat 
dalam dapat mencakup ratusan lapisan. Misalnya, satu versi ResNet populer saat ini terdiri dari 152 
lapisan [16]. 
Lapisan convolutional adalah komponen penting dari CNN, dan neuron di lapisan 
convolutional sensitif terhadap setiap bagian kecil dari input gambar. Dalam terminologi CNN, 
parameter pertama dari konvolusi biasanya disebut input, parameter kedua disebut fungsi kernel, dan 
output disebut peta fitur, ditunjukkan dalam persamaan (1), di mana x adalah input, ω adalah kernel 
fungsi, s(t) menunjukkan peta fitur keluaran. Definisi operasi konvolusi dua dimensi (2D) 
ditunjukkan pada persamaan (2), di mana I adalah input, K menunjukkan kernel 2D fungsi [18]. 
∞ 





𝑆(𝑖, 𝑗) = (𝐼 ∗ 𝐾)(𝑖, 𝑗) = ∑ ∑ 𝐼(𝑚, 𝑛)𝐾(𝑖 − 𝑚, 𝑗 − 𝑛)   (2) 
𝑚 𝑛 
 
Pemilihan fungsi aktivasi untuk CNN sangat penting. Saat ini, Rectified Linear Unit (ReLU) 
adalah fungsi aktivasi pilihan [19], yang didefinisikan sebagai berikut: 
𝑓(𝑥) = max(0, 𝑥) (3) 
Lapisan penyatuan dapat mengurangi biaya komputasi dengan menghitung karakteristik 
statistik keseluruhan dari wilayah persegi panjang yang berdekatan dari suatu lokasi untuk 
menggantikan output dari lapisan konvolusi pada daerah tersebut [2]. Misalnya, lapisan penyatuan 
maksimal, jenis layer penyatuan yang paling umum digunakan, menghitung nilai maksimum daerah 
persegi panjang yang berdekatan. Kecuali max-pooling, ada banyak pooling layer lainnya, seperti 
average-pooling dan L2-norm pooling [20]. 
Lapisan terakhir CNN adalah lapisan yang terhubung penuh, dimana setiap neuron dalam 
lapisan terhubung ke setiap neuron di lapisan berikutnya [18]. Output dari lapisan sebelumnya bisa 
dikirim ke lapisan yang terhubung penuh sebagai input, dan probabilitas skor untuk setiap kelas di 
mana gambar input dapat dihitung. Kelas dengan nilai tertinggi adalah hasil klasifikasi akhir dari 
citra masukan. Singkatnya, lapisan yang sepenuhnya terhubung menggabungkan fitur gambar yang 
paling menonjol untuk menyimpulkan kategori gambar [21]. 
ResNet-152 memperkenalkan konsep pembelajaran residual di mana pengurangan fitur 
dipelajari dari layer input dengan menggunakan koneksi pintasan (secara langsung menghubungkan 
input dari (n) layer ke beberapa (n+x) layer, yang ditampilkan pada panah melengkung). Telah 
terbukti bahwa pembelajaran residual dapat meningkatkan kinerja pelatihan model, terutama ketika 
model memiliki jaringan yang dalam dengan lebih dari 20 layer, serta juga berkisar pada masalah 
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penurunan akurasi dalam jaringan yang dalam [16]. Arsitektur jaringan Resnet-152 terlihat pada 
gambar 1, jaringan Resnet-152 mencapai hasil pelatihan yang lebih baik, hal tersebut linier dengan 
validasi error yang lebih rendah dari arsitektur lainnya, seperti terlihat pada gambar 2. 
 
Gambar 1. Arsitektur Resnet-152 [22]. Gambar 2. Validasi error 3 arsitektur CNN [16]. 
 
METODE 
Dataset yang digunakan dalam penelitian ini bersumber dari kaggle.com [23], jumlah dataset 
yaitu 10.300 image chest x-ray. Secara klinis setiap image chest x-ray di klasifikasikan ke dalam 
empat kelas kelas [24] dengan jumlah dataset tiap kelas terlihat dalam Gambar 3: 
0 – Normal 3.000 (29.1%) 
1 – Viral Pneumonia 1.300 (12%) 
2 – Lung_Opacity 3.000 (29.1%) 
3 – Covid 3.000 (29.1%) 
 
Gambar 3. Pie dan histogram dataset 
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Gambar 4. Dataset Image Chest X-Ray 
 
Pembagian dataset menjadi 4 kategori yaitu Normal, Viral Pneumonia, Lung Opacity dan 
Covid. Pada gambar 4 yaitu dataset image chest x-ray. Data tersebut terdiri dari empat kelas, yakni; 
(a) 3000 images Covid-19, (b) 3000 images normal, (c) 3000 images lung opacity, (d) 1300 images 
viral pneumonia. Dari jumlah data images sejumlah 20% digunakan untuk data testing, sisanya untuk 
data training. Detail skema penelitian yang diusulkan seperti terlihat dalam Gambar 5. 
 
 
Gambar 5. Skema Penelitian 
 
Semua gambar sampel memiliki berbagai ukuran. Oleh karena itu, gambar-gambar itu ada 
yang diubah ukurannya menjadi 224 × 224 piksel. Normalisasi data dilakukan untuk pembelajaran 
sistem yang lebih baik serta untuk mencegah overfitting dan memudahkan generalisasi. Dataset 
dipartisi menjadi tiga set berbeda: set pelatihan, set validasi, dan set pengujian. Dengan set pelatihan 
dan validasi, model CNN yang diusulkan dilatih. Eksperimen dijalankan hingga epoch yang berbeda 
seperti 50, 60, dan 100. Setelah menjalankan jaringan selama 50 epoch, akurasi jaringan mulai jenuh. 
Dengan 50 epoch, model mencapai akurasi pelatihan dan validasi yang diharapkan. 
Fully connected layer (FCL) dari model dipilih untuk mengekstrak fitur. Fitur vektor 
diekstraksi dari setiap gambar pelatihan dengan lapisan ini. Fitur vektor dari semua gambar ini 
dimasukkan ke dalam empat pengklasifikasi arstitektur ResNet-152. Untuk menyesuaikan 
hyperparameter pengklasifikasi yang terbaik. Terakhir, semua pengklasifikasi ResNet-152 
digabungkan untuk mengembangkan ansambel pengklasifikasi, yang memprediksi label kelas 
berdasarkan suara mayoritas pengklasifikasi ResNet-152. Kinerja sistem yang diusulkan dievaluasi 
dalam hal confusion matrix, presisi, akurasi, dan skor F1. Dengan demikian, dataset siap untuk 
dimasukkan ke dalam jaringan CNN dan untuk melatih model. 
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HASIL DAN PEMBAHASAN 
Hasil eksperimen dengan jumlah data 10.300 image dan melakukan 50 epoch dengan 
memperoleh nilai akurasi trainning dan validasi sangat baik yaitu masing 99,9% dan 93%. (Gambar 
6). Terlihat grafik akurasi dan grafik loss sudah tidak mengalami banyak perubahan setelah trainning 
50 epoch (Gambar 7 dan 8). 
 
Gambar 6. Akurasi trainning 99,9% dan validasi 93 % 
 
Gambar 7. Grafik akurasi trainning dan testing Gambar 8. Grafik Loss Value trainning dan testing 
 
Dari hasil training yang telah dilakukan diperoleh model matrik kernel. Model ini dapat 
dipergunakan untuk menguji image data yang belum diketahui labelnya. Agar lebih menyakinkan 
maka dilakukan pengujian kembali dengan menggunakan 10.300 dataset data image chest x-ray, 
terdiri dari 4 kelas masing-masing berjumlah 1000 image. Hasil pengujian ini diperoleh nilai presisi 
untuk tiap kelas sebagai berikut: 
a. COVID adalah 2.971 dari 3.007, presisinya sebesar 99%. 
b. Lung Opacity 2.953 dari 2.989, presisinya sebesar 99%. 
c. Normal adalah 2.941 dari 2.986, presisinya sebesar 98%. 
d. Pneumonia, 1.292 dari 1.318, presisinya sebesar 98%. 
Detail perhitungan untuk mengukur presisi lainnya ditunjukan dalam bentuk tabel 1, sebagai 
berikut : 
  Tabel 1. Report Klasifikasi  
  COVID  A  
  Lung Opacity  B  
  Normal  C  
Viral Pneumonia D 
  Sebenarnya   
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A B C D Support 
 A 2971 16 10 3 3.000 




B 19 2953 28 0 3.000 
C 16 20 2941 23 3.000 
 D 1 0 7 1292 1.300 
  3,007 2,989 2,986 1,318 10.300 
 
 Precision Recall f1-score 
A 2.971/3,007= 0.99 2.971/3.000= 0.99 2*2.971/(993+3000) = 0.99 
B 2.953/2,989= 0.99 2.953/3.000= 0.98 2*2.953/(2,989+3000) = 0.99 
C 2.941/2,986= 0.98 2.941/1.300= 0.98 2*2.941/(2,986+1.300) = 0.98 
D 2.292/1,318= 0.98 2.292/3.000= 0.99 2*2.292/(1,318+3000) = 0.99 
 
Hasil akurasi Resnet-152 = (2.971+2.953+2.941+2.292)/4000 = 0.99 
 
Gambar 9. Confusion Matrik 
 
Modul sklearn phyton dapat dipergunakan untuk mengukur akurasi dan memvisualisasikan 
matrik cofusion seperti yang ditampilkan dalam Gambar 9 dan 10. 
Gambar 10. Report Klasifikasi 
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Kesimpulan yang didapatkan dari eksperimen menggunakan arsitektur Resnet-152 yaitu; 
a. Hasil dari eksperimen untuk memprediksi jenis penyakit covid dan pneumonia 
lainnya dari data image Chest X-Ray menggunakan metode CNN dan arsitektur 
Resnet-152 adalah sangat baik. Diperoleh hasil dengan nilai presisi tiap kelas lebih 
dari 95% yaitu: Covid (99%), Lung_Opacity (99%), Normal (98%), 
Viral_Pneumonia (98%). Untuk nilai akurasi secara keseluruhan adalah 99%. 
b. Pemanfaatan AI dalam dunia medis sangat penting, karena dapat membantu 
pengambilan keputusan kinerja para medis. Terutama untuk diagnosa Covid-19 
dapat dilaksanakan dengan cepat, tepat dan biaya yang sangat terjangkau. 
c. Untuk pengambilan data image pasien dapat dilakukan dengan cepat dengan 
menggunakan peralatan rontgen image chest x-ray yang hampir tersedia di seluruh 
rumah sakit di Indonesia. 
d. Hasil model dari penelitian ini dapat digunakan (embeding) dalam bentuk mobile 
internet atau dalam bentuk sistem yang berbasis web. Sehingga setiap saat dan di 
manapun berada pasien dapat melakukan scanning dan memperoleh hasil prediksi 
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