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Resumen
El despliegue y la planiﬁcacio´n de tareas y mensajes en sistemas de tiempo real distribuidos son problemas NP-difı´ciles (NP-
hard), por lo que no existen me´todos o´ptimos para solucionarlos en tiempo polino´mico. En consecuencia, estos problemas son
adecuados para abordarse mediante algoritmos gene´ricos de bu´squeda y optimizacio´n. En este artı´culo se propone un algoritmo
gene´tico multiobjetivo basado en una codiﬁcacio´n permutacional de las soluciones para abordar el despliegue y la planiﬁcacio´n de
sistemas de tiempo real distribuidos. Adema´s de desplegar tareas en computadores y de planiﬁcar tareas y mensajes, este algoritmo
puede minimizar el nu´mero de computadores utilizados, la cantidad de recursos computacionales y de comunicaciones empleados y
el tiempo de respuesta de peor caso medio de las aplicaciones. Los resultados experimentales muestran que este algoritmo gene´tico
permutacional puede desplegar y planiﬁcar sistemas de tiempo real distribuidos de forma satisfactoria y en tiempos razonables.
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1. Introduccio´n
Un sistema de tiempo real distribuido esta´ basado en apli-
caciones compuestas por tareas y mensajes con restricciones
temporales. Las tareas se ejecutan en computadores conecta-
dos a redes de comunicacio´n deterministas a trave´s de las que
se transmiten los mensajes. Los sistemas de control de entornos
como la industria, automocio´n, avio´nica, etc. habitualmente son
sistemas de tiempo real distribuidos.
El despliegue y la planiﬁcacio´n de sistemas de tiempo real
distribuidos son problemas complejos. Por una parte, hay que
deﬁnir las aplicaciones y sus requisitos funcionales y no fun-
cionales, como por ejemplo las restricciones temporales. Por
otra parte, ha de disen˜arse la arquitectura fı´sica de modo que las
aplicaciones puedan ejecutarse cumpliendo todas las restriccio-
nes. La ejecucio´n de las aplicaciones en la arquitectura fı´sica
conlleva algunas otras diﬁcultades, como el establecimiento del
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despliegue y la planiﬁcacio´n de las tareas en los computadores
y los mensajes en las redes, es decir, do´nde y cua´ndo se ejecuta
cada tarea y se transmite cada mensaje.
El despliegue y la planiﬁcacio´n de tareas y mensajes en sis-
temas de tiempo real distribuidos son problemas NP-difı´ciles
(NP-hard) (Tindell et al., 1992), por lo que no existen me´todos
o´ptimos para solucionarlos en tiempo polino´mico. Esta com-
plejidad hace del despliegue y la planiﬁcacio´n de sistemas de
tiempo real distribuidos problemas adecuados para abordarse
mediante algoritmos gene´ricos de bu´squeda y optimizacio´n.
En este artı´culo se propone un algoritmo gene´tico multiob-
jetivo basado en una codiﬁcacio´n permutacional de las solucio-
nes para acometer el disen˜o de sistemas de tiempo real distribui-
dos. Adema´s de desplegar tareas en computadores y planiﬁcar
tareas y mensajes, este algoritmo puede minimizar el nu´mero de
computadores utilizados, la cantidad de recursos computacio-
nales y de comunicaciones empleados y el tiempo de respuesta
de peor caso medio de las aplicaciones.
La estructura de este artı´culo es la siguiente. En la seccio´n 2
se discuten los trabajos relacionados. En la seccio´n 3 se descri-
be el modelo de sistema. En la seccio´n 4 se exponen los obje-
tivos y la deﬁnicio´n de los problemas abordados. En la seccio´n
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5 se detalla el algoritmo gene´tico propuesto, y su evaluacio´n se
expone en la seccio´n 6. Finalmente, en la seccio´n 7 se resumen
las conclusiones obtenidas y se esboza el trabajo futuro.
2. Trabajos relacionados
En (Tindell et al., 1992) se propone simulated annealing
(SA) (Kirkpatrick, 1984) para solucionar el despliegue de tareas
y la planiﬁcacio´n de tareas y mensajes mediante rate monoto-
nic scheduling pero sin minimizar el nu´mero de computadores
usados. En (Di Natale and Stankovic, 1995) usan SA para crear
planiﬁcaciones en sistemas de tiempo real distribuidos con el
objetivo de minimizar el jitter de las tareas y cumplir el plazo
de las tareas y de los ﬂujos de extremo a extremo. En (Dick and
Jha, 2002) y (Shang et al., 2007) proponen un algoritmo SA
paralelo recombinativo (PRSA) para seleccionar los recursos
hardware necesarios, desplegar tareas en computadores y crear
planiﬁcaciones en sistemas de tiempo real con los objetivos de
minimizar el precio y la energı´a consumida. Sin embargo, es-
tos dos u´ltimos trabajos esta´n ma´s enfocados a arquitecturas
system-on-chip que a sistemas de tiempo real distribuidos.
Entre los basados en me´todos de programacio´n matema´ti-
ca (Minoux, 1986), el trabajo en (Hladik et al., 2008) propone
constraint satisfaction programming (CSP) (Tsang, 1993) para
desplegar y planiﬁcar tareas en sistemas de tiempo real distri-
buidos conectados por un bus CAN. En (Metzner and Herde,
2006) se usa una variante de CSP denominada SAT para el des-
pliegue y la planiﬁcacio´n de tareas mediante deadline mono-
tonic scheduling. El trabajo en (Davare et al., 2007) propone
la programacio´n geome´trica (GP) (Boyd et al., 2007) para op-
timizar el periodo de las tareas y los mensajes, que ya esta´n
desplegados y tienen periodos y plazos. En (Zheng et al., 2007)
se propone mixed-integer linear programming (MILP) (Schrij-
ver, 1998) para desplegar tareas en computadores, empaquetar
sen˜ales en mensajes y asignar prioridades ﬁjas a tareas y mensa-
jes en sistemas de tiempo real distribuidos conectados mediante
redes CAN y con el objetivo de minimizar los tiempos de res-
puesta de peor caso. Ninguno de estos trabajos citados aborda
la minimizacio´n del nu´mero de computadores usados.
Los trabajos en (Porto and Ribeiro, 1995; Porto et al., 2000)
proponen tabu search (TS) (Glover, 1986) para desplegar ta-
reas en computadores y crear planiﬁcaciones no expulsoras en
sistemas de tiempo real distribuidos con el objetivo de mini-
mizar el tiempo total de la planiﬁcacio´n pero no el nu´mero de
computadores usados. En (Chen and Lin, 2000) se usa TS para
desplegar tareas en computadores con el objetivo de minimizar
el tra´ﬁco de red y el nu´mero de computadores usados pero sin
llevar a cabo una planiﬁcacio´n explı´cita.
En (Pop et al., 2003a) se proponen heurı´sticos (Pearl, 1984)
para desplegar tareas en computadores y planiﬁcar tareas y men-
sajes en sistemas de tiempo real distribuidos que combinan los
paradigmas time-triggered y event-triggered. Tambie´n han desa-
rrollado heurı´sticos para desplegar y planiﬁcar tareas con el ob-
jetivo de maximizar la extensibilidad del sistema (Pop et al.,
2002). En (Pop et al., 2003b) se presentan algunos heurı´sti-
cos para sintetizar, analizar y optimizar el despliegue de tareas
en computadores, la asignacio´n de polı´ticas de planiﬁcacio´n, la
asignacio´n de prioridades a tareas y la asignacio´n de ventanas
temporales de comunicacio´n a computadores. El modelo de sis-
tema combina simulta´neamente los paradigmas time-triggered
y event-triggered tanto en computadores como en redes. Sin
embargo, ninguno de estos trabajos citados aborda la minimi-
zacio´n del nu´mero de computadores usados.
En (Mitra and Ramanathan, 1993) y (Monnier et al., 1998)
se propone un algoritmo gene´tico (GA) (Holland, 1975) para
desplegar tareas en computadores y crear planiﬁcaciones no
expulsoras en sistemas de tiempo real distribuidos. En (Samii
et al., 2009) se usa un GA para asignar prioridades ﬁjas a ta-
reas y prioridades ﬁjas e identiﬁcadores de trama a mensajes
en sistemas de tiempo real distribuidos conectados por redes
FlexRay, pero no abordan el despliegue de tareas. En (Hamann
et al., 2006) se propone un GA multiobjetivo para asignar prio-
ridades ﬁjas a tareas y ventanas temporales a mensajes en sis-
temas de tiempo real distribuidos conectados por redes TDMA.
Una caracterı´stica distintiva de este trabajo es que una solu-
cio´n candidata puede estar compuesta por varios cromosomas
que codiﬁcan diferentes elementos y/u objetivos. Sin embargo,
tampoco se aborda el despliegue de tareas.
En (Azketa et al., 2011b) y en (Azketa et al., 2011a) se ob-
tienen buenos resultados para la asignacio´n de prioridades y la
optimizacio´n del tra´ﬁco del bus CAN en sistemas de tiempo real
distribuidos, respectivamente, mediante la aplicacio´n de algo-
ritmos gene´ticos con variantes de la codiﬁcacio´n permutacional
propuesta en el presente artı´culo.
3. Modelo de sistema
La arquitectura fı´sica esta´ compuesta por mu´ltiples compu-
tadores Px ∈ P (x = 1, 2, ...,QP) que pueden ser heteroge´neos
en su nu´cleo y velocidad de computacio´n. Cada computador
puede proveer a las tareas diferentes recursos hardware y/o soft-
ware, tales como sensores, actuadores, programas, bibliotecas,
etc. A los computadores se les puede conﬁgurar un lı´mite ma´xi-
mo de utilizacio´n de los recursos computacionales UmaxPx ∈ R
(0 ≤ UmaxPx ≤ 1). Los computadores esta´n conectados a una
red de comunicacio´n N con una velocidad de transmisio´n BR
concreta. A la red se le puede conﬁgurar un lı´mite ma´ximo
de utilizacio´n de los recursos de comunicaciones UmaxN ∈ R
(0 ≤ UmaxN ≤ 1).
La arquitectura lo´gica esta compuesta por tareas ti ∈ t (i =
1, 2, ...,Qt), cada una de las cuales puede tener un periodo de ac-
tivacio´n Tti . Dependiendo de los requisitos hardware y/o soft-
ware de la tarea y los recursos hardware y/o software de los
computadores, una tarea tiene un conjunto concreto de compu-
tadores candidatos Pticand donde puede ser desplegada. Por ejem-
plo, si una tarea requiere una biblioteca de programa concreta,
la tarea no podra´ ser desplegada en los computadores que no
dispongan de dicha biblioteca. El conjunto de tareas desplega-
das en el computador Px se expresa como tPx. En cada compu-
tador candidato, una tarea ti tiene un tiempo de ejecucio´n de
peor caso CPxti y un tiempo de ejecucio´n de mejor caso C
Px,b
ti . Se
dice que un computador es prescindible si todas las tareas para
las que es un computador candidato tienen ma´s de un compu-
tador candidato. El conjunto de computadores prescindibles se
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representa como Pdis. Una tarea desplegada y priorizada tiene
un tiempo de respuesta de peor caso Rti y un tiempo de respues-
ta de mejor caso Rbti , que pueden calcularse con las te´cnicas de
ana´lisis apropiadas.
La arquitectura lo´gica tambie´n esta compuesta por mensajes
mj ∈ m ( j = 1, 2, ...,Qm), cada uno de los cuales tiene una lon-
gitud de peor caso Lmj , una longitud de mejor caso L
b
mj , y puede
tener un periodo de activacio´n Tmj . Los tiempos de transmisio´n
de peor caso Cmj y mejor caso C
b
mj de un mensaje se calculan
haciendo la divisio´n de sus longitudes de peor y mejor caso con
la velocidad de transmisio´n BR de la red de comunicacio´n.
Unmensaje tiene una tarea transmisora T xmj y una o ma´s ta-
reas receptoras Rxmj . Si las tareas transmisora y receptora esta´n
desplegadas en el mismo computador, el mensaje se envı´a a
trave´s de un mecanismo de memoria compartida cuyo tiempo
de transmisio´n se considera despreciable. Si no fuese despre-
ciable, podrı´a tenerse en cuenta en los tiempos de ejecucio´n de
la tarea emisora o receptora del mensaje. Un mensaje desple-
gado y priorizado tiene un tiempo de respuesta de peor caso
Rmj y un tiempo de respuesta de mejor caso R
b
mj , que pueden
calcularse con las te´cnicas de ana´lisis apropiadas.
El sistema puede tener elementos heredados que podrı´an ser
subsistemas ya desarrollados que se quieren integrar como parte
de otros nuevos, pero que tienen caracterı´sticas que no se pue-
den cambiar, como por ejemplo la vinculacio´n a un procesador
o una red, o la asignacio´n de ciertas prioridades. Un algoritmo
gene´tico de sı´ntesis permite optimizar todo el sistema aunque
algunas caracterı´sticas o para´metros no se puedan cambiar.
Un step τi es una actividad gene´rica que puede ser una tarea
o un mensaje. El conjunto de tareas y mensajes crean un gra-
fo dirigido en el que hay mu´ltiples rutas o ﬂujos de extremo a
extremo Γl ∈ Γ (l = 1, 2, ...,QΓ). Un ﬂujo de extremo a extre-
mo puede ser un step Γl = [τo] o una secuencia ordenada de
tareas comunicantes Γl = [τo, ..., τp] que comenzando desde τo
llega hasta τp atravesando tareas que reciben un mensaje de su
predecesora y lo transmiten a su sucesora. Ma´s de un ﬂujo de
extremo a extremo puede empezar y/o terminar en la misma ta-
rea, y una tarea y/o mensaje puede pertenecer a ma´s de un ﬂujo
de extremo a extremo. Un ﬂujo de extremo a extremo se activa
con un periodo TΓl y puede tener un plazo al ﬁnal de DΓl . Si
las tareas y los mensajes de un ﬂujo de extremo a extremo no
tienen deﬁnido un periodo, se considera que se activan con el
periodo del ﬂujo de extremo a extremo si solo pertenecen a uno
de ellos o todos los ﬂujos a los que pertenecen tienen el mismo
periodo. El plazo puede ser mayor que el periodo, por lo que
en cada instante puede haber pendientes varias instancias del
ﬂujo de extremo a extremo. Un ﬂujo de extremo a extremo des-
plegado y priorizado tiene un tiempo de respuesta de peor caso
RΓk y otro de mejor caso R
b
Γl
, que pueden ser calculados con
las te´cnicas de ana´lisis apropiadas. A un ﬂujo de extremo a ex-
tremo se le puede conﬁgurar una utilizacio´n temporal ma´xima
URmax
Γl
∈ R que permite controlar su holgura temporal mı´nima.
URmax
Γl
es el valor ma´ximo que puede limitarse por conﬁgura-
cio´n para RΓl/DΓl y su rango es
∑
∀τi∈Γl
mı´n
∀Γk ,τi∈Γk
[
Cbτi
]
DΓl
≤ URmaxΓl ≤ 1
La arquitectura lo´gica soporta la planiﬁcacio´n por priorida-
des ﬁjas y la planiﬁcacio´n cı´clica ordinal. Si se utiliza planiﬁ-
cacio´n por prioridades ﬁjas, se asignan prioridades a las tareas
y los mensajes. Si se usa planiﬁcacio´n cı´clica ordinal, se ordena
la activacio´n de las tareas y los mensajes.
La arquitectura lo´gica es independiente del modelo de acti-
vacio´n, por lo que el algoritmo gene´tico propuesto soporta los
paradigmas event-triggered, time-triggered y mixto. En el mo-
delo de activacio´n event-triggered, los ﬂujos de extremo a extre-
mo se activan con periodos deﬁnidos, las tareas se activan con
la recepcio´n de mensajes, y los mensajes se activan con la ﬁna-
lizacio´n de sus tareas transmisoras. Cuando todos los ﬂujos de
extremo a extremo son secuencias lineales de tareas y mensajes
event-triggered y basados en prioridades ﬁjas, la planiﬁcabili-
dad del sistema puede analizarse mediante el me´todo holı´stico
(Tindell and Clark, 1994) o con las te´cnicas basadas en oﬀsets
(Palencia and Harbour, 1998, 1999), en combinacio´n con me´to-
dos de ana´lisis recientes para redes de comunicacio´n basadas
en prioridades ﬁjas (Azketa et al., 2012a). Por el contrario, en
el paradigma time-triggered, las tareas y los mensajes se acti-
van con periodos deﬁnidos, independientemente de la llegada
de los mensajes a recibir o de la ﬁnalizacio´n de la ejecucio´n de
las tareas transmisoras. El ana´lisis de sistemas time-triggered es
ma´s simple que el de los event-triggered debido a que el tiem-
po de respuesta de peor caso de las tareas y los mensajes se
calcula sin tener en cuenta el jitter de activacio´n heredado de
las actividades previas (Di Natale et al., 2007). El modelo de
activacio´n mixto combina tareas y mensajes event-triggered y
time-triggered, y su planiﬁcabilidad puede analizarse con te´cni-
cas como la expuesta en (Di Natale et al., 2007).
4. Objetivos y deﬁnicio´n del problema
El despliegue y la planiﬁcacio´n de un sistema de tiempo
real distribuido se lleva a cabo con el objetivo de cumplir (1)
los requisitos funcionales, de forma que el comportamiento del
sistema se ajuste a las caracterı´sticas de funcionamiento espe-
ciﬁcadas, y (2) los requisitos no funcionales, de modo que la
operacio´n del sistema se corresponda con las restricciones im-
puestas. Los requisitos no funcionales ma´s habituales de un sis-
tema de tiempo real distribuido son el rendimiento, el costo y
la extensibilidad, que se emplean como me´tricas para cuantiﬁ-
car la calidad de las soluciones obtenidas para los problemas de
despliegue y planiﬁcacio´n.
En sistemas de tiempo real, el principal requisito no funcio-
nal de rendimiento esta´ relacionado con aspectos temporales. El
rendimiento temporal es mayor cuantos ma´s plazos se cumplan
y menores sean los tiempos de respuesta de peor caso (Zheng
et al., 2007).
El requisito no funcional de costo esta´ relacionado con el
precio monetario del sistema, tı´picamente en te´rminos de nu´me-
ro de elementos fı´sicos utilizados. En un sistema de tiempo real
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distribuido, la me´trica de costo es mejor cuanto menor sea la
cantidad de computadores y dispositivos de red utilizados (Dick
and Jha, 2002; Shang et al., 2007).
El requisito no funcional de extensibilidad esta´ relaciona-
do con la capacidad del sistema de aceptar adiciones futuras,
tı´picamente de extensiones en los elementos lo´gicos existen-
tes (Zhu et al., 2009) y/o incorporaciones de nuevos elementos
lo´gicos (Pop et al., 2002). En un sistema de tiempo real distri-
buido, la me´trica de extensibilidad es mejor cuanto menor sea la
utilizacio´n de los recursos de los computadores y redes, y me-
nores sean los tiempos de respuesta de peor caso con respecto
a sus plazos, ya que ası´ la plataforma tiene ma´s recursos y ma´s
holgura temporal para aceptar nuevas tareas y mensajes.
El despliegue y la planiﬁcacio´n son problemas de bu´squeda
y optimizacio´n cuyos objetivos son maximizar las me´tricas de
rendimiento, costo y extensibilidad del sistema de tiempo real
distribuido resultante. En general, un problema de bu´squeda y
optimizacio´n consiste en la asignacio´n de valores a algunas va-
riables de forma que se cumplan todas las restricciones y algu-
nos objetivos se maximicen o minimicen. El algoritmo gene´tico
permutacional propuesto realiza la bu´squeda optimizada de los
siguientes para´metros:
Despliegue: Desplegar cada tarea en uno de sus compu-
tadores candidatos.
Planiﬁcacio´n: Asignar a cada tarea y mensaje una priori-
dad de ejecucio´n/transmisio´n o un orden de activacio´n.
La bu´squeda optimizada de los anteriores factores se lleva a
cabo cumpliendo las siguientes restricciones:
Despliegue: No rebasar el lı´mite de utilizacio´n ma´xima
de los recursos computacionales de los computadores y
los recursos de comunicacio´n de la red.
Planiﬁcacio´n: Cumplir los plazos de los ﬂujos de extre-
mo a extremo.
La bu´squeda optimizada del despliegue y la planiﬁcacio´n
tiene los siguientes objetivos:
Despliegue: Minimizar el nu´mero de computadores y las
utilizaciones de computadores y redes.
Planiﬁcacio´n: Minimizar los tiempos de respuesta de peor
caso de los ﬂujos de extremo a extremo.
5. Algoritmo gene´tico permutacional
5.1. Introduccio´n
Un algoritmo gene´tico (Holland, 1975) es un me´todo proba-
bilı´stico gene´rico de bu´squeda y optimizacio´n basado en evolu-
cionar un conjunto inicial de soluciones candidatas, denomina-
do poblacio´n de individuos, hacia mejores soluciones a lo largo
de generaciones de poblaciones mediante mecanismos bioins-
pirados como la herencia, la seleccio´n natural, la adaptacio´n al
medio, el cruzamiento y la mutacio´n.
Inicialmente, se crea una poblacio´n de individuos de forma
aleatoria o guiada. En cada una de las generaciones del algo-
ritmo gene´tico se evalu´a la aptitud de los individuos. La apti-
tud denota el grado de adaptacio´n de cada individuo, lo que en
te´rminos de bu´squeda y optimizacio´n signiﬁca co´mo de bien
soluciona el problema cada solucio´n candidata. En virtud de la
ley de seleccio´n natural, los individuos ma´s adaptados tienen
mayores probabilidades de reproducirse y crear descendencia.
En un algoritmo gene´tico, el citado feno´meno se traduce en que
las mejores soluciones candidatas tienen ma´s posibilidades de
cruzarse con otras para generar nuevas soluciones candidatas,
que conforman una nueva generacio´n heredera de algunas de
las caracterı´sticas de las soluciones cruzadas. Adema´s, las nue-
vas soluciones candidatas pueden sufrir mutaciones aleatorias
a ﬁn de impedir parecidos excesivos entre sı´. Las soluciones
candidatas de la nueva generacio´n es evalu´an, seleccionan, cru-
zan y mutan para crear otra generacio´n. La nueva generacio´n
se emplea en la siguiente iteracio´n del algoritmo, y ası´ sucesi-
vamente hasta alcanzar la condicio´n de parada, que puede ser
la creacio´n de un nu´mero ma´ximo de generaciones, el alcance
de un nivel de aptitud suﬁcientemente satisfactorio por parte de
alguna solucio´n candidata, o la ejecucio´n del algoritmo durante
un tiempo ma´ximo, por mencionar algunos criterios empleados
habitualmente. Los algoritmos gene´ticos requieren deﬁnir y/o
conﬁgurar determinados para´metros, siendo los ma´s relevantes
el taman˜o de la poblacio´n, los tipos y las probabilidades de apli-
cacio´n de los operadores de seleccio´n, cruzamiento y mutacio´n,
la funcio´n de evaluacio´n de la aptitud de las soluciones candi-
datas, el me´todo de reemplazo de las poblaciones antiguas por
las nuevas y el criterio de ﬁnalizacio´n.
Un algoritmo gene´tico tiene algunas ventajas destacables.
El manejo simulta´neo de mu´ltiples y posiblemente muy distin-
tas soluciones candidatas le conﬁere la capacidad de explorar
extensas a´reas del espacio de bu´squeda de soluciones, que pue-
de ser no lineal. Asimismo, como la mayorı´a de las te´cnicas de
bu´squeda y optimizacio´n basadas en principios aleatorios, tie-
ne la habilidad de escapar de los o´ptimos locales. Adema´s, un
algoritmo gene´tico puede optimizar varios objetivos diferentes
al mismo tiempo, y estos pueden ser an˜adidos con cierta faci-
lidad mediante la introduccio´n de nuevos factores a la funcio´n
de evaluacio´n de la aptitud de las soluciones candidatas. Cabe
destacar tambie´n que su ejecucio´n puede ser fa´cilmente para-
lelizable para la adecuada explotacio´n de las hoy en dı´a comu-
nes arquitecturas multinu´cleo y multiprocesador. Como princi-
pal inconveniente de los algoritmos gene´ticos destaca su coste
en te´rminos de tiempo de co´mputo. Sin embargo, en los expe-
rimentos que presentamos al ﬁnal de este artı´culo puede apre-
ciarse que el mencionado coste es razonable y esta´ justiﬁcado
por la calidad de las soluciones que se alcanzan.
En las siguientes secciones se presentan algunos de los as-
pectos ma´s relevantes relacionados con los algoritmos gene´ti-
cos, como la codiﬁcacio´n, las operaciones de creacio´n de la po-
blacio´n inicial, cruzamiento, mutacio´n, agrupamiento, correc-
cio´n, la funcio´n de aptitud y el ﬂujo de ejecucio´n del propio
algoritmo gene´tico.
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Código
Valores candidatos
Valor
t3
P3
P5
P3
m2
Gen genérico
Gen de tarea Gen de mensaje
Figura 1: Diferentes tipos de genes.
5.2. Codiﬁcacio´n
Una solucio´n candidata es un conjunto de valores de las va-
riables del problema. En un algoritmo gene´tico una variable se
codiﬁca mediante un elemento denominado gen y una solucio´n
candidata mediante una cadena de genes llamada cromosoma.
Normalmente, los genes se codiﬁcan mediante cadenas de
sı´mbolos binarios con valores cambiantes y posiciones ﬁjas en
el cromosoma. Sin embargo, existen otros tipos de codiﬁcacio-
nes, tales como la permutacional (Davis, 1991), utilizada para
solucionar problemas de ordenacio´n de conjuntos de elemen-
tos. A diferencia de la codiﬁcacio´n binaria, la permutacional
esta´ basada en un conjunto de genes con valores ﬁjos y posicio-
nes cambiantes en el cromosoma. Algoritmos gene´ticos basa-
dos en la codiﬁcacio´n permutacional se han aplicado satisfacto-
riamente en la resolucio´n de algunos problemas NP-complejos
cla´sicos, como el Travelling Salesman Problem y el Job-Shop
Scheduling Problem (Garey et al., 1976).
En este artı´culo se propone una nueva codiﬁcacio´n hı´bri-
da valor-permutacional para representar las soluciones candi-
datas del problema de despliegue y planiﬁcacio´n de sistemas
de tiempo real distribuidos. Cada variable del problema tiene
un gen asociado. Como puede verse en la ﬁgura 1, la codiﬁca-
cio´n hı´brida valor-permutacional se basa en un gen compuesto
por tres campos: Co´digo, Valor y Valores candidatos. Co´digo
es un campo ﬁjo que almacena el nombre de la variable. Cada
variable tiene un Co´digo diferente. Valor es un campo poten-
cialmente cambiante que representa el despliegue de la variable
asociada al gen. Y Valores candidatos es un campo ﬁjo que
contiene la lista de valores que el campo Valor puede adquirir.
Algunos genes representan tareas y otros mensajes. En los
genes de tareas el valor es uno de los computadores candidatos
de la tarea. En los genes de mensajes el campo de valores can-
didatos y el de valor esta´n vacı´os. Adicionalmente, la posicio´n
relativa del gen en el cromosoma con respecto a otros genes con
el mismo valor denota la prioridad o el orden de activacio´n de
la variable asociada. Es decir, cuanto ma´s a la izquierda este´ si-
tuado el gen, mayor es la prioridad de la variable asociada.
La ﬁgura 2 muestra un ejemplo de cromosoma. Como pue-
de verse, el valor de t1, t2, t5 y t7 no puede cambiar porque so´lo
tienen un valor candidato, mientras que el de t3, t4 y t6 sı´ puede
hacerlo. Por otro lado, en el computador P1, la tarea t1 esta´ ma´s
a la izquierda que t5 y por tanto tiene mayor prioridad. Y lo
mismo ocurre en el resto de computadores. De igual forma, el
mensaje m1 tiene mayor prioridad que m3, m4 y m2. En la so-
lucio´n candidata representada por este cromosoma no hay nin-
guna tarea desplegada en P5, dando lugar a la no utilizacio´n de
este computador y a la consecuente minimizacio´n del nu´mero
de computadores usados del ma´ximo de 5 a 4.
t1 t5 t7 t2 t3 t6 t4 m1 m3 m4 m2
P1 P1 P2 P2 P3
P5
P3
P5
P4
P5
P1 P1 P2 P2 P3 P3 P4
Figura 2: Cromosoma de ejemplo.
Esta novedosa codiﬁcacio´n hı´brida valor-permutacional tie-
ne ventajas destacables. En primer lugar, el valor del gen es
siempre uno entre los valores candidatos, y por lo tanto, repre-
senta siempre un despliegue va´lido. Adema´s, la posicio´n del
gen en el cromosoma es u´nica, y por tanto, la prioridad o el or-
den de activacio´n es siempre diferente a las del resto de varia-
bles con el mismo valor. Adicionalmente, la codiﬁcacio´n hı´bri-
da valor-permutacional puede gestionar elementos heredados,
como tareas desplegadas en computadores concretos y ejecu-
tadas con prioridades ya asignadas, o mensajes con priorida-
des ya asignadas. En resumen, la codiﬁcacio´n hı´brida valor-
permutacional constituye una representacio´n eﬁciente de la con-
ﬁguracio´n del despliegue y la planiﬁcacio´n que soporta la bu´sque-
da y optimizacio´n simulta´nea en ambas dimensiones, simpliﬁ-
cando el proceso de disen˜o de sistemas de tiempo real distribui-
dos.
5.3. Poblacio´n inicial
La poblacio´n inicial es el conjunto de soluciones candidatas
que el algoritmo gene´tico evoluciona. Habitualmente, la pobla-
cio´n inicial se crea de forma aleatoria. Esta forma de creacio´n
garantiza una alta probabilidad de que las soluciones candida-
tas sean signiﬁcativamente diferentes entre sı´, lo que contribu-
ye a evitar la convergencia del algoritmo gene´tico hacia o´pti-
mos locales. No obstante, es tambie´n comu´n emplear me´todos
heurı´sticos para crear uno, algunos o todos los individuos de la
poblacio´n inicial. La adecuada utilizacio´n de esta te´cnica pue-
de proporcionar soluciones candidatas parcialmente evolucio-
nadas, lo que acelera el proceso de bu´squeda.
El uso de me´todos heurı´sticos es especialmente recomenda-
ble en la sı´ntesis de sistemas de tiempo real distribuidos event-
triggered y analizados con alguna te´cnica holı´stica. La comple-
jidad de este tipo de me´todos de ana´lisis suele acarrear tiempos
de ana´lisis largos, especialmente si se trata de sistemas de tiem-
po real distribuidos grandes y complejos. Adema´s, el tiempo de
ana´lisis es ma´s largo cuanto peor es las planiﬁcacio´n. Ası´, el
ana´lisis holı´stico de sistemas de tiempo real distribuidos gran-
des con planiﬁcaciones aleatorias, que habitualmente son me-
diocres, puede ser computacionalmente muy costoso. Por tan-
to, cuando el algoritmo gene´tico se enfrenta a un sistema para
cuyo ana´lisis se usa algu´n tipo de me´todo holı´stico, es conve-
niente realizar una planiﬁcacio´n pseudoaleatoria preliminar de
la poblacio´n inicial de soluciones candidatas en lugar de par-
tir de una planiﬁcacio´n completamente aleatoria. La planiﬁca-
cio´n pseudoaleatoria puede hacerse mediante el heurı´stico HO-
PA (Gutie´rrez and Harbour, 1995) como se muestra en (Azketa
et al., 2011b). Es destacable que para aplicar HOPA la utiliza-
cio´n de los computadores y redes no puede exceder del 100%.
Por tanto, si la carga de alguno de los computadores o redes
es mayor que 100%, se debe aplicar un heurı´stico previo que
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t1 t5 t7 t2 t3 t6 t4 m1 m3 m4 m2
P1 P1 P2 P2 P3
P5
P3
P5
P4
P5
P1 P1 P2 P2 P3 P3 P4
Cruzamiento
t5 t1 t2 t7 t3 t4 t6 m3 m2 m4 m1
P1 P1 P2 P2 P3
P5
P4
P5
P3
P5
P1 P1 P2 P2 P3 P4 P5
t5 t1 t7 t2 t3 t6 t4 m1 m3 m2 m4
P1 P1 P2 P2 P3
P5
P3
P5
P4
P5
P1 P1 P2 P2 P3 P3 P4
t1 t5 t2 t7 t3 t4 t6 m3 m1 m4 m2
P1 P1 P2 P2 P3
P5
P4
P5
P3
P5
P1 P1 P2 P2 P3 P4 P5
Figura 3: Operacio´n de cruzamiento.
mueva aleatoriamente tareas entre computadores hasta que la
utilizacio´n de los computadores y redes no supere el 100%.
Por el contrario, los me´todos para analizar la planiﬁcabili-
dad de sistemas de tiempo real distribuidos time-triggered sue-
len ser ma´s simples y requieren tiempos de ejecucio´n ma´s bre-
ves. Por lo tanto, cuando el algoritmo gene´tico se enfrenta a
un sistema de tiempo real distribuido time-triggered, es viable
comenzar la evolucio´n a partir de una poblacio´n inicial de solu-
ciones candidatas generadas de forma totalmente aleatoria.
5.4. Cruzamiento
Un operador gene´tico de cruzamiento combina la informa-
cio´n de dos cromosomas padres para crear dos cromosomas hi-
jos que heredan parte de las soluciones de los padres.
En la literatura pueden encontrarse mu´ltiples operadores de
cruzamiento para algoritmos gene´ticos que emplean una co-
diﬁcacio´n permutacional pura, los cuales son tambie´n va´lidos
para la codiﬁcacio´n hı´brida valor-permutacional. En (Azketa
et al., 2012b) se presenta un estudio empı´rico del rendimiento
de los principales operadores de cruzamiento permutacionales
en la asignacio´n de prioridades en sistemas de tiempo real dis-
tribuidos. El trabajo concluye que los operadores con mejores
resultados en la asignacio´n de prioridades son Position-based
Crossover (POS), Order Crossover 1 (OX1) y Cycle Crossover
(CX). Sin embargo, el presente problema incluye el despliegue
de tareas adema´s de la planiﬁcacio´n. En este caso, algunos ex-
perimentos han revelado que Order Crossover 3 (OX3) (Davis,
1991) obtiene los mejores resultados.
OX3 comienza seleccionando aleatoriamente dos puntos de
corte en los cromosomas padre. El bloque de genes situado en-
tre los dos puntos de corte del primer (segundo) cromosoma
padre es directamente heredado por el primer (segundo) cro-
mosoma hijo en la misma posicio´n absoluta. El resto de genes
se toman del otro padre en estricto orden de aparicio´n y se in-
sertan en el hijo comenzando desde el primer gen. OX3 explota
la propiedad de que el orden de los genes es ma´s importante
que su posicio´n absoluta. La ﬁgura 3 muestra la operacio´n de
Mutación
t5 t1 t7 t2 t3 t6 m2 t4 m1 m3 m4
P1 P1 P2 P2 P3
P5
P3
P5
P4
P5
P1 P1 P2 P2 P3 P3 P5
t5 t2 t7 t3 t4 t6 m3 m1 m4 t1 m2
P1 P2 P2 P3
P5
P4
P5
P3
P5
P1
P1 P2 P2 P3 P4 P5 P1
t5 t1 t7 t2 t3 t6 t4 m1 m3 m2 m4
P1 P1 P2 P2 P3
P5
P3
P5
P4
P5
P1 P1 P2 P2 P3 P3 P4
t1 t5 t2 t7 t3 t4 t6 m3 m1 m4 m2
P1 P1 P2 P2 P3
P5
P4
P5
P3
P5
P1 P1 P2 P2 P3 P4 P5
Figura 4: Operacio´n de mutacio´n.
cruzamiento con OX3 sobre dos posibles cromosomas de un
escenario concreto y los cromosomas resultantes.
5.5. Mutacio´n
La mutacio´n es una operacio´n que introduce cambios alea-
torios o pseudoaleatorios en la informacio´n contenida en los ge-
nes para tratar de evitar que los individuos de una poblacio´n se
parezcan demasiado entre sı´ tras algunas generaciones (mante-
ner la diversidad gene´tica) o alternativamente tambie´n mejorar
las soluciones aportadas por los individuos mediante cambios
guiados (bu´squeda local).
En este algoritmo gene´tico se emplean operadores de muta-
cio´n diferentes para cada uno de los dos tipos de informacio´n
que un gen puede contener: posicio´n, relacionado con la prio-
ridad, y valor, relacionado con el despliegue. Para la mutacio´n
de posicio´n se deﬁne un nuevo operador denominado Guided
Insertion Mutation (GISM). Si existen ﬂujos de extremo a ex-
tremo que no cumplen su plazo, de todas las tareas y mensajes
de dichos ﬂujos GISM selecciona aleatoriamente uno y lo des-
plaza un nu´mero aleatorio de posiciones hacia delante en el cro-
mosoma, lo que potencialmente aumenta su prioridad. Si todos
los ﬂujos de extremo a extremo cumplen sus plazos, se apli-
ca Insertion Mutation (ISM), que segu´n (Azketa et al., 2012b)
es eﬁcaz en la asignacio´n de prioridades en sistemas de tiem-
po real distribuidos. ISM selecciona un gen aleatoriamente y lo
mueve a una posicio´n aleatoria. Tanto GISM como ISM pueden
aplicarse sobre los genes de tareas y mensajes.
En cuanto a la mutacio´n de valor, se deﬁne Guided Value
Mutation (GVM). Si existe un computador con sobreutiliza-
cio´n de computacio´n, selecciona aleatoriamente una tarea del
computador con mayor sobreutilizacio´n y la despliega en su
computador candidato con menor utilizacio´n y que tenga su-
ﬁcientes recursos para ejecutarla. Si no hay sobreutilizacio´n de
computadores pero la red sufre sobreutilizacio´n de recursos de
comunicacio´n, selecciona aleatoriamente una tarea que envı´a
un mensaje, selecciona aleatoriamente una tarea receptora de
dicho mensaje y que tenga como candidato el computador don-
de esta´ desplegada la tarea emisora del mensaje, y despliega
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Agrupamiento
t5 t1 t7 t2 t3 t6 t4 m2 m1 m3 m4
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P1 P1 P2 P2 P3 P4 P5
t5 t1 t7 t2 t3 t6 m2 t4 m1 m3 m4
P1 P1 P2 P2 P3
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P5
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P5
P1 P1 P2 P2 P3 P3 P5
t5 t2 t7 t3 t4 t6 m3 m1 m4 t1 m2
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P5
P4
P5
P3
P5
P1
P1 P2 P2 P3 P4 P5 P1
Figura 5: Operacio´n de agrupamiento.
la tarea receptora en el computador de la tarea emisora. Si no
existe sobreutilizacio´n ni de computadores ni de la red, se se-
lecciona aleatoriamente una tarea del computador prescindible
con mayor utilizacio´n y se despliega en su computador candi-
dato con menor utilizacio´n.
La ﬁgura 4 muestra la operacio´n de mutacio´n aplicada so-
bre los dos cromosomas resultantes del cruzamiento ilustrado
en la ﬁgura 3. En el primer cromosoma, el gen t4 sufre una mu-
tacio´n del tipo GVM y el gen m2 sufre GISM. En el segundo
cromosoma, al gen t1 se le aplica ISM.
5.6. Agrupamiento
El agrupamiento se lleva a cabo con el objetivo de juntar
los genes relacionados y crear ası´ bloques de variables relacio-
nadas. Esta operacio´n incrementa la probabilidad del operador
de cruzamiento de transmitir a los cromosomas hijos bloques
de variables cuya relacio´n hace que sea ma´s probable que per-
tenezcan con los valores actuales a una solucio´n del problema.
La operacio´n de agrupamiento reordena los genes pero man-
teniendo el orden relativo de los mismos con respecto a otros
genes con el mismo valor, ya que de lo contrario se alterarı´a la
asignacio´n de prioridad o el orden de activacio´n llevado a ca-
bo por el algoritmo. En primer lugar se agrupan los genes de
las tareas desplegadas en el primer computador de la lista de
computadores respetando su ordenacio´n relativa. Tras esto, se
lleva a cabo la misma operacio´n con el siguiente computador
de la lista, y ası´ sucesivamente. Finalmente, se agrupan todos
los mensajes manteniendo la ordenacio´n relativa entre ellos. La
ﬁgura 5 muestra la operacio´n de agrupamiento ejecutada sobre
ambos cromosomas.
5.7. Correccio´n
Cuando el algoritmo gene´tico tiene que manejar tareas y
mensajes con prioridades heredadas, las prioridades asignadas
por el algoritmo a esas tareas o mensajes pueden ser incorrec-
tas. En estos casos, los genes que representan tareas o mensajes
con prioridades heredadas son movidos el mı´nimo nu´mero de
Corrección
t5 t1 t7 t2 t3 t6 t4 m2 m3 m1 m4
P1 P1 P2 P2 P3
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P1 P1 P2 P2 P3 P4 P5
t5 t1 t7 t2 t3 t6 t4 m2 m1 m3 m4
P1 P1 P2 P2 P3
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P1 P1 P2 P2 P3 P3 P5
t5 t1 t2 t7 t3 t4 t6 m3 m1 m4 m2
P1 P1 P2 P2 P3
P5
P4
P5
P3
P5
P1 P1 P2 P2 P3 P4 P5
Figura 6: Operacio´n de correccio´n.
posiciones para mantener la consistencia con sus prioridades
heredadas.
Supongamos que en el sistema en el que se basan los cromo-
somas de la ﬁgura 5 el mensaje m1 tiene una prioridad heredada
por la cual solo un mensaje puede tener una prioridad inferior
a e´l. Sin embargo, en el primer cromosoma resultante de la ﬁ-
gura 5 puede observarse que m3 y m4 esta´n situados ma´s a la
izquierda que m1, y por tanto, tienen prioridades inferiores. En
el segundo cromosoma ocurre esto mismo con m4 y m2. Como
puede verse en la ﬁgura 6, la operacio´n de correccio´n desplaza
el mensaje m1 una posicio´n hacia la derecha en ambos cromo-
somas para guardar la consistencia con su prioridad heredada.
5.8. Aptitud
En un algoritmo gene´tico la funcio´n de aptitud evalu´a la ca-
lidad de las soluciones. Es decir, co´mo de bien una solucio´n
candidata soluciona el problema. Una solucio´n candidata es
va´lida solo si cumple todas las restricciones. Por otra parte, a
mayor grado de optimizacio´n, mejor es la solucio´n candidata.
El despliegue y la planiﬁcacio´n es un problema de bu´sque-
da y optimizacio´n multiobjetivo porque comprende mu´ltiples
objetivos, como el aprovechamiento ma´ximo de los recursos
computacionales y de comunicaciones, el cumplimiento de los
plazos de los ﬂujos de extremo a extremo y la minimizacio´n del
nu´mero de computadores usados, que tienen que ser abordados
simulta´neamente. Adema´s, algunos de los objetivos menciona-
dos tienen conﬂictos entre sı´. Por ejemplo, la minimizacio´n del
nu´mero de computadores usados puede causar la sobreutiliza-
cio´n de los recursos computacionales de algunos computadores.
En problemas de bu´squeda y optimizacio´n multiobjetivo, la
calidad de una solucio´n candidata puede representarse por me-
dio de un vector que agrupa los factores que evalu´an los dife-
rentes objetivos. La calidad relativa entre pares de soluciones
candidatas se cuantiﬁca usando el concepto de dominancia de
Pareto. Un vector multiobjetivo u = (u1, u2, ..., uk) domina a
otro vector multiobjetivo v = (v1, v2, ..., vk) si y solo si u es me-
jor que v en un objetivo sin ser peor en todos los dema´s. Con-
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siderando un problema de minimizacio´n, la notacio´n formal de
la dominancia de Pareto es
∀i ∈ {1, 2, ..., k}, ui ≤ vi
∧
∃i0 ∈ {1, 2, ..., k} | ui0 < vi0
Una solucio´n candidata x∗ es mejor que otra solucio´n x si
el vector multiobjetivo u = f (x∗) = (u1, u2, ..., uk) del primero
domina al vector multiobjetivo v = f (x) = (v1, v2, ..., vk) del se-
gundo. Adema´s, una solucio´n x∗ es Pareto-o´ptima si y solo si
no existe en todo el espacio de bu´squeda ninguna otra solucio´n
x cuyo vector multiobjetivo v = f (x) = (v1, v2, ..., vk) domina el
vector multiobjetivo u = f (x∗) = (u1, u2, ..., uk) del primero. La
solucio´n a un problema de bu´squeda y optimizacio´n multiobje-
tivo es el conjunto de las soluciones candidatas no dominadas,
denominado frente de Pareto.
En deﬁnitiva, en un algoritmo de bu´squeda y optimizacio´n
multiobjetivo, una solucio´n es mejor que otra si la primera do-
mina a la segunda. Dado que e´ste es el criterio para cuantiﬁcar
la aptitud (capacidad de supervivencia) de una solucio´n, se des-
cartan las peores soluciones encontradas. Al ﬁnal del proceso
de bu´squeda y optimizacio´n se obtiene un conjunto de solucio-
nes en el que teo´ricamente ninguna es mejor que el resto, siendo
responsabilidad del disen˜ador optar por la ma´s adecuada.
El me´todo de evaluacio´n basado en vectores multiobjetivo
permite an˜adir nuevos para´metros de bu´squeda y optimizacio´n
mediante la deﬁnicio´n de sus correspondientes objetivos y su
introduccio´n directa en el vector. Por lo tanto, este me´todo per-
mite integrar diferentes objetivos de bu´squeda y optimizacio´n y
su extensio´n de forma sencilla.
El algoritmo gene´tico propuesto la calidad de las soluciones
candidatas esta´ representada por un vector de tres objetivos mi-
nimizables, relacionados con la utilizacio´n de los recursos de
procesamiento de los computadores y la red, el cumplimiento
de plazos de los ﬂujos de extremo a extremo y el nu´mero de
computadores usados.
5.8.1. Objetivo de procesamiento
El objetivo de procesamiento OC evalu´a la utilizacio´n de
los recursos computacionales y de comunicaciones de cada dis-
positivo de procesamiento. Dado que para ser va´lida una solu-
cio´n tiene que cumplir la restriccio´n de no sobrepasar las uti-
lizaciones de procesamiento ma´ximas conﬁguradas, el objeti-
vo de procesamiento se considera un objetivo de restriccio´n.
No obstante, el objetivo de procesamiento puede ser optimiza-
do en te´rminos de minimizacio´n. La utilizacio´n de los recur-
sos computacionales (comunicaciones) de las tareas (mensajes)
desplegadas (transmitidos) en un computador (red) Ky es
UKy =
∑
∀τh in Ky
CKyτh
Tτh
donde τh es una tarea o mensaje y C
Ky
τh es su tiempo de ejecu-
cio´n o transmisio´n de peor caso en el computador o red Ky. El
objetivo de procesamiento se calcula con la Ecuacio´n (1).
OC =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
∑
∀Ky
UKy − UmaxKy
|K| ∀Ky : UKy ≤ U
max
Ky
∑
∀Ky
max
[
0,
UKy − UmaxKy
|K|
]
∃Ky : UKy > UmaxKy
(1)
Como puede observarse, OC es la holgura relativa media de la
utilizacio´n de procesamiento en los computadores y la red. Si
UKy > UmaxKy , se excede la utilizacio´n de procesamiento ma´xima
conﬁgurada del dispositivo de procesamiento Ky. Si existe al
menos un dispositivo de procesamiento cuya utilizacio´n ma´xi-
ma conﬁgurada es excedida, el objetivo de procesamiento es la
suma de la holgura relativa de las utilizaciones de procesamien-
to de solo las que se exceden. Si OC > 0, la solucio´n candidata
no cumple la restriccio´n de la utilizacio´n ma´xima de procesa-
miento, por lo que es una solucio´n candidata inva´lida.
Como se ha mencionado en la seccio´n 3, el para´metro UmaxKy
puede conﬁgurarse para cada computador y red. Cuanto me-
nor sea UmaxKy la bu´squeda de soluciones es ma´s difı´cil, pero los
recursos de procesamiento libres son mayores, y por tanto, la
extensibilidad del sistema resultante tambie´n sera´ mayor.
5.8.2. Objetivo de plazo
El objetivo de plazo OD evalu´a el cumplimiento de plazos
de los ﬂujos de extremo a extremo. Dado que para ser va´lida
una solucio´n tiene que cumplir los plazos de los ﬂujos de ex-
tremo a extremo, el objetivo de plazo se considera un objetivo
de restriccio´n. No obstante, el objetivo de plazo puede ser op-
timizado en te´rminos de minimizacio´n. El objetivo de plazo se
calcula con la Ecuacio´n (2).
OD =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∑
∀Γl
RΓl
DΓl
− URmaxΓl
|Γ| ∀Γl :
RΓl
DΓl
≤ URmaxΓl
∑
∀Γl
max
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣0,
RΓl
DΓl
− URmaxΓl
|Γ|
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ∃Γl :
RΓl
DΓl
> URmaxΓl
(2)
Como puede observarse, OD es la holgura relativa media de los
tiempos de respuesta de peor caso con respecto a sus plazos. Si
RΓl/DΓl > UR
max
Γl
, el plazo del ﬂujo de extremo a extremo Γl no
se cumple. Si existe al menos un plazo que no se cumple, el ob-
jetivo de plazo es la suma de la holgura relativa de los tiempos
de respuesta de peor caso de solo los que no cumplen plazos. Si
OD > 0, la solucio´n candidata no cumple la restriccio´n de pla-
zo, por lo que es una solucio´n candidata inva´lida. Cuanto menor
es el objetivo de plazo, mayor es el rendimiento del sistema.
Como se ha mencionado en la seccio´n 3, el para´metro URmax
Γl
se puede conﬁgurar para cada ﬂujo de extremo a extremo. Cuan-
to menor sea URmax
Γl
la bu´squeda de soluciones es ma´s difı´cil,
pero la holgura temporal de los ﬂujos de extremo a extremo es
mayor, y por tanto, la extensibilidad del sistema resultante tam-
bie´n sera´ mayor.
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5.8.3. Objetivo de computadores
El objetivo de computadores OP evalu´a el nu´mero de compu-
tadores usados para desplegar las tareas. Una solucio´n puede ser
va´lida independientemente del nu´mero de computadores usa-
dos. Sin embargo, a menor nu´mero de computadores utilizados,
mejor es la solucio´n. Por lo tanto, el objetivo de computado-
res es considerado un objetivo de optimizacio´n. El objetivo de
computadores se calcula con la Ecuacio´n (3).
OP =
∑
∀Px∈Pdis
w1 ·
⌈ |tPx|
|t|
⌉
+ w2 · |tPx||t|
|Pdis| (3)
La Ecuacio´n (3) incrementa el valor del objetivo con el nu´me-
ro de computadores prescindibles usados y con el nu´mero de
tareas en los computadores prescindibles usados. Como pue-
de verse, el numerador del cociente es la suma ponderada de
dos factores. El primer factor es 0 cuando no hay ninguna ta-
rea desplegada en el computador correspondiente, mientras que
de lo contrario es 1, incrementa´ndose el valor del objetivo. El
segundo factor incrementa el valor del objetivo con el nu´mero
de tareas. La suma de los pesos tiene que ser 1, siendo w1 =
0,8 y w2 = 0,2 unos valores adecuados. Si OP = 0, no se
utiliza ningu´n computador prescindible, por lo que el objetivo
de computadores alcanza su valor o´ptimo. Cuanto menor es el
nu´mero de computadores usados mejor es la me´trica de costo.
5.9. Objetivo total
El objetivo total OT es el vector multiobjetivo que combina
los tres objetivos parciales, como puede verse en la Ecuacio´n 4.
OT = (OC ,OD,OP) (4)
El proceso de bu´squeda trata de minimizar el objetivo total.
Una solucio´n candidata es va´lida si OC ≤ 0 y OD ≤ 0. Adema´s,
cuanto menores sean los objetivos parciales mejor es la solucio´n
candidata. El objetivo total OT se usa para calcular las relacio-
nes de dominancia entre las diferentes soluciones candidatas,
siendo la aptitud de una solucio´n inversamente proporcional al
nu´mero de soluciones que la dominan.
5.10. Algoritmo
El algoritmo esta´ basado en Non-Dominated Sort Genetic
Algorithm II (NSGA-II) (Deb et al., 2002) pero presenta algu-
nas diferencias que mejoran su rendimiento. Ası´, la ordenacio´n
secundaria basada en el parecido entre soluciones (crowding) se
sustituye por una ordenacio´n basada en el cumplimiento de los
objetivos de restriccio´n. Adema´s, se an˜ade una ordenacio´n ter-
ciaria basada en los objetivos de optimizacio´n. A continuacio´n
se muestra el ﬂujo del algoritmo propuesto:
1. Se crea una poblacio´n inicial de N soluciones candidatas.
2. Se calculan los objetivos de las soluciones candidatas.
3. Se calcula la no dominancia de las soluciones candida-
tas, que obtiene el nu´mero de soluciones candidatas que
dominan a cada solucio´n candidata.
4. Se calculan la no dominancia de restriccio´n y la no domi-
nancia de optimizacio´n de las soluciones candidatas. La
no dominancia de restriccio´n es la no dominancia calcu-
lada teniendo en cuenta so´lo los objetivos de restriccio´n,
que en este caso son el de procesamiento OC y el de pla-
zo OD. La no dominancia de optimizacio´n es la no domi-
nancia calculada teniendo en cuenta so´lo los objetivos de
optimizacio´n, que en este caso es el de computadores OP.
5. La poblacio´n se ordena en orden ascendente segu´n la no
dominancia. Dentro que cada nivel de no dominancia, las
soluciones se ordenan en orden ascendente de no domi-
nancia de restriccio´n, y dentro que cada nivel de no domi-
nancia de restriccio´n, las soluciones se ordenan en orden
ascendente de no dominancia de optimizacio´n. De esta
forma, en primer lugar se situ´an las soluciones domina-
das por 0 soluciones, despue´s las dominadas por 1 solu-
cio´n, y ası´ sucesivamente. Dentro de cada nivel de no do-
minancia, en primer lugar se situ´an las soluciones cuyos
objetivos de restriccio´n son dominados por 0 soluciones,
despue´s las soluciones cuyos objetivos de restriccio´n son
dominados por 1 solucio´n, y ası´ sucesivamente. Y dentro
de cada nivel de no dominancia de restriccio´n, en primer
lugar se situ´an las soluciones cuyos objetivos de optimi-
zacio´n son dominados por 0 soluciones, despue´s las so-
luciones cuyos objetivos de optimizacio´n son dominados
por 1 solucio´n, y ası´ sucesivamente.
6. Se asigna una aptitud a cada solucio´n candidata de forma
inversamente proporcional a la posicio´n en la ordenacio´n
efectuada en el paso 5. Ası´, la solucio´n candidata en la
primera posicio´n recibe la mayor aptitud, mientras que la
situada en la u´ltima posicio´n tiene la menor aptitud.
7. Se seleccionan pares de soluciones candidatas. A mayor
aptitud, mayor es la probabilidad de ser seleccionado.
Esos pares de soluciones candidatas se cruzan para crear
N nuevas soluciones candidatas que forman una nueva
poblacio´n, que es unida con la anterior poblacio´n.
8. Se ejecutan los pasos 2 y 3.
9. Se agrupan las soluciones candidatas en frentes no do-
minados: las soluciones candidatas dominadas por 0 so-
luciones se insertan en una primera lista, las soluciones
candidatas dominadas por 1 solucio´n se insertan en una
segunda lista, y ası´ sucesivamente.
10. A partir de la primera, se van cogiendo las listas hasta que
el nu´mero de soluciones candidatas es igual o mayor que
N. Las soluciones de las listas seleccionadas forman la
nueva poblacio´n y las listas no seleccionadas se eliminan.
11. Se ejecutan los pasos 4, 5 y 6.
12. Se cogen las primeras (mejores) N soluciones candidatas
de la nueva poblacio´n, y el resto son eliminadas.
13. Se replica la poblacio´n. A cada solucio´n candidata de la
poblacio´n replicada se le aplica mutacio´n de posicio´n, y
se calculan los objetivos de todas las soluciones candi-
datas mutadas. Cada solucio´n candidata mutada se com-
para con su correspondiente solucio´n candidata original
no mutada en te´rminos de no dominancia primero, no do-
minancia de restriccio´n despue´s, y no dominancia de op-
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timizacio´n ﬁnalmente. Se selecciona la mejor solucio´n
candidata de las dos y se inserta en la nueva poblacio´n.
14. Sobre esta nueva poblacio´n se ejecuta el mismo proceso
del paso 13, pero aplicando mutacio´n de valor en vez de
mutacio´n de posicio´n.
15. Este proceso se repite a partir del paso 2 hasta que se
cumple la condicio´n de parada.
6. Evaluacio´n
Esta seccio´n presenta una evaluacio´n comparativa del algo-
ritmo gene´tico permutacional y MILP. La principal razo´n para
optar por MILP es que se ha aplicado satisfactoriamente pa-
ra solucionar el problema del despliegue y la planiﬁcacio´n de
sistemas de tiempo real distribuidos similares a los basados en
el modelo descrito en la seccio´n 3. Por otra parte, MILP posee
caracterı´sticas teo´ricas muy interesantes, como la obtencio´n ga-
rantizada de soluciones o´ptimas y la determinacio´n de la distan-
cia entre una solucio´n cualquiera y la o´ptima. Adema´s, se basa
en la utilizacio´n de lenguajes formales para crear modelos ma-
tema´ticos del problema, que pueden ser solucionados mediante
diferentes algoritmos implementados en multitud de herramien-
tas como por ejemplo SCIP (Achterberg, 2009).
A diferencia de lo que ocurre en otras a´reas de investiga-
cio´n relacionadas con sistemas de tiempo real y en las que se
aplican me´todos de bu´squeda y optimizacio´n, como por ejem-
plo el disen˜o de systems-on-chip, en el campo de los sistemas
de tiempo real distribuidos no existen benchmarks reconocidos
con los que evaluar de forma normalizada las te´cnicas de disen˜o
propuestas. Por esta razo´n, la evaluacio´n de la mayorı´a de los
trabajos previos que han abordado este tema se basa en escena-
rios ad-hoc generados aleatoriamente. Sin embargo, los esce-
narios creados de forma aleatoria suelen presentar diferencias
notables con respecto a los sistemas de tiempo real distribuidos
implementados en aplicaciones reales. Por ello, consideramos
ma´s interesante realizar la evaluacio´n sobre un sistema indus-
trial real. Concretamente, tenemos acceso a la descripcio´n de
un sistema de tiempo real complejo de un automo´vil, pero por
razones de conﬁdencialidad no podemos ofrecer una descrip-
cio´n cualitativa detallada. No obstante, sı´ podemos presentar
una descripcio´n cuantitativa del mismo.
El Escenario1 (Esc1) tiene una arquitectura fı´sica compues-
ta por 32 computadores conectados a una red CAN con una
velocidad de transmisio´n de 500 kb/s. La arquitectura lo´gica
esta´ compuesta por 82 tareas con tiempos de ejecucio´n de peor
caso de 1 ms y 270 mensajes cuyas longitudes se situ´an entre
16 y 64 bits. Los periodos de las tareas y mensajes esta´n en-
tre 8 ms y 1500 ms, siendo 10 ms, 50 ms y 100 ms los periodos
ma´s comunes. Muchas tareas reciben ma´s de un mensaje, y mu-
chos mensajes se transmiten a ma´s de una tarea, por lo que el
grafo de tareas que se crea es complejo. En este grafo hay 10
ﬂujos de extremo a extremo compuestos por entre 7 y 11 tareas
y mensajes. Algunos ﬂujos de extremo a extremo empiezan y/o
terminan en las mismas tareas. Los plazos de estos ﬂujos os-
cilan entre 100 ms y 300 ms. Adema´s, cada tarea y mensaje
tambie´n es un ﬂujo de extremo a extremo con un plazo igual a
su periodo. Ası´, en total hay 10 + 82 + 270 = 362 ﬂujos. Las
tareas situadas al inicio y/o al ﬁnal de los ﬂujos de extremo a
extremo con ma´s de una tarea solo tienen un computador candi-
dato, mientras que el resto de tareas pueden ser desplegadas en
cualquier computador. Este sistema esta basado en un modelo
de activacio´n mixto time-triggered y event-triggered planiﬁca-
do por prioridades ﬁjas, y la te´cnica empleada para analizar su
planiﬁcabilidad es la presentada en (Di Natale et al., 2007).
El algoritmo gene´tico ha sido conﬁgurado con una pobla-
cio´n de 100 individuos. El me´todo de seleccio´n es el torneo de
dos individuos, consistente en optar por el mejor de dos indivi-
duos seleccionados aleatoriamente. El operador de cruzamien-
to es OX3 aplicado con una probabilidad de 1. Los operadores
de mutacio´n son GISM, ISM e GVM aplicados una vez sobre
el cromosoma con una probabilidad de 1. El algoritmo gene´ti-
co permutacional se ejecuta mu´ltiples veces durante 1500 se-
gundos y se obtienen valores promedio de los objetivos y del
nu´mero de computadores durante la evolucio´n de la bu´squeda y
la optimizacio´n. La evaluacio´n se ha llevado a cabo en un orde-
nador con procesador Intel i5 a 3.20 GHz, 16 GB de memoria
RAM y Windows 7 Professional de 64 bits.
La experimentacio´n ha revelado que el sistema Esc1 es de-
masiado grande y complejo como para utilizar SCIP. El nu´me-
ro inicial de variables y restricciones es 2763697 y 35738633
respectivamente, y durante el proceso de solucio´n el enorme ta-
man˜o del problema hace que SCIP llegue a requerir ma´s de 16
GB de memoria, lo que produce que el sistema operativo aborte
la ejecucio´n. Por el contrario, el algoritmo gene´tico permutacio-
nal presenta un comportamiento muy satisfactorio. Esta aﬁrma-
cio´n puede ser corroborada mediante la ﬁgura 7, que muestra
la evolucio´n con respecto al tiempo (eje X) de los valores de
los objetivos de las soluciones de Esc1 encontradas por el al-
goritmo gene´tico. Los valores de los objetivos corresponden al
eje Y de la izquierda, mientras que el nu´mero de computadores
esta´ reﬂejado en el eje Y de la derecha.
Como puede observarse en la ﬁgura 7, el objetivo de plazo
comienza en valores ma´ximos. Esto es debido a que en algu-
na o varias de las ejecuciones el objetivo de plazo tiene valores
ma´ximos a causa de la sobreutilizacio´n de los recursos de algu´n
computador y/o de la red. En este caso todas las mejores so-
luciones iniciales presentan sobreutilizacio´n de los recursos de
comunicacio´n de la red. En 280 segundos el objetivo de plazo
deja de tener el valor ma´ximo, lo que denota que en las solu-
ciones promedio obtenidas en ese instante ningu´n computador
ni la red sufren sobreutilizacio´n de recursos. Esto implica que
en todas las ejecuciones se cumple la restriccio´n del objetivo
de procesamiento. Entre los segundos 280 y 430, el objetivo de
plazo tiene valores positivos, por lo que la solucio´n promedio
no es planiﬁcable. A partir de 430 segundos, se cumplen las
restricciones de procesamiento y plazo (tienen valores no po-
sitivos), por lo que las soluciones promedio obtenidas son va´li-
das. Durante toda la evolucio´n, el objetivo de computadores y el
nu´mero de computadores muestran una tendencia descendente.
En el instante en que se obtiene la primera solucio´n va´lida (430
segundos), el nu´mero promedio de computadores esta´ en torno
a 16, pero en 1000 segundos esta cantidad se estabiliza en torno
a poco ma´s de 12 computadores.
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Figura 7: Evolucio´n de las soluciones del algoritmo gene´tico en Esc1.
Con el objetivo de obtener resultados de MILP, se ha deﬁ-
nido el Escenario 2 (Esc2), basado en un subconjunto de Esc1.
Esc2 esta´ compuesto por 15 computadores, 26 tareas, 25 men-
sajes y 10 ﬂujos de extremo a extremo, todos con las mismas
caracterı´sticas que los de Esc1.
Los problemas modelados como MILP se suelen someter a
un preprocesado denominado presolving que detecta conﬂictos
entre restricciones y elimina las variables y restricciones redun-
dantes o prescindibles. Antes del presolving, el problema del
despliegue y la planiﬁcacio´n de Esc2 tiene 36920 variables y
285216 restricciones, mientras que tras este proceso inicial que
ha tardado 120 segundos el problema queda con 9770 variables
y 84055 restricciones. La solucio´n o´ptima, que tiene 8 compu-
tadores, se ha obtenido tras 4239 segundos de ejecucio´n.
La evolucio´n de las soluciones encontradas por el algoritmo
gene´tico permutacional en Esc2 se muestran en la ﬁgura 8. Co-
mo puede observarse, el objetivo de procesamiento permanece
invariable con valores negativos, y por tanto va´lidos, durante
todo el proceso. El objetivo de plazo comienza con valores pro-
medio negativos cercanos al cero, lo que puede ser reﬂejo de
que en algunas ejecuciones el mejor valor inicial es planiﬁcable
mientras que en la mayorı´a de ellas no lo es. En cualquier caso,
la planiﬁcabilidad del sistema comienza a mejorar en seguida,
tal y como muestra la lı´nea descendente del objetivo de plazo.
Finalmente, el objetivo de computadores comienza en un valor
de 0,6 pero tarda tan solo 20 segundos en alcanzar un valor de
0, que es el o´ptimo. El nu´mero de computadores comienza en
15, pero alcanza el o´ptimo de 8 en 20 segundos, lo que supone
un tiempo 2 o´rdenes de magnitud menor que el de MILP.
7. Conclusiones y trabajo futuro
En este artı´culo se propone un algoritmo gene´tico multiob-
jetivo basado en una codiﬁcacio´n permutacional de las solucio-
nes para abordar los problemas NP-difı´ciles del despliegue y la
planiﬁcacio´n de sistemas de tiempo real distribuidos. El modelo
de sistema y algoritmo propuestos presentan un enfoque de es-
tos problemas ma´s detallado que los trabajos de la bibliografı´a
existente.
La evaluacio´n del algoritmo propuesto frente a MILP mues-
tra la inviabilidad de aplicar este u´ltimo me´todo para abordar el
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Figura 8: Evolucio´n de las soluciones del algoritmo gene´tico en Esc2.
disen˜o de sistemas complejos, mientras que el algoritmo gene´ti-
co permutacional obtiene soluciones satisfactorias en tiempos
razonables.
Como trabajo futuro planteamos integrar el disen˜o de la to-
pologı´a de red. Esto requerirı´a nuevos genes relacionados con
la topologı´a y la deﬁnicio´n de un nuevo objetivo que evalua-
ra la calidad de este para´metro. El formato de los genes tiene
suﬁciente genericidad como para permitir la deﬁnicio´n de los
genes relacionados con la topologı´a, y el me´todo de evaluacio´n
basado en vectores multiobjetivo permitirı´a agregar de forma
sencilla un nuevo objetivo relacionado con la topologı´a de red.
English Summary
Permutational genetic algorithm for the deployment and
scheduling of distributed real time systems
Abstract
The deployment and scheduling of tasks and messages in
distributed real-time systems are NP-hard problems, so there
are no optimal methods to solve them in polynomial time. Con-
sequently, these problems are suitable to be approached with
generic search and optimisation algorithms. In this paper we
propose a multi-objective genetic algorithm based on a permu-
tational solution encoding for the deployment and scheduling
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of distributed real-time systems. Besides deploying and schedu-
ling tasks and messages, the algorithm can minimize the num-
ber of the used computers, the utilization of computing and net-
working resources and the average worst-case response times of
the applications. The experiments show that this genetic algo-
rithm can successfully synthesize complex distributed real-time
systems in reasonable times.
Keywords: Real-time systems, Scheduling algorithms, Genetic
algorithms, Multiobjective optimisations.
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