We analyse the main determinants for job separation with transition to unemployment using individual administrative data from Germany. While the sample size is large and the information in target variables is often highly accurate, non-target variables are subject to considerable measurement error due to a lack of relevance for the data generating process. We show that the high degree of misclassification can even persist after comprehensive logical editing and imputation rules were applied. We find that the measurement error has a sizable effect on our estimation results. Long tenure rather than a higher educational qualification appears to be the key ingredient for a safe job in Germany.
Introduction
We use administrative individual data from Germany to analyze the determinants for job separations with subsequent transition to unemployment. Our analysis aims at contributing to several important questions such as: How do education decisions affect job stability? Are immigrant workers more likely to lose their jobs?
What are the most important factors which let the individual transition probability from employment to unemployment shrink or even vanish? Knowledge of these main determinants also contributes to explaining the low labour market dynamics in Germany which has one of the lowest transition rates from employment to unemployment among the OECD countries.
Previous research for Germany and other countries (e.g. Gangl (2003) and Frederiksen (2008) ) suggests that attributes associated with individual skills, such as the educational qualification, the wage level, and the labour market experience, have a considerable negative statistical association with the probability of losing a job.
Based on monthly household panel survey data from Germany, Gangl (2003) finds evidence for the conditional transition rate to unemployment to more than halve if an individual has Abitur (diploma from German secondary school qualifying for 2 university admission) or a higher educational qualification rather than not having a completed degree or vocational training. The effect of education is found to be much bigger than the effect of past individual labour market experiences, while a very low wage is associated with a considerably higher risk of unemployment given everything else equal. He finds a higher risk of unemployment (although insignificant) for individuals with an immigration background. As the German household panel survey data are characterised by considerable recall error regarding the labour market experiences of individuals (Jürges, 2007) , we perform a similar analysis with administrative data.
Administrative individual data are gradually becoming a prime resource for policy evaluation and empirical labour market research in many countries. This is because the available data sets are large and contain precise information on target variables such as wages, employment periods and the duration and level of employment subsidies and social security transfers. Therefore, it is very attractive for empirical labour market research on the returns to education, wage inequality and the evaluation of labour market programmes, among other things. However, while the administrative data on target variables are generally precise, non-target variables can be subject to considerable measurement errors. In general, administrative data are generated and collected using manifold methods. These include interviews, self-reports and reports from the employer. In some cases, individuals have to present certificates; in others, their reply is entered without any plausibility check. If information is collected solely for statistical purposes, its quality is likely to be lower, since error-checking is labour intensive, and therefore expensive. At worst, this can result in apparent data inconsistencies such as implausible changes in the educational qualification or nationality of an individual over time. For example in Germany, employers report educational qualifications, nationality and job classifications, among other variables, to the public pension insurer for statistical reasons only, yet these variables are irrelevant for the pension entitlements of their employees. Apart from detecting inconsistent information about an individual over time, it is also possible to reveal data inconsistencies if the same variable is available in different administrative sources. While it may only be collected for statistical 3 reasons in one register, it may be highly relevant information in another source. By validating the lower quality information it is possible to determine the degree of misclassification and the size of the measurement error. Even though there is extensive literature on data quality problems in survey data, only few contributions analyze the quality of administrative data. Several studies compare survey and administrative data to determine misclassification. However, these studies often assume that the administrative data are correct and use them as validation information for the survey data. For example, see Benitez-Silva et al. (2004) for self reported disability status. Kapteyn and Ypma (2007) compare information on earnings in US administrative and survey data. By focusing on wage data, they can assume that the administrative information is generally reliable. Johansson and Skedinger (2009) doubt that the disability information in administrative data is always reliable and find evidence that disability status is misreported in Swedish administrative data.
There is a broad literature on different general methodologies to deal with data problems. While statistical research has often focused on classical measurement error (for a summary see, for example, Cameron and Trivedi, 2005, chapter 26) and regression techniques with incomplete data (Schafer, 1997) , here we face an error structure that violates the statistical regularity conditions for classical measurement error. Since we have ordered and non-ordered discrete or binary variables rather than continuous variables, there are natural restrictions on the sign of the measurement error that make it non-classical. While multiple imputation methods (see for example Little and Rubin (1987), Schafer (1997) ) primarily focus on the elimination of missing values, there are also methods for editing and imputing data (see for example Fellegi and Holt (1976) , Manzari (2004) ) which use logical rules or information in neighboring observations to eliminate inconsistencies and missing values. In context of German administrative data, both methods have been applied to different variables. Büttner and Rässler (2008) apply multiple imputation methods to impute missing values due to top coding in the wage variable of the German employment records. Fitzenberger et al. (2006) observe many inconsistencies and implausible changes in the educational qualification in the same data and suggest several editing and imputation corrections closely related to the logic-4 driven Fellegi-Holt methodology. Their approach is interesting because it eliminates many apparent inconsistencies. We will apply their rules to our data and we suggest a similar approach for the nationality variable. Moreover, by making use of our derived misclassification information for the education and citizenship, we apply a misclassification SIMEX (MC-SIMEX, Küchenhoff et al., 2006) for the estimation of a nonlinear regression model with misclassified discrete variables. Our program code for the data corrections and our MATLAB implementation of the MC-SIMEX will be made available to the user community of these data by the research data centre of the German Federal Employment Agency (IAB-FDZ, fdz.iab.de).
The paper is structured as follows. Section two reviews and introduces the editing rules for the education and citizenship information in German administrative employment records. Section three uses validation data from other administrative sources for a misclassification analysis. In section four, we present the estimation results of our application to unemployment risk. The last section summarizes and defines future research needs.
Data and Editing Rules
Since register data are comprised of highly sensitive information, they are often not easily accessible for independent researchers and the user group is therefore in most cases restricted to government contractors or national research institutes. The IAB-FDZ has facilitated access for a wider international user community by offering standardized data products as scientific use files, such as the IAB Employment Sample (IABS) and the Integrated Employment Biographies (IEBS). The IABS contains daily employment records (Beschäftigtenhistorie, BeH) for a 2% random sample of the German workforce subject to social security contributions for the period . In addition to the employment periods, the BeH contains information on the individual (such as gender, age, wage, educational qualification, nationality and job title) and the employing firm (such as the business sector and the location of the firm). These employment spells are linked with daily claim periods for unemployment compensation from the German Federal Employment Agency (Leistung-5 shistorie, LeH). For more information on the IABS, see Hamann et al. (2004) or Drews (2008) . The IEBS contains the same sources of information as the IABS in the period 1990-2004 but with less or higher aggregated information on the firm and individual level. As an advantage, for the years after 1999 it is linked to the job seekers register (Bewerberangebotsdatei, BewA) and the register of training measures (Massnahmeteilnehmer-Gesamtdatenbank, MTG). See Figure 1 for an illustration of the sources of the two scientific data sets. The IEBS is a 2.2% random sample of the joint population of the four administrative registers. For more information on the IEBS see Zimmermann et al. (2007) . While information on education and nationality in the BewA is actually used in the job search process of the unemployed it is collected for statistical reasons only in the BeH. Therefore, the IEBS contains an additional and more reliable source of information that will be used to assess the reliability of the information in the IABS. The IABS is more commonly used in empirical research because it has an easier data structure and covers a longer time period. Moreover, it contains more information related to employment, firms and the region. The IEBS is predominantly used for the evaluation of active labour market programmes. Our empirical analysis uses the IABS as it allows us to work with a richer set of variables. We apply editing and imputation rules for the educational qualification and the nationality in the employment records to eliminate data inconsistencies. We restrict 6 our analysis to the information in the BeH, as it is a main data source for the IABS and it is the only informative source for education and citizenship in the scientific use file version of the IABS. Since our variables of interest are non-target variables we expect them to contain a considerable amount of measurement error. The literature about editing and imputing discusses several approaches to deal with measurement errors. Manzari (2004) reviews methods for data editing and imputing and applies them to population census data. In her paper, she combines two methods: the Fellegi-Holt methodology (Fellegi and Holt (1976) ) and the nearest neighbour imputation methodology (Bankier et al. (1997) and Bankier (1999) ). While the first method is logic-driven by applying logical editing rules about one individual to detect inconsistencies, the latter is data-driven and uses information from other individuals (called 'donors') to correct the data. In the present analysis, we apply This method has been proven to perform well in cases of random errors while the nearest neighbor method is more appropriate for systematic errors (Manzari (2004) ).
Even though we find that there is a tendency to understate the educational level in the data, we assume that the errors in the education and the nation variable can be considered as being random and therefore not deterministic. Fitzenberger et al. (2006) suggest four imputation procedures for the education variable in the IABS. Based on the idea that an individual's educational level cannot decrease over the life cycle they develop rules to detect inconsistencies in the education variable over time. They introduce four different imputation procedures which differ in the requirements for the educational history to be used to overwrite the inconsistent information in subsequent spells. The authors claim that it is impossible to say which procedure is the best among the four but any of their imputations shall lead to improvements in data quality. We compare the imputed data based on their weakest and strictest rules with validation data (see Section 3). As results were similar but suggest that their imputation procedure 1 (IP1) leads to a bigger reduction in measurement error, we only report the results for IP1 in what follows.
IP1 tends to impute higher educational levels than the other three suggested rules. Table 1 German in the original data. Indeed, our data editing rule is relevant as it increases the number of "non German" spells by about 20%, from 1.78m to 2.13m spells. It will become apparent later that this has a crucial effect on our empirical results.
Misclassification Analysis
In this section, we analyse the measurement error in the education and nationality information and we assess the quality of the data correction rules. We determine misclassification with the help of the IEBS by comparing information in the BeH with information in the BewA. If the educational qualification or the nationality in the BeH do not match the information in the BewA, we define this as misclassification. We use for our analysis only spells starting in 1999 or later because BewA information is not systematically available in earlier years. Since information in the BewA is a target variable and is collected for non-statistical reasons, it is considered to be of higher quality than the information in the employment records. Some research on data quality confirms this view (Bender et al., 2005) . To confirm this assessment we repeat the editing and imputation analysis of the previous section for the BewA and indeed, we find a considerably lower share of inconsistent observations than in the BeH (6% versus 20% in case of education). Although this does not suggest that our validation data are free of error, there is strong evidence for them being far less erroneous. However, further systematic research is required to 9 check the validity of the validation data by, for example, using information from other linked administrate sources or survey data if they were available. Tables 2 to 7 contain the misclassification matrices for the variables of interest.
The main diagonal elements reflect the share of observations which match in the two variables. It is apparent from Tables 2 and 3 that both education variables (original and IP1) are highly misclassified as many diagonal elements are below 0.5. The tables also suggest that IP1 has reduced the amount of misclassification as diagonal elements tend to be higher.
For further analysis we group the education variable in four categories: "Missing", "No degree", "VT" (Vocational training or any kind of school degree) and "Higher Education" (technical college or university degree). This is done because Tables 2 and 3 suggest that VT, HS or HSVT are often coded as one of these other categories. The same is true for TD and UD. As the educational levels within these two groups of categories are similar anyway, we pool them to further improve the precision of the data. For this reason we obtain the grouped categories "VT" (VT, HS, HSVT) and "Higher education" (TD, UD). Indeed, the diagonal elements of the misclassification matrices for the education variable increase due to the grouping (see 10   Tables 4 and 5) .
For the nationality, Table 6 suggests that only in 72% of the cases the information on non German nationality matches with the BewA information, while it differs in about 27% of the cases. This provides evidence that the measurement error in the foreign citizenship information is greater than commonly believed. In contrast the immigration concept captures the non German information considerably better. Table 7 suggests that the immigration status in BeH and BewA coincides in more than 95% of the spells.
Although, we detect a large amount of misclassification in the data, it is important to note that our results may not hold for the entire German population. This is because we have only employees with recent unemployment experiences in our sample and therefore dropping all employees without unemployment experiences.
We check whether this affects our results by investigating in two directions: first, we check whether the more extensive validation sample, which is twice as large as the sample of overlapping spells, produces similar results. In the case of the nationality variable and the imputed education variable, deviations between the misclassification probabilities are very small and less than 1% points in all cases. In the case of the original education variable, the differences are also rather small, but for few values they reach 5% points. Although, our results are robust we cannot repeat this analysis for employees without any unemployment experience. Second, we check whether the descriptive statistics for the sample change if we use our validation samples instead of all BeH spells. We find that they are similar for most variables in the data. The few larger deviations are in accordance that our validation samples consisting only of employees who become unemployed once.
In order to evaluate the quality of our editing and imputation strategies, we follow the guidelines given by Chambers (2006) , who presents imputation performance measures for categorical variables used in the EUREDIT project. In particular, we use a measure for the degree of misclassification in the data by computing a weighted share of misclassified observations in the data, with zero being the optimal value (no misclassification). When we compute the measure for the original data we find that both rules improve the data quality. It decreases from 33% to 21% in the case of the to zero otherwise. Since the suggested immigration concept has a rather low misclassification probability (< 5%) we only present results for the imputed education variable IP1. Table 8 presents the estimated marginal effects on the probability of misclassification of the grouped and imputed education variable evaluated at the sample means of the other regressors. Although it is apparent that the event of misclassification is related to different variables, it is surprisingly difficult to find a systematic pattern of misclassification determinants that is valid for all models.
The predicted probability of misclassification of having no educational qualification is 61% which is similar to the average value (60.07%, Table 5 ). Being young or a non German decreases this probability by 31% and 12% respectively. While being employed in the construction sector or in trade increases this probability by 9%.
These figures suggest that there are certain subgroups in the data with considerably different degrees of misclassification. The predicted probability of misclassification of the grouped category VT is 12%. Being employed in East Germany decreases this probability by 9%, while being young increases this probability by 17%. The predicted probability of misclassification of the grouped category higher education is 29%. Being employed in East Germany decreases this probability by 17%, while being young or being employed in mining increases this probability by 54% and 44%, respectively. These figures provide evidence that the probability of misclassification in the education variable strongly varies across population segments and it can exceed levels of 80% and more. In these cases it will be almost impossible to obtain reliable results with these data. We also include the actual length of the BeH spell as a covariate to analyze whether information in shorter spells is more likely to be erroneous than in longer spells, since firms may already anticipate the short duration and devote less care in completing the records. This hypothesis is partly supported by the data. While such a pattern is not present for the nationality, there is some evidence for it in the case of the education variable but only for the "No Degree" category where longer spells have a lower misclassification probability than shorter spells. When comparing the average length of BeH spells in our two validation samples, we observe that it is very similar and about 168 days, while it is on average 237 days for all BeH spells in the same period. This suggests that the average misclassification probability in the case of no degree may be considerably lower for an average BeH spell than reported in our tables. Since this deviation is driven by individuals with long employment and no unemployment periods, we have no validation data at hand to investigate this issue further.
Without reporting the results, we also find a positive correlation between misclassification of the education and the nationality variable. This suggests that the reliability of information is likely to vary across reporting firms or individuals. A more detailed analysis would require, however, the availability of a firm identifier. we consider the estimated model coefficients as statistical relationships between the covariates and the probability of making a transition to unemployment given everything else equal in the model. We do not apply fixed effect estimators to allow for some correlation between the time constant part of the error and the covariates as our key variables (education and nationality) do not vary over time in most cases.
The application of differencing techniques such as the logit fixed effects estimator 18 does not yield meaningful results in this case. We compute heteroscedasticity robust standard errors for clustered data (Williams, 2000) .
In addition to the estimated Logit coefficients, we report the relative marginal effect (RME). To compute the RME of a variable j we first calculate the marginal effect on the transition probability in response to a change in variable j at the mean of all other independent variables. This marginal effect is then divided by the predicted transition probability of the reference individual to obtain the RME.
RME= 0 therefore corresponds to having no effect at all while RME= 1 suggests that the change in variable j is estimated to double the unemployment risk. We report the RME rather than the marginal effect as the level of the latter depends on the longitudinal unit of the data, while the RME is invariant (for more details see Dlugosz et al., 2009 ). We perform a sensitivity type analysis by estimating the same model with original and corrected variables to identify the effect of the data corrections on the estimated model coefficients:
• A: original data
• B: corrected education, immigration background. Table 9 presents the estimated coefficients for the key variables together with their RMEs. By comparing the estimates for the uncorrected variables and the edited variables, we observe large changes. We find evidence that the magnitude of the education effect drops by about a half if we use the imputed education information rather than the original education. According to the results based on the original education data, having no degree increases the probability of losing a job and becoming unemployed compared to the same individual with vocational training by almost one fifth. This number halves to 9% if we use the imputed education variable instead. Higher education decreases the probability of entering unemployment, but the RME of higher education is only -11% for the imputed education variable compared to -20% for the original variable. This is again a drop by one half. For the nationality, the results suggest that non-German individuals have a 3% lower probability of losing their job compared to Germans. The effect changes its sign to 5% if we use the immigration background concept. Missing information on na- Note: fully robust standard errors (heteroscedasticity, serial correlation). * * * , * * , * : marginal effect significant at the 1, 5 and 10% level, respectively tionality shows the strongest relative effect and increases the unemployment risk by about 19% in both models. As this information is missing for all individuals with at least one employment record in east Germany, it suggests that unemployment risk in East-Germany is considerably higher than in West-Germany.
It is likely that estimated coefficients for the corrected education variable are still biased due the presence of considerable non-classical measurement error. For this reason, we have also estimated a misclassification Logit regression by applying the MC-SIMEX method (Küchenhoff et al., 2006) . The results are indicative for the estimated coefficients being biased due to the remaining misclassification but due to the large sample size we were not able to obtain inference statistics. See Appendix 2A for a brief outline of this method and a presentation of first results.
The RMEs of the remaining variables based on the Logit estimator are given in Table 10 . These results do not differ substantially between the two models, therefore, we only present the RME's for Model B. We do not find important gender differences in unemployment risk. Age shows a strong effect, older individuals aged 20 between 25 and 50. This could be due to age discrimination or due to the fact that older workers often use unemployment benefits as a convenient exit route out of regular employment to old age pensions. Among the individual background variables, past unemployment has the strongest effect. If an individual has been unemployed before, his risk of reentering unemployment increases by 136%, more than doubling.
According to the descriptive statistics in Table 11 in the Appendix, our sample consists of 37.97% observations of individuals who have been unemployed before.
This illustrates the prominent role of past unemployment as the main predictor of entering unemployment. Jobs with low income (defined by having a wage in the bottom quantile of the population distribution of daily wages in west or east Germany, respectively) are also rather unsafe as such individuals face a 83% higher risk of unemployment. Interestingly, the sample correlation between past unemployment and low wage is rather low, although positive. Part time workers, who are mainly female, have a much lower probability of making a transition into unemployment.
In our sample, many observations with a part time job are associated with a low wage. This suggest that the high unemployment risk of low wage jobs only applies to male full time workers with a low daily wage. This is likely related to a high wage replacement rate in case of unemployment for this group.
To disentangle the effects of labor market experience and tenure, we construct an experience variable which is total labour market experience net of tenure in the present job, which gives us additional experience. Comparing the results for tenure and experience shows that both have a positive effect on job security, both increasing with the number of years. However, the effect of tenure is much larger. Individuals with more than four years of tenure have an unemployment risk that is 79-88% lower than individuals with no tenure, which corresponds to a predicted probability of almost zero. An equivalent amount of additional experience only lowers the risk by 15-37%. In our sample, almost 50% of the observations are generated by individuals with four or more years of tenure. This large share of individuals with extremely low unemployment risk explains why the overall mean predicted monthly probability is just 0.31%. This is in line with the results of Elsby et al. (2009) who show that Log. likelihood -706,558.37 1 additional experience= total experience -tenure * * * , * * , * : corresponding marginal effects significant at the 1, 5 and 10% level, respectively
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Germany is among the OECD countries with the lowest unemployment inflow rate.
As our evidence has a descriptive nature, we cannot distinguish between two possible explanations: first, the strong effect of long tenure may be due to long tenured jobs having a very high level of employment protection in Germany; second, long tenure is a proxy for the high ability of a worker or for firm specific human capital.
We find strong seasonal unemployment patterns, with far fewer separations in April and May and far more in December and January. The spike in the winter separations is, to some extent, due to firms' planned capacity reductions during the winter period, seasonal employment and many work contracts end et at the end of the calendar year. When comparing business sectors, we find evidence that between 1999-2002, the safest jobs were in manufacturing and in public administration, while the construction and finishing works are characterised by a considerably higher separation rate.
When we compare all these effects, it becomes evident that the effect of education on unemployment risk is rather small compared to other individual factors, especially if we use the imputed data. The main indicator for a safe job is long tenure rather than high education. This is in contrast to previous evidence based on survey data (Gangl, 2003) and for other labour markets with higher dynamics such as Denmark, where the educational qualification appears to be far much more important (Frederiksen, 2008) . We do not find evidence for discrimination of females and only weak discrimination evidence for individuals with immigration background.
Summary and Remarks
We analyze the determinants for job separation with transition to unemployment using German register data, taking into account that non-target variables in the data contain a considerable amount of measurement error. We adapt existing editing and imputation methodologies for the education variable and suggest an additional editing rule for the nationality variable. We use information from an accompanying administrative register to compute misclassification probabilities for the education and the nationality variables and to show that the editing and imputation rules 23 indeed reduce the amount of measurement error. We provide evidence that the degree of misclassification strongly varies across data segments. Depending on the target group of the analysis, the data may be too erroneous for obtaining even only roughly reliable empirical results.
We perform a sensitivity type analysis to determine whether estimated coefficients change after the imputation, confirming that the correction rules have a strong effect on empirical results. In particular, we observe that the effect of education halves in magnitude when using the imputed data instead of the original data.
The effect of not being German changes its sign. Our results therefore suggest that standard results for classical measurement error do not hold for nonlinear models with non-classical measurement error, because there would be no change in the sign of the estimated coefficients and their magnitude would increase after editing and imputing the data. Our findings demonstrate that measurement error in register data can lead to misleading conclusions about the effect of education or foreign nationality on individual labour market outcomes even if the data are large and partly precise.
While individual labour market outcomes are strongly associated with individual skills, our application suggests that it is mainly the length of tenure that eliminates the unemployment risk in Germany. Although a higher educational qualification is related to a safer job, its role seems to be far less important than commonly thought and suggested by previous evidence based on household survey data. By international standards, Germany has a low transition rate from employment to unemployment. Our results suggest that this is mainly due to a large share of the working population with very long tenure. These employees often stay decades with the same employer. Whether this is due to a better employer-employee fit than in other countries, more corporate responsibility of firms in Germany or just a result of the strong dismissal protection cannot be answered by this analysis. the schooling level (schbild ) as well as the professional level (bild ). In order to compare the imputed values based on the LeH-and the BeH-spells with the information given in the BewA, we first have to recode the two variables of the latter to a corresponding single variable. For this purpose, we chose two rules: first, the "strict version" requires valid information in both sources, and second, the "weak version" relies more on the information in the bild-variable, and accepts missings in the schbild-variable. We think that the latter version is also justifiable, because the employer is not so much interested in the schooling level, but more in the highest completed degree, which is either a vocational training or an university or technical college degree. Since there is no big difference between the two variables (only in about 0.05% of the spells), we only use the "weak version" for the following analysis. 30 A2: The MC-SIMEX The MC-SIMEX (Küchenhoff et al. (2006) ) can be applied to (non)-linear regression models in presence of measurement error in discrete variables. It is a modification of the SIMEX algorithm for additive measurement error (Cook and Stefanski (1994) ). The following informal presentation of the MC-SIMEX uses the imputed education variable in Model B for a better illustration of the method. Table 13 contains the misclassification matrix for IP1 in our application
and Figure 2 contains a graphical illustration of the estimation procedure. The algorithm works in two steps: in the first step it simulates new data for the erroneous variables by increasing the size of the measurement error in the data. If we 31 consider the observed variable as having one "degree" of misclassification (λ = 1), the simulated data has a higher degree of misclassification. The simulation is done for several degrees of misclassification, i.e. for λ = 1.5, 2, 2.5, 3. The model is then re-estimated by using the more erroneous variable at each step (i.e. for each λ), while all other variables are unchanged. Then, new data for the erroneous variable is generated by further increasing the degree of misclassification and the model is again re-estimated, and so on. These simulation and estimation steps are repeated 200 times for each degree of misclassification, i.e. for each λ-step. Then, the mean of all the estimated coefficients is kept for each degree of misclassification (mean β(λ), denoted by "X").
In the second step, the estimator in the case of no measurement error is obtained by an extrapolation from the simulation results in presence of misclassification.
Sticking to the notation that the observed misclassified variable contains one degree of misclassification, the case of no misclassification can be seen as a zero degree of misclassification, i.e. λ = 0. Accordingly, we fit an OLS curve through the mean of the coefficient estimates of each simulation step (i.e. through mean β(λ)). The estimated value of the coefficient in absence of misclassification is obtained by an extrapolation of the fitted curve to the value of zero misclassification. There are several functional forms thinkable for the extrapolation function. Küchenhoff et al. (2006) suggest to use the linear and the quadratic extrapolation function, which are both presented in Figure 2 . Based on first inspection, the quadratic extrapolant seems to have the best fit in all cases and is therefore chosen. In the case of the imputed education, the ordinary logit estimate for "no degree" is about 0.1 and -0.15 for "higher education". The coefficients obtained by using the quadratic extrapolant are then 0.26 and -0.35, respectively.
Since the MC-SIMEX is very computer intensive, we were not able to obtain results for the whole sample but we used a 30% random sample instead. Even for this smaller sample with about 6m observations, standard errors are not available. Therefore, our results are only indicative for further considerable changes in the estimated coefficients.
