Abstract-The decision-making process of many binary classification systems is based on the likelihood ratio (LR) scores of test patterns. This paper shows that LR scores can be expressed in terms of the similarity between the supervectors (SVs) formed by stacking the mean vectors of Gaussian mixture models corresponding to the test patterns, the target model, and the background model. By interpreting the support vector machine (SVM) kernels as a specific similarity (or discriminant) function between SVs, this paper shows that LR scoring is a special case of SVM scoring and that most sequence kernels can be obtained by assuming a specific form for the similarity function of SVs. This paper further shows that this assumption can be relaxed to derive a new general kernel. The kernel function is general in that it is a linear combination of any kernels belonging to the reproducing kernel Hilbert space. The combination weights are obtained by optimizing the ability of a discriminant function to separate the positive and negative classes using either regression analysis or SVM training. The idea was applied to both high-and low-level speaker verification. In both cases, results show that the proposed kernels achieve better performance than several state-of-the-art sequence kernels. Further performance enhancement was also observed when the high-level scores were combined with acoustic scores.
I. INTRODUCTION

S
PEAKER verification is a binary classification problem in which a person's identity is verified based on his/her voice. Current implementations of speaker verification typically use Gaussian mixture models (GMMs) [1] to represent the lowlevel acoustic characteristics of speakers via extracting the frame-based mel-frequency cepstral coefficients (MFCCs) [2] from their speech. One drawback of using low-level features is that they are sensitive to background noise and channel effects. Over the years, various approaches to overcoming this drawback have been proposed. These approaches can be divided into feature transformation [3] , [4] , model transformation [5] , score normalization [6] , model-based projection [7] , [8] , factor analysis [9] , and long-term high-level features modeling [10] , [11] , [12] , [13] . [14] .
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Digital Object Identifier 10.1109/TNN. 2010.2090893 In most of these speaker verification systems (e.g., acousticbased GMM-universal background model (UBM) [1] and articulatory feature-based n-gram [13] ), scoring is done by computing the log-likelihood ratio (LR) given the speech signal of a claimant. More specifically, each frame of speech is scored independently against a speaker-dependent generative model and a UBM, and the resulting frame-based LR scores are accumulated to produce an utterance-based score for decision making. A drawback of this approach is that the target-speaker model and the UBM are trained separately to maximize the likelihood of the speaker-class data and impostor-class data. To mitigate this drawback, a number of sequence kernels-such as the generalized linear discriminant sequence (GLDS) kernel [15] , n-gram kernel [16] , linearized LR kernel [17] , GMM-supervector (GSV) kernel [18] , and Fisher kernel [19] -have been proposed for speaker verification. All of these kernels can convert variable length sequences into fixed-dimension vectors for classification (or scoring) by support vector machines (SVMs) [20] . They are derived from similarity metrics between two sequences by assuming a specific form for the similarity (or discriminant) functions. A key advantage of these kernel-based approach is that the discriminative information of the speaker-and impostor-class data can be harnessed via the speaker-dependent SVMs.
In this paper, we first argue that LR scoring is a special case of SVM scoring. We use this relationship to explain why SVM-based speaker verification systems usually perform better than conventional GMM-UBM systems. Then, we further generalize the SVM scoring by relaxing the form of the similarity function used by the SVMs. More specifically, instead of assuming a fixed form for the discriminant or scoring functions, we use a linear combination of kernel functions in the reproducing kernel Hilbert space as the discriminant function. We show that the optimal combination weights of the discriminant function can be obtained by solving a functional optimization problem using regression analysis, leading to a kernel that is a general form of the GLDS, GSV, linearized LR, or n-gram kernel. We further demonstrate that the combination weights can also be optimized by the SVM training algorithm. Then, using the idea of empirical kernel map [21] , [22] , [23] , the optimized discriminant function can satisfy the Mercer's condition [24] and be used as a kernel for SVM scoring.
The main contribution of this paper is as follows. Unlike the conventional GMM-SVM approach where only the Lagrange multipliers of the scoring SVM are optimized, our method also optimizes the combination weights that constitute the kernel. This idea of double optimization is applied to both low-and high-level speaker verification. For the former, the discriminant function is a linear combination of the GSV kernels. For the latter, the discriminant function is a linear combination of linearized LR kernels [17] . In both cases, the combination weights are determined by either regression analysis or soft-margin maximization. Evaluations show that the proposed kernel scoring approach is superior to conventional SVM scoring and LR scoring. In particular, the double optimization procedure can effectively explore the discriminative information among speakers, resulting in more discriminative SVMs than those based on single optimization. It was also found that the kernel-based SVM scoring and LR scoring are complementary to each other, leading to better performance when they are combined. Further performance enhancement was also observed when the high-level featurebased scores were combined with acoustic scores.
Notational Convention. 
II. SV-BASED FRAMEWORK FOR SPEAKER VERIFICATION
A. SV-Based LR Scoring
In speaker verification, speech utterances are typically represented by variable-length observations O = {o 1 , . . . , o T }. Given the observations O c of claimant c, many speaker verification systems compute the utterance-based score S LR (O c , s) of claimant c for target speaker s by accumulating the framebased LR scores. More specifically, each frame of speech is scored independently against a speaker-dependent generative model p s (x) and a UBM p b (x), and the resulting framebased LR scores are accumulated to produce an utterancebased score for decision making
It can be shown that for both discrete (e.g., n-gram models) and continuous (e.g., GMMs) cases, the LR scores can be expressed via the similarity between the SVs obtained from the models of target speaker s, background speakers, and the test utterance of claimant c 1
where − → A is a SV formed by stacking the parameters of the corresponding generative model, f (·, ·) is a similarity function, and d s is a bias. The definition of − → A , f and d s for different models are summarized in Table I . See the Appendix 1 For continuous models, (2) holds under the conditions that the number of training vectors is significantly larger than the relevance factor in maximum a posteriori (MAP) adaptation and that only one iteration of MAP adaptation is performed (see Appendix for details). Table I . Trained Models for a derivation of (2) for continuous generative models and refer to [17] for discrete models. Fig. 1 illustrates the SV-based implementation of LR scoring. Obviously, the SVs derived from continuous generative models are different from those derived from discrete models. Specifically, for GMM-UBM, given a test utterance from claimant c, a GMM is created by adapting the UBM using MAP adaptation [1] , a SV − → A c is then constructed by stacking the mean vectors of the GMM. The SV − → A s for speaker s is constructed in a similar manner. The SV − → A b is constructed by stacking the mean vectors of the UBM. For n-gram models, the SVs are constructed by stacking the probabilities of different n-gram combinations.
LR Scoring
Note that, because the LR function comes from a Bayesian framework, (2) is only valid for probability-based (generative) models. 1) Replacing the fixed multiplication factors '+1' and '−1' by weights that are optimally determined by SVM training. 2) Replacing the function f that measures the similarity between input SVs by a suitable kernel, e.g., the GSV kernel [18] or GLDS kernel [15] . 
B. SV-Based SVM Scoring
n-gram Model [13] , [25] 
3) Adding extra processing nodes that evaluate the difference between the claimant's speech ( − → A c ) and each of the background speakers − → A b i to obtain more discriminative information. The LR scoring in Fig. 1 contains two processing nodes.
These improvements lead to the SVM scoring shown in Fig. 2 . The SVM output in Fig. 2 can be considered as a scoring function
where K (·, ·) could be any sequence kernels that satisfy the Mercer condition, α 0,s is the Lagrange multiplier corresponding to the target speaker, α i,s (i = 1, . . . , M) are Lagrange multipliers (some of which may be zero) corresponding to the background speakers, and d s is a bias term. Comparing (2) and (3) and comparing Figs. 1 and 2 suggest that kernel-based SVM scoring is more general and is potentially better than LR scoring in two aspects. First, the SVM optimally selects the most appropriate background speakers through the nonzero α i,s . Second, instead of using a single background model that contains the average characteristics of all background speakers, a specific set of background speakers is used for each target speaker for scoring. This is to some extent analogous to cohort scoring [26] . However, the cohort set is now discriminatively and optimally determined by SVM training, and the contribution of the selected background models is also optimally weighted through the Lagrange multipliers α i,s . Table I , some approximations will need 
III. SIMILARITY METRICS
to be made. The following subsections describe four commonly used kernels derived from a specific similarity metric or function. Table II summarizes the properties of these kernels.
A. Euclidean Kernel
The simplest type of Mercer kernel is a linear kernel
Note that this kernel can be obtained from the Euclidean distance between vectors in the feature space [27] . Therefore, we refer to it as Euclidean kernel.
B. Divergence Kernel
One commonly used distance metric for probability distributions is the Kullback-Leibler (KL) divergence. Here, we highlight two types of divergence kernels: GSV kernel and linearized LR kernel.
1) GSV Kernel: Campbell et al. [8] use the log-sum inequality to approximate the KL divergence between two GMMs with the same mixture weights λ b,i and covariance matrices b,i but with different mean vectors (μ c,i and μ s,i ). The approximation leads to the GSV kernel
where
2) Linearized LR Kernel: Kernels for discrete models such as n-grams [16] , [17] can be derived from the similarity measure between the claimant (test) model − → A c and the targetspeaker model − → A s using the KL divergence
where the notation log( − → X )/( − → Y ) means elementwise division followed by logarithm. Using the technique in [17] to approximate the KL divergence, the linearlized LR kernel can be obtained as follows:
C. GLDS Kernel
A kernel can be obtained by finding a linear disclaimant function
A c that optimally divides the training data into target-speaker class and impostor class. This leads to the GLDS kernel [15] 
IV. OPTIMIZATION OF KERNELS A common characteristic of the kernels in Section III, is that they are all derived under the assumption that the discriminant function or similarity metric has a specific form. For example, the GSV kernel is derived from KL divergence, the linearized LR kernel is derived from discriminant function
. This constraint can be relaxed by using a general discriminant function f s ( − → A ). This section derives two new kernels, namely regression-optimized kernel and maximum-margin empirical kernel, based on two different approaches to optimizing a general discriminant function.
A. Regression Optimized Kernel 1) Formulation:
Instead of assuming a specific form for the discriminant function as in the GLDS kernel, our derivation begins with a general discriminant function f (
Our goal is to derive a kernel from the "best" dis-
. 2 This can be achieved by solvinĝ
2 Setting the ideal outputs as y s = +1 and y b k = 0 (instead of −1) will greatly simplify subsequence derivation.
where M is the number of background speakers, λ > 0 is a regularizing parameter, L(·, ·) is a loss function, and γ i is to alleviate the imbalance between the two classes of data. According to [28] , the optimal solution of (10) can be written aŝ
where w s,i are speaker-dependent weights and k(·,
When L(·, ·) is a squared loss function, the optimization problem amounts to finding the combination weights w s,i for which regression analysis using the least squares method is a natural solution. Equation (11) 
Regression analysis is then performed in this space.
Equations (11) and (12) suggest that
. Therefore, the optimization problem in (10) can be formulated as
Setting the derivative of the objective function in (15) to zero, we obtain the optimal value of w s
where we have used the symmetric property of K s .
Using (16) and (17), we can express the optimal discriminant function (11) aŝ
Because γ + is a constant, it can be discarded without affecting the discriminative ability off s ( − → A ). Note that the matrix K s and the vector k( 3 Consider that these matrices and vectors are dominated by non-target speaker data, to make f s ( − → A c ) symmetric and to reduce computation time and storage space, we perform the following approximations:
and
where the universal background SV − → A b is used to approximate − → A s . These approximations are valid because, when the number of background speakers M is sufficiently large, small variation in one component of the
will not cause it to deviate from its true position significantly. Moreover, as
With the above approximations, the regression-optimized kernel is written as
where K and are defined in (18) and (16).
can be considered as a normalization matrix computed from the background speakers. Note that
For low-level systems, one possibility is to use the GSV kernel, for high-level systems, the linearized LR kernel can be used.
2) Double-Optimization Procedure: The above derivation suggests that constructing a regression-kernel-based SVM for target speaker s involves a two-step optimization process.
Step 1) Find the weights w s,i in (11) that optimize the objective function in (10) , which leads to the normalization matrix K K + λK in (19) .
Fig . 3 . Scoring process of the regression-optimized kernel. α i,s and w s,i (in red) are optimized by a double-optimization procedure described in Section IV-A.2.
Step 2) Optimize the Lagrange multipliers in (3) via SVM training using (19) as the kernel, with − → A c replaced by − → A s for speaker-class data and by
During verification, given a test utterance, a SV − → A c is derived and is applied to (3) to compute the verification score, using (19) as the kernel. Fig. 3 illustrates the scoring process and the structure of the regression-optimized kernel. (10) is the Vapnik's -insensitive loss function [20] L(x, y) = 0, if |x − y| < |x − y| − , otherwise then it can be shown [28] that the minimization in (10) is equivalent to the SVM training algorithm. Therefore, we can generalize (11) to
B. Maximum-Margin Empirical Kernel 1) Formulation: If the loss function L(x, y) in
is a set of support vector indexes from the negative class, v s,0 is the Lagrange multiplier corresponding to the (solely) positive support vector, 4 and v s,i are the Lagrange multipliers corresponding to the negative support vectors. Therefore, the optimal weights (Lagrange multipliers and bias) in (20) can be found by maximizing the margin of an SVM that separates the target speaker s from background speakers b k . We cannot, however, use (20) as a kernel, because it may not satisfy the Mercer's condition. One possible solution is to use empirical kernel map [21] - [23] as follows.
Assume that we have M background speakers. We first train a UBM using these M speakers, which results in a SV denoted − → A b . For the i th background speaker, an SVM is trained to distinguish his/her voice from that of the other M − 1 background speakers and the UBM. Similarly, an SVM is trained to distinguish the UBM from all of the M 
This
The kernel of the scoring SVM is given by
where 
3) Advantages:
The maximum-margin empirical kernel has two advantages over the regression-optimized kernel. a) Ease of Training. Apart from the penalty factor in SVM training, no parameters need to be tuned. The training of the regression-optimized kernel, on the other hand, requires tuning the parameters and λ in (19) . b) Avoidance of the Inference of Outliers. In the regressionoptimized kernel, SVs that are mapped to points far away from the decision plane defined by {v s,i } in the (M + 1)-dim space will have significant influence on the position and orientation of the plane, which may not be desirable. On the other hand, the SVM training algorithm will pick the SVs that are mapped to points close to the decision plane as support vectors, thereby allowing these important vectors to have a higher influence on the decision plane.
V. RELATIONSHIP BETWEEN DIFFERENT KERNELS
A. Regression-Optimized Kernels Versus Other Kernels
The regression-optimized kernel can be considered as a general form of the Euclidean, GSV, linearized LR and GLDS kernels. Starting from (19) , if = 0 and λ = 1, then the (i, j )th element of the regression-optimized kernel matrix K Reg becomes
. Then we have
where K s is defined in (14) . Therefore, using (22) , the regression-optimized kernel matrix for target speaker s is
Consider the elements of K s . If we choose
then the regression-optimized kernel matrix K s Reg becomes the GSV kernel matrix K s GSV . The above derivation can be generalized to other kernels. Therefore, by choosing special values of and λ and by using a special form of k(
, the regression-optimized kernel can be reduced to other sequence kernels.
This generalization property can also be observed from the scoring procedure shown in Fig. 3 . For example, if the number of inner nodes in Fig. 3 reduces to one per outer node, then regression kernel scoring reduces to Euclidean, GSV, linearized LR, or GLDS kernel scoring. Further, if the number of outer nodes in Fig. 3 reduces to two, with α 0,s = α 1,s = 1, then kernel scoring reduces to LR scoring.
The discriminant function (11) that leads to the regression kernel has a form similar to the sparse multiple kernel [29] . However, there are two major differences. First, in (11) the number of kernels is equal to the number of training vectors, whereas in the sparse multiple kernel the number of kernels is predefined. Second, the weights w s,i in (11) are obtained by linear regression, whereas the combination weights in the sparse multiple kernel are estimated by gradient projection.
B. Regression-Optimized Kernel Versus Maximum-Margin Empirical Kernel
In (19) , when = 0 and λ = 1, the regression-optimized kernel becomes
Rewrite the maximum-margin empirical kernel in (21) as (25) , shown at the bottom of the page. Comparing (24) and (25) suggests that the maximum-margin empirical kernel is a general form of the regression-optimized kernel. Table III shows the computational complexity of different kernels. In terms of scoring, the Euclidean distance, GSV, and linearized LR kernels are the least complex, while the maximum-margin empirical kernel is the most complex.
C. Comparing Computational Complexity
VI. EXPERIMENTS
The kernels in Sections III and IV were used for highand low-level speaker verification. This section describes the speech data and evaluation procedures.
A. Low-Level Speaker Verification
The classical GMM-UBM [1] and GMM-SVM [18] were used as the baselines for comparison. For the GMM-UBM, gender-dependent UBMs with 1024 Gaussians were used, because in NIST speaker recognition evaluation, each hypothesized speaker will only be tested against utterances of the same gender. The GMMs of target speakers were adapted from the UBMs using MAP adaptation [1] , with relevance factor r = 16. Each SV in the GMM-SVM comprises the mean vectors of a MAP-adapted GMM, each with 256 Gaussians. 5 For each utterance, an energy-based voice activity detector was used to remove the silence regions. Twelfth-order MFCCs [2] plus their first derivatives were extracted from the speech regions of the utterance using a 25-ms Hamming window with a shift of 10 ms, leading to a 24-dim acoustic vector per frame. 5 We have tried using different numbers of Gaussians and found that 256 gives the best performance.
Cepstral mean normalization [30] was applied to the MFCCs, followed by feature warping [31] .
To reduce the effect of session variability, nuisance attribute projection (NAP) [8] with corank = 8 was applied to the SVs. The NAP parameters were obtained from speakers in NIST SRE 2001 [32] , who provide multiple conversations in different sessions. This amounts to 74 male speakers and 100 female speakers, each providing 12 conversations on average.
T-norms [6] were applied to normalize the SVM scores, and the LR scores to further reduce the effect of session variability.
B. High-Level Speaker Verification
We used articulatory features (AFs) to build speakerdependent pronunciation models. AFs are representations describing the movements or positions of different articulators during speech production. Following [33] , [13] , we used 6 manner classes and 10 place classes to describe the articulators. AFs were automatically determined from speech signals using AF-based multilayer perceptrons (MLPs) [33] . More specifically, given a sequence of acoustic vectors (MFCCs) x t where t = 1, . . . , T , the MLPs produce a sequence of manner and place labels. These labels were then used to create an AFbased conditional pronunciation model (AFCPM) using MAP adaptation [34] . Each AFCPM comprises the joint densities of 6 manner and 10 place classes, conditioned on 12 phonetic classes, leading to a 720-dim AF SV. T-norm was applied during scoring.
The phone recognizer for extracting AFs uses standard 39-dim vectors comprising MFCCs, energy, and their derivatives. The inputs to the manner and place MLP comprise nine frames of 26-dim acoustic vectors: 12 MFCCs, log-energy, and their first derivatives.
C. Speech Corpora
NIST SRE 2001 [32] , NIST SRE 2002 [35] , speaker identification research (SPIDRE) corpus [36] , and handset TIMIT (HTIMIT) corpus [37] were used in the experiments.
NIST SRE'01 contains 2350 cellular phone conversations extracted from the Switchboard-II Phase IV Corpus. All of the utterances in NIST01 were used for creating the background 
models. All of the training utterances (112 male utterances and 122 female utterances) in the corpus were used as genderdependent impostor data when training the target-speaker SVMs. Test utterances with length (after silence removal) longer than 25 s were used for creating the T-norm speaker models, which amount to 127 male and 145 female T-norm speakers. The corpus was also used for computing the NAP projection matrix. Specifically, speakers with multiple conversations were identified, and the conversations of these speakers were assumed to be extracted from different sessions. This amounts to 74 male speakers and 100 female speakers, each providing 12 conversations on average. NIST SRE'02 contains the cellular phone conversations of 139 male and 191 female target speakers. All of these speakers were used in the evaluation. We followed the protocol of onespeaker detection task, which amounts to 2983 true-speaker trials and 36 287 impostor attacks.
HTIMIT and SPIDRE were used to train the MLPs and the phone recognizer for high-level speaker verification. Specifically, 3794 utterances selected from HTIMIT were used to train the manner and place MLPs, and utterances from SPIDRE were used to train a null-grammar phoneme recognizer with 46 context-independent phoneme models (hidden Markov models with 3 states, 16 mixtures per state).
D. Training of SVMs and Kernels
The SVM of each target speaker was trained by using his/her training utterance as the positive sample and the training utterances of the same gender in NIST SRE 2001 as negative training samples. This amounts to 112 male and 122 female negative samples for each SVM. The same set of data was used for training different types of kernels. The regression and maximum-margin kernels can leverage the double optimization process by using two different training sets for the two stages of optimization. However, to be fair to other kernels that only have one optimization step, we apply the same training set to the two optimization steps in the regression and maximum-margin kernels. SVM light [38] was used for training the SVMs.
In (16), γ + = M/(M + 1) and γ − = 1/(M + 1), where M is the number of negative-class speakers in SVM training, i.e., 112 for male and 122 for female. Moreover, in (15) , λ = 0.8 for high-level systems and λ = 0.2 for low-level systems. A small λ was chosen for low-level systems because their speaker models are more reliable, therefore less regularization is required. We did not attempt to optimize these parameters, although it may improve performance.
For high-level systems, we used the LR kernel (K LR ) as the reproducing kernel k(·, ·) in (19) and (25) . For low-level systems, we used the GSV kernel (K GSV ) as the reproducing kernel.
E. Fusion of High-and Low-Level Systems
The AF-based models and the acoustic GMMs characterize speakers at two different levels. The former represents the pronunciation behaviors of individual speakers, whereas the latter focuses on their vocal-tract characteristics. Therefore, fusing their scores is expected to improve speaker verification performance. In this paper, the scores from AF-based models and the acoustic GMMs (GMM-UBM and GMM-SVM) were linearly combined to obtain the fused scores
where μ and σ are the mean and standard deviation of scores, respectively. Table IV shows the equal error rate (EER) and minimum decision cost (DCF) achieved by LR scoring and various types of kernel scoring in both low-and high-level speaker verification systems. Fig. 4 shows the detection error tradeoff (DET) performance for high-level systems. Fig. 5 shows the corresponding performance for the low-level systems and the fusion of the high-and low-level systems.
VII. RESULTS AND DISCUSSIONS
A. LR Scoring Versus Kernel-Based SVM Scoring
For low-level speaker verification, the performance of GSV kernel scoring (K GSV ) is better than that of LR scoring. For high-level speaker verification, Fig. 4 shows that the performance of linearized LR kernel scoring (K LR ) is significantly better than that of LR scoring (red dashed-dot) across a wide range of decision thresholds. This is mainly due to the explicit use of discriminative information in the kernel function of the SVM and to the optimal selection of background speakers by SVM training. Although LR scoring also considers the impostor information, it can only implicitly use this information through the UBM. In LR kernel scoring, on the other hand, the SVM of each target speaker is discriminatively trained to differentiate the target speaker from all the background speakers. The SVM effectively provides an optimal set of weights for this differentiation. On the other hand, in LR scoring, all target speakers share the same background model and the weight is always identical (= −1) across all target speakers. This explains the superiority of the kernel scoring approach.
B. Effect of the Kernel Normalization
Among all the kernels, only the Euclidean kernel (K E ) does not use normalization, i.e., does not pre-multiply the SVs by a normalization matrix during kernel evaluation. Comparing the EER of K E and other kernels in Table IV suggests that normalization can help improve performance, which is consistent with the results of [18] . The reason is that normalizing the SVs by the background models can prevent some features (with large numerical values) from dominating the SVM scoring.
To highlight the importance of normalization, let us consider the matrix Q GSV (5) in the GSV kernel and Q LR (8) in the linearized LR kernel. Fig. 6 (a) and (b) displays the unnormalized − → A s and the normalized − → A s for 150 speakers, respectively. Evidently, without normalization [ Fig. 6(a) ], some features have a large but almost constant value across all target speakers, e.g., rows with dark blue in Fig. 6(a) . These features will cause problems in SVM classification because they will dictate the decision boundary of the SVM, even though they contain little speaker-dependent information. This problem has been largely alleviated by the normalization, as demonstrated in Fig. 6(b) . In particular, the normalization has the effect of keeping all features within a comparable range, which helps to prevent the large but almost constant features from dominating the classification decision.
C. Comparison of Different Kernel Scoring
Table IV suggests that the proposed regression-optimized kernel and maximum-margin empirical kernel are the best among all kernels that we evaluated. The differences in EER between GSV and regression kernels and between GSV and max-margin kernels have p-values [39] smaller than 0.01. This suggests that optimizing a general discriminant function [(11) and (20) ] to derive a kernel is better than: 1) using a specific distance metric (e.g., Euclidean kernel K E and GSV kernel K GSV ), and 2) assigning a specific form for the discriminant function as in the linearized LR kernel (7) and the GLDS kernel.
D. Fusions of Kernel Scoring and LR Scoring
Figs. 4 and 5 demonstrate that the fusion of LR scores and the SVM scores leads to better performance across a wide 
12.57% 26.86% 0.0475 0.0944 range of decision thresholds for both high-level (red-dashed in Fig. 4 ) and low-level (dark-green dashed in Fig. 5) cases. Table IV and Fig. 5 (solid red) shows that the performance can be further improved by fusing the high-level systems and the low-level systems, resulting in an EER of 7.32%, with a p-value [39] smaller than 0.0001 when compared to the EER (7.74%) without fusion. This EER is also lower than other recent results (e.g., [40] ) on the same corpus in the literature.
E. Fusions of High-and Low-Level Systems
VIII. CONCLUSION AND FUTURE WORK
This paper provided theoretical and experimental evidences to demonstrate that kernel-based SVM scoring is superior to frame-based LR scoring in speaker verification. It proposed an optimization procedure for kernel construction, which resulted in two discriminative kernels that are more general than the existing ones. Results show that the proposed optimized regression kernel and maximum-margin empirical kernel outperform the GSV kernel and LR scoring. This suggests that optimizing a general discriminant function to derive a kernel is better than: 1) using a specific distance metric (e.g., GSV kernel), and 2) assigning a specific form for the discriminant function as in the linearized LR kernel and the GLDS kernel. The results also show that the fusion of LR scoring and kernel scoring can further reduce the EER in both high-and lowlevel speaker verification. The performance can be further improved by linearly fusing the high-and low-level systems, resulting in an EER of 7.32%. Although the proposed kernels were evaluated on a speaker verification task, they are general enough for other classification problems.
We notice that the dimensionality of the SVs is fairly high (6144 for low-level systems and 720 for high-level systems) and that many of the dimensions have low variances [41] . This suggests that some of the dimensions can be discarded. Another possibility is to find the optimal discriminant subspace and project the SVs into the subspace. As the number of training vectors for each target speaker is significantly smaller than the feature dimension, the discriminative common vector method [42] could be a potential candidate for this purpose. APPENDIX This appendix derives (2) for continuous generative models in Table I . Specifically, it shows that the LR score of a GMM-UBM system can be expressed as a function of SVs derived from the claimant, target-speaker, and UBM. For the case of discrete models, see [17] .
Assume that the continuous model for a speaker can be expressed as a Gaussian mixture density function N (o; μ i , i ) where λ i are mixture weights, N (·) represents a Gaussian density with mean vector μ i , and covariance matrix i . Given a GMM, a SV − → μ can be obtained by stacking all of the GMM mean vectors [18] .
Given an utterance O c = {o 1 , . . . , o T } from claimant c, the LR score of the utterance can be obtained by averaging the individual log-LRs as follows 6 :
where s and b represent the target speaker and background speakers, respectively, and T is the number of frames in the utterance.
The following Lemma will be used for deriving the SV-based formulation. 
This lemma is the log-sum inequality used in [18] and [43] . Let a i = λ as the posterior probability that o t is generated by the i th mixture in the UBM. (Similarly, γ s i (t) for speaker s.) In GMM-UBM systems, the MAP algorithm [1] is applied to the mean vectors only. 6 Note that λ b i here is equivalent to λ b,i in Table I. Therefore, s i = b i and λ s i = λ b i . As a result, (30) can be expressed as
Because every speaker model is adapted from the same UBM, the difference between the upper bound and the lower bound of the LR score in (31) is finite. Therefore, we can use the lower bound as an approximation to the LR score
For o t belonging to claimant c, we express the MAPadapted mean of the i th Gaussian at iteration k as 
where γ c,(0) i (t) γ b i (t) and τ is the MAP adaptation relevance factor which controls the influence of the prior distribution on the final model. Assuming that T τ and that only one iteration is performed, we have
The ML estimates of the i th mixture weight in the UBM is given by
Substituting (35) into (34), we have 
Substituting ( 
