The present study examines 
INTRODUCTION
In Malaysia, fiscal policy via government allocations for infrastructure development and investment is a crucial tool in managing the economy.
1 Additionally, a discretionary fiscal policy is also useful during economic crises. Vijayaledchumy (2003) highlighted that Malaysian authorities tend to use a discretionary fiscal policy in order to counter an economic slowdown. Discretionary fiscal actions include increasing government expenditure, capital expenditure and tax reduction. They further asserted that fiscal deficits do not occur due to the cumulative effects of inefficiency and long-term expenses such as wages for civil servants. In Malaysia, stimulus packages were launched during the major economic downturn, as seen in the 1997 Asian financial crisis and the more recent global economic crisis in [2008] [2009] . Consequently, the debt-to-gross domestic product (GDP) ratio has also risen after these discretionary fiscal decisions (Kim et al. 2014) .
Indeed, Malaysia has registered a fiscal deficit since the Asian financial crisis in 1997. A series of economic turbulence has caused the fiscal deficits to be persistent. The highest deficit occurred in 2009 where the cash deficit as a percentage of GDP was 6.13%.
2 Following this, the debt-to-GDP ratio rose. Nonetheless, Kim et al. (2014) showed that financing a fiscal deficit in Malaysia has been relatively easy in recent decades. This is because of the ample domestic liquidity that allows loans to be offered at reasonable interest rates. However, this advantage could be negated if instability in the global economy and the decline in oil prices continue (given that oil a main contributor to Malaysia's fiscal revenue). Indeed, these economic challenges and a discretionary fiscal policy caused the debt-to-GDP ratio to increase from 32% in 1997 to 55% in 2013. 3 Existing economic theories failed to offer a conclusion about the efficacy of fiscal policy. Tang et al. (2013) summarised the major conclusions about the impact of fiscal policy on outputs. Generally, they reported that a standard Keynesian model expects that government spending will create an increase in the output at a size larger than the spending. However, this size of the output's responses could be influenced by other factors, such as exchange rate regime and trade openness. Otherwise, the fiscal policy is not important in the Ricardian equivalence theory because economic agents will reduce their current consumption after an increase in government spending or a reduction in taxation. The rationale is that the economic agents will expect that the tax rate will increase in the future in order to reduce the deficit caused by an expansionary fiscal policy. The crowding out effects of fiscal policy on private investment can reduce the effectiveness of fiscal policy as well. Finally, the theory of expansionary fiscal contraction argues that an increase in fiscal spending that is coupled with increasing uncertainty and the low credibility of government could reduce the desire for current consumption, leading to negative reactions of output to expansionary fiscal policy.
There are suggestions that the reactions to the fiscal policy vary across different economic sectors. Jitsuchon (2010) mentioned that the effects of the fiscal stimulus package on different economic sectors depend on their forward and backward linkages with other industries. Kanjanatarakul and Suriya (2012) proved that the service sector has the largest reaction to an increase in government spending compared to other sectors in Thailand. Additionally, the nature of an industry could affect the impact of fiscal policy. For instance, Snell et al. (1991) proposed that interest rates increase following a rise in government spending or tax reduction. Eventually, land price will drop, leading to the purchase of agricultural land. This implies that agricultural output will increase.
In Malaysia, government expenditure is expected to influence the construction, agricultural and manufacturing sector because government expenditures emphasise on the development of infrastructure, trade and industry, and agriculture. It is, however, difficult to conclude exactly how total government revenue, direct tax, indirect tax and non-tax revenue will impact different sectors because all industries, to some degree, are subjected to these taxes. 4 For example, manufacturing sectors could react to indirect tax because they have to pay import and export duties; both duties are part of indirect tax. Besides this, service and constructions sectors could react to the non-tax revenue because these industries are subjected to licences that grant the industry players to right to conduct a property project or offer a service. The reactions are expected to be the same across different industries
In this paper, I estimate the impact of a fiscal policy shock (government expenditure and tax revenue) on the outputs of four main economic sectors in Malaysia, in addition to other control variables: the short-term interest rate, the real effective exchange rate, and the overall price level. To the best of my knowledge, this paper is the first empirical research that explores the sectoral output reactions to a fiscal policy shock in Malaysia.
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The discussions of the literature review section show that previous relevant studies investigated the aggregate reaction of output to the fiscal policy in Malaysia. Nonetheless, it is important to understand the reaction of different economic sectors in order to maximise the benefits of fiscal policy that might vary in those economic sectors. Therefore, this paper contributes by providing more insight on these issues. Through vector autoregression (VAR) and Impulse response functions (IRFs) that measure the magnitude of the effects and time needed for the policy to be effective are plotted. In addition, variance decomposition that shows the percentage of variation of a variable due to a shock in the VAR model is also presented. The remainder of this paper is structured as follows: The next section is the discussion of the relevant literature. Section 3 shows the data descriptions and the methodology. Section 4 discusses the findings and Section 5 concludes.
LITERATURE REVIEW
Although several narrative studies supported the importance of fiscal policy in Malaysia, the effort to investigate this issue by examining the sectoral data is still scarce. In fact, most of the relevant empirical studies about Malaysia discuss the fiscal multiplier in Malaysia and the reactions of economic variables at an aggregate level to a fiscal policy shock. The impact of fiscal policy on the sectoral output was examined by Tagkalakis (2014) and Monacelli and Perotti (2008) . They examined the data of traded and non-traded goods in Greece and the United States, respectively. The paper fills the gap of knowledge by examining the issue differently by investigating the GDP of five main sectors, namely the agricultural-related sector, mining and quarrying sector, manufacturing sector, construction and service sector in Malaysia.
The fiscal multiplier was examined via different methods and the most frequently applied method in recent years is the structural vector autoregression model proposed by Blanchard and Perroti (2002) . 6 For example, Doraisami (2011) examined only the impact of government spending on GDP in Malaysia and concluded that GDP and government spending are positively linked during 2000:Q1 to 2008:Q4. Using the same method, Tang et al. (2013 Tang et al. ( ) examined a longer dataset (1999 Tang et al. ( : Q1 to 2011 and showed that tax and government spending policies in Malaysia are useful in pushing the output level. Using sign-restrictions, Jha et al. (2014) found that real government expenditure and real government revenue have statistically significant positive and negative impact on the GDP of Malaysia. Nonetheless, the economic impact is rather insignificant. Moreover, the Granger causality test of Fatima and Iqbal (2003) also supports the unidirectional impact of government expenditure on Malaysia's GDP. However, this conclusion is not supported by Bekhet and Othman (2012a) who applied the vector error correction model (VECM) to show that an expansion in government spending is not helpful in increasing the output level, but will raise the amount of external debts. Ansari (2002) also argued that public spending does not have a short-run relationship with the income level in Malaysia in a VECM model. Moreover, his variance decomposition test also shows that public spending explains a marginal portion of the variation in the income level.
On the other hand, the responses of the stock market in Malaysia to a fiscal policy shock are examined by Bekhet and Othman (2012b) . They used a VECM model to examine the reactions of the stock market to a fiscal policy (tax and spending) shock; they showed that fiscal policy only has a long-term impact on the stock market. Furthermore, Mohammadi and Moshrefi (2012) covered the impact of budget surplus on current accounts in five Asian economies, including Malaysia in a VECM model. For Malaysia, the statistical insignificance of the error correction terms and the analysis of IRFs suggest that the current account is not affected by a change in fiscal policy. This is in line with the argument of Ricardian theory. Finally, Rafiq (2013) used a time-varying factor augmented vector autoregression model with Cholesky decomposition restrictions to show that following to the change in the regime (1997 Asian financial crisis), the role of government spending declined due to lower credit supply and investments. In addition, the positive effect of government spending on domestic economy tends to be short-lived and marginal.
METHODOLOGY
The data of this paper span from 1991: Q1 to 2014: Q3. Table 1 shows the sources of the variables in this paper. The GDP, consumer price index (CPI), 3-month Treasury bill and real effective exchange rate (REER) are the typical indicators of a country's output, price, interest rate and the exchange rate of Malaysia, respectively. In addition to the sectoral GDP, four types of federal government revenue are examined in this paper: total revenue, direct taxes, indirect taxes (e.g. export duties of oil and gas) and non-tax revenue (e.g. royalty). The purpose of testing different types of government expenditure is to provide more detailed information about the effects of fiscal policy shocks. The data of the GDP of agricultural-related, mining and quarrying, manufacturing and construction sectors are reported in the Monthly Statistical Bulletin published by Central Bank of Malaysia. Regarding the GDP of the service sector, the subsectors under that industry are the same until 2010: Q1; in which the services that cover motor vehicles are included from there onwards. Nonetheless, the impact of the inclusion of this subsector is expected to be small because of the small contribution from that subsector to the overall GDP of service sector (3.5% of total service sector' GDP in 2014: Q3). Otherwise, the total of federal government expenditure is used to represent government expenditure.
All variables, except for the REER available after seasonal adjustment, were seasonally adjusted by using the Census X-13. These variables, except for the interest rate, were transformed into logarithm form. The seasonal adjustment and data transformation were conducted by using EViews 8.1. Additionally, three dummies were added to represent the following event: The Asian financial crisis (1997: Q3-1998: Q4) , subprime mortgages crisis (2007: Q3-2009: Q1) and the temporary capital control that limits the inflows of capital in 1994 (1994: Q1-1994: Q4) .
The first estimations are the examination of the unit root properties of each variable using the augmented 
However, it is possible that there are correlations among the error terms in equation (1). Hence, the augmented Dickey-Fuller overcomes this issue by including lagged dependent variables; see equation (2) for the general form of the augmented Dickey-Fuller test. In order to determine the order of integration of a variable, the null hypothesis of δ = 0 is tested. The rejection of null hypothesis suggests that the variables are stationary.
where ε t is a pure white noise error term. The lag lengths in the test are decided by referring to Schwarz information criterion (SIC). According to Ivanov and Kilian (2005) the SIC produces accurate IRFs compared to other lag length selection criteria if quarterly data with less than 120 observations are tested.
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On the other hand, the KPSS test is usually used as the confirmatory test for the ADF test because it has the null hypothesis that is opposite to that of the ADF test. According to Kwiatkowsi et al. (1992) , a data can be decomposed into four parts: a deterministic trend, a random walk and a stationary error. The random walk can be expressed in equation (3) 
When all variables in a model are integrated of order zero, the ordinary least square estimation produces reliable results. However, if all variables are integrated of order one, the linear combination of these variables can be integrated of order zero, leading to the conclusion that these variables are cointegrated. If the variables are cointegrated, a cointegration test can be applied to determine the cointegrated relationship and the adjustment mechanism. Otherwise, first-differenced VAR are estimated to determine the short-run relationships.
It is possible that variables in a test are integrated at different order. For this case, the variables can be estimated in an autoregressive distributed lag model where bound testing is applied to determine the existence of a cointegrating and short-run relationship. Another option is to conduct the cointegration test among differenced stationary variables; the model can be estimated in a level VAR if a cointegration relationship is detected and IRFs are generated from this test. In this option, the efficiency of a regressor is undermined but its consistency is intact (Aleem 2010) . Sims et al. (1990) also argued that first differencing a differenced-stationary variable is not needed because the distribution of an estimator, which is more crucial in an estimation, is unaffected by the unit root.
The dynamic among endogenous variables can be estimated by using VAR. According to Enders (2010: 298) , the VAR in standard form can be expressed in the following equation
Where x t is the endogenous variable, A 0 + A -1 Γ 0 and e t are reduced-form error terms and equivalent to B -1 ε t . 8 In order to identify structural shock from the reduced-form error terms, a recursive identification scheme was deployed. The recursive identification scheme or Cholesky decomposition was selected because it is relatively easy to implement and is widely applied. Particularly, this paper assumes that the Malaysian government will plan their expenditure based on their revenue. Therefore, the position of government revenue is placed before government expenditure in the Cholesky decompositions. Both variables can move the remaining variables. Kuismanen and Kamppi (2010) also proposed similar assumptions. Additionally, the typical assumptions where the output will affect price, interest rate reacts to output and price are both imposed in the Cholesky decompositions. Finally, the exchange rate is sensitive to all shocks in the model. Although the recursive identification is a relatively easy solution, it is also criticised for imposing relatively ad hoc restrictions on the endogeneity of the variables in a model. Hence, the robustness of this test is tested by generating the generalised IRFs (GIRFs) that are insensitive to variable ordering. In order to avoid overfitting the model with too many variables, only one type of government revenue and output are included into each VAR. Enders (2010: 308) also illustrated a compact version of IRFs, as shown below. In short, the VAR is now expressed in its moving average representation and the impulse response function is the values of ϕ at different periods. The values of ϕ show the response of the endogenous variables (x) to identified shocks (ε).
Finally, variance decomposition is computed. Generally, the variance decomposition shows the percentage of forecast error variance that is explained by a shock. Assuming that x consists of two endogenous variables y and z and the n-period forecast error is measured as
From this equation, the n-step-ahead forecast error variance of y(σ 2 y ) is equivalent to
The percentages of n-step-ahead forecast error variance of y(σ 2 y ) that can be explained by z, for example, are estimated using the following formula
Finally, the Toda-Yamamoto causality test was conducted to estimate the causality relationship between the variables of interest. Toda-Yamamoto allows the determination of granger causality relationships without the need to know the order of integration of the variables in a VAR model. This advantage is valuable when unit root tests suffer from low test power. Furthermore, Toda and Yamamoto (1995) Table 2 shows that according to the ADF test, except for the federal government total revenue, the direct taxes, the indirect taxes and the non-tax revenue are stationary variable at level, the remaining variables are differencedstationary. KPSS test largely supports these findings, except for government revenue and non-tax income where both variables are differenced stationary at 10% and 5% significance levels, respectively. A PP test was conducted for these two variables and the outputs are in line with the ADF test outputs. Therefore, I conclude that government revenue and non-tax income are level stationary. 9 Following to the discussion in Section 3, I conducted the Johansen cointegration test among these differenced-stationary variables. 10 The results are shown in Table 3 . The main focus of this paper in estimating the Johansen cointegration test is to include the number of lag that ensures that there is no autocorrelation detected in the model. The largest number of lag to be tested is limited to eight, as to reduce the loss of degree of freedom.
The trace statistical value of the Johansen cointegration test is used to detect the cointegration relationship because this value performs better compared to the eigenvalue test. This is because the trace statistical value the bias of the Johansen cointegration test is less affected by non-normality that is caused by skewness LGEXP -6.0708 (0) -8.3801 (3)*** 0.1913 (6)** 0.0780 (7) LGREV -5.2178 (0)*** -10.0386 (1)*** 0.119 (6)* 0.0637 ( Note: LS1 is the logarithm of GDP of the agricultural-related sector, LS2 is the logarithm of GDP of the mining and quarrying sector, LS3 is the logarithm of GDP of the manufacturing sector, LS4 is the logarithm of GDP of the construction sector, LS5 is the logarithm of GDP of the service sector, LCPI the logarithm of CPI, LREER is the logarithm of REER, IR is the 3-month Treasury bill rate, LGE is the logarithm of government total expenditure, LGREV is the logarithm of government total revenue, LDTAX is the logarithm of direct taxes, LINDTAX is the logarithm of indirect taxes and LNONTAX is the logarithm of non-tax revenue. The values in the parentheses are the number of lags in the ADF test. ***, ** and * represent the rejection of null hypothesis of unit root at 1%, 5% and 10%, respectively. and excess kurtosis (Cheung and Lai 1993) . Moreover, Rahbek, Hansen and Dennis (as cited in Belke et al. (2012) ) proposed that heteroscedasticity does not undermine the determination of cointegration rank. According to Table 4 summarises the number of lag that are included in each set of VAR in order to overcome the second-and fourth-order autocorrelation, and the maximum number of lag is eight.
IMPULSE RESPONSE FUNCTIONS
For the sake of brevity, the following discussions cover the IRFs of the reactions of sectoral and total outputs that are statistically significant. The following IRFs present the 95% confidence interval. The values of the x-axis represent the time period (quarterly) while the values of the y-axis are multiplied by 100 so that the results can be interpreted as a percentage change. Figure 1 shows the IRFs of the sectoral GDP to a standard deviation shock of total government revenue and total government expenditure from the model with total government revenue. The GDPs of agricultural-related, mining and quarrying and service sectors are found to react positively to that shock and these reactions are statistically significant. For the agricultural-related sector, the statistically significant reactions occur in the second quarter following that shock and re-occur in the seventh quarter and continue. The GDP of the mining and quarrying sector only reacts to a LGREV's shock in the first four quarters. The direction of the reaction of service sector is similar to the mining and quarrying sector but the reactions are only statistically different from zero from the second quarter to the fifth quarter. With regard to the impact of total government expenditure, only the GDP of the manufacturing sector reacts negatively to the shock from the second to the fifth quarter following a standard deviation shock of LGE. Figure 2 demonstrates the responses of the output to a standard deviation shock of direct taxation and total government expenditure from the model with direct taxation. The direct tax has a smaller influence compared to the government's total revenue where only the construction sector has statistically significant reaction to a shock from direct tax. This reaction is found only in the second quarter. On the other hand, a standard deviation shock of total government expenditure has a positive impact on the output of the construction sector and that effects are detected in all examined periods except for the second quarter. Next, the IRFs of the output's reactions to a standard deviation shock of indirect taxes taxation and total government expenditure from the model with indirect taxation are shown by Figure 3 . A standard deviation shock of indirect tax will cause a reduction in the output from agricultural-related industries in the first three quarters following that shock. For the mining and quarrying sector, its output increases following the same shock between the fourth and the tenth quarters. In regard to the manufacturing sector, positive responses are found occasionally (i.e. the first, fifth and seventh quarters). Nonetheless, the size of reaction of the manufacturing sector is smaller compared to the agricultural-related industry. Again, the positive impact from total government expenditure is only found in the first quarter of the construction sector. Figure 4 illustrates the impact from the non-tax revenue and total government expenditure from the model with non-tax revenue. Three economic sectors react positively to a shock of non-tax revenue: agriculturalrelated, construction and service. The statistically significant responses of the construction sector occur from the fifth quarter onwards and are more prolonged compared to the other two sectors. In the case of the agricultural-related sector, its output increases in the second and fourth quarters following that shock. The reactions of service sector to a shock of non-tax revenue start only in the seventh quarter following that shock and continue until the end of the examined period. Finally, the study's results show statistically significant responses to total government expenditure shock only in the agricultural sector; that shock is influential only during the ninth and twelve quarters.
The discussions above highlight three points. First, only in the case of total government expenditure does a standard deviation shock of total government expenditure causes the manufacturing output to drop. The positive responses in other cases are within expectation because an increase in government expenditure can increase the demand for certain sectors, resulting in more production. (Kuismanen and Kamppi 2010) . Another possibility is an increase in government income contributes to the expectations that future government expenditure could increase and therefore contribute to an increase of current production level. This paper concludes that only the sectoral GDP of construction reacts to a shock of direct tax. This is rather surprising but it could reflect the case that when direct tax increases, the demand for construction projects will increase in order to cope with potential demand in the future. Besides, the statistically significant reactions of sectoral GDP to indirect and non-tax are largely in line with the discussion in the introduction section. Thirdly, the manufacturing sector is less sensitive to fiscal policy compared to other sectors. This suggests that high capital investments in that sector increased the inelasticity of related businesses to a fiscal policy shock. In addition, the findings above show that the direction and size of sectoral reactions to a fiscal shock are different. This is in line with the argument of Jitsuchon (2010) and Tang et al. (2013) that different economic sectors will react differently to a variety of fiscal shocks. Additionally, compared to the study of Kanhanatarakul and Suriya (2012) that finds service sector to be more responsive to a change in government expenditure in Thailand, this paper concludes that the service sector does not react to any government spending in Malaysia.
The GIRFs are estimated to test the robustness of the finding. Generally, the robustness of the IRFs discussed is supported. The major difference is the responses of agricultural-related sectors to government expenditure in the model of direct tax. To recap, the response is statistically insignificant (Figure 2) . The estimation of GIRF shows that that response is statistically significant from the ninth quarter to the twelve quarter. To conserve space, these IRFs are not shown here and are available upon request. In sum, the directions and statistical significance of the estimations are largely supported. Table 5 shows the percentage of the variation in different types of output that is explained by the shock of LGREV, LDTAX, LINDTAX and LNONTAX. Panel I of Table 5 shows that the largest influence of total government revenue shocks in the second quarter is in the service sector where 10.5% of the variations are explained by these shocks. The magnitude increases to 30.8% after 12 quarters. The smallest influence is found in the output of the construction sector. Government expenditure explains roughly 19% of the movement in the GDP of manufacturing sector after 12 quarters and is larger compared to its influences in other sectors.
VARIANCE DECOMPOSITIONS
Next, the ability of indirect taxes income in explaining the variation in the output level is relatively weak compared with the other types of government revenue. Particularly, Panel II shows that in the second quarter, indirect taxes contribute to 6.6%, 1.7% and 1.2% of the movement in the output of construction sector, agricultural-related sector and manufacturing sector, respectively. However, its influence on agriculturalrelated industry rises later and after 12 quarters, it explains 5.41% of the GDP in that sector, and that is the largest compared to other sectors. Government expenditure has stronger influence on the movement of sectoral output compared to indirect taxes. For example, 30% of the variations of the output in the construction sector are caused by shocks from government expenditure. Concurrently, only 1.8% of the variations of the same output are explained by indirect taxes shocks.
According to Panel III, indirect taxes shocks explain more than 15% of the variations in the agricultural-related sector after 4 quarters. Nonetheless, its largest influence shifts to the GDP of the mining and quarrying sector after 8 quarters where it explains more than 30% of the fraction of GDP in that sector. The smallest influence is found in the construction sector. The government expenditure has greater influence on the construction sector's GDP during second and fourth quarters (5% to 7%). Later, the influence on service sector surpasses the other sector and after 12 quarters, it explains 6.5% of the variations in the GDP of service sector.
Regarding the impact of non-tax revenue, Panel IV shows that it explains 9.1% of the GDP of the agriculturalrelated industry after 2 quarters; and the magnitude increases to 15.5% after 6 quarters. After that, it affects the construction sector the most where after 12 quarters, 25% of the variations in the GDP of the construction sector is due to shocks from non-tax revenue. On the other hand, the largest influence of government expenditure is on the construction sector after 2 quarters (1.1%). Following 6 quarters onwards, the government expenditure shocks explain the sectoral output of agricultural-related businesses the most; it increases from 2.4% after 6 quarters to 11.4% after 12 quarters.
In sum, the shocks from the total government revenue and its components have a great impact on the movement of sectoral output in most cases except for indirect taxes. This is partially in line with the findings in the IRFs where shocks from different types of government revenue affect more categories of output. In addition, the explanatory power of government revenue on the movement of output changes more frequently over time compared with government revenues, especially in cases where indirect taxes and non-tax revenue were tested. Note: Panels I, II, III and IV show the variance decompositions of the VAR model with LGREV, LDTAX, LINDTAX and LNONTAX, respectively. LS1 is the logarithm of GDP of the agricultural-related sector, LS2 is the logarithm of GDP of the mining and quarrying sector, LS3 is the logarithm of GDP of the manufacturing sector, LS4 is the logarithm of GDP of the construction sector, LS5 is the logarithm of the GDP of the service sector, LGE is the logarithm of government total expenditure, LGREV is the logarithm of government total revenue, LDTAX is the logarithm of direct taxes, LINDTAX is the logarithm of indirect taxes and LNONTAX is the logarithm of non-tax revenue. Note: LS1 is the logarithm of GDP of the agricultural-related sector, LS2 is the logarithm of GDP of the mining and quarrying sector, LS3 is the logarithm of GDP of the manufacturing sector, LS4 is the logarithm of GDP of the construction sector, LS5 is the logarithm of the GDP of the service sector, LGE is the logarithm of government total expenditure, LGREV is the logarithm of government total revenue, LDTAX is the logarithm of direct taxes, LINDTAX is the logarithm of indirect taxes and LNONTAX is the logarithm of non-tax revenue. 
TODA-YAMAMOTO CAUSALITY TEST

CONCLUSION
This paper determines the impulse response functions of sectoral output to total government expenditure and four types of government revenue (total amount, direct taxes, indirect taxes and non-tax revenue). To the best of my knowledge, this is the first attempt to examine the reactions of sectoral output to fiscal policy shock in Malaysia. Following the detection of cointegrating relationships among the differenced-stationary variables, the models are estimated by using level VAR. The structural shocks in the VAR are identified through the Cholesky decompositions. Generally, the impact from total government expenditure is detected in the manufacturing, construction and agricultural sectors. Most of these statistically significant reactions are positive, suggesting that government expenditure plays a role in pushing the economy forward. This is in accordance with the hypothesis that greater spending will increase the demand for output. Additionally, the relatively few statistically significant impacts from government expenditure compared to government revenue is largely in accordance with the Ricardian equivalent theory. One the other hand, the government revenue, indirect tax revenue and nontax revenue are found to have positive impacts on some sectors, such as the agricultural, mining and quarrying, and service sectors. This implies that it is possible that a positive economy contributes to higher demand for output and government revenues. Furthermore, it could due to the expectation that higher government revenue will increase the demand on domestic outputs. The robustness of the results is largely supported by the GIRFs. The variance decomposition provides general evidence that government revenue is more influential in affecting the variations of sectoral GDP compared to government expenditure. The policy implication from this study is that the Malaysian government should focus more on government revenue in order to affect sectoral GDP through fiscal policy. Moreover, the mixtures of different reactions of sectoral output to government revenue and expenditure shocks imply that any changes in fiscal policy that could negatively affect each GDP sector should come with different remedial programs for respective sectors. Moreover, the positive impacts of government revenue on most of the sectoral outputs also suggest that increasing government expenditure is more useful compared to reducing government revenue (taxes) in order to relieve economy during recessions. Finally, the Toda-Yamamoto causality test results show that in some models there are Granger causality effect from government revenue and expenditure on sectoral output in mining and quarrying sector, manufacturing sector and service sector.
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NOTES
1 There is no consensus about the role of fiscal policy as an automatic stabiliser. Budina and Tuladhar (2010) argued that the evidence to support that role is more vivid in Malaysia and Thailand. Otherwise, Jha, Mallick, Park, and Quising (2014) disagreed about this and reported that fiscal policy is more discretionary in nature. 2 The information of the cash deficit as a percentage of GDP is available in the World Bank database and is a close proxy for government total budget. 3 The debt in the ratio is referred to as the total debt of the public sector. 4 To the best of my knowledge, previous studies focused on the reactions of two sectoral outputs only, which are tradable and non-tradable outputs. 5 Bouakez et al. (2014) discussed the issue of fiscal foresight where public expectations on a fiscal policy will cause difficulty in generating fiscal innovations. However, this issue is debatable because according to Rafiq (2013) , previous studies also suggested that the analytic accuracy is low in terms of the forecast of the size of a fiscal policy. In addition, the performance of Cholesky decomposition in analysing fiscal shocks is intact even that these fiscal shocks are expected. 6 The study of Blanchard and Perotti (2002) has two assumptions where the fiscal variable is exogenous to an output shock and fiscal shocks can be identified from the information about tax and transfer system. They concluded that government spending is positive on output but otherwise for government tax income. 7 Except for the REER and 3-month Treasury bill rate, the other variables were tested by assuming that there is a trend component in the variable. The intuitive reason is that there is no trend movement in the former two variables. 8 B -1 is the inverse of the matrix of coefficients of contemporaneous endogenous variables, Γ 0 is the matrix of constant, Γ 1 is the matrix of the coefficients of lagged endogenous variables and ε t is structural error term. 9 The PP results are not reported here to conserve space and is available upon request. 10 Generally, the Johansen test has the following format. where π is a (n � 1) vector. In order to detect any cointegrating vector, the rank or characteristic roots of π is determined. The rule is there is no cointegrating vector (long-run relationship) if the rank is zero; and if the rank is one, then there is a cointegrating vector. Trace and max eigenvalue tests were applied for this purpose. See Enders (2010) for more detail discussion about these tests. heteroscedasticity of the model because according to Helmut (2011) , both issues do not affect the VAR significantly. Table 4 shows that there is a weak evidence of second-order autocorrelation in [LINDTAX, LGE, S5, LCPI, IR, LREER] . This paper does not increase the lag further in order to avoid further loss of degree of freedom. Therefore, the interpretation of the VAR of that model needs extra care.
