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Abstract In this position paper on reliable networks,
we discuss new trends in the design of reliable commu-
nication systems. We focus on a wide range of research
directions including protection against software failures
as well as failures of communication systems equipment.
In particular, we outline future research trends in soft-
ware failure mitigation, reliability of wireless communi-
cations, robust optimization and network design, multi-
level and multirealm network resilience, multiple crite-
ria routing approaches in multilayer networks, resilience
options of the fixed IP backbone network in the inter-
play with the optical layer survivability, reliability of
cloud computing networks, and resiliency of software-
defined networks. Described research directions are fre-
quently enhanced with examples.
Keywords Network Reliability · Software Failures ·
Software-defined Networks Resiliency · Wireless
Communications Reliability · Multilayer Networks ·
Multilevel and Multirealm Network Resilience ·
Multiple-criteria Routing · Reliable Cloud Computing ·
Robust Network Design
1 Introduction
Despite numerous efforts to improve Quality of Service
in communication networks in the presence of failures,
it is not possible to provide 100% of service availability.
Since faults in communication systems are inevitable,
construction of perfect communication systems, as well
as full prevention against various challenges and threats
is not possible [129]. However, by providing a proper de-
fence, detection of unwanted events, remediation of neg-
ative effects, and recovery to normal operational state
(e.g., by applying the D2R2 +DR diagnose and refine-
ment approach from [128] sketched in Fig. 1), a signif-
icant improvement in terms of network resilience, de-
fined in [127], and [130] as the ability of the network to
provide and maintain an acceptable level of service in
the face of various faults and challenges to normal op-
eration, can be achieved. According to [130], resilience
itself includes survivability, fault tolerance, disruption
tolerance, dependability, performability, as well as se-
curity.
In this position paper on reliable networks, we are
particularly interested in network reliability defined in
[7] as the continuity of correct service, being an impor-
tant element of a communication system dependability
(i.e., ability to avoid service failures that are more fre-
quent and more severe than acceptable [7]). In partic-
ular, the aim of this paper is to outline the research
directions in network reliability that are in our opinion
Fig. 1: Key components of the D2R2 + DR strategy
from [128].
of utmost importance, and point out important prob-
lems to be solved in the future.
Based on the general structure of communication
systems that are expected to comply with ISO/OSI
communication system model including seven layers:
Physical (L1), Data Link (L2), Network (L3), Transport
(L4), Session (L5), Presentation (L6), and Application
(L7), we focus on a wide range of research directions in
the area of communication systems reliability. There-
fore we address not only issues concerning reliability of
communications network infrastructure, but also point
out problems related to software failures.
In particular, Section 2 presents the up-to-date re-
search directions related to software failure mitigation.
Indeed, following [50], [106], [108], about 40-50% of com-
munication systems failures are related with software.
Despite applying formal methods to reduce the proba-
bility of software failures, development of fault-free soft-
ware seems hardly feasible. In Section 2, apart from
presenting the classification of failures, the authors fo-
cus on the “Environmental diversity” concept to show
the impact of the environment on failures, as well as
indicate important open problems for future research.
In the next sections, we outline issues related to re-
liability of communication networks infrastructure. In
general, this issue has received much attention so far
in the literature with respect to wired networks. The
respective approaches have been proposed for protec-
tion of communication paths, e.g., by means of alter-
nate paths called backup paths (BP) being link/node
disjoint with the primary paths (also called working or
active paths - AP) being protected (see Fig. 2).
Alternate paths could be either installed in advance
(protection scheme), or found dynamically after a fail-
ure (restoration scheme) [116]. Therefore, protection
scheme guarantees full recovery with respect to the de-
manded capacity, while dynamic restoration provides
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Fig. 2: Example active and backup paths.
backup paths only on the best-effort rule [136]. Con-
cerning the scope of backup routes, the most impor-
tant proposals include path, segment or link protec-
tion/restoration [100], [109], [116].
For network operators, the main aim is to provide
the demanded service to customers while minimizing
the total capacity and/or energy consumption. How-
ever, from the perspective of a user, it is often more
important to provide fast recovery of flows affected by
the failure [112].
Specific variants of algorithms to find communica-
tion paths are designed for protection of either static
or dynamic traffic, i.e., with respect to volumes of traf-
fic that do not change much over time (e.g., in core
parts of the network), or are heavily time-dependent,
accordingly.
Since the general problem of finding communication
paths in capacity-constrained networks is NP-complete,
efficient heuristic algorithms to find disjoint paths have
been proposed (see e.g. [10]). In particular, due to time
constraints, such heuristics seem to be the only solution
in the case of dynamic traffic protection/restoration.
Available algorithms to find disjoint paths mostly
refer to the case of single-cost networks, i.e., implying
the same cost cij of link lij in all path computations
(for both working and backup paths). However, this
assumption is often not proper, e.g., in case of shar-
ing the link capacity by several backup paths, where,
the cost of a link in backup path computations is fre-
quently the fraction of the respective cost used for work-
ing path computations. This is the example of the so-
called multi-cost networks case, for which specific algo-
rithms to find disjoint paths should be used, e.g., the
k -Penalty algorithm from [113].
A large group of solutions refers to the case of ran-
dom failures, i.e., failures of nodes/links having no mu-
tual correlation. This assumption is often non-realistic,
since characteristics of network elements themselves fre-
quently have an impact on differentiated failure prob-
abilities. Also, apart from failures that are random by
nature, there is a large group of accidents being result
of malicious human activities, referred to as attacks.
The respective proposals of resistant-to-attack routing
approaches can be found e.g., in [1], or [115].
The model of random failures is also not proper in
case of modeling vulnerability of wireless networks ow-
ing to the observed spatial correlation of failures being
result of e.g., natural disasters like heavy rain falls. In
such case, available capacity of links significantly varies
over time. We are convinced that this is a new research
area that will receive much attention in the future. In
particular, there is a need to provide reliable transmis-
sion schemes able to respond to region failures, i.e., si-
multaneous multiple failures occurring in bounded ar-
eas. The respective Section 3, first outlines character-
istics of failures in wireless networks, and next shows
two important directions of future research, i.e., provid-
ing the reliable transmission in Wireless Mesh Networks
(WMNs) and in wireless mobile networks (here for the
scenario of vehicle-to-vehicle communications in vehic-
ular ad-hoc networks – VANETs). Section 4 in turn
focuses on algorithmic aspects and future research di-
rections in design of efficient methods to find commu-
nication paths.
In the next part of the paper, we focus on future
directions with respect to resilience of multilayer net-
works. Recent communication networks are undoubt-
edly multilayer, i.e., composed of a stack of networks in
client-server relationship. In general, in multilayer net-
works, the lower-layer network offers transport services
to the higher-layer network [101]. The most promising
architecture seems to the two-layer IP-over-Wavelength
Division Multiplexing (WDM) structure with IP flows
served directly by the WDM layer [94]. In general, pro-
tection/restoration approaches mentioned earlier in this
section, can be easily adapted to provide protection of
transmission in multilayer networks. However, in this
case, it is important to define proper rules of coopera-
tion between network layers to provide the multilayer
resilience. This is a well-researched area, and the respec-
tive interworking strategies defining e.g., the sequence
of network layers to perform recovery of affected flows,
as well as a way of exchanging the respective informa-
tion between the network layers, have been proposed
e.g., in [31], [37], and [38].
Observed evolution of end-user demands character-
istics, implying the respective change of communication
networks functionalities, brings out new challenges for
the design of resilient multilayer networks, outlined in
Sections 5–7.
In particular, Section 5 extends the idea of multi-
layer network resilience towards resilience of multilevel
and multirealm networks – other concepts that are fore-
seen to gain attention in the future, especially in the
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case of multiple service providers interconnected in the
Autonomous System.
Section 6 focuses on recent and future challenges
of multiple-criteria routing schemes for multilayer net-
works. Unlike single-criteria models, in multiple criteria
models, an explicit representation and mathematically-
consistent treatment of the trade-off among multiple
criteria in the objective functions can be achieved.
Section 7 points out problems related to deployment
of multilayer networks in practice based on example
challenges experienced by Deutsche Telekom. After fo-
cusing on practically operated real networks, and issues
related to cost-aware approaches to multilayer network
resilience, it presents the operator’s concept of resilient
IP-over-WDM network and pays special attention to
Elastic Optical Networking, as a potential key element
of architecture of future real multilayer networks.
Last two sections are particularly closely related to
recent proposals of the architecture of Future Internet.
The general idea behind these works is to design the ar-
chitecture of Future Internet from scratch taking into
consideration the best practices from the past. Leading
research teams tend to design the Internet as a “hyper-
network” consisting of networks of different types with
special focus on parallel networks concept, virtualiza-
tion, new services, as well as architecture of data and
control planes.
In particular, Section 8 includes the concept of cloud
computing as one of the major solutions to reduce costs
of deployment and provisioning of IT services in the fu-
ture. Potential future research fields outlined in this sec-
tion include: redundant data storage, issues related to
energy consumption, or overload control. The last sec-
tion (9) refers to resiliency issues in Software-Defined
Networks. Special focus is put on OpenFlow protocol,
virtualization of network resources, as well as differen-
tiated concepts of data and control plane resiliency.
2 Research Directions in Software Failure
Mitigation
Our society′s pervasive dependence on computers and
networks mandates that these systems be highly reli-
able. As per several surveys, underlying causes of the
failures of the systems can be classified into three main
categories: Hardware, Human, and Software. The pro-
portions of failure causes have been evolving with soft-
ware emerging as the main cause of system failures,
representing between 40% to 50% of the failures [50],
[106], [108].
It seems to be tacitly assumed that the networks and
telecommunication systems failures are mainly caused
by hardware, though, some papers have revealed that
the software is also one of the main causes of failures
[34], [75], [90].
Despite many advances in formal methods, program-
ming methodologies and testing techniques, developing
fault-free software is an unaffordable task, if not un-
achievable. A good (and expensive) development pro-
cess can reduce the number of residual faults to 1 per
10,000 lines of code [68]. It is clear that complex sys-
tems will be deployed with many faults. Hence, software
fault tolerance during operation becomes a critical com-
ponent to deal with the software faults and the conse-
quent system failures. However, the software reliability
literature has been focused on development, debugging,
testing; neglecting the operational phase of the systems.
The authors of [77], [93] propose the use of design
diversity to deal with faults during operation. However,
the practical applicability of design diversity has been
limited by its excessive cost; it can only be justified in
life-critical systems.
A question arises: is it possible to design affordable
software fault tolerance to deal with failures during op-
eration?
Traditionally, hardware transient failures have been
mitigated by means of retry while hardware intermit-
tent failures have been dealt with by rebooting or restart-
ing the system. In recent years, transient or intermit-
tent software failures, caused by underlying software
faults, have also been mitigated by applying the same
approaches. Based on this reasoning, we submit that a
software fault tolerance approach based on retry, restart,
reboot or fail-over to an identical software replica (not
a diverse version) to deal with the failures caused by
some types of software faults during operation is an
affordable means of software fault tolerance.
Based on their characteristics, software faults can
be classified into Bohrbugs (BOHs), non-aging-related
Mandelbugs (NAMs), and Aging-related bugs ARBs)
[51], [54], [55], [56].
The term Bohrbug was coined by Gray [51] in 1985.
It refers to faults that are easy to isolate, reproduce, and
thus fix. By contrast, Mandelbug refers to those faults
whose activation and/or error propagation is complex
enough, resulting in a “non-deterministic” behavior.
Mandelbugs are intrinsically related to software com-
plexity, as defined by Do¨rner [42] (pp. 38). This com-
plexity can be caused by:
1. a time lag between the fault activation and the oc-
currence of a failure; or
2. the influence of indirect factors, e.g.,
(a) interactions of the software application with its
system-internal environment (hardware, operat-
ing system, other applications); or
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Fig. 3: Software fault/failure mitigation classification tree.
(b) influence of the timing of inputs and operations
(relative to each other, or in terms of the system
runtime or calendar time); or
(c) influence of the sequencing of operations; sequenc-
ing is considered influential, if the inputs could
have been run in a different order and if at least
one of the other orders would not have led to a
failure.
A subtype of Mandelbug, called Aging-related bug,
is responsible for the software aging phenomenon [52].
Software aging causes an increasing failure rate or pro-
gressive performance degradation. This phenomenon is
especially evident in long-running applications [23]. In
the case of the Aging-related bugs, software rejuvena-
tion has been used as a proactive countermeasure. Soft-
ware rejuvenation is based on stopping the application,
cleaning its internal state and/or its environment, and
restarting it. According to [53], the fraction of BOH,
NAMs, ARBs across different types of software is found
to be 61.4%, 32.1%, and 4.4%, respectively.
Fig. 3 summarizes the software fault classification
and corresponding fault/failure mitigation approaches.
This classification of the software faults is not only
theoretical, but is also relevant in practice: Each type
of software fault requires different type of recovery ap-
proaches. The classification is relevant in developing
effective software fault tolerance mechanisms, and if
possible, determining the optimal times for preventive
maintenance.
In [5], the nature of the times to flight software
of different NASA/JPL missions was studied. Such an
analysis of real TTF data can lead to better predic-
tion of future failures, possible preventive maintenance
schedules, better mitigation techniques and eventually
better software designs.
Since the percentage of Mandelbugs in real-life soft-
ware systems is not negligible, we advocate an afford-
able software fault tolerance via Environmental diver-
sity. The underlying idea of Environmental diversity is
that when we retry a previously faulty operation and it
works, it is because of the environment where the op-
eration was executed has changed enough to avoid the
Mandelbug activation. The environment is understood
as the resources of the operating system, other appli-
cations running concurrently and sharing the same re-
sources, interleaving of operations, concurrency, or syn-
chronization. The Environmental diversity idea is illus-
trated in Fig. 4.
Fig. 4: Environmental diversity approach.
In [6], we have discussed the different Environmen-
tal diversity approaches applied in 8 NASA/JPL mis-
sions. We found that the most used approach was fix
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and patch, as expected. However, a non-negligible frac-
tion (approx. 11%) of failures caused by NAMs was
solved via Environmental diversity approaches (Retry,
Reboot, Restart, and Failover to identical copy). While,
only 1.6% of failures caused by BOHs was fixed with
these methods. This clearly shows the effectiveness of
Environmental Diversity approach to deal with failures
and their underlying faults during operations.
Summarizing, Environmental Diversity uses time re-
dundancy over the expensive design diversity approach.
Even though the term is relatively new, it has been ap-
plied in different systems [4], [48], [95], [96], [133], [134]
with successful and effective results.
Based on the above reasoning, we understand that
the future of software fault tolerance lies in the imple-
mentation of these affordable solutions based on En-
vironmental Diversity. These mechanisms will improve
the availability of the systems at a reasonable cost with-
out requiring reengineering the current or legacy appli-
cations and systems.
3 Reliability of Wireless Communications
Reliability of wireless communications is a relatively
new research area. Compared to the number of results
available in the literature concerning wired networks re-
liability issues, and, in particular, wired networks sur-
vivability (see e.g., [116], [126], [132], and [137]), there
are only several respective proposals for wireless net-
works.
In general, reliability of wireless communications is
harder to achieve mainly owing to problems related to
time-dependent effective capacity of links. This capac-
ity is frequently reduced (partially or completely) by
disruptions of many kinds, the most important ones
being e.g., channel fading, crosstalks, or weather-based
factors. The problem becomes even more important for
mobile wireless networks, where effective link capac-
ity is also a function of time-varying distance between
nodes.
We are convinced that reliability of wireless com-
munications will remain an open research area in the
forthcoming years. To justify this opinion, in this sec-
tion, we provide an overview of current research results
concerning wireless networks reliability, as well as indi-
cate some future research topics.
In particular, in Section 3.1, we first concentrate on
existing failure models and measures of fault tolerance
proposed for wireless communications. After that, we
present an overview of recent methods to provide re-
liability of communications for two different example
scenarios of wireless communications, i.e., for Wireless
Mesh Networks (with stationary nodes) - Section 3.2,
and for Vehicular Ad-hoc Networks - VANETs (with
mobile nodes) - Section 3.3, accordingly. In each case,
we also discuss possible directions of future research.
3.1 Failure Models and Measures of Fault Tolerance
A large group of research papers present results for a
model of isolated random failures [1]. In this model,
failures of network elements have no mutual correlation.
Such an assumption, even though realistic for wired net-
works, seems to be often inadequate for wireless com-
munications. This is due to frequently observed spa-
tial correlation between failures of wireless network ele-
ments being result of e.g., natural disasters (tornadoes,
heavy rain falls), or malicious human activities (e.g.,
bomb explosions) [92].
Spatial correlation between failures in turn leads to
the concept of a region failure, presented e.g., in [81],
[103], [119], allowing for a simultaneous failure of sev-
eral network elements located within a given area of a
negative influence. Such a model seems to be appropri-
ate for both node and link failures. In the latter case,
it may imply either partial, or complete degradation of
effective capacity of links.
Based on [119], the most common representation of
a failure region is the geometrical one formed by a cir-
cular area of a given radius r. This is especially rea-
sonable for natural disasters like earthquakes implying
probability of failures of network elements proportional
to their distance from the failure epicentre, as shown in
Fig. 5.
Fig. 5: Example of a region failure. The area of pos-
sible failures of network elements is represented here
by a circle of a given radius r, centered at the failure
epicentre.
Authors of most research papers on region failures
assume that at a given time, failures are constrained to
one region only. Results of modeling the simultaneous
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failures occurring in multiple regions can be found e.g.,
in [1] and [119].
Based on failure assumptions, known approaches to
region failure modeling can be categorized as either
deterministic-, or probabilistic failure-based. The first
class (see e.g., [119], [147]) implies a failure with prob-
ability 1 of any network element located inside a given
region, while in the latter one, probability of a network
element failure is a monotonously decreasing function
of distance between this node and the failure epicen-
tre. In general, probabilistic models seem to be more
suitable. However, they also have some limitations. For
instance, in the model from [92], radius r of the circular
failure region is assumed to be constant, which is in ob-
vious contrast to reality. Another constraint remarkably
limiting application of this model in practice refers to
probability pi of node failures defined as a unique con-
stant value in each ith area between two consecutive
concentric annuluses, as given in Fig. 6. As a result,
failure probability values are over-, or underestimated,
accordingly.
Fig. 6: Example region failure probabilities from [92].
Real failure scenarios together with topological char-
acteristics of a network, have a direct implication on the
resulting level of network reliability. In order to evaluate
the vulnerability of networks to random failures, aver-
age connectivity [13], distance connectivity [9], or path
connectivity [59] measures can be used. The respective
proposal of a wireless network reliability measure for a
region failure scenario can be found in [120].
Scenarios of failures mentioned above can be found
in the literature with respect to either stationary, or
mobile nodes. In order to outline the current research
directions for both cases, in the latter part of this sec-
tion, we decided to focus on two example architectures
of Wireless Mesh Networks – WMNs (with station-
ary nodes), and Vehicular Ad-hoc Networks – VANETs
(concerning mobile nodes), accordingly. As written in
Sections 3.2-3.3, there is still a need to provide more re-
alistic models of failures that would make the respective
measures of wireless networks reliability more adequate.
3.2 Reliability of Wireless Mesh Networks
Wireless Mesh Networks (WMNs) are typically formed
by stationary routers forwarding the traffic generated
by mobile/stationary users [62], [71], [97]. They are con-
sidered by many as an important alternative to wired
local, or metropolitan networks. By offering at each
link the transmission rates of 1-10 Gb/s owing to high-
frequency wireless communications (e.g., utilizing the
71-86 GHz band [80]), and having a relatively low cost
of deployment, WMNs gain a remarkable advantage
over wired networks. This is especially important e.g.,
in dense rural areas, or other difficult locations includ-
ing lakeland, upland, or mountain regions.
WMNs are also an important alternative to 3G (4G)
operators not having their own wired network infras-
tructure. For them, WMNs seem to be one of few so-
lutions to prevent from leasing the capacity from other
network providers.
However, high-frequency wireless communications,
apart from offering high-speed transmission capability
in error-free scenarios, brings about significant efficiency
problems under severe conditions. This especially refers
to WMN links being very susceptible to weather disrup-
tions. In particular, heavy rain falls often cause remark-
able signal attenuation. As a result, effective capacity of
a link may be partially, or even fully degraded. On the
end-to-end transmission level, serious instability prob-
lems (e.g., route flapping) can be observed.
As stated in [73], since WMNs are formed by sta-
tionary nodes and do not encounter noticeable con-
tention problems (if using highly directional antennas),
they seem to have similar characteristics to wired net-
works, with the only clear exception being the link sta-
bility.
When modeling failures in WMNs, it seems reason-
able to use the general idea of a region failure model.
However, it is not proper to assume the circular rep-
resentation of failure regions, since such areas (implied
e.g., by location of heavy rain fall) can be of any form.
The real shape of regions of signal attenuation due
to rain falls can be obtained e.g., by utilizing informa-
tion from radar echo measurements. Such an idea was
originally proposed by authors of [73], who suggested to
apply periodic updates of routing algorithm character-
istics based on predictions concerning future conditions
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of wireless mesh links. In particular, in [73], they intro-
duced two algorithms (XL-OSPF and P-WARP) being
extensions to Open Shortest Path First (OSPF) taking
into consideration changing weather conditions. Both
algorithms utilize formulas (1) and (2) from [35] defin-
ing the dependency of signal attenuation on the rain
rate:
A(Rp, D) = αR
β
p [
euβd − 1
uβ
− b
βdecβd
cβ
− b
βdecβD
cβ
] (1)
d ≤ D ≤ 22.5km
A(Rp, D) = αR
β
p [
euβd − 1
uβ
]; 0 ≤ d ≤ D (2)
where:
– A is the signal attenuation in dB,
– D is the length of the path over which the rain is
observed,
– Rp is the rain rate in mm/h,
– α, β are the numerical constants taken from [35],
– u = ln(be
cd)
d ,
– b = 2.3R−0.17p
– c = 0.026− 0.03lnRp,
– d = 3.8− 0.6lnRp.
In particular, XL-OSPF introduces the link cost met-
ric proportional to the observed bit error rate (BER) of
the link. Unlike in XL-OSPF, link costs in P-WARP al-
gorithm are estimated using weather-radar information
to predict the future condition of links.
Both algorithms from [73] require modifications of
routing algorithms, which may limit their applicabil-
ity in practice. In order to avoid such difficulties, the
author of [111] proposed to improve the WMN perfor-
mance in the heavy rain scenario by means of apply-
ing the periodic updates of the network topology based
on radar rain predictions. This proposal does not imply
any updates to routing algorithms. Instead, as shown in
Fig. 7, owing to dynamic antenna alignment features,
some links have to be periodically created/deleted, if
low/high level of signal attenuation is forecasted for
them, accordingly.
Based on observations and results from [73] and
[111], we may say that weather-based disruptions in
Wireless Mesh Network is certainly a promising area
for future research.
3.3 Reliability of VANET Communications
Owing to the need to improve the public road safety, in
recent years we have been observing a growing interest
Fig. 7: Example topology of a Wireless Mesh Network
(a) before, and (b) after applying the updates according
to the proposal from [111].
in inter-vehicle wireless communication systems deploy-
ment. Apart from road safety issues (including accident
warnings, lane change, or passing assistance, vehicle
remote diagnosis, road warnings against low bridges,
ice/oil on road), inter-vehicle communications (IVC)
[71], [145] may soon become an important solution for a
large group of other problems related e.g., to traffic co-
ordination issues, impact of transportation on environ-
ment (traffic light scheduling to reduce the travel time
as well as environmental pollution), or travellers infor-
mation support/infotainment [61], [78], [124]. However,
some of these services (e.g., collision warning) require
real-time communications. In such cases, messages ar-
riving too late are no longer useful.
It is worth noting that inter-vehicle communications
(IVC) does not require utilization of a roadside infras-
tructure. In particular, VANETs are considered to be
ad-hoc networks with multihop inter-vehicle commu-
nications (MIVC). The respective IEEE 802.11p and
1609 IVC standards have been recently ratified in the
US, but in Europe they are still under preparation.
Compared to Wireless Mesh Networks, reliability of
VANET communications is harder to achieve owing to
high mobility of nodes. Recent approaches from the lit-
erature to improve IVC communications include e.g.,
proposals to improve stability of links by utilizing in-
formation on vehicles mobility such as direction and
velocity [102]. However, due to high mobility of vehi-
cles, even if such features are included in the routing
algorithm, the time needed to install the path is often
still greater than the lifetime of a multi-hop path [18].
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Multipath routing algorithms [70] transmitting in-
formation via several (frequently mutually disjoint) end-
to-end paths certainly offer better fault tolerance. How-
ever, a failure of all alternate paths in VANETs is very
probable. To overcome the above problems, the author
of [114] proposed a new class-based multipath routing
algorithm being extension to AODV routing approach.
Unlike other approaches, this algorithm starts the pro-
cess of finding a new alternate path immediately after
detecting a failure of one of transmission paths between
a given pair of end-nodes (other approaches start this
process only after detecting failure of all alternate paths
of a demand). A special metric is additionally intro-
duced to improve the stability of each link.
Although being convincing, proposals from [18], [22],
[70], [102], and [114] can be seen as preliminary ones,
and further research in this area seems to be necessary.
4 Robust Optimization and Network Design
In the last decades, mathematical optimization has be-
come an inevitable part of the planning process of com-
munication networks. Graphs and algorithms play a
vital role in modern communication networks. With-
out the mathematical theory and algorithms developed
by researchers from discrete mathematics, algorithmics,
mathematical optimization, and distributed comput-
ing, many services of the information society like (mo-
bile) telephony, virtual private networks, broadband at
home, wireless Internet access, and Phone over IP are
unthinkable in their current form. At the heart of each
of these are Integer Linear Programming (ILP) formula-
tions to specify the planning task, and last but not least
obtain cost-efficient solutions by use of ILP solvers.
Existing mathematical methods for network plan-
ning require a deterministic model of the problem at
hand. Many factors in real applications are, however,
non-deterministic. For example, the traffic volumes be-
tween nodes in a backbone network fluctuate heavily
over time (see Fig. 8). Recently, robust optimization is
a trendy topic for mathematicians. Where stochastic
optimization [121] focuses on optimizing the expected
objective value, robust optimization aims to find a so-
lution that optimizes the worst case considered (to be
specified below). In this contribution, we promote the
adaption of this innovative methodology for the mod-
eling and design of communication networks. First, we
introduce the robust optimization approach, and after-
wards, discuss its potential for telecommunication sys-
tems by the example of robust network design.
Fig. 8: Fluctuation in demands for all node pairs in a
50-node German backbone network.
4.1 Robust Optimization
A deterministic linear optimization problem can be writ-
ten as max{ctx : Ax ≤ b, x ≥ 0}, where x is a vector
of n variables, c the coefficients of the objective, and
Ax ≤ b a system of m linear inequalities defining the
constraints. In many optimization problems, the coeffi-
cients of c, A, and/or b are not deterministic, i.e., not
known in advance. Hence, these values should be seen
as random variables. Optimizing with, for example, ex-
pected values in c, A, and/or b may have two undesired
side effects:
– the computed optimal solution x∗ is not longer op-
timal (given the actual values of c), and
– the solution x∗ is not valid for the actual values of
A and b.
Assuming w.l.o.g. that the objective coefficients are
certain, this issue can be addressed by solving a chance-
constrained model instead:
min ctx (3)
s.t.P (Aix ≤ bi) ≥ 1− εi ∀i = 1, . . . ,m (4)
x ≥ 0 (5)
where Ai is the ith row of matrix A, bi the ith compo-
nent of vector b, and εi > 0 a small constant defining
the probability that constraint i is violated by the op-
timal solution. Thus, we are looking for solution that
satisfies all constraints with high probability. Bertsimas
and Sim have shown in [16], [17] that in case all ran-
dom variables are independent and have a symmetric
distribution of the form aij ∈ [a¯ij − aˆij , a¯ij + aˆij ] (with
a¯ij the average and aˆij the maximum deviation), the
chance-constrained model for a given ε can be solved
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by the defining an appropriate integer Γ and solving
the following linear optimization problem:
min ctx (6)
s.t.
n∑
j=1
a¯ijxj + max
J⊆{1,...,n}:
|J|≤Γ
∑
j∈J
aˆijxj ≤ bi ∀i = 1, . . . ,m
(7)
x ≥ 0 (8)
Thus, every linear inequality is extended with a term
containing Γ largest deviations (of the product aˆijxj).
This maximum causes the inequality being not linear
anymore. It can be either linearized by defining a lin-
ear inequality for every subset of Γ elements of {1, ..., n}
(yielding an exponential number of inequalities), or by
linear programming duality, see below. The level of ro-
bustness can be adjusted by varying the parameter Γ ,
the higher the value, the more robust the solution will
be.
4.2 Robust Network Design
To show the potential of the mentioned approach, we
describe its application for the classical network de-
sign problem, which is at the base of many technology-
specific network planning problems. The so-called Γ -
Robust Network Design Problem has been studied in
detail in a series of papers by Koster et al., i.e., in [87],
[88], and [89]. The following description has been merely
taken from Koster and Kutschka [86].
The Γ -Robust Network Design Problem can be de-
scribed as follows. Let G = (V,E) be an undirected
graph representing the network topology. Let capacity
be installable in batches of C > 0 on each of the links
e ∈ E with cost κe per batch. For every commodity
k in a set K of point-to-point demands, a routing has
to be defined from source sk ∈ V to target tk ∈ V
such that the traffic volume dk can be accommodated.
The traffic volume dk is uncertain with an unknown
distribution but its realization is assumed to be in the
interval [0, d¯k+ dˆk] where d¯k denotes a default and dˆk a
deviation value for commodity k ∈ K. In addition, it is
assumed that only Γ ∈ {0, 1, ..., |K|}many demands de-
viate from their default values simultaneously. In worst
case, the deviation equals dˆk.
The Γ -Robust Network Design Problem is to find
a minimum cost installation of capacities such that a
routing template exists which does not exceed the link
capacities, if at most Γ commodities deviate from their
default values simultaneously. A routing template is a
set of multiple paths from sk to tk used according to a
percentaged distribution of the flow.
Now, let xe be the decision variable determining the
number of batches (modules) installed on edge (link)
e ∈ E. Let fke be the decision variable determining the
fraction of the (multi-)commodity flow of commodity
k ∈ K assigned to edge (link) e ∈ E. The capacity
constraint for a link e ∈ E now reads like in the general
case:∑
k∈K
d¯kfke + max
Q⊆K,|Q|≤Γ
∑
k∈Q
dˆkfke ≤ Cxe (9)
Given a fixed flow fke the maximum can be determined
by an auxiliary integer program:
max
∑
k∈K
dˆkfke z
k
e (10)
s.t.
∑
k∈K
zke ≤ Γ (11)
zke ∈ {0, 1} (12)
Since the linear relaxation of this integer program
is integral, the dual linear program is equivalent to it.
In the dual, we have one variable pie for the constraint
that at most Γ many demands can be selected, and
variables ρke for the inequalities z
k
e ≤ 1 in the LP relax-
ation. Plugging this dual LP in the capacity constraint
results in the following mixed integer programming for-
mulation for Γ -robust network design:
min
∑
e∈E
κexe (13)
s.t.
∑
j∈V :
ij∈E
(fkij − fkji) =

1 i = sk
−1 i = tk
0 otherwise
∀i ∈ V,
k ∈ K (14)
Γpie +
∑
k∈K
d¯kfke +
∑
k∈K
ρke ≤ Cxe ∀e ∈ E (15)
dˆkfke ≤ pie + ρke
∀e ∈ E,
k ∈ K (16)
fke , xe, pie, ρ
k
e ≥ 0 (17)
xe ∈ Z|E| (18)
The objective (13) is to minimize the costs inflicted
by installing capacities on links. For every node and
commodity, the flow conservation is guaranteed by con-
straint (14). In contrast to the classical link capacity
constraint, the Γ -robust capacity constraint (15) in-
cludes the dual variables pie and ρ
k
e . The dual variables
are connected to the deviation demand values dˆk in
constraint (16). This constraint results from linear pro-
gramming duality theory and is necessary to determine
the correct bandwidth requirement in constraint (15).
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Fig. 9: Cost savings of robust ABILENE and GE´ANT network design compared to classical network design with
peak demand values (i.e., corresponding to Γ -Robust Network Design with Γ = |K|).
Constraints (17) and (18) are the nonnegativity respec-
tive integrality constraints.
Solving (13)–(18) results in a solution with optimal
cost value depending on the value Γ . The price of ro-
bustness [17] measures the relative increase of the opti-
mal cost value compared to Γ=0. As the name suggests,
robustness comes at a price, compared to a solution
based on average values. In practice, however, network
planners would calculate with far more conservative val-
ues than the average traffic volumes in order to guar-
antee robust networks. Therefore, it would be fairer to
compare with Γ =∞, i.e., the case where the network
is designed for d¯k + dˆk instead of d¯k. Fig. 9 shows the
results for four test instances and different values of Γ
(see [89] for more details). For Γ = 5 about 10% of the
cost can be saved for all considered network instances.
An analysis of the actual robustness (i.e., for actually
observed traffic matrices) of the designs produced by
this approach revealed that best possible values are al-
ready (almost) achieved for Γ = 5.
4.3 Further Remarks
The above discussion is just one example of a problem
where robust optimization can improve current prac-
tice. The robust approach of Bertsimas and Sim from
[17] can be applied in many more cases, including the
real optimization of future communication systems. Two
examples are given by in [14] by Belotti et al. and in
[43] by Duhovniko et al., but many more applications
are possible.
One drawback of robust optimization compared to
traditional deterministic optimization is the increasing
size of the integer linear programs to be solved. Every
uncertain constraint requires extra variables and con-
straints. Fortunately, these are continuous variables in-
stead of discrete variables. In some cases it may be ben-
eficial to avoid these extra variables by separating the
exponentially-sized set of constraints resulting from a
straightforward linearization (see Fischetti and Monaci
[47]) or to project the polyhedron to a subspace of the
original variables (see the work [27] of Claßen et al.). In
addition, the derivation of additional valid inequalities
can be considered (see [89] of Koster et al.).
Robust optimization as it is presented in this contri-
bution is conceptually a one stage optimization prob-
lem: a single solution is found for all considered scenar-
ios. In network design, for example, it might be pos-
sible to adapt the flow according to the actual traffic
volumes, but the capacity installation has to be carried
out in advance. In such a case a two stage approach
would be more beneficial. Ben-Ameur (2007) in [15] and
Poss and Raack (2012) in [110] describe such robust
approaches yielding a routing that is neither static nor
completely dynamic. An alternative concept is recov-
erable robustness (Liebchen et al. in [91], 2009) where
limited changes towards the actual values are allowed.
This concept has only be applied so far towards clas-
sical combinatorial optimization problems like shortest
path (Bu¨sing, 2010) and knapsack (Bu¨sing et al., in [20]
and [21]).
5 Multilevel and Multirealm Network
Challenges and Resilience
Real communication networks are complex multilevel
graphs [60], [99], [128]. Understanding the resilience
properties of the network requires modelling this com-
plex structure as a whole such that challenges can be
applied to model the impact on user services. Resilience
is the ability of the network to provide and maintain ser-
vice in the face of challenges to the network [130]. Re-
silience subsumes survivability (tolerance of correlated
failures from large-scale disasters and attacks), disrup-
tion tolerance (for weakly connected channels, mobility,
unpredictable delay, and energy constraints), depend-
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ability (including reliability and availability), and per-
formability (that measures degraded performance of a
complex system when some of its subsystems fail).
5.1 Multilevel Network Structure
From an operational and protocol point of view, net-
works can be represented by a multilevel graph, as shown
in Fig. 10; this example is for the US Sprint service
provider [65]. The lowest level L1 consists of the phys-
ical infrastructure in which the graph edges are fiber,
copper, or wireless links, and the vertices are switches,
cross-connects, or multiplexors. This level is grid-like in
its topology and degree distribution. Each level up is a
graph that consists of a subset of the vertices and an
arbitrary edge set. For example, the router topology L3
consists of vertices that are IP routers at some of the
physical infrastructure nodes, and a set of IP virtual
links between the routers. This level is a mesh-like over-
lay on the grid-like underlay. There may be a virtual
link level L2.5 in-between for traffic engineering using
MPLS. These three levels are shown for the Sprint net-
work in Fig. 10. Above this, the end-to-end transport
graph represents all transport flows, and application
level and social-network level flows can be constructed.
Fig. 10: Multilevel ISP network.
Traditional Internet analysis has largely been con-
ducted on the IP (layer 3) graph (e.g., [3]). However, an
understanding of resilience (including survivability and
dependability) requires multilevel representation and
modelling, in which failures and challenges are applied
to the proper level, with the impact on service measured
at the proper level above. For example, a large-scale dis-
aster or terrorist attack must be modelled as failures at
the physical infrastructure level, with the vertex and
edge deletions propagated upward to the IP level and
further to the application level to understand the im-
pact on service to the user. Similarly, a malware attack
against the IP infrastructure needs to be modelled as
failures in the network level graph.
This can be analytically modelled as a multilevel
graph [25], as shown in Fig. 11a consisting of multiple
graphs, one for each level, arranged such that for any
pair of levels, the set of all nodes in the higher level
is a subset of the set of all nodes in the lower level,
and such that nodes that are not connected in a lower
level are not connected in a higher level. Thus when
a link is removed at the bottom (typically physical)
level, this does not impact the connectivity of the higher
level graphs if dynamic routing is utilised as shown in
Fig. 11b. However, as shown in Fig. 11c, the removal of
links (1, 6) and (3, 4) in the lowest level partitions the
graph and necessitates their removal in the above levels
as well. Thus we can model the impact of challenges to
the physical infrastructure on higher-level services by
understanding the resilience properties induced on the
higher level graph that delivers these services.
5.2 Multirealm Network Structure
The multilevel graph described in the last subsection
would be accurate if there were only one service provider.
In reality, the Internet is composed of many service
providers interconnected as an AS (autonomous sys-
tem) graph. While AS graphs have been modelled (e.g.,
[46]), this interconnection is more complex when viewed
as a level above the router graph. Each AS vertex is a
single multilevel service-provider graph, but the peer-
ing interconnection consists of links between the edge
routers of each AS, as shown in the top two levels of
Fig. 12. We refer to any policy, trust, or mechanism
boundary, as a realm [12]. This includes, but is not lim-
ited to AS boundaries. Thus, the modeling of the inter-
realm graph consists not only of the realm-graph adja-
cency matrix, but also of the specific peering edges be-
tween the multilevel provider graphs. This significantly
increases the complexity of modelling Future Internet
resilience, but is necessary to adequately capture the
complexity of the modern Internet.
We can then extend the multilevel analytical graph
model described in the last subsection to a multirealm
graph model. This is done by first constructing the mul-
tirealm graph of providers (or AS – autonomous sys-
tems). In this graph, each vertex corresponds to a mul-
tilevel provider graph. This provides the adjacency of
the provider graphs, but we additionally need to cap-
ture the peering points. Thus, the peering vertices (cor-
responding to border routers) in the top level of each
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(c) Partitioned multilevel network
Fig. 11: Multilevel graph example
provider graph are the neighbours of the interprovider
edges that connect them.
5.3 Challenge Taxonomy and Modelling
Given a network topology graph, its resilience can only
be predicted by applying a challenge and measuring its
robustness, either analytically, through simulation, or
experimentation on a large-scale testbed [129]. This re-
quires a threat model and an understanding of potential
challenges that could disrupt the network.
Fig. 12: Multirealm multilevel topology.
A key part of this understanding is to develop a
rigorous taxonomy of challenges [26], along the lines
of fault [12] and survivability [129] taxonomies. This
section briefly introduces the ResiliNets challenge tax-
onomy.
Challenges can be categorized in 11 dimensions, some
of which have sub-categories.
– cause is natural (terrestrial, meteorological, cosmo-
logical), human-made (social, political, business and
economical, or terrorism), or based on a dependency
(independent infrastructure, lower-level failure, or
cascading failure),
– target is either direct or collateral damage,
– objective is malicious, selfish, or non-malicious,
– intent is deliberate or non-deliberate,
– capability is accidental or due to incompetence,
– dimension is hardware, software, protocols, or traf-
fic,
– domain is wired or wireless,
– scope is nodes, links, or area (fixed or evolving),
– significance is catastrophic, major, or minor,
– persistence is long-lived, short-lived, or transient,
– repetition is single, multiple, or adaptive.
As an example, a large-scale blackout impacting the
network can be classified as, cause: interdependent in-
frastructure, target: collateral, objective: non-malicious,
intent: non-deliberate, capability: incompetence, dimen-
sion: hardware, domain: wired and wireless, scope: area,
significance: major, persistence: short-lived, repetition:
single. The goal of this taxonomy is to classify past and
potential challenges in each of these 11 dimensions to
understand what resilience mechanisms should be de-
ployed and how robust the network will be to these
challenges.
This permits the construction of a challenge correla-
tion table that categorises know past challenges, includ-
ing attacks and large scale disasters in each of the 11
taxonomy dimensions. This can then be used to under-
stand how the network is likely to respond to particular
threats and help increase the resilience to these future
challenges.
14 Jacek Rak et al.
6 Multiple-criteria Routing Approaches in
Multilayer Networks – Highlights of Issues and
Challenges
Routing between two end points in a network requires
finding a path between those end points satisfying cer-
tain quality of service (QoS) related constraints, and
usually seeking to optimize some metrics. It is advan-
tageous that routing methods in modern telecommu-
nication networks may take into account multiple, of-
ten conflicting objectives related to Quality of Service
(QoS) or cost/revenue metrics. A recent example can be
found in [142] where results show that there is a tradeoff
between power minimization and blocking probability.
The authors of [142] propose a weighted power-aware
lightpath routing (WPA-LR) approach where a param-
eter α ∈ [0, 1] is used such that if α is equal to 0, WPA-
LR becomes a pure power minimization approach, while
for values of close to 1 WPA-LR will provision connec-
tion requests favoring shorter routes. They evaluate the
power consumption and blocking, for increasing traffic
load and different selected values of α. In our view, the
resolution of this type of routing problem could greatly
benefit from a bi-criteria approach.
6.1 Multiple-criteria Approaches
Single objective approaches, which seek the optimiza-
tion of one metric/function alone while other metrics
are usually represented as constraints, have inherent
limitations. Hence there are potential advantages in the
development of explicit multiple-criteria models (that is
models where one seeks the simultaneous optimization
of several metrics/objective functions) for dealing with
various routing problems.
In fact, multiple criteria models enable an explicit
representation and mathematically consistent treatment
of the trade-off among the different metrics, taken as
objective functions considered as conflicting criteria.
Note that in models involving explicitly multiple and
conflicting criteria, the concept of optimal solution (that
is usually infeasible), is replaced by the concept of non-
dominated solutions. A non-dominated solution is a fea-
sible solution such that no improvement in any criterion
is possible without sacrificing at least one of the other
criteria. The aim of a multiple criteria optimization
model is, in general, the calculation of non-dominated
solutions and the selection of one of them, considered as
a “good” compromise solution for the specific problem
under analysis. A state of art review of multiple criteria
models in telecommunication network design, namely
routing models is in the book chapter [28]. An overview
on multiple criteria routing models in telecommunica-
tion networks with a case study is in [29]. Key method-
ological and modeling issues in this area and a meta-
model for hierarchical multiple criteria network-wide
routing optimization in multiprotocol label switching
(MPLS) networks are discussed in [36] while a proposal
of a systematic conceptual framework for multiple crite-
ria routing in QoS-IP networks, is given in [143]. Also
in [143] diverse aspects of multiple-criteria routing in
QoS IP networks to be taken into account in future
developments of network engineering, are discussed.
Routing algorithms are often based on shortest path
routing, assigning a length (or cost) to each network
link, and then finding the shortest length paths (where
weights may also be considered for each link in each
candidate path [143]). Non-dominated solutions (paths)
can be calculated by optimizing a scalar function which
is a convex combination of the considered n objective
functions. After transforming the multiple criteria prob-
lem into the weighted-sum scalar problem, only non-
dominated supported solutions can be computed. These
are the solutions belonging to the boundary of the con-
vex hull of the non-dominated solution set in the n-
dimensional objective function space [131]. This is illus-
trated in Fig. 13, where solutions 1, 2, 3 and 4 are sup-
ported non-dominated solutions and the duality gaps
are marked in gray, where the unsupported solutions
5, 6, 7, 8 and 9 are marked. In [33] an interactive bi-
objective shortest path approach is proposed for search-
ing for unsupported non-dominated solutions and in
[30] a reference point approach to determine unsup-
ported non-dominated solutions in multiple criteria in-
teger linear programming is proposed.
Fig. 13: Two objective functions z1 and z2, supported
and unsupported non-dominated solutions.
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6.2 Multilayer Networks
There has been an effort to reduce the number of in-
tervening layers in order to simplify network operation
and management of communication networks. This re-
sulted in the IP over Wavelength Division Multiplexing
(WDM) architecture, enabled by an optical transport
network. However this simplification raised new chal-
lenges, namely regarding multi-vendor compatibility, as
well as the complexity of requiring network resiliency at
the optical layer.
The Optical Transport Network (OTN) was initially
developed by the ITU-T as the core transport for SDH,
and later extended to support Ethernet and IP [72].
The OTN supports the transport of diverse client sig-
nals, is agnostic to client signal types, capable of effi-
ciently transporting variable bandwidth granularities,
and incorporates forward error correction (FEC) which
significantly increases the distance transmission with-
out the need for the 3R (re-amplification, re-shaping,
re-timing). In OTN, at the digital layer, the client traf-
fic flows are mapped into optical data units (ODUs).
The ODUs are then mapped into an optical transport
unit (OTU) where the FEC is added and the signal is
ready to be carried in an optical channel (OCh) – see
Fig. 14. The granularity of the multiplexing hierarchy
defined by ODUk is 1.25 Gb/s, 2.5 GB/s, 10 Gb/s, 10.4
Gb/s, 40 Gb/s, 100 Gb/s, k = 0, 1, 2, 2e, 3, 4. A flex-
ible container was also defined, designated ODUFLex,
which was developed to accommodate signals of dif-
ferent speeds (variable and constant bit rates). Lower
order ODUs can then be multiplexed in higher-order
ODU (with higher rate), to allow a better use of the
network bandwidth. This also allows sub-wavelength
networking capabilities [57].
Fig. 14: Building an OTN container.
The OTN technology [72] is required by today’s
telecommunications, to cope with growths of bandwidth,
and emerging services [144]. It has operations, adminis-
tration, maintenance, and provisioning (OAM&P) ca-
pabilities per wavelength [57], which were missing in
previous transport technologies. The flexibility of the
WDM layer was improved with the introduction of re-
configurable optical add-drop multiplexers (ROADM).
ROADM is a device which allows optical signals (as-
signed to wavelengths) to be added, dropped or by-
passed (switched) in a reconfigurable manner.
Multiprotocol label switching [8], [118] is used in
IP networks to create tunnels – label switched paths
(LSPs) – and ensure QoS for traffic flows. MPLS fast
reroute ensures very fast service recovery [107]. Re-
cently MPLS Transport Profile (MPLS-TP) [104] has
been proposed, which is simultaneously a subset and
an extension of MPLS. The objectives of MPLS-TP ac-
cording to [19] are to enable MPLS to be deployed in
a transport network and to be operated in a similar
manner to existing transport technologies and also to
enable MPLS support of packet transport services with
a similar degree of predictability to that found in ex-
isting transport networks. MPLS-TP has the efficiency
of MPLS and the reliability and OAM capabilities of
existing transport networks.
In the IP/MPLS over WDM model, wavelengths can
be routed and switched between the source and destina-
tion points, using all-optical ROADMS, thence achiev-
ing the features of a full dynamic wavelength routed
network.
In the IP-over-OTN-over-WDM model, the OTN
switching capability is exploited in order to bypass many
of the IP layer routers, thus reducing the amount of
router capacity (and power consumption). It also al-
lows traffic grooming at sub-wavelength level, which re-
sults in a more efficient bandwidth utilization. The net-
work architecture may also be IP/MPLS-over-MPLS-
TP-over-OTN-over-WDM, in order to further improve
the efficiency of bandwidth utilization, through a higher
level of traffic grooming. The MPSL-TP switch is ca-
pable of identifying the LSPs carried in the ODUs, and
will be capable of switching them for a better use of
the ODUs bandwidth, resulting in network with bet-
ter bandwidth performance. In [79] an optimization de-
sign model for protection in IP/MPLS-over-OTN-over-
WDM networks is presented, which takes into account
the technological constraints in each layer.
The use of MPLS-TP combined with OTN is ex-
pected to save capital expenditure (CAPEX) and lower
operational expenditure (OPEX) [105]: at the IP/MPLS
layer it saves CAPEX by requiring less router hard-
ware and lowers OPEX by reducing power consump-
tion; at the DWDM layer it reduces the need for new
wavelengths (and fibers) due to sub-lambda grooming.
However, the cost of a node equipped with MPLS-TP
is higher. Hence the introduction of MPLS-TP requires
a careful evaluation at an economic level and rout-
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ing (with protection) optimization to ensure that the
potential advantages of MPLS-TP are fully exploited.
Fig. 15 illustrates that the deployment of MPLS-TP
within the OTN switch, allows intermediate sites to
have reduced or no router traffic [105].
Fig. 15: Incorporating MPLS-TP in the tranport
layer [105].
The cost of packet layer topologies and the advan-
tage of OTN switching are analyzed in [45]. In [39] a
study was carried out comparing three scenarios for
WDM and switching architectures, with 100 Gb/s tech-
nology. The authors concluded that the introduction of
OTN switching increases wavelength efficiency and en-
ables the deployment of fewer 100 Gb/s wavelengths.
Morover, although MPLS-TP was not considered, as
the cost of introducing this layer is mainly related to
a new software function in the OTN nodes [105], these
results seem to indicate that incorporating MPLS-TP,
while adding an extra layer to the network architecture,
is likely to be a promising approach.
6.3 Multiple Criteria Models in Multilayer Networks
Routing optimization using multiple-criteria approaches
is especially interesting in the network management
plane, as part of a decision support system. A multiple-
criteria optimization model for routing with protection,
could make it clear the trade-offs among various in-
stances/metrics resulting from the different routing and
protection options in each layer. The non-dominated so-
lutions (the whole set or a selected sub-set) obtained at
a lower layer could then be ranked or filtered at the
next upper layer.
The applicability of a multiple-criteria approach for
routing with protection in multilayer networks will de-
pend, among other factors, on the required time re-
sponse. A multiple-criteria approach for routing with
protection in an IP/MPLS over MPLS-TP over OTN
over DWDM, could involve the following issues:
– formulating a multiple-criteria routing model and
solving the associated multiple criteria optimization
problem at the WDM layer. For example, the use of
an energy-aware routing with protection, seeking to
minimize power consumption and global blocking
[142], while complying with Quality of Transmis-
sion. The solution of multiple-criteria optimization
for this problem would be a set of non-dominated
virtual lightpaths,
– with MPLS-TP over OTN, for each virtual light-
path topology option from the first step, there will
be different routing (at transport level) and sub-
wavelength grooming possibilities. The resolution of
the resulting decision problem at this layer could
also benefit from a multiple-criteria approach.
A challenging issue in this area is to explore the devel-
opment of hierarchical multiple criteria routing mod-
els integrating, in an articulated manner the type of
problems addressed in the previous points. Conceptual
analysis and methodological proposals on hierarchical
models in the context of multiple criteria routing ap-
proaches in MPLS and QoS IP networks can be found
in [36] and [143].
We believe that this is an area where both from a
methodological and application perspectives interesting
challenges lay ahead, taking into account on the one
hand the great complexity of problem involved and on
the other hand the possible impacts in terms of network
performance/cost improvements.
7 Resilience Considerations of an IP Backbone
Network in the Interplay with an Agile Optical
Layer
Multi-layer (ML) networking is already discussed for
many years now. However, despite of a huge amount
of publications it has not been widely deployed in real
networks. However, recently it gains more and more at-
tention in the communications industry due to newly
achieved feasibility of connected with the expectations
of further cost reduction and superior network perfor-
mance.
7.1 General Technology Trend in the Communications
Industry: Cost Reduction by Multi-layer Optimization
within Real Network Implementations
Picking up the general technology trend, we recommend
the following guidelines for future research directions
with high practical relevance:
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– consider real, practically operated networks
In addition to artificial networks′ topologies derived
by software generation it is also recommendable to
concentrate on real networks. For example, Deutsche
Telekom (DT) is willing to share a reasonable topol-
ogy for its future national router network. A generic
end-to-end traffic profile can also be provided to-
gether with typical failure probabilities for, e.g., a
cut of fiber pair per km.
– do cost-aware resilience research
Generally, reliability and availability modeling should
always take cost issues into account. This does not
necessarily mean that any work not directly dealing
with economics is out of scope. Indeed, conceptually
work and new ideas are highly appreciated. But it is
always mandatory having economics issues in mind
in order to achieve a competitive cost scaling of any
new resilience scheme. A recent collaborative cap-
ital expenditure model was accepted for near-term
publication [117].
This detailed model is a key requirement to eval-
uate multilayer metro and core network architec-
tures and their resilience approaches. It is based on
IP/MPLS, MPLS-TP, OTN and WDM technology
and was developed by researchers from system ven-
dors and network operators within the framework of
the European FP7 project STRONGEST [67]. Be-
sides current equipment and corresponding prices
for the different layers L0 to L3, it also contains
predictions for technology evolution and pricing un-
til 2018.
– consider multilayer architectures
Traditionally, there has been competition between
different departments at all operators. Recently this
has changed. Indeed, previously competing depart-
ments have been merged for good reasons. Closer
integration of packet and optical transport network
layers helps network operators to reduce both, cap-
ital and operational expenditures. Therefore, it is
now the right time to reconsider previous multilayer
concepts under current technology capabilities and
updated cost structures. There has not been a full
coverage of studies on resiliency option for ML op-
timized networks. Presumably, there is now enough
room for accordingly updated multilayer architec-
tures, latest interworking options, and further im-
proved resilience schemes.
7.2 Upcoming Topics to be Considered in Detail
– IP-over-Optics
The direct interworking of the router layer and the
optical transport layer beneath is usually called as
IP-over-Optics or IP-over-DWDM, basically both
meaning the same. It offers the opportunity for a
smarter multilayer resilience scheme overcoming the
traditional over-dimensioning of packet networks. In
this sense, reliability-aware ML network design and
optimization is the key enabler for huge overall cost
savings as has been demonstrated recently [58]. The
cost saving potential stems from the reduced num-
ber of line interfaces enabled by a higher interface
utilization. A new service-differentiated multilayer
resilience scheme combines traditional IP protection
for high-priority traffic with optical restoration for
the best-effort share of the total traffic. Today, this
low-priority traffic dominates the entire traffic vol-
ume.
All key technological ingredients are available today:
first, flexible optical transmission at 100G with co-
herent reception technology being much more flex-
ible and allowing a more dynamic mode of service
provisioning and operation, second, a ML GMPLS
control plane aware of topological modification on
the optical layer, e.g., in reaction to a fiber failure.
Especially, the control plane interworking must be
aware of shared risk groups unintentionally induced
by optical rerouting.
While all this is comparably mature today and even
field tests are on the way serving as a proof-of-
concept, some key technological questions are still
unsolved. For example, how the optimum topology
looks like, i.e., whether or not the two associated
WDM rails should be interconnected (see Fig. 16 for
more details). Furthermore, the detailed interwork-
ing of the control planes on the router and optical
layer side is to be addressed. Finally, the overall net-
work availability for all service classes needs to be
carefully evaluated.
– Elastic Optical Networking
A second hot research topic is the Elastic Optical
Networking (EON). This research field is also known
as flexgrid / flexreach / flexrate networking. The
EON architecture is based on Bandwidth Variable
Transponders (BVT), and flexgrid optical switch-
ing technologies, capable of fulfilling the require-
ments in terms of capacity and dynamicity of future
core networks. This is required as traffic demand is
increasing dramatically, year on year, with typical
growth figures of between 30% and 60% for Internet
based traffic. Such traffic increase is impacting on
both network costs and power consumption. More-
over, traffic is not only increasing but might also
become more dynamic, both in time and direction.
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Fig. 16: Schematic of an IP-over-Optics network with
A-/B-Plane design and how the optical restoration is
embedded into a ML resilience scheme.
For these reasons, transport network evolution from
current static DWDM systems towards elastic op-
tical networks, based on flexgrid transmission and
switching technologies, could significantly increase
both transport network scalability and flexibility.
Further benefits come again from multilayer inter-
working mechanisms enabling electronic switching
technologies (IP/MPLS, OTN, etc) to directly con-
trol the BVTs for optical bandwidth optimization
purposes.
Within a new European FP7 project named IDE-
ALIST [64] this approach is evaluated both from a
theoretical and conceptual view as well as from an
industrial perspective emphasizing economic issues.
EON feasibility studies and experimental implemen-
tation and demonstration of prototypes will be key
project activities.
Besides the industrial focus of IDEALIST and also
some early papers on Routing-and-Spectrum Alloca-
tion (RSA) Algorithms with Dedicated Path Pro-
tection [83], there is still a broad band of yet un-
solved questions open concerning flexgrid-based re-
silience.
One of the anticipated early door-openers of com-
mercial EON deployments is their superior flexible
reaction capability to network failures. Today an
optical interface needs to stay entirely out of ser-
Fig. 17: A fundamential paradigm change is going on
from static fixed-grid networking towards a fully flexible
optical transport network incorporating flexible reach
and flexible rate functionalities.
vice when its restored physical lightpath exceeds the
maximum distance for the given fixed line rate. In
the future EON framework, the line rate will be flex-
ibly controlled. Therefore it might get realistic to
reduce the line rate by modulation depth adaption
such that the wavelength just covers the physical
path. Of course, the original traffic throughput is
reduced, but higher network layers like the IP layer
might still take advantage of this type of ML re-
silience. This approach balancing reach against ca-
pacity needs to be thoroughly investigated. A study
should cover both cases, a single optical layer, and
a multilayer consideration, respectively. Many more
resilience-related questions with a big impact on
practical flexgrid networking are expected to enter
the stage over time.
8 Cloud Computing: New Challenges for
Reliable Networks Design
Cloud computing seems to be an emerging and promis-
ing IT technology, especially attractive to business cus-
tomers. This follows mainly from the fact that cloud
computing can significantly reduce costs of deployment
and provisioning of various IT services. The general idea
behind the cloud computing is based on having large
pools of computer systems sharing an IT infrastructure
[69]. Gartner [63] defines cloud computing as a style
of computing where massively scalable IT-related capa-
bilities are provided “as a service” using Internet tech-
nologies to multiple external customers. Cloud comput-
ing emerged as a mature IT solution around 2007 and
since that time the topic has exploded in huge attention
within both industry and academia. In this section, we
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would like to briefly present the main aspects of cloud
computing idea and examine how the advent of cloud
computing impacts the research in the topic of reliable
networks design [63], [138], [146].
8.1 Cloud Computing
The most important factors in development of cloud
computing are: “dot-com boom” which started an ex-
plosion of interest in outsourcing IT services; popular-
ity, maturity and scalability of the Internet; appearance
of large data-centres of commodity hardware developed
by companies such as Google, Amazon and Microsoft
[138]. In the literature, a large number of definitions
related to cloud computing can be found. However, the
most common elements recurring in most of the defi-
nitions are: network access and distributed computing
resources. In recent years, these two elements have been
gaining much attention in many areas of industry paral-
lel to overwhelming popularity of Internet and growing
need to process a huge amount of data. The concept of
cloud computing combining both flexible network ac-
cess and scalable distributed computing perfectly re-
sponses to a large number of business and research chal-
lenges.
There are three fundamental models of providing
services in cloud computing [41], [146], Fig. 18:
– Infrastructure as a service (IaaS). In this model,
a customer outsources from the provider the equip-
ment used to support operations, including storage,
hardware, servers, virtual machines and networking
components. The provider is the owner of the equip-
ment and is responsible for housing, running and
maintaining it. The client typically pays on a per-
use basis. Examples of IaaS include: Amazon EC2,
Windows Azure Virtual Machines.
– Platform as a service (PaaS). In this model,
a customer rents virtualized servers and associated
services (e.g., operating system, programming lan-
guage execution environment, database, web server)
for running existing applications or developing and
testing new ones. Examples include Google App En-
gine and Microsoft Windows Azure Compute.
– Software as a service (SaaS). In this model, ap-
plications are hosted by service providers and made
available to customers over a network, typically the
Internet [76]. The customers do not manage the
cloud infrastructure and platform on which the ap-
plication is running, what in a consequence reduces
the requirement to install and run the application
on the customer′s own hardware simplifying mainte-
nance and support. Examples include Google Apps
and Microsoft Office 365.
Fig. 18: Models of providing services in cloud comput-
ing.
The SaaS model seems to become an increasingly
dominant model in parallel with development of tech-
nologies that support Web services and service-oriented
architecture (SOA). Moreover, this model is the sim-
plest one from business point of view.
The main advantages of cloud computing systems
are [138], [146]:
– cost and energy consumption reduction – develop-
ment of dedicated data centers on one hand enables
savings in CAPEX costs following from large scale
of the systems and on the other hand deployment
of specialized solutions shall reduce OPEX costs in-
cluding energy expenditures,
– high scalability, as customers are provided with on
demand resource that can be acquired without sub-
stantial investment costs,
– easy access, since services provided in the cloud model
are mostly based on web solutions and are easily ac-
cessible through a variety of devices with the Inter-
net connectivity,
– possibility to create new markets, particularly in ar-
eas like business intelligence with beforehand needed
significant IT investment,
– reduced demand for skilled labor as IT skills short-
ages exist in many developed markets.
8.2 Cloud Computing and Networks
As pointed out above, the computer network is an indis-
pensable element of the cloud computing model. There-
fore, the unprecedented development of cloud comput-
ing triggers the need to make a critical review of cur-
rently used networks from the perspective of cloud com-
puting needs. According to [32], current transport net-
works are not efficiently designed for requirements of
20 Jacek Rak et al.
cloud environments. First of all, existing networks are
mostly focused on unicast (one-to-one) traffic, while dif-
ferent types of applications running on cloud comput-
ing systems lead to new traffic patterns including any-
cast (one-to-one-of-many) flows. Second, flexibility and
scalability of cloud computing environments naturally
implies dynamic changes of traffic demand, what may
affect the traditional planning and dimensioning rules
of network operators. Third, concentration of process-
ing in relatively small number of sites (i.e., data centers)
means that the volume of traffic on network links adja-
cent to these sites can become very large, thus network
technologies supporting high capacity may be required.
To answer all these challenges, the authors of [32]
propose an idea of a cloud-ready network that is pre-
pared to support cloud computing services. The cloud-
ready network is based on three technological concepts:
– flexible transport network, that can provide the re-
quired capacity on demand,
– multilayer oriented network management, that can
handle the network traffic demand in an economical
way,
– set of cross-strata capabilities, that can provide a
combined optimization of both the computing re-
sources and the network.
For a more comprehensive discussion on the topic a
cloud-ready network refer to [32].
The authors of [2] mention that in some cases ac-
cording to the needs of users such as on-demand avail-
ability with very small latency requirements, the cloud
computing environment can use a mist computing ar-
chitecture, i.e., cloud resources (computing and stor-
age) are distributed in the network in more extent than
in classical cloud model. Another motivation behind
the misty model follows from the energy consumption
limitations. Data centers and generally supercomput-
ers grow very quickly, however in the near future the
growth will probably slow down due to problems with
providing sufficient energy supply.
According to [85], an exaflops-class supercomputer
obtained by simply scaling Blue Waters up 100 times,
would need 1.5 gigawatts of power, what is more than
0.1 percent of the total U.S. power grid. The main con-
sequences of the misty model from the network per-
spective is that resources are more scattered and thus
additional effort should be made to provide effective
allocation of these resources and optimization of corre-
sponding network flows.
8.3 Cloud Computing and Reliable Networks Design
In this section, we present a discussion on the new direc-
tions in research on reliable networks design following
from the emergence of cloud computing with a special
focus on optimization aspects.
First, we center around the new traffic patterns gen-
erated by cloud and mist computing systems. As under-
lined above, anycasting defined as one-to-one-of-many
transmission ideally fits to the traffic patterns gener-
ated by cloud computing systems, especially in the mist
model. Anycasting, has recently become popular ac-
cording to deployment of various network services, in-
cluding Content Delivery Networks (CDNs), peer-to-
peer systems (P2P), video streaming, and others. Any-
cast flows can significantly reduce the network load,
compared to the unicast flows. Furthermore, since the
user can select the source (destination) of data among
many replica sites, anycasting also improves the net-
work resilience [139]. As a consequence of the growing
importance of anycasting in the context of cloud com-
puting, new static and dynamic optimization problems
appear in order to provide high reliability for the net-
works. Some initial works have been conducted in this
field, e.g., [40], [115], and [141].
In Figs. 19 and 20, we show two scenarios related
to anycasting and cloud computing. Fig. 19 displays
a classical cloud computing setup with two data cen-
ters (clouds) and the user can use any of them, i.e.,
A can serve as a working data center and B can be a
backup data center. Fig. 20 presents a corresponding
configuration, however cloud B is spread into smaller
data centers using the mist model. In such a case, more
backup data centers (and more backup connections) are
available in the network, what improves the reliability.
Fig. 19: Survivable anycasting in cloud computing
(cloud model).
To provide effective communication with data cen-
ters multicasting and peer-to-peer transmissions should
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Fig. 20: Survivable anycasting in cloud computing (mist
model).
be also considered in the reliability context. In [140], the
authors described both static and dynamic approaches
to optimization of survivable P2P multicasting systems.
Another new traffic pattern that arises from cloud com-
puting is many-to-many transmission, where there are
many sources and destinations of the data transmission.
The optimization of many-to-many flows is generally a
novel topic, especially in the context of survivability
constraints.
According to the Moore′s law and parallel with the
evolution of IT services, the overall network traffic grows
quickly. Moreover, the concept of cloud computing as-
sumes aggregation of IT processing in a relatively small
number of specialized data centers. Thus, there is a
growing need for an introduction of an efficient and scal-
able transport platform for links of 100 Gb/s and be-
yond. A recent proposal to answer this challenge is the
idea of EON that utilizes the spectrum resources more
efficiently compared to DWDM and provides more flex-
ibility [74], [82]. Since the operation of EON differs sig-
nificantly from the currently used optical technologies,
many new aspects and problems including survivability
and optimization must be considered by the research
community in the context of EON. So far, in the lit-
erature there have been proposed relatively few works
addressing the survivability of EON, e.g., [44] and [83].
The cloud computing concept has many business ad-
vantages as described above. However, the outsourcing
of computing and storage resources outside the location
of a company or organization means that the access to
the Internet is even more critical than in traditional
local server model. Therefore, reliability context of ac-
cess networks should be also highlighted as an another
research direction. Obviously, a large number of techno-
logical and organizational issues can be addressed here,
however we want to draw our attention of multi-homing
architecture, i.e., each node is connected to the Inter-
net by a number of separate and disjoint access links.
Such an architecture provides high reliability but re-
quires novel optimization approaches. For some infor-
mation related to survivable dual homing (a special case
of multi homing) in overlay networks refer to [84].
Further potential research fields in reliable networks
design in the cloud computing context mentioned only
briefly are:
– redundant data storage (e.g., backups),
– energy consumption issues,
– analysis and monitoring (e.g., new points of vulner-
ability),
– overload control,
– availability and reliability challenges following from
complexity of cloud systems, e.g., high-availability
requirements, automatic failure detection, reporting
and recovery mechanisms, etc.
9 Resiliency in Software-Defined Networks
In this section, we consider resiliency of Software-Defined
Networking (SDN). SDN is an approach to network-
ing which allows network operators to optimize net-
work behavior by directly configuring the packet for-
warding hardware according to user defined rules. At
the heart of a software-defined network is a controller,
which means that SDN is logically centralized. We will
consider three aspects: how to handle failures in the
data network, how to maintain connectivity with the
controller, and some aspects of virtualization.
The goal of SDN is to provide open user-controlled
management of the forwarding hardware of a set of net-
work elements. The OpenFlow protocol was designed
particularly to deploy and test experimental protocols
in the production quality campus network Stanford used
every day, instead of in a separated lab environment
[98]. If operators want to be able to program the behav-
ior of high speed networking elements such as IP routers
or Ethernet switches for their custom needs, they re-
quire direct programming of the forwarding hardware.
Modern routers/switches contain a proprietary FIB (For-
warding Information Base), which is implemented in
hardware.
OpenFlow provides control of forwarding hardware
by providing a standardized abstraction of the FIB called
a Flow Table. An OpenFlow switch is a network ele-
ment implementing an instance of the (abstract) Flow
Table that has a secure channel to the OpenFlow con-
troller. The OpenFlow controller manages the Open-
Flow switches over the OpenFlow protocol. The Open-
Flow protocol supports messages to add, delete and
modify flow entries in the Flow Table. A flow entry con-
sists of (1) a matching structure (for the packet header)
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which defines the flow, (2) an action which defines how
the matching packets should be processed, and (3) per-
flow statistics which keep track of the number of pack-
ets, the number of bytes, and the time elapsed since the
last packet matched for this particular flow.
Incoming packets processed by OpenFlow switches
are compared against the flow entries in the Flow Table.
If a matching flow entry is found, the predefined actions
for that entry are performed on the matched packet.
If no match is found, the packet can be dropped or
forwarded to the controller over the secure channel. If
the packet is forwarded to the controller, it determines
how the packet should be handled; either by returning
this specific packet to the switch and stating which port
it should be forwarded to or by adding valid flow entries
in the switch [66].
9.1 Data Plane Resiliency
Carrier-grade networks have a strict requirement that
the data plane should recover from single failures within
a 50 ms interval. Because of the centralized nature of
OpenFlow, reactive approaches to failure recovery (such
as restoration) put considerable stress on the controller
momentarily after the failure because it has to recon-
figure all affected flows in the network and therefore
update a lot of entries in the Flow Tables. Proactive
solutions (such as path protection), where the recovery
actions are taken in the switches themselves without
contacting the controller, do not suffer from central-
ized control. It is shown that restoration is not able to
achieve fast failure recovery of a large number of flows
within 50 ms but protection has no scalability issues
and can achieve recovery within 50ms in a large-scale
network serving many flows [122].
9.2 Control Plane Resiliency
Because OpenFlow is a logically centralized architec-
ture, reliability of the control plane is of the utmost
importance. The constraints on control plane recovery,
such as the allowed recovery time (seconds or millisec-
onds?) and the behavior of the switches during recovery
(keep the current state information or not?) are cur-
rently unknown. Other open questions are the order in
which the switches must be reconnected and whether
the recovery is the responsibility of the switch or the
controller.
The most efficient way to build a resilient control
network for a Software Defined Network still requires a
lot of investigation, and a number of research directions
are presented here.
One can provide two controllers, each in a separate
control network (Fig. 21) and when connection to one
controller is lost, the switch uses the backup controller
and network. This is a (potentially) very fast, but ex-
pensive solution. Moreover one has to maintain a con-
sistent state between the master and redundant con-
trollers.
Fig. 21: Separate out-of-band control networks.
A switched control network (e.g., Ethernet-based)
with multiple controllers may be cheaper, but has slower
recovery (e.g., STP/RSTP). Providing more advanced
methods for resiliency in this network will again drive
the cost upwards.
Another option is to try to restore the connection to
the controller by routing the affected control traffic over
the data network. When a switch loses its connection
to the OpenFlow controller, it sends its control traffic
to a neighboring switch which is unaffected by the fail-
ure and can relay the messages to the controller. This
through-the-data-plane solution is an intermediate step
towards full in-band control.
In an in-band control network, the controller is in-
tegrated into the data network and the connections be-
tween OpenFlow switches and controller pass through
the other OpenFlow switches (Fig. 22).
In-band control has a number of advantages because
there is no separate network. Apart from the obvious
savings in equipment and the associated cost reduc-
tion, any resilience mechanism implemented for failures
in the data network can also recover (at least some)
control traffic. The main advantage, however, is that
the controller can be in control of its own control net-
work and take additional recovery actions when needed.
The main drawback of in-band control is the additional
management complexity.
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Fig. 22: In-band control.
9.3 Virtualization
SDN provides a framework that allows a number of
ways to virtualize a network. Through network virtu-
alization, multiple isolated logical networks each with
potentially different addressing and forwarding mecha-
nisms can share the same physical infrastructure (IaaS).
Therefore, it can be an efficient way for improving net-
work resource utilization, separation of traffic between
different entities, and simplifying network management.
The most essential part of any virtualization solu-
tion is some kind of translation / hypervisor unit that
translates names, addresses and other network identi-
fiers between the real physical network and the different
virtual views (Fig. 23). As with computer virtualization
hypervisors, there are many different options for how
and where to implement it, but it has to be somewhere
between the application logic and the physical fast-path
hardware. One of the first and best known virtualiza-
tion methods for OpenFlow was FlowVisor [123] but
other options have been investigated [125].
Fig. 23: Virtualization using FlowVisor.
Providing efficient resiliency in a virtualized envi-
ronment brings about some additional challenges. Some
aspects, such as link failures and virtual machine fail-
ures have been investigated. Recovery actions can be
the responsibility of the physical network provider, the
virtual network operator, or both [11]. However, fail-
ures of the virtualization mechanism (e.g. the FlowVi-
sor) can be very difficult to recover from, especially if
the state information in the virtualization elements is
lost. Protecting the virtualization element means that
constant synchronization will be required which may
induce large costs.
In summary, in order to make Software Defined Net-
works resilient, we need to experimentally determine
the impact of failures in the control network to deter-
mine the recovery requirements for the controller and
control network. Furthermore, the impact of failures
or misconfigurations of the virtualization system in an
IaaS scenario must be investigated, and also how to
propagate errors from the physical (both control and
data) networks to the virtualized networks on top.
10 Conclusions
As communication networks become more and more im-
portant in our daily professional and private life, ser-
vice failures should be avoided at all times and even a
brief outage can have large economical consequences.
Hence, network reliability is indispensable and repre-
sents a key research topic. This paper presents some
key challenges in the domain of reliable communication
networks. It is clear that reliability is required on many
fronts: reliable software, reliable protocols with inherent
recovery schemes, interaction between technologies via
multilayer recovery, novel architectures for the Future
Internet, etc. Clear insight in these domains and their
mutual interaction is important to further enhance the
research efforts in this field.
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