ABSTRACT. Economic growth is again one of the most important economic issues in literature since the the 1980s. This paper falls into the mainstream of regional studies on economic growth and it tries to answer the recurring question: what are the determinants of economic growth at regional level. The objective of this article is to diagnose the determinants of economic growth among European regions on the basis of Bayesian methods applied to gretl software.
Introduction
Economic growth has been one of the most important economic issues in literature since the 1980s. Evolution of theoretical concepts and empirical studies on economic growth have resulted in a considerable broadening of the research scope, which was initially dominated by changes occurring at the level of entire economies. The interaction between theoretical concepts and empirical studies has gradually moved the research focus from the macroeconomic level to lower levels of economies' aggregation. One of these levels is the region, as seen in the NUTS (Nomenclature d'Unit´es Territoriales Statistiques) classification. The status of a region as a territorial, economic and social unit has grown along with the enlargement of the European Union and the emergence of CohesionPolicy, which promotes the rectification of disparities between regions, in particular in the countries with lower levels of development.
This paper falls into the mainstream of regional studies on economic growth and it tries to answer the recurring question: what are the determinants of economic growth at the regional level. The authors assume that the determinants of economic growth of a region are closely related to the stage of country's development level. Accurate identification of the factors that influence the pace of economic growth is among the most significant challenges contemporary theories of economics and economic policy are facing. The time frame here involves the selected years in the period 1997-2011. Thus, changes that occurred over the period from the turn of the 20th century until the global financial crunch could be identified. The selection of this period was also determined by the availability of statistical data (from the Eurostat). The foundation for the study was provided by the database developed by its authors for 222 regions of 16 economies within the EU (EU-15 plus Poland). Using the BMA (Bayesian Model Averaging) method a group of explanatory variables was proposed to determine potential factors responsible for differences in regional averages of GDP growth rate under a dynamic approach. The Bayesian approach was previously used in author's research Gazda and Puziak (2013) as well Błażejowski and Kwiatkowski (2013) and also in the economic studies by to identify the relationship between migration and economic growth and by to select the determinants of permanent migration in Romania. The Bayesian methods are good alternatives to traditional methods used, for example, by Albu (2013) to select foreign trade and FDI as determinants of economic growth or by Albu (2006) and also Albu and Roudoi (2003) to study the relationship between economic growth, investment and interest rate. Cetin and Dogan (2015) supported the human capital-based growth hypothesis using ARDL bounds testing approach.
The Bayesian approach has the main advantage of solving the problem of small sets of data. This disadvantage might also be solved by other modern approaches. For example, Ruiz et al. (2016) used panel data models to analyze the relationship between economic growth and intangible capitals while Kilic and Arica (2014) used panel data models to assess the impact of economic freedom and inflation rate on economic growth. The effects on value added taxes on economic growth in the CEE countries were assessed by Simionescu and Albu (2016) using panel data models and the Bayesian approach. Moreover, Simionescu (2016 b) used Bayesian panel data models to analyze the relationship between economic growth and FDI.
Objective and scope of study
The objective of this article is to diagnose the determinants of economic growth among the EU regions on the basis of Bayesian methods. The study was conducted on the basis of data describing the statistical units of individual states. The analysis of economic growth determinants is to answer the question of what are the sources of economic growth among the EU regions. The main source of statistical data was the database of the European Commission (Eurostat). The amount of GDP per capita in individual regions expressed in euro was rendered in terms of fixed prices for 2000. Studying the regions of the European Union was made to the standard that has become a legally regulated taxonomic model for the EU members, namely the classification of territorial units for statistics, NUTS. As a statistical classification of classical structure NUTS is hierarchical and encompasses three ranks, named NUTS 1, NUTS 2 and NUTS 3.The ranks group those administrative units whose average size should fall within the appropriate population bracket determined for each level of NUTS. If in a given Member State there are no administrative units of a scale adequate to a given NUTS level, such a level is created by means of combining the already existing, smaller, adjacent administrative units. The assumption of the present study is that the analysis of regional economic growth was at the NUTS 2 level. The lower limit of population for these units amounts to 800,000 and the upper one is 3 mln. In the case of Poland this corresponds to the division into regions (in Polish -województwo). Bayesian inference concerning the vector of parameters θ is a well-known Bayes' formula:
where ( ) Let us assume that a researcher is interested in the parameter ψ , which is a common element of all competitive models. Since we know the posterior probability of each model, the following density of posterior distribution can be a source of information: 
where s stands for the order of the moment ( ) 
where Let us assume that we have initial information on regression coefficients r β , and some knowledge on common parameters, i.e. h and :
and
stands for a multidimensional normal distribution with mean a, and variance B, r g stands for a constant defined as follows (Fernandez et al., 2001; Zellner, 1986) :
Using Bayes' formula (1) we obtain the posterior distribution of the parameters we are interested in. It can be demonstrated that in this case, the posterior distribution of the vector of regression coefficients r β is a multivariate Student-t distribution with the following vector of means:
The matrix of posterior covariance has the following form: Given the above-mentioned assumptions, the sample density after the analytical integration of parameters in model r is as follows:
where
We might be also interested in the estimates of posterior inclusion probability | (PIP) i.e., the probability that, conditional on the data, but unconditional with respect to the model space, thevariable is relevant in explaining the dependent variable .The posterior inclusion probability is calculated as the sum of the posterior model probabilities for all of the models including variable .
MC 3 sampling algorithm
Let us now discuss the foundations of the MC 3 algorithm. It facilitates easy 'capturing' of the models with the greatest explanatory power. Its main task is to sample in the regions where the most likely models occur, while neglecting the areas with the least likely models. The MC 3 algorithm, developed by Madigan, York and Allard (1995) , is a special case of a numerical procedure, referred to in the literature on the subject as the Metropolis-Hastings method, which in turn is a special case of the Monte Carlo method, based on Markov chains. It simulates a chain of models for 1, … , to find the equilibrium distribution | of the posterior model probabilities. We do it as follows. We set a candidate model from the set of models, including the previously accepted model , all models which delete one independent variable from and all models which add one independent variable to . The chain is then constructed by drawing a candidate model * .
The acceptance probability is as follows:
where densities ( )
are calculated from the formula (10) . Posterior characteristics of selected parameters can be obtained by means of weighted averaging of individual posterior distributions (formula (3)) or Rao and Blackwell approach (Koop, 2003) .
Summing up, it should be emphasized that Bayesian inference provides tools that describe the uncertainty related to the selection of a model in a strictly probabilistic manner. The above-mentioned MC 3 algorithm is in turn an efficient technique providing for sampling in the areas where the most likely models occur, while neglecting those where models with very small explanatory power emerge. 
Conclusions
In the case of the analysis carried out for the EU 15 plus Poland for the period 1997-2011 the results suggest that the average GDP growth in the regions was correlated mainly with variables which in the literature are widely recognized as being responsible for economic growth. Education took the first place what is very good evidence of the real use of the budget and from EU programs. The next place in the ranking was occupied by the GDP per capita in the first year of the study. This is consistent with the theory of convergence. High place GFC (expenditure on gross capital) illustrates importance of growth processes in the regional GDP growth. On top places of the ranking there are also variables associated with tourism. This shows an even distribution of economic policy priorities among the NUTS 2 regions in the process of creating economic growth.
