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Résumé étendu
Les modèles numériques sont aujourd’hui couramment utilisés en hydraulique flu-
viale comme outils de prévention des inondations. Les résultats numériques fournis
doivent être comparés à des données de terrain afin de s’assurer de la fiabilité de ces ou-
tils dans des conditions opérationnelles. Ce processus, appelé validation opérationnelle,
inclut la tâche de calage de modèle. Le calage vise à reproduire des événements de réfé-
rence aussi fidèlement que possible par un ajustement de paramètres à base physique.
La première partie de cette thèse définit les concepts clés à partir d’une terminologie
standard, puis présente un état de l’art et une analyse, d’une part des différents objets
impliqués dans le processus de calage, et d’autre part des procédures actuellement mises
en œuvre pour mener à bien cette tâche. Parmi elles, les techniques d’optimisation
classiques sont confrontées à des problèmes d’équifinalité. Ce concept prévoit qu’un
même résultat peut être obtenu à partir de différents jeux de paramètres. Afin de pallier
ces difficultés, cette thèse aborde le sujet du calage de modèles par le biais de techniques
issues de l’intelligence artificielle, et plus particulièrement de techniques de systèmes à
base de connaissances.
La deuxième partie propose ainsi la construction d’un système à base de connais-
sances pour l’assistance au calage. L’étude présentée dans la première partie nous a per-
mis d’identifier trois types de connaissances : les connaissances descriptives portent sur
les objets et concepts utilisés, les connaissances procédurales relèvent de la structure de la
tâche, et les connaissances de raisonnement représentent les règles heuristiques appliquées
par les experts. Ces différents types de connaissances sont formalisés de manière cohé-
rente et homogène au moyen de la norme UML (Unified Modelling Language) dans le
but de spécifier un prototype de système d’assistance au calage. Ce prototype est fondé
sur un langage de représentation de connaissances (Y) lisible par un expert et sur
le moteur d’inférence associé (P+), tous deux développés à l’INRIA 5. La base de
connaissance implémentée se décompose en trois niveaux suivant leur généricité : le
premier niveau correspond aux connaissances génériques sur le calage de modèles, indé-
pendamment du domaine d’application ; le deuxième niveau regroupe les connaissances
spécifiques au domaine d’application, ici l’hydraulique fluviale unidimensionnelle ; enfin,
le troisième niveau est composé des connaissances nécessaires à une utilisation avancée du
code de calcul M, développé au C 6.
La troisième partie de ces travaux présente des tests d’application du prototype
sur différents cours d’eau. L’apport de ce système d’assistance est démontré au travers
de cas d’étude variés du point de vue de la nature et de la quantité des données de
terrain disponibles, mais aussi du point de vue de l’objectif d’utilisation projetée du
modèle numérique. Ces tests ont permis d’identifier des directions pour faire évoluer
ce prototype semi-interactif en un système totalement autonome. D’une part, un mo-
dule d’évaluation symbolique de courbes est ajouté au prototype dans le but de simuler
l’actuelle détection visuelle des incohérences entre résultats numériques et données de
référence. D’autre part, un outil d’optimisation par techniques de recuit simulé est utilisé
pour mettre en lumière la complémentarité des approches quantitatives et qualitatives
pour l’ajustement des paramètres.
Ces travaux, à l’intersection de la gestion des connaissances et de l’hydraulique flu-
5. Institut National de Recherche en Informatique et Automatique (www.sop-inria.fr)
6. Institut National de Recherche pour l’Ingénierie de l’Agriculture et de l’Environnement
(www.lyon.cemagref.fr)
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viale, ont permis plusieurs avancées dans chacun de ces domaines. Du point de vue
de l’ingénierie des connaissances, ont été formalisés sur la base de connaissances d’ex-
perts une ontologie générique pour le calage de modèles numérique et un paradigme
pour la tâche correspondante. Six étapes principales ont été identifiées dans la tâche
de calage : l’affectation des données, la définition des paramètres, leur initialisation, la
réalisation de simulations, la comparaison des résultats, l’ajustement des paramètres, et
la qualification du modèle obtenu. Du point de vue de l’hydraulique fluviale, la for-
malisation des connaissances a permis de capitaliser l’expertise mise en œuvre pour le
calage de modèles d’hydraulique 1-D – ce qui constitue un premier pas vers un code
de bonnes pratiques pour le calage – mais aussi de formaliser les connaissances requises
lors d’une utilisation avancée du code M. Enfin, la mise en œuvre opérationnelle de
ces connaissances a conduit à un prototype évolutif d’assistance au calage de modèles
hydrauliques. Les facilités de réutilisation des différents niveaux de la base de connais-
sances implémentée ouvrent de nombreuses perspectives de construction de systèmes
d’aide à la validation opérationnelle, en hydraulique fluviale, mais aussi dans d’autres
domaines comme l’hydrologie distribuée.
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Extended abstract
Numerical models are nowadays commonly used in river hydraulics as flood prevention
tools. Computed results have to be compared to field data in order to ascertain their
reliability in operational conditions. This process, referred to as operational validation,
includes the model calibration task. Calibration aims at simulating reference events as
accurately as possible by adjusting some physically-based parameters. This thesis, lying
within the hydroinformatics domain, deals with the formalization of current expert
methodology for numerical model calibration in 1-D river hydraulics and with its
integration within a calibration support system.
The first part of this thesis defines relevant concepts on the basis of a standard
terminology, then presents a literature review and an analysis of both the different
objects involved in the calibration process and the procedures currently used to achieve
this task. Among them, standard optimization techniques have to face equifinality
problems. This concept predicts that the same result might be achieved by different
sets of parameters. In order to overcome these difficulties, this thesis tackles the model
calibration issue with artificial intelligence techniques, and particularly knowledge-
based techniques.
The second part deals with the building of a knowledge-based calibration support
system. The survey presented in the first part serves us to identify three kinds of
knowledge: descriptive knowledge is about objects and concepts handled, procedural
knowledge deals with the task structure, and reasoning knowledge represents heuristic
rules applied by experts. All kinds of knowledge are formalized in a homogeneous
way thanks to the Unified Modelling Language (UML) standard in order to give
specifications for a prototype calibration support system. This prototype is built thanks
to a human readable knowledge representation language (Y) and the associated
inference engine (P+), both developed at INRIA7. The implemented knowledge
base is structured in three different levels depending on their genericity: the first level
corresponds to domain-independent generic knowledge about model calibration; the
second level gathers knowledge specific to the domain, here 1-D river hydraulics; the
third level is composed of knowledge involved in the skilled use of the M simulation
code, developed at C8.
The third part of this work presents some application tests of the prototype on
different French rivers. Its efficiency is demonstrated throughout real-life case studies
on various situations depending on the nature of available field data, on their number,
but also on the intended application of the numerical model. Theses tests bring to
light some ways for changing this semi-interactive prototype into a fully autonomous
system. On one hand, a fuzzy symbolic curve evaluation module is implemented in
the prototype in order to mimic the visual identification of discrepancies between
computed results and reference data. On the other hand, a simulated annealing
optimization tool is tested in order to assess the complementarity of numerical and
qualitative approaches to refine parameter values.
7French National Institute for Research in Computer Science and Control (www.sop-inria.fr)
8French National Institute for Agricultural and Environmental Engineering Research
(www.lyon.cemagref.fr)
xv
E 
This work, linking knowledge management and river hydraulics areas, led to several
advances in both domains. From the knowledge engineering side, both a generic ontol-
ogy for model calibration and a paradigm for the corresponding task were determined
on the basis of experts’ knowledge. Six main steps were identified in the calibration task:
data allocation, parameter definition, parameter initialisation, simulation run, outputs
comparison, parameter adjustment and calibrated model description. From the river
hydraulics side, knowledge modelling allowed to capitalize the expertise involved in 1-D
hydraulic model calibration –which is a first step towards good calibration practice– but
also to formalize the knowledge about the skilled use of the M simulation code.
Finally, the operationalisation of this knowledge led to an evolutive prototype support
system for calibration of river hydraulics models. Reusability of the different levels of
the implemented knowledge base opens many prospects concerning the building of
operational validation support systems, in 1-D hydraulics but also in other domains
like hydrology, for physically-based distributed models.
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Introduction
L   a permis ces dernières décennies d’étudier des rivièresen crue au sein même des laboratoires de recherche. Outil devenu aujourd’hui
indispensable pour la compréhension des phénomènes physiques (Ghidaglia et Rit-
taud, 2004), la simulation numérique ne peut pourtant s’affranchir du monde réel, de
la véritable rivière, pour confirmer des hypothèses et évaluer les modèles numériques
construits. Dans le cadre de la prévention des inondations, les phénomènes de crue
et les conséquences d’aménagements réalisés ou projetés 9 sont autant d’éléments que
peut aider à comprendre le modèle numérique d’une rivière. Son principal attrait est
sa capacité à simuler des événements hypothétiques, ceux précisément engendrant les
inondations contre lesquels l’on tente de se prémunir.
De la qualité d’un modèle numérique
Cette thèse s’intéresse à cet aspect de la simulation numérique qu’est la confronta-
tion du système réel au système modélisé – son ((modèle )) – en analysant leur com-
portements respectifs. Cette confrontation est réalisée au travers de tâches diverses à la
charge du modélisateur et regroupées sous le terme générique de validation opération-
nelle. Pour parvenir à une adéquation satisfaisante entre les comportements du système
et de son modèle numérique, le modélisateur doit (( caler )) le modèle – c’est-à-dire dé-
terminer les paramètres de celui-ci – le plus souvent de manière manuelle et donc non
reproductible.
Le premier objectif de ces travaux est de proposer une formalisation de la tâche de
calage de modèle incluant les différents concepts mis en jeu. Cette formalisation vise
à jeter les bases d’un (( code de bonnes pratiques )) pour la tâche de calage de modèles,
et à en proposer une spécification dans le domaine de l’hydraulique fluviale unidimen-
sionnelle. Ces travaux puisent leurs motivations dans le décalage entre les pratiques
actuelles liées aux procédures d’évaluation d’un modèle et celles requises dans une lo-
gique de qualité – au sens large du terme – pour produire des résultats de modélisation
fiables et véritablement utilisables comme outils d’aide à la décision. Ce constat, relayé
par des éditoriaux de journaux scientifiques 10, procède d’un besoin plus général de
standardisation de ces pratiques de modélisation (Khatibi, 2001) :
Safeguarding the integrity of model results can [...] be promoted if modeling procedures
are formalized.
9. L’exemple des aménagements réalisés depuis plus d’un siècle sur le Rhône et leurs conséquences sur
les inondations ont récemment fait l’objet d’un dossier dans le magazine G (Chatelain et al., 2004).
10. Voir notamment la suite de forums dans le Journal of Environmental Engineering (Rossman, 1997;
Walski, 1998; Whittemore, 2001).
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Cette thèse apporte ainsi une contribution à ce besoin de formalisation en proposant
une formalisation du paradigme actuel pour la tâche de calage de modèles numériques.
Le deuxième objectif de ces travaux est de mettre en œuvre de manière opération-
nelle ces connaissances au sein d’un système d’assistance au calage de modèles d’hydrau-
lique fluviale unidimensionnelle. Les connaissances formalisées sur cette tâche vont être
associées à un moteur d’inférence pour constituer un système à base de connaissances. Ce
système doit ainsi permettre d’assister le modélisateur dans la tâche de calage confor-
mément au (( code de bonnes pratiques )) identifié. Le système projeté vise à prendre en
charge une grande partie du processus de calage et de proposer de manière interactive
des solutions au modélisateur lorsque les connaissances formalisées ne suffisent pas à
répondre au problème posé.
Position des travaux
Cette thèse s’inscrit à l’intersection de plusieurs domaines et disciplines scientifiques
possédant leurs propres axes de recherches et représentés sur la figure 1. Nous avons
d’une part les sciences liées à l’eau 11 qui incluent l’hydraulique fluviale. D’autre part,
le domaine de la modélisation numérique – au sens du terme anglais simulation, uti-
lisé en recherche opérationnelle – englobe la problématique spécifique de calage. Enfin,
nous avons à considérer le vaste domaine de l’intelligence artificielle, et plus particuliè-
rement les systèmes à base de connaissances. Les travaux de ce mémoire se positionnent
à l’intersection – ou plutôt aux intersections – de tous ces domaines et sous-domaines,
que nous allons préciser ci-dessous.
Hydrosciences
Intelligence
artificielle
Modélisation
numérique
Hydraulique
fluviale
Système
à base de
connaissances
Calage
de modèle
F. 1 – Positionnement des travaux de ce mémoire.
11. Nous avons choisi d’utiliser ici le néologisme dérivé directement du terme anglais hydrosciences.
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Hydraulique et modélisation numérique
L’hydroinformatique est une jeune discipline 12 dont les bases ont été jetées il y a un
peu plus de dix ans par Abbott (1991). Bâtie à l’origine autour de l’hydraulique numé-
rique, l’hydroinformatique s’affirme depuis comme le croisement hybride des sciences
de l’eau et des technologies de l’information. Au terme de quatre générations de modé-
lisation, les outils hydroinformatiques mettent aujourd’hui à disposition des utilisateurs
des systèmes à la fois performants et conviviaux (Abbott et al., 1991). L’introduction
de ces systèmes a profondément changé la pratique de cette vénérable discipline qu’est
l’hydraulique (Abbott, 1994). En effet, la modélisation hydraulique n’est plus seule-
ment comme à ses débuts une affaire d’experts, et quiconque possédant un code de
calcul peut aujourd’hui s’improviser ((modélisateur )). Malheureusement, l’utilisation
de systèmes performants ne peut remplacer totalement l’expertise, notamment lors de
l’évaluation de la qualité d’un modèle (Vidal, 2004).
Hydroinformatique et intelligence artificielle
Anticipant ces inconvénients inhérents à la quatrième génération de modélisation,
Abbott (1991, p. 27-29) prévoyait l’apparition d’une nouvelle génération à l’intersec-
tion des travaux de l’hydraulique numérique et de l’intelligence artificielle. Les outils
de cette nouvelle génération devaient ainsi encapsuler les connaissances des (( experts ))
en hydraulique numérique pour les diffuser aux autres acteurs de la gestion de l’eau :
The problem of fifth-generation modelling is then that of expressing the knowledge
and capabilities of the experts in terms of a discourse of another and more average
intelligibility.
Cette nouvelle génération promise par Abbott n’a pas encore vu le jour – comme l’af-
firme Harvey (2002) – et sa définition exacte reste à poser. Pourtant, de nombreux
travaux ont porté sur la mise au point d’outils intégrant hydraulique numérique et
intelligence artificielle (voir Price et al., 1998).
Parmi les diverses branches de l’intelligence artificielle 13, les techniques de systèmes
à base de connaissances qui nous intéressent ici ont permis d’aborder principalement
deux sujets en hydraulique fluviale. Le premier est l’assistance – pour l’essentiel inter-
active – à la modélisation numérique (Chau et Wen-Wu, 1992, 1993; Chau et Yang,
1994). Le deuxième concerne la sélection de la méthode de modélisation hydraulique
– méthode de propagation et paramétrage numérique – à mettre en œuvre (Chau et
Zhang, 1995; Chau et al., 2002a) à partir de critères (( experts )) formalisés par ailleurs
(voir notamment Moussa et Bocquillon, 1996, 2000). Fait assez surprenant en regard
de l’importance qu’elle revêt dans le processus de modélisation, la validation opération-
nelle est la grande absente des problèmes d’hydraulique fluviale abordés par les systèmes
à base de connaissances.
La tâche spécifique de calage de modèles hydrauliques n’a fait l’objet d’aucun trai-
tement à l’aide d’un système à base de connaissances, au contraire de l’hydrologie où
les initiatives en ce sens sont légion (Delleur, 1991; Simonovic, 1991). De nombreux
modules (( experts )) dédiés à assister l’utilisateur dans cette tâche ont ainsi été ajoutés au
12. Ou plutôt technologie, pour reprendre les termes d’Abbott.
13. En hydroinformatique, on peut notamment constater depuis quelques années la multiplication de
travaux portant sur les algorithmes génétiques et les réseaux de neurones.
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début des années 1990 à des codes de calcul hydrologiques existants 14. La plupart de
ces modules appartenaient à la première génération de système experts (Jackson, 1999)
qui ne possédait qu’une représentation des connaissances assez pauvre, sous la forme de
règles de production 15. De plus, ces systèmes ne constituaient pas une véritable intégra-
tion mais plutôt une juxtaposition d’outils numérique (le code de calcul) et symbolique
(le module d’aide experte).
Nous nous proposons donc dans ces travaux d’apporter une contribution à l’inté-
gration symbolique/numérique et à l’émergence d’une nouvelle génération de modéli-
sation en hydroinformatique, en utilisant des techniques de systèmes à base de connais-
sances pour le calage de modèles numériques en hydraulique fluviale unidimensionnelle.
Plan du manuscrit
Le manuscrit est constitué de trois parties : la partie I s’attache à donner un carde
de référence pour nos travaux avant de dresser un inventaire et une analyse des connais-
sances associées au calage de modèles en hydraulique fluviale unidimensionnelle, la
partie II propose le développement d’un prototype de système d’assistance au calage de
modèles hydrauliques, et la partie III est consacrée à l’expérimentation de ce prototype
et aux retours d’expérience qui en découlent.
Première partie : Inventaire et analyse des connaissances
Le chapitre 1 constitue une introduction à la tâche de calage de modèles numé-
riques. Il permet de définir celle-ci au travers d’un référentiel terminologique et d’un
cadre méthodologique pour la modélisation numérique. Sur la base de ces définitions,
le chapitre 2 détaille ensuite pour le domaine de l’hydraulique fluviale unidimension-
nelle les différents objets intervenants au cours de la tâche de calage : code de calcul,
données et paramètres. Le chapitre 3 présente enfin comment ces différents objets sont
employés dans la pratique pour mener à bien cette tâche. Les différentes méthodes d’es-
timation a priori des paramètres et d’ajustement de ceux-ci sur la base de données de
référence sont ainsi analysées et comparées.
Deuxième partie : Développement d’un système d’assistance au calage
le chapitre 4 propose une formalisation homogène et cohérente de l’ensemble des
objets et procédures étudiés dans la partie précédente. Ces connaissances sont représen-
tées en grande partie à l’aide de la norme graphique UML. La base de connaissances
ainsi constituée représente une capitalisation de ces connaissances sous la forme d’un
(( code de bonnes pratiques )) pour le calage de modèles hydrauliques. Le développement
d’un prototype de système d’assistance au calage, présenté dans le chapitre 5, permet de
mettre en œuvre cette base de connaissances de manière opérationnelle. Le prototype
s’appuie sur des outils de pilotage de programmes développés à l’INRIA et sur le code
de calcul M développé au C.
14. On peut citer notamment S (Azevedo et al., 1993) pour le code SMAP, E (Baffaut et
Delleur, 1989, 1990) puis K (Liong et al., 1991b,a, 1993) pour le code SWMM, H (Reboh
et al., 1982) puis H (Lumb et Kittle, 1993; Lumb et al., 1994) pour le code HSPF, S (Lussier
et al., 1990) pour le code SSARR ou encore E (Engman, 1988) pour le code SRM.
15. Du type : Si Conditions Alors Actions.
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Troisième partie : Applications du prototype
Les modèles numériques de deux rivières – la Lèze et l’Hogneau – ont servi de cas
d’étude pour le prototype. Ces expérimentations sont présentées et commentées dans
le chapitre 6 pour le cas de la Lèze, et dans le chapitre 7 pour le cas de l’Hogneau.
Chacun de ces cas d’études permet ainsi de tirer de nombreux retours d’expériences sur
le système d’assistance au calage et de dégager plusieurs perspectives pour son évolution.
xxi
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Inventaire et analyse des
connaissances
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Chapitre 1
Définitions
(( Numerical models are a form of highly complex scientific hypothesis. ))
Naomi O et al. 1
C   témoigne de la dimension de la sémantique dans le domainede la modélisation numérique. Pour pallier les difficultés liées à la transdiscipli-
narité des concepts associés à ce domaine, un référentiel terminologique va être mis
en place sur la base de plusieurs résultats issus de la littérature. Il va ensuite servir de
base à l’élaboration d’un cadre méthodologique pour la modélisation numérique, cadre
dans lequel vont s’insérer nos travaux. Enfin, vont être évoqués quelques aspects du
modèle numérique, non plus comme concept mais comme objet d’échange, au sein de
la communauté scientifique et au-delà.
1.1 Notions de sémantique en modélisation numérique
La première étape de construction du cadre de notre travail passe par une définition
précise des termes centraux de cette thèse. En effet, l’interdisciplinarité de ce travail né-
cessite l’établissement d’un consensus sur le vocabulaire employé, afin de rendre moins
périlleuse la manipulation de concepts transversaux tels quemodèle, calage ou paramètre
(Jebari, 2004). Cette section, au travers de quelques exemples issus de la littérature, met
en exergue la difficulté d’établir une terminologie interdisciplinaire consensuelle pour la
modélisation numérique. L’exemple du terme modèle permet de prendre conscience de
l’extrême diversité des définitions acceptées au sein de la communauté scientifique. Les
limites des principaux référentiels proposés dans la littérature sont ensuite présentés.
1.1.1 Revue de littérature introductive
De nombreuses manifestations réunissent depuis des dizaines d’années des concep-
teurs et des utilisateurs de modèles numériques de tous horizons, donnant lieu à diffé-
rentes tentatives d’unification terminologique. On peut citer notamment les communi-
cations effectuées depuis une vingtaine d’années durant laWinter Simulation Conference
1. Naomi O, Kristin S-F et Kenneth B (1994), Verification, validation,
and confirmation of numerical models in the earth-sciences. Science, vol. 263, no 5147, p. 641–646.
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par Sargent. La motivation de ces travaux se trouve dans un constat simple : les prati-
ciens utilisent un vocabulaire commun mais des définitions spécifiques à leur domaine.
Ce constat a été énoncé clairement par Balci et Sargent (1984) :
A review of the published literature indicates that a uniform, standard terminology is
yet nonexistent. Several terms are used. Sometimes, a term used by a modeler in one
area has a different meaning when used by a modeler in another area.
Ce constat effectué il y a maintenant vingt ans reste malheureusement toujours d’ac-
tualité, et certains auteurs, dont Abbott (2002), relèvent les dangers – ou tout du moins
les effets négatifs – de l’incompréhension qui résulte de cet état de fait :
Words such as ‘sign’, ‘symbol’, ‘icon’, ‘model’, ‘calibration’, ‘validation’ and so on are
frequently used with little regard to their precise meanings. Although, once again, this
may be of little real consequence in casual conversation, it can lead to great confusion
when matters of some substance, such as are not everyday and average, must none the
less be discussed. This confusion in turn leads to apparently endless discussions which
seem to have no definite outcomes at all — or may even lead to outcomes that were
never intended.
Et comme précisé par Abbott, même le terme de calage ne trouve pas d’acceptation
sinon universelle du moins consensuelle parmi la communauté des modélisateurs, au
point même – comme l’évoque Hornung (1996) – de brouiller les frontières avec un
terme allant souvent de pair, celui de validation :
... there is quite a misunderstanding about the difference between calibration and
validation among many modellers.
Cet état de fait a notamment été relevé par Sheng et al. (1993) dans une revue des
rapports de plusieurs projets internationaux portant justement sur la validation de mo-
dèles. Et l’on en est ainsi réduit comme Khatibi et al. (1997) à produire des spéculations
sur les définitions sous-entendues par les auteurs d’articles pour identifier les concepts
mis en œuvre :
There is a clear tendency in the literature to reserve the word ‘estimation’ for calibration
and ‘identification’ for automatic methods.
L’examen de ces quelques extraits d’articles scientifiques permet de prendre con-
science de la difficulté de définir une terminologie dans laquelle tous les acteurs puissent
se retrouver. Et il faut ajouter que ces passages sont restreints à la communauté des
chercheurs et n’évoquent pas la question de la communication avec les autres acteurs
impliqués, à savoir les services opérationnels et les décideurs. Or, cette terminologie se
doit d’être le pilier central d’un système à base de connaissances tel que nous souhaitons
le construire : sans termes consacrés, pas de connaissances formalisables.
1.1.2 Exemple du terme modèle
La définition de ce terme central se pose comme un préalable essentiel à toute ma-
nipulation du – ou des – concept sous-jacent. Nouvel (2002) a récemment consacré un
recueil de réponses apportées par des spécialistes de domaines divers, depuis la biologie
jusqu’à l’économie en passant par les sciences de l’environnement. Cet ouvrage per-
met d’appréhender l’extrême diversité des définitions du mot modèle – et des concepts
sous-jacents – acceptées au sein du monde scientifique. Pour plus de précisions sur les
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différents concepts recouverts, en français comme en anglais, par ce mot, le lecteur
pourra se rapporter aux considérations correspondantes de Morton et Suárez (2001).
Il est important de garder à l’esprit qu’un modèle – qu’il soit conceptuel, numé-
rique ou autre – n’est rien d’autre, pour reprendre les termes de Bouleau (1999, p.
301), qu’un (( simulacre utile )), une (( représentation partisane )). Les produits d’un mo-
dèle numérique par exemple doivent ainsi être utilisés avec toutes les précautions que
ces paraboles suggèrent. Et comme nous allons le voir dans la suite, la tâche de ca-
lage permet de se rendre compte en partie de la fidélité de cette représentation et de
l’améliorer le cas échéant.
1.1.3 Vers un référentiel terminologique
La nécessité de parler une langue commune a donc motivé plusieurs tentatives de
développement de référentiels terminologiques qui ont été plus ou moins couronnées
de succès. Cette section présente le plus abouti d’entre eux, développé à la fin des années
1970, puis les modifications qui lui ont été apportées depuis. Enfin, nous verrons les
limites de ce référentiel pour notre cadre de travail.
Première proposition
Un comité interdisciplinaire (SCS Technical committee on Model Credibility) a jeté
les premières pierres d’un référentiel terminologique (Schlesinger et al., 1979) en s’ap-
puyant sur un schéma synthétique présentant les différents éléments de l’environne-
ment de simulation et les relations les liant entre eux. Ce schéma est représenté sur
la figure 1.1. Dans ce diagramme les flèches intérieures tiretées décrivent les processus
permettant de passer d’un élément à un autre, et les flèches extérieures font référence
aux procédures qui évaluent la crédibilité, la fiabilité, de chacun de ces processus. Ce
référentiel a été utilisée en hydrologie, notamment par Refsgaard (1996).
Vérification
de modèle
Qualification
de modèle
Réalité
Modèle
conceptuel
Modèle
informatique
Validation
de modèle
Analyse
Programmation
Simulation
informatique
F. 1.1 – Référentiel de modélisation de Schlesinger et al. (1979).
Introduction du terme de validation opérationnelle
Sargent a repris ce diagramme de nombreuses fois lors de communications à la
Winter Simulation Conference (1984; 1999; 2000; 2001) en lui adjoignant toujours
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plus de relations et en adaptant sensiblement la terminologie. Le référentiel de Sargent
a été employé par Knepell et Arangno (1993) pour introduire la structure des pro-
cessus d’évaluation d’une simulation numérique. Le terme de validation de modèle est
abandonné dans ce nouveau référentiel au profit du terme de validation opérationnelle 2.
Selon la définition de Knepell et Arangno, (p. 3-25), ce processus vise ainsi à s’assurer
de la correspondance du modèle informatique avec la réalité perçue.
Limites de ces référentiels
Dans les formulations précédentes, on peut noter l’utilisation du termemodèle dans
la sémantique de plusieurs procédures d’évaluation de la crédibilité. Leurs définitions
nécessitent de fait de préciser de quel modèle il s’agit, modèle conceptuel ou modèle
informatique.
De plus, malgré ces nombreuses formalisations, une caractéristique importante dans
le contexte actuel de la modélisation n’est pas représentée : la distinction entre code de
calcul et modèle numérique d’un système donné. En effet, dans le domaine qui nous in-
téresse, cette distinction est effective depuis le passage de la troisième à la quatrième
génération de modèles numériques, lors de la mise en place de systèmes génériques
permettant de développer des modèles numériques spécifiques 3. Cette distinction se
révèle particulièrement importante dans la définition du terme calage, comme le sou-
ligne Flavelle (1992) :
Calibration means modifying the values of adjustable parameters in a computer code
so that the calculated results match a given set of test data, or ‘tuning’ the model. This
is done when the computer code is applied to a particular problem, and is not part of
development of the software.
1.2 Proposition d’un cadre terminologique
Les limites des référentiels décrit dans la section précédente nous ont conduit à
chercher un nouveau référentiel de modélisation numérique plus en adéquation avec le
domaine de l’hydroinformatique. Cette section présente ainsi le référentiel développé
par Refsgaard et Henriksen que nous allons adopter dans la suite du document. Des
précisions seront apportées à la notion de calage, et l’on verra comment cette activité
s’inscrit dans un contexte plus large d’évaluation d’une modélisation.
1.2.1 Le référentiel de Refsgaard et Henriksen
Dans le cadre du projet européen HQA 4, un rapport a été produit sur
l’état de l’art des procédures d’assurance qualité pour la modélisation numérique re-
lative à la gestion de bassins versants (Refsgaard, 2002). Le troisième chapitre de ce
rapport (Refsgaard et Henriksen, 2002) 5 est ainsi consacré à la proposition d’un cadre
théorique pour un guide en modélisation. Les auteurs proposent ainsi un nouveau ré-
férentiel terminologique, reproduit sur la figure 1.2. Ce référentiel reprend le principe
2. Proposition de traduction du terme anglais operational validation.
3. ((Tools for building tools )) (Abbott, 1991, p. 19).
4. Harmonising Quality Assurance in model based catchment and river basin management (www.
harmoniqua.org)
5. Ce chapitre a été adapté récemment en article (Refsgaard et Henriksen, 2004).
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de celui développé par Schlesinger et al. en distinguant le code de calcul du modèle nu-
mérique. Les définitions précises des différents éléments et procédures sont regroupées
dans le tableau 1.1. Cette distinction conduit ainsi à scinder les procédures de vali-
dation du modèle et de vérification du modèle définies par Schlesinger et al. en trois
nouvelles procédures :
– la vérification du code permet de vérifier l’implémentation informatique du mo-
dèle conceptuel ;
– le calage de modèle s’attache à ajuster les paramètres du modèle numérique en vue
de reproduire la réalité dans les limites de précision demandées ;
– la validation du modèle consiste quant à elle à s’assurer que le modèle numérique
possède un niveau de précision cohérent avec l’application demandée.
Dans toute la suite du mémoire, nous nous appuierons sur ce référentiel termino-
logique, auquel vont être apportées quelques précisions dans la section suivante.
1.2.2 Précisions sur la notion de calage
Comme pour le terme modèle, plusieurs concepts semblent se dessiner sous l’appel-
lation de calage (Morton et Suárez, 2001). Nous nous en tiendrons à celui que nous
allons tenter d’identifier au travers de quelques définitions extraites de la littérature.
Ces définitions apportent des précisions sur plusieurs aspects du calage évoqués seule-
ment de manière succincte dans le référentiel de Refsgaard et Henriksen. Ces précisions
seront reprises dans le cadre méthodologique présenté dans la section 1.3.
Niveau de correspondance attendu
Comme rappelé par Scholten et al. (2001), le calage vise à reproduire le plus fidè-
lement possible le comportement du système considéré, celui-ci étant identifié par des
mesures directes :
Calibration aims at the reduction of differences between field observations and corre-
sponding model outcomes.
Le comportement du système ne peut être reproduit idéalement, puisqu’un modèle est
par nature imparfait. Un niveau de correspondance attendu doit donc être défini, pour
guider la tâche de calage du modèle, mais aussi celle de validation du modèle.
Un jeu de données de référence
Durant le calage, des paramètres du modèle vont être ajustés pour reproduire les
caractéristiques observées du comportement du système, représentées par un jeu de
données de référence (Tsang, 1991) :
Model calibration is the process by which certain unknown parameters to be used in
applying a code are determined by comparing modeling results with available data,
which the model is required to simulate.
Ce jeu de données correspond le plus souvent à un ou plusieurs événements passés
(Cunge, 2003) :
Calibration [..] consists in executing a number of simulations of past observed events
and in varying the parameters of the model until an acceptable (to the modeller) coin-
cidence between observations and computations is obtained.
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Réalité Modèle
conceptuel
Modèle
numérique
Validation
du modèle Simulation
Analyse
Programmation
Confirmation
de la théorie
Vérification
du code
Code de
calcul
Construction
du modèle
Calage
du modèle
F. 1.2 – Éléments d’une terminologie en modélisation, d’après Refsgaard et Henriksen
(2004).
Terme Définition générique
Réalité Type de système naturel
Modèle conceptuel Description verbale, équations, relations fonctionnelles, ou (( lois natu-
relles )) tendant à décrire le type de système considéré
Code de calcul Programme informatique formalisant de manière générique le comporte-
ment du type de système considéré
Modèle numérique Description informatisée du système particulier étudié
Analyse Établissement de lois régissant un type de système
Programmation Développement d’un code transcrivant de manière informatique un modèle
conceptuel
Construction du modèle Établissement d’un modèle du système étudié à l’aide d’un code de simula-
tion générique
Simulation Utilisation d’un modèle validé pour obtenir des prédictions sur un système
donné
Confirmation de la théorie Détermination de l’adéquation du modèle conceptuel au type de système
considéré avec un niveau de correspondance acceptable pour le domaine
d’application visé
Vérification du code Contrôle de la représentation informatique du modèle conceptuel dans les
limites de correspondance attendues
Calage du modèle Ajustement des paramètres du modèle numérique en vue de reproduire la
réalité avec le niveau de correspondance attendu
Validation du modèle Établissement que le modèle numérique, dans son domaine d’applicabilité,
possède un niveau de correspondance cohérent avec le domaine d’applica-
tion visé
T. 1.1 – Glossaire de modélisation développé par Refsgaard et Henriksen (2004) – Pro-
position de traduction.
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On peut noter ici l’importance des données qui n’apparaissent pourtant pas explicite-
ment dans le référentiel de Refsgaard et Henriksen. Nous reviendrons bien évidemment
sur ce point dans la suite du document, et notamment dans la section 2.4.2 du cha-
pitre 2.
Domaine d’application visé
Le processus d’ajustement ainsi que la manière d’évaluer la concordance entre don-
nées observées et résultats de simulation vont en outre dépendre fortement des objectifs
futurs du modèle. Ainsi, un modèle hydraulique ou hydrologique destiné à la prévision
de crues se doit de reproduire les caractéristiques de crues passées, et pas nécessairement
les périodes d’étiage (Guinot et Gourbesville, 2003). Le domaine d’application visé du
modèle apparaît ainsi comme essentiel dans le processus de calage, mais aussi dans les
autres étapes d’une modélisation numérique – et notamment la validation (Goodrich,
1992) – comme on le verra dans la section 1.3.
1.2.3 Typologie des situations rencontrées en modélisation
Cette section présente les différents cas auxquels peut être confronté un utilisateur/-
concepteur de modèles numériques, et comment le calage et la validation s’inscrivent
dans cette typologie basée sur une approche systémique.
Approche systémique
L’approche adoptée dans cette section est résumée par la figure 1.3. Un modèle est
ainsi défini – dans une acceptation systémique (Le Moigne, 1990) – comme utilisant
des intrants pour produire des extrants. Les paramètres sont considérés comme partie
intégrante du modèle. En hydraulique fluviale, on peut voir de façon schématique les
intrants comme les conditions limites et initiale, et les extrants comme les hauteurs
d’eau et les débits le long du tronçon de rivière modélisé, pendant la période considérée.
Intrants −→ Modèle −→ Extrants
F. 1.3 – Approche systémique de la modélisation.
Problèmes direct et inverse
On peut classer les problèmes rencontrés en modélisation en deux grandes caté-
gories : d’une part le problème direct qui vise à déterminer les extrants, les intrants
et le modèle étant présumés connus. L’usage (( productif )) des modèles hydrauliques
correspond à ce type de problème, qui comporte deux situations possibles suivant la
connaissance sur les intrants : d’une part la prévision dans laquelle les intrants sont réel-
lement connus (suivi en temps réel de la propagation d’une crue), et d’autre part la
prédiction dans laquelle les intrants représentent une situation hypothétique (simula-
tion d’une crue centennale). Les autres problèmes sont qualifiés de problèmes inverses et
regroupent plusieurs types de situations.
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Situations en problème inverse
Deux types de situations peuvent se présenter à un modélisateur lors de la résolution
d’un problème inverse :
– l’identification revient à déterminer le modèle correspondant à un couple intrant /
extrant donné. Dans le cas de la modélisation hydraulique, cette situation revient
à construire un modèle numérique en déterminant ses paramètres, c’est-à-dire en
réalisant un calage de celui-ci ;
– la détection consiste à retrouver l’entrée qui produit une sortie donnée d’un mo-
dèle connu. En hydraulique, on peut relier cette situation à la reconstitution des
apports à l’amont d’un bief (reconstitution des conditions limite amont), mais
aussi à la reconstruction de l’état initial. On discerne ainsi plusieurs types de si-
tuations – que l’on va regrouper sous le terme détection – qui dépendent de la
partie inconnue des intrants : condition limite, condition initiale ou autre.
Cette typologie, résumée dans le tableau 1.2 adapté de Cunge (1975), a été synthétisée
par Wasantha Lal (1995).
Problème Situation Intrants Modèle Extrants
Direct
Prévision connus connus ?
Prédiction hypothèses connus ?
Inverse
Identification connus ? connus
Détection ? connus connus
T. 1.2 – Typologie des situations en modélisation, adapté de Cunge (1975).
1.2.4 De l’évaluation d’une modélisation au calage du modèle
Cette section présente les différentes facettes de l’évaluation d’une modélisation,
et comment la validation opérationnelle définie plus haut s’inscrit dans ce cadre plus
général. Ensuite, le calage du modèle – mais aussi la validation du modèle et une par-
tie de la vérification du code – est identifié comme une composante de la validation
opérationnelle. L’articulation de ces différents concepts est présentée sur la figure 1.4.
Evaluation d'une modélisation
Validation opérationnelle
Vérification du code
Confirmation de la théorieCalage du modèle
Validation du modèle
F. 1.4 – Position des processus du référentiel de Refsgaard et Henriksen dans l’évaluation
d’une modélisation.
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Évaluation d’une modélisation
L’évaluation des modélisations numériques a fait l’objet de nombreuses études, no-
tamment dans des domaines sensibles comme la défense militaire (Fosset et al., 1991)
ou la contamination des nappes par des radionucléides (Tsang, 1991). Ce dernier ar-
ticle a donné lieu à plusieurs discussions (Goodrich, 1992; Tsang, 1992a; Konikow,
1992; Tsang, 1992b) mettant en relief, d’une part des points de vue différents sur l’éva-
luation d’une modélisation, et d’autre part les incompréhensions dues à l’absence d’un
référentiel terminologique commun.
Dans leur ouvrage intitulé Simulation Validation–A Confidence Assessment Metho-
dology, Knepell et Arangno (1993) discernent cinq activités d’évaluation. Nous allons
replacer chacune de ces activités dans le cadre du référentiel de Refsgaard et Henriksen :
– la validation du modèle conceptuel correspond à la confirmation du modèle concep-
tuel.
– la vérification du logiciel coincide avec la vérification du code ;
– la vérification de la sécurité interne est reliée à la gestion du logiciel. Cette activité
se trouve en-dehors du cadre de ces travaux, puisqu’elle relève de la gestion au sens
large du code de calcul ;
– la validation des données vise à s’assurer de la cohérence et de la représentativité
des données. Cette activité, non représentée dans notre cadre terminologique,
sera évoquée dans la présentation d’un cadre méthodologique pour la modélisa-
tion (section 1.3) ;
– la validation opérationnelle regroupe implicitement les processus de calage de mo-
dèle et validation de modèle. Knepell et Arangno se sont en effet basés sur le réfé-
rentiel de Sargent (section 1.1.3) qui fait intervenir ce terme ;
Nous nous intéresserons dans ce mémoire uniquement à la validation opérationnelle,
qui s’appuie sur une comparaison des résultats du modèle avec des données issues du
système étudié.
Validation opérationnelle
Sargent (1984) distingue plusieurs approches pour la validation opérationnelle sui-
vant que le système à modéliser est observé ou non 6. Le tableau 1.3 regroupe les diffé-
rentes approches possibles. Dans le cadre d’une modélisation hydrologique, un bassin
versant non jaugé est un exemple d’un système non observé. En hydraulique fluviale,
le système est observé, et l’approche pour la validation opérationnelle est souvent sub-
jective 7 : le calage et la validation s’effectuent à l’aide de graphiques, et l’exploration du
comportement du modèle peut s’effectuer à l’aide d’une étude de sensibilité. Dans la
suite, le terme de validation opérationnelle sera restreint au cas d’un système observé.
Knepell et Arangno (1993) ne font aucune référence à une quelconque distinc-
tion de processus assimilables au calage du modèle ou bien à la validation du modèle.
Cependant, les auteurs proposent une batterie de tests réalisables durant l’activité de
6. Sargent utilise le terme anglais non observable. Nous avons choisi le terme plus générique (( non ob-
servé )) afin de prendre en compte des systèmes où il n’existe simplement pas actuellement de possibilité
d’identifier les réponses à un événement passé. Pour plus de précisions sur les différences de validation opé-
rationnelle entre systèmes observables et non observables, le lecteur pourra consulter un article de de Marsily
(1997).
7. Dans le cas d’un calage par optimisation, l’approche devrait être objective. Nous verrons dans le
chapitre 3 qu’il reste pourtant toujours une large part de subjectivité dans ce processus.
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Système observé Système non observé
Approche subjective Comparaison de données à l’aide
de graphiques
Exploration du comportement du
modèle
Exploration du comportement du
modèle
Comparaison à d’autres modèles
Approche objective Comparaison de données à l’aide
de tests statistiques
Comparaison à d’autres modèles à
l’aide de tests statistiques
T. 1.3 – Classification des approches pour la validation opérationnelle, d’après Sargent
(1984).
validation opérationnelle, et il est aisé d’extraire ceux correspondant à la tâche de calage
du modèle, à la validation du modèle, mais aussi à la vérification du code.
En hydrologie, Klemeš (1986) 8 a proposé un schéma hiérarchique de tests systé-
matiques des modèles, repris par Refsgaard et Knudsen (1996) pour la prédiction de
débit sur des bassins jaugés ou non et sujets à des conditions climatiques stationnaires
et instationnaires. Refsgaard et Knudsen ont utilisé ce schéma pour la comparaison de
trois types de modélisation hydrologique : conceptuelle, distribuée à base physique et
mixte.
1.3 Proposition d’un cadre méthodologique
Le référentiel adopté dans la section précédente ne nous donne pas de protocole
pour effectuer une modélisation. De nombreux auteurs (voir en particulier Ören, 1981;
Sheng et al., 1993) ont souligné l’importance de mettre en place non seulement un ré-
férentiel terminologique, mais aussi un protocole de modélisation numérique incluant
les différentes activités évoquées plus haut. En hydraulique, Carlier (1972, p. 530) pro-
pose une mise en œuvre d’un modèle ((mathématique )) 9 en quatre étapes : conception
du modèle, construction du modèle, réglage du modèle et enfin exploitation du mo-
dèle. Après une présentation des principaux protocoles recensés dans la littérature, nous
proposons à notre tour un protocole de modélisation respectant le référentiel termino-
logique développé dans la section précédente.
1.3.1 Protocole de Anderson et Woessner
En raison du petit nombre de données de terrain disponibles pour le calage et la va-
lidation, l’hydrogéologie s’est très tôt intéressée à la crédibilité de ses modèles, concep-
tuels et numériques. Dans leur ouvrage sur la modélisation des écoulements souterrains,
Anderson et Woessner (1992a) ont développé un protocole conçu comme un guide
pour la modélisation. Il consiste en plusieurs étapes mettant en œuvre les principaux
objets et processus présents dans notre référentiel. Les auteurs ont de plus introduit
dans ce protocole la notion de sélection de code. En effet, comme souligné à la page 6,
le modèle informatique du référentiel de Schlesinger et al. est souvent remplacé aujour-
d’hui par deux entités : le code de calcul et le modèle numérique. Le modélisateur n’a
donc souvent qu’à choisir parmi un ensemble de codes existants celui implémentant
8. Cet article a été repris dans l’ouvrage Common Sense and Other Heresies – Selected Papers on Hydrology
and Water Resources Engineering (Klemeš, 2000b).
9. Comprendre numérique.
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au mieux le modèle conceptuel. Ce protocole introduit aussi la notion de post-audit
(Anderson et Woessner, 1992b), opération consistant à confronter des prévisions réa-
lisées par le modèle avec des données collectées après coup. Cette forme de validation
est spécifique à des modèles utilisés comme outils de prévision. Or, les modèles hy-
drauliques que nous utilisons sont essentiellement destinés à être utilisés comme outils
de prédiction. Nous ne prendrons donc pas en compte cette étape dans le processus de
modélisation numérique.
Refsgaard (1996) a repris ce protocole en lui apportant quelques modifications pour
l’accorder avec le référentiel terminologique de Schlesinger et al. (1979). Le protocole
a été utilisé pour mettre au point un modèle hydrologique distribué d’un bassin ver-
sant danois, modèle basé sur le code M S 10 (Refsgaard, 1997). Henriksen et al.
(2003) ont ensuite étendu cette modélisation à l’ensemble du Danemark en ajoutant
au protocole des boucles de rétroaction.
1.3.2 La qualité anglaise
La société HR Wallingford a initié au début des années 1990 une procédure d’as-
surance qualité pour la modélisation en hydraulique fluviale (Seed et al., 1993). Cette
procédure porte sur les points principaux suivants : sélection du code de calcul, défi-
nition du modèle, construction du modèle (données topographiques et données hy-
drométriques), test du modèle 11, simulations, exploitation du modèle, évaluation des
résultats, retour sur expérience et archivage.
1.3.3 Les bonnes pratiques hollandaises
Aux Pays-bas s’est affirmée depuis le milieu des années 1990 une volonté de mettre
en place des procédures d’assurance qualité dans le domaine de la modélisation et de
la simulation numérique pour les sciences de l’eau. Ces volontés se sont finalement
concrétisées au sein du groupe d’étude Good Modelling Practice.
Premières démarches
Au sein du projet intitulé Q 12, le référentiel de Sargent (1984) a été
utilisé par Scholten (1994) puis par Scholten et Udink ten Cate (1995) pour établir un
schéma détaillé du processus de modélisation. Les auteurs ont intégré ce schéma dans
un outil technique d’assurance qualité pour la modélisation baptisé Q 13
(Scholten et Udink ten Cate, 1999).
Generic Framework Water Program
Au sein du programme A a été lancée en 1997 l’idée du développement d’un
cadre pour la modélisation dans le domaine de la ressource en eau, utilisant les dernières
10. Il est intéressant de noter que ce code, dont le développement a commencé il y a une vingtaine d’an-
nées (Abbott et al., 1986a,b), n’a fait l’objet que récemment d’une vérification, au sens de notre référentiel
(Graham et Jacobsen, 2001). Cette vérification a été accompagnée d’une comparaison de modèles réalisés
avec M S sur des cas-tests avec des modèles basés sur d’autres codes. Cette dernière opération revient
à une validation en prenant comme données de référence les résultats d’autres modèles.
11. Dans le texte : model proving.
12. Qlity of Smulation Melling Objectified.
13. Qlity of Smulation Mling Model.
13
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avancées en technologies de l’information. Un programme intitulé Generic Framework
Water Program 14 a vu le jour en réunissant des instituts fédéraux, des institutions gou-
vernementales, des compagnies de conseil et des universités (Blind et al., 2000). Trois
projets ont ainsi été mis sur pied : Development Generic Framework Water (van der Wal
et van Elswijk, 2000), qui sera à la base du projet HIT 15, Good Modelling Prac-
tise, dont nous allons reparler, et Umbrella Agreement pour réunir les modèles et les
données nécessaires à la mise en œuvre de l’architecture logicielle.
Le deuxième projet a conduit à la publication d’un outil technique conçu comme
un support pour les utilisateurs : le Good Modelling Practice Handbook 16 (van Waveren
et al., 1999). Ce manuel destiné aux modélisateurs de tous les domaines liés à l’eau
(hydrogéologie, hydrologie, distribution d’eau, hydrodynamique, prévision de crues,
qualité de l’eau, morphologie, traitement des eaux, écologie, économie, etc.) est consti-
tué de deux parties principales : une description pas à pas de la modélisation de manière
générique et une liste des pièges et des sensibilités par domaine. Sont aussi proposés une
check-list globale et une fiche qualité pour chacune des étapes. Ce manuel 17 se veut ainsi
un véritable outil de travail qui accompagne le modélisateur tout au long du processus.
Les recommandations duGood Modelling Practice Handbook ont été utilisées au sein
de la sociétéW/L Delft Hydraulics pour le développement du logiciel S (Dhondia,
2004). On peut néanmoins regretter qu’aucune directive spécifique à la tâche de calage
ne soit fournie aux utilisateurs.
1.3.4 Les outils européens
Sur la base des travaux du Good Modelling Practice Handbook (Scholten et Groot,
2002) et d’autres guides – notamment celui produit par Satkowski et al. (2000) – le
projet HQA, après les travaux terminologiques de Refsgaard et Henriksen,
a développé un logiciel de support pour la modélisation numérique appelé MST 18
(HQA Consortium, 2004). Cet outil propose une approche interactive de
l’assurance qualité pour la gestion de l’eau basée sur la modélisation numérique (Ref-
sgaard et al., 2004).
Il se pose ainsi comme une aide à la modélisation multidisciplinaire (Scholten et al.,
2004) et supporte ainsi les domaines suivants : prévision de crue, hydrogéologie, trans-
formation pluie-débit, socio-économie, qualité de l’eau, écologie, hydrodynamique. Un
domaine (( générique )) est aussi présent et recouvre les notions communes et interdis-
ciplinaires. Le logiciel s’adapte à chacun des acteurs de la modélisation : modélisateur
bien sûr, mais aussi client (water manager), auditeur, partie prenante (stakeholder) ou
encore public. Trois niveaux de complexité sont proposés pour la tâche de modélisa-
tion, ainsi que trois domaines d’application visés : planification, conception et gestion
opérationnelle.
Par le biais d’une interface graphique, MST propose trois outils (Kassahun et al.,
2004) :
– un guide pour la modélisation sous forme d’un arbre de tâches, disposé selon trois
vues différentes : énumération, diagramme procédural et description textuelle ;
14. www.genericframework.org
15. www.harmonit.org
16. Téléchargeable depuis le site du projet : www.info.wau.nl/researchprojects/gmp.htm.
17. Pour les lecteurs intéressés, des présentations concises du Good Modelling Practice Handbook ont été
effectuées par Scholten et al. (2000, 2001).
18. Pour Modelling Support Tool, téléchargeable sur www.harmoniqua.org.
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– un répertoire des tâches effectuées ;
– un générateur de rapport de modélisation, actuellement en développement.
1.3.5 Notre proposition
Dans cette section, nous proposons un protocole pour la modélisation numérique
basé sur le référentiel terminologique développé dans la section 1.2. Après une descrip-
tion des différents acteurs, le protocole est introduit, avec une présentation en détail de
l’activité de construction du modèle.
Les acteurs de la modélisation numérique
Scholten et Udink ten Cate (1999), puis Scholten et al. (2004) ont proposé une
classification des acteurs intervenant dans le processus de modélisation. Le tableau 1.4
contient une proposition plus recentrée sur l’objet ((modèle numérique )) et développée
dans une optique plus réduite de validation opérationnelle.
La figure 1.5 permet de relier les différents rôles aux processus du référentiel ter-
minologique. Cette figure utilise le formalisme graphique UML (Unified Modelling
Language) (OMG, 2003) qui sera utilisé tout au long de ce mémoire, et principale-
ment dans la partie II. Les principales notations employées dans ce formalisme sont
rappelées dans l’annexe B. Le langage UML est devenu un standard pour la conception
en informatique, et est largement utilisé pour représenter des artefacts logiciels. Il nous
a ainsi permis de spécifier notre système d’assistance au calage.
On peut noter que les cinq rôles de la figure 1.5 ne représentent pas nécessairement
cinq personnes – ou groupe de personnes – différentes. En effet, un même rôle va
pouvoir être tenu successivement par plusieurs personnes. Voyons cela au travers d’un
exemple : en hydraulique fluviale, la définition du domaine d’application visé peut être
réalisée en partie par le maître d’ouvrage (par exemple, simulation des niveaux d’eau)
et par l’ingénieur chargé de l’étude (par exemple, choix de l’utilisation des équations
de Saint-Venant en régime permanent). De plus, la distinction entre ces acteurs va
dépendre fortement du contexte de la modélisation :
Dans un contexte d’ingénierie
Le décideur est à l’initiative de la modélisation ; les phases d’analyse et bien sou-
vent de programmation ont été réalisées en amont et le théoricien et le développeur
n’interviennent donc pas ; en revanche, le modélisateur et l’utilisateur sont tous deux
représentés par l’ingénieur en charge de l’étude. Ces deux acteurs peuvent être des per-
sonnes différentes dans le cas d’une nouvelle étude du même système.
Dans un contexte de recherche
Le modélisateur, l’utilisateur et le décideur forment une seule et même personne :
le chercheur ; il peut aussi être développeur s’il n’existe pas de code de calcul adapté, et
même théoricien quand le modèle conceptuel du système est à construire.
Processus de modélisation numérique
La figure 1.6 présente le processus de modélisation numérique en accord avec le
référentiel de Refsgaard et Henriksen. On retrouve les cinq types d’acteurs présentés
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Rôle Tâches
Théoricien Élaborer un modèle conceptuel d’un type de système physique
Développeur Implémenter le modèle conceptuel dans un langage informatique
Modélisateur Utiliser le code de calcul et des données d’un système physique particulier pour
produire un modèle numérique de ce système
Utilisateur Prédire l’état du système considéré à partir de simulations numériques
Décideur Déterminer les objectifs de la modélisation et utiliser les résultats de simulation
pour prendre des décisions
T. 1.4 – Description des rôles dans le processus de modélisation.
Modélisation numérique
{pour des travaux de 
recherche, les rôles d'
utilisateuret de décideur 
sont souvent confondus}
{pour des travaux de 
recherche et d'ingénierie, 
les rôles de modélisateur 
et d'utilisateur sont 
souvent confondus}
{pour des travaux de 
recherche, les rôles de 
théoricien et de 
développeur peuvent être 
confondus}
{pour des travaux de 
recherche, les rôles de  
développeur et de 
modélisateur peuvent être 
confondus}
Décideur
Utilisateur
Modélisateur
Développeur
Théoricien
DéfinitionDesObjectifs
ExploitationDesPrédictions
Simulation
ConstructionDuModèle
Programmation
Analyse
F. 1.5 – Rôles en modélisation numérique – Diagramme de cas d’utilisation UML. Les
ellipses représentent les tâches associées à chaque rôle.
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plus haut ainsi que les activités correspondant à leur(s) rôle(s) dans le processus. On
retrouve aussi sur ce diagramme les objets définis dans le référentiel (modèle conceptuel,
code de calcul, modèle numérique et prédictions du modèle), mais aussi ceux évoqués
dans la section 1.2.2 : domaine d’application et niveau de correspondance. On peut noter
aussi la possibilité d’utiliser des objets pré-existants – modèle conceptuel, code de calcul
et même modèle numérique – pour produire des prédictions.
Nous avons pris comme parti de ne pas représenter ici les procédures d’évaluation
de la modélisation. Ces procédures seront intégrées, comme on le verra dans la suite,
aux différentes étapes de la modélisation qui sont représentées sur la figure 1.6.
Processus de construction de modèle
Nous allons nous intéresser dans la suite essentiellement à l’activité de construction
de modèle. La figure 1.7 détaille ce processus en intégrant trois sous-tâches : le recueil
des données, la préparation du modèle et le calage du modèle.
La tâche de recueil des données vise à extraire du système physique étudié des don-
nées quantitatives – mais aussi qualitatives – permettant de caractériser le système lui-
même et les événements qui l’ont affecté. En hydraulique fluviale, le relevé de sections
en travers permet de caractériser la topographie de la rivière, et l’enregistrement d’un
hydrogramme permet de représenter un événement de crue. Cette tâche doit bien évi-
demment être réalisée en adéquation avec le domaine d’application visé.
La tâche de préparation du modèle s’attache à construire – toujours en respectant le
domaine d’application visé – un modèle numérique basé sur un code de calcul et inté-
grant les données caractérisant le système étudié. En hydraulique fluviale, les données
topographiques doivent par exemple être adaptées aux formats requis par le code de
calcul. Cette phase de formatage des données peut être extrêmement longue et fasti-
dieuse.
Le modèle numérique obtenu est ensuite soumis à la tâche de calage du modèle qui
s’effectue à l’aide des données événementielles recueillies et en accord avec le niveau de
correspondance attendu.
1.4 Le modèle numérique comme objet d’échange et outil à
évaluer
Cette section présente quelques réflexions sur le modèle numérique comme objet
d’échange entre les différents acteurs impliqués dans son cycle de vie. De nombreuses
questions ont ainsi été posées sur la nature de cet objet complexe – objet de recherche
ou simple outil de travail – et sur son passage du (( créateur )) du modèle à un (( simple ))
utilisateur 19. Cette section aborde ensuite des questions d’ordre plutôt philosophique
sur l’approche à adopter vis-à-vis de l’évaluation de la crédibilité d’un modèle. De mul-
tiples auteurs se sont interrogés sur la validité de ces procédures d’évaluation de la cré-
dibilité des processus de modélisation numérique, et notamment sur la pertinence du
calage et sur le bien-fondé de la validation. Ces deux problématiques vont être abordées
ici afin d’apporter quelques éléments de réponse.
19. La dimension sociétale de la modélisation numérique est notamment très présente dans l’ouvrage
fondateur de l’hydroinformatique (Abbott, 1991).
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ConstructionDuModèle
RecueilDesDonnées
PréparationDuModèle
CalageDuModèle
:SystèmeÉtudié
:DonnéesDu Système
:DonnéeÉvénementielle
[non calé]
:ModèleNumérique
[calé]
:ModèleNumérique
:DomaineDApplicationVisé
:NiveauDeCorrespondanceAttendu
:CodeDeCalcul
:DonnéeÉvénementielle
F. 1.7 – Processus de construction du modèle – Diagramme d’activité UML.
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La modélisation numérique, comme on l’a vu plus haut, fait intervenir de nom-
breux acteurs du monde scientifique et au-delà. Les prédictions réalisées par les mo-
dèles numériques en hydroinformatique sont utilisées pour dimensionner des ouvrages
d’art, déterminer des zones inondables, etc. Leurs apports dans notre vie quotidienne
se révèlent ainsi grandissants et déjà considérables. L’évaluation des simulations réali-
sées à l’aide de modèles numériques se doit donc d’être d’autant plus performante pour
rendre celles-ci dignes de confiance et utilisables comme aides à la décision.
Pour toutes ces raisons, Friedman et al. (1984) ont présenté il y a déjà une vingtaine
d’années une revue de l’utilisation des modèles dans les domaines liés à l’eau auprès des
instances nationales et fédérales des États-Unis. Leurs conclusions quant à la crédibilité
des modèles peut être résumée dans les points suivants :
– le développement de nouveaux modèles a souvent primé sur le calage et la vali-
dation. Ce point sera repris dans la section 1.4.1 ;
– les résultats de ces modèles n’ont pas été accompagnés d’un niveau d’incertitude et
ont provoqué une désaffection des décideurs suite à des utilisations inappropriées.
Ces conclusions seront développées dans la section 1.4.2 ;
– la fiabilité de nombreux modèles est contestable, en raison notamment de mau-
vaises pratiques liées au calage. Cette position sera reprise et argumentée dans la
section 1.4.3 ;
– dans certains cas, les théories ne sont pas assez avancées pour fournir des modèles
conceptuels crédibles. Cette considération sera évoquée dans la section 1.4.4.
1.4.1 Le modèle numérique, entre objet de recherche et outil d’ingénierie
Dix ans après l’article de Friedman et al., l’American Society of Civil Engineers a mis
en place un comité d’étude sur la définition de critères pour l’évaluation de modèles de
bassins versants. Les résultats de cette étude développent une critique des articles parus
dans les revues scientifiques suivant trois points (ASCE, 1993) : les critères d’évalua-
tion des modèles sont souvent absents, peu de tests sont réalisés dans des conditions
différentes et les modèles ne sont accompagnés que d’une maigre documentation.
Cunge (2003), reprenant les idées de Klemeš (1986), souligne la dualité de l’ob-
jet modèle numérique. Dans le domaine de l’hydroinformatique, nombre de modèles
considérés comme objets de recherche sont actuellement très vite utilisés comme outils
pour résoudre des problèmes d’ingénierie. Le danger de cette situation est l’immatu-
rité de ces modèles pour produire des résultats fiables. En effet, le passage au statut
d’outil d’ingénierie ne peut se faire que par le biais d’une validation, qui est loin d’être
prioritaire pour les chercheurs.
Les modèles basés sur des codes développés au C sont un parfait exemple
de cette dualité. En effet, les missions de recherche et d’appui technique sont intime-
ment liées au sein de cet organisme de recherche finalisée. Malheureusement, comme
l’indiquent Scholten et Udink ten Cate (1999) ou encore van Zuylen (1994), les mo-
dèles – et pas seulement ceux du C – sont souvent développés par et pour
le modélisateur. Dans ce cas, la mise en œuvre de tels modèles peut s’avérer particu-
lièrement hasardeuse si leur fonctionnement et leurs limites ne sont pas clairement
explicités, assimilés et pris en compte par l’utilisateur (Guinot et Gourbesville, 2003) :
A model should be operated only by a modeller (i.e. by someone who has experience
and knowledge of the physics and understands how reality is described in the model).
Therefore the belief that models can be operated by anybody is not justified.
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Yen (1995) résume parfaitement la situation en précisant les rôles que doivent tenir
respectivement le modélisateur et l’utilisateur pour éviter ce genre d’écueil :
The proper adoption of a model to solve a problem and the elimination of abuse in using
models cannot be satisfactorily achieved until: (1) The modelers adequately prepare
their models for others to use; and (2) the users are knowledgeable and critical in the
selection and use of the models.
Notre approche s’inscrit tout à fait dans la continuité des réflexions de Yen, Guinot et
Gourbesville, puisque nous proposons justement de mettre à disposition de l’utilisateur
ces connaissances sous la forme d’un système d’assistance au calage.
1.4.2 Transmettre un modèle et sa crédibilité
Encore aujourd’hui, les résultats des modèles sont délivrés aux décideurs comme des
vérités, et non comme des résultats de nature foncièrement incertaine. Il est en effet plus
aisé d’inférer une décision sur la base de valeurs exactes – de préférence avec un grand
nombre de décimales... – qu’à l’aide d’un intervalle de confiance. Pourtant, comme
l’affirment Guinot et Gourbesville (2003), les prédictions d’un modèle devraient être
transmises avec une mesure de leur incertitude :
Amodeller should be knowledgeable enough to admit,and diplomatic enough to explain
to their client(s), that all simulations are approximate and that all model results should
be provided with an uncertainty interval.
On retrouvera cette approche – récente dans son acceptation – dans la section 1.4.3.
Malheureusement, il faut bien admettre que ces prescriptions ne sont jamais suivies en
pratique. Des prédictions considérées – implicitement ou explicitement – comme des
vérités absolues ont ainsi pu dans le passé se trouver totalement inadaptées et renforcer
la méfiance des décideurs vis-à-vis des modèles. Les comportements semblent avoir
évolué depuis lors, et l’on se trouve à présent dans une situation quasiment inverse,
où une étude n’est considérée comme (( sérieuse )) que si elle s’appuie sur un modèle
numérique.
Au début des années 1990, une étude a été lancée au sein de W/L Delft Hydrau-
lics 20 sur la validation des modèles informatiques en hydraulique fluviale. Cette étude
a donné lieu à l’élaboration d’un protocole pour la validation des modèles hydrau-
liques 21. Ce protocole a été repris par l’Association Internationale de Recherches Hydrau-
liques (AIRH/IAHR) qui a élaboré des recommendations pour documenter la validité
des logiciels d’hydraulique (Dee et al., 1994).
1.4.3 Doit-on caler un modèle?
Le principe même du calage de modèle a récemment été remis en cause par Cunge
(2003) et Guinot et Gourbesville (2003). Avant de rentrer dans le cœur de la question
et de proposer une réponse, il importe de savoir quels modèles sont concernés par cette
remise en cause.
20. D, D. P. et   M, M. J. (1991), Validation of computer models: Concepts and termi-
nology. Rap. tech. X0084, W|L Delft Hydraulics.
D, D. P. (1991), Validation of computer models: Systems theory literature survey. Rap. tech. X0084,
W|L Delft Hydraulics.
21. D, D. P. (1993), A framework for the validation of generic computational models. Rap. tech. X
0109, W|L Delft Hydraulics.
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Types de modèles en hydroinformatique
Différents types de modèles – conceptuels et numériques – peuvent être rencontrés
en hydroinformatique (Refsgaard, 1996; Guinot et Gourbesville, 2003) :
– lesmodèles empiriques (black-box) relient des séries de données d’entrée et de sortie
sans aucune considération physique. On peut citer comme exemple les modèles
de régression et les réseaux de neurones ;
– lesmodèles conceptuels globaux (grey-box) décrivent le système de façon globale sui-
vant des concepts à base physique. Les modèles à réservoirs pour la modélisation
pluie-débit en sont des exemples représentatifs ;
– les modèles à base physique (white-box) représentent les processus physiques lo-
caux, en suivant les principes de conservation de la masse, de l’énergie et/ou de
la quantité de mouvement. Les modèles hydrologiques distribués et les modèles
d’hydraulique fluviale sont de ceux-là.
Si les deux premiers types de modèles nécessitent un ajustement de leurs paramètres en
raison de leur nature même, la question de la pertinence d’un calage se pose pour les
modèles à base physique.
Calage de modèles à base physique
Le calage de modèles à base physique, qu’ils soient hydrologiques ou hydrauliques,
repose sur l’ajustement des valeurs de paramètres regroupant différents phénomènes
physiques soit mal connus, soit imparfaitement modélisés. Un exemple est donné par
le coefficient n de Manning dans les modèles standards en hydraulique fluviale unidi-
mensionnelle (Cunge, 2003) :
At the scale of the model [Manning’s coefficient n] does not replace or represent any set
of physical processes.
L’ajustement de ces paramètres contribue ainsi à réduire la pertinence scientifique du
calage, comme l’exprime non sans humour (Klemeš, 1997) 22 :
... I realized that all what this high-power prestidigitation, posturing as ‘scientific
hydrology’, can teach me is how to fit a line to a few points, extrapolate a curve by
the most abstruse and esoteric means available, and keep calibrating (i.e., fudging) an
arbitrary ‘system’ with an excessive number of the degrees of freedom until it fits some
hydrologic record.
C’est pourquoi Guinot et Gourbesville (2003) et Cunge (2003) recommandent d’éviter
au maximum cet ajustement et de préférer réaliser une étude de sensibilité aux para-
mètres concernés et présenter les résultats avec un intervalle de confiance. Cette mé-
thode a aussi été défendue et utilisée par Ewen et Parkin (1996) et Parkin et al. (1996)
pour des modèles pluie-débit destinés à prédire l’impact des changements d’occupa-
tion du sol et des changements climatiques. Cunge (2003) propose ainsi de supprimer
tout ajustement de paramètres pour les modèles à base physiques, et donc notamment
les modèles hydrauliques. Malheureusement, on peut se poser comme Beck (1991) la
question de l’accueil de cette position au sein de la communauté des modélisateurs :
22. Cet éditorial a été repris dans l’ouvrage Common sense and Other Heresies – Selected Papers on Hydro-
logy and Water Resources Engineering (Klemeš, 2000a).
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The question is, can the “principled modeller” compromise from an "optimal" match of
the model with reality, to a "good", to an “acceptable”, to no match of the model with
reality?
Notre position
Le point de vue défendu par Cunge, Guinot et Gourbesville est louable en ce qu’il
prétend éliminer les pratiques abusives actuelles où un niveau de correspondance le
plus élevé possible entre données de terrain et résultats du modèle cherche à être atteint
à tout prix par les modélisateurs. Les paramètres des modèles sont à cet effet souvent
ajustés au détriment de leur signification physique pour compenser des erreurs ou des
approximations dans la géométrie et/ou les conditions limite (U, 1993, p. 5-16) :
The key to a successful calibration is to identify the true values of the parameters which
control the system and not to use values that compensate for shortcomings in the geom-
etry and/or the boundary conditions.
Malheureusement, l’utilisation ultérieure d’un modèle nécessite la détermination
d’un seul jeu de paramètres pour effectuer des prédictions. En ce sens, la tâche de
calage s’avère tout à fait nécessaire. De plus, la tâche de calage ne se résume pas, comme
on le verra dans la partie II, à un simple ajustement : il importe aussi de choisir les
données de référence, les données d’entrée et les paramètres, de produire les résultats
pertinents, d’effectuer les comparaisons adéquates, et tout cela en fonction du domaine
d’application attendu.
Nous proposons donc, plutôt que de supprimer totalement cette tâche, de l’enca-
drer au moyen d’un système d’assistance pour participer à la mise en œuvre d’un (( code
de bonnes pratiques )) pour le calage de modèles (Vidal et al., 2005).
1.4.4 Peut-on valider un modèle? (Ou plutôt : peut-on confirmer une théo-
rie?)
La question du bien-fondé de la validation de modèles constitue un thème fort en
philosophie des sciences, qui a été popularisé dans le domaine des sciences de l’en-
vironnement par un article d’Oreskes et al. (1994) dans le magazine Science. Il faut
bien noter que dans le référentiel de Refsgaard et Henriksen, ce thème correspond non
pas à la procédure validation de modèle, mais bien à celle de confirmation de la théorie.
Cette confusion a aussi atteint le domaine de l’hydraulique, puisque Brutsaert (1971)
pense proposer une (( vérification )) du modèle conceptuel constitué par les équations de
Barré de Saint-Venant alors qu’il propose seulement une validation d’un modèle numé-
rique basé sur ce modèle conceptuel. La problématique est donc la suivante : peut-on
dire qu’un modèle – conceptuel – représente parfaitement un système générique?
Points de vue en philosophie des sciences
Il serait quelque peu manichéen de vouloir, comme Bouleau (1999, 2002), oppo-
ser sur cette question deux courants bien déterminés de la philosophie des sciences.
Pourtant, deux visions de la confirmation d’une théorie sont présentes dans la littérature.
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Théories réfutables...
Selon Popper (1991), seule la falsification ou la réfutation d’une théorie – et donc
d’un modèle conceptuel – est possible. Dans ce cadre, la procédure de confirmation
d’une théorie définie dans le référentiel de Refsgaard et Henriksen est simplement im-
possible. Malheureusement, les théories popperiennes, c’est-à-dire dire réfutables par
l’expérience, sont (( non seulement rares, mais si exceptionnelles que se restreindre à
cette norme revient à s’interdire les représentations les plus utiles aux acteurs sociaux ))
(Bouleau, 1999, p. 15).
... et théories acceptables
Afin d’estimer de façon pragmatique le (( contenu de fausseté de notre meilleure
théorie )), Popper (1991, p. 147) introduit la notion de vérisimilitude comme une me-
sure de référence pour la comparaison de deux théories (1991, p. 103-115). Ces consi-
dérations pragmatiques, souvent occultées par les lecteurs de Popper 23, ont conduit
d’autres philosophes des sciences – suivant en cela Quine (voir par exemple 1999) – à
affirmer qu’une théorie n’a pas besoin d’être confirmée pour être utilisée, comme l’ex-
prime Kuhn (1983, p. 38-39) :
Pour être acceptée comme paradigme, une théorie doit sembler meilleure que ses
concurrentes, mais il n’est pas nécessaire qu’elle explique (en fait elle n’explique
jamais) tous les faits auxquels elle peut se trouver confrontée.
Les théories actuelles en sciences de l’environnement sont le parfait exemple de cette vi-
sion, exemple repris par Bouleau (1999, p. 313-315). Chaque confrontation concluante
avec le système physique modélisé permet d’asseoir la crédibilité d’une telle théorie. Ce
sont ces confrontations qui peuvent être assimilées à la procédure de confirmation de
la théorie définie par Refsgaard et Henriksen. Seule une réfutation d’une théorie par
d’autres confrontations avec le système considéré peut nécessiter son remplacement.
Cette vision (( positiviste )) de la confirmation d’une théorie est classiquement illustrée
par la théorie (( universelle )) de la gravitation, mise au point par Newton (1687), utilisée
avec succès pendant des siècles et remplacée seulement au e siècle par la théorie de la
relativité générale d’Einstein (1916) 24.
Situation en hydroinformatique
Les sciences de l’eau n’ont pas échappé à ces réflexions. En particulier, de nombreux
travaux ont été effectuées sur les moyens d’évaluer les résultats de modèles hydrogéolo-
giques. Deux numéros spéciaux 25 du journal Advances in Water Resources ont ainsi été
consacrés à la question de la validation des modèles hydrogéologiques (Hassanizadeh
et Carrera, 1992). Dans le premier numéro, Konikow et Bredehoeft (1992) se sont fait
l’écho de la thèse popperienne et suggèrent de ne pas utiliser le terme validation :
23. Herskovitz (1991) propose quant à lui l’approche suivante : les scientifiques, en (( validant )) leurs
modèles par des comparaisons avec des données du monde réel, suivent la tradition de falsification de
Popper. Ils ne cherchent ainsi pas à prouver une théorie, mais s’engagent dans un processus de conjectures
et réfutations justement préconisé par l’auteur, et qui peut être assimilé à la procédure définie par Refsgaard
et Henriksen.
24. On peut trouver les deux références précitées regroupées dans un ouvrage récent dans une traduction
française (Hawking, 2003).
25. Volume 15 (1992), numéros 1 et 3.
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We believe the terms validation and verification have little or no place in ground-
water science; these terms lead to a false impression of model capability.
Cette assertion est en parfaite concordance avec le référentiel de Refsgaard et Henriksen,
puisque le terme utilisé pour ce concept est confirmation de théorie. Il faut toutefois
préciser que si la théorie est infirmée, alors tout calage et/ou validation d’un modèle
numérique obtenu à partir du modèle conceptuel correspondant sera vain du point de
vue physique.
Notre position
La théorie pragmatique suivie par Kuhn est aujourd’hui la plus couramment répan-
due dans le monde de la modélisation numérique. En effet, les modèles sont utilisés de
manière opérationnelle comme des outils que l’on sait être imparfaits. Malgré cela, et
même si la théorie sur laquelle ils sont basés ne peut pas être véritablement confirmée,
ils se montrent pourtant terriblement efficaces dans la pratique.
Dans la suite du document, nous admettrons que le modèle conceptuel à la base
des modèles numériques hydrauliques – et donc les équations de Saint-Venant – est
une représentation acceptable des écoulements en rivière. Nous ne poserons donc pas
ici la question de la réfutation de cette théorie, même si elle possède un niveau de
vérisimilitude inférieur à d’autres théories, comme les équations de Navier-Stokes en
deux ou trois dimensions.
1.5 Conclusions
Ce chapitre nous a permis de construire un cadre de travail pour la mise au point
d’un système à base de connaissances pour la validation opérationnelle. Nous disposons
à présent de deux éléments essentiels pour la suite de nos travaux :
– le référentiel terminologique proposé par Refsgaard et Henriksen et reproduit p. 8
nous servira de base tout au long du mémoire pour proposer des termes adéquats
dans le cadre de notre activité de modélisation des connaissances.
– un protocole de modélisation numérique résumé dans la figure 1.6 nous fournit un
cadre dans lequel s’inscrivent les activités liées à la validation opérationnelle. Plus
particulièrement, le processus de construction du modèle détaillé dans la figure 1.7
nous fournit une définition de la tâche que nous allons étudier dans la suite : le
calage du modèle.
Nous avons de plus abordé quelques réflexions sur l’objet d’échange que repré-
sente le modèle numérique, notamment entre chercheurs et ingénieurs, entre modéli-
sateurs et simples utilisateurs. Ces réflexions ont permis d’apporter quelques éclairages
sur la nature ambiguë de cet objet au sein de la communauté scientifique et de prendre
conscience de la pertinence des procédures d’évaluation de sa crédibilité, et principale-
ment de la tâche de calage.
Les deux chapitres suivants sont consacrés à la description des connaissances ac-
tuellement disponibles sur la tâche de calage en hydraulique fluviale unidimension-
nelle. Ces connaissances ont été compilées à partir de trois sources de connaissances :
un corpus bibliographique important, des entretiens informels avec des experts et enfin
l’expérience personnelle acquise sur le sujet. Ce processus d’ingénierie des connaissances
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nous conduit ainsi à présenter, d’une part dans le chapitre 2 les différents objets utilisés
durant la tâche de calage, et d’autre part dans le chapitre 3 les différentes procédures ac-
tuellement disponibles pour mener à bien cette tâche. Ces deux chapitres comportent
ainsi une analyse de tous ces éléments en regard de l’objectif de notre étude, c’est-à-dire
le développement d’un système d’assistance au calage.
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Chapitre 2
Éléments d’un modèle numérique de
rivière
(( Il y a des Sciences qui, par leur objet, ne sont destinées qu’à servir
d’aliment à la curiosité ou à l’inquiétude de l’esprit humain : il en est
d’autres qui doivent sortir de cet ordre purement intellectuel pour
s’appliquer aux besoins de la Société : telle est en particulier
l’Hydrodynamique. ))
Abbé B 1
L   évoqués dans le premier chapitre vont être présentés en détailpour le domaine qui nous intéresse ici, à savoir l’hydraulique fluviale unidimen-
sionnelle. Ce chapitre vise ainsi à répertorier et à décrire les objets suivants : le modèle
conceptuel considéré, les codes de calcul implémentant ce modèle conceptuel, les para-
mètres impliqués dans le calage, et les diverses données utilisées lors de cette tâche. Les
connaissances descriptives sur la tâche de calage exposées dans ce chapitre seront forma-
lisées dans le chapitre 4 pour être implémentées dans le système d’assistance au calage.
Nous ferons régulièrement référence dans ce chapitre au Guide méthodologique pour le
pilotage d’études hydrauliques – projet conjoint C–Cemagref – actuellement en
cours de rédaction 2.
2.1 Modèle conceptuel pour l’hydraulique unidimensionnelle
En hydraulique fluviale unidimensionnelle, de nombreux modèles conceptuels sont
à la disposition des modélisateurs : modèle S-V, modèle M–C-
 (Cunge, 1969), etc. Une revue de ces modèles est présenté dans un des chapitres du
Guide méthodologique pour le pilotage des études hydrauliques (Faure, 2004). Le modèle
1. Charles B (Abbé), Traité théorique et expérimental d’hydrodynamique (1786), vol. 1. Imprimerie
Royale, Paris, France, p. 15
2. Une version provisoire sous forme de chapitres est téléchargeable sur www.cetmef.equipement.
gouv.fr/projets/hydraulique/clubcourseau/
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conceptuel 3 standard – que nous appellerons modèle conceptuel S-V 1D –
est constitué de deux éléments principaux :
– les équations de Saint-Venant sont deux équations aux dérivées partielles non li-
néaires permettant de calculer les variables d’un écoulement unidimensionnel sur
fond fixe. Ces équations font de plus intervenir une inconnue qui est représentée
par la pente de la ligne d’énergie Sf ou la débitance K ;
– une détermination de la débitance permet ensuite de fermer le système d’équa-
tions.
Les prochaines sections vont être consacrées à une description plus précise de ces
deux éléments, mais vont aussi évoquer des modules spécifiques ajoutés la plupart du
temps pour former le modèle conceptuel complet, comme les lois d’ouvrages ou les
pertes de charge ponctuelles. Il apparaît important de préciser que le modèle concep-
tuel que nous considérons ici incorpore l’hypothèse – forte – d’un lit rigide, dans le-
quel la géométrie de la rivière ne se déforme pas au cours d’un événement. Ce modèle
conceptuel n’inclut en conséquence aucune équation de transport solide.
2.1.1 Les équations de Saint-Venant
Après les travaux de Cauchy (1827), Navier (1827), mais aussi Bélanger (1828),
Dupuit (1863) a le premier apporté ses réflexions sur le mouvement des eaux à débit
variable. Barré de Saint-Venant (1871a), après avoir émis un rapport sur les travaux de
Partiot (1871), est revenu notamment sur l’équation de conservation de la masse que
celui-ci avait établie dans un cas particulier. Il a ainsi défini le problème du mouvement
non permanent des eaux dans les canaux découverts, et en a proposé une solution pour
des canaux rectangulaires de pente uniforme (Barré de Saint-Venant, 1871b).
Le modèle conceptuel – suivant la définition donnée à la page 8 – à la base des
modèles que nous allons traiter dans la suite de ce mémoire est basé sur la forme clas-
sique des équations pour les écoulements transitoires graduellement variés qui portent
aujourd’hui son nom :

∂A
∂t
+
∂Q
∂x
= q (2.1a)(
∂Q
∂t
)
︸ ︷︷ ︸
[ I ]
+
∂
∂x
(
β
Q2
A
)
︸ ︷︷ ︸
[ II ]
+gA
∂h
∂x︸ ︷︷ ︸
[ III ]
+gA
(
Q |Q|
K2
)
︸ ︷︷ ︸
[ IV ]
=
(
q
Q
A
)
︸ ︷︷ ︸
[V]
(2.1b)
L’équation 2.1a rend compte de la conservation de la masse et est appelée équation
de continuité ; l’équation 2.1b illustre la conservation de la quantité de mouvement et
est appelée équation dynamique.
3. Le terme modèle conceptuel utilisé ici – et dans toute la suite du mémoire – doit être pris comme
le pendant du terme modèle numérique et non comme opposition au terme ((modèle à base physique )),
comme pourrait le laisser entendre la sémantique courante en hydrologie. Le modèle conceptuel considéré
ici est par ailleurs bien sûr à base physique.
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Les différentes notations utilisées sont explicitées ci-dessous :
Q(x,t) débit (m3/s) [ I ] Terme d’accélération locale
t temps (s) [ II ] Terme convectif
x abscisse du cours d’eau (m) [ III ] Terme de pression
A(x,t) section mouillée (m2) [ IV ] Terme de gravité
q débit linéique d’apport latéral (m2/s) [V ] Terme source
β coefficient de Boussinesq 4
g accélération de la pesanteur (m/s2)
h hauteur d’eau (profondeur) (m)
K débitance (m3/s)
Ces équations, constituant l’essentiel du modèle conceptuel, sont soumis à plusieurs
hypothèses dont la vérification expérimentale peut constituer une confirmation de cette
théorie 5 :
– l’écoulement s’effectue selon une direction privilégiée ;
– la pression sur une verticale est répartie de manière hydrostatique ;
– la pente du cours d’eau est faible (inférieure à 10%) ;
– la densité de l’eau est considérée constante.
2.1.2 Détermination de la débitance
La débitance est une mesure quantitative de la capacité hydraulique d’un cours
d’eau. Disposer de cette mesure apparaît donc essentiel lorsqu’il s’agit de protection
contre les inondations, mais aussi de construction d’ouvrages hydrauliques.
Afin de faire un point sur les connaissances acquises sur ce sujet, l’Engineering and
Physical Sciences Research Council of the U.K. (EPSRC) a initié, avec le support de
l’Agence pour l’Environnement britannique, un réseau de connaissances sur la débi-
tance (Network on Conveyance in River/Floodplain Systems 6). Ce réseau a permis d’éta-
blir un rapport initial (Evans et al., 2001) et de nombreux articles, dont une revue de
la débitance dans les modèles numériques unidimensionnels (Knight, 2001). Un projet
intitulé Reducing Uncertainty in River Flood Conveyance 7, et réunissant HR Walling-
ford, le D (Department for Environment, Food & Rural Affairs) et l’Agence pour
l’Environnement britannique a été lancé sur ces bases. L’objet du deuxième rapport
intermédiaire de ce projet fait le point sur les méthodes actuellement utilisées pour
déterminer la débitance (D/Environment Agency, 2003).
Chenaux simples, hétérogènes et composés
Dans les chenaux simples, la débitance est définie par l’équation suivante :
K =
Q√
Sf
(2.3)
4. Ce coefficient porte aujourd’hui le nom de celui qui l’a introduit dans son monumental ouvrage
Essai sur la théorie des eaux courantes (Boussinesq, 1877a,b).
5. En référence à la discussion abordée dans la section 1.4.4 du chapitre précédent.
6. ncrfs.civil.gla.ac.uk
7. www.river-conveyance.net
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où Sf est la pente de la ligne d’énergie. La détermination de la débitance à l’aide de
cette formule est appelée Single Channel Method (SCM). Dans un chenal hétérogène, la
rugosité n’est pas la même le long du périmètre mouillé. Les cours d’eau naturels sont de
parfaits exemples de ce type de chenal : la rugosité n’est souvent pas la même au fond
du lit et sur les berges. La section d’un chenal peut aussi être composée de plusieurs
sous-sections définies par leur géométrie. On parle alors d’un chenal composé 8. Les
cours d’eau naturels, par exemple, présentent la plupart du temps un lit mineur et
deux plaines d’inondation, en rive droite et en rive gauche. Dans la pratique, les deux
notions se confondent car les rugosités sont bien souvent différentes sur chacune des
sous-sections d’un chenal composé (Yen, 1991b, p. 64) :
... compound channel in open channels is conventionally regarded as a channel whose
cross section not only consists of subsections of different geometry shapes but also has
different boundary roughness, as in the case of main channel and floodplains.
Les paragraphes suivants présentent un bref état de l’art des différentes méthodes utili-
sées pour prendre en compte ces hétérogénéités dans le calcul de la débitance.
Méthode par chenaux divisés – Divided Channel Method (DCM)
Pour prendre en compte ces disparités, l’équation suivante est utilisée :
K =
p∑
i=1
Ki =
p∑
i=1
Qi√
Sfi
(2.4)
où Ki débitance dans la sous-section i, et p le nombre de sous-sections. Ces sous-
sections sont le plus souvent au nombre de 3 – ou bien 5, en identifiant une sous-section
supplémentaire pour chaque berge – pour les cours d’eau naturels, comme évoqué dans
la section précédente. Chaque débit Qi peut ainsi être estimé indépendamment 9.
Cette méthode, largement répandue dans les logiciels du marché, induit le calcul
d’un coefficient de résistance composite suivant l’une des nombreuses formules compi-
lées et critiquées par Yen (2002). Ces formules sont basées sur des hypothèses d’égalité
entre les sommes de certaines variables par lit (force de cisaillement, vitesse moyenne,
etc.) avec la valeur de cette même variable pour le cours d’eau entier.
Formulation D
Nicollet et Uan (1979) ont développé une méthode basée sur de nombreuses ex-
périences en laboratoire sur des canaux composées en régime permanent. La débitance
s’exprime à l’aide des équations suivantes, dans lesquelles A désigne la section mouillée,
R le rayon hydraulique et n le coefficient de Manning sur lequel nous reviendrons dans
la section 2.3.1. L’indice (( c )) désigne la valeur d’une variable pour le lit mineur (chan-
nel) et l’indice (( f )) la valeur pour le lit majeur (floodplain).
K = θ
Ac R
2/3
c
nc
+
R
2/3
f
nf
√
A2f +AcAf
(
1− θ2
)
(2.5)
8. En anglais : compound channel.
9. On voit apparaître cette méthode pour la première fois dans le cours d’hydraulique de Bresse (1868,
p. 228) :
... il faudrait avoir soin de calculer séparément le débit de la section comprise entre les berges [...], et
celui de la section supplémentaire due à l’inondation.
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où :
θ =
α = 0.9
(
nf
nc
)−1/6
pour RfRc > 0,3
1−α
2 cos
(
pi
0,3
Rf
Rc
)
+ 1+α2 pour
Rf
Rc
∈ [0 ; 0,3].
et :
β =
(
η2
Ac
+
1
Af
)
A
(1+ η)2
(2.6)
où :
η =
Qc
Qf
=
nf
nc
θAc√
A2f +AcAf (1− θ2)
(
Rc
Rf
)2/3
Cete formulation permet ainsi de prendre en compte les pertes de charges dues aux
échanges de quantité de mouvement entre les différents lits.
Autres méthodes
D’autres méthodes de calcul on été développées ces dernières années, comme la La-
teral Distribution Method (LDM) (Lyness et al., 1997), ou bien l’Exchange Discharge
Method (EDM) (Bousmar et Zech, 1999). Pour plus de précisions sur ces formulations
de la débitance, le lecteur pourra se référer à la thèse de Bousmar (2002). Des recherches
sont de plus actuellement en cours au C sur le développement d’une méthode
prenant en compte les échanges de masse et de quantité de mouvement à l’interface
entre les deux lits (Proust, 2005) 10. Ces méthodes n’étant pas encore implémentées
dans des logiciels largement diffusés auprès des services opérationnels, nous envisage-
rons dans la suite uniquement les deux méthodes précédentes de calcul de la débitance.
2.1.3 Pertes de charge singulières
Aux équations de Saint-Venant peuvent se substituer – ou s’ajouter – des lois de
perte de charge correspondant à des singularités du cours d’eau, comme des ouvrages
hydrauliques ou des élargissement brusques.
Ouvrages hydrauliques
Dans le modèle conceptuel considéré, les ouvrages hydrauliques – comme les déver-
soirs ou les orifices – se présentent comme des zones où les équations de Saint-Venant
ne s’appliquent pas. On utilise alors une loi de perte de charge simple pour relier les
variables à l’amont et à l’aval de chaque ouvrage. On peut mettre ces relations sous la
forme générale suivante :
Q = µ f(hamont, haval) (2.7)
où µ est un coefficient numérique appelé coefficient de débit, hamont et haval niveaux
d’eau à l’amont et à l’aval de l’ouvrage. Nous reviendrons sur ce paramètre du modèle
10. Le lecteur intéressé par cette démarche pourra suivre les publications actuellement en cours sur ce
sujet (Bousmar et al., 2005; Proust et al., 2005).
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numérique dans la section 2.3.2. Différents types d’ouvrages élémentaires peuvent être
utilisés pour modéliser des structures présentes sur le linéaire d’un cours d’eau. L’arche
d’un pont peut ainsi être modélisée comme un orifice, et son tablier par un déversoir.
L’équation générique pour un déversoir est donné par l’équation :
Q = µL
√
2g (hamont − z0)
3/2 (2.8)
où z0 niveau de la crête du déversoir et µ dépendant de haval pour un déversoir noyé.
L’équation pour un orifice est donné par l’équation :
Q = µΩ
√
2gH où H =
{
hamont − z0 pour un orifice dénoyé
haval − hamont pour un orifice noyé
(2.9)
et Ω section de l’orifice, z0 niveau du centre de l’orifice.
Élargissements brusques
Lorsque l’écoulement franchit un élargissement brusque, une perte de charge se
crée. On parle de perte de charge (( à la Borda )), d’après l’auteur des premières re-
cherches sur le sujet (Borda, 1766, 1770). Cette perte de charge ∆H peut s’exprimer
par la formule suivante :
∆H = ξ
V2aval
2g
(2.10)
où ξ coefficient dépendant des caractéristiques de l’élargissement considéré, et notam-
ment du rapport des sections mouillées AamontAaval . La présence ou non de ces élargis-
sements brusques dépend bien évidemment des données topographiques recueillies.
Nous verrons dans la section 2.4.1 des critères permettant la sélection du nombre et de
l’emplacement des sections en travers.
2.2 Codes de calcul
Le code de calcul tel que défini dans le référentiel de Refsgaard et Henriksen cor-
respond à l’implémentation informatique du modèle conceptuel. Ce processus d’implé-
mentation inclut notamment la discrétisation des équations aux dérivées partielles, qui
peut s’effectuer selon plusieurs schémas. On peut ainsi obtenir des codes différents à
partir d’un même modèle conceptuel. Nous nous restreindrons ici aux codes de cal-
cul capables de résoudre ces équations en régime fluvial uniquement. Le régime fluvial
correspond à des valeurq du nombre de Froude 11 inférieures à 1. Ce cas correspond à
une célérité des ondes supérieure à la vitesse de l’écoulement, et une propagation des
perturbations à la fois vers l’amont et l’aval. En régime fluvial, les valeurs locales des
variables de l’écoulement – débit Q et hauteur d’eau h – dépendent des valeurs situées
à l’aval (situation de contrôle aval). Ce régime se rencontre dans la plupart des fleuves
et rivières lorsque la pente du fond n’est pas trop importante.
11. Ce nombre est défini par F = V√
gh
.
32
C 2 É ’    
2.2.1 Multiplicité des logiciels
De nombreux codes de calcul ont été bâtis sur le modèle conceptuel présenté dans
la section 2.1. Cette section vise à comparer les principaux logiciels présents sur le
marché au code M que nous avons utilisé dans ces travaux. Le tableau 2.1 pré-
sente quelques caractéristiques des logiciels I (H/HR W, 1999),
H-R (Brunner, 2001a,b) et M11 (DHI, 2003a,b). Ces caractéristiques ont été
choisies en raison de l’importance qu’elle revêtent dans la problématique du calage, et
donc de l’estimation de la résistance à l’écoulement.
Logiciel Calcul de la
débitance
Différentes
zones en lit
majeur
Lit mineur
hétérogène
Société
I DCM oui (1) Wallingford Software (2)
H-R DCM oui oui U.S. Army Corps of Engineers (3)
M11 DCM au choix (4) Danish Hydraulic Institute (5)
M D non non C
T. 2.1 – Logiciels d’hydraulique fluviale unidimensionnelle.
(1)La section entière est divisée en zones de rugosité homogène.
(2)www.wallingfordsoftware.com/products/isis/
(3)www.hec.usace.army.mil/software/hec-ras/hecras-hecras.html
(4) Il est possible de définir simplement des points de transition entre lit mineur et lit majeur.
(5)www.dhisoftware.com/mike11/
2.2.2 M
Nous avons utilisé dans cette étude le logiciel M pour construire un prototype
de système d’assistance au calage. Nous reviendrons dans le chapitre 4 sur les raisons de
ce choix. M permet de résoudre les équations unidimensionnelles de Saint-Venant
en réseau maillé généralisé et implémente la formulation D pour le calcul de la
débitance. Ce code de calcul a été développé au C à partir d’un interpolateur
géométrique appelé T (C, 1984) et d’un programme permettant de cal-
culer des lignes d’eau en régime permanent appelé F (C, 1983). Ce code
de calcul a été utilisé dans diverses études hydrauliques depuis de nombreuses années
(voir par ex. Giraud et al., 1997).
Nous présenterons le fonctionnement externe du code M dans le chapitre 4 lors
de la formalisation des connaissances nécessaires à sa mise en œuvre.
2.3 Paramètres en hydraulique fluviale
Cette section s’attache à présenter les différents paramètres d’un modèle numérique
basé sur le modèle conceptuel défini dans la section 2.1. Deux classes de paramètres
vont être distinguées : tout d’abord, les coefficients de résistance à l’écoulement, caracté-
risant un tronçon de rivière, et ensuite les coefficients de débit, associés à une structure
locale – la plupart du temps un ouvrage artificiel – sur le linéaire du cours d’eau mo-
délisé. La dernière partie de cette section traitera enfin des relations entre le modèle
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conceptuel utilisé – et notamment le calcul de la débitance – avec les valeurs des para-
mètres de résistance à l’écoulement.
2.3.1 Coefficients de résistance à l’écoulement
La résistance à l’écoulement a constitué un champ de recherche majeur depuis plus
de deux cent ans, motivé dès le départ par des impératifs de la société civile. Les diffé-
rents projets de construction de canaux pour l’alimentation en eau de la ville de Paris
auront joué un rôle certain dans la constitution de ce champ de recherche. Pour de
tels projets a été développée au fil des ans une multitude de formules empiriques sus-
ceptibles de lier la vitesse moyenne de l’écoulement à des grandeurs mesurables (pente,
hauteur d’eau, etc.).
Les premières formules faisaient intervenir chacune un coefficient (( universel )), uti-
lisé pour l’ensemble des cours d’eau – naturels ou artificiels – considérés. Ces coeffi-
cients se sont avérés dépendre du site étudié, et notamment de la rugosité du lit. La
connaissance partielle ou imprécise des processus physiques à l’origine de cette résis-
tance à l’écoulement a ainsi transformé les différents coefficients (( universels )) en para-
mètres à part entière dans les diverses formules utilisées en ingénierie. À partir de la fin
du e siècle, la standardisation de ces formules a conduit à un quasi monopole de la
formule de Manning en ingénierie fluviale. Avec l’avènement de la simulation numé-
rique, ce paramètre, intégrant les différentes sources de résistance à l’écoulement – que
nous passerons en revue un peu plus loin – a permis de compenser les connaissances
partielles et imprécises des processus physiques sous-jacents. Le coefficient de résistance
s’est ainsi rapidement imposé comme un paramètre de calage.
L’annexe E présente un historique de ces coefficients depuis les premières formules
de la fin du e siècle jusqu’aux développements théoriques de la mécanique des
fluides. Elle permet ainsi de mieux saisir l’évolution fondamentale de la nature même
des coefficients de résistance, de coefficients universels en paramètres de calage.
Formules de résistance à l’écoulement
Trois formules ont traversé l’histoire et sont actuellement utilisées pour relier la
pente de la ligne d’énergie – nécessaire pour calculer la débitance – à la vitesse moyenne
de l’écoulement et au rayon hydraulique :
Formule de Chézy 12 Sf =
V2
C2 R
(2.11)
Formule de Manning 13 Sf =
n2 V2
R4/3
(2.12)
Formule de Darcy-Weisbach 14 Sf =
f V2
8gR
(2.13)
où C coefficient de Chézy, n coefficient de Manning et f coefficient de Darcy-Weisbach.
14. C, A. (1775), Mémoire sur la vitesse de l’eau conduite dans une rigole donnée.
14. M, R. (1891), On the flow of water in open channels and pipes. Transactions of the Institution
of Civil Engineers of Ireland, vol. 20, p. 161–207.
14. W, J. A. (1847), Principles of the Mechanics of Machinery and Engineering – Volume 1: Theo-
retical Mechanics, vol. 2 de Library of Illustrated Standard Scientific Works. Hippolyte Bailliere, London,
U.K.
34
C 2 É ’    
La pente de la ligne d’énergie peut être exprimée sous la forme générique suivante :
Sf = αV
2 R−β (2.14)
On peut ainsi retrouver les équations précédentes 15 à l’aide des valeurs de α et β don-
nées dans le tableau 2.2.
Formule α β
Chézy
1
C2
1
Manning n2
4
3
Darcy-Weisbach
f
8g
1
T. 2.2 – Valeur des coefficients de la formule générique de la pente de la ligne d’énergie.
Choix de la formule de Manning
Les paragraphes suivants permettent de mieux comprendre comment le coefficient
n de Manning est devenu le standard parmi les divers coefficients de résistance propo-
sés. En égalisant les équations 2.11, 2.12 et 2.13, on peut obtenir une relation entre les
coefficients de Darcy-Weisbach, Chézy et Manning :√
f
8
=
√
g
C
=
n
√
g
R1/6
(2.15)
Ces relations indiquent ainsi une équivalence théorique a priori des divers coefficients
(Yen, 2002). On peut cependant noter que, si le coefficient f de Darcy-Weisbach est
lui adimensionnel, le coefficient n de Manning a pour dimension [L1/3 T−1]. Cette
dépendance vis-à-vis du temps a gêné les hydrauliciens, depuis Manning lui-même.
Afin de résoudre ce problème, Yen (1992, 2002) 16 recommande d’utiliser la forme
suivante dimensionnellement homogène :
V =
√
g
ng
R2/3 S1/2 où ng = n
√
g = R1/6
√
f
8
(2.16)
Nous conserverons toutefois dans cette étude la forme dimensionnelle du coefficient n
de Manning, en raison de l’utilisation largement minoritaire de la forme proposée par
Yen.
L’avantage du coefficient n de Manning est sa quasi-indépendance vis-à-vis de la
profondeur de l’eau, du nombre de Reynolds et du rapport de la rugosité équivalente
sur le rayon hydraulique ksR , pour un écoulement complètement turbulent sur une
surface rugueuse et rigide (voir l’annexe E, section E.5.5). Cette condition étant une
hypothèse de travail commune pour des rivières à lit de gravier, l’usage du coefficient n
et de la formule associée s’est ainsi imposé au fil du temps auprès de la communauté des
hydrauliciens. Leopold et al. (1964, p. 158) se sont ainsi étonnés voilà déjà quarante
15. Et de nombreuses autres de structure comparable (voir Vischer, 1987).
16. Le lecteur intéressé est invité à lire les discussions sur ce sujet dans le Journal of Hydraulic Engineering
(Christensen, 1993; Yen, 1993).
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ans de la persistance de cette équation empirique face aux développements théoriques
dans le domaine de la mécanique des fluides :
It is truly surprising that engineering practice has depended to such an extent on a
formula as empirical as this one, derived nearly a century ago. Many engineers have
become very proficient at estimating the value of n to apply to a given channel. [..]
Because n must be estimated, its determination is a matter of judgement and not an
independent measure of specified physical attributes of the channel.
Cette prédominance de la formule de Manning peut s’expliquer par des considéra-
tions sur la notion d’échelle pour la résistance à l’écoulement : les travaux de mécanique
des fluides sur les écoulements à surface libre ont permis d’inclure le coefficient adi-
mensionnel f dans les notions de résistance à la paroi et de couche limite 17. Il est ainsi
regardé comme une valeur locale de la résistance à l’écoulement, relié à la distribution
des vitesses et associé au concept de moment de cisaillement. Le rayon hydraulique R
se trouve alors être la profondeur de l’eau. D’autre part, les expériences à l’origine de
la détermination des coefficients C et n ont toutes été basées sur des mesures de perte
de charge, et ceux-ci se révèlent naturellement adaptés pour exprimer une résistance à
l’échelle d’une section ou d’un bief. Yen (2002, p. 36) conclut de la sorte en recomman-
dant l’utilisation d’un coefficient de résistance à l’échelle de la section ou du tronçon
dans des simulations unidimensionnelles :
While in 2D or 3D simulations of local phenomena, the use of local resistance is re-
quired, in 1D simulation of open-channel flows, it is the reachwise or cross sectional
resistance coefficient that is practically useful.
Dans la suite du document, et notamment dans le chapitre 4, nous considérerons
suivant ces recommandations que le coefficient n de Manning est associé à un bief, ou
plus précisément à un tronçon homogène d’un bief.
En conclusion, la formule de Manning sera utilisée pour calculer la résistance à
l’écoulement dans les modèles considérés dans la suite du document. Le choix de ce
coefficient particulier dans ces travaux repose sur le nombre de connaissances existantes
liées précisément à l’estimation de ses valeurs 18.
Sources de la résistance à l’écoulement
La résistance à l’écoulement est un effet cumulatif de plusieurs phénomènes. À
partir de la classification de Rouse (1965), quatre types de résistance à l’écoulement ont
été identifiés par Yen (2002) et sont détaillés dans les paragraphes suivants.
Résistance de surface
Ce premier type de résistance correspond aux effets induits dans le profil vertical de
vitesse par le degré de turbulence de l’écoulement, par la rugosité relative du lit, mais
aussi par la forme de la section en travers. L’influence de la résistance de surface sera
considérée comme prépondérante dans le cas des écoulements en rivière étudiés ici.
17. Pour plus de précisions, le lecteur pourra se référer à Carter et al. (1963) et Yen (2002).
18. Le même choix a été réalisé dans le cadre du projet Reducing Uncertainty in River Flood Conveyance,
sur la base de l’avis d’un groupe d’experts (D/Environment Agency, 2004a, p. 6).
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Résistance due au changement de forme
La non-uniformité de la forme ou de la taille de la section en travers le long de
l’axe du cours d’eau va entraîner des modifications du profil de vitesse, demandant une
variation de la résistance. Cet effet est, suivant Rouse, p. 13, négligé dans la plupart des
cas d’écoulements graduellement variés :
In the case of gradually varied flow represented by backwater analysis it remains cus-
tomary to ignore such niceties on the assumption that the resistance at any section is
equal to what it would be if the same rate of flow took place past the same section
under conditions of uniformity.
Cette source particulière de résistance est cependant, dans le cas de rivières naturelles,
d’un ordre de grandeur suffisant pour la prendre en compte.
Résistance due à la nature de l’écoulement
Une variation du nombre de Froude caractérisant l’écoulement peut lui aussi entraî-
ner une variation de la résistance, comme l’ont montré Li et al. (1992). Cette variation
est pourtant négligée en régime fluvial, comme le signale Rouse, p. 16 :
Supercritical flow in bends is now commonly accepted as dependent upon the Froude
number, but this has not yet come to pass for subcritical flow, despite the fact that wave
resistance is just as important at changes in channel alignment as it is at changes in
cross-section.
Résistance due à la variabilité temporelle
Suivant les mêmes raisonnements que précédemment sur les variations spatiales de
la hauteur d’eau, des variations temporelles de l’écoulement engendrent elles aussi une
résistance propre. Ce dernier type de résistance pourra être négligé dans les cas étudiés
ici, en reprenant encore une fois les propos de Rouse, p. 18 :
The other limit of the problem, comparable to gradually varied flow, has long since
proved even more amenable to treatment. This is the propagation of true flood waves,
which takes place in such a manner that inertial effects are small in comparison with
resistance. Under these conditions the resistance can be assumed to have essentially the
same magnitude as that of steady uniform flow at the same depth and velocity.
Formule synthétique
On peut ainsi exprimer, à l’instar de Rouse (1965), un des coefficients de résistance
– ici le coefficient f de Darcy-Weisbach – par une fonction symbolique adimensionnelle
F :
f = F
(
R ,K ,C ,N ,F ,U
)
(2.17)
où R = VRν nombre de Reynolds de l’écoulement, K =
ks
R rugosité relative du lit,
C symbole représentant la forme de la section, N symbole représentant l’irrégularité
du canal en profil et en plan, F nombre de Froude de l’écoulement et U symbole
représentant la variabilité temporelle de l’écoulement.
Pour des rivières naturelles où l’écoulement se fait en régime turbulent rugueux,
le coefficient n de Manning ne dépend pas du nombre de Reynolds R (voir annexe E,
section E.5.4). De plus, en négligeant – comme préconisé par Rouse – la dépendance de
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la résistance à l’écoulement vis à vis du nombre de Froude F et du caractère transitoire
de l’écoulement (U), l’équation 2.17 peut se ramener à :
f = F
(
K ,C ,N
)
(2.18)
Nous considérerons dans la suite uniquement les facteurs inclus dans l’équation 2.18
lorsque nous emploierons le terme de résistance à l’écoulement.
2.3.2 Coefficients de débit des ouvrages
Dans le modèle conceptuel considéré dans cette étude, la modélisation de chaque
ouvrage nécessite l’utilisation d’un coefficient de débit, comme précisé dans la sec-
tion 2.1.3. Le tableau 2.3 présente les valeurs moyennes des coefficients de débit pour
quelques types de base de déversoirs et le tableau 2.4 présente des valeurs du coefficient
de débit pour quelques types d’orifices.
Type de déversoir µ (m−1/2.s)
Déversoir en mince paroi vertical à nappe libre, rectangulaire, sans contraction
latérale
0,43
Déversoir en mince paroi vertical à nappe libre, rectangulaire, avec contraction
latérale
0,40
Déversoir à crête épaisse 0,385
T. 2.3 – Valeurs moyennes des coefficients de débit relatifs à l’équation 2.8 pour quelques
types de déversoirs.
Type d’orifice µ (m−1/2.s)
Orifice circulaire à veine moulée 1
Orifice circulaire en mince paroi 0,62
T. 2.4 – Valeurs moyennes des coefficients de débit relatifs à l’équation 2.9 pour quelques
types d’orifices.
Ces valeurs ont été établies de manière empirique sur des ouvrages de géométrie
parfaitement connue. Dans la pratique cependant, les ouvrages rencontrés possèdent
des formes quelquefois sensiblement différentes de celles utilisées pour déterminer les
coefficients des tableaux 2.3 et 2.4. Un ajustement de ces valeurs peut alors s’avérer né-
cessaire, pour compenser l’erreur de modélisation d’un ouvrage réel avec une équation
rendant compte de l’écoulement à travers un ouvrage (( idéal )). Ces coefficients de débit
deviennent alors des paramètres du modèle numérique.
2.3.3 Lien entre modèle conceptuel et paramètres du modèle numérique
Laissons de côté les coefficients de débit des ouvrages pour revenir un instant sur la
détermination de la débitance et les coefficients de résistance à l’écoulement. L’existence
de différentes méthodes de détermination de la débitance induit l’utilisation d’un même
coefficient pour représenter des aggrégations différentes de certaines composantes de
la résistance à l’écoulement. En effet, ce coefficient peut rendre compte de différents
facteurs – comme précisé par l’équation 2.18 – qui peuvent être intégrés ou non au
modèle conceptuel par le biais de la formulation de la débitance.
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Principe
Cet état de fait est illustré de manière probante par les différentes approches du
traitement de sections à la fois hétérogènes et composées, à l’image des cours d’eau
naturels soumis à des écoulements débordants. En utilisant la formule de Manning, on
peut exprimer la débitance par :
K =
AR2/3
nc
(2.19)
où nc est le coefficient de résistance composite de la section considérée, dépendant de
la hauteur d’eau dans cette même section. Le tableau 2.5 présente une comparaison des
différentes méthodes d’estimation possibles de cette débitance et des facteurs à prendre
en compte par le modélisateur lors de l’estimation du coefficient n de Manning.
Méthode
Facteurs
Sources de résistance incluses dans le modèle conceptuel
K C N
SCM • • • –
DCM • • ◦ Hétérogénéité des sections
D • ◦ ◦ Hétérogénéité des sections et pertes de charges dues au débordement
T. 2.5 – Comparaison des facteurs à prendre en compte dans l’estimation du coeffi-
cient n de Manning suivant la méthode de détermination de la débitance (• : à prendre
en compte ; ◦ : à prendre en compte partiellement). Les facteurs considérés ici sont ceux de
l’équation 2.18 : K = ksR rugosité relative du lit, C symbole représentant la forme de la
section, et N symbole représentant l’irrégularité du canal en profil et en plan.
Illustration au travers d’un exemple
Le modélisateur ne devra donc pas, en toute rigueur, utiliser les mêmes valeurs du
coefficient n de Manning pour différentes formulations de la débitance. La figure 2.1
présente, au travers de l’exemple d’un tronçon de cours d’eau de section de forme
artificielle, les différences de calcul du coefficient nc et de la débitance K.
Cette rapide comparaison soulève deux commentaires. Premièrement, les trois codes
implémentant la méthode DCM ne donnent pas la même valeur de la débitance 19.
Cette différence provient des différentes hypothèses considérées :
– I et M11 supposent que le débit total est la somme des débits de chaque
sous-section mouillée, et le coefficient n composite est donné par 20 :
nc =
AR2/3
N∑
i
Ai R
2/3
i
ni
(2.20)
19. Cet état de fait est rappelé dans le manuel du logiciel M11 (DHI, 2003a, p. 22) qui fournit à
l’utilisateur la possibilité de choisir entre deux variantes de la méthode DCM, dont la méthode (( Rh )).
20. L, G. K. (1933), Soobrazheniia k gidravlicheskomu raschetu rusel s razlichnoi sherokhovatos-
tiiu stenok. (Considerations on hydraulic design of channels with different roughness of walls). Izvestiia
Vsesoiuznogo Nauchno-Issledovatel’skogo Instituta Gidrotekhniki (Trans. All-Union Sci. Res. Inst. Hydraulic
Eng.), vol. 9, p. 238–241.
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F. 2.1 – Comparaison des calculs de la débitance pour différents codes. La section consi-
dérée est composée d’un lit mineur trapézoïdal (largeur = 20m, fruit des berges = 1,7) et
d’un lit majeur de largeur = 2 × 50m. La valeur du paramètre n pour le lit mineur est de
0,03, celle pour le lit majeur de 0,06.
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– H-R suppose l’égalité des vitesses moyennes dans chacune des sous-sections,
et le coefficient nc est donné par 21 :
nc =
(
N∑
i
n
3/2
i Pi
P
)2/3
(2.21)
Deuxièmement, pour un couple donné de valeurs de coefficients de résistance, le code
M va donner une valeur de la débitance supérieure à celle donnée par le code H-
R, et inférieure à celle donnée par les codes I et M11.
Un soin tout particulier doit donc être apporté à l’estimation d’une valeur de coef-
ficient de résistance pour des débits débordants, comme le précisent Williams et Julien
(1991, p. 344) :
... Models that do not take into consideration the interactions of channels, banks, and
floodplains are calibrated to field data by adjustment of non-interacting channel and
floodplain Manning’s “n” or other resistance parameters. [...] This leads to associating
the phenomenon of compound channels to the wrong hydraulic parameters and results
in errors in the design water surface elevations...
Ces considérations permettent d’affirmer qu’un même couple de valeurs du coeffi-
cient n de Manning ne va pas conduire à des résultats de calcul équivalents pour tous
les codes existants, apportant une contrainte certaine lors d’une éventuelle transposi-
tion de valeurs de paramètres entre modèles bâtis sur des codes de calculs différents.
Dans le contexte du calage d’un modèle numérique, un code unique est considéré, et
cette transposition n’est pas nécessaire. Pourtant, l’influence de la méthode de déter-
mination de la débitance devrait intervenir dans l’incertitude d’estimation a priori des
coefficients de résistance.
Dans la suite du document, nous ferons l’hypothèse que cette influence intervient
seulement de façon négligeable dans ces incertitudes et que celles-ci sont reliées aux
seules considérations sur les sources de résistance à l’écoulement identifiées dans la
section 2.3.1.
2.4 Données en hydraulique fluviale
Mettre au point un modèle numérique en hydraulique fluviale nécessite de nom-
breuses données sur le système étudié et sur les événements l’ayant affecté, ou bien
susceptibles de l’affecter. Cunge (1975, chap. 5) distingue deux groupes de données re-
quises pour la préparation et le calage de modèles de propagation de crue : les données
topographiques et les données hydrauliques. Dans cette section, nous suivrons la typo-
logie que cet auteur a développée en la complétant par des données d’autres natures,
requises pour les autres phases de la modélisation numérique. Les contraintes imposées
pour mener à bien le processus seront évoquées pour chaque type de données.
2.4.1 Données topographiques
Les données topographiques décrivent la géométrie du système fluvial étudié indé-
pendamment de l’événement pouvant l’affecter. Ces données sont destinées à établir
21. E, H. A. (1934), Der hydraulische oder profil-radius. Schweizerische Bauzeitung, vol. 103,
no 8, p. 89–91.
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la topologie du modèle : lits d’écoulements principaux, zones de stockage, etc. Les dif-
férentes techniques disponibles pour recueillir de telles données ont été compilées par
Tekatlian (2001a) et font l’objet d’un chapitre dans le Guide méthodologique pour le
pilotage des études hydrauliques (Cornet et al., 2002). Après un rapide parcours des dif-
férents types de données topographiques, nous nous attarderons sur l’influence de leur
qualité sur les résultats de simulation.
Typologie
Profils en travers
Une campagne de levés topographiques et bathymétriques destinés à une modélisa-
tion hydraulique consiste le plus souvent en une série de profils en travers du lit mineur
et éventuellement de la plaine d’inondation.
Profils en long
La détermination de lignes directrices est une étape fondamentale dans l’établisse-
ment d’une géométrie adéquate pour une modélisation numérique. En particulier, la
limite entre lit mineur et lit majeur doit être déterminée avec application sur chacune
des rives de tous les profils mesurés.
Carte en plan
L’établissement d’une carte topographique de la plaine d’inondation doit permettre
de déterminer les limites de celles-ci, mais aussi les zones d’écoulement secondaires en
crue ainsi que les zones de stockage. Le type de modélisation adopté pour la plaine
d’inondation – lit majeur actif ou bien casier de stockage – va dépendre fortement de
cette carte, qui peut provenir de quatre sources principales détaillées ci-dessous :
Carte topographique Les cartes topographiques IGN fournissent des courbes de ni-
veau dont l’interpolation peut se révéler suffisante pour produire un rendu carto-
graphique adapté à une modélisation unidimensionnelle.
Modèle numérique de terrain Un modèle numérique de terrain approprié pour la
modélisation hydraulique unidimensionnelle peut être établi à partir de cam-
pagnes topographiques de terrain et d’un Système d’information Géographique
(SIG). Des exemples de ce type d’approche sont donnés par Bates et De Roo
(2000) et Tate et al. (2002).
Photogrammétrie Les prises de vues aériennes avec un plan au sol permettent, par
stéréopréparation puis aérotriangulation, de restituer une topographie des zones
non couvertes par une végétation haute.
Altimétrie laser Les techniques d’altimétrie laser Li 22 sont depuis quelques an-
nées utilisées pour la détermination de la géométrie des plaines d’inondation. Des
exemples sont donnés par Marks et Bates (2000) et Bates et al. (2003).
Nombre et emplacement des sections en travers
Les règles de base pour déterminer l’emplacement des sections en travers ont été
données par Samuels (1990). Ces règles comprennent, au-delà d’éléments de bon sens
pour la représentation géométrique de la rivière, des critères mathématiques liés aux
22. pour Light Detection And Ranging.
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caractéristiques hydrauliques de l’écoulement à modéliser (échelle de temps de l’évé-
nement, distance de remous, etc.). Quelques autres recommandations ont aussi été
établies par le C (Salomon, 2000).
Fread (1993, p. 10.22), sur les bases d’études antérieures, propose un critère numé-
rique pour déterminer l’espacement entre deux sections en travers sur la base du calcul
du rapport entre deux sections mouillées consécutives :
0,635 6 Ai+1
Ai
6 1,576 (2.22)
Ce critère est utilisé – pour un schéma de discrétisation implicite à quatre points –
de manière automatique dans le logiciel F (Fread et Lewis, 1998). Sa pertinence
physique a été vérifiée par Gates et al. (1998) suivant des considérations de géométrie
hydraulique. D’autres critères ont été étudiés par Traver et Miller (1993) pour l’implé-
mentation dans le logiciel H-2, précurseur du code H-R.
Erreurs dues aux données topographiques
Burnham et Davis (1986) 23 ont réalisé une étude statistique pour connaître les ef-
fets des erreurs dues à la topographie sur les lignes d’eau – calculées ici par le logiciel
H-2 – correspondant à un débit centennal. Trois types de sources pour les données
topographiques ont été étudiés : campagne de terrain, photogrammétrie et cartes topo-
graphiques. L’erreur moyenne sur les lignes d’eau basées sur une topographie obtenue
par une campagne de terrain est par exemple donnée par la formule suivante :
Emoy = 0,041 h0,60moy S
0,11
0 I
0,65
c (2.23)
où hmoy hauteur d’eau moyenne sur le tronçon, S0 pente moyenne sur le tronçon et Ic
indice de confiance sur la valeur du coefficient n de Manning. Cet indice de confiance,
basé sur une répartition statistique construite à partir d’estimations de 80 ingénieurs,
vaut 0 pour une connaissance parfaite du coefficient et 1 pour une estimation de base.
Ces résultats ont été incorporés dans le logiciel PAS 24 (Davis et Barkin, 1989), destiné
à une analyse préliminaire pour le calcul de lignes d’eau.
Une étude de sensibilité des résultats hydrauliques – niveaux d’eau et largeurs au
miroir – à la topographie à été réalisée au C (Dhervillez, 2001). Une métho-
dologie a été développée pour déterminer de manière rapide l’influence d’erreurs de
mesure – erreurs ponctuelles ou systématiques – des sections en travers (Faure et al.,
2002).
2.4.2 Données hydrométriques
Les données hydrométriques permettent de caractériser un événement survenant
sur le système étudié, c’est-à-dire de caractériser une crue survenant sur la portion de
rivière considérée. Encore une fois, un chapitre duGuide méthodologique pour le pilotage
des études hydrauliques est consacré à cette catégorie de données (Goutx, 2004).
23. Ce rapport a été publié quelques années plus tard dans le Journal of Hydraulic Engineering (Burnham
et Davis, 1990).
24. Pour Preliminary Analysis System for Water Surface Profile Computations.
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Typologie
Limnigramme
Les stations hydrométriques permettent d’enregistrer de manière plus ou moins
continue le niveau de l’eau dans la rivière. Ce niveau est relatif au niveau zéro de
l’échelle limnimétrique associée, lui-même référencé dans les repères NGF. En considé-
rant le niveau du fond de la section comme fixe, on peut en déduire la hauteur d’eau
– comprendre la profondeur de l’eau – dans la rivière. Un limnigramme est donc une
fonction discrète h(x0,t).
Jaugeage
Une mesure de débit s’effectue la plupart du temps par exploration du champ des
vitesses. Par intégration de ce champ, on obtient le débit associé au niveau d’eau courant
dans la section considérée sous la forme Q(x0,t0). Ce débit est associé à la hauteur d’eau
dans la section pour former un point de jaugeage
[
Q(x0,t0), h(x0,t0)
]
.
Courbe de tarage
Une courbe de tarage rassemble les différents jaugeages réalisés sur une section don-
née. Cette courbe de tarage discrète est ensuite traduite en une fonction continue Q(h)
pour permettre de déterminer – par interpolation ou extrapolation – les débits corres-
pondants à d’autres hauteurs d’eau que celles mesurées durant les jaugeages.
Hydrogramme
L’hydrogramme est la traduction du limnigramme enregistré par une station hydro-
métrique par la relation donnée par la courbe de tarage établie dans la section corres-
pondante. C’est donc une fonction discrète Q(x0,t).
Niveau d’eau ponctuel
Des niveaux d’eau peuvent aussi être mesurées de manière manuelle et ponctuelle
dans des sections dépourvues de stations hydrométriques. Ces niveaux d’eau sont donc
des points discrets h(x0,t0).
Laisse de crue
Les laisses de crue sont des témoins de la hauteur maximum atteinte dans une
section pendant une crue donnée. Ces témoins peuvent être de nature très diverses :
niveau repéré sur une structure pérenne, débris et sédiments fins laissés par le flot, etc.
Lorsque une telle mesure est effectuée loin du lit principal de la rivière, il peut être
difficile de la relier avec une abscisse en long précise x0 de ce lit. Une laisse de crue est
ainsi un point max
t∈[td;tf]
[
h(x0,t)
]
où td et tf délimitent la plage d’occurrence estimée du
niveau d’eau maximum.
Données internes et externes
La distinction entre données internes et données externes a été effectuée par Faw-
cett et al. (1995), à propos de la validation de modèles distribués à base physique.
Sur la base d’exemples issus de l’hydrologie distribuée – et notamment la modélisation
avec le logiciel S –, mais aussi de l’hydraulique fluviale bidimensionnelle, les auteurs
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mettent l’accent sur l’importance de disposer d’observations de terrain intérieures au
domaine modélisé, pour vérifier la représentation des phénomènes et des processus in-
ternes. Cette approche a été reprise par Bates et al. (1998) qui ont réalisé un calage
de plusieurs modèles hydrauliques bidimensionnels non seulement à l’aide d’enregis-
trements d’hydrogrammes à l’aval du tronçon modélisé – procédure appelée external
validation –, mais aussi à l’aide d’enregistrements de niveaux d’eau à l’intérieur du bief
modélisé – procédure identifiée par le terme internal validation. Cette nécessité a été
relevée dans de nombreuses études (voir par exemple Bates et Anderson, 2001; Stewart
et al., 1999). Malheureusement, les données hydrométriques internes sont trop souvent
rares ou inexistantes pour les événements simulés. Cette situation peut ainsi conduire à
des paramétrisations irréalistes, comme le souligne Bates (2004) :
Lack of distributed validation data is, therefore, a significant cause of equifinality and
leads to a tolerance of the physically unrealistic spatial lumping of parameter values and
processes.
En revanche, de telles données internes peuvent être extrapolées à partir de données
qualitatives comme les photographies aériennes, dont nous parlerons plus loin. Nous
pouvons enfin noter que les autres types de modèles en hydroinformatique – modèles
black-box ou grey-box –, qui fournissent seulement des résultats externes au domaine
modélisé (voir la section 1.4.3 p. 22), requièrent seulement des données externes pour
la phase de calage.
Synthèse graphique
Une synthèse graphique en trois dimensions de ces différents types de données hy-
drométriques est présentée sur la figure 2.2, dans un repère (x,t,Q) (figure 2.2(a)) et
dans un repère (x,t,z) (figure 2.2(b)). Sur ces deux graphiques, la crue est représentée
par la surface grisée, et les différents types de données hydrométriques par des lignes
pleines (hydrogramme, limnigramme et ligne d’eau) ou des points (jaugeage et niveau
d’eau). Nous avons aussi représenté une laisse de crue par une ligne pleine suivant l’axe
temporel, puisque l’instant précis où le niveau maximum a été atteint n’est pas connu.
2.4.3 Résultats hydrologiques
Une modélisation hydraulique peut nécessiter une modélisation hydrologique pré-
liminaire pour déterminer certaines des données d’entrée à fournir au code, comme des
apports du bassin versant intermédiaire, ou encore des hydrogrammes de projet.
Apports latéraux
Le bassin versant intermédiaire, situé entre l’amont et l’aval de la modélisation
hydraulique, peut apporter sa contribution au débit dans la rivière principale. Par le
biais d’une modélisation hydrologique, les hydrogrammes calculés à l’exutoire des sous-
bassins versant intermédiaires sont fournis comme entrées du code d’hydraulique. Nous
verrons dans le chapitre 6 un exemple d’utilisation de ce type de résultat issu d’une mo-
délisation hydrologique sur le bassin versant de la Lèze.
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(a) Avec la variable Q.
(b) Avec la variable z.
F. 2.2 – Représentation en 3D des données hydrométriques liées à une crue.
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Hydrogrammes de projet
Lors de la phase de prédiction, l’établissement de conditions limite amont néces-
saires à la simulation d’un événement hypothétique requiert une modélisation hydro-
logique préalable produisant les hydrogrammes d’entrée correspondants.
2.4.4 Résultats océanographiques
Lorsque le système hydraulique considéré est un estuaire, la réalisation de prédic-
tions hydrauliques nécessite l’établissement de limnigrammes de projet correspondant
à des niveaux de marées projetés.
2.4.5 Données qualitatives
L’ensemble des données décrites ci-dessus est de nature éminemment quantitative.
Les données d’ordre qualitatif sont pourtant particulièrement précieuses lors d’une
modélisation hydraulique.
Photographies terrestres
Les photographies terrestres peuvent être utilisées pour caractériser le système étu-
dié, et notamment pour estimer une valeur des coefficients de résistance. Cet aspect sera
longuement développé dans la section 3.1.2 du chapitre suivant. Lorsqu’elles sont prises
durant un événement, elles peuvent aussi servir de données de référence, en permettant
de créer des données quantitatives comme des hauteurs d’eau atteintes.
Photographies aériennes ou images radar
Les produits de la télédétection sont actuellement de plus en plus utilisés dans les
modélisations hydrauliques (voir Bates, 2004), notamment pour fournir des données
internes de calage (Horritt, 2000; Horritt et Bates, 2001). En effet, de telles images
prises durant une crue permettent en effet d’extraire des informations sur l’étendue du
champ d’inondation.
Une autre utilisation des photographies aériennes a été mise en évidence lors de
la thèse de Raclot (2003) : les photographies aériennes peuvent aussi permettre de dé-
terminer des contraintes relatives sur les niveaux d’eau de différentes zones inondées, à
partir de techniques d’analyse issues de l’intelligence artificielle (Raclot et Puech, 2003).
Descriptions écrites
Les comptes-rendus d’un événement historique peuvent se révéler particulièrement
importants lors d’un calage de modèle. Le lecteur intéressé par l’exploitation des ces
informations historiques pourra parcourir la thèse de Naulet (2002).
Témoignages
Pour des événements plus récents, le recueil de témoignages de riverains peut four-
nir de précieuses indications chronologiques et/ou qualitatives sur le déroulement de
la crue considérée, à condition toutefois que ce recueil s’effectue dans des délais assez
courts après l’événement.
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2.4.6 Des données pour chaque étape de la modélisation numérique
Les données décrites dans les sections précédentes sont utilisées pour les deux étapes
suivantes de la modélisation numérique : construction du modèle et simulation, telles que
définies dans la section 1.3.5. Le tableau 2.6 présente pour chacune des sous-étapes les
données requises et optionnelles.
Construction du modèle Simulation
Préparation
du modèle
Calage du
modèle
Validation
du modèle
Prédiction
Données
topographiques
Sections en travers •
Profils en long •
Cartes en plan •
Données
hydrométriques
Hydrogramme
{ amont • •
intérieur (1) ◦ ◦
Courbe de tarage
{ intérieure ◦ ◦
aval • (2) • (2) • (2)
Limnigramme
{ intérieur ◦ ◦
aval • (2) • (2)
Niveau d’eau ◦ ◦
Jaugeage ◦ ◦
Données
qualitatives
en crue
Photographies terrestres ◦ ◦ ◦
Photographies aériennes ◦ ◦ ◦
Descriptions écrites ◦ ◦ ◦
Témoignages ◦ ◦ ◦
Résultats
hydrologiques
Apport latéral
{ prédit • •
de projet •
Hydrogramme de projet •
Résultats
océanographiques Limnigramme de projet
• (2)
T. 2.6 – Typologie des données requises et optionnelles pour les différentes phases de la
modélisation numérique (• : donnée requise ; ◦ : donnée optionnelle).
(1)Un hydrogramme (( intérieur )) peut être situé à une des extrémités aval du domaine modélisé.
(2)La – ou les – condition limite aval peut être soit une courbe de tarage, soit un limnigramme.
Les données topographiques sont indispensables à la phase de préparation du mo-
dèle. Comme nous le verrons dans le chapitre 4, ces données font partie intégrante du
modèle numérique et ne doivent pas être considérées comme des paramètres ni être
modifiées durant les phases de calage et de validation (Cunge, 2003) :
In open channel flow in rivers, [such] parameters are roughness Manning/Strickler/-
Chézy coefficients, singular head-loss coefficients and discharge coefficients of structures
(weirs, gates, culverts, etc.). But certainly not topography, dyke elevation, operations
rules for structures, etc.
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Par ailleurs, des données qualitatives en crue peuvent aider à identifier certaines ca-
ractéristiques de l’écoulement et guider les choix de modélisation, notamment pour la
représentation de la plaine d’inondation.
La phase de calage du modèle, comme la phase de validation du modèle, nécessite
impérativement des données hydrométriques – et éventuellement des résultats hydro-
logiques – pour construire les conditions aux limites du domaine modélisé, mais aussi
d’autres données hydrométriques – mesurées directement ou bien extraites de don-
nées qualitatives – pour constituer un jeu de données de référence. Dans la suite de
nos travaux et notamment dans l’élaboration du système d’assistance au calage, nous
prendrons seulement en compte des données hydrométriques exploitables directement. En
effet, de nombreuses techniques d’analyse de données qualitatives se développent ac-
tuellement pour se ramener à des données correspondant à des produits d’un code de
calcul comme des hauteurs d’eau (voir par exemple Raclot, 2003).
La phase de prédiction nécessite quant à elle des données hydrologiques et océa-
nographiques de projet, ainsi qu’une courbe de tarage comme condition limite aval à
fournir au modèle.
2.5 Conclusions
Dans ce chapitre, nous avons passé en revue les différents éléments intervenant
dans une modélisation en hydraulique fluviale unidimensionnelle. Nous avons ainsi
transposé dans ce domaine particulier les différents concepts définis dans les référentiels
terminologique et méthodologique proposés dans le chapitre 1 :
– le modèle conceptuel S-V 1D inclut l’équation de continuité et l’équa-
tion dynamique, mais aussi une détermination de la débitance et des formules de
pertes de charge ponctuelles ;
– le code de calcul M développé au C implémente le modèle conceptuel
ci-dessus ;
– les paramètres d’un modèle hydraulique comprennent les coefficients de débit des
ouvrages et surtout les coefficients de résistance à l’écoulement ;
– les données mises en œuvre dans la tâche de calage peuvent être réparties en deux
catégories : les données topographiques sont constitutives du modèle hydraulique
et caractérisent le cours d’eau étudié, alors que les données hydrométriques carac-
térisent les crues simulées.
Ces différents éléments représentent les connaissances descriptives associées à la tâche
de calage dans le domaine qui nous intéresse ici. Ces connaissances feront l’objet d’une
formalisation dans le chapitre 4 au travers d’une ontologie pour l’hydraulique fluviale
unidimensionnelle, et seront implémentées dans le système d’assistance au calage qui
sera présenté dans le chapitre 5.
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Chapitre 3
Calage en hydraulique fluviale
(( Mais alors, dans le choix à faire entre les différents coefficients proposés,
on ne peut plus se laisser guider par le seul raisonnement : c’est la pratique,
et seulement une longue pratique, qui peut indiquer les corrections à faire
subir à ces coefficients et les meilleures valeurs qu’il convient de leur
attribuer dans les diverses circonstances. ))
Alfred F 1
A   des différents éléments d’un modèle numérique en hydrau-lique fluviale, ce troisième chapitre s’intéresse aux différentes approches utilisées
actuellement pour déterminer les valeurs des paramètres de ce modèle numérique. Nous
nous intéresserons ici essentiellement aux principaux paramètres d’un modèle hydrau-
lique, à savoir les coefficients de résistance à l’écoulement. Nous distinguons ici, d’une
part les méthodes d’estimation a priori d’une valeur de ces paramètres, et d’autre part
les procédures d’ajustement sur la base de comparaisons avec des données de référence.
Enfin sont présentées deux approches émergentes pour la problématique de calage. Les
connaissances procédurales exposées dans ce chapitre seront formalisées dans le chapitre
suivant pour être implémentées dans le système d’assistance au calage.
3.1 Estimation d’une valeur a priori des paramètres
L’estimation d’une valeur du coefficient de résistance à l’écoulement pour un tron-
çon donné repose actuellement essentiellement sur l’expertise du modélisateur 2. Celui-
ci peut s’appuyer sur quatre méthodes qui vont être détaillées et analysées dans les sec-
1. Alfred F,Hydraulique (1900). Encyclopédie des Travaux Publics, Béranger, C., 2e éd, avant-
propos, p. iii.
2. On peut citer l’initiative originale de Kidson (2003) qui, dans le cadre d’une thèse, a fait appel au
savoir-faire de la communauté des hydrauliciens pour l’estimation du coefficient n de Manning corres-
pondant à son site d’étude. Elle a ainsi mis en ligne un site internet (www.srcf.ucam.org/~rlk23/
Manning/) présentant différentes sections en travers et les informations nécessaires correspondantes :
photographies, granulométrie, et mesures hydrauliques à différents débits. Un formulaire est à disposition
pour donner une estimation des valeurs du coefficient n pour chaque section en travers et pour trois classes
de débit.
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tions suivantes 3. Nous proposons d’intégrer ces différentes méthodes dans une procé-
dure synthétique d’estimation d’une valeur du coefficient n de Manning correspondant
à un tronçon donné.
Parallèlement à nos travaux s’est déroulée, dans le cadre du projet Reducing Uncer-
tainty on River Flood Conveyance, une importante revue bibliographique d’environ 700
références sur le sujet de la résistance à l’écoulement (Fisher et Dawson, 2003). Nous
ne prétendons pas recouvrir ici l’ensemble de ce domaine, mais uniquement les travaux
pertinents dans le cadre du calage d’un modèle hydraulique. Nous nous sommes par
exemple restreints à des études sur des rivières à fond non sableux, pour rester dans les
hypothèses du modèle conceptuel décrit dans le chapitre précédent.
3.1.1 Analyse des composantes de la résistance à l’écoulement
Nous avons vu précédemment (section 2.3.1, p. 36) que la résistance à l’écoule-
ment, et donc le coefficient de résistance n par exemple, possédait des origines diverses.
Dès 1929, Ramser cite parmi celles-ci les irrégularités du périmètre mouillé, la non
uniformité des sections en terme de taille et de forme, la végétation et les obstructions
à l’écoulement.
L’équation de Cowan
La détermination d’une valeur du coefficient n de Manning par les ingénieurs re-
pose bien souvent sur une approche soit intuitive soit arbitraire, comme constaté par
Cowan (1956) :
There seems to have developed a tendency to regard the selection of n for natural chan-
nels as either an arbitrary or an intuitive process.
Dans le but de redonner un fondement scientifique à cette estimation, il propose une
formalisation de la dépendance du coefficient n de Manning vis à vis de plusieurs
facteurs, sous la forme de l’équation suivante :
n = (nb + n1 + n2 + n3 + n4) m (3.1)
où :
– le coefficient nb constitue la valeur de base du coefficient de Manning, qu’aurait
un canal rectiligne uniforme, homogène et de même matériau que le cours d’eau
considéré ;
– le coefficient n1 représente l’effet engendré par les irrégularités de surface du fond
et des parois ;
– le coefficient n2 traduit l’influence des variations de forme et de dimensions de la
section mouillée ;
– le coefficient n3 représente l’effet des obstructions de la section mouillée par di-
vers éléments : racines, blocs de pierre, troncs d’arbres... ;
– le coefficient n4 traduit l’influence de la végétation ;
– le coefficient m est un facteur correctif traduisant l’importance de la sinuosité du
cours d’eau.
3. Ce catalogue de méthodes est présent dans la plupart des ouvrages de référence en hydraulique
(Carlier, 1972; Chow, 1973; French, 1994).
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Sur les bases de cette équation, Cowan a construit une méthodologie pour estimer
une valeur du coefficient de Manning, en proposant pour chacun des coefficients une
table sommaire associant une description physique des caractéristiques considérées à un
intervalle de variation du coefficient. Cette méthode sera reprise dans le manuel d’hy-
draulique du Soil Conservation Service aux États-Unis (Culp et al., 1956, Supplément
B). Cowan propose dans son article une table très sommaire pour évaluer la valeur de
base du coefficient n de Manning et des tables donnant les valeurs des différents coef-
ficients d’ajustement. Nous proposons dans les tableaux D.1 à D.6 de l’annexe D une
traduction des tables les plus complètes à ce jour 4.
Relation avec l’équation synthétique de Rouse
Les équations 2.18 et 3.1 peuvent être confrontées. Le tableau 3.1 présente la corres-
pondance entre leurs différents termes : la rugosité relative K dépend ainsi du matériau
du fond, mais aussi de la végétation ; la forme de la section C est représentée par le de-
gré d’irrégularité ; la variabilité du canal N provient des variations de forme et de taille
de la section, mais aussi du méandrement et des obstructions.
Composante de
l’équation 2.18
Coefficient de
l’équation 3.1
K
{
nb
n4
C n1
N
{ n2
n3
m
T. 3.1 – Correspondance entre les formules explicitant les composantes de la résistance à
l’écoulement.
Ces considérations montrent de manière claire que le coefficient n de Manning
utilisé comme paramètre avec la plupart des codes de calcul ne représente pas seulement
une mesure de la rugosité, mais regroupe aussi celle de bien d’autres facteurs, comme
ceux évoqués dans les sections précédentes, mais aussi de facteurs propres au modèle
conceptuel utilisé (Yen, 1973), notamment les hypothèses réalisées sur le coefficient de
Coriolis α (Xia et Yen, 1994). La distinction effectuée par (Yen, 1999) entre coefficient
de rugosité et coefficient de résistance à l’écoulement prend donc tout son sens et c’est
elle qui a motivé l’adoption de cette dernière appellation pour le coefficient n dans ce
mémoire.
Extension à un cours d’eau composé
Il est important de noter que la procédure décrite par Cowan est applicable seule-
ment dans le cas d’un canal à lit simple. Pour des raisons pratiques d’application aux
cours d’eau naturels, Arcement et Schneider (1984, 1989) ont étendu cette procédure à
l’estimation des coefficients n de Manning relatifs au lit mineur composite et à la plaine
4. Carlier (1972) donne une traduction des tables originales établies par Cowan (1956).
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d’inondation d’un bief donné 5. La formule utilisée pour l’estimation du coefficient n
de Manning pour une plaine d’inondation est la suivante :
n = nb + n
′
1 + n
′
3 + n
′
4 (3.2)
où nb est une valeur de base et n′1, n
′
3 et n
′
4 les coefficients homologues de ceux utili-
sés dans l’équation 3.1 avec des valeurs adaptées. Les coefficients n2 et m ne sont pas
présents dans l’équation 3.2 puisqu’ils ne peuvent être définis pour une plaine d’inonda-
tion. Les tables de valeurs proposées par Arcement et Schneider (1989) sont reproduites
en annexe D dans les tableaux D.7 à D.9.
Comparaison avec une autre analyse
Dans le cadre du projet Reducing Uncertainty on River Flood Conveyance, une valeur
(( unitaire )) de la résistance 6 notée nl est déterminée par l’équation 3.3 (McGahey et
Samuels, 2004) :
nl =
√
n2sur + n
2
veg + n
2
irr (3.3)
où nsur représente le matériau de surface, nveg l’influence de la végétation, et nirr les
irrégularités de la section (variations transversales et longitudinales, obstructions, etc.).
Cette approche diffère de celle de Cowan sur deux points :
– le coefficient est décomposé en seulement trois facteurs, les coefficients n1, n2
et n3 de l’équation 3.1 étant en quelque sorte regroupés dans le coefficient nirr.
Il est important de noter que l’équation 3.3 n’est de plus pas utilisée avec le
modèle conceptuel présenté dans le chapitre précédent (voir D/Environment
Agency, 2004b, chap. 2), et le coefficient nl n’inclue pas – à la différence du
coefficient (( classique )) de Manning – les pertes de charge dues aux cisaillements
latéraux, aux courants secondaires ou à la sinuosité ;
– la sommation des différents facteurs est effectuée par l’intermédiaire de leurs car-
rés, pour souligner le facteur principal et respecter la proportionnalité entre perte
de charge et carré de la vitesse locale (D/Environment Agency, 2004a, p. 7).
Nous avons préféré mettre en relief dans ce mémoire l’approche de Cowan puis-
qu’elle est tout à fait compatible avec le modèle conceptuel actuellement utilisé pour
rendre compte d’un écoulement fluvial unidimensionnel 7. Dans ce cadre, il est impor-
tant de noter que seuls deux valeurs du coefficient de résistance peuvent être définies
dans une section : l’un pour le lit mineur et l’autre pour la plaine d’inondation. Cette
approche – comme d’autres – ne permet donc pas de définir un coefficient spécifique
pour les berges, ce qui peut être un frein à une modélisation fidèle de la résistance
à l’écoulement. Nous reparlerons de ce point particulier à l’occasion de l’analyse de
l’ensemble des approches pour l’estimation de valeurs a priori.
5. Une version utilisant les unités du Système International et disponible sur le web (www.fhwa.dot.
gov/bridge/) comporte malheureusement plusieurs erreurs, notamment dans les valeurs du coefficient
d’obstruction.
6. Traduction du terme anglais Unit roughness value.
7. L’actuel consensus sur le modèle conceptuel est d’ailleurs peut-être appelé à changer au profit de ceux
présentés dans les travaux réalisés dans le cadre du projet Reducing Uncertainty in River Flood Conveyance
ou dans ceux de Proust (2005).
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3.1.2 Comparaison à un catalogue de tronçons de référence
Plusieurs établissements américains ont lancé des études d’envergure pour réaliser
des catalogues de tronçons de rivières de référence pour le coefficient de résistance à
l’écoulement. Les cours d’eau de Nouvelle-Zélande ont eux aussi fait l’objet d’une im-
portante campagne de mesure de ce coefficient. Cette section présente un inventaire
assez exhaustif des publications de ces campagnes de terrain, menées sur des canaux
d’irrigation, des lits mineurs de rivières naturelles et des plaines d’inondation. La tech-
nique de mesure du coefficient n de Manning employée dans la plupart de ces études
est décrite dans l’annexe C.
Canaux de drainage et d’irrigation
Aux États-Unis, Ramser (1929) réalise pour le compte de l’USDA (United States
Department of Agriculture) de nombreuses expériences sur des canaux, pour la plupart
artificiels. À l’aide d’une méthode sommaire basée sur une mesure de la pente de la ligne
d’eau, il propose des valeurs calculées du coefficient C de Chézy, puis du coefficient n
de Kutter 8. Chaque tronçon est décrit par une ou plusieurs photos en noir et blanc et
un schéma de la section en travers moyenne. Ce premier catalogue de photographies
et de mesures a été réédité trente ans plus tard par Fasken (1963). Celui-ci suggère
d’utiliser les valeurs obtenues avec la formule de Manning. Il remarque pourtant que
cette utilisation n’est pas absolument rigoureuse :
The calculated “n” values would have been slightly less had the measured values been
substituted in the Manning formula.
Selon Culp et al. (1956, p. 5.4.2), cette correspondance est valable pour des pentes
supérieures ou égales à 0,01% et un rayon hydraulique compris entre 0,3m et 6 à 9m.
Après avoir rendu publics en 1933 les résultats de plus de 450 expériences réalisés
sur des canaux bâtis, Scobey (1939) – toujours pour le compte de l’USDA – publie
les résultats de près de 500 expériences réalisées sur des canaux de types variés. En
utilisant la méthode standard de mesure du coefficient n 9, il propose ainsi un tableau
des valeurs calculées des coefficients C de Chezy, n de Kutter et n de Manning. Ce
tableau est accompagné d’un grand nombre de photographies en noir et blanc et d’une
reproduction des sections-types des canaux.
Lits mineurs de rivières naturelles
Barnes (1967) réalise pour le compte de l’USGS (United States Geological Survey)
de nombreuses mesures sur des rivières naturelles après le passage d’une crue non débor-
dante. Il reporte ainsi pour chaque bief étudié les profils en travers de 3 ou 4 sections,
un schéma en plan du bief et deux photographies en couleur. Le débit de pointe de la
crue est estimé à partir d’une courbe de tarage, et la ligne d’eau enveloppe correspon-
dante est déterminé à l’aide de laisses de crues 10. Le coefficient n est alors calculé par
la formule de Manning.
8. Voir l’annexe E (p. 260) pour plus de renseignements sur ce coefficient.
9. Voir l’annexe C.
10. Les mesures sont données en unités anglo-saxonnes, mais une partie d’entre elles est transcrite en
unités du Système International dans l’ouvrage de French (1994, p. 132-157)
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Hayden et al. (1999) ont transcrit ce rapport en langage html pour le déposer sur
un site Internet 11. Nolan et al. (1998) 12 incluent quant à eux dans leur stage pratique
sur les techniques en hydraulique fluviale une version légèrement différente du rapport
de Barnes. Ponce et al. (2001) ont eux regroupé sur un autre site 13 les photographies et
les valeurs correspondante calculées du coefficient n de Manning dans une collection
de miniatures. Il est ainsi possible d’avoir une idée d’ensemble des différents faciès puis
d’effectuer un zoom sur ceux se rapprochant du site d’étude.
Coon (1995), toujours pour le compte de l’USGS, effectue de nombreuses mesures
sur des cours d’eau de l’état de New-York, dont une majorité de rivières naturelles, et
fournit pour chaque site deux photos en noir et blanc ainsi que les valeurs du coefficient
n de Manning calculées pour différents débits. Ce rapport a été repris plus récemment
pour inclure de nouvelles photos en couleur des sites étudiés (Coon, 1998).
En Grande-Bretagne, une étude du coefficient de Manning est réalisée au début des
années 1990 sur des cours d’eau de la région du Severn-Trent 14. Des photos accom-
pagnées des mesures effectuées au débit de pleins bords sur huit sites ont été reprises
par Fisher et Dawson (2003, p. 170-185) dans le cadre de la revue bibliographique du
projet Reducing Uncertainty in River Flood Conveyance.
En Nouvelle-Zélande, Hicks et Mason (1998) ont effectué de très nombreuses me-
sures sur des rivières naturelles – mais aussi quelques canaux – qui constituent la plus
grande compilation de données disponibles sur le coefficient n 15. Ils fournissent pour
chaque site une description précise du tronçon étudié, de la granulométrie, plusieurs
photos et l’ensemble des mesures réalisées à plusieurs débits.
Aldridge et Garrett (1973) proposent enfin des valeurs du coefficient n – pour
la plupart estimées 16 – pour des types de cours d’eau intermittents situés dans des ré-
gions arides. Ces recherches ont été poursuivies plus récemment par Phillips et Ingersoll
(1998) qui ont réalisé des mesures du coefficient n sur d’autres rivières de l’Arizona.
Plaines d’inondation
Dans leur rapport pour la Federal Highway Administration, Arcement et Schneider
(1984) reproduisent des photographies en noir et blanc de plaines d’inondations asso-
ciées à une valeur du coefficient n de Manning calculée par Schneider et al. (1977) 17.
Il faut noter que les plaines d’inondation présentées sont uniquement constituées de
sous-bois. Ponce et al. (2002) ont regroupé sur un site Internet 18 la version en couleur
de ces photographies, sous forme d’une collection de miniatures.
Aldridge et Garrett (1973) proposent quant à eux des valeurs estimées de la valeur
du coefficient n pour différents types de plaines d’inondation de cours d’eau de régions
arides.
11. www.engr.utk.edu/hydraulics/openchannels/cover.htm
12. Le rapport complet est disponible en version html sur le site wwwrcamnl.wr.usgs.gov/sws/
fieldmethods/
13. manningsn.sdsu.edu/
14. N R A, Severn-Trent Region (1991), Manning’s roughness study. Second
interim report.
15. Cet ouvrage a fait l’objet de deux revues dans le Journal of Hydraulic Engineering, dont une très
récente (Nelson, 2001; Rathburn, 2004).
16. Par des praticiens expérimentés de l’USGS.
17. Comme évoqué plus haut, les calculs présentés sont en unités anglo-saxonnes.
18. manningsn2.sdsu.edu/
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Récapitulatif des références disponibles
Le tableau 3.2 regroupe les différents catalogues de sections de référence disponibles
dans la littérature, suivant la nature du cours d’eau considéré.
Type de cours d’eau Auteurs Sites Valeurs de n Plusieurs
débits
Canaux
bâtis Scobey >250 0,007−0,027 oui (1)
creusés ou dragués
Scobey (2) >300 0,010−0,071 oui (1)
Ramser (3) 41 0,014−0,162 oui
Hicks et Mason 4 0,018−0,045 oui
Phillips et Ingersoll 4 0,017−0,052 oui
Coon 2 0,024−0,033 oui
Rivières
Nlle-Zélande Hicks et Mason 74 0,016−0,290 (4) oui
États-Unis Barnes 50 0,024−0,075 non
Arizona Aldridge et Garrett 35 0,012−0,090 (5) oui (6)
New-York Coon 19 0,025−0,129 oui
Floride Gillen 10 0,021−0,218 oui
Arizona Phillips et Ingersoll 10 0,018−0,067 oui
Angleterre Fisher et Dawson 8 0,022−0,052 non (7)
Colorado Jarrett 3 0,033−0,142 oui
Lits majeurs
Arizona Aldridge et Garrett 10 0,030−0,100 non (8)
États-Unis (S-E) Arcement et Schneider 9 0,100−0,200 non
T. 3.2 – Récapitulatif des catalogues de sections de référence disponibles.
(1) Sur quelques sites seulement.
(2)Catalogue repris partiellement par Chow.
(3)Catalogue repris par Fasken et partiellement par Chow.
(4)Les sites sont classés par ordre croissant de la valeur de n pour le débit moyen inter-annuel.
(5)Les sites sont classés par n croissant.
(6) Seuls 6 sites ont fait l’objet de mesures hydrauliques. Les valeurs de n ont été estimées visuellement
sur les autres sites.
(7)Les mesures données correspondent au débit de pleins bords.
(8)Les valeurs de n ont été estimées visuellement.
Plusieurs points sont à considérer lors de l’utilisation de tels catalogues de tronçons
de référence. En effet, certaines mesures répertoriées ont été effectuées dans des condi-
tions pour lesquelles le coefficient n mesuré ne peut être utilisé comme paramètre d’un
modèle numérique :
– pour des hauteurs d’eau de même ordre que le diamètre médian des sédiments
constituant le lit du cours d’eau, la définition du rayon hydraulique et de la pro-
fondeur devient ambiguë, et la formule de Manning est difficilement applicable
(Smart et al., 2002; Smart, 2004) ;
– pour des débits débordants, la mesure du coefficient n inclut les pertes de charges
dues au débordement, ce qui ne permet pas d’identifier correctement la valeur du
paramètre correspondant à la résistance du lit mineur seul.
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L’utilisation de catalogues de tronçons de référence doit donc être effectuée avec
vigilance. Au vu de ces remarques, on ne peut qu’apprécier l’approche de Hicks et
Mason qui fournissent, en sus des valeurs mesurées à différents débits, la valeur du
coefficient n pour le débit moyen interannuel ou module.
Enfin, il est important de prendre en considération la région du monde dans la-
quelle ont été effectuées ces mesures. En effet, la morphologie des cours d’eau naturels
dépend en grande partie du régime des écoulements qui lui-même est intimement relié
à la position géographique du bassin versant étudié. La plupart des rivières intermit-
tentes de l’Arizona étudiées par Aldridge et Garrett, Phillips et Ingersoll, mais aussi
certains cours d’eau néo-zélandais à la forme caractéristique étudiés par Hicks et Ma-
son, ne peuvent être directement transposés en France par exemple.
3.1.3 Exploitation d’une table de valeurs basée sur une typologie de rivières
Guanguillet et Kutter (1893) sont les premiers à proposer une table de valeurs basée
sur une typologie de canaux pour le coefficient n, alors rattaché à la formule développée
par ces auteurs et connu sous le nom de coefficient n de Kutter 20. Horton 21 propose
une extension de cette table incluant notamment huit types de cours d’eau naturels. La
reproduction complétée de cette dernière table dans l’ouvrage de King (1954, p. 7-20)
a grandement participé à la popularité du coefficient n.
Chow (1973) a largement augmenté l’étendue de la table originale en considérant
différents types de lit mineurs, mais aussi différentes familles de plaines d’inondation,
classées selon le type de végétation prépondérant. Ces tables sont issues d’une compi-
lation de nombreuses mesures de la pente de la ligne d’énergie réalisés notamment par
Horton21, Ramser (1929), King (1954) et Culp et al. (1956), et associées à des des-
criptifs des canaux ou rivières correspondants. Elles ont été reprises de nombreuses fois,
notamment par Jarrett (1985) et Coon (1995) 22.
Une traduction française de ces tables est proposée en annexe D 23 : les tableaux
D.10 et D.11 présentent les valeurs du coefficient n pour différents types de canaux, le
tableau D.12 pour différents types de rivières et le tableau D.13 pour différents types
de plaines d’inondation.
On peut par ailleurs trouver dans la littérature de nombreux articles portant sur
la détermination de coefficients de résistance pour des modèles hydrologiques de bas-
sins versants. Parmi eux, Engman (1986) propose une table du coefficient n de Man-
ning pour différents types d’occupation du sol. Cette table – utilisée par Liong et al.
(1989) pour une modélisation d’un bassin versant à Singapour – est reproduite sur
le tableau D.14 de l’annexe D. Gilley et Kottwitz (1992) proposent quant à eux des
tables de valeurs du coefficient de Manning pour différents types de cultures et pour
des orientations des rangs parallèle ou perpendiculaire au courant. Cette table est re-
produite dans le tableau D.15 de l’annexe D.
20. Voir annexe E, p. 260.
21. H, R. E. (1916), Some better Kutter’s formula coefficients. Engineering News, vol. 75, no 8,
p. 373–374.
22. Ce dernier rapport a été repris trois ans plus tard avec des photographies en couleur pour tous les
sites étudiés (Coon, 1998).
23. Carlier (1972, p. 546-547) donne une version de la table originale de Horton dont la traduction
française ne nous semble pas toujours fidèle aux notions de la version anglo-saxonne. Nous proposons
donc en annexe une nouvelle traduction des tables données par Chow (1973) réalisée avec l’aide du
Grand Dictionnaire terminologique (www.granddictionnaire.com). Certains commentaires de Fisher
et Dawson (2003) sur ces tables – et notamment sur les termes weedy et brush – ont de plus été mis à profit.
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Le tableau 3.3 présente un récapitulatif des tables de valeurs présentes dans la litté-
rature.
Type de cours d’eau Auteurs Nombre d’entrées Valeurs de n
Canaux Chow 50 0,010−0,500
Rivières Chow 12 0,025−0,150
Lits majeurs
{ Chow 15 0,020−0,200
Engman 24 0,060−0,480
Gilley et Kottwitz 12 0,012−1,260
T. 3.3 – Récapitulatif des tables de valeurs du coefficient n de Manning.
3.1.4 Formules empiriques
Coon (1995, p. 21-24) présente une critique des différentes équations disponibles
et de leurs différentes conditions d’application. La plupart d’entre elles fait intervenir
des mesures de variables hydrauliques comme la pente de la ligne d’eau ou le rayon
hydraulique. Ces équations ne sont donc pas utilisables directement pour déterminer
une valeur du coefficient n de Manning comme paramètre d’un modèle numérique.
Cela étant, elles peuvent servir de vérification a posteriori de la valeur obtenue par
d’autres moyens. Les formules les plus courantes sont présentées dans les paragraphes
suivants 24.
Formules liées à la granulométrie
La granulométrie du lit est un facteur majeur de la résistance à l’écoulement, comme
indiqué par le tableau D.1 de l’annexe D. De nombreux auteurs ont donc tenté de
relier directement le coefficient n de Manning à une mesure de la taille des sédiments.
Strickler 25 a proposé la première formule de ce type :
n =
d
1/6
50
21,1
(3.4)
De façon surprenante, l’équation 3.4 attribuée à Strickler varie considérablement selon
les sources, comme indiqué par French (1994, p. 159) 26.
... there is significant disagreement between authors regarding the circumstances of the
original Strickler experiments, the value of the coefficient [dans l’équation 3.4], the
definition of the variable d, and the units associated with d.
De nombreuses autres équations de forme identique ont été déterminées empirique-
ment en utilisant comme variables d’autres diamètres que le diamètre médian. On citera
24. La plupart de ces formules ont été publiées en concordance avec les unités du système anglo-saxon.
Les coefficients ont été modifiés ici pour utiliser les variables dans les unités du Système International.
25. S, A. (1923), Beiträge zur frage der geschwindigkeitsformel und der rauhighkeitszahlen für
ströme, kanäle und geschlossene leitungen. Mitteilungen des Amtes für Wasserwirtschaft, no 16.
26. Nous avons pris ici la formule indiquée dans la note biographique de Vischer (1987) qui indique
la formule suivante : Ks = 21,1d1/6 où d diamètre du gravier ou des rochers. Pour plus d’informations sur les
différentes valeurs que peuvent prendre les éléments de cette équation, le lecteur est invité à se référer à la
discussion de Jaegi et Smart sur une contribution de Bray (1982, p. 133-134).
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seulement la formule développée par Meyer-Peter et Müller (1948) utilisant la taille de
particule pour laquelle 90% des sédiments sont plus fins :
n =
d
1/6
90
26
(3.5)
Leopold et Wolman (1957, p. 57) ont établi la formule suivante – à l’origine sur le
coefficient f de Darcy-Weisbach – en incluant une dépendance du coefficient de ré-
sistance vis-à-vis du rayon hydraulique R et en accordant leur préférence au quantile à
84% comme mesure granulométrique :
n = 0,113R−1/3 d1/284 (3.6)
Limerinos (1970) propose la formule logarithmique suivante, toujours sur les bases
d’une analyse du coefficient f :
n =
0,113R1/6
1,16+ 2,0 log10
(
R
d84
) (3.7)
Cette équation est recommandée par Bray (1979). Griffiths (1981), suivant une ap-
proche similaire sur d’autres données, propose enfin l’équation suivante :
n =
0,113R1/6
0,76+ 1,98 log10
(
R
d50
) (3.8)
Formules liées à une pente
L’utilisation des formules citées au-dessus est conditionnée par la disponibilité de
mesures granulométriques sur le site étudié. D’autres auteurs ont donc tenté d’établir de
manière empirique d’autres équations basées uniquement sur des mesures hydrauliques.
Bray (1979) recommande l’utilisation de la formule suivante si aucune donnée sur la
taille des sédiments n’est disponible :
n = 0,104S0,177w (3.9)
où Sw pente de la ligne d’eau. Dingman et Sharma (1997) ont utilisé les données de
Barnes (1967) et de Hicks et Mason (1998) 27 pour dériver l’équation suivante :
n = 0,217A−0,173 R0,267 S0,156w (3.10)
Une analyse critique très complète de toutes ces formules a été récemment effectuée
par Bathurst (2002) qui propose à son tour les équations suivantes, où S pente du fond :
n = 0,083 R1/6
(
R
d84
)−0,547
pour S < 0,8% (3.11)
n = 0,103 R1/6
(
R
d84
)−0,93
pour S > 0,8% (3.12)
27. La première édition date de 1991.
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Récapitulatif
Les équations 3.4 à 3.12 ont été déterminées de manière empirique en utilisant des
ajustements statistiques. Le nombre de sites utilisées pour l’établissement de chacune
d’entre elles ainsi que les valeurs extrêmes mesurées du rayon hydraulique, de la pente
et du diamètre médian du substrat sont résumés dans le tableau 3.4.
Auteurs
Domaine de détermination
Nombre de sites
Rayon
hydraulique
(m)
Pente (%) d50 (mm)
Strickler (1) 0,037−7,14 0,04−2,5 − –
Meyer-Peter et Müller − (2) 0,4−23 0,40−28,65 13 (3)
Limerinos 0,44−3,32 − (2) 17−253 11
Griffiths 0,12−6,89 0,0085−1,10 13−152 59
Leopold et Wolman 0,16−1,40 0,02−3,6 0,18−268 > 28 (4)
Bray 0,44−6,92 (5) 0,022−1,5 (6) 26−145 67
Dingman et Sharma 0,11−9,17 0,002−4,18 (6) − (2) 128
Bathurst 0,11−1,63 0,30−3,73 112−762 (7) 27
T. 3.4 – Récapitulatif des équations empiriques et de leur domaine de détermination.
(1)Valeurs d’après Vischer (1987).
(2)Non renseigné.
(3)Configurations de canaux expérimentaux.
(4)L’équation a été établie à partir de plus de 50 observations, mais seules les données de 28 sites sont
disponibles.
(5)La variable mesurée est en réalité la profondeur moyenne définie comme le rapport de la section
mouillée à la largeur au miroir.
(6)Pente de la surface libre.
(7) d84.
Dans notre contexte d’étude, il est important de noter que seules les équations 3.4
et 3.5 peuvent être utilisées pour déterminer une valeur a priori du coefficient n de
Manning. En effet, toutes les autres formules font intervenir des variables hydrauliques
que le modélisateur cherche justement à calculer.
3.1.5 Analyse des méthodes d’estimation d’une valeur
Les différentes méthodes d’estimation a priori d’une valeur – ou d’un intervalle de
valeurs – pour le coefficient n de Manning décrites ci-dessus méritent une analyse de
leur pertinence à la fois absolue et relative avant leur implémentation dans un système
d’assistance au calage. Notre analyse s’est focalisée sur l’estimation du coefficient n
pour des rivières naturelles, en considérant l’objectif de prévention des inondations
pour le modèle numérique considéré. De plus, seules de rares mesures du coefficient
de résistance pour les plaines d’inondation sont disponibles dans la littérature 31. Nous
avons donc réalisé notre analyse uniquement sur des valeurs mesurées pour le lit mineur
de cours d’eau naturels.
31. On peut en réalité en trouver une seule dans le rapport de Barnes (1967, p. 138-141).
61
3.1 E ’     
Matériel pour l’analyse
Nous avons utilisé les données recueillies par Barnes (1967) et Hicks et Mason
(1998), après les avoir filtrées suivant les remarques effectuées plus haut (p. 57) de
manière à :
– prendre uniquement en compte des écoulements non débordants ;
– considérer seulement les rivières à lit de gravier. Nous avons ainsi conservé uni-
quement les sites pour lesquels le diamètre médian des sédiments était supérieur
ou égal à 2 mm ;
– éviter les mesures réalisées à un tirant d’eau supérieur à trois fois le diamètre médian
des sédiments.
Pour chaque mesure retenue, nous avons déterminé, à partir des données fournies
par les auteurs sur chaque site (photographies, descriptions textuelles et graphiques et
courbes granulométriques disponibles) les résultats suivants :
1. une valeur du coefficient n par la formule de Strickler, à partir de l’équation 3.4 ;
2. un intervalle de variation du coefficient de base nb de la formule de Cowan, à
partir du tableau D.1 ;
3. un intervalle de variation du coefficient n d’après la formule de Cowan, à partir
des tableaux D.1 à D.6 ;
4. un intervalle de variation du coefficient n donné d’une part par la formule de
Strickler pour la valeur de base, et d’autre part par la formule de Cowan, à partir
des tableaux D.2 à D.6 32 ;
5. un intervalle de variation du coefficient n d’après la typologie de rivières de
Chow, à partir du tableau D.12 ;
6. un intervalle d’incertitude de mesure d’après les indications de Hicks et Mason.
Les paragraphes suivants présentent l’exploration de plusieurs points sur la base de
ces résultats.
Différence entre valeur de la rugosité et valeur de la résistance
Comme rappelé plus haut (section 3.1.1, p. 53), la rugosité ne représente qu’une
des sources de la résistance à l’écoulement. Or, les formules retenues au terme de la sec-
tion 3.1.4 ne font intervenir qu’une mesure de la rugosité du lit, par l’intermédiaire par
exemple du diamètre médian des sédiments pour la formule de Strickler. La figure 3.1
présente la comparaison de valeurs mesurées du coefficient de résistance, d’une part à
l’intervalle pour la valeur de base de la formule de Cowan, et d’autre part à la valeur
calculée par la formule de Strickler.
Deux constations peuvent être effectuées : premièrement, les deux méthodes con-
duisent à une sous-estimation quasi systématique du coefficient n de Manning 33. Cette
observation confirme la différence entre coefficient de rugosité et coefficient de résis-
tance à l’écoulement. Deuxièmement, les valeurs obtenues par la formule de Strickler
sont proches de la borne inférieure de l’intervalle du coefficient nb de la formule de
Cowan. La formule de Strickler donnerait ainsi une estimation basse de la résistance
due à la rugosité du lit.
32. Bray (1979) a lui aussi utilisé cette méthode (( hybride )) lors d’une comparaison de plusieurs mé-
thodes d’estimation d’une valeur de n.
33. Excepté pour les faibles valeurs de ce coefficient. Nous reviendrons sur ce point dans les paragraphes
suivants.
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F. 3.1 – Comparaison des mesures du coefficient n avec l’intervalle pour la valeur de base
de la formule de Cowan et avec les valeurs données par la formule de Strickler. Lorsque
plusieurs mesures donnaient la même valeur de n, nous avons considéré la valeur moyenne
des résultats fournis par la formule de Strickler et les valeurs extrêmes fournies par l’intervalle
de Cowan.
Pertinence d’une valeur constante dans le lit mineur
Nous avons précédemment évoqué l’éventualité de l’influence de la résistance des
berges dans l’estimation d’une valeur du coefficient n relative au lit mineur. Les para-
graphes suivants sont destinés à mettre cet aspect en relief dans l’optique d’une analyse
des méthodes d’estimation d’une valeur a priori.
En fonction du rayon hydraulique
L’examen des mesures effectuées par Hicks et Mason à plusieurs débits permet de
prendre conscience des variations importantes du coefficient n avec le rayon hydrau-
lique dans le lit mineur de rivières naturelles. Dans la gamme des écoulements retenus
ici, cette variation est principalement due à la différence de résistance entre le lit même
du cours d’eau et les berges de celui-ci. Sargent (1979) a étudié cette variation sur
quelques sites et a remarqué que le coefficient n de Manning diminue avec la hauteur
d’eau pour atteindre une valeur asymptotique à l’approche des conditions de pleins
bords 34. Cette variation peut toutefois s’inverser (voir les nombreux exemples donnés
par Hicks et Mason, 1998) lorsque les berges offrent une résistance plus forte que le lit
lui-même.
34. Des constations similaires ont été effectuées par Wallis et Knight (1984) sur des estuaires, avec des
courbes aux propriétés différentes selon le sens de la marée.
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Yen (1991b) propose un schéma de la courbe n(h) qui reprend les conclusions
de Sargent pour des rivières à lit composé. On peut rapprocher ces variations de la
figure 2.1(a) p. 40, qui montre un coefficient de Manning composite constant jusqu’au
débordement. La paramétrisation unique de la résistance à l’écoulement représentée sur
la figure 2.1(a) apparaît comme assez éloignée de la réalité. Or, les méthodes basées
sur une analyse des composantes de la résistance ou bien sur une typologie de rivières
conduisent à une estimation conjointe de résistance du lit et des berges. Ces mêmes
méthodes ne donnent heureusement pas une valeur unique, mais un intervalle dont on
peut considérer qu’il intègre cette variation avec la hauteur d’eau.
Une question plus importante est soulevée par le fait que les tableaux de valeurs
établies pour la formule de Cowan – et notamment le tableau D.6 – comportent des
catégories différentes pour une végétation identique recouverte de différentes profon-
deurs d’eau. Si ces distinctions sont fondées sur des considérations physiques, elles
posent non plus la question d’une valeur constante dans le lit mineur, mais bien celle
d’un intervalle constant physiquement réaliste donné par cette méthode. On peut ef-
fectuer une remarque similaire pour la méthode de Chow, cette fois-ci seulement lors
de l’estimation d’une valeur en lit majeur.
En fonction de la saison
Dans un ordre d’idée voisin, la méthode de Cowan modifiée par Coon (1995)
comporte une catégorisation du facteur n4 dépendant de la densité du feuillage, et
donc de la saison de l’année (voir tableau D.6). L’intervalle donné par cette méthode
va de fait être foncièrement dépendant d’un facteur supplémentaire. On peut effectuer
une remarque identique pour la méthode de Chow, mais encore une fois seulement
pour l’estimation du coefficient n en lit majeur.
Cette caractéristique est prise en compte dans le cadre du projet Reducing Uncer-
tainty in River Flood Conveyance : le facteur nveg rendant compte de la végétation peut
en effet être affecté d’une variation de périodicité annuelle pour rendre compte de l’évo-
lution de la végétation avec la saison (D/Environment Agency, 2004a).
Comparaison semi-quantitative de différentes méthodes
Les intervalles de variation du coefficient n obtenu par les trois méthodes décrites
page 3.1.5 ont été comparés à l’intervalle d’incertitude de mesure donné par Hicks et
Mason. La figure 3.2 permet ainsi de tirer plusieurs conclusions :
– Les trois méthodes ne sont pas adaptées à des cours d’eau offrant peu de résistance à
l’écoulement. On s’aperçoit que les trois méthodes surestiment largement le coef-
ficient n de Manning pour des valeurs inférieures à environ 0,03, correspondant
à une valeur du coefficient Ks de Strickler de l’ordre de 30. On peut toutefois
noter que rares sont les cours d’eau naturels entrant dans cette catégorie ;
– L’utilisation d’une typologie de rivière n’est pas adaptée à des cours d’eau offrant une
grande résistance à l’écoulement. On constate ainsi que cette méthode sous-estime
fortement le coefficient n de Manning pour des valeurs supérieures à environ 0,1
(Ks & 10) ;
– L’analyse des facteurs de résistance à l’écoulement n’est pas adaptée à des cours d’eau
offrant une très grande résistance à l’écoulement. On s’aperçoit que les valeurs du
coefficient n de Manning sont sous-estimées pour des valeurs supérieures à 0,15−
0,17 (Ks & 6).
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– L’utilisation de la formule de Strickler dans l’analyse des facteurs de résistance à l’écou-
lement permet de préciser nettement l’intervalle de variation. On peut toutefois no-
ter que la robustesse de cet intervalle peut en pâtir, notamment pour des valeurs
proches de 0,07 (Ks ' 15) ;
– L’utilisation d’une typologie de rivière permet d’obtenir un intervalle de variation
plus précis que les deux autres méthodes pour des cours d’eau communs. On constate
que l’intervalle donné par cette méthode suit de manière régulière l’intervalle
d’incertitude de mesure pour des valeurs du coefficient n de Manning comprises
entre 0,04 et 0,08 (12 . Ks . 25).
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F. 3.2 – Comparaison des valeurs du coefficient n de Manning mesurées par Barnes
(1967) et Hicks et Mason (1998) aux valeurs calculées par 3 méthodes d’estimation a
priori : typologie de rivière d’après Chow (1973), formule de Cowan (1956) et formule de
Cowan couplée avec la formule de Strickler pour l’estimation de la valeur de base nb. Les
courbes représentées ici ont été fortement lissées par l’intermédiaire de fonctions spline, afin
de s’affranchir des importantes fluctuations des valeurs brutes obtenues. À ce titre, elles ne
peuvent donc fournir que des indications d’ordre semi-quantitatif.
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Représentativité de cette analyse
Les conclusions énoncées ci-dessus ont été tirées d’une analyse que l’on peut consi-
dérer comme fiable du point de vue de la représentativité des données, en utilisant
l’échantillon important des mesures récoltées par Barnes, Hicks et Mason. En revanche,
on peut se poser la question d’un éventuel biais lié à l’utilisation somme toute considé-
rablement subjective des méthodes présentées. En effet, nous donnons ici les résultats
obtenus par un seul modélisateur. Or, l’implémentation de l’une ou l’autre de ces mé-
thodes dans un système d’assistance au calage doit s’affranchir d’un éventuel biais de ce
type.
Nous avons pour cela comparé nos résultats avec une étude statistique d’estima-
tion a priori du coefficient n de Manning réalisé par Burnham et Davis (1986) pour le
compte de la Federal Highway Administration. 77 ingénieurs expérimentés ont fourni
une estimation des valeurs de ce coefficient pour 10 sites très différents, à partir de pho-
tographies et de descriptions de ces sites, mais aussi à l’aide des méthodes de référence
disponibles dans l’ouvrage de Chow (1973), c’est-à-dire les méthodes mises en œuvre
dans notre analyse. Les résultats de cette étude suggèrent que les valeurs estimées du
coefficient n pour un site donné sont distribuées selon une loi log-normale 35 :
ln(n) ∼ N
(
ln (n0) ; 0,582+ 0,10 ln (n0)
)
(3.13)
où n0 valeur du coefficient pour un site donné.
La figure 3.3 compare l’intervalle à 90% de cette loi avec les intervalles maximums
obtenus en combinant les trois méthodes que nous avons mises en œuvre dans notre
analyse. On constate que l’intervalle (( théorique )) encadre de manière satisfaisante nos
estimations personnelles, tout du moins pour les valeurs les plus courantes du coeffi-
cient n de Manning. Cette confrontation nous permet d’affirmer que s’il existe indé-
niablement, le biais lié à la subjectivité de notre analyse ne se ressent pas véritablement
dans les résultats obtenus.
3.1.6 Vers une procédure d’initialisation d’un paramètre
L’analyse effectuée dans la section précédente nous permet, après avoir passé en
revue les quelques procédures existantes, de mettre en place une méthodologie adaptée
au cas particulier de l’initialisation d’un paramètre de modèle numérique.
Procédures existantes
Aldridge et Garrett (1973) ont proposé une procédure d’estimation du coefficient
n de Manning pour des lits mineurs composites de cours d’eau, basée sur la formule
de Cowan. Arcement et Schneider (1984) ont étendu cette procédure aux rivières com-
posées d’un lit mineur et d’une plaine d’inondation. Cette procédure permet d’estimer
une valeur du coefficient n de Manning pour chaque lit. Jarrett (1985) et Coon (1995)
ont compilé les différentes méthodes disponibles – formule de Cowan généralisée par
35. Plusieurs autres études ont utilisé une distribution du coefficient n de Manning supposée a priori
comme normale (Cesare, 1991), triangulaire (Yeh et Tung, 1993) et même uniforme (Tyagi et Haan,
2001). Une synthèse de plusieurs de ces travaux est proposée par Johnson (1996). On peut aussi noter
une analyse détaillée de Mays et Tung (1992, chap. 5).
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F. 3.3 – Comparaison des intervalles obtenus par les méthodes mises en œuvre dans notre
analyse avec l’intervalle à 90% de la distribution empirique déterminée par Burnham et
Davis (1986). Les intervalles présentés sur cette figure sont construits à partir des extremums
des intervalles obtenus par les trois méthodes mises en œuvre.
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Arcement et Schneider, comparaison à des photographies, tables de valeurs et équa-
tions – pour aboutir à une procédure générique d’estimation du coefficient n pour des
rivières naturelles.
Marsh et al. (2004) ont récemment compilé des données sur de nombreux sites
d’étude, majoritairement aux États-Unis. Soong et al. (2004) ont réalisé à partir de ces
données un site internet 36 qui permet, via une interface java :
– de consulter pour différents sites les mesures hydrauliques effectuées à plusieurs
débits et de visualiser les photos des cours d’eau concernés pour un intervalle
donné de valeurs du coefficient n de Manning ou bien pour une région donnée ;
– de calculer le coefficient n de Manning à partir d’équations théoriques, notam-
ment celles décrites dans la section 3.1.4, mais aussi à partir de la formule de
Cowan à l’aide des tables reproduites en annexe D.1 37 ;
– de visualiser les données – photos incluses – correspondant à des sites correspon-
dant à une valeur précise de n.
Notre proposition
L’analyse des différentes méthodes disponibles a permis d’effectuer des choix déci-
sifs pour leur insertion dans une méthodologie d’estimation d’une valeur. Celle-ci est
présentée dans la figure 3.4. Cette procédure est adaptée à des cours d’eau hétérogènes
et composés comme les cours d’eau naturels, et consacrée à l’initialisation du coefficient
n de Manning dans le cas où celui-ci est un paramètre d’un modèle numérique.
3.2 Méthodes d’ajustement des paramètres
Une estimation des valeurs des paramètres d’un modèle numérique par les méthodes
répertoriées dans la section 3.1 peut ne pas s’avérer suffisant selon les objectifs de la
modélisation. Le modélisateur peut ainsi avoir recours à un ajustement des valeurs
de ces paramètres. Dans les sections suivantes sont présentés les principes généraux
d’un tel ajustement, ainsi que les deux grandes méthodes – ou familles de méthodes
– utilisées actuellement pour réaliser celui-ci. Deux autres approches émergentes en
hydroinformatique sont ensuite évoquées.
3.2.1 Principes fondamentaux
Les méthodes d’ajustement des valeurs des paramètres d’un modèle numérique re-
posent sur deux principes fondamentaux :
– l’utilisation de données de référence permet de confronter le modèle obtenu à partir
des valeurs estimées des paramètres avec le système physique modélisé. Plus pré-
cisément, cette confrontation entre résultats de simulation et données de référence
permet de déterminer si le niveau de correspondance attendu – tel que défini dans
le référentiel de Refsgaard et Henriksen (section 1.2.2, p. 7) – est atteint ou non ;
– la mise en œuvre d’un processus itératif permet, si cette condition n’est pas remplie,
de modifier les valeurs des paramètres en conséquence. Une nouvelle simulation
est lancée avec les valeurs modifiées et les résultats sont à nouveau confrontés aux
données de référence.
36. il.water.usgs.gov/proj/nvalues/nvalues.html
37. Ce calcul peut seulement être effectué pour le coefficient de résistance du lit mineur.
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1. De´terminer un intervalle de variation et une valeur initiale pour le coefficient de
re´sistance du lit mineur en fonction de la nature du cours d’eau conside´re´ :
– Si le cours d’eau est un canal baˆti ou reveˆtu, utiliser la typologie correspondante
de Chow (1973) (tableau D.11) pour de´terminer un intervalle de variation. Si elle
existe dans le tableau, la valeur moyenne correspondante constituera la valeur
initiale du parame`tre. Dans le cas contraire on prendra le centre de l’intervalle.
Lorsqu’une valeur maximum est absente du tableau, on la prendra e´gale a` 2 fois
la valeur moyenne.
– Si le cours d’eau est un canal creuse´ ou drague´, utiliser la typologie correspon-
dante de Chow (1973) (tableau D.10) pour de´terminer un intervalle de variation.
La valeur moyenne correspondante constituera la valeur initiale du parame`tre.
Dans le cas contraire on prendra le tiers infe´rieur de l’intervalle.
– Si le cours d’eau est une rivie`re naturelle offrant visiblement une tre`s forte
re´sistance a` l’e´coulement (ve´ge´tation tre`s importante et/ou beaucoup de rochers
apparents) :
(a) De´terminer une valeur de base a` partir de la formule de Strickler (e´qua-
tion 3.4) si l’on dispose de donne´es granulome´triques, sinon a` partir du
tableau D.1.
(b) De´terminer les facteurs d’ajustement a` partir des tableaux D.3 a` D.2.
(c) Appliquer l’e´quation de Cowan (e´quation 3.1) pour de´terminer un intervalle
de variation. Le tiers infe´rieur de cet intervalle constituera la valeur initiale
du parame`tre.
– Enfin, si le cours d’eau est une rivie`re naturelle de facie`s commun, utiliser la
typologie de rivie`res de Chow (1973) et de´terminer un intervalle de variation
a` partir du tableau D.12. Si elle existe dans le tableau, La valeur moyenne
correspondante constituera la valeur initiale du parame`tre. Dans le cas contraire
on prendra le tiers infe´rieur de l’intervalle.
2. Ve´rifier que les valeurs obtenues sont cohe´rentes avec les catalogues de tronc¸ons de
re´fe´rence correspondant a` la nature du cours d’eau :
– Si le cours d’eau est un canal baˆti ou reveˆtu, comparer au catalogue propose´
par Chow (1973), d’apre`s Scobey (1933).
– Si le cours d’eau est un canal creuse´ ou drague´, comparer au catalogue propose´
par Fasken (1963), d’apre`s Ramser (1929), et e´ventuellement par Scobey (1939).
– Si le cours d’eau est une rivie`re naturelle, comparer aux catalogues propose´s par
Hicks et Mason (1998) Barnes (1967), et e´ventuellement par Coon (1998) ou
Aldridge et Garrett (1973).
3. De´terminer un intervalle de variation et une valeur initiale pour le coefficient de
re´sistance du lit majeur par l’une au choix des me´thodes suivantes :
– Utiliser la typologie de plaines d’inondation de Chow (1973) et de´terminer un
intervalle de variation a` partir du tableau D.13. On prendra comme valeur initiale
du parame`tre la valeur moyenne donne´e par le tableau.
– Utiliser la me´thode de Cowan modifie´e pour les plaines d’inondation :
(a) De´terminer une valeur de base a` partir du tableau D.1.
(b) De´terminer les facteurs d’ajustement a` partir des tableaux D.7 a` D.9.
(c) Appliquer l’e´quation 3.2 pour de´terminer un intervalle de variation. Le tiers
infe´rieur de cet intervalle constituera la valeur initiale du parame`tre.
4. Ve´rifier que les valeurs obtenues sont cohe´rentes avec les catalogues de tronc¸ons de
re´fe´rence propose´s par Arcement et Schneider (1984) et e´ventuellement par Aldridge
et Garrett (1973).
F. 3.4 – Proposition d’une procédure d’estimation de valeurs du coefficient n de Manning
pour un tronçon homogène du point de vue de la résistance à l’écoulement.
69
3.2 M ’  
On entre ici véritablement dans le concept de validation opérationnelle défini dans la
section 1.1.3. Il est important de noter que les méthodes d’estimation d’une valeur dé-
crites dans la section 3.1 permettent d’initier le processus itératif au cœur des méthodes
d’ajustement.
3.2.2 Méthode heuristique
La méthode heuristique – connue dans le monde anglo-saxon sous la dénomina-
tion trial-and-error method – est la méthode d’ajustement ((manuel )) des valeurs des
paramètres. Elle est résumée par la procédure de la figure 3.5.
1. Estimer une valeur initiale des parame`tres a` l’aide des me´thodes de´crites dans la section 3.1.
2. Simuler nume´riquement au moins un e´ve´nement passe´.
3. Comparer visuellement sous forme de graphiques les re´sultats de simulation avec des donne´es
de re´fe´rence de l’e´ve´nement conside´re´.
4. Si le niveau de correspondance attendu n’est pas atteint, modifier les valeurs des parame`tres
en conse´quence en utilisant des connaissances issues de l’expe´rience, et retourner au 2.
F. 3.5 – Méthode heuristique d’ajustement des paramètres.
Cette méthode est largement utilisée dans le milieu de l’ingénierie pour la mise au
point de modèles hydrauliques. Elles présente cependant un inconvénient majeur : la
dépendance vis-à-vis du niveau d’expertise du modélisateur. En effet, les points 3. et 4.
reposent sur des connaissances en partie subjectives et mettent en œuvre des raisonne-
ments éminemment qualitatifs : (( La courbe passe à peu près au milieu des points. )),
(( Le coefficient de Manning doit être légèrement augmenté. )). La conséquence est la
non-reproductibilité de ce processus.
L’utilisation de cette méthode garantit pourtant – en fonction bien évidemment du
niveau d’expertise du modélisateur – l’obtention d’un modèle numérique fiable dont les
paramètres – et leurs valeurs – sont conformes aux processus physiques dont ils rendent
compte. Si le niveau de correspondance attendu est conditionné par des impératifs
extérieurs à l’étude – par exemple des seuils réglementaires ou des notions de crédibilité
du travail –, le modélisateur peut être tenté de l’atteindre en passant outre les intervalles
physiques de variations des paramètres. Dans ce cas, les événements considérés dans la
phase de calage seront convenablement reproduits, mais rien ne garantit que le modèle
est une image acceptable du système physique considéré. Le modèle ainsi obtenu peut
alors s’avérer tout à fait insatisfaisant lorsqu’utilisé comme outil de prédiction.
Nous reviendrons bien entendu sur cette méthode dans la suite du document, puis-
qu’elle va faire l’objet d’une formalisation complète dans le chapitre 4.
3.2.3 Méthodes mathématiques
Afin de pallier les aléas de la subjectivité liées à la méthode heuristique, de nom-
breuses méthodes automatiques ont été développées au cours des dernières décennies.
Ces approches font intervenir une procédure mathématique d’optimisation et sont qua-
lifiées dans la littérature de problèmes inverses 38, par opposition au problème direct
38. On peut noter que cette dénomination est plus restrictive dans ce contexte précis que la définition
donnée dans la section 1.2.3.
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qu’est l’utilisation prédictive de modèles hydrauliques. Ces méthodes mathématiques
reposent sur trois composants principaux :
– une fonction coût représente de manière quantitative l’écart entre résultats de si-
mulation et données de référence ;
– un algorithme d’optimisation permet de réduire la valeur de la fonction coût en
modifiant les valeurs des paramètres ;
– un test d’arrêt permet de terminer le processus itératif.
Ces trois composants sont la plupart du temps réunis au sein d’un code d’optimisation
qui permet de mettre en œuvre une telle méthode selon la procédure détaillée sur la
figure 3.6.
1. Estimer une valeur initiale des parame`tres a` l’aide des me´thodes de´crites dans la section 3.1.
2. Retenir un e´ve´nement de re´fe´rence.
3. Utiliser le code d’optimisation qui :
(a) simule nume´riquement l’e´ve´nement ;
(b) calcule la valeur de la fonction couˆt ;
(c) si le test d’arreˆt n’est pas ve´rifie´, modifie les valeurs des parame`tres a` l’aide de l’algo-
rithme pour diminuer la valeur de la fonction couˆt et retourne au (a).
F. 3.6 – Méthode mathématique d’ajustement des paramètres.
Il faut noter que cette approche a aussi été utilisée pour ajuster les paramètres de
modèles numériques basés sur des modèles conceptuels proches de celui considéré dans
cette étude : modèles basés sur les équations de Saint-Venant en régime permanent
(Hafez et El Kady, 2001) et modèles basés sur les équations de Muskingum-Cunge
(Yoon et Padmanabhan, 1993; Das, 2004a,b; Samani et Shamsipour, 2004).
Les paragraphes suivants présentent la problématique du choix de chacun des trois
composants des méthodes mathématiques.
Choix de la fonction coût
La construction d’une fonction coût doit débuter par la détermination de la – ou
des – variable à utiliser. Celle-ci dépend bien évidemment des données de référence
dont on dispose, mais aussi du domaine d’application visé du modèle, comme rappelé
par Green et Stephenson (1986) pour la comparaison d’hydrogrammes de crue :
The criteria ultimately chosen should depend on the objective of the modelling exercise.
En hydraulique fluviale, deux types de cas peuvent se présenter : la variable considérée
est soit une fonction du temps –Q(t) ou plus rarement h(t) ou V(t) – soit une fonction
de l’espace – h(x) ou plus rarement Q(x) ou V(x). Nous allons seulement considérer
dans cette section les deux cas les plus couramment rencontrés. Dans les paragraphes
suivants, l’indice (( o )) indique une valeur observée et l’indice (( c )) une valeur calculée.
p est le nombre de points d’observations.
Comparer des hydrogrammes
Le cas où les données de référence sont sous la formeQ(t) correspond à la validation
opérationnelle de modèles hydrologiques avec des données externes 39. De nombreuses
39. Suivant la définition donnée dans la section 2.4.2, p. 44.
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fonctions coût ont de fait été testées dans la littérature hydrologique pour comparer
deux hydrogrammes. Diskin et Simon (1977) et surtout Green et Stephenson (1986)
présentent un inventaire critique de ces différents critères. Parmi ceux-ci, on peut re-
lever l’efficience du modèle proposé par Nash et Sutcliffe (1970) d’après une analogie
statistique avec le coefficient de détermination (Qo représente la moyenne des débits
observés) :
R2 =
(
p∑
i=1
(
Qio −Qo
)2)2
−
(
p∑
i=1
(
Qio −Q
i
c
)2)2
(
p∑
i=1
(
Qio −Qo
)2)2 (3.14)
La société HR W a lancé il y a 10 ans de cela une étude sur l’optimisa-
tion en hydraulique fluviale, et notamment sur les fonctions coût à utiliser. L’utilisation
d’une fonction alambiquée – que nous ne reproduirons pas ici – a ainsi été préco-
nisée pour tenir compte du décalage temporaire éventuel des hydrogrammes (Mor-
ris et Anastasiadou-Partheniou, 1994; Lavedrine et Anastasiadou-Partheniou, 1995).
Anastasiadou-Partheniou et Samuels (1998) ont finalement mis en œuvre la fonction
suivante :
J =
1
p− 2
p−1∑
i=2
[
1−
[
min(0, Ki)
]4] (
Qio −Q
i
c
)2
(3.15)
où :
Ki =
Qi+1o − 2Qio +Qi−1o
(∆t)2[
1+
(
Qi+1o −Q
i−1
o
2∆t
)]3/2
Comparer des lignes d’eau
Le deuxième cas correspond à l’utilisation de données internes au domaine modé-
lisé : soit des niveaux d’eau mesurés le long du cours d’eau à des instants précis, soit des
laisses de crue. Des fonctions coût différentes de celles utilisées en hydrologie sont donc
à déterminer. Deux fonctions transparaissent de la littérature : le critère des moindres
carrés et le critère minimax.
Le critère des moindres carrés est le plus couramment utilisé dans ce cas de figure :
J =
p∑
i=1
(
hic − h
i
o
)2
(3.16)
Ce critère représente un écart moyen entre valeurs observées et calculées. À ce titre, ce
critère n’est pas très sensible aux points aberrants ou horsains dès lors que le nombre
total de points est suffisant. De nombreuses variantes de ce critère ont été employées en
hydraulique fluviale :
– normalisé, soit par les valeurs observées (Ramesh et al., 2000), soit par leur
moyenne temporelle (Bennett, 1975) ;
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– à plusieurs variables (Becker et Yeh, 1972, 1973) ;
– distribué dans l’espace (Davidson et al., 1978) ;
– continu dans le temps (Atanov et al., 1999).
Le deuxième critère le plus utilisé, appeléminimax, porte sur le maximum des écarts
entre valeurs observées et calculées :
J = max
i∈[1;p]
∣∣∣hic − hio∣∣∣ (3.17)
Ce critère est parfaitement adapté à des situations où existe une contrainte réglemen-
taire portant sur l’écart maximum autorisé entre niveaux d’eau observés et niveaux
d’eau calculés par le modèle. Des variantes adimensionnalisées de ce critère ont aussi
été utilisées dans la littérature (voir par exemple Wormleaton et Karmegam, 1980).
Commentaires
Le choix d’une fonction coût s’avère extrêmement difficile, car il dépend à la fois des
données de référence considérées, mais aussi du domaine d’application visé. Si l’on suit
le raisonnement de Green et Stephenson (1986), il faudrait avoir recours à plusieurs
critères pour s’assurer de la crédibilité de résultats de simulation :
No single statistical goodness-of-fit criterion is sufficient to assess adequately for all pur-
poses the fit between a computed and an observed hydrograph.
Quoiqu’il en soit, il importe de confronter visuellement le résultat final aux données de
référence, comme le rappellent Green et Stephenson :
Visual comparison of simulated and observed hydrograph provides a quick and often
comprehensive means of assessing the accuracy of model output.
De nombreuses études ont porté sur l’optimisation conjointe de paramètres hydrau-
liques – le coefficient n de Manning – et de (( paramètres )) géométriques (Wormleaton
et Karmegam, 1980, 1984; Abida et Townsend, 1992; Atanov et al., 1999). Ces études
considèrent ainsi des cours d’eau à section trapézoïdale paramétrée par la largeur au
fond et le fruit des berges. D’autres études considèrent l’optimisation de la géométrie
seule (Rao et al., 1976). Ces points de vue, vivement critiqués par Cunge (2003), ne
peuvent être pris en compte dans la présente étude dans laquelle les données topogra-
phiques ne sont pas considérées comme des paramètres du modèle.
Le tableau 3.5 propose un récapitulatif des différentes études d’optimisation réa-
lisées pour le calage en hydraulique fluviale unidimensionnelle. Ce tableau montre la
rareté des études réalisées dans un contexte opérationnel, avec des données observées
mesurées en quelques emplacements et lors de plusieurs événements.
Choix de l’algorithme d’optimisation
Une fois approuvée la distance mathématique entre données de référence et résultats
de simulation, il importe de choisir l’algorithme qui va permettre de minimiser cette
fonction. Cette section vise à présenter la diversité des algorithmes utilisés pour le calage
en hydraulique fluviale : algorithmes (( classiques )), mais aussi algorithmes génétiques et
algorithmes d’assimilation de données comme le filtre de Kalman.
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Algorithmes classiques
Les algorithmes mathématiques classiques ont largement été utilisés depuis le début
des années 1970. Le choix de l’algorithme d’optimisation pour le calage en hydraulique
fluviale a été discuté par Abida et Townsend (1992). Ils ont ainsi comparé l’algorithme
de Powell 45, l’algorithme de Rosenbrock (1960) et l’algorithme du simplexe de Nelder
et Mead (1965). Ce dernier semble apporter la meilleure convergence vers le minimum
de la fonction. On peut trouver dans le tableau 3.5 les différents algorithmes classiques
utilisés dans les calages automatiques en hydraulique fluviale.
Il faut noter que tous les algorithmes présentés dans ce tableau réalisent une opti-
misation locale supposant un minimum unique de la fonction coût, hypothèse réfutée
par le principe d’équifinalité dont nous reparlerons un peu plus loin. Nous expérimen-
terons dans le chapitre 7 un algorithme de recuit simulé qui permet de réaliser une
optimisation globale permettant de s’affranchir de cette hypothèse.
Algorithmes génétiques
Plus récemment, quelques travaux ont porté sur l’utilisation d’algorithmes géné-
tiques pour le calage de modèles hydrauliques, en rivière (Sanchez et Westphal, 1999;
Chau, 2002) et en estuaire (Passone et al., 2002).
Filtre de Kalman
Le filtre de Kalman est un algorithme d’optimisation particulier qui réalise une
régression linéaire incrémentale. Cette méthode a été utilisée par Chiu et Isu (1978)
pour caler un modèle hydraulique d’estuaire. Crissman et al. (1993) ont repris cet al-
gorithme pour réaliser un calage opérationnel d’un modèle d’hydraulique fluviale en
régime transitoire. Cet aspect a été repris récemment par Hartnack et Madsen (2001).
Choix du test d’arrêt
Troisième choix à effectuer lors d’une approche automatique, celui du test d’arrêt.
Ce test va déterminer le moment où le jeu de paramètres est considéré comme satisfai-
sant. Il peut porter sur des éléments très différents :
– la valeur de la fonction coût est un test parfaitement adapté lorsque le niveau
de correspondance attendu est représenté par une valeur seuil, par exemple un
écart maximal sur les hauteurs d’eau de ±10 cm. Le choix d’un tel test est donc
intimement lié à celui de la fonction coût ;
– le gain pendant les dernières simulations est un test permettant de s’assurer de la
convergence de l’algorithme vers le minimum de la fonction coût ;
– le nombre de simulations effectuées peut enfin être un critère lorsque des contraintes
de temps de calcul sont à respecter.
Le choix de ce test d’arrêt est donc un choix primordial dans une approche auto-
matique, et les résultats de l’optimisation vont en dépendre fortement, tout comme ils
vont dépendre du choix de la fonction coût.
45. P, M. J. D. (1970), A new algorithm for unconstrained optimization. Dans : Nonlinear Pro-
gramming (J. B. Rosen, O. L. Mangasarian et K. Ritter, éds.), Academic Press, New-York.
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Équifinalité
On ne peut évoquer les méthodes d’optimisation sans discuter des problèmes d’équi-
finalité. Ce terme, issu de la théorie générale des systèmes, est défini comme suit par
von Bertalanffy (1993, p. 44) :
[Dans les systèmes ouverts] le même état final peut être atteint à partir de condi-
tions initiales différentes ou par des chemins différents.
La deuxième partie de cette définition nous intéresse particulièrement dans la problé-
matique du calage de modèles hydrauliques. En effet, ce principe est applicable aux
systèmes ouverts – c’est-à-dire à des systèmes non isolés de leur environnement – dont
les tronçons de rivières considérés en hydraulique fluviale font naturellement partie.
D’autre part, ce principe indique que les réponses de tels systèmes ne sont pas définies
de manière unique et peuvent être obtenues à partir de structures de modèle différentes.
Cette particularité a été reprise dans le domaine de l’hydrologie par Beven (1993) :
Equifinality, is [...] an expectation that the same end, in this case an acceptable model
prediction, might be achieved in many different ways, i.e. different model structures or
parameter sets.
Les méthodes de calage par optimisation sont directement soumises à ce principe d’équi-
finalité qui prévoit que plusieurs – ou même une infinité de – jeux de paramètres
peuvent conduire chacun à un minimum local – ou global – de la fonction coût (Aro-
nica et al., 1998b) :
Given that flood models are highly non-linear, we can expect to obtain the same or very
similar values of the objective function for different parameter sets (non-uniqueness of
the solution of the inverse problem), or different inflow series (for different flood events)
can give a different goodness of fit for the same parameter sets.
On peut voir au travers de ces quelques exemples que ce principe d’équifinalité est
susceptible d’être profondément pénalisant pour les méthodes mathématiques d’ajus-
tement.
Où la subjectivité refait surface
Les méthodes mathématiques décrites dans les paragraphes précédents ne permet-
tent pas, contrairement à leur affirmation initiale, de réaliser un calage de manière
totalement objective. En effet, de nombreuses étapes de ce processus doivent être ac-
compagnées d’une expertise permettant de :
– sélectionner l’événement de référence ;
– sélectionner les données de références pour la fonction objectif ;
– déterminer la nature et le nombre des paramètres à ajuster ;
– fournir des intervalles de valeurs physiquement acceptables pour les paramètres ;
– vérifier les résultats de l’optimisation selon des considérations physiques.
3.2.4 Position de nos travaux, entre heuristique et automatique
Le tableau 3.6 présente une comparaison synthétique des méthodes décrites dans
les sections précédentes.
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Avantages Inconvénients
Méthode heuristique fiabilité difficulté
Méthode automatique reproductibilité équifinalité
T. 3.6 – Comparaison synthétique des méthodes d’ajustement.
Ce tableau, s’il ne livre que des raccourcis d’analyse, permet de situer l’enjeu de nos
travaux. La réalisation d’un système d’assistance au calage doit permettre de regrouper
les bénéfices apportés par chacune des deux approches tout en s’affranchissant autant
que faire se peut de leurs défauts.
L’approche adopté dans ces travaux consiste ainsi à formaliser la méthode heuris-
tique – et donc tout ce qui fait sa fiabilité – de façon à automatiser le processus de calage
et en assurer la reproductibilité.
3.3 Autres approches
Notre revue des pratiques actuelles de calage serait incomplète si nous n’évoquions
deux approches émergentes dans le domaine de l’hydraulique fluviale : l’approche sta-
tistique – ou probabiliste – et la dérivation de code.
3.3.1 Approches statistiques
Ces approches se basent sur des techniques de Monte-Carlo, qui consistent à analy-
ser de manière statistique les résultats de simulations correspondant à un échantillon –
extrait de manière aléatoire ou systématique – de l’espace de paramètres. La méthodolo-
gie GLUE (Generalized Likelihood for Uncertainty Estimation), développée initialement
par Beven et Binley (1992), a ainsi été mise en œuvre à plusieurs reprises pour le calage
de modèles hydrauliques. Même si la plupart des modèles calés sont bidimensionnels,
cette méthodologie est aisément transposable en hydraulique unidimensionnelle. L’ap-
plication de cette méthodologie fournit une cartographie de la vraisemblance dans l’es-
pace des paramètres et par suite dans l’espace des résultats, dont la nature dépend des
données de références disponibles : hauteurs d’eau (Aronica et al., 1998b), largeurs au
miroir (Romanowicz et al., 1996; Romanowicz et Beven, 2003) et cartes d’inondation
(Aronica et al., 2002; Bates et al., 2004).
Nous n’utiliserons pas dans nos travaux ces approches probabilistes – au demeu-
rant fort intéressantes – puisqu’elles ne mettent en jeu, outre des théories statistiques
et notamment bayésienne, aucune connaissance experte supplémentaire par rapport aux
méthodes automatiques précédemment évoquées. En fait, les approches statistiques né-
cessitent quasiment la même expertise complémentaire que les méthodes mathéma-
tiques : sélection des données de référence, détermination du nombre de paramètres,
détermination d’une intervalle de variation a priori, vérification des résultats, etc. 46
46. Aronica et al. (1998b) nous donnent un exemple de cette expertise particulière utilisée lors d’une
approche statistique, en considérant que les coefficients de la plaine d’inondation sont supérieurs à ceux
du lit mineur :
The modeller might wish to use a truncated range of parameter values in order to assert some a
priori knowledge about the physical situation in the field.
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3.3.2 Dérivation automatique du code de calcul
Cette dernière approche pour le calage de modèles hydrauliques consiste à cons-
truire – de manière plus ou moins automatique 47 – le code inverse du code de calcul.
Ce code inverse est ainsi destiné à produire les intrants du code de calcul à partir de
ses extrants 48. Une thèse a été soutenue récemment sur la question (Mazauric, 2003)
et des recherches se poursuivent actuellement entre le Laboratoire de Modélisation et
Calcul 49, l’Institut de Mécanique des Fluides de Toulouse 50 et le C (Castaings
et al., 2005).
Cette approche nécessite d’entrer dans la structure même du code de calcul, ce
qui ne correspond pas à notre vision systémique de la modélisation présentée dans le
chapitre 1. Nous ne retiendrons donc pas cette approche dans nos travaux, même si les
premiers résultats obtenus par les recherches récentes semblent prometteurs.
3.4 Conclusions
Nous avons présenté et analysé dans ce troisième chapitre les différentes approches
employées actuellement pour réaliser le calage d’un modèle hydraulique. Nous avons re-
tenu deux démarches distinctes pratiquées par le modélisateur : celui-ci peut soit seule-
ment estimer une valeur a priori des paramètres, soit ajuster cette valeur en comparant
les résultats d’une simulation avec des données de référence, par une méthode itérative
heuristique ou bien automatique.
Nous avons proposé une procédure générique d’estimation d’une valeur a priori du
coefficient n de Manning pour différents types de cours d’eau sur la base d’une analyse
des méthodes disponibles dans la littérature. Nous avons ensuite positionné notre ap-
proche par rapport aux deux principales méthodes d’ajustement des paramètres. Notre
démarche consiste ainsi à formaliser la méthode heuristique – i.e. la méthode ((manuelle ))
mise en œuvre par l’expert – au sein d’un système d’assistance au calage pour automa-
tiser le processus de calage – comme dans les méthodes mathématiques – de façon à en
assurer à la fois la fiabilité et la reproductibilité.
Cette approche, qui s’inscrit dans une démarche d’assurance qualité pour les pra-
tiques actuelles, nous a ainsi permis de dégager la structure générale du processus de
calage, représentant la base des connaissances procédurales que nous allons développer et
formaliser dans le chapitre suivant.
47. Le projet T de l’INRIA Sophia-Antipolis développe depuis quelques années un outil de déri-
vation automatique appelé T (téléchargeable depuis www-sop.inria.fr/tropics).
48. Voir figure 1.3, p. 9.
49. www-lmc.imag.fr
50. www.imft.fr
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Chapitre 4
Modélisation des connaissances
(( An equation does not know whether its variables represent anything real at
all and it cannot be made responsible for ’predicting’ a nonsense, which it
sometimes may. ))
Vít K 1
L   de ce mémoire visait à présenter un inventaire des différentesconnaissances mises en œuvre par le modélisateur au cours de la tâche de calage.
Les chapitres 1 à 3 ont ainsi permis d’aborder des connaissances multiples et diverses
sur cette tâche. Le présent chapitre va s’attacher à regrouper de manière homogène et
cohérente ces connaissances et à en proposer une formalisation 2. La formalisation des
connaissances permettra ensuite leur implémentation dans un système d’assistance au
calage dont le développement sera présenté dans le chapitre suivant. Cette formalisa-
tion des connaissances a fait l’objet d’une communication à la 7e conférence interna-
tionale KES’2003 (International Conference on Knowledge-Based Intelligent Information
and Engineering Systems) (Vidal et al., 2003) et d’une communication aux 15e journées
francophones d’Ingénierie des Connaissances (Vidal et Moisan, 2004).
4.1 Processus d’ingénierie des connaissances
Pour reprendre la définition de Charlet et al. (2000a, p. 2), l’ingénierie des connais-
sances 3 correspond à l’(( étude des concepts, méthodes et techniques permettant de mo-
déliser et/ou d’acquérir les connaissances pour des systèmes réalisant ou aidant des hu-
mains à réaliser des tâches se formalisant a priori peu ou pas )). Nous nous sommes donc
1. Vít K (2000), Of carts and horses in hydrological modelling. Dans : Common sense and Other
Heresies – Selected Papers on Hydrology and Water Resources Engineering (C. D. Sellars, éd.), chap. 2.1, p.
53–68, Canadian Water Resources Association, Cambridge, Ontario.
2. Nous nous intéresserons ici uniquement à la tâche de calage telle que définie dans le chapitre 1
(figure 1.7, p. 19). La tâche de calage du modèle se positionne suivant cette définition à la suite du recueil
des données et de la préparation du modèle et présuppose donc l’existence d’un modèle numérique.
3. Pour un état de l’art assez récent de cette jeune discipline, le lecteur intéressé pourra consulter
l’ouvrage collectif édité par Charlet et al. (2000b).
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engagés dans un processus d’ingénierie des connaissances pour parvenir à une modélisa-
tion des connaissances présentées dans la partie I. Tout au long de ce chapitre, l’emploi
du terme ((modélisation )) fera référence à ce processus d’ingénierie des connaissances.
4.1.1 Sources de connaissances
Les connaissances modélisées ont tout d’abord été extraites de différentes sources en
gardant à l’esprit l’objectif de l’étude, c’est-à-dire la réalisation d’un système d’assistance
au calage :
– un corpus bibliographique important, comprenant des ouvrages de référence, des
rapports techniques et des articles de recherche, a été parcouru et analysé, pour
aboutir notamment à la synthèse présentée dans les chapitres 2 et 3 ;
– des entretiens informels avec des experts en modélisation hydraulique ont permis de
s’assurer de l’adéquation des connaissances identifiées à partir du corpus biblio-
graphique avec la réalité pratique et les conditions opérationnelles. Ces experts
de l’unité d’accueil (Unité de Recherche Hydrologie-Hydraulique du C)
et du groupe Hydrodynamique et Environnement de l’IMFT peuvent être clas-
sés en différentes catégories : des développeurs de code de calcul, des utilisateurs
de modèles hydrauliques – ici systématiquement modélisateurs eux-mêmes – et
des modélisateurs d’autres domaines, notamment l’hydraulique fluviale bidimen-
sionnelle, l’hydraulique souterraine et l’hydrologie.
– l’expérience personnelle de construction de modèles hydrauliques a enfin permis
d’effectuer des choix importants lors de cette modélisation des connaissances.
L’extrême variété des connaissances extraites nécessite leur structuration préalable à
une quelconque formalisation. Notre approche s’est effectuée au travers d’une double
classification des connaissances : d’une part d’un point de vue taxinomique, relatif à
leur nature, leur type, et d’autre part suivant leur niveau de généricité.
4.1.2 Différents types de connaissances
Les connaissances que nous considérons dans cette modélisation – et qui sont des-
tinées à être intégrées à un système hydroinformatique – sont entendues dans une ap-
proche rationnelle, comme le rappelle Amdisen (1994) :
The knowledge which can be encapsulated in hydroinformatics systems can only be
knowledge which represents rational reasoning skills.
Parmi ces connaissances, Chau et al. (2002b) distinguent les trois types suivants : con-
naissances descriptives (descriptive knowledge), connaissances procédurales (procedural
knowledge), et connaissances de raisonnement (reasoning knowledge). Nous avons repris
cette typologie en précisant la signification de ces trois catégories :
– les connaissances descriptives font référence aux objets – concrets, mais aussi de
nature plus conceptuelle – manipulés durant la tâche de calage, c’est-à-dire les
éléments décrits dans le chapitre 2 ;
– les connaissances procédurales concernent la structure de la tâche en terme de
définition et d’enchaînement des sous-tâches. Les procédures d’estimation d’une
valeur des paramètres et d’ajustement de ces paramètres décrites dans le chapitre 3
en constituent deux bons exemples ;
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– Les connaissances de raisonnement représentent quant à elles les heuristiques uti-
lisées pour la réalisation de ces sous-tâches. Nous nous restreindrons dans cette
étude aux raisonnements par déduction pure 4, qui peuvent être représentés par
des règles de production – suivant le terme consacré en intelligence artificielle – de
la forme présentée sur la figure 4.1.
si conditions alors actions
F. 4.1 – Règle de production. La lecture doit en être la suivante : les actions définies dans
la deuxième partie de la règle sont exécutées dans la situation où les conditions de la première
partie sont vérifiées.
Les connaissances procédurales et les connaissances de raisonnement peuvent être
regroupées sous le terme de connaissances inférentielles. En effet, elles permettent de
créer, d’inférer de nouvelles connaissances à partir des connaissances descriptives. C’est
cette distinction entre connaissances descriptives et inférentielles que nous allons adop-
ter dans la suite de ce chapitre pour décrire notre modélisation.
4.1.3 Différents niveaux de connaissances
Sur la base des travaux de Foucault (1990, p. 86-91), Amdisen (1994) distingue
trois catégories de connaissances mises en œuvre pour la modélisation en hydroin-
formatique : les connaissances de raisonnement indépendantes du domaine (domain
independent reasoning knowledge), les connaissances de raisonnement spécifiques au do-
maine (domain specific reasoning knowledge) et les connaissances factuelles (factual know-
ledge), c’est-à-dire liées au système particulier étudié 5. Cette classification nous a servi
de base pour établir quatre niveaux de connaissances représentés sur la figure 4.2.
Connaissances
sur le système étudié
et son modèle
Connaissances sur
l’utilisation du code
Connaissances du domaine
Connaissances génériques sur
le calage de modèles numériques
F. 4.2 – Pyramide des niveaux de connaissances.
4. Amdisen (1994) prévoit que seuls les raisonnements par déduction – et non par induction ou ab-
duction – peuvent être implémentées dans un système hydroinformatique.
5. Les connaissances factuelles sont identifiées à la taxonomia de Foucault, les connaissances de rai-
sonnement indépendantes du domaine à la mathesis, et les connaissances de raisonnement spécifiques au
domaine à la genesis. La référence aux notions demathesis et de taxonomia développées par Foucault (1990)
avait déjà été utilisée par Abbott (1993).
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Les connaissances génériques sur le calage de modèle sont un sous-ensemble de la
première catégorie identifiée par Amdisen. Ces connaissances sont indépendantes du
domaine et englobent notamment la définition d’un modèle numérique, et la descrip-
tion de la tâche de calage de modèle. Nous entendons ici par domaine la discipline
considérée : hydraulique fluviale 1D, hydrologie distribuée, etc. Les connaissances rela-
tives à l’hydraulique fluviale 1D ont pour la plupart été recensées dans le chapitre 1.
Nous avons ensuite scindé la deuxième catégorie identifiée par Amdisen en deux
niveaux, afin de pouvoir distinguer les connaissances indépendantes du code de calcul
utilisé des connaissances spécifiques à l’utilisation de celui-ci.
Les connaissances du domaine sont à la fois spécifiques au domaine et indépendantes
du code de calcul utilisé. Il est important de noter que seules les connaissances directe-
ment mises en œuvre dans l’optique du calage de modèle numérique sont prises en compte
et formalisées en conséquence. Les chapitres 2 et 3 contiennent une grande partie des
connaissances du domaine d’application dont nous proposons une formalisation.
Les connaissances sur le code de calcul relèvent de l’utilisation de ce code pour le
calage de modèle. Elles portent sur le contenu sémantique – relatif au domaine – des
entrées et des sorties du code, mais aussi des heuristiques associées à sa bonne exécution
(détection des erreurs et actions conséquentes).
Enfin, les connaissances sur le système étudié et son modèle sont constituées des don-
nées et des informations recueillies sur le système particulier étudié et sur le modèle
numérique que l’on se propose de caler.
4.2 Outils de formalisation
Cette section présente les outils utilisés pour formaliser l’ensemble des connais-
sances évoquées dans les paragraphes précédents. Cette formalisation s’est effectuée en
grande partie de manière graphique au travers de diagrammes utilisant la notation UML
(OMG, 2003, chap. 3), dont l’annexe B propose une introduction.
4.2.1 Diagrammes de classes UML
Le langage UML s’est imposé naturellement pour la représentation des connais-
sances descriptives, puisqu’il est actuellement devenu un standard pour la conception
orientée objet de systèmes informatiques (Muller et Gaertner, 2000), standard main-
tenu par l’Object Management Group 6. De plus, ce langage – et plus précisément ses
diagrammes de classes 7 – est depuis peu utilisé pour représenter des connaissances sous
forme d’ontologies (Cranefield et Purvis, 1999; Kogut et al., 2002). Dans le domaine
de l’intelligence artificielle, une ontologie est, pour reprendre la définition de Gruber
(1993), la (( spécification explicite d’une conceptualisation 8. )) On peut dire plus sim-
plement qu’une ontologie est une description des concepts et de leurs liens au sein d’un
domaine donné 9.
Un diagramme de classes UML peut par ailleurs être accompagné d’un ou plu-
sieurs diagrammes d’objets dans lesquels sont représentées des instances des classes. Une
6. www.omg.org
7. Voir l’annexe B, p. 233.
8. Proposition de traduction pour (( An ontology is an explicit specification of a conceptualization. ))
9. Le Grand Dictionnaire Terminologique (www.granddictionnaire.com) donne la définition sui-
vante dans le domaine de l’intelligence artificielle : (( Ensemble d’informations dans lequel sont définis les
concepts utilisé dans un langage donné et qui décrit les relations logiques qu’ils entretiennent entre eux. ))
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instance d’une classe représente un objet particulier appartenant à cette classe. Les dia-
grammes d’objet peuvent ainsi être utilisés pour formaliser les connaissances sur le sys-
tème particulier étudié et son modèle, à partir des classes formalisant les connaissances
descriptives des niveaux supérieurs 10.
Le langage UML se trouve être parfaitement adapté à notre approche, puisqu’il
permet à la fois de représenter des concepts d’un domaine – au travers notamment des
diagrammes de classes – et de fournir des spécifications pour le système informatique à
base de connaissances que nous cherchons à développer.
4.2.2 Diagrammes d’activités UML
Les diagrammes de classes UML ayant été retenus pour représenter les connais-
sances descriptives, il restait à déterminer un formalisme pour représenter les connais-
sances inférentielles.
Premiers essais avec le langage CML
L’utilisation dans un premier temps du formalisme CKADS (Schreiber et al.,
1999) pour représenter les sous-tâches du calage de modèle nous a été suggérée par les
premiers travaux menés au LRIA par Bruaux (2001a,b, 2002) dans le cadre du projet
C 11.
La méthode CKADS et le langage associé CML (Conceptual Modeling Lan-
guage) intègrent des diagrammes d’inférence dans lequel sont représentés trois types
d’éléments : des inférences représentant les différentes sous-tâches, des rôles de connais-
sance statiques et des rôles de connaissance dynamiques. Les rôles de connaissance statiques
représentent les éléments qui demeurent inchangés au cours de la tâche considérée. Un
exemple en est donné par le code de calcul qui ne subit aucune transformation durant
ce processus. Les rôles de connaissance dynamiques sont quant à eux affectés par le
processus décrit, comme le modèle numérique ou les résultats de simulation.
Ces outils nous ont permis d’initier une modélisation des connaissances inféren-
tielles à travers la formalisation d’un premier niveau de décomposition de la tâche de
calage. Cette première modélisation ne nous a pas parue satisfaisante pour des raisons
de cohérence avec notre modélisation des connaissances descriptives. En effet, la for-
malisation de l’enchaînement opérationnel des différentes sous-tâches nécessite la re-
présentation des objets utilisés et produits par chacune d’entre elles, qui appartiennent
nécessairement aux classes d’éléments définis dans les diagrammes de classes UML.
Or, le langage CML utilise des rôles de connaissances statiques et dynamiques pour re-
présenter ces différents objets. La correspondance entre connaissances descriptives et
connaissances inférentielles, qui devrait être clairement visible, est ainsi voilée par les
rapports ambigus entre classes UML et rôles de connaissances CML.
Utilisation des diagrammes d’activités UML
Nous avons alors regardé de plus près les diagrammes d’activités proposés par le
langage UML (voir annexe B, p. 234). Dans ce type de diagrammes, les tâches sont
représentées par des activités qui correspondent de manière satisfaisante aux inférences
10. Nous n’avons pas eu recours ici à ce type de diagramme et les caractéristiques de nos différents cas
d’étude ont été directement implémentés dans la base de connaissances du système d’assistance.
11. CaLAge de Codes Par Ingénierie des Connaissances (www.clacic.org).
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du langage CML. De plus, les objets manipulés par les différentes activités sont re-
présentés par des instances anonymes de classes. Ces instances anonymes représentent
ainsi des objets – quelconques – appartenant à une classe définie par ailleurs dans un
diagramme de classes. L’utilisation conjointe des diagrammes d’activités et diagrammes
de classes permet ainsi d’assurer la cohérence et l’homogénéité des représentations des
connaissances descriptives et des connaissances inférentielles.
La plupart des connaissances de raisonnement peuvent de plus être représentées au
sein même des diagrammes d’activités UML à l’aide du langage OCL (Object Constraint
Language). Nous avons seulement utilisé le langage OCL pour représenter ce type de
connaissances au niveau générique, principalement pour signifier des choix entre diffé-
rentes sous-tâches. Pour des raisons de lisibilité, la forme classique des règles de produc-
tion, dans une syntaxe proche du langage naturel, a été utilisée pour les autres niveaux
de connaissances.
Bruaux et al. (2003) ont quant à eux finalement préféré utiliser les diagrammes
SADT 12 (Marca et McGowan, 1988) plutôt que les diagrammes d’activités UML en
avançant des arguments concernant la rigueur dans la représentation des flux de don-
nées. Bruaux et al. avancent d’autres arguments en faveur des diagrammes SADT : une
meilleure visibilité globale et l’aspect hiérarchique qui permet de représenter la décom-
position des tâches. Une extension du langage CML a par ailleurs récemment été pro-
posée par ces auteurs (Bruaux et Kassel, 2004) afin de distinguer de façon plus précise
les différents types de rôles de connaissances. Toutes ces considérations sont tout à fait
légitimes dans le cadre d’une approche théorique de l’ingénierie des connaissances, mais
elles ne semblent pas véritablement fondées dans une approche opérationnelle du génie
logiciel, approche que nous privilégions ici. Morel (2002) propose une illustration de
cette différence de points de vue – et une contribution à leur rapprochement – axée sur
la modélisation des connaissances pour le développement d’applications techniques.
4.2.3 Récapitulatif
Un récapitulatif des formalisations utilisées pour chacun des types et des niveaux de
connaissances est proposé par le tableau 4.1.
Connaissances descriptives Connaissances inférentielles
Connaissances génériques
diagrammes de
classes
diagrammes d’activités
et règles de productionConnaissances du domaine
Connaissances liées au code
Connaissances sur le système diagrammes d’objets –
T. 4.1 – Utilisation des diagrammes UML pour la représentation des différents types et
niveaux de connaissances.
Ce tableau laisse apparaître l’absence de modélisation des connaissances inféren-
tielles sur le système et son modèle. La raison tient en deux points :
– premièrement, les connaissances inférentielles sur le système n’existent pas dans la
plupart des cas et l’obtention de telles connaissances est précisément l’objectif d’une
modélisation numérique du système considéré. Navratil (2005) utilise ainsi un
modèle hydraulique pour obtenir une connaissance inférentielle sur un tronçon
12. Pour Structured Analysis and Design Technique.
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de rivière : quel débit (intrants du système) va provoquer un débordement en lit
majeur (extrants du système) sur le tronçon 13 ?
– deuxièmement, l’établissement des connaissances inférentielles sur le modèle numé-
rique est justement l’objectif de la tâche de calage. C’est précisément à ce niveau
que nos travaux s’insèrent, en proposant une formalisation de toutes les autres
connaissances disponibles dans l’optique des les implémenter au sein d’un sys-
tème d’assistance au calage. Celui-ci va ainsi permettre de vérifier la consistance
des connaissances inférentielles sur le modèle numérique en réalisant un calage
de celui-ci. Le modèle numérique – une fois calé et validé – va ensuite produire
des connaissances inférentielles sur le système par l’intermédiaire de simulations
numériques 14.
La suite de ce chapitre est dédiée aux résultats des modélisations de ces différents ni-
veaux et types de connaissances. Les sections 4.3 et 4.4 sont consacrées respectivement
aux connaissances descriptives et inférentielles. Elle s’attachent toutes deux à présen-
ter notre modélisation du niveau générique et à spécialiser cette modélisation dans le
domaine de l’hydraulique fluviale unidimensionnelle. Enfin, la section 4.5 propose les
résultats de notre modélisation pour les connaissances – descriptives et inférentielles –
relatives à l’utilisation du code M.
4.3 Modélisation des connaissances descriptives
Les connaissances modélisées dans cette section concernent les différents concepts
utilisés dans le cadre d’une validation opérationnelle d’un modèle hydraulique. Dans
un premier temps, nous allons considérer la validation opérationnelle d’un système gé-
nérique et construire une ontologie dans ce cadre générique. Dans un deuxième temps,
nous présentons une spécialisation de cette ontologie dans le domaine de l’hydraulique
fluviale.
4.3.1 OV, une ontologie pour la validation opérationnelle
Nous cherchons ici à décrire et à relier entre eux les éléments utilisés lors d’une
validation opérationnelle, et donc notamment lors de la tâche générique de calage. Ces
éléments constituent une ontologie pour la validation opérationnelle qui sera utilisée
dans le cas particulier du calage de modèle. Cette ontologie sera référencée dans la suite
du document sous le nom OV. Une représentation graphique de cette ontologie
est proposée sur la figure 4.3. Les paragraphes suivants constituent une sorte de grille
de lecture pour l’ontologie générique et se réfèrent aux éléments de la figure 4.3.
Éléments du référentiel terminologique de modélisation
Nous pouvons en premier lieu identifier les éléments déjà évoqués lors de l’éta-
blissement d’un paradigme pour le processus de modélisation numérique (figure 1.6,
13. On peut noter qu’un modèle numérique n’est pas la seule approche pour obtenir de telles connais-
sances. Le débit de pleins bords peut par exemple aussi être déterminé à l’aide de mesures adéquates et de
la formule de Manning (Powell et al., 2004).
14. La notion de post-audit, introduite par Anderson et Woessner (1992b) et évoquée dans le chapitre 1
(section 1.3), correspond à la confrontation des connaissances inférentielles obtenues à partir du modèle
numérique avec celles obtenues par observation du système réel.
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p. 18). Nous retrouvons ainsi les éléments décrits dans le référentiel de Refsgaard et
Henriksen : système générique, système étudié, modèle numérique, code de calcul, etc.
Monde réel et monde digital
Le système étudié est caractérisé dans le monde (( digital )) par des données du système,
constituées de zones découpant le système et éventuellement de structures ponctuelles
identifiées sur ce même système. En hydraulique fluviale, les zones sont les biefs – au
sens numérique du terme – et les structures ponctuelles les différents ouvrages répartis
sur le linéaire de la rivière (ponts, seuils, etc.) 15. De la même façon, un jeu de données
événementielles va permettre de caractériser un événement dans le monde digital.
Il est important de prendre conscience que la manière dont va s’effectuer le pas-
sage du monde réel au monde digital va être conditionnée par le domaine d’application
visé : en hydraulique, si l’on désire seulement modéliser des crues non débordantes, on
pourra se restreindre à la bathymétrie du lit mineur, alors que si le modèle est destiné
à prédire les conséquences d’une crue centennale, la description du lit majeur devra
faire partie des données du système. De même, si la dynamique de la crue n’est pas
essentielle, le débit de pointe enregistré peut s’avérer suffisant pour une simulation en
régime permanent. Ce passage dans le monde digital est représenté dans le processus de
construction du modèle (figure 1.7, p. 19) par la tâche de recueil des données. Il consti-
tue à lui seul une véritable ((modélisation )) du système physique et des événements qui
l’affectent, avec toutes les approximations que cela implique.
Amdisen (1994) distingue quant à lui deux types d’informations dans un système
hydroinformatique : information statique et information dynamique. On peut relier
ces deux types d’information respectivement aux données du système et aux données
événementielles. En suivant ce raisonnement, l’information dynamique comprend aussi
les résultats de simulation, puisqu’ils sont eux aussi liés à un événement.
Différents rôles pour les données
Différents rôles sont attribués aux données événementielles, comme rappelé par
l’U (1993, p. 4-5) dans le manuel de l’ingénieur pour l’hydraulique fluviale :
It is useful to think of “data” in three categories: analysis input data, calibration data,
and validation or confirmation data.
Nous distinguons dans ce document les données d’entrée et les données de référence pour
le processus de calage du modèle. La nature de ces différentes données en hydraulique
a été détaillée dans le chapitre 2. Les données d’entrée regroupent les informations re-
quises pour lancer une simulation. Les données de référence sont quant à elles d’autres
données auxquelles le modélisateur va comparer les résultats de la simulation 16. Pour
une simulation donnée, le même objet ne peut bien évidemment appartenir qu’à une
seule – ou aucune – de ces catégories, et tous les objets considérés dans ces données
doivent caractériser le même événement, à savoir celui simulé. Ainsi, un calage hydrau-
lique ne peut bien évidemment utiliser comme référence l’hydrogramme d’entrée ou la
15. Les casiers, représentant dans un grand nombre de codes de calcul des zones de stockage d’eau en lit
majeur, sont eux aussi des structures ponctuelles.
16. Le processus de validation du modèle, hors du propos de ces travaux, fait effectivement, comme
l’indique l’U (1993) lui aussi intervenir un concept de données de référence pour un rôle quelque
peu différent de celui tenu pendant le calage : si ces données sont bien comparées aux résultats de la
simulation, elles ne servent pas dans ce cas à modifier en conséquence les paramètres du modèle.
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condition limite aval choisie. De même, la relation entre des laisses de crue et l’événe-
ment simulé doit être établie avec certitude, ce qui n’est pas totalement trivial après le
passage de plusieurs crues consécutives.
Définition composite d’un modèle numérique
Le processus de préparation du modèle (figure 1.7, p. 19) permet d’obtenir un mo-
dèle numérique à partir de deux éléments : un code de calcul et des données du sys-
tème. Il est ainsi une (( description informatisée du système étudié )), suivant la défini-
tion du référentiel de Refsgaard et Henriksen. Nous proposons donc ici une définition
(( composite )) d’un modèle numérique. La figure 4.3 présente ainsi un modèle numé-
rique comme une composition d’un code de calcul, des données du système, mais aussi
d’un jeu de paramètres à déterminer. Nous avons de plus identifié deux types de para-
mètres :
– les paramètres locaux caractérisent une représentation insuffisamment précise d’un
processus physique ponctuel (dans le temps et/ou l’espace) ;
– les paramètres distribués rendent compte de la même façon d’une description ap-
proximative de processus physiques répartis sur l’ensemble du domaine modélisé.
Un modèle pour prédire
Le modèle numérique ainsi défini permet de simuler le système étudié, en utilisant
des données d’entrée pour produire un jeu de prédictions événementielles, agrégat de plu-
sieurs prédictions événementielles. En hydraulique fluviale unidimensionnelle, l’ensemble
de ces prédictions peut être représenté comme des surfaces dans des espaces 3D (x,t,Q)
et (x,t,z), comme celles dessinées sur la figure 2.2 p. 46. Ce jeu de prédictions doit
reproduire le jeu de données de référence associé à l’événement simulé avec le niveau de
correspondance attendu. Le modèle sera ainsi dit (( calé )) si la surface 3D de la figure 2.2
passe (( assez près )) des lignes et points représentant les données hydrométriques de ré-
férence. Il faut noter que l’utilisation de plusieurs événements pour le calage nécessite
le tracé d’autant de surfaces dans ces espaces 3D.
Exemples de spécialisation dans plusieurs domaines
Pour appréhender le caractère générique de cette ontologie, nous pouvons rattacher
ces notions à plusieurs cas concrets de calage de modèles numériques dans différents
domaines liés à l’eau : hydraulique fluviale unidimensionnelle, hydrologie distribuée
et hydraulique souterraine. Le tableau 4.2 propose un exemple de spécialisation des
notions génériques de la figure 4.3 pour chacun de ces trois domaines. Ces exemples ont
été tirés de recherches menées récemment au sein de l’unité Hydrologie-Hydraulique
du C.
4.3.2 OH, une ontologie pour l’hydraulique fluviale 1D
Cette section s’intéresse à développer une ontologie pour la validation opération-
nelle en hydraulique fluviale unidimensionnelle, référencée dans la suite du document
sous le nom OH. Nous ne prétendons pas donner ici une représentation exhaus-
tive des concepts relatifs au domaine de l’hydraulique fluviale, mais seulement de ceux
mis en œuvre au cours d’une tâche de calage de modèle ou de validation de modèle.
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Des choix importants ont de fait été effectués dans la construction et la structure de
cette ontologie. Nous avons spécialisé pour le domaine de l’hydraulique les différents
concepts présentés dans la section précédente, tout d’abord ceux liés aux objectifs du
modèle, puis les données du système et les paramètres, et enfin les données et prédic-
tions événementielles.
Missions d’un modèle hydraulique
Le domaine d’application visé et le niveau de correspondance attendu sont des élé-
ments qui conditionnent l’ensemble du processus de calage. La figure 4.4 représente la
spécialisation que nous avons adoptée.
DomaineDApplicationVisé NiveauDeCorrespondanceAttendu
PrévisionDeCrues DéterminationDeZonesInondables CritèresSurNiveauxDEauMaximumsCritèresSurPointeDeCrue
<<incomplete>>
{seules ces situations 
ont été implémentées}
F. 4.4 – Spécialisation du domaine d’application visé et du niveau de correspondance
attendu pour l’hydraulique fluviale. La flèche tiretée indique une relation de dépendance.
Il faut noter que le niveau de correspondance attendu va en effet – comme indiqué
sur la figure 4.4 – fortement dépendre du domaine d’application visé. En effet, si un
modèle hydraulique est destiné à identifier des zones inondables, alors le niveau de
correspondance attendu devra considérer la qualité de la reproduction des niveaux d’eau
maximum atteints pendant les événements de calage. De même, il est opportun dans
un tel cas de considérer un critère sur la reproduction de la pointe de crue – au niveau
quantitatif et/ou temporel – lorsque le modèle est destiné à être utilisé comme outil de
prévision des crues.
Données du système et paramètres
En hydraulique fluviale unidimensionnelle, on peut regrouper les données du sys-
tème en trois sous-ensembles :
– les données topologiques incluent la description du réseau hydrographique par
l’intermédiaire de noeuds et de biefs ;
– les données topographiques incluent la description de la géométrie de la rivière
grâce à des sections en travers ;
– les données sur les ouvrages décrivent les structures hydrauliques (déversoirs, ori-
fices, etc.), présents sur le linéaire modélisé.
Dans le contexte de la validation opérationnelle, cette classification apparaît superflue,
et nous avons décidé de définir directement les données du système en hydraulique
fluviale comme une aggrégation des éléments évoqués ci-dessus : biefs, noeuds, sections
en travers et ouvrages. La modélisation de ces éléments est proposée sur la figure 4.5.
En sus de ces éléments, nous avons défini un tronçon de rivière, modélisé – à l’instar
d’un bief – comme un dérivé du concept générique de zone. Ce tronçon de rivière,
limité par deux sections, a été défini indépendamment des données du système, pour
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DonnéesDuSystème
DonnéesDu SystèmeFluvial Bief
NoeudSectionEnTravers
TronçonDeRivière
Paramètre
ParamètrePonctuel ParamètreDistribué
ZoneStructurePonctuelle
OuvrageHydraulique
CoefficientDeDébit CoefficientDeResistance
{spécialisation} {spécialisation}
{spécialisation}
{specialisation}
Déversoir Orifice
*
1..*
1
* 0..1 1..*0..1 0..1
situé sur
section amont
* 0..1
1..*
*
s'applique à
0..1 1..*
1
s'applique à
1
appartient à
1..*
*
2..*
2..*1
situé sur
11
section aval
1 * *
1 1
noeud amont noeud aval
0..1 0..1
*
s'applique à
1
F. 4.5 – Spécialisation des données du système et des paramètres pour le domaine de
l’hydraulique fluviale 1D, dans une optique de validation opérationnelle. Les classes en
italique représentent les concepts génériques.
qu’il puisse librement incarner – notamment – la région d’application du coefficient de
résistance, lui-même dérivé du concept de paramètre distribué. De la même façon, à un
ouvrage hydraulique, dérivé du concept de structure, va être associé un coefficient de
débit 19, lui-même dérivé du concept de paramètre ponctuel.
Nature des données et prédictions événementielles
Comme nous l’avons vu au chapitre 2, les données événementielles en hydraulique
fluviale peuvent se rapporter à des ensembles de points en deux dimensions, dans un
des plans (t,h), (t,Q), (x,h) et plus rarement (x,Q). Ce constat nous a donc conduit à
construire, pour représenter les différents éléments liés à une crue – dérivée du concept
générique d’événement – une arborescence basée sur le concept d’objet graphique bidi-
mensionnel. Cette arborescence est représentée sur la figure 4.6.
Nous distinguons en premier lieu une courbe d’un ensemble de points, pour marquer
la différence entre objets continus – ou quasi-continus – et objets discrets. Cette dis-
tinction trouve sa justification dans la différence entre les résultats d’une simulation,
qui peuvent être obtenus de manière quasi-continue, et les données de terrain qui sont
souvent à la fois peu nombreuses et éparses. Ces concepts de courbe et d’ensemble de
points nous seront utiles dans le chapitre 6. Leur spécialisation dans le domaine de l’hy-
draulique fluviale nous permet ainsi de faire dériver le concept d’ensemble de points de
19. Pour la modélisation d’un pont, par exemple, deux coefficients peuvent être associés à l’ouvrage :
l’un pour l’écoulement sous les arches, et l’autre pour l’écoulement sur le tablier.
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crue du concept générique de donnée événementielle 20 – émanant de l’ontologie géné-
rique –, et de façon symétrique, de faire dériver le concept de courbe de crue du concept
générique de prédiction événementielle. Un hydrogramme est par exemple un objet dis-
cret s’il est mesuré, alors qu’il peut être considéré comme continu s’il est le résultat
d’une simulation numérique.
Nous avons ainsi étendu l’arborescence en fonction des différentes caractéristiques
possibles d’un ensemble de points et d’une courbe en hydraulique fluviale unidimen-
sionnelle. Un ensemble de points de crue peut en effet être mesuré à un instant donné
(niveau d’eau, débit, jaugeage 21 et ligne d’eau), dans une section donnée (niveau d’eau,
laisse de crue, débit, jaugeage, courbe de tarage, limnigramme et hydrogramme) ou dans un
intervalle de temps donné (laisse de crue et ligne de laisses de crue). De la même façon,
une courbe de crue peut être calculée à un instant donné (ligne d’eau), dans un inter-
valle de temps donné (ligne d’eau enveloppe), dans une section donnée (limnigramme et
hydrogramme) ou encore sur un tronçon donné (hydrogramme réparti).
La définition d’un hydrogramme réparti à l’aide de sa région d’application propose
ainsi une autre fonction du concept de tronçon que l’on a utilisé plus haut comme région
d’application du coefficient de résistance. On retrouve cette pluralité de définition au
niveau ((métier )) dans l’environnement de modélisation pour M, appelé AM0 et
développé par Tardy (2003) et Le Drogo (2004).
Rôle des données événementielles
Dans la figure 4.6, nous avons utilisé la notion d’héritage multiple pour modéliser
à la fois la nature des objets hydrauliques – représentée par l’arborescence décrite dans
la section précédente – et leur rôle dans le processus de calage. D’une part, toutes les
courbes calculées sont des prédictions événementielles, à l’exception de l’hydrogramme
réparti, qui est le produit d’une simulation hydrologique. D’autre part, tout ensemble
de points mesuré peut être considéré – à la discrétion du modélisateur – comme une
donnée de référence au cours du processus de calage.
En revanche, le cas est plus complexe pour les données d’entrée (voir figure 4.7).
En hydraulique fluviale, un jeu de données d’entrée est constitué de conditions limites
amont (hydrogrammes mesurés), de conditions limites aval, (limnigrammes mesurés
et/ou courbes de tarage), et éventuellement de conditions limites intermédiaires (hy-
drogrammes répartis) et de conditions initiales (lignes d’eau). Seuls quelques types de
données mesurées peuvent ainsi jouer le rôle de données d’entrée.
4.3.3 Comparaison à d’autres travaux sur des ontologies du domaine
Les sections précédentes ont présenté la construction de deux ontologies distinctes,
la deuxième étant la spécialisation de la première pour une discipline particulière. Elles
sont toutes deux associées à la résolution d’un problème spécifique, à savoir la valida-
tion opérationnelle. Quelques travaux de construction d’ontologies de domaines voisins
de l’hydraulique fluviale ont été réalisés récemment et cette section se propose de les
comparer à notre approche.
20. On peut noter qu’un ensemble de points de crue peut être réduit à un seul élément.
21. En première approximation, étant donné que la mesure des vitesses est rarement instantanée.
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1
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*
1
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0..1
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1..* *
0..1
1..*
ligne d'eau intiale
*
1
1 1
1
1
F. 4.7 – Nature des données d’entrée pour le calage de modèles hydrauliques.
HQA
Le projet HQA s’est bâti avec une approche ontologique (Scholten, 2001;
Scholten et Beulens, 2002), aussi bien pour l’ontologie de la tâche – ici la modélisation
numérique – que pour l’ontologie du domaine – ici l’ensemble des disciplines liées à
la modélisation de bassins versants. L’outil développé, appelé MST, a été construit à
partir de l’éditeur d’ontologie P-2000 (Fridman Noy et al., 2000). Il propose
ainsi notamment un glossaire de termes à la fois utilisés dans ces disciplines liées à l’eau
et reliés à la modélisation numérique (Scholten et al., 2004). L’ontologie du domaine
développée dans ce cadre a servi de base à la construction de l’ontologie OV
présentée dans la section 4.3.1, notamment par l’intermédiaire du référentiel termino-
logique de Refsgaard et Henriksen (2004). On peut noter qu’OV est plus spécia-
lisée, puisqu’elle ne concerne qu’une partie de la tâche de modélisation numérique, à
savoir le calage du modèle.
H
Récemment, une ontologie du domaine de l’hydrologie – appelée H 22 – a été
réalisée dans le cadre d’une thèse à l’université de Drexler (Bermudez et Piasecki, 2003,
2004b). Elle a été développée pour fonctionner sur le web et s’appuie sur un langage à
balises appelé HML 23 pour les métadonnées en hydrologie (Piasecki et Bermudez,
2003; Bermudez et Piasecki, 2004a). Cette ontologie, au contraire de celles développées
dans le cadre du projet HQA ou des travaux rapportés dans ce mémoire, n’est
pas associée à une ontologie de la tâche. Elle peut de ce fait être considérée comme plus
(( générique )), mais ne prend de fait pas en compte les spécificités associées aux tâches
de modélisation numérique ou de calage de modèle.
22. Pour Hydrologic Ontology for the Web.
23. Pour Hydrologic Markup Language.
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S
Dans le cadre d’un DEA (Morel, 1997), puis d’une thèse réalisés conjointement
entre le C et le LRIA, Morel (2002) a développé un Système d’Aide à la Prévi-
sion et au Diagnostic (S) pour la Loire moyenne. La première version de l’outil
a conduit à la mise en place d’une terminologie pour la gestion du risque inondation,
modélisée à l’aide du formalisme UML. Cette terminologie est constituée de dix ru-
briques : hydrographie physique, modélisation hydraulique, aléa de crue, géométrie,
temps, ouvrages, territoire administratif, phénomènes hydrauliques, gestion du bassin
et diagnostic du risque. Des diagrammes de classes UML interdépendants permettent
de représenter chacune de ces rubriques.
Les concepts de l’ontologie OH développée plus haut se retrouvent quasi-
ment dans leur ensemble dans cette terminologie, essentiellement au sein des rubriques
((modélisation hydraulique )) (section, bief, etc.), (( aléa de crue )) (crue, hydrogramme,
etc.) et (( ouvrages )) (seuil, etc.). L’ontologie mise en place par Morel n’ayant pas été
développée précisément dans l’optique d’une modélisation numérique, on n’y retrouve
pas le concept de paramètre, essentiel dans le cadre de la tâche de calage.
Dans un deuxième temps, une base de connaissances sur le (( risque aux échelles
d’annonce de crue )) a été développée. Les connaissances du domaine contenues dans
la première version de S ont été restructurées et homogénéisées pour produire
une ontologie du domaine (( risque inondation )) à l’aide du langage de spécification
d’ontologies OS (Kassel, 2002).
Récapitulatif
Le tableau 4.3 propose un récapitulatif des expériences de construction d’ontolo-
gies présentées ci-dessus. Le principal enseignement à tirer de ces comparaisons est la
diversité des modélisations possibles pour les mêmes objets, en fonction de la discipline
et du problème considéré.
Ontologie ou
outil
Discipline Problème Langage
MST Hydrosciences Modélisation numérique P-2000
H Hydrologie Description de données HML
S Hydrologie Gestion du risque inondation UML
Ontologie
(( S ))
Hydrologie Gestion du risque inondation OS
OV Générique Validation opérationnelle UML
OH Hydraulique fluviale 1D Validation opérationnelle UML
T. 4.3 – Comparaison de travaux sur des ontologies de domaine.
Encore une fois, notre approche n’a pas la prétention de modéliser de façon (( uni-
verselle )) l’ensemble des concepts de modélisation numérique ou d’hydraulique flu-
viale, mais les deux ontologies OV et OH constituent une proposition de
modélisation de certains de ces concepts dans l’optique spécifique de la validation opéra-
tionnelle, d’une part dans un cadre générique, et d’autre part pour l’hydraulique fluviale
unidimensionnelle.
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4.4 Modélisation des connaissances inférentielles
Cette section s’attache à présenter notre modélisation du processus de calage. Cette
modélisation s’inscrit comme la formalisation du paradigme actuel pour le calage de
modèles numériques. Après une présentation du processus dans son ensemble, chacune
des étapes du calage est détaillée, à la fois dans un cadre générique et dans le cadre de
l’hydraulique fluviale unidimensionnelle.
4.4.1 Formalisation du paradigme actuel pour le calage de modèles numé-
riques
Dans le chapitre 3, nous avons distingué différentes étapes dans le processus de ca-
lage de modèles hydrauliques. À partir d’entretiens avec des modélisateurs de disciplines
connexes comme l’hydrologie ou l’hydraulique souterraine, nous avons constaté que ces
différentes étapes étaient présentes – même si elles revêtaient plus ou moins d’impor-
tance – dans le processus de calage de chacune de ces disciplines. Nous avons donc
identifié à partir de cette analyse un paradigme – au sens du terme anglais paradigm 24
– pour le calage de modèles numériques, indépendamment du domaine considéré. Les
différentes étapes constituant ce paradigme sont représentées sur la figure 4.8.
Prérequis et produits de la tâche de calage
Dans le chapitre 1, nous avons identifié les différents éléments requis pour réaliser
la tâche de calage. Il est ainsi nécessaire de disposer d’un modèle numérique non calé
et d’un ensemble a priori non structuré de données événementielles. Deux éléments sont
de plus indispensables pour mener à bien cette tâche : un domaine d’application visé
et un niveau de correspondance attendu. Le produit de la tâche de calage est un modèle
numérique calé. Cette mise au point s’avère nécessaire avant toute décomposition de la
tâche de calage, et elle constitue l’hypothèse de base de notre paradigme.
Connaissances procédurales et connaissances de raisonnement
Dans la figure 4.8, les six étapes principales de la tâche de calage sont représentées
par des états à sous-activités, dans le sens du formalisme UML. Chacune d’entre elle sera
reprise dans un diagramme d’activité propre et détaillé dans les sections suivantes 25.
Ces diagrammes d’activités représentent les connaissances procédurales liées à chacune
des étapes de la tâche.
Pour chacune de ces étapes est proposée une description générique ainsi que les spé-
cificités en hydraulique fluviale unidimensionnelle. Ces spécificités sont présentées sous
forme de recommandations issues d’entretiens avec des modélisateurs et des quelques
guides disponibles en la matière (et notamment Cunge et al., 1980, chap. 5 : Calibra-
tion and data needs). Ces recommandations seront exprimées pour chacune des étapes
de manière discursive et semi-formelle et regroupées sous forme de paragraphes, pour une
question de lisibilité. Chacun de ces paragraphes représente une heuristique ou connais-
24. La première définition donnée par The Free Dictionary (www.thefreedictionary.com) est la
suivante : (( Paradigm : One that serves as a pattern or model )).
25. Cette propriété de décomposition hiérarchique des diagrammes d’activités UML est comparable à
celle des diagrammes SADT utilisés par Bruaux et al. (2003).
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CalageDuModèle
:DonnéeÉvénementielle
:DonnéeÉvénementielle [non calé]
:ModèleNumérique
:DomaineDApplicationVisé
DéfinitionDesParamètres
[paramètres valués]
:ModèleNumérique
InitialisationDesParamètres
[paramètres définis]
:ModèleNumérique
[paramètres initialisés]
:ModèleNumérique
::PrédictionÉvénementielle:DonnéeDeRéférence
AffectationDesDonnées
RéalisationDUneSimulation
:JeuDeDonnéesDEntrée
AjustementDesParamètres
[testé]
:ModèleNumérique
QualificationDuModèleCalé
ComparaisonDesPrédictions
:
[meilleure concordance possible]
:JeuDeDonnéesDeRéférence
:PrédictionÉvénementielle:DonnéeDeRéférence
:NiveauDeCorrespondanceAttendu
[calé et qualifié]
:ModèleNumérique
[concordance perfectible]
:JeuDeDonnéesDeRéférence
:
[concordance perfectible]
:JeuDeDonnéesDeRéférence
[reste des événements]
[sinon]
[concordance perfectible]
[sinon]
[définition ok]
F. 4.8 – Processus de calage d’un modèle numérique – Diagramme d’activités UML.
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sance de raisonnement, qui sera implémentée sous forme d’une ou plusieurs règles de
production dans le système d’assistance au calage.
Il faut noter que les connaissances du domaine de l’hydraulique présentées ici sont
loin d’être exhaustives, et qu’elle ne constituent qu’une fraction des connaissances uti-
lisées par les experts lors d’un calage de modèle. Nous verrons dans le chapitre suivant
que le système d’assistance au calage implémentant ces connaissances est par nature
foncièrement évolutif et que l’adjonction de connaissances supplémentaires pourra être
aisément réalisée par la suite.
4.4.2 Affectation des données
L’étape d’affectation des données représentée sur la figure 4.9 vise à déterminer les
données à utiliser lors de la simulation à venir, et le rôle qu’elle vont y tenir. La première
sous-tâche consiste à sélectionner un événement, et donc à extraire de l’ensemble des
données événementielles disponibles celles qui correspondent à cet événement. Parmi
ces dernières, les données d’entrée – à fournir au code de calcul – vont tout d’abord être
identifiées et sélectionnées. Enfin, les données de référence peuvent être extraites des
données événementielles restantes. Il faut noter que toutes ces sous-tâches dépendent
du domaine d’application visé.
AffectationDesDonnées
SélectionDUnÉvénement
SélectionDesDonnéesDEntrée
SélectionDesDonnéesDeRéférence
:DonnéeDeRéférence
:DomaineDApplicationVisé
:DonnéeÉvénementielle
:DonnéeÉvénementielle
:DonnéeÉvénementielle
:DonnéeÉvénementielle
[liée à événement sélectionné]
:DonnéeÉvénementielle
[non sélectionnée comme donnée d'entrée]
:Don éeÉvénementielle
:DonnéeDeRéférence :JeuDeDonnéesDEntrée
F. 4.9 – Étape d’affectation des données – diagramme d’activités UML.
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En hydraulique fluviale
La se´lection d’un e´ve´nement s’effectue sur la base de l’application vise´e du
mode`le. Si celui-ci est destine´ a` la pre´vention des inondations, on doit re´aliser
le calage sur l’e´ve´nement le plus important possible en terme de magnitude.
Il est toutefois ne´cessaire de disposer pour un tel e´ve´nement de suffisamment
de donne´es pour constituer a` la fois un jeu de donne´es d’entre´e et un jeu de
donne´es de re´fe´rence.
S’il existe un hydrogramme enregistre´ a` l’amont du domaine mode´lise´,
celui-ci devra eˆtre utilise´ comme condition limite amont. Si ce n’est pas le
cas, on devra prendre l’hydrogramme enregistre´ au plus pre`s de cette limite
amont, en faisant l’hypothe`se qu’il ne subit pas de de´formation. Il devra eˆtre
translate´ dans le temps pour prendre en compte le temps de propagation de
la crue. La cre´dibilite´ de cette condition limite amont pourra eˆtre ve´rifie´e
par comparaison de l’hydrogramme enregistre´ a` la station hydrome´trique
utilise´e avec l’hydrogramme calcule´ dans la meˆme section. Dans le cas ou`
plusieurs conditions limites amont sont ne´cessaires, les meˆmes re`gles doivent
eˆtre suivies pour chacun des biefs.
Pour la condition limite aval, on utilisera de pre´fe´rence un limnigramme si
disponible. En effet, ce type de mesure contient moins d’incertitude qu’une
courbe de tarage le plus souvent extrapole´e pour le type d’e´ve´nement consi-
de´re´. Si aucune station hydrome´trique n’est pre´sente a` l’extre´mite´ aval du
bief conside´re´, le mode`le doit eˆtre revu pour par exemple disposer d’un re´-
gime uniforme dans la section aval. Dans le cas ou` plusieurs conditions limites
aval sont ne´cessaires, les meˆmes re`gles doivent eˆtre suivies pour chacun des
biefs.
Les conditions limites late´rales peuvent eˆtre ne´cessaires lorsque le domaine
mode´lise´ est relativement important. Les apports late´raux doivent provenir
d’une mode´lisation hydrologique pre´alable de l’e´ve´nement conside´re´ et re-
pre´senter le ruissellement sur le bassin versant interme´diaire et, a` de´faut
d’enregistrements ad-hoc, les apports des aﬄuents.
Les conditions initiales sont la plupart du temps calcule´es par le code de
calcul sur la base d’une hypothe`se de re´gime permanent avec le de´bit de base
avant l’e´ve´nement.
Les donne´es de re´fe´rence seront extraites des donne´es restantes en fonc-
tion de l’objectif du mode`le : si celui-ci est destine´ a` la de´termination des
zones inondables, les laisses de crue seront par exemple privile´gie´es, mais
la priorite´ sera donne´e aux courbes fonction du temps (hydrogrammes ou
limnigrammes) si le domaine d’application vise´ est la pre´vision de crue.
4.4.3 Définition des paramètres
La tâche de définition des paramètres représentée sur la figure 4.10 vise à déterminer
quels vont être les paramètres considérés dans la tâche de calage. L’identification de
deux types de paramètres dans la construction de l’ontologie induit l’existence de deux
sous-tâches menées en parallèle : d’une part, la définition des paramètres ponctuels, et
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d’autre part, la définition des paramètres distribués. Ces sous-tâches dépendent bien
évidemment du domaine d’application visé.
Si les données du système comprennent des structures ponctuelles mettant en œuvre
des processus physiques paramétrables, le modélisateur devra effectuer une sélection de
celles de ces structures auxquelles devront être attribués un – ou des – paramètres de
calage.
Si les données du système comprennent des processus physiques paramétrables de
manière distribuée, le modélisateur devra réaliser une étape supplémentaire : la défini-
tion des zones homogènes, ou zonation. Cette sous-tâche est cruciale dans le processus
de calage, puisqu’elle va déterminer à la fois le niveau de granularité – ou résolution
– de la paramétrisation distribuée et la répartition de ces paramètres sur le domaine
modélisé. Une attention toute particulière devra y être apportée pour éviter la surpara-
métrisation.
DéfinitionDesParamètres
[non calé]
:ModèleNumérique
[paramètres définis]
:ModèleNumérique
:DomaineDApplicationVisé
SélectionDUneStructurePonctuelle
AttributionDUnParamètrePonctuel
:StructurePonctuelle
:ParamètrePonctuel
DéfintionDesZonesHomogènes
:Zone
SélectionDUneZoneHomogène
AttributionDUnParamètreDistribué
:ParamètreDistribué
[pas de processus physique local à paramétriser]
[reste des zones à paramétriser]
[pas de processus distribué à paramétriser]
[sinon]
[sinon]
[reste des structures à paramétriser]
[sinon] [sinon]
F. 4.10 – Étape de définition des paramètres – diagramme d’activités UML.
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En hydraulique fluviale
Pour chaque ouvrage hydraulique e´le´mentaire est de´fini un coefficient de
de´bit. Ces coefficients peuvent ne pas eˆtre conside´re´s comme des parame`tres
lorsque les structures conside´re´s sont bien de´finies, comme par exemple un
seuil artificiel mince perpendiculaire a` l’e´coulement. Toutefois, les coefficients
associe´s a` des structures plus complexes et e´loigne´es des structure de re´fe´-
rence peuvent eˆtre conside´re´s comme des parame`tres de calage.
La de´finition des parame`tres de re´sistance a` l’e´coulement constitue un
point critique dans le calage de mode`les hydrauliques. Cette de´finition doit
eˆtre base´e sur l’examen des donne´es du syste`me, principalement sur les don-
ne´es d’ordre qualitatif. En effet, la question est d’identifier des tronc¸ons de
rivie`re homoge`nes du point de vue de la re´sistance a` l’e´coulement, et donc
du point de vue de chacune des sources de cette re´sistance pre´sente dans
la formule de Cowan (1956) : rugosite´, irre´gularite´ et variation des sections,
obstructions et ve´ge´tation. Ces conside´rations doivent eˆtre applique´es de
manie`re simultane´e au lit mineur et a` la plaine d’inondation.
Si aucune photographie ou observation de terrain n’est disponible, la
de´finition des tronc¸ons homoge`nes peut s’effectuer sur la base d’une analyse
du profil en long du fond de la rivie`re. En effet, on a vu dans le chapitre 3
(p. 59 et suivantes) que le coefficient n de Manning de´pend, au-dela` de la
granulome´trie, de la pente de la ligne d’eau (e´quation 3.9 et e´quation 3.10).
Les ruptures de pente du cours d’eau peuvent eˆtre un bon indicateur a priori
des transitions d’une zone de re´sistance homoge`ne a` une autre.
4.4.4 Initialisation des paramètres
La tâche d’initialisation des paramètres représentée sur la figure 4.11 consiste à at-
tribuer une valeur par défaut aux paramètres précédemment définis. L’initialisation de
chacun de ces paramètres doit être effectuée successivement, car elle requiert des infor-
mations spécifiques à chaque structure ponctuelle et à chaque zone homogène. L’attri-
bution d’une valeur par défaut à un paramètre peut être accompagnée de la détermina-
tion d’une plage de variation. Cette plage de variation va alors contraindre l’ajustement
des valeurs de ce paramètre dans la suite du processus de calage.
En hydraulique fluviale
L’initialisation des coefficients de de´bit des ouvrages peut eˆtre effectue´e
a` partir des tableaux 2.3 et 2.4 pre´sente´s a` la page 38 du chapitre 2.
L’initialisation des coefficients de re´sistance peut eˆtre effectue´e a` partir
de la proce´dure de´veloppe´e au chapitre 3 et de´crite dans la figure 3.4 pour
chacun des tronc¸ons homoge`nes identifie´s. Cette proce´dure permet d’attri-
buer a` la fois une valeur initiale et un intervalle de variation pour chaque
coefficient de re´sistance.
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InitialisationDesParamètres
IntialisationDUnParamètrePonctuel IntialisationDUnParamètreDistribué
[paramètres définis]
:ModèleNumérique
[initialisé]
:ParamètrePonctuel
[initialisé]
:ParamètreDistribué
[paramètres initialisés]
:ModèleNumérique
[autres paramètres distribués][autres paramètres ponctuels] [sinon][sinon]
F. 4.11 – Étape d’initialisation des paramètres – diagramme d’activités UML.
4.4.5 Réalisation d’une simulation
L’étape de réalisation d’une simulation, représentée sur la figure 4.12, consiste à
exécuter le code de calcul à l’aide d’un jeu de données d’entrée, correspondant à l’évé-
nement sélectionné dans l’étape d’affectation des données. Le résultat de cette simula-
tion va être un jeu de prédictions rapportées à l’événement considéré. Afin d’exécuter
le code, un prétraitement doit être effectué, notamment pour réécrire les données d’en-
trée dans un format lisible par celui-ci. De la même façon, un post-traitement doit
être effectué pour extraire des produits de la simulation les prédictions événementielles.
Une description plus fine de cette étape sera présentée dans la section 4.5 consacrée aux
connaissances sur l’utilisation du code M.
RéalisationDUneSimulation
:JeuDeDonnéesDEntrée
[paramètres valués]
:ModèleNumérique
:PrédictionÉvénementielle
[testé]
:ModèleNumérique
:PrédictionÉvénementielle
F. 4.12 – Étape de réalisation d’une simulation – diagramme d’activités UML.
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4.4.6 Comparaison des prédictions
L’étape de comparaison des prédictions, représentée sur la figure 4.13, vise à con-
fronter le jeu de prédictions événementielles obtenu à l’étape précédente avec le jeu
de données de référence sélectionné au cours de l’étape d’affectation des données. Les
premières sous-tâches consistent à sélectionner une donnée de référence, puis à sélec-
tionner la prédiction événementielle à laquelle elle va être confrontée. La comparaison
en elle-même consiste à identifier, en fonction du niveau de correspondance attendu,
la nature et l’intensité de l’écart entre prédiction et donnée de référence. Toute cette
procédure doit être réalisée jusqu’à ce que toutes les données de référence disponibles
– pour tous les événements considérés – soient confrontées à des prédictions 26. L’en-
semble des écarts constatés est ainsi compilé pour conduire à une différence globale
entre prédictions du modèle et données de calage.
En hydraulique fluviale
Dans certains cas, la se´lection d’une pre´diction e´ve´nementielle peut eˆtre
triviale : la pre´diction correspondant a` un hydrogramme mesure´ sera l’hydro-
gramme calcule´ dans la meˆme section. En revanche, lorsque la donne´e de
re´fe´rence est une hauteur d’eau mesure´e par exemple, on peut la comparer
a` deux objets : un limnigramme au point de mesure ou bien une ligne d’eau
au temps de la mesure (cf. figure 2.2(b), p. 46). Le choix va ainsi de´pendre
du domaine d’application vise´.
Une typologie sommaire des e´carts entre donne´e de re´fe´rence et pre´diction
est pre´sente´e dans le tableau ci-dessous.
Donne´e de re´fe´rence E´cart e´ventuel
Niveau d’eau Sur niveau
Laisse de crue Sur niveau
Ligne d’eau
{
Syste´matiquement de meˆme sens sur niveaux
Alterne´ sur niveaux
Ligne de laisses de crue
{
Syste´matiquement de meˆme sens sur niveaux
Alterne´ sur niveaux
Hydrogramme Syste´matique en temps
Limnigramme Syste´matique en temps
La compilation des comparaisons intra-e´ve´nements s’effectue en fonction
du domaine d’application vise´. On donne ainsi en ge´ne´ral plus d’importance a`
une comparaison de lignes d’eau a` fort de´bit lorsque le mode`le est destine´ a` la
de´termination de zones inondables. En revanche, une ligne d’eau a` de´bit plus
faible peut eˆtre utilise´e pour de´terminer la valeur du coefficient de re´sistance
du lit mineur avant de´bordement.
La compilation des comparaisons inter-e´ve´nements privile´giera ainsi de la
meˆme fac¸on les crues importantes – ou tout du moins de´bordantes – lorsque
l’application vise´e est la de´termination des zones inondables.
26. Dans le cadre restreint de la tâche de calage. D’autres données de référence et d’autres événements
peuvent être disponibles par ailleurs pour d’autres tâches, et notamment la tâche de validation du modèle.
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ComparaisonDesPrédictions
SélectionDUneDonnéeDeRéférence
SélectionDUnePrédiction
ComparaisonEntreRéférenceEtPrédiction
CompilationDesComparaisonsIntraÉvénement
[confrontée]
:DonnéeDeRéférence
:DonnéeDeRéférence :PrédictionÉvénementielle
[non confrontée]
:DonnéeDeRéférence
:PrédictionÉvénementielle
:JeuDeDonnéesDeRéférence
CompilationDesComparaisonsInterÉvénements
:DomaineDApplicationVisé :NiveauDeCorrespondanceAttendu
[confronté]
:JeuDeDonnéesDeRéférence
:DonnéeDeRéférence :PrédictionÉvénementielle
[confrontée]
:JeuDeDonnéesDeRéférence
[autres données de référence]
[sinon]
F. 4.13 – Étape de comparaison des prédictions – diagramme d’activités UML.
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4.4.7 Ajustement des paramètres
L’étape d’ajustement des paramètres, représentée sur la figure 4.14, consiste à mo-
difier les valeurs de certains paramètres en fonction des problèmes identifiés lors de
la comparaison des prédictions événementielles aux données de référence. Trois types
d’ajustement sont envisageables :
– l’ajustement d’un type entier de paramètres distribués vise à réduire un écart systé-
matique sur l’ensemble du domaine modélisé ;
– l’ajustement d’un seul paramètre distribué s’applique dans le cas d’une divergence
plus localisée, sans toutefois être obligatoirement sur la zone d’application de ce
paramètre. L’effet de ce paramètre peut tout à fait s’étendre au-delà ;
– l’ajustement d’un paramètre ponctuel peut permettre de réduire un écart similaire
au cas précédent en agissant uniquement sur la modélisation d’une structure
ponctuelle.
AjustementDesParamètres
[testé]
:ModèleNumérique
[ajusté]
:ParamètrePonctuel
[ajusté]
:ParamètreDistribué
SélectionDunParamètreDistribué
AjustementDUnParamètreDistribué
SélectionDUnParamètrePonctuel
[valué]
:ParamètreDistribué
[valué]
:ParamètrePonctuel
AjustementDUnParamètrePonctuel
:ParamètreDistribué
[valué]
:Par mètreDistribué
SélectionDUnTypeDeParamètresDistribués
[paramètres ajustés]
:ModèleNumérique
:ParamètreDistribué
[ajusté]
:Par mètreDistribué
AjustementDUnTypedeParamètresDistribués
:
[confronté]
:JeuDeDonnéesDeRéférence
[sinon]
[sinon]
[problème sur zone]
[problème global]
F. 4.14 – Étape d’ajustement des paramètres – diagramme d’activités UML.
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En hydraulique fluviale
Le type d’ajustement des coefficients de re´sistance est intimement lie´ au
type d’e´cart identifie´ entre donne´e de re´fe´rence et pre´diction correspondante,
comme le montre le tableau ci-dessous. Il faut noter que les raisonnements
indique´s dans ce tableau ne sont valables que lorsqu’un seul e´ve´nement est
utilise´ pour le calage et que l’on ne dispose que d’une seule donne´e de re´fe´-
rence sur cet e´ve´nement.
E´cart identifie´ Type d’ajustement 27
Sur un niveau d’eau infe´rieur au niveau de
de´bordement
Global sur nc
Sur un niveau d’eau au-dessus du niveau de
de´bordement
Global sur nc et nf
Sur une laisse de crue Global sur nc et nf
Syste´matiquement de meˆme sens sur les ni-
veaux d’une ligne d’eau mesure´e sous le ni-
veau de de´bordement
Global sur nc
Alterne´ sur les niveaux d’une ligne d’eau
mesure´e sous le niveau de de´bordement
Local sur nc du tronc¸on de re´sistance ho-
moge`ne le plus a` l’aval parmi ceux concer-
ne´s par l’e´cart
Local a` l’amont d’un ouvrage complexe Ponctuel sur µ de l’ouvrage
Syste´matiquement de meˆme sens sur les ni-
veaux d’une ligne d’eau mesure´e sous le ni-
veau de de´bordement
Global sur nc et nf
Alterne´ sur les niveaux d’une ligne d’eau
mesure´e sous le niveau de de´bordement
Local sur nc et nf du tronc¸on de re´sis-
tance homoge`ne le plus a` l’aval parmi ceux
concerne´s par l’e´cart
Local a` l’amont d’un ouvrage complexe Ponctuel sur µ de l’ouvrage
Syste´matique en temps sur un hydro-
gramme d’une crue non de´bordante
Global sur nc des tronc¸ons a` l’amont
Syste´matique en temps sur un limni-
gramme d’une crue non de´bordante
Global sur nc des tronc¸ons a` l’amont
Syste´matique en temps sur un hydro-
gramme d’une crue non de´bordante
Global sur nc et nf des tronc¸ons a` l’amont
Syste´matique en temps sur un limni-
gramme d’une crue non de´bordante
Global sur nc et nf des tronc¸ons a` l’amont
Un ajustement local d’un coefficient de re´sistance peut eˆtre remplace´
par celui d’un coefficient de de´bit d’un ouvrage situe´ a` l’aval imme´diat du
tronc¸on concerne´. L’ajustement d’un coefficient de de´bit ne doit bien suˆr
s’effectuer que si l’ouvrage conside´re´ est e´loigne´ des standards pour lesquels
des valeurs the´oriques ont e´te´ de´termine´es.
27. Les notations nc, nf et µ repre´sentent respectivement un coefficient de re´sistance du lit mineur
(channel), un coefficient de re´sistance du lit majeur (floodplain) et un coefficient de de´bit d’un ouvrage.
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4.4.8 Qualification du modèle
La tâche de qualification du modèle, représentée sur la figure 4.15, consiste à
émettre un avis sur le modèle numérique calé, en fonction du domaine d’application
visé et du niveau de correspondance attendu. Cet avis va dépendre de la concordance
entre le niveau de correspondance attendu et les écarts obtenus entre jeux de données
de référence et prédictions événementielles. Tous ces éléments peuvent être numériques
ou symboliques (Refsgaard et al., 2004, p. 11) :
Performance statistics must comprise quantifiable and objective measures. However nu-
merical measures cannot stand alone. Often expert opinions are necessary supplements.
L’avis donné sur le modèle va bien sûr aussi dépendre du domaine d’application visé
pour le modèle, comme l’a été la compilation des comparaisons effectuées entre don-
nées de référence et prédictions.
QualificationDuModèleCalé
:NiveauDeCorrespondanceAttendu :DomaineDApplicationVisé
[testé]
:ModèleNumérique
[calé et qualifié]
:ModèleNumérique
:JeuDeDonnéesDeRéférence
[confronté]
:JeuDeDonnéesDeRéférence
F. 4.15 – Étape de qualification du modèle – diagramme d’activités UML.
En hydraulique fluviale
Un mode`le destine´ a` la pre´vision de crues peut eˆtre qualifie´ de bon s’il
reproduit de manie`re satisfaisante – en terme de gradient de monte´e et/ou
de pointe de crue – des hydrogrammes et/ou des limnigrammes mesure´s a`
l’aval du domaine mode´lise´, et ceci pour diffe´rents types de crues.
Un mode`le destine´ a` la de´termination de zones inondables peut eˆtre qua-
lifie´ de bon s’il reproduit de manie`re satisfaisantes des lignes d’eau mesure´es
au-dessus du niveau de de´bordement et/ou des laisses de crue, et ceci pour
des crues importantes.
4.4.9 Comparaison à d’autres travaux sur la formalisation du processus de
calage
La tâche de calage de modèles numériques a fait l’objet de plusieurs travaux de
formalisation, notamment au sein du projet HQA, mais aussi dans le projet
C.
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HQA
La tâche de calage modélisée dans le cadre du projet HQA est représentée
sur la figure 4.16. Deux observations peuvent être effectuées : premièrement, dans la
version finale, la tâche de calage est intimement liée à la tâche de validation de mo-
dèle et elles forment à elles deux la quatrième étape du processus de modélisation nu-
mérique appelée Calibration and Validation. Nous avons choisi dans ce mémoire de
considérer la tâche de calage comme une entité propre afin de restreindre notre champ
d’investigation. Nous avons ainsi préféré suivre de manière plus rigoureuse le référen-
tiel terminologique de Refsgaard et Henriksen (2004) qui associe la tâche de calage à la
construction du modèle et la tâche de validation à celle de simulation prédictive.
Deuxièmement, la tâche de calage modélisée dans le projet HQA fait in-
tervenir une sous-tâche d’(( optimisation )) qui inclut à la fois la méthode ((manuelle ))
et l’optimisation automatique. Notre approche considère uniquement une approche
manuelle puisqu’elle vise à modéliser les connaissances d’un expert devant réaliser cette
tâche. Nous verrons dans le chapitre 7 comment prendre en compte l’utilisation d’une
méthode d’optimisation automatique comme aide au calage.
C
Sur la base d’entretiens avec des experts de plusieurs disciplines, Bruaux et al. (2003)
définissent cinq sous-tâches – représentées dans la figure 4.17 – pour le calage de mo-
dèles :
– Pre´parer le calage correspond peu ou prou à la définition du domaine d’appli-
cation visé et du niveau de correspondance attendu, que nous avons choisi de
représenter en amont – et donc en dehors – de la tâche de calage. Elle inclut de
plus implicitement la tâche d’affectation des données de notre paradigme et la
partie de définition des paramètres consacrés aux paramètres ponctuels ;
– Initialiser le calage correspond à la sous-tâche d’attribution d’une valeur par défaut
restreinte aux paramètres ponctuels ;
– Localiser le calage se rapporte à la définition des paramètres distribués et leur
attribution d’une valeur par défaut ;
– Affiner le calage regroupe la tâche de lancement de simulation, la tâche de com-
paraison des prédictions et la sous-tâche d’ajustement des valeurs des paramètres ;
– Terminer le calage correspond à la tâche de qualification du modèle.
Par cette rapide comparaison des deux paradigmes, on constate que la modélisation
d’une tâche repose sur des choix qui ne sont ici visiblement pas les mêmes. Ceci ne veut
pas dire que l’un ou l’autre des paradigmes soit à rejeter. Ils correspondent seulement
à deux visions de la même tâche qui privilégient chacune des aspects spécifiques. Cette
comparaison montre aussi que les deux paradigmes contiennent substantiellement les
mêmes éléments, ce qui permet de vérifier a posteriori la propriété paradigmatique
du processus de calage que nous avons mise en avant par l’intermédiaire d’exemples
d’autres domaines dans le tableau 4.2 p. 91.
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OK
not OK
not OK
choose
optimization
parameters
sensitivity
analysis
specify
objective
function
choose
optimization
method
define stop
criteria
do parameter
optimization
analyse
residual error
uncertainty
analysis
calibration
(a) En amont du projet, d’après van Wa-
veren et al. (1999).
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Fig. 5. The ﬁve steps and 45 tasks of modelling process in the HarmoniQuA knowledge base.
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(b) Version finale du projet,
d’après HQA Consor-
tium (2004).
F. 4.16 – Représentation de la tâche de calage au sein du projet HQA. Dans
la figure de droite, la flèche sortant vers la gauche est un retour vers la tâche Specify or
Update Calibration + Validation Targets and Criteria de l’étape Model Set-Up. La flèche
rentrant depuis la droite provient d’une décision (( bad )) par la tâche Assess Soundness of
Simulation de l’étape Simulation and Evaluation.
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4.5 Modélisation des connaissances sur l’utilisation du code
M
Les deux sections précédentes ont permis d’aborder l’essentiel des connaissances né-
cessaires pour effectuer un calage de modèle en hydraulique fluviale unidimensionnelle.
Mais la mise en œuvre opérationnelle d’un calage nécessite l’utilisation du code de calcul
à la base du modèle numérique concerné, pour réaliser la sous-tâche de lancement de
simulation. Nous nous sommes concentrés sur un code de calcul afin de pouvoir réa-
liser un prototype opérationnel de système d’assistance au calage. Après avoir justifié
le choix du code M, cette section propose donc notre modélisation des connais-
sances descriptives et inférentielles sur son utilisation, puis une spécialisation de l’étape
de réalisation d’une simulation avec ce code.
4.5.1 Choix du code M
Parmi l’ensemble des logiciels présents sur le marché, dont un aperçu a été donné
au chapitre 2, notre choix s’est porté sur le code M pour les raisons suivantes :
– premièrement, ce code implémente le modèle conceptuel communément admis
pour les écoulements unidimensionnels et décrit dans le chapitre 2. Ses spécifi-
cités concernant la détermination de la débitance ont été évoqués dans ce même
chapitre ;
– deuxièmement, la structure de ce code permet une intégration aisée dans une
chaîne de traitement. En effet, il se présente sous la forme de programmes exécu-
tables en ligne de commande. De plus, ces exécutables utilisent et produisent des
fichiers texte, ce qui facilite la lecture et l’écriture d’informations et leur traduc-
tion en terme d’objets du domaine ;
– enfin, ce code a été créé au C et son développement est assuré par un
chargé de recherche de l’unité Hydrologie-Hydraulique. La proximité du dé-
veloppeur du code utilisé a été un avantage majeur dans la modélisation des
connaissances associées. En effet, le développeur d’un code est son premier uti-
lisateur et connaît donc mieux que quiconque les heuristiques associées à son
utilisation.
4.5.2 Connaissances descriptives – fichiers
Les fichiers informatiques regroupent toute la connaissance sur les éléments liés à
l’utilisation du code. Un extrait de notre modélisation de ces fichiers est donné sur la
figure 4.18. L’annexe F propose un aperçu de la modélisation de l’ensemble des types
de fichiers utilisés par le code M. Trois types de fichiers peuvent ainsi être identifiés :
– les fichiers contenant des représentations des objets du domaine, dans un format
spécifique au code. Les représentations des données du système ainsi que celles
des paramètres du modèle sont contenues dans des fichiers d’entrée. Les représen-
tations des objets constituant les données d’entrée sont elles aussi contenues dans
des fichiers d’entrée, alors que ceux constituant les prédictions événementielles
sont contenus dans des fichiers de sortie ;
– les fichiers des différents programmes exécutables formant le code de calcul même,
avec d’autres fichiers nécessaires à leur exécution : fichiers de paramètres numé-
riques et fichiers (( input )) en mode batch ;
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– les fichiers de listing de la simulation, incluant non seulement des informations
sur sa progression, mais aussi les avertissements et éventuelles erreurs survenues
au cours de celle-ci.
FichierRep
FichierHyd
FichierRug
Fichier
ProgrammeExécutable
FichierInputMage
FichierInput
FichierErr
Coefficient [1..*] : CoefficientDeResistance
Tronçon [1..*] : TronçonDeRivière
+Extension : string=rug
écriture()
Hydrogramme amont [1..*] : HydrogrammeMesuré
Noeud amont [1..*] : Noeud
+Extension : string=hyd
Décalage temporel : real
écriture()
référence
1
exécutable en mode batch avec
1
+Extension : string=exe
exécution()
Extension : string
1
Nom : string
Extension : string
Chemin : string
+Extension : string=rep
écriture()
écriture()
1..*
référence
1..*
1
appelle
1..*
1
F. 4.18 – Extrait de notre modélisation des fichiers utilisés par le code M. Les fichiers
FichierHyd et FichierRug contiennent respectivement les représentations des hydrogrammes
d’entrée et des coefficients de résistance. L’exécution d’un ProgrammeExe´cutable s’effectue par
l’intermédiaire d’un FichierInput. Pour le programme Mage5.exe, le fichier InputMage
fait appel au fichier répertoire FichierRep référençant notamment les fichiers FichierHyd et
FichierRug.
4.5.3 Connaissances inférentielles – exécution des programmes
Lors d’une simulation, ce sont les programmes, les exécutables, qui permettent de
créer, d’inférer de nouvelles connaissances à partir de celles contenues dans des fichiers
d’entrée. La description précise du fonctionnement externe de chacun des programmes
est donnée en annexe G. Le code de calcul M est ainsi composé de plusieurs pro-
grammes, pour la plupart compilés à partir de code écrit en langage F et exécu-
tables en ligne de commande. L’entrée peut ainsi être redirigée vers un fichier (( input ))
pour permettre une exécution en mode batch.
Les sections 4.5.4 et 4.5.5 présentent l’utilisation de ces différents exécutables pour
la réalisation de deux sous-tâches du calage dont la spécialisation pour le code utilisé
s’est avérée nécessaire : la réalisation d’une simulation, et la comparaison entre référence et
prédiction.
114
C 4 M  
4.5.4 Modélisation de l’étape de réalisation d’une simulation
La figure 4.19 présente un exemple de spécialisation de l’étape de réalisation d’une
simulation avec le code M dans sa version 6. Nous avons ainsi modélisé un opé-
rateur d’interopérabilité pour passer des objets du domaine nécessaires à la réalisation
de cette étape (jeu de données d’entrée) aux fichiers d’entrée requis pour l’exécution
du code. De la même façon, un autre opérateur d’interopérabilité permet de passer des
fichiers de sortie du code aux objets du domaine correspondants (jeu de prédictions
événementielles).
RéalisationDUneSimulationAvecMage6
:JeuDeDonnéesDEntrée
:FichierRep
[basé surMage6]
:ModèleNumérique
PostTraitementPourMage6
PréTraitementPourMage6
:FichierRug:FichierNum:FichierAva:FichierHyd
[vide]
:FichierIni
ExécutiondeMage6
:FichierBin:FichierFin_Ini:FichierEcr
:FichierTal Mage6:ProgrammeExécutable
:FichierTra :FichierOutput
:PrédictionÉvénementielle
[rempli]
:FichierIni
[testé]
:ModèleNumérique
:PrédictionÉvénementielle
[erreurs d'exécution détectées]
[sinon]
F. 4.19 – Modélisation simplifiée de l’étape de réalisation d’une simulation, spécialisée
pour le code M dans la version 6. Pour des questions de lisibilité, nous avons représenté
ici seulement le jeu de fichiers minimum pour faire fonctionner le code.
4.5.5 Modélisation de la sous-tâche de comparaison entre référence et pré-
diction
Si la mise en œuvre de l’étape de réalisation d’une simulation nécessite clairement
sa spécialisation pour un code donné, il en va autrement d’une autre tâche du proces-
sus comme la comparaison entre référence et prédiction, qui pourrait être réalisée de
manière indépendante du code de calcul utilisé. Nous avons choisi ici d’utiliser une
méthode visuelle de comparaison entre une donnée de référence et la prédiction associée.
La mise en œuvre d’une telle méthode était facilitée par l’utilisation de deux exécutables
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appartenant à la chaîne de traitement du code M : Mage_Extraire.exe permet
d’obtenir un fichier texte du type FichierRes correspondant à une prédiction donnée,
et ResView permet ensuite de visualiser graphiquement le contenu de plusieurs Fi-
chierRes simultanément. Nous avons donc encapsulé ces exécutables et créé une pro-
cédure de conversion d’une donnée de référence en FichierRes. La figure 4.20 présente
notre modélisation de la sous-tâche de comparaison entre référence et prédiction.
ComparaisonEntreRéférenceEtPrédiction
PréTraitementPourResView
ExécutionDeMage_Extraire
ExécutionDeResView
PostTraitementPourResView
:DonnéeDeRéférence :PrédictionÉvénementielle
[confrontée]
:DonnéeDeRéférence
[prédiction]
:FichierRes
Mage_Extraire:ProgrammeExécutable
ResView:ProgrammeExécutable
[donnée de référence]
:FichierRes
:FichierBin
[donnée de référence]
:FichierRes
[prédiction]
:FichierRes
F. 4.20 – Modélisation simplifiée de la sous-tache de comparaison entre référence et pré-
diction, spécialisée pour le codeM. On peut noter ici encore la présence nécessaire d’opé-
rateurs d’interpopérabilité (Pre´TraitementPourResView et PostTraitementPourResview),
pour le passage entre connaissances du domaine et connaissances liées au code de calcul
M.
4.5.6 Comparaison à d’autres travaux sur la formalisation de connaissances
sur des codes
Dans les sections précédentes, nous avons présenté une modélisation de connais-
sances sur l’utilisation d’un code de calcul. À ce titre, nous nous sommes intéressés
quasiment uniquement au fonctionnement externe de ce code et de ces différents exé-
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cutables. Nous n’avons donc pas considéré les connaissances contenues dans ce code de
calcul. Cette section vise à présenter des recherches complémentaires à celles présentées
ici, et qui concernent de manière plus générale la représentation de connaissances liées
à un code de calcul. Ces recherches sont ainsi orientées sur la capitalisation de connais-
sances sur un code de calcul au sein d’une entreprise. Elles utilisent ainsi des méthodes
issues du domaine de la gestion des connaissances 28 (voir par exemple Ermine, 2003).
M
La gestion des connaissances au sein d’une entreprise a fait l’objet de nombreuses
recherches depuis le début des années 1990, pour permettre à l’entreprise d’expliciter
et de mémoriser ses savoir-faire. Dans cette optique, plusieurs générations de méthodes
ont été développées en France : la méthode M 29 (Ermine et al., 1996) a ainsi évolué
pour laisser la place à la méthode M 30 (Barthelmé et al., 1998).
M est une ((méthode d’analyse préalable à la mise en place d’un système opéra-
tionnel de gestion des connaissances )) Ermine (2003, p. 122). Cette méthode est basée
sur l’explicitation de connaissances – recueillies principalement à partir d’entretiens –
sous forme de modèles de connaissances. Chacun de ces modèles permet d’expliciter un
type précis de connaissances sous forme d’un ou plusieurs diagrammes.
La compilation de ces modèles constitue un livre de connaissances matérialisant les
connaissances jusqu’alors tacites sur le système considéré. Ce système peut être une
structure industrielle, comme on peut le voir au travers des différentes applications
des méthodes MKSM et M dans de grandes entreprises françaises, mais aussi un
(( simple )) objet comme un code de calcul.
Application à des codes de calcul
Dans un travail de thèse, Picard (2002) a utilisé la méthode M pour la capita-
lisation de connaissances sur des codes de calcul, au sein d’EDF et du Commissariat à
l’Énergie Atomique (CEA-DAM). Il a ainsi élaboré une méthode opérationnelle pour
réaliser cette capitalisation en adaptant la méthode M aux connaissances sur les
logiciels de calcul scientifique (Picard et al., 1999a,b).
Étude d’un code de calcul au macroscope
La méthode M se base sur les différentes visions d’un système apportées par
un macroscope (voir Ermine, 1996). Le système est ainsi étudié selon les trois 31 points
de vue du triangle sémiotique utilisé par Le Moigne (1990) : information, contexte et
signification. L’adaptation de ce macroscope à l’étude des codes de calcul par Picard
et al. (1999a) est présentée sur la figure 4.21.
Méthode de construction d’un livre de connaissance sur un code
À l’aide des différents points de vue de ce macroscope, Picard (2002) a pu proposer
de nouveaux modèles de connaissances de la méthode M spécifiques à l’étude de
28. Le terme anglais est Knowledge Management.
29. Pour Methodology for Knowledge System Management.
30. Pour Méthode d’Analyse et de Structuration des Connaissances.
31. Nous ne rentrerons pas ici dans le détail des points de vue ontologique, phénoménologique et génétique
décomposant chacun des points de vue principaux. Le lecteur intéressé est invité à se rapporter à l’ouvrage
d’Ermine (1996).
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F. 4.21 – Macroscope MKSM adapté aux codes de calcul, d’après Picard et al. (1999a).
A chaque sommet du triangle central correspond un point de vue : le sommet supérieur
représente le point de vue information, le sommet inférieur gauche représente le point de
vue contexte et le sommet inférieur droit le point de vue signification.
codes de calcul. Tous ces modèles permettent de structurer les connaissances liées à un
code de calcul à partir d’entretiens avec les concepteurs et les utilisateurs de ce code,
et de les exprimer sous forme de diagrammes spécialisés. Un livre de connaissances
sur un code se compose ainsi de cinq parties : un historique de simulation numérique,
une présentation générale du code de calcul, l’évolution des versions et les choix de
conception, la présentation générale d’une option du code, et enfin l’exploitation du
code.
La dernière partie d’un livre de connaissances concernant l’exploitation du code
nous intéresse particulièrement, puisqu’elle vise à présenter le contexte des études dans
lesquelles est employée la simulation numérique. Malheureusement, Picard (2002) pro-
pose seulement des éléments prospectifs sur ces aspects 32 et n’a pu mettre en œuvre
cette partie du livre de connaissances au travers de ses cas d’étude. Nous n’avons donc
pas pu nous inspirer de ces travaux pour réaliser notre modélisation des connaissances
liées au calage de modèles numériques.
Commentaires
L’approche décrite dans les paragraphes précédents permet d’avoir une vision plus
globale de la gestion opérationnelle des connaissances sur un code. Cette gestion peut
ainsi débuter par une capitalisation dans un livre de connaissances. Cette première
étape peut permettre soit de coupler le code de calcul à un système d’aide à la décision
existant (voir par exemple Picard et al., 1997), soit d’utiliser un système informatique
approprié pour les mettre en œuvre de manière opérationnelle (Moisan et Ermine,
32. Il propose d’utiliser le modèle de l’historique de la méthode M pour (( placer en regard des dif-
férentes versions d’un code les différents “cas de simulation” valides (ou non) )) et (( donner une traçabilité
de la qualification des modèles de simulation )).
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2000). Un tel système peut ainsi être un système à base de connaissances pour le pilo-
tage de programmes. Nous utiliserons dans le chapitre suivant des outils d’intelligence
artificielle basés sur des techniques de pilotage de programmes pour construire notre
premier prototype de système d’assistance au calage.
4.6 Conclusions
Ce chapitre a permis de construire une formalisation cohérente des connaissances
inventoriées et analysées tout au long des chapitres de la partie I, sous une forme es-
sentiellement graphique à l’aide du formalisme UML. Nous disposons à présent d’une
modélisation des connaissances descriptives et inférentielles mises en œuvre au cours de
la tâche de calage de modèles hydrauliques.
Cette modélisation constitue à elle seule un résultat important de cette thèse, puis-
qu’elle permet de transmettre aisément un savoir-faire qui s’acquiert actuellement uni-
quement au prix de longues années d’expérience. Elle constitue donc une véritable
capitalisation de connaissances sur trois sujets complémentaires :
– le calage d’un modèle numérique dans un cadre générique, par l’intermédiaire de
l’ontologie OV et la formalisation du paradigme actuel de calage. Ces élé-
ments peuvent ainsi être aisément spécialisés pour construire une formalisation
du calage de modèles numériques dans d’autres domaines ;
– le calage d’un modèle hydraulique unidimensionnel, avec l’ontologie OH et
les connaissances du niveau précédent. Cette partie constitue les bases d’un (( code
de bonnes pratiques )) pour le calage de modèles hydrauliques ;
– l’utilisation du code M, par la représentation des fichiers et de leurs liens avec
l’ontologie OH et par l’insertion de l’exécution des programmes dans le
paradigme pour le calage de modèles numériques. Nous proposons ainsi une al-
ternative à la partie du traditionnel manuel de l’utilisateur concernant le dérou-
lement d’une simulation.
Cette modélisation de connaissances fournit ainsi toutes les spécifications pour la
construction d’un système d’assistance au calage de modèles hydrauliques. Nous pré-
sentons dans le chapitre suivant l’implémentation de ces connaissances au sein de pro-
totypes d’un tel système.
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Chapitre 5
Implémentation d’un système
opérationnel
(( Fifth-generation modelling [...] can be characterised as a fusion of earlier
work in the area of Computational Hydraulics (CH) and work in the area
commonly referred to nowadays as Artificial Intelligence (AI):
Fifth-generation modelling = (CH) ∪ (AI) ))
Michael Barry A 1
C  est consacré à l’implémentation au sein d’un système informatique desconnaissances modélisées dans le chapitre précédent. Cette implémentation vise à
mettre en œuvre de manière opérationnelle le (( code de bonnes pratiques )) pour le calage
de modèles hydrauliques développé dans le chapitre 4. Elle doit constituer une intégra-
tion de raisonnements symboliques – les connaissances descriptives et inférentielles – et
numériques – le code de calcul. Après avoir présenté les différentes voies envisageables
pour cette intégration, nous nous intéressons plus spécifiquement aux techniques de
pilotage de programmes développées à l’INRIA. Nous utilisons ensuite ces techniques
pour la réalisation d’un premier prototype de système d’assistance au calage de modèles
hydrauliques. Les grandes lignes de ce prototype ont fait l’objet d’un article dans le
Journal of Hydroinformatics (Vidal et al., 2005). Enfin, nous abordons le développe-
ment d’outils d’intelligence artificielle dédiés à la problématique spécifique de calage
de modèles numériques. Ces techniques sont mises en place pour faciliter le dévelop-
pement de systèmes à base de connaissances pour le calage de modèles numériques,
indépendamment du domaine considéré.
5.1 Intégration symbolique/numérique
L’intelligence artificielle et la simulation numérique tendent toutes deux à proposer
des solutions pour l’aide à la décision, suivant des approches différentes mais complé-
mentaires. Alors que la simulation numérique apporte des informations foncièrement
1. Hydroinformatics – Information Technology and the Aquatic Environment. Avebury Technical, Alder-
schot, U.K., p. 28.
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quantitatives, l’intelligence artificielle s’attache à des aspects plus qualitatifs pour la ré-
solution de problèmes similaires (Doukidis et Angelides, 1994).
Nous tentons dans ces travaux de tirer parti de la complémentarité de ces deux
approches pour l’aide à la résolution de la tâche de calage de modèles numériques.
Cette section vise à présenter notre approche de l’intégration de ces deux domaines au
niveau conceptuel. L’intégration au niveau technique sera abordée dans la section 5.2.
5.1.1 Définition des connaissances à intégrer
Le prototype d’assistance au calage doit ainsi intégrer deux types de connaissances :
tout d’abord celles que nous avons modélisées dans le chapitre précédent, et qui con-
cernent les aspects heuristiques liée à la résolution de la tâche de calage, mais aussi indi-
rectement celles contenues dans le code de calcul lui-même. En effet, un code de calcul
n’est qu’une synthèse de connaissances accumulées notamment sur le domaine, par la
programmation informatique d’un modèle conceptuel. Abbott (1993) décrit cette en-
capsulation des connaissances du domaine dans les codes de calcul dans les disciplines
liés à l’étude du cycle de l’eau : hydraulique, hydrologie et ressources en eau. Cette
encapsulation, si elle permet de produire de nouvelles connaissances, provoque mal-
heureusement un masquage des connaissances qui ont servi à la construction du code
de calcul (Abbott, 1993, p. 24) :
The relevant knowledge has gone into hiding.
En effet, quel utilisateur d’un code d’hydraulique peut aujourd’hui se targuer de maî-
triser l’ensemble des lois et hypothèses hydrauliques implémentées 2 ? Picard (2002) a
utilisé des techniques d’ingénierie des connaissances pour tenter de rendre à nouveau
visible et réutilisable ce type de connaissances encapsulé dans les codes, par le biais
de la construction d’un livre de connaissances (cf. chapitre précédent, section 4.5.6).
Comme évoqué plus tôt, cette problématique n’est pas abordée dans nos travaux, et
nous considérons ici le code de calcul comme une boîte noire, une ((méthode de réso-
lution fermée )), pour reprendre les termes de Morel (1997).
5.1.2 Objectifs d’intégration
Des expériences d’intégration des domaines de l’intelligence artificielle et de la mo-
délisation numérique ont été effectuées depuis une vingtaine d’années selon divers ob-
jectifs. Nous nous positionnons ici par rapport aux initiatives réalisées dans le sens
d’une assistance globale à la modélisation et plus précisément à celles réalisées dans le
sens d’une assistance à la validation opérationnelle.
Assistance à la modélisation numérique
Häuslein et Page (1991) distinguent sept points de la modélisation numérique pour
lesquels les systèmes à base de connaissances peuvent apporter une aide : la sélection
de méthodes et de langages de simulation appropriés, la sélection de modèles et de
composants existants, des instructions pour la construction de modèles 3, la conception
2. Et l’on pourrait aussi parler des compétences en informatique et en calcul numérique nécessaires au
codage de ces lois et hypothèses.
3. Sur ce point précis, le lecteur pourra se référer à un article de Murray et Sheppard (1988).
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d’essais de simulation, l’analyse des résultats de simulation, l’utilisation du code de
simulation, et enfin le lancement d’essais de simulations.
Si les trois premiers points identifiés par Häuslein et Page concernent des procé-
dures hors de notre champ d’étude, les deux suivants s’inscrivent tout à fait dans la
problématique de calage de modèle. La conception d’essais de simulation correspond au
choix des événements à simuler et à la détermination de la manière de les simuler : en
hydraulique, les crues utilisées pour réaliser un calage doivent tout d’abord être choi-
sies, puis les données d’entrée idoines – conditions limites et éventuellement condition
initiale – déterminées. De même, la comparaison des résultats de simulation avec des
données de référence fait partie intégrante de l’analyse des résultats de simulation décrit
par Häuslein et Page. Le système d’assistance au calage devra ainsi fournir une aide sur
ces deux sous-tâches du calage de modèle.
Les deux derniers points concernent quant à eux uniquement le code de simulation,
mais l’on a vu dans les conclusions du chapitre précédent que l’utilisation du code de
simulation et le lancement d’une simulation font partie intégrante du processus de calage.
Ces deux points vont de fait eux aussi être abordés dans le cadre du système développé
pour l’assistance à l’utilisation du code de calcul M.
Plusieurs environnements à base de connaissances pour la modélisation numérique
ont été développés dans la dernière décennie (Zeigler et al., 1991; Rozenblit et Jan-
kowski, 1991; van Zuylen, 1993; Williams et al., 1996). La section suivante s’intéresse
aux travaux portant plus spécifiquement sur la validation opérationnelle.
Assistance à la validation opérationnelle
Sargent (1986) a exploré les différents apports possibles de l’intelligence artificielle
en terme d’aide à la mise en œuvre des différentes procédures d’évaluation du référen-
tiel de Schlesinger et al. (1979) – décrit à la page 5 du chapitre 1 – et notamment
pour la validation opérationnelle. Il recense ainsi pour cette procédure trois objectifs
d’assistance éventuels :
– identifier les techniques de validation appropriées à la problématique considérée. Dans
nos travaux, cette identification a été réalisée dans le chapitre 1 (figure 1.4, p. 10) :
la validation opérationnelle inclut les techniques de calage de modèle, de valida-
tion de modèle et partiellement de vérification du code. Nos travaux s’intéressent
ici seulement à la technique de calage de modèle ;
– déterminer les procédures et les tests a réaliser dans le cadre de la technique considérée.
Nous avons déterminé ces éléments dans le chapitre précédent, suivant un pro-
cessus ((manuel )) d’ingénierie des connaissances. Nous avons considéré des tests
et procédures basés sur une connaissance du domaine, ici l’hydraulique fluviale 4 ;
– assister l’opérateur dans la réalisation de ces tests et procédures. Ce dernier objectif
correspond tout à fait à celui des travaux présentés dans la suite de ce chapitre.
Nous visons en effet à développer un système permettant d’assister un utilisa-
teur d’un code d’hydraulique à mener à bien la tâche de calage de modèle. La
section 5.3 présentera un prototype d’un tel système, appelé CRMA-1.
4. Une étude de la littérature montre deux autres angles d’attaque de ce sujet : tout d’abord une ap-
proche purement statistique de comparaison entre résultats et données de référence (voir par exemple
Schruben, 1980; Deslandres et Pierreval, 1991), mais aussi quelques travaux basés sur une caractérisation
du comportement du modèle (voir Findler et Mazur, 1989; Birta et Nur Özmizrak, 1996)
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5.1.3 Modes d’intégration
Une fois l’objectif déterminé, l’utilisation conjointe d’un code de calcul et d’un
système à base de connaissances passe par le choix d’un mode d’intégration de ces deux
entités.
Choix du mode d’intégration
O’Keefe (1986) a proposé une classification des modes d’intégration d’un tel couple,
qui peut se ramener aux quatre situations suivantes :
1. le système à base de connaissances sert d’interface intelligente au code de calcul (voir
par exemple van Zuylen, 1993). La plupart des interfaces des codes de calcul en
hydraulique comportent aujourd’hui une part plus ou moins grande de connais-
sances, représentées le plus souvent sous la forme d’objets. Une telle interface
commune à l’exécution de simulations avec les codes M et RBE 5 a ainsi
été réalisée au C parallèlement à nos travaux (Tardy, 2003; Le Drogo,
2004) ;
2. les deux coopèrent, éventuellement à l’intérieur d’un système d’aide à la décision.
Ce mode nécessite un couplage (( fort )) entre les deux systèmes, opposé à notre
vision systémique de la simulation, dans lequel le code de calcul est considéré
comme une boîte noire ;
3. l’un est inclus dans l’autre. Ce dernier cas de figure implique un couplage encore
plus fort que dans la situation précédente entre code de calcul et système à base
de connaissances ;
4. l’un peut faire appel à l’autre, pour résoudre un problème particulier. Nous avons
choisi ce dernier mode d’intégration suivant l’analyse effectuée dans le chapitre
précédent. Notre système à base de connaissances fera donc appel au code de
calcul pour les tâches de réalisation d’une simulation et de comparaison entre
référence et prédiction. Les paragraphes suivants présentent d’autres exemples
d’un tel mode d’intégration dans le domaine de l’hydroinformatique.
Comparaison à d’autres expériences d’intégration en hydroinformatique
Au début des années 1990, des travaux de recherche se sont engagés au C
sur le pilotage de codes numériques. Cette première approche s’est concrétisée par un
prototype de pilote de codes hydrodynamique et sédimentaire au fonctionnement en
grande partie interactif (Brunelli, 1993; Brunelli et al., 1994). Les fonctionnalités at-
tendues d’un tel prototype portaient sur trois phases principales de pilotage : le pré-
traitement, le calcul et le post-traitement. Seule la phase de calcul a été mise en œuvre
dans le prototype, qui permet grâce à une architecture de type (( blackboard )) de pilo-
ter les deux codes – hydrodynamique et sédimentaire – en parallèle. Le système pilote
décide ainsi à partir du tableau noir de faire appel à l’un ou à l’autre des codes, et ce à
différentes étapes de la simulation.
Morel (1997) a quant à lui mis en place le pilotage d’un code de calcul d’hydrau-
lique fluviale unidimensionnelle appelé C1D 6. Le pilotage de ce code s’inscrit dans
5. RBE est un code d’hydraulique unidimensionnelle fonctionnant en régime transitoire fluvial
et torrentiel, et intégrant des équations de transport solide (voir El Kadi Abderrezzak et Paquier, 2004).
6. Ce code est actuellement distribué par le C sous le nom de L (pour plus de précisions,
voir Lebossé et Ladreyt, 2000; Goutx et Ladreyt, 2000).
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un Système d’Aide à la Prévision et au Diagnostic 7 pour la gestion du risque inonda-
tion. Le code de calcul intervient donc seulement comme une méthode de résolution
d’une sous-tâche spécifique d’un système d’aide à la décision (Morel et Rouas, 1998).
L’intégration est réalisée par les données, suivant une approche orientée objet similaire
à celle que nous avons décrite dans le chapitre précédent.
Cette dernière expérience fait de plus intervenir la notion d’encapsulation d’un code
de calcul sous forme d’un composant décrit par sa fonction et ses arguments (entrées et
sorties). Cette approche correspond à celle adoptée par l’INRIA pour le pilotage de
programmes, approche que nous allons détailler dans la section suivante et utiliser pour
la réalisation du prototype CRMA-1.
5.2 Notions de pilotage de programmes
Des recherches sont menées depuis plus de 10 ans à l’INRIA – et plus précisément
au sein du projet O 8 – sur la réutilisation de programmes à l’aide de systèmes à
base de connaissances. Ces recherches, résumées ci-dessous, ont conduit à la mise au
points d’outils dédiés au pilotage de programmes que nous décrivons ensuite succinc-
tement.
5.2.1 De la réutilisation de code au pilotage de programmes
Le passage de la deuxième à la troisième génération de modèlisation en hydroinfor-
matique correspond à l’apparition de codes de calcul indépendants du système modélisé.
Ces codes de calcul peuvent ainsi être réutilisés pour la construction de différents mo-
dèles numériques. Un thème de recherche en intelligence artificielle s’est ainsi mis en
place autour de la réutilisation de programmes divers (van den Elst et al., 1994).
Principe du pilotage
La tâche de pilotage de programmes consiste à utiliser au mieux des programmes
existants pour satisfaire une requête de l’utilisateur (Marcos et al., 1998). Cette tâche
doit tout d’abord produire un plan d’exécution, c’est-à-dire un enchaînement donné
de programmes, nécessaire pour satisfaire l’objectif considéré. Ensuite, le déroulement
de ce plan doit être contrôlé pour aboutir aux résultats escomptés.
Le mécanisme de résolution de problème associé à la tâche de pilotage de pro-
grammes est représenté sur la figure 5.1. La première phase de cette résolution corres-
pond à l’identification d’un objectif à réaliser par un enchaînement de programmes à
partir de la requête de l’utilisateur. La deuxième phase consiste en la construction de
l’enchaînement des programmes selon un plan. Chaque programme de ce plan va faire
l’objet d’une exécution pour produire des résultats. Des jugements sont ensuite effec-
tués sur les résultats produits par ce programme au cours de la phase d’évaluation. Si
ces jugements l’autorisent, le programme suivant dans le plan est exécuté, et ceci jus-
qu’à la fin du plan. Dans le cas de jugements défavorables, une réparation est lancée
pour soit réexécuter le programme courant en vue d’obtenir de meilleurs résultats, soit
reconsidérer le plan établi et construire un nouvel enchaînement de programmes.
7. Le système S a été évoqué précédemment (chapitre précédent, p. 97) au sujet de la termino-
logie pour la gestion du risque inondation sur laquelle il se base.
8. Environnements de résolution de problème pour des systèmes autonomes (www-sop.inria.fr/
orion/).
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Identification
Construction
Exécution
Evaluation
Réparation
Résultats
Objectif
jugements
Plan
Requête
Jugements ok
Suite du plan
sinon
Plan et Résultats
Jugements ok
Fin du plan
F. 5.1 – Mécanisme de résolution de problème pour la tâche de pilotage de programmes.
Le trait pointillé correspond à l’étendue du moteur de pilotage de programmes.
Premiers moteurs
Si les quelques expériences en hydroinformatique évoquées dans la section précé-
dente s’étaient effectuées avec un code unique, les travaux menés à l’INRIA sont quant
à eux consacrés à une chaîne complète de traitement, et donc à un enchaînement de
programmes. Des moteurs de systèmes à base de connaissances pour le pilotage de
programmes ont ainsi été développés suivant cette approche. Parmi eux, on peut citer
O 9 (Clément et Thonnat, 1993; Thonnat et al., 1994; van den Elst et al., 1995)
et P (Shekhar et al., 1994; Moisan et al., 1995b). Ces moteurs de pilotage de
programmes permettent d’automatiser la planification et le contrôle d’exécution de pro-
grammes existants, indépendamment de toute application (Thonnat et Moisan, 1995;
Moisan et al., 1995d ).
9. Pour Outil de Contrôle Automatique de Procédures Images (Moisan et al., 1995a,c).
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Une plate-forme pour la génération de moteurs
L’expérience accumulée avec le moteur O a permis de définir une librairie d’élé-
ments communs pour construire des moteurs de pilotage de programmes (Vincent
et al., 1996). Cette librairie a été intégrée dans une plate-forme – nommée L –
d’aide à la construction de moteurs de systèmes à base de connaissances (Moisan, 1998).
De nombreux moteurs ont pu être construits à partir de cette plate-forme (Crubézy
et al., 1998; Thonnat et al., 1999) : P (van den Elst, 1996), appliqué à la détec-
tion d’obstacles pour la conduite de véhicules, MIA (Crubézy et al., 1995, 1997),
appliqué à la gestion d’images médicales, mais aussi P+.
5.2.2 Outils pour le pilotage de programmes
Cette section vise à décrire plus précisément les deux outils qui vont nous servir
pour la construction du système d’assistance au calage CRMA-1 : le moteur d’infé-
rence P+ et le langage textuel de représentation de connaissances associé, appelé
Y 10. Ceux-ci sont décrits précisément par Moisan (2003) 11et nous reprenons ici
seulement les grandes lignes de ces deux outils, retracées par ailleurs dans différents
articles (Moisan et Ziébelin, 2000; Thonnat et Moisan, 2000; Moisan, 2002).
Y, un langage de représentation de connaissances
Le langage Y permet de rendre compte de manière à la fois lisible et formelle des
connaissances nécessaires à la tâche de pilotage de programmes (Moisan et al., 1997).
Sa proximité du langage (( courant )) permet une capitalisation de ces connaissances en
vue d’un échange, tout comme les livres de connaissances proposés par Picard (Moisan et
Ermine, 2000), et son caractère formel facilite la traduction de ces connaissances dans
un langage de programmation – ici le C++ – en vue de leur opérationalisation. Ce
langage comporte trois types principaux d’éléments : les arguments, les opérateurs et les
critères, auxquels se rajoutent les fonctionnalités et les requêtes.
Arguments
Les arguments permettent de décrire les éléments utilisés et produits par les diffé-
rents programmes. La figure 5.2 présente un exemple de déclaration d’une part d’un
type d’argument et d’autre part d’une instance de ce type d’argument. Dans le sens
des langages orientés objet, un type d’argument correspond à une classe et une instance
d’argument à un objet, c’est-à-dire une instance d’une classe.
Opérateurs
Un opérateur correspond soit à un programme – il est désigné sous le nom de Pri-
mitive Operator – soit à un enchaînement de programmes – il est alors décrit comme un
Composite Operator. Un opérateur composite peut représenter différents types d’enchaî-
nements de programmes : exécution séquentielle, alternative ou parallèle. La figure 5.3
représente l’arborescence des opérateurs utilisés pour réaliser une simulation avec le
code M.
10. Pour Yet Another Knowledge Language.
11. Le rapport est téléchargeable sur www.inria.fr
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Argument Type {
name Fichier
Attributes
String name chemin
String name nom
String name extension }
(a) Déclaration d’un type d’argument.
Argument Instance {
Fichier name fichierGéométrieLèze
Attributes
chemin := "C:/"
nom := "leze"
extension := ".tal" }
(b) Déclaration d’une instance d’argu-
ment.
F. 5.2 – Exemple de déclaration d’un argument. Le type Fichier a ainsi trois attributs
de type chaîne de caractères (String) qui représentent ses chemin d’accès, nom et extension.
La notation (( := )) permet de donner une valeur à un attribut.
SimulationAvecMage
SimulationAvecMage5
choix
ExécutionDeMage5ExécutionDeTalweg
ExécutionDeMage6
séquence
F. 5.3 – Arborescence des opérateurs de simulation pour le code M. Les opérateurs
composites sont représentés par des rectangles ombrés. Un choix est possible entre une simu-
lation avec les versions 5 ou 6 du solveur. L’utilisation de la version 5 nécessite la mise en
œuvre séquentielle des opérateurs exécutant les programmes Talweg et Mage5.
Un opérateur possède trois types d’arguments : des données d’entrée (Input Data),
des résultats (Output Data) et des paramètres (Input Parameters). Les paramètres
sont des arguments propres à l’opérateur dont les valeurs peuvent varier durant le pro-
cessus d’exécution de l’opérateur, contrairement à celles associées aux données d’entrée,
qui elles sont fixes durant ce processus.
La figure 5.4 présente un exemple de description en langage Y d’un opérateur
primitif : le programme Talweg. La figure 5.5 présente quant à elle un exemple d’opé-
rateur composite : l’exécution séquentielle de Talweg et Mage5.
Critères
L’exécution d’un opérateur, qu’il soit primitif ou composite, s’effectue en fonction
de critères dont un exemple est donné sur la figure 5.4. Ces critères sont composés d’un
ensemble – éventuellement vide – de règles de production. Ces critères appartiennent à
différentes catégories qui se rapportent chacune à une étape du mécanisme de résolution
de problème :
– les critères d’initialisation, comme celui de la figure 5.4, permettent d’attribuer
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Primitive Operator {
name Talweg
Input Data
Fichier name tal
Input Parameters
Fichier name entrée_talweg
Output Data
Fichier name min
Fichier name tit
Initialization Criteria
Rule {
name creation_du_fichier_entrée_de_talweg
If true
Then entrée_talweg.chemin := tal.chemin ,
{{ecriture_entrée(tal.nom);}}
}
...
Call
Syntax ./Talweg.exe < entree_talweg.get_filename()
EndSyntax }
F. 5.4 – Exemple d’opérateur primitif. La partie Call représente la commande qui doit
être exécutée en mode batch. Cet exemple contient une règle d’initialisation qui permet
de définir le paramètre entrée_talweg sur lequel va être redirigée l’entrée du programme
talweg. Cette initialisation est effectuée ici par l’intermédiaire d’une procédure externe codée
en C++. Remarque : la notation (( . )) permet de considérer les attributs d’une classe, comme
dans les langages orientés-objet standards.
Composite Operator {
name ExécutionDeTalwegPuisMage5
Functionality LancerUneSimulationAvecMage5
Input Data
Fichier name tal
Fichier name hyd
...
Output Data
Fichier name bin
...
Body
Talweg - Mage5
Distribution
ExécutionDeTalwegPuisMage5.tal / Talweg.tal
ExécutionDeTalwegPuisMage5.hyd / Mage5.hyd
ExécutionDeTalwegPuisMage5.bin / Mage5.bin
...
Flow
Talweg.min / Mage5.min
Talweg.tit / Mage5.tit
... }
F. 5.5 – Exemple d’opérateur composite. La partie Body représente l’enchaînement – ici
séquentiel – des opérateurs-enfants Talweg et Mage5. La partie Distribution représente
comment sont passés les arguments de l’opérateur-parent aux opérateurs-enfants : le fichier
tal est passé à l’opérateur Talweg alors que le fichier hyd est passé à l’opérateur Mage5.
De la même façon, le fichier bin est récupéré à la sortie de l’opérateur Mage5. Enfin, la
partie Flow représente les transmissions d’arguments entre les différents opérateurs-enfants :
les fichiers min et tit sont ainsi transmis de Talweg à Mage5.
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une valeur aux paramètres de l’opérateur ;
– les critères d’évaluation produisent des jugements sur les produits de l’opérateur ;
– les critères de réparation utilisent les éventuels jugements défavorables pour soit
réexécuter l’opérateur courant avec d’autres valeurs des paramètres, soit revenir
dans le plan d’exécution à l’opérateur jugé responsable des défauts des résultats
obtenus ;
– les critères d’ajustement permettent, dans le cas d’une réexécution de l’opérateur,
de modifier les valeurs de ses paramètres suivant les jugements portés sur les ré-
sultats ;
– les critères de choix et les critères d’optionalité permettent de formaliser respec-
tivement le choix entre plusieurs opérateurs-enfants et le choix de l’utilisation
d’un opérateur-enfant optionnel. Ces deux derniers critères se rencontrent bien
entendu uniquement dans les opérateurs composites.
Fonctionnalités et requêtes
Les deux derniers éléments importants dans le langage Y correspondent aux
concepts de fonctionnalité et de requête. Une fonctionnalité permet de définir un point
d’entrée dans l’arborescence des programmes. Une requête est l’application de cette
fonctionnalité à un exemple précis. La figure 5.6 représente un exemple d’une telle
fonctionnalité et d’une requête associée.
La syntaxe du langage Y comporte de nombreuses autres propriétés que nous
ne décrirons pas ici. Le lecteur intéressé pourra se référer au manuel de référence de ce
langage (Moisan, 2003, chap. 5 : Y grammar).
P+, un moteur de pilotage de programmes
Le moteur d’inférence P+ se base sur des techniques de planification hiérar-
chique pour la construction du plan d’exécution des programmes. Nous ne détaillons
pas ici l’algorithme présenté en détail par Moisan (2003, p. 41). Cet algorithme reprend
les grandes lignes du mécanisme de pilotage de programmes représenté sur la figure 5.1.
Une première version de ce moteur a notamment été utilisé pour la construction d’un
système nommé P destiné au traitement d’images de galaxies (Vincent et al.,
1997).
Un système à base de connaissances créé avec P+ est construit à partir de trois
éléments :
– une base de connaissances constituée de fichiers texte dans lesquels sont déclarés
dans la syntaxe du langage Y les types d’arguments, les opérateurs et les fonc-
tionnalités ;
– une base de faits constituée elle aussi de fichiers texte, et dans lesquels sont décla-
rées les instances d’arguments et les requêtes dans la syntaxe du langage Y ;
– et bien sûr le moteur d’inférence P+, sous forme d’une bibliothèque codée
en C++.
5.3 CRMA-1, un prototype en pilotage de programmes
Cette section s’attache à décrire CRMA-1 (Clibration of River Model Assistant),
un système d’assistance au calage de modèles hydrauliques basés sur le code M.
130
C 5 I ’  
Functionality {
name LancerUneSimulationAvecMage5
Achieved by
ExécutionDeTalwegPuisMage5
Input Data
Fichier name tal
Fichier name hyd
...
Output Data
Fichier name bin
... }
(a) Déclaration d’une fonctionnalité.
Request {
LancerUneSimulationAvecMage5 name SimulerLaCrueDe2000SurLaLeze
Attributes
tal := fichierGéométrieLèze
hyd := fichierCrue2000Lèze
... }
(b) Déclaration d’une requête.
F. 5.6 – Exemple de déclaration d’un objectif. La fonctionnalité représentée sur
la figure du haut permet d’entrer dans l’arborescence de la figure 5.3 par l’opérateur
ExécutionDeTalWegPuisMage5, et la requête présentée sur la figure du bas représente
l’utilisation de cette fonctionnalité avec des éléments précis contenus dans la base de faits,
correspondant à un système donné – la rivière Lèze – et à un événement donné – la crue de
2000.
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Ce prototype est un système à base de connaissances bâti avec le moteur P+ et
fonctionne suivant le mécanisme de pilotage de programmes décrit dans la section 5.2.
Après une description de l’implémentation technique réalisée pour obtenir ce proto-
type, cette section présente les principes de la construction d’une base de connaissances
dans le langage Y et les principes de fonctionnement du prototype.
5.3.1 Principe d’implémentation technique
L’implémentation technique du prototype CRMA-1 s’est déroulée selon plusieurs
phases, comme présenté par la figure 5.7. L’ensemble des connaissances décrites dans
le chapitre précédent selon le formalisme graphique UML ont tout d’abord fait l’ob-
jet d’une traduction dans le langage Y, traduction sur laquelle nous allons revenir
dans la section suivante. La base de connaissances ainsi obtenue est ensuite traduite
automatiquement en langage C++ par un interpréteur – ou parser – du langage Y.
Les fichiers ainsi obtenus sont alors compilés conjointement avec la librairie du moteur
P+ de manière à produire un système à base de connaissances exécutable.
:JeuDeDiagrammesUML :JeuDeFichiersYakl
:JeuDeFichiersC++
:SystèmeExécutable
traduction
analyse croisée
parsing
compilation
raffinement d'implémentation
F. 5.7 – Principe de l’implémentation technique du prototype de système d’assistance au
calage – Diagramme de séquences UML.
Les problèmes d’implémentation technique d’une base de connaissances ont été mis
en relief par Morel (2002). Il souligne notamment le nécessaire rapprochement entre
les domaines de l’Ingénierie des Connaissances et du Génie Logiciel pour parvenir à
une chaîne cohérente d’opérationalisation des connaissances. La principale différence
entre la chaîne ((UML–Y–C++ )) utilisée ici et celles préconisées par Morel et Kassel
(1999, 2001) est l’utilisation de la norme UML comme outil de spécification. Cette dé-
marche, adoptée par Cranefield et Purvis (1999) et Kogut et al. (2002), est soumise aux
ambiguïtés de la notation graphique UML, qui prévoit par exemple une équivalence
sémantique entre un attribut et une relation de composition. L’utilisation du langage
Y comme intermédiaire entre UML et le langage de programmation C++ nous a
permis de lever ces ambiguïtés au niveau opérationnel, au prix de l’établissement de
conventions strictes pour la traduction UML-Y, conventions que nous allons pré-
senter dans la section suivante.
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5.3.2 Construction d’une base de connaissances en pilotage de programmes
La première étape de développement d’un système à base de connaissances est bien
sûr la construction de la base de connaissances elle-même. Disposant par ailleurs d’ou-
tils performants comme l’interpréteur du langage Y et le moteur d’inférence P-
+, la construction de cette base de connaissances a constitué l’essentiel du travail
de développement du prototype. La base de connaissances détaillée ici est construite
suivant les contraintes associées au pilotage de programmes.
De conceptualisation en prototypage, et inversement
La construction de la base de connaissances dans le langage Y ne s’est pas ef-
fectuée – loin de là – de manière linéaire. Plusieurs étapes ont nécessité des allers et
retours pour parvenir à un résultat satisfaisant. On retrouve ici une méthode similaire
à celle d’un expert hydraulicien chargé de caler manuellement un modèle numérique.
Ces allers et retours se sont déroulés sur deux procédures.
Tout d’abord, la correspondance entre les connaissances initialement décrites dans
le formalisme graphique UML et la base de connaissances en pilotage de programmes
écrite dans le langage Y a nécessité des ajustements de la modélisation initiale pour
une traduction cohérente dans le langage Y. Les principes de cette traduction sont
présentés dans les paragraphes suivants. De même, l’implémentation de certains con-
cepts présents dans le langage UML et nécessaires dans l’objectif fixé ont conduit à
étendre la syntaxe du langage Y.
Ensuite, la concordance des résultats de l’exécution du système avec les objectifs
fixés a été vérifiée sur les cas concrets de calage décrits dans les chapitres 6 et 7. Ces
vérifications ont conduit à des raffinements dans la rédaction de la base Y.
Traduction UML–Y
Nous avons vu dans la section 5.2 au travers d’exemples comment les éléments –
descriptifs et procéduraux – associés à des programmes se traduisaient naturellement
dans le langage Y, justement destiné à représenter ce type de connaissances pour le
pilotage de programmes.
Nous avons ensuite utilisé le langage Y pour représenter l’ensemble des connais-
sances décrites dans le chapitre précédent avec le formalisme graphique UML. Le prin-
cipe de traduction des diagrammes de classes est présenté sur la figure 5.8. Chaque
classe UML – attributs et méthodes compris – a été traduite par un type d’argument.
Les méthodes – principalement les procédures de lecture et d’écriture des fichiers – ont
été écrites en C++.
Nous avons enfin quelque peu détourné le langage Y de ses fonctions initiales
pour représenter les diagrammes d’activités UML. Le principe de traduction de ces dia-
grammes est présenté sur la figure 5.9. Chaque activité a été traduite par un opérateur,
et les flots d’objets entrants et sortants par les arguments – Input Data et Output
Data – de cet opérateur.
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CourbeSurSection
HydrogrammeMesuré
Débit
Début : Date
DébitsMesurés
0..1
2..*
Fin : Date
Section : SectionEnTravers
compute_volume()
volume : real
Argument Type {
name CourbeSurSection
Attributes
Date name début
Date name fin
SectionEnTravers name sectionDeMesure }
Argument Type {
name Débit
... }
Argument Type {
name HydrogrammeMesuré
Subtype of CourbeSurSection
Attributes
Set of Débit name débitsMesurés
Float name volume
Methods
compute_volume() }
F. 5.8 – Exemple de traduction d’un diagramme de classes UML en types d’arguments
Y. La méthode compute_volume() est écrite indépendamment en C++.
InitialisationDesParamètresHydrauliques
test_de_présence_d_ouvrages 
{Si des ouvrages sont présents 
sur la rivière, alors initialiser leurs 
coefficients de débit.}
[paramètres définis]
:ModèleHydraulique
[paramètres initialisés]
:ModèleHydraulique
Composite Operator {
name InitialisationDesParamètres
Input Data
ModèleHydraulique name modèle_avec_paramètres_définis
Output Data
ModèleHydraulique name modèle_avec_paramètres_initialisés
...
Body
InitialisationCoeffRésistance - [ InitialisationCoeffDébit ]
Optional Criteria
Rule {
name test_de_présence_d_ouvrages
If modèle_avec_paramètres_définis.données.ouvrages <> nil
Then use_optional_operator InitialisationCoeffDébit }
... }
F. 5.9 – Exemple de traduction d’un diagramme d’activités UML en opérateurs Y.
Les crochets entourant IntialisationCoeffDébit dans la partie Body indiquent un
opérateur-enfant optionnel, pris en compte suivant le critère d’optionalité représentée par la
règle nommée test_de_présence_d_ouvrages. Cette règle consiste à tester la liste des
ouvrages existants dans les données du modèle numérique.
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Évolution du langage Y
Comme évoqué précédemment, les besoins en modélisation ont nécessité une évo-
lution du langage Y au travers de deux extensions principales :
– l’ajout d’opérateurs (( locaux )) (Local Operator) a permis de représenter des tâ-
ches terminales semblables à des opérateurs primitifs, mais au contenu entière-
ment heuristique. Ce type d’opérateur a ainsi permis de représenter des activités
non décomposables qui ne constituent pas une encapsulation de l’exécution d’un
programme quelconque, comme par exemple la SélectionDUnEvénement ;
– la prise en compte de collections d’éléments a quant à elle permis de représenter les
différents jeux de données, de paramètres et autres, présents dans notre modéli-
sation. L’exemple de l’utilisation de ces collections pour définir un hydrogramme
est donné sur la figure 5.8. Cette notion de collection est primordiale dans le
cadre du calage, puisqu’un grand nombre d’objets utilisés sont présents sous cette
forme : données de référence, paramètres, etc.
Structure de la base de connaissances et de la base de faits
Comme vu dans la section 5.2.2 (p. 130), la constitution d’un système à base de
connaissances bâti autour du moteur P+ nécessite d’une part une base de connais-
sances regroupant des fichiers textes écrits dans la syntaxe Y – selon les principes de
traduction énoncés au-dessus – et d’autre part une base de faits, regroupant elle aussi
des fichiers écrits dans la syntaxe Y, et formalisant les connaissances spécifiques au(x)
système(s) étudié(s). La figure 5.10 présente la structure de la base de connaissances du
système CRMA-1, et la figure 5.11 présente la structure actuelle de la base de faits de
ce système.
Un point important est à noter dans la structure de la base de connaissances : nous
nous sommes focalisés sur la spécialisation des connaissances pour l’hydraulique et nous
avons de fait immédiatement transposé les classes et activités génériques dans le domaine
de l’hydraulique. Quelques exemples permettent de prendre conscience de cette parti-
cularité : aucun opérateur ne représente la tâche générique – c’est-à-dire indépendante
du domaine – d’initialisation des paramètres. Un opérateur portant ce nom représente
cette tâche directement dans le domaine de l’hydraulique fluviale (voir la figure 5.9).
De la même façon, aucun type d’argument ne représente la classe générique modèle nu-
mérique. Un type d’argument portant ce nom représente en fait le concept de modèle
numérique en hydraulique fluviale. On ne peut donc pas dériver simplement cette base
de connaissances dans un autre domaine.
Cette particularité de la base de connaissances trouve son origine dans deux points
différents. D’une part, des problèmes techniques se posent dans la gestion des types
et des sous-types. La spécialisation explicite dans la base de connaissances de tâches
génériques nécessiterait ainsi la mise en place d’opérateurs d’interopérabilité tels que
ceux décrits dans le chapitre précédent (section 4.5.4, p. 115) pour passer du niveau
des connaissances hydrauliques au niveau des connaissances spécifiques au code M,
c’est-à-dire pour passer des objets du domaine aux fichiers utilisés par le code. D’autre
part, la base de connaissances s’est construite au fur et à mesure de nos travaux et
l’identification d’un niveau générique de connaissances ne s’est pas imposée d’emblée.
La lourdeur d’une implémentation systématique a posteriori d’opérateurs d’interopéra-
bilité entre le niveau (( générique )) et le niveau (( hydraulique )) nous a conduit à cette
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ConnaissancesCaRMA-1:BaseDeConnaissances
:InitialisationDesParamètres:FichierYakl
:DéterminationDesParamètres:FichierYakl
:ConceptsHydrauliques:FichierYakl :ConceptsAssociésAMage:FichierYakl
:RéalisationDUneSimulation:FichierYakl :RéalisationDUneSimulationAvecMage:FichierYakl
:ComparaisonDesPrédictions:FichierYakl :ComparaisondesPrédictionsAvecMage:FichierYakl
:AffectationDesDonnées:FichierYakl
:AjustementDesParamètres:FichierYakl
:QualificationDuModèleCalé:FichierYakl
:ListeDesFichiers:FichierKb
:MéthodesHydrauliques:FichierC++ :MéthodesAssociéesAMage:FichierC++
:CalageDeModèles:FichierYakl
F. 5.10 – Structure de la base de connaissances en pilotage de programmes pour CRMA-
1 – Diagramme de déploiement UML. Les fichiers représentés sur la droite regroupent les
connaissances spécifiques au code M.
FaitsCaRMA1:BaseDeFaits
:FaitsSurLHogneau:FichierYakl
:FaitsSurLaLèze:FichierYakl
F. 5.11 – Structure de la base de faits en pilotage de programmes pour CRMA-1 –
Diagramme de déploiement UML.
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non-distinction de ces deux niveaux dans la base de connaissances. Nous reviendrons
sur cet état de fait dans la section 5.4.
Le tableau 5.1 présente enfin quelques caractéristiques chiffrées de la base de con-
naissances intégrée dans le système CRMA-1. Nous présentons dans la section sui-
vante le mode de fonctionnement opérationnel de ce prototype.
Niveaux générique &
hydraulique
Niveau du code M Total
Types d’attributs 75 22 97
Opérateurs 48 15 63
Règles 634 87 721
T. 5.1 – Quelques caractéristiques chiffrées de la base de connaissances en pilotage de
programmes.
5.3.3 Fonctionnement
Cette section développe les modalités de fonctionnement opérationnel du proto-
type CRMA-1 pour le calage de modèles présents dans la base de faits. Le tableau 5.2
présente le mode d’exécution – automatique ou interactif – de chacune des sous-tâches
du calage de modèle.
La plupart de ces sous-tâches se déroulent de manière automatique. Seules trois
d’entre elles nécessitent une intervention de l’utilisateur :
– la tâche de définition des zones homogènes est laissée totalement à l’initiative de
l’utilisateur. Celui-ci se voit ainsi demander le nombre de zones homogènes, puis
les points de transition d’une zone à l’autre. Une assistance plus poussée sur cette
tâche pourrait être mise en place par une analyse des faits à disposition, et notam-
ment la topographie du bief modélisé ;
– la tâche d’initialisation d’un paramètre distribué est effectuée de manière interac-
tive en posant des questions à l’utilisateur sur les caractéristiques de chaque zone
homogène en vue d’estimer a priori les valeurs des coefficients n de Manning,
suivant la procédure déterminée dans le chapitre 3 (figure 3.4, p. 69) ;
– la tâche de comparaison entre référence et prédiction est réalisée par un affichage
graphique de la donnée de référence considérée et de la prédiction associée. Des
questions sont ensuite posées à l’utilisateur sur la concordance de ces deux élé-
ments. Trois types de comparaisons sont abordés successivement durant cette
tâche :
1. un décalage temporel de la courbe prédite si celle-ci est un hydrogramme ou
un limnigramme (voir figure 5.12),
2. un écart global en ordonnées de la courbe prédite si celle-ci est une ligne
d’eau ou une ligne d’eau enveloppe (voir figure 5.13(a)),
3. un écart local en ordonnées de la courbe prédite si aucun écart global n’est
considéré (voir figure 5.13(b)). Ce type de comparaison est bien entendu
itératif depuis l’aval vers l’amont puisque les écoulements simulés sont en
régime fluvial.
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Étape Tâche
Exécution
Automatique Interactive
Affectation des
données
Sélection d’un événement ◦
Sélection des données d’entrée •
Sélection des données de référence •
Définition des
paramètres
Sélection d’une structure ponctuelle •
Attribution d’un paramètre ponctuel •
Définition des zones homogènes ◦
Sélection d’une zone homogène •
Attribution d’un paramètre distribué •
Initialisation des
paramètres
Initialisation d’un paramètre ponctuel •
Initialisation d’un paramètre distribué •
Réalisation d’une
simulation
Prétraitement •
Exécution du code de calcul •
Posttraitement •
Comparaison des
prédictions
Sélection d’une donnée de référence •
Sélection d’une prédiction •
Comparaison entre référence et prédiction •
Compilation des comparaisons intra-événement •
Compilation des comparaisons inter-événements ◦
Ajustement des
paramètres
Sélection d’un paramètre ponctuel •
Ajustement d’un paramètre ponctuel •
Sélection d’un paramètre distribué •
Ajustement d’un paramètre distribué •
Sélection d’un type de paramètres distribués ◦
Ajustement d’un type de paramètres distribués •
Qualification du
modèle calé
◦
T. 5.2 – Fonctionnement opérationnel du prototype. Le symbole (( • )) dénote une im-
plémentation totalement fonctionnelle, et le symbole (( ◦ )) indique que les connaissances ac-
tuellement implémentées ne permettent pas d’apporter une véritable plus-value sur la tâche
considérée et que celles-ci représentent une implémentation (( par défaut )).
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F. 5.12 – Identification visuelle d’un décalage temporel. La figure ci-dessus – et les sui-
vantes – sont des captures d’écran du logiciel RV. Les débits enregistrés sont représentés
par des croix noires et l’hydrogramme calculé par un trait fin gris. L’hydrogramme calculé est
ici en retard par rapport aux débits mesurés.
Plusieurs autres tâches ont fait l’objet d’une implémentation automatique (( par dé-
faut )), destinée à être approfondie :
– les tâches de sélection d’un événement et de compilation inter-événements ont seule-
ment été abordées dans ces travaux. En effet, ces deux tâches nécessitent une
extraction de connaissances relatives à des cas de calage pour lesquels on dispose
de différents événements pour réaliser le calage. Or, cette situation est assez rare
en pratique, même si elle n’est pas exceptionnelle. Ces deux tâches peuvent ainsi
largement être approfondies par l’étude d’une ou plusieurs de ces situations ;
– la tâche de qualification du modèle calé a elle aussi été seulement abordée pour les
mêmes raisons qu’au dessus. En effet, un modèle calé sur un seul événement est
aisément qualifiable, et les subtilités n’apparaissent que lors d’un calage réalisé sur
plusieurs événements. Que dire en effet d’un modèle destiné à la détermination
de zones inondables et reproduisant avec une qualité inégale deux événements de
période de retour élevée?
– la tâche de sélection d’un type de paramètre distribué n’a pas vraiment de raison
d’exister dans le domaine de l’hydraulique fluviale, puisque – contrairement à
l’hydrologie distribuée par exemple – un seul type de paramètre distribué est
considéré : le coefficient de résistance à l’écoulement.
Nous présenterons dans le chapitre suivant les détails de sessions d’utilisation de
ce prototype, au travers de son application pour le calage des modèles hydrauliques de
l’Hogneau – dont sont tirées les figures 5.12 et 5.13 – et de la Lèze.
Il faut noter que le fonctionnement du prototype CRMA-1 décrit ci-dessus s’ap-
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+
+
+
+
+
+
+
(a) Écart global. La ligne d’eau se situe globalement au-dessus des niveaux mesurés
+
+
+
+
+
+
+
(b) Écart local. La ligne d’eau se situe localement au-dessus d’un niveau mesuré.
F. 5.13 – Identification visuelle d’un écart en ordonnées entre les points mesurés et la
courbe prédite correspondante. Les figures ci-dessus comparent des niveaux maximums mesu-
rés (croix noires) à une ligne d’eau enveloppe calculée (trait fin gris). Le trait noir représente
le profil en long du fond du cours d’eau. Les traits fins horizontaux représentent les sections
mesurées.
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plique uniquement dans le cas où le modèle à caler est déjà présent dans la base de
faits. Mettre en œuvre ce prototype pour caler de nouveaux modèles nécessite donc une
mise à jour de la base de faits. Celle-ci s’effectue en écrivant les instances d’arguments
correspondant au nouveau système et à son nouveau modèle, ainsi que la requête cor-
respondant au calage de ce nouveau modèle. La procédure indiquée sur la figure 5.14
doit alors être suivie par l’utilisateur.
1. Mettre a` jour la base de faits ;
2. Exe´cuter l’interpre´teur sur la nouvelle base (base de
connaissances initiale + base de faits mise a` jour) ;
3. Lancer une compilation des fichiers C++ produits ;
4. Lancer l’exe´cutable du nouveau syste`me d’assis-
tance obtenu.
F. 5.14 – Procédure d’utilisation du système sur de nouveaux modèles.
5.4 Développement d’outils d’intelligence artificielle dédiés au
calage de modèles numériques
Dans la section précédente a été présenté un système d’assistance au calage de mo-
dèles hydrauliques, réalisé à partir d’outils développés pour une tâche différente : le pilo-
tage de programmes. Cette utilisation détournée, si elle a permis d’obtenir un prototype
opérationnel, comporte plusieurs points insatisfaisants, non pas du point de vue des
résultats fournis par le système, mais du point de vue de son ergonomie et de sa main-
tenance. La discussion de ces points nous a ainsi amené à proposer le développement
d’outils adaptés à la tâche de calage. Ces outils sont destinés à construire un nouveau
prototype de système d’assistance au calage de modèles hydrauliques, implémentant les
mêmes connaissances que CMA-1, mais possédant les propriétés évolutives néces-
saires pour pouvoir l’adapter aisément à de nouvelles situations.
5.4.1 Discussion sur l’implémentation précédente
La mise au point itérative du prototype CRMA-1 au travers de son expérimen-
tation sur différents cas d’étude a permis de dégager plusieurs freins potentiels à son
évolution vers de nouvelles situations de calage. L’examen de ces points ont fait émer-
ger plusieurs grands principes pour la réalisation d’un nouveau prototype, qui vont être
détaillés ci-dessous.
Utilisation d’un moteur d’inférence adapté à la tâche de calage
L’utilisation d’un moteur de pilotage présente l’avantage du caractère générique de
la tâche de pilotage de programmes. Les concepts associés à cette tâche ont ainsi permis
de (( simuler )) la tâche de calage, mais l’approche pourrait être employée pour repro-
duire d’autres tâches liés à l’utilisation de modèles numériques, comme l’analyse de
sensibilité, ou encore la validation de modèle.
Cette souplesse nous a ainsi imposé de représenter au sein même de la base de
connaissances la structure d’inférence de la tâche de calage. La base écrite dans le
langage Y est donc (( polluée )) par ces connaissances inférentielles génériques : les
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connaissances pertinentes pour l’hydraulique se retrouvent dispersées au sein des dif-
férents opérateurs implémentant artificiellement les étapes du processus générique de
calage.
La solution naturelle adoptée est le développement d’un moteur d’inférence dédié à
la tâche de calage. Celui-ci doit réaliser non plus une planification hiérarchique d’opéra-
teurs reproduisant des sous-tâches du calage, mais directement la structure du processus
tel que nous l’avons modélisé dans le chapitre précédent (figure 4.8, p. 99). Les grandes
étapes de ce processus devront ainsi être exécutées et enchaînées sans avoir à les décla-
rer dans la base de connaissances. Celle-ci contiendra alors seulement des connaissances
strictement du domaine considéré.
Utilisation d’un langage approprié
Le développement d’un nouveau moteur doit s’accompagner de la construction
d’un langage approprié. Le langage Y doit ainsi être complété pour prendre en
compte les classes primitives d’objets liés au calage de modèles numériques. Le nou-
veau langage doit ainsi incorporer l’ensemble des connaissances descriptives génériques,
c’est-à-dire l’ontologie OV décrite dans le chapitre précédent (figure 4.3, p. 88).
Ce langage doit ainsi permettre de déclarer simplement qu’une section en travers est un
type de données du système, qu’un coefficient de résistance est un type de paramètre ou
encore qu’un hydrogramme est un type de données événementielles. Il est important de
noter que la syntaxe du langage Y devra continuer à être disponible pour pouvoir
décrire le code de calcul et les programmes satellites.
L’utilisation conjointe du moteur d’inférence et de ce langage permettra ainsi de
faciliter de façon significative le développement de systèmes d’assistance au calage dans
d’autres domaines.
Rattachement des heuristiques aux objets du domaine
Dans le langage Y, les connaissances de raisonnement, exprimées sous forme de
règles, sont rattachées aux opérateurs représentant les connaissances procédurales. Nous
avons observé que ces connaissances devraient être rattachées aux concepts du domaine
qu’elles manipulent. Les règles concernant la sélection de données de crue, par exemple,
doivent ainsi apparaître associées à l’objet crue lui-même. Ce changement de point de vue
est suscité par l’intégration de la structure d’inférence – et donc d’une grande partie des
connaissances procédurales – dans le moteur même.
La maintenance et l’enrichissement de la base de connaissances en hydraulique flu-
viale pourront être grandement facilités par cette approche recentrée sur les objets.
Prenons un exemple d’une évolution potentielle de cette base : la prise en compte non
plus de deux, mais de trois coefficients de résistance à l’écoulement par tronçon ho-
mogène. Cette fonctionnalité permettrait de considérer indépendamment la résistance
du lit, celle des berges et celle de la plaine d’inondation. Pour introduire cette notion
au sein de la base de connaissances dans le langage Y, une nouvelle définition des
paramètres d’un modèle hydraulique doit tout d’abord être établie, par une réécriture
des types d’arguments correspondant. Si ceci ne présente aucune difficulté en soi, l’uti-
lisation de ces nouveaux paramètres dans le processus de calage nécessite d’intervenir
à chaque étape du processus de calage dans lesquels ces paramètres sont considérés. De
nouvelles règles prenant en compte ces changements doivent ainsi être ajoutées dans
de nombreux opérateurs disséminés dans la quasi totalité de la base de connaissances. Le
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nouveau langage va ainsi permettre de regrouper ces connaissances sur les coefficient de
résistance en les rattachant à un même objet sous forme de critères – au sens d’ensemble
de règles comme dans le langage Y – d’initialisation et de modification.
5.4.2 Réalisation
Un nouveau moteur d’inférence et un langage associé ont ainsi été implémentés à
partir des idées de base développées au-dessus. La mise au point de ces outils informa-
tiques a été réalisée à l’INRIA Sophia-Antipolis par Sabine Moisan à partir des deux
acquis suivants :
– un modèle conceptuel de la tâche de calage – défini au chapitre 4 – et en particu-
lier l’ontologie OV, qui identifie et décrit les concepts génériques du calage
(figure 4.3, p. 88), et une description de la méthode de résolution associée (dia-
grammes d’activités UML, figures 4.8 à 4.15) ;
– une plate-forme logicielle nommée L (Moisan, 1998), qui fournit un environ-
nement unifié et des boîtes à outils pour construire, analyser et adapter tous les
éléments logiciels nécessaires à la réalisation de systèmes à base de connaissances
(moteurs d’inférence, interfaces, langage de description de connaissances, etc.).
Notre expérience au cours de la réalisation du prototype CRMA-1 nous a per-
mis d’identifier les modifications à apporter, d’une part au langage de description des
connaissances fourni aux experts, et d’autre part au moteur d’inférence qui réalise le
raisonnement. Ces deux outils doivent permettre de décrire et de manipuler tous les
concepts génériques identifiés dans l’ontologie OV.
OVL, un langage de représentation de connaissances pour le calage
Tout d’abord, le langage doit permettre à un expert d’exprimer des spécialisations
des concepts généraux du calage pour son domaine. Pour cela nous proposons une
syntaxe simple et lisible.
Le nouveau langage, nommé OVL – pour Operational Validation Language – s’ins-
pire de la syntaxe du langage Y, dont il se différencie sur deux points principaux.
Tout d’abord, en accord avec le modèle conceptuel, il intègre bien évidemment des
éléments syntaxiques pour décrire des concepts du calage – inconnus en pilotage – tels
que le modèle numérique à caler, le code de calcul utilisé, le système physique considéré
et des données sur ce système, des événements passés et des données sur ces événements etc.
Un point important à noter est l’intégration du concept d’objectif de la tâche, regrou-
pant le domaine d’application visé et le niveau de correspondance attendu définis dans le
référentiel de Refsgaard et Henriksen (2004).
Le langage OVL permet de plus d’associer des connaissances de raisonnement à
certains de ces concepts, sous forme de nouveaux critères, toujours constitués comme
dans le langage Y de règles de production :
– des critères de définition, d’initialisation, et de modification, associés aux données
du système, permettent de décrire comment définir les paramètres à caler, leur
attribuer une valeur initiale, et modifier celle-ci si un ajustement est nécessaire ;
– des critères de sélection, d’affectation et de comparaison, associés aux types d’évé-
nements (par exemple une crue), permettent de décrire comment choisir tout
d’abord un événement particulier comme référence pour un calage et comment,
le cas échéant, distribuer les rôles (entrée/référence) aux données événementielles
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mesurées correspondantes, et comparer les données de référence aux prédictions
du modèle ;
– des critères de qualification, associés au modèle, permettent de décrire quand dé-
cider de la fin du calage ;
– enfin, des critères de pré- et post-traitement, associés au code, pour décrire les
formattage/déformattage de données.
Il est à noter de plus que les techniques de pilotage de programmes – et en parti-
culier les opérateurs et leurs critères de raisonnement – qui se sont avérés utiles pour
décrire certains raisonnements en calage, ont été conservés dans le langage OVL, avec
la même syntaxe qu’en Y.
H, un moteur d’inférence pour le calage
Le nouveau moteur, nommé H, possède un algorithme qui implémente les
étapes spécifiques au calage décrites au chapitre 4, en s’appuyant sur des structures de
données (classes C++) qui implémentent les concepts définis dans le langage.
De plus, le moteur H incorpore un moteur (( annexe )) de type P+ pour
traiter les parties de raisonnement expert utilisant des opérateurs de pilotage. La plate-
forme L, utilisée pour construire le nouveau moteur, fournit en effet des facilités
pour le couplage de deux types de moteurs.
Concrètement, quatre points ont été poursuivis en parallèle :
– définition de la syntaxe externe du langage OVL, afin de couvrir les besoins
d’expression d’experts en calage de code ;
– implémentation des structures de données informatiques associées (principale-
ment des classes C++, basées sur les composants fournis par la plate-forme) ;
– conception d’un traducteur de la syntaxe externe vers ces structures informa-
tiques ;
– développement d’un moteur capable de manipuler ces structures et implémentant
les activités identifiées au chapitre 4.
Ces deux outils permettent ainsi à un expert d’un domaine donné de construire
un système à base de connaissances pour le calage de modèles numériques dans son
domaine. Ce système d’assistance au calage peut ensuite être mis en œuvre par un
utilisateur final pour mener à bien cette tâche.
5.4.3 CRMA-2, un nouveau prototype pour le calage
La mise au point des deux outils présentés ci-dessus a permis la réalisation d’un
second prototype de système d’assistance au calage, que nous avons originalement bap-
tisé CRMA-2. Ce prototype a été construit à partir de trois éléments : une base de
connaissances et une base de faits – exprimées toutes deux dans le langage OVL – et
le moteur d’inférence H.
Nous avons transposé la base de connaissances initialement écrite dans le langage
Y pour obtenir la nouvelle base de connaissances dans le langage OVL. Cette tra-
duction a ainsi consisté à garder uniquement dans la base les connaissances spécifiques
au domaine de l’hydraulique et les connaissances liées au code M. Nous avons en-
suite aisément exprimé ces connaissances à l’aide de la syntaxe adaptée du nouveau
langage.
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Les figures 5.15 à 5.18 présentent quelques extraits de la base de connaissances
écrites dans le langage OVL.
Numerical Model {
Name mage_river_hydraulic_model
System rivière
Simulation Code mage
Objective calage_hydraulique
System Data
bief_étudié name bief
sections a Set of sections_en_travers
seuils a Set of déversoir
...
Parameters
coefficients_de_résistance a Set of coefficient_de_resistance
coefficients_de_débit a Set of coefficient_de_débit
... }
F. 5.15 – Déclaration dans le langage OVL du modèle numérique dans le domaine de
l’hydraulique fluviale. Les termes en gras sont des mots-clés du langage.
Objective {
Name problème_calage_hydraulique
Events
crues_utilisées a Set of crue
Intended Application
String name utilisation_du_modèle_hydraulique
range [ "Prévision de crues" "Détermination de zones inondables" ]
... }
F. 5.16 – Déclaration dans le langage OVL de l’objectif du calage dans le domaine de
l’hydraulique fluviale.
Event Type {
Name crue
Measured Data
hydrogrammes_mesurés a Set of hydrogramme_mesuré
niveaux_d’_eau_mesurés a Set of niveau_mesuré
...
Computed Results
lignes_d_eau_calculées a Set of ligne_d_eau_calculée
...
Selection criteria
...
Allocation criteria
Rule {
name sélection_de_la_condition_limite_amont
If hydrogrammes_mesurés <> nil
Then foreach hyd in hydrogrammes_mesurés
run sélection_hydrogramme_amont hyd/hyd
Comparison criteria
... }
F. 5.17 – Déclaration dans le langage OVL d’un type d’événement – une crue – dans
le domaine de l’hydraulique fluviale.
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Local Operator {
Name sélection_hydrogramme_amont
Input Data
hydrogramme_mesuré name hyd
Call
Rule {
name présence_hydrogramme_amont
If hyd.section_de_mesure.position == mage_river_hydraulic_model.bief.
position_amont
Then hyd becomes input }
... }
F. 5.18 – Déclaration dans le langage OVL d’un opérateur local de résolution d’une
sous-tâche spécifique.
L’utilisation du langage OVL permet de réduire sensiblement la complexité de la
structure de la base de connaissances du prototype, présentée sur la figure 5.19. La fi-
gure 5.20 présente quant à elle la structure actuelle de la base de faits de ce système. La
maintenance de cette deuxième base de connaissances s’en trouve ainsi grandement fa-
cilitée, et il est beaucoup plus facile pour l’expert d’avoir une vision globale des connais-
sances implémentées.
ConnaissancesCaRMA2:BaseDeConnaissances
:ListeDesFichiers:FichierKb
:ConceptsHydrauliques:FichierOval
:MéthodesHydrauliques:FichierC++ :MéthodeAssociéesAMage:FichierC++
:ConnaissancesSurLeCodeMage:FichierOval
F. 5.19 – Structure de la base de connaissances pour CRMA-2.
FaitsCaRMA2:BaseDeFaits
:FaitsSurLaLèze:FichierOval
:FaitsSurLHogneau:FichierOval
F. 5.20 – Structure de la base de faits pour CRMA-2.
Il est important de noter que les connaissances implémentées étant identiques dans
les deux prototypes, la mise en œuvre de CRMA-2 par un utilisateur final sera équiva-
lente à celle du premier prototype, aussi bien en terme de fonctionnalités que de résultats
obtenus.
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5.5 Conclusions
Nous avons présenté dans ce chapitre l’implémentation informatique des connais-
sances modélisées dans le chapitre 4. Le résultat de cette – double – implémentation
est un système opérationnel d’assistance au calage de modèles hydrauliques basés sur le
code M. Le développement d’un premier prototype nommé CRMA-1 à l’aide de
techniques de pilotage de programmes a permis de tester cette mise en œuvre opéra-
tionnelle sur des cas concrets de calage. Nous avons détaillé la structure de ce prototype
ainsi que l’ensemble du processus de calage mis en œuvre de manière opérationnelle.
Les tests effectués sur ce premier prototype ont permis de déceler les faiblesses de
cette implémentation concernant la maintenance et la réutilisation des différents ni-
veaux de la base de connaissances. Ces inconvénients provenant de l’utilisation de tech-
niques développées pour la tâche de pilotage de programmes, la mise au point d’outils
d’intelligence artificielle – moteur d’inférence et langage associé – dédiés spécifique-
ment à la tâche de calage de modèles numériques a été décidée. Le nouveau prototype
développé à partir de ces outils – nommé CRMA-2 – permet à l’expert de s’affran-
chir de l’écriture dans la base de connaissances du niveau générique – représenté par
l’ontologie OH et par le paradigme de calage de modèles – et de représenter uni-
quement les connaissances du domaine et les connaissances spécifiques au code utilisé.
Nous disposons donc à présent d’un outil opérationnel d’assistance au calage destiné
à un utilisateur final. La réalisation du calage d’un modèle hydraulique à l’aide de cet
outil ne nécessite de la part de cet utilisateur ni connaissances sur le calage en tant que
procédure générique, ni connaissances poussées en hydraulique fluviale 1-D, ni surtout
de connaissances sur le code de calcul M utilisé. Cette affirmation doit être tempérée
sur deux points : d’une part, l’assistance fournie par le système n’est pas complète sur
l’ensemble des sous-tâches du calage, comme nous l’avons précisé dans la section 5.3.3.
D’autre part, les connaissances implémentées sont loin d’être exhaustives et le système
ne peut bien entendu pas prétendre prendre en compte l’ensemble des situations de
calage qui peuvent se présenter en hydraulique fluviale unidimensionnelle.
Les limites d’utilisation de ce système peuvent fort heureusement être repoussées
grâce à la modularité fournie au prototype CRMA-2 : l’extension de la base de connais-
sances sur laquelle il est bâti peut ainsi permettre d’appréhender aisément de nouvelles
situations de calage. Les fonctionnalités actuelles de ces prototypes permettent en outre
déjà leur utilisation pour des cas de calage profondément différents, comme le montre
l’application de CRMA-1 à deux cas d’étude dans les chapitres suivants.
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Chapitre 6
Calage d’un modèle de la Lèze
(( Tout le monde raisonne sur l’hydraulique, mais il est peu de personnes
qui l’entendent. ))
Chevalier D B 1
D   , nous nous attachons à la mise en œuvre opération-nelle du système d’assistance au calage que nous avons développé. Ce chapitre
présente le premier des deux cas d’étude qui ont servi de terrain d’expérimentation
pour notre premier prototype : le calage d’un modèle de la rivière Lèze. Le chapitre
suivant présentera quant à lui le calage d’un modèle de la rivière Hogneau. Ces deux
cas d’étude diffèrent de par le domaine d’application visé des modèles, mais aussi par
les données événementielles disponibles pour caler chacun d’entre eux. Ces deux cas
d’étude constituent donc a priori de bons candidats pour tester notre prototype.
Nous détaillons dans ce chapitre tout d’abord le cadre de l’étude ainsi que les spé-
cificités du calage du modèle de la Lèze. Nous développons ensuite le déroulement de
ce calage à l’aide du prototype CRMA-1 ainsi que les retours d’expérience afférents.
Nous proposons enfin une extension du système d’assistance au calage.
6.1 Présentation du cas d’étude
Cette section s’attache à décrire le bief modélisé de la rivière Lèze (voir la figure 6.1),
l’événement de crue utilisé, ainsi que le modèle numérique que nous nous proposons de
caler. Nous nous attardons ensuite sur les spécificités de ce calage, relatifs au domaine
d’application visé et à la nature des données d’entrée.
6.1.1 La rivière Lèze
Prenant sa source à une altitude de plus de 600m au nord-ouest de la ville de
Foix, la Lèze draine un bassin versant d’environ 350 km2 avant de se jeter dans l’Ariège
1. Pierre-Louis-Georges  B (Chevalier). (1786), Principes d’hydraulique vérifiés par un grand
nombre d’Expériences faites par ordre du Gouvernement, vol. 1., Imprimerie de Monsieur, Paris, France,
2e éd., p. x, Discours préliminaire.
151
6.1 P   ’
quelques kilomètres avant la confluence de celle-ci avec la Garonne. Le bief étudié,
d’une longueur d’environ 27 km, se situe à l’aval du bassin versant, entre les villages
de Lézat-sur-Lèze et Labarthe-sur-Lèze (IGN, 1986, 1991). Ce bief est traversé par de
nombreux ponts et est surtout entrecoupé de trois ouvrages hydrauliques imposants tel
que celui représenté sur la figure 6.2. Deux grands types morphologiques de tronçons
peuvent être identifiés suivant qu’ils sont soumis ou non à l’influence hydraulique de
ces barrages. Un exemple de tronçon non influencé est présenté sur la figure 6.3 et un
exemple de tronçon supportant un plan d’eau est présenté sur la figure 6.4.
Deux stations hydrométriques sont présentes aux extrémités du bief considéré dans
cette étude, l’une à proximité du pont de la RD 19 à Lézat-sur-Lèze, et l’autre sur la
face amont du pont de la RD 19 à Labarthe-sur-Lèze. Les principales caractéristiques
de ces stations, extraites de la banque H 2, sont reprises dans le tableau 6.1. Les
bassins versants correspondants sont représentés sur la figure 6.1(b).
6.1.2 La crue de février 2000
Le modèle numérique que nous cherchons à caler est destiné à la prévision des crues.
Le niveau de correspondance attendu est par conséquent une bonne reproduction de
leur dynamique.
Nous avons choisi comme référence la crue de février 2000 pour deux raisons : la
première est la disponibilité des données pluviométriques. Ces données s’avèrent indis-
pensables à la modélisation de tout événement sur le bief étudié. En effet, le bassin ver-
sant intermédiaire est d’une superficie de plus de 100 km2 et apporte une contribution
non négligeable aux débits enregistrés à l’aval du domaine. Ces apports intermédiaires
doivent ainsi être calculés à l’aide d’un modèle hydrologique à partir de données plu-
viométriques sur le bassin versant. La deuxième raison est l’intensité de l’événement. La
crue de référence devait en effet être à la fois assez forte pour être représentative des évé-
nements sur le bassin, mais aussi – pour nos travaux seulement – ne pas conduire à des
débordements dans la plaine d’inondation. Nous reviendrons sur cet aspect particulier
dans la présentation du modèle numérique que nous avons utilisé.
Cette crue particulière a conduit à un débit de pointe de 57,30m3/s à Lézat et
67,50m3/s à Labarthe, correspondant à une période de retour comprise entre 2 et 5
ans. Nous sommes bien loin de l’événement de juin 2000 dont le débit de pointe,
enregistré à 144m3/s à Labarthe, approche une période de retour de 50 ans. L’utilisa-
tion de la crue de février 2000 plutôt que celle de juin serait évidemment une limite
dans le cadre d’une utilisation opérationnelle de notre modèle calé, mais elle ne nuit
aucunement à notre propos axé sur l’aspect méthodologique de ce type de calage.
6.1.3 Modèle numérique
Après une forte crue en 1992, une étude de définition d’aménagements visant à ré-
duire les inondations dans la vallée de la Lèze a été confiée au bureau d’études S
(1996, 1997, 1998). À cette occasion a été réalisé – à l’aide du code de calcul C
(Belleudy et al., 1986) – un modèle numérique de la partie de la vallée étudiée dans nos
travaux. Plus récemment, un modèle du bief étudié ici et basé sur le code M a été
construit à l’IMFT (Béon et al., 2004) dans le contexte de la prévision des crues sur le
bassin de la Garonne.
2. Banque nationale de données pour l’hydrométrie et l’hydrologie (hydro.rnde.tm.fr).
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Lèze
(a) Localisation géographique.
(b) Carte du bassin versant de la Lèze.
F. 6.1 – Description du bief étudié de la Lèze. Sur la carte du bassin versant, le réseau
hydrographique est représenté en trait plein fin et les bassins versants de la Lèze à Lézat-sur-
Lèze et Labarthe-sur-Lèze sont indiqués par des traits forts pointillés. Le bief étudié, situé
entre les deux stations hydrométriques, est quant à lui représenté en trait plein fort.
Nom Lèze à Lézat-sur-Lèze Lèze à Labarthe-sur-Lèze
Code H O1844020 O1874010
Superficie du bassin versant 237km2 351km2
Altitude du zéro de l’échelle 199,00mNGF 159,00mNGF
Coordonnées Lambert II X = 520019m X = 524629m
Y = 1809214m Y = 1828102m
Qualité des mesures bonne bonne
T. 6.1 – Descriptif des stations hydrométriques de la Lèze.
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(a) Le 31/03/04 (Q ' 0,7m3/s).
(b) Le 24/04/04 (Q ' 17m3/s).
F. 6.2 – Lèze – Photographies du barrage de Beaumont-sur-Lèze. Dans cette figure et les
suivantes, la photographie du haut a été prise à faible débit et celle du bas durant une phase
de décrue (Béon et al., 2004). La crue en question a atteint 46,90m3/s le 23/04/2004 à
13h15 à Lézat et 70m3/s le 23/04/2004 à 15h00 à Labarthe.
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(a) Le 31/03/04 (Q ' 0,7m3/s).
(b) Le 24/04/04 (Q ' 17m3/s).
F. 6.3 – Lèze – Photographies d’un tronçon non influencé à l’aval du pont de la RD 43.
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(a) Le 31/03/04 (Q ' 0,7m3/s).
(b) Le 24/04/04 (Q ' 17m3/s).
F. 6.4 – Lèze – Photographies du tronçon influencé par le barrage du Moulin des Bures,
à l’aval du pont de la RD 622.
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Nous avons réutilisé les bases de ce dernier modèle – et notamment les données du
système constituées de 120 sections en travers et de la géométrie des différents ouvrages
fournies par S – et nous l’avons adapté à nos besoins. La principale adaptation
a concerné l’abandon de la modélisation de la plaine d’inondation. La topographie dis-
ponible de celle-ci étant insuffisamment précise, nous avons décidé de nous retreindre
à un modèle pouvant seulement prendre en compte des crues non débordantes 3. Il est
important de noter que le débit de débordement – environ 100m3/s – correspond tout
de même pour cette rivière à une période de retour de l’ordre de 20 ans. C’est pourquoi
nous avons choisi comme crue de référence la crue de février 2000.
Si de nombreuses données existent sur la crue de juin 2000 (D, 2000; S–
G, 2000), les seules données hydrométriques disponibles concernant la crue
de février 2000 sont les hydrogrammes enregistrés aux deux stations. À cela on peut
rajouter la courbe de tarage de la station de Labarthe fournie par la D. Nous avons
de plus utilisé les résultats d’une modélisation hydrologique de cet événement sous
forme d’apports latéraux à fournir au code M.
6.1.4 Spécificités du calage
La tâche de calage comporte dans ce premier cas d’étude deux caractéristiques qui
sont détaillées dans les paragraphes suivants.
Prévision de crues et calage à l’aide de données externes
Les contraintes de disponibilité des données hydrométriques entraînent pour ce
modèle un calage uniquement sur des données externes. Aucune donnée interne n’est
présente pour discriminer différents jeux de paramètres locaux sur le domaine modélisé.
Ceci n’est pas véritablement limitant au vu de l’objectif visé qui concerne principale-
ment la dynamique de crue, comme l’affirme Dietrich (2001, p. 81) :
If the goal of a modelling exercise is to predict solely the time evolution or some bulk
property of a complex system, then spatial lumping (or spatial integration) can be in-
voked to filter out spatial variability.
Nous disposons tout de même ici d’informations qualitatives pour définir (voir les ré-
flexions sur l’influence des ouvrages dans la section précédente) et initialiser – à l’aide
notamment des photographies des figures 6.3(a) et 6.4(a) – plusieurs paramètres distri-
bués dans ce modèle. L’intégration spatiale suggérée par Dietrich (2001) ne doit donc
pas être utilisée à la lettre. Cependant, un raisonnement similaire peut être effectué
sur l’ajustement éventuel de ces paramètres, qui doit être réalisé – à défaut de données
supplémentaires appropriées – de manière globale et homogène sur l’ensemble du bief
modélisé. Dans le même ordre d’idée, les coefficients de débit des ouvrages ne doivent
pas être modifiés, puisqu’ils conduisent à une réduction d’écarts uniquement locaux
(voir section 4.4.7, p. 107).
Prise en compte d’apports intermédiaires
La prise en compte des apports intermédiaires a été effectuée à l’aide d’hydro-
grammes distribués correspondant à l’événement et calculés à partir des données plu-
3. Le modèle basé sur C considérait cette plaine comme un ensemble de zones de stockage, et
une topographie sommaire de celle-ci – extraite d’un modèle numérique de terrain – a été utilisée dans le
modèle mis au point à l’IMFT.
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viométriques disponibles. Cette modélisation hydrologique préalable a été effectuée
à l’IMFT par Marie-Madeleine Maubourguet à l’aide du code M 4 (Estupina-
Borrell, 2004). L’existence de ces apports introduit une augmentation du volume de
la crue entre l’amont et l’aval du domaine. Une bonne reproduction du volume de la
crue enregistrée à l’aval du domaine, s’il constitue un critère de qualité d’un modèle
hydrologique (voir Green et Stephenson, 1986), ne peut servir à la qualification d’un
modèle hydraulique. Les critères de qualification du modèle hydraulique calé pourront
ainsi se fonder uniquement sur le décalage temporel entre hydrogrammes aval calculé
et enregistré 5.
6.2 Construction de la base de faits
L’ensemble des faits décrits dans la section 6.1 a été modélisé au préalable dans le
langage Y pour constituer la base de faits de ce cas d’étude. Cette base regroupe
les déclarations des instances des classes d’objets – classes définies dans le chapitre 4 –
spécifiques au cas d’étude de la Lèze. Les paragraphes suivants présentent de manière
non exhaustive ces différentes instances, qui vont être utilisées par le prototype pour
réaliser le calage.
La figure 6.5 présente un extrait des différents faits relatifs au modèle numérique
que l’on se propose de caler. Le système est tout d’abord déclaré, suivi des données
disponibles sur ce système. Le modèle numérique est ensuite défini, réunissant le code
M et les données topographiques sur le bief étudié de la Lèze.
...
Argument Instance {
Système name bief_lèze
Attributes
noeud_amont := lezat
abscisse_amont := 8552.0
noeud_aval := labarthe
abscisse_aval := 35751.0 }
Argument Instance {
DonnéesDuSysteme name topo_leze
Attributes
bief := bief_leze
sections := | pont_lezat ... pont_labarthe |
déversoirs := | moulin_des_bures barrage_lagardelle
barrage_saint_sulpice | }
Argument Instance {
ModèleNumérique name modèle_lèze
Attributes
code := Mage
données := topo_leze }
F. 6.5 – Extrait de la base de faits pour le calage de la Lèze – Modèle numérique.
La figure 6.6 présente un extrait de la déclaration des différentes données événe-
mentielles disponibles pour réaliser le calage. Les données hydrométriques relatives à
4. Pour Modélisation de l’anticipation du Ruissellement et des Inondations pour de évéNements Extrêmes.
5. On peut noter que ce décalage peut bien sûr lui aussi être influencé par la dynamique des apports
intermédiaires calculés par le modèle hydrologique.
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l’événement sont déclarées après ce dernier, et l’ensemble des données disponibles est
ensuite listé.
...
Argument Instance {
Événement name crue_leze_fevrier_00
Attributes
début := 17/02/00 00:00
fin := 19/02/00 24:00 }
...
Argument Instance {
CourbeDeTarage name courbe_tarage_labarthe
Attributes
section := pont_labarthe
jaugeage := | jaugeage1 ... | }
Argument Instance {
HydrogrammeMesuré name hydrogramme_lezat_fevrier_00
Attributes
crue := crue_leze_fevrier_00
section := pont_lezat
débits := | debit_lezat1 ... | }
Argument Instance {
HydrogrammeMesuré name hydrogramme_labarthe_fevrier_00
Attributes
crue := crue_leze_fevrier_00
section := pont_labarthe
débits := | debit_labarthe1 ... | }
Argument Instance {
DonnéesÉvénementielles name donnees_hydro_leze
Attributes
hydrogrammes := | hydrogramme_lezat_fevrier_00
hydrogramme_labarthe_fevrier_00 |
hydrogrammes_répartis := | apport_lateral1 ... |
courbes_de_tarages := | courbe_de_tarage_labarthe | }
F. 6.6 – Extrait de la base de faits pour le calage de la Lèze – Données événementielles.
La figure 6.7 présente la déclaration du contexte du calage, définissant le domaine
d’application visé et le niveau de correspondance attendu. Enfin, la requête de l’utilisa-
teur est définie : caler le modèle de la Lèze – déclaré dans la figure 6.5 – avec les données
événementielles listées dans la figure 6.6.
Object Instance {
ContexteDuCalage name contexte_calage_modèle_leze
Attributes
domaine_d_application_visé := "prévision de crue"
niveau_de_correspondance_attendu := "bonne concordance
temporelle" }
Request {
calage name calage_modèle_lèze
Attributes
données_événementielles := donnees_hydro_leze
modèle_à_caler := modèle_lèze }
F. 6.7 – Extrait de la base de faits pour le calage de la Lèze – Contexte et requête.
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6.3 Déroulement de la session de calage avec CRMA-1
Dans cette section, nous nous attachons à détailler le processus de calage tel qu’il
a été réalisé à l’aide du prototype CRMA-1. Pour cela, nous reprenons les sept étapes
principales du calage identifiées dans le chapitre 4 (figure 4.8, p. 99). Pour chacune
d’entre elles, nous présentons les grandes lignes des raisonnements mis en œuvre par le
prototype, au travers d’exemples significatifs des différentes règles de production acti-
vées lors de ce cas d’étude.
Nous mettons de plus en relief le rôle de l’utilisateur du prototype à chaque étape
du processus de calage. La session de calage à l’aide du système développé repose sur
une interaction avec l’utilisateur sur la base de questions-réponses. La plupart des ré-
ponses de l’utilisateur – excepté celles de nature numérique qui doivent appartenir à un
intervalle – sont choisies parmi plusieurs propositions faites par le système. Nous uti-
lisons donc ici essentiellement des questions fermées. Le système d’assistance au calage
affiche d’autre part des graphiques sur lesquels l’utilisateur doit se baser pour répondre
à certaines questions.
Le listing complet de la session de calage du modèle de la Lèze est reproduit dans la
section H.1 de l’annexe H. Les sections suivantes détaillent les processus mis en œuvre
derrière ce listing.
6.3.1 Affectation des données
Cette première étape est réalisée de façon entièrement transparente pour l’utilisateur.
Le système cherche tout d’abord parmi les données disponibles laquelle va servir de
condition limite amont et retient l’hydrogramme enregistré à l’amont du domaine. La
courbe de tarage mesurée à l’aval du domaine est ensuite retenue comme condition
limite aval. Le système teste ensuite l’existence d’hydrogrammes répartis et applique
ceux-ci comme condition limite latérale :
Rule {
name test_apports_latéraux
If données_événementielles.hydrogrammes_répartis <> nil
Then condition_limite_latérale.hydrogrammes_répartis :=
données_événementielles.hydrogrammes_répartis }
Après avoir vérifié qu’aucune ligne d’eau ne pouvait être utilisée comme condition
initiale, le système constate que les données événementielles restantes ne comportent
qu’un hydrogramme – celui mesuré à Labarthe – qu’il va utiliser comme donnée de
référence.
6.3.2 Définition des paramètres
Cette deuxième étape est essentiellement interactive. Le système demande à l’utilisa-
teur le nombre de tronçons de résistance homogène qui peuvent être identifiés sur le
bief étudié, puis les abscisses de transition d’une zone à l’autre. Nous avons ici considéré
8 tronçons différents. Nous reviendrons sur ce point particulier dans la section 6.4.2 sur
les retours d’expérience. Le système crée ensuite à partir de ces informations 8 couples
de coefficients de résistance, un pour le lit mineur et un pour le lit majeur de chaque
tronçon. Les données du système sont ensuite parcourues pour créer les coefficients de
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débit des déversoirs – modélisant les trois barrages – présents dans le modèle du bief
étudié. Le nombre de paramètres de ce modèle s’élève donc à 11.
6.3.3 Initialisation des paramètres
L’initialisation des paramètres s’effectue de manière partiellement interactive. L’uti-
lisateur doit tout d’abord choisir la méthode d’estimation des valeurs des coefficients de
résistance parmi les deux grandes méthodes répertoriées dans le chapitre 3 (figure 3.4,
p. 69) : typologie de rivière – retenue ici – ou analyse des composantes de la résistance
à l’écoulement. Nous reviendrons sur ce point dans la section 6.4.3.
L’utilisateur est ensuite invité à répondre à une série de questions concernant la
description de chaque tronçon homogène de la rivière, en choisissant parmi plusieurs
propositions effectuées par le système. Cette séquence est répétée pour chacun des tron-
çons depuis l’amont vers l’aval. Le système attribue à partir de ces réponses une valeur
initiale ainsi qu’une plage de variation à chaque coefficient de résistance à partir de la
typologie de Chow (1973) (tableaux D.12 et D.13 de l’annexe D).
Le système initialise enfin les coefficients de débit à une valeur par défaut égale à
0,4, estimée à partir des valeurs moyennes rencontrées dans la littérature.
6.3.4 Réalisation d’une simulation
Cette étape est à nouveau entièrement transparente pour l’utilisateur. Le système
crée tout d’abord l’ensemble des fichiers nécessaires à l’exécution du code M à partir
notamment des conditions limites et des paramètres identifiés ci-dessus. Il lance ensuite
une simulation avec ces différents fichiers – répertoriés dans l’annexe F – puis récupère
les fichiers produits par le code.
6.3.5 Comparaison des prédictions
La comparaison des prédictions s’effectue de manière partiellement interactive. Le
système identifie tout d’abord la prédiction du modèle à comparer avec la donnée de
référence, ici l’hydrogramme mesuré à Labarthe. Il extrait ensuite cet hydrogramme
des fichiers de résultats du code M, puis utilise le programme RV (voir fi-
gure 4.20, p. 116) pour afficher à l’écran sur le même graphique les hydrogrammes
calculé et mesuré à Labarthe.
L’utilisateur est alors invité à se prononcer sur le décalage de l’hydrogramme calculé,
en choisissant un qualificatif approprié parmi plusieurs propositions. Nous avons ici
considéré que l’hydrogramme était trop en avance. Le système attribue en conséquence
un jugement à l’opérateur modélisant l’étape de comparaison des prédictions. Celui-ci
le transmet ensuite à l’opérateur susceptible de réduire ce décalage, c’est-à-dire celui
attribuant une valeur courante aux coefficients de résistance :
Rule {
name transmission_decalage_hydrogramme_en_avance
If assess_operator? ComparaisonDesPrédictions
hydrogramme_en_avance
Then send_operator ValuationDesCoefficientsDeRésistance
hydrogramme_en_avance }
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6.3.6 Ajustement des paramètres
Cette étape est encore une fois totalement transparente pour l’utilisateur. Le système
interprète le jugement transmis pour en déduire que l’ajustement doit être global et que
par conséquent l’opérateur de valuation des coefficients de résistance doit être réexécuté.
Les paramètres – au sens du langage Y – de l’opérateur sont alors évalués avant sa
réexécution. L’ajustement requis est jugé important, et la valeur de la résistance du lit
mineur et du lit majeur est jugée trop grande :
Rule {
name interpretation_decalage_hydrogramme_en_avance
If assess_operator? ValuationDesCoefficientsDeRésistance
hydrogramme_en_avance
Then assess_parameter ajustement important ,
assess_parameter resistance_lit_mineur trop_grande ,
assess_parameter resistance_lit majeur trop_grande ,
re_execute }
Tous les opérateurs-enfant – c’est-à-dire les opérateurs de valuation des coefficients cor-
respondant à chaque tronçon – sont alors réexécutés, et pour chacun de ceux-ci le pas
d’ajustement est fixé selon le jugement porté ci-dessus :
Rule {
name calcul_pas_ajustement_important
If assess_parameter? ajustement important
Then pas_ajustement := 3
Les coefficients de résistance pour chaque tronçon sont ensuite modifiés selon les juge-
ments portés au-dessus et selon la valeur du pas d’ajustement :
Rule {
name importante_augmentation_resistance_lit_mineur
If assess_parameter? résistance_lit mineur trop_grande
Then valeur_manning_lit_mineur :=
valeur_manning_lit_mineur/(1 - pas_ajustement *
valeur_manning_lit_mineur) }
Nous reviendrons sur cette implémentation du pas d’ajustement dans la section 6.4.
Le système revient alors au niveau de l’opérateur correspondant à l’étape de réalisa-
tion d’une simulation, pour exécuter à nouveau cette étape, puis celle de comparaison
des prédictions. Le nouvel hydrogramme calculé est alors à nouveau affiché conjointe-
ment avec l’hydrogramme mesuré, et la question sur le décalage est à nouveau posé à
l’utilisateur. Nous avons à cet instant considéré que le décalage restant entre les deux
hydrogrammes était négligeable. Cette phase de modification des paramètres a été dans
ce cas très rapide, mais nous verrons dans le second cas d’étude que ce n’est pas tou-
jours le cas. Le système considère alors le modèle comme calé. Il reste ensuite à fournir
à l’utilisateur une valeur qualitative de ce calage.
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6.3.7 Qualification du modèle calé
Cette dernière étape est réalisée de manière interactive. Le système reprend alors
les comparaisons de toutes les données de référence – qui se réduisent ici à l’hydro-
gramme à Labarthe – avec les prédictions correspondantes du modèle calé. Il affiche
alors le graphique correspondant, et l’utilisateur est invité à se prononcer sur la qualité
de la reproduction de cet hydrogramme, en choisissant un qualificatif parmi plusieurs
propositions. Nous avons ici considéré que cette reproduction était assez bonne. Le
système compile alors les qualificatifs exprimés pour chaque comparaison et en déduit
– suivant le niveau de correspondance attendu et le domaine d’application visé – la
qualité globale du modèle calé dans le cadre de cette étude. Le jugement émis sur la re-
production de l’hydrogramme à Labarthe est ici simplement repris comme valeur du
modèle calé.
6.4 Retours d’expérience
Dans cette section, nous allons revenir sur quelques points du déroulement de ce
calage pour tenter d’en tirer des enseignements sur la mise en œuvre opérationnelle de
notre prototype. Mais avant cela, regardons de plus près les résultats de ce calage en
terme de reproduction de la crue simulée.
6.4.1 Comparaison des crues simulée et mesurée
La figure 6.8 montre une comparaison des résultats numériques du modèle calé
avec les données événementielles disponibles, suivant la représentation graphique tridi-
mensionnelle évoquée dans le chapitre 2 (p. 46).
La première constatation est l’absence de données internes au domaine modélisé,
comme noté parmi les spécificités de ce calage (section 6.1.4). Sur les données externes,
on peut noter que l’hydrogramme enregistré à Lézat-sur-Lèze est bien représenté, ce
qui est évident du fait de son utilisation comme condition limite amont. En revanche,
l’hydrogramme à Labarthe-sur-Lèze est largement surestimé, et ce principalement au
cœur de la crue. On peut de plus constater la présence de deux pics de crue consécutifs,
dus aux apports du bassin versant intermédiaire. Le premier de ces apports s’effectue
uniquement sur la partie aval de ce bassin versant, tandis que le second, quelques heures
plus tard, est plus généralisé. Seule la montée de l’hydrogramme – un des principaux
critères de qualité d’un modèle de prévision de crue – est assez bien représentée.
Lors du calage, nous nous sommes en effet basé subjectivement, en tant qu’utilisa-
teur, sur la concordance de la phase de montée de crue, afin de fournir les appréciations
du décalage temporel demandées par le système. L’hydrogramme calculé ne reproduit
ainsi pas de manière satisfaisante ni le pic de crue ni la la phase de décrue. On aboutit
ainsi au paradoxe apparent d’un calage considéré comme le meilleur possible et corres-
pondant à un modèle calé de valeur seulement (( assez bonne )).
Nous allons ici nous écarter quelque peu du retour d’expérience sur notre proto-
type pour creuser cette remarque qui relève du (( code de bonnes pratiques )) pour le
calage de modèles en général. En effet, on atteint ici la limite du processus de calage du
modèle hydraulique : l’écart entre prédictions et données de référence ne peut plus être
réduit par un quelconque ajustement des paramètres de ce modèle. Cet écart – ici sur
le volume de la crue – provient en effet des apports intermédiaires, considérés implici-
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F. 6.8 – Représentation de la crue de la Lèze de février 2000 dans un repère Q(x,t). La
surface représente les variables calculées par le modèle numérique, les astérisques représentent
les débits enregistrés à Lézat-sur-Lèze, et les croix représentent les débits enregistrés à la
station de Labarthe-sur-Lèze. L’origine des temps est prise à 00h00 le 17/02/00.
tement comme valides par leur utilisation comme données événementielles du modèle
hydraulique. Or, ces apports (ne) sont (que) des prédictions d’un modèle hydrologique
du bassin, lui-même préalablement calé. Une bonne représentation de l’hydrogramme
à Labarthe par ce modèle hydrologique peut ainsi reposer sur deux sous-modèles – celui
du bassin versant en amont de Lézat et celui du bassin versant intermédiaire – dont les
erreurs se compensent. L’association par le modèle hydraulique des apports calculés du
bassin versant intermédiaire et de l’hydrogramme enregistré à Lézat peut ainsi ne pas
permettre une représentation satisfaisante de l’hydrogramme à Labarthe.
La solution est simple : pouvoir réaliser le calage du couple modèle hydrologique–
modèle hydraulique suivant un unique domaine d’application visé et un unique niveau
de correspondance attendu. Cette entreprise peut pourtant se révéler ardue puisqu’elle
met en jeu non seulement la somme des connaissances nécessaires pour le calage de
chacun d’entre eux, mais aussi des connaissances supplémentaires (( hybrides )). Prenons
le cas où un décalage temporel par rapport à l’hydrogramme enregistré à Labarthe est
identifié au cœur de l’hydrogramme calculé correspondant. La question est de savoir
quels paramètres doivent être ajustés afin de réduire cet écart : les coefficients de résis-
tance du modèle de la rivière ou bien les paramètres de ruissellement et/ou d’infiltration
du modèle des versants ? Nous laisserons ici en suspend cette question qui soulève un
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pan de recherche en soi.
Pour revenir à notre prototype, il ne permet bien évidemment pas de résoudre ce
problème puisqu’il n’assiste le modélisateur que dans la tâche de calage du modèle
hydraulique. En revanche, les ajustements des paramètres par le système s’effectuent
uniquement sur la base d’une considération d’un éventuel décalage temporel, et non
pas en relation par exemple avec la valeur du débit de pointe, qui est lui beaucoup
plus influencé par les apports intermédiaires. Cette latitude restreinte dans la compa-
raison des hydrogrammes limite ainsi les tentations de l’utilisateur de compenser les
erreurs dues aux prédictions hydrologiques par un ajustement des paramètres hydrau-
liques. L’utilisation du système d’assistance au calage garantit ainsi – au moins en partie
– pour un utilisateur quelconque la qualité du processus lui-même, ce qui est sa vocation
principale.
Nous allons dans les sections suivantes développer d’autres points spécifiques du
processus de calage.
6.4.2 Définition des coefficients de résistance
La définition des coefficients de résistance – c’est-à-dire leur nombre et leurs zones
d’application – est une activité cruciale conditionnant l’ensemble du processus de ca-
lage. Une pratique courante en ingénierie consiste à définir un couple de coefficients
de résistance pour chaque tronçon limité par deux sections mesurées. Dans le cas du
modèle de la Lèze, cela reviendrait à définir environ 240 paramètres, soit autant de
degrés de liberté pour le système modélisé ! Les inconvénients de cette surparamétrisa-
tion ont été relevées par Refsgaard (1997) pour les modèles hydrologiques distribués 6
et sont directement transposables aux modèles hydrauliques. Nous reviendrons sur les
dangers de la surparamétrisation dans le second cas d’étude, pour lequel nous disposons
de données de référence internes.
Afin d’éviter cette approche, le système demande à l’utilisateur de définir des tron-
çons de résistance homogène sur le bief modélisé, ce qui va permettre de définir des pa-
ramètres fondés sur des considérations physiques, garantissant ainsi au maximum la
validité de cette paramétrisation. Cette définition reste donc éminemment subjective et
les résultats de la paramétrisation vont dépendre des connaissances de l’utilisateur du
site étudié.
Nous ne disposions pas dans ce cas d’assez d’informations sur les 27 km du linéaire
de la rivière pour définir précisément les zones de résistance homogène. Pourtant, notre
reconnaissance du terrain nous a permis d’identifier deux grands types de tronçons
soumis ou non à l’influence d’un ouvrage (voir section 6.1.4). Si la transition – de
l’amont vers l’aval – d’un tronçon influencé par un ouvrage à un tronçon non influencé
s’applique naturellement au droit de l’ouvrage, il est beaucoup plus difficile d’estimer
avec précision l’emplacement d’une transition inverse sans avoir parcouru l’ensemble
du linéaire de la rivière. Nous avons raisonné à partir de la notion de sédimentation à
l’amont d’un ouvrage pour supposer que le tronçon influencé par celui-ci possède une
pente inférieure à la pente moyenne de la rivière. Nous avons ensuite déterminé arbi-
trairement l’abscisse d’une section mesurée concrétisant visuellement la limite amont
d’un tel tronçon pour fournir le point de transition. Cette approximation apparaît suffi-
sante au vu du domaine d’application visé du modèle, qui n’est pas destiné à reproduire
6. Le lecteur intéressé pourra aussi consulter le chapitre 3 de l’ouvrage intitulé Distributed Hydrological
Modelling (Refsgaard et Storm, 1996).
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fidèlement les niveaux d’eau le long du bief étudié, et dont le calage repose uniquement
sur une comparaison avec des données externes.
6.4.3 Choix de la méthode d’estimation
Dans le prototype, nous avons laissé à l’utilisateur le choix de la méthode d’esti-
mation a priori des coefficients de résistance, parmi la typologie de rivières de Chow
(1973) et l’analyse des composantes de la résistance de Cowan (1956). Nous revien-
drons sur les avantages de cette liberté dans l’étude du cas de l’Hogneau. Nous nous
trouvons ici dans le cas d’une rivière naturelle – bien qu’influencée – et l’utilisation de
la méthode de Chow correspond aux recommandations effectuées dans le chapitre 3
(figure 3.4, p. 69).
6.4.4 Pas d’ajustement des coefficients de résistance
Nous avons implémenté dans le système d’assistance au calage un ajustement des
paramètres selon la plus simple des techniques, c’est-à-dire un pas fixe. Trois pas diffé-
rents ont été implémentés afin de prendre en compte différentes amplitudes d’ajuste-
ment. Ceux-ci correspondent à une variation de 1, 2 et 3m1/3.s−1 du coefficient Ks
de Strickler, inverse du coefficient n de Manning (voir section 2.3.1, p. 34). Le choix
d’une variation dans la dimension du coefficient de Strickler provient de la proportion-
nalité directe de celui-ci avec la débitance, variable centrale du modèle conceptuel (voir
section 2.1.2, p. 29).
Ce choix d’un pas fixe discrétise donc l’espace de variation de chaque paramètre
et empêche un ajustement plus précis que 1m1/3.s−1. Cette valeur correspond à la
(( précision )) du coefficient de Strickler couramment utilisée en ingénierie, et ne devrait
pas nuire sensiblement à la finesse des ajustements possibles. Nous reviendrons sur cette
notion dans le chapitre suivant.
6.5 Proposition pour une automatisation de l’étape de compa-
raison des prédictions
Nous avons vu dans la section 6.3.5 que l’étape de comparaison des prédictions
repose actuellement sur une analyse visuelle des écarts entre une donnée de référence
et la prédiction correspondante. Cette étape est ainsi difficilement reproductible de par
la subjectivité de l’appréciation des types d’écart et de leur amplitude. Nous avons vu
par exemple dans la section 6.4.1 que l’identification du (ou des) type d’écart pertinent
entre un hydrogramme mesuré et son homologue calculé pouvait ne pas être trivial.
Nous proposons dans cette section une extension potentielle de notre système d’as-
sistance au calage, visant à automatiser cette comparaison sur la base d’une formalisa-
tion de l’analyse visuelle d’une courbe par un expert. L’objectif final est de délivrer de
manière automatique des évaluations d’ordre qualitatif d’une comparaison entre une
courbe calculée et un ensemble de points mesurés.
6.5.1 Raisonnements qualitatifs sur des courbes
L’utilisation de raisonnements qualitatifs pour évaluer des données graphiques n’est
pas nouvelle. McIlraith (1989) a ainsi développé un prototype d’environnement d’in-
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terprétation qualitative de données relatives à des tests sur des puits de forage. Ce pro-
totype était basé sur une formalisation des connaissances du domaine sur les courbes
obtenues. Des expériences comparables ont été réalisées pour la reconnaissance des
formes de signaux en hydraulique côtière (Vann et Davis, 1994) et pour l’interpréta-
tion de rhéogrammes dans le domaine de la résistance des matériaux (Syed Mustapha
et al., 1999).
Sargent (1996), promoteur du référentiel terminologique de Schlesinger et al. (1979)
pour la modélisation numérique 7, a lui-même mis en avant l’importance de l’évalua-
tion qualitative des résultats graphiques d’une modélisation dans le cadre d’une vali-
dation opérationnelle. Peu d’expériences ont pourtant été réalisées sur l’automatisation
d’une telle approche par des techniques d’intelligence artificielle. On peut toutefois ci-
ter les travaux d’Ündey et al. (2003) qui ont combiné des analyses statistiques avec des
raisonnements qualitatifs, pour évaluer des résultats de simulation dans le domaine de
la chimie pharmaceutique.
6.5.2 Module d’évaluation symbolique de courbes
Un module de description et de comparaison symbolique de courbes a été mis au
point il y a quelques années à l’INRIA Sophia-Antipolis (Pitrou, 1998; Duval, 2000).
Ce module a été repris récemment au sein du projet O par Julien C, per-
mettant son intégration avec le moteur d’inférence P+ et le langage Y. Les
paragraphes suivants présentent brièvement les grandes lignes de ce module.
Description symbolique
Ce module effectue tout d’abord un lissage – paramétrable – des données numé-
riques brutes correspondant à une courbe donnée. Cette courbe est ensuite transformée
en une suite de segments, puis normalisée. Plusieurs éléments de cette courbe segmen-
tée sont alors considérés : les segments, les pics et les ruptures de pente. Chacun de ces
éléments peut être identifié par plusieurs caractéristiques :
– un segment par sa pente et sa longueur ;
– un pic par sa position sur l’axe des abscisses, sa largeur, sa hauteur et sa forme ;
– une rupture de pente par sa position sur l’axe des abscisses et son amplitude.
Les valeurs numériques attribuées aux caractéristiques de chaque élément de la
courbe sont alors traduites en valeurs symboliques à l’aide d’un dictionnaire approprié
fourni préalablement par un expert du domaine. Un tel dictionnaire permet de définir
par exemple que l’amplitude d’une rupture de pente qualifiée de (( forte et positive ))
correspond à une valeur normalisée comprise probablement entre 0,05 et 0,10 et certai-
nement entre 0,04 et 0,15. Cette valeur représente un nombre flou dans le sens donné
à l’origine par Zadeh (1965). Un tel nombre flou permet de reproduire de manière
satisfaisante l’imprécision intrinsèque du vocabulaire humain.
La description symbolique d’une courbe est ainsi la réunion des qualificatifs attri-
bués aux caractéristiques de chacun de ces éléments. Une description peut ainsi être :
un segment assez long et plat, une rupture de pente d’amplitude forte et positive, un seg-
ment court et croissant rapidement, un pic haut et pointu, un segment court et décroissant
rapidement, une rupture de pente d’amplitude faible et positive, un segment assez long
et décroissant.
7. Voir section 1.1.3, p. 5.
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Comparaison symbolique
La comparaison de deux courbes ou d’une courbe à un ensemble de points peut dès
lors s’effectuer non plus à l’aide d’un critère numérique – on peut penser ici au critère
de Nash et Sutcliffe (1970) pour la comparaison de deux hydrogrammes 8 – mais sur la
base d’un telle description symbolique.
Comparaison de deux courbes
Deux types de comparaisons peuvent être envisagés :
– premièrement, la concordance des qualificatifs de caractéristiques spécifiques peut
être testé, comme par exemple celle des symboles attribués à la forme du pic ;
– deuxièmement, la ressemblance globale des deux courbes peut être testée sur la
base de la similarité compilée des chaînes de caractères des qualificatifs de chacune
des courbes 9.
Comparaison d’une courbe à un ensemble de points
En complément de la comparaison de deux courbes, nous avons proposé d’intro-
duire une comparaison symbolique d’une courbe à un ensemble de points. Cette com-
paraison peut s’effectuer encore une fois de deux manières différentes :
– localement, en considérant la position relative et la distance de la courbe à chacun
de points. Chacune de ces caractéristiques se voit alors attribuer un qualifica-
tif d’après des définitions préalablement inclues dans le dictionnaire numérique-
symbolique. Ces définitions sont posées sur le même modèle que celles des carac-
téristiques des différents éléments d’une courbe ;
– globalement, en considérant une position et une distance moyennes de la courbe
par rapport à l’ensemble des points. Ces caractéristiques moyennes sont obtenues
en compilant les caractéristiques de chacun des points.
6.5.3 Perspectives d’intégration au système d’assistance au calage
Comme évoqué précédemment, ce module d’évaluation symbolique de courbes a
été intégré avec le moteur d’inférence P+ et le langage Y. Ce dernier permet
ainsi la déclaration d’un dictionnaire, l’évaluation automatique et transparente des ca-
ractéristiques liées à un objet du type (( courbe )), ainsi que la comparaison d’un tel objet
avec un objet de type (( ensemble de points )).
Nous avons anticipé ce besoin futur en définissant dans l’ontologie OH 10 les
prédictions événementielles (hydrogramme, ligne d’eau, etc.) comme des sous-classes
de l’objet générique courbe. De la même façon, nous avons défini les données de réfé-
rence (hydrogramme mesuré, ligne d’eau mesurée, etc.) comme des sous-classes de la
classe générique ensemble de points.
Nous pourrons ainsi utiliser ce module d’évaluation symbolique de courbes dans
le cadre d’une prochaine version du prototype CRMA-2, puisque le langage associé
– OVL – reprend sur ce point les caractéristiques du langage Y. La principale
difficulté de l’intégration dans le système d’assistance au calage réside dans la mise au
8. Voir section 3.2.3, p. 71.
9. Le degré de similarité est évalué à partir d’un algorithme de remplacement de caractères (Wagner et
Fischer, 1974).
10. Voir chapitre 4, figure 4.6.
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point de dictionnaires numérique–symbolique fiables et adaptés à chacun des types de
courbes présents en hydraulique.
Cette évaluation symbolique de courbes pourra alors être réalisée de manière trans-
parente et délivrer au système les conclusions sur les écarts entre prédictions et données
de référence que l’utilisateur fournit actuellement sur la base d’une analyse visuelle.
6.6 Conclusions
Nous avons présenté dans ce chapitre l’application du prototype CRMA-1 au cas
du calage d’un modèle de la Lèze. Ce cas d’étude possède deux spécificités : la dispo-
nibilité de données de références externes uniquement, et la nécessité de prendre en
compte des apports latéraux pour réaliser une simulation.
Les retours d’expérience sur ce premier cas d’étude permettent de tirer plusieurs
conclusions :
– le prototype fonctionne dans des conditions opérationnelles, au travers d’une situation
hydraulique de calage sur des données externes. Il prouve ainsi qu’une formali-
sation des connaissances peut être utilisée pour aider un modélisateur dans la
réalisation de la tâche de calage. Il faut noter que ce système ne permet évidem-
ment pas de résoudre des problèmes inhérents à la situation, comme par exemple
des erreurs sur les données hydrologiques ;
– le prototype simplifie de manière significative le déroulement du calage. En effet,
la réalisation d’un calage à l’aide du prototype ne requiert d’une part aucune
connaissance a priori sur les procédures à suivre. Les différentes étapes de cette
tâche sont en effet enchaînées de manière entièrement transparente pour l’utilisa-
teur. Celui-ci peut néanmoins disposer d’un listing complet des règles activées du-
rant le processus pour une vérification des raisonnements mis en œuvre. D’autre
part, un tel calage ne nécessite aucune connaissance sur l’utilisation du codeM,
et notamment sur la transformation des objets du domaine dans des formats de
fichiers utilisables par le code. Il permet ainsi à l’utilisateur de se concentrer sur les
aspects du calage exigeant une analyse relevant du seul domaine de l’hydraulique ;
– le prototype permet enfin de garantir l’application d’un (( code de bonnes pratiques ))
sur le processus de calage. L’utilisation de ce prototype guide l’utilisateur pour ne
ne pas tomber dans certains travers – malheureusement courants – du calage de
modèles hydrauliques, comme la surparamétrisation ou le forçage des valeurs des
paramètres pour compenser des erreurs sur les données.
Ces conclusions vont être mises à l’épreuve d’une seconde application du prototype
dans le chapitre suivant, au travers d’une situation de calage nettement différente de ce
premier cas d’étude.
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Chapitre 7
Calage d’un modèle de l’Hogneau
(( Le savoir méthodologique des tisserands et des mécaniciens, celui des
musiciens et celui des architectes, celui des ingénieurs hydrauliciens et celui
des cartographes sont théorisables, généralisables et enseignables. ))
Jean-Louis L M 1
C  est consacré à l’application du prototype CRMA-1 au cas du calaged’un modèle de la rivière Hogneau. Nous présentons tout d’abord le cadre de
l’étude ainsi que les spécificités de ce calage, notamment par rapport au cas étudié dans
le chapitre précédent. Le déroulement de ce calage à l’aide du prototype est ensuite
détaillé et suivi des enseignements tirés de cette expérience. Ce cas d’étude a fait l’objet
d’une communication à la 6e conférence internationale en hydroinformatique (Vidal
et al., 2004). Nous comparons enfin l’ajustement des paramètres réalisé à l’aide du
prototype avec une approche classique d’optimisation.
7.1 Présentation du cas d’étude
Cette section s’attache à décrire le bief modélisé de la rivière Hogneau (voir fi-
gure 7.1), l’événement de crue utilisé, ainsi que le modèle numérique que nous nous
proposons de caler. Nous écrivons ensuite les spécificités de ce cas d’étude, relatifs à la
construction d’une condition limite amont et à la nature des données de référence.
7.1.1 La rivière Hogneau
L’Hogneau est une petite rivière du nord de la France qui prend sa source à la
Longueville (département du Nord, alt. 144m). Drainant un bassin versant d’environ
240km2, elle se jette dans le canal de Condé-Pommeroeul quelques kilomètres au nord-
est de Valenciennes et à proximité de la jonction avec l’Escaut (voir figure 7.2). Le
bief étudié, d’une longueur d’environ 6 km, se situe à l’aval du bassin versant, entre le
moulin de Crespin et la confluence avec le canal de Condé-Pommeroeul.
1. Jean-Louis L M (1990), La modélisation des systèmes complexes. Collection ((AFCET-
Systèmes )), Dunod, Paris, France, p. 158.
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Sur ce bief, la rivière Hogneau est presque entièrement chenalisée et enserrée entre
des berges revêtues de plaques en béton soutenues par des pieux et des palplanches (voir
figures 7.3 et 7.4). Aucun aﬄuent n’est à signaler sur ce bief puisque le lit de l’Hogneau
y est surélevé par rapport à la plaine avoisinante. Sur le pont du village de Thivencelle –
c’est-à-dire au milieu du domaine modélisé – est fixée l’unique station hydrométrique
de ce bief dont les caractéristiques sont reprises dans le tableau 7.1.
7.1.2 La crue de février 2002
En février 2002, la région Nord–Pas de Calais a été soumise à de fortes précipita-
tions entraînant de nombreuses inondations (Diren, 2002). Sur l’Hogneau, la crue du
12 au 14 février a atteint à la station de Thivencelle un débit maximal de 48,75m3/s,
dont la période de retour est estimée supérieure à 50 ans (Diren, 2003). Cette crue
a provoqué l’inondation d’une partie du village de Crespin, ainsi que des ruptures de
digues plus ou moins importantes sur le linéaire considéré. Ces ruptures, ayant pro-
voqué des déversements dans des parcelles cultivées, sont nettement visibles sur les
photographies aériennes prises durant l’événement (voir D, 2002).
Nous avons choisi cette crue particulière comme crue de référence car elle est d’une
part la crue la plus importante depuis l’établissement de la station hydrométrique, et
qu’elle a de plus fait l’objet de mesures hydrométriques complémentaires diverses effec-
tuées par la D. Ces données comprennent ainsi :
– l’hydrogramme de crue enregistré à la station de Thivencelle ;
– un point de jaugeage déterminé durant la phase de décrue ;
– 7 niveaux d’eau maximums mesurés à différents emplacements le long du bief ;
– 7 niveaux d’eau mesurés aux mêmes emplacements durant la phase de récession.
7.1.3 Modèle numérique
Nous utilisons dans cette étude un modèle numérique – basé sur le code M –
du bief compris entre le moulin de Crespin et le seuil situé près de la confluence avec
le canal de Condé-Pommeroeul.
Différentes études hydrauliques de ce secteur ont été effectuées récemment (Aqualis,
1998; Safege, 2000). La crue de février 2002 a relancé l’intérêt d’une modélisation nu-
mérique pour proposer divers aménagements pour la prévention des crues. Une étude a
ainsi été réalisée par le C et le bureau d’études A pour tester des scénarios
d’aménagement de la zone située entre le moulin de Crespin et la confluence avec le
canal de Condé-pommeroeul (Poulard, 2002). À cette occasion, deux modèles numé-
riques ont été réalisés – et comparés – à l’aide des codes de calcul M et H-R
(Jourdan, 2002). Le modèle basé sur M a ensuite été repris par Ghavasieh (2003)
comme cas d’application de techniques de ralentissement dynamique.
Pour notre étude, nous avons produit une nouvelle version de ce modèle à partir
de notre propre analyse des données disponibles. Les données topographiques utilisées
comprennent 28 sections en travers fournies par le bureau d’études A. À ces profils
peut être ajouté le niveau du seuil aval (16,03mNGF). L’existence de cet ouvrage permet
de disposer d’une condition limite aval correcte identifiée par un niveau critique sur le
seuil. Nous avons défini les lits ((mineur )) et ((majeur )) en nous basant sur la transition
entre d’une part, les palplanches et les pieux encadrant le lit de graviers, et d’autre part,
les berges des digues (voir les figures 7.3 et 7.4).
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Hogneau
F. 7.1 – Localisation géographique du site étudié.
F. 7.2 – Carte du bassin versant de l’Hogneau. Le réseau hydrographique est représenté en
trait plein fin et le bassin versant de l’Hogneau à Thivencelle est indiqué par des traits forts
pointillés. Le bief étudié, situé de part et d’autre de la station hydrométrique de Thivencelle,
est quant à lui représenté en trait plein fort.
Nom Hogneau à Thivencelle
Code H E1827020
Superficie du bassin versant 240km2
Altitude du zéro de l’échelle 17,00mNGF
Coordonnées Lambert II X = 692328m, Y = 2605727m
Qualité des mesures douteuse en basse eaux, bonne en moyennes et hautes eaux
T. 7.1 – Descriptif de la station hydrométrique de l’Hogneau à Thivencelle.
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(a) Tronçon 1
(b) Tronçon 2.
F. 7.3 – Hogneau – Photographies des différents tronçons du bief étudié, de l’amont vers
l’aval (1/2).
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(a) Tronçon 3.
(b) Tronçon 4.
F. 7.4 – Hogneau – Photographies des différents tronçons du bief étudié, de l’amont vers
l’aval (2/2).
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Le modèle numérique que nous cherchons à caler est destiné au dimensionnement
d’ouvrages de protection contre les crues. Le domaine d’application visé peut donc
clairement être classé dans la catégorie de détermination de zones inondables. Le niveau
de correspondance attendu est par conséquent une bonne reproduction des niveaux
d’eau maximum.
7.1.4 Spécificités du calage
La tâche de calage comporte dans ce deuxième cas d’étude deux caractéristiques qui
vont être détaillées dans les paragraphes suivants. Elles proviennent toutes deux de la
situation du bief modélisé, s’étendant de part et d’autre d’une station hydrométrique.
Construction d’une condition limite amont
La simulation de la crue de février 2002 nécessite la connaissance de l’hydrogramme
correspondant à l’amont du domaine modélisé. Or, la station hydrométrique se trouve
au milieu de ce domaine. Il est donc nécessaire de formuler des hypothèses pour
construire une condition limite amont. Les hypothèses à effectuer pour mener à bien
cette tâche sont les suivantes :
1. l’hydrogramme ne subit pas de déformation entre l’amont du bief et la station de me-
sure. Cette première hypothèse n’est bien entendu vérifiable que sur des biefs à
la fois courts et sans plaine d’inondation marquée, pour éviter un quelconque
écrêtage ou amortissement de l’hydrogramme. Ces deux conditions sont heureu-
sement réunies dans le cas de l’Hogneau : la distance entre l’amont et la station
de Thivencelle est de 3 km et le cours d’eau est enserré entre des digues. Formuler
cette hypothèse revient ainsi à considérer que l’hydrogramme enregistré peut être
obtenu en décalant temporellement l’hydrogramme amont ;
2. le décalage temporel ne dépend pas des coefficients de résistance. Cette deuxième hy-
pothèse est tout à fait nécessaire dans l’optique du calage, pour lequel les condi-
tions limites doivent être déterminées préalablement à tout ajustement de para-
mètres. Cette hypothèse est pourtant difficilement défendable puisque les coef-
ficients de résistance sont les principaux acteurs de ce décalage temporel. L’hy-
pothèse revient en fait à considérer que ce décalage temporel ne dépend pas des
coefficients de résistance dans l’intervalle de variation que l’on peut leur affecter à
partir d’observations de terrain. L’estimation d’un intervalle a priori pour les co-
efficients attribués au modèle de l’Hogneau permet de satisfaire cette hypothèse.
La construction d’une condition limite amont peut se ramener, au travers de ces
deux hypothèses, à l’estimation d’un décalage temporel à appliquer à l’hydrogramme
enregistré à la station de Thivencelle. Pour ce faire, une simulation doit être réalisée avec
les valeurs initiales des paramètres en considérant un décalage nul. La comparaison des
hydrogrammes en terme de décalage temporel permet ainsi de déterminer le décalage à
adopter.
Détermination de zones inondables et calage à l’aide de données internes
Une fois les données d’entrée définies, il reste à considérer les données événemen-
tielles restantes pour constituer un jeu de données de références. Le domaine d’applica-
tion visé étant la détermination de zones inondables, il importe de prendre en compte
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des données distribuées sur le domaine. Le point de jaugeage ne peut donc apporter des
informations suffisantes pour réaliser ce calage.
Nous disposons donc d’une ligne d’eau ainsi que d’une ligne de niveaux maximums,
toutes deux composées de 7 points. Malheureusement, les niveaux d’eau mesurés lors
de la phase de récession de la crue sont pour la plupart situés au-dessus de la ligne de
transition entre zones de résistance correspondant respectivement au lit et aux berges.
Cette ligne d’eau ne peut donc servir à déterminer indépendamment les seuls coeffi-
cients de résistance du lit mineur. L’ajustement sera donc fait simultanément sur les
coefficients du lit mineur et du lit majeur. De plus, seuls les niveaux d’eau maximums
vont être considérés dans cet ajustement, encore une fois en raison du domaine d’ap-
plication visé. Par ailleurs, si un écart local est détecté à l’extrémité aval du domaine, le
coefficient de débit du déversoir aval pourra être ajusté en conséquence. Les autres don-
nées de référence seront utilisées dans l’étape de qualification du modèle pour fournir
une appréciation globale sur le modèle calé.
7.2 Construction de la base de faits
Comme dans le cas d’étude présenté dans le chapitre précédent, l’ensemble des
faits décrits dans la section 7.1 a été modélisé au préalable dans le langage Y pour
constituer la base de faits de ce cas d’étude. Cette base regroupe les déclarations des
instances spécifiques au cas d’étude de l’Hogneau. Les paragraphes suivants présentent
de manière non exhaustive ces différentes instances.
La figure 7.5 présente un extrait des différents faits relatifs au modèle numérique
que l’on se propose de caler. Le système est tout d’abord déclaré, suivi des données
disponibles sur ce système. Le modèle numérique est ensuite défini, réunissant le code
M et les données topographiques sur le bief étudié de l’Hogneau.
...
Argument Instance {
Système name bief_hogneau
Attributes
noeud_amont := moulin_crespin
abscisse_amont := 31090.0
noeud_aval := plaplanches_aval
abscisse_aval := 36270.0 }
Argument Instance {
DonnéesDuSysteme name topo_hogneau
Attributes
bief := bief_hogneau
sections := | section1 ... pont_thivencelle ... |
déversoirs := | seuil_aval | }
Argument Instance {
ModèleNumérique name modèle_hogneau
Attributes
code := Mage
données := topo_hogneau }
F. 7.5 – Extrait de la base de faits pour le calage de l’Hogneau – Faits relatifs au modèle
numérique.
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La figure 7.6 présente un extrait de la déclaration des différentes données événe-
mentielles disponibles pour réaliser le calage. Les données hydrométriques relatives à
l’événement sont déclarées après ce dernier, et l’ensemble des données disponibles est
ensuite listé.
...
Argument Instance {
Événement name crue_hogneau_fevrier_02
Attributes
début := "12/02/02 00:00"
fin := "14/02/02 24:00" }
...
Argument Instance {
HydrogrammeMesuré name hydrogramme_thivencelle_fevrier_02
Attributes
crue := crue_hogneau_fevrier_02
section := pont_thivencelle
débits := | debit_thivencelle1 ... | }
Argument Instance {
Jaugeage name jaugeage_tivencelle_14_02_02_18h
Attributes
crue := crue_hogneau_fevrier_02
section := pont_thivencelle
débit := debit_jaugé_thivencelle
niveau := niveau_mesuré_thivencelle_14_02_02_18h
Argument Instance {
LigneDeLaisses name laisses_13_02
Attributes
crue := crue_hogneau_fevrier_02
début := "13/02/02 00:00"
fin := "13/02/02 24:00"
laisses := | laisse1 ... laisse7 | }
Argument Instance {
LigneDEauMesurée name niveaux_14_02_14h
Attributes
crue := crue_hogneau_fevrier_02
instant := "14/02/02 14:00"
niveaux := | niveau1 ... niveau7 | }
Argument Instance {
DonnéesÉvénementielles name donnees_hydro_hogneau
Attributes
hydrogrammes := | hydrogramme_thivencelle_fevrier_02 |
lignes_d_eau := | niveaux_14_02_14h |
lignes_d_eau_max := | laisses_14_02_14h | }
F. 7.6 – Extrait de la base de faits pour le calage de l’Hogneau – Données événementielles.
La figure 7.7 page suivante présente la déclaration du contexte du calage, définissant
le domaine d’application visé et le niveau de correspondance attendu. Enfin, la requête
de l’utilisateur est définie : caler le modèle de l’Hogneau – déclaré dans la figure 7.5 –
avec les données événementielles listées dans la figure 7.6.
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Object Instance {
ContexteDuCalage name contexte_calage_modèle_hogneau
Attributes
domaine_d_application_visé := "détermination de zones
inondables"
niveau_de_correspondance_attendu := "bonne reproduction des
niveaux d’eau maximums" }
Request {
calage name calage_modèle_hogneau
Attributes
données_événementielles := donnees_hydro_hogneau
modèle_à_caler := modèle_hogneau }
F. 7.7 – Extrait de la base de faits pour le calage de l’Hogneau – Contexte et requête.
7.3 Déroulement de la session de calage avec CRMA-1
Dans cette section, nous nous attachons à détailler le processus de calage du modèle
de l’Hogneau tel qu’il a été réalisé à l’aide du prototype CRMA-1. Nous adoptons
ici une forme quelque peu différente de la présentation effectuée dans le chapitre pré-
cédent, en distinguant plusieurs phases durant ce processus, chacune mettant en jeu
plusieurs des sept principales étapes du calage.
Le listing complet de la session de calage du modèle de l’Hogneau est reproduit
dans la section H.2 de l’annexe H. Les sections suivantes reviennent sur les processus
mis en œuvre derrière ce listing.
7.3.1 Préliminaires
Lors de cette phase préliminaire, on peut regrouper les deux étapes de définition
et d’initialisation des paramètres qui ne sont effectuées qu’une seule fois au début du
processus de calage. La définition des paramètres s’effectue de manière identique au
cas d’étude précédent, en fournissant au système les limites de tronçons de résistance
homogène. Nous avons identifié ici 4 tronçons différents, illustrés par les photographies
des figures 7.3 et 7.4. Le système crée donc 8 coefficients de résistance, auxquels il ajoute
le coefficient de débit du déversoir aval.
Le choix laissé par le système sur la méthode d’estimation a priori des valeurs
des coefficients de résistance nous a permis ici d’utiliser l’approche de Cowan (1956)
pour ce canal revêtu, contrairement aux préconisations effectuées dans la figure 3.4
(p. 69). Nous sommes en effet ici – tout du moins sur une grande partie du bief étu-
dié – dans le cas particulier d’un canal revêtu et végétalisé, pour lequel la typologie de
Chow (1973) donne un intervalle de variation très large du coefficient de résistance :
n ∈ [0,030 ; 0,500]. L’utilisation de l’équation de Cowan permet quant à elle d’affiner
sensiblement cet intervalle. Cette situation met bien en évidence la subjectivité subsis-
tant dans l’estimation d’une valeur initiale et d’une plage de variation des coefficients
de résistance.
7.3.2 Construction de la condition limite amont
Lors de l’affectation des données, le système va chercher un hydrogramme à utiliser
comme condition limite amont. Il va prendre l’hydrogramme enregistré le plus près de
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l’amont du domaine – c’est-à-dire l’hydrogramme enregistré à Thivencelle – pour jouer
provisoirement ce rôle. Il va de plus (( garder à l’esprit )) – c’est-à-dire dans une variable
globale appelée calage_hogneau.phase – cette hypothèse qui indique que l’on est
dans la phase de construction de la condition limite amont et non dans le cadre réel du
calage :
Rule {
name vérification_condition_limite_amont
Let calage_hogneau a état_du_calage
If données_événementielles.hydrogrammes(1).position <>
données_du_système.rivière.abscisse_amont
Then condition_limite_amont.hydrogramme :=
données_événementielles.hydrogrammes(1) ,
calage_hogneau.phase := "construction de la
condition limite amont" }
Le système vérifie qu’aucun hydrogramme réparti ni aucune ligne d’eau susceptible de
jouer le rôle d’une condition initiale n’est disponible, et utilise la présence du déversoir
pour construire une condition limite aval en régime critique.
Après la réalisation d’une simulation – toujours aussi transparente pour l’utilisateur
– le système, se souvenant que la condition limite amont doit être construite, affiche
les hydrogrammes enregistré et calculé à Thivencelle. Cet affichage est reproduit sur
la figure 5.12 (p. 139). L’utilisateur est ensuite invité à qualifier le décalage entre ces
deux hydrogrammes. Le jugement apporté sur ce décalage va ensuite être transmis à
l’opérateur responsable de la construction de la condition limite amont :
Rule {
name transmission_décalage_condition_limite_amont
Let calage_hogneau a état_du_calage
If assess_operator? ComparaisonDesPrédictions
hydrogramme_en_retard ,
calage_hogneau.phase == "construction de la condition
limite amont"
Then send_operator SélectionDeLaConditionLimiteAmont
décalage_négatif }
Cet opérateur va alors décaler l’hydrogramme amont – ici de −30min, pour un hy-
drogramme qualifié de (( en retard )) – de façon à ce que les hydrogrammes enregistré et
calculé à Thivencelle coïncident :
Rule {
name
décalage_hydrogramme_en_avance_condition_limite_amont
If assess_operator? SélectionDeLaConditionLimiteAmont
hydrogramme_en_retard
Then condition_limite_amont.hydrogramme.décalage := -30.0
}
Une nouvelle simulation est alors être réalisée avec la condition limite amont décalée
et les deux hydrogrammes à nouveau comparés. Nous avons estimé à ce niveau que
l’hydrogramme était toujours légèrement en retard et un décalage supplémentaire de
−10min a été appliqué. Après une troisième simulation, les hydrogrammes coïncident
de façon satisfaisante, et la phase de calage peut réellement débuter.
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Au vu du domaine d’application visé et du niveau de correspondance attendu, la
ligne d’eau enveloppe de la crue est affichée, conjointement avec les niveaux d’eau
maximum mesurés. Le système pose ensuite plusieurs questions à l’utilisateur pour
évaluer l’écart entre ces deux entités et réaliser des ajustements en conséquence.
7.3.3 Calage du coefficient de débit
Après s’être assuré que l’écart n’était pas global (voir section 5.3.3, p. 137), le sys-
tème demande à l’utilisateur de qualifier l’écart sur le tronçon le plus à l’aval en terme,
d’une part de position verticale relative de la courbe par rapport aux points mesurés sur
ce tronçon, et d’autre part de distance entre la courbe et ces points. Nous avons ici es-
timé que la courbe se trouvait (( loin au-dessus )) des points, et que cet écart était plus
prononcé près de l’ouvrage situé à l’extrémité aval de ce tronçon. Le système transmet
alors ce jugement à l’opérateur concerné par l’ajustement du paramètre incriminé :
Rule {
name transmission_ligne_d_eau_loin_au_dessus
If assess_operator? ComparaisonDesPrédictions
ligne_d_eau_loin_au_dessus ,
assess_parameter? ouvrage influence
Then send_operator ValuationDesCoefficientsDeDébit
ligne_d_eau_loin_au_dessus}
Cet opérateur va alors augmenter le coefficient de débit pour faire baisser la ligne d’eau
sur ce tronçon, puis relancer une simulation avant d’afficher à nouveau la ligne d’eau
enveloppe et les niveaux d’eau maximums mesurés.
7.3.4 Calage des coefficients de résistance
Les mêmes questions qu’au-dessus sont alors posées à l’utilisateur. Nous avons es-
timé ici qu’il subsistait un écart local sur ce tronçon, mais qu’il était plus prononcé
loin de l’ouvrage. Le système va alors transmettre ce jugement à l’opérateur qu’il estime
susceptible réduire cet écart :
Rule {
name transmission_ligne_d_eau_loin_au_dessus
If assess_operator? ComparaisonDesPrédictions
ligne_d_eau_loin_en_dessous
Then send_operator
ValuationDuCoefficientDeRésistanceTronçon4
ligne_d_eau_loin_en_dessous }
Cet opérateur va alors être réexécuté après avoir modifié ses paramètres internes :
Rule {
name interpretation_decalage_hydrogramme_en_avance
If assess_operator?
ValuationDuCoefficientDeRésistanceTronçon4
ligne_d_eau_loin_en_dessous
Then assess_parameter ajustement important ,
assess_parameter resistance_lit_mineur trop_faible ,
assess_parameter resistance_lit majeur trop_faible ,
re_execute }
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Les valeurs des coefficients de résistance sont ensuite modifiées en conséquence par
cet opérateur, et une simulation est relancée, avant d’afficher à nouveau la ligne d’eau
enveloppe et les niveaux d’eau maximums mesurés. Lorsque l’utilisateur estime que
cette ligne d’eau passe au milieu des points mesurés sur le tronçon courant, le système
demande ensuite à l’utilisateur une comparaison similaire sur le tronçon situé immédia-
tement en amont. Une procédure identique d’ajustement des coefficients de résistance
de ce nouveau tronçon est alors réalisée. Nous reviendrons sur ce point dans la sec-
tion 7.4.4.
L’ensemble de ces suites de comparaison–ajustement est réalisée jusqu’à ce que tous
les tronçons aient été étudiés.
7.3.5 Qualification du modèle calé
La ligne d’eau enveloppe est une dernière fois affichée pour que l’utilisateur four-
nisse au système un qualificatif concernant sa représentation des niveaux d’eau maxi-
mums.Nous avons ici estimé que cette reproduction est bonne. Le système va alors
sélectionner successivement chacune des autres données de référence disponibles et les
afficher conjointement aux prédictions correspondantes du modèle calé. Pour chacune
d’entre elles, la qualité de la reproduction par le modèle calé est demandée à l’utilisateur.
Nous avons estimé que ces reproductions étaient assez bonne ou passable.
L’ensemble de ces qualificatifs est enfin compilé par le système pour fournir l’appré-
ciation globale sur le modèle calé.
7.4 Retours d’expérience
Dans cette section, nous allons revenir sur quelques points du déroulement de ce
calage pour tenter d’en tirer des enseignements sur la mise en œuvre opérationnelle de
notre prototype. Mais avant cela, nous allons vérifier l’hypothèse nous ayant servi pour
la construction de la condition limite amont, c’est-à-dire l’invariance de l’hydrogramme
calculé à Thivencelle avec les coefficients de résistance. Nous regardons ensuite de plus
près les résultats de ce calage en terme de reproduction de la crue simulée.
7.4.1 Vérification de l’hypothèse d’invariance de l’hydrogramme
L’hypothèse effectuée pour construire la condition limite amont peut être vérifiée
a posteriori en comparant les hydrogrammes calculés avec les plus petites et les plus
grandes valeurs du coefficient n de Manning données par les intervalles de variation.
Cette comparaison permet de constater que les débits de pointe de l’hydrogramme
varient de 0,08m3/s et que le décalage de ces deux hydrogrammes est de seulement 15
minutes. L’hypothèse effectuée peut donc être considérée comme vérifiée.
7.4.2 Comparaison des crues simulée et mesurée
La figure 7.8 montre une comparaison des résultats numériques du modèle calé
avec l’ensemble des données événementielles disponibles, suivant la représentation gra-
phique tridimensionnelle évoquée dans le chapitre 2 (p. 46).
Sur la figure 7.8(a), on peut voir que l’hydrogramme enregistré à la station de
Thivencelle est bien reproduit, ce qui est naturel au vu de l’approche utilisée pour la
construction de la condition limite amont et de la vérification des hypothèses afférentes
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(a) Dans un repère Q(x,t). Les croix correspondent aux débits enregistrés et l’étoile
au débit jaugé.
(b) Dans un repère z(x,t). Les segments correspondent aux niveaux maximums me-
surés le 13/02/02, les croix aux niveaux d’eau instantanés mesurés et l’étoile au niveau
mesuré durant le jaugeage. On peut noter que certains niveaux d’eau mesurés durant
la phase de récession – notamment dans la partie amont du bief – n’apparaissent pas
sur le graphique car ils sont situés au-dessous de la surface de crue calculée.
F. 7.8 – Représentation de la crue de l’Hogneau de février 2002. La surface représente les
variables calculées par le modèle numérique, alors que les lignes et les points représentent les
données mesurées. L’origine des temps est prise à 00h00 le 12/02/02.
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réalisée ci-dessus. En revanche, on peut noter que le débit jaugé durant la période de
décrue est inférieur au débit calculé correspondant. Une explication peut être trouvée
dans l’incertitude sur l’heure exacte de ce jaugeage : la mesure de ce débit n’a certaine-
ment pas été instantanée, et l’heure indiquée correspond peut-être au début des mesures
d’exploration du champ des vitesses. Ce jaugeage ayant été réalisé dans une phase de
décrue pendant laquelle le régime varie fortement, il est possible – nous en sommes
réduits à des conjectures – que le débit indiqué soit représentatif de l’écoulement ob-
servé une heure plus tard que la date indiquée, ce qui le mettrait plus en accord avec les
résultats de la simulation.
Sur la figure 7.8(b), on peut voir que les niveaux d’eau maximum mesurés durant
la journée du 13/02/02 sont reproduits assez correctement, ce qui est le résultat de
la procédure de calage. En revanche, la plupart des niveaux d’eau mesurés durant la
phase de récession sont nettement surestimés, et notamment sur la partie amont du
bief modélisé. Le modèle calé nous fournit ainsi une représentation très discutable des
lignes d’eau à faible débit. Il faut noter que cet aspect ne nuit pas forcément à la qualité
du modèle dans le cadre du domaine d’application visé. En revanche, il interdit l’uti-
lisation de ce modèle pour d’autres applications. Les raisons de ces écarts doivent être
cherchées dans des erreurs sur les données topographiques dont nous disposions, qui se
répercutent de manière plus nette sur de faibles tirants d’eau.
7.4.3 Définition des coefficients de résistance
Comme rappelé dans le chapitre précédent (section 6.4.2), l’étape de définition
des paramètres est cruciale, en particulier dans un processus de calage s’appuyant sur
des données internes. Il importe donc d’être particulièrement vigilant dans l’approche
employée pour définir les tronçons homogènes, qui ne doit en aucun cas s’appuyer sur
l’existence ou non de données de référence. Cette approche, contraire au (( code de
bonnes pratiques )) pour le calage, a cependant été suivie par Ghavasieh (2003, p. 126)
dans sa modélisation de l’Hogneau :
Par ailleurs, les mesures des niveaux d’eau sont disponibles en sept sections. Nous
avons donc divisé le tronçon en six segments, de manière à pouvoir ajuster au
mieux les lignes d’eau calculées à la situation de référence.
La localisation des données de référence va pourtant influencer le processus de calage,
non pas lors de la définition des paramètres, mais lors de l’ajustement de leurs valeurs,
comme nous allons le voir dans la section suivante.
7.4.4 Ajustement itératif des paramètres de l’aval vers l’amont
Lorsque l’écart sur une donnée de référence interne comme une ligne d’eau est
considéré comme non global, le système doit considérer des écarts locaux. Nous avons
implémenté dans le système tout d’abord une comparaison locale par tronçons homo-
gènes de l’aval du domaine vers l’amont. Le choix de ce type de comparaison provient
du régime d’écoulement considéré – régime fluvial – dans lequel les informations sur
les niveaux transitent de l’aval vers l’amont. L’ajustement des paramètres s’effectue donc
aussi de manière locale sur le tronçon considéré, jusqu’à une concordance avec les me-
sures prises sur ce tronçon.
Prenons à présent l’exemple d’un tronçon défini comme homogène et sur lequel
aucune mesure n’a été effectuée. Aucun argument ne peut ainsi être avancé au niveau
184
C 7 C ’   ’H
local pour modifier les valeurs des coefficients de résistance de ce tronçon. En revanche,
le choix de conserver les valeurs initiales va nécessairement influer sur les résultats obte-
nus à l’amont de ce tronçon. Le système d’assistance au calage ne prend pour l’instant
pas en compte ce cas de figure, et l’utilisateur est libre de fournir au système sa vision
ou non d’un écart sur le tronçon considéré.
Nous proposons d’implémenter le raisonnement suivant pour résoudre cette in-
détermination : les écarts locaux doivent être considérés conjointement sur le tronçon
incriminé et sur le tronçon immédiatement à l’amont sur lequel des mesures ont été ef-
fectuées. L’ajustement des coefficients de résistance devra alors s’effectuer d’une manière
identique sur les deux tronçons.
Nous eﬄeurons du doigt à travers cet exemple le nombre de situations différentes
qui peuvent se présenter lors d’un calage à l’aide de données internes discrètes.
7.4.5 Ajustement dissocié des coefficients du lit mineur et du lit majeur
Les deux cas d’études évoqués dans ces travaux n’ont pas permis d’évoquer un ajus-
tement séparé des coefficients de résistance du lit mineur et du lit majeur. Cette situa-
tion se rencontre lorsque deux jeux de niveaux d’eau sont disponibles sur le bief mo-
délisé, l’un pour lequel l’écoulement est contenu en-deçà de la transition lit mineur–lit
majeur, et l’autre pour lequel l’écoulement se situe au-dessus de cette transition. Il faut
noter l’importance de la définition de ce niveau de transition, qui ne correspond pas
nécessairement au niveau de débordement dans une plaine d’inondation. En effet, ce
niveau peut intervenir beaucoup plus bas, pour distinguer la résistance du lit même
de celle des berges. Dans le cas où le modèle doit aussi prendre en compte une plaine
d’inondation active – c’est-à-dire dans laquelle les vitesses ne sont pas négligeables – il
serait nécessaire de considérer un troisième coefficient de résistance par section, ce que
ne permet pas actuellement le code M.
Dans une telle situation, le prototype CRMA-1 réalise tout d’abord l’ajustement
des coefficients du lit mineur à l’aide des mesures effectuées à faible débit, puis en-
suite l’ajustement des coefficients du lit majeur sur les niveaux mesurés à fort débit,
en conservant constant les coefficients du lit mineur. Cette approche permet ainsi de
garantir de meilleures performances du modèle dans toute la gamme des écoulements.
7.5 Expérimentation d’une optimisation numérique
Au travers de ce cas d’étude, nous avons pu voir que l’ajustement des coefficients
de résistance sur la base d’une comparaison visuelle pouvait s’avérer long et fastidieux
(voir annexe H, section H.2). Nous avons donc décidé de comparer notre approche
visuelle à une approche par optimisation numérique. Les sections suivantes présentent
brièvement le principe de l’algorithme utilisé et les résultats obtenus.
7.5.1 Algorithme du recuit simulé
Jean-Baptiste F a implémenté un algorithme de recuit simulé 2 autonome.
Nous avons utilisé cet algorithme pour réaliser une optimisation des coefficients de
résistance du modèle numérique de l’Hogneau. L’idée principale de cet algorithme,
2. En anglais : simulated annealing.
185
7.5 E ’  
proposé par Kirkpatrick et al. (1983), est de simuler ce qui se passe lors du refroidis-
sement d’un liquide chaud. La fonction coût représente l’énergie du système et l’état
d’équilibre la solution optimale. Le facteur de réduction τ de la température est un des
principaux paramètres de l’algorithme. Celui-ci permet, à l’aide de perturbations aléa-
toires, de réaliser une optimisation globale, contrairement aux algorithmes (( classiques ))
présentés dans la section 3.2.3 du chapitre 3. L’algorithme du recuit simulé a déjà été
utilisé en hydrologie par Sumner et al. (1997).
7.5.2 Expériences
Nous avons réalisé deux types d’expériences avec cet algorithme : la première a
consisté à imposer aux paramètres les espaces de variations physiques déterminés à l’aide
du prototype CRMA-1, tandis que la deuxième n’imposait aucune limite aux valeurs
des coefficients de résistance. Pour chacune de ces expériences, nous avons testé deux
valeurs du facteur τ de réduction de la température. Nous avons utilisé ici comme fonc-
tion coût la valeur moyenne des écarts entre ligne d’eau calculée et niveaux observés :
J =
1
7
7∑
i=1
|zic − z
i
o|
Ce choix a été motivé par la proximité de cette fonction coût avec le critère visuel
a priori le plus utilisé. Le tableau 7.2 présente les résultats de cette optimisation en
terme de valeur de la fonction coût. On peut voir que l’utilisation de l’algorithme sous
contraintes permet de diminuer légèrement l’écart obtenu par une méthode visuelle.
On peut toutefois noter que cette diminution de 2 cm de l’écart moyen nécessite entre
3000 (τ = 0,90) et 30000 (τ = 0,99) simulations. À des fins de comparaison, l’ajuste-
ment manuel n’a nécessité qu’une petite dizaine de simulations. L’utilisation de l’algo-
rithme sans contraintes sur les valeurs des coefficients de résistance permet quant à lui
une réduction sensible de cet écart moyen, pour un nombre de simulations équivalent
à l’expérience avec contraintes.
Expérience Paramètre Valeur optimale en cm
Avec contraintes τ = 0.99 9,3
Avec contraintes τ = 0.90 9,2
Sans contraintes τ = 0.99 5,4
Sans contraintes τ = 0.90 5,0
Ajustement manuel 11,3
T. 7.2 – Résultats des expériences en terme de valeur optimale de l’écart moyen entre
niveaux observés et calculés.
La figure 7.9 présente les couples de coefficients de résistance (nmineur,nmajeur) corres-
pondant aux valeurs optimales obtenues au travers de ces expériences. On peut consta-
ter que si les résultats de l’optimisation sans contraintes sont très bons en terme de
valeur de la fonction coût, ils correspondent à des jeux de paramètres physiquement
nettement irréalistes. En revanche, les jeux de coefficients obtenus à l’aide d’une opti-
misation avec contraintes ne sont pas très éloignés de ceux obtenus par un ajustement
manuel.
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F. 7.9 – Résultats des expériences en terme de jeux de paramètres optimums. On peut
noter les valeurs extrêmes des coefficients de résistance obtenus avec une optimisation sans
contraintes.
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Ces rapides expériences d’optimisation numérique ont permis de mettre en lumière
deux points importants :
– premièrement, la mise en œuvre d’une optimisation nécessite des connaissances
a priori sur les paramètres, et notamment leurs intervalles de variation et leurs
valeurs initiales. Cette constatation rejoint les réflexions effectuées dans la sec-
tion 3.2.3 (p. 76) sur la nécessité d’une expertise conjointe, afin de réaliser toutes
les autres étapes du processus de calage : affectation des données, définition des
paramètres, etc.
– deuxièmement, l’utilisation de telles techniques peut permettre d’obtenir un meil-
leur niveau de correspondance pour le modèle, au détriment bien entendu du
nombre de simulations à réaliser. Ce deuxième point pourrait être exploité en
intégrant un algorithme d’optimisation au sein du système d’assistance au calage,
afin de décharger l’utilisateur de l’ajustement basé sur une comparaison visuelle.
Nous disposons ainsi à présent de deux voies à explorer pour automatiser l’étape
de comparaison des prédictions : l’une consiste à utiliser le module d’évaluation sym-
bolique de courbes présenté dans le chapitre précédent, tandis que l’autre revient à
intégrer un code d’optimisation dans le prototype de système d’assistance au calage.
7.6 Conclusions
Nous avons détaillé dans ce chapitre l’application du prototype CRMA-1 au calage
d’un modèle de l’Hogneau. Ce second cas d’étude présente des spécificités différentes
du cas d’étude présenté dans le chapitre 6 : nécessité de construire une condition limite
amont, utilisation de données de référence internes, ajustement itératifs des paramètres,
etc.
L’application du prototype à ces cas d’étude a permis de parcourir une gamme assez
variée de situations potentielles de calage, consécutive aux domaines d’application visés
des modèles, ainsi qu’à la nature et au nombre de données événementielles disponibles
pour caler chacun d’entre eux.
Ces deux chapitres permettent ainsi de tirer plusieurs conclusions sur la mise en
œuvre opérationnelle de notre prototype :
– des situations variées de calage peuvent être abordées à l’aide du prototype. Le cas
d’étude présenté dans ce chapitre a ainsi permis de confronter le prototype à un
calage à l’aide de données internes, et de vérifier sa capacité à gérer la nécessité de
construire une condition limite amont à partir des données disponibles ;
– l’apport du système d’assistance au calage à une (( bonne pratique )) du calage peut se
révéler décisif. Ce cas d’étude fournit des exemples supplémentaires de pièges ten-
dus au modélisateur lors du calage – notamment dans la définition et l’ajustement
des paramètres – et que le système contribue à éviter.
Nous avons démontré au travers des deux cas d’étude présentés dans cette troisième
partie que le prototype CRMA-1 constituait un système opérationnel d’assistance au
calage. Les connaissances implémentées dans ce prototype ont ainsi permis de guider
un utilisateur dans la tâche de calage de deux modèles numériques dans des types de
situations courantes en ingénierie.
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Conclusion générale
N avons abordé dans cette thèse la tâche de calage à l’aide d’un système à base deconnaissances, dans le but de copier le travail d’artisanat – ou d’art (Rogers, 2002)
– du modélisateur. Nous reprenons dans les sections suivantes les principaux résultats
de ces travaux, puis nous envisageons quelques-unes des nombreuses perspectives de
recherche qui en découlent.
Résultats
À l’intersection des domaines de l’hydraulique fluviale, du calage de modèles nu-
mériques et des systèmes à base de connaissances, ces travaux ont tiré profit de leur
interdisciplinarité pour produire trois résultats majeurs : la capitalisation des connais-
sances sur le calage de modèles hydrauliques, la mise en œuvre de ces connaissances
au sein d’un système d’assistance au calage de modèles hydrauliques opérationnel et
évolutif, et enfin la spécification d’outils d’intelligence artificielle dédiés à la tâche de
calage.
Capitalisation des connaissances
Dans ces travaux, nous nous sommes appuyés sur le référentiel terminologique éta-
bli par Refsgaard et Henriksen (2004) – voir figure 1.2, p. 8 – pour préciser les relations
entre les différents concepts fondamentaux en modélisation numérique : modèle numé-
rique, code de calcul, etc. Ce référentiel a permis de construire un protocole de modé-
lisation numérique dans lequel s’inscrivent les activités de validation opérationnelle, et
notamment la tâche de calage de modèle (voir chapitre 1).
Nous avons ensuite collecté et répertorié les connaissances nécessaires au modélisa-
teur pour mener à bien la tâche de calage de modèles hydrauliques. Deux grands types
de connaissances peuvent être identifiés : les connaissances descriptives concernent pour
leur part les objets et concepts manipulés durant la tâche de calage. Nous avons inven-
torié ces connaissances dans le cadre du chapitre 2. Les connaissances inférentielles repré-
sentent quant à elles les activités du modélisateur manipulant ces objets. Les différentes
approches adoptées et procédures mises en œuvre dans la pratique ont été commentées
dans le chapitre 3.
Cette somme de connaissances aussi diverses que complémentaires a ensuite fait
l’objet dans le chapitre 4 d’une formalisation, à l’aide notamment de la norme UML.
Les travaux présentés dans cette première partie constituent donc une véritable capita-
lisation de ces connaissances, qui s’est concrétisée à trois niveaux différents :
– au niveau du code de calcul M : la formalisation des connaissances liées à son
utilisation permet d’apporter une description du comportement fonctionnel ex-
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terne du code ainsi que des fichiers produits et utilisés, en référence à des notions
et des objets relevant du domaine de l’hydraulique. Cette approche fournit ainsi
une alternative à une partie du traditionnel manuel de l’utilisateur du code de
calcul.
– au niveau hydraulique : notre modélisation des connaissances a permis d’une part
de structurer les objets du domaine de l’hydraulique au sein d’une ontologie, ap-
pelée OH. D’autre part, nous avons pu dégager des heuristiques employées
par un expert hydraulicien pour faire face à plusieurs situations de calage. La ma-
jorité d’entre elles n’avaient pas fait auparavant l’objet d’une formalisation dans
la littérature. En effet, elles relèvent du savoir-faire de l’ingénieur hydraulicien
et ne s’acquièrent qu’au prix de longues années de pratique. Nous espérons que
notre modélisation, en inscrivant ces connaissances inférentielles noir sur blanc,
contribuera à faciliter leur transmission aux ingénieurs néophytes.
– au niveau générique : en connexion avec le cadre méthodologique élaboré dans
le chapitre 1, nous avons modélisé des connaissances indépendantes du domaine
d’application, à travers une ontologie pour la validation opérationnelle – appelée
OV – et un paradigme pour le calage de modèles numériques. Ces deux
éléments fournissent ainsi aux modélisateurs des lignes directrices – valables dans
les différents domaines de la gestion des ressources en eau – pour la réalisation de
la tâche de calage dans une démarche d’assurance qualité.
Système d’assistance au calage de modèles hydrauliques
Après avoir répondu au premier des objectifs de ces travaux, nous nous sommes
attachés à mettre en œuvre de manière opérationnelle ces connaissances. Dans ce but,
nous avons utilisé des techniques de systèmes à base de connaissances, et plus particu-
lièrement des techniques de pilotage de programmes, sous forme d’un moteur d’infé-
rence appelé P+ et du langage de représentation de connaissances associé appelé
Y . Nous avons ainsi transcrit les connaissances modélisées dans ce langage afin
de construire une base de connaissances pour le calage de modèles hydrauliques. Par
l’intermédiaire du moteur P+, nous avons ainsi obtenu un premier prototype de
système d’assistance au calage (voir chapitre 5).
opérationnel...
Baptisé CRMA-1, ce prototype a été mis dans des conditions de fonctionnement
opérationnel au travers de deux cas d’étude. Les retours d’expérience sur ces deux cas
de calage, exposés dans les chapitres 6 et 7, ont ainsi permis de prendre conscience de
l’apport du prototype pour un modélisateur dans la réalisation de cette tâche. Trois
contributions majeures ont été identifiées :
– l’automatisation d’un grand nombre d’opérations décharge le modélisateur de pro-
cédures habituellement longues et fastidieuses : formatage des données, réalisa-
tion d’une simulation, extraction des résultats , ajustement des paramètres, etc. ;
– les connaissances requises se réduisent à l’essentiel et portent sur des points spéci-
fiques relevant moins de l’expérience sur le calage de modèles hydrauliques que
du sens pratique commun ;
– le déroulement du processus de calage est guidé par un (( code de bonnes pratiques ))
identifié au travers de l’examen des différentes sources de connaissances à notre
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disposition. Cette propriété permet ainsi d’assurer la qualité du processus, et par
conséquent la qualité du modèle, naturellement dans les limites imposées par
celle des différentes données utilisées.
...et évolutif
Ce premier prototype, s’il prend en compte plusieurs types de calage, ne peut pré-
tendre remplacer les conseils d’un expert dans l’ensemble des situations potentielles.
Nous rejoignons ainsi les propos d’un des fondateurs de l’intelligence artificielle, Tu-
ring (1950) :
It is not possible to produce a set of rules purporting to describe what a man should do
in every conceivable set of circumstances.
Pourtant, la capacité d’évolution est la principale caractéristique des systèmes à base de
connaissances. Dans le but d’accroître cette propriété de notre prototype, nous avons
mis au point un deuxième prototype – baptisé CRMA-2 – dont la base de connais-
sances se restreint aux raisonnements du domaine d’application. L’expert peut ainsi ai-
sément enrichir cette base pour produire une version du système d’assistance au calage
capable de faire face à de nouvelles situations.
Outils d’intelligence artificielle dédiés au calage de modèles numériques
La mise au point du prototype CRMA-2 a nécessité le développement d’outils
d’intelligence artificielle intégralement dédiés à la tâche de calage de modèles numé-
riques (voir chapitre 5). Ces outils regroupent un moteur d’inférence – appelé H –
simulant le processus générique de calage, et le langage de représentation de connais-
sances associé, appelé OVL. Ces deux outils permettent de construire des systèmes à
base de connaissances destinés à aider le modélisateur dans la tâche de calage dans un
domaine donné.
Ces deux outils sont destinés à un expert d’un domaine – hydraulique, hydrologie
distribuée, etc. – disposant d’un code de calcul à partir duquel construire des modèles
numériques. Cet expert peut déclarer aisément grâce au langage OVL toutes les spé-
cialisations dans son domaine des concepts génériques de l’ontologie OV : il peut
ainsi définir ce que sont un modèle numérique, des paramètres, des données événemen-
tielles, etc. dans son domaine. Il peut aussi représenter les raisonnements associés à ces
concepts et mis en œuvre lors de la tâche de calage. Les connaissances requises pour
l’utilisation du code de calcul – dans le cadre de cette tâche précise – peuvent enfin être
formalisées grâce à la syntaxe conservée du langage Y.
Le moteur d’inférence H simule quant à lui le processus de calage générique tel
que nous l’avons défini dans le chapitre 4 (figure 4.8, p. 99). Il permet ainsi à l’expert de
se concentrer uniquement sur les connaissances de son domaine lors de la construction
de la base de connaissances en langage OVL. L’association du moteur d’inférence et de
la base de connaissances permet alors d’obtenir directement un système d’assistance au
calage de modèles dans le domaine considéré.
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Perspectives
Les résultats de ces travaux permettent d’envisager de nombreux axes de recherche
et nous allons en esquisser quelques-uns dans les sections suivantes.
Vers une cinquième génération de modélisation?
Lors d’une conférence sur la modélisation dans les différents domaines de l’hydrau-
lique, Abbott (1989) a proposé un schéma générationnel de développement de systèmes
de modélisation. La première génération correspond à la délégation aux ordinateurs de
tâches répétitives incombant auparavant à l’hydraulicien, par exemple au travers de la
programmation d’algorithmes de résolution d’équations. La seconde génération corres-
pond à l’implémentation de méthodes numériques adaptées aux problèmes d’hydrody-
namique, comme la méthode des différences finies pour les équations différentielles. De
tels systèmes étaient bâtis spécifiquement pour chaque site étudié. Le développement
de systèmes génériques, adaptés non plus à un site donné, mais à une catégorie de pro-
blème, correspond à la troisième génération de modélisation. Un exemple de ce type de
système est donné par le code de calcul M, dédié à la modélisation en hydraulique
fluviale unidimensionnelle. La quatrième génération, comme rappelé en introduction,
a constitué une rupture importante du point de vue socio-économique (Abbott, 1994)
en combinant les possibilités de calcul des systèmes de troisième génération aux apports
des technologies de l’information, au travers d’interfaces et autres facilités graphiques
(Abbott et al., 1991). L’environnement de modélisation AM0 (Tardy, 2003; Le Drogo,
2004) constitue un exemple de système de quatrième génération.
Selon Abbott (1989, 1991), la cinquième génération devait voir le jour en réunis-
sant des travaux issus de l’hydraulique numérique et de l’intelligence artificielle. De
nombreux travaux prétendant relever de cette cinquième génération ont été réalisés
ces dernières années, suivant cette définition rappelée en tête du chapitre 5 (voir par
exemple Nielsen et al., 1987; Chau et Chen, 2001; Chau, 2004). Harvey (2002) avance
l’idée que cette nouvelle génération est encore à inventer et propose pour cela plusieurs
pistes (Harvey et al., 2002).
Abbott (1991, p. 29) propose une analyse de ces différentes générations de modéli-
sation à partir d’une représentation selon trois axes :
The first three generations then provided primarily an advance along the axis of depth
of scientific development, the fourth provides primarily an advance along the axis of
breadth of application, while the fifth provides primarily an advance along the axis
of height of competitive potential.
Harvey (2002, p. 73) a repris ces notions en tentant de placer ces cinq générations dans
un diagramme simplifié constitué des axes (( ampleur du domaine d’applicabilité )) et
(( facilité de configuration )). Nous nous sommes inspirés de ces approches pour propo-
ser une représentation semi-quantitative de la valeur globale des systèmes de chacune
des générations, valeur exprimée en sommant leurs performances selon quatre critères :
– l’acuité de réalisation – c’est-à-dire le contenu scientifique – des tâches supportées
par le système ;
– la diversité de ces tâches ;
– la facilité d’exécution de ces tâches par un utilisateur final ;
– et l’évolutivité du système concernant les tâches supportées.
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La figure 7.10 compare ainsi cette valeur à notre évaluation de celle des prototypes
CRMA-1 et CRMA-2.
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F. 7.10 – Évolution de la valeur des systèmes de chacune des générations de modélisation
en hydroinformatique – Comparaison avec les prototypes CRMA-1 et CRMA-2.
Nous constatons que si les deux premières transitions ont vu une augmentation de
la valeur des systèmes plus ou moins répartie selon les trois critères, la quatrième généra-
tion a vu le contenu scientifique rester le même qu’à la génération précédente, la facilité
d’exécution augmenter fortement, la diversité des tâches supportées légèrement dimi-
nuer 3, et enfin l’évolutivité du système être réduit quasiment à néant. Cette dernière
caractéristique est due à l’utilisation d’interfaces masquant à l’utilisateur le véritable
contenu du système et empêchant en pratique toute évolution de celui-ci 4.
Les deux prototypes développés dans ces travaux contiennent les mêmes bases scien-
tifiques de modélisation hydraulique, mais sont dédiés à une tâche spécifique de la
modélisation : le calage de modèles. Les propriétés d’assistance des deux prototypes
fournissent bien entendu des facilités accrues pour réaliser la tâche de calage. L’utilisa-
tion d’outils d’intelligence artificielle développés spécialement pour la tâche de calage
confère de plus au prototype CRMA-2 de fortes propriétés d’évolutivité.
On peut par ailleurs noter que la structure utilisée pour le prototype CRMA-1
permet d’envisager de nouveaux prototypes prenant en charge un nombre de tâches
importants, par adjonction de nouvelles fonctionnalités 5. Cette augmentation de la
diversité des tâches s’effectuerait pourtant au détriment de l’évolutivité, en raison de la
complexité de la base de connaissances afférente.
3. Sur ce point précis, le lecteur est invité à se référer à la thèse d’Harvey (2002, p. 73).
4. Voir à ce propos la citation d’Abbott (1993) reprise p. 122.
5. Au sens du langage Y (voir chapitre 4, p. 130).
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Ces deux prototypes fournissent ainsi deux voies à explorer pour définir une nou-
velle génération de modélisation en hydroinformatique, beaucoup plus orientée par
rapport à une tâche précise du processus de modélisation. Les essais réalisés avec le
prototype CRMA-1 permettent quant à eux d’envisager des systèmes beaucoup plus
modulaires en terme de tâches supportées, mais relativement complexes en terme d’im-
plémentation. La voie ouverte par le prototype CRMA-2 semble quant à elle la plus
prometteuse, puisqu’elle conduit à des outils de modélisation à la fois évolutifs et res-
pectueux d’un certain (( code de bonnes pratiques )).
Vers une connaissance des incertitudes
Parmi les nombreuses questions à traiter en hydraulique relevées par Khatibi (2001),
les incertitudes tiennent une place importante :
“Conscientious” practice is needed for standardized practice, treating uncertainties and
refined methodologies and modeling tools.
Dans ces travaux, nous avons uniquement considéré les incertitudes sur le processus
de calage, au travers de l’ajustement des paramètres du modèle. Nous avons de plus
pris en compte de manière indirecte les incertitudes sur les données de référence en
introduisant un niveau de correspondance attendu qualitatif. Il est important de noter
que la problématique générale de validité des données dans le processus de modélisation,
si elle a été abordée par Sargent (1984, 2001), est étrangement absente du référentiel
terminologique de Refsgaard et al. (2004). Pourtant, nombreuses sont ces incertitudes
sur chacun des types de données utilisées lors du processus de calage :
– sur les données du système : ces incertitudes sont liées aux imprécisions de mesures
sur la topographie, quantifiées notamment par Tekatlian (2001b). Ces incerti-
tudes se répercutent bien évidemment indépendamment de l’événement simulé
sur les résultats du modèle hydraulique, comme évoqué dans le chapitre 2 (p. 43) ;
– sur les données événementielles : ce deuxième type de données présente des incer-
titudes dont l’appréhension va dépendre de l’utilisation qui en est faite durant le
processus de calage :
– les données d’entrée vont voir leur incertitudes se propager de la même façon
jusque dans les prédictions du modèle. Ces données d’entrée sont consti-
tuées de deux catégories principales :
– les données hydrométriques sont entachées principalement d’erreurs de
mesure, quantifiées encore une fois par Tekatlian (2001b). Aux mesures
classiques, on peut ajouter les erreurs commises sur l’établissement et
surtout l’extrapolation des courbes de tarage 6 (voir par exemple Free-
man et al., 1996; Petersen-Øverleir, 2004). Le projet Reducing Uncer-
tainty in River Flood Conveyance que nous avons évoqué plusieurs fois
lors de ces travaux vise justement à réduire ces incertitudes,
– les résultats hydrologiques sont quant à eux porteurs d’incertitudes liées
à leur modélisation, comme nous avons pu le vérifier dans le chapitre 6
(p. 163),
6. Une étude est actuellement en cours au C pour tenter de quantifier cette incertitude sur
plusieurs stations hydrométriques à l’aide d’une modélisation hydraulique.
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– les données de référence sont enfin concernées par le même type d’incertitudes
que les données hydrométriques d’entrée, mais leur prise en compte lors du
processus de calage est nettement plus aisée, puisqu’elles conditionnent le
niveau de correspondance attendu. Peut-on en effet raisonnablement de-
mander un écart maximal de 1 cm entre ligne d’eau enveloppe et laisses de
crue lorsque la précision de mesure de celles-ci est de 10 cm?
La propagation des incertitudes sur les données du système et les données d’en-
trée jusqu’aux résultats de la modélisation hydraulique sont loin d’être négligeables et
commencent à faire l’objet d’études approfondies (voir par exemple Burnham et Davis,
1990; Aronica et al., 1998a; Faure et al., 2002; Werner et al., 2004). Hall (2003) a
récemment proposé la mise au point d’un langage formel pour représenter l’incertitude
dans le domaine de l’hydroinformatique. On suivra ainsi avec attention les recherches
récemment engagées sur les incertitudes liées au calage en hydraulique fluviale unidi-
mensionnelle (Pappenberger et al., 2005; Hall et al., 2005).
De données qualitatives en données quantitatives
Dans ces travaux, et notamment lors des cas d’étude présentés dans les chapitres 6
et 7, nous avons seulement utilisé comme données de référence des données hydro-
métriques (( classiques )) : niveaux mesurés, débits enregistrés, etc. Pourtant, comme le
rappellent Bates et Anderson (2001, p. 342), ces données ponctuelles ne peuvent à elles
seules assurer totalement la crédibilité d’un modèle hydraulique :
Clearly, discrete bulk flow data, while being an important component of hydraulic
model validation, has only limited strength as a stand-alone piece of evidence.
On constate ainsi depuis quelques années l’émergence de données véritablement dis-
tribuées dans les processus de calage et de validation des modèles hydrauliques : les
photographies. Aériennes ou satellitaires, ces images prises durant un événement et de
nature éminemment qualitative, sont transformées en données quantitatives afin de les
comparer aux prédictions d’un modèle hydraulique : hauteurs d’eau (Raclot, 2003),
largeurs au miroir (Romanowicz et Beven, 2003) ou cartes d’inondation (Bates, 2004).
L’utilisation de telles données devrait pouvoir être automatisée afin de les prendre
en compte de manière systématique – lorsqu’elles sont disponibles – lors du processus
de calage. En effet, ce type de données, de par sa nature distribuée, est porteur d’une
quantité considérable d’informations qui ne peuvent qu’apporter un supplément de
crédibilité aux modèles. Le grand challenge des prochaines années consiste à transférer
les techniques et algorithmes d’interprétation de ces données – actuellement encore du
domaine de la recherche – vers les services opérationnels. L’expérience acquise dans le
pilotage d’algorithmes de traitement d’images à l’aide de techniques de systèmes à base
de connaissances – et notamment les techniques utilisées dans ces travaux (van den
Elst, 1996; Thonnat et al., 1999) – permet d’envisager des solutions dans ce sens, en
intégrant ces algorithmes au sein d’un système d’assistance au calage que l’on pourrait
peut-être appeler CRMA-3.
Vers de nouveaux horizons...
Le calage de modèles numériques s’appuie, comme nous l’avons vu au chapitre 3
(section 3.2, p. 68), sur un processus itératif d’ajustement de paramètres basé sur une
comparaison avec des données de référence. Ces données de références, qu’elles soient
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quantitatives ou qualitatives, certaines ou incertaines, sont donc indispensables pour
procurer un niveau de crédibilité acceptable au modèle. Malheureusement, elles ne
sont pas systématiquement disponibles sur le système étudié. L’hydraulicien doit alors
se contenter d’une estimation a priori des coefficients de résistance, suivant par exemple
la procédure développée dans le chapitre 3 (figure 3.4, p. 69). Il peut alors livrer
une valeur moyenne de ceux-ci, comme le montre l’exemple récent de l’estimation à
0,0545 s.m−1/3 du coefficient n de Manning pour les vallées martiennes à partir de la
seule taille du substrat (Wilson et al., 2004).
Nous avons la chance sur notre planète de pouvoir observer des événements sur
les rivières que nous étudions. Nous devons dès lors faire tout notre possible pour
recueillir des données sur ces événements, afin de produire des modèles numériques
qui soient véritablement en mesure de jouer leur rôle d’outil d’aide à la décision pour
l’aménagement du territoire.
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Annexe A
Abréviations et notations
Abréviation Terme
AIRH Association International de Recherche Hydraulique
ASCE American Society of Civil Engineers
C Centre d’Études Techniques Maritimes et Fluviale
CML Conceptual Modeling Language
DHI Danish Hydraulic Institute
FHWA Federal Highway Administration
IA Intelligence Artificielle
IAHR International Association of Hydraulic Research
IMFT Institut de Mécanique des Fluides de Toulouse
INRIA Institut National de Recherche en Informatique et Automatique
LRIA Laboratoire de Recherche en Informatique d’Amiens
OCL Object Constraint Language
SADT Structured Analysis and Design Technique
UML Unified Modeling Language
U United States Army Corps of Engineers
USDA United States Department of Agriculture
USGS United Stages Geological Survey
T. A.1 – Sigles et abréviations utilisés dans le document.
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Symbole Signification Dimension
A Section mouillée m2
B Largeur au miroir m
C Coefficient de Chézy m1/2.s−1
C Forme de la section
D Diamètre d’une conduite m
f Coefficient de Darcy-Weisbach –
F Nombre de Froude défini par F = V√
gh
–
g Accélération de la pesanteur = 9,81 m.s−2
h ou y Hauteur d’eau m
H Charge hydraulique m
K Débitance m3.s−1
K Rugosité relative définie par K = ks
R
–
ks Rugosité équivalente m
Ks Coefficient de Strickler m1/3.s−1
L Largeur d’un déversoir m
n Coefficient de Manning s.m−1/3
N Irrégularité du canal en profil et en plan
P Périmètre mouillé m
q Débit linéique d’apport latéral m2.s−1
Q Débit m3.s−1
R Rayon hydraulique défini par R = A
P
m
R Nombre de Reynolds d’un écoulement à surface libre défini par R = RV
ν
–
Rp Nombre de Reynolds d’un écoulement en conduite défini par Rp = DVν –
S Pente de la ligne d’eau m.m−1
Sf Pente de la ligne d’énergie définie par Sf =
(
Q
K
)2
m.m−1
U Variabilité temporelle de l’écoulement
V Vitesse moyenne définie par V = Q
A
m.s−1
Vf Vitesse de frottement définie par Vf =
√
gRS m.s−1
x Variable générique (hauteur d’eau, débit, rayon hydraulique, section mouillée
etc.)
[x]
x Moyenne temporelle de la variable x [x]
xc Valeur de la variable x en lit mineur (main channel) [x]
xf Valeur de la variable x en lit majeur (flood plain) [x]
xic ie valeur calculée de la variable x [x]
xio ie valeur observée de la variable x [x]
z Cote de la surface m
β Coefficient de Boussinesq –
T. A.2 – Conventions de notations utilisées dans le document. Sauf indication contraire,
toutes les formules énoncées dans ce document utilisent les unités du Système International
(S.I.). Les notations spécifiques à certaines formules sont explicitées dans le texte.
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Annexe B
Formalisme graphique UML
Cette annexe se veut être une rapide introduction à la notation graphique UML uti-
lisée tout au long de ce mémoire. Ce formalisme, décrit dans les spécifications du lan-
gage (OMG, 2003, chap. 3), est présenté de façon très claire dans l’ouvrage de Muller
et Gaertner (2000, chap. 3). Les diagrammes présents dans ce mémoire ont été tracés à
l’aide du logiciel O 1 (Objecteering Software, 2004). Les principaux types
de diagrammes de cette notation sont détaillés dans les sections suivantes par l’intermé-
diaire d’exemples. Ceux-ci ne prétendent pas constituer une véritable modélisation et
ne sont livrés ici qu’à titre d’illustration.
B.1 Diagrammes de classes
Les diagrammes de classes permettent de représenter les différents types d’éléments
étudiés et les relations les liant les uns aux autres. La figure B.1 propose un exemple
d’un tel diagramme.
MémoireDeThèse
FeuilleTexteImprimé
RapportDeThèse
AutorisationDeSoutenance
0..1 1..*
évalue
2 1
conduit à
1
0..1
F. B.1 – Exemple de diagramme de classes UML.
Les encadrés représentent des classes d’éléments. La flèche triangulaire désigne une
relation de généralisation du type (( est un )) : un Me´moireDeThe`se est un TexteImprime´,
tout comme un RapportDeThe`se. Une flèche simple désigne une association binaire, et
1. Téléchargeable sur www.objecteering.com.
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les nombres à chacune de ses extrémités désignent la multiplicité des éléments associés :
2 RapportsDeThe`se évaluent 1Me´moireDeThe`se. Un trait tireté reliant une classe à une
association désigne une classe-association : un Me´moireDeThe`se conduit à une Autori-
sationDeSoutenance – ou non – par l’intermédiaire d’un RapportDeThe`se. Enfin, une
flèche avec un diamant noir désigne une relation de composition : un TexteImprime´ est
composé d’une Feuille ou plus.
B.2 Diagrammes d’activités
Les diagrammes d’activités permettent de représenter une structure de tâches, ainsi
que les flux d’objets utilisés et produits par les différentes tâches. La figure B.2 propose
un exemple d’un tel diagramme.
RapporterUneThèse
:MémoireDeThèse
EcrireUnRapport
[à revoir]
:MémoireDeThèse
:RapportDeThèse
LireLaThèse
:AutorisationDeSoutenance
[sinon]
[rapport positif]
F. B.2 – Exemple de diagramme d’activités UML.
Les encadrés au contenu souligné représentent des instances anonymes de classes,
classes déclarées par ailleurs dans un diagramme de classes. Ces instances anonymes
représentent un objet donné quelconque appartenant à la classe considérée. Dans ce
diagramme, on peut ainsi retrouver des instances des classes Me´moireDeThe`se, Rap-
portDeThe`se et AutorisationDeSoutenance définies dans la figure B.1. Les encadrés ar-
rondis représentent les activités – ou tâches – et les disques désignent le début (disque
noir plein) et la fin (disque noir et blanc) de l’activité RapporterUneThe`se. Les flèches
désignent des flux d’objets, et le losange représente un choix. La barre épaisse noire
désigne une synchronisation d’événements : l’activité RapporterUneThe`se s’achève en
même temps qu’est produite une AutorisationDeSoutenance. On peut voir sur ce dia-
gramme que cette activité se décompose en deux activités principales : LireLaThe`se et
EcrireUnRapport.
B.3 Diagrammes de cas d’utilisation
Les diagrammes de cas d’utilisation permettent de représenter un système et les cas
d’utilisation de celui-ci par différents acteurs. La figure B.3 propose un exemple d’un tel
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A B F  UML
diagramme. L’encadré représente un système, ici le manuscrit de The`se. Deux acteurs –
ou plutôt deux rôles – représentés par des personnages schématisés interviennent sur ce
système : Doctorant et Rapporteur. Les encadrés ovales représentent des cas d’utilisation
du système. Un Doctorant Re´dige un manuscrit, et un Rapporteur l’Evalue.
Thèse
Doctorant
Rapporteur
Rédiger
Évaluer
F. B.3 – Exemple de diagramme de cas d’utilisation UML.
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Annexe C
Méthode de mesure directe du
coefficient n de Manning
Cette annexe vise à décrire la méthode utilisée dans la littérature pour déterminer
une valeur du coefficient n de Manning à partir de mesures de terrain de plusieurs
variables hydrauliques. Cette méthode est décrite précisément par Dalrymple et Benson
(1967) et reprise notamment par Barnes (1967) et Hicks et Mason (1998), mais il
nous a semblé utile de la faire figurer explicitement dans ce mémoire. Cette initiative
participe en effet de l’établissement d’un (( code de bonnes pratiques )) pour le calage en
hydraulique fluviale.
C.1 Choix du tronçon et des conditions hydrauliques
Le tronçon concerné par les mesures de terrain doit satisfaire à de nombreuses
conditions pour assurer la validité de la méthode. Celles-ci sont rappelées ci-dessous :
– le tronçon doit être le plus uniforme possible en évitant les changements de forme
de la section en travers ;
– le tronçon doit être de préférence rectiligne, ou à défaut se rétrécissant. Les tron-
çons en phase d’élargissement sont à éviter ;
– le tronçon ne doit pas comporter de méandres ou des courbures trop prononcées.
Cette condition ainsi que les précédentes vise à permettre de mesurer un coeffi-
cient de résistance qui soit le plus proche possible d’un coefficient de frottement,
du uniquement à la nature du sol et à la végétation ;
– la distribution des vitesses dans les sections limites du tronçon ne doit pas être in-
fluencée par des facteurs extérieurs (singularités, etc.) pour assurer l’homogénéité
– mais pas l’égalité – de la débitance tout au long du tronçon ;
– la longueur L du tronçon doit satisfaire l’un au moins des critères suivants :
– longueur supérieure à 75 fois la profondeur d’eau moyenne sur le tronçon,
– différence de niveau totale supérieure à l’énergie cinétique moyenne sur le
tronçon,
– différence de niveau totale supérieure à 15 cm.
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C.2 Mesure des variables hydrauliques
En plus du débit Q de l’écoulement, les variables hydrauliques requises sont :
– la hauteur d’eau h ;
– la section mouillée A ;
– le périmètre mouillé P, ou à défaut la hauteur moyenne hmoy sur la section 1.
Ces variables doivent être mesurées dans au minimum trois sections différentes sur le
tronçon. Considérant la mesure pratique de ces variables et l’emplacement des sections
en travers, on pourra se référer aux indications de Benson et Dalrymple (1967).
Ces mesures doivent être impérativement réalisées dans des conditions hydrauliques
proches – mais inférieures – au débordement pour prendre en compte la résistance
totale du lit mineur.
C.3 Équation de conservation de l’énergie
En écrivant la conservation de l’énergie entre deux sections en travers indicées 1
(amont) et 2 (aval) séparées d’une distance L1→2, on obtient :
h1 + α1
V21
2g
= h2 + α2
V22
2g
+ L1→2 Sf + k1→2
(
α1
V21
2g
− α2
V22
2g
)
(C.1)
Le coefficient α est considéré comme égal à 1. Le coefficient k est pris égal à 0 pour un
tronçon se rétrécissant et égal à 0,5 pour un tronçon s’élargissant.
C.4 Formule entre deux sections
En exprimant la pente de la ligne d’énergie à l’aide de la moyenne géométrique des
débitances des deux sections, et en exprimant celles-ci avec la formule de Manning, on
obtient :
Sf =
Q2
K1 K2
=
Q2 n2(
A1 R
2/3
1
)(
A2 R
2/3
2
) (C.2)
En combinant les équations C.1 et C.2, on obtient une expression du coefficient n
de Manning :
n =
1
Q

(
A1 R
2/3
1
)(
A2 R
2/3
2
)
L1→2
(
(h1 − h2) + (1− k1→2)
[
α1
V21
2g
− α2
V22
2g
])1/2
(C.3)
1. On veut calculer le rayon hydraulique, et R = A
P
' hmoy.
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C.5 Formule générale
Avec N sections de mesure , on peut calculer le coefficient n avec la formule sui-
vante :
n =
1
Q

∆1→Nh+ ∆1→Nhv +
N−1∑
i=1
(ki→i+1 ∆hvi→i+1)
N−1∑
i=1
Li→i+1(
AiR
2/3
i
)(
Ai+1 R
2/3
i+1
)

1/2
(C.4)
où :
∆i→i+1h = hi − hi+1 (C.5)
et :
∆i→i+1hv = αi
V2i
2g
− αi+1
V2i+1
2g
(C.6)
Cette méthode a été implémentée par Jarrett et Petsch (1985) dans un logiciel dédié
appelé N 2.
2. Téléchargeable sur le site water.usgs.gov/software/ncalc.html
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Annexe D
Tables de valeurs
Cette annexe présente différentes tables de valeurs utiles lors de l’estimation a priori
d’une valeur du coefficient n de Manning pour un tronçon de rivière homogène par la
procédure décrite dans la figure 3.4 (p. 69). La première section présente les différentes
tables de valeurs des coefficients de la formule de Cowan (1956) (équation 3.1, p. 52).
La deuxième section présente les tables de valeurs à utiliser avec la formule de Cowan
modifiée pour les plaines d’inondation (équation 3.2, p. 54). La dernière section pré-
sente enfin des tables de valeurs du coefficient n de Manning basées sur des typologies
de cours d’eau.
D.1 Tables de valeurs pour les coefficients de la formule de
Cowan : n = (nb + n1 + n2 + n3 + n4) m
Matériau Taille (mm)
nb
min max
Béton 0,012 0,018
Terre 0,025 0,032
Sable 1− 2 0,026 0,035
Graviers 2− 64 0,028 0,035
Galets 64− 256 0,030 0,050
Blocs rocheux > 256 0,040 0,070
T. D.1 – Valeurs de base du coefficient n de Manning, d’après Benson et Dalrymple
(1967).
Méandrement m Longueur du lit mineur sur longueur du lit majeur
Modéré 1,00 1− 1,2
Appréciable 1,15 1,2− 1,5
Important 1,30 > 1,5
T. D.2 – Table de valeurs pour le coefficient m.
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D.1 T          C.
Degré
d’irrégularité
n1 Descriptif
min max
Parois lisses 0,000 Comparable au canal le plus lisse possible pour un matériau du lit
donné
Irrégularités lé-
gères
0,001 0,005 Comparable à des canaux dragués soigneusement, dans un bon état
mais avec des berges légèrement érodées ou affouillées.
Irrégularités
modérés
0,006 0,010 Comparable à des canaux dragués à la rugosité modérée à consé-
quente et aux berges modérément dégradées ou érodées.
Irrégularités
importantes
0,011 0,020 Berges de cours d’eau naturels éboulées ou sérieusement dégradées ;
Parois sérieusement érodées ou éboulées de canaux de navigation ou
de drainage ; surface irrégulière et non profilée de canaux creusés dans
le rocher.
T. D.3 – Table de valeurs pour le coefficient n1.
Variation de la
section
n2 Descriptif
min max
Progressive 0,000 La taille et la forme de la section en travers changent progressivement.
Alternant occa-
sionnellement
0,001 0,005 Grandes sections et sections réduites alternent parfois, ou bien le cou-
rant principal se déplace d’une rive à l’autre en raison des change-
ments de la forme de la section en travers.
Alternant
fréquemment
0,010 0,015 Grandes sections et sections réduites alternent fréquemment, ou bien
le courant principal se déplace d’une rive à l’autre en raison des chan-
gements de forme de la section en travers.
T. D.4 – Table de valeurs pour le coefficient n2.
Effet des
obstructions
n3 Descriptif
min max
Négligeable 0,000 0,004 Quelques obstacles épars, incluant dépôts de débris, souches, racines
apparentes, branchages, piles ou rochers isolés, occupant moins de
5% de la section mouillée.
Faible 0,005 0,015 Les obstacles occupent moins de 15% de la section mouillée, and
l’espacement entre ceux-ci est tel que la sphère d’influence autour de
l’un d’entre eux ne s’étend pas jusqu’à celle de l’obstacle suivant. De
plus petits ajustements sont utilisés pour des objets arrondis et lisses
que pour des objets anguleux.
Sensible 0,020 0,030 Les obstacles occupent de 15 à 50% de la section mouillée, ou bien
l’espace entre ceux-ci est assez réduit pour provoquer le cumul des
effets dus à différents obstacles, obstruant ainsi une partie équivalente
de la section mouillée.
Très marqué 0,040 0,050 Les obstacles occupent plus de la moitié de la section mouillée, ou
bien l’espace entre eux est assez réduit pour générer de la turbulence
dans la quasi-totalité de la section.
T. D.5 – Table de valeurs pour le coefficient n3.
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Quantité de
végétation
n4 Descriptif
min max
Négligeable 0,000 N’importe quel type et densité de végétation sur les berges de cours
d’eau de plus de 30m de large, avec moins de 25% du périmètre
mouillé végétalisé et sans végétation notable sur le fond. Herbe fau-
chée ou vesce sur les berges de cours d’eau de plus de 15m de large
(peut s’appliquer à de plus petits cours d’eau).
Faible 0,002 0,010 Surfaces denses d’herbe souple, comme le cynodon, ou plantes aqua-
tiques poussant là où la profondeur de l’eau atteint au moins deux fois
la taille de la végétation. Arbustes souples plantés, comme le saule, le
peuplier, la marante ou le cèdre maritime poussant là où la profondeur
de l’eau atteint au moins trois fois la hauteur de la végétation.
Buissons arbustifs denses, plantes annuelles à tige souple, et éventuel-
lement quelques arbres matures, occupant 25 à 50% du périmètre
mouillé, cela en toutes saisons sur les berges de cours d’eau larges de
30 à 75m, et durant la morte-saison sur les berges de cours d’eau de
15 à 30m de large.
Moyenne 0,010 0,025 Gazon poussant là où la profondeur moyenne de l’eau et de une à deux
fois la taille de la végétation ; plantes racinaires modérément denses,
plantes aquatiques, ou arbres plantés, poussant là où la profondeur
moyenne de l’eau est de deux à trois fois la hauteur de la végétation ;
Végétation modérément dense, buissonnante, comparable à des saules
âgés d’un à deux ans en morte-saison, ou bien hautes herbes et plantes
à tige souple en haute saison, poussant le long des berges et sans végé-
tation notable sur le fond de cours d’eau dont le rayon hydraulique est
supérieur à 60 cm.
Buissons arbustifs denses, plantes annuelles à tige souple, et éventuel-
lement quelques arbres matures, occupant 25 à 50% du périmètre
mouillé sur les berges de cours d’eau de 9 à 30m de large.
Importante 0,025 0,050 Gazon poussant là où la profondeur moyenne est environ égal à la
hauteur de la végétation ; saules ou peupliers âgés de 8 à 10 ans en-
tremêlés de mauvaises herbes et de buissons (tous sans feuillage) où
le rayon hydraulique est supérieur à 60 cm ; saules buissonnants âgés
d’un an entremêlés de mauvaises herbes sur les berges (feuillage com-
plet) et pas de végétation notable sur le fond de cours d’eau où le rayon
hydraulique est supérieur à 60 cm.
Très impor-
tante
0,050 0,100 Gazon poussant là où la profondeur de l’eau n’excède pas la moitié
de la hauteur de la végétation ; saules buissonnants d’environ un an
entremêlés de mauvaises herbes ou de buissons (feuillage complet) ou
roseaux denses poussant sur le fond ; arbres entremêlés de mauvaises
herbes et de buissons (feuillage complet).
T. D.6 – Table de valeurs pour le coefficient n4.
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’.
D.2 Tables de valeurs pour les coefficients de la formule de
Cowan modifiée pour les plaines d’inondation : n = nb +
n′1 + n
′
3 + n
′
4
Degré
d’irrégularité
n′1 Description
min max
Section lisse 0,000 Comparable à la plaine d’inondation la plus lisse et plate
possible avec le matériau considéré.
Irrégularités lé-
gères
0,001 0,005 Plaine d’inondation de forme légèrement irrégulière.
Quelques creux et bosses ou dépressions marécageuses
peuvent être visibles sur la plaine.
Irrégularités
modérées
0,006 0,010 Plus de bosses et de creux. Dépressions et monticules
peuvent être présents.
Irrégularités
importantes
0,011 0,020 Plaines d’inondations de forme très irrégulière. De nom-
breux creux et bosses sont visibles. Des sols irréguliers de
pâturages et des sillons perpendiculaires au courant sont
aussi présents.
T. D.7 – Table de valeurs pour le coefficient n′1.
Effet des
obstructions
n′3 Description
min max
Négligeable 0,000 0,004 Quelques obstacles disséminés, incluant dépôts de débris,
souches, racines apparentes, branchages, ou rochers isolés,
qui occupent moins de 5% de la section mouillée
Faible 0,005 0,019 Les obstacles occupent moins de 15% de la section
mouillée.
Appréciable 0,020 0,030 Les obstacles occupent de 15 à 50% de la section mouillée.
T. D.8 – Table de valeurs pour le coefficient n′3.
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A D T  
Quantité de
végétation
n′4 Description
min max
Faible 0,001 0,010 Surfaces denses d’herbe souple, comme le cynodon, ou
plantes aquatiques poussant là où la profondeur de l’eau
atteint au moins deux fois la taille de la végétation. Ar-
bustes souples plantés, comme le saule, le peuplier, la ma-
rante ou le cèdre maritime poussant là où la profondeur de
l’eau atteint au moins trois fois la hauteur de la végétation.
Moyenne 0,011 0,025 Gazon poussant là où la profondeur moyenne de l’eau et
de une à deux fois la taille de la végétation ; plantes raci-
naires modérément denses, plantes aquatiques, ou arbres
plantés, poussant là où la profondeur moyenne de l’eau est
de deux à trois fois la hauteur de la végétation ; Végétation
modérément dense, buissonnante, comparable à des saules
âgés d’un à deux ans en morte-saison.
Importante 0,025 0,050 Gazon poussant là où la profondeur moyenne est environ
égal à la hauteur de la végétation ; saules ou peupliers âgés
de 8 à 10 ans entremêlés de mauvaises herbes et de buis-
sons (tous sans feuillage) où le rayon hydraulique est supé-
rieur à 60 cm, ou bien cultures en lignes matures comme
des petits légumes, ou bien encore cultures sur pied là où
la profondeur de l’eau est au moins deux fois la hauteur de
la végétation.
Très impor-
tante
0,050 0,100 Gazon poussant là où la profondeur de l’eau n’excède
pas la moitié de la hauteur de la végétation, ou buissons
denses ou modérément denses, ou bien d’importants peu-
plements d’arbres avec quelques arbres tombés et quelques
broussailles là où la profondeur de l’eau est inférieur aux
première branches, ou récoltes sur pied là où la profondeur
de l’eau est au moins deux fois la hauteur de la végétation.
Extrême 0,100 0,200 Broussailles denses de saules, prosopis, ou cèdre maritime
(en plein feuillage), ou bien peuplement d’arbres impor-
tant, quelques arbres à terre, la profondeur de l’eau attei-
gnant les branches.
T. D.9 – Table de valeurs pour le coefficient n′4.
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D.3 Tables de valeurs du coefficient n de Manning
Description Minimum Moyenne Maximum
En terre, rectilignes et uniformes
Propres, juste après la mise en eau 0,016 0,018 0,020
Propres, après érosion naturelle 0,018 0,022 0,025
Lit de graviers, section uniforme, net 0,022 0,025 0,030
Herbe rase, quelques touffes 0,022 0,027 0,033
En terre, sinueux et dormants
Sans végétation 0,023 0,025 0,030
Avec de l’herbe et quelques touffes 0,025 0,030 0,033
Touffes d’herbe denses ou plantes aquatiques en eau profonde 0,030 0,035 0,040
Fond en terre et berges en enrochements 0,028 0,030 0,035
Fond rocheux et berges à végétation dense 0,025 0,035 0,040
Fond de galets et berges nettes 0,030 0,040 0,050
Canaux creusés ou dragués à la pelle mécanique
Sans végétation 0,025 0,028 0,033
Buissons épars sur les berges 0,035 0,050 0,060
Canaux creusés dans la roche
Section lisse et uniforme 0,025 0,035 0,040
Section brute et irrégulière 0,035 0,040 0,050
Canaux non entretenus, mauvaises herbes et buissons non taillés
Touffes d’herbe denses, de la hauteur de l’eau 0,050 0,080 0,120
Idem, avec des hauteurs d’eau plus importantes 0,045 0,070 0,110
Fond propre, buissons sur les berges 0,040 0,050 0,080
Buissons denses, hauteur d’eau importante 0,080 0,100 0,140
T. D.10 – Valeurs du coefficient n de Manning pour des canaux creusés ou dragués,
d’après Chow (1973).
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Description Minimum Moyenne Maximum
En métal
Surface en acier lisse
Brut 0,011 0,012 0,014
Peint 0,012 0,013 0,017
En tôle ondulée 0,021 0,025 0,030
Dans une autre matière
En ciment
Sans sable 0,010 0,011 0,013
Mortier 0,011 0,013 0,015
En bois
Raboté et non traité 0,010 0,012 0, 014
Raboté et traité au goudron 0,011 0,012 0, 015
Planches et liteaux 0,012 0,015 0, 018
Revêtu en toile goudronnée 0,010 0,014 0, 017
En béton
Lissé à la truelle 0,011 0,013 0,015
Lissé grossièrement 0,013 0,015 0,016
Lissé, avec un fond de gravier 0,015 0,017 0,020
Brut 0,014 0,017 0,020
En gunite, section correcte 0,016 0,019 0,023
En gunite, section ondulée 0,018 0,022 0,025
Sur rocher lisse 0,017 0,020 –
Sur rocher irrégulier 0,022 0,027 –
Fond en béton lissé grossièrement avec côtés en
Pierres taillées dans du mortier 0,015 0,017 0,020
Pierres en vrac dans du mortier 0,017 0,020 0,024
Maçonnerie de moellons et de ciment, crépie 0,016 0,020 0,024
Maçonnerie de moellons et de ciment 0,020 0,025 0,030
Moellons bruts ou enrochements 0,020 0,030 0,035
Fond en gravier et côtés en
Béton coffré 0,017 0,020 0,025
Pierres en vrac dans du mortier 0,020 0,023 0,026
Moellons bruts ou enrochements 0,023 0,033 0,036
En briques
Émaillées 0,011 0,013 0,015
dans du mortier de ciment 0,012 0,015 0,018
Maçonnerie
Enrochements cimentés 0,017 0,025 0,030
Moellons bruts 0,023 0,032 0,035
En pierres de taille 0,013 0,015 0,017
En asphalte
Lisse 0,013 0,013 –
Rugueux 0,016 0,016 –
Végétalisé 0,030 – 0,500
T. D.11 – Valeurs du coefficient n de Manning pour des canaux revêtus ou bâtis, d’après
Chow (1973).
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Description Minimum Moyenne Maximum
Petites rivières (largeur en crue < 30m)
Rivières de plaine
Propres, rectilignes, à pleins bords, sans seuils ou mouilles
marqués
0,025 0,030 0,033
Idem, mais avec plus de pierres et d’herbes 0,030 0,035 0,040
Propres, sinueuses, quelques seuils et mouilles 0,033 0,040 0,045
Idem, mais avec des herbes et des pierres 0,035 0,045 0,050
Idem, mais avec des hauteurs d’eau moins importantes et
plus de zones d’eau morte
0,040 0,048 0,055
Propres, sinueuses, quelques seuils et mouilles, avec des
herbes et de nombreuses pierres
0,045 0,050 0,060
Eaux dormantes avec des mouilles profondes et herbeuses 0,050 0,070 0,080
Biefs très herbeux, mouilles profondes ou lônes avec de nom-
breux arbres et broussailles
0,075 0,100 0,150
Rivières de montagne, pas de végétation dans le
cours d’eau, berges habituellement profondes, arbres
et buissons le long des berges submergées en hautes
eaux
Lit de graviers, galets et parsemé de quelques blocs rocheux 0,030 0,040 0,050
Lit de galets et de gros blocs rocheux 0,040 0,050 0,070
Rivières importantes (largeur en crue > 30m)
Section régulière sans blocs ni buissons 0,025 – 0,060
Section irrégulière et accidentée 0,035 – 0,100
T. D.12 – Valeurs du coefficient n de Manning pour des rivières naturelles, d’après Chow
(1973).
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A D T  
Description Minimum Moyenne Maximum
Pâturages, pas de buissons
Herbe rase 0,025 0,030 0,030
Herbe haute 0,030 0,035 0,050
Aires cultivées
Moissonnées 0,020 0,030 0,040
Cultures développées en rangées 0,025 0,035 0,045
Cultures développées en vrac 0,030 0,040 0,050
Buissons
Buissons épars et mauvaises herbes 0,035 0,050 0,070
Buissons légers et arbres, en hiver 0,035 0,050 0,060
Buissons légers et arbres, en été 0,040 0,060 0,080
Buissons assez épais à épais, en hiver 0,045 0,070 0,110
Buissons assez épais à épais, en été 0,070 0,100 0,160
Arbres
Saules nombreux, en été, droits 0,110 0,150 0,200
Bois clairs avec souches, sans arbustes 0,030 0,040 0,050
Idem mais avec de nombreux arbustes 0,050 0,060 0,080
Peuplement d’arbres important, quelques arbres tombés, sous-
bois clairsemé, hautes eaux en-dessous des branches
0,080 0,100 0,120
Idem, mais avec les hautes eaux atteignant les branches 0,100 0,120 0,160
T. D.13 – Valeurs du coefficient n de Manning pour des plaines d’inondation, d’après
Chow (1973).
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Occupation du sol Taux de résidus(t/ha)
n
Min Moy Max
Béton ou asphalte 0,010 0,011 0,013
Sable nu 0,010 0,010 0,016
Gravier 0,012 0,020 0,03
Argile 0,012 0,020 0,033
Friche 0,006 0,050 0,016
Labours (charrue à ciseau) < 0,6 0,006 0,07 0,17
0,6-2,5 0,070 0,180 0,340
2,5-7,4 0,190 0,300 0,470
> 7,4 0,340 0,400 0,460
Labours (charrue à disques ou herse) < 0,6 0,008 0,080 0,410
0,6-2,5 0,100 0,160 0,250
2,5-7,4 0,140 0,250 0,530
> 7,4 – 0,300 –
Sol non labouré < 0,6 0,030 0,040 0,070
0,6-2,5 0,010 0,070 0,130
2,5-7,4 0,160 0,300 0,470
Labours (charrue verseuse) 0,020 0,060 0,100
Labours (charrue avec couteaux) 0,050 0,100 0,130
Prairie (état naturel) 0,010 0,130 0,320
Prairie (fauchée) 0,020 0,100 0,240
Herbe (mottes de pâturin des champs) 0,390 0,450 0,630
Plaine herbeuse 0,100 0,150 0,200
Herbe dense 0,170 0,240 0,300
Chiendent 0,300 0,410 0,480
T. D.14 – Valeurs du coefficient n de Manning pour différentes occupations du sol,
d’après Engman (1986).
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A D T  
Description
Min Max
Culture Disposition par rapport au courant
Maïs
parallèle 0,036 0,240
perpendiculaire 0,012 0,134
Coton
parallèle 0,008 0,140
perpendiculaire 0,017 0,082
Sorgho
parallèle 0,019 0,260
perpendiculaire 0,015 0,093
Soja
parallèle 0,050 0,210
perpendiculaire 0,037 0,149
Tournesol
parallèle 0,046 0,250
perpendiculaire 0,012 0,120
Blé
parallèle 0,280 1,260
perpendiculaire 0,015 0,130
T. D.15 – Valeurs du coefficient n de Manning pour pour différentes cultures, d’après
Gilley et Kottwitz (1992).
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Annexe E
Résistance à l’écoulement –
Historique
Cette annexe présente l’historique des formules permettant de déterminer la vitesse
moyenne d’un écoulement à surface libre. Au fil des ans, les coefficients (( universels ))
des premières formules se sont transformés en paramètres de calage. Les équations em-
piriques se sont adaptées aux contraintes de l’ingénierie pour parvenir au standard ac-
tuel qu’est l’équation de Manning, malgré les avancées théoriques de la mécanique des
fluides.
Toutes les références citées dans la partie bibliographie sont disponibles soit dans
une version électronique depuis le portail de la bibliothèque numérique G 1, soit
dans leur version papier, en consultation à la Bibliothèque Nationale de France (BNF) 2.
E.1 Les premières formules empiriques
L’histoire des premières formules impliquant un coefficient de résistance à l’écoule-
ment est intimement liée à celle de l’hydraulique elle-même, et la plupart des pionniers
de l’hydraulique des e et e siècles se sont intéressés à cette question centrale (voir
Hager, 2003). Il est de plus intéressant de noter que les premières recherches ont été
motivées par des problèmes d’ingénierie et sont donc de nature empirique. Les propos
de l’Abbé Bossut (1786) cités au début du chapitre 2 prennent ainsi tout leur sens.
Les recherches menées sur la résistance à l’écoulement en canaux découverts ont été
fortement liées à celles sur les phénomènes physiques similaires en conduites.
E.1.1 Chézy
Dans un rapport manuscrit daté de 1775 3 et rédigé dans le cadre d’un projet de
dérivation des eaux de l’Yvette pour l’alimentation en eau de Paris, l’Inspecteur Général
des Ponts et Chaussées Antoine Chézy présente la première formule en régime uniforme
sur la base de données expérimentales :
V = C
√
RS (E.1)
1. bnf.gallica.fr
2. Catalogue consultable sur www.bnf.fr
3. C, A. (1775), Mémoire sur la vitesse de l’eau conduite dans une rigole donnée.
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E.1 L   
Chézy ne prétend pas donner de valeur (( universelle )) pour le coefficient C. Cela n’en-
lève en rien à la simplicité révolutionnaire de cette formule qui ne va pourtant pas
connaître la diffusion qu’elle méritait à travers la communauté scientifique de l’époque.
Le rapport ne sera en effet publié que plus d’un siècle plus tard aux États-Unis par
Herschel 4. Un hommage à ce précurseur qu’était Chézy sera rendu au début du e
siècle dans les Annales des Mines (Mouret, 1921a) 5, école qu’il a dirigée dans les der-
nières années de sa vie. De nombreuses autres formules ont donc été développées à
partir d’expériences réalisées en grande partie dans des canaux artificiels où était mesu-
rée la vitesse de surface. Cette vitesse était ensuite reliée par des formules empiriques à
la vitesse moyenne qui nous intéresse ici.
E.1.2 Du Buat
Dans la deuxième édition des Principes d’hydraulique vérifiés par un grand nombre
d’expériences – ouvrage majeur de l’hydraulique du e siècle –, Pierre-Louis-Georges
du Buat (1786, p. 63) propose la formule suivante reliant la vitesse moyenne au rayon
hydraulique et à la pente de la surface :
V =
243,7g
(√
R− 0,1
)
√
1
S
− ln
√
1
S
+ 1,60
− 0,3
(√
R− 0,1
)
(E.2)
où g=362 pouces, et les constantes 0,1 et 0,3 sont elles aussi exprimées en pouces.
Cette formule n’aura malheureusement pas un grand succès en raison de sa forme pour
le moins alambiquée.
E.1.3 Girard
Pierre-Simon Girard, successeur de Chézy dans le projet d’alimentation en eau de
Paris va quant à lui proposer une formule rationnelle (Girard, 1804) qu’il appliquera
pour le creusement du canal de l’Ourcq (Girard, 1831) :
gRS = 0,0012181
(
V + V2
)
(E.3)
E.1.4 De Prony
Après avoir comparé les formules établies par Girard et du Buat, Gaspard-Clair-
François Riche de Prony (1804) établit une formule rationnelle à partir de méthodes
de régressions 6 en référence aux travaux de Laplace sur ce sujet :
0,000436V + 0,003034V2 = gRS (E.4)
4. H, C. (1897), On the origin of the Chézy formula. Journal of the Association of Engineering
Societies, vol. 18, p. 363–368.
5. Ce rapport est un extrait des Annales des Ponts et Chaussées (Mouret, 1921b).
6. Dans le texte : corrections d’anomalies.
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E.1.5 Eytelwein
En Allemagne, Johann Albert Eytelwein (1825, §XIV) 7 propose quant à lui une
autre formule rationnelle :
V = −0,0067675g+
√
557,798gRS+ 0,0000458g2 (E.5)
Deux paragraphes plus loin, il propose une simplification de cette formule pour une
utilisation pratique et retombe ainsi de manière fortuite sur une formule de type Chézy :
V = 24,12
√
g
√
RS (E.6)
E.1.6 Dupuit 8
Jules-Étienne-Juvénal Dupuit (1863, p. 57) va critiquer l’application de ces for-
mules rationnelles à des cours d’eau naturels :
Il ne faut pas s’attendre à ce qu’on arrive jamais à rien de précis pour des circons-
tances aussi accidentelles, aussi irrégulières que celles des grands cours d’eau natu-
rels. Tout ce qu’on peut espérer de la théorie et de l’expérience, c’est de renfermer
les erreurs dans des limites plus restreintes.
Ces formules empiriques intègrent en effet des données d’expériences hétéroclites –
mais principalement sur des canaux de petites dimensions – et visent à obtenir des for-
mules (( universelles )) et donc des coefficients de résistance constants. Les rares confron-
tations à des données recueillies sur des cours d’eau naturels reste alors malheureuse-
ment insatisfaisante.
E.1.7 Humphreys et Abbot
Aux États-Unis, Humphreys et Abbot (1861) déterminent à partir de nombreuses
expériences sur le Mississippi la formule suivante, basée directement sur la vitesse
moyenne :
V = HK
√
A
P + B
4√
S (E.7)
où H coefficient variable, K = 8,28972, A section mouillée, P périmètre mouillé et
B largeur au miroir. Le tableau E.1 présente les valeurs du coefficient H pour des
catégories-types de cours d’eau.
Ce rapport a été traduit tout d’abord en allemand par Heinrich Grebenau, puis
résumé en français (Humphreys et Abbot, 1867). Une critique en a ensuite été faite
par Fournié (1867). La plus grande réserve est que ces expériences ont été réalisées sur
une rivière au caractère alluvial fortement marqué, et pour laquelle l’hypothèse de fond
rigide peut être aisément mise en défaut.
7. Cet article est une traduction par Lejeune-Dirichlet de l’article original en allemand (Eytelwein,
1823).
8. Une biographie de cet éminent ingénieur hydraulicien français est parue récemment dans le Journal
of Hydraulic Engineering (Hager, 2004).
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Catégorie Valeur moyenne de H
Pour les petits canaux ou rigoles au-dessous d’une section de 1m2 0,8543
Pour les ruisseaux d’une section de 1 à 5m2 0,8796
Pour les petites rivières d’une section de 5 à 10m2 0,8890
Pour les rivières d’une section de 20 à 400m2 0,9223
Pour les grands fleuves d’une section supérieure à 400m2 0,9459
T. E.1 – Valeurs du coefficient H de la formule de Humphreys et Abbot (1861).
E.1.8 Saint-Venant
Adhémar Jean-Claude Barré de Saint-Venant (1843, 1851) tente quant à lui de
revenir à une formule monôme dans laquelle l’exposant de la vitesse moyenne serait
une fraction rationnelle et propose :
V = 60
(
R I
) 11
21 (E.8)
E.2 De coefficients (( universels )) en paramètres
La confrontation de toutes ces formules empiriques à des données de plus en plus
nombreuses et variées suscite alors la question de l’invariabilité des coefficients de ré-
sistance. Il faut noter que ces interrogations sur ces formules n’ont nullement empêché
leur large utilisation pendant des dizaines d’années pour résoudre des problèmes pra-
tiques d’ingénierie.
E.2.1 Weisbach
Julius Albin Weisbach (1847), revenant à une formule monôme, propose alors une
équation introduisant un coefficient de frottement ζ :
V =
√
2gRS
ζ
(E.9)
Afin de coller aux résultats expérimentaux produits jusqu’alors, et notamment ceux de
du Buat, il attribue à ce coefficient une valeur moyenne. Il propose ensuite de faire
varier ce coefficient avec la vitesse moyenne V (1847, §368) :
The co-efficient of friction for rivers, brooks, &c., the mean value of which, in the
foregoing paragraphs, we have taken at 0,007565, is not constant, but, as in pipes,
increases somewhat for small and diminishes for great velocities.
Le coefficient de résistance est ainsi pour la première fois considéré comme variable, et
devient un paramètre fonction de la vitesse moyenne. Quelques années plus tard, Weis-
bach 9 formule l’équation suivante donnant la perte de charge relative à une conduite :
hf = f
L
d0
V2
2g
(E.10)
9. W, J. A. (1850), Lehrbuch der Ingenieur- und Maschinen-Mechanik mit den nöthigen Hülf-
slehren aus der Analysis, für den Unterricht an technischen Lehranstalten sowie zum Gebrauche für Techniker
bearbeitet. F. Vieweg und Sohn, Braunschweig, Deutschland.
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où hf perte de charge, f facteur de friction, L longueur de la conduite, d0 diamètre de
la conduite et V vitesse moyenne. Le coefficient f est depuis lors appelé coefficient de
Darcy-Weisbach. Cette équation peut être appliquée aux écoulements à surface libre
en introduisant la pente de la ligne d’énergie et le rayon hydraulique R = d04 (Chow,
1973, p. 8). On obtient alors :
V =
√
8gRS
f
(E.11)
E.2.2 Bazin
Prenant la suite des expériences réalisées en conduites par Henri-Philibert-Gaspard
Darcy (1858), Henri Émile Bazin (1865) 10 s’est intéressé aux écoulements dans des
canaux découverts. En étudiant les expériences conduites par de Prony, du Buat et
Eytelwein, il constate – confirmant ainsi les doutes de de Prony (1804) – que les coeffi-
cients des formules rationnelles développées jusque-là sont (( variables à l’infini suivant
la nature de la paroi dans laquelle s’opère l’écoulement. )) (1865, p. 16) Considérant
que l’influence de la pente et de la (( figure )) du profil transversal sur les coefficients
peut être négligée, il propose de revenir à une formule monôme à deux coefficients α et
β dont les valeurs dépendent pour la première fois de la catégorie des parois :
RS
V2
= α+
β
R
(E.12)
Une table des valeurs de ces coefficients peut être trouvée dans le tableau E.2.
Catégorie α β
Parois très unies : ciment lissé, bois raboté avec soin, etc. 0,00015 0,03
Parois unies : pierres de taille, briques, planches, etc. 0,00019 0,07
Parois peu unies, en maçonnerie de moellons 0,00024 0,25
Parois en terre 0,00028 1,25
T. E.2 – Table de valeurs des coefficients α et β de la première formule de Bazin (1865).
La formule pour des parois en terre, qui nous intéresse ici, donne une bonne concor-
dance graphique avec les expériences effectuées sur plusieurs rivières (Darcy et Bazin,
1865, planche XVI). En 1897 11, Bazin propose une nouvelle formule comportant un
seul coefficient représentant uniquement le frottement aux parois :
√
RS
V
= 0,0115
(
1+
γ√
R
)
(E.13)
Le coefficient γ peut être extrait d’une table comportant six catégories de parois, repro-
duite dans le tableau E.3. Cette table a été reprise de nombreuses fois dans les ouvrages
de références en hydraulique (voir par exemple Carlier, 1972; Lencastre, 1999).
10. Les résultats principaux ont été publiés (Bazin, 1862) et rapportés (Morin, 1863) quelques années
plus tôt dans les Comptes-Rendus de l’Académie des Sciences.
11. L’article des Annales des Mines a été tiré à part et publié l’année suivante (Bazin, 1898).
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Catégorie Caractéristiques γ
d’après Bazin (1897), re-
pris par Carlier (1972)
d’après Lencastre (1999)
1 Parois très unies (ciment,
bois raboté)
Canaux en béton bien lissé ; canaux en bois
raboté, avec la plus grande dimension des
planches selon la direction du courant ; pa-
rois métalliques sans rouille et décrochements
dans les joints.
0,06
2 Parois unies (planches,
briques, pierres de taille,
etc.)
Canaux en béton, revêtus, mais non complè-
tement lissés et avec des décrochements peu
importants dans les joints. Canaux en bois ra-
boté avec des joints réguliers, mais sans décro-
chements dans les joints. Canaux en maçon-
nerie régulière de pierre de taille.
0,16
3 Parois en maçonnerie de
moellons
Canaux en béton, partiellement revêtus, avec
des joints saillants, où coule de l’eau peu claire
avec végétation et mousse. Canaux revêtus en
pierres sèches.
0,46
4 Parois de nature mixte
(sections en terre très ré-
gulières, rigoles revêtues
de perrés, etc.)
Canaux en terre de section régulière, végéta-
tion peu haut sur le fond, sans végétation et
courbes amples. Canaux en maçonnerie régu-
lière, avec le fond lisse par suite du dépôt de
vase.
0,85
5 Canaux en terre dans les
conditions ordinaires
Canaux en terre de section régulière, végéta-
tion peu haute sur le fond, végétation courte
sur les berges. Cours d’eau naturels d’allure
régulière, sans végétation ni grand dépôt sur
le fond.
1,30
6 Canaux en terre présen-
tant une résistance excep-
tionnelle (fonds de galets,
parois herbées, etc.)
Canaux en terre mal entretenus, avec de la
végétation sur le fond et les berges. Canaux
en terre, exécutés par des excavateurs méca-
niques, mal entretenus.
1,75
T. E.3 – Table des valeurs du coefficient γ de la formule de Bazin (1897).
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E.3 Vers une formule standard d’ingénierie
Les différentes formules empiriques présentées dans la section précédente ont été
usitées par de nombreux ingénieurs. Aucune d’entre elles ne s’imposera pourtant ni de
façon durable, ni au niveau international comme la formule développée indépendam-
ment par Gauckler, Manning et Strickler.
E.3.1 Gauckler
En 1868 12, Philippe-Gaspard Gauckler 13, utilisant les expériences de Darcy et Ba-
zin, développe deux formules monôme dont le choix dépend de la valeur de la pente
du lit : 
√
V = α
3√
R
4√
S pour S > 0,0007 (E.14)
4√
V = β
3√
R
4√
S pour S < 0,0007 (E.15)
Il fournit également une table sommaire de valeurs des coefficients α et β déterminées
à partir de nombreuses expériences, reproduite dans le tableau E.4.
Nature de la paroi α β
Maçonnerie de pierre de taille et de ciment de 8,5 à 10 de 8,5 à 9
Bonne maçonnerie ordinaire de 7,6 à 8,5 de 8 à 8,5
Parois en maçonnerie avec fond en terre de 6,8 à 7,6 de 7,7 à 8
Rigoles en terre, sans herbes de 5,7 à 6,7 de 7 à 7,7
Rigoles en terre, avec herbes sur les talus de 5 à 5,7 de 6,6 à 7
Rivière de 5 à 5,7 de 6,4 à 7
T. E.4 – Table de valeurs des coefficients α et β des formules de Gauckler (1868).
Il se montre tout à fait conscient des limites pratiques d’utilisation de cette table :
Nous comprenons tout ce que ces coefficients présentent d’indéterminé et ce que
leur emploi peut entraîner d’erreurs dans la pratique ; mais nous ne pouvons ici
faire plus que de poser la question, en tirant tout le parti possible des expériences,
dont la science peut disposer dans le moment présent.
mais reste confiant dans les recherches futures pour une détermination plus fine de ces
coefficients :
Il est évident que lorsque l’attention des ingénieurs se portera spécialement sur
l’influence que la paroi exerce sur les débits, les expériences de l’avenir renferme-
ront des descriptions minutieuses de la nature des lits, dans lesquels s’effectuent les
écoulements ; il en résultera que chaque espèce particulière du lit sera affectée d’un
coefficient connu, qui répondra avec le plus de précision à sa loi d’écoulement.
12. Un résumé de ce mémoire est paru l’année précédente à la fois dans le Technologiste (Gauckler,
1867a) et dans les Comptes-Rendus de l’Académie des Sciences (Gauckler, 1867b).
13. Une biographie axée sur le développement de la formule E.14 est parue récemment dans le Journal
of Hydraulic Engineering.
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Ces formules ont été vérifiées expérimentalement par Stapfer (1869). Gauckler (1868,
p. 269) est aussi le premier à faire allusion à la variation avec la vitesse de la résistance
due à la végétation :
Quand un perré est recouvert d’herbes, elles opposent une grande résistance aux
vitesses faibles. Mais quand les vitesses croissent de façon à incliner et coucher les
herbes sur les talus, la résistance diminue et le coefficient augmente.
E.3.2 Guanguillet et Kutter
Émile Oscar Guanguillet et Wilhelm Rudolph Kutter (1893) 14– en compilant de
nombreuses expériences dont celles de Bazin (1865) – expriment le coefficient C de
Chézy en fonction de la pente S, du rayon hydraulique R et d’un coefficient de rugosité
n pour arriver à la formule suivante :
V =
23+
0,00155
S
+
1
n
1+
(
23+
0,00155
S
)
n√
R
√
RS (E.16)
Ils proposent aussi la première table de valeurs du coefficient n, reproduite dans le
tableau E.5 :
Catégorie de cours d’eau Valeur moyenne de n
Canaux de planches soigneusement dégauchies ou de ciment lisse 0,010
Canaux de planches brutes 0,012
Canaux de pierres de taille ou de briques ajustées 0,013
Canaux en maçonnerie brute 0,017
Canaux en terre, ruisseaux et rivières 0,025
Cours d’eau avec des détritus ou des plantes aquatiques 0,030
T. E.5 – Table de valeurs du coefficient n de Kutter, d’après Guanguillet et Kutter (1893,
p. 61).
Horton (1916) 15 a publié une table plus complète de valeurs de ce coefficient n,
appelé coefficient de Kutter. La reprise de cette table par King dans la première édi-
tion de son Handbook of hydraulics (1918) a sans aucun doute favorisé la diffusion et
l’utilisation de cette formule et surtout du coefficient n associé.
14. L’ouvrage cité en référence est la traduction d’un ouvrage publié en langue allemande (Kutter, 1885)
compilant notamment les deux articles fondateurs des auteurs :
G, É. O. et K, W. R. (1869), Versuch zur Aufstellung einer neuen allegemeinen For-
mel für die gleichförmige Bewegung des Wassers in Canälen und Flüssen. Zeitschrift des Oesterreichischen
Ingenieur und Architekten Vereines, vol. 21, no 1, p. 6–25 et no 2-3, p. 46–59.
15. H, R. E. (1916), Some better Kutter’s formula coefficients. Engineering News, vol. 75, no 8,
p. 373–374.
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E.3.3 Manning
L’ingénieur irlandais Robert Manning 16 présente quant à lui en 1889 au cours
d’une conférence 17 deux nouvelles formules dont celle qui allait devenir sa formule
éponyme :
V = CM R
2/3 S1/2 (E.17)
Cette équation n’avait pas ses faveurs en raison de sa non-homogénéité du point de
vue dimensionnel et de la difficulté d’extraire une racine cubique. Il a ainsi proposé
une autre formule incluant une mesure de la pression atmosphérique qui est demeurée
quasiment ignorée (Powell, 1968). En répondant à une question de l’audience, il note
aussi la correspondance de CM avec le coefficient de Kutter 18 :
It is worthy of remark that the value of the reciprocal of CM corresponds closely with
that of n, as determined by Guanguillet and Kutter; both CM and n being constant
for the same channel.
Le coefficient CM sera assumé – et promu – comme étant l’inverse du coefficient n de
Kutter par Flamant (1900, p. 191) 19 et l’équation E.17 sera modifiée pour aboutir à la
forme suivante 20 :
V =
1
n
R2/3 S1/2 (E.18)
Le coefficient n de Kutter est ainsi devenu le coefficient n deManning, et l’équation E.18
l’équation de Manning (Williams, 1970). Pour un recueil d’articles jalonnant l’histoire
de cette formule, le lecteur pourra consulter l’ouvrage édité à l’occasion du centenaire
de celle-ci (Yen, 1991a), et en particulier, un article de Dooge (1991) qui remet le
développement de cette formule dans le contexte de l’époque.
E.3.4 Strickler
En Europe, les hydrauliciens utilisent plus volontiers l’inverse du coefficient de
Manning, appelé coefficient de Strickler et noté Ks dans la formule suivante établie
de manière indépendante par Albert Strickler 21 :
V = Ks R
2/3 S1/2 (E.19)
L’histoire a ainsi gardé le nom de Manning pour qualifier la formule standard utilisée
par les hydrauliciens du monde entier, au détriment des autres protagonistes (voir An-
derson, 2002), et notamment de l’apport de Gauckler (voir Hager, 2001) et de Strickler
(voir Vischer, 1987).
16. M, R. (1891), On the flow of water in open channels and pipes. Transactions of the Institution
of Civil Engineers of Ireland, vol. 20, p. 161–207. et M, R. (1895), On the flow of water in open
channels and pipes – Supplement to 1889 paper. Transactions of the Institution of Civil Engineers of Ireland,
vol. 24, p. 179–207.
17. Institute of Civil Engineers of Ireland, 4 décembre 1889.
18. Cité par Dooge (1991, p. 205).
19. La première édition date de 1891.
20. Cette forme sera suggérée pour un usage international par Lindquist (L, E. G. W. (1933),
On velocity formulas for open channels and pipes. Dans : Transactions of the World Power Conference,
Sectional Meeting, vol. 1, p. 177–234, Stockholm, Sweden.) et effectivement recommandée par le Comité
Exécutif de la troisième World Power Conference (Washington, D.C., 1936).
21. S, A. (1923), Beiträge zur frage der eschwindigkeitsformel und der rauhighkeitszahlen für
ströme, kanäle und geschlossene leitungen. Mitteilungen des eidgenössischen Amtes für Wasserwirtschaft,
no 16.
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E.4 Applicabilité hors du régime uniforme
La formule de Manning a été établie, comme toutes les formules empiriques qui
l’ont précédée, en régime permanent uniforme. Or, son incorporation au sein d’un
modèle conceptuel pour la simulation de rivières naturelles en crue requiert une utili-
sation non seulement en régime permanent graduellement varié, mais aussi bien sûr en
régime transitoire.
E.4.1 Régime permanent graduellement varié
Les premières équations empiriques, établies d’après des expériences en régime uni-
forme, ont été utilisées très tôt en mouvement varié, notamment par Vauthier (1836)
et Dupuit (1863). Bazin (1865, p. 35) se pose pourtant la question de la valeur du
coefficient de résistance en régime graduellement varié :
Quelle valeur doit-on dès lors lui attribuer dans la formule du mouvement varié?
Il y a là une certaine indétermination. Nous avons toutefois constaté que cette for-
mule [celle du régime permanent] représentait assez exactement les faits observés...
Si l’on admet – comme il est de rigueur de le faire – que la perte de charge dans une
section pour un écoulement graduellement varié est la même que pour un écoulement
uniforme de mêmes vitesse et rayon hydraulique, alors les formules développées en
régime uniforme sont aussi applicables, comme l’écrit Chow (1973, p. 217) :
. . . the uniform flow formula may be used to evaluate the energy slope of a gradually
varied flow at a given channel section, and the corresponding coefficient of roughness
developed primarily for uniform flow is applicable to the varied flow.
Et il rappelle aussi que cette hypothèse n’a jamais été vérifiée par l’expérience, mais que
les erreurs commises sont d’un ordre de grandeur inférieur à celles dues à l’utilisation
même de la formule en régime uniforme :
This assumption has never been precisely confirmed by either experiment or theory, but
errors arising from it are believed to be small compared with those ordinarily incurred
in the use of a uniform-flow formula and in the selection of the roughness coefficient.
Over years of use this assumption has proved to be a reliable basis for design.
E.4.2 Régime transitoire
Pour les écoulements non stationnaires qui nous intéressent ici, à savoir la propa-
gation d’ondes de crue dans des rivières naturelles, la même approximation que précé-
demment est réalisée pour utiliser une formule de type Manning, comme le confirme
Rouse (1965, p. 18)
... The other limit of the problem, comparable to gradually varied flow, has long since
proved even more amenable to treatment. This is the propagation of true flood waves,
which takes place in such a manner that inertial effects are small in comparison with
resistance. Under these conditions the resistance can be assumed to have essentially the
same magnitude as that of steady uniform flow at the same depth and velocity.
Pourtant, cette hypothèse n’a elle non plus jamais été vérifiée théoriquement, comme
le déplorent Schaffranek et Lai (1996, p. 73), malgré son importance dans les modèles
numériques :
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Because boundary stress is a highly influential factor, effective treatment and accu-
rate evaluation of frictional-resistance effects are vital to successful implementation of
unsteady open-channel flow models. Unfortunately, although efforts are continually di-
rected toward developing new and varied numerical methods for solving the unsteady
flow equations, less attention is paid to the importance of proper and exacting imple-
mentation and calibration of resultant models.
Ils constatent aussi que le modélisateur ne possède que peu de moyens pour s’assurer
d’employer une valeur convenable du coefficient de résistance :
As a consequence, little quantitative information and few guidelines are available
for evaluating, assessing, and specifying the frictional-resistance coefficient in unsteady
open-channel flow simulation.
E.5 Lien avec la mécanique des fluides
Le début du e siècle aura vu, avec les avancées de la mécanique des fluides, l’avè-
nement d’une théorie pour la résistance à l’écoulement. Pour plus de précisions sur
ces recherches, le lecteur pourra consulter les synthèses historiques réalisées par Ackers
(1958) et Carter et al. (1963).
E.5.1 Notion de rugosité équivalente
La notion de rugosité équivalente trouve sa source dans les études de Nikuradse 22
sur des conduites dont la rugosité avait été créée artificiellement par des grains de sable
de diamètre donné. Cette rugosité équivalente – notée ks – comme l’indique Chow
(1973, p.195) n’est pas seulement une mesure des dimensions des éléments constituant
la rugosité :
The roughness height is merely a measure of the linear dimension of the roughness
elements but is not necessarily equal to the actual, or even an average, height. For
example, two roughness elements may have different linear dimensions, but, owing to
the difference in shape and orientation, they may produce identical roughness effect
and, thus, their roughness will be designated by the same roughness height.
Une étude des effets de la taille, de la forme et de l’espacement d’éléments artificiels a
été réalisée par Schlichting (1979, p. 623-626) 23, et le lecteur intéressé pourra trouver
une synthèse de ces influences dans l’article de Rouse (1965). L’influence de la nonuni-
formité de la surface peut cependant être négligé devant les autres sources de résistance
(Rouse, 1965, p. 14) :
In a word, at least for the present, the change in surface resistance occasioned by nonuni-
formity of the flow section can be assessed only qualitatively. In many cases of boundary
nonuniformity, however, surface effects play a role that is minor compared with those
of shape and wave formation.
Chow (1973, p. 196) a proposé un tableau de valeurs approximatives de cette rugo-
sité équivalente pour différents matériaux. Pour le lit d’une rivière naturelle, il estime
0,03m 6 ks 6 0,9m.
22. N, J. (1933), Strömungsgesetze in rauhen Röhren. Verein Deutscher Ingenieure, Forschung-
sheft, vol. 361.
23. La première édition date de 1936.
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E.5.2 Colebrook
Colebrook et White (1937) ont développé une formule de transition entre régime
turbulent lisse et régime turbulent rugueux en conduites :
1√
f
= −2 log10
(
ks
3,7D
+
2,51
Rp
√
f
)
(E.20)
oùD diamètre de la conduite et Rp rayon hydraulique pour un écoulement en conduite.
Cette équation peut être généralisée pour un écoulement à surface libre sous la forme
(Carter et al., 1963) :
1√
f
= −c1 log10
(
ks
c2 R
+
c3
4R
√
f
)
(E.21)
L’équation E.21 a été utilisée et soumise à des expériences par de nombreux pionniers de
la mécanique des fluides. Les valeurs des coefficients c1, c2 et c3 dépendent notamment
de la forme de la section. Le tableau E.6 reprend des valeurs compilées par Carter et al.
(1963) pour des canaux à surface libre.
c1 c2 c3
Canal très large 2,03 11,09 3,41
Canal trapezoidal 2,03 12,27 3,09
T. E.6 – Valeurs des coefficients de la formule généralisée de Colebrook et White.
E.5.3 Formule de Powell
Une autre formule implicite a été suggérée par Powell (1950), par analogie avec
l’équation E.20 pour les canaux découverts 24. Cette formule, reprise par Chow (1973,
p. 95) et Carlier (1972, p. 328), exprime le coefficient C de Chézy en fonction d’une
mesure de rugosité du canal  – dont le tableau E.7 présente quelques valeurs – diffé-
rente du coefficient ks de Nikuradse :
C = −23,19 log10
(
C
4R
+

R
)
(E.22)
Description du canal  (mm)
Canal en ciment lissé 0,06
Canal en bois non raboté 0,30
Canal en béton 1,22
Canal rectiligne et uniforme en terre 12,19
Canal dragué 30,48
T. E.7 – Valeurs du coefficient  de la formule de Powell (1950).
24. Sablani et al. (2000) a utilisé des réseaux de neurones pour résoudre cette équation de manière
non-iterative.
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E.5.4 Formules simplifiées applicables aux cours d’eau naturels
Dans les cours d’eau naturels, on peut faire les deux hypothèses suivantes :
– les cours d’eau peuvent être considérés comme larges, et le rayon hydraulique R
peut être approximé par la hauteur d’eau h ;
– l’écoulement peut être considéré comme totalement turbulent rugueux, ce qui
correspond à (Henderson, 1969, p. 99) :
n6
√
RSf > 1,0610−13 (E.23)
Pour des canaux rugueux, l’équation E.21 peut donc se réduire à :
1√
f
= −c1 log
(
c2 R
ks
)
(E.24)
Cette formule est utilisée – avec des valeurs de c1 et c2 correspondant à un canal tra-
pézoïdal – dans le cadre du projet Reducing Uncertainty in River Flood Conveyance7 et
appliquée à des rivières naturelles de Grande-Bretagne.
E.5.5 Invariance par rapport au rayon hydraulique
À partir de l’équation E.24, on peut tirer une expression du coefficient n en régime
turbulent rugueux :
n =
R1/6
c1
√
8g log
(
c2 R
ks
) (E.25)
On peut alors exprimer le rapport n
k
1/6
s
comme suit (Chow, 1973, p. 205-206) :
n
k
1/6
s
= ϕ
(
R
ks
)
où ϕ
(
R
ks
)
=
(
R
ks
)1/6
c1
√
8g log
(
c2
R
ks
) (E.26)
La figure E.1 montre la quasi-invariance de la fonction ϕ pour des valeurs de Rks
communes dans des rivières naturelles. L’invariance du coefficient n par rapport au
rayon hydraulique n’est bien entendu valable que si la rugosité du lit est homogène. Or,
les cours d’eau naturels ont des sections de rugosité éminemment composite, comme
on l’a vu dans la section 2.1.2.
100 101 102 103 104
0.035
0.04
0.045
0.05
0.055
R/ks
n/
k s1
/6
F. E.1 – Variation du coefficient n de Manning en fonction du rayon hydraulique.
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Annexe F
Description des fichiers utilisés par
le logiciel M
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<<incom
plete>>
{C
ertains fichiers optionnels 
n'ont pas été m
odélisés}
FichierN
um
FichierR
ug
FichierTit
FichierM
in
FichierG
eo
FichierR
esZD
T
FichierR
esZD
X
FichierR
esQ
D
T
FichierTal
FichierR
es
FichierH
yd
FichierLim
FichierA
va
FichierInputTalw
eg
Fichier
FichierIni
FichierO
utput
FichierB
in
FichierE
rr
FichierE
crFichierTra
FichierInput
FichierLat
FichierS
in
FichierR
ep
FichierD
ev
FichierInputM
age
FichierInputM
ageE
xtraire
FichierFin_Ini
P
rogram
m
eE
xécutable
FichierE
nv
+Extension : string=num
+Extension : string=tit
+Extension : string=m
in
Section : SectionEnTravers
Lim
nigram
m
e : Lim
nigram
m
eC
alculé
+Extension : string=geo
N
oeud du réseau [2..*] : N
oeud
B
ief du réseau [1..*] : B
ief
S
ections [2..*] : S
ectionE
nTravers
+Extension : string=tal
S
inuosité : real
lecture()
H
ydrogram
m
e am
ont [1..*] : H
ydrogram
m
eM
esuré
N
oeud am
ont [1..*] : N
oeud
+Extension : string=hyd
D
écalage tem
porel : real
C
ourbe de tarage aval [1..*] : C
ourbeD
eTarage
N
oeud aval [1..*] : N
oeud
+Extension : string=ava
écriture()
écriture()
D
ébut : D
ate
+Extension : string=res
Fin : D
ate
1
appelle1
lecture()
écriture()
1
D
écalage tem
porel : real
B
ief : B
ief
Instant : D
ate
Ligne d'eau : LigneD
EauC
alculée
Section : SectionEnTravers
D
ébut : D
ate
Fin : D
ate
H
ydrogram
m
e : H
ydrogram
m
eC
alculé
N
oeud aval [1..*] : N
oeud
Lim
nigram
m
e aval [1..*] : Lim
nigram
m
eM
esuré
+Extension : string=lim
écriture()
écriture()
référence
1
référence
1
référence
0..1
0..1
+Extension : string=rep
D
ate : D
ate
+TypeD
eC
ourbe : string=enum
 {ZD
X ZD
T Q
D
T}
N
um
éroD
uBief : integer
PointKilom
étrique : real
D
ébut : D
ate
Fin : D
ate
écriture()
Ligne d'eau finale [1..*] : LigneD
E
auC
alculée
C
oefficient [1..*] : C
oefficientD
eR
esistance
+Extension : string=rug
Tronçon [1..*] : TronçonD
eR
ivière
N
om
 : string
Extension : string
C
hem
in : string
Apport latéral [1..*] : H
ydrogram
m
eR
éparti
+N
om
 : string=ouput
+E
xtension : string=""
écriture()
Tronçon [1..*] : TronçonD
eR
ivière
+Extension : string=lat
écriture()
+E
xtension : string=fin_ini
Instant final : D
ate
B
ief [1..*] : B
ief
lecture()
+Extension : string=dev
+Extension : string=bin
+E
xtension : string=ecr
écriture()
+Extension : string=exe
exécution()
1
exécutable en m
ode batch avec
0..1
Ligne d'eau intitiale [1..*] : LigneD
E
auC
alculée
référence
référence
+E
xtension : string=ini
Instant initial : D
ate
B
ief [1..*] : B
ief
1..*
1..*
1..*
référence
1..*
1
référence
1
1
C
oefficient [1..*] : C
oefficientD
eD
ébit
+Extension : string=sin
O
uvrage déversoir [1..*] : D
éversoir
O
uvrage orifice [1..*] : O
rifice
écriture()
écriture()
0..1
1..*
référence
référence
1..*
1..*
1..*
1..*
appelle
1
1
écriture()
+Extension : string=tra
1
+E
xtension : string=err
1..*
1
1
1
1
1
+Extension : string=env
B
ief : B
ief
Enveloppe : LigneD
EauEnveloppe
1
référence
lecture()
référence
0..1
1
1
*
appelle
1
1..*
F
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–
Représentation
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M
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
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Annexe G
Description des programmes de la
chaîne de traitement du logiciel
M
Cette annexe présente de manière succincte notre modélisation du fonctionnement
externe des différents exécutables de la chaîne de traitement du code M.
T
T est un interpolateur géométrique développé il y a vingt ans au C
(C, 1984). Son fonctionnement est représenté sur la figure G.1.
ExécutionDeTalweg{en mode batch}
:FichierTal
:FichierMin :FichierTit :FichierGeo
:FichierInputTalweg Talweg:ProgrammeExécutable
F. G.1 – Modélisation de l’exécution du programme T.
M5 et M6
M5 est le solveur numérique du modèle conceptuel décrit dans le chapitre 2,
et son fonctionnement est schématisé sur la figure G.2. M6 est une nouvelle ver-
sion du solveur M5 qui intègre notamment l’interpolateur géométrique T. Sa
mise en œuvre revient – à quelques détails près – à exécuter séquentiellement les deux
programmes précédents.
M_E
M_E permet – comme son nom l’indique – d’extraire un résultat de cal-
cul spécifique, au format Ascii à partir du fichier au format binaire produit par M5.
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ExécutionD
eM
age5
{en m
ode 
batch}
:FichierM
in
:FichierTit
:FichierH
yd
[vide]
:FichierIni
:FichierLim
:FichierR
ug
:FichierB
in
:FichierAva
:FichierN
um
:FichierE
nv
:FichierFin_Ini
:FichierR
ep
:FichierE
cr
:FichierInputM
age
:FichierS
in
[rem
pli]
:FichierIni
:FichierE
rr
:FichierO
utput
:FichierTra
M
age5:Program
m
eExécutable
:FichierLat
[si courbe(s) de tarage aval]
[si lim
nigram
m
e(s) aval]
[si ouvrages]
[si référencé par le fichier rep]
[si référencé par le fichier rep]
[si apports latéraux]
F
.G
.2
–
M
odélisation
de
l’exécution
du
program
m
e
M

5.
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Son fonctionnement est représenté sur la figure G.3.
ExécutionDeMage_Extraire{en mode batch}
:FichierEcr :FichierBin :FichierRep
:FichierRes
:FichierInputMageExtraire Mage_extraire:ProgrammeExécutable
F. G.3 – Modélisation de l’exécution du programme M_E.
RV
RV est un programme de visualisation des données contenues dans les fichiers
produits par M_E. Il a été développé par Tardy (2003) dans le cadre de la
réalisation d’un environnement de modélisation pour les codes M et RBE. Il
offre deux modes de représentation des données : courbes continues et ensembles de
points, ce qui permet de différencier aisément une courbe calculée de points mesurés.
Son fonctionnement est présenté sur la figure G.4.
ResView{Optionnel}
{Pour 
comparaison}
[prédiction]
:FichierRes
[référence]
:FichierRes
[prédiction]
:FichierRes
[référence]
:FichierRes:ImagePng
F. G.4 – Modélisation de l’exécution du programme RV.
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Annexe H
Listing des sessions de calage avec le
prototype CRMA-1
H.1 Calage du modèle de la Lèze
Question Propositions Réponse
Requeˆte? 1. Calage du mode`le de la Le`ze 1
2. Calage du mode`le de l’Hogneau
Nombre de tronc¸ons homoge`nes? [1-10] 8
Abscisse de transition entre tronc¸ons 1 et 2? [1-100000] 14126
Abscisse de transition entre tronc¸on 2 et 3? [1-100000] 16181
Abscisse de transition entre tronc¸on 3 et 4? [1-100000] 21934
Abscisse de transition entre tronc¸on 4 et 5? [1-100000] 23223
Abscisse de transition entre tronc¸on 5 et 6? [1-100000] 28255
Abscisse de transition entre tronc¸on 6 et 7? [1-100000] 29569
Abscisse de transition entre tronc¸on 7 et 8? [1-100000] 35277
Me´thode d’estimation de la re´sistance? 1. Typologie de cours d’eau 1
2. Composantes de la re´sistance
Type de cours d’eau? 1. Canal creuse´ ou drague´ 3
2. Canal reveˆtu ou drague´
3. Rivie`re naturelle
Type de rivie`re? 1. Petite rivie`re 1
2. Rivie`re importante
Situation de la rivie`re? 1. Rivie`re de plaine 1
3. Rivie`re de montagne
Tronc¸on 1 : Type de rivie`re de plaine? 1. Propre, rectiligne, a` pleins bords, sans
seuils ou mouilles marque´s
3
2. Idem, mais avec plus de pierres et
d’herbes
3. Propre, sinueuse, quelques seuils et
mouilles
4. Idem, mais avec des herbes et des pierres
5. Idem, mais avec des hauteurs d’eau moins
importantes et plus de zones d’eau morte
6. Idem que 4., mais avec plus de pierres
Suite page suivante
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Question Propositions Réponse
7. Eaux dormantes avec des mouilles pro-
fondes et herbeuses
8. Bief tre`s herbeux, mouilles profondes ou
loˆnes avec de nombreux arbres et broussailles
Tronc¸on 1 : Ve´ge´tation en lit majeur? 1. Paˆturages sans buissons 3
2. Aires cultive´es
3. Buissons
4. Arbres
Type de buissons? 1. Buissons e´pars et mauvaises herbes 4
2. Buissons le´gers et arbres, en hiver
3. Buissons le´gers et arbres, en e´te´
4. Buissons assez e´pais a` e´pais, en hiver
5. Buissons assez e´pais a` e´pais, en e´te´
Tronc¸on 2 : Type de rivie`re de plaine? 1. Propre, rectiligne, a` pleins bords, sans
seuils ou mouilles marque´s
1
2. Idem, mais avec plus de pierres et
d’herbes
3. Propre, sinueuse, quelques seuils et
mouilles
4. Idem, mais avec des herbes et des pierres
5. Idem, mais avec des hauteurs d’eau moins
importantes et plus de zones d’eau morte
6. Idem que 4., mais avec plus de pierres
7. Eaux dormantes avec des mouilles pro-
fondes et herbeuses
8. Bief tre`s herbeux, mouilles profondes ou
loˆnes avec de nombreux arbres et broussailles
Tronc¸on 2 : Ve´ge´tation en lit majeur? 1. Paˆturages sans buissons 4
2. Aires cultive´es
3. Buissons
4. Arbres
Type d’arbres? 1. Saules nombreux, en e´te´, droits 2
2. Bois clairs avec souches, sans arbustes
3. Idem mais avec de nombreux arbustes
4. Peuplement d’arbres important, quelques
arbres tombe´s, sous-bois clairseme´, hautes
eaux en-dessous des branches
...
...
...
Les questions posées et les réponses données sont les mêmes pour le tronçon 3 que pour le tronçon 1.
...
...
...
Les questions posées et les réponses données sont les mêmes pour le tronçon 4 que pour le tronçon 2.
...
...
...
Les questions posées et les réponses données sont les mêmes pour le tronçon 5 que pour le tronçon 1.
...
...
...
Les questions posées et les réponses données sont les mêmes pour le tronçon 6 que pour le tronçon 2.
...
...
...
Les questions posées et les réponses données sont les mêmes pour le tronçon 7 que pour le tronçon 1.
Suite page suivante
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Question Propositions Réponse
...
...
...
Les questions posées et les réponses données sont les mêmes pour le tronçon 8 que pour le tronçon 2.
...
...
...
Affichage des hydrogrammes calculé et enregistré à Labarthe
De´calage temporel? 1. Courbe en avance 4
2. Courbe le´ge`rement en avance
3. Pas de de´calage
3. Courbe le´ge`rement en retard
4. Courbe en retard
Affichage des hydrogrammes calculé et enregistré à Labarthe
De´calage temporel? 1. Courbe en avance 3
2. Courbe le´ge`rement en avance
3. Pas de de´calage
3. Courbe le´ge`rement en retard
4. Courbe en retard
Affichage des hydrogrammes calculé et enregistré à Labarthe
Qualite´ de la repre´sentation de
l’hydrogramme enregistre´ a` Labarthe?
1. Tre`s bonne 3
2. Bonne
3. Assez bonne
4. Passable
5. Me´diocre
Mode`le nume´rique : Le`ze entre Le´zat-sur-Le`ze et Labarthe-sur-Le`ze
Donne´es e´ve´nementielles : crue de fe´vrier 2000
Domaine d’application vise´ : pre´vision de crue
Niveau de correspondance attendu : bonne reproduction de la dynamique de crue
Valeur du mode`le cale´ : assez bonne
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H.2 Calage du modèle de l’Hogneau
Question Propositions Réponse
Requeˆte? 1. Calage du mode`le de la Le`ze 2
2. Calage du mode`le de l’Hogneau
Nombre de tronc¸ons homoge`nes? [1-10] 4
Abscisse de transition entre tronc¸ons 1 et 2? [1-100000] 32000
Abscisse de transition entre tronc¸on 2 et 3? [1-100000] 34100
Abscisse de transition entre tronc¸on 3 et 4? [1-100000] 35600
Me´thode d’estimation de la re´sistance? 1. Typologie de cours d’eau 2
2. Composantes de la re´sistance
Lit mineur tronc¸on 1 : mate´riau du lit? 1. Be´ton 4
2. Terre
3. Sable
4. Graviers
5. Galets
6. Blocs rocheux
Lit mineur tronc¸on 1 : irre´gularite´s de la
section?
1. Parois lisses 2
2. Irre´gularite´s le´ge`res
3. Irre´gularite´s mode´re´es
4. Irre´gularite´s importantes
Lit mineur tronc¸on 1 : variation de la section? 1. Progressive 1
2. Alternant occasionnellement
3. Alternant fre´quemment
Lit mineur tronc¸on 1 : effet des obstructions? 1. Ne´gligeable 1
2. Faible
3. Sensible
4. Tre`s marque´
Lit mineur tronc¸on 1 : quantite´ de ve´ge´tation? 1. Ne´gligeable 1
2. Faible
3. Moyenne
4. Importante
5. Tre`s importante
Lit mineur tronc¸on 1 : me´andrement? 1. Mode´re´ 1
1. Appre´ciable
1. Important
Lit majeur tronc¸on 1 : mate´riau du lit? 1. Be´ton 1
2. Terre
3. Sable
4. Graviers
5. Galets
6. Blocs rocheux
Lit majeur tronc¸on 1 : irre´gularite´s de la
section?
1. Section lisse 2
2. Irre´gularite´s le´ge`res
3. Irre´gularite´s mode´re´es
4. Irre´gularite´s importantes
Suite page suivante
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Question Propositions Réponse
Lit majeur tronc¸on 1 : effet des obstructions? 1. Ne´gligeable 1
2. Faible
3. Appre´ciable
Lit majeur tronc¸on 1 : quantite´ de ve´ge´tation? 1. Faible 5
2. Moyenne
3. Importante
4. Tre`s importante
5. Extreˆme
Lit mineur tronc¸on 2 : mate´riau du lit? 1. Be´ton 4
2. Terre
3. Sable
4. Graviers
5. Galets
6. Blocs rocheux
Lit mineur tronc¸on 2 : irre´gularite´s de la
section?
1. Parois lisses 2
2. Irre´gularite´s le´ge`res
3. Irre´gularite´s mode´re´es
4. Irre´gularite´s importantes
Lit mineur tronc¸on 2 : variation de la section? 1. Progressive 1
2. Alternant occasionnellement
3. Alternant fre´quemment
Lit mineur tronc¸on 2 : effet des obstructions? 1. Ne´gligeable 1
2. Faible
3. Sensible
4. Tre`s marque´
Lit mineur tronc¸on 2 : quantite´ de ve´ge´tation? 1. Ne´gligeable 1
2. Faible
3. Moyenne
4. Importante
5. Tre`s importante
Lit mineur tronc¸on 2 : me´andrement? 1. Mode´re´ 1
1. Appre´ciable
1. Important
Lit majeur tronc¸on 2 : mate´riau du lit? 1. Be´ton 1
2. Terre
3. Sable
4. Graviers
5. Galets
6. Blocs rocheux
Lit majeur tronc¸on 2 : irre´gularite´s de la
section?
1. Section lisse 2
2. Irre´gularite´s le´ge`res
3. Irre´gularite´s mode´re´es
4. Irre´gularite´s importantes
Lit majeur tronc¸on 2 : effet des obstructions? 1. Ne´gligeable 1
2. Faible
3. Appre´ciable
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Question Propositions Réponse
Lit majeur tronc¸on 2 : quantite´ de ve´ge´tation? 1. Faible 3
2. Moyenne
3. Importante
4. Tre`s importante
5. Extreˆme
Lit mineur tronc¸on 3 : mate´riau du lit? 1. Be´ton 4
2. Terre
3. Sable
4. Graviers
5. Galets
6. Blocs rocheux
Lit mineur tronc¸on 3 : irre´gularite´s de la
section?
1. Parois lisses 1
2. Irre´gularite´s le´ge`res
3. Irre´gularite´s mode´re´es
4. Irre´gularite´s importantes
Lit mineur tronc¸on 3 : variation de la section? 1. Progressive 1
2. Alternant occasionnellement
3. Alternant fre´quemment
Lit mineur tronc¸on 3 : effet des obstructions? 1. Ne´gligeable 1
2. Faible
3. Sensible
4. Tre`s marque´
Lit mineur tronc¸on 3 : quantite´ de ve´ge´tation? 1. Ne´gligeable 1
2. Faible
3. Moyenne
4. Importante
5. Tre`s importante
Lit mineur tronc¸on 3 : me´andrement? 1. Mode´re´ 1
1. Appre´ciable
1. Important
Lit majeur tronc¸on 3 : mate´riau du lit? 1. Be´ton 1
2. Terre
3. Sable
4. Graviers
5. Galets
6. Blocs rocheux
Lit majeur tronc¸on 3 : irre´gularite´s de la
section?
1. Section lisse 1
2. Irre´gularite´s le´ge`res
3. Irre´gularite´s mode´re´es
4. Irre´gularite´s importantes
Lit majeur tronc¸on 3 : effet des obstructions? 1. Ne´gligeable 1
2. Faible
3. Appre´ciable
Lit majeur tronc¸on 3 : quantite´ de ve´ge´tation? 1. Faible 2
2. Moyenne
3. Importante
4. Tre`s importante
5. Extreˆme
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Question Propositions Réponse
Lit mineur tronc¸on 4 : mate´riau du lit? 1. Be´ton 4
2. Terre
3. Sable
4. Graviers
5. Galets
6. Blocs rocheux
Lit mineur tronc¸on 4 : irre´gularite´s de la
section?
1. Parois lisses 2
2. Irre´gularite´s le´ge`res
3. Irre´gularite´s mode´re´es
4. Irre´gularite´s importantes
Lit mineur tronc¸on 4 : variation de la section? 1. Progressive 1
2. Alternant occasionnellement
3. Alternant fre´quemment
Lit mineur tronc¸on 4 : effet des obstructions? 1. Ne´gligeable 1
2. Faible
3. Sensible
4. Tre`s marque´
Lit mineur tronc¸on 4 : quantite´ de ve´ge´tation? 1. Ne´gligeable 2
2. Faible
3. Moyenne
4. Importante
5. Tre`s importante
Lit mineur tronc¸on 4 : me´andrement? 1. Mode´re´ 1
1. Appre´ciable
1. Important
Lit majeur tronc¸on 4 : mate´riau du lit? 1. Be´ton 2
2. Terre
3. Sable
4. Graviers
5. Galets
6. Blocs rocheux
Lit majeur tronc¸on 4 : irre´gularite´s de la
section?
1. Section lisse 2
2. Irre´gularite´s le´ge`res
3. Irre´gularite´s mode´re´es
4. Irre´gularite´s importantes
Lit majeur tronc¸on 4 : effet des obstructions? 1. Ne´gligeable 1
2. Faible
3. Appre´ciable
Lit majeur tronc¸on 4 : quantite´ de ve´ge´tation? 1. Faible 5
2. Moyenne
3. Importante
4. Tre`s importante
5. Extreˆme
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Question Propositions Réponse
Affichage des hydrogrammes calculé et enregistré à Thivencelle
De´calage temporel? 1. Courbe en avance 5
2. Courbe le´ge`rement en avance
3. Pas de de´calage
4. Courbe le´ge`rement en retard
5. Courbe en retard
Affichage des hydrogrammes calculé et enregistré à Thivencelle
De´calage temporel? 1. Courbe en avance 4
2. Courbe le´ge`rement en avance
3. Pas de de´calage
3. Courbe le´ge`rement en retard
4. Courbe en retard
Affichage des hydrogrammes calculé et enregistré à Thivencelle
De´calage temporel? 1. Courbe en avance 3
2. Courbe le´ge`rement en avance
3. Pas de de´calage
4. Courbe le´ge`rement en retard
5. Courbe en retard
Affichage de la ligne d’eau enveloppe et des niveaux d’eau maximums mesurés
E´cart syste´matique sur le bief? 1. Oui 2
2. Non
E´cart sur le tronc¸on 4 : position relative? 1. Courbe au-dessus des points 1
2. Courbe au milieu des points
3. Courbe en-dessous des points
E´cart sur le tronc¸on 4 : distance relative? 1. Courbe loin des points 1
2. Courbe assez loin des points
3. Courbe pre`s des points
E´cart sur le tronc¸on 4 : e´cart pre`s de l’ouvrage? 1. Oui 1
2. Non
Affichage de la ligne d’eau enveloppe et des niveaux d’eau maximums mesurés
E´cart sur le tronc¸on 4 : position relative? 1. Courbe au-dessus des points 3
2. Courbe au milieu des points
3. Courbe en-dessous des points
E´cart sur le tronc¸on 4 : distance relative? 1. Courbe loin des points 1
2. Courbe assez loin des points
3. Courbe pre`s des points
E´cart sur le tronc¸on 4 : e´cart pre`s de l’ouvrage? 1. Oui 2
2. Non
Affichage de la ligne d’eau enveloppe et des niveaux d’eau maximums mesurés
E´cart sur le tronc¸on 4 : position relative? 1. Courbe au-dessus des points 2
2. Courbe au milieu des points
3. Courbe en-dessous des points
E´cart sur le tronc¸on 3 : position relative? 1. Courbe au-dessus des points 3
2. Courbe au milieu des points
3. Courbe en-dessous des points
E´cart sur le tronc¸on 3 : distance relative? 1. Courbe loin des points 1
2. Courbe assez loin des points
3. Courbe pre`s des points
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Question Propositions Réponse
Affichage de la ligne d’eau enveloppe et des niveaux d’eau maximums mesurés
E´cart sur le tronc¸on 3 : position relative? 1. Courbe au-dessus des points 3
2. Courbe au milieu des points
3. Courbe en-dessous des points
E´cart sur le tronc¸on 3 : distance relative? 1. Courbe loin des points 1
2. Courbe assez loin des points
3. Courbe pre`s des points
Affichage de la ligne d’eau enveloppe et des niveaux d’eau maximums mesurés
E´cart sur le tronc¸on 3 : position relative? 1. Courbe au-dessus des points 3
2. Courbe au milieu des points
3. Courbe en-dessous des points
E´cart sur le tronc¸on 3 : distance relative? 1. Courbe loin des points 1
2. Courbe assez loin des points
3. Courbe pre`s des points
Affichage de la ligne d’eau enveloppe et des niveaux d’eau maximums mesurés
E´cart sur le tronc¸on 3 : position relative? 1. Courbe au-dessus des points 3
2. Courbe au milieu des points
3. Courbe en-dessous des points
E´cart sur le tronc¸on 3 : distance relative? 1. Courbe loin des points 1
2. Courbe assez loin des points
3. Courbe pre`s des points
Affichage de la ligne d’eau enveloppe et des niveaux d’eau maximums mesurés
E´cart sur le tronc¸on 3 : position relative? 1. Courbe au-dessus des points 2
2. Courbe au milieu des points
3. Courbe en-dessous des points
E´cart sur le tronc¸on 2 : position relative? 1. Courbe au-dessus des points 1
2. Courbe au milieu des points
3. Courbe en-dessous des points
E´cart sur le tronc¸on 2 : distance relative? 1. Courbe loin des points 1
2. Courbe assez loin des points
3. Courbe pre`s des points
Affichage de la ligne d’eau enveloppe et des niveaux d’eau maximums mesurés
E´cart sur le tronc¸on 2 : position relative? 1. Courbe au-dessus des points 2
2. Courbe au milieu des points
3. Courbe en-dessous des points
E´cart sur le tronc¸on 1 : position relative? 1. Courbe au-dessus des points 2
2. Courbe au milieu des points
3. Courbe en-dessous des points
Affichage de la ligne d’eau enveloppe et des niveaux d’eau maximums mesurés
Qualite´ de la repre´sentation des niveaux d’eau
maximums?
1. Tre`s bonne 2
2. Bonne
3. Assez bonne
4. Passable
5. Me´diocre
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Question Propositions Réponse
Affichage de la ligne d’eau et des niveaux d’eau mesurés le 14/02/02 à 14h
Qualite´ de la repre´sentation des niveaux d’eau
mesure´s le 14/02/02 a` 14h?
1. Tre`s bonne 4
2. Bonne
3. Assez bonne
4. Passable
5. Me´diocre
Affichage de la ligne d’eau et du niveau d’eau mesuré le 13/02/02 à 18h
Qualite´ de la repre´sentation du niveau d’eau
mesure´ le 13/02/02 a` 18h?
1. Tre`s bonne 3
2. Bonne
3. Assez bonne
4. Passable
5. Me´diocre
Affichage de d’hydrogramme calculé et du débit jaugé à Thivencelle le 13/02/02 à 18h
Qualite´ de la repre´sentation du de´bit jauge´ le
13/02/02 a` 18h?
1. Tre`s bonne 4
2. Bonne
3. Assez bonne
4. Passable
5. Me´diocre
Mode`le nume´rique : Hogneau entre le moulin de Crespin et le canal de Conde´-Pommeroeul
Donne´es e´ve´nementielles : crue de fe´vrier 2002
Domaine d’application vise´ : de´termination de zones inondables
Niveau de correspondance attendu : bonne reproduction des niveaux d’eau maximums
Valeur du mode`le cale´ : assez bonne
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Résumé
Le calage d’un modèle numérique vise à reproduire des événements de référence par
l’ajustement de paramètres à base physique. Cette thèse propose une approche à l’aide
de Systèmes à Base de Connaissances. Après une définition des concepts clés, sont pré-
sentés un état de l’art et une analyse des différents objets, procédures et raisonnements
mis en oeuvre pour mener à bien cette tâche. Ces éléments sont formalisés puis inté-
grés au sein d’un système d’assistance au calage, selon trois niveaux de connaissances :
génériques, propres à l’hydraulique fluviale 1-D, et spécifiques au code de calcul uti-
lisé. Deux cas réels d’application sont traités, en fonction des données disponibles et de
l’objectif projeté du modèle. La thèse a permis la capitalisation d’un savoir-faire qui a
conduit à un prototype opérationnel d’assistance au calage de modèles hydrauliques et
au développement d’outils d’intelligence artificielle dédiés au calage et indépendants de
la discipline considérée.
Mots-clés
Calage – modèle numérique – hydraulique fluviale – système à base de connaissances
Abstract
Model calibration aims at simulating reference events thanks to an adjustment of
physically-based parameters. This thesis proposes a knowledge-based system approach
to this task. After a definition of key concepts, a state of the art and an analysis of
the different objects, procedures and reasonings applied to achieve this task are pre-
sented. These elements are formalized and integrated within a computer-aided calibra-
tion support system. The knowledge is structured into three levels : generic knowledge,
knowledge specific to 1D river hydraulics, and knowledge about the advanced use of
the simulation code employed. Two real-life case studies are then handled on the basis
of available data and intended model application. This thesis allowed the capitalization
of know-how, which led to build an operational hydraulic model calibration support
prototype, and to develop artificial intelligence tools both dedicated to calibration and
independent from the selected scientific domain.
Keywords
Calibration – numerical model – river hydraulics – knowledge-based system
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