ABSTRACT. We construct a spectral sequence converging to the mod-2 cohomology of the infinite loop space of a connected spectrum. Its E 2 -term is given by the derived functors of the free unstable algebra functor, and we describe these in terms of the derived functors of destabilization. In the case of suspension spectra we show that the spectral sequence collapses.
INTRODUCTION
The mod-2 cohomology H * (X) of a spectrum X is a module over the Steenrod algebra. On the other hand, the mod-2 cohomology H * (Ω ∞ X) of the associated infinite loop space Ω ∞ X is an unstable algebra over the Steenrod algebra. The closest algebraic approximation to H * (Ω ∞ X) we can make using the cohomology of X is therefore UD(H * (X)), where D is the destabilization functor and U forms the free unstable algebra on an unstable A-module. In this paper we study a spectral sequence converging to H * (Ω ∞ X) whose E 2 -term is given by the (nonabelian) derived functors of UD applied to H * (X).
Our main result is a description of the E 2 -term of this spectral sequence in terms of the (abelian) derived functors of destabilization D, which have already been studied by Singer, Lannes and Zarati, Goerss, and others. This follows from a computation of π * U(M) in terms of π * M where M is any simplicial module over the Steenrod algebra, which takes up the bulk of the paper. Applying what is known about the derived functors D we use this to show that, somewhat unexpectedly, the spectral sequence must collapse when X is the suspension spectrum Σ ∞ Y of a connected space Y. Date: February 8, 2013. 1.1. Overview. We construct the spectral sequence in §2. Then we review background material on simplicial commutative F 2 -algebras in §3, where we also study the spectral sequence associated to a filtered simplicial commutative graded F 2 -algebra and set up a "Serre spectral sequence" for cofibration sequences of simplicial commutative F 2 -algebras. In §4 we use this to compute π * U(M) in terms of π * M, where M is any simplicial A-module. Finally, we look at the spectral sequence in the case of suspension spectra in §5.
Notation.
• Vect is the category of F 2 -vector spaces.
• grVect is the category of graded F 2 -vector spaces.
• If V is an F 2 -vector space, s(V) is the symmetric algebra and e(V) is the exterior algebra on V.
• If V is a graded F 2 -vector space, then S(V) is the graded symmetric algebra and E(V) is the graded exterior algebra on V.
• If B is an augmented algebra, we denote its augmentation ideal by IB.
• A is the Steenrod algebra at the prime 2.
• Mod A is the category of (graded) A-modules, • U is the category of unstable modules over the Steenrod algebra A, i.e. Amodules M such that if x ∈ M n then Sq i x = 0 for i > n.
• K is the category of unstable algebras over the Steenrod algebra A, i.e. augmented commutative A-algebras R that are unstable as A-modules, with x 2 = Sq n x for all x ∈ R n .
• If V is a simplicial F 2 -vector space, we write C(V) for the unnormalized chain complex of V and N(V) for the normalized chain complex (i.e.
with differential d 0 ).
• If V is an F 2 -vector space, we write V [n] for the graded vector space with V in degree n and 0 elsewhere, and V [n, q] for the bigraded vector space with V in degree (n, q) and 0 elsewhere. • If C is an additive category then Ch(C) ≥0 is the category of non-negatively graded chain complexes in C.
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THE SPECTRAL SEQUENCE
Let X be a spectrum. The Eilenberg-MacLane ring spectrum HF 2 gives a cosimplicial spectrum
The homotopy limit of P • is the 2-nilpotent completion X ∧ 2 of X. If X is connective, then by [Bou79, Theorem 6 .6] this is equivalent to the HF 2 -localization of X; in particular the natural map X → X ∧ 2 induces an equivalence in HF 2 -cohomology. Since the functor Ω ∞ preserves homotopy limits, the cosimplicial space Ω ∞ P • has homotopy limit Ω ∞ (X ∧ 2 ). This gives a spectral sequence in cohomology, E s,t
. If X is a connected spectrum whose homotopy groups are degreewise finitely generated, then this converges by (the dual of) the convergence result of [Bou87, §4.5].
Lemma 2.1. Suppose X is a connected spectrum such that π * X is finitely generated in each degree. Then the map Ω ∞ X → Ω ∞ (X ∧ 2 ) induces an equivalence in HF 2 -cohomology.
Proof. Under the stated assumptions on X the map X → X ∧ 2 induces an isomorphism (π * X) ⊗ Z ∧ 2 ∼ − → π * X ∧ 2 , by [Bou79, Proposition 2.5]. Moreover, since X is connected the space Ω ∞ X is nilpotent and so by [BK72, Example VI.5.2] the map
we know that two of the maps are isomorphism, hence the third map must also be an isomorphism. The map (Ω ∞ X) ∧ 2 → Ω ∞ (X ∧ 2 ) is therefore a weak equivalence. The result follows since under our assumptions the map Ω ∞ X → (Ω ∞ X) ∧ 2 induces an isomorphism in HF 2 -cohomology by [BK72, Proposition VI.5.3].
Under these finiteness assumptions the spectral sequence thus converges to the mod-2 cohomology of Ω ∞ X.
For any n > 0 the spectrum X ∧ HF ∧n 2 is a wedge of suspensions of EilenbergMacLane spectra. Serre's computation of the cohomology of Eilenberg-MacLane spaces gives a description of the HF 2 -cohomology of these spectra; to state it we must first recall some definitions: Definition 2.2. We define D : Mod A → U to be the destabilization functor; this sends an A-module M to its quotient by the submodule generated by Sq i x where x ∈ M n and i > n; the functor D is left adjoint to the inclusion U ֒→ Mod A . We also define U : U → K to be the free unstable algebra functor; this sends M ∈ U to
where S is the free graded symmetric algebra functor; this functor is left adjoint to the forgetful functor K → U.
Theorem 2.3 (Serre [Ser53] ). If M is an Eilenberg-MacLane spectrum such that π * (M) is of finite type, then the natural map
Using this we can rewrite the E 2 -term of our spectral sequence as
But by the Künneth theorem H * (P n ) ∼ = H * (X) ⊗ A ⊗n+1 , so the simplicial Amodule H * (P • ) is a free resolution of H * X. The A-modules π * UD(H * P • ) can therefore be interpreted as the (nonabelian) derived functors L * (UD) of UD evaluated at H * X. We have thus proved the following:
Theorem 2.4. Suppose X is a connected spectrum whose homotopy groups are degreewise finitely generated. Then there is a convergent spectral sequence
SIMPLICIAL COMMUTATIVE ALGEBRAS
In this section we review the background material on simplicial commutative (graded) algebras and related topics we need to carry out the computation of the homotopy of the functor U in the next section. First we review the model category structure on simplicial commutative algebras in §3.1. In §3.2 we review the higher divided square operations in the homotopy of simplicial commutative algebras, and then we recall the description of the homotopy of symmetric and exterior algebras in terms of these operations in §3.3 and extend this to the graded case. Then in §3.4 we consider the interaction between the higher divided square operations and the differentials in the spectral sequence associated to a filtered simplicial commutative algebra. We briefly review the Dold-Kan correspondence in §3.5, and finally in §3.6 we construct a "Serre spectral sequence" for cofibrations of simplicial commutative algebras.
3.1. Model Category Structure. We will make use of a model category structure on simplicial augmented commutative graded F 2 -algebras. This is an instance of the general model structure constructed by Quillen [Qui67] ; this model structure is also described by Miller [Mil84] . For a general description of model categories of simplicial algebras for algebraic theories (in the sense of Lawvere), see Rezk's article [Rez02] .
Theorem 3.1. There is a simplicial model category structure on the category of simplicial augmented graded commutative F 2 -algebras where a morphism is a weak equivalence or fibration if the underlying map of simplicial sets is a weak equivalence or Kan fibration.
Remark 3.2. Since a simplicical graded commutative F 2 -algebra is a simplicial group, a morphism f : A → B is a fibration if and only if the induced map A → B × π 0 B π 0 A is surjective. In particular, every object is fibrant. Proposition 3.3. This model structure on simplicial augmented graded commutative F 2 -algebras is proper.
Proof. This follows from the properness criterion of [Rez02, Theorem 9.1], since polynomial algebras are flat and thus tensoring with them preserves weak equivalences.
We now recall Miller's description of the cofibrations in this model category; for another description, see [Rez02, Theorem 7 .1]. Definition 3.4. A morphism f : A → B is almost-free if for every n ≥ 0 there is a subspace V n ⊆ IB n and maps
so that the induced map A n ⊗ S(V n ) → B n is an isomorphism for all n and the following diagrams commute:
.
In other words, all the face and degeneracy maps except d 0 are induced from maps between the V n 's.
Remark 3.5. The definition of almost free morphisms in [Mil84] is wrong and was corrected in [Mil85] . 3.2. Operations for Simplicial Commutative Algebras. In this subsection we review Dwyer's construction [Dwy80a] of higher divided square operations on the homotopy groups of simplicial commutative F 2 -algebras. These were initially introduced by Cartan [Car54] and also studied by Bousfield [Bou67] .
Theorem 3.7 (Eilenberg-Zilber). For simplicial F 2 -vector spaces V and W, there is a unique natural chain map D :
that is the identity in degree 0. Moreover, the map D is a chain homotopy equivalence.
Definition 3.8. Suppose V and W are simplicial F 2 -vector spaces. Let
be the degree-(−n) map of graded F 2 -vector spaces given by
Remark 3.9. Here we are regarding 
where D denotes the Eilenberg-Zilber map and we write T for the switching map
Definition 3.11. Suppose V is a simplicial F 2 -vector space. There is a natural quotient map ρ :
), and we define maps 
In particular, if ∂a = 0 then
We include a proof since we will need to understand the chain-level behaviour in the case i = 1, which is not spelled out in the references:
Since ρ is a chain map and ρT = ρ, from Theorem 3.10 (ii) we get
For i = n we use Theorem 3.10(i) and (ii) to get
This proves (i). Since the maps γ i are not linear this does not imply (ii), but this follows from a similar calculation.
Definition 3.14. Suppose A is a simplicial commutative F 2 -algebra, with multipli-
Corollary 3.15. Let A be a simplicial commutative F 2 -algebra. Then
Corollary 3.16. If A is a simplicial commutative F 2 -algebra, there are higher divided square
Remark 3.17. Although the maps D k are not unique, the operations δ i on homotopy are independent of this choice.
Theorem 3.18 (Bousfield [Bou67] , Dwyer [Dwy80a] ). Suppose A is a simplicial commutative F 2 -algebra. Then these operations have the following properties:
(ii) δ i acts on products as follows:
Remark 3.19. We will observe below (in Corollary 3.27) that x 2 = 0 for any x in π * A in positive degree. Thus (i) and (ii) imply that the top operation δ n on π n is a divided square, whence the name "higher divided squares" for the δ i -operations.
Remark 3.21. The upper bound in the "Adém relation" above differs from that in [Dwy80a] , which does not give a sum of admissible operations; this form of the relation was proved by Goerss and Lada [GL95] and implies, by the same proof as for Steenrod operations, that composites of δ-operations are spanned by admissible composites.
Corollary 3.22. Any composite of δ-operations can be written as a sum of admissible ones.
We end by observing how these operations work in the graded case:
Definition 3.23. Suppose A is a simplicial graded commutative F 2 -algebra, with multiplication maps µ : A p ⊗ A q → A p+q . Then we define operations
as the composites
for 1 ≤ i ≤ n. These satisfy exactly the same relations as in the ungraded case, and we get operations
3.3. Homotopy of Symmetric and Exterior Algebras. Dwyer proves Theorem 3.18 by computing the homotopy groups in the universal case, namely the symmetric algebra s(V) on a simplicial vector space V. In this subsection we recall the result of this computation, as well as the analogous result for exterior algebras (both of which are originally due to Bousfield [Bou67] ), and observe how these generalize to the graded case.
To state the result we make use of the following result of Dold: 
. . , π * V n ) (where on the left-hand side we take the homotopy of the diagonal of the multisimplicial vector space F(V 1 , . . . V n )).
Example 3.25. The Eilenberg-Zilber theorem implies that if F is the tensor product functor, then F is the graded tensor product of graded vector spaces.
It follows that there exists a functor s such that π * s(V) = s(π * V). This has the following description:
Theorem 3.26 (Bousfield [Bou67] , Dwyer [Dwy80a] ). The functor s sends a graded vector space V to the graded commutative algebra generated by v ∈ V and symbols δ I v in degree |v| + i 1 + · · · + i k for admissible sequences I = (i 1 , . . . , i k ) with i k ≥ 2 of excess e(I) := i 1 − i 2 − · · · − i k at most |v|, with the relations stated in Theorem 3.18 above as well as the relation x 2 = 0 for all x of degree > 0.
Corollary 3.27. Let A be a simplicial commutative F 2 -algebra. Then x 2 = 0 for any x ∈ π * A in degree > 0.
Let s k (V) be the subspace of the symmetric algebra s(V) spanned by products of length k. Then the functor
Theorem 3.28. Suppose V is a graded vector space. Define inductively a weight function on products
is the subspace of s(V) spanned by elements of weight k.
Next we state the analogous results for the exterior algebra e(V) and its subspace e k (V) of products of length k. Write e and e k for the functors such that π * e(V) = e(π * V) and π * e k (V) = e k (π * V) for a simplicial F 2 -vector space V.
Theorem 3.29 (Bousfield) . If V is a graded vector space then eV is the graded exterior algebra generated by v in V and symbols δ I v in degree |v| + i 1 + · · · + i k for admissible sequences I = (i 1 , . . . , i k ) (now with i k ≥ 1) of excess less than or equal to |v|; these satisfy the same relations as for the symmetric algebra. Moreover, e k V is the subspace of eV spanned by elements of weight k, where the weight is defined in the same way as before. Now we consider the graded case. If V is a graded vector space, we write S(V) for the graded symmetric algebra on V, and S n (V) for the subspace spanned by products of length n. Then we have
Since the degreewise tensor product of simplicial vector spaces corresponds to the graded tensor product of graded vector spaces on π * , we get the following:
and S k n is defined similarly.
Define S and S n by S(
From the description of s k above we get:
Proposition 3.31. For V a bigraded vector space, the bigraded vector space S(V) is spanned by products of elements
These satisfy the same relations as before. Moreover, S n (V) is spanned by products of such elements of weight n, where the weight is defined just as in the ungraded case.
Write E(V) for the graded exterior algebra on a graded vector space V, and E n (V) for its subspace spanned by products of length n. Exactly the same construction, with e k in place of s k , defines functors E and E n such that π * E(V) = E(π * V) and π * E n (V) = E n (π * V) for V a simplicial graded vector space. These have the following description:
Proposition 3.32. For V a bigraded vector space, the bigraded vector space E(W) for a bigraded vector space W is the exterior algebra on symbols δ I v where I is an admissible sequence, satisfying the same relations as before. Moreover, E n (W) is spanned by the products of these of weight n.
3.4. Filtered Simplicial Commutative F 2 -Algebras. In this subsection we consider how the operations described above relate to the spectral sequence associated to a filtered simplicial commutative F 2 -algebra. Specifically, we consider a simplicial commutative F 2 -algebra A (possibly graded) equipped with an increasing filtration
We have omitted the internal grading from the notation in this section; this should not cause any confusion.
Write E 0 p A for the filtration quotient F p A/F p−1 A. Then the spectral sequence associated to the filtration is of the form
(using the grading most suited to the δ-operations).
A. Using the notation of §3.2, we define
These δ-operations are compatible with each other and with the δ-operations on π * A in the following sense: Lemma 3.34. The following diagram commutes, with i * and q * denoting the obvious inclusion and quotient maps:
Proof. This is immediate from the definitions of the horizontal maps, since the γ i 's are natural: For the top square we have
and similarly for the other square.
Given this compatibility, we can without ambiguity refer to these operations as δ i as well.
We can now show how the δ-operations behave in the associated spectral sequence. Roughly speaking if a is in degree n we have
More precisely, we have the following observation about the δ-operations on the E 1 -page:
Lemma 3.35. Suppose x ∈ E 1 s,t and I = (i 1 , . . . , i k ) is an admissible sequence of excess ≤ t with i k ≥ 2. Write I m = (i m , . . . , i k ). Admissibility implies that if δ i m is the top operation on δ I m+1 x then δ i m−1 is the top operation on δ I m x. Let M be the largest index such that δ i M is maximal, or 0 if none of the operations is maximal, and let q := k − M. Then we have:
Since ∂ξ is in F s−1 A, this product has filtration
and so δ I x survives to E 2 q and d 2 q δ I x has the stated form. Definition 3.37. Let A be a filtered augmented simplicial commutative algebra. The filtration of A is exterior if for every x ∈ A p in the kernel of the augmentation we have x 2 ∈ A 2p−1 ⊆ A 2p .
If the filtration on
Remark 3.39. In fact there will be partially defined δ 1 -operations on the E r -term for r > 1 (defined on classes whose squares lift sufficiently far), but we will not need these.
3.5. The Dold-Kan Correspondence. Here we briefly review the Dold-Kan correspondence between simplicial objects and chain complexes in an abelian category, and observe that this preserves derived tensor products of modules over algebras. In our computation of the derived functors of U below we will make use of this to reduce the computation to a few simple cases, based on the structure of chain complexes in a certain abelian category.
Definition 3.40. Let C be an abelian category. The normalized chain complex functor N : Fun(∆ op , C) → Ch(C) ≥0 is given by
with differential the remaining face map d 0 .
Definition 3.41. Let C be an abelian category. The Dold-Kan construction
sends a non-negatively graded chain complex A to the simplicial object K(A) defined as follows: We set
in ∆ we take this to be given by 
Proof. There is a natural quasi-isomorphism N(U) ⊗ N(V) → N(U ⊗ V) for any simplicial abelian groups U and V. Thus there is a natural transformation of
This implies that the induced map on homotopy colimits is also a quasi-isomorphism.
3.6. A Serre Spectral Sequence for Simplicial Commutative Algebras. In this subsection we construct a multiplicative "Serre spectral sequence" for the homotopy groups of the cofibre of a cofibration of simplicial commutative algebras. We derive this by studying a spectral sequence for filtered modules over a filtered differential graded algebra. Our spectral sequence has the same form as one constructed by Quillen [Qui67] , but his construction does not give the multiplicative structure.
Definition 3.47. If A 1 , . . . , A k are filtered chain complexes of abelian groups, we define a filtration on
Now suppose A is a filtered differential graded algebra and B and C are filtered A-modules. Then we define a filtration on the tensor product B ⊗ A C by setting F n (B ⊗ A C) to be the coequalizer of
which is a subobject of B ⊗ A C since this is the coequalizer of B ⊗ A ⊗ C ⇒ B ⊗ C.
Lemma 3.48. Suppose A is a filtered differential graded F 2 -algebra and B and C are filtered A-modules.
(i) The spectral sequence associated to the filtration of B ⊗ A C has E 1 -term the tensor product of associated graded modules E 0
(ii) Suppose B and C are filtered A-algebras. Then B ⊗ A C is also a filtered algebra. (iii) If B and C are filtered A-algebras, then the spectral sequence associated to the filtration of B ⊗ A C is multiplicative.
Proof.
(i) Since colimits commute, the filtration quotient E 0 n (B ⊗ A C) can be identified with the coequalizer of
In general if A 1 , . . . , A k are filtered chain complexes of F 2 -vector spaces then it is clear (since we're working over a field) that we can identify the filtration quotient E 0 n (A 1 ⊗ · · · ⊗ A k ) with
Thus in our case the coequalizer is precisely (E 0 
In our case E 0 l B γ and E 0 l A γ are zero unless l = γ, and E 0 l C γ is zero unless l = 0. Thus removing the zero terms we get the coequalizer of
Now observe that the map A j ⊗ C t−s → C t−s is zero unless j = 0, since A j is in filtration j and so the product must lie in (E 0 j C) t−s = 0. Thus we can describe this coequalizer as killing all elements of the form a · b with a ∈ A and b ∈ B, giving
Here db is in lower filtration than b, since it is in lower degree, hence d 1 comes from the differential in C. Thus
Similarly, the next differential d 2 comes from the differential in B, giving
Corollary 3.50. Suppose given simplicial augmented graded F 2 -algebras A, B, and C, and maps A → B and A → C. Then there is a multiplicative spectral sequence
Proof. Let P be a cofibrant replacement for NB as an N A-module. Then by Proposition 3.49 we have a spectral sequence
which is multiplicative by Lemma 3.48. Since P is cofibrant we can write this as
By Lemma 3.46 we have natural quasi-isomorphisms NB
is concentrated in a single degree), so this is naturally isomorphic to
Corollary 3.51 ("Serre Spectral Sequence"). Suppose f : A → B is a cofibration of simplicial augmented graded commutative F 2 -algebras with cofibre C and π 0 A = F 2 . Then there is a multiplicative spectral sequence
Proof. By Corollary 3.50 there is a multiplicative spectral sequence
B).
By definition C ≃ B ⊗ A F 2 , and so
which is isomorphic to B ⊗ L A π t A since A → B is a cofibration and the model structure on simplicial commutative algebras is left proper by Proposition 3.3. Since F 2 is a field we have π s (C ⊗ F 2 π t−s A) ∼ = π s C ⊗ F 2 π t−s A, and so we can rewrite the E 2 -term of the spectral sequence as E 2
DERIVED FUNCTORS OF U
Our goal in this section is to compute π * U(M) where M is a simplicial unstable A-module. As a simplicial commutative algebra U(M) depends only on the top non-zero Steenrod operations in M; in §4.1 we consider graded vector spaces equipped with only these operations, which we call restricted vector spaces, and study their structure. Then in §4.2 we compute the spectral sequence induced by the word length filtration on U(M), which gives π * U(M) as a bigraded vector space. Finally in §4.3 we describe π * U(M) as an algebra with higher divided square operations by reducing to a few simple cases.
Restricted Vector Spaces.
In this subsection we define restricted vector spaces and make some observations about their structure -in particular, we prove that a restricted vector space always has a basis -and then show that a choice of basis for the homology of a chain complex of restricted vector spaces determines a decomposition of the chain complex up to quasi-isomorphism as a direct sum of certain very simple complexes. Proof. Let I be the category with objects 0, 1, 2, . . . and a unique morphism i → 2 r i for all i = 0, 1, 2, . . . and all r. Then Restr is the functor category Fun(I, Vect), and the category of functors from a small category to an abelian category is always abelian.
Definition 4.3.
A restricted vector space V is free if φ is injective, and nilpotent if for every v ∈ V we have φ n v = 0 for some n (so in particular V 0 = 0). Definition 4.4. Let F(n) be the free restricted vector space with one generator ι n in degree n. More precisely, F(n) 2 r n = F 2 with φ 2 r n = id and F(n) i = 0 otherwise.
For n > 0 let T(n, k) be the nilpotent restricted vector space with one generator ι n,k in degree n subject to φ k ι n,k = 0, i.e. F(n)/φ k . More precisely, T(n, k) 2 r n = F 2 for r = 0, . . . , k with φ 2 r n = id for r = 0, . . . , k − 1, and T(n, k) i is 0 otherwise.
Our first goal in this section is to prove that any restricted vector space can be decomposed as a direct sum of F(n)'s and T(n, k)'s. We begin with some linear algebra:
Lemma 4.5. Let W 1 and W 2 be vector spaces, and let F : W 1 → W 2 be a linear map. Suppose V 1 ⊆ W 1 and V 2 ⊆ W 2 are subspaces such that F(V 1 ) ⊆ F(V 2 ). Then the following are equivalent:
(i) Given any splitting
Proof. Clearly (i) implies (ii). To prove that (ii) implies (iii) suppose w ∈ W 1 and F(w) ∈ V 2 . Then w = v + u with v ∈ V 1 , u ∈ U 1 , and since F(w) ∈ V 2 we have
Now assume (iii) holds and that we are given a splitting
and so F(u) = 0. It follows that we can choose a complement U 2 of V 2 such that F(U 1 ) ⊆ U 2 . By assumption F(V 1 ) ⊆ V 2 and so F splits as required.
This gives a necessary and sufficient condition for a subspace of a restricted vector space to be a direct summand: Lemma 4.6. A subspace V of a restricted vector space W is a direct summand of W if and only if φ(w) ∈ V implies that there exists v ∈ V with φ(v) = φ(w).
Proof. The condition is clearly necessary by Lemma 4.5. Suppose W satisfies the condition. Choose a splitting W 1 = V 1 ⊕ U 1 ; since φ 1 satisfies condition (iii) of the previous lemma, we can choose a complement U 2 of V 2 in W 2 such that
Next apply the lemma to φ 2 with the splitting W 2 ∼ = V 2 ⊕ U 2 , and so forth. By induction we get splittings
Definition 4.7. Suppose W is a restricted vector space and V is a subspace of W. We define φ −1 V to be the subspace of W with
By the previous lemma, this is a direct summand of W.
In particular, φ −1 0 V is always a direct summand of a restricted vector space V; clearly φ −1 0 V is a nilpotent restricted vector space, and the restriction maps for a complement of φ −1 0 V are injective. Thus we have proved the following: Lemma 4.8. Any restricted vector space is a direct sum of a free restricted vector space and a nilpotent restricted vector space. Now we prove that free and nilpotent restricted vector spaces have the expected decompositions: Lemma 4.9. A free restricted vector space is a direct sum of F(n)'s.
Proof. Let V be a free restricted vector space; we'll show by induction that V can be written as V ′ n ⊕ V ′′ n where V ′ n is a direct sum of F(i)'s (i < n) and V ′′ n i = 0 for i < n -this will clearly imply the result. This is obvious for n = 0 (take V ′ 0 = 0 and V ′′ 0 = V). Suppose we have such a decomposition for n. Pick a basis B for (V ′′ n ) n and let W = ⊕ v∈B F(n). The obvious map W → V ′′ n is injective since V ′′ n is free. To see that W is a direct summand of V ′′ n we show that it satisfies the condition of Lemma 4.6: Suppose v is an element of V ′′ n such that φ(v) is in W; from the definition of W its restriction maps are surjective, hence there exists a w ∈ W such that φ(w) = φ(v). Therefore we can define Proof. Let V be a nilpotent restricted vector space. We will prove by induction that we can write
is injective for j < k; this will clearly imply the result.
Since V is nilpotent we must have V 0 = 0, so we start with V ′ 1 = 0, V ′′ 1,1 = 0 and V ′′′ 1,1 = V. Suppose we have such a decomposition for (n, k). Let B be a basis for the kernel of φ k : (V ′′′ n,k ) n → (V ′′′ n,k ) 2 k n and define W = v∈B T(n, k); since φ j is injective for j < k, the obvious map W → V ′′′ n,k is injective. By Lemma 4.6 the subspace W is a direct summand of V ′′′ n,k because its restriction maps are surjective.
This gives the desired decomposition for (n, k + 1).
Fixing n and inducting on k we see that we can write
n+1,1 = 0 this gives the decomposition for (n + 1, 1). Combining Lemmas 4.8, 4.9, and 4.10, we get:
Proposition 4.11. Any restricted vector space can be written as a direct sum of F(n)'s and T(n, k)'s.
Definition 4.12.
A basis S of a restricted vector space consists of sets S i of elements of V i such that if i = 2 r p with p odd, the set (S 2 r p ∪ φ(
We can reformulate Proposition 4.11 as:
Corollary 4.13. Every restricted vector space has a basis. Now we consider the structure of chain complexes of restricted vector spaces:
Definition 4.14. Let C(q) be the chain complex with F(q) in degree 0 and 0 elsewhere, and let C(q, k) be the chain complex with F(q) in degree 0 and F(2 k q) in degree 1, with differential given by the inclusion F(2 k q) ֒→ F(q), and 0 elsewhere.
We clearly have 
The Length Filtration Spectral Sequence for U.
If V is a restricted vector space, the free unstable algebra U(V) on V is the free graded commutative algebra on V subject to the relation x 2 = φ(x), i.e. S(V)/(x 2 = φ(x)). In this subsection we consider the spectral sequence associated to the word-length filtration for U(V • ) when V • is a simplicial restricted vector space. This gives a description of π * U(V) as a bigraded vector space:
Proposition 4.18. In the spectral sequence associated to the word length filtration on U(V), the E ∞ -term is the bigraded algebra
Proof. The length filtration on U(V) is clearly an exterior filtration, and the associated graded algebra is the free exterior algebra on V, graded by length. Thus the associated spectral sequence is of the form
Let S be a basis for the graded restricted vector space π * V; then the (non-zero) elements φ r (v) for v ∈ S form a basis for π * V as a bigraded vector space. We know that π * E(V) is an exterior algebra with generators δ I φ r (v) for v ∈ S and I an admissible sequence, and π * E p (V) is the subspace of elements of weight p in π * E(V).
The unit 1 must clearly survive to E ∞ , so it cannot be hit by any differentials in the spectral sequence. Therefore there is no room for any non-zero differentials on the elements x ∈ E 1 1, * = π * V, so these all survive to E ∞ . It follows that δ I x also survives to E ∞ where I = (i 1 , . . . , i k ) is an admissible sequence where i k ≥ 2 by Lemma 3.35.
By Lemma 3.38 we have
. If x ∈ ker φ the element δ 1 x therefore survives to E ∞ , since nothing can hit 1 and there are no other non-zero groups in lower filtrations. Thus δ I δ 1 x also survives to E ∞ when φ(x) = 0. Now consider the differentials on δ I δ 1 x where φ(x) = 0 and I = (i 1 , . . . , i k ) is an admissible sequence of excess < |v| with i k ≥ 2. Let I r = (i r , i r+1 , . . . , i k ), let m be maximal such that δ i m is a top operation, and set q = k − m. Then by Lemma 3.35 the element δ I δ 1 x survives to E 2 q and (
by Lemma 3.38. This is non-zero in E 2 q , since we know it was not hit by any lower differentials, so δ I δ 1 x dies if φ(x) = 0. Note also that the classes that are hit by differentials are all those of the form δ I φ(x), as well as certain products having these as a factor.
In terms of the basis S, we see that the elements φ r (v) for v ∈ S are hit by differentials, as are all the elements δ I φ r (v) where I = (i 1 , . . . , i k ) is an admissible sequence with i k ≥ 2. On the other hand, all the elements δ 1 φ r (v) die, except when φ r+1 (v) = 0, and similarly with δ-operations on these.
An additive basis for π * E(V) is given by products of non-zero elements δ I φ r (v) with v ∈ S. Since the spectral sequence is multiplicative, it is easy to see that the basis elements that survive to E ∞ are those that are products of the following generators:
( Proof. Let U ′ denote U, regarded as a functor from restricted vector spaces to augmented graded commutative F 2 -algebras. The forgetful functor from augmented algebras to algebras preserves colimits, so it suffices to show that U ′ preserves colimits. Let Q denote the augmentation ideal functor for augmented graded commutative F 2 -algebras, regarded as a functor to restricted vector spaces with restriction maps given by squaring. Then Q is right adjoint to U ′ , so U ′ preserves colimits. Proof. From the definition of K above, we have
F(q)
and so for q > 0 UK [n, q] 
and the simplicial structure maps in UK [n, q] and SKF 2 [n, q] are also clearly the same (since on "components" they are either the identity or zero). These simplicial graded vector spaces are thus isomorphic, giving 
Proof. Let X be a simplicial vector space, and consider the spectral sequence associated to the word length filtration of b(X). This is an exterior filtration, so this spectral sequence is of the form
By Lemma 3.38 for x ∈ π * X in degree > 0 we have
Since the δ i 's for i > 1 are compatible with the differentials and the spectral sequence is multiplicative it follows that all elements of π t e s (X) die, except for those in degree zero. Thus π * b(X) = 0 for * > 0.
Proof. As in the proof of Lemma 4.20 we have
and the simplicial structure maps are again the same. Thus we get π
, which gives the result by Lemma 4.22.
There is a cofibration sequence
of chain complexes of restricted vector spaces. By the Dold-Kan correspondence this gives a cofibration sequence
of simplicial restricted vector spaces, and so a cofibration sequence
of simplicial commutative F 2 -algebras by Proposition 4.19. We want to apply the "Serre spectral sequence" of Corollary 3.51 to this cofibration sequence to compute π * U(K[n, q, k]); for this we need to know that the map
is a cofibration:
is almost-free, and hence a cofibration of simplicial graded commutative algebras.
and UK [n, q, k] 
Proof. We apply the "Serre spectral sequence" of Corollary 3.51 to the cofibration sequence
This gives a multiplicative spectral sequence of the form 
of algebras over the monad S. This is an isomorphism of bigraded vector spaces, so it must be an isomorphism of S-algebras.
Corollary 4.26. If M is a simplicial restricted vector space, then
If the simplicial restricted vector space M comes from a simplicial unstable Amodule we can recover the action of the Steenrod algebra on π * U(M) by the following result of Dwyer:
Proposition 4.27 (Dwyer, [Dwy80b, Proposition 2.7]). Let R be a simplicial unstable algebra over the Steenrod algebra; then π * R supports both higher divided squares and Steenrod operations. These are related as follows:
Proof. Write Sq := Sq 0 + Sq 1 + · · · . By the Cartan formula, Sq : R → R is an algebra homomorphism. Since the operation δ i is natural, this means δ i Sq = Sqδ i in π * R. Considering the homogeneous parts in each internal degree on both sides gives the result.
EXAMPLE: SUSPENSION SPECTRA
From our work in the previous section we now have a concrete description of the E 2 -term of our spectral sequence for H * (Ω ∞ X) in terms of the derived functors of destabilization applied to H * X. These derived functors have been studied by Singer [Sin80, Sin81] , Goerss [Goe86] , Lannes and Zarati [LZ87] , and others. In this section we consider the spectral sequence in a simple example where these derived functors can be computed, namely suspension spectra. For this we use the computation of L * (D) for unstable A-modules by Lannes and Zarati; before we recall this we first introduce some notation: 
where L s is a polynomial algebra Thus if E is a spectrum such that H * E is an unstable A-algebra, in the E 2 -term of our spectral sequence for H * (Ω ∞ E) an element v ∈ H k E gives:
• Products of these objects, as v runs over a basis for H * E, give additive generators of the E 2 -page. Suppose X is a connected space whose F 2 -cohomology is finite in each degree, so that H * X ∼ = (H * (X)) ∨ . In this case the spectral sequence for Σ ∞ X converges by Theorem 2.4; we will show that it in fact collapses at E 2 -page by comparing this to H * (QX) ∼ = (H * (QX)) ∨ .
Recall that for a space X, the homology H * (QX) can be described in terms of the Dyer-Lashof operations Q j : Theorem 5.3 (May [CLM76] ). If X is a space, the homology H * (QX) is a polynomial algebra on generators Q J v where v ranges over a basis of H * (X), J = (j 1 , . . . , j s ) is an allowable sequence, meaning j t ≤ 2j t+1 for all t, and j 1 > j 2 + . . . + j s + |v|. where I = (i 1 , . . . , i l ) is an admissible sequence.
Proof. Since I is admissible, there exist non-negative integers r t such that i l = r l ≥ 1 and i t = 2i t+1 + r t for t < l; in terms of the r t 's the admissibility criterion says that r 1 + · · · + r l ≤ s. 
