Abstract. This paper studies the regularity of solutions to the Zakharov and Klein-GordonSchrödinger systems at low regularity levels. The main result is that the nonlinear part of the solution flow falls in a smoother space than the initial data. This relies on a new bilinear X s,b estimate, which is proved using delicate dyadic and angular decompositions of the frequency domain. Such smoothing estimates have a number of implications for the long-term dynamics of the system. In this work, we give a simplified proof of the existence of global attractors for the Klein-Gordon-Schrödinger flow in the energy space for dimensions d " 2, 3. Secondly, we use smoothing in conjunction with a high-low decomposition to show global well-posedness of the Klein-Gordon-Schrödinger evolution on R 4 below the energy space for sufficiently small initial data.
Introduction
In this work, we derive smoothing estimates for the Klein-Gordon Schrödinger system with Yukawa coupling:
v tt`p´∆`1 qv " |u| 2 up¨, 0q, vp¨, 0q, v t p¨, 0q¯" pu 0 , v 0 , v 1 q P H sˆH rˆH r´1 .
We also consider the related Zakharov system:
up¨, 0q, np¨, 0q, n t p¨, 0q¯" pu 0 , n 0 , n 1 q P H sˆH rˆH r´1 .
The Klein-Gordon-Schrödinger system (1) is a model from classical particle physics, in which u represents a complex nucleon field and v a real meson field [13] . The Zakharov system (2) was introduced in [31] to model Langmuir turbulence in ionized plasma. In it, the function u represents the envelope of a oscillating electric field while n represents the deviation of ion density from its average value.
Solutions of the Klein-Gordon-Schrödinger system conserve the mass and the Hamiltonian energy:
M puq " }u} L 2
Epu, v, v t q " }∇u}
Note that the energy space for the Klein-Gordon-Schrödinger system is H 1ˆH 1ˆL2 . Similarly, the Zakharov system has the following conservation laws:
M puq " }u} L 2 r Epu, n, n t q " }∇u}
This law identifies the energy space as H
1ˆL2ˆ9

H´1.
The wellposedness theory for the Zakharov system on Euclidean spaces has been extensively studied. In [27] existence results for smooth solutions in dimensions d ď 3 were derived. The regularity assumptions and dimension restrictions were weakened in [1, 20, 17, 26] . In [14] , Ginibre, Tsutsumi, and Velo applied Bourgain's restricted norm method [5] to obtain local existence results in all dimensions, covering the full subcritical regularity range (excluding the endpoints) for d ě 4.
In dimension d " 1, they obtained local existence at the critical regularity L 2ˆH´1 2ˆH´3 2 . In [16] , local ill-posedness results were obtained for some regularities outside the well-posedness regime established in [14] . In dimensions two and three, the local well-posedness was obtained in the critical space L 2ˆH´1 2ˆH´3 2 in [4] and [3] respectively. These results are sharp in the sense that the data-to-solution map fails to be analytic at lower regularity levels.
In one dimension, the Hamiltonian conservation law upgrades local existence to global for initial data in H 1ˆL2ˆp´∆ q 1 2 L 2 . This result was improved in [23, 22 ] using Bourgain's high-low decomposition [6] method and the I-method [9] respectively. It was lowered further to global existence in L 2ˆH´1{2ˆH´3{2 in [8] using an iteration method relying on the L 2 conservation of u. In two and three dimensions, global existence in the energy space follows from the Hamiltonian conservation as long as }u 0 } L 2 is sufficiently small. In two dimensions, global well-posedness for some regularities below the energy space was obtained in [18] using the I-method.
Unlike the Zakharov, the nonlinearity in the wave part of the Klein-Gordon-Schrödinger system contains no derivative. Thus we have well-posedness at somewhat lower regularity levels for this system. For the two-dimensional Klein-Gordon-Schrödinger, local well-posedness holds in H´1 4`ˆ H´1 2ˆH´3 2 ; see [25] . The same result, up to endpoints, hold in three dimensions [24] . Local existence in higher dimensions follows from the estimates derived for the Zakharov in [14] .
For the Klein-Gordon-Schrödinger system in dimensions d ď 3, global existence in H 1ˆH 1ˆL2
follows from the Hamiltonian conservation law. In three dimensions, global existence somewhat below the energy was proved using Bourgain's high-low decomposition method in [21] . This was improved in [29] , where the I-method was used to obtain global existence below the energy for d ď 3. Global existence for the three-dimensional KGS in L 2ˆL2ˆH´1 was obtained in [8] , again relying on the L 2 conservation law for u. This was lowered to L 2ˆH´1 2ˆH´3 2 for d " 2 and to L 2ˆH´1 2`ˆH´3 2`f or d " 3 in [25] . We also note that global existence for the closely related wave-Schrödinger system on H sˆH rˆH r´1 for some s, r ă 0 was shown in [2] .
This paper is concerned with the dynamics of solutions to (1) and (2) . The main result is that the difference between the linear evolution and the nonlinear evolution resides in a higher-regularity space. This follows from a refinement of the bilinear X s,b local theory estimates, similar to that contained in [7] for two dimensional nonlinear Schrödinger equations with quadratic nonlinearities.
The difficulty in this case is that the addition of a Klein-Gordon or wave equation to the Schrödinger to obtain (1) or (2) respectively complicates the resonance relations in the system, making the estimates more challenging. As in [7] , the proof depends on delicate decompositions of the frequency space to control the nonlinear interactions, with especial care being required near the resonant sets of the interaction.
In the remainder of the paper we present some consequences of the smoothing estimate. One of these is a simplified proof of the existence of a global attractor for the forced and damped Klein-
. This result is known [19] , but the existing proof relies on truncation arguments to obtain the necessary compactness. The truncation step can be eliminated by the employment of the smoothing effect of the nonlinear flow, significantly simplifying the argument. Secondly, we show global existence below the energy space for the four-dimensional Klein-Gordon-Schrödinger system for }u 0 } L 2 sufficiently small using a variant of Bourgain's highlow argument [6] . Similar smoothing estimates have been used with high-low decomposition method to prove global existence for other equations -see e.g. [10] for results on the periodic fractional Schrödinger equation. We remark that method of [8] to obtain global existence for the KleinGordon-Schrödinger does not apply; in four dimensions, there is not sufficient slack in the wave equation estimates to iterate that scheme. The refinement used in [25] , which uses X s,b estimates instead of Strichartz space controls, also cannot be directly applied. Smoothing estimates provide a straightforward proof of the global existence.
The paper is organized as follows. In Section 2, we introduce the function spaces required for the estimates, and in Section 3, we state the results of the paper. Sections 4, 5, and 6 contain the proofs of the main smoothing estimate, the existence of the Klein-Gordon-Schrödinger attractor, and global well-posedness in R 4 respectively. Finally, in Section 7, we prove the main bilinear estimate.
Notation & Function Spaces
Before stating the results of this paper, we need some definitions. The Fourier sequence of a
We use Sobolev spaces H s pR d q, with their norms given by
where xξy " p1`|ξ| 2 q 1{2 . We also use the homogeneous space 9 H s , with }u} 9
To prove the desired estimates, we work with transformed versions of the systems (1) and (2).
Define A " p1´∆q 1{2 . For the Klein-Gordon-Schrödinger system, let v˘" v˘iA´1v t . Under this transformation, (1) becomes
For the Zakharov system (2), we similarly define n˘" n˘iA´1n t . After this transformation,
becomes
p¨, 0q, n˘p¨, 0q, n t p¨, 0q¯" pu 0 , n0 q P H sˆH r .
Notice that we can recover the original function v and n by taking the real part of v˘and nȓ espectively. The corresponding Bourgain spaces are defined by the norms
.
SMOOTHING FOR THE ZAKHAROV & KGS SYSTEMS 5
The multiplier for the Klein-Gordon evolution is technically xτ˘xξyy rather than xτ˘|ξ|y, but xτ˘xξyy « xτ˘|ξ|y and using the latter multiplier results in a cleaner exposition. We also define the time-restricted versions of these norms:
The expression e´t L u 0 will denote the solution to the linear problem u t`L u " 0 with up¨, 0q " u 0 .
Thus, for example, e it∆ u 0 is the linear Schrödinger flow. We will write a À b to indicate that there is an absolute constant C such that a ď Cb. The symbols Á is used similarly. The expression a « b means that a À b and a Á b. We write a´for a´ when ą 0 is arbitrary; similarly we write af or a` .
Statement of Results
In the first part of this section, we give the main theorems which demonstrate the smoothing effect of the nonlinear flow. We then give two results which show some of the implications of smoothing for the global dynamics of the system. First, we state the theorem for the Zakharov system. 
on the interval of existence as long as α ă mint For the Klein-Gordon-Schrödinger system, the smoothing effect on the wave part is much stronger than that on the Zakharov because of the lack of derivatives in the nonlinearity. For instance, in dimensions d " 2, 3 and initial data in L 2ˆL2 , the nonlinear part is in H 
holds for α ă mint We also state the estimates for the wave and Klein-Gordon nonlinear terms: 
The same result holds for the restricted versions of the norms. 
The same result holds for the restricted versions of the norms.
We remark that a half derivative gain is the best that can be hoped for in the Schrödinger evolution from the use of such bilinear estimates. To see that the bilinear estimate (5) fails for α ą 1 2 , let u " χ B1 andv " χ B2 , where « N s´1 when α ď 1 2 . As an application of the smoothing estimate, we study the existence of global attractors for the dissipative Klein-Gordon-Schrödinger evolution. The existence of global attractors for dissipative PDEs has been extensively researched (see e.g. [28] and the references therein). Proofs generally use the dissipative property to obtain decay of solutions in the energy space, followed by a weakconvergence argument to show that all flows eventually enter a compact absorbing ball. This second step is particularly challenging on noncompact spaces such as R d , where proving compactness can be difficult. For the dissipative Klein-Gordon-Schrödinger evolution on R d , d ď 3, the existence of a global attractor was proved in [19] . In the following, we simplify the proof using our smoothing estimate.
With the addition of damping and forcing terms, the Klein-Gordon-Schrödinger (1) system becomes (7)
We will be concerned with d " 2, 3 and initial data`upx, 0q, vpx, 0q, v t px, 0q˘in the energy space H 1ˆH 1ˆL2 with damping coefficients γ, δ ą 0 and forcing terms f, g P H 1 . In the following, U ptq will denote the evolution operator corresponding to (3) . Note that the notion of a global attractor is only reasonable when the system is globally well-posed. For the forced and weakly damped system, global well-posedness holds in the energy space H 1ˆH 1ˆL2 by a minor modification of the nondissipative local theory arguments together with decay of the Hamiltonian energy (see [12] for details). Before stating the result, we give some definitions.
Definition 3.6 ([28]).
A compact subset A of the phase space H is called a global attractor for the semigroup tU ptqu tě0 if A is invariant under the flow of U and lim tÑ8 dpU ptqu 0 , Aq " 0 for every u 0 P H.
Using energy estimates, it can be shown that all solutions eventually enter a bounded subset of
. Such a set is called an absorbing set for the evolution U ptq:
there exists a time T " T pBq such that U ptqB Ă B 0 for all t ě T .
The global attractor will be the ω-limit set of B 0 , which is defined by
Notice that it is immediate that the existence of a global attractor implies the existence of an absorbing set. The converse does not hold, though; an absorbing set may not be invariant under the flow and need not be compact. A partial converse is true, however, and will be used to show that the ω-limit set is indeed a global attractor.
Theorem 3.8 ([28])
. Let H be a metric space and U ptq be a continuous semigroup from H to itself for all t ě 0. Assume that there is an absorbing set B 0 . If the semigroup tU ptqu tě0 is asymptotically compact, i.e. for every bounded sequence tx k u Ă H and every sequence t k Ñ 8, the set tU pt k qx k u k is relatively compact in H, then ωpB 0 q is a global attractor.
We will prove asymptotic compactness using a smoothing estimate for the dissipative system, yielding the following result.
Theorem 3.9. The Klein-Gordon-Schrödinger evolution in dimensions d " 2, 3 has a global attrac-
The existence of a global attractor is known [19] . However, the compactness statement appears to be new. We remark that the existence of a global attractor for the dissipative Zakharov system (without a mass term) on Euclidean spaces appears to be an interesting open problem. The methods we use cannot be applied to the Zakharov because of difficulties in controlling the low-frequency components of the wave equation. We also remark that our proof method also applies to (7) with forcing f, g P H´1 2`. In this case, we obtain a global attractor which is compact in H 3 2´ˆH
As a second application, we use a variant of the high-low decomposition method together with the smoothing estimate to obtain global existence for the Klein-Gordon-Schrödinger equation in four dimensions. , where C 1 and C 2 are the optimal constants in the four-dimensional L 4 and L 8{3 Gagliardo-Nirenberg-Sobolev inequalities respectively.
The constraint on the norm of the u 0 is necessary to ensure that the energy functional is positive definite. The optimal constants in the Gagliardo-Nirenburg-Sobolev inequalities have been established by Weinstein [30] . The proof of this result is in Section 6.
Proof of Theorems 3.1 & 3.2
In this section, we give the proof of the smoothing theorem for the Klein-Gordon-Schrödinger flow. The proof for the Zakharov equation has the same structure; it is obtained by adding two derivatives to the wave nonlinearity which appears in the Klein-Gordon-Schrödinger system. Since the calculations for the Zakharov equation are similar, they are omitted.
Writing the solution to the transformed Klein-Gordon-Schrödinger equation (3) in its Duhamel form yields
Let δ be the local existence time of the solution. Then on r0, δs we have
To control the Duhamel integral terms, we use the embeddings
which hold for b ą 1 2 , along with following standard lemma.
Using these estimates yields
Using the estimates from Propositions 3.3 and 3.5, we have
Using the local theory bound (8), we conclude
Repeating this process shows that the nonlinear part of the solution remains in H s`αˆH r`β for the full interval of existence.
To prove continuity, writé
The continuity follows by applying the estimates stated previously along with the continuity of pu, v˘q in H sˆH r ; see [11] . Continuity of the nonlinear part of v is proved in the same way.
Proof of the Existence of a Global Attractor
In this section, we use smoothing estimates to simplify the proof of the existence of a global attractor for the dissipative Klein-Gordon-Schrödinger flow in two and three dimensions. To prove this result, we need to establish boundedness and asymptotic compactness of the flow. The boundedness follows from the energy equation; compactness is the challenging part. To prove this, we use boundedness to obtain a weakly convergent sequence of solutions. The energy equation is used to upgrade the weak convergence to strong convergence, yielding the desired compactness. The energy functional contains cubic terms which can easily be bounded using our smoothing result and the
In the existing proof, an extensive argument, involving uniform estimates of the solution restricted to compact sets, is required to control these terms.
First we establish a weak continuity result for the evolution operator which will be needed to 
Furthermore, we have pointwise weak convergence: for any t P r0, T s,
Proof. The statements for the linear part of the flow can be verified using the Fourier multiplier representation of the linear solutions. To work on the nonlinear part, we transform the equation (7).
Setf " p1´∆q´1f andg " p1´∆q´1g. Letũ " u`f andṽ " v´g with w " av`v t . We will choose 0 ă a ! 1 later. This transformation yields
The transformation allows us to replace the H 1 forcing terms by H 3 forcing terms, in exchange for more complex nonlinearities. The introduction of w is convenient for energy calculations.
Consider the homogeneous linear system (10)
In the following, we abuse notation and let L also denote the semigroup associated with this equation.
The nonlinear parts pU, V, W q " pũ´p,ṽ´q, w´rq satisfy
with zero initial data. Just as in Section 4, we can use bilinear estimates, together with the smoothness off andg, to conclude that pU, V, W q P H
We will show that every subsequence of " Sptq´Lptq ‰ pu 
This has several implications:
(i) The Banach-Alaoglu theorem implies weak* convergence of a subsequence of
(ii) The Arzela-Ascoli theorem implies that pU ocˆH 3ĺ ocˆH 2ĺ oc q. Denote the limit by pU, V, W q.
To see that the limit is a distributional solution, multiply the equations for pU n , V n , W n q by an arbitrary test function φ P C 8 c pr´T, T sˆR d q, integrate in space and time, and take the limit in n.
For U n , we have
The equality is a consequence of the local strong convergence (ii) of U n and V n and strong local convergence of p n and q n in Cpr´T, T s, H 1´q . To verify the limit for the nonlinear term, note thaťˇˇˇĳ
which decays by local strong convergence. For V n and W n , we have
Again, convergence of the nonlinear terms follows from strong local convergence. Thus pU, V, W q is a distributional solution of (11) with pU p0q, V p0q, W p0qq " p0, 0, 0q. Furthermore, by the weak* convergence (i), we see that pU, V, W q is in the uniqueness class Cpr´T, T s,
To show pointwise weak convergence, fix a t 0 P r0, T s. By again applying the Banach-Alaoglu theorem and passing to a further subsequence if necessary, we can ensure that the convergence described above still holds, along with weak H 
. Thus we have pu˚, v˚, w˚q "
In the remainder of this section, we work with the following transformation of (7):
Again, let Sptq denote the semigroup operator for (13) , and let Lptq denote the linear flow operator.
The evolution (13) has the absorbing ball property in dimensions d " 2, 3. For a proof of this, see [19, Section 2] . Thus to obtain a global attractor, it suffices to prove that the evolution is asymptotically compact -that is, that for every sequence of initial data tpu n 0 , v n 0 , w n 0 qu n in the energy space with corresponding solutions tpu n , v n , w n qu n and every sequence of times t n Ñ 8, the sequence tpu n pt n q, v n pt n q, w n pt n qqu n has a convergent subsequence in the energy space.
Let pu n , v n , w n q P H 1ˆH 1ˆL2 be a sequence of initial data. We may assume that the data lies within the absorbing ball. Also let t n Ñ 8 be a sequence of times. The Banach-Alaoglu theorem implies that the sequence Spt n qpu n , v n , w n q has weakly convergent subsequence in H 1ˆH 1ˆL2 .
Smoothing estimates together with bounds on the initial data imply that the nonlinear parts are bounded in H 3 2´ˆH 3´ˆH 2´. Thus we may choose a subsequence such that these nonlinear parts Spt n qpu n , v n , w n q´Lpt n qpu n , v n , w n q also converge weakly in H 3{2´ˆH 3´ˆH 2´. Since the linear part decays to zero, these two limits must be equal. Call the limit pu, v, wq.
For any T , we can, by passing to a further subsequence, conclude that Spt n´T qpu n , v n , w n q converges weakly in H 1ˆH 1ˆL2 and that Spt n´T qpu n , v n , w n q´Lpt n´T qpu n , v n , w n q converges weakly in H 3{2´ˆH 3´ˆH 2´. Again, dissipative decay of the linear part implies that the two limits are equal; we denote the limit by pu T , v T , w T q. Weak continuity of the semigroup (Lemma 5.1)
implies that SpT qpu T , v T , w T q " pu, v, wq. Note that by a diagonalization argument, we can obtain such weak convergence of Spt n´T qpu n , v n , w n q and Spt n´T qpu n , v n , w n q´Lpt n´T qpu n , v n , w n q as above for a countable set of T simultaneously, e.g. tT P Nu. This will be important later when we take T Ñ 8.
The L 2 law for the evolution of Sptq gives
Combining the two equations yields
The first term on the right-hand side can be made arbitrarily small by increasing T since the u n are uniformly bounded in L 2 . The second term decays to zero as n Ñ 8 by the weak continuity of S in
x . Thus we conclude that
With the weak convergence of Spt n qu n to u, this implies that Spt n qu n Ñ u strongly in L 2 . Now consider the full 9 H 1ˆH 1ˆL2 energy equation. Define the energy functional H " Hpu 0 , v 0 , w 0 qptq as follows:
Then the time derivative dH{ d t is given bý
This implies that
Hpu n , v n , w n qpt n q´Hpu T , v T , w T qpT q " I`II`III`IV`V, where I " e´2 aT´H pu n , v n , w n qpt n´T q´Hpu T , v T , w T qp0qĪ
The term I is negligible for large T . For II, weak convergence implies that
for each s, so the lim sup over n of II is nonpositive. Write the integral in III as
To see that the first line vanishes in the limit, apply the
with the fact that Lpt n´T`s qv n Ñ 0 uniformly in H 1 . For the second line,
Ñ L 8 norm and use the strong L 2 convergence of Spt n qu n to SpT qu T and strong continuity of Sps´T q. The last line decays by weak continuity of Spsq since
. The remaining terms IV and V vanish in the limit by weak continuity of the semigroup.
Thus we conclude that
Hpu n , v n , w n qpt n q´Hpu, v, wqp0q
This, together with the weak convergence of Spt n qpu 
Proof of Global Existence in R 4
In this section, we prove global existence for the Klein-Gordon-Schrödinger system in four dimensions. We work with the form of the equation given in (3) in dimension d " 4. In the following, we drop the˘superscripts on n to simplify the notation. Suppose we have pu 0 , n 0 q P H sˆH r for some s, r ą 9{10 with }u 0 } L 2 small. Fix T large. We wish to show that the solution pu, nq exists on r0, T s. To do so, we decompose the solution into two parts: one with low-frequency initial data and one with the complementary high-frequency data. Specifically, recall that A " p1´∆q 1{2 and write u " φ`µ and n " ψ`λ, where
The initial data for these two systems is pφ 0 , ψ 0 q " pP ďN u 0 , P ďN n 0 q and pµ 0 , λ 0 q " pu 0´φ0 , n 0´ψ0 q, where P ďN is the projection onto Fourier modes less than N . We will allow these equations to evolve a local-theory time step δ. Then we add the nonlinear part of pµ, λq to pφ, ψq and start again, i.e.
evolve (14) and (15) another local time step with initial data
To iterate this process, we use smoothing estimates to show that the nonlinear part of pµ, λq is in H 1ˆH 1 and that relevant norms do not grow too rapidly, so that a uniform time step δ can be used to cover r0, T s.
We will need the following observations, which hold for s 0 ď s ď 1 and r 0 ď r ď 1 to carry out the local theory estimates:
In the following, we let m " mints, ru and s 0 " r 0 "
In four dimensions, the relevant nonlinear estimates for the local theory are in [14] . In particular, from [14, Lemma 3.4], we obtain 
as long as 2k´ `1 ą 0 with θ " p2k´ `1q{2´2 {p1`2 q. Thus a time step
yields local existence for (14) in H 1ˆH 1 on r0, δs with
and local existence for (15) in H s0ˆH r0 with
Next write µ " e itδ∆ µ 0`w ptq and λ " e¯i tA λ 0`z ptq, where w and z are the Duhamel terms wptq "´1 2
Then for r 0 " s 0 " 1 2`a nd m " mints, ru, we have, using the estimates (5) and (6) along with the local theory bounds,
To iterate, we must ensure that estimates (16) and (17) remain valid for each time step. This is immediate for the pµ, λq initial data, since it is always simply a linear flow. Thus proving the requisite bounds amounts to showing that the H 1ˆH 1 norm of pφ, ψq is bounded by N 1´m over each time step.
To do so, we use the L 2 conservation and the Hamiltonian energy. Notice that the initial data for φ at time step k is upkδq´e ikδ∆ µ 0 , and the L 2 conservation gives }u´e ikδ∆ µ 0 } L2 ď }u 0 } L2 p1`N´sq.
Thus we have uniform control over }φ} L 2 . To control the remaining components of the H
1ˆH 1
norm, use the Hamiltonian
This is conserved for the flow of (14), so we need only check that it does not grow too much due to the addition of the nonlinear terms. Using the Gagliardo-Nirenberg inequality and Cauchy-Schwarz, the increment of the energy is bounded as follows, where the norms are all evaluated at time δ:ˇˇE pφpδq`wpδq, ψ˘pδq`z˘pδqq´Epφpδq, ψ˘pδqqˇÀ
Noting that }φ`w} L 2 " }u´e it∆ µ 0 } L 2 À 1 and }w} L 2 À 1, this quantity can be controlled by N 3{2´2m`N 1´m , so for E to remain bounded by N 2p1´mq , we require
which holds if m ą 9{10. To complete the proof, we need to show that the energy controls the 9 H 1ˆH 1 norm at each time step. This depends on the smallness assumption on u in L 2 . By the Gagliardo-Nirenberg inequality, we havěˇˇˇż
where C 1 and C 2 are the sharp constants of the following inequalities:
By our construction of φ and the assumption that }u 0 } L 2 ă ? 2{pC 1 C 2 2 q, we have at each time step }φ} ă p1`N´sq ?
2C 0 . Then we have
Thus Epφ, ψq « }φ}
H 1 at each time step.
Proof of Proposition 3.3
By duality, to obtain the smoothing estimate (5) it suffices to show that
We introduce the functions f i , which allow us to state the estimate in terms of L 2 norms:
Using these functions and the convolution structure of x uv, the required estimate takes the form
Before proceeding, we state a one-dimensional calculus lemma which will be used repeatedly. For proofs of similar results, see [12] . We proceed with the proof by breaking the integration region into many components and considering each separately.
CASE 0. |ξ 1 |, |ξ 2 | À 1. We ignore the order one multipliers xξ 0 y s`α xξ 1 y´sxξ 2 y´r on the left-hand side of (18) and work with
Using Cauchy-Schwartz in dξ 1 dτ 1 and then in dξ 0 dτ 0 , the ξ 0 , τ 0 norm in the previous line is bounded by
Notice that the L 1 norm on the last line is`}f
, so we need only show that the supremum is finite. This is simple when |ξ 1 | À 1. First use the fact that xa`by À xayxby to obtain
Apply Lemma 7.1 and the fact that the integral is constrained to the region |ξ 1 | À 1 to bound the supremum by
This finishes with the region where all the ξ i are small. The argument holds in any dimension and puts no constraints on s, r, or α.
To do so, recall we're assuming M 0 À M 1 « M 2 , and decompose the supports of f 1 and f 2 into squares (or in higher dimensions, hypercubes) of side length L « M 0 . Denote these squares by
the square R j " R jpiq is essentially determined by the square Q i . Technically, each region Q i could correspond to up to 3 d of the R j regions, but this factor does not harm the estimates. Let 
depending on which component of ξ 2 we retain. In higher dimensions the result is parallel:
We may assume that M 1 " 1; Case 0 dealt with the region where all M i are small. Then we have
be the projection onto the last d´1 components. Define 
The last inequality follows from applying Cauchy-Schwarz to the Q i sum. Thus (21) is bounded by
By Cauchy-Schwarz in θ 1 and θ 2 , using the fact that θ i " Op1q, and then in n and m using the fact that b ą 1 2 , bound this by
So in this case, the left-hand side of (20) is bounded by
This is dyadically summable if α ă r`2´d 2 for b´1 2 ą 0 sufficiently small. 
for the left-hand side of (20) , which is dyadically summable s`α ă r`1`mint0, s´d´2 2 u, i.e.
when α ă mintr´s`1, r´d´4 2 u, for b´1 2 sufficiently small.
When M 1 À 1, we can use an argument similar to that in Case 0. Notice that
Using Cauchy-Schwartz in dξ 1 dτ 1 and then in dξ 0 dτ 0 , the last norm above is bounded by
The rough bound on the supremum is obtained as follows. Using Lemma 7.1 a) gives
In this case, we thus bound the left-hand side of (20) by
which is summable when s`α ă r`1 for M 1 À 1 as long as b´1 2 is sufficiently small. Repeating the change of variables and ensuing argument gives
Thus the left-hand size of (20) can be estimated by
For M 2 À 1, this sums as long as α ă 1. When M 2 " 1, the product is summable when α ă 1`mint0, r´d´2 2 u, i.e. when α ă mint1, r´d´4 4 u. This holds since for a fixed ξ 1 and a fixed angle α, A P rν, 2νs ñ |ξ 2 | P " 2|ξ 1 |pν´cos αq˘1, 2|ξ 1 |p2ν´cos αq˘1 ı , an interval of length 2ν|ξ 1 |. See Figure 1 for a plot of this region in R 2 for ξ 1 P R`.
Decompose the annulus t|ξ 1 | « M 1 u into two parts -a set B where |ξ 1,i | « M 1 for each i, and its complement. In two dimensions, this decomposition can be described explicitly by taking
Notice that the complement of B is simply a rotation of B about the origin. In higher dimensions, the set B is similar -if we describe the space in hyperspherical coordinates, we require all d´1 The remainder of this calculation will consider the two-dimensional case. There is no fundamental difference in higher dimensions; only much more onerous notation. We perform a rotation so that (22) can be written as a sum of two integrals over B. In the following R y denotes a rotation by y radians. Now break the dξ 1 dξ 2 integration into two additional cases: one where for fixed ξ 1 and ξ 2,1 , the projection of the integration region onto the ξ 2,2 axis is length À νM 1 , and one where for fixed ξ 1 and ξ 2,2 , the projection onto the ξ 2,1 axis is length À νM 1 . Once again use the change of variables from Case 1.1: set u "´ξ 1´ξ2 and v " |ξ 1 | 2˘| ξ 2 |´n´m´θ 1´θ2 . In the first region, when the projection onto the ξ 2,2 axis is small, change variables to replace dξ 1 dξ 2 with dξ 2,2 du dv. When the projection onto the ξ 2,1 axis is small, use dξ 2,1 du dv. . This leads to a Jacobian of du dv dξ 0,1 " |ξ 0,2`ξ1,2 | dξ 0 dξ 1 or du dv dξ 0,2 " |ξ 0,1`ξ1,1 | dξ 0 dξ 1 .
The result in higher dimensions is similar:
du dv dξ 0,1¨¨¨d ξ 0,j´1 dξ 0,j`1¨¨¨d ξ 0,d " |ξ 2,j | dξ 0 dξ 1 .
Proceed just as in Case 1.4 to arrive at xM 0 y α´p1´bq xM 2 y´r´p 1´bq`d´2 2 , which sums when α ă 
