In this paper we address the problem of nonlinear filtering in the presence of integer uncertainty. This setup is specially important for the case of differential GPS with carrier phase measurements. In simulation results we show that Particle Filtering is capable of resolving integer ambiguity in the given nonlinear setup. Motivated by these results we introduce a new Particle Filtering algorithm that can reduce the computational complexity for a certain class of problems. In this class, it is assumed that the conditional density of the state of the system given the observations is close to a known exponential family of densities.
1 Introduction GPS provides world wide positioning with acceptable accuracy, if four or more satellites are in view.Using Differential GPS (DGPS) in conjunction with the carrier measurement, allows users to reach centimeter, or in the static case, millimeter level accuracy. This can happen only if one is able to estimate the number of full cycles of the carrier phase. This estimation problem is called integer ambiguity resolution [1] [2] [3] .
/
Although Carrier Phase DGPS (CPDGPS) allows for very accurate positioning, it is very sensitive to obstacles that can block satellite signals and cycle slips. A good estimation algorithm should be able to quickly estimate the integer ambiguity on the fly. Most of the algorithms use integer least square methods for this [3] [1]. In [l] a Kalman filter setup is used to estimate the integer ambiguity.
In most of the applications, integrated INS/GPS [4],
This research was supported in part by the Army Research Office under the ODDR&E MURI97 Program Grant No. DAAG55-97-1-0114 to the Center for Dynamics and Control of Smart Structures (through Harvard University), and by the National Science Foundation under the Learning and Intelligent Systems Initiative Grant CMS9720334 0-7803-6638-7/00$10.00 0 2000 IEEE dead reckoning/GPS [5] , or vehicle dynamics/GPS [6] , linearization of the dynamics and the GPS observation is the main tool for estimation [3] [1]. It can be shown [7] that when the number of satellites is below a certain level linearization degrades the position estimation significantly. In this case, it is important to use a nonlinear setup for the estimation problem. In [7] this case is studied by using an approximation for nonlinear filtering [8] [9] .
Except for very special cases in nonlinear settings, estimating the state given the observations results in an infinite dimensional filter [lo] . The most widely used approximation filtering method is the Extended Kalman Filter (EKF) [10] . EKF is computationally simple but, often fails to track the conditional distribution. Projection Filtering (PrF) is another approximation method [11] [12] [13] . In PrF it is assumed that the conditional density of the state of the system can be approximated by a member of a parametric family of densities. In this case, estimating the conditional density is equivalent to estimating the parameter of the family. In [11] [12] the exponential family of densities is chosen as the parametric family. In [13] the approach is different; there a Galerkin approximation is used for solving the FokkerPlanck equation [lo] . An entirely different approach to approximate the conditional density was proposed in [14] [8] [9] . This method is based on the Monte Carlo method and is called Particle Filtering (PaF). In [8] it is proved that with sufficiently many particles, one can get an approximate conditional distribution that is arbitrarily close to the true conditional distribution.
In cases where some prior information about the distribution is available, reduction in the computational cost and increase in the convergence rate might be possible. Here, we assume that the conditional density lies in an exponential family of densities, or at least stays close to it in a sense that will be defined. Using this assumption, we replace the empirical distribution in [8] with the Maximum Likelihood Estimate (MLE) of the distribution.
To use nonlinear filtering methods for CPDGPS, one should be able to include the integer ambiguity resolution in these methods. In this paper we present some simulation results which show that PaF, with minor modifications, is capable of resolving integer uncertainties present in a problem similar to CPDGPS. One problem of PaF is the need for large number of particles. This problem is even more important for the cases where integer uncertainty is present. The writers consider PaF for exponential families of distributions to be ,more suitable for nonlinear filtering with integer ambiguity.
In this paper, in Section 2 we explain particle filtering and we state the results in [8] [9] . In Sections 3 and 4 we introduce a new PaF algorithm and we state the main results of this paper. In Section 5 we apply the PaF method to a nonlinear system with integer uncertainty and we present the simulation results. In Section 6 we discuss future directions for research.
We assume that in both cases, the initial density for xo is given. Hereafter, the index n for continuous time processes should be read as the time instant n7. The propagation of the conditional density, at least conceptually, can be expressed as follows [lo]: 2 Particle Filtering e Step 4 . n t n + 1; go to Step 2.
Consider the continuous time state dynamics and disCrete time obseryation
The density given by the above steps is exact, but in general it is an infinite dimensional filter, thus, not implementable. PaF, in brief, is an approximation method that mimics the above calculations with a finite number of operations using the Monte Carlo method. The procedure for PaF is as follows (1)
where xt E R", ynr E Rd, wt E Rq is a vector from an dxt = fi(xt)dt + Gt(xt)dwt, xo yn, = hn(xnr) + v n , independent Brownian motion process, and vn E Rd is a white Gaussian noise process. f t ( . ) , h n ( x n r ) , and the matrix G t ( . ) are assumed to have the proper sizes. The noise processes {wt, t 2 0 } , and {vnr n = O , l , . . . } , and the initial condition xo are assumed independent.
We use Qt and R, for the covariance matrices of the processes wt and vn, respectively. We assume that R, is invertible for all n's. We have the following additional assumptions It is customary to call x k , . . . , x," particles. In the next few lines, we try to explain in words the evolution of these particles using the above algorithm. where w n E Rq is a white Gaussian noise process, and other vectors and functions are similar to the ones in( 1).
Let x:, + .
. , x," be the distinct particles at time n before incorporating the observations at time n. The probability of each particle is f. After incorporating the observations, the conditional probability of each particle changes. Some will have small, and some large probabilities. Therefore, in the process of resampling, it is very likely that some particles will never be used and instead some other particles (with high probabilities) will be sampled more than once. Therefore, after resampling, some particles have repeated versions, but in the diffusion phase they go through different paths and at the end of the diffusion phase, it is very likely, we would have N distinct particles. This automatically makes the approximation one of better resolution in the areas where the probability is higher.
In [8] for every bounded Bore1 test function f (.) it is proved under some conditions that Ell f EL1 f(kb) -Epn(f(x))ll -+ 0 as N goes to 0.
One problem in using the PaF method is the computational cost. Specially for high dimensional systems, getting reasonable accuracy means using a large N , which generates heavy computational cost. In the next section, we propose a method that can reduce the number of particles for a certain class of problems.
PaF for Exponential Families of Densities
In the PaF method, we saw that the conditional distribution is approximated by the empirical distribution. In most cases, the actual conditional distribution is smooth, unlike the empirical distribution. It seems that if, before hand, we know some properties of the distribution, we can do better in performance than just using the empirical distribution. In the following, we assume that the conditional density lies in a parametric family of densities. We will see that with this assumption, we can show the convergence of the approximated density to the actual one. Forcing the density to lie in a parametric family induces some error in the estimate of the density, but we hope to find the proper family that results in an acceptable error. For System (l), we assume that the probability density of xt, given the observation, is in a family of expoeo = {e E RP : q e ) = logJeq(OTc(x))dx < OO},
, l{cl,...,cp} are affinely independent if for distinct points X I , x2, . . . , xP+l, c::; X i C ( X i ) = 0 and
. . = XP+1 = 0 nential densities S. This assumption is rather strong.
We will drop this assumption later, and we will only assume that there exists a known family of densities that approximates the real density well, i.e., with acceptable accuracy. With this assumption, the proposed algorithm is as follows:
Algorithm 2 PaF for exponential family of densities.
Step 1 . Initialization Sample x:,..., x f , N i.i.d. random vectors with the density, po(x).
Step 2 . Diffusion 
. , x,",, according t o
Pn+lln+l(X, e n + l ) .
Step 6 . n t n + 1; go t o Step (2) .
To generate x:+~, . . . , x,",~, a Gibbs sampler can be used [16] . This brings an extra computational cost, which should be taken into account when choosing Algorithm 2 over Algorithm l.
Let k : , . . . , 2 : be the values of the particles, just before the measurement at time n. The MLE of e,, en, satisfies the first order necessary condition where from now on, by Ee(u(x)) we mean the expectation of u(x) under the probability density p(x,B). Equation (3) suggests that the sample average of c j (x) and its probabilistic average, evaluated at On, should be equal.
In each iteration, Algorithm 2-starts from the density pbt (xtlyt), t = 712, where & is the best estimate et according to the algorithm. After a full iteration the algorithm yields $+I which is the best estimate of &+I.
The error in &+I is a combination of a series of possible errors for which we want to find an upper bound. The first source of error is the error in which will propagate even if no other error is considered. The other source comes from the fact that in each iteration new particles are resampled based on the estimated density which is different from the actual density. Finally, the last source of error comes from the discretization of the stochastic dynamics of the system. We want to emphasize that here, we assume that the density of v n is stationary and Gaussian, and exp(-$(y,,, -h(Xnr))TR-l(ynT -h(xnr))) lies in the family of the densities. Therefore, no other error is added to the estimate because of the Bayes' correction. We recall the following fact 
dX(B,.-e) -~( o ,~-l ( e ) ) .
Using this fact, it is easy to see that E ( l l 8~ 7 (3) is found by using the Monte Carlo method and the approximate solution for the stochastic differential equation (1) 
(5)
We define the function r(x) as follows:
where xn,,((n+ 1 )~) is the approximate solution of the stochastic differential equation at time ( n + l ) r with the given initial condition x at time nr. Since according to our assumption c E 3, then by using lemma 9. where the assumptions and the dimensions for x,, ynr , w,, and v, are the same as in the previous sections. We assume that z is a random integer vector, i.e. z E 2" and J, has the proper dimension. Vector z is assumed to be constant in time. This problem can be set up in continuous time as well. In both setups we &sume that the integer uncertainty affects only some components of the observation, and other components are unaffected by z. The affected components have associated noise components in v n that have considerably lower energy. This suggests that an accurate estimation of z can increase the accuracy of the estimate of the state of the system significantly. The INS/CPDGPS, dead reckoning/CPDGPS, or vehicle dynamics/CPDGPS problem can be formulated using this treatment.
To incorporate the integer uncertainty into the dynamics, we can augment the state xt with the integer ambiguity z. We assume that the initial distribution of the augmented state, (X$,Z;)~, is known. With this assumption, the state dynamics and the observation have the same form that was studied in Section 2. Therefore, we can apply particle filtering to find the conditional probability distribution of the augmented state.
Since zt does not change, due to resampling, the part of the particles associated to zt tends to cover smaller and smaller portions of the state space. This problem should be addressed properly otherwise the particle filtering fails to find a proper estimate of the conditional distribution [19] .
In a two dimensional space, three transmitters are mounted a t three known points. The moving object can measure its distance from these transmitters. For each pseudo satellite, two types of measurement are possible, one with high measurement noise and the other with low measurement noise. For the low measurement noise, though, there is an integer ambiguity. The dynamics of the moving object for this example is considered to be in discrete time and linear time invariant (this problem can be thought of as vehicle dynamics/CPDGPS in two dimensions). In the simulation, it is assumed that the initial condition for the position is distributed in a square of size 200 x 200 units, symmetric with respect to the origin. The results of the simulation are shown in Figure 1 and 2. To display the estimated integers, we simply used the mean value. In this simulation we forced one of the integers to have a jump. Although our algorithm is not designed for these kinds of changes, we see that it can estimate the new integer values. In future, we use special treatment for the times when these kinds of jumps happen. As can be seen, the estimates for the integers are reasonably good. The reliability of the estimates for the integers depends on the energy of the noise.
Conclusions and Future Work
The simulation results show that our method is capable of estimating the integer ambiguity and the position. There are certain issues that need further investigation.
In the following, we itemize these issues: These questions are to be answered in future work. In addition to these, we shall be more specific in our simulations, and use real GPS data for our results.
