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Particle physics studies the nature of subatomic particles that constitute the
matter and radiation in our universe. The field has been growing rapidly since the
discovery of the first subatomic particle - the electron in 1897 [1]. Figure 1.1 includes
some important discoveries in the history of particle physics. The current dominant
theory that provides a classification of these fundamental particles and describes
their interactions is called the standard model (SM). The SM has successfully ac-
commodated the existence of the W and Z bosons, gluons, the charm, bottom and
top quarks, and predicted their properties with high precision, which agreed with
the experimental results. The discovery of the Higgs boson [2, 3] in 2012 at the
CERN Large Hadron Collider (LHC) marked the last missing ingredient of the SM.
The SM Lagrangian describes the dynamics of particle physics with only 19
free parameters. Despite the huge success of its predictions, which agree with the
experimental results exceptionally well, there are still remaining questions that the
SM can not answer, such as the origin and nature of dark matter and dark energy,
neutrino masses, and gravitation. Two experimental approaches are undertaken
to study particle physics. The first is to measure as precisely as possible the SM
parameters and check if they are consistent with the SM predictions (precision mea-
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Figure 1.1: Timeline of some important particle discoveries. The figure is adapted
from Reference [4] with information from Reference [5].
surements); the second is to look for new particles and new interactions that are
not part of the SM (beyond-the-SM searches). The Compact Muon Solenoid (CMS)
detector located at the CERN LHC is a multi-purpose detector, that provides the
possibility to carry out both approaches simultaneously.
Two proton beams running in opposite directions are accelerated to 6.5 TeV
in the LHC accelerator, and brought to collisions at the center of the CMS detector.
The properties of the particles produced in these collisions are measured in the
detector, and the measurements are used to reconstruct physical objects, such as
leptons, photons, and jets. The missing transverse momentum (pmissT , MET) is one of
the key physical objects. It plays a crucial role in interpreting particles that have no
interactions within the detector, which is relevant for both precision measurements
and beyond-the-SM searches.
Modern deep-learning techniques have been explored within CMS, with great
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improvements observed relative to traditional techniques in areas such as heavy
flavor jet-tagging algorithms [6, 7], b jet energy measurement [8], and tau lepton
identification [9]. However, deep-learning algorithms envisioned only limited appli-
cation to the pmissT estimation.
This dissertation presents a Deep-Neural-Network–based (DNN-based) miss-
ing transverse momentum estimator, called “DeepMET”. This new estimator oper-
ates on each particle individually and assigns a weight wi and two biases bi,x, bi,y
to each particle. The estimator is defined as the negative weighted momentum
sum of all particles in an event together with their bias contributions. A 10-20%
improvement has been observed compared with the current best pmissT estimator.
The dissertation also explores the application of DeepMET in the study of
the hadronic recoil against the W boson in W → `ν events. W and Z bosons
are produced predominantly through quark-antiquark annihilation in pp collisions.
Higher-order processes can include radiated gluons or quarks that recoil against the
boson and introduce non-zero boson transverse momentum [10]. Figure 1.2 shows
an example diagram of such processes. The hadronic recoil serves as an important
element in the measurement of the W mass, which is one of the most fundamental
parameters of the SM. Measuring the W mass provides a highly stringent check of
the validity of the SM, and constrains the parameters of many models beyond the
SM (BSM) [11, 12]. Systematic uncertainties from the W transverse momentum
on the W mass measurement are studied, in which the DeepMET estimator shows
significant improvements relative to other estimators.








Figure 1.2: An example of a diagram for the production and leptonic decay of the
W boson with a radiated gluon in pp collisions.
SM and the global electroweak fit to the SM parameters. Chapters 3 and 4 describe
the experimental setup, focusing on the LHC accelerator and the CMS detector,
respectively. Chapter 5 is devoted to describing the object and event reconstruction
algorithms utilized in the CMS experiment. Chapter 6 presents the new DNN-
based pmissT estimator DeepMET. Chapter 7 discusses an important application of
DeepMET in the measurement of the hadronic recoil against the W boson. Finally,
Chapter 8 summarizes the studies advanced in this dissertation, and presents an
outlook for future developments.
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Chapter 2: Theory
The Standard Model (SM) [13–17] of particles physics is a theoretical frame-
work that describes all known elementary particles and three of four fundamental
forces (the electromagnetic force, the weak force, and the strong force, except for
gravity) in the universe. It is a renormalizable quantum field theory with local gauge
symmetries, represented with the gauge group SU(3)C × SU(2)L × U(1)Y.
The SM divides all elementary particles into three classes: spin-1/2 fermions,
gauge bosons and the Higgs boson. Spin-1/2 fermions include three generations of
quarks ((u, d), (c, s), and (t, b)) and three generations of leptons ((e, νe), (µ, νµ),
(τ , ντ )). Quarks carry color charge and thus participate in strong interactions. Lep-
tons are colorless and do not experience strong interactions. All quarks and leptons
obey Fermi-Dirac statistics and are the fundamental elements that make up matter.
Gauge bosons (g, γ, W, and Z) have spin-1, obey Bose-Einstein statistics, and serve
as force carriers mediating the three fundamental interactions between particles.
The Higgs boson is the only spin-0 scalar boson; it explains how fermions and the
W and Z gauge bosons acquire masses. Figure 2.1 summarizes the elementary par-
ticles in the SM, together with the electrical charge, mass, and spin of each particle.
Figure 2.2 summarizes different kinds of interactions allowed in the SM.
5
Figure 2.1: Summary of elementary particles in the SM, together with the electrical
charge, mass, and spin of each particle [18].
2.1 Quantum Electrodynamics
Quantum electrodynamics (QED) is the relativistic quantum field theory of
electrodynamics. It is an Abelian gauge theory with the symmetry group U(1).
The Lagrangian of a relativistic spin-1/2 free Dirac fermion can be written as:
LDirac = ψ̄(x)(iγµ∂µ −m)ψ(x) , (2.1)
where ψ(x) is a Dirac spinor, γµ is the Dirac matrix, and ψ̄(x) = ψ†γ0. The
Lagrangian is not invariant under a local U(1) gauge transformation:





























(f) U is any up-type
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(n) Higgs self interac-
tion
Figure 2.2: Summary of interactions in the SM.
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due to the derivative in Equation 2.1. In order to fix this problem, a new spin-1
field Aµ(x) is introduced, which transforms as:




The covariant derivative is defined as:
Dµψ(x) = [∂µ − ieqAµ(x)]ψ(x) , (2.4)
which transforms like the field itself: (Dµψ(x))
′ = exp{iqθ}Dµψ(x). Consequently,
the new Lagrangian, which is written as:
L = ψ̄(x)(iγµDµ −m)ψ(x) = LDirac + eqAµ(x)ψ̄(x)γµψ(x) , (2.5)






where Fµν = ∂µAν − ∂νAµ, should be added to the Lagrangian in order to make Aµ
a true propagating field. The total Lagrangian is:








The Lint describes electromagnetic interactions, which are also shown in the second
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plot of the first row in Figure 2.2. The fine-structure constant, characterizing the
electromagnetic coupling strengths, is defined as α = e2/4π.






Quantum chromodynamics is the theory of strong interactions between quarks
and gluons. It is a non-Abelian gauge theory, with the SU(3)C symmetry group.
The subscript C represents the color, and there are three types of color charges in
total: red, green, and blue.





µ∂µ −mf )qf , (2.8)






f ) is a vector in color space.




















with fabc denoting the SU(3) structure constants. Similar to the QED case discussed
in Section 2.1, the gluon gauge bosonsGµa(x) are introduced to modify the derivatives






where the factor gs is the QCD coupling constant. A more often used quantity
is αS = g
2
s/4π, referred to as “strong coupling constant”, analogous to the fine-
structure constant α in QED. The corresponding Gµa(x) field strength is described
as:
Gµνa (x) = ∂


















































where the first line denotes the kinetic terms for quarks and gluons and the second
line denotes the interactions between quarks and gluons. Differently from QED,
there are gluon self-interaction terms in the third line because of the QCD’s non-
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Abelian character. The three interaction terms are shown in Figure 2.2(b), Fig-
ure 2.2(c),and Figure 2.2(d), respectively.
Due to gluon self-interactions, the renormalized strong coupling constant αS
has a unique behavior: it is small at high energy (short distance) (asymptotic free-
dom) and large at low energy (large distance). Figure 2.3 shows the measured
evolution of αS as a function of the energy scale Q. When two bare quarks are cre-
ated and travel apart from each other, the potential energy stored in the gluon field
mediating the interactions get larger. Eventually there will be quark-antiquark pairs
popping up from the vacuum and forming color-neutral hadrons with the original












αs(MZ ) = 0.1171±0.00750.0050 (3-jet mass)










Figure 2.3: Comparison of the αS(Q) evolution as a function of the energy scale
Q [19].
2.3 The Electroweak Theory
The electroweak theory unifies the electromagnetic and the weak forces medi-
ated by the γ, W, and Z gauge bosons. The gauge group is SU(2)L ×U(1)Y, where
11
the subscript L refers to left-handed fields and Y refers to hypercharge.
In the SM, quarks and leptons form the left-handed doublet and right-handed




 and eR, (2.14)











where γ5 is a 4× 4 matrix ( 0 I2×2I2×2 0 ). Similar ideas apply to the quark sector: the
first generation of quarks u and d can be written as: Q1 =
uL
dL
, uR, and dR.
Analogous to the QED and QCD cases, in order to keep the Lagrangian in-
variant under the gauge transformation of SU(2)L × U(1)Y, the derivatives should
be:
Dµ,L = ∂µ − ig
σi
2
W iµ(x)− ig′y1Bµ(x) ,
Dµ,R = ∂µ − ig′y2Bµ(x) ,
(2.16)
where g and g′ represent the gauge couplings for the SU(2) and U(1) group, respec-
tively; σi/2 is the generators of the SU(2) group; yi is the hypercharge. With this
the Lagrangian for the fermion field is invariant under gauge transformations.
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with the field strengths:
Bµν = ∂µBν − ∂νBµ ,
W iµν = ∂µW
i
ν − ∂νW iµ + gεijkW jµW kν .
(2.18)
The total Lagrangian is the sum of the fermion fields and the gauge fields:













The covariant derivatives in Equation 2.16 introduce the interactions between
the fermions and the gauge bosons, which can be split into two categories: the








W †µ = (W
1








Bµ are combined to form the γ (Aµ) and Z bosons:
Aµ = Bµ cos θW +W
3
µ sin θW ,
Zµ = −Bµ cos θW +W 3µ sin θW ,
(2.21)





The electric charge should satisfy:
e = g sin θW = g
′ cos θW , (2.23)
in order to have the Aµ term consistent with QED. The covariant derivatives also
generate interactions between different gauge bosons, shown in Figure 2.2(h) and
Figure 2.2(i).
2.4 The Higgs Mechanism
It appears that a theory containing only fermions and gauge bosons would need
them to be massless, for the gauge symmetries to be preserved. This is contradicted
by experimental observations. The Higgs mechanism was introduced [20–24] to solve
this problem and explain how fermions and gauge bosons acquire their respective
masses.







and the potential for this scalar field (the Higgs potential):
V (φ) = µ2φ†φ+ λ(φ†φ)2 , (2.25)
in which λ should be larger than 0 for the potential to be bound. For µ2 > 0,
the field has a trivial minimum potential at φ = 0. However, for µ2 < 0, the
field has an infinite set of degenerate states with minimum potential, described by
|φ|2 ≡ ν2/2 = −µ2/2λ (vacuum expectation value). Figure 2.4 shows an illustration








Once a particular ground state is chosen, the SU(2)× U(1) symmetry gets sponta-
neously broken, while a U(1) gauge symmetry is preserved (which describes electro-
magnetism).







Together with the covariant derivative Dµφ = [∂µ− ig σi
2
W µi − ig′ 12B
µ]φ, the kinetic
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Figure 2.4: Illustration of the Higgs potential, with an infinite set of degenerate
states with minimum potential [25].















and the total Lagrangian is































where the quadratic term for the Higgs boson, and the W± and the Z gauge bosons












Photons remain massless since there is no mass term created for Aµ. Equation 2.29
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also includes the interactions of HWW, HHWW, HZZ, HHZZ, and the Higgs boson
self interactions H3 and H4. The HWW coupling strength is 2m2W/ν and the HZZ
coupling strength is m2Z/ν, both proportional to the square of gauge boson masses.
Fermion masses can also be acquired from the interactions with the Higgs field
via Yukawa couplings. It can be written as:




with the coupling strength mf/ν between the Higgs boson and the fermions, pro-
portional to the fermion mass.
The interactions involving the Higgs boson are shown in Figure 2.2(j) to Fig-
ure 2.2(n).
2.5 The Global Electroweak Fit
The SM parameters constrain one another with the above calculations. There
are only 7(+1) free parameters in the electroweak sector for one fermion generation.
The choice of these free parameters is not unique, and one example can be the two
gauge couplings g and g′, the two parameters µ2 and λ in the Higgs potential, and
masses of fermions mu, md, me (and mνe). The weak mixing angle θW, the W, Z, and
the Higgs boson masses, the Yukawa coupling strengths, and other parameters can
then be determined from calculations and compared with (in)direct experimental
measurements.
The global electroweak fit exploits this method. It combines measurements
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of different SM parameters in various processes into one single fit, to obtain the
precise evaluation of the SM parameters and probe the stringent test of the SM. It
successfully predicted the top quark [26] and the Higgs boson [11] mass windows
before their discoveries. The inputs to the fits include the Higgs boson mass mH, the
W boson mass mW and width ΓW, the Z boson mass mZ and width ΓZ, the effective
weak-mixing angle sin2 θfeff, the top quark mass mt, etc. More detailed information
and the latest fit results are provided in [12].
The W boson mass mW is a key ingredient among the input variables. It







(1 + ∆r) , (2.32)
where Gµ = 1.17× 10−5 GeV2 is the Fermi constant; ∆r represents the higher-order
corrections, and is sensitive to the top quark and the Higgs boson masses, as well
as new particles and interactions from theories beyond the SM. Figure 2.5 provides
the comparison of the constraints on mH from indirect fit results and the direct
measurements, where the mW provides one of the strongest constraints. Figure 2.6
is an example of the SM consistent test between the indirect determinations of mW,
mt and the direct experiment measurement results.
Figure 2.7 shows the ∆χ2 scan as a function of mW. The uncertainty on mW
from indirect fit is about 7 MeV, while the combined experimental uncertainty is
about 13 MeV, larger than the SM theoretical prediction.
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Figure 2.5: Comparison of the constraints on mH obtained indirectly from individual
observables with the fit result and the direct LHC measurement [12].
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Figure 2.6: Contours at 68% and 95% CL obtained from scans of mW vs. mt for the
fit including (blue) and excluding (gray) the mH measurement, as well as the direct
measurements of mW and mq [12].
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LEP [arXiv:1302.3415]
Tevatron [arXiv:1204.0042]
ATLAS [EPJC 78, 110 (2018)]
Figure 2.7: Scan of the ∆χ2 as a function of mW [12]. The current uncertainty from
the SM fit is about 7 MeV, smaller than the experimental measurements.
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Chapter 3: The Large Hadron Collider
The Large Hadron Collider (LHC) [28] is the world’s largest circular parti-
cle accelerator that accelerates and collides beams of protons or heavy ions at the
highest controlled energy and largest instantaneous luminosity. It is installed in the
26.7 km tunnel located 45-170 m beneath the surface in the border between France
and Switzerland. The tunnel was completed in 1988 for the CERN Large Electron-
Position Collider (LEP) machine [29].
The LHC consists of eight independent sectors (octants), each having one
straight section in its center and two half arcs at the two sides. Each straight
section is approximately 528 m long and can serve as an experimental or utility in-
sertion. Among these eight possible interaction regions, four have beam crossings;
an independent experiment is installed in each of them, as shown in Figure 3.1. Two
high-luminosity multi-purpose detectors, ATLAS [30] and CMS [31], are located at
Point 1 and Point 5, directly across the ring from one another to ensure approxi-
mately equivalent delivered luminosity. ALICE [32], a dedicated detector for heavy
ion collisions, operates at Point 2 and LHCb [33], a dedicated b physics detector,
operates at Point 8. The injection systems for Beam 1 and Beam 2 are also located
in Point 2 and Point 8, respectively. The remaining four straight sections do not
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have beam crossings and serve for other purposes: two collimated systems, one in
Point 3 and the other in Point 7; two radio frequency (RF) systems in Point 4, one
for each LHC beam; the beam dump systems in Point 6, which allow for each beam
to be aborted independently.
Figure 3.1: Schematic layout of the LHC [28].
The LHC is designed to collide proton beams with a center-of-mass energy
√
s
of 14 TeV and luminosity up to 1034 cm−2s−1. To accelerate protons to such a high en-
ergy, a chain of smaller accelerators is designed, as illustrated in Figure 3.2. Protons
are produced in a duoplasmatron source and accelerated to 50 MeV in the Linac2 lin-
ear accelerator. They are then injected into the Proton Synchrotron Booster (PSB)
and accelerated to 1.4 GeV. The PSB has four independent rings and operates on
the first harmonic of the natural wavelength of the RF system (harmonic h = 1).
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When protons are transferred from the PSB to the Proton Synchrotron (PS) for
further acceleration, the LHC two-batch filling scheme is used, in which six bunches
from two batches (split by 4 + 2 or 3 + 3) of the PSB are transferred to the PS on
harmonic h = 7, leaving one bunch in the PS empty. The filling process is shown in
Figure 3.3. In the PS, each of the six bunches is split into three bunches, accelerated
to 25 GeV on harmonic h = 21, and then further split into four bunches. There-
fore, the six original bunches injected from the PSB have been split into 72 bunches
in the PS, on harmonic h = 84 with 12 consecutive empty buckets. The empty
buckets provide a gap for the rise-time of the ejection kicker. In the next step, the
bunch train is injected into the Super Proton Synchrotron (SPS) and accelerated to
450 GeV. Finally, the proton bunches are injected from the SPS into the main LHC
ring through the injection system at Point 2 and Point 8.
Figure 3.2: LHC injection complex [34].
The harmonic h = 84, always referred to as “harmonic 84”, originates from
23
Figure 3.3: The LHC two batch filling scheme for the PSB to the PS transfer. [34].
the requirement of the LHC’s 25 ns bunch spacing (40 MHz). The length of the LHC
is 26659 m, which translates into 88924 ns orbit time for protons. With 25 ns bunch
spacing (24.95 ns to be more precise), the maximum number of bunches in the LHC
is 88924/24.95 ∼= 3564. The circumference of the SPS is 11 times that of the PS,
and the LHC is 27/7 times that of the SPS. So the 3564 bunches in the LHC are
essentially 3564/(27/7 × 11) = 84 in the PS. Therefore, the harmonic h = 84 is
needed in the PS, in order to fulfill the 25 ns bunch spacing in the LHC. Figure 3.4
shows the real proton bunches in the PS, SPS and one LHC ring. 2808 proton
bunches are distributed in the 3564 time slots, with 756 missing bunches intended
for the rise-time of injections and dumps.
The LHC accelerator is installed in the existing LEP tunnel. The internal
diameter is only 3.7 m in the arched sections between each sector , making it difficult
to install two completely separate proton rings. To overcome this problem, the LHC
adopted the twin-bore magnet design [35], where the two beams are placed in a single
mechanical structure. Figure 3.5 shows the cross section of the LHC dipole magnets.
The magnets are NbTi superconductors cooled to 1.9 K by superfluid helium. With
a total number of 1232 dipole magnets, the maximum magnetic field in the LHC is
8.33 T, allowing for proton energies up to 7 TeV.
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Figure 3.4: Proton bunches in the PS, SPS and one LHC ring [34].
Figure 3.5: Standard cross section of the LHC dipole magnet [36].
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The number of events per second generated in the LHC collisions is given by:
Nevents = Lσevents , (3.1)
where σevents is the cross section for these events and L is the instantaneous lumi-
nosity. The instantaneous luminosity depends only on the beam parameters and





where Nb is the number of particles per bunch; nb is the number of bunches per
beam; frev is the revolution frequency; γr is the relativistic gamma factor; εn is
the normalized transverse beam emittance; β∗ is the beta function at the collision
point; F is the geometric luminosity reduction factor due to the crossing angle at
the interaction point, and is calculated as:






where θc is the full crossing angle between the two beams; σz and σ∗ are the root
mean square (RMS) bunch sizes in the longitudinal and transverse direction, re-
spectively. Table 3.1 lists part of the LHC designed parameters and the parameters
during Run 2 (2015-2018) data taking. Figure 3.6 shows the integrated and peak
luminosity delivered by the LHC to CMS during stable beams for pp collisions at
Run 2. The integrated luminosity delivered by the LHC during Run 2 is 162.85 fb−1,
26
Table 3.1: Typical proton running conditions in the LHC in Run 2 (2015-2018),
together with the design parameters. Numbers are mostly taken from Reference [37]
and [38].
Parameter Design 2015 2016 2017 2018
Beam energy [TeV] 7.0 6.5 6.5 6.5 6.5
Protons per bunch Nb [10
11] 1.15 1.0-1.25 1.0-1.25 1.0-1.25 1.0-1.25
Number of bunches nb 2808 2244 2220 2556/1868 2556
Bunch spacing [ ns ] 25 25 25 25 25
Revolution frequency frev [Hz] 11245 11245 11245 11245 11245
Relativistic gamma factor γrev 7461 6928 6928 6928 6928
Transverse emittance εn [µm ] 3.75 3.5 2.2 2.2 1.9
β∗ [ m ] 0.55 0.8 0.4 0.4-0.3 0.3-0.25
Half crossing angle θc/2 [µrad] 143 145 185/140 150-120 160-130
Peak luminosity [1034 cm−2s−1] 1.0 0.5 1.4 2.1 2.1
and the integrated luminosity CMS recorded is 150.26 fb−1.
The total inelastic pp cross section at
√
s = 13 TeV is about 80 mb [40, 41].
With a peak instantaneous luminosity of 2.1× 1034 cm−2s−1 in 2018, the number of
interactions per second was about 1.6×109. The LHC proton bunch spacing is 25 ns,
which translates into a 40 MHz bunch crossing frequency. The actual frequency is
smaller due to the unfilled bunches described previously. In 2018, the frequency
was about: frev × nb = 11245 × 2556 = 28.7 MHz. Therefore, the number of pp
interactions per bunch crossing was around 1.6× 109/28.7 = 56 in 2018. Figure 3.7
shows the mean number of pp interactions per bunch crossing during Run 2. The
mean number of interactions was smaller since the average luminosity was smaller.
With the trigger selections described later in Section 4.5, there is usually one pp
interaction that is related to the process of potential physics interest (hard scatter-
ing), while other pp interactions from the same bunch crossing (pileup) are usually











































































































































Data included from 2015-06-03 08:41 to 2018-10-26 08:23 UTC 
2015, max. 5.2 Hz=nb
2016, max. 15.3 Hz=nb
2017, max. 20.7 Hz=nb










CMS Peak Luminosity Per Day, pp, ps = 13 TeV 
Figure 3.6: Integrated (top) and peak (bottom) luminosity delivered by the LHC
during Run 2 pp collisions at
√
s = 13 TeV [39].
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CMS Average Pileup (pp, ps=13 TeV)
Figure 3.7: Mean number of pp interactions per bunch crossing during Run 2 [39].
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Chapter 4: The Compact Muon Solenoid Detector
The main goals of the LHC physics programme include the characterization
of the newly discovered Higgs boson candidate, the precise measurements of the SM
parameters, and the search for new physics processes beyond the SM. In order to
achieve these goals, several requirements need to be satisfied: good identification,
and good energy and momentum resolution of muons, electrons and photons, and
good energy resolutions of jets and missing transverse momentum. The Compact
Muon Solenoid (CMS) detector is well designed to meet these requirements.
The CMS detector is a high-luminosity general purpose detector built 100 m
underground at Point 5 of the LHC. The detector has a cylindrical shape, with a
radius of 7.5 m, a length of 28.7 m, and a total weight of 14000 tons. It has a long
barrel section, and two endcaps on the two ends. Figure 4.1 shows an overview of the
CMS detector. The center feature is a 12.5 m long superconducting solenoid with an
inner radius of 3 m, which provides a 3.8 T uniform axial magnetic field. This strong
magnetic field is crucial for the precise measurement of charged particle momenta.
The strength and direction of the magnetic field are shown in Figure 4.2. A highly
segmented silicon tracker, a fine-grained crystal electromagnetic calorimeter, and a
hermetic brass/scintillator hadron calorimeter are inside the solenoid. The muon
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spectrometer embedded in the iron return yokes is outside the solenoid. Figure 4.3
shows a longitudinal view of one quadrant of the CMS detector, with all subsystems
and their distances in r-z space from the center plotted.
SUPERCONDUCTING SOLENOID
Niobium titanium coil carrying ~18,000 A
PRESHOWER
Silicon strips ~16 m2 ~137,000 channels
SILICON TRACKERS
MUON CHAMBERS
Barrel: 250 Drift Tube, 480 Resistive Plate Chambers
Endcaps: 540 Cathode Strip, 576 Resistive Plate Chambers
FORWARD CALORIMETER


















Pixel (100x150 μm2) ~1 m2 ~66M channels
Microstrips (80–180 μm) ~200 m2 ~9.6M channels
Figure 4.1: The cutaway diagram of the CMS detector [42].
CMS uses a right-handed coordinate system. The origin is located at the
nominal interaction point in the center of the CMS detector. The z axis is set along
the LHC beam pipe with the +z direction towards the Jura mountain. The x-y plane
is perpendicular to the beam pipe, with +x pointing radically toward the center of
the LHC ring and +y pointing vertically upward. In the x-y transverse plane,
the azimuthal angle φ is measured counterclockwise from the positive x axis and
the radial coordinate is represented with r. The polar angle θ is measured from the
positive z axis. Compared with θ, the pseudorapidity η, defined as η = − ln tan(θ/2)
30
Figure 4.2: Value of |B| (left) and field lines (right) on a longitudinal section of the
CMS detector [43].
Figure 4.3: Longitudinal view of one quadrant of the CMS [44].
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is more regular used. Figure 4.4 illustrates the coordinate system.
Figure 4.4: Illustration of the CMS coordinate system [45].
The events recorded by the CMS detector are organized following the order
of “run, luminosity section, event”. One run comprises a period with a consistent
configuration of the data taking, and can last several hours. One run is divided into
a set of luminosity sections. One luminosity section is defined to be 218 orbit times
(about 218 × 88924 ns = 23.3 s), during which the detector conditions are assumed
to be consistent, and the instantaneous luminosity is approximately constant. One
luminosity section consists of many events, with each event representing one bunch
crossing.
The CMS subdetectors will be described in detail in the following sections of
this chapter.
4.1 Tracker
The CMS tracking system [46, 47] is the innermost detector. It is designed
to carry out precision measurements of positions and momenta of charged particles
produced from pp collisions. These measurements are then used for primary and
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secondary vertex reconstructions [48]. The tracker has a cylindrical shape of 5.8 m
in length and 2.5 m in diameter, with its axis closely aligned to the LHC beam line,
and η coverage up to 2.5. Two subsystems make up the tracker: a small inner silicon
pixel detector and a large outer strip tracker. Figure 4.5 shows the schematic cross









































Figure 4.5: Schematic cross section through the CMS tracker in the r-z plane [48].
The tracker is symmetric with respect to the horizontal line r = 0, so only the top
half is shown here. The red lines represent the pixel tracker; the blue and black
lines represent the strip tracker, where the blue is for layers with double-sided strip
modules and black is for the ones with single-sided modules. The pixel detector
shown in this plot is the one before the Phase-1 pixel upgrade.
The pixel tracker is the closest portion to the beam pipe. Before 2017, it
consisted of three barrel layers (BPIX) and two endcap disks (FPIX) in each side.
The three BPIX layers were located at radii 4.4, 7.3 and 10.2 cm extending from
z = −26.5 cm to z = +26.5 cm. The two FPIX disks were located at z = ±34.5 cm
and ±46.5 cm, and covered a region between approximately 6 cm and 15 cm in radius
from the beam pipe. In order to meet the increased requirements imposed by high
luminosity and pileup, the pixel tracker was upgraded during the technical stop at
the beginning of 2017 [49]. The new pixel detector has four barrel layers (located
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at radii 3.0, 6.8, 10.9 and 16.0 cm) and three endcap disks at each side (located
at z = ±29.1 cm, ±39.6 cm, and ±51.6 cm). Figure 4.6 compares the geometry
of the pixel detector before (dashed yellow) and after (solid green) the upgrade.
The pixel size is unchanged: 100× 150µm2. The hit position resolution in the pixel
tracker is about 10µm in the transverse coordinate and 20-40µm in the longitudinal
coordinate.
Figure 4.6: Comparison of the pixel detector geometry before and after the Phase-1
upgrade [50]. The dashed yellow is before the upgrade and the solid green is after
the upgrade. One quadrant of the detector is shown since it is symmetric along
r = 0 and z = 0.
Surrounding the pixel detector is the strip tracker, occupying the radius be-
tween 20 and 116 cm. It consists of four subsystems: tracker inner barrel (TIB) and
tracker outer barrel (TOB) with cylindrical shape in the barrel, and tracker inner
disk (TID) and tracker endcap (TEC) in the two endcaps. The location and number
of layers information is summarized in Table 4.1. The single hit resolution in TIB
(TOB) is about 13-38µm (18-47µm).
The material budget of the tracking system is optimized in order to minimize
the energy loss and multiple scatterings. The estimated total amount of material
was 0.4 radiation lengths in the central region and up to 1.8 radiation lengths in the
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Table 4.1: Summary of the number of layers and the position information of the
four strip tracker subsystem[48].
Subsystem Layers Location
TIB 4 cylindrical 20 < r < 55 cm
TOB 6 cylindrical 55 < r < 116 cm
TID 3 disks 58 < |z| < 124 cm
TEC 9 disks 124 < |z| < 282 cm
transition region between barrel and endcap.
4.2 Electromagnetic Calorimeter
Outside the tracking system is the electromagnetic calorimeter (ECAL) [51].
The main role of the ECAL is to measure the energy of electromagnetic showers
of electrons, photons, and neutral pions. It is a homogeneous and nearly hermetic
calorimeter, made up of lead tungstate (PbWO4) crystals, individually read by a
photodetector. The ECAL consists of several subsystems: the ECAL barrel (EB),
the ECAL endcap (EE) at the two sides, and a sampling ECAL preshower detector
(ES) in front of EE with high granularity for discriminating neutral pions from
prompt photons. The layout of the ECAL is shown in Figure 4.7.
Lead tungstate crystals have high density (8.28 g/ cm3), short radiation length
(X0 = 0.89 cm), small Moliére radius (RM = 2.2 cm), fast scintillation decay time
and high radiation tolerance. These make them a suitable choice for a compact
ECAL with fine granularity. Due to different magnetic fields and radiation levels,
avalanche photodiodes (APD) and vacuum phototriodes (VPT) are chosen to be the
photodetectors in the EB and EE, respectively.










Figure 4.7: Layout of the CMS ECAL [52]. The ECAL barrel coverage is up to
|η| = 1.479; the endcaps extend the coverage to |η| = 3.0; the preshower detector
detector covers approximately 1.65 < |η| < 2.6.
coverage up to |η| = 1.479, and a total number of 61200 PbWO4 crystals. The
crystals have a tapered shape: the cross section of the front face is about 22×22 mm2,
which translates into the ∆η×∆φ granularity of 0.0174×0.0174 (1◦×1◦); the cross
section of the rear face is 26× 26 mm2; the total length is 230 mm, corresponding to
25.8 radiation lengths. The back of the crystals is attached to APDs for detecting
the scintillation light from crystals.
The EE is located 3.14 m in the z direction from the nominal interaction point
and covers the range of 1.479 < |η| < 3.0. Each endcap contains 7324 PbWO4
crystals. The crystals have a cross section of 28.6 × 28.6 mm2 in the front and
30×30 mm2 at the back, and a total length of 22 cm, corresponding to 24.7 radiation
lengths. The VPTs are attached to the back of crystals for the photodetection. A
summary of these information is provided in Table 4.2.
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Table 4.2: Summary of ECAL parameters.
Parameter Barrel Endcap
Pseudorapidity coverage |η| < 1.479 1.479 < |η| < 3.0
ECAL envelop: rinner, router [ mm] 1238, 1750 316, 1711
ECAL envelop: zinner, zouter [ mm] 0, ±3045 ±3170, ± 3900
Granularity: ∆η ×∆φ 0.0174×0.0174 0.02×0.02 to 0.05×0.05
Crystal dimension [ mm3] 21.8×21.8×230 28.6×28.6×220
Depth in X0 25.8 24.7
No. of crystals 61200 14648








⊕ C , (4.1)
where the three contributions are the stochastic, noise, and constant term. In 2006,
the EB resolution was measured from an electron team beam by summing the energy
in a grid of 3× 3 crystals and found to be S = 2.8%, N = 12%, and C = 0.3% [53].
During the data-taking period, the transparency of the ECAL crystals decreases
because of radiation damages, and then is partially recovered in the low-luminosity
runs and technical stops. CMS uses a laser system continuously monitoring the
crystal’s light yield; the light response is corrected accordingly.
4.3 Hadron Calorimeter
Surrounding the ECAL is a hermetic brass/scintillator sampling hadronic
calorimeter (HCAL) [54]. It is crucial for the measurement of neutral hadrons,
since they do not create tracks in the tracker and leave only a small portion of their
energy in the ECAL. With a hermetic structure, the HCAL plays an important role
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for the reconstruction and measurement of jets and missing transverse momentum.
The HCAL consists of four subsystems: the HCAL barrel (HB), the HCAL endcap
(HE), the HCAL forward (HF) and the HCAL outer (HO). A layout of the HCAL
with these different subsystems is shown in Figure 4.8.
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Figure 4.8: A schematic view of one quarter of the HCAL [55].
The HB is located between the EB (outer radius r = 1.8 m) and the solenoid
magnet (inner radius r = 3.0 m), with the |η| coverage up to 1.4. With the plane
of z = 0 it is divided into two half barrels, each consisting of 18 identical wedges.
Figure 4.9 shows the shape of an HB wedge as an example. Each wedge is segmented
into 16 towers along η and 4 towers along φ, resulting in a tower size of 0.087×0.087
in ∆η×∆φ and a total number of 2304 towers in HB. There are 16 layers of absorber
plates in each wedge, with 3.7 mm thick plastic scintillator tiles inserted in between
(Layer 1 to Layer 15). The first plate is made of stainless steel with 40 mm thick,
followed by eight 50.5 mm thick brass plates, six 56.5 mm thick brass plates, and a
75 mm thick steel plate for the last layer. The overall thickness of the HB absorber
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ranges from about 6 nuclear interaction lengths at η = 0 to over 10 radiation lengths
at |η| = 1.3. Before the first absorber layer and after the last absorber layer, there
are also 9 mm thick scintillator layers installed (Layer 0 and Layer 16), with Layer 0
measuring the energy of hadronic showers in the dead material between the EB and
the HB, and Layer 16 serving to correct for late developing showers leaking out of
the HB. The light signals from plastic scintillators in different layers are collected
by wavelength shifting (WLS) fibers and carried to hybrid photodiodes (HPDs) for
signal digitizing and readout.
Figure 4.9: Isometric view of an HB wedge [56].
The thickness of HB is constrained by the outer radius of the EB and the
inner radius of the solenoid magnet. Therefore, the HO detector is placed in the
central region |η| < 1.26 outside the solenoid volume, to act as an extension of the
HCAL system. The inclusion of the HO layers extends the total thickness of the
calorimeter thickness to at least 11 nuclear interaction lengths.
The HE covers the range of 1.3 < |η| < 3.0 and has a total number of 1368
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towers. The granularity is the same as HB for |η| < 1.6, and becomes coarser at high
|η|. The HE has a similar structure as the HB: a sampling detector with 78 mm thick
brass absorber plates and 3.7 mm thick plastic scintillator tiles installed between the
plates. It has an approximate thickness of 10 interaction lengths. In front of the
first layer of absorber, 9 mm thick scintillators are installed for sampling from the
dead material between the EE and the HE, similar to the HB case. Scintillators
are connected with WLS fibers and HPDs are used for the readout. During the
HCAL Phase-1 upgrade, all the HPDs in HB, HE and HO have been replaced with
silicon photomultipliers (SiPMs) for higher radiation tolerance and better light yield
resolution [57].
The HF is located outside the solenoid, at a distance of 11.2 m from the center
interaction point. It covers the range of 2.85 < |η| < 5.2 without any ECAL part in
the front. Due to the much harsher radiation environment in the forward region, the
HF design is different from the other HCAL subsytems. The HF consists of a steel
absorber with a thickness of 165 cm (about 10 interaction lengths). Quartz fibers
are embedded in the absorber as the active material and the produced Cherenkov
light is read out by photomultiplier tubes (PMTs). The HF detector is divided
into two longitudinal segments, with half of the fibers extending the full length of
the absorber and the other half starting from a depth of 22 cm from the HF front
face. This arrangement allows for the discrimination of electrons and photons from
hadrons, making use of the fact that EM showers deposit most of their energy in
the first 22 cm, while the hadronic showers deposit energy throughout the HF.
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4.4 Muon System
The most outward part of the CMS detector is the muon system [58]. Unlike
electrons, photons, or hadrons, muons are minimum ionizing particles and can fly
through the detector mostly unaffected. The detection of a charged particle outside
the magnetic solenoid is a clean and strong indicator that the particle is a muon. In
CMS, the muon system is used to identify and trigger on muon objects, and also to
improve the momentum resolutions of high pT muons (pT > 200 GeV). Three types
of gas ionization chambers were chosen to build the CMS muon system: drift tube
chambers (DTs) in |η| < 1.2, cathode strip chambers (CSCs) in 0.9 < |η| < 2.4 , and
resistive plate chambers (RPCs) in |η| < 1.9. All three subsystems are embedded in
the steel flux-return yoke. A schematic view of the whole muon detector is shown
in Figure 4.10.
In the barrel region, the neutron background is high, the magnetic filed is
uniform, and therefore the DT chambers with long aluminum drift cells are used.
There are 250 DT chambers in total, with each providing a spatial resolution of about
100µm in r-φ. In the endcap region, because of the large neutron background and
non-uniform magnetic field, CSC chambers are used. The spatial resolutions for
CSC chambers are typically between 50-140µm.
In order to complement the DTs and CSCs, RPCs are used in both the barrel
and endcap regions up to |η| = 1.9. The RPCs have a coarse position resolution
but an excellent intrinsic timing resolution of about 1.5 ns. They are mainly used
to provide accurate measurements of the timing information of the muon hits with
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Figure 4.10: An r-z cross section of a quadrant of the CMS detector, including the
muon subsystems: DTs, CSCs, and RPCs [59]. The DTs are labeled MB (“Muon
Barrel”) and the CSCs are labeled ME(“Muon Endcap”). RPCs are mounted in
both the barrel and the endcap, where they are labeled RB and RE respectively.
The magnet yoke is represented by the dark gray areas.
acceptable position resolutions. The measurements are then combined with the
precise position information from DTs and CSCs in order to trigger on a muon
candidate, and assign it to the correct bunch crossing.
4.5 Trigger
As described in Chapter 3, the LHC operates with a bunch spacing of 25 ns,
which translates into a 40 MHz bunch crossing frequency. (Due to the unfilled bunch
gaps in between, the actual bunch crossing frequency is about 2556 × 11245 =
28.7 MHz.) Given there are multiple pp interactions per bunch crossing, the total
pp inelastic collision rate is much higher, on the order of 1 billion per second.
Among these only 1000 events per second can be saved due to the constraints on
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the readout, storage, and computing. In CMS, a two-level trigger system [60–62] is
utilized in order to select the events of potential physics interest and rejecting the
non-interesting ones.
The first level (L1) of the CMS trigger [63] is implemented with custom hard-
ware processors. It processes information from the calorimeters and the muon sys-
tem of every single bunch crossing, and reduces the event rate to 100 kHz by making
a decision on whether or not to save each event.
Figure 4.11 shows the diagram of the L1 trigger system during Run 2. The
calorimeter trigger consists of two layers: Layer 1 receives, calibrates, and sorts the
local energy deposits (“trigger primitives”) from the ECAL and HCAL; Layer 2 uses
these calibrated trigger primitives to reconstruct and calibrate physics objects, such
as electrons, jets, and energy sums. The muon trigger include three muon track
finders (MTF) that reconstruct muons in the barrel (BMTF, |η| < 0.9), overlap
(OMTF, 0.9 < |η| < 1.2) and endcap (EMTF, 1.2 < |η| < 2.4) regions of the
detector; the reconstructed muons are sent to the global muon trigger for final muon
selection. Finally, the global trigger collects the muons and calorimeter objects and
executes the algorithms with different selection criteria (“trigger menu”) in parallel
for the final trigger decision.
Th events passing the L1 trigger selections are then sent to the high-level trig-
ger (HLT), which utilizes a farm of several thousand commercial processors (CPUs
and GPUs, referred to as “Event Filter Farm”) and further reduces the event rate
from 100 kHz to 1 kHz. The HLT uses the full precision of data from the detector
and runs the physics object reconstructions and selections following different HLT
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Figure 4.11: Diagram of the CMS Level-1 trigger system during Run 2 [63].
paths. Each HLT path is implemented as a sequence of steps of increasing com-
plexity, reconstruction refinement, and physics sophistication. If one event fails the
selection based on the calorimeter or the muon detector information, it will not be
further processed such that the CPU-expensive tracking reconstruction will not be
performed. The events passing the selections are then sorted into different datasets
based on the HLT paths, and eventually transferred to the CMS Tier-0 computing
center for offline processing and permanent storage.
In addition to the standard workflow described above, CMS has also devel-
oped other techniques to increase the event rate, such as data scouting and data
parking [64]. The data scouting reduces the event size from the default of about
1 MB to around 1-10 kB, by running the event reconstruction during the online
trigger processing and saving only the information of specific physics objects. The
data parking sends the full raw events directly to tape without reconstruction. The
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data are “parked” temporarily and reconstructed when the computing resources are
available. These techniques allow for achieving an effective event rate of a few kHz.
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Chapter 5: Object and Event Reconstruction
The physics object and event reconstruction needs to be carried out first in or-
der to perform physics analyses. The reconstruction utilizes the different signatures
that different types of particles create when they travel in the CMS detector. Fig-
ure 5.1 depicts these detection patterns. All charged particles, such as muons, elec-
trons, and charged hadrons, create hits in the inner tracking system. Electrons and
photons deposit most of their energy in the electromagnetic calorimeter. Charged
and neutral hadrons deposit most of their energy in the hadronic calorimeter. Muons
deposit little energy in the calorimeters, but create hits in the outer muon system.
Neutrinos interact very weakly with the subdetectors, and their presence has to be
inferred from the missing transverse momentum pmissT .
During the first step of the reconstruction process, digitized readouts from the
subsystems of the CMS subdetectors are utilized to produce the reconstructed hits
(RecHits), which contain information such as the position, energy deposition, and
time of energy deposition. In the second step, the RecHits from different subsystems
of one given subdetector are combined. Tracks and primary pp interaction vertices
(primary vertices) are reconstructed from the tracker RecHits. Calorimeter towers
(CaloTowers) are formed by summing over ECAL or HCAL RecHits from the same
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Figure 5.1: A sketch of how different particles interact with the CMS detector in
the transverse slice [65].
tower. Standalone muons are created using the RecHits in the muon system. In the
final step, these objects are correlated and the information from all subdetectors
are combined, through the particle-flow (PF) reconstruction [66], to provide the
optimal collection of physics objects with superior efficiencies and resolutions for
physics analyses.
In this chapter, track and primary-vertex reconstruction is firstly introduced.
Then a brief description of the PF reconstruction is presented, followed by a detailed
description of muon, electron and photon reconstruction. Before the discussion of
the jet and pmissT reconstruction, the pileup identification algorithm pileup per particle
identification (PUPPI) [67] is discussed, which is widely used in the current CMS
jet and pmissT reconstruction.
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5.1 Tracks and Vertices
5.1.1 Track Reconstruction
A charged particle in a homogenous magnetic field follows a helical trajectory,
which can be determined by 5 parameters. In the CMS coordinate system, they
are (d0, z0, θ, φ, q/pT), defined at the point of closest approach of the track to the
beam axis (impact point). d0 and z0 are the coordinates of the impact pact in the
radial and z directions, respectively; θ is the polar angle; φ is the azimuthal angle;
q/pT is the ratio between the charge and the transverse momentum of the charged
particle, also known as the signed reciprocal transverse momentum, from which the
signed radius of the helix ρ can be determined with the known magnetic field B
using ρ = pT/qB.
Track reconstruction [48] starts from the hits of charged particles in the pixel
and strip detectors, and obtains their track parameters. In CMS the reconstruction
is done with the Combinatorial Track Finder (CTF), which is an adaptation of the
Kalman filter [68] that allows pattern recognition and tracking fitting to occur in
the same framework.
The collection of reconstructed tracks is produced by iterating multiple times
the CTF track reconstruction sequence (so-called “iterative tracking”). In the first
step of each iteration, the track trajectories that are easiest to reconstruct (with large
pT and produced near the interaction point) are built by the track-finding module
(track finding). Then the trajectories are fitted with the track-fitting module for
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best estimations of the trajectory parameters (track fitting). Tracks that fail certain
specified criteria, such as with large impact parameters, with many missing hits, or
with large χ2 from the track fitting, are discarded after the fitting (track selection).
At the beginning of the next iteration, the hits associated with high quality tracks in
previous iterations are removed, such that the combinatorial complexity is reduced
and tracks that are more diffcult to reconstruct (with low pT, or greatly displaced)
can be built more efficiently.
Table 5.1 lists the requirements on the minimum pT and the maximum trans-
verse and longitudinal impact parameters relative to the center of the beam spot in
different iterations. Figure 5.2 shows the track reconstruction efficiency as a func-
tion of the transverse distance from the beam axis to the production point of each
particle. The efficiency is more than 90% for charged particles with pT > 0.9 GeV
produced within 2 cm from the beam axis. For tracks with 10-30 cm displacement
in the transverse plane (outside the pixel tracker), the reconstruction efficiency is
about 50-60%, and most of these tracks are reconstructed in the later iterations, as
explained previously. The fake rate, defined as fraction of reconstructed tracks that
are not associated with any simulated particle, is typically around a few percent.
The resolution of track pT, transverse (d0) and longitudinal (z0) impact pa-
rameters depends on the track pT and η, and other conditions, e.g., pileup. The pT
resolution is usually around a few percent; for tracks with pT above 1 GeV, the d0
resolution is usually around 20-30µm, while for z0 it is around 100µm.
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Table 5.1: List of requirements on the initial estimation of track trajectories for the
track finding. d0 and z0 are the transverse and longitudinal impact parameters with
respect to the beam spot. The σ in the table refers to the length of beam spot along
the z direction, which is usually around 5 cm. The asterisk symbol indicates the z0
in that case is calculated relative to a pixel vertex instead of to the center of the
beam spot [48].
Iteration pT > [ GeV] d0 < [ cm] |z0| < [ cm]
0 0.8 0.2 3σ
1 0.6 0.2 0.2∗
2 0.075 0.2 3.3σ
3 0.35 1.2 10
4 0.5 2.0 10
5 0.6 5.0 30
Radius (cm)























 = 7 TeVsCMS simulation
Figure 5.2: Track reconstruction efficiencies as a function of the transverse distance
(r) from the beam axis to the production point of each particle, for tracks with
pT > 0.9 GeV and |η| < 2.5 [48].
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5.1.2 Primary-vertex Reconstruction
The reconstructed tracks are used for the reconstruction of primary vertices,
which include both the hard-scattering vertex and vertices from pileup collisions.
Firstly, tracks are required to pass some quality cuts (e.g., number of hits in the
pixel and strip tracker, and trajectory fit quality), and to be close to the interaction
point (by cutting on the significance of the transverse impact parameter relative to
the center of the beam spot). In the second step, selected tracks are clustered on
the basis of their z coordinates at the point of closest approach to the center of the
beam spot. The clustering is done using a deterministic annealing algorithm [69]
to produce the candidate vertices. In the third step, the candidate vertices are
fitted with an adaptive vertex fitter [70] for the best estimate of vertex parame-
ters. Among all the reconstructed primary vertices, the one with the largest value
of summed physics-object p2T is selected as the hard scattering vertex (also called
“leading vertex”). Other reconstructed primary vertices are referred to as pileup
vertices.
Figure 5.3 shows the resolution of reconstructed primary vertices in the x and
z directions. It is below 50µm for vertices with more than 10 associated tracks.
5.2 Particle Flow
Particle Flow event reconstruction [66] is used to combine the measurements
from all subdetectors for an optimal object event description. The reconstructed
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Figure 5.3: Resolution of reconstructed primary vertices in x (left) and z (right)
directions, as a function of number of tracks associated with the vertex [48].
PF charged hadrons, PF neutral hadrons. In addition, the HF electromagnetic (EM)
and hadronic (HAD) clusters are added to the particle list as HF photons and HF
hadrons. No attempt is made to distinguish various species of neutral and charged
hadrons in the PF reconstruction.
5.2.1 PF Elements and PF Blocks
The PF reconstruction relies on basic PF elements : reconstructed tracks from
the inner tracker, calorimeter clusters in the ECAL and HCAL, and standalone muon
tracks in the muon system. The calorimeter clustering is performed separately in
EB, EE, HB, HE, and two PS layers. In the HF, no clustering is performed: the
electromagnetic and hadronic components in each cell directly give rise to an HF
EM and HAD cluster.
A link algorithm is applied to create links between PF elements from different
subdetectors, such as a link between a track from inner tracker with a calorimeter
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cluster, a link between HCAL clusters and ECAL clusters, a link between ECAL
clusters and PS clusters, and a link between a track from inner tracker and a track
from muon detector. The PF blocks are then produced, where one PF block repre-
sents one set of PF elements that are linked together, either by a direct link, or by
an indirect link through common elements.
Figure 5.4 provides an example of the PF elements and PF blocks. There
are five particles at the generator level: π+, π−, K0L, and two photons from one π
0
decay. Eight PF elements are reconstructed: the T1 and T2 tracks from the tracker,
the E1,2,3,4 clusters in the ECAL, and the H1,2 clusters in the HCAL. Two links
are produced: T1 is linked with E1 in the ECAL, and H1 and H2 in the HCAL; T2
is linked with H1 and H2 in the HCAL; no additional link on other PF elements.
Therefore, there are four PF blocks in total: T1, T2, E1, H1 and H2 form a big PF
block, since they are all linked together through the direct and indirect links; each
of the E2,3,4 clusters forms a unique PF block on its own, since it is not linked with
other PF elements.
5.2.2 PF Candidates
PF candidates are identified and reconstructed from the PF elements in each
PF block. The identification and reconstruction follows the order of PF muons, PF
electrons, isolated PF photons, PF charged hadrons, and PF neutral hadrons and
other PF photons. After the identification and reconstruction of each PF candidate,
the corresponding PF elements will be removed from the PF block.
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Figure 5.4: Event display of an illustrative jet made of five particles in the (η, φ)
view on the ECAL (left) and HCAL (right) surface [66]. T1 and T2 are two charged
tracks from π− and π+, respectively. The π− also deposits its energy in the ECAL
and HCAL, creating the E1 cluster in the ECAL, and the H1 and H2 clusters in the
HCAL. The π+ creates no cluster in the ECAL, but two clusters H1 and H2 in the
HCAL. The two photons from the π0 decay create the E2 and E3 clusters in the
ECAL. The K0L creates the E4 cluster in the ECAL.
Muon candidates are identified and reconstructed in the first place. After that
the corresponding PF elements (tracks and clusters) in the tracker, the calorimeters,
and the muon system are removed from the PF block. Electrons and isolated pho-
tons are then identified and reconstructed, with corresponding tracks and clusters
removed from the PF block afterwords as well.
The remaining tracks are then associated with charged hadrons. The track
momenta are compared with the energy of their linked calorimeter clusters. If the
calorimetric energy is significantly larger than the sum of the track momenta, the
excess will be interpreted as PF photons and PF neutral hadrons.
The ECAL and HCAL clusters not linked to any track give rise to photons
and neutral hadrons. Within the tracker acceptance (|η| < 2.5), all these ECAL
clusters are associated with photons and all these HCAL clusters are associated
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with neutral hadrons. Outside the tracker acceptance, ECAL clusters linked to a
given HCAL cluster are assumed to arise from the same hadron shower, while ECAL
clusters without such a link are associated with photons. These are based on the
observation that, in hadronic jets, 25% of the jet energy is carried by photons, while
neutral hadrons leave only 3% of the jet energy in the ECAL; while outside the
tracker, charged and neutral hadrons are not distinguishable, and they leave 25% of
the jet energy in the ECAL.
5.3 Muons
Muon tracks are reconstructed in the CMS detector in both the silicon tracker
and the muon subdetectors (DT, CSC, and RPC), respectively resulting in tracker
tracks and standalone muons. Subsequently, these tracks follow two reconstruction
approaches [71].
The first approach is the Global Muon reconstruction (outside-in). It starts
from a standalone muon in the muon system and looks for a matched tracker track.
If found out, a global muon track is fitted combining hits from the tracker track and
standalone track.
The second approach is the Tracker Muon reconstruction (inside-out). In
this approach, all tracker tracks with transverse momentum pT > 0.5 GeV and
total momentum p > 2.5 GeV are considered as possible muon candidates and are
extrapolated to the muon system, taking into account the expected energy loss and
the uncertainty due to multiple scattering. If at least one muon segment (i.e., a
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short track stub made of DT or CSC hits) matches the extrapolated track, the
corresponding tracker track qualifies as a tracker muon track.
At low momentum, the tracker muon reconstruction is more efficient than the
global muon reconstruction, since it requires only a single muon segment in the muon
system, but this increases the muon misidentification probability. Global muon
reconstruction is designed to have high efficiency for muons penetrating through
more than one muon station. By combining the information of the tracker and the
muon system, the pT resolution of global muons is also improved compared with the
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Figure 5.5: Resolutions of muon pT as a function of cosmic muon pT, using inner
tracker fit only (red) and including the muon system (black) [71].
To distinguish prompt isolated muons with those from weak decays within jets,
the muon isolation variable is defined. A cone of ∆R =
√
(∆η)2 + (∆φ)2 = 0.4 is




Ich,HS +max (Iph + Inh − 0.5 · Ich,PU, 0)
pµT
, (5.1)
where pµT is the muon pT; Iph, Inh are the pT sum of all PF photons and PF neutral
hadrons within the ∆R = 0.4 cone of the muon candidate, respectively; Ich,HS is the
pT sum of PF charged hadrons associated with the hard scattering vertex, and within
the muon ∆R = 0.4 cone; Ich,PU is the pT sum of PF charged hadrons associated
with pileup vertices and within the ∆R = 0.4 cone. The 0.5 · Ich,PU term is the
so-called “delta-beta” correction to correct for pileup contamination, and the factor
0.5 is estimated from simulations to be approximately the ratio of neutral to charged
particles. The muon “tight” isolation requires Iµrel < 0.15 [71]. Table 5.2 shows the
full list of “tight” muon identification requirements.
Table 5.2: Full list of requirements for tight muon identifications.
Requirements Tight





Valid muon hits > 0
Matched muon stations > 1
dxy(vtx) < [cm] 0.2
dz(vtx) < [cm] 0.5
pixel hits > 0
tracker layers with hits > 5
Iµrel < 0.15
Tracker-based isolation 0.05
The reconstruction and tight identification efficiencies for muons with pT > 20 GeV
are around 96% to 99%, with the misidentification rates of pions and kaons less than
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0.5%. The efficiency for the tight PF isolation is more than 95% [71, 72].
5.4 Electrons
Electrons in the CMS detector are reconstructed via the association of a track
from the silicon detector with a cluster of energy in the ECAL [73].
The electron energy is usually spread out over several crystals in the ECAL.
These energy depositions undergo two steps of clustering. The first step starts from
the “seed” crystals (the one contains the maximum energy deposit in a certain
region) and groups clusters from continuous crystal arrays of 5 × 1 in η × φ (the
“hybrid” algorithm ) for the ECAL barrel, or 5 × 5 crystals for the ECAL endcap
(the “multi-5 × 5” algorithm). In the second step a supercluster (SC) comprising
the energy of constituent clusters is formed, and the energy-weighted mean of the
cluster positions is calculated as the SC position.
Electron tracks are formed from initial seeds likely to correspond to initial
electron trajectories, which are then used to build tracks by collecting hits in the
silicon tracker using the combinatorial Kalman filter procedure. Next, a track fitting
procedure is undertaken using a Gaussian Sum Filter (GSF), in which the energy
loss in each tracker layer is approximated by a mixture of Gaussian distributions.
The supercluster position and energy, along with the GSF track, reconstruct the
electron in the detector.
The electron momentum pcomb is estimated by combining the ECAL SC energy
with the track momentum, through a regression technique used to define a weight
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w such that pcomb = wp + (1 − w)ESC . At low energies (E < 15 GeV) or for
electrons near gaps in the detector, the track momentum is expected to be more
precise and contribute more to the combined momentum estimation. Figure 5.6
shows the effective resolution of electron momentum as a function of the generated
energy for electrons in the barrel. The resolution is about 2% for barrel electrons
after combining the ECAL and track information.
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Figure 5.6: Effective resolutions of electron momentum as a function of the generated
energy for electrons in the barrel [73].
The main backgrounds for the identification of prompt isolated electrons (sig-
nal) are photon conversions, jet misidentified as electrons, and non-isolated electrons
from semileptonic decays inside heavy flavor jets. Quality cuts classified in several
categories are utilized to distinguish signals from backgrounds.
1. Purely calorimetric observables. For example, the transverse shape variable of
the electromagnetic showers σiηiη is exploited given the fact that EM showers
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are narrower than hadronic showers; the energy fractions deposited in the
HCAL and ECAL are utilized because electrons deposit much larger fractions
of energy in the ECAL than in the HCAL.
2. Purely tracking observables, for example, the missing inner hits in the tracker,
the impact parameters in the transverse plane and in the longitudinal direction
dxy and dz.
3. Observables checking the compatibility of the information from the ECAL and
from the tracker, for example, the ∆η and ∆φ between the SC and the track;
the difference between the SC energy and track momentum |1/ESC − 1/p|.
Similar to the muons, the isolation of electron candidates is computed from the
flux of PF candidates found within a cone of ∆R = 0.4 built around the electron
direction. The flux of particles is computed independently for charged hadrons,
neutral hadrons and photon candidates. When dealing with electron candidates,
the neutral flux is corrected by using the average energy density due to pileup in
the central region of the detector (ρ) and an effective area (Aeff ) correction which
normalizes this estimator in such a way that the isolation is independent of the
number of pileup interactions. The electron isolation is therefore defined as:
Ierel =





Photons are reconstructed from superclusters in the ECAL in a similar manner
as electrons [74].
As photons travel through the detector, they may convert into electron pairs.
The R9 variable is defined as the energy sum of the 3 × 3 crystals centered on
the most energetic crystal in the SC divided by the energy of the SC. For photons
converted before reaching the ECAL, the resulting showers have wider spread, and
thus lower values of R9 than those of unconverted photons. Figure 5.7 shows the
photon energy resolutions in simulated H → γγ events, as a function of |η|, for
photons with R9 ≥ 0.94 and R9 < 0.94, after the cluster energy corrections and
calibrations. The resolution is about 1-2% in the barrel and 3% in the endcap.
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Figure 5.7: Photon relative energy resolutions as a function of |η|, in simulated
H→ γγ events [74].
Similar to the electron identifications, the shower shape variable σiηiη, the
energy deposited in the HCAL over the energy deposited in the ECAL H/E, and
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the pileup corrected isolation variable are used for photon identifications. In order to
reject electrons from photons, two more veto criteria are developed using the track
information and are often applied to photon candidates in physics analyses. The
first is called “conversion safe electron veto” (CSEV). The CSEV requires that no
track should point to the cluster of the photon candidate in the ECAL, for the tracks
that have at least one pixel hit and are not associated with a conversion vertex. The
second is called “pixel seed veto” (PSV). The PSV is tighter than the CSEV and it
requires that in the back propagation from the photon supercluster to the primary
vertex, there should be no track seed identified in the pixel detector. This cut
removes some converted photons, but also reduces the more electron background.
5.6 The PUPPI Algorithm
Pileup collisions can affect significantly the reconstruction of various physics
objects and therefore pileup mitigation is needed for effective physics performance.
In CMS, the widely used techniques include charged-hadron subtraction (CHS) [66],
pileup jet identification [75], the “delta-beta” correction mentioned in Section 5.3,
and pileup per particle identification (PUPPI) [67]. Among these, the PUPPI al-
gorithm is found out to have excellent performance in various areas, such as the
reconstruction of jets and missing transverse momentum, the lepton isolation, and
the calculation of jet substructure observables for boosted object tagging [76].
The PUPPI algorithm exploits tracking information, local particle distribu-
tion, and event pileup properties in order to assign an individual weight for each
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particle (in our case, to each PF candidate). The weights are in the range of 0 to 1
and represents the degree to which PF candidates are likely to be produced from the
leading vertex (LV). When applying the PUPPI algorithm in object reconstructions,
the momentum of each PF Candidate is rescaled with its weight accordingly.
The PUPPI algorithm starts with charged PF Candidates and assigns each of
them a binary weight (either 1 or 0) utilizing the candidate’s track-vertex association
information. Charged PF candidates associated with the LV is assigned a weight of
1. If the charged PF candidate is not associated with any vertex, and its impact
parameter in the longitudinal direction (dz) is smaller than 0.3 cm, it get assigned
a weight of 1 as well. In other scenarios, a weight of 0 is applied.
For neutral PF candidates, a local shape variable α is defined using the sur-









for |ηi| < 2.5, j are charged PF candidates from LV




(∆ηij)2 + (∆φij)2 is the distance between candidate i and candidate
j in η-φ space, and the sum of j is over neighboring candidates within a cone of
radius 0.4 in η-φ space. A large αi value represents the PF candidates surrounding
the candidate i are hard and central, implying the candidate i is likely to originate
from the LV.
To convert the local shape variable α into the probability of originating from
the LV, a few more variables are defined and described below. Firstly, the α values
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for charged PF candidates from pileup (PU) are also calculated using the same
definition, and the median and root-mean-square (RMS) of the α values, ᾱPU and
αRMSPU , are extracted for quantifying the pileup distribution in one event. Then, a
signed χ2 approximation is calculated for each neutral PF candidate,
signed χ2i =




A large χ2i represents a large αi, and therefore the candidate i is likely to originate
from the LV. In the last step, the signed χ2 is transformed into a weight using:
wi = Fχ2,NDF=1(χ
2
i ) , (5.5)
where Fχ2,NDF=1 is the cumulative distribution function of a χ
2 with one degree of
freedom.
Figure 5.8 shows the α, signed χ2 and PUPPI weights distributions, where
most charged particles associated with the pileup vertices are assigned small signed
χ2, as expected. Good data-MC agreement is achieved in the PUPPI weights cal-
culation.
5.7 Jets
Jets [77] are collimated sprays of energetic hadrons arising from the fragmenta-
tion and hadronization of a quark or gluon. In CMS, jets are reconstructed from PF
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Figure 5.8: Data-MC Comparisons of three variables in PUPPI algorithm. The
top left is the α distribution calculated using Equation 5.3. The top right is the
distribution of the signed χ2 from Equation 5.4. The bottom is the PUPPI weight
distribution for neutral candidates. The markers show a subset of data taken in
2016, while the solid lines are QCD multijet simulations [76].
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(yi − yj)2 + (φi − φj)2, and yi and φi are the rapidity and azimuth
angle of particle i, respectively; R is the radius parameter; dij defines the distance
between particle i and particle j, while diB defines the distance between particle i
and the beam.
In one iteration, both dij and diB are calculated for all particles. If the min-
imum distance is diB, then particle i is considered to be a fully-clustered jet and
removed from the list of particles. Otherwise, particle i and particle j from the min-
imum dij are grouped together in the particle list, to be used in the next iteration.
The iteration continues until the list is empty.
If p = 1, one recovers the inclusive kT algorithm [79]. For p = 0, it becomes the
Cambridge-Aachen (CA) algorithm [80, 81]. For p = −1, it is the anti-kT algorithm.
The so-called “AK4” jet reconstruction in CMS is implemented in FastJet version
3.0.1 [82], with the anti-kT algorithm and the radius parameter R = 0.4.
Two approaches have been taken to mitigate the pileup effects on jets. The
first is referred to as charged-hadron subtraction (CHS), as briefly mentioned in the
previous section. In this approach, charged hadrons associated with vertices other
than the LV are removed from the list of PF candidates for the jet reconstruction.
Then jet momentum corrections are applied to remove the remaining energy from
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neutral and charged particles from pileup. The jets reconstructed with this approach
are so-called “CHS” jets. In the second approach, PUPPI weights are used to rescale
the PF candidates pT; the rescaled transverse momenta are used in the clustering.
The jets reconstructed using PUPPI weights are so-called “PUPPI” jets; no extra
event-by-event pileup corrections are needed for these jets.
The jet energy is calibrated sequentially after the reconstruction. The calibra-
tion follows the sequence of pileup offset subtraction, detector response correction
from simulation, and residual corrections for the differences between data and sim-
ulation [83].
A set of variables are applied to identify jets from various backgrounds. These
variables include the charged EM and hadron energy fractions, the neutral EM and
hadron energy fractions, number of associated PF candidates, number of associ-
ated charged and neutral candidates, and muon energy fractions. The cuts applied
on these variables ensure the least contamination from pileup and leptons, while
maintaining a high identification efficiency [75].
5.8 Missing Transverse Momentum
According to momentum conservation, the net transverse momentum of all
final-state particles from pp collisions should balance to zero. The missing trans-
verse momentum (MET) ~pmissT , which is the momentum imbalance in the transverse
plane, and its magnitude pmissT , can be used to infer the undetected weakly inter-
acting neutral particles, such as neutrinos from SM W and Z boson decays and
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hypothetical dark matter candidates from physics beyond the SM. Reconstruction
and performance of pmissT are sensitive to experimental resolutions, mismeasurements
of reconstructed particles, detector artifacts and pileup interactions.
Currently there are two types of pmissT reconstruction algorithms widely em-
ployed in the CMS event reconstructions. The first one is PF pmissT , defined as the





The second one, referred to as PUPPI pmissT , utilizes the PUPPI weights (wi) infor-
mation and calculates the pmissT with the negative vector pT sum of all PF candidates,





Compared with PF pmissT , PUPPI p
miss
T is less pileup dependent and has smaller
resolutions.
Detector effects can lead to an inaccurate estimation of pmissT , for example, the
nonlinearity of the calorimeter response to hadrons, and the minimum energy (pT)
thresholds for neutral (charged) particle reconstructions. The so-called“Type-I”
corrections are applied to improve the pmissT estimation, where the jet pT corrections






(~pcorrT,jet − ~pT,jet) (5.10)
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Performances of PF and PUPPI pmissT will be discussed in detail in the next
chapter. In this dissertation they are after the Type-I corrections by default.
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Chapter 6: Introduction to Deep Neural Networks
Machine-learning techniques, especially modern deep-learning techniques, have
been quickly adopted in various subfields in particle physics and have shown signif-
icant improvements compared with classical methodologies, as stated in Chapter 1.
A basic introduction to deep neural networks and the relevant techniques adopted in
the DeepMET training are briefly reviewed in this chapter. A more comprehensive
review of deep-learning techniques can be found, for example, in [87–89].
6.1 Artificial Neuron and Neural Network
An artificial neural network is based on a collection of connected units called
artificial neurons, which are analogous to biological neurons in biological brains.
Figure 6.1 shows the basic structure of a single artificial neuron.
The pieces of information {x1, ..., xm} from multiple sources, either directly
from the input data, or from the outputs of previous neurons, are aggregated in the






















Figure 6.1: Illustration of the structure of a single artificial neuron.
where {w0, w1, ..., wm} and b are the weights and the bias stored in the neuron,
respectively. The aggregated information z is then sent to a nonlinear function
φ(z), often referred to as the “activation function”, for further processing. The
output of the neuron y is:
y = φ(z) = φ(
m∑
i=1
wixi + b) . (6.2)
In practice, the most commonly used activation functions include the Rectified Lin-
ear Unit (ReLU) [90]:
ReLU(x) =

x, x ≥ 0
0, x < 0
, (6.3)






the output of which is in the range of [0, 1].
An n-dimensional dense layer is a layer of n such artificial neurons, which
takes the m-dimensional input data x, processes the information, and sends out an
n-dimensional output y:
y = φ(Wx+ b) , (6.5)
where W is an n × m weight matrix, and b is an n-dimensional bias vector. A
deep neural network is a network with multiple layers between the input and output
layers (“hidden layers”). Figure 6.2 shows an illustration of a deep neural network.
Deep neural networks can represent, according to the universal approximation the-
orem [91], a wide variety of interesting functions, by making use of an appropriate
number of neurons and layers.
Figure 6.2: Illustration of the structure of a deep neural network.
The architecture of a deep neural network, such as the number of neurons and
the activation function of each layer, is predefined (the “prior model”) and can not
be updated during the training. Instead, the elements in the weight matrix W and
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the bias vector b are free parameters (“trainable parameters”). They are randomly
initialized, and their values are tuned during the training phase in order to minimize
the chosen loss function.
6.2 DNN Training and Loss Function
The DNN training is an optimization process analogous to a “fit” frequently
performed in experimental particle physics. In a fit, a prior model is chosen with
some free parameters θ. The goal of the fit is to optimize the parameters θ such
that the similarity between the predictions from the model y and the observations
from the data ŷ is the largest. The χ2 or the likelihood function is often chosen as
the metric to quantify such similarity.
In machine learning, the prior model is replaced by a certain ML architecture
with some trainable parameters θ, and the metric function chosen to be minimized is
called the “loss function”. (In the opposite case, the function chosen to be maximized
is called the “reward function”.) The most commonly used loss functions include













(yi − ŷi)2 , (6.7)
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[yi log ŷi + (1− yi) log(1− ŷi)] , (6.8)
where i = 1, 2, ..., n refers to i-th event.
The loss function is minimized during the training usually via the so-called
“minibatch (stochastic) gradient descent” method. The whole training dataset is
divided into a certain number of batches with a predefined batch size, which is
typically between O(10) and O(1000). The total loss function of one batch, L(θ),
is calculated as the loss sum of all the events in that batch. The gradient of the
total loss with respect to the trainable parameters θ is calculated and the trainable
parameters can be updated via:




where α is a pre-defined parameter (hyperparameter) and is referred to as the “learn-
ing rate”. It controls how quickly the model is adapted in the training.
After all the batches are passed to the neural network once (one “epoch”),
the loss function is evaluated on an independent dataset (“validation dataset”) to
validate the neural network performance with the updated trainable parameters.
The ratio between the number of the training events and validation events is another
hyperparameter, usually set to be in the range of 1 : 1 and 10 : 1.
In summary, these two section briefly describe an artificial neuron and a (deep)
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neural network, with many hyperparameters introduced, such as the number of
neurons, number of layers, the activation function, the batch size, the learning rate,
and the training-validation split. These hyperparameters can have, in some cases, a
significant impact on the training. The tuning of these parameters is mostly based
on experience and experimental results, with some guidelines reported in [92].
6.3 Techniques to Improve the DNN Performance
Some techniques, frequently applied to the training of DNNs, have shown great
improvements on the performance of DNNs. This section briefly describes two of
them that are applied in the DeepMET architecture.
The first technique is Batch Normalization [93]. It consists in the normaliza-
tion of each input using its mean value µB and its standard deviation σB to reduce
the covariate shifts and make the training converge faster. In a batch with size n,












(xi − µB)2 . (6.11)




(xi − µB) + β , (6.12)
where γ and β are trainable scale and shift parameters.
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The second technique consists in the definition of an Embedding layer [94].
It applies to categorical features, and transforms the input discrete numbers into
vectors in a continuous latent space. For a categorical feature xi with dimension
m (xi = 1, 2, 3...m), the embedding layer with n-dimensional output (n is a hyper-
parameter) builds a “look-up table” that maps each xi value to an n-dimensional
embedding vector. The components of these vectors are trainable, and are optimized
during the training process.
These two techniques are implemented in DeepMET, with the first making the
training converge fast and the second improving the DeepMET performance. Their




A new Deep-Neural-Network–based (DNN-based) pmissT estimator, DeepMET,
is presented in this chapter. Its performance has been observed to be consistently
better than the PF and PUPPI pmissT estimators commonly used in the CMS Col-
laboration.
The inputs to the DNN are the PF candidates reconstructed in each event.
The DNN operates on each PF candidate individually, utilizes input features of each
PF candidate, and assigns to each of them an individual weight (wi) and two biases
(bi,x, bi,y). The output of the estimator is defined as the negative of weighted pT sum








(wipi,y + bi,y) , (7.2)
similar to the PUPPI pmissT calculation.
More details on the DeepMET estimator and its performance are presented in
the following sections.
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7.1 Parametrization of pmissT
The strategies and metrics that are typically used to evaluate the pmissT perfor-
mance are quickly reviewed in this section, before DeepMET is introduced.
The performance of pmissT is usually studied in samples with a well-identified Z
boson decaying into a pair of electrons or muons, or with a well-identified high-pT
isolated photon [86]. According to the momentum conservation in the transverse
plane, the pT of the vector boson, the p
miss
T , and the hadronic recoil in one event
should follow:
~qT + ~uT + ~p
miss
T = 0 , (7.3)
where ~qT is the ~pT of the Z boson or the photon; ~uT is the hadronic recoil of the vector
boson in the transverse plane, calculated as the vector sum of all reconstructed PF
candidates except for the vector boson.
The performance of pmissT can thus be measured from uT and qT based on
Equation 7.3. The boson pT, qT, is precisely measured either directly from a high-
pT photon, or two high-pT leptons from the Z decay. The hadronic recoil uT instead
suffers from uncertainties on the soft activities such as pileup, and calorimeter noises
and resolutions. The measurement of qT is therefore significantly better than uT,
resulting in the pmissT performance to be largely dominated by the uT contributions.
The response and resolution of pmissT can be studied from the response and resolution
of the hadronic recoil uT.
Little or no genuine pmissT exists in Z/γ + jets events, leading to the approxi-
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mation:
~qT + ~uT = 0 , (7.4)
in the transverse plane. As illustrated in Figure 7.1, ~uT can be decomposed into two
components: u‖ and u⊥, parallel and perpendicular to the boson axis, respectively.
A good pmissT (uT) estimator should have:
• the response close to unity, −〈u‖〉/〈qT〉 = 1;
• the resolution of u‖ and u⊥, denoted by σ(u‖) and σ(u⊥), as small as possible.
Figure 7.1: Illustration of parametrization of the Z boson (top) and photon (bottom)
event kinematics in the transverse plane. Such events have little or no genuine
pmissT [86].





(q84 − q16) , (7.5)
where q84 and q16 are the 84% and 16% quantiles of the u‖ (u⊥), respectively. This
metric is more robust to outliers than the RMS.
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To summarize this section, the performance of pmissT is studied in Z(e
+e−/µ+µ−)
+ jets or γ + jets events, where there is little or no genuine pmissT . The response and
resolution of pmissT are measured from the response and resolution of the hadronic re-
coil uT. The response, which should be close to unity, is measured from −〈u‖〉/〈qT〉,
while the resolution, expected to be as small as possible, is measured from σ(u‖)
and σ(u⊥).
7.2 Datasets and Event Selections
7.2.1 Data and MC simulations
The data analyzed in this dissertation consist of 35.9 fb−1 of integrated lumi-
nosity, collected by the CMS detector during the 2016 run of the LHC, with all
CMS subdetectors operating within their nominal conditions. The events are se-
lected with single-muon triggers, with the online muon pT threshold of 24 GeV at
the HLT. The average pileup in the data sample is 23.
Simulated Monte Carlo (MC) events are used to model the W(`ν)+jets, Z
(``)+jets, and other SM processes. The W(`ν)+jets and Z(``)+jets samples are
simulated with up to 2 jets at next-to-leading order (NLO) in perturbative QCD
with the MadGraph5 amc@nlo version 2.2.2 event generator [95]. The simula-
tion of these processes with the same generator and up to 4 jets at leading order
(LO) is also used for cross validations. Other relevant processes are simulated with
MadGraph5 amc@nlo (tt with up to 3 jets at LO, WZ→ 3`ν with up to 1 jet
at NLO), as well as with powheg 2.0 [96–98] at NLO (WW→ 2`2ν, ZZ→ 2`2ν,
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ZZ→ 4`).
All simulated samples are interfaced with the pythia 8.226 [99] package and
the CUETP8M1 [100] tune for parton showering, hadronization, and underlying
event simulation. For the MadGraph5 amc@nlo samples, jets from the matrix
element calculations are matched to the parton shower following the MLM [101]
(FxFx [102]) prescription for LO (NLO) samples. The NNPDF3.0 [103] set of parton
distribution functions (PDFs) are used for all samples, with the order matching the
order of the matrix element calculations. The simulation of the interactions of all
final-state particles with the CMS detector is done with Geant4 [104]. Pileup
effects are also added to each simulated event sample.
The full list of used MC samples and their cross sections are reported in
Table 7.1.
Table 7.1: List of used MC simulation samples and their cross sections. Each dataset





/WJetsToLNu TuneCUETP8M1 13TeV-amcatnloFXFX-pythia8 61526.7
/WJetsToLNu TuneCUETP8M1 13TeV-madgraphMLM-pythia8 61526.7
/DYJetsToLL M-50 TuneCUETP8M1 13TeV-amcatnloFXFX-pythia8 6077.2
/DYJetsToLL M-50 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 6077.2
/TTJets DiLept TuneCUETP8M1 13TeV-madgraphMLM-pythia8 87.3
/TTJets SingleLeptFromT TuneCUETP8M1 13TeV-madgraphMLM-pythia8 182.2
/TTJets SingleLeptFromTbar TuneCUETP8M1 13TeV-madgraphMLM-pythia8 182.2
/WZTo3LNu TuneCUETP8M1 13TeV-amcatnloFXFX-pythia8 5.26
/WWTo2L2Nu 13TeV-powheg 12.2
/ZZTo2L2Nu 13TeV powheg pythia8 0.56
/ZZTo4L 13TeV powheg pythia8 1.21
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7.2.2 Event Selections
In this dissertation most of the studies are done in the µ channel: the Z→ µ+µ−
and W→ µν decays. The events from the electron channel have similar properties,
and similar performances have been confirmed in other studies. The total number of
events in these channels are large: O(109) W(µν) events and O(108) Z(µµ) events.
The selection criteria are well established, and thus limited effort has been put in the
optimizations of the kinematic requirements, which are based on the SingleMuon
trigger. Detailed selection criteria for different targeted processes are provided in
the following contents.
To pass the single-muon selections, the event is required to satisfy the following
criteria:
• the event should pass the single muon trigger HLT IsoMu24 OR HLT IsoTkMu24;
• the leading muon should have pT > 30 GeV and |η| < 2.4, and pass the tight
muon identification requirements, with the relative muon PF isolation from
Equation 5.1 less than 0.15;
• no additional muon with pT > 10 GeV and passing the tight muon identi-
fication requirements should be present; no electron with pT > 10 GeV and
passing the medium electron identification requirements should be present.
To pass the dimuon selections, the event is required to satisfy the following
criteria:
• the event should pass the muon trigger HLT IsoMu24 OR HLT IsoTkMu24;
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• the leading muon should have pT > 30 GeV and |η| < 2.4, and pass the
tight muon identification requirements, with the relative muon PF isolation
less than 0.15;
• the subleading muon should have pT > 25 GeV and |η| < 2.4, and pass tight
muon identification requirements, with the relative muon PF isolation less
than 0.15.
Figure 7.2 shows the distribution of the invariant mass of the two muons after































Figure 7.2: Distribution of the invariant mass of the two muons after the dimuon
selections. The overflow contents are included in the last bin.
Events with genuine pmissT need to be vetoed in order to validate the p
miss
T
performance in data. Such events are dominated by the tt process in the dimuon
final states. Therefore the Z→ µµ selections includes the following requirements:
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• the event should pass the dimuon selections listed above;
• the invariant mass of the two muons m(µµ) in the event should be in the
range: |m(µµ)− 91.0| < 10.0 GeV;
• b jet veto: for all the jets passing the loose jet identification requirements,
there should be no jet passing the loose b jet selection.
Figure 7.3 shows the dimuon pT distributions after the dimuon selections and
after the Z → µµ selections. The pT of the dimuons from the Z decay usually has
very low pT (around 5 GeV), while from the tt process it tends to have high pT. The
Z mass window cut and the b jet veto reduce significantly the tt contributions in



































































Figure 7.3: Distribution of the pT of the dimuons after the dimuon selection (left)
and after the Z → µµ selections (right). The underflow (overflow) contents are
included in the first (last) bin.
84
7.2.3 Pileup reweighting
The MC samples are generated with pileup interactions that are meant to
roughly cover the conditions expected for 2016 data-taking. However, the actual
pileup in data can still be different, depending on beam conditions, instantaneous
luminosity, etc. Events in the simulated samples are weighted such that the result-
ing pileup distribution matches that of data, calculated from the measured instan-
taneous luminosity and the total inelastic pp cross section σppin = 69.2 mb [40, 41].
The distribution of the number of reconstructed primary vertices (PV) is sen-
sitive to the details of the PV reconstruction and the underlying events in data and
MC. It can also be biased by the offline event selection criteria. In order to fac-
torize these effects, instead of reweighting the MC by the number of reconstructed
PVs, the number of pileup interactions from the simulation truth is used for the
reweighting, and the target pileup distribution for data is derived using the mea-
sured instantaneous luminosity.
To validate the reweighting technique, the comparisons of the number of recon-
structed primary vertices and the average energy density ρ (which is less affected
by non-linear efficiency in the vertex reconstruction) are done between the data
and the simulation after reweighting, shown in Figure 7.4 and Figure 7.5. After the





























































Figure 7.4: Distribution of the number of reconstructed PVs before (left) and after
(right) pileup reweighting for events after the dimuon selections. The underflow
(overflow) contents are included in the first (last) bin. The data-MC difference is



























































Figure 7.5: Distribution of the average energy density ρ before (left) and after (right)
pileup reweighting for events after the dimuon selections. The underflow (overflow)
contents are included in the first (last) bin. The data-MC difference is within 20%
in the central region after the pileup reweighting.
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7.3 DeepMET DNN Setup
The DeepMET DNN setup is discussed in this section, including the inputs
and outputs, the architecture, and the loss function used in the training.
7.3.1 Inputs and Outputs
The DNN of DeepMET is trained on the DYJetsToLL and TTJets DiLept MC
samples listed in Table 7.1. Events are required to pass the dimuon selections listed
in Section 7.2.2. The purpose of using the two samples is to cover a wide range of pT
distributions, as shown in Figure 7.3: the DYJets events tend to have low pT (peak
around 5 GeV); the tt events tend to have high pT (peak around 60 GeV with a wide
spread). It is also shown in the studies that the DeepMET performance is not very
sensitive to different mixture fractions of the two samples. With the current setup,
events in data passing the Z → µµ selections can also be used in the training, in
order to improve the data-MC agreement.
All the PF candidates, except the two leading muons, are passed into the DNN
inputs after the event selections. The inputs include 8 continuous features and 3
categorical features for each PF candidate:
• Continuous features:
– dxy : 2D impact parameter in the transverse plane. For neutral PF can-
didates, the PF reconstruction algorithm always assigns the value of 0;
– dz : The distance between the PF candidate and the LV along the beam
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direction. For neutral PF candidates it is always 0;
– η;
– mass ;
– PUPPI weights ;
– px = pT · cos(φ);
– py = pT · sin(φ); here px and py are used rather that the azimuthal angle
φ, because sometimes the rotational symmetry is a hard feature for the
DNN to learn; and the usage of px and py also allows the fast calculation
of weighted pT sum in the x and y directions;
– pT;
• Categorical features:
– pdgId : particle ID assigned to each PF candidates. The possible val-
ues are 1, 2, 11, 13, 22, 211. Among these, 11, 13, 22 represent PF
electrons, muons and photons, respectively; 211 represents charged PF
hadrons; 130 represents neutral PF hadrons; 1 and 2 represent hadronic
and electromagnetic PF candidates in the HF;
– charge: ±1, 0;
– fromPV : the fitting status between the LV and the charged PF candidate.
The possible values are 0, 1, 2, 3. Among these, 0 means the candidate is
used in the fit of one of the PVs other than the LV; 1 means the candidate
is closer in the beam direction to one of the PVs other than the LV; 2
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means the candidate is not used in any PV fit, and is closer in the beam
direction to the LV than to any other PVs; 3 means the charged PF
candidate is used in the fit of the LV. The fromPV value for neutral PF
candidates is always 3.
The outputs of the DNN are the hadronic recoils uT in the x and y direction:
ux and uy. The target values for the training are calculated using the vector pT sum
of the two reconstructed muons, multiplied by −1 to flip the direction. Considering
the resolution differences between the recoil and the muon pT measurements, there
is little difference using the reconstructed muon pT and the generator-level muon pT
in the training.
7.3.2 DNN Architecture
Figure 7.6 shows the DNN architecture. The inputs are the 11 features of each
PF candidate. After the input layer, each of the three categorical features will go
through one embedding layer and become an 8-dimensional tensor, such that the
feature differences can be represented by distances in the embedded space. Fig-
ure 7.7 shows the 2D projection of the embedded particle pdgIds after the training,
using a principal component analysis [105, 106]. The distance between the charged
hadrons with opposite charges is small, which shows they have similar properties,
although their pdgIds are opposite: from −211 to 211; the distance between HFe
and HFh, electromagnetic and hadronic HF candidates, respectively, is small as well;
the distance between charged hadrons, neural hadrons, photons, and HF candidates
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are large, indicating that they have different properties, as expected.
Figure 7.6: DeepMET DNN architecture.
The three 8-dimensional tensors from the embedding layers are then concate-
nated together with the 8 continuous features, and passed to a few fully connected
dense layers. After each dense layer, Batch Normalization [93] is applied (not shown
in Figure 7.6 for simplicity) to reduce the covariate shifts and make the training
converge faster. The outputs of these dense layers are the weights wi, and the bi-









(wipi,y + bi,y) . (7.7)
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Figure 7.7: Visualization of the embedded particle pdgIds in the 2D space, using a
principal component analysis. h± represents the charged PF hadrons (pdgId ±211);
γ represents photons (pdgId 22); h0 indicates neutral PF hadrons (pdgId 130); HFe
and HFh identify electromagnetic and hadronic HF candidates (pdgId 2 and 1).
The event pmissT is then calculated with Equation 7.3, which becomes:
pmissx = −(ux + p
µµ
T,x) , (7.8)
pmissy = −(uy + p
µµ
T,y) . (7.9)
This DNN architecture is implemented with Keras [107], which acts as an
interface for the Tensorflow [108] library. The total number of trainable parameters
in DeepMET is relatively small: only about 5000. It allows the training to converge
very fast, and also saves a lot of inference time.
The training is performed on an NVIDIA Quadro P6000 Graphics card, with
a few tens of thousand events from the DYJetsToLL sample, and approximately the
same number of events from the TTJets DiLept sample. The batch size is set to
128, and the training and validation splitting is set to 4:1. Further studies are done
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by scanning the hyperparameters, such as the mixture fractions of the two samples,
the training and validation splitting, and the batch size, and by increasing the
number of total events in the training and validation samples. It is observed that the
DeepMET performance is weakly sensitive to modifications of the hyperparameters
within reasonable ranges. With this setup, the training takes about 30 minutes to
converge to stable results.
7.3.3 Loss Function




[(ux − ûx)2 + (uy − ûy)2]
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(7.10)
where ux,y, ûx,y are the predicted and truth recoils in the x, y direction, R is the
response −〈u‖〉/〈qT〉, and c is a hyperparameter.
The first part of the loss function is the standard mean square error (MSE) loss
function, which is often used in regression tasks. It has been tested and found that,
with only the MSE loss, the DeepMET responses saturate around 90% in the high
qT region and can not achieve a value of unity. Therefore the second part is added,
with the purpose of penalizing the average responses far from unity by balancing
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the response above 1 and below 1 in different qT bins. The response is significantly
improved with the full loss function. It flattens around unity at high qT, which will
be shown in the next section.
The parameter c is the weight between the MSE loss and the response balance
term. A few different values (c = 2, c = 5, c = 10, c = 200) have been tested, and
similar performances have been observed. In the following, c is set to 10 by default.
7.4 DeepMET Performance
The DeepMET performance in data and MC is discussed in this section. Im-
proved resolutions of u‖ and u⊥ have been observed, with unitary responses and
more pileup resilience, compared with the commonly used PF and PUPPI pmissT .




7.4.1 Performance on Z → µµ MC
Figure 7.8 shows the responses of different recoil estimators as a function
of qT in Z → µµ MC, after the dimuon selections. All three estimators reach
approximately unitary response (−〈u‖〉/〈qT〉) at high qT, while PUPPI pmissT has
slightly lower response, especially at low qT. It is also worth noting that, at low
qT, the DeepMET response is 5-10% lower than PF p
miss
T . This is probably due
to the bias-resolution tradeoff and indicates the space for improving the DeepMET
response.
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Figure 7.8: Recoil responses of different pmissT estimators in Z → µµ MC after the
dimuon event selections.
Table 7.2: Resolutions of u‖ and u⊥ of PF pmissT , PUPPI p
miss
T and DeepMET with
and without response corrections in Z→ µµ MC, after the dimuon selections.
Type
σ(u‖) Corrected σ(u⊥) Corrected
[GeV] σ(u‖) [GeV] [GeV] σ(u⊥) [GeV]
PF pmissT 21.1 25.2 20.6 24.7
PUPPI pmissT 15.4 21.9 14.1 20.1
DeepMET 13.2 17.1 11.9 15.5
Figure 7.9 and 7.10 show the resolutions (defined as σ(q84−q16)/2, as in Equa-
tion 7.5) of u‖ and u⊥ vs. qT before and after the response corrections, for different
recoil estimators in Z → µµ MC after the dimuon selections. The response cor-
rections are applied by scaling the recoil estimations with the reciprocal of their
responses (binned in qT) and measuring the resolutions of the scaled recoil estima-
tions. DeepMET always has the smallest resolutions among all the pmissT estimators
under consideration in these distributions. The numerical resolution comparisons of
u‖ and u⊥ with and without response corrections are reported in Table 7.2.
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Figure 7.9: Resolutions of u‖ (left) and u⊥ (right) vs. qT of different pmissT estimators
in Z→ µµ MC, after the dimuon selections.
















































Figure 7.10: Resolutions of u‖ (left) and u⊥ (right) vs. qT of different pmissT estimators
in Z→ µµ MC, after the dimuon selections. The resolutions are corrected with the
responses taken from Figure 7.8.
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Figure 7.11 shows the response-corrected resolution distributions of u‖ and
u⊥, from the same events, but as a function of the number of reconstructed PVs.
Besides the overall smallest resolutions, the resolution variations of DeepMET as the
number of PVs increases are the smallest as well, proving its resiliency against pileup
conditions. At very low pileup (the number of PVs smaller than 5), the resolutions
of PUPPI pmissT and DeepMET are slightly above PF p
miss
T . This is because many
particles, especially the neutrals, produced from the LV are down-weighted, leading
to relatively worse performances in this specific region. While this will not affect
the majority of analyses, it indicates that there is room for improving DeepMET
for low pileup events.
The DeepMET performance has also been tested on other MC samples (Z(νν)+
jets, W(µν) + jets, γ + jets, etc.), and similar performance and improvements with
respect to the PF and PUPPI pmissT estimators have been observed.














































Figure 7.11: Resolutions of u‖ (left) and u⊥ (right) vs. number of reconstructed
PVs of different pmissT estimators in Z → `` MC, after the dimuon selections. The
resolutions are corrected with the responses taken from Figure 7.8.
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Table 7.3: Resolutions of u‖ and u⊥ of PF pmissT , PUPPI p
miss
T and DeepMET with
and without response corrections in data, after the Z→ µµ selections.
Type
σ(u‖) Corrected σ(u⊥) Corrected
[GeV] σ(u‖) [GeV] [GeV] σ(u⊥) [GeV]
PF pmissT 19.8 25.3 19.4 24.8
PUPPI pmissT 13.5 21.4 12.1 19.6
DeepMET 12.2 17.6 11.1 16.1
7.4.2 Performance on Z → µµ data
The DeepMET algorithm is applied to the CMS 2016 datasets collected with
the SingleMuon trigger, in order to validate the improvements in data. The events
are required to pass the Z → µµ selections in Section 7.2.2, in order to veto data
events with genuine pmissT (mostly from electroweak decays inside the heavy flavor
jets) and guarantee ~qT + ~uT = 0, as stated previously.
The responses vs. qT, and the resolutions of u‖ and u⊥ vs. qT after the event
selections are shown in Figure 7.12 and 7.13 respectively. Response-corrected reso-
lutions of u‖ and u⊥ vs. qT and vs. number of PVs are shown in Figure 7.14 and 7.15.
Table 7.3 includes the u‖ and u⊥ resolution values with and without response cor-
rections. In data, DeepMET maintains a unitary response, better resolutions and
pileup resilience. Compared with the performances in Z→ µµ MC, there are some
minor differences, which can be eliminated with the quantile corrections that will
be discussed in the later sections.
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Figure 7.12: Recoil responses of different pmissT estimators in data, after the Z→ µµ
selections.












































Figure 7.13: Resolutions of u‖ (left) and u⊥ (right) vs. qT of different pmissT estimators
in data, after the Z→ µµ selections.
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Figure 7.14: Resolutions of u‖ (left) and u⊥ (right) vs. qT of different pmissT estima-
tors in data, after the Z → µµ selections. The resolutions are corrected with the
responses taken from Figure 7.12.














































Figure 7.15: Resolutions of u‖ (left) and u⊥ (right) vs. number of reconstructed PVs
of different pmissT estimators in data, after the Z → µµ selections. The resolutions
are corrected with the responses taken from Figure 7.12.
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7.5 A Deeper Look into DeepMET
Further studies have been performed to understand better DeepMET and the
origin of its improvements. These additional studies are documented in this section.
7.5.1 Training without PUPPI Weights
It is interesting to check the DeepMET performance in the absence of PUPPI
weights information, in order to understand the importance of the PUPPI weights
in the inputs. Figure 7.16 shows the response-corrected resolution comparisons of
DeepMET trained with PUPPI (solid blue) and without PUPPI weights (dashed
blue). The trainings are tested on a small set of MC events so the statistics are
limited. Nevertheless, even though the resolutions of DeepMET are worse without
PUPPI weights information, they are still systematically smaller than the resolu-
tions of PUPPI and PF pmissT . This demonstrates that both PUPPI weights and
the DeepMET training contribute to the knowledge of pmissT , and that these two
contributions can be combined for further improvements on the pmissT estimation.
7.5.2 Contributions from the Bias Terms
The contributions from the bias terms bi,x and bi,y in Equation 7.6 and 7.7
have also been investigated. Figure 7.17 shows the responses and response-corrected
resolutions of u‖ and u⊥ vs. qT. The solid blue is the original DeepMET, while the
dashed blue is the DeepMET removing contributions from the bias terms bi,x and
bi,y. With almost identical distributions, it can be concluded that the contributions
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Figure 7.16: Resolutions of u‖ (left) and u⊥ (right) vs. qT of different pmissT estimators
in Z→ µµ MC, after the dimuon selections. The resolutions are corrected with the
responses. The dashed blue distributions are from the DeepMET training without
PUPPI weights in the inputs.
from the bias terms are limited, and the main improvements of DeepMET come
from the weight term wi. The bias terms bi,x and bi,y can be used for the corrections
in the x-y direction in the future.
7.5.3 DNN Weight per Particle
The distributions of DNN weight per particle wi are studied in this section.
The DNN weights are the key ingredient for the performance improvements since
the bias contributions are limited. Figure 7.18 shows the DNN weights for the
charged PF hadrons with different fromPV flags. As expected, to charged hadrons
likely from pileup (fromPV = 0 and fromPV = 1), the DNN assigns smaller weights;
to charged hadrons likely from the LV (fromPV = 2 and fromPV = 3), the DNN
assigns higher weights. It is interesting to note that the DNN assigns weights above
1 to charged hadrons from the LV, and weights around 0.2 to charged hadrons from
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DeepMET w/o bias terms






















DeepMET w/o bias terms






















DeepMET w/o bias terms
Figure 7.17: Response and resolutions of u‖ and u⊥ of DeepMET with (solid) and
without (dashed) contributions from the bias terms, tested in Z→ µµ MC after the
dimuon selections. The resolutions are corrected with the responses.
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pileup. These behaviors are different from the PUPPI algorithm where charged
particles only get assigned binary weight of either 1 or 0.


























Figure 7.18: DNN weights for charged PF hadrons with different fromPV flags.
Figure 7.19 shows the distributions of the DNN weights vs. the PUPPI weights
for PF photons (top left), PF neutral hadrons (top right) and HF candidates (bot-
tom), and the black distribution in each plot is the profiled DNN weights with
respect to PUPPI weights. All distributions have been normalized with the total
number of events. For PF photons in Figure 7.19(a), the DNN weights increase as
the PUPPI weights increase. For PF neutral hadrons in Figure 7.19(b), the depen-
dence of the DNN weights on the PUPPI weights is much smaller compared with PF
photons. The average DNN weights for neutral hadrons is around 0.1 to 0.2, while
for PF photons, the weights increase from 0.5 (for the photons with low PUPPI
weights) to 1.3 (for the photons with high PUPPI weights).
Figure 7.20 shows the profiled DNN weights vs. pT (left) and |η| (right) distri-
butions for different types of PF candidates, while Figure 7.21 shows the same sets
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(b) PF Neutral Hadrons






















Figure 7.19: DNN weights vs. PUPPI weights for PF photons (top left), PF neutral
hadrons (top right) and HF candidates (bottom).
104
for profiled PUPPI weights as comparison. The PF candidates from the LV tend
to have higher pT, while the PF candidates from pileup always have low pT. This
could explain why the DNN weights increase as pT goes higher. At very high pT, the
weights for different types of PF candidates saturate around 1.0. In the weights vs.
|η| distribution, the weights for charged hadrons and HF candidates tend to have
little dependence on |η|, while for PF photons, the weights peak around the gap
between ECAL barrel and ECAL endcap (|η| ∼ 1.45). This might be because the
reconstruction efficiency for photons is low in that region, and the DNN weights
have to increase to compensate for the reconstruction inefficiency.












































Figure 7.20: Profiled DNN weights vs. pT (left) and |η| (right) for different PF
candidates
7.6 DeepMET Calibrations and Uncertainties
The DeepMET calibrations, with the aim to achieve a better data-MC agree-
ment, are discussed in this section. The uncertainties on DeepMET derived from
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Figure 7.21: Profiled PUPPI weights vs. pT (left) and |η| (right) for different PF
candidates
this calibration process are also defined and estimated.
7.6.1 DeepMET Calibrations
The Z pT reweighting is first applied to the simulation in order to correct the
boson pT distributions. The left plot in Figure 7.22 shows the pT distribution of the
dimuon pairs before reweighting. The data-MC ratio in the bottom panel is used to
reweight the Drell-Yan MC events, as a function of qT. The reweighted distribution
is shown in the right plot of Figure 7.22. The MC prediction overestimates the
observations in data by about 10% in the high-qT region before the correction. The
data-MC ratio becomes flat across the whole spectra after the reweighting.
Figure 7.23 shows the data-MC comparisons of DeepMET (top left), the recoil
uT (top right), u‖ (bottom left) and u⊥ (bottom right) distributions before the
correction, where the resolution differences in data and MC cause some disagreement




































































Figure 7.22: Data-MC comparisons of the dimuons pT before (left) and after (right)
Z pT reweighting. The underflow (overflow) contents are included in the first (last)
bin.
below, in order to correct the distributions and improve the agreement.
First the data and MC are binned in jet multiplicity and Z pT: three bins
for jet multiplicity: njet=0, njet=1, and njet>1; 80 bins for Z pT from 0 to 300
GeV. The distributions of u‖ and u⊥ are fitted with double-Gaussian functions in
each bin. In data, the tt and diboson contributions have been subtracted using
MC templates before the fits. Some examples of the fitting results are shown in
Figure 7.24 and 7.25 for data, Figure 7.26 and 7.27 for MC. The distributions are
modeled reasonably well by double-Gaussian distributions.
In the second step, each of the fitted double-Gaussian functions is integrated
to get the corresponding cumulative distribution functions (CDFs) for data and MC,
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Figure 7.23: Data-MC comparisons of DeepMET pT (top left), the recoil pT (top
right), u‖ (bottom left), and u⊥ (bottom right) before the corrections. The underflow
(overflow) contents are included in the first (last) bin.
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Figure 7.24: Examples of double-Gaussian fits of u‖ in data, in different jet multi-
plicity and Z pT bins. The tt and diboson contributions have been subtracted from
data using MC templates before the fits.
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Figure 7.25: Examples of double-Gaussian fits of u⊥ in data, in different jet multi-
plicity and Z pT bins. The tt and diboson contributions have been subtracted from
data using MC templates before the fits.
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Figure 7.26: Examples of double-Gaussian fits of u‖ in Z+jets MC, in different jet
multiplicity and Z pT bins.
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Figure 7.27: Examples of double-Gaussian fits of u⊥ in Z+jets MC, in different jet
multiplicity and Z pT bins.
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Finally the differences uData‖ −uMC‖ and uData⊥ −uMC⊥ are applied as the correc-
tions to u‖ and u⊥ in MC, respectively. The corrected DeepMET is then calculated
from the corrected u‖ and u⊥.
Figure 7.28 shows the DeepMET (top left), the recoil pT (top right), u‖ (bot-
tom left) and u⊥ (bottom right) data-MC comparisons after the corrections; good
agreements between data and MC are achieved after the quantile correction, with
the differences within 10% across the whole spectra.
7.6.2 DeepMET Uncertainties
The uncertainties on DeepMET are defined and calculated from the calibration
process. Each of them is listed and discussed below.
1. Uncertainty from MC generators.
The different corrections derived from simulated events with different gener-
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Figure 7.28: Data-MC comparisons of DeepMET pT (top left), the recoil pT (top
right), u‖ (bottom left), and u⊥ (bottom right) after the quantile correction. The
underflow (overflow) contents are included in the first (last) bin.
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sample listed in Table 7.1 is used and the correction process described in the
previous section is repeated. The corrections derived from LO sample are ap-
plied to the NLO sample. The differences between the two sets of corrections
are taken as estimators of the generator uncertainty.
Figure 7.29 shows the comparisons of corrections on u‖ (top left), u⊥ (top
right) and DeepMET (bottom). The difference in u‖ between the two sets of
corrections is below a few percents in the whole spectrum; the difference for
u⊥ in the central region is about 1%, and it ramps up to about 10%, due to
resolution effects, at the two edges; the difference for DeepMET is around 1%
at low pmissT , and becomes around 5% in the range above 50 GeV.
2. Uncertainty from the fitting model.
A double-Gaussian function is used to fit the u‖ and u⊥ distributions in bins
of jet multiplicity and Z pT. Instead of a fit, a Gaussian kernel smoothing
algorithm [109] is used, with a width parameter set to 1 GeV, to smooth the u‖
and u⊥ distributions in data and MC (similar to a convolution with a Gaussian
function). The corrections are derived based on the smoothed distributions
rather than the fitted double-Gaussian functions. The differences are used as
the estimators of the fitting-model uncertainty.
Figure 7.30 shows the comparisons of the corrections on u‖ (top left), u⊥ (top
right) and DeepMET (bottom). The differences are relatively small: around
1-2% in most of the regions.
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Figure 7.29: Ratio comparison of corrections derived from Z+jets LO over Z+jets
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Figure 7.30: Ratio comparison of corrections derived from Gaussian kernel smooth-
ings over double-Gaussian fittings, on u‖ (top left), u⊥ (top right), and DeepMET
(bottom).
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The tt and diboson backgrounds are subtracted using MC templates before the
data fitting, where the tt background shapes could change as a function of the
QCD renormalization and factorization scales. The u‖ and u⊥ templates of the
tt background are obtained by varying the QCD scales in the simulation. The
modified background template are re-subtracted from data and the corrections
are re-derived from the new distributions. The differences are the estimators
of the systematic uncertainty from the tt background modeling.
Figure 7.31 shows the comparisons of the corrections on u‖ (top left), u⊥ (top
right) and DeepMET (bottom). The tt background mainly contributes to large
u‖ and u⊥, as can be seen from Figure 7.28. This explains the distributions
remain unchanged for small values of u‖ and u⊥, while the variations are 5-
10% variations at large u⊥ and large DeepMET. The contribution from the tt
background is around 1% for u‖ around 100 GeV, and thus the effect on u‖ is
limited.
In summary, all three uncertainties are relatively small (around 1%) in the
central region (where u‖, u⊥, and DeepMET are close to 0); the uncertainties become
large (around 5-10% ) at large u‖, u⊥ and pmissT . The uncertainty from MC generators
is the dominant uncertainty.
DeepMET is the first DNN-based pmissT estimator. Compared with the current
PF and PUPPI pmissT estimators, it improves the p
miss
T resolution by 10-20% and is
more resilient towards pileup, by assigning individual weights to input PF candidates
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Figure 7.31: Ratio comparison of corrections derived from QCD scale variations
of the tt background templates, on u‖ (top left), u⊥ (top right), and DeepMET
(bottom).
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after the quantile correction. DeepMET can help improve the precision of SM
measurements and the sensitivity of searches beyond the SM, for processes where
pmissT is present.
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Chapter 8: Study of the Hadronic Recoil Against the W Boson
A precise measurement of the W boson mass (mW) can be used to probe ac-
curately the predictions of the SM and search for indications of new physics [12]. It
was performed previously at the SPS pp̄ collider by the UA1 and UA2 collabora-
tions [110, 111] at
√
s = 546 GeV and
√
s = 630 GeV, at the Tevatron pp̄ collider by
the CDF and D0 collaborations at
√
s = 1.8 TeV [112–114] and
√
s = 1.96 TeV [115–
117], at the LEP e+e− collider by the ALEPH, DELPHI, L3, and OPAL collabo-
rations at
√
s =161-209 GeV [118–121], and at the LHC pp collider by the ATLAS
Collaboration at
√
s = 7 TeV [122].
The latest measurement from the ATLAS Collaboration achieves a precision of
19 MeV, by making use of a combined fit of the charged lepton pT and the transverse
mass (mT ). In this chapter we study the latter variable and explore the potential
of reconstructing it with DeepMET.
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8.1 Introduction
8.1.1 Transverse Mass mT and the W Mass
W and Z bosons are produced predominantly through quark-antiquark annihi-
lation in pp collisions. Higher-order processes can include radiated gluons or quarks
that recoil against the boson, which introduce non-zero boson transverse momen-
tum, as illustrated in Figure 1.2. In W → `ν events, the particles visible to the
detector are the lepton with momentum p` and the hadronic recoil against the W
boson with momentum u. Similar to the Z(``)+jets and γ+jets cases introduced in
the last chapter, the transverse component ~uT is expected to balance the transverse





ν = −~uT . (8.1)
Equation 8.1 can be used to calculate the unknown ~pT
ν :
~pT
ν = ~pmissT = −(~uT + ~pT
`) . (8.2)


















T + |~uT + ~pT
`|) + ~uT · ~pT` . (8.4)
The transverse mass mT can therefore be calculated from the measured ~pT
` and ~uT.
The mass of the W boson, mW, can be measured by comparing the p
`
T and
mT distributions from experimental data with a set of templates obtained from the
calibrated MC simulations produced assuming different mW values: the template
with the largest similarity should indicate the correct mW within uncertainties.
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Figure 8.1: Distributions of the muon pT (left) and the transverse mass mT (right)
with different mW values. The relative difference in the bottom panel is calculates
as the difference between the distribution assuming mW = 80439(80399) MeV and
the distribution assuming mW = 80419 MeV, divided by the distribution assuming
mW = 80419 MeV.
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8.1.2 Transverse Mass mT and Charged Lepton pT
The mass of a charged lepton is negligible compared with the mass of the W
boson. Therefore, in the W boson rest frame of a W→ `ν decay, the charged lepton
is emitted back-to-back with respect to the neutrino, and carry half of the W mass
as its momentum: p = mW/2. The transverse momentum of the charged lepton is
given by:
pT = p sin θ =
1
2
mW sin θ , (8.5)
where θ is the polar angle of the charged lepton with respect to the beam pipe. The
























where the differential cross section dσ/d cos θ follows
dσ
d cos θ
= σ0(1 + cos
2 θ) (8.7)












which has a singularity at pT = mW/2. This divergence does not lead to an infinite
cross section because the W boson mass follows a Breit-Wigner shape. However,
there is still a strong peak with a sharply falling edge in the distribution, which
occurs at half of mW, referred to as the Jacobian edge, since it comes from the
d cos θ/d sin θ term. Similar structures can be derived for the transverse mass mT,
which peaks at mW followed by a Jacobian edge. The black distributions in Fig-
ure 8.2 provide an illustration: the Jacobian edges exist in both mT and charged
lepton pT distributions, with the first after the mW value, and the second after the
mW/2 value.
The mW measurements from mT and from p
`
T provide a powerful cross-check
because of their complementary uncertainties. The measurement from mT is domi-
nated by detector effects that affect the recoil measurement, such as pileup, recon-
struction efficiency, and experimental resolutions. However, the measurement from
mT is more robust to the modeling of p
W
T . The measurement from p
`
T, on the other
hand, is mostly affected by the unknown pWT and the lepton momentum scale. As
shown in Figure 8.2, the mT distribution does not change significantly with finite p
W
T
smearing, but changes dramatically with detector smearings. The opposite behav-
ior is observed for p`T. Combining the mW measurement from the two distributions
should bring the uncertainties on the mW measurement to a minimum.
The recoil of the W boson is studied in the following sections, in order to find
a recoil estimator that could help bring down the mW uncertainties from the mT
fit.
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Figure 8.2: Distributions of the transverse mass (left) and the lepton transverse mo-
mentum (right) in W → `ν decays. The three histograms in each plot are the dis-
tribution at generator level with pWT = 0 (solid black), with finite p
W
T (dotted blue),
and with experimental resolutions from the detector (solid red), respectively [124].
8.2 Generator-level Recoil Studies
The recoil analysis starts with generator-level studies. The simulated events
are required to pass the single-muon selections in Section 7.2.2. Figure 8.3 shows
the generator-level pT and η distributions of the W boson after the single-muon
selections. (In the later sections pWT may be represented with qT, to be consistent
with the previous DeepMET chapter.) The qT distribution peaks around 5 GeV, and
falls exponentially as qT goes higher, while the η distribution peaks around ±2.5.
8.2.1 From Generator-level Recoil to Transverse Mass
Figure 8.4 shows the mT distributions calculated using the reconstructed p
µ
T
and the generator-level qT, in different qT bins. The distributions follow a similar
pattern in each qT bin: they peak at the mW value with a sharply falling Jacobian
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Figure 8.3: Distributions of the generator-level pT (left) and η (right) of the W boson
after the single-muon selections. The underflow (overflow) contents are included in
the first (last) bin.
edge.
8.2.2 Generator-level Final-state Particles
The fact that qT peaks at 5 GeV and then falls exponentially implies that in
many events the hadronic recoil against the W boson consists of rather soft activities
not clustered into high-pT jets. Therefore, the proper evaluation of the hadronic
recoil needs to focus on the recoiled individual particles, either stable particles at
the generator level, or PF candidates at the reconstruction level.
Figure 8.5 shows the pT (top), rapidity y (bottom left) and pseudorapidity η
(bottom right) distributions of all generator-level stable particles in the events. All
distributions are normalized to the total number of events. Most of the particles
are soft and centrally distributed. Table 8.1 shows the average number of different
particles per event.
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Figure 8.4: Distributions of mT in different qT ranges, calculated using the recon-
structed pµT and the generator-level qT, after the single muon selections. The under-
flow (overflow) contents are included in the first (last) bin. All of the distributions
are normalized to unity.
Table 8.1: Average number of generator-level stable particles per W → µν event,
after the single-muon selections.
All pT > 0.5 GeV Fraction
Charged particles 149.2 69.0 0.62
Photons 147.5 26.0 0.23
Neutral hadrons 25.8 16.7 0.15
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Figure 8.5: Distributions of the pT (top), rapidity y (bottom left), and η (bottom
right) of all generator-level stable particles per event, after the single-muon selec-
tions. In the bottom plots, particles are required to pass the pT > 0.5 GeV selection.
The underflow (overflow) contents are included in the first (last) bin.
126
8.2.3 Generator-level Recoil Estimators
Figure 8.6 shows the distributions of the recoil responses after applying dif-
ferent selections on the generator-level recoiled stable particles. As shown in the
plot, the response (solid black) reaches a value close to unity at high qT within the
fiducial coverage of the CMS detector (|η| < 5.0). At low qT, instead, where most
of W events reside, the response is around 90%. If only the recoiled particles with
pT above 0.5 GeV are selected, the response drops to around 80% at low qT. If
the HF region is ignored, i.e., in the |η| < 3.0 region, the response (blue) drops to
60% - 90%. For the recoil using only charged particles within the tracker volume
(|η| < 2.5), the response is around 35% in the low-qT region, and goes up to 50%
in the high-qT region; the pT > 0.5 GeV cut causes the estimator based on charged
particles to drop slightly in the low-qT region.
Figure 8.7 shows the resolutions of u‖ (left) and u⊥ (right) as a function of qT.
Figure 8.8 shows the same distributions but with the response-corrected resolutions.
Table 8.2 presents the overall resolutions of u‖ and u⊥ (with and without response
corrections) with different selections. In the optimal case, where all recoiled particles
within the CMS acceptance (|η| < 5.0) have been successfully reconstructed, per-
fectly measured, and without any contamination from other sources, the resolutions
of u‖ and u⊥ are around 4 GeV, across the whole qT range. Without the information
from the forward region, the response-corrected resolution of u⊥ is about 10 GeV.
While using only the tracking information, the response-corrected resolution of u⊥
increases to 15 GeV.
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Figure 8.6: Distributions of recoil responses using generator-level stable particles
with different selections. The solid black is the recoil using all these particles with
|η| < 5.0 (the maximum coverage of the CMS detector). The solid blue is using all
these particles with |η| < 3.0 (excluding CMS HF and forward subdetectors). The
solid red is using all charged particles within |η| < 2.5 and photons within |η| < 3.0
(CMS Tracker + ECAL). The solid green is using all stable charged particles within
|η| < 2.5 (CMS Tracker). The dashed distributions are applying the corresponding
solid selections plus the pT >0.5 GeV cut.
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Table 8.2: Resolutions of u‖ and u⊥ in W(µν) MC events with and without response
corrections using generator-level stable particles with different selections, after the
single-muon selections.
Selections on generator-level σ(u‖) Corrected σ(u⊥) Corrected
particles (pT unit: GeV) [GeV] σ(u‖) [GeV] [GeV] σ(u⊥) [GeV]
|η| < 5.0 4.1 4.3 4.0 4.2
|η| < 5.0, pT > 0.5 4.6 5.3 4.5 5.1
|η| < 3.0 8.3 10.7 7.7 9.7
|η| < 3.0, pT > 0.5 8.1 11.1 7.3 9.9
charged |η| < 2.5, photon |η| < 3.0 11.1 16.4 7.9 12.8
charged |η| < 2.5, photon |η| < 3.0,
both with pT > 0.5
11.0 17.1 7.4 13.1
charged |η| < 2.5 14.2 20.8 6.6 15.6
charged |η| < 2.5, pT > 0.5 14.3 21.2 6.4 15.8
The recoil using only charged particles has a small u⊥ resolution of around
6 GeV without the response corrections. However, due to its low response, the u⊥
resolution becomes above 15 GeV after the response correction.




























































Figure 8.7: Resolutions of u‖ (left) and u⊥ (right) vs. qT using generator-level
final-state particles with different selections in W(µν) MC, after the single muon
selections.
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Figure 8.8: Resolutions of u‖ (left) and u⊥ (right) vs. qT using generator-level
final-state particles with different selections in W(µν) MC, after the single muon
selections. The resolutions are corrected with the responses taken from Figure 8.6.
8.3 Reconstruction-level Recoil Studies
The recoil estimators calculated from reconstructed PF candidates are dis-
cussed in this section. Compared with the results using generator-level stable par-
ticles, the responses and resolutions of recoil estimators using reconstructed PF
candidates are affected by the pileup interactions, reconstruction efficiencies and
the resolution of momentum measurements.
8.3.1 Reconstructed PF Candidates
Figure 8.9 shows the averaged pT and η distributions of all reconstructed PF
candidates per event, after the single-muon selections. Most of the particles are
soft and centrally distributed. Table 8.3 includes the average number of different
particles per event. Compared with the generator-level stable particles shown in
130
Table 8.1, the numbers have increased 3-5 times, mainly because the generator-level
information does not include pileup particles.






















































Figure 8.9: Distribution of the pT and η of all reconstructed PF candidates per
W→ µν MC event, after the single-muon selections. In the right plot, particles are
required to pass the pT > 0.5 GeV selection. The underflow (overflow) contents are
included in the first (last) bin.
Table 8.3: Average number of reconstructed PF candidates per W→ µν MC event,
after the single-muon selections.
All pT > 0.5 GeV Fraction
Charged 540.0 334.1 0.43
Photon 147.5 71.4 0.09
Neutral hadrons 61.3 55.0 0.07
HF candidates 699.7 315.7 0.41
8.3.2 Recoil Estimators
Similar to Table 8.2, Table 8.4 presents the resolution values of u‖ and u⊥
(with and without response corrections) with different selections of PF Candidates.
The PUPPI weights have been included in all of the recoil calculations, because the
same selections without PUPPI weights always lead to worse performances due to
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Table 8.4: Resolutions of u‖ and u⊥ in W(µν) MC events with and without re-
sponse corrections using PF candidates with different selections, after the single
muon selections. The PUPPI weights are included in the recoil calculations.
Selections on PF σ(u‖) Corrected σ(u⊥) Corrected
candidates (pT unit in GeV) [GeV] σ(u‖) [GeV] [GeV] σ(u⊥) [GeV]
|η| < 5.0 13.1 20.2 11.3 18.3
|η| < 5.0, pT > 0.5 13.0 20.5 11.1 18.5
|η| < 3.0 12.7 20.1 10.2 17.3
|η| < 3.0, pT > 0.5 12.6 20.4 10.1 17.4
charged |η| < 2.5 15.2 23.7 6.7 18.0
charged |η| < 2.5, pT > 0.5 15.2 24.0 6.6 18.3
pileup effects.
Differently from what is observed with generator-level stable particles reported
in Table 8.2, in the case of PF candidates the response-corrected resolutions of u⊥ are
similar with different selections, while for u‖, including neutral particles within |η| <
3.0 helps the recoil measurement, extending it to the HF region (3.0 < |η| < 5.0)
does not improve the resolution. This indicates that the benefit from including
reconstructed forward particles to the W recoil measurement is limited, probably
due to pileup effects and the worse resolutions of the momentum magnitude and
direction. It shall also be noted that the pT cut at 0.5 GeV has little impact on the
resolutions.
Table 8.5 lists the resolutions of PF pmissT , PUPPI p
miss
T and DeepMET in the
same W(µν) MC events, where the PF pmissT and PUPPI p
miss
T are after the Type-I
corrections. The results are similar to the Z(µµ) results shown in Table 7.2, as
expected. DeepMET maintains the smallest resolutions among all the estimators.
Figure 8.10 shows the comparisons of the qT (left), p
miss
T (center) and the trans-
verse mass mT (right) reconstructed using PF p
miss




Table 8.5: Resolutions of u‖ and u⊥ of PF pmissT , PUPPI p
miss
T and DeepMET with
and without response corrections in W(µν) MC, after the single-muon selections.
Type
σ(u‖) Corrected σ(u⊥) Corrected
[GeV] σ(u‖) [GeV] [GeV] σ(u⊥) [GeV]
PF pmissT 21.3 25.0 20.8 24.4
PUPPI pmissT 15.7 21.7 14.3 20.0
DeepMET 13.5 17.1 12.1 15.4
in which DeepMET has the sharpest peak in pmissT and mT. Also note that the re-
sponse of PUPPI pmissT is smaller than DeepMET and PF p
miss
T in the low-qT region,
as shown in Figure 7.8, which would make the pmissT and mT distribution artificially
better. The most powerful metric, after all, should be the systematic uncertainty
on mW evaluated by varying the W pT distribution measured from different recoil
estimators, which will be discussed in the later sections.
8.4 Data-MC Comparisons of DeepMET in the W Signal Region
The data-MC agreement of DeepMET after the single-muon selections is eval-
uated in this section.
8.4.1 Background Estimations
Most of the events in data are from W → µν process after the single muon
selections, with backgrounds from two major topologies:
• isolated lepton backgrounds: they arise from electroweak processes, for ex-
ample, the Drell-Yan (Z/γ∗ → ``) process; or the top quark pair production,
when the top quarks decay to W + b is followed by a leptonic decay of the W
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Figure 8.10: Comparisons of qT (top left), p
miss
T (top right) and transverse mass mT
(bottom) distributions in W(µν) MC, reconstructed using PF MET (black), PUPPI
MET (red) and DeepMET (blue), after the single-muon selections. The underflow
(overflow) contents are included in the first (last) bin.
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boson; contributions from the dibosons (WW, WZ, ZZ) are small because of
the small production cross sections of these processes.
• non-isolated lepton backgrounds: they are dominated by the QCD multijet
production, where the non-isolated lepton comes principally from the semilep-
tonic decay of an heavy-flavor jets.
The contributions from misidentified muons are small considering the excellent
muon identifications.
For the isolated lepton backgrounds, the kinematics of these electroweak pro-
cesses are well simulated in MC and their cross sections are well measured. There-
fore, these backgrounds are estimated directly using the MC simulations.
The non-isolated QCD background is estimated with a data-driven method. In
the muon object selections, the muon candidate is required to have the PF isolation
smaller than 0.15 (signal region). We invert this requirement and require one muon
with PF isolation between 0.3 and 0.6, in order to create a control region dominated
by QCD events. Distributions of qT, p
miss
T and the mT calculated from DeepMET
in this region are shown in Figure 8.11, in which the QCD contributions are taken
from MC simulations and plotted only for illustration purposes. For the data-
driven QCD estimation, the contributions of the electroweak processes containing a
genuine muon from a W and Z decay are subtracted from data in the control region,
using the MC simulations. The obtained shape is used as an estimator of the QCD
background shape in the signal region. The normalization of this background is
obtained by comparing the observed and expected number of events in the region
135































































































Figure 8.11: Distributions of qT (top left), p
miss
T (top right) and mT (bottom) calcu-
lated from DeepMET in the QCD dominated control region. The QCD distribution
is taken from MC simulations, for the illustration purpose only. The underflow
(overflow) contents are included in the first (last) bin.
The cut values on the muon PF isolations for the control region, 0.3 and 0.6,
are verified by using different cut values (0.3 and 0.45, 0.45 and 0.6), and the impacts
on the final QCD background shape are found to be small. The normalization of the
QCD background can be also treated as a free-floating parameter, and estimated
from fits of different distributions. In this dissertation, it is normalized to the region
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with mT < 30 GeV, with the purpose of carrying out a fast data-MC comparison.
It is also verified by varying the mT cut values, with only small differences found.
8.4.2 Data-MC Comparisons of DeepMET
With the background estimation methods described above, Figure 8.12 shows
the data-MC comparisons of qT (top left), p
miss
T (top right) and mT (bottom) cal-
culated from DeepMET in the events after the single muon selections. Figure 8.13
shows the same set of plots, but after the recoil corrections described in Section 7.6.1.
The comparisons of Figures 8.12 and 8.13 demonstrate that the corrections
significantly improve the data-MC agreement at high mT. The agreement is within
the typical W+jets theoretical uncertainties (about 5%), well suited for any general-
purpose analysis.
In a future mW analysis, the backgrounds, especially the non-isolated muon
backgrounds from QCD, can be further reduced with pmissT and mT cuts. No p
miss
T
or mT cut is applied here to demonstrate the overall good data-MC agreement.
The background estimations can also be improved with more precise methods, for
example, measuring the misidentification rate of non-isolated muons identified as
isolated in bins of muon pT and η. These could fix the minor shape differences
observed in the QCD dominated region in these figures. The muon momentum
































































































Figure 8.12: Data-MC comparisons of qT (top left), p
miss
T (top right), and mT (bot-
tom) calculated from DeepMET in events after the single-muon selections. The
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Figure 8.13: Data-MC comparisons of qT (top left), p
miss
T (top right), and mT (bot-
tom) calculated from DeepMET in events after the single-muon selections. The
recoil corrections described in Section 7.6.1 are applied. The underflow (overflow)
contents are included in the first (last) bin.
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8.5 Uncertainties on W Mass Fit from Recoil
As discussed earlier, the W boson mass mW is Lorentz invariant, and does not
change with pWT . On the other hand, p
`
T depends on the p
W
T distribution. Therefore
using p`T to measure mW requires a good understanding and modeling of p
W
T . The
idea of using the recoil uT and building mT is to partially recover the lack of infor-
mation on pWT and make the mW measurement less dependent on it. This is also
shown in Figure 8.2.
In this section, the systematic uncertainty on mW from the p
W
T modeling are
evaluated, in order to quantify the performance of different recoil estimators. The
mW fitting procedure is firstly introduced, then variations of the p
W
T shape are briefly
discussed, and finally the shifts of mW from the p
W
T shape variations are presented.
8.5.1 W Mass Fitting Procedure
The mW value is extracted with a template fitting procedure as mentioned
earlier. It consists in the comparison of the distributions of one variable (mT, p
`
T
or pmissT , etc.) between the data and several MC templates built using different mW
hypotheses. For each hypothetical Mnew, a new set of event weights will be generated
using the following ratio of Breit-Wigner functions:
w =
(M2 −M20 )2 + (ΓM0)2
(M2 −M2new)2 + (ΓMnew)2
, (8.9)
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whereM is the generated W mass in one event, M0 and Γ are the default W mass and
W width. This expression of event weights is an approximation because it does not
take into account the relations between the mass and other parameters, such as Γ,
the couplings, etc. However, it holds under the assumption ∆M = Mnew−M0  Γ,
and fully satisfies the mW analysis since the region of interest is ∆M < 100 MeV.
The mT distribution is used to extract the mW in this section, in order to
study different recoil estimators. The special case uT = 0 corresponds to mT = 2p
`
T.
The M0 and Γ are taken from the mc@nlo settings used in the MC generation:
M0 = 80.419 GeV and Γ = 2.050 GeV. The Mnew parameters are set to be between
80.369 GeV and 80.469 GeV; the event weights are generated for different Mnew val-
ues every 5 MeV. The 21 sets of mT templates from the reweighted MC are morphed
with RooMomentMorph provided by ROOT. The Asimov data [125] corresponds to
the MC produced with mW = M0 = 80.419 GeV, scaled to match the integrated
luminosity of the data sample, 35.9 fb−1.
8.5.2 Event Selections and mT Fit Range
In the ATLAS mW analysis [122], events are required to pass the single-lepton
selections, have pmissT larger than 30 GeV and a measured recoil uT smaller than
30 GeV. The purposes of the last two selection criteria is to reduce the QCD mul-
tijet background contribution and minimize the model uncertainty on W boson
productions at high transverse momentum. In that analysis, the upper boundary of
the mT fit range is varied between [90, 100] GeV and the lower boundary is varied
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between [65, 70] GeV. The fit range is finally chosen to be 66 < mT < 99 GeV, as
this is found out to be the one with smallest total uncertainty in mW.
To mimic the ATLAS event selections, in this section the events are required
to pass the single muon selections listed in Section 7.2.2, and have pmissT > 30 GeV
and uT < 30 GeV, with the p
miss
T and uT calculated from the recoil estimator being
studied. Figure 8.14 shows the reconstructed mT distributions for different recoil
estimators after the event selections. As discussed previously, PUPPI pmissT and
DeepMET have smaller resolutions compared with PF pmissT , and therefore their mT
distributions fall more quickly than the mT reconstructed using PF p
miss
T . In the low
uT region, DeepMET has a larger response and a similar resolution compared with
PUPPI pmissT . Therefore, the mT difference between DeepMET and PUPPI p
miss
T is
small, but it will show up in Section 8.5.4 where the W pT systematic uncertainty
is studied.
In this section, the lower bound of mT is chosen to be 65 GeV, the same value
as the ATLAS lower bound; the upper bound of the mT fit range is set to the 90%
quantile of the mT distribution, similarly to previous W recoil studies [126, 127].
This definition of the upper bound allows for a more sensible comparison of the
different recoil estimators, each of which has a different resolution. It is found that
the uncertainties on mW from the mT fit depends significantly on the mT fit range;
however, the ordering in performance of recoil estimators does not change when
varying the mT upper bound cut in 70%-95% quantiles. Table 8.6 lists the mT fit
range of different recoil estimators chosen with this method.
The above event selections and the fit range are a simplified setup, as our main
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Figure 8.14: Distributions of reconstructed mT for different recoil estimators in
W+jets MC after the event selections. The distribution of uT = 0 is to set the uT
always to zero, in which case mT = 2p
`
T.
Table 8.6: mT fit ranges for different recoil estimators. The lower bound is fixed at
65 GeV, and the upper bound is set to the 90% quantile of the mT distributions.
Recoil min mT [ GeV ] max mT (q90) [ GeV ]
Generator-level pWT 65 83
PF pmissT 65 101
uT = 0 65 110
PUPPI pmissT 65 96
DeepMET 65 93
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goal here is to vary the pWT distributions and check how robust the mT fit would
be from different recoil estimators. In a future CMS mW measurement, once the
methods to estimate all systematic uncertainties are finalized, the event selections
and fit ranges could be fully optimized to minimize the mW uncertainties.
8.5.3 Uncertainties on the pWT Modeling
Theoretical uncertainties on the pW,ZT modeling are around a few percent. Fig-
ure 8.15 and 8.16 are from the latest ATLAS [128] and CMS [129] comparisons of
p``T distributions between different MC generators and data at
√
s = 13 TeV, where
the ratios of MC over data vary within 10%.
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Figure 8.15: Comparison of the p``T distributions between different MC generators
and data from the ATLAS measurement [128].
In the ATLAS mW measurement [122], the parton shower generator is tuned
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Figure 8.16: Comparison of the p``T distributions between different MC generators
and data from the CMS measurement [129].
pWT distributions. Uncertainties on p
W
T are estimated from the uncertainties in the
tuning parameters. Three additional contributions to the uncertainty are coming
from: the charm quark mass, the factorization scale µF, and the parton shower PDF
uncertainties, each of which affects the pWT and p
Z
T distributions. Figure 8.17 shows
the uncertainty on the W and Z normalized pT distribution ratios relative to the
nominal Pythia 8 prediction, where σW and σZ are the W and Z production cross
sections.
Within the CMS Collaboration, the proper way to estimate the pWT uncertain-
ties for the mW measurement is still under discussion. Here a toy model is taken,
with the variation scales approximately the same as in the ATLAS analysis. While
the absolute values from the toy model will not reflect the final mW uncertainty from
the pWT modeling, it is possible to estimate the robustness of the mT reconstruction
against the pWT modeling when different recoil estimators are employed. This method
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Figure 8.17: Uncertainty on the W and Z normalized transverse-momentum dis-
tribution ratios relative to the nominal Pythia 8 prediction, from the ATLAS mW
measurement [122].
The pWT variations in Figure 8.17 from ATLAS are fitted with a third-order
polynomial function. Figure 8.18 shows the fitted function, which fully covers the
uncertainty band in the ATLAS measurement in Figure 8.17: the variation is about
2.5% at very low pWT , and about 1% at high p
W
T . For p
W
T > 35 GeV, the variation is
set to a constant. This function is used to reweight the pWT distributions in the MC
templates.
In Figure 8.19 the default mT distribution (black) is compared to the distribu-
tions obtained by shifting mW by ±10 MeV (blue and cyan), and by reweighting the
pWT with the above fitted function (red). Looking at the ratio distributions at the
bottom of each plot, the distribution using the generator-level pWT has the largest
variations when shifting the mW by ±10 MeV, indicating its strongest discriminat-
ing power on mW and smallest statistical uncertainties. While for PF p
miss
T , the mT
variations from mW shift is the smallest, indicating the largest statistical uncertainty
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Figure 8.18: Weights for reweighting the pWT spectrum.
on mW fit due to its poor resolution.
Comparing the variations from pWT reweighting to the variations by shifting
mW by ±10 MeV in Figure 8.19, the mT variations reconstructed using generator-
level pWT seems to be the smallest, which leads to the smallest dependence on p
W
T
spectrum; the distribution which uses uT = 0 seems to have the largest variations
with pWT reweighting, which results in the largest systematic uncertainties from p
W
T
spectrum, as expected in the discussions before.
It can also be found from Figure 8.19 that the variations from pWT reweighting
are larger at the two ends of themT distribution than the central regions. This causes
our studies to be very sensitive to the mT fit range. As stated before, we take the
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Figure 8.19: Distributions of mT (black) and the variations by shifting mW by
10 MeV (green and cyan), and by reweighting the pWT distribution (red). The five
plots from left to right, from top to bottom are the mT reconstructed with the
generator-level pWT , PF p
miss
T , uT = 0, PUPPI p
miss
T and DeepMET. The ratio plot
shows the relative difference in percent between the distribution after the variation
and the original (central) distribution.
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8.5.4 Uncertainties on W Mass from W pT Spectrum
With the W mass fitting procedure, event selections and mT fit range, and
pWT variations applied as discussed above, the uncertainties on mW is evaluated with
different recoil estimators. The mT fit is a binned maximum likelihood fit in the
corresponding fit range, between the Asimov pseudo-data (mW = 80419 MeV) and
the 21 morphed templates (mW from 80369 MeV to 80469 MeV; one template every
5 MeV).
Without the pWT variations, the fit returns 80419 MeV. After reweighting the
pWT distribution, the 21 templates are rebuilt from the reweighted MC, and the fit
to the same pseudo-data is repeated to extract the new mW values. The differ-
ence between the new mW and the previous mW (80419 MeV) will be taken as the
estimation of the systematic uncertainties on mW from the p
W
T variations.
The postfit distributions are shown in Figure 8.20. The five plots are the
mT distributions reconstructed from the generator-level p
W
T , PF p
miss





T and DeepMET. The fit ranges are taken from Table 8.6,
as discussed before. The pulls in the bottom panels are calculated as the difference
between the pseudo-data and the template, divided by the statistical uncertainty of
the pseudo-data. Most of the pulls after the fit are between -2 and 2, showing good
agreement between the pseudo-data and the template, except for themT distribution
using uT = 0, where the fitter is unable to find a good agreement within the 50 MeV
fit range.
Table 8.7 shows the mW statistical uncertainties and systematic uncertainties
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Figure 8.20: The mT postfit results between pseudo-data and morphed templates,
where the morphed templates are from MC with pWT reweighting applied. Pseudo-
data has been scaled up to 35.9 fb−1 for the evaluation of statistical uncertainties.
The five plots from left to right, from top to bottom are the mT reconstructed with
the generator-level pWT , PF p
miss
T , uT = 0, PUPPI p
miss
T and DeepMET. The plotting
ranges are the same as the fitting ranges listed in Table 8.6.
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from pWT variations with different recoil estimators. The recoil using generator-level
pWT has the smallest statistical and systematic uncertainties. Using only lepton pT
(uT = 0) leads to small statistical uncertainties because of the excellent resolution
of the muon momentum measurement, but large systematic uncertainties from the
pWT variations. Comparing all the reconstructed recoil estimators, DeepMET has
the smallest uncertainties. The results are also shown in Figure 8.21.
Table 8.7: mW statistical uncertainties and systematic uncertainties from p
W
T vari-
ations for the mT fit, from different recoil estimators. All units are in MeV.
Recoil stat. syst. from pWT variations total
Generator-level pWT 1.3 9.1 9.2
PF pmissT 3.9 20.3 20.7
PUPPI pmissT 2.6 21.4 21.6
uT = 0 1.8 >50 >50
DeepMET 2.5 16.1 16.3





























Figure 8.21: mW statistical uncertainties and systematic uncertainties from p
W
T vari-
ations for the fit of mT reconstructed from different recoil estimators.
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As emphasized before, the setup here to evaluate the uncertainties is rather
simplified and the absolute values of the estimated uncertainties have a large de-
pendence on the pWT variations and the chosen fit range. To evaluate the final mW
uncertainties the methods will need further discussions and optimizations. The re-
sults from this simplified approach are however still promising: DeepMET reduces
the systematic uncertainty from the pWT variations by about 20% compared with the
second-best estimator.
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Chapter 9: Summary and Outlook
This dissertation presents the new Deep-Neural-Network–based pmissT estima-
tor, DeepMET, and its application to the measurement of the hadronic recoil against
the W boson in pp collisions. DeepMET utilizes low-level reconstructed particle-flow
candidates as inputs and assigns a weight wi and two biases bi,x, bi,y to each candi-
date. The estimated pmissT is the negative of the vector sum of the weighted transverse
momenta of all candidates plus their bias contributions. With only approximately
5000 trainable parameters, DeepMET manages to achieve 10-20% better resolutions,
more resilience to pileup, and a similar unitary response, compared with the current
CMS PF and PUPPI pmissT estimators. Good agreement is found between the CMS
13 TeV data taken during 2016 and simulated events after implementing corrections
derived from Z → `` events. DeepMET demonstrates the potential to improve the
precision of SM measurements and achieve a higher sensitivity in BSM searches.
The mass of the W boson is one of the most fundamental parameters in the SM.
A precise measurement of the W mass provides one of the most stringent tests of the
internal consistency of the SM, and reduces the parameter space of many theories
beyond the SM. This dissertation studies the impact of the recoil measurement on
the W mass measurement, and shows that DeepMET is capable of reducing the
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uncertainties on the W recoil and W mass by about 20% relative to other pmissT
estimators.
DeepMET represents the first attempt of using DNN in pmissT estimations.
Future developments include the deployment of similar small-size DNN algorithms
in FPGAs [130] in the Level-1 trigger, or in the GPUs [131] present in the high-
level trigger. It is also interesting to explore more complicated and advanced ML
algorithms. For instance, graph neutral networks [132] have already shown great
potential in studies such as event reconstruction [133], pileup rejection [134], and
jet-flavor tagging [135, 136]. The exploration and deployment of modern machine
learning techniques, especially deep-learning techniques, will continue to be one of
the fastest developing fields in particle physics.
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