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CHAPTER 1
INTRODUCTION
Classification is a challenging problem that encompasses several diverse domains, and is
defined as the task of assigning data objects to one or several predefined classes. For instance,
in biomedical domain, cells are classified as malignant or benign, based on the results of MRI
scans. In text classification, documents are classified into a number of topics based on their textual context. In functional genomics, genes and proteins are associated with several functional
labels simultaneously.
Given a set of training examples, characterized by the tuples (xi , yi ), i = 1, ..., n, where n
is the total number of training examples, xi is the attribute set and yi is the class label (also
known as target attribute), the goal of classification is to learn a target function f (x), that maps
each attribute set, xi , to its associated class label yi . The target function is also known as a
classification model. A classification model can be used as a descriptive model to distinguish
between objects of different classes. It can also be used to predict the class labels of unknown
examples.
This dissertation presents novel algorithms for hierarchical multi-label classification problem in the context of protein function prediction. Several issues have to be considered. First,
each instance can be associated to more than one label at the same time (multi-label classification). Second, the labels are related to each other and their mutual relations are expressed by
rooted trees or directed acyclic graphs (hierarchical classification). Third, the labels and the
instances could have unrevealed correlations that are not expressed through the hierarchical
structure (label-label correlation and instance-instance correlation). Fourth, the predictions
found by a classification model should be consistent with the hierarchial relations between the
labels (hierarchy constraint). Fifth, multiple heterogeneous data sources exist, that describe
the instances differently (heterogeneous multi-source integration).
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Multi-label classification is a challenging problem in many real-world application domains.
For instance, in text categorization, a document may be categorized into multiple categories:
technology, science and computers. A medical patient may have more than one health condition: high blood pressure, obesity and diabetes. Semantic scene classification may result in
several semantic classes: mountain, sky, ocean and sunset. A CNN news report can be tagged
as people and economy at the same time. A movie can be categorized as action, adventure and
thriller. A gene may be annotated with several functional labels in functional genomics. This
dissertation was motivated by data in the fields of bioinformatics and functional genomics.
Hierarchical multi-label classification is attracting much research attention in recent years.
There is an increasing need for hierarchical multi-label classification in several application
domains such as text and music categorization, functional genomics, and image and video annotation. The particular application focused in this dissertation is protein function prediction:
given an unseen instance (gene product), the goal is to predict its function label set based on
a predefined class hierarchy such as FunCat (Functional Catalogue tree structure) taxonomy
[101]. This is a central problem in modern biology since many proteins are still unannotated
although a large number of them have been identified. For instance, 40% of the proteins encoded in eukaryotic genomes have not been functionally characterized [53].

1.1

Motivation

1.1.1 Multi-label Classification
Traditional classification tasks deal with assigning instances to a single label. In multilabel classification, the task is to associate the data object to a set of labels that data object can
belong to rather than associating it with a single label. Traditional binary-class problem can
be viewed as a special case of multi-label classification. Multi-label classification problems
arise in several application domains such as text classification, image classification, and gene
function prediction [31].
Many proposed methods tackle the multi-label classification problem by transferring the

3
multi-label classification problem into a set of single-label classification problems and applying the traditional single-label classification algorithms [33, 15]. An obvious disadvantage of
these methods is that they ignore the correlation between the labels. On the other hand, many
methods suggest the adaptation of the conventional classification algorithms in order to deal
directly with the multi-label problem [26, 104].

1.1.2 Hierarchical Classification
Hierarchical multi-label classification is a variant of traditional classification where the task
is to assign the data objects to a set of labels where the labels are related through a hierarchical
classification scheme. In other words, when an instance is labeled with a certain class, it should
also be labeled with all of its superclasses. Organizing the classes in a hierarchical scheme is
useful when the number of classes is large. For example, text documents, images and genes
can be organized in conceptual hierarchies such as the one shown in Figure 1.1. Hierarchical classification can help in increasing the organization and the accessibility of databases in
several real-world domains.
Hierarchical multi-label classification has received increasing attention in recent years due
to its practical relevance in many domains. In hierarchical multi-label classification, the training set consists of instances, each of which is associated with a set of labels that are organized
according to a predefined hierarchy (For example, GO or FunCat in the functional genomics
setting) [6]. The goal is to predict the label sets of unseen instances by analyzing the training
instances with known label sets.

1.1.3 Label-Label Correlation and Instance-Instance Correlation
Most of the state-of-the-art hierarchical multi-label classification methods are designed to
focus mainly on taking into account the hierarchical structure of the classes by obeying the
hierarchy constraint for the final predictions [11, 80, 100]. However, no attempts were made to
explore the relations among the labels or the instances that are not expressed by the predefined
class hierarchy. In other words, most of the existing approaches focus on learning models
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(a) Gene functions

(b) Images categorization

(c) Text classification

Figure 1.1: Examples of Hierarchical classification in various domains where the hierarchical
structure is a tree.
independently for each label. Additionally, the majority of the existing approaches for the
protein function prediction problem (the application we focus in this dissertation) perform
additional steps to correct inconsistent predictions.
We attempt to make a fundamental advancement in this area by explicitly discovering and
exploiting new relationships among the classes, that are not shown through the hierarchical
taxonomy, and making use of such knowledge in the learning process. By leveraging on the
hierarchical structure of the classification scheme, the classifiers can be more efficient [40].

1.1.4 Integration of Heterogenous Data Sources
Several types of data sources can be used for the prediction task. The recent advances in
high-throughput technologies, such as the DNA microarray data, has enabled measuring the
expression level of thousands of genes simultaneously. Protein-protein interaction (PPI) and
genome sequences are two other important data sources [23]. In this work, various kinds of
datasets will be used in evaluating the task of hierarchical gene function prediction.
Learning reliable classification models for several hierarchically structured functional classes
from a single dataset is often hard due to several complex issues including noise in the data,
low relevance of the dataset for some functional classes and an insufficient number of training
examples for building accurate classification models [89, 77].
These issues, especially the last one, are expected to most severely affect the classification models for functional classes having few members, particularly classes located deep in a
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functional hierarchy and leaf classes.
However, it is surprising to see that only little has been done in terms of integration of
multiple data sources when the classes are controlled by a hierarchical relations scheme. This
observation motivates this dissertation. Integrating data from multiple sources can provide
valuable knowledge that can be used to improve the prediction results. From the perspective of
application domain, this dissertation will focus on “protein function prediction”, an important
application in the bioinformatics field.

1.2 Challenges and Research Objectives
The goal of this dissertation is the development of a hierarchical multi-label classification
framework that improves the classification performance. In order to accomplish this objective,
the work in this dissertation is divided into three main tasks.
The first task focuses on developing a hierarchical multi-label classification approach and
compare it with the flat classification approach. Moreover, different testing strategies are examined in this task, namely, the top-down strategy and the bottom-up strategy. This task poses
the following challenges:
1. Multi-label classification: an instance may belong to multiple class labels at the same
time. There is a need for a prediction algorithm that is able to identify all the possible
labels of a particular example.
2. Hierarchical taxonomy: classes are related to each other in a tree or a graph structure.
The goal is to discover the specific unknown functions for an example rather than general
functions. This challenge includes two more challenges:
(a) Hierarchy constraint: the hierarchy constraint states that annotating an example
to a given class is automatically transferred to all of its ancestors. The predictions
for unknown instances must follow the hierarchy constraint.
(b) Classes imbalance: as the specificity of the classes increases, fewer number of
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examples are annotated to the more specific classes.
(c) Non-mandatory leaf node prediction: the proposed prediction algorithm allows
the predictions to stop at any level in the hierarchy.
The objective of this task is to develop an algorithm that predicts protein functions in a
computationally efficient manner.
The second task is to extend the developed hierarchical multi-label classification algorithm
to exploit the hidden correlations among the labels and the instances. A major objective here
is to compare the performance of the hierarchical classification when utilizing the knowledge
about the hierarchical relationships among the classes and the discovered new unrevealed relationships among other classes, that are not shown through the pre-established hierarchical
structure of the classes, against flat classification and the local classifier approach. In addition
to the above challenges, the following challenges are addressed:
1. The label-label correlation: the label-label correlation is modeled and utilized in building the classification model.
2. The instance-instance correlation: the instance-instance correlation is exploited and
used in building the classification model.
3. Shared learning models: find, share and combine a number of models across the neighbor labels.
In the third task, the integration of multiple heterogenous data sources is explored. In
addition to the challenges that are addressed in the first task, the following challenges are also
being addressed:
1. Multi-source integration: functionally similar examples may have huge diversity in their
measurements through various datasets. Each data source may provide information about
the characteristics of genes to be classified from a different view. Moreover, one source
can be useful to learn a specific functional class while being irrelevant to other classes.
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2. Computational cost: the inter-relationships among the classes, shown through the hierarchical structure, can be exploited for reducing the computational cost for learning large
amount of gene function classifiers, when multiple heterogeneous data sources exist.
To make this thesis complete, a weighting scheme of the integration framework of the
heterogenous data sources in which different weights are associated with different data sources
is also proposed. The weights are adaptable in the sense that they express the relevance of each
data source to the label under-study.
Considering all the above issues, the problem of accurately predicting the gene functions
from multiple sources is a challenging problem. The dissertation seeks to address the above
challenges in a generalized framework. To the best of our knowledge, there is no existing work
that handles all of the above challenges in a single framework.

1.3 Summary of Contributions
Hierarchical multi-label classification problem can be viewed as an extension of the binary classification problem where an instance can be associated with multiple classes that are
related through a hierarchical categorization scheme. Figure 1.2 shows an overview of the
proposed framework. To address the challenges of the first part of this dissertation and to improve the hierarchical protein function prediction, we propose a novel hierarchical multi-label
classification algorithm to efficiently predict protein functions. The developed algorithm is
called “HML-Boosting” algorithm. The contributions of this algorithm can be summarized as
follows:
1. Propose a class-membership consistency correction method in the model building process rather than having it as a separate step.
2. Study the effects of the different testing strategies, the top-down approach and the bottomup approach, on the prediction results.
3. Compare the performance of the flat approach with the local approach of the hierarchical
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multi-label classification.

Figure 1.2: An overview of the proposed framework.
The second developed system is called “HiBLADE”, a hierarchical multi-label classification framework for incorporating information about the hierarchical relationships among the
labels as well as the label and instance correlations. The experimental results showed that
the proposed algorithm outperforms the flat classification method and the local approach that
builds an independent classifier for each class without considering the correlation between the
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classes. The main contributions of this algorithm are summarized as follows:
1. The underlying pre-defined taxonomy of the labels is explicitly expressed by adding the
ancestor labels to be part of the feature vector, which allows us to gain further insights
into the learning problem.
2. It is capable of addressing the correlations and the mutual interdependencies among the
children of a particular label using the Bayesian framework and instance-based similarity.
3. The use of a shared boosting model for the children labels for each label in the hierarchy
using the found correlations leads to efficient and effective results.
More importantly, the integration of multiple heterogeneous data sources in the context
of hierarchical multi-label classification is presented in the third part of the dissertation. In
essence, a novel algorithm for heterogeneous multi-source integration for hierarchical multilabel classification is proposed to efficiently exploit different data sources in the learning of the
classification models. This algorithm is called the “HiBiN” algorithm. The main contributions
of the HiBiN algorithm are summarized as follows:
1. To predict multi-labels for genes, the HiBiN allows the prediction of more than one
functional class.
2. To maintain the hierarchy constraint, the parent-child mutual inter-relationships are exploited during the training and the testing phases.
3. To handle the imbalance class problem, the positive and negative examples for each
classifier are chosen based on the hierarchical taxonomy of the classes.
4. To handle the problem of source diversity, the proposed framework integrates multiple
heterogeneous data sources, such as protein-protein interaction and gene expression data,
to characterize the gene functions effectively.
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5. To minimize the computational cost for training the classifiers, HiBiN filters out unsuitable genes from percolating to lower levels in the hierarchy.
Our experiments showed that the integration can help improve the performance of the standard classification-based protein function prediction algorithms. This inspired us to study this
approach and to propose an adaptable weighting scheme for the different data sources. The extended weighting scheme-based algorithm of the HiBiN algorithm (wHiBiN, where w stands
for weighting scheme-based algorithm) is presented lastly in the dissertation.

1.4 Organization
The organization of this dissertation is as follows: Chapter 2 presents a survey of the related
work and the performance criteria. Chapter 3 briefly explains the motivation for the work presented in this dissertation and describes the problem of protein/gene function prediction. Chapter 4 presents the HML-Boosting algorithm which handles the hierarchical multi-label classification problem from a single data source. Chapter 5 presents our second algorithm, HiBLADE
algorithm, which handles the problem of capturing label-label and instance-instance correlations. Chapter 6 presents our third algorithm, HiBiN algorithm, which handles hierarchical
multi-label classification from heterogenous data sources. Chapter 7 presents the extended version of HiBiN, wHiBiN algorithm, which includes a novel adaptable weighting scheme for
integrating the results from several data sources. Finally, Chapter 8 concludes the dissertation
and presents possible directions for future research work.
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CHAPTER 2
PROTEIN FUNCTION PREDICTION
Functional classification of genes/proteins using diverse bio-molecular data obtained from
high-throughput technologies is a fundamental problem in bioinformatics and functional genomics [95, 81]. The study of gene/protein functions in functional genomics is performed on
a large scale by conducting parallel analysis of gene expression for a large number of genes
[55, 73]. An individual gene or protein may be involved in more than one biological activity,
and hence, there is a need for a prediction algorithm that is able to identify all the possible functions of a particular protein. Recently, diverse high-throughput functional genomic data have
become broadly available such as protein-protein interaction, gene expression microarrays and
genome sequences [53, 75]. For example, DNA microarrays allow researchers to measure
the expression levels of thousands of different genes simultaneously, producing overwhelming
amounts of data [109]. Since the functions of significant number of genes are still unknown,
such high throughput data can play a key role in assigning accurate functional annotations on
a large-scale through computational prediction models.

2.1 Overview
The need to understand the functional roles of genes is central in modern biology for several
reasons ranging from general knowledge to the development of targeted medicine diagnostics
[57]. Moreover, assigning functions to genes and proteins is essential to understand the molecular and biochemical processes that sustain health or cause disease [83]. In a gene function
prediction setting, a gene may be associated with multiple biological functions. Recently, the
advancements in genome sequencing has lead to the generation of a number of novel putative
genes and hypothetical proteins [83]. The goal of functional classification of genes is to predict the biological functions of these genes and proteins. Moreover, discovering the unknown
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functions for a given protein is critical in understanding several diseases and in identifying and
validating novel drug targets [83].
Providing accurate predictions can advance experimental studies by providing specific hypothesis for targeted experimental testing [117, 39]. A popular method used for predicting
gene function from biological data is classification. Each gene is represented by a set of features, such as the set of proteins that the gene product interacts with or its gene expression
profile. This is often achieved by an automated prediction process that interacts with laboratory experiments [11, 37]. Several approaches apply machine learning techniques to predict gene functions from a predefined set of functions have been proposed in the literature
[11, 100, 121, 128]. Predictions with the highest confidence are taken to the lab for testing
[105]. Other approaches predict functions of unannotated genes using the known functions of
genes that are nearby in a functional association network or protein-protein interaction network
[117, 115, 82, 64, 63, 20, 24].
In the context of gene function prediction, with the availability of data from different biological sources, assigning biological functions to genes is a challenging task in functional
genomics [22]. First, there are many functional classes which may be related to each other in
a tree such as Funcat or a graph structure such as Gene Ontology(GO). Second, a gene may
have multiple class labels. Biologically, a gene may be involved in more than one biological activity. Third, learning reliable classification models for several hierarchically structured
functional classes from a single dataset is often hard due to several complex issues including
noise in the data, low relevance of the dataset for some functional classes and an insufficient
number of training examples for building accurate classification models [89].
A number of algorithms have addressed the first two points above [11, 106, 57, 121]. However, most of these methods predict gene functions in a “flat” fashion without employing the
ontological structures among the classes. Moreover, these methods require an additional step
to correct inconsistent predictions, rather than producing them directly in a coherent way. Fur-
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thermore, the integration of multiple data sources while supporting the hierarchical multi-label
classification is not being considered in the existing literature.

2.2 Hierarchical Taxonomies of Protein Functions
There are two main types of class hierarchy structures, namely, a rooted-tree structure and
a directed acyclic graph (DAG) structure. A typical example of a class hierarchy for gene
function prediction that is structured as a DAG is the Gene Ontology (GO) [28], and a typical example of a class hierarchy that is structured as a rooted tree is the MIPS’s (The Munich
Information Center for Protein Sequences) FunCat (Functional Catalogue tree structure) taxonomy [101].
Functional classification schemes, such as Gene Ontology (GO) and MIPS’s FunCat taxonomy, are the source of gold standard information for computational efforts at supervised gene
function prediction [89]. The definitions of the functional classes come from biochemical and
genetic studies of gene function [74]. The arrangement of the classes in a directed acyclic
graph (DAG) representation allows the capturing of rich inter-relationships between different
gene functions [89]. In GO, each node represents a functional group [132]. In the context of
FunCat, where the existence of a hierarchical structure of classes is expressed as a tree, each
class is subdivided into more specific classes, and these, in turn, are subdivided again and again
until the most specific functions are reached [80]. According to the “true path rule” [80, 120]
that governs the annotation of both GO and FunCat taxonomies, annotating a gene to a given
class is automatically transferred to all of its ancestors to maintain the hierarchy constraint.
In this dissertation, we focus on FunCat as the hierarchical scheme used for protein function
prediction.
As an example, Table 2.1 shows a small portion of the FunCat taxonomy. In this Table,
Metabolism, Energy and Cell Cycle and DNA Processing are considered as general functional
classes, while regulation of glycolysis and gluconeogenesis is a more specific class. Figure 2.1(a) shows the hierarchical tree structure of the sample FunCat classes that are shown
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in Table 2.1. As will be discussed later, flat classification approach ignores any predefined
inter-relationships between the classes. In these schemes, the nodes are the labels (classes)
which are connected to other nodes through parent-child edges, that impose hierarchical interrelationships between them. The nodes contain member genes that have been annotated with
the corresponding functional class.
Table 2.1: A small sample of FunCat hierarchical classification scheme.
01 METABOLISM
01.01 amino acid metabolism
01.02 nitrogen, sulfur and selenium metabolism
01.02.02 nitrogen metabolism
02 ENERGY
02.01 glycolysis and gluconeogenesis
02.01.01 glycolysis methylglyoxal bypass
02.01.03 regulation of glycolysis and gluconeogenesis
04 STORAGE PROTEIN
10 CELL CYCLE AND DNA PROCESSING
...
99 UNCLASSIFIED PROTEINS

Several types of data sources can be used for the prediction task. The recent advances
in high-throughput technologies, such as the DNA microarray data, has enabled measuring
the expression level of thousands of genes simultaneously. Protein-protein interaction (PPI) is
another important data source. In this work, various kinds of datasets will be used in evaluating
the task of hierarchical gene function prediction. For example, we used two types of protein
domain data, gene expression data, predicted and experimentally supported protein-protein
interaction data and pairwise sequence similarity data.

2.3 Motivating Challenges
The functional classification of proteins is an important and challenging problem in the
field of functional genomics due to the following issues:
1. Multi-label: a gene may have multiple class labels. Biologically, a gene may be involved
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(a) Hierarchical

(b) Flat

Figure 2.1: (a) A tree structure representation for the classes in Table 2.1 (b) A flat representation for the same set of classes.
in more than one biological activity. Therefore, there is a need for a prediction algorithm
that is able to identify all of the possible functions of a particular gene.
2. Hierarchical taxonomy: functional classes are related to each other in a tree or a graph
structure (Gene Ontology(GO) [28] or MIPS’s FunCat taxonomy [101]). The goal is to
discover the specific unknown functions for a gene rather than the general functions.
(a) Hierarchy constraint: the hierarchy constraint, also known as true path rule, governs the annotation of both GO and FunCat taxonomies. It states that annotating
a gene to a given class is automatically transferred to all of its ancestors. This
constraint should be maintained such that a gene can be annotated to a class only if
it is annotated with the parent class as shown in Figure 2.2. As shown in the figure
2.2(b), a gene is annotated with classes C1.1 and C2.1 but not with classes C1 and
C2 , though the latter classes are parent classes of the former ones, respectively.
(b) Classes imbalance: as the specificity of the functional classes increases, less num-
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(a) Consistent with the hierarchy constraint

(b) Violation of the hierarchy constraint

Figure 2.2: An example of the hierarchy constraint. The nodes are the class labels and the edges
represent parent-child relationships. The green nodes are those which the classifier predicts to
be positive, while red ones represent the classes where the classifier predicts to be negative.
In (a) the predictions are consistent with the class hierarchy, while in (b), the predictions are
inconsistent with the class hierarchy because the example is annotated with classes C1.1 and
C2.1 but not with classes C1 and C2 , though the latter classes are parent classes of the former
ones, respectively.
ber of genes are annotated to the more specific functions. The classification models
for functional classes having few members are expected to severely be affected. An
example of this problem is illustrated in Figure 2.3. For simplicity, we are showing
here one path of the functional classes, from the root to the leave. In this example, the most general gene function, Transcription, has 474 gene members, while
the most specific class, Transcription initiation, has only 23 gene members. Going
from the general function to the more specific ones, the number of member genes is
reduced. This is because the set of genes that are annotated with a non-root function
is a subset of the set of genes that belongs to the parent of that function. Therefore,
we need an algorithm that takes the classes imbalance issue into consideration.
3. Multi-source integration: handling the problem of huge diversity in genomic data effectively is an issue that has limited attempts in the literature. Functionally-similar genes
may have huge diversity on their measurements through various datasets. Each data
source may provide information about the characteristics of genes to be classified from
a different view. Moreover, one source can be useful to learn a specific functional class
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Figure 2.3: An example of the insufficient number of training examples for building accurate
classification models. In this example, five FunCat functional classes that are related through a
parent-child relationship with varying sizes are shown.
while being irrelevant to other classes. One promising solution for the problem of huge
diversity of genomic data is to use an integrated analysis framework. Integrating data
from multiple sources can provide valuable knowledge that can be used to improve the
prediction results.
4. Computational cost: the inter-relationships among the classes, shown through the hierarchical structure, can be exploited for reducing the computational cost for learning large
amount of gene function classifiers. The dependencies between the gene functions can be
exploited for improving gene function classifier training and reducing the computational
cost.
Considering all the above issues, the problem of accurately predicting the gene functions is
a challenging problem. To the best of our knowledge, there is no existing work that handles all
of the above challenges in a single framework. The goal of our work is to tackle these problems
in a generalized framework.

2.4 Biomolecular Data Sources
We chose to demonstrate the performance of the proposed algorithms, namely, the HMLBoosting, the HiBLADE, the HiBiN and the wHiBiN algorithms for the prediction of gene
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functions in yeast using four bio-molecular datasets that were used in [118]. In this section,
we describe the four common biomolecular datasets that are used by the four algorithms. In
Chapter 6, we show two more datasets that are used for showing the effectiveness of the data
integration algorithms. Valentini [118] pre-processed the datasets in such a way that for each
dataset, only genes that are annotated with FunCat taxonomy are selected. To make this dissertation self-contained, we briefly explain the data collection process and the pre-processing steps
performed on the data. Uninformed features that have the same value for all of the examples
are removed. Class “99” in FunCat corresponds to an “unclassified protein”. Therefore, genes
that are annotated only with that class are excluded. Finally, in order to have a good size of
positive training examples for each class, selection has been performed to classes with at least
20 positive examples. Dataset characteristics are summarized in Table 2.2. For the integration
purposes, we used two additional data sources and we performed additional pre-processing
steps, which are described in Chapter 6.
Table 2.2: The characteristics of the four bio-molecular datasets used in our experiments for
the HML-Boosting and HiBLADE algorithms.
Dataset
Description
Samples Features Classes
Gene-Expr Gene expression data
4532
250
230
PPI-BG
PPI data from BioGRID
4531
5367
232
Pfam-1
Protein domain binary data
3529
4950
211
PPI-VM
PPI data from Von Mering experiments
2338
2559
177

The gene expression dataset, Gene-Expr, is obtained by merging the results of two studies, gene expression measures relative to 77 conditions [111] and transcriptional responses
of yeast to environmental stress measured on 173 conditions [44]. For each gene product in
the protein-protein interaction dataset, PPI-BG, a binary vector is generated that implies the
presence or absence of protein-protein interaction. Protein-protein interaction data have been
downloaded from BioGRID database [112, 119]. Several computational methods were developed to interpret protein interaction networks for many model species to elucidate protein
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functions [45, 108].
In Pfam-1 dataset, a binary vector is generated for every gene product that reflects the
presence or absence of 4950 protein domains obtained from Pfam (Protein families) database
[32, 118]. For PPI-VM dataset, Von Mering experiments produced protein-protein data from
yeast two-hybrid assay, mass spectrometry of purified complexes, correlated mRNA expression
and genetic interactions [124].

20

CHAPTER 3
LITERATURE REVIEW
Hierarchical multi-label classification deals with the problem of learning multiple class labels that are in turn related through a hierarchical structure. Recently, many approaches have
been developed to tackle the hierarchical multi-label classification challenge, often motivated
by real-world applications such as text categorization and protein function prediction. For example, web repositories and digital libraries are organized in hierarchical categories. Examples
include LookSmart [36], Yahoo! [78] and Reuters [69]. In bioinformatics, a typical multi-label
learning example is the gene function prediction problem where a gene can be associated with
multiple functional classes [5]. Assigning biological functions to genes is a key challenge
in modern biology. This discovery process is usually interacting with laboratory experiments
[106]. In other words, after applying machine learning techniques for the prediction of protein
functions using a pre-defined taxonomy of the functions, predictions with the highest confidence are taken for further biological analysis in the lab [106].
This chapter gives the necessary background on the work related to hierarchical multi-label
classification. First, we discuss the state-of-the-art classification approaches that can used to
solve the standard classification problems with two classes, including boosting classifier which
is used as the baseline method in our work. Then, we present a formal problem statement of a
hierarchical multi-label classification. The general approaches that deal with the problem and
the related works are discussed next. Finally, the evaluation metrics that are commonly used
by the researchers for evaluating their approaches as well as the evaluation metrics that are
tailored to the hierarchical multi-label classification problem will also be explained.
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Figure 3.1: Overview of a classification model.

3.1 Traditional Classification Approaches
Traditional classification is the task of assigning objects to one of a predefined labels. It
is a supervised learning approach that uses prior knowledge of classes and labeled objects in
predicting the class labels for new objects [8]. Each object has a set of attributes that describe
the properties of the corresponding object. The classification model is used to predict the
class labels of unknown objects. Additionally, the classification model can be considered as a
descriptive model that identifies the most discriminative features that can be used to distinguish
between the objects of different classes. An overview of a typical classification model is shown
in Figure 3.1.

Figure 3.2: The structure of the classification data.
Mathematically, classification can be defined as the task of learning a target function that
maps each attribute set x to one of the predefined class labels y [114]. The classification data
is composed of two parts: the attribute sets (x) and the class labels (y) and can be organized
in a table as shown in Figure 3.2. Several classification algorithms have been proposed to
predict the class labels from the training data [114]. Next, we describe the most well-known
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classification techniques.

3.1.1 Decision Tree
Decision tree is a data mining algorithm that recursively partitions a set of records until all
the data items belong to a particular class [8]. There are three components of a decision tree:
root, internal nodes and leaf nodes [94]. In a decision tree, the class labels are represented
as leaf nodes, and the remaining nodes in the tree represent test conditions on some attributes
[93, 16]. The Decision trees have been used to solve various classification problems such as
protein function prediction [121, 27]. Constructing the decision trees can be done using several
algorithms such as the Hunts algorithm [54].

3.1.2 Nearest-Neighbor
The nearest-neighbor technique is a simple classification method that assigns a label to an
unclassified object [30, 35]. The idea of this method is to find all the training objects that are
similar to a given test object [114, 13]. These objects are referred to as the nearest neighbors
and are used to assign the class label for the test object. Basically, the similarity between the test
object and all the training objects are computed to find the nearest neighbors. The similarity
is computed using some distance function such as the Euclidean distance. Using K nearest
neighbors (KNN) method, a majority voting scheme is applied in assigning the class labels to
the test object [72]. Usually, K is set to an odd number to avoid ties. The main characteristic
of the nearest neighbor classification technique is that it does not require model building [114].
The nearest neighbor method has been used in many applications including text categorization
and protein function prediction [48, 131].

3.1.3 Support Vector Machine (SVM)
Using the support vector machine, a hyperplane ( a decision boundary) is constructed and
used for the classification [29, 58]. This hyperplane is constructed to achieve a good separation
between two classes [50]. In this case, the classifier is referred to as maximal margin classifier. The decision boundary can be linear or non-linear decision boundary by transforming the
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training data into a new space. In addition, SVM classifiers can solve binary or multi-class
classification problems [114].

3.1.4 Artificial Neural Network (ANN)
The intuition behind using the artificial neural network classifier is to simulate the human
brain. The classification model is composed of neurons that are linked together at different
layers including input nodes and output nodes [52]. The input nodes (units) are connected to
the output nodes using weighted links. This structure of ANN is referred to as perceptron [42].
The classification is performed by calculating the weighted sum of the inputs and subtracting a
bias factor. The sign of the result determines the class label {0, 1}. The weights are computed
from the training data during the learning process. The ANN can have multi-layers: input,
hidden and output [43]. When the number of the nodes in the hidden layer is large, the training
process becomes computationally expensive [114].

3.1.5 Boosting
Boosting is a recent and a powerful learning method that was designed to solve various
classification problems. The main idea of boosting is to combine the classification results
of many weak classifiers. Weak classifiers are better than random guessing [49]. The most
popular boosting algorithm is the AdaBoost [102, 103]. It is an iterative algorithm in which
weak classifiers are repeatedly applied to modified versions of the training data. Each object in
the training data is assigned a weight. Initially, all of the objects are assigned the same weight.
In the next iteration, the weights of the misclassified objects are increased, and the weights
of the correctly classified objects are decreased. This weighting strategy allows the model to
focus on the objects that are hard to classify. This process is continued for a predefined set
of iterations. Finally, the predictions from all of the weak classifiers are combined using a
majority voting scheme to produce the final prediction [49]. Boosting algorithms have been
used in several applications, due to their theoretical guarantees and efficient performance [116,
122]. We use boosting classifiers as the base classifiers in the proposed work.
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3.2 Multi-label Classification
Traditional classification methods assume that each instance is associated with exactly one
label among a finite set of candidate labels. On the contrary, in the multi-label classification
setting, an instance can be associated with multiple classes simultaneously [14]. In bioinformatics, a typical multi-label learning example is the protein function prediction problem where
a protein can be associated with multiple functional classes. Since conventional classification
methods, such as binary classification and multi-class classification, were not designed to directly tackle the hierarchical classification problems, such algorithms are referred to as flat
classification algorithms [60]. It is important to mention that flat classification and other similar approaches are not considered to be hierarchical classification approaches as they create
new (meta) classes instead of taking the advantage of the pre-defined taxonomies.
A popular computational approach for inferring protein functions is by applying clustering
techniques to the gene expression data. The goal of clustering is to identify groups of proteins
that have similar expression patterns [86, 87]. The assumption here is that co-expressed genes
(genes which cluster together) are likely to be functionally similar. However, it was shown that
simultaneously expressed genes do not always share common functions [109].

3.3 Single Source Gene Function Prediction
Existing hierarchical multi-label classification approaches are different in many aspects: the
learning algorithm they are based upon, whether the hierarchy constraint is always met, and
whether they can deal with hierarchies structured as a DAG (such as GO) or with hierarchies
structured as a rooted tree (such as MIPS’s FunCat).
There are two well-known approaches for gene function classifier training: a) Flat approach, where a classifier for each gene function is learned independently, and b) Hierarchical
approach, where the relationships between gene functions are taken into consideration while
building the classifiers for gene function prediction. Figure 3.3 illustrates the different approaches. These approaches are described in detail later in this chapter.
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Figure 3.3: An illustration of the existing approaches for hierarchical multi-label classification
problem.

3.3.1 Flat Classification Approach
Much of the existing research focuses on a simple and popular approach, namely, “flat”
classification approach, that operates on non-hierarchical classification schemes, where a binary classifier is constructed for each label, with instances that are relevant to that label form
the positive training set and the rest of the instances form the negative training set [40]. Reducing a hierarchical multi-label classification problem to a standard classification problem allows
the possibility of applying the existing methods. However, since the prediction of the class
labels has to be performed simultaneously and independently, such transformations are not
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capable of exploiting the mutual interdependencies and correlations between the labels [21].
Moreover, the flat classification algorithm fails to take advantage of the information inherent
in the class hierarchy, when applied to hierarchical classification problems, and hence may be
suboptimal in terms of efficiency and/or effectiveness [40].
Furthermore, one of the major problems with the flat approach is that it is too expensive to
learn the classifiers for all the functions. When large amounts of gene functions are considered,
isolating the gene functions and learning their classifiers independently will produce inferior
results. The learning for each classifier is performed on a strongly skewed class distribution
[121]. This is because few instances belong to the classes at lower levels in the hierarchy,
while more instances are positive examples of the classes at higher levels in the hierarchy.
Additionally, flat approach does not take the hierarchy constraint into account and hence, can
produce a hierarchically inconsistent set of predictions. In other words, a class may predict a
test instance to be positive while its parent class (or any of its ancestor classes) predicts it as
negative. By leveraging on the hierarchical structure of the classification scheme, the classifiers
can be more efficient [40].
As an example of the flat approach, Deng et al. [32] predict gene functions with Markov
random fields using protein interaction data. A model is learned for each gene function separately where the hierarchical relationships between the functions is ignored. However, this approach fails to capture one of the key properties of such classification schemes; most schemes
not only provide annotations to functional classes, but also capture inter-relations between the
functional classes.

3.3.2 Hierarchical Classification Approach
Driven by various domains, such as functional genomics and text categorization, hierarchical multi-label classification is receiving increasing attention now. Hierarchical classifications
appears sometimes under the name of structured classification [9, 107] although the term structured classification is broader and includes a classification problem where there is some inher-
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ent structure, which could be hierarchical or not, among the classes. Several methods have been
proposed to handle the hierarchical multi-label classification task for gene/protein function prediction application [11, 100, 121, 38, 79, 105, 80, 120, 110]. The majority of the hierarchical
multi-label classification works have been motivated by the text classification problem. Many
proposed methods in that domain use either Bayesian or kernel-based classifiers [100]. For
example, Rousu et al. [100] presented a kernel-based algorithm for hierarchical text classification. Their classification model is based on a variant of the maximum margin Markov network
for structured output prediction. In that model, the hierarchical structure of the classes is represented as a Markov tree. Their approach does not require a second step to correct for class
prediction consistency.
The hierarchical information helps in training and testing the classifiers by identifying the
relevant positive and negative examples for each class, according to its location in the hierarchy. The hierarchical approach can provide at least two benefits. First, the large data spaces
for learning the classifiers can be partitioned into smaller ones for the relevant more-specific
gene functions. Second, the computational complexity for training large amount of gene function classifiers can be reduced significantly by exploiting the hierarchical relationships of the
classifiers for the classifier training.

3.3.3 Problem Statement
Now, we introduce the formal notations and terminologies that we use throughout the following discussion. Let X = ℜd be the d-dimensional input space and Y = {y1 , y2 , ..., yL } be
the finite set of L possible labels. The hierarchical relationships among classes in Y are defined
as follows: Given y1 , y2 ∈ Y, y1 is the ancestor of y2 , denoted by (↑ y2 ) = y1 , if and only if y1
is a superclass of y2 .
Let a hierarchical multi-label training set D = {< x1 , Y1 >, ..., < xN , YN >}, where
xi ∈ X is a feature vector for instance i and Yi ⊆ Y is the set of labels associated with xi ,
such that yi ∈ Yi ⇒ yi′ ∈ Yi , ∀(↑ yi ) = yi′ . Having Q as the quality criterion for evaluating the

28
model based on the prediction accuracy, the objective function is defined as follows: a function
f : D → 2y . Here, 2y is the power set of Y, such that Q is maximized, and y ′ ∈ f(x) ⇒
y ∈ f, ∀(↑ y ′ ) = y. The function f is represented here by the HML-Boosting or HiBLADE
algorithms.
Table 3.1: An example of a synthetically generated dataset. Each example belongs to one or
more of the hierarchically structured classes.
Classes
Examples
e1
e2
e3
e4
e5
e6
e7
e8
e9
e10

A
1
1
1
1
1
1
1
1
1
1

B
1
0
1
1
0
1
1
0
1
0

C
1
1
0
1
1
1
0
0
0
1

D
0
0
1
1
0
0
0
1
1
1

E
0
0
1
0
0
1
0
0
1
0

F
1
0
0
0
0
0
0
0
1
0

G
0
0
0
0
0
0
0
0
1
0

H
1
0
0
0
0
0
0
0
0
0

Hierarchical Classification Approach Vs. Flat Classification Approach
Table 3.1 shows a set of classes in the columns and a set of examples in the rows. An
example is considered to be associated with a certain class if the corresponding value is 1. In
this example, we assume that the classes are related in a hierarchical manner as shown in Figure
3.4(a). In this case, class A is considered to be the most general class which all the examples
belong to. Going down the tree, more specific classes are reached. Hence, only fewer number
of examples are labeled with those specific classes. In other words, for a non-root node in the
tree, the set of examples that belongs to this node is a subset of the set of examples that belongs
to the parent of that node. Hierarchical classification incorporates the hierarchical information
for the purpose of labeling unseen examples. Furthermore, the hierarchical information helps

29
in training and testing the classifiers by identifying the relevant positive and negative examples
for each class, according to its location in the hierarchy, which will be discussed later in this
thesis. However, the flat classification, which is referred to as “the direct approach” in [17],
does not capture such relationship between classes.

Figure 3.4: (a) A tree structure representation for the classes in Table 3.1, (b) A flat representation for the same set of classes.
As shown in Figure 3.4(b), flat classifiers work independently of each other. Although class
A is shown to be the root class for all of the other classes, it is considered as “any class”. For
a non-root node in the tree, the set of examples that belongs to this node is a subset of the set
of examples that belongs to the parent of that node. Since the flat classifiers do not capture
the dependencies among the classes, all the classifiers are considered to be at the same level.
Moreover, the learning for each classifier is performed on a strongly skewed class distribution
[121]. This is because few instances belong to classes at lower levels of the hierarchy, while
more instances are positive examples of classes at higher levels of the hierarchy. The set of
positive (and negative) examples used to train each classifier does not follow any constraint.
As a result, an example may be classified as a given class while it is not classified as belonging
to the parent of that class. Such violation should be avoided when some domain knowledge

30
about the examples is available. One of the primary goals of this work is to compare the
performance of hierarchical classification against flat classification. Hierarchical multi-label
classification approaches bring equal, if not better, classification accuracy when compared with
the flat approach, while allowing exponential time savings at both learning and classification
time [41].

3.3.4 Training Strategies for Hierarchical Classification
In general, one may divide the existing hierarchical multi-label classification methods into
two main approaches: (i) the local classifier approach and (ii) the global classifier approach.

Local-based Hierarchical Classification
The flat approach treats any label independently of all other labels, and thus it ignores the
correlations and the interdependencies between the labels. This approach does not take the
hierarchy constraint into consideration and hence, can produce a hierarchically inconsistent
set of predictions. In other words, a class may predict a test instance to be positive while its
parent class (or any of its ancestor classes) predicts it as negative. To overcome the hierarchy
constraint problem of the first approach, the second approach mainly focuses on taking the
class hierarchy constraint into account. More specifically, the separate class-wise models are
hierarchically combined in the prediction stage, so that a classifier generated for a class c, will
predict positive only if the classifier for the parent class of c is also predicted to be positive [11,
121].
The methods that adopted the local classifier strategy use local information to train the classifiers. This approach takes the class hierarchy constraint into account. In most of the existing
works, a separate binary classifier is learned for each class in the hierarchy. The separate classwise models are hierarchically combined in the prediction stage, so that a classifier generated
for a class c, will predict positive only if the classifier for the parent class of c is also predicted
to be positive [121, 11].
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Some pioneering works have been proposed for achieving hierarchical gene function classifier training using the hierarchical approach. In essence, there are three main approaches
for using the local information to build the classifiers [60], a local classifier per every node
[92, 113, 126], a local classifier per parent node [34, 78, 70] and a local classifier per level
[66, 27]. For example, in the work of Barutcuoglu et al. [11], a Bayesian framework is
developed for correcting class-membership inconsistency for the separate class-wise models
approach. Their method starts by training independent Support Vector Machine (SVM) classifiers for each class with no regard to the hierarchy. Bayesian combination of the output of the
base binary classifiers is applied next. Thus, the hierarchical structure of the classes is captured
through the use of a Bayesian network.
Several methods have been proposed in the literature to deal with the hierarchial multi-label
classification problem [47]. In the work of Jiang et al. [57], a unified Bayesian Markov Random
Field framework, PHIPA, is proposed. The algorithm focuses on information fusion through
coherent collaboration of methodology and data usage to improve predictive capabilities.
In [118], a true path ensemble method, named T P R, was proposed. In this method, a classifier is built for each functional class in the training phase. A bottom-up approach is followed
in the testing phase to correct the class-membership inconsistency. In other words, positive
predictions for a certain node are propagated to parental classes and their ancestor nodes in the
hierarchical scheme while negative predictions are propagated to descendant nodes so that the
hierarchy constraint is always respected. In a modified version of TPR, T P R − w, a parent
weight is introduced. The weight is used to explicitly modulate the contribution of the local
predictions with the positive predictions coming from the descendant nodes. In [19], a hierarchical bottom-up Bayesian cost-sensitive ensemble (HBAYES-CS), is proposed. Basically, a
calibrated classifier is trained at each node in the taxonomy.
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Global-based Hierarchical Classification
In the global classifier strategy, a single global model is developed from the training set
that takes the complete class hierarchy into account during a single run of the algorithm. The
single global classifier is able to predict all the classes of an example at once. However, since
the entire class hierarchy is considered at once in the global classifier strategy, it lacks the kind
of modularity for local training of the classifiers as in the local classifier strategy [60]. CLUSHMC algorithm, proposed by Ven et al. [121], is an example of the global classifier strategy.
Their algorithm is based on the predictive clustering trees, in which a single tree is trained
to make prediction for all the classes at once. In order to do that, the classification output
is transformed into a vector with boolean components corresponding to the possible classes.
Weighted Euclidean distance is used to calculate the degree of similarity between the training
examples in the classification tree.
Silla Jr. and Freitas [61] presented a global model approach for hierarchical prediction of
protein functions as an extension of the Naive Bayes algorithm. The proposed global classification model is built by considering all the classes in the hierarchy instead of building a number
of local classification models. Their algorithm is capable of predicting, as the most specific
class for a test example, a class at any level of the hierarchy.

3.3.5 Testing Strategies for Hierarchical Classification
For the testing phase, there are two main strategies for the class predictions, namely, the
top-down approach and the bottom-up approach. In the top-down approach that was proposed
by Koller and Sahami [65], the test instances are propagated from the root to the leaves. Most of
the existing methods use a top-down class prediction strategy in the testing phase [11, 100, 60].
On the other hand, in the bottom-up approach, a bottom-up traversal of the hierarchical
structure of the classes is performed. In this approach, the offsprings of a given class, where a
positive annotation is predicted, can influence the prediction result at the parent class. Valentini [118] followed a bottom-up approach in correcting the class-membership inconsistency in
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the testing phase after building a separate classifier for each functional class in the training
phase. Basically, after evaluating all the classifier nodes’ outputs, a “consensus” probability is
computed in a bottom-up fashion to obtain consistent predictions.

3.4 Correlation-based Classification
Studying the correlation between objects has gained much attention recently [3, 2, 4]. In
the context of gene function, genes are considered to be linked if they are among the ten
closest neighbors within a given distance or similarity cutoff [75]. Several research groups
have studied the effective exploitation of correlation information among different labels in the
context of multi-label learning. However, these approaches do not assume the existence of
any pre-defined taxonomical structure of the classes [130, 96, 129, 62, 21]. Broadly speaking,
correlation-based approaches can be classified into two main approaches: (i) instance-instance
correlation and (ii) label-label correlation.

3.4.1 Instance-Instance Correlation-based Classification
Instance-based learning methods have been proposed to take the interdependencies between
the various labels into consideration for multi-label classification, [21]. Cheng and Hüllermeier
[21] proposed to combine both model-based and similarity-based inference for multi-label classification. Basically, a framework based on logistic regression for instance-based learning has
been proposed. In other words, this approach considers the label information of neighborhood
examples as features of a query instance. Moreover, in the extended version of the proposed
algorithm, the authors showed that a combination of instance-based and model-based (attributeoriented) learning can be achieved by the estimation of the optimal regression coefficients.
Typically, some of the methods that can utilize the neighborhood dependencies [99]:
1. Two stage framework where the labels of the instances are predicted first. The predicted
labels are used to generate the “neighborhood” features in the second stage. Different
ways can be used to define the set of “neighbor” features. Each neighborhood feature
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can be seen as a function of the predicted scores and the distance between the candidate
and the neighbors. Such neighborhood feature could be a distance weighted average of
the scores using some kernel to translate the Euclidean distance into weights [99]. In the
second stage, a number of derived features can be incorporated. The two most important
features are the neighbor distances and the predicted scores. In the simplest scenario, the
labels of the nearest neighbors are used as additional input features.
2. Penalize the nearest neighbors that have significantly different prediction values. The
intuition behind this approach is that the instances that are close to each other based
on a distance measure are expected to have similar labels. Such a constraint can be
incorporated by using a loss function that is associated with the difference between the
predicted labels of the nearest examples.
3. Feature construction from the neighboring candidates. In this approach, the features of
the neighbors are included directly into the original feature vectors of the instances instead of adding information about the response of the neighbors’ features set. Therefore,
the features of the neighbors are added to the original feature vector that contains the
mean feature vectors of the neighbors.

3.4.2 Label-Label Correlation-based Classification
Several researchers have studied the effective exploitation of correlation information among
different labels in the context of multi-label learning but without assuming the existence of any
pre-defined taxonomical structure of the classes [130, 96, 129, 62, 21]. Zhang and Zhang in
[130] presented a Bayesian network to represent the joint probability of all the labels conditioned on the feature set. Instead of working on the original labels, the Bayesian network
utilizes the classification errors of all the labels. In the work of Yan et al. [129], the authors
presented a boosting-type learning algorithm called model-shared subspace boosting (MSSBoost). This algorithm can find, share and combine a number of random subspace models
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across multiple labels. This algorithm attempts to reduce the information redundancy in the
learning process by jointly optimizing the loss functions over all the labels [129].
Jun and Ghosh [62] presented Adaboost.BHC, a multi-class boosting algorithm. A binary
hierarchical classifier (BHC) tree is learnt on the classes based on their closeness to one another.
AdaBoost is then applied on each internal node of the BHC tree with separately updated distributions. Basically, the problem is divided into a hierarchical structure where similar classes
are grouped together to form meta-classes at each inner level in the tree, resulting in a BHC
tree.

3.5 Classification with the Integration of Multiple Data Sources
In the literature, several approaches have been proposed to deal with integrating multiple
sources of data. The motivation behind the integration is that each data source might provide
information about the characteristics of the genes that are to be classified from a different view.
Moreover, one source can be useful to learn a specific functional class while being irrelevant
to other classes.
Learning from multiple data sources has been extensively studied in machine learning.
Generally, the methods that perform the integration can be grouped into two groups: (i) the
feature-level integration and (ii) the semantic integration [74]. Figure 3.5 summarizes these
two groups. It is important to mention that in the existing approaches, the hierarchical structure
among the classes is not taken into account. However, we are incorporating the hierarchical
structure of the classes to be a central component in the hierarchical integration framework.
In the feature integration approach, the features from the different data sources are combined at the feature level, and the learning is performed in the joint feature space. In other
words, the learning is performed by considering the various data sources at once. On the other
hand, in semantic integration, individual models are built from the separate data sources, then
the hypotheses (predictions) are combined using some processes such as mutual information
maximization [12].
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The obtained joint feature space using the feature integration approach is often more informative than the available feature spaces from each of the individual sources. However, feature
integration usually tends to not generalize well [71]. Other problems associated with feature
integration include model complexity, computation intensity, and training difficulty [127]. On
the other hand, with semantic integration, one can still have control over the individual data
sources. For example, with semantic integration, we may exclude some data sources from the
classification process and make the classification solely based on a certain data source such as
DNA microarray. Moreover, the semantic integration appears to have biological plausibility
[71].
In spite of the importance of such integration tasks , only few attempts have been made
recently to integrate heterogeneous data sources and the results have demonstrated that the
multi-source approach is a powerful tool for understanding the functional role of proteins in
various organisms. The value of integrating knowledge obtained from various data sources has
been illustrated by several studies where functional predictions were made based on several
types of data [117, 95, 81].
Much of the work in protein function prediction focuses on incorporating information from
multiple sources for pairs of proteins to predict pair-wise functional relationships [68, 56, 123].
For example, Troynskaya et al. proposed MAGIC (Multisource Association of Genes by Integration of Clusters for Saccharomyces cerevisiae) framework that considers the outputs of several clustering methods applied on each data source separately and incorporate the knowledge
of yeast biology experts in the prior probabilities of the Bayesian framework. Marcotte et al.
[75] predicted a number of protein functions for Saccharomyces cerevisiae based on a heuristic combination of different data types. However, since the confidence levels of protein-protein
links are defined on a case-by-case basis, the data sources are combined in a semi-manual and
heuristic fashion.
It is important to mention that the distinction between these approaches and our approach
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Figure 3.5: An illustration of the integration approaches for protein function prediction.
is that these approaches were targeted specifically towards discovering interacting sets of proteins, while we focus on the problem of discovering the functions of genes/proteins in the
context of the hierarchical taxonomies of the functions.
Functional linkage networks, kernel fusion, vector space integration and ensemble systems
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are the other approaches that have been proposed to deal with the data integration problem
[63, 67, 18]. In functional linkage networks, graphs are used to represent the interactions
between gene products. In these graphs, genes are represented as nodes and the relationships
between them are represented as edges [25]. However, it is hard to apply this approach when
the data is not available as relational data. In vector space integration (VSI), vectorial data
are concatenated from different sources [91]. However, integrating new data sources make
this approach to have very limited modularity. In kernel fusion, the data is represented by
means of a kernel function and support vector machines are constructed for each gene function
separately. Then, kernel fusion can be used for data integration which uses the closure property
of kernels with respect to the sum or other algebraic operators [67]. However, in the proposed
framework, only the top-level classes in the hierarchy are predicted.
Guan et al. [46] proposed an ensemble framework as an extension of the method proposed
by Barutcuoglu et al. [11]. The ensemble framework is based on three classifiers. In the first
step, a classifier that learns a single support vector machine for each gene function is constructed. Next, the Bayesian framework is used to correct the combination of support vector
machines for maintaining the hierarchy constraint. Finally, a classifier that constructs a single
support vector machine per gene function and per data source and forms a Naive Bayes combination over the data sources is learned. Obozinski et al. [85] presents a two-step approach
where support vector machines are learned independently for each gene function, which allows
the violation of the hierarchy constraint. Then, reconciliation is performed to obtain a set of
probabilistic predictions that are consistent with the topology of the ontology.
The above discussed approaches focus on integrating multiple sources of data without taking into account the hierarchical relationships between the functional classes. As a consequence, naively applying these data integration approaches to the hierarchical gene function
prediction problems leads to serious inconsistencies due to the violation of the hierarchy constraint governing the functional annotations of genes in the hierarchical taxonomies. In the
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proposed integration framework, we respect the hierarchy constraint while integrating the different data sources.

3.6 Evaluation Metrics
Since each example in the hierarchical multi-label classification is associated with multiple
labels that are arranged in a hierarchy, evaluating hierarchical multi-label classification algorithms is more complicated than the conventional single-label learning algorithms. One natural
solution is to compute the well-known metrics of precision, recall and F-measure for each label
independently and then combine the results using micro- or macro-averaging [130]. However,
such evaluation measures are used by unstructured classification problems and thus, they are
inadequate to address the hierarchical structure of the classes. Another approach that is used
for the hierarchical multi-label learning is to utilize the extended versions of the single label
metrics (precision, recall and F-measure). In order to evaluate our algorithm, we adopted both,
the classical and the hierarchical performance evaluation measures.
F1 measure considers the joint contribution of both precision (P) and recall (R). F1 measure
is defined as follows:
F1 =

2T P
2×P ×R
=
P +R
2T P + F P + F N

(3.1)

Precision and Recall are defined as follows:

P =

TP
TP + FP

(3.2)

R=

TP
TP + FN

(3.3)

where TP stands for True Positive, TN for True Negative, FP for False Positive and FN for
False Negative. When TP=FP=FN=0, we made F1 measure to equal to 1 as the classifier has
correctly classified all the examples as negative examples [40].
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Hierarchical measures are defined as follows [61]:

hP =

hR =

1
|l(P (x))|
1
|l(C(x))|
hF =

∑
p∈l(P (x))

∑
c∈l(C(x))

|C(x)∩ ↑ p|
| ↑ p|

(3.4)

| ↑ c ∩ P (x)|
| ↑ c|

(3.5)

2 × hP × hR
hP + hR

(3.6)

where hP, hR and hF stands for hierarchical precision, hierarchical recall and hierarchical
F-measure, respectively. P (x) is a subgraph formed by the predicted class labels for the instance x while C(x) is a subgraph formed by the true class labels for the instance x. p is one
of the predicted class labels and c is one of the true labels for instance x. l(P (x)) and l(C(x)))
are the set of leaves in graphs P (x) and C(x), respectively. ↑ p is the set consisting of the most
specific predicted class and all of its ancestor classes. Likewise, ↑ c is the set consisting of the
most specific true class and all of its ancestor classes. We also computed both micro-averaged
hierarchical F-measure (hF1µ ) and macro-averaged hierarchical F-measure hF1M . hF1µ is computed by computing hP and hR for each path in the hierarchical structure of the tree and then
applying Equation (3.6). On the other hand, hF1M is computed by calculating hF1 for each
path in the hierarchical structure of the classes independently and then averaging them.
Having high hierarchical precision means that the predictor is capable of predicting the
most general functions of the instance, while having high hierarchical recall indicates that the
predictor is able to predict the most specific classes [119]. The hierarchical F-measure takes
into account the partially correct paths in the overall taxonomy.

3.7 Summary
This chapter summarizes the existing work related to hierarchical multi-label classification
in the gene function prediction domain. Hierarchical multi-label classification problem is an
extension of the binary classification problem where an instance can be associated with multi-
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ple classes that are related through a hierarchical categorization scheme. In other words, when
an instance is labeled with a certain class, it should also be labeled with all of its superclasses.
Hierarchical multi-label classification methods are classified into two main approaches in the
training phase: (i) the local classifier approach and (ii) the global classifier approach. For the
testing phase, there are two main approaches: (i) the top-down approach and (ii) the bottomup approach. The integrative analysis of multiple heterogenous data sources can be used to
generate new knowledge not accessible by the analysis of a single data source alone. In the
protein function prediction context, the integrated analysis may be a key to decipher gene function annotation. Apart from the integration, labels may have correlations that are not shown
through the hierarchical structure. The target problem of this dissertation has the characteristic
of hierarchical structure through a rooted-tree, multi-label, multi-source and multi-correlation.
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CHAPTER 4
HIERARCHICAL MULTI-LABEL BOOSTING FOR
GENE FUNCTION PREDICTION
Proteins are organized and classified according to a hierarchical classification scheme and
each protein will participate in multiple activities. Flat classifiers, that work on non-hierarchical
classification problems independently, do not take into account the hierarchical structure of the
functional class taxonomies. Therefore, they are not able to utilize the information inherent
in the class hierarchy. Moreover, independent classifiers, where each classifier predicts the
gene membership to a particular class, may lead to an inconsistent set of predictions for a
hierarchically structured classification scheme. In this chapter, HML-Boosting (Hierrachical
Multi-Label classification using Boosting) algorithm for the problem of hierarchical multilabel classification in the context of gene function prediction is proposed. The HML-Boosting
algorithm exploits the hierarchical dependencies among the classes. The algorithm takes the
hierarchy constraint into account so that no additional step is needed for the correction of the
inconsistent predictions.

4.1 Motivation
The functional classification of genes is an important and challenging problem in the field
of functional genomics. First, there are many functional classes which may be related to each
other in a tree or a graph structure (Funcat or Gene Ontology(GO)). Usually, the goal is to discover the specific unknown functions for a particular gene. Second, a gene may have multiple
class labels. Biologically, a gene may be involved in more than one biological activity. Therefore, there is a need for a prediction algorithm that is able to identify all the possible functions
of a particular gene.
In this chapter, the hierarchical structure of gene functions in FunCat taxonomy is incorpo-
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rated into the multi-label classification problem. As a result, the performance of the proposed
method that incorporates both the hierarchical and multi-label concepts is significantly better
compared to the standard classification approach. In this work, we develop the HML-Boosting
algorithm and apply it to bio-molecular data for predicting gene functions. Boosting algorithms are popular machine learning algorithms with rigorous theoretical properties and are
competitive to any other classification methods [40]. HML-Boosting algorithm relies on the
hierarchical information and utilizes the hierarchy to improve the prediction accuracy. To test
the HML-Boosting framework in the context of functional genomics, each classifier is evaluated in a three-fold cross-validation scheme in which FunCat annotations of the test genes are
hidden.
Our proposed work falls into the local classifier category. More specifically, for each parent
node in the class hierarchy a multi-class multi-label classifier is built using AdaBoost.MH. The
rest of this chapter is organized as follows: In section 2, the proposed HML-Boosting algorithm
is described. In section 3, extensive experimental evaluation on four bio-molecular datasets is
reported. Finally, section 4 concludes the chapter with future directions.

4.2

Our Contributions

The contributions of our algorithm can be summarized as follows:
1. Develop a class-membership consistency correction method in the model building process rather than having it as a separate step.
2. Study the effect of the different testing strategies (the top-down approach and the bottomup approach) on the prediction results.
3. Compare the performance of the flat classification approach with the proposed local approach of the hierarchical multi-label classification.
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4.3 The Proposed HML-Boosting Algorithm
HML-Boosting [5] is a hierarchical multi-label gene functional classification algorithm that
is inspired by TREEBOOST.MH [40], a multi-label hierarchical text classification algorithm.
HML-Boosting uses ADABOOST.MH as its base step and recurs over the class tree structure. HML-Boosting exploits the hierarchical taxonomy of the classes to improve prediction
performance.

4.3.1 ADABOOST.MH
ADABOOST.MH [104] is a popular multi-class variant of the AdaBoost algorithm and
works well in practice [62]. It handles multi-class and multi-label problems. ADABOOST.MH
(see Algorithm 1) works by transferring a multi-class problem into a binary classification
problem by replicating positive instances for the given class labels [62]. More details of the
ADABOOST.MH algorithm are given in [104]. The input to the algorithm is a training set
T = < g1 , S1 >, ..., < gn , Sn >, where Si ⊆ C is the set of classes to which gene/gene-product
gi belongs to.
ADABOOST.MH maintains a distribution D, that is updated at each iteration. The initial
distribution D1 is uniform. At each iteration, s, a weak learner is built to form a weak hypothesis ϕ̂s . The weak hypothesis is generally a decision stump. Next, all the weights Ds (gi , cj ) are
updated to Ds+1 (gi , cj ) using the following rule:

Ds+1 (gi , cj ) =

Ds (gi , cj ) exp(−ϕ(gi , cj )ϕ̂s (gi , cj ))
Zs

Here, the target
 function ϕ(gi , cj ) is defined as follows:


1,
g i ∈ cj
ϕ(gi , cj ) =


−1, Otherwise
and

(4.1)
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Zs =

n ∑
m
∑

Ds (gi , cj ) exp(−ϕ(gi , cj )ϕ̂s (gi , cj ))

(4.2)

i=1 j=1

is a normalization factor chosen to make

∑n ∑m
i=1

j=1

Ds+1 (gi , cj ) = 1.

The sign of the weak hypothesis is used to decide upon the prediction made by the weak
learner, while the absolute value can be interpreted as the strength of the belief. In other words,
if ϕs (gi , cj ) > 0, then gi is predicted to belong to cj , while if ϕs (gi , cj ) < 0, then gi is predicted
as a negative example of cj . After finishing all the iterations, the final hypothesis is generated
∑
by summing up all of the weak hypothesis, ϕ̂(g, c) = Ss=1 ϕ̂s (g, c) for c ∈ C = c1 , ..., cm .
Algorithm 1 ADABOOST.M H
Input:
A training set T = < g1 , S1 >, ..., < gn , Sn > where Si ⊆ C = {c1 , ..., cm } for all i =
1, ..., n.
∑
Output: A final hypothesis ϕ̂(g, c) = Ss=1 ϕ̂s (g, c) for c ∈ C = c1 , ..., cm .
Algorithm:
1
Set D1 (gi , cj ) = mn
for all i = 1, ..., n and for all j = 1, ..., m
for s = 1, ..., S do
Pass distribution Ds (gi , cj ) to the weak learner
Get the weak hypothesis ϕ̂s from the weak learner
D (g ,c ) exp(−ϕ(gi ,cj )ϕ̂s (gi ,cj ))
Set Ds+1 (gi , cj ) = s i j
Zs
∑ ∑
Where Zs = ni=1 m
D
(g
,
cj ) exp(−ϕ(gi , cj )ϕ̂s (gi , cj ))
s
i
j=1
end for

4.3.2 HML-Boosting
According to the True Path Rule (TPR), that governs both FunCat and GO taxonomies
annotations, the TPR indicates a two-way asymmetric flow of information. A gene g that is
annotated with a particular functional class, cj , is also annotated with the parent class and with
all of the ancestor classes of cj in a recursive way [118]. In this scenario, gene g is called as
“bubbled-up” positive example in the sense that it has been bubbled up to cj from somewhere
down below [40]. On the other hand, if a gene is not annotated with a class cj , that gene cannot
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be annotated with any of the descendant classes of cj . In that case, gene g is called an “own”
positive example of cj [40].
At each classifier, we need to carefully choose the set of positive and negative examples.
We followed the same approach discussed in [40], in which the positive training examples of
a non-leaf category, cj , is a superset of the union of sets of positive training examples of all of
its descendent (leaf) classes.
HML-Boosting algorithm is explained in Algorithm 2. Each non-root class, cj , has a binary classifier, ϕ̂j , that is associated with it. The classifier should act as a “filter” to prevent
unsuitable examples from spreading out to the lower levels in the hierarchy. Hence, only the
test genes that a classifier ϕ̂j decides as belonging to cj are passed to all the binary classifiers
corresponding to the children classes of cj . While the genes that classifier ϕ̂j marks as not
belonging to cj are “blocked” and no further analysis is carried out on them.
Algorithm 2 HM L − Boosting
Input: A pair < C, L > where C is a tree-structured set of classes and L is the total number
of classes of C.
∑S
Output: For each non-leaf class ct ∈ C, a final hypothesis ϕ̂(g, c) =
s=1 ϕ̂s (g, c) for
c ∈ children(ct ).
Algorithm:
for i = 1, ..., L do
if class i is a leaf class then
Do nothing
else
Let children(i) = c1i , ..., cki be the k children classes of i
Run ADABOOST.MH on children(i)
end if
end for
Relying on the hierarchical topology of the classification scheme, the training of each of the
binary classifiers, ϕ̂j , is performed locally using the siblings policy where the training dataset
for each classifier is composed of the positive instances at the current class and the siblings
of the current class. During classification, the classifier ϕ̂j at class cj will only be presented
with examples that are positive at the parent class of cj . Hence, the reached examples at ϕ̂j are
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positive examples to cj and/or to the siblings of cj . In other words, the training for classifier ϕ̂j
is performed by feeding as negative training examples, the positive examples at the parent of
cj that are not positive examples at cj .
It should be noted that the selected negative training examples at ϕ̂j are the most informative
negative examples for training [40]. Moreover, since as we go down in the hierarchy, fewer
training examples are survived, this will be reflected in the efficiency of the algorithm, for both
training and classification time.
HML-Boosting converts the hierarchical multi-label classification problem to multiple flat
multi-label classification problems, in which one classifier is built for every internal node in the
tree. HML-Boosting iteratively calls ADABOOST.MH to generate a multi-label flat classifier
for the children of every internal node. In other words, a binary classifier, ϕ̂, for each nonroot class cj ∈ C is generated so that the hierarchical classification can be performed. The
algorithm first checks whether the reached class is a leaf node or not. The classifiers are built
for internal nodes only and hence, no work needs to be done if a leaf function class has been
reached.
If an internal class, cj , has been reached, we identify the set of children classes of cj . Next,
ADABOOST.MH is called for a multi-label flat classification for the children classes of cj .
Note that the negative examples of a class cj are the set of positive examples at the parent
class but are not positive examples at class cj . Next, for each class cq ∈ children(cj ), where
children(cj ) refers to the set of children of class cj , HML-Boosting is called iteratively on the
children of a particular class. HML-Boosting results in a tree of binary classifiers, one for each
non-root node, where each one consisting of the combination of decision stumps.
We evaluated the performance of the HML-Boosting algorithm using two different policies
for the testing phase, the top-down class prediction approach and the bottom-up class prediction
approach. In the top-down class prediction approach, the negative predictions are propagated
from top to bottom along the hierarchy. In other words, for an unseen example, the positive
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predictions of the higher-levels (most generic) classes are propagated from top to bottom nodes
along the hierarchy.
On the other hand, in the bottom-up class prediction strategy, the propagation of positive
decisions are carried out from bottom to top nodes along the hierarchy. In other words, positive
decisions of descendant nodes contribute to the decision of their ancestors. More specifically,
the prediction of a node/class is dependent on the local prediction of that node/class and on the
prediction of the descendant nodes of that node according to the following [118]:
∑
Plocal (x) + Pchild (x)
P (x) =
1 + |children(x)|
where Plocal (x) is the local prediction at the node x and

∑

(4.3)

Pchild (x) is the summation of

the prediction of the descendant nodes of x. children(x) represents the set of children classes
of the class x.

4.4 Experimental Results
4.4.1 Experimental Setup
For our experiments, we used the functional classification of yeast genes at genome-wide
level, where the classes are structured according to FunCat taxonomy. Each dataset provides
a different description of a specific gene aspect. For each dataset, we report the evaluation
of the performance of the flat ADABOOST.MH multi-label classifiers and the HML-Boosting
algorithm using precision, recall and F1 evaluation metrics that are described earlier.
The flat multi-label classifier does not incorporate the hierarchical structure of the classes
as discussed earlier. Each base classifier in the flat multi-label classification framework, is
separately trained to identify the set of genes belonging to a specific functional class without
considering the hierarchical relationship between the classes.
The comparison between HML-Boosting algorithm and the Flat method is based on the
“per-class” F1 measure that is obtained by averaging the F-measure for all the classes in the
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FunCat hierarchy for each dataset. In other words, an overall F1 measure is obtained by computing F1 measure for each class separately and then averaging F1 measure across all the
classes.

Figure 4.1: The Overall per-class F1 measure comparison between flat method, HML-Boosting
top-down and HML-Boosting bottom-up.
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4.4.2 Results and Discussion
Consistent with most of the other works in the literature, in the hierarchical multi-label
classification setting, precision, recall and F1 measure are used as appropriate evaluation metrics for comparing the performance. The performance of the flat method, the HML-Boosting
algorithm using the top-down and the HML-Boosting algorithm using the bottom-up class
prediction strategies were compared using per-class F1 measure; then, we analyzed the performance of the HML-Boosting at each level of FunCat hierarchy. We also studied the influence
of changing the number of boosting iterations on the performance.
Figure 4.1 shows the F1 measure for each dataset using the HML-Boosting with the topdown class prediction strategy during the testing phase, the HML-Boosting with the bottomup class prediction strategy during the testing phase and the flat classification methods with
different boosting iterations. In our experimental setting, five values of boosting iterations:
5, 10, 20, 50 and 100 have been examined. Each barplot group refers to the results of applying the flat method and the HML-Boosting algorithm (with the top-down and the bottom-up
strategies) on a particular dataset. The difference between the HML-boosting and the flat classification is significant in most of the cases. We noticed that as the number of boosting iterations (s) is increased, HML-Boosting significantly outperforms the flat classification method
on all the datasets. In other words, the improvements become much higher as we increase
the number of boosting iterations. Additionally, in most of the cases, the HML-Boosting with
the top-down class prediction strategy during the testing phase outperforms its counterpart, the
HML-Boosting with the bottom-up class prediction strategy.
Figure 4.2 and Figure 4.3 show the overall “per-class” precision and the overall “per-class”
recall, as a function of boosting iterations, for each dataset using the HML-Boosting with the
top-down class prediction strategy, the HML-Boosting with the bottom-up class prediction
strategy and the flat method. We observed that the HML-Boosting with the top-down class
prediction strategy tends to have the best results with respect to precision and F1 measure
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Figure 4.2: The overall Precision for each dataset using the flat method, HML-Boosting topdown and HML-Boosting bottom-up algorithms.
while the flat method tends to achieve better results with respect to recall. In fact, both of the
class-membership inconsistency correction have similar behavior in terms of the recall.
To get more insights into the performance of the HML-Boosting algorithm with the different testing strategies, we performed a level-wise analysis of the precision, recall, F1 measure
and accuracy on the four datasets. In measuring the level-wise performance, level 1 reflects
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Figure 4.3: The overall recall for each dataset using the flat method, HML-Boosting top-down
and HML-Boosting bottom-up algorithms.
the root nodes while all other classes are at depth i, where 2 ≤ i ≤ 5. We show the results for
the top four levels in the hierarchy. Moreover, we show the performance of the HML-Boosting
algorithm when the number of boosting iterations is varied. In general, the results improve as
we increase the number of iterations. Tables 4.1, 4.2, 4.3 and 4.4 show the results of per-level
evaluation for Gene-Expr, PPI-BG, Pfam-1 and PPI-VM datasets, respectively. The best results

53
for each level are highlighted.
It should be noted that the accuracy of the HML-Boosting using the top-down class prediction strategy in the testing phase reduces as we go down in the tree, from the higher levels
to the lower levels. The main reason for this performance reduction is related to the testing
mechanism followed by the algorithm. A classifier will be able to test any example only if
that example was predicted to be a positive example by the parent of the corresponding class.
Therefore, if a classifier at a particular class misclassifies a positive example, this example will
be considered as a negative example by all the descendant classes of that class. Hence, the accuracy of the lower levels will be affected by the behavior of the classifiers at the higher levels.
For the same reason, fewer examples will be propagated to the classifiers in the lower levels.

Table 4.1: Per-level precision, recall, F1 measure and accuracy for Gene-Expr dataset using HML-Boosting with top-down class
prediction and HML-Boosting with bottom-up class prediction algorithms for the different choice of boosting iterations.
HML-Boosting top-down
HML-Boosting bottom-up
Level
Measurement
5
10
20
50
100
5
10
20
50
100
iter
iter
iter
iter
iter
iter
iter
iter
iter
iter
Precision
0.5405 0.4776 0.4895 0.4719 0.4425 0.1573 0.1620 0.1662 0.1673 0.1679
Recall
0.0527 0.1020 0.1245 0.1606 0.1809 0.8337 0.8889 0.9058 0.9290 0.9351
Level 1
F1
0.0960 0.1681 0.1986 0.2396 0.2568 0.2646 0.2740 0.2808 0.2836 0.2847
Accuracy
0.8627 0.8602 0.8608 0.8589 0.8550 0.3479 0.3371 0.3471 0.3393 0.3388
Precision
0.4385 0.3448 0.3524 0.3308 0.3050 0.0814 0.0809 0.0815 0.0805 0.0793
Recall
0.5238 0.4904 0.5345 0.5529 0.5485 0.6322 0.6723 0.6963 0.7260 0.7333
Level 2
F1
0.4774 0.4049 0.4248 0.4139 0.3921 0.1442 0.1444 0.1460 0.1449 0.1431
Accuracy
0.8370 0.8151 0.8150 0.8095 0.8025 0.6512 0.6298 0.6214 0.6019 0.5918
Precision
0.3780 0.2908 0.2739 0.2743 0.2557 0.0446 0.0436 0.0440 0.0425 0.0424
Recall
0.7619 0.6547 0.6165 0.6291 0.6402 0.5629 0.5972 0.6141 0.6216 0.6283
Level 3
F1
0.5053 0.4028 0.3793 0.3820 0.3654 0.0827 0.0812 0.0821 0.0795 0.0794
Accuracy
0.7981 0.8299 0.8058 0.8152 0.8215 0.7336 0.7118 0.7071 0.6931 0.6894
Precision
0.18990 0.2083 0.2000 0.1905 0.1929 0.0309 0.0308 0.0311 0.0304 0.0309
Recall
0.7143 0.7576 0.7750 0.6496 0.7154 0.6192 0.6277 0.6433 0.6449 0.6651
Level 4
F1
0.3000 0.3268 0.3179 0.2946 0.3039 0.0588 0.0588 0.0594 0.0580 0.0591
Accuracy
0.6889 0.6460 0.6518 0.6353 0.6365 0.6487 0.6434 0.6387 0.6283 0.6246
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Table 4.2: Per-level precision, recall, F1 measure and accuracy for PPI-BG dataset using HML-Boosting with top-down class prediction and HML-Boosting with bottom-up class prediction algorithms for the different choice of boosting iterations.
HML-Boosting top-down
HML-Boosting bottom-up
Level
Measurement
5
10
20
50
100
5
10
20
50
100
iter
iter
iter
iter
iter
iter
iter
iter
iter
iter
Precision
0.7127 0.7177 0.7319 0.7447 0.7526 0.1572 0.1606 0.1637 0.1681 0.1675
Recall
0.0708 0.0747 0.0848 0.1086 0.1405 0.7285 0.7102 0.7362 0.7780 0.8182
Level 1
F1
0.1288 0.1354 0.1520 0.1895 0.2368 0.2586 0.2619 0.2678 0.2764 0.2780
Accuracy
0.8667 0.8671 0.8683 0.8707 0.8739 0.4121 0.4366 0.4335 0.4268 0.4019
Precision
0.5911 0.5914 0.6337 0.6487 0.6287 0.0955 0.0966 0.0983 0.0959 0.0926
Recall
0.8304 0.8506 0.8600 0.8252 0.8348 0.5758 0.5797 0.6060 0.6488 0.6804
Level 2
F1
0.6906 0.6977 0.7297 0.7264 0.7447 0.1638 0.1657 0.1692 0.1671 0.1630
Accuracy
0.8223 0.8210 0.8404 0.8481 0.8574 0.7268 0.7286 0.7235 0.6995 0.6754
Precision
0.5625 0.5413 0.6077 0.6143 0.6722 0.0531 0.0541 0.0556 0.0554 0.0538
Recall
0.7246 0.7170 0.7645 0.7798 0.7871 0.5410 0.5501 0.5771 0.6254 0.6559
Level 3
F1
0.6333 0.6169 0.6771 0.6872 0.6990 0.0967 0.0985 0.1014 0.1018 0.0994
Accuracy
0.8667 0.8520 0.8661 0.8712 0.8711 0.7879 0.7886 0.7852 0.7682 0.7504
Precision
0.6078 0.5139 0.6133 0.6226 0.6163 0.0353 0.0326 0.0349 0.0358 0.0358
Recall
0.6940 0.7115 0.7500 0.8075 0.8328 0.6352 0.6584 0.6793 0.7002 0.7235
Level 4
F1
0.6481 0.5968 0.6748 0.7031 0.7084 0.0669 0.0621 0.0664 0.0681 0.0683
Accuracy
0.7918 0.7331 0.7837 0.7770 0.7789 0.6846 0.6456 0.6598 0.6587 0.6482
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Table 4.3: Per-level precision, recall, F1 measure and accuracy for Pfam-1 dataset using HML-Boosting with top-down class prediction and HML-Boosting with bottom-up class prediction algorithms for the different choice of boosting iterations.
HML-Boosting top-down
HML-Boosting bottom-up
Level
Measurement
5
10
20
50
100
5
10
20
50
100
iter
iter
iter
iter
iter
iter
iter
iter
iter
iter
Precision
0.9065 0.9065 0.9128 0.8817 0.8842 0.1584 0.1585 0.1584 0.1529 0.1541
Recall
0.0433 0.0433 0.0468 0.0564 0.0578 0.7018 0.7001 0.6994 0.7312 0.7417
Level 1
F1
0.0827 0.0827 0.0890 0.1060 0.1085 0.2584 0.2585 0.2583 0.2529 0.2552
Accuracy
0.9240 0.8515 0.8520 0.8530 0.8532 0.3678 0.3695 0.3695 0.3217 0.3205
Precision
0.8521 0.8898 0.8994 0.8398 0.8178 0.0977 0.0979 0.0984 0.0981 0.0993
Recall
0.8345 0.7793 0.8512 0.8782 0.9154 0.5764 0.5767 0.5804 0.6098 0.6221
Level 2
F1
0.8432 0.8309 0.8746 0.8586 0.8638 0.1670 0.1674 0.1683 0.1690 0.1713
Accuracy
0.8515 0.9223 0.9341 0.9231 0.9230 0.7000 0.7007 0.7007 0.6870 0.6860
Precision
0.7500 0.7857 0.8000 0.7500 0.7143 0.0544 0.0546 0.0551 0.0570 0.0561
Recall
0.8438 0.8750 0.8421 0.8298 0.8224 0.5209 0.5235 0.5286 0.5497 0.5726
Level 3
F1
0.7941 0.8280 0.8205 0.7879 0.7645 0.0985 0.0990 0.0999 0.1032 0.1022
Accuracy
0.9288 0.9340 0.9351 0.9186 0.9136 0.7662 0.7664 0.7665 0.7659 0.7534
Precision
0.7714 0.8636 0.8636 0.7736 0.7368 0.0363 0.0349 0.0373 0.0382 0.0366
Recall
0.7297 0.5135 0.5135 0.6949 0.7000 0.6079 0.6221 0.6239 0.6390 0.6513
Level 4
F1
0.7500 0.6441 0.6441 0.7321 0.7179 0.0685 0.0660 0.0704 0.0720 0.0692
Accuracy
0.8571 0.8108 0.8108 0.8113 0.8146 0.6448 0.6219 0.6463 0.6462 0.6238
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Table 4.4: Per-level precision, recall, F1 measure and accuracy for PPI-VM dataset using HML-Boosting with top-down class
prediction and HML-Boosting with bottom-up class prediction algorithms for the different choice of boosting iterations.
HML-Boosting top-down
HML-Boosting bottom-up
Level
Measurement
5
10
20
50
100
5
10
20
50
100
iter
iter
iter
iter
iter
iter
iter
iter
iter
iter
Precision
0.7355 0.7266 0.7654 0.7641 0.7661 0.1716 0.1650 0.1672 0.1700 0.1801
Recall
0.0445 0.0465 0.0619 0.0744 0.0834 0.7393 0.6603 0.6723 0.6943 0.8357
Level 1
F1
0.0838 0.0873 0.1146 0.1356 0.1505 0.2786 0.2640 0.2678 0.2731 0.2963
Accuracy
0.8440 0.8440 0.8463 0.8476 0.8487 0.3850 0.4087 0.4094 0.4064 0.3626
Precision
0.5859 0.7094 0.7170 0.7026 0.7000 0.1025 0.1069 0.1050 0.1066 0.1014
Recall
0.6818 0.7217 0.7651 0.7446 0.7624 0.5588 0.5270 0.5527 0.5750 0.6517
Level 2
F1
0.6303 0.7155 0.7403 0.7230 0.7299 0.1732 0.1777 0.1764 0.1799 0.1755
Accuracy
0.8151 0.8759 0.8818 0.8754 0.8781 0.6979 0.7238 0.7078 0.7031 0.6533
Precision
0.6180 0.6598 0.6797 0.5989 0.6244 0.0596 0.0629 0.0621 0.0638 0.0611
Recall
0.8088 0.8421 0.8365 0.8195 0.8477 0.5250 0.5063 0.5288 0.5569 0.6045
Level 3
F1
0.7006 0.7399 0.7500 0.6921 0.7191 0.1070 0.1119 0.1111 0.1146 0.1110
Accuracy
0.8618 0.8427 0.8528 0.8170 0.8339 0.7277 0.7503 0.7369 0.7324 0.6990
Precision
0.5238 0.7059 0.8158 0.6935 0.7356 0.0385 0.0421 0.0409 0.0414 0.0415
Recall
0.6875 0.7059 0.8611 0.8431 0.8767 0.6839 0.6667 0.6868 0.7011 0.7385
Level 4
F1
0.5946 0.7059 0.8378 0.7611 0.8000 0.0730 0.0793 0.0772 0.0782 0.0786
Accuracy
0.7619 0.8182 0.8537 0.8029 0.8025 0.5147 0.5676 0.5413 0.5385 0.5165
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4.5 Summary
The functional classification of genes is an important and challenging problem in the area
of functional genomics. In this chapter, we presented the HML-Boosting algorithm and applied it to the problem of gene function prediction. The HML-Boosting algorithm leverages
the hierarchical structure of the classes. Hence, the classifiers that are built tend to be more
efficient and effective compared to the flat classification approach. The incorporation of the
hierarchical structure of the classes improves the performance of the predictions. In addition,
the HML-Boosting algorithm is compared with the flat classification approach and the results
of the experiments on four bio-molecular datasets showed that the HML-Boosting algorithm
significantly outperforms the flat classification approach. In addition, the performance of the
HML-Boosting algorithm using the top-down and the bottom-up class prediction approaches
is evaluated.
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CHAPTER 5
EXPLOITING LABEL DEPENDENCY FOR
HIERARCHICAL MULTI-LABEL CLASSIFICATION
In this chapter, we propose HiBLADE (Hierarchical multi-label Boosting with LAbel DEpendency), a novel algorithm that takes advantage of not only the pre-established hierarchical
taxonomy of the classes, but also effectively exploits the hidden correlation among the classes
that is not shown through the class hierarchy, thereby improving the quality of the predictions
made by hierarchical multi-label classification algorithm. According to our approach, first, the
pre-defined hierarchical taxonomy of the labels is used to decide upon the training set for each
classifier. Second, the dependencies of the children for each label in the hierarchy are captured
and analyzed using Bayes method and instance-based similarity. The primary objective of the
proposed algorithm is to find and share a number of base models across the correlated labels.

5.1 Motivation
Most of the existing research focuses on a “flat” classification approach, that operates on
non-hierarchical classification schemes, where a binary classifier is constructed for each label
separately. Reducing a hierarchical multi-label classification problem to a conventional classification problem allows the possibility to apply several existing methods. However, since
the prediction of the class labels has to be performed independently, such transformations are
not capable to exploit the interdependencies and correlations between the labels [21]. Moreover, the flat classification algorithm fails to take advantage of the information inherent in the
class hierarchy, and hence may be suboptimal in terms of efficiency and effectiveness [40].
Therefore, some methods perform an additional step to correct inconsistent predictions.
In this chapter, we propose a hierarchical multi-label classification framework that takes the
hierarchy constraint into account along with the labels correlation that goes beyond the scope
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of the hierarchical classification scheme and exploits such correlations in building a sharedmodel boosting classifiers. This is a novel approach to solve the problem since most of the
existing approaches focus on learning models independently for each label while our approach
learns models for correlated siblings together by using shared boosting models. By leveraging
on the hierarchical structure of the classification scheme, the classifiers can be more efficient
[40]. Notably, most of the state-of-the-art hierarchical multi-label classification methods are
designed to focus mainly on taking into account the hierarchical structure of the classes by
obeying the hierarchy constraint for the final predictions [11, 80, 100]. In our work, we attempt
to make a fundamental advance in this area by explicitly exploiting the pre-defined hierarchical
taxonomy of the classes and discovering new relationships among the classes, that are not
shown through the hierarchical taxonomy, and making use of such knowledge in the learning
process. Moreover, the majority of the existing approaches for the gene function prediction
problem take a separate step to correct inconsistent predictions. While in our approach, the
hierarchy constraint is met naturally during the classification process and no separate step is
needed for the correction of the inconsistent predictions.
Figure 5.1 illustrates a simple example of exploiting label correlation. In this figure, there
are three labels. These three labels are three siblings from the set of labels in the hierarchy.
Initially, a base model is learned for each label independently of the other labels; then, we
incorporate the predefined label correlation to build shared models pool. For instance, the
decision function of the first label is based on the aggregations of the base models 1 and 2.
Similarly, the decision function of the second label is based on the aggregations of the base
models 2 and 3. While the decision function of the third label is based on the base model of
the third label only.
The rest of the chapter is organized as follows: in the next section, we summarize our contributions for incorporating the correlation in the hierarchical multi-label learning process. Our
novel method, HiBLADE, is presented in Section 5.3. In Section 5.4, we report experimental
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Figure 5.1: An illustration of the correlations between three sibling labels. In this example, a
base model is learned for each label and from these models the decision functions are formed
from one or more base models. The selection of the base models is controlled by the correlation
between the corresponding labels.
results with several biomolecular datasets. Then, we conclude the chapter in Section 5.5.

5.2 Our Contributions
In this chapter, we propose, HiBLADE, a hierarchical multi-label classification framework
for modeling the pre-defined hierarchical taxonomy of the labels as well as for exploiting the
existing correlations between different labels, that are not explicitly given by the taxonomical
classification of the labels, to facilitate the learning process [7].
To the best of our knowledge, there is no work related to the hierarchical multi-label classification setting that addresses the exploitation of correlations between different labels other
than the domain-based pre-established taxonomical classification of the classes. Our intuition
is that the domain-based pre-established taxonomical classification of the classes should be
used as additional features while label dependencies are inferred from the data. Specifically, a
novel approach to learn the label dependencies using a Bayesian framework and instance-based
similarity is proposed. Bayesian framework is used to characterize the dependency relations
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among the labels represented by the directed acyclic graph (DAG) structure of the Bayesian
network. By studying and identifying the undiscovered correlations among the classes, additional insights about the relationships among the classes are revealed. After that, classifiers for
the children classes for each class in the hierarchy are built together along with the revealed
correlations in the learning process. Additionally, in order to gain the inherent information
in the class hierarchy, ancestor labels known from the pre-established taxonomy are used as
additional features for learning the classifier for each label. As opposed to other hierarchical
multi-label classification algorithms, our algorithm has the following advantages:
1. The underlying pre-defined taxonomy of the labels is explicitly expressed by adding the
ancestor labels to be part of the feature vector, which allows us to gain further insights
into the learning problem.
2. It is capable of exploiting correlations and interdependencies among the children of a
particular label using the Bayesian framework and instance-based similarity.
3. The use of a shared boosting model for the children labels for each label in the hierarchy
using the found correlations leads to effective results in an efficient manner.

5.3 HiBLADE Algorithm
Hierarchical multi-label learning aims to model and predict p(child class | parent class).
Our goal is to make use of hierarchical dependencies as well as the extracted dependencies
among the labels yk where 1 ≤ k ≤ L and (↑ yk ) = ym such that for each example we can
better predict its labels [7]. The problem then becomes how to identify and make use of such
dependencies in an efficient way. For this work, we have adopted Naive Bayesian framework
and instance-based similarity to encode the label dependencies.
Bayesian methods range from simple Naive Bayes, in which no dependency among the
labels is assumed, to Bayesian networks, where the joint probability distribution for a large
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set of variables is encoded efficiently [51]. We focus on Naive Bayes algorithm due to its
simplicity and computational efficiency.

5.3.1 Training Scheme
The training of each classifier is performed locally. During the classification, the classifier
for each class will be presented only with the examples that are positive at the parent of the
current class. Hence, the reached examples are positive examples to the current class and/or
to the siblings of that class. In other words, the training for each classifier is performed by
feeding as negative training examples, the positive examples at the parent of the current that
are not positive examples at the current class. It should be noted that the selected negative
training examples are the most informative negative examples for training. Moreover, since as
we go down the hierarchy, fewer training examples are survived, this will be reflected in the
efficiency of the algorithm, for both training and classification time.

5.3.2 Extending the Features
There are two types of dependencies among the labels. One is due to the parent-child
relationship that is known from the taxonomy of classes. Based on this type of correlation, the
labels of the classes at the levels higher than the level of the current class are added as additional
input features for each instance that belong to that class. In other words, the feature vector for
each example is extended to include the class labels of the levels higher in the hierarchy than
the current level as explained in line 9 of Algorithm 3. More formally, the feature vector for
each instance j that belongs to a class i will have the following form:

fi,j =< xj,1 , ..., xj,d , x̄j,d+1 , ..., x̄j,d+k >

where < xj,1 , ..., xj,d > is the original feature vector and < x̄j,d+1 , ..., x̄j,d+k > are the
additional features that are added based on the hierarchical structure. In other words, the
additional features are the labels of the classes at levels higher in the tree than the level of
the current class i.
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Augmenting the ancestor labels to the original feature will provide important information
that reflects the hierarchical structure of the classes above the current one. Interestingly, similar ideas have been exploited in the multi-label classification. In a multi-label classification
setting, the labels of the correlated classes are used as additional features. For this purpose,
in the multi-label setting, researchers have developed a variety of methods to find the correlated labels [21, 129, 130]. However, in our algorithm, the correlation between the classes is
pre-defined through the hierarchical taxonomy of the classes. Such domain-driven information
about the relationship among the classes can be utilized during the learning process. We exploited this knowledge through the employment of the labels of the classes that are at higher
levels in the hierarchy as additional features.
Algorithm 3 HiBLADE
1: Input: A pair < Y, L > where Y is a tree-structured set of classes and L is the total
number of classes of Y.
2: Output: For each class yl ∈ Y, the final composite classifier yl = sign[Fl (x)].
3: Algorithm:
4: for i = 1, ..., L do
5:
if class i is a leaf class then
6:
Do nothing
else
7:
8:
Let children(i) = y1i , ..., yki be the k children classes of i
9:
Form the new feature vectors by adding the labels of the classes at the higher levels
to the current feature vectors.
10:
Learn classifiers for children(i) using the shared models Algorithm
11:
end if
12: end for

5.3.3 Label Correlation
The other type of dependencies will be modeled through the use of the Bayesian structure
and instance-based similarity as shown in line 10 of Algorithm 3. The local perspective of
the correlation principle postulates that correlated sibling labels are more likely to have similar
functions. In the local correlation principle, only information from the immediate label siblings
are used for the seek of the predictions.
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For each class i, we get the children classes of class i and we call sharedM odels algorithm
shown in Algorithm 4. In each boosting iteration t, we search the entire pool for the best
fitted model other than the model that was built directly for that label and its corresponding
combination weights, the best fitted model is called htl . We refer to the selected best fitted
model as the candidate model. The chosen model htc is then updated based on the following
formula:
γij =

ϵii
∗ βij
ϵii + ϵji

(5.1)

where ϵji is the error results from applying model htj on the examples in class i and ϵii is the
error results from applying the model hti on the examples in class i. βij controls the proportional
contribution of Bayesian-based and instance-based similarities. βij is computed as follows:

βij = ϕ ∗ bij + (1 − ϕ) ∗ sij

(5.2)

where bij is the Bayesian correlation between class i and class j, and it is estimated as
bij = |i ∩ j|/|j|, where |i ∩ j| is the number of positive examples in class i and class j and |j|
is the number of positive examples in class j. sij is the instance-based similarity between class
i and class j. In the proposed method, sij is computed using the Euclidean distance between
the positive examples in both classes as follows:

sij =

√∑

(il − jl )2

(5.3)

l

where l is the corresponding feature in the two vectors. sij is normalized to be in the range of
[0, 1]. ϕ is a threshold parameter that has a value in the range [0, 1]. Setting ϕ to zero means
that only instance-based similarity is taken into consideration in the learning process. While
setting it to one means that only Bayesian-based correlation is taken into consideration. On the
other hand, any value of ϕ between 0 and 1 combines both types of correlation. In the next
section, we show the results of the experiments we performed with the different values of ϕ to
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highlight the effect of each type of the correlation and the effect of the combination of them.
It is important to emphasize that these computations are performed only for the class that is
found to be the most useful class with respect to the current class.
In the general case, both classes, the current class and the candidate class, contribute to
final prediction. In other words, any value of ϵji other than 0, indicates the level of contribution
from the candidate class. More specifically, if the error of the candidate class, ϵji , is greater
than the error of the current class, ϵii , the value of γij will be small, indicating that only a
limited contribution of the candidate class is considered. In contrast, if the error of the current
class, ϵii , is greater than the error of the candidate class, ϵji , then γij will be high, and hence,
the prediction decision will be dependable more on the candidate class. Finally, the models for
the current class and the used candidate class are replaced by the new learned models. At the
end, the composite classifiers Fc provide the prediction results.
For a given class k, we are interested in finding the class, l, that minimizes the error in
Equation (5.1) (argminl γkl ). Our intuition is that correlated labels have some shared information. By reducing such redundant shared information during the learning process, the overall
classification process efficiency will be improved. Algorithm 4 shows the details of the shared
models algorithm. The shared models algorithm takes as input the children classes of a particular class together with the feature vectors for the instances that are positive at the parent
class. These instances will form the positive and negative examples for each one of the children
classes.
The algorithm begins by initializing a pool of M models, where M is the number of children classes, one for each class that is learned using ADABOOST. In our experiments, we
used ADABOOST.MH as the base classifier. The description of this algorithm can be found in
Chapter 4. The number of base models to be generated is determined by T . In each iteration t
and for each label in the set of the children labels of a particular class, we search for the best
fitted model, htl (x) and the corresponding combination weights, αlt .
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Algorithm 4 SharedM odels
1: Input: D = {(xi , Yi ) : i = 1, ..., N }, where xi ∈ X is a feature vector for instance i and
Yi ⊂ Y is the set of labels associated with xi and M is the number of labels under study.
ϕ: a threshold parameter.
2: Output: yc = sign[Fc (x)]
3: Algorithm:
4: Set Fc (x) = 0 for each label c = 1, .., M
5: Initialize a pool of candidate shared models: SMp = h1 (.), ..., hM (.) where hi (.) is a
model learned on the label i using the boosting-type algorithm.
6: for t = 1, ..., T do
7:
for c = 1, ..., M do
8:
Find αlt and htl ∈ SMp where c ̸= l that minimize the loss function on label c.
9:
Fc (x) = Fc (x) + htc (x) ∗ αct ∗ (1 − γcl ) + htl (x) ∗ αlt ∗ γcl
10:
Replace htc (x) and htl (x) in SMp with the new learned models using the boosting-type
algorithm.
11:
end for
12: end for
The contribution of the selected base model, htl (x), to the overall classifier, Fc (x), depends
on the current label. In other words, if the error, ϵji = 0 of the candidate classifier is 0, this will
be a perfect model for the current label. Hence, Equation (5.1) will be reduced to γij = βij .
In this case, the contribution of that model depends on the level of correlation between the
candidate class and the current one. If the current model is a perfect model, i.e., the error
ϵii = 0, then Equation (5.1) will be reduced to γij = 0, which means that for the current
iteration, there is no need to look at any other classifier.

5.4 Experimental Results
In this section, we show the experimental results on four biomolecular datasets.

5.4.1 Experimental Setup
We analyzed the performance of the proposed framework at each level of the FunCat taxonomy, and we also compared the proposed method with four other methods that follow the
local classifier approach, namely, HBAYES-CS, HTD, TPR and TPR-w. HBAYES-CS, TPR
and TPR-w are described in the Literature Review Chapter. HTD (Hierarchical Top-Down)
method is the baseline method that belongs to the local classifier strategy and performs hierar-
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chical classification in a top-down fashion. Since HiBLADE also belongs to the local classifier
strategy, it is fair to have a comparison against a local classifier approach that does not consider any type of correlations between the labels. We also analyzed the effect of the proper
choice of the threshold ϕ on the performance of the algorithm. The setup for the experiments
is summarized as follows:
• Flat: This is the baseline method that does not take the hierarchical taxonomy of the
classes into account and does not consider label dependencies. A classifier is built for
each class independently of the others. We used AdaBoost as the base learner to form a
baseline algorithm for the comparison with the other methods.
• HiBLADEI : The proposed Hierarchical Multi-Label Classification algorithm that considers Instance-based similarities only. Here ϕ is set to zero.
• HiBLADEB : The proposed Hierarchical Multi-Label Classification algorithm that considers classes correlation based on Bayesian probabilities only. Here ϕ is set to one.
• HiBLADEC : The proposed Hierarchical Multi-Label Classification algorithm that considers a combination of both instance-based similarity and classes correlation. Here ϕ is
set to 0.5.

5.4.2 Results and Discussion
First, we performed a level-wise analysis of the F-measure of the FunCat classification tree
on the four datasets. In measuring the level-wise performance, level 1 reflects the root nodes
while all other classes are at depth i, where 2 ≤ i ≤ 5. We show the results for the top four
levels in the hierarchy for the proposed method and the flat method. Moreover, we show the
performance of the proposed framework with different ϕ values while setting the number of
boosting iterations to 50 iterations.
Tables 5.1, 5.2, 5.3 and 5.4 show the results of per-level evaluation for Gene-Expr, PPIBG, Pfam-1 and PPI-VM datasets, respectively. The best results for each level are highlighted.
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The proposed algorithm outperforms the flat classification method in most of the cases with
significant improvements in the performance measurements.
Table 5.1: Per-level F1 measure for Gene-Expr dataset using Flat, HiBLADEI , HiBLADEC
with ϕ = 0.5 and HiBLADEB for boosting iterations=50.
Level
Flat
HiBLADEI HiBLADEC HiBLADEB
ϕ = 0.0
ϕ = 0.5
ϕ = 1.0
1
0.3537
0.2328
0.2301
0.2336
2
0.1980
0.4052
0.4427
0.4094
3
0.1000
0.3575
0.4019
0.3742
4
0.2000
0.2714
0.3598
0.2874

Table 5.2: Per-level F1 measure for PPI-BG dataset using Flat, HiBLADEI , HiBLADEC
with ϕ = 0.5 and HiBLADEB for boosting iterations=50.
Level
Flat
HiBLADEI HiBLADEC HiBLADEB
ϕ = 0.0
ϕ = 0.5
ϕ = 1.0
1
0.0808
0.2014
0.1833
0.2052
2
0.0267
0.6904
0.6984
0.6998
3
0.0001
0.6446
0.6304
0.6520
4
0.0001
0.6743
0.6454
0.6747

These results also indicate that the deeper the level the better the performance of the proposed algorithm compared to the flat classification method. For example, in all of the datasets,
the proposed algorithm outperformed the flat classification method in all the levels that are
higher than level 1. This result is consistent with our understanding of both of the classification
schemes. In other words, the proposed method and the flat classification method have a similar
learning procedure for the classes at the first level. However, the proposed method achieve
better results for the deeper levels in the hierarchy.
To get more insights into the best choice of threshold ϕ, we compare hierarchical precision, hierarchical recall, hierarchical F1µ measure and hierarchical F1M measure for Gene-Expr,
PPI-BG, Pfam-1 and PPI-VM datasets for ϕ = 0.0, 0.5 and 1.0, respectively for 50 boosting
iterations. The choice of ϕ threshold controls the contribution of instance-based, class depen-
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Table 5.3: Per-level F1 measure for P f am − 1 dataset using Flat, HiBLADEI , HiBLADEC
with ϕ = 0.5 and HiBLADEB for boosting iterations=50.
Level
Flat
HiBLADEI HiBLADEC HiBLADEB
ϕ = 0.0
ϕ = 0.5
ϕ = 1.0
1
0.1133
0.0924
0.0827
0.1085
2
0.0267
0.8524
0.8702
0.7273
3
0.1000
0.7473
0.7946
0.6824
4
0.2222
0.5122
0.5135
0.5085

Table 5.4: Per-level F1 measure for PPI-VM dataset using Flat, HiBLADEI , HiBLADEC
with ϕ = 0.5 and HiBLADEB for boosting iterations=50.
Level
Flat
HiBLADEI HiBLADEC HiBLADEB
ϕ = 0.0
ϕ = 0.5
ϕ = 1.0
1
0.1631
0.1266
0.1029
0.1193
2
0.1786
0.6033
0.6758
0.6601
3
0.0001
0.5802
0.6822
0.6957
4
0.0001
0.6931
0.5246
0.5417

dencies or a combination of both of them to the classification task. Table 5.5 shows the results
of the comparisons. The best results are highlighted. As shown in Table 5.5, the combination
of Bayesian-based correlation and instance-based similarity achieved the best performance results in most of the cases. For example, six of the highest performance values, in general, in
this table are achieved when ϕ = 0.5.
Furthermore, we conducted comparisons of hierarchical F-measure with HBAYES-CS,
HTD, TPR and TPR-w methods. HBAYES-CS is using Guassian SVMs as the base learners,
while HTD, TPR and TPR-w are using Linear SVMs as the base learners. Figure 5.2 shows
the F-measure of the different methods. By exploiting the label dependencies, the classifiers
performance are effected positively. Our results show that the proposed algorithm significantly
outperforms the local learning algorithms. Although there is no clear winner among the different versions of HiBLADE algorithm, HiBLADE always achieved significantly better results
compared to the other methods.
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Table 5.5: Comparison of hierarchical precision, hierarchical recall, hierarchical F1M and hierarchical F1µ measures of HiBLADE for Gene-Expr, PPI-BG, Pfam-1 and PPI-VM datasets
using ϕ = 0.0, 0.5and1.0, respectively for boosting iterations=50.
Gene-Expr
PPI-BG
Measure
ϕ = 0.0 ϕ = 0.5 ϕ = 1.0 ϕ = 0.0 ϕ = 0.5 ϕ = 1.0
hP
0.820
0.808
0.826
0.878
0.924
0.875
hR
0.644
0.630
0.627
0.662
0.686
0.701
hF1M
0.702
0.689
0.692
0.735
0.769
0.756
µ
hF1
0.722
0.708
0.712
0.755
0.787
0.778
Pfam-1
PPI-VM
Measure
ϕ = 0.0 ϕ = 0.5 ϕ = 1.0 ϕ = 0.0 ϕ = 0.5 ϕ = 1.0
hP
0.763
0.836
0.875
0.716
0.748
0.719
hR
0.625
0.663
0.637
0.542
0.551
0.557
M
hF1
0.669
0.720
0.714
0.590
0.605
0.601
hF1µ
0.687
0.740
0.737
0.617
0.635
0.628

Figure 5.2: Hierarchical F-measure comparison between HBAYES-CS, HTD, TPR, TPR-w,
HiBLADEI , HiBLADEC and HiBLADEB . For the HiBLADE algorithm, the number
of boosting iterations is 50 and ϕ = 0.5 for HiBLADEC .

5.5 Summary
Hierarchical multi-label classification is a challenging research problem that arises in many
real-world applications. In this chapter, we presented a hierarchical multi-label classification
framework for incorporating information about the hierarchical relationships among the labels as well as the label-label and the instance-instance correlations. The experimental results
showed that the proposed HiBLADE algorithm outperforms the flat classification method and
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the local classifiers method that builds independent classifier for each class without considering
correlation among the classes.
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CHAPTER 6
A BAYESIAN INTEGRATION MODEL OF
HETEROGENEOUS DATA SOURCES
High-throughput technologies make available increasing quantities of data of different
types. This opens up new opportunities to accurately predict the functional annotation of
gene/protein on a large scale, which involves evidences from multiple types of data. However,
no single biological data source analysis can fully unravel the complexities of hierarchical gene
function classification. Therefore, the integration of multiple data sources is required to acquire
a precise picture of the role of genes in the living organisms through uncovering novel biology
in the form of previously unknown functional annotations. Unlike most of the previous works,
which mostly look at a single data source for gene function prediction, we explore the integration of heterogeneous data sources for genome-wide gene function prediction. We address this
problem with a novel Hierarchical Bayesian iNtegration algorithm HiBiN.

6.1 Motivation
Recently, diverse high-throughput functional genomic data such as protein-protein interaction, gene expression microarrays and genome sequences have become broadly available.
Since the functions of significant number of genes are still unknown, such high throughput
data can play a key role in assigning accurate functional annotations on a large scale through
computational prediction [76]. Providing accurate predictions can advance experimental studies by providing specific hypothesis for targeted experimental testing [117].
Learning reliable classification models for several hierarchically structured functional classes
from a single dataset is often hard due to several complex issues including noise in the data,
low relevance of the dataset for some functional classes and an insufficient number of training
examples for building accurate classification models [89]. Although a wide variety of func-

74
tional genomic data is available, there is no work in exploiting the full potential of these data
in the context of hierarchical prediction of gene functions. This is because the incorporation
of heterogeneous functional data in an integrated framework is a key challenge in modern systems biology. Several reasons contribute to the difficulty of the integration of heterogenous
data. The variation in the reliability of experimental results among datasets and technologies
and the heterogeneity of the datasets are two of the most important reasons [84].
Taking these issues into account, it is hard to believe that functional genomics can be accurately predicted by depending on expression level of genes only or any single source of data.
Although a wide variety of functional genomic data is available, there is no research work in
exploiting the full potential of these data in the context of hierarchical prediction of gene functions. Considering all the above issues, the problem of accurately predicting the gene functions
from multiple sources is a challenging problem. To the best of our knowledge, there is no existing that handles all of the above challenges in a single framework. In this chapter, we tackle
these problems in a unified framework.

6.2 Our Contributions
To address the above challenges, to accurately predicting hierarchical gene functions from
diverse functional data, we propose Hierarchical Bayesian iNtegration algorithm HiBiN, a
flexible probabilistic framework for integrated analysis of multiple heterogeneous biological
data [6]. The system is based on a Bayesian approach for the integration of the heterogenous
data sources where posterior belief is used to assign class memberships to samples. In other
words, evidences from diverse data sources are combined in a Bayesian reasoning framework
to predict whether a gene is annotated with a specific function or not.
To our knowledge, there is no work that addresses all of the above challenges in a single
framework. More specifically, HiBiN is a new scheme that aims at achieving multi-source
integration of diverse genome data for hierarchical gene function classification. The major
contributions of our new scheme can be summarized as follows:
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1. To predict multi-labels for genes, the HiBiN allows the prediction of more than one
functional class simultaneously.
2. To maintain the hierarchy constraint, the parent-child inter-relationships are exploited
during the training and the testing phases.
3. To handle the imbalance class issue, the positive and negative examples for each classifier
are chosen based on the hierarchical taxonomy of the classes.
4. To handle the problem of source diversity, the proposed framework integrates multiple
data sources to characterize the genes effectively.
5. To minimize the computational cost for training the classifiers, HiBiN filters out unsuitable genes from percolating to lower levels in the hierarchy.
The rest of the Chapter is organized as follows. Section 6.3 presents the preliminaries we
use through the discussion. The proposed algorithm is presented in Section 6.4. The results
and evaluation are presented in Section 6.5. Finally, Section 6.6 concludes the chapter.

6.3 Preliminaries
First, we present the formal notations and terminologies that are being used throughout
the following discussion. Let G = ℜd be the d-dimensional input space of genes and Y =
{y1 , y2 , ..., yL } be the finite set of L possible labels. The hierarchical relationships among
classes in Y are defined as follows: Given y1 , y2 ∈ Y, y1 is the ancestor of y2 , denoted by
(↑ y2 ) = y1 , if and only if y1 is a superclass of y2 . We denote by (↓ y1 ) = y2 , the set of
children classes of class y1 . The set of labels L are structured according to a hierarchical
structure T (in our case according to a FunCat tree). A gene g is represented with a vector of
d different features. The features could represent the presence or absence of interactions with
other genes products or gene expression levels in d different conditions.
Let a hierarchical multi-label training set M = {< g1 , Y1 >, ..., < gn , Yn >}, where
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gi ∈ G is a feature vector for gene i and Yi ⊆ Y is the set of labels associated with gi , such that
yi ∈ Yi ⇒ yi′ ∈ Yi , ∀(↑ yi′ ) = yi . A gene g is assigned to one or more functional classes. The
assignments are represented through a vector Fg = (y1 , y2 , ..., yL ) ∈ {0, 1}L , where yi = 1 if
the gene g is annotated with class yi while yi = 0 otherwise.
Problem Statement: Given a set of datasets {M1 , ..., MQ } that describe the same set of genes
but from different aspects, where Mi = {< g1 , Y1 >, ..., < gn , Yn >}, gi ∈ G and Yi ∈ Y.
The goal is to integrate the different datasets so that predictions are improved. The final output
will be a vector Fg = (y1 , y2 , ..., yL ) ∈ {0, 1}L , where yi = 1 if and only if (↑ yi ) = 1.

6.3.1

Training Scheme

Relying on the hierarchical topology of the classification scheme, the training of each of
the binary classifiers, is performed locally. At each classifier, we need to carefully choose the
set of positive and negative examples. The positive training examples of a non-leaf class, cj ,
is a superset of the union of sets of positive training examples of all of its offsprings (leaf)
classes [40]. In other words, during classification, the classifier at each class will only be
presented with examples that are positive at the parent class of the current class. Hence, the
reached examples are positive examples to the current class and/or to the siblings of that class.
The training for each classifier is performed by feeding as negative training examples, the
positive examples at the parent of the current class that are not positive examples at the current
class. It should be noted that the selected negative training examples are the most informative
negative examples for training.

6.4

The proposed HiBiN Algorithm

In this section, we present the details of the HiBiN algorithm, a general framework that
uses Bayesian reasoning to integrate heterogeneous data sources for accurate gene function
prediction. The system formally uses posterior probabilities to assign class memberships to
samples using multiple data sources while maintaining the hierarchical constraint that governs
the annotation of genes [6].
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6.4.1 AdaBoost for Estimating Conditional Probabilities
Bayesian integration is based on defining probability models for the independent data
sources. We used boosting-based classifiers for generating the probability models. Given
∑S
−y ϕ̂(g,y)
),
ϕ̂(g, y) =
s=1 ϕ̂s (g, y) for y ∈ Y = {y1 , y2 , ..., ym }, Adaboost minimizes E(e
(y=1|g)
where y = {−1, 1}, since E(e−yϕ̂(g,y) ) is minimized at ϕ̂(g, y) = 21 log PP(y=−1|g)
. Hence,

P (g|y = 1) =

eϕ̂(g,y)
e−ϕ̂(g,y) + eϕ̂(g,y)

P (g|y = −1) =

e−ϕ̂(g,y)
e−ϕ̂(g,y) + eϕ̂(g,y)

(6.1)

(6.2)

These equations give the normalized likelihood value that the gene (gi ) from dataset j is
annotated with label k, p(gi , Mj |yk ), where i ∈ {1, ..., N }, j ∈ {1, ..., Q} and k = 1, ..., L
classes. In our experiments, we used ADABOOST.MH as the base classifier. The description
of this algorithm can be found in Chapter 4.

6.4.2 Bayesian Inference
Bayesian statistical inference is an approach that allows to make probabilistic inferences
from the data. Since the data are treated as random variables, integration or summation will
allow the removal of nuisance parameters [125]. Through the use of Bayesian statistics, prior
information are utilized and new models for integrating diverse data sources can be developed.
Let Θ denote the set of unknown parameters, where Θ is of n dimensions, Θ = (θ1 , θ2 , ..., θn )
and let Z denote the observed data resulting from an experimental study. The likelihood function is defined as a statistical model P (Z|Θ) that reflects our belief about the observed data Z
given the unknown parameter Θ [97].
The Bayesian inference is made by obtaining the posterior distributions of the unknown
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quantities of interest. Using Bayes theorem, the posterior distribution is obtained as follows:

P (Θ|Z) =

P (Z|Θ).P (Θ)
p(Z)

p(Z|Θ).p(Θ)
p(Θ|Z) = ∑
j p(Z|Θ).p(Θ)

(6.3)

(6.4)

where P (Θ) is the prior probability of Θ that expresses our belief about a parameter Θ before
we see any data.

Figure 6.1: The proposed analysis pipeline to obtain integrated posterior probabilities across
the heterogeneous data sources in the context of FunCat hierarchy.

6.4.3 Bayesian Integration and Classification
For our experiments, the probabilities obtained from boosting classifiers are the likelihood
of observing gene (gi ) associated with dataset Mj ) for a specific functional class. However,
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the posterior probability is the important one:
P (gi , Mj |yk ).P (yk )
P (yk |gi , Mj ) = ∑m
k=1 P (gi , Mj |yk ).P (yk )

(6.5)

Thus, for each sample, a set of probabilities are obtained which sum to one.
Bayes formula can be used to integrate and compute posterior probabilities for multiple
datasets. With the assumption that each dataset is independent but describe the same genes, the
integrated likelihood is computed as the product of the individual likelihoods:
P (gi , M1 , ..., MQ |yk ) = P (gi , M1 |yk ) × ... × P (gi , MQ |yk )

(6.6)

Where Q is the number of the datasets. Given that the datasets share common samples, the
datasets likely have some correlation. The probability of a particular gene is given by
∏Q

j=1 [P (gi , Mj |yk )]P (yk )
∏Q
[
k=1
j=1 P (gi , Mj |yk )]P (yk )

P (yk |gi , M1 , ..., MQ ) = ∑m

(6.7)

The HiBiN algorithm is explained in Algorithm 5. Each non-root class, yj , has a binary
classifier ϕ̂j that is associated with it. The classifier should act as a “filter” to prevent unsuitable
examples from spreading out to the lower levels in the hierarchy. Hence, only the test genes
that a classifier ϕ̂j decides to belong to yj are passed to all the binary classifiers corresponding
to the children classes of yj . While the genes that classifier ϕ̂j sees not to belong to yj are
”blocked” and no further analysis is carried out.
The HiBiN algorithm works by first computing the prior probabilities for all the classes.
Next, the children classes of the current class are extracted; then ADABOOST.MH will be
called on these classes. Next Bayesian posteriors will be calculated for the children classes of
the current class using Algorithm 6. The analysis pipeline of the HiBiN algorithm is described
in Figure 6.1 with respect to the yeast datasets and is easily generalizable. The number of
datasets used in our experiments was six.
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Algorithm 5 HiBiN (T, r, M1 , ..., MQ )
Input: T : is a tree-structured set of classes
r: is the root of T
M1 , ..., MQ : are the input datasets
Output: Predicted class labels: fg ∈ {0, 1}L
Algorithm:
Compute the prior probabilities, P (yk ), k = 1, ..., L.
Let ↓ (r) = {c1r , ..., ckr } be the k children classes of r
for j = 1, ..., Q do
A = {gi , Ci }ni=1 , n ≤ N, Ci ∈ (↓ r) and gi ∈ A(↑r)
ϕ̂Mi (g, y)=ADABOOST.MH(A)
end for
/ ∗ Run Algorithm 6 for computing posterior probabilities ∗ /
fgi = BIN (P (yk ), {ϕ̂Mj (g, y)}Q
j=1 ) for k ∈↓ r
for c = 1, ..., v do
Let Tc be the subtree of T rooted at ycr
/ ∗ Run HiBiN recursively on the children classes ∗ /
fgi = HiBiN (Tc , ycr , {Mj }Q
j=1 )
end for
In algorithm 6, to make a decision whether a gene is annotated with a particular class or
not, we compute the posterior probability for each gene. We consider the following Bayesian
decision rule:
′

′

Decide yk if P (yk |gi ) > P (yk |gi ); otherwise decide yk
′

′

′

where yk is the complement of the class yk , i.e., yk = 0. The computation of P (yk |gi ) is
similar to the computation of P (yk |gi ), except that here we compute the probability of the
′

′

negative class (yk ) and the likelihood given by P (g|yk = 0).
We followed the same schemes for the training and the testing of the classifiers as the
schemes used for the HML-BOOSTING approach.
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Algorithm 6 BIN (P (y), ϕ̂M1 (g, y), ..., ϕ̂MQ (g, y))
Input: P (y): Prior probabilities
{ϕ̂Mj (g, y)}Q
j=1 : the final boosting hypothesis
Output: fgi The prediction of classes for gi .
Algorithm:
for j = 1, ..., Q do
eϕ̂(g,y)
P (g|y = 1) = e−ϕ̂(g,y)
+eϕ̂(g,y)
P (yk |gi , M1 , ..., MQ ) =

∏Q

j=1 [P (gi ,Mj |yk )]P (yk )
∏Q
k=1 [ j=1 P (gi ,Mj |yk )]P (yk )

∑m

Compute the final decisions using the Bayesian decision rule
end for

6.5 Experimental Results
6.5.1 Baseline Comparison Methods
To understand the potential effect of data integration, we have constructed two baseline
algorithms: flat integration and hierarchical single source. In flat integration, the hierarchy
constraint is not taken into consideration when building the classifiers and the positive and
negative examples used to build the classifier for each functional class does not follow any
constraint. The integration is performed using the same framework we used for HiBiN method.
In hierarchical single source, the hierarchical scheme of the classes is taken into account during
building the classifiers. However, no integration is performed here. Therefore, hierarchical
single source method is applied on each dataset separately.
In order to assess the generalization capabilities of HiBiN, 3-fold cross validation with 100
boosting iterations have been adopted. Moreover, we have tested two strategies to compute the
prior probabilities. In one strategy, we computed the prior probabilities without considering
the hierarchical structure of the classes. In other words, the prior probabilities are computed by
considering the set of annotated genes at each functional label with respect to the total number
of genes. This version of the algorithm is called HiBiNa , where a stands for all. In the second
variation, prior probabilities are computed while the hierarchical scheme of the classes is taken
into account. In other words, the prior probabilities are computed by considering the set of
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annotated genes at each functional label with respect to the number of genes that are annotated
with the parent functional class of the label of interest. This version of the algorithm is called
HiBiNp , where p stands for parent.

6.5.2 Real-world Datasets
Six different data sources of yeast biomolecular data were integrated. The datasets include
two types of protein domain data (Pfam-Binary and Pfam-LogE), gene expression data (GeneExpr), predicted and experimentally supported protein-protein interaction data (PPI-STRING
and PPI-BioGRID) and pairwise sequence similarity data (Seq-Sim). Datasets characteristics
(before preprocessing them for the integration) are summarized in Table 6.1.
Table 6.1: The characteristics of the six bio-molecular datasets used in our experiments.
Dataset
Description
Samples Features
Gene-Expr
Gene expression data
4532
250
PPI-BG
PPI data from BioGRID
4531
5367
Pfam-Binary Protein domain binary data
3529
4950
Pfam protein domains with log E values
Pfam-LogE
3529
5724
computed by the HMMER software toolkit
PPI-STRING PPI data from Von Mering experiments
2338
2559
Smith and Waterman log-E values
Seq-Sim
3527
6349
between all pairs of yeast sequences

For the integration purposes, we considered only common yeast genes to all the datasets.
Moreover, for each dataset, we selected FunCat annotated genes for the classes with at least 20
positive examples so that the set of positive examples used for training is not too small. This
pre-processing yielded 1901 yeast genes annotated to 168 FunCat classes distributed across 16
trees and 5 hierarchical levels. We added a “dummy” root node to obtain a single rooted-tree
from all of the FunCat forests.
The comparison between HiBiN algorithm and the flat method is based on the “per-class”
F1 -measure that is obtained by averaging the F1 -measure for all the classes in the FunCat
hierarchy for each dataset. In other words, an overall F1 -measure is obtained by computing
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the F1 -measure for each class separately and then averaging them across all the classes. Furthermore, to get more insights into the performance of the HiBiN algorithm, we performed a
level-wise analysis of the precision, recall and F1 -measure on the baselines and the proposed
algorithm. In measuring the level-wise performance, level 1 represents the top level in the
hierarchy while level 5 is the deepest level in the hierarchy.
Table 6.2 shows the minimum, maximum and average number of class membership at each
level in the hierarchy. Surprisingly, there are few classes at the higher levels in the hierarchy
having low number of genes. This explains the low performance of the flat approach, compared
to the hierarchical approaches as the classes imbalance membership issue may occur at any
level in the hierarchy.
Table 6.2: Minimum, maximum and average number of class membership at each level in the
FunCat heirarchy for yeast genes.
Level 1 Level 2 Level 3 Level 4 Level 5
Min
24
20
20
20
20
Max
749
348
260
211
36
Average
312
115
63
56
26

6.5.3 Results and Discussion
In our experiments, after pre-processing the datasets as described above, the prior probabilities are computed for each label in the FunCat scheme. Prior probabilities are computed based
on the number of positive examples annotated with each label obtained from all the datasets.
Next, boosting classifiers are used to obtain the likelihoods from the different datasets. Finally,
the Bayesian posteriors are computed to obtain the probabilities that are used to make the final
decision about the classification.
We mentioned earlier that one of the complex issues in the hierarchical classification problems is the imbalance between positive and negative examples at each class. The insufficient
number of training examples leads to the difficulty in building accurate classification. Figure 6.2 shows the number of positive examples at each level in the FunCat hierarchy obtained
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for the yeast genes after preprocessing the datasets as mentioned earlier. The blue bars represent the number of positive examples at each functional class at a particular level. Note that
the number of positive instances at level 2 is more than the number of positive instances at
level 1. This is acceptable as a gene may be annotated with multiple functional classes at the
same level. Hence, a gene may be counted more than one time, one for each class its associated with. On the other hand, the red bars represent the number of unique positive examples
from all the functional classes at a particular level; therefore, a gene will be counted only one
time if it is annotated with any of the functional classes in that level. The figure shows that
going down in the hierarchy, the number of positive examples (genes that are annotated with
the more specific functions) decreases dramatically, which affects the learning capability of the
classification models.

Figure 6.2: Level-wise class membership statistics obtained from the six datasets. The blue
bars represent the number of positive examples at each functional class at a particular level,
while the red bars represent the number of unique positive examples from all the functional
classes at a particular level.
Table 6.3 summarizes the results of the comparisons of the average per-class precision,
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recall and F-measure for the hierarchical single source, flat integration and HiBiN method. We
can observe that HiBiN algorithm brings considerable improvement over the baseline methods.
In particular, HiBiN, with its two variations, outperforms the baseline methods in terms of the
per-class precision, recall and F-measure. Comparing the flat integration with the hierarchical
single source method, there is no clear trend of the winner. For example, the datasets PPI-BG
and PPI-STRING performed better than the flat integration in terms of the per-class precision
and recall, while flat integration performed slightly better on these datasets, and the other
datasets, in terms of per-class F-measure.
Table 6.3: Average per-class precision, recall and F-measure obtained from hierarchical single
source (on each dataset separately), flat integration and HiBiN methods.
Single Source
Dataset
Precision Recall F-measure
PPI-BG
0.5211
0.3176
0.4081
PPI-STRING
0.4882
0.3030
0.3823
Pfam-Binary
0.2977
0.1035
0.3901
Pfam-LogE
0.2244
0.2076
0.3837
Gene-Expr
0.2301
0.2107
0.3805
Seq-Sim
0.2136
0.2074
0.3545
Integration methods
Flat
0.3592
0.307
0.4521
HiBiNa
0.7436
0.4535
0.6175
HiBiNp
0.7083
0.4779
0.6222

In Table 6.4 we compare the hierarchical precision, hierarchical recall, hierarchical F-micro
(hF1M ) and hierarchical F-macro (hF1µ ) measures for both hierarchical single source and HiBiN methods. Note that hierarchical precision and hierarchical recall are not applicable to
flat integration method as flat integration does not take the hierarchy constraint into account.
Hence, the obtained predictions may be inconsistent with the hierarchy constraint. As we can
observe, HiBiN achieved the best results in terms of all hierarchical performance metrics. The
two variations of HiBiN have similar performances, which indicates that incorporating the
parent-child relationship in the computation of the prior probabilities does not add a noticeable
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improvement to the overall integration scheme.
Table 6.4: Hierarchical precision, hierarchical recall, hierarchical F-micro and hierarchical
F-macro measures obtained from hierarchical single source (on each dataset separately) and
HiBiN methods.
Single Source
Dataset
Precision Recall F-Micro F-Macro
PPI-BG
0.9259
0.6071 0.6953
0.7147
PPI-STRING
0.8882
0.5933 0.6846
0.6926
Pfam-Binary
0.8974
0.5912 0.6882
0.7006
Pfam-LogE
0.7340
0.5593 0.6115
0.6348
Gene-Expr
0.7426
0.5801 0.6414
0.6644
Seq-Sim
0.7274
0.5574 0.6067
0.6312
Integration methods
HiBiNa
0.9492
0.6298 0.7361
0.7572
HiBiNp
0.9442
0.6329 0.7355
0.7579

A closer analysis in terms of per-level precision, recall and F-measure highlights differences between the proposed method and the baselines. Figures 6.3, 6.4 and 6.5 show the
level-by-level performance comparisons between hierarchical single source applied on PPIBioGrid dataset, flat integration, HiBiNa and HiBiNp methods in terms of precision, recall
and F-measure. Since PPI-BioGrid dataset performed the best for hierarchical single source
method, compared with other datasets, We chose it as a representative dataset for the hierarchical single source method. The per-level analysis reveals a degradation in the performance in all
of the methods with respect to the depth of the functional classes. However, this degradation
is significantly lower when the data integration and hierarchial relationships among the classes
are taken into account (which are the major components of HiBiN algorithm).
It is worth pointing out that HiBiN algorithm has a considerably shorter learning process
than the baseline classifiers. Table 6.5 shows the comparison of the training time needed for
building the classifiers for the baseline methods, which include the flat integration and the hierarchical single-source methods, and HiBiNa and HiBiNp . We measured the training time for
the baseline methods and HiBiN algorithm on all the datasets, running under Windows XP on
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Figure 6.3: Comparison of the per-level average precision across the five levels of the FunCat taxonomy using flat integration, hierarchical single source (applied on PPI-BG dataset),
HiBiNa and HiBiNp methods. BG stands for PPI-BioGrid dataset.
a 2.4 GHz with 12.0 GB of RAM. The training time for the hierarchical single-source method
is obtained by summing up the time needed to train the classifiers on each dataset separately.
We can observe that HiBiN, with its two variations, shows considerable improvements over the
baseline methods, especially over the flat integration method.
Table 6.5: Comparison of the training time needed to build the classifiers for the flat integration,
hierarchical single source and HiBiN methods. The training time is reported in hours.
Single source Flat integration HiBiNa HiBiNp
44.3921
147.20
43.0389 35.8944

6.6 Summary
High-throughput technologies increase the need for integrated computational analysis methods of data generated by such studies. One promising solution for the problem of huge diversity
of genomic data is to use an integrated analysis framework. We have developed HiBiN, a gen-
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Figure 6.4: Comparison of the per-level average recall across the five levels of the FunCat taxonomy using flat integration, hierarchical single source (applied on PPI-BG dataset), HiBiNa
and HiBiNp methods. BG stands for PPI-BioGrid dataset.
eral probabilistic framework for genome-wide gene function prediction through the integration
of diverse heterogeneous data sources while maintaining the hierarchy constraint among the
functions. Our results showed that the integration can help improve the performance of the
standard classification-based gene function prediction algorithms.
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Figure 6.5: Comparison of the per-level average F-measure across the five levels of the FunCat taxonomy using flat integration, hierarchical single source (applied on PPI-BG dataset),
HiBiNa and HiBiNp methods. BG stands for PPI-BioGrid dataset.
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CHAPTER 7
A WEIGHTED FRAMEWORK FOR INTEGRATING
HETEROGENEOUS MULTI-SOURCE INFORMATION
7.1 Motivation
Automated protein function annotation methods using high-throughput data is a major challenge in the post-genomic era [59]. The multi-source integration model proposed in the previous chapter can integrate and exploit multiple sources for hierarchical multi-label classification.
The integration solution often demonstrates superior classification performance than the single
source models in many scenarios. In the current model, the data sources are treated with equal
importance. The basic integration model aimed at equate the contributions of the individual
data sources. However, data sources may vary in their measurements and the inherent noise.
Moreover, one data source may be more informative than the others in learning certain set of
labels. We therefore extend our model to permit a weighted combination of the individual data
sources over each label in the hierarchy. This extension allows the separate data sources to be
exploited while training the classifiers.
A natural way to extend the HiBiN algorithm is by considering a weighting scheme to
control the contribution of the individual data sources to the final predictions. In particular, the
goal of the weighting scheme is to determine the relative effectiveness or usefulness of different
types of data in terms of protein function prediction. Incorporating various biological sources
into the classification process can enhance the quality of the final predictions to maximize
the exploitation of the increasing wealth of biological knowledge available. This approach can
minimize the contributions of undesirable effects from irrelevant and noisy sources for building
classification model for each label in the hierarchy.
In this chapter, we present the proposed weighting scheme for integrating heterogeneous
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data sources for hierarchical multi-label classification problem. In the next section, we show
the proposed method to weigh the different data sources followed by the experimental results.

7.2 Our Contribution
Several methods have been proposed to tackle the problem of protein function prediction.
Most of these methods attempt to predict protein functions solely based on a certain type of
data. However, few methods have come into widespread use. The problem is that most methods
deal solely with independent data sources and ignore the fact that data sources may provide
complimentary information to each other.

Figure 7.1: An illustration of the proposed weighting scheme for integrating heterogeneous
data sources for hierarchical multi-label classification problem
The proposed weighting procedure is illustrated in Figure 7.1. This figure shows an example of two data sources, where each data source has three classes (labels). Each label is
represented by a different shape. In this example, three instances belong to two classes while
four instances belong to the third class. The weight of each instance is represented as a shade.
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Having a darker shade means that more weight is assigned to that instance, while having a
lighter shade mean less weight is assigned to that instance. The weights are determined based
on the centrality of the instance with respect to all the data instances that are associated to
that class. Let us assume that in each class there is a virtual data instance (we call it a representative instance). This instance is computed based on the data instances belonging to each
class. Specifically, it is computed as the average of the feature vectors of the instances in that
class. Then, the weights are computed to be the similarity between each data instance and the
representative feature vector of each class. The weight that is assigned to a particular instance
is different from one class to another, and hence, an instance may have a different weight from
one class to another and from one data source to another. The proposed weighting scheme for
heterogeneous multi-source integration model has the following steps:
1. Generate a reference vector ρ. From each data source and for each label, we compute
a reference feature vector from the set of instances that belong to the current label.
2. Compute the weight ω. For each test instance and for each label, we compute the weight
of the test instance with respect to each data source. The weight is computed based on
the distance between the test instance and the reference feature vector.
3. Incorporate the weights ω1 , ..., ωQ into the prediction. The Bayesian posteriors that
are used for performing the integration of the different data sources are modified so that
the calculated weight obtained from each data source and each label for each test instance
is taken into consideration.

7.3 The proposed wHiBiN Algorithm
The goal of using the proposed scheme is to effectively integrate the prediction results from
different data sources. For a given test protein, we are interested in determining the annotation
of that protein to a particular label in a particular data source.
The weight assigned to an individual instance from a certain data source represents the
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usefulness of that instance/source in predicting a given gene function. The wHiBiN algorithm
aims at minimizing the disagreement between individual models built from each separate data
source.
We develop a new solution to this problem by creating a representative feature vector for
each label in each data source. We compute the corresponding weight to each instance for
each class in each dataset. For a given label in each data source, the vector is used to find
the relativeness of a given protein in that data source. Following this strategy, different data
sources contribute differently to the prediction of labels for the same test instances.
The representative feature vector is calculated for each label based on the data instances that
belong to that label in the same data source. To improve the performance of the integration, a
weighting formula, Equation (7.1), is proposed to exploit the heterogenous data sources in an
efficient manner for the individual protein function prediction as follows:
√
y
ωM

=1−

∑

(ρi − gi )2

(7.1)

i

where ρ is the representative feature vector of a class y from data source M , and g is an
instance where its description is found in data source M .
Equation (7.1) calculates the feature weight of each instance (protein) from each data
source. A new feature vector is formed by averaging the feature vectors for the instances
annotated with a particular label (function) from one data source. This new feature vector is
called the reference feature vector. The reference feature vector is serving as a representative
vector of the features for the instances that belong to the current label. When a test instance is
presented for classification, we compute the distance between that test instance and the reference feature vector for the current label from one data source. This process is performed for
the test instance from all the data sources separately. As the distance increases between the
test instance and the reference feature vector, less weight is assigned to the prediction that is
resulted from the current data source. This means that it is more likely that the test instance
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is not belonging to the current label. On the other hand, when the computed distance is small,
more weight is assigned to the test instance as it has a better chance to be annotated with the
current label.
For computing the distance, we used Euclidean distance; however, other distance functions
(such as Pearson correlation coefficient) are also applicable. The final prediction from multiple
data sources is computed as follows:
∏Q

P (yk |gi , M1 , ..., MQ ) =

j
j=1 ω(gi ,yk ) P (gi , Mj |yk )] · P (yk )
∑m ∏Q
k=1 [ j=1 P (gi , Mj |yk )] · P (yk )

(7.2)

j
Where ω(g
is the weight computed for gene gi for class label yk from dataset Mj . The
i ,yk )

training process for the extended model is the same as before, however, the inference procedure
has to be adjusted to fit the weighting scheme. The weighting scheme is described in Algorithm
7.
Algorithm 7 CalculateW eight
Input: T : a tree-structured set of classes
r: the root of T
v: the number of children classes of a particular class in T
M1 , ..., MQ : the input datasets
k
Output: The weights, ωi,j
, for each test gene gi , with respect to class yj ∈ L in dataset Mk .
Algorithm:
for c = 1, ..., v do
Find the subset δci = {< g1 , Y1 >, ..., < gn , Yn >} where i = 1, ...Q that contains the
instances that are annotated with label c
Compute the√reference feature ρ = δc / n
∑
2
ωD = 1 − (
i (ρi − gi ) )
end for

7.4 Experimental Results
In our experiments, we compare the performance of wHiBiN algorithm with HiBiN and the
baseline flat integration algorithms. We performed the prediction on the testing sets, using the
weighting scheme calculated for each of the test instances. To make a fair comparison between
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the integration methods, we also have tested two ways to compute the prior probabilities. In
one variation, the prior probabilities are computed by considering the set of annotated genes for
each functional label with respect to the total number of genes. This version of the algorithm
is called wHiBiNa , where a stands for all. In the second variation, the prior probabilities are
computed by considering the set of annotated genes at each functional label with respect to the
number of genes that are annotated with the parent functional class of the label of interest. This
version of the algorithm is called wHiBiNp , where p stands for parent.
The results were evaluated using the per class precision, recall and F-measure and compared
with flat integration and the two versions of the HiBiN algorithm where all the data sources
were equally important. Table 7.1 shows the average per-class evaluation results. The key trend
one can glean from this study is that by introducing the weights to the diverse data sources,
better classification results are achieved as the focus will be on the more useful and informative
data sources.
Table 7.1: Average per-class precision, recall and F-measure obtained from hierarchical multisource integration method, HiBiN, and the weighted algorithm, wHiBiN.
Integration methods
Dataset Precision Recall F-measure
Flat
0.3592
0.307
0.4521
HiBiNa
0.7436
0.4535
0.6175
HiBiNp
0.7083
0.4779
0.6222
wHiBiNa
0.7231
0.4910
0.6031
wHiBiNp
0.7011
0.4690
0.6322

Additionally, hierarchical precision, hierarchical recall, hierarchical F-micro and hierarchical F-macro measures are also computed for the wHiBiN algorithm and compared against
its counterpart, the HiBiN algorithm. Table 7.2 shows the hierarchical evaluation results. On
two of the hierarchical measures, namely hierarchical precision and hierarchical F-micro, we
find that wHiBiNa achieves marginally better results. On the other hand, wHiBiNp achieves
marginally better results in terms of hierarchical recall and hierarchical F-macro measures. The
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weighted combination of data from different data sources led to increased prediction performance relative to a classifier trained on a single type of data. When some data sources provide
more information than the others, weighted combination of the different data sources increase
the prediction performance. The existence of noise in a data source can disrupt the learning
process. Therefore, low weights are associated with inferior data sources.
Table 7.2: Hierarchical precision, hierarchical recall, hierarchical F-micro and hierarchical
F-macro measures obtained from hierarchical multi-source integration HiBiN and weighted
integration wHiBiN methods.
Integration methods
Dataset
hP
hR
hF-Micro hF-Macro
HiBiNa 0.9492 0.6298
0.7361
0.7572
HiBiNp 0.9442 0.6329
0.7355
0.7579
wHiBiNa 0.9502 0.6318
0.7416
0.7580
wHiBiNp 0.9424 0.6432
0.7361
0.7641

7.5 Summary
Predicting gene functions using high-throughput data is a major challenge in the postgenomic era. In this chapter, we have presented wHiBiN algorithm for weighted integration of
heterogeneous data source for the hierarchical multi-label classification problem. The weighted
integration of the heterogeneous high-throughput data helps in reducing the contribution of the
noise level for each type of data. Such method provides an efficient hypothesis-generation tool
where the results are based on the highly confident data sources. The predictions found by
the algorithm provide biologists with hypotheses to design specific experiments for validating the predicted functions. Combining computational methods and experiments may reveal
the biological functions of hypothetical proteins much more efficiently compared to traditional
methods.
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CHAPTER 8
CONCLUSION AND FUTURE WORK
The Hierarchical multi-label classification is a challenging research problem that arises in
many domains such as computational biology, text categorization and image annotation. In
particular, the functional classification of genes, the application problem dealt with in this
thesis, is an important and challenging problem in the area of functional genomics.
The task is to annotate unknown gene products to a set of predefined hierarchically structured functions. Each gene may belong to multiple classes at the same time (multi-label classification), where the classes are hierarchically structured (hierarchical classification). The number of functional classes is large and the functional classes are heavily imbalanced. Moreover,
functionally-similar genes may have huge diversity on their measurements through various
datasets. Each data source may provide information about the characteristics of genes to be
classified from a different point of view. One source can be useful to learn a specific functional
class while being irrelevant to other classes.
In addition to the above mentioned challenges, functions may have correlations and dependencies among each other which are not captured by the pre-defined hierarchically structured
functions. In a consistent direction, gene products that are annotated by functions which are
in turn children of the same parent label may have hidden information that when revealed will
lead to improved classification results.
Seeking to address all these challenges in a single unified framework, this dissertation offers
practical solutions for “hierarchical multi-label classification” focusing on the protein function
prediction application where the mutual relationships among the classes are specified by a
rooted-tree structure.
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8.1 Summary and Contributions
The first part of this thesis examines the problem of hierarchical multi-label classification
problem based on a single data source. We followed a local approach of inducing a separate
binary classifier for each child class of a specific parent class and then building them in parallel
using a multi-label classifier. The performance of a hierarchical approach is compared to a flat
approach using the same experimental settings. It is important to note that in this part, singlesource algorithms were developed, where the algorithms were applied on each data source
separately.
Our original attempt to deal with these problems from each data source independently was
implemented in two-folds: in the first fold, the HML-Boosting algorithm was applied for the
gene function prediction problem. This algorithm leverages the hierarchical structure of the
classes. Hence, the classifiers that are built tend to be more efficient and effective compared
to the flat classification methods. The incorporation of the hierarchical structure of the classes
improves the performance of the prediction. In addition, HML-Boosting is compared with
flat classification and the results of the experiments on four bio-molecular datasets showed
that the HML-Boosting significantly outperforms flat classification. The performance of the
HML-Boosting algorithm using the top-down and the bottom-up class prediction strategies is
evaluated.
In the second fold, HiBLADE, a hierarchical multi-label classification framework for incorporating the information about the hierarchical relationships among the labels as well as the
label correlations was proposed. In particular, the possible correlations among the labels that
are not captured by the hierarchical taxonomy of the labels were explored. A function may
contribute to its siblings while building their classification models. This knowledge was incorporated during the training process of the classifiers. In other words, such inherent knowledge
about the correlations is used to reduce the information redundancy in the learning process.
The experimental results showed that the proposed algorithm, HiBLADE, outperforms the flat

99
classification method and the local classifier methods that build independent classifier for each
class without considering the correlation among the classes.
The second part of the dissertation seeks to integrate multiple heterogeneous data sources
for improving hierarchical protein function classification. In an effort to integrate multiple
heterogeneous data sources, HiBiN algorithm, a general probabilistic framework for genomewide gene function prediction through the integration of diverse heterogeneous data sources
while preserving the hierarchy constraints among the gene functions has been proposed. Our
results showed that the integration can help in improving the performance of the standard
classification-based gene function prediction algorithms. This inspired us to extend HiBiN
algorithm to include a weighting scheme to control the contributions from the individual data
sources based on their relevance to the label under-study.

8.2 Future Directions
Despite the extensive research effort that has been performed in this thesis, there are still
many scientific challenges that can be explored in the future. The goal is to develop algorithms
that lead to computational discoveries which confirm the existing biological knowledge. In
the first direction, we are planning to apply the proposed solutions to other domains such as
text categorization and medical image annotation. The frameworks presented in this thesis are
generic and can be adapted and applied in other domains for predicting the classes of unknown
examples in the presence of hierarchies.
Developing a cost sensitive strategy for training the labels is an interesting direction for
future work. One of the major challenges in the hierarchical multi-label learning process is the
issue of dealing with datasets with imbalanced class distributions. This issue is quite common
in may real applications with the degree of imbalance varies from one application to the other.
A cost-sensitive classification uses a cost matrix during the model building process. The cost
matrix encodes the penalty of classifying records from one class as another. One of the future
directions is to use the idea of transfer learning to improve the classification performance in
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the presence of few training samples [1].
Moreover, in the current algorithm, HiBLADE algorithm, we consider only the information
revealed from the most similar label/class to the current one. Studying the effectiveness of
exploiting the correlation among multiple labels/classes to the current label/class is one of the
possible future research directions. We may consider a weighting scheme that combines all
of the siblings to the current class in the class hierarchy. The weights control the amount of
contribution from each of those labels. The weight associated with each label is measured by
the similarity between this label and the current label. Eventually, the final prediction score will
be composed of two major components. The first component is the prediction score obtained
by applying the current model, that is trained on the data points belonging to the current label.
While the second component is the prediction score obtained by applying the sibling models
on the data points belonging to the current label [7].
Another possible direction is to investigate the integration of heterogeneous data sources
with heterogeneous instances. In other words, the integration of multiple data sources with
uncommon instances (genes). We have shown a sematic integration approach across heterogeneous data sources. Instance-level correspondences is adopted by our current approach.
Instance-level correspondences, which is known as linkage or instance matching, states that
an instance in different data sources has to exist in all of the data sources. In the current integration solutions, we considered only the common genes between the different data sources.
This results in reducing the number of genes that are used to build the classifiers for the different labels. Such reduction results in loosing part of the information that may reveal useful
information that could lead to improved prediction results [10].
Finally, developing more scalable solutions using some of the recently proposed Boosting
strategies is another possible direction for future work [88, 98]. We believe that the proposed
solutions are amenable to effective parallelization and worth investigating further. In the current era, huge amounts of data in various domains are available that are hierarchically structured
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[90]. Parallel solutions can help in alleviating the performance degradation issues especially
when dealing with data of huge size and reduce the computation times immensely.
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Functional classification of genes is a challenging problem in functional genomics due to
several reasons. First, each gene participates in multiple biological activities. Second, the genes
are classified according to a hierarchical classification scheme that represents the relationships
between genes functions. In addition, various biomolecular data sources, such as gene expression data and protein-protein interaction data, can be used to assign biological functions to
genes.
In order to address these issues, this thesis proposes new algorithms for the hierarchical
multi-label classification. Hierarchical multi-label classification is a variant of conventional
classification in which the instances can belong to several labels, that are in turn organized in a
hierarchy. The purpose of this thesis is threefold: first, Hierarchical Multi-Label classification
algorithm using Boosting classifiers, HML-Boosting, for the hierarchical multi-label classification problem in the context of gene function prediction is proposed. Moreover, we propose the
HiBLADE algorithm (Hierarchical multi-label Boosting with LAbel DEpendency), a novel
algorithm that takes advantage of not only the pre-established hierarchical taxonomy of the
classes, but also effectively exploits the hidden correlation among the classes, thereby improving the quality of the predictions. The primary objective of the proposed algorithm is to find
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and share a number of base models across the correlated labels. The HiBLADE algorithm
is different from the conventional algorithms in two ways. First, it allows the prediction of
multiple labels at the same time while maintaining the hierarchy constraint. Second, the classifiers are built based on the label under-study and its most similar sibling. Experimental results
on several real-world biomolecular datasets show that the proposed method can improve the
performance of hierarchical multi-label classification.
More important, however, is the third part that focuses on the integration of multiple heterogeneous data sources for improving hierarchical multi-label classification. We explore the integration of heterogeneous data sources for genome-wide gene function prediction with a novel
Hierarchical Bayesian iNtegration algorithm, HiBiN, a general framework that uses Bayesian
reasoning to integrate heterogeneous data sources for accurate gene function prediction. The
system formally uses posterior probabilities to assign class memberships to samples using multiple data sources while maintaining the hierarchical constraint. We demonstrate that the integration of the diverse datasets significantly improves the classification quality for gene function
prediction in terms of several measures, compared to single-source prediction and fused-flat
models, which are the baseline methods compared against. Moreover, the system has been
extended to include a weighting scheme to control the contributions from each data source
according to its relevance to the label under-study. The results show that the new weighting
scheme compares favorably with the other approach along various performance criteria.
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