Abstract. We give an overpartition analogue of Bressoud's combinatorial generalization of the Göllnitz-Gordon theorem for even moduli in general case. Let O k,i (n) be the number of overpartitions of n whose parts satisfy certain difference condition and P k,i (n) be the number of overpartitions of n whose non-overlined parts satisfy certain congruence condition. We show that O k,i (n) = P k,i (n) for 1 ≤ i < k.
Introduction
Throughout this article, we shall adopt the common notation as used in Andrews [4] . Let (1 − aq i ), and (a) n = (a; q) n = (a) ∞ (aq n ) ∞ .
The Rogers-Ramanujan identities [29] are the most fascinating identities in the theory of partitions. They can be stated either analytically or combinatorially. Each viewpoint has led to its own generalizations. On the combinatorial side, Gordon [17] made the first break-through with an infinite family of identities in 1961 by proving a combinatorial generalization of the Rogers-Ramanujan identities, which is stated as the following theorem. Theorem 1.1 (Rogers-Ramanujan-Gordon). For k ≥ i ≥ 1. Let B k,i (n) denote the number of partitions λ of n of the form λ = (1 f 1 , 2 f 2 , 3 f 3 , . . .) where f t (λ) (f t for short) denotes the number of times the number t appears as a part in λ such that
Let A k,i (n) denote the number of partitions of n into parts ≡ 0, ±i (mod 2k + 1).
Then, for all n ≥ 0, A k,i (n) = B k,i (n).
Subsequently, Andrews [3] discovered the generating function version of Theorem 1.1.
Theorem 1.2 (Andrews).
For k ≥ i ≥ 1,
By using the q-difference method, Andrews [3] showed that the generating function of B k,i (n) defined in Theorem 1.1 equals the left hand side of (1.1). More precisely, he obtained the following formula for the generating function of B k,i (m, n), where B k,i (m, n) denotes the number of partitions enumerated by B k,i (n) that have m parts. Recently, Kurşungöz [21, 22] gave the generating function of B k,i (m, n) by introducing the notion of the Gordon marking of a partition.
In 1979, Bressoud [8] extended Rogers-Ramanujan-Gordon theorem to even moduli.
Theorem 1.4 (Bressoud-Rogers-Ramanujan-Gordon).
For k > i ≥ 1. Let A k,i (n) denote the number of partitions of n of the form λ = (1 f 1 , 2 f 2 , 3 f 3 , . . .) such that
(2) f t (λ) + f t+1 (λ) ≤ k − 1;
(3) If f t (λ) + f t+1 (λ) = k − 1, then tf t (λ) + (t + 1)f t+1 (λ) ≡ i − 1 (mod 2).
Let B k,i (n) denote the number of partitions of n into parts ≡ 0, ±i (mod 2k).
In [9] , Bressoud found the following generating function version of Theorem 1.4.
Theorem 1.5 (Bressoud) . For k > i ≥ 1.
Let B k,i (m, n) denote the number of partitions enumerated by B k,i (n) that have m parts. Using the notion of the Gordon marking of a partition, Kurşungöz [21, 22] also obtained the generating function of B k,i (m, n).
Göllnitz-Gordon identities are independently introduced by Gordon [18, 19] and Göllnitz [15, 16] . In 1967, Andrews [2] found the combinatorial generalization of the Göllnitz-Gordon identities. In [9] , Bressoud extended Andrews-Göllnitz-Gordon theorem to even moduli. Theorem 1.7 (Andrews-Bressoud-Göllnitz-Gordon). For k > i ≥ 1. Let C k,i (n) denote the number of partitions of n of the form λ = (1 f 1 , 2 f 2 , 3 f 3 , . . .) such that
(2) f 2t+1 (λ) ≤ 1;
(4) if f 2t (λ) + f 2t+1 (λ) + f 2t+2 (λ) = k − 1, then tf 2t (λ) + tf 2t+1 (λ) + (t + 1)f 2t+2 (λ) ≡ O 2t+1 + i − 1 (mod 2), where O 2t+1 (λ) denotes the number of odd parts in λ those not exceed 2t + 1.
Let D k,i (n) denote the number of partitions of n into parts ≡ 2 (mod 4) and ≡ 0, ±(2i−1) (mod 4k − 2). Then, for all n ≥ 0,
Bressoud [9] obtained the following generating function version of Theorem 1.7.
Theorem 1.8 (Bressoud) . For k > i ≥ 1.
(q 2 ; q 2 ) N 1 −N 2 (q 2 ; q 2 ) N 2 −N 3 · · · (q 4 ; q 4 ) N k−1 = (q 2 ; q 4 ) ∞ (q 4k−2 , q 2i−1 , q 4k−2i−1 ; q 4k−2 ) ∞ (q; q) ∞ .
(1.5)
Recall that an overpartition λ of n is a partition of n in which the first occurrence of a number can be overlined. In this paper, we write an overpartition λ as the form (a fa ,ā fā , . . . , 1 f 1 ,1 f1 ) where f t (resp. ft) denotes the number of times the number t (resp. t) appears as a part (resp. overlined part) in λ. In recent years, there are many overpartition analogues of classical partition theorems. For example, Corteel and Mallet [13] , Corteel, Lovejoy and Mallet [14] , Lovejoy [23] [24] [25] [26] found many overpartition analogues of the Rogers-Ramanujan-Gordon theorem. Recently, Chen, Sang and Shi [11] obtained overpartition analogue of Rogers-Ramanujan-Gordon theorem in the general case. He, Ji, Wang and Zhao [20] obtained the overpartition analogue of Andrews-Göllnitz-Gordon theorem.
Using the q-difference method, Chen, Sang and Shi [12] also obtained overpartition analogue of Theorem 1.4 in the general case.
where V s (λ) denotes the number of overlined parts those not exceed s.
Let F k,i (n) denote the number of overpartitions of n whose non-overlined parts are not congruent to 0, ±i modulo 2k − 1.
Chen, Sang and Shi [12] also gave generating function version of Theorem 1.9.
(1.6) Let E k,i (m, n) denote the number of overpartitions counted by E k,i (n) with exactly m parts, Sang and Shi [30] gave a combinatorial proof of the following generating function of E k,i (m, n).
(1.7)
In this article, we will give an another proof of Theorem 1.10 in the next section by using Bailey's lemma and the change of base formula and a direct combinatorial proof of Theorem 1.11 by introduce the notation of Gordon marking for an overpartition introduced by Chen, Sang, and Shi [11] .
The main result of this article is the following overpartition analogue of Theorem 1.7.
Let P k,i (n) denote the number of overpartitions of n whose non-overlined parts are not congruent to 0, ±(2i − 1) modulo 4k − 4.
It should be noted that if an overpartition λ counted by O k,i (n) does not contain overlined even parts and non-overlined odd part, and we change the overlined odd parts in λ to non-overlined parts, then we get a partition enumerated by C k,i (n). Hence we say that Theorem 1.12 is the overpartition analogue of Theorem 1.7.
The corresponding generating function version of Theorem 1.12 is given as the following theorem. Theorem 1.13. For k > i ≥ 1.
(1.8)
We will first give an analytic proof of Theorem 1.13 in the next section by using Bailey's lemma and the change of base formula. We then use Theorem 1.13 to derive Theorem 1.12. To be more precisely, let O k,i (m, n) denote the number of overpartitions counted by O k,i (n) with exactly m parts, we shall give a combinatorial proof of the following generating function of O k,i (m, n) by introducing the Göllnitz-Gordon marking [20] of an overpartition.
(1.9)
By setting x = 1 in (1.9), we obtain the generating function for O k,i (n) which is the left hand side of (1.8). On the other hand, it is evident that the generating function of 10) which is the right hand side of (1.8). Hence we are led to Theorem 1.12 by Theorem 1.13.
This paper is organized as follows. In Section 2, we show Theorem 1.10 and Theorem 1.13 by using Bailey's lemma and the change of base formula due to Bressoud, Ismail and Stanton. In Section 3, we recall the definition and related notations of Gordon marking of an overpartition and give the outline of the proof of Theorem 1.11. In Section 4, we show the detail of the proof of Theorem 1.11. In Section 5, we recall the definition and related notations of Göllnitz-Gordon marking of an overpartition and give an outline of the proof of Theorem 1.14. In Section 6, we show the proof of Theorem 1.14, thus we complete the proof of Theorem 1.12.
2 Proof of Theorem 1.10 and Theorem 1.13
We first briefly review Bailey pairs and Bailey's lemma. Recall that a pair of sequences (α n (a, q), β n (a, q)) is called a Bailey pair with parameters (a, q) if they have the following relation for all n ≥ 0,
Bailey's lemma was first given by Bailey [7] and was formulated by Andrews [5, 6] in the following form.
) is another Bailey pair with parameters (a, q), where In this section, we will show Theorem 1.10 and Theorem 1.13 by combining Bailey's lemma and the change of base formula. First, we need to review two limiting cases of Bailey's lemma which are both appeared in [27, 28] . The first limiting case is obtained by letting ρ 1 , ρ 2 → ∞ in Theorem 2.1.
is also a Bailey pair with parameters (a, q), where
3)
The second limiting case is obtained by letting ρ 1 → ∞, ρ 2 = −1 in Theorem 2.1.
The proof of Theorem 1.13 require the following special case of change of base formula.
The following proposition is useful in our proofs as well. , and
is a Bailey pair with parameters (1, q), where
Proof of Theorem 1.10: We begin with the following Bailey pair [31, E(4)] with parameters (1, q), where
Invoking Lemma 2.2 gives the following Bailey pair
Alternately apply Proposition 2.5 and Lemma 2.2 for k − i − 2 times. The result is
Applying Proposition 2.5 to the Bailey pair (2.5) yields
Adding these two Bailey pairs (2.5) and (2.6) together according to the definition of Bailey pair, we get a new Bailey pair relative to (1, q)
Then apply Lemma 2.2 to (2.7) i−1 times to get a Bailey pair (α
with parameters (1, q), where
Invoking Lemma 2.3 to (2.8) with parameters (1, q), gives
.
By the definition of Bailey pairs, we have
Letting n → ∞ and multiplying both sides by (q 2 ; q 2 ) ∞ in (2.9), we obtain
in the following Jacobi's triple product identity.
We derive that
Submitting (2.12) into (2.10), and noting that
, we obtain (1.6). Thus we complete the proof of Theorem 1.10.
Proof of Theorem 1.13: Invoking Lemma 2.4 to (2.8) with parameters (1, q), we get another Bailey pair (α
(1, q)) with parameters (1, q), where
By the definition of Bailey pairs, letting n → ∞ and multiplying both sides by (q 2 ; q 2 ) ∞ , we obtain
Submitting (2.14) into (2.13), and noting that
We arrive at (1.8). Thus, we complete the proof of Theorem 1.13.
3 Outline of proof of Theorem 1.11
In this section, we give an outline of the proof of Theorem 1.11. Let E k,i (m, n) denote the set of overpartitions counted by E k,i (m, n), we further classify E k,i (m, n) by considering whether the smallest part is overlined or not. Note that the parts of an overpartition are ordered in the following order.
Let G k,i (m, n) denote the set of overpartitions in E k,i (m, n) for which the smallest part is non-overlined, and let H k,i (m, n) denote the set of overpartitions in E k,i (m, n) with the smallest part is overlined.
Proof. We sketch the proof of Theorem 3.1 in [30] but omit the details here.
To prove (3.3), we give a bijection between G k,1 (m, n) and H k,k−1 (m, n − m). For an overpartition λ in G k,1 (m, n), there are no parts equal to 1 in λ, that is, each part is greater than or equal to 2, so we can substract 1 from each part of and set one of the smallest parts to an overlined part to obtain an overpartition λ ′ in H k,k−1 (m, n − m). Conversely, for an overpartition in H k,k−1 (m, n−m), we can add 1 to each part and change the smallest overlined part to a non-overlined part to get an overpartition in
For the case k > i ≥ 2, there is a simple bijection between H k,i−1 (m, n) and G k,i (m, n). Let λ be an overpartition in H k,i−1 (m, n). Switching the smallest overlined part of λ to a non-overlined part, we get an overpartition λ ′ in G k,i (m, n). Conversely, for an overpartition in G k,i (m, n), we switch the smallest non-overlined part to an overlined part, we get an overpartition in H k,i−1 (m, n). So (3.2) is established for k > i ≥ 2.
Recall that the Gordon marking of an overpartition λ is an assignment of positive integers, called marks, to parts of λ = (λ 1 , λ 2 , . . . , λ ℓ ) where 1 ≤ λ 1 ≤ λ 2 ≤ · · · ≤ λ ℓ , subject to certain conditions. More precisely, we assign the marks to parts also in the order stated in (3.1) such that the marks are as small as possible subject to the following conditions: (i). If t + 1 is not a part of λ, then all the parts t, t, and t + 1 are assigned different integers.
(ii). If λ contains an overlined part t + 1, then the smallest mark assigned to a part t or t can be used as the mark of t + 1 or t + 1.
For example, let λ = (1, 2, 2,4, 5, 5, 6, 6, 7, 8, 8, 8, 10, 11, 12, 12, 13, 16) .
Then the Gordon marking of λ is
where the subscripts stand for marks. The Gordon marking of λ can also be illustrated as follows. Let N r be the number of parts in the r-th row of G(λ). It is easy to find that N 1 ≥ N 2 ≥ · · · . For the example above, we have N 1 = 7, N 2 = 6, N 3 = 5.
Using the same method proving Theorem 3.1, we can easily get a relation between G N 1 ,...,N k−1 ;i (n) and
For k > i = 1, we have
Let B N 1 ,...,N k−1 ;i (n) denote the set of overpartitions in G N 1 ,...,N k−1 ;i (n) for which there do not exist overlined part.
We shall give a bijection for the following relation.
where ℓ(λ) denotes the number of parts of λ.
Proof of Theorem 1.11
We modify the definitions of the first reduction operation and its reverse the first dilation operation which are introduced by Chen, Sang and Shi [11] . Here we just change the conditions that the first reduction operation and the first dilation operation must satisfy.
..,N k−1 ;i be an overpartition of n. we consider the Gordon marking of λ, then there are
p to a 1-marked overlined part t − 1. Moreover, if there are 1-marked parts larger than t, then we switch the overlined 1-marked part next to λ 
1 = 15 is an overlined part, so we can do The first reduction operation of 2-th kind. Notice that 13 is not a 1-marked part of λ, but 13 is a 2-marked part. By the operation in Case 1, we change the 1-marked part 12 to a 1-marked part 12, and then we change the 2-marked part 13 to 2-marked 12. Then, we switch 1-marked 15 to 1-marked 15 to get an overpartition in G 7,6,5;2 (134).
..,N k−1 ;i be an overpartition of n. we consider the Gordon marking of λ, then there are N 1 1-marked parts in G(λ), set 1 ≤ λ
is an overlined part and λ (1) p−1 is a non-overlined part for 1 < p < N 1 or λ (1) p is an overlined part for p = 1, we can define the first dilation operation of p-th kind. We assume λ 
p to an overlined part. It has been proved in [11] that the first reduction operation of p-th kind and The first reduction dilation of p-th kind are mutually inverse mapping. What is more, it has been proved in [30] that such two operation preserve the three conditions of G N 1 ,...,N k−1 ;i . Now we aim to give a proof of Theorem 3.3. On the one hand, for an overpartition λ ∈ G N 1 ,...,N k−1 ;i (n), we construct a pair (τ, µ) ∈ R N 1 −1 × B N 1 ,...,N k−1 ;i and |τ | + |µ| = n.
If there is no overlined part in λ, we set τ = ∅ and µ = λ.
If there exist overlined parts in λ, then the overlined parts must be marked 1, set the overlined parts be λ
js , where 1 ≤ j 1 < j 2 < · · · < j s < N 1 . Let M 0 = 0 and M l = l t=1 j t where 1 ≤ l ≤ s. Set λ 0 = λ, we do the following operations for l from 1 to s successively.
For each l, we iterate the following operation for p from 1 to j l : we do the first dilation of p-th kind of λ M l−1 +p−1 and denote the resulting overpartition by λ M l−1 +p .
After the M s operations above, we can get an overpartition λ Ms which contains no overlined part. Finally, set µ = λ
Ms and τ = (−j 1 , −j 2 , . . . , −j s ), we get the desired pair (τ, µ).
On the contrary, for a pair (τ, µ) ∈ R N 1 −1 × B N 1 ,...,N k−1 ;i and |τ | + |µ| = n, we want to construct an overpartition λ ∈ G N 1 ,...,N k−1 ;i (n) .
If τ = ∅, we just set λ = µ. If τ = ∅, then we set τ = (−j 1 , −j 2 , . . . , −j s ) where 1 ≤ j 1 < j 2 < · · · < j s < N 1 . Let M l = l t=1 j t where 1 ≤ l ≤ s and set λ Ms = λ, we do the following operations for l from s to 1 successively.
For each l, we iterate the following operation for p from 1 to j l : we do the first reduction of p-th kind of µ M l −p+1 and denote the resulting overpartition by µ M l −p .
After the M s operations above, we can get an overpartition µ 0 which belongs to G N 1 ,...,N k−1 ;i (n). Finally, we just need to set λ = µ 0 .
Thus we complete the proof of Theorem 3.3.
Now we are in a position to prove Theorem 1.11. We first recall construction called Gordon marking of a partition [22] .
For a partition η = (η 1 , η 2 , . . . , η m ) where 1 ≤ η 1 ≤ η 2 ≤ · · · η m . The Gordon marking of η is an assignment of positive integers (marks) to η from smallest part to largest part such that the marks are as small as possible subject to equal or consecutive parts are assigned distinct marks. For example, the Gordon marking of η = (1, 1, 2, 2, 2, 3, 4, 5, 5, 6, 6, 6) is Applying Kurşungöz's bijection for Theorem 1.6 in [22] , we see that for k > i ≥ 1,
Notice that ordinary partitions can be regard as special overpartitions with no overlined part. For an ordinary partition λ, it is easy to check that the Gordon marking for partition of λ is the same as the Gordon marking for overpartition of λ. Thus we can get that B N 1 ,...,N k−1 ;i = B N 1 ,...,N k−1 ;i . By (4.1), we obtain that for k > i ≥ 1,
By Theorem 3.3, we get that for k > i ≥ 1,
Given the relation between G N 1 ,...,N k−1 ;i (n) and H N 1 ,...,N k−1 ;i (n) as stated in Lemma 3.2, let H N 1 ,...,N k−1 ;i = ∪ n≥0 H N 1 ,...,N k−1 ;i (n), we get the generating function for H N 1 ,...,N k−1 ;i .
Proof. From the relation (3.5), we deduce that for 1 ≤ i < k − 1,
(4.5)
Observe that the above formulas (4.5) for 1 ≤ i < k − 1 and (4.6) for i = k − 1 take the same form (4.4) as in the theorem. This completes the proof.
We are now ready to finish the proof of Theorem 1.11.
Proof of Theorem 1.11. By the generating functions of G N 1 ,...,N k−1 ;i and H N 1 ,...,N k−1 ;i and relation (3.4), we find that
Thus we have
This completes the proof of Theorem 1.11.
Göllnitz-Gordon marking
In this section, we first recall the definition and related notations of Göllnitz-Gordon marking of an overpartition which are first introduced in [20] and then we will give an outline of the proof of Theorem 1.14.
Definition 5.1 (Göllnitz-Gordon marking).
For an overpartition λ = (λ 1 , λ 2 , · · · , λ r ) where λ 1 ≤ λ 2 ≤ · · · ≤ λ r also in the following order
We assign the marks to parts also in the order above such that the marks are as small as possible subject to the following conditions:
(1) All of non-overlined odd parts and overlined even parts are marked 1;
(2) The overlined odd part 2j + 1 is assigned different mark with 2j or 2j;
(3) The mark of non-overlined even parts 2j + 2 is more complicated, we consider the following three cases: (a) The non-overlined even parts with equal size are assigned different marks; (b) If 2j or 2j or 2j + 1 is marked by 1, or there do not exist 2j + 1 and 2j + 2 in λ, then 2j + 2 is assigned different mark with 2j, 2j and 2j + 1. (c) Otherwise, 2j + 2 can not be assigned by 1 and be assigned different mark with the mark of 2j and 2j + 1 except that the smallest mark assigned to 2j or 2j + 1 can be used as the mark of 2j + 2.
For example, we consider the overpartition λ = (1, 1, 2, 2, 3, 4, 6, 7, 8, 8, 10, 10, 11, 12, 13 ).
The Göllnitz-Gordon marking of λ is GG(λ) = (1 1 , 1 1 , 2 1 , 2 2 , 3 3 , 4 1 , 6 2 , 7 1 , 8 2 , 8 3 , 10 1 , 10 2 , 11 3 , 12 1 , 13 2 ).
Similar to the Gordon marking, we can represent Göllnitz-Gordon marking by an array where column indicates the value of parts, and the row (counted from bottom to top) indicates the mark, so the Göllnitz-Gordon marking of λ can be expressed as follows 
It is not hard to see that the non-overlined odd parts and overlined even parts in λ have only appeared in the first row of GG(λ). Furthermore, the parts in each row except for the first row are distinct. Moreover, there are only odd parts repeated in the first row. We use 2j + 1 t to denote that there are t multiplies of 2j + 1 in the first row for t ≥ 2, and 2j + 1 t to denote that there are one 2j + 1 and t − 1 multiplies of 2j + 1 in the first row.
Let N r be the number of parts in the r-th row of GG(λ). It is easy to find that N 1 ≥ N 2 ≥ · · · . So we could define n r = N r − N r+1 for any positive integer r. For the example above, we have
For a part λ j of an overpartition λ = (λ 1 , λ 2 , . . . , λ r ), we write λ j = a j to indicate that λ j is an overlined part and write λ j = a j to indicate that λ j is a non-overlined part. Set |λ j | = a j .
We recall the cluster defined on the Göllnitz-Gordon marking of an overpartition defined in [20] .
Definition 5.2. For an overpartition λ, we denote the 1-marked parts in the Göllnitz-Gordon marking GG(λ) of λ by
also in the following order
We proceed to decompose λ into N 1 clusters according to 1-marked parts of λ in the above order. In other word, we aim to define N 1 -cluster corresponding to λ
We supposed that (N 1 + 1)-cluster is ∅. The j-cluster α (j) corresponding to λ (1) j is defined by considering the following three cases.
(1) If |λ
is odd and | λ
(1)
has only one part equal to λ
s where α
b is a b-marked part of λ and not in (j + 1)-cluster satisfying the following conditions: 
For the example in (5.2), the overpartition λ has seven clusters, namely 7 6 5 4 3 2 1 From the definition of cluster, it is easy to see that any overpartition λ along with its Göllnitz-Gordon marking has a unique decomposition into non-overlapping clusters. The following proposition is useful, here we omit the proof for which you can see [20] . Proposition 5.3. For an overpartition λ, if the Göllnitz-Gordon marking GG(λ) is decomposed as follows according to its clusters.
then for 1 ≤ t ≤ N 1 , there exists at most one odd part in the t-cluster α (t) . Moreover, if there exists an odd part in α (t) , say α
The following proposition is also important.
Proposition 5.4. For an overpartition λ, if the Göllnitz-Gordon marking GG(λ) is decomposed as follows according to its clusters.
is odd}, then α(j) has at most one element.
Proof. Assume that α(j) has at least two elements.
For r ∈ α(j), we first prove that α is odd, since |α
by the definition of cluster, we get that α (j+1) or α (j+1) contains only one part, which contracts to the fact that α(j) has at least two elements. So α Thus, the assumption is false, namely, α(j) has at most one element.
For an overpartition ν, assume that the Göllnitz-Gordon marking representation of ν is decomposed as follows according to the clusters.
If there is an odd part in β (p) but no odd part in β (p−1) for 1 < p ≤ N 1 or there is an odd part in β (p) for p = 1, we define the second dilation of p-th kind as follows.
The second dilation of p-th kind:
We set the odd part in
r . If p = 1, we just change β (1) r to an r-marked non-overlined (resp. overlined) even part with size |β
is overlined (resp. non-overlined).
to an r-marked non-overlined (resp. overlined) even part with size |β
r is overlined (resp. non-overlined). Then we choose the part with the smallest size but the largest mark in
to an b-marked non-overlined (resp. overlined) odd part with size |β
Case 2: β(p − 1) = {b}, we first change β (p) r to an r-marked non-overlined (resp. overlined) even part with size |β
is overlined (resp. non-overlined).Then we change β
As an example, let GG(ν) = {β (7) , β (6) , . . . , β (1) } be the following overpartition in O 7,5,3;3 (97). For an overpartition ν, assume that the Göllnitz-Gordon marking representation of ν is decomposed as follows according to the clusters.
If there is an odd part in β (p−1) but no odd part in β (p) for 1 < p ≤ N 1 or there is no odd part in β (p) for p = 1, we define the second reduction of p-th kind as follows.
The second reduction of p-th kind:
If p = 1, we choose the part with the largest size but the smallest mark in β (p) , set b-marked β to an b-marked non-overlined (resp. overlined) odd part with size |β
is overlined (resp. non-overlined). to an r-marked non-overlined (resp. overlined) even part with size |β
is overlined (resp. non-overlined). Then we choose the part with the smallest size but the largest mark in
Case 2: β(p − 1) = {b}, we first change β (p−1) r to an r-marked non-overlined (resp. overlined) even part with size |β
is overlined (resp. non-overlined). Then we change β
b to an b-marked non-overlined (resp. overlined) odd part with size |β
It is easy to check that the second dilation of p-th kind and the second reduction of p-th kind are inverse mapping for each other. Now we want show that the second dilation of p-th kind and the second reduction of p-th kind both preserve conditions (1) − (5) in Theorem 1.12. Such operations preserve conditions (1) − (3) are easy to check. We first show that the second dilation preserves conditions (4) and (5) in Theorem 1.12.
Proposition 5.5. For an overpartition ν ∈ O N 1 ,...,N k−1 ;i (n), if the Göllnitz-Gordon marking representation of ν is decomposed as follows according to the clusters.
If there is an odd part β (p) r in β (p) but no odd part in β (p−1) for 1 < p ≤ N 1 or there is an odd part in β (p) for p = 1. Denote the overpartition after doing the second dilation of p-th kind of ν by ν ′ , we shall show that if
for some l, then 4) and if
for some l, then
Proof. Assume that |β (p)
r | = 2t + 1.
If p = 1, we change r-marked β
to an r-marked even part 2t + 2 (resp. 2t + 2) if β (1) r is 2t + 1 (resp. 2t + 1). For integer l satisfying (5.3) or (5.5), if l = t, it is easy to check that (5.4) or (5.6) is established.
If β (1) r is 2t + 1, it is easy to get f 2t (ν
Thus,
Assume that (5.5) set up for l = t, then f 2t+1 (ν ′ ) ≥ 1. By the definition of cluster, we must have β
For integer l satisfying (5.3) or (5.5), if l = t or s + 1. If s > t, similar to the proof of p = 1, it is easy to check that (5.4) or (5.6) is established. We just consider the case s = t and l = t or t + 1.
For s = t, we have 2t + 2 = |β r is 2t + 1, we first change r-marked 2t + 1 to an r-marked 2t + 2, and then we change the part β (p−1) 1 = 2t + 2 to a 1-marked 2t + 3. We get that the occurrences of 2t, 2t + 1, 2t + 2, 2t + 2, 2t + 3 and 2t + 4 in ν ′ are the same as those in ν. Notice that
, it is obvious that if (5.3) or (5.5) holds for l = t or t + 1, then (5.4) or (5.6) also holds for l = t or t + 1.
is 2t + 1, we first change r-marked 2t + 1 to an r-marked 2t + 2, and then we change the part β = 2t + 2, which leads to a contradiction. So we have f 2t+1 (ν) = 0. Now it is easy to check that f 2t (ν
Next we show that (5.3) and (5.5) lead to (5.4) and (5.6) respectively for l = t or t + 1.
Since f 2t+1 (ν ′ ) = 0, so (5.5) can not hold for l = t. If (5.3) holds for l = t, then we also have
If (5.5) holds for l = t + 1. Since f 2t+4 (ν) = f 2t+4 (ν ′ ) = k − 2 and f 2t+2 (ν) = 1, we have f 2t+2 (ν) = f 2t+3 (ν) = 0 and
So we can easily get
which leads to (5.6) for l = t + 1.
Finally if (5.3) holds for l = t + 1, we must have
So (5.4) is established for l = t + 1.
Now we complete the proof.
If the Göllnitz-Gordon markings of an overpartition λ are not exceed k − 1, and λ satisfies condition (5.3) (or (5.5)) but does not satisfies condition (5.4) (or (5.6)) for some l. Assume that we can do the second dilation of λ and denote the resulting overpartition by ν. Using the same method above, one can easily get that ν satisfies condition (5.3) (or (5.5)) but does not satisfies condition (5.4) (or (5.6)) for some t, we omit the details here.
Notice that the second dilation of p-th kind and the second reduction of p-th kind are inverse mapping for each other, so the second reduction of p-th kind also preserves conditions (4) and (5) in Theorem 1.12.
Thus, we have the following proposition. Proposition 5.6. For an overpartition ν ∈ O N 1 ,...,N k−1 ;i (n) and it satisfies the condition of the second dilation of p-th kind (resp. the second reduction of p-th kind), if we do the such operation for ν and denote the resulting overpartition by ν
At the end of this section, we will show the outline proof of Theorem 1.14. To prove Theorem 1.14, it suffice to show the following generating function.
we will show the following relation in the next section by constructing a bijection in terms of the second dilation and the second reduction. On the one hand, for an overpartition ν ∈ O N 1 ,...,N k−1 ;i (n), we construct a pair (ξ, ω) ∈ Q N 1 × W N 1 ,...,N k−1 ;i and |ξ| + |ω| = n.
If there is no odd part in ν, we set ξ = ∅ and ω = ν.
If there exist odd parts in ν, we consider the Göllnitz-Gordon marking GG(ν) = {β (N 1 ) , β (N 1 −1) , . . . , β (1) }. Then by proposition 5.3, the odd parts must in different clusters of GG(ν), set such clusters be β (j 1 ) , β (j 2 ) , . . . , β (js) , where 1 ≤ j 1 < j 2 < · · · < j s ≤ N 1 . Let M 0 = 0 and M l = l t=1 j t where 1 ≤ l ≤ s. Set ν 0 = ν, we do the following operations for l from 1 to s successively.
For each l, we iterate the following operation for p from 1 to j l : we do the second dilation of p-th kind of ν M l−1 +p−1 and denote the resulting overpartition by ν M l−1 +p .
After the M s operations above, we can get an overpartition ν Ms which contains no odd part. Finally, set ω = ν
Ms and ξ = (1 − 2j 1 , 1 − 2j 2 , . . . , 1 − 2j s ), we get a desired pair (ξ, ω).
On the contrary, for a pair (ξ, ω) ∈ Q N 1 × W N 1 ,...,N k−1 ;i and |ξ| + |ω| = n, we want to construct an overpartition ν ∈ O N 1 ,...,N k−1 ;i (n) .
If ξ = ∅, we just set ν = ω. If ξ = ∅, then we set ξ = (1−2j 1 , 1−2j 2 , . . . , 1−2j s ) where 1 ≤ j 1 < j 2 < · · · < j s ≤ N 1 . Let M l = l t=1 j t where 1 ≤ l ≤ s and set ω Ms = ω, we do the following operations for l from s to 1 successively.
For each l, we iterate the following operation for p from 1 to j l : we do the second reduction of p-th kind of ω M l −p+1 and denote the resulting overpartition by ω M l −p .
After the M s operations above, we can get an overpartition ω 0 which belongs to O N 1 ,...,N k−1 ;i (n). Finally, we just need to set ν = ω 0 .
Thus we complete the proof of Theorem 5.7.
Now we are in a position to prove Theorem 1.14.
Proof of Theorem 1.14 Using (4.7), we shall prove that the generating function of overpartitions in W N 1 ,...,N k−1 ;i can be stated as follows. Proof. We will establish a bijection between E N 1 ,...,N k−1 ;i (n) and W N 1 ,...,N k−1 ;i (2n). For an overpartition δ = (δ 1 , δ 2 , . . . , δ ℓ ) ∈ E N 1 ,...,N k−1 ;i (n), where δ 1 ≤ δ 2 ≤ · · · ≤ δ ℓ . Double each part in δ and denote the resulting overpartition by ω, then ω = (2δ 1 , 2δ 2 , . . . , 2δ ℓ ).
It is easy to see that |ω| = 2|δ| = 2n and f 1 (ω) + f 2 (ω) = f 2 (ω) = f 1 (δ) ≤ i − 1. Since all parts in ω are even, so f 2t+1 (ω) = f 2t+1 (ω) = 0 and V 2t+1 (ω) = V 2t (ω) = V t (δ). If f 2t (ω) + f 2t (ω) + f 2t+1 (ω) + f 2t+2 (ω) = k − 1, so f t (δ) + f t (δ) + f t+1 (δ) = f 2t (ω) + f 2t (ω) + f 2t+2 (ω) = k − 1. Notice that δ ∈ E N 1 ,...,N k−1 ;i (n), we have tf 2t (ω) + tf 2t (ω) + tf 2t+1 (ω) + (t + 1)f 2t+2 (ω) = tf t (δ) + tf t (δ) + (t + 1)f t+1 (δ) ≡ V t (δ) + i − 1 (mod 2) ≡ V 2t+1 (ω) + i − 1 (mod 2).
Next, we consider the Gordon marking of δ and the Göllnitz-Gordon marking of ω. Recall the Gordon marking of δ and the Göllnitz-Gordon marking of ω, it can be checked that the mark ω j = 2δ j in the Göllnitz-Gordon marking of ω are the same as the mark of δ j in the Gordon marking of δ where 1 ≤ j ≤ ℓ. Hence we show that ω ∈ W N 1 ,...,N k−1 ;i (2n) and the process is inversive. Thus we have constructed a bijection between E N 1 ,...,N k−1 ;i (n) and W N 1 ,...,N k−1 ;i (2n). Finally by (4.7), we have This completes the proof of Theorem 1.14.
