Abstract-There is continues capture of large streaming data vital for application such as intensive health care system, Sensor networks, Object tracking etc.,. Data reduction of these huge data stream is carried out by similarity join processing which tracks the abnormal contents in real time data. The identification of anomalies such as abnormalities in Electro Cardio Gram (ECG) of an heart patient, predicting future casualties in weather monitor monitoring system, and providing heuristics in object tracking has to be effectively carried out. To achieve this we propose Identification of Anomalies in Time Series Data using Similarity Join Processing (IATSJ) to identify the anomalies by using Alternate Multilevel Segment Mean (AMSM) technique which reduces the data dimension and applying similarity join processing on these reduced data using sliding window concept. Experimental results show that, the time and space efficiency of our approach in anomaly detection from the given time series is better than the existing methods.
I. INTRODUCTION
Time series mining is the process of extracting useful information from time series data. Some of the techniques which are applied to time series mining are, Representative techniques, Distance measure, Indexing methods.
Most of the people are not able to spend time for their Health Care. At reduced cost, uninterrupted extraction and analysis of health monitoring parameters remotely will provide a good preventive measure against various health hazards. Researchers propose [1] the wireless sensor networks for remote monitoring. These networks consists of environmental sensors, medical sensors to name a few. Medical sensors are used to monitor heart beats, glucose levels, blood pressure, pulse rate etc.,. From these sensors huge time series data is collected and anomalies are detected.
A. Motivation Selecting a Template (Heading 2)
Time series data contains huge set of data samples. For example, Medical data such as, heart beat of a cardiac patient is recorded using Electrocardiogram (ECG) continuously. Any anomaly must be detected using very efficiently and proper treatment can be given at the critical time. Such time series data, very large in size and requires more time for computation and analysis. Thus, there is a need for compression of data as a preprocessing phase before performing similarity join. An efficient similarity join process and pruning is required as new data comes over time, it has to be added to the data store and new data is inspected for an outlier or not as similar to the case of heartbeat of a person containing anomaly. Detection of anomaly in the demand for product data helps in recommending the most appropriate retail price for the product.
B. Contribution
In this paper, initially, we build the alternate time series data by considering every alternate values from the input time series data. We use this alternate data for further processing. To achieve our objective, initially, Dimension reduction of data is performed by using an Alternate-Multi-Level Segment Mean approach. Later Similarity join processing is accomplished using a Sliding Window concept. Once the new data arrives in the sliding window is updated to contain the most recent data always and thus, similarity pattern sequence can be performed easily.
C. Organization
The paper is organized as follows -Section II discusses briefly the Literature on Dimension Reduction, Similarity Join and pruning, Anomaly detection. Section III presents the Background work, Section IV contains Problem Formulation, V presents the Mathematical Model and Algorithm, Section VI presents the Experimental Results. Concluding remarks are summarized in Section VII.
II. LITERATURE SURVEY
Before Large amount of data is being generated every day from many of the sources. To process such huge data is a challenging task. To handle this, an efficient and lossless dimension reduction techniques are required. Guttman et al., [2] constructed multidimensional indexes called R-tree for the 2014 5th International Conference on Computer and Communication Technology (ICCCT) 978-1-4799-6758-2/14/$31.00 ©2014 IEEE data set, on which either range or nearest neighbor query is issued to facilitate a fast similarity search. The query performance of the index, however, degrades dramatically, when the dimensionality of objects becomes high, known as the curse of dimensionality problem. Therefore, various dimensionality reduction techniques are proposed to reduce the dimensionality of data objects before indexing them. These techniques include Singular Value Decomposition (SVD), Discrete Fourier Transform (DFT), Discrete Wavelet Transform (DWT), and so on.
Korn et al., [3] formulate the lossy compression problem and propose a solution for it called SVD which is an powerful tool for compression in matrix algebra. It has been used in many applications like statistical analysis, linear regression matrix approximation and so on. In this, reduction of data is achieved by decomposing the data matrix. In SVD if the data size increases the worst case error is more.
Agrawal et al., [4] use Discrete Fourier Transform to map time sequences to frequency domain. The attractive feature of DFT is, preserves the Euclidean distance of time domain in frequency domain. DFT consider only a few stronger Fourier coefficients and drops the weak coefficients thus the reduction in dimensionality. DFT can be adapted to any distance preserving transform and any multi-dimensional index. But DFT misses the important feature of time localization.
Jeong et al., [5] present data reduction methods based on the DWT . These methods minimize objective functions to balance the trade-off between Data reduction and modeling accuracy. DWT can be used in speech, image and signal processing. Based on evaluation studies with popular testing curves and real-life datasets, these methods demonstrate their competitiveness with the existing Data reduction and statistical data de-noising methods for achieving the Data reduction goals. DWT is only defined for sequence whose length is an integral power of two.
The challenging issue in mining data streams is similarity join processing. This is mainly because of its vast data size, more dimensions and series of steps that led to expensive processing. Several approaches have been proposed for similarity join processing. Hong et al., [6] describe an approach for a multiuser parallel database machine. This approach decrease the search space but, it requires the hash tables to be kept in main memory. Therefore it is not suitable for joins with large inputs. Ives et al., [7] present an data integration technique TUKWILA, which uses double pipelined hash join an adaptive query operator and dynamic collector, which produces results quickly. This is used in data integration system. It does not include reactively-scheduled background processing for coping with delayed sources.
Urhan et al., [8] developed XJoin a non-blocking join operator, which has a small memory footprint, allowing many such operators to be active in parallel. It can hide intermittent delays in data arrival. XJoin can be used in database systems to extend it to the wide-area environment. If both the sources are blocked XJoin joins the data on disk. XJoin keeps both the hash tables on secondary disk. Dittrich et al., [9] propose technique called Progressive Merge Join(PMJ), the basic idea is to get early results as soon as external mergesort generates initial runs. PMJ can be implemented as part of object relational cursor algebra. Runtime required for external sorting has to be improved. Mokbel et al., [10] introduce the Hash-Merge Join algorithm (HMJ), which deals with data from remote sources. HMJ works in two phases hashing phase and merging phase. This performs join operation even if both the sources are blocked.
Wood et al., [11] propose the use of wireless sensor system for remote monitoring. Different sensors can collect different data like medical data, environment data. Medical data mainly contain heartbeat. If any irregularities occur, then arrhythmias, an abnormal rate of muscle contractions in the heart. Victor et al., [12] There are two groups of arrhythmias one is life threatening and one more not. In this paper we use second one because less cost sensors will be used, as a result more redundant data will be there.
Keogh et al., [13] demonstrate discords are attractive for anomaly detection and they proposes brute force algorithm and Heuristic algorithm to discover discords. In this, a sliding window is used to exact a subsequence. Mooi et al., [14] propose Adaptive Window Based Discord Discovery (AWDD) scheme which uses adaptive window rather than sliding window as in [14] .
Xiang et al., [15] formulize the problem of join on Uncertain Data Streams (USJ), to handle this they propose object pruning and sample pruning. To maintain a superset of USJ a strategy called, Adaptive Superset Prejoin (ASP) is designed, which reduces the average cost of USJ processing. Pruning methods are applied on grid index, each time to find candidate pairs need to access grid index and need to calculate centroid, minimum radius and maximum radius. Xiao et al., [16] propose a method called Approximation by Single Gaussian (ASG) to calculate the expected distance of samples of uncertain objects. This can be used for clustering and nearest neighbor quires.
III. BACKGROUND
Xiang et al., [15] propose a solution to join on Uncertain Data Streams (USJ) to efficiently perform similarity join process. The join operation is performed by direct computation until sliding window is full. Once window is full, it is updated by adding new incoming data. Then, performs pruning by constructing the grid index on the uncertain data object centers. To carryout pruning, for each new incoming data and for any of the data in the window, the parameters like Centroid, Minimum, Maximum radius has to be computed. To 
obtain Minimum/Maximum radius, the distance of each sample point from the centroid has to be calculated and then the one which is smallest is considered as minimum radius, largest distance as maximum radius. This has to be done for every time. To achieve USJ, the author compares each incoming data with entire time series stream. Which is the time consuming task as more number of comparisons are involved.
Mooi et al., [14] performs the anomaly detection using Adaptive Window Based Discord Discovery (AWDD) scheme. In this scheme, the nearest neighbor distance is used to find out the anomaly. Author assumes all the data is stored in data base before, hence any appending of data cannot be handled.
In this paper, we propose a scheme for anomaly detection via ADSJT . In this scheme we first reduce the size of data by the use of our own proposed work, Alternate Multi-level Segment mean (AMSM) algorithm in which the data patterns are preserved. Then we propose an efficient similarity join and pruning process. In this we make use of a method Approximation by Single Gaussian (ASG) [4] in which distance is calculated by simple means and variances. While performing similarity join process the new incoming data is considered and the sliding window is updated. In this paper, we simplify this process of similarity matching and join of data streams by compressing the original (base) data stream in an efficient way such that the data pattern depicted by the original data stream is preserved. This is achieved by the Alternate Multi-level Segment Mean (AMSM). Furthermore, we adopt an effective similarity matching and pruning technique to filter out the pseudo pairs and retrieve only the nearest data pairs for join.
IV. PROBLEM DEFINITION
Consider two data streams TS1 and TS2 of same length. Each data stream consists of data objects at different time stamp. TS1 = P 1 , P 2 ,. . . , P n , TS2 = Q 1 , Q 2 ,. . . , Q n , where each P i ∈ TS1 and each Q i ∈ TS2 represents the data object. The objective is to perform dimension reduction, in this technique each data stream is considered separately and data is compressed. According to Euclidian distances, the consecutive objects in the given data stream which are closer to each other having same property, hence, we consider the alternate data to perform dimension reduction. In dimension reduction, we divide the data stream into segments, and the mean of each segment is taken which acts as a representative of that segment. Thus we got a reduced dataset of original data. The two streams RTS1 and RTS2 which are the miniature of TS1 and TS2 , where TS1 = P 1 , P 2 ,. . . , P t and TS2 = Q 1 , Q 2 ,. . . , Q t till the time t. If any new data object appears, the sliding window is updated. P t+1, Q t+1 are the new data objects for RTS1 and RTS2 respectively at time t + 1, then the window is updated as shown in the Figure 1 
window with the use of dist(Pt+1,Qt+1) ≤ β, where dist is the Approximation by Single Gaussian (ASG) distance between the objects and β is the distance threshold.
V. MATHEMATICAL MODEL AND ALGORITHM

A. Alternate_MSM -Data Reduction Technique
Alternate_MSM is a data reduction technique, to describe this let us consider an example of medical data, an heart beat of a person, contains 1000 records per second. According to the Euclidian distance the sequential data contains almost a near values, hence we are considering alternate data as input to our data reduction technique. Further, all the data is not so useful, which can be compressed and used for similarity joining and pruning. Data reduction is done using Alternate Multi-level Segment Mean (AMSM) as shown in the Figure 1 , in which the data patterns in original data are preserved. Consider TS1 = P 1 , P 2 , ..., P k , TS2 = Q 1 ,Q 2 , ...,Q k , where, each P i ∈ TS1 and each Q i ∈ TS2 represents the data objects. From this data stream alternate data objects are considered such as, ATS1 = P 1 , P 3 , P 5 , ..., P n , ATS2 = Q 1 ,Q 3 ,Q 5 , ...,Q n , such that each Pi ∈ TS1 and each Qi ∈ TS2. This input data stream is divided into equal sized segments, and mean of each segment is taken. This process is continued till the end of ATS1 or ATS2 at level 1. Let the length of each segment be len_seg. Length of ATS1(or ATS2) is n , therefore, the number of segments can be computed as : 
In general, consisting of same number of samples, which is obtained after applying Alternate_MSM technique. To perform similarity join operation, the Euclidian distance measure is considered. In this process, we find the Euclidian distance between two streams RTS1 and RTS2. In order to retrieve the close pairs within certain period of time we use sliding window, which always keeps the most recent data and whose size is always fixed. To calculate direct distance between RTS1 and RTS2 we use Euclidian distance, given by (7) (8) where, each X j ∈ RTS1, Y j ∈ RTS2 and β is the distance threshold.
Let the sliding window contain the data objects till time t. WS(RTS1) = X t−ws+1 ,X t−ws+2 , ....X t and WS(RTS2) = Y t−ws+1 , Y t−ws+2 , ....Y t . For these objects, for each pair calculate the distance among them using the Euclidian distance. Whenever the new object comes in at time t + 1, instead of comparing the new object with every object in the sliding window we are going to just compare with any one object in the sliding window. This can be done because as the window contains most recent data which are almost near to each other. Consider Y t+1 (X t+1 ) is the new object of RTS2(RTS1) arrived at time t + 1, this object is compared with an object X i (Y i ) of sliding window by performing similarity join processing as given in the below lemma. Finally, the pair (Y t+1 ,X i ) or (X t+1 , Y i ) is anomaly if it is below the distance threshold β.
From the given a pair of objects (Y t + 1 ,X i ) where X i ∈ RTS1, Y t+1 ∈ RTS2 each having j number of samples and distance threshold β. The given pair can be successively pruned out if it holds :
(9) (10) where µ i and µ j is the mean of samples of objects X i (Y t+1 ), cov (X i )(cov(Y t+1 )) is the covariance and ds is the sum of all diagonal samples of cov (X i 
)(cov(Y t+1 )).
If the condition (10) is satisfied then the pair is pruned safely. Once it is done the sliding will be updated by deleting its first object and by appending new incoming object. The sliding window at time t+1 will be containing WS(RTS1)={X t-ws+2, X t-
ws+3, …. X t+1 } and WS(RTS2)={Y t-ws+2, Y t-ws+3, …. Y t+1 }. C. Algorithm: Identification of Anaomalies in Time Series
Data Using Similarity Join Processing (IATSJ) Algorithm 1 shows the outline of our proposed approach. The algorithm first obtains alternate data streams from the input, line 1 and gets its reduced versions of both the streams, lines 2 and 3. Then the process of similarity join and pruning starts. First, the window size will be fixed, then, for each object of data streams joining is performed (line 5) this pair is added to list Apoints if line 6 holds. Then to further reduce the time taken we are going to invoke the function Similarity_Join_Process to get the final anomaly points. compute the distance between each pair using equation (8) 
WS(TS2)) End
This data is used to perform dimension reduction then similarity join process to obtain the join pairs. Table I shows the different parameter settings, which includes AMSM levels l, length of segment len_seg, window size w and distance threshold β. The default values are shown in bold font. Table II shows the percentage of matched pairs and anomaly points retrieved from the original data set and the reduced data set using AMSM. It shows that, after reducing the data by 16 times of the original data, the percentage of matched pairs is (68.54%) close to that of retrieved from the original data set (69.2%). Hence, it is observed that the Dimension reduction technique effectively reduces the data while retaining most of the important information. 
Effectiveness of IATSJ:
The effectiveness of the proposed technique is tested on different data sets: a) ECG data set b) NASDAQ_ADBE data set. c) New South Wales (NSW) data set d) Synthetic data set. NASDAQ_ADBE is an stock market data of Adobe Systems Incorporated, which consists of the day opening, closing and the day high and low between the years 1997 and 2014. We use the day high and low data and replicated it to become a total of 500000 records, to show effectiveness of IATSJ. NSW data set contains the total demand of product in certain area and the Recommended Retail Price (RRP) of that product, where each record is considered in the time interval of half an hour. We generated synthetic data by using Random() function in MATLAB. Here, we generate random values based on binomial distribution. Table IV , shows the analysis of percentage of matched pairs, which is obtained by reducing the original data size, keeping AMSM levels l to default value and varying the length of segment len seg = 2 and 3. RDR is calculated using equation 12. This results support our first experiment results i.e., the percentage of matched pairs reduces if the size of data is reduced to greater ratio. Thus it is very important to choose the right RDR value based on original data. proposed technique on various data sets. We can observe from Table V , the percentage of matching pairs of our IATSJ is almost near to DSRP and USJ. In summary, from the experimental results shown above, we have verified and confirmed the efficiency and effectiveness of our proposed approach.
TABALE III. COMPARISON OF TIME TAKEN FOR JOIN PROCESS, PERCENTAGE OF MATCHING AND PERCENTAGE OF ANOMALY
VII. CONCLUSIONS
In this paper, we proposed IATSJ algorithm for detecting anomaly points in time series data streams by reducing the dimension of data stream and then applying Similarity join and pruning technique. In this process, an AGS distance calculation method has been used. From the experimental results, we observe that our approach IATSJ is more efficient in anomaly detection i.e., 31.4% and 30.8% for DSRP similarly, 28.19% for USJ methods respectively. Similarly, the time required to anomaly detection for our approach IATSJ is more efficient i.e., 48.71 seconds, 97.42 seconds for DSRP similarly, 292.6 seconds for USJ methods respectively. Thus, IATSJ 6 times more efficient in time compared to USJ method and 2 times more efficient in time compared to DRSP method respectively. The process of similarity join and pruning can be advanced by using other similarity join and pruning engines and incorporating dynamic sliding window. 
