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Abstract
We consider a non-autonomous Lotka–Volterra competition system with distributed delays
but without instantaneous negative feedbacks (i.e., pure delay systems). We establish some
3/2-type and M-matrix-type criteria for global attractivity of the positive equilibrium of the
system, which generalise and improve the existing ones.
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1. Introduction
Recently, Hofbauer and So [8] considered the n-species Lotka–Volterra systems
with discrete delays





; i ¼ 1; 2;y; n; ð1:1Þ
and established the following nice result.
Theorem 1.1. Let A be the n  n community matrix of (1.1), i.e., A ¼ ðaijÞ; and
suppose that there exists a positive equilibrium x for (1.1). Then x is globally
asymptotically stable for (1.1) (for positive initial conditions) for all delays tijX0 if and
only if aiio0 for i ¼ 1; 2;y; n; det Aa0 and A is weakly diagonally dominant,
meaning that all the principal minors of Aˆ are non-negative, where Aˆ ¼ ðaˆ ijÞ with
aˆ ii ¼ aii and aˆ ij ¼ jaijj for iaj:
The proof of Theorem 1 is by constructing a Liapunov functional, taking
advantage of the fact that there is no delay in the negative feedback terms aiixiðtÞ;
i ¼ 1; 2;y; n (i.e., the system has instantaneous negative feedbacks). But, as pointed
out by Kuang [11], in view of the fact that in real situations, instantaneous responses
are rare, and thus, more realistic models should consist of delay differential
equations without instantaneous negative feedbacks. A simple but typical such
example is the widely studied delay logistic equation
’xðtÞ ¼ rxðtÞ½1 xðt  tÞ
;




When incorporating delays into the terms aiixiðtÞ; i ¼ 1;y; n; in (1.1), the negative
feedbacks (assuming aiio0) are delayed and we have the following system:





; i ¼ 1; 2;y; n: ð1:3Þ
For such models as (1.2) and (1.3), detecting the global attractivity of a positive
equilibrium becomes a much harder job, since ﬁnding a working Liapunov function/
functional for such a system is extremely difﬁcult due to the lack of instantaneous
negative feedbacks. To experience this a little bit, the reader is suggested to work on
the simplest case (1.2), and see how frustrating it will be in constructing a Liapunov
function/functional for such an equation.
For (1.3), one would naturally expect and it is common sense that if the delays in
the intraspeciﬁc interactions (i.e., tiis) are sufﬁciently small, then the positive
equilibrium should remain globally attractive under the existing ‘‘diagonally
dominant’’ condition. Some recent work (e.g., [4–7,11–13]) initiated valuable
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attempts in this direction, which conﬁrm to some extent the above expectation or
common sense, but the estimates for tii’s obtained in these works are usually implicit
and there seem to be a lot of room for improvement. Note that a well-known
criterion for the global attractivity of the positive equilibrium x ¼ 1 of (1.2) is rtp3
2
;
which was obtained in [21] by a ‘‘sandwiching’’ technique (see also [10]) which is a
non-Liapunov approach. Since Wright [21], similar 3/2 type criteria for global
attractivity have been obtained for autonomous logistic equations with multiple
delays [14], for non-autonomous delay logistic equation [18], and for various other
types of scalar equations with delays (see, e.g., [1,9,15,19,22–24]). When it comes to
system (1.3), which is a result of coupling of several delayed logistic equations of
form (1.2), it is reasonable to expect, as pointed out by Kuang [11], some criteria
which would reduce to the Wright’s 3/2 condition for the scalar logistic equation
(1.2) when the coupling disappears. Unfortunately, none of the aforementioned
work for systems has obtained criteria of this type (which may be called 3/2-type
criteria).
Recently, the present authors made an attempt in [20] towards this direction by
considering the following two-species Lotka–Volterra competition system (normal-
ized) with discrete delays
’x1ðtÞ ¼ r1x1ðtÞ½1 x1ðt  t11Þ  m1x2ðt  t12Þ
;
’x2ðtÞ ¼ r2x2ðtÞ½1 m2x1ðt  t21Þ  x2ðt  t22Þ
; ð1:4Þ
with initial conditions
xiðtÞ ¼ fiðtÞX0; tA½t; 0
; fið0Þ40; i ¼ 1; 2; ð1:5Þ
where t ¼ maxftij : i; j ¼ 1; 2g; ri40; miX0 for i ¼ 1; 2 and tijX0 for i; j ¼ 1; 2: It can








Both the positivity of x and the ‘‘diagonal dominant’’ condition for (1.4) in the
sense of Theorem 1.1 can all be implied by the assumption
(DD) m1o1 and m2o1:
Among the other criteria in [20] is the following representative one.
Theorem 1.2. Assume that (DD) holds. If
ritiip
3ð1 mÞ
2ð1þ mÞ; i ¼ 1; 2; ð1:7Þ
where m ¼ maxfm1; m2g; then the positive equilibrium x of (1.4) is a global attractor.
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One easily sees that (1.7) reproduces Wright’s result when m1 ¼ m2 ¼ 0: The proof
of Theorem 1.2 is by extending Wright’s ‘‘sandwiching’’ technique from scalar
equations to systems. As commented by the referee for the paper Tang and Zou [20],
such extension is a non-trivial step, and it indeed contains some subtle steps, even
though it is only for a system of two equations.
Question arise naturally: can the technique be further extended to (i) systems of
more than two equations; (ii) to non-autonomous systems; and (iii) to systems with
distributed delays, to establish good criteria for global attractivity of the positive
equilibrium? The motivation for (i) is the recent work So et al [17] where a local
stability criterion for (1.3) is established which is similar to Theorem 1.1 but with a
3/2 type estimate for the diagonal delays tiis: (ii) is motivated by So and Yu [18] where
a similar 3/2 condition in integral form is obtained for the non-autonomous logistic
scalar equation with a single delay. We point out that for such a non-autonomous
case, such a 3/2 estimate in the integral form has been proved to be the best possible
(see [22]). (iii) is suggested by the work Kuang [11], and Kuang and Smith [12,13] and
the references therein where Lotka–Volterra type systems with distributed delays are
considered.
The purpose of this paper is to answer the above questions to some extent. More
precisely, we consider the following non-autonomous n-species Lotka–Volterra
competition system (normalized) with delays
’xiðtÞ ¼ riðtÞxiðtÞ 1
Z 0
tii






xjðt þ sÞ dnijðsÞ
" #
;
i ¼ 1; 2;y; n; ð1:8Þ
with initial conditions
xiðtÞ ¼ fiðtÞX0; tA½t; 0
; fið0Þ40; i ¼ 1; 2;y; n; ð1:9Þ
where t ¼ maxftij: i; j ¼ 1; 2;y; ng: Here, we always assume for i; j ¼ 1; 2;y; n;
(H1) riACð½0;NÞ; ð0;NÞÞ;
(H2) tijX0 and mijX0;
(H3) nijðtÞ is non-decreasing, bounded and satisﬁes normalization condition:Z 0
tij
dnijðsÞ ¼ 1;
and the integral is in the Riemann–Stieltjes sense.
The remainder of the paper is organized as follows. In Section 2, we give the main
results. In Section 3, we establish some preliminary lemmas, which address the
persistence and dissipativity of system (1.8), and therefore, which themselves are of
some interest and importance. In Section 4, by combining these lemmas with the
‘‘sandwiching’’ technique and some subtle integration and inequality tricks, we give
the proofs of the main theorems.
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jai mij for i ¼ 1; 2;y; n; and m ¼ maxfm1; m2;y; mng: Then, a
‘‘diagonal dominant’’ condition (also a generalization of condition (DD) in Theorem
1.2) for (1.8) is
(DD1) mo1;
which implies the existence of a unique positive equilibrium (see [2] or [16,
Proposition 7.3, p. 97]). Used in [11] is the following slightly weaker ‘‘diagonal
dominant’’ condition
(DD2) there are constants di40; i ¼ 1; 2;y; n; such that
P
jai djmijodi for i ¼
1; 2;y; n;
but which does not guarantee the existence of a unique positive equilibrium.
Throughout the rest of this paper, as in [8], we always assume the existence of a
unique positive equilibrium for (1.8) and denote it by x ¼ ðx1; x2;y; xnÞ: We also
set a ¼ maxfxi : i ¼ 1; 2;y; ng: Obviously,





X1; i ¼ 1; 2;y; n:
Our ﬁrst theorem gives not only a generalization but also an improvement of
Theorem 1.2 to the non-autonomous system (1.8) with distributed delay.
Theorem 2.1. Assume that (DD1) holds, and that
Z N
0




riðsÞ dsp 3ð1 mÞ
2að1þ miÞ
þ ð1 mÞðmþ miÞ
2að1þ miÞ2
; i ¼ 1; 2;y; n: ð2:2Þ
Then the positive equilibrium x ¼ ðx1;y; xnÞ of (1.8) is a global attractor.
It is easily seen that Theorem 2.1 will reproduce the Wright’s 3/2 result for the
autonomous delayed logistic equation and the result in [19] for the non-autonomous
delayed logistic equation.
Kuang [11] also studied the global attractivity of the positive equilibrium of
general n-species Lotka–Volterra system without dominating instantaneous negative
feedbacks. Applying one of the main results in [11, Corollary 3.1] to systems (1.8)
gives the following convenient criterion.
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Theorem 2.2. Assume that riðtÞ  ri; i ¼ 1; 2;y; n; and there are positive constants di;








; i ¼ 1; 2;y; n; ð2:3Þ
then, x is globally attractive for (1.8).
Along this direction, we can generalize (to the non-autonomous system (1.8)) and
improve Theorem 2.2 with the following theorem.
Theorem 2.3. Assume that (2.1) holds, and that
Z t
ttii
riðsÞ dspdi; i ¼ 1; 2;y; n: ð2:4Þ
Suppose that there are positive constants di; i ¼ 1; 2;y; n such that (DD2) holds, and
for i ¼ 1; 2;y; n
































Then the positive equilibrium x of (1.8) is a global attractor.
To see that Theorem 2.3 improves Theorem 2.2, we show that when riðtÞ  ri;
i ¼ 1; 2;y; n; (2.5) is weaker than (2.3). Indeed, in this case, we take di ¼ ritii; and
thus
di expðdi þ edi  1Þpdi expðdiÞ ¼ ritiieritii :
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Along the direction of Theorem 1.1, where conditions are given in terms of a
related matrix, we can also obtain some result. For this purpose, we ﬁrst recall the
concept of non-singular M-matrix (see [3, p. 114]).
Deﬁnition 1.1. The matrix B ¼ ðbijÞ of order n is called a non-singular M-matrix if (i)
bijp0; for all iaj; and (ii) all the principal minors of B are positive.
There are many equivalent formulations of this concept (cf. [3, Theorem 5.1]). In
particular, if A is an non-singular M-matrix, then A1 is a positive matrix. We will
use this version in proving the following theorem.
Theorem 2.4. Let B ¼ ðbijÞ be the matrix defined by
bii ¼ 1; i ¼ 1; 2;y; n ð2:6Þ
and
bij ¼







Di ¼ expðdi þ edi  1Þ; i ¼ 1; 2;y; n: ð2:8Þ
Assume that (2.1) and (2.4) hold, and that B is an M-matrix. Suppose that there exists
a positive equilibrium x for (1.8). Then x is a global attractor.
When tii ¼ 0; i ¼ 1;y; n; di ¼ 0; i ¼ 1;y; n and B reduces to %A ¼ ð %aijÞ; where
%aii ¼ bii ¼ 1 and %aij ¼ mij : When conﬁning to the competitive case and after
normalization in (1.1), the matrix %A is exactly the matrix Aˆ in Theorem 1.1. Thus,
in such a special case, Theorem 1.1 is slightly less restrictive than Theorem 2.4, with a
difference being between ‘‘non–negative’’ and ‘‘positive’’ for the principle minors.
However, as stated in the title and in the introduction, dealing with positive tiis is the
primary goal of this work, to which Theorem 1.1 fails.
3. Preliminary lemmas
Lemma 3.1. Let 0oao1; 0omo1: Then system of inequalities














has a unique solution: ðx; yÞ ¼ ð0; 0Þ in the region D ¼ fðx; yÞ: 0pxoa; 0pyoa=mg:
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Proof. Let
jðxÞ ¼ 1 m
a
x  ð1 mÞ
2ð1þ 2mÞ
6a2ð1þ mÞ x
2; cðyÞ ¼ 1 m
a




Then (3.1) can be written as
ypða þ mxÞejðxÞ  a;
xpa  ða  myÞecðyÞ:
(
ð3:2Þ
Assume that (3.2) has another solution in the region D besides ð0; 0Þ; say ðx0; y0Þ:
Then 0ox0oa and 0oy0oa=m: Deﬁne two curves G1 and G2 as follows:
G1: y ¼ ða þ mxÞejðxÞ  a; G2: x ¼ a  ða  myÞecðyÞ: ð3:3Þ
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Hence G2 lies above G1 near (0,0). The existence of ðx0; y0Þ implies that the curses G1
and G2 must intersect at a point in the region D besides ð0; 0Þ: Let ðx1; y1Þ be the ﬁrst
such point, i.e. x1 is smallest. Then the slope of G1 at ðx1; y1Þ is no less than the slope
of G2 at ðx1; y1Þ; i.e.
½mþ ða þ mx1Þj0ðx1Þ
ejðx1ÞX 1mþ ða  my1Þc0ðy1Þ
ecðy1Þ
or
½mþ ða þ mx1Þj0ðx1Þ
½mþ ða  my1Þc0ðy1Þ
Xecðy1Þjðx1Þ: ð3:4Þ
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We then calculate and estimate (using (3.5)) as below:
½mþ ða þ mx1Þj0ðx1Þ
½mþ ða  my1Þc0ðy1Þ
























































































3ð1þ mÞ  m
 
x1y1ðy1  x1Þ


























ecðy1Þjðx1Þ ¼ exp 1 m
a






4 1þ 1 m
a
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It follows that
ecðy1Þjðx1Þ  ½mþ ða þ mx1Þj0ðx1Þ
½mþ ða  my1Þc0ðy1Þ

4 1þ 1 m
a













¼ ð1 mÞ 1þ m
a
 ð1 mÞð1þ 2mÞ
3að1þ mÞ
 






which contradicts (3.4). The proof is complete. &
The next two lemmas establish the persistence and dissipativity of system (1.8).
Lemma 3.2. Assume that (2.1) and (2.4) hold and let ðx1ðtÞ; x2ðtÞ;y; xnðtÞÞ be the
solution of (1.8) and (1.9). Then we have eventually
0oxiðtÞpexpðdi þ edi  1Þ; i ¼ 1; 2;y; n: ð3:6Þ





xiðt þ sÞ dniiðsÞ
 
; i ¼ 1; 2;y; n: ð3:7Þ
If xiðtÞp1 eventually, then (3.6) holds naturally for large t: If xiðtÞ41 eventually,
then (3.7) implies that xiðtÞ is non-increasing eventually. Let limt-NxiðtÞ ¼ ci: Then
xiðtÞXciX1 for large t and from (3.7) we have
’xiðtÞpriðtÞxiðtÞð1 ciÞ; i ¼ 1; 2;y; n
for large t: Integrating the above from t to N; we obtain
ln ci  ln xiðtÞpð1 ciÞ
Z N
t
riðsÞ ds; for large t;
which, together with (2.1), implies that ci ¼ 1; i ¼ 1; 2;y; n: Hence, (3.6) holds too.
In the sequel, we only consider the case when xiðtÞ  1 oscillates. For this case, let ti
be an arbitrary local left maximum point of xiðtÞ such that xiðti Þ41: Then ’xiðti ÞX0;
it follows from (3.7) that there exists xiA½ti  tii; ti 
 such that xiðxiÞ ¼ 1 and xiðtÞ41
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for xiotpti : For tA½xi; ti 
; integrating (3.7) from t þ s to xi we get






riðuÞ du; tiipspxi  t:
Note that ln xiðt þ sÞo0 for xi  tosp0: Hence,





; xiptpti ; tiipsp0:
Substituting this into (3.7), we obtain
’xiðtÞ





; xiptpti : ð3:8Þ






























p di þ edi  1;
which implies that
xiðti Þpexpðdi þ edi  1Þ; i ¼ 1; 2;y; n:
It follows that for large t
xiðtÞpexpðdi þ edi  1Þ; i ¼ 1; 2;y; n:
The proof is complete. &
Lemma 3.3. Assume that (2.1) and (2.2) hold, and let ðx1ðtÞ; x2ðtÞ;y; xnðtÞÞ be the





xiðtÞoN; i ¼ 1; 2;y; n: ð3:9Þ
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Proof. By (2.2) and Lemma 3.2 with di ¼ ð1mÞð3þmþ4miÞ2að1þmiÞ2 ; i ¼ 1; 2;y; n; we have










i ¼ 1; 2;y; n: ð3:10Þ


















 a; i ¼ 1; 2;y; n:
It is easy to see that ao1: Substituting these into (1.8), we have
’xiðtÞXriðtÞxiðtÞ 1 ai 
Z 0
tii
xiðt þ sÞ dniiðsÞ
 
; i ¼ 1; 2;y; n: ð3:11Þ
Now (3.9) follows from (3.10) and (3.11) and by a standard comparison argument.
The proof is complete. &
4. Proofs of the main results
Proof of Theorem 2.1. By the transformation
%xi ¼ xi  xi ; i ¼ 1; 2;y; n:
System (1.8) becomes
’xiðtÞ ¼ riðtÞðxi þ xiðtÞÞ
Z 0
tii






xjðt þ sÞ dnijðsÞ
" #
;
i ¼ 1; 2;y; n: ð4:1Þ
Here we used xiðtÞ instead of %xiðtÞ for i ¼ 1; 2;y; n: Clearly, the global attractivity
of x of system (1.8) is equivalent to that for (4.1),
lim
t-N
xiðtÞ ¼ 0; i ¼ 1; 2;y; n; ð4:2Þ
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tij xjðt þ sÞ dnijðsÞ; i ¼ 1; 2;y; n are all
non-oscillatory. In this case, ’xiðtÞ; i ¼ 1; 2;y; n are all sign-deﬁnite eventually
which implies that xiðtÞ; i ¼ 1; 2;y; n are monotonous eventually. By Lemma 3.3,
we have xiðtÞ-ci as t-N and xi þ ci40 for i ¼ 1; 2;y; n: Hence for large T ;

















































tij xjðt þ sÞ dnijðsÞ is oscillatory for some
i ¼ lAf1; 2;y; ng: Then there exists an inﬁnity sequence ftkg such that
Z 0
tll






xjðtk þ sÞ dnljðsÞ ¼ 0; k ¼ 1; 2;y : ð4:3Þ
Set
Vi ¼ lim inf
t-N
xiðtÞ and Ui ¼ lim sup
t-N
xiðtÞ; i ¼ 1; 2;y; n:
In view of Lemma 3.3,
xioVipUioN; i ¼ 1; 2;y; n: ð4:4Þ
Let
V ¼ minfV1; V2;y; Vng and U ¼ maxfU1; U2;y; Ung:
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Then from (4.3) and (4.4), we have
0pVoa ¼ maxfxi : i ¼ 1; 2;y; ng; 0pUoN: ð4:5Þ
In what follows, we show that V and U satisfy the inequalities
a þ Upða þ mVÞ exp 1 m
a







a  VXða  mUÞ exp 1 m
a






For the sake of simplicity, we set
Ai ¼ 3ð1 mÞ
2að1þ miÞ
þ ð1 mÞðmþ miÞ
2að1þ miÞ2
; i ¼ 1; 2;y; n:
Without loss of generality, we may assume that U ¼ Ui and V ¼ Vj : Then Voxj :
Let e40 be sufﬁciently small such that v1  V þ eoxj : Choose T40 such that
v1oxiðtÞoU þ e  u1; tXT  t; i ¼ 1; 2;y; n; ð4:8Þ
where t ¼ maxftij: i; j ¼ 1; 2;y; ng: First, we prove that (4.6) holds. If UpmiV ;
then (4.6) obviously holds. Therefore, we will prove (4.6) only in the case when
U4miV : For the sake of simplicity, it is harmless assuming U4miv1: Set v2 ¼















xjðt þ sÞ dnjjðsÞ þ mju1
" #
prjðtÞu2; tXT : ð4:10Þ
Since U4miv1; we cannot have xiðtÞpmiv1 eventually. On the other hand, if
xiðtÞXmiv1 eventually, then it follows from (2.1) and the ﬁrst inequality in (4.9) that
xiðtÞ is non-increasing and U ¼ limt-N xiðtÞ ¼ miv1: This is also impossible.
Therefore, it follows that xiðtÞ oscillates about miv1:
Let fpkg be an increasing sequence such that pkXT þ tii; ’xiðpkÞ ¼ 0;
xiðpkÞXmiv1; limk-N pk ¼N and limk-N xiðpkÞ ¼ U : By (4.9), there exists
xkA½pk  tii; pk
 such that xiðxkÞ ¼ miv1 and xiðtÞ4miv1 for xkotppk:
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For tA½xk; pk
; integrating (4.9) from t þ s to xk we get
ln x









riðsÞ ds; tiipspxk  t:
Note that ln ½ðxi þ xiðt þ sÞÞ=ðxi þ xiðxkÞÞ
o0 for xk  tosp0: Thus,







Substituting this into the ﬁrst inequality in (4.9), we obtain
’xiðtÞ
xi þ xiðtÞ






Combining this with (4.9), we have
’xiðtÞ




   
;
xkptppk: ð4:11Þ




































¼ ða þ miv1Þ
Z pk
xk
riðsÞ ds  1
v2

























 1 mð1þ miÞa
exp v2 Ai þ lnð1 ð1 mÞv1=aÞ
v2
  





 1 mð1þ miÞa
1 v2 Ai þ lnð1 ð1 mÞv1=aÞ
v2
  
¼ a þ miv1
að1þ miÞ
a  ð1 mÞv1
v1
ln 1 ð1 mÞv1
a
 
 1þ mþ Aið1 mÞð1þ miÞv1




























þ ð1 mÞðmþ miÞ
2að1þ miÞ
 














In the above third inequality, we have used the following inequality:



















a  ð1 mÞv1 1
1 m
2a
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pð1 mÞ2 ð3þ mþ 4miÞ
2
8að1þ miÞ2




























riðsÞ dspAi: Choose lkAðxk; pkÞ such thatR pk
lk
riðsÞ ds ¼  1v2 lnð1 ð1 mÞv1=aÞ: Then by (2.2) and (4.11),
ln
a þ xiðpkÞ















































riðsÞ ds  1 m
að1þ miÞ




   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pAiv2 þ ða  v1Þ
Z pk
lk
riðsÞ ds  ð1 mÞða þ miv1Þ
að1þ miÞ
¼ Aiv2  1ð1þ miÞv1
ða  v1Þ ln 1 ð1 mÞv1
a
 





ð1 mÞ þ 1 m
2
2a





 ð1 mÞða þ miv1Þ
að1þ miÞ
p Aið1þ miÞ 
ð1 mÞð1þ mþ 2miÞ
2að1þ miÞ
 











Combining Cases 2.1 with 2.2, we have prove that
ln
a þ xiðpkÞ
a þ mv1 p
1 m
a




1; k ¼ 1; 2;y :










This shows that (4.6) holds. Next, we will prove that (4.7) holds as well. If V ¼ 0;
then (4.7) holds naturally. In what follows, we assume that V40: Then from (4.6),
we have
Uoað1þ mÞe1m  ao2a; mUom½ða þ mVÞeð1mÞV=a  a
oVoxjpa: ð4:12Þ
Thus we may assume, without loss of generality, that V4mju1: In view of this and
(4.10), we can show that neither xjðtÞX mju1 eventually nor xjðtÞp mju1
eventually. Therefore, xjðtÞ oscillates about mju1:
Let fqkg be an increasing sequence such that qkXT þ tjj; ’xjðqkÞ ¼ 0; xjðqkÞp
mju1; limk-N qk ¼N and limk-N xjðqkÞ ¼ V : By (4.10), there exists ZkA½qk 
tjj ; qk
 such that xjðZkÞ ¼ mju1 and xjðtÞo mju1 for Zkotpqk: For tA½Zk; qk
; by
(4.10), we have
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Substituting this into the ﬁrst inequality in (4.10), we obtain
 ’xjðtÞ
xj þ xjðtÞ








Combining this with (4.10), we have
 ’xjðtÞ













rjðsÞ dspAj  1
u2
lnð1þ ð1 mÞu1=aÞ: It is easy to verify the
inequality
ða þ u1Þ ln 1þ ð1 mÞu1
a
 







From (4.14) and use the fact that mu1oa; we have














ð1 mÞð1þ mþ 2mjÞ
2að1þ mjÞ




Hence, integrating (4.13) from Zk to qk and using the above inequality, we have











ln 1þ ð1 mÞu1
a
 " #
¼ð1 mÞð3þ mþ 4mjÞ
2að1þ mjÞ














rjðsÞ ds4Aj  1u2 lnð1þ ð1 mÞu1=aÞ: Choose hkAðZk; qkÞ such that
Z hk
Zk
rjðsÞ ds ¼ Aj  1
u2




Then by (2.2), (4.13) and (4.14) we have





















rjðsÞ ds þ ða  mju1Þ
Z qk
hk















rjðsÞ ds þ ða  mju1Þ
1
u2






















þ a  mju1ð1þ mjÞu1
1þ ð1 mÞu1
a












þ a  mju1ð1þ mjÞu1
ð1 mÞu1
a





¼ ða þ u1Þ
Z hk
Zk
rjðsÞ ds  Ajða  mju1Þ þ
ð1 mÞða  mju1Þ
að1þ mjÞ
¼ ð1þ mjÞAju1 
a þ u1
ð1þ mjÞu1
ln 1þ ð1 mÞu1
a
 
þ ð1 mÞða  mju1Þ
að1þ mjÞ
p ð1þ mjÞAj 
ð1 mÞð1þ mþ 2mjÞ
2að1þ mjÞ
" #
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Combining Case 2.3 with Case 2.4, we have shown that




u1 þ ð1 mÞ
2ð1þ 2mÞ
6a2ð1þ mjÞ
u21; k ¼ 1; 2;y :
Letting k-N and e-0; we have








Note that the fact that Uo2a; we have
ða  mjUÞexp 
1 m
a





Xða  mUÞ exp 1 m
a







a  VXða  mUÞ exp 1 m
a






which implies that (4.7) holds. In view of Lemma 3.1, it follows from (4.6) and (4.7)
that U ¼ V ¼ 0: Thus, (4.2) holds. The proof is complete. &
Proof of Theorem 2.3. Let ðx1ðtÞ; x2ðtÞ;y; xnðtÞÞ be any solution of (4.1) with xi þ
xiðtÞ40 for tX0 and i ¼ 1; 2;y; n: By Lemma 3.2, there exists T40 such that
xi þ xiðtÞpexpðdi þ edi  1Þ  Di; tXT ; i ¼ 1; 2;y; n: ð4:15Þ
In view of the proof of Theorem 2.1, we only need to prove that the solution
ðx1ðtÞ; x2ðtÞ;y; xnðtÞÞ satisﬁes (4.2). Let
xiðtÞ ¼ diyiðtÞ; i ¼ 1; 2;y; n:
Then (4.1) is transformed into
’yiðtÞ ¼  riðtÞðxi þ xiðtÞÞ
"Z 0
tii







yjðt þ sÞ dnijðsÞ
#
; i ¼ 1; 2;y; n: ð4:16Þ
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djmij ; i ¼ 1; 2;y; n ð4:17Þ
and
vi ¼ lim sup
t-N
jyiðtÞj; i ¼ 1; 2;y; n: ð4:18Þ
We shall show that v1 ¼ v2 ¼? ¼ vn ¼ 0: Without loss of generality, assume that
v1 ¼ maxfvj: j ¼ 1; 2;y; ng40: Then there are two possible cases.
Case 1: ’y1ðtÞ is sign-deﬁnite eventually. In this case, the limit c1  limt-N y1ðtÞ
exists and c1X d11 x1: For the sake of simplicity, it is harmless assuming that
























































It follows from (2.1) and (4.19) that v1 ¼ 0; which is a contradiction. If c1 ¼ d11 x1;
then ’y1ðtÞp0 for tXT and v1 ¼ c1: By (DD2), there exists e40 such that ðv1 þ
eÞm1ov1  2e: For the given e; by (4.18) and v1 ¼ maxfvj: j ¼ 1; 2;y; ng40; we can
choose T14T such that
y1ðt  t11Þo v1 þ e and yjðt  t1jÞov1 þ e; tXT1: ð4:20Þ
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Hence, from (4.16) and (4.20), we have
 ’y1ðtÞ ¼ r1ðtÞðx1 þ x1ðtÞÞ
Z 0
t11








yjðt þ sÞ dn1jðsÞ
#
p r1ðtÞðx1 þ x1ðtÞÞ½v1 þ eþ m1ðv1 þ eÞ

p  er1ðtÞðx1 þ x1ðtÞÞ
o 0; tXT1:
This contradicts to the fact that  ’yiðtÞX0 for tXT :
Case 2: ’y1ðtÞ is oscillatory. For any eAð0; ð1 m1Þv1=ð1þ m1ÞÞ; there exist
T24T þmaxftij : i; j ¼ 1; 2;y; ng and a sequence ftkg with tk4T2 such that
tk-N; jy1ðtkÞj-v1 as k-N; j ’y1ðtkÞj ¼ 0; jy1ðtkÞj4v1  e; k ¼ 1; 2;y
and
jyjðtÞjov1 þ e for tXT2 maxftij : i; j ¼ 1; 2;y; ng; j ¼ 1; 2;y; n:
We only consider the case when jy1ðtkÞj ¼ y1ðtkÞ (the case when jy1ðtkÞj ¼ y1ðtkÞ is


















y1ðtk þ sÞ dn11ðsÞpm1ðv1 þ eÞ;
which, together with the fact y1ðtkÞ4m1ðv1 þ eÞ implies that there exists a xkA½tk 
t11; tkÞ such that y1ðxkÞ ¼ m1ðv1 þ eÞ and y1ðtÞ4m1ðv1 þ eÞ for xkotptk: Hence from
(4.15) and (4.16), we have
’y1ðtÞp r1ðtÞðx þ x1ðtÞÞ 
Z 0
t11
y1ðt þ sÞ dn11ðsÞ þ m1ðv1 þ eÞ
 
p r1ðtÞD1ð1þ m1Þðv1 þ eÞ; tXT2: ð4:21Þ
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By (4.21) and the fact that y1ðtÞ4m1ðv1 þ eÞ for xkotptk; we have





Substituting this into the ﬁrst inequality in (4.21), we obtain




Combining this and (4.21), we have



















We will show that
y1ðtkÞ  y1ðxkÞpyðv1 þ eÞ: ð4:24Þ
To this end, we consider the following three subcases:
Case 2.1: m1o1=3 and D1
R tk
xk
r1ðsÞ dsp1: In this case, by (4.22) we have
y1ðtkÞ  y1ðxkÞ
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¼ ð1þ m1Þðv1 þ eÞ d1D21
Z tk
xk


















¼ yðv1 þ eÞ:
Case 2.2: m1o1=3 and D1
R tk
xk




r1ðsÞ ds ¼ 1: Then by (4.22) we have
y1ðtkÞ  y1ðxkÞ
pD1ð1þ m1Þðv1 þ eÞ
Z Zk
xk






































¼ ð1þ m1Þðv1 þ eÞ d1D21
Z tk
Zk













¼ yðv1 þ eÞ:
Case 2.3: m1X1=3: In this case,
R tk
xk
r1ðsÞ dspd1 hence, by (4.22) we have
y1ðtkÞ  y1ðxkÞ
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¼ ð1þ m1Þðv1 þ eÞ d1D21
Z tk
xk









ð1þ m1Þðv1 þ eÞðd1D1Þ2
¼ yðv1 þ eÞ:
Cases 2.1–2.3 show (4.24) holds. Let e-0 in (4.24). Then we conclude that v1ov1:
This is also a contradiction. The proof is complete. &
Proof of Theorem 2.4. Let ðx1ðtÞ; x2ðtÞ;y; xnðtÞÞ be any solution of (4.1) with xi þ
xiðtÞ40 for tX0: By Lemma 3.2, there exists T40 such that (4.15) holds for tXT :
We will divide two cases to prove (4.2) holds.
Case 1:
R 0




tij xjðt þ sÞ dnijðsÞ; i ¼ 1; 2;y; n are all
non-oscillatory. In this case, ’xiðtÞ; i ¼ 1; 2;y; n are all sign-deﬁnite eventually which
implies that xiðtÞ; i ¼ 1; 2;y; n are monotonous eventually. For the sake of
simplicity, it is harmless assuming that ’xiðtÞX0; tXT or ’xiðtÞp0; tXT : By Lemma
3.2, we have xiðtÞ-ci as t-N and xi þ ciX0 for i ¼ 1; 2;y; n: Set
I1 ¼ fi: ci4 xi g and I2 ¼ fi: ci ¼ xi g:
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If ciAI2; then ’xiðtÞp0 for tXT : For any given e40; there exists T14T such that
xjðt  tijÞocj þ e; tXT1; j ¼ 1; 2;y; n: ð4:26Þ
Hence, from (4.1) and (4.26), we have
 ’xiðtÞ
¼ riðtÞðxi þ xiðtÞÞ
Z 0
tii






xjðt þ sÞ dnijðsÞ
" #





























bij jcjjp0; i ¼ 1; 2;y; n: ð4:28Þ
Since the matrix B is an M-matrix, hence, from (4.28), we easy conclude that c1 ¼
c2 ¼? ¼ cn ¼ 0:
Case 2: At least one of
R 0




tij xjðt þ sÞ dnijðsÞ; i ¼
1; 2;y; n is oscillatory. Set
Ui ¼ lim sup
t-N
jxiðtÞj; i ¼ 1; 2;y; n:
By Lemma 3.2, 0pUioN; i ¼ 1; 2;y; n: It sufﬁces to prove that U1 ¼ U2 ¼? ¼
Un ¼ 0: Without loss of generality, assume that
R 0
tii xiðt þ sÞ dniiðsÞ þP
jai mij
R 0
tij xjðt þ sÞ dnijðsÞ; i ¼ 1; 2;y; k are oscillatory and
R 0
tii xiðt þ sÞ dniiðsÞ þP
jai mij
R 0
tij xjðt þ sÞ dnijðsÞ; i ¼ k þ 1; k þ 2;y; n are non-oscillatory. Then it
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follows from (4.1) that ’xiðtÞ; i ¼ 1; 2;y; k are oscillatory and
’xiðtÞ is nonoscillatory and lim
t-N
jxiðtÞj ¼ Ui; i ¼ k þ 1;y; n: ð4:29Þ
Hence, for any given sufﬁciently small e40; there exist k sequences ftimg; i ¼
1; 2;y; k with tim  tij4T such that
tim-N; jxiðtimÞj-Ui as m-N; jxiðtimÞj4Ui  e;
j ’xiðtimÞj ¼ 0; jxiðtÞjoUi þ e for tXt1; i ¼ 1; 2;y; k;
(
ð4:30Þ
and jxiðtÞjoUi þ e for tXt1; i ¼ k þ 1;y; n; where t1 ¼ minfti1: i ¼ 1; 2;y; kg:
We can assume jxiðtimÞj ¼ xiðtimÞ (if necessary, we use xiðtÞ instead of xiðtÞ and mij














xiðtim þ sÞ dniiðsÞp
X
jai





mijðUj þ eÞ; i ¼ 1; 2;y; k: ð4:32Þ









i =ð2 d2i D2i Þ if diDio1;
2eð2diDi  1Þ=ð3 2diDiÞ if diDiX1;
(
i ¼ 1; 2;y; k: ð4:33Þ
If xiðtimÞpbi; then (4.33) obviously holds. If xiðtimÞ4bi; then by (4.31) there exists
ximA½tim  tii; tim
 such that xiðximÞ ¼ bi and xiðtÞ4bi for ximotptim: From (4.1) we
have
’xiðtÞp riðtÞðxi þ xiðtÞÞ 
Z 0
tii
xiðt þ sÞ dniiðsÞ þ bi
 
p riðtÞDi½ðUi þ eÞ þ bi
; tXT2 ¼ t1 þ t; ð4:34Þ
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where t ¼ ftij: i; j ¼ 1; 2;y; ng: By (4.34) and the fact that xiðtÞ4bi for ximotptim;
we have




riðuÞ du; ximptptim; tiipsp0:
Substituting this into the ﬁrst inequality in (4.34), we obtain





Combining this and (4.34), we have







We consider the following three subcases:
Case 2.1: diDip1: In this case, by (2.4) and (4.35) we have
xiðtimÞ  xiðximÞ





















































i ½xiðtimÞ þ bi þ 2e
:
Case 2.2: diDi41 and Di
R tim
xim
riðsÞ dsp1: In this case, by (2.4) and (4.35) we have
xiðtimÞ  xiðximÞ
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p1
2




ð2diDi  1Þ½xiðtimÞ þ bi þ 2e
:
Case 2.3: diDi41 and Di
R tim
xim





riðsÞ ds ¼ 1: Then by (2.4) and (4.35) we have
xiðtimÞ  xiðximÞ




























































ð2diDi  1Þ½xiðtimÞ þ bi þ 2e
:




















mijðUj þ eÞ þ
2eð2diDi  1Þ
3 2diDi if diDiX1:




bijUjp0; i ¼ 1; 2;y; k: ð4:36Þ
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On the other hand, from (4.1) and (4.29), we see that the limit ci ¼ limt-N xiðtÞ
exists and ciX xi for i ¼ k þ 1;y; n: If ci4 xi ; then for large T34T ;




























































If ci ¼ xi ; then ’xiðtÞp0 for tXT and ci ¼ Ui: For any given e40; there exists
T44T such that
xiðt  tiiÞo Ui þ e; and xjðt  tijÞoUj þ e; tXT4: ð4:38Þ
Hence, from (4.1) and (4.38), we have
 ’xiðtÞ
¼ riðtÞðxi þ xiðtÞÞ
Z 0
tii






xjðt þ sÞ dnijðsÞ
" #




































bijUjp0; i ¼ k þ 1;y; n: ð4:40Þ
By (4.36) and (4.40), and by using the fact that B is an M-matrix, we have U1 ¼
U2 ¼? ¼ Un ¼ 0: Hence, the proof is complete. &
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