Abstract. We study the structure of multiple correlation sequences defined by measure preserving actions of commuting transformations. When the iterates of the transformations are integer polynomials we prove that any such correlation sequence is the sum of a nilsequence and an error term that is small in uniform density; this was previously known only for measure preserving actions of a single transformation. We then use this decomposition result to give convergence criteria for multiple ergodic averages involving iterates that grow linearly, and prove the rather surprising fact that for such sequences, convergence results for actions of commuting transformations follow automatically from the special case of actions of a single transformation. Our proof of the decomposition result differs from previous works of V. Bergelson, B. Host, B. Kra, and A. Leibman, as it does not rely on the theory of characteristic factors. It consists of a simple orthogonality argument and the main tool is an inverse theorem of B. Host and B. Kra for general bounded sequences.
Introduction and results

Main result. A multiple correlation sequence is a sequence of the form
where (X, X , µ, T 1 , . . . , T ℓ ) is a system 1 , f 1 , . . . , f ℓ ∈ L ∞ (µ), and n 1 , . . . , n ℓ ∈ Z. The study of the limiting behavior of averages of such sequences, where the iterates are restricted on certain subsets of Z ℓ , has been an indispensable tool in ergodic Ramsey theory and in particular in proving various far reaching extensions of Szemerédi's theorem on arithmetic progressions. Although the precise structure of the multiple correlation sequences is unknown even when n 1 = · · · = n ℓ = n, there is a widespread belief that modulo negligible terms the building blocks are sequences with algebraic structure.
Definition. For ℓ ∈ N, an ℓ-step nilsequence is a sequence of the form (F (g n Γ)) where X = G/Γ is a homogeneous space of an ℓ-step nilpotent Lie group G that is connected and simply connected, g ∈ G, and F ∈ C(X). A 0-step nilsequence is a constant sequence.
In the case where T 1 = T , T 2 = T 2 ,. . ., T ℓ = T ℓ , following the discovery of explicit characteristic factors with algebraic structure for some closely related multiple ergodic averages, V. Bergelson, B. Host, and B. Kra proved the following beautiful result:
Theorem ([5, Theorem 1.9]). For ℓ ∈ N, let (X, X , µ, T ) be an ergodic system and f 1 , . . . , f ℓ ∈ L ∞ (µ) be functions with f i ∞ ≤ 1. Then we have the decomposition T n f 1 · . . . · T ℓn f ℓ dµ = a st (n) + a er (n), n ∈ N, where (i) (a st (n)) is an (ℓ − 1)-step nilsequence with a st ∞ ≤ 1; (ii) lim N −M →∞ This result was extended by A. Leibman to cover the case of polynomial iterates in [12] and to not necessarily ergodic transformations in [13] . All these results rely in an essential way on the fact that characteristic factors for some suitable multiple ergodic averages are inverse limit of nilsystems. This is no longer true in the case of actions of commuting transformations and a similar approach has so far proven inadequate for the task at hand. In fact, minimal characteristic factors in this more general setup are known to be extremely complex (for related work in this direction see [2, 3] ) and this has raised suspicions that a decomposition result for correlation sequences involving actions of commuting transformations should involve more exotic sequences than nilsequences. Our main result shows that this is not so; modulo error terms that are small in uniform density, multiple correlation sequences involving commuting transformations are nilsequences. Theorem 1.1. For ℓ ∈ N, let (X, X , µ, T 1 , . . . , T ℓ ) be a system and f 1 , . . . , f ℓ ∈ L ∞ (µ) be functions with f i ∞ ≤ 1. Then for every ε > 0 we have the decomposition
Remark. Our method also gives that for given ℓ, m ∈ N and polynomials p i,j ∈ Z[t], i = 1, . . . , ℓ, j = 1, . . . , m, there exists k ∈ N, depending only on ℓ, m and the maximum degree of the polynomials p i,j , such that for every system (X, X , µ,
where (a st (n)) is a k-step nilsequence with a st ∞ ≤ 1, a er satisfies (ii), and the product of transformations stands for composition of transformations.
Our argument does not rely on the theory of characteristic factors and is rather versatile. The idea that starts the proof comes from answering the following natural question: "Can a multiple correlation sequence as in (1) be asymptotically orthogonal to all (ℓ − 1)-step nilsequences?". On the one hand, using an inverse theorem of B. Host and B. Kra (see Theorem 2.1), one gets that any such sequence has to be U ℓ -uniform. On the other hand, by successively applying van der Corput's lemma one sees that a sequence of the form (1) is asymptotically orthogonal to all U ℓ -uniform sequences. Hence, any sequence that provides a positive answer to our question has to be asymptotically orthogonal to itself, that is, has to converge to 0 in density.
With this idea in mind, we proceed to prove our main result as follows: Starting from a sequence as in (1), we consider the (ℓ − 1)-step nilsequence, call it a st , that lies "closest" to it with respect to the semi-norm · 2 defined in (3). Then a er := a − a st will be asymptotically orthogonal to all (ℓ − 1)-step nilsequences, and arguing as before, we get that a st and a er have the asserted properties. A slight complication is caused because for ℓ ≥ 2 the space of (ℓ − 1)-step nilsequences is not · 2 -complete; this is the reason why we are led to an error term a er that is small, but not zero, in uniform density. For our argument to work we also have to make sure that various limits of uniform Cesàro averages exist; to guarantee this, we use a mean convergence result of M. Walsh [16] .
1.2. A more general framework. It turns out that Theorem 1.1 is a manifestation of a more general principle which asserts that if a sequence is asymptotically orthogonal to all U ℓ -uniform sequences and satisfies some necessary regularity conditions, then it admits a decomposition like the one in Theorem 1.1. To make this more precise we introduce some notation (see Section 2.1 for the definition of the uniformity seminorms).
Definition. Let ℓ ∈ N. We say that the bounded sequence a : N → C is (i) ℓ-anti-uniform if there exists C := C(ℓ, a) such that lim sup
exist for every (ℓ − 1)-step nilsequence (ψ(n)). Theorem 1.2. For ℓ ∈ N let a : N → C be a sequence with a ∞ ≤ 1 that is ℓ-antiuniform and ℓ-regular. Then for every ε > 0 we have the decomposition
It can be seen that the anti-uniformity and the regularity conditions are also necessary for such a decomposition result to hold. We also remark that Theorem 1.2 fails if we use standard Cesàro averages to define the notions of anti-uniformity and regularity. The sequence a(n) := e 2πi √ n , n ∈ N, illustrates this. The same sequence shows that property
(ii) cannot be inferred from property (i) ((a(n)) is 2-anti-uniform but not 1-regular).
1.3.
Applications. On ℓ ∞ we define the seminorm · 2 by
For ℓ ∈ N we consider the following subspaces of ℓ ∞ :
Note that in the definition of B ℓ and C ℓ we consider all possible measure preserving systems. It is a rather striking fact that, modulo sequences that are small in uniform density, these three subspaces of ℓ ∞ coincide.
Theorem 1.3. For every ℓ ∈ N we have
where the closure is taken with respect to the seminorm · 2 .
2 To see that the space A ℓ is linear, let (Fi(g n i Γi)), i = 1, 2, be two ℓ-step nilseqences. Then their sums is equal to (F (g n Γ)) where X := X1 × X2, Γ := Γ1 × Γ2, F (x1, x2) := F1(x1) + F2(x2), and g := (g1, g2). 3 To see that the space B ℓ is linear, let a, b ∈ B ℓ be defined by the systems (Xi, Xi, µi, Ti) and the functions f i 1 , . . . , f i ℓ , i = 1, 2. Then c := (a + b)/2 is also a multiple correlation sequence defined by the system (X, X , µ, T ), where X = X1 ∪ X2 (considered as disjoint subsets) with the corresponding σ-algebra X , µ := (µ1 + µ2)/2, T equals T1 on X1 and T2 on X2, and fi := f
It is not hard to see that the first equality fails if we consider closures with respect to the · ∞ norm. The second equality may still hold under such circumstances but this is not something we can prove with the methods so far developed.
The next two results illustrate some rather surprising principles: (i) convergence results for actions of a single transformation automatically imply stronger convergence results for actions of commuting transformations; and (ii) convergence results involving linear iterates automatically imply stronger convergence results involving polynomial iterates. Theorem 1.4. Let (r n ) be a strictly increasing sequence of integers such that r n = O(n). 4 Then for every ℓ ∈ N the following statements are equivalent:
, and for k i = ℓ!/i, i = 1, . . . , ℓ, the following limit exists
In the previous result we have established an equivalence for every fixed ℓ ∈ N, in the next result we need to know that a certain property is known for every ℓ ∈ N in order to establish an equivalence (this is needed for the equivalence of (ii) and (iii)). Theorem 1.5. Let (r n ) be a strictly increasing sequence of integers such that r n = O(n). Then the following statements are equivalent:
(ii) For every ℓ ∈ N, system (X, X , µ, T ), and functions f 1 , . . . , f ℓ ∈ L ∞ (µ), the following limit exists 
n=M and the growth assumption on (r n ) with the assumption that the range of this sequence has positive lower Banach density. Furthermore, the same method can be used to prove convergence criteria for weighted averages where for a given bounded sequence of complex numbers (w n ) one takes r n = n and replaces in (i)-(iii) of Theorems 1.4 and 1.5 the averages a(n) .
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Proofs of results
2.1. Uniformity seminorms and the Host-Kra inverse theorem. We give a slight variant of the uniformity seminorms defined by B. Host and B. Kra in [9] .
Definition. Let ℓ ∈ N and a : N → C be a bounded sequence.
(i) Given a sequence of intervals I = (I N ) with lengths tending to infinity, we say that the sequence (a(n)) is distributed regularly along I if the limit
exists for every r ∈ N and h 1 , . . . , h r ∈ N, where a i is either a orā. (ii) If I is as in (i) and (a(n)) is distributed regularly along I, we define inductively
and for ℓ ≥ 2 (it is shown in [9, Proposition 4.3] that all limits below exist)
where σ h is the shift transformation defined by (σ h a)(n) := a(n + h). (iii) If (a(n)) is a bounded sequence we let
where the sup is taken over all sequences of intervals I with lengths tending to infinity along which the sequence (a(n)) is distributed regularly.
B. Host and B. Kra proved in [9] that · U ℓ (N) is a seminorm on ℓ ∞ . Furthermore, using the main structural result in [10] they proved the following inverse theorem that is a key ingredient in the proof of Theorem 1.2: 
It is crucial that the seminorms were defined using uniform and not standard Cesàro averages as in the latter case it is shown in [9, Paragraph 2.4.3] that the corresponding inverse theorem fails. For standard Cesàro averages a finitary inverse theorem was proved in [7] but it does not seem to have an infinitary variant that is useful for our purposes. 5 The property ψ ∞ ≤ 1 is not mentioned explicitly in [9, Theorem 2.16], but one can easily extract it from its proof.
Proof of Theorem 1.2.
Let ℓ ∈ N and (a(n)) be an ℓ-regular and ℓ-anti-uniform sequence with a ∞ ≤ 1. We define Y := (ψ(n)) : ψ is an (ℓ − 1)-step nilsequence and X := span{Y, a}. On X × X we define the bilinear form f, g := lim
Note that the limit exists for f, g ∈ X; this is the case if f or g is equal to a because of our regularity assumption, and when both f and g are in Y because limits of uniform Cesàro averages of nilsequences exist [11, 14] . This bilinear form induces the seminorm
This is the restriction on X of the seminorm (3) defined on ℓ ∞ . Let ε > 0. There exists y 0 ∈ Y such that
and C := C(ℓ, a) is the constant determined by our ℓ-anti-uniformity assumption on a.
We can assume that C ≥ 1. Furthermore, we can assume without loss that
Indeed, let y 0 := (F (g n Γ)) where X = G/Γ is a nilmanifold, g ∈ G, and F ∈ C(X). Then the sequenceỹ 0 := (F (g n Γ)), whereF := F · 1 |F |≤1 + e 2πi arg(F ) · 1 |F |≥1 ∈ C(X), is a nilsequence, ỹ 0 ∞ ≤ 1, and as a ∞ ≤ 1 we get that |a(n) −ỹ 0 (n)| ≤ |a(n) − y 0 (n)| for every n ∈ N, hence a −ỹ 0 2 ≤ a − y 0 2 . It follows from (4) that for every y ∈ Y we have
Re( a − y 0 , y ) ≤ δ for every y ∈ Y with y 2 ≤ 1. Inserting −y and ±iy in place of y we deduce that (7) sup
Since the set {y ∈ Y : y 2 ≤ 1} contains all (ℓ − 1)-step nilsequences that are bounded by 1, we deduce from Theorem 2.1 that
We let a st := y 0 , a er := a − y 0 . Then a = a st + a er and (a st (n)) is an (ℓ − 1)-step nilsequence with a st ∞ ≤ 1 by (6). Since a is ℓ-antiuniform we get using (8) and the definition of δ in (5) that
Furthermore, (7) gives | a st , a er | ≤ ε/2.
Combining the last two estimates we deduce that a er 2 2 = a er , a er ≤ | a, a er | + | a st , a er | ≤ ε. This completes the proof of Theorem 1.2.
2.3.
Proof of Theorem 1.1. In view of Theorem 1.2, it suffices to prove that for every ℓ ∈ N the sequence a : N → C defined by
is ℓ-anti-uniform and ℓ-regular. Similar properties hold for more general sequences involving polynomial iterates; we are going to explain the minor modifications needed to handle this more general case at the end of this subsection.
2.3.1. Anti-uniformity. Throughout, we can and will assume that f i ∞ ≤ 1 for i = 1, . . . , ℓ. The ℓ-anti-uniformity follows by successive applications of the following Hilbert space variant of van der Corput's estimate (for a proof see [4] 
It suffices to show that for every ℓ ∈ N and every sequence of intervals I := (I N ) with lengths tending to infinity, any sequence (a(n)) given by (9) satisfies lim sup
for every b ∈ ℓ ∞ . Using a diagonal argument and passing to a subsequence of (I N ) (if necessary) we can and will assume that the sequence (b(n)) is distributed regularly along the sequence I. It suffices to establish that for any sequence (a(n)) as in (9) and any b ∈ ℓ ∞ that is distributed regularly along a sequence of intervals I, we have
We prove this by induction on ℓ. For ℓ = 1 the sequence (a(n)) is constant and the result holds trivially. Suppose that ℓ ≥ 2 and the statement holds for ℓ − 1. Let
Composing with T −n ℓ , using the Cauchy-Schwarz inequality, and then Lemma 2.2 (on the space L 2 (µ)), we deduce that the square of the left hand side in (10) is bounded by (11) lim sup
A simple computation gives that 1
wheref j,h =T h j f j ·f j for j = 1, . . . , ℓ − 1. Note that the mapsT 1 , . . . ,T ℓ−1 commute, and for h ∈ N the sequence (b(n + h)b(n)) is distributed regularly along I and f j,h ∞ ≤ 1 for j = 1, . . . , ℓ − 1. Using the induction hypothesis and the defining property of the seminorms we can bound the right hand side in (11) by 16 times
where (σ h b)(n) := b(n + h). Taking square roots we get the asserted estimate.
2.3.2.
Regularity. Let ℓ ∈ N. To prove that (a(n)) is ℓ-regular we use a known mean convergence result for multiple ergodic averages and Proposition 2.4 below. 6 We start with the following result of B. Green and T. Tao:
Then there exists a continuous map P : X ℓ → X such that
The result in [6, Lemma 14.2] gives P (x, hx, h 2 x, . . . , h ℓ−1 x) = h ℓ x. Inserting h −ℓ x in place of x, then h −1 in place of h, and rearranging coordinates, gives (12).
Proposition 2.4. For ℓ ∈ N, let (ψ(n)) be an (ℓ − 1)-step nilsequence. Then for every ε > 0 there exists a system (X, X , µ, T ) and functions f 1 , . . . , f ℓ ∈ L ∞ (µ), such that the sequence
where k i := ℓ!/i for i = 1, . . . , ℓ, satisfies
Remark. To prove a variant of this result that uses the integers i in place of k i , i = 1, . . . , ℓ, one needs to prove a variant of Lemma 2.3 that establishes in place of (12) the identity P (h k 1 x, h k 2 x, . . . , h k ℓ x) = x. We do not need this and will not pursue this here.
Proof. Let ε > 0 and ψ(n) := F (g n Γ)
where X = G/Γ is an (ℓ − 1)-step nilmanifold, F ∈ C(X), and g ∈ G. Using Lemma 2.3 with x := g n Γ, h := g m , m, n ∈ N, we get that there exists a continuous map P :
Let g 0 ∈ G be such that g ℓ! 0 = g (such a g 0 exists since G is divisible) and for i = 1, . . . , ℓ let g i := g i 0 .
Applying (14) with g 0 in place of g and ℓ!n (a multiple of n is needed that is divisible by all the coefficients of m that appear in (14) ) in place of n we get
whereF := F • P ∈ C(X ℓ ). Averaging over m ∈ N we get (the limit exists by [11] )
SinceF can be approximated uniformly by linear combinations of functions of the form f 1 ⊗ · · · ⊗f ℓ , where for i = 1, . . . , ℓ the functionf i ∈ C(X ℓ ) depends only the coordinate 6 An alternate way to proceed is to uniformly approximate the function defining the nilsequence by a linear combination of dual functions [9, Proposition 5.7] ; for the resulting "dual" sequence (d(n)) the method of M. Walsh [16] applies directly to prove convergence of the averages
n=M a(n)d(n) as dual sequences "cancel out" after finitely many iterations of the differencing operation used in [16] .
x i , we get that (ψ(n)) can be approximated in the · ∞ norm within ε by a linear combination of sequences (a(n)) of the form (15) a(n) := lim
It is known (see [11] for example) that the limit in (15) is equal to
whereỸ is the subnilmanifold ofX defined by the closure of the set {g mΓ : m ∈ N}. This proves that the sequence (a(n)) has the form (13). Since linear combinations of sequences of the form (13) still have the form (13) (see footnote 3) the proof is complete.
Next we verify that if (a(n)) is as in (9), then it is ℓ-regular for every ℓ ∈ N. Note that
where for i = 1, . . . , ℓ,T i := T i ×T i acts on X×X with measureμ := µ×µ, andf i = f i ⊗f i for i = 1, . . . , ℓ. As a consequence, convergence of the averages
n=M |a(n)| 2 as N − M → ∞ follows from a mean convergence result of M. Walsh [16] . 7 Furthermore, in view of Proposition 2.4, in order to check that the limit lim N −M →∞
n=M a(n)ψ(n) exists for every (ℓ − 1)-step nilsequence (ψ(n)), it suffices to check that the limit (16) lim
exists for every sequence (b(n)) of the form S k 1 n g 1 ·. . .·S k ℓ n g ℓ dν , where k 1 , . . . , k ℓ ∈ N, (Y, Y, ν, S) is a system, and g 1 , . . . , g ℓ ∈ L ∞ (ν). This follows again from the convergence result of M. Walsh [16] (or [1] ) applied to the transformationsT i := T i × S k i acting on X × Y with the measureμ := µ × ν and the functionsf i := f i ⊗ g i ∈ L ∞ (μ), i = 1, . . . , ℓ.
Extension to polynomial iterates.
The more general case mentioned in the remarks after Theorem 1.1 involving polynomial iterates can be handled in a similar manner modulo appropriate known results. To verify k-anti-uniformity for some k ∈ N that depends only on ℓ, m and the maximum degree of the polynomials p i,j , one has to make successive uses of Lemma 2.2 and apply an induction technique, often called PET induction, introduced by V. Bergelson in [4] . The details are very similar to those in the proof of [8, Lemma 3.5] and so we omit them.
To check for regularity, we can argue as in the case of linear iterates, using the convergence result of M. Walsh [16] for averages of expressions of the form (2) . At the very last step one needs to verify that if (a(n)) is as in (2), then the limit (16) exists for every sequence (b(n)) of the form S k 1 n g 1 · . . . · S krn g r dν, where r ∈ N is arbitrary, k 1 , . . . , k r ∈ N, (Y, Y, ν, S) is a system, and g 1 , . . . , g r ∈ L ∞ (ν). The only change needed is to use Walsh's convergence result for the ℓ + r commuting measure preserving transformations T i × id, i = 1, . . . , ℓ, and id × S k j , j = 1, . . . , r, acting on X × Y with the measureμ := µ × ν, and the functions f i ⊗ 1, i = 1, . . . , ℓ and 1 ⊗ g j , j = 1 . . . , r. If the polynomial iterates are chosen appropriately, one verifies that a(n)b(n) is also a multiple correlation sequence with polynomial iterates, hence, by Walsh's convergence result [16] , the limit (16) exists. 7 In fact, for this case of linear iterates it suffices to use the strengthening of a convergence result of T. Tao [15] that was proved by T. Austin [1] and applies to uniform Cesàro averages.
2.3.4.
Further extensions. Lastly, we remark that essentially the same argument can be used to cover the case where the transformations T 1 , . . . , T ℓ generate a nilpotent group; the only extra difficulty occurs in proving k-anti-uniformity for some k ∈ N that depends also on the degree of nilpotency of the group generated by T 1 , . . . , T ℓ . In this case, the PET induction is somewhat more complicated, but can be handled by modifying the PET induction used in [8, Lemma 3.5] The same argument applies for the extensions mentioned after Theorem 1.5 related to uniform and weighted Cesàro averages.
