Abstract. We introduce a new construction of E 0 -semigroups, called generalized CCR flows, with two kinds of descriptions: those arising from sum systems and those arising from pairs of C 0 -semigroups. We get a new necessary and sufficient condition for them to be of type III, when the associated sum system is of finite index. Using this criterion, we construct examples of type III E 0 -semigroups, which can not be distinguished from E 0 -semigroups of type I by the invariants introduced by Boris Tsirelson. Finally, by considering the local von Neumann algebras, and by associating a type III factor to a given type III E 0 -semigroup, we show that there exist uncountably many type III E 0 -semigroups in this family, which are mutually non-cocycle conjugate.
Introduction
An E 0 -semigroup is a weakly continuous semigroup of unital * -endomorphisms on B(H), the algebra of all bounded operators on a separable Hilbert space H. E 0 -semigroups are classified into three broad categories, namely type I, II, and III, depending upon the existence of intertwining semigroups called units. William Arveson completely classified the E 0 -semigroups of type I, by showing that the CCR flows exhaust all the type I E 0 -semigroups, up to the identification of cocycle conjugacy ( [5] ). But the theory of E 0 -semigroups belonging to type II and type III remained mysterious for quite some time. There is no hope of completely classifying the whole class of E 0 -semigroups even now, basically due to the presence of type II and type III examples.
For quite sometime there were essentially only one example for each type II and type III E 0 -semigroups, due to R. T. Powers ([14] , [15] ). In this context Boris Tsirelson produced uncountable families of both type II and type III E 0 -semigroups by using measure type spaces arising from several models in probability theory ( [18] ). It is equivalent to study the product systems of Hilbert spaces, a complete invariant introduced by Arveson, in order to understand the associated E 0 -semigroups. Tsirelson basically produced uncountable families of both type II and type III product systems of Hilbert spaces.
Tsirelson's construction of type III product systems uses off white noises, which are Gaussian generalized (i.e. distribution valued) processes with a slight correlation between "past and future". After discussing Tsirelson's results, Arveson concludes his book ( [5] ) by saying, 'It is clear that we have not achieved a satisfactory understanding of the existence of 'logarithms' in the category of product systems.' This was clarified for Tsirelson's type III examples in [6] from the viewpoint of operator algebras. Inspired by the results of Tsirelson, a purely operator algebraic construction of Tsirelson's type III examples was provided in [6] . They were called as 'product systems arising from sum systems'. In particular, a dichotomy result about types was proved in [6] , namely, it was proved that the product system arising from a divisible sum system is either of type I or of type III. A sum system is said to be divisible if it has sufficiently many real and imaginary addits (called additive cocycles in [6] ).
On the other hand, motivated by Tsirelson's construction of type III examples, a class of C 0 -semigroups acting on L 2 (0, ∞), which are Hilbert-Schmidt perturbations of the unilateral shift semigroup, was investigated in [10] . Description of such semigroups in terms of analytic functions on the right-half plane was given and several examples were constructed.
In this paper we discuss the consequences of these developments. First we describe the E 0 -semigroups associated with the above mentioned product systems arising from sum systems. This would generalize the simplest kind of E 0 -semigroups called CCR flows. These generalized CCR flows are given by a pair of C 0 -semigroups. By studying the product system we get a new necessary and sufficient condition for the E 0 -semigroup to be of type III, when the associated sum system is of finite index. This criterion is much more powerful than the sufficient condition already proved in [6] .
Using the results proved in [10] , we compute the additive cocycles for the pairs of the shift semigroup and its perturbations, and show that the sum systems associated with them are always divisible. This class of sum systems include those coming from off white noises of Tsirelson. Then we concentrate on a special subclass of C 0 -semigroups, which give rise to new type III E 0 -semigroups. These new examples cannot be distinguished from type I E 0 -semigroups by the invariants introduced by Tsirelson, and later discussed in [6] . Let us give an intuitive explanation of this phenomenon in terms of Tsirelson's off white noise picture here. Although our examples also come from Tsirelson's off white noises, spectral density functions for them tend to 1 at infinity. This means that our off white noises are so close to white noise that Tsirelson's invariant can not work for them.
Finally, we associate a type III factor as an invariant to each of these type III E 0 -semigroups, and using that we prove that there are uncountably many examples in this family which are not cocycle conjugate to each other. Toeplitz operator plays an essential role throughout these discussions.
We end this section by reviewing some of the very basic definitions about E 0 -semigroups. For the definitions of notions related to E 0 -semigroups, such as cocycle conjugacy, index etc., we refer to [5] . A unit for an E 0 -semigroup {α t } acting on B(H) is a strongly continuous semigroup of bounded operators {T t }, which intertwines α and the identity, that is α t (X)T t = T t X, ∀ A ∈ B(H), t ≥ 0.
Product systems, a complete invariant for cocycle conjugacy introduced by Arveson, are demonstrated to be a very useful tool in studying E 0 -semigroups. For an E 0 -semigroup {α t ; t ≥ 0} these are Hilbert spaces of the intertwining operators {H t ; t ≥ 0}, defined by H t = {T ∈ B(H); α t (X)T = T X, ∀ X ∈ B(H)} with inner product T, S 1 H = S * T (see [5] ). Every notion related to E 0 -semigroups can be translated into the framework of the associated product systems. We provide here a slightly different (but equivalent) definition than originally defined in [4] and [5] . The difference is in the measurability axiom (and we do not need a separate non-triviality axiom), which is due to Volkmar Liebcher. He has also proved in [12] that any two measurable structures on a given algebraic product system give rise to isomorphic product systems, and as a consequence we get that two product systems are isomorphic if they are algebraically isomorphic. So we need not consider measurable structures while dealing with isomorphism of product systems. Definition 1.1. A product system of Hilbert spaces is an one parameter family of separable complex Hilbert spaces {H t ; t ≥ 0}, together with unitary operators U s,t : H s ⊗ H t → H s+t for s, t ∈ (0, ∞), satisfying the following two axioms of associativity and measurability.
(i) (Associativity) For any s 1 , s 2 , s 3 ∈ (0, ∞) U s 1 ,s 2 +s 3 (1 Hs 1 ⊗ U s 2 ,s 3 ) = U s 1 +s 2 ,s 3 (U s 1 ,s 2 ⊗ 1 Hs 3 ).
(ii) (Measurability) There exists a countable set H 0 of sections R ∋ t → h t ∈ H t such that t → h t , h ′ t is measurable for any two h, h ′ ∈ H 0 , and the set {h t ; h ∈ H 0 } is total in H t , for each t ∈ (0, ∞). Further it is also assumed that the map (s, t) → U s,t (h s ⊗ h t ), h ′ s+t is measurable for any two h, h ′ ∈ H 0 . Definition 1.2. Two product systems ({H t }, {U s,t }) and ({H ′ t }, {U ′ s,t }) are said to be isomorphic if there exists a unitary operator V t : H t → H ′ t , for each t ∈ (0, ∞) satisfying V s+t U s,t = U ′ s,t (V s ⊗ V t ).
Definition 1.3.
A unit for product system is a non-zero section {u t ; t ≥ 0}, such that the map t → u t , h t is measurable for any h ∈ H 0 and U s,t (u s ⊗ u t ) = u s+t , ∀s, t ∈ (0, ∞).
A product system (E 0 -semigroup) is said to be of type I, if units exists for the product system and they generate the product system, i.e. for any fixed t ∈ (0, ∞), the set
is a total set in H t , where U is the set of all units and the product is defined as the image of u
· · ·⊗u n tn in H t , under the canonical unitary given by the associativity axiom. It is of type II if units exist but they do not generate the product system. We say a product system to be of type III or unitless if there does not exist any unit for the product system.
Preliminaries and notation
In this section we fix the notation used in this paper, recall some of the results proved earlier and make a few definitions. For an operator A, we denote the range of A by Ran (A) and the kernel of A by Ker (A). We denote the identity operator on a Hilbert space H by 1 H (or simply by 1 if no confusion arises).
For a complex Hilbert space K, we denote by Γ(K) the symmetric Fock space associated with K, and by Φ the vacuum vector in Γ(K) (see [13] ). For any x ∈ K, the exponential vector of x is defined by
where x 0 = Φ. Then the set of all exponential vectors {e(x) : x ∈ K} is a linearly independent total set in Γ(K). For a unitary U ∈ B(K), we denote by Exp (U) the unitary in B(Γ(K)) given by Exp (U)e(x) = e(Ux). The Weyl operator, corresponding to an element x ∈ K, is defined by, W (x)(e(y)) = e − x 2 2 − y,x e(y + x), and W (x) extends to a unitary operator on Γ(K). The * -algebra generated by {W (x)} x∈K is called the Weyl algebra for K.
For a real Hilbert space G, we denote the complexification of G by G C . For two Hilbert spaces G 1 , G 2 , define
In the above definition and elsewhere, by invertibility we mean that the inverse is also bounded. The set S(., .) is well behaved with respect to taking inverses, adjoints, products, and restrictions (see [6] ). For two real Hilbert spaces
is a real linear, bounded, invertible map satisfying Im ( S A x, S A y ) = Im x, y for all x, y ∈ G C 1 , see [13, page 162] ). In general S A is not complex linear, unless A is unitary.
The following theorem, a generalization of Shales theorem, is used to construct the product system from a given sum system in [6] . 
where Φ 1 and Φ 2 are the vacuum vectors in Γ(G C 1 ) and Γ(G C 2 ) respectively. Conversely, for a given bounded operator A :
(ii) Suppose G 1 , G 2 , G 3 be three real Hilbert spaces, and
Proof. We only have to prove the converse part of (i). Remaining parts are already proved in [6] . For A ∈ B(G 1 , G 2 ), consider the polar decomposition of A = UA 0 , where A 0 ∈ B(G 1 ), and U ∈ B(G 1 , G 2 ) a unitary operator. Suppose there exists a unitary operator Γ(A) :
The original version of Shales theorem will imply that A 0 ∈ S(G 1 , G 1 ) (see [13, page 169] ). So we can conclude that A ∈ S(G 1 , G 2 ).
Next we define the notion of a sum system. Definition 2.2. A sum system is a two parameter family of real Hilbert spaces {G s,t } for 0 < s < t ≤ ∞, satisfying G s,t ⊂ G s ′ ,t ′ if the interval (s, t) is contained in the interval (s ′ , t ′ ), together with a one parameter semigroup {S t }, of bounded linear operators on G (0,∞) for t ∈ (0, ∞) such that
(iii) The semigroup {S t } is strongly continuous.
We say that two sum systems ({G a,b }, {S t }) and ({G ′ a,b }, {S ′ t }) are isomorphic if there exists a family of operator U t ∈ S(G 0,t , G ′ 0,t ) preserving every structure of the sum systems, (i.e) {U t } satisfies
The above definition is slightly stronger than the one given in [6] . Namely, we require here that {S t } is a C 0 -semigroup acting on the global Hilbert space G 0,∞ and axiom (ii) holds for t = ∞ also, though they were not assumed in [6] .
Given a sum system ({G s,t }, {S t }), we define Hilbert spaces H t = Γ(G C 0,t ), and unitary operators U s,t :
. It is proved in [6] that ({H t }, {U s,t }) forms a product system. Isomorphic sum systems give rise to isomorphic product systems.
Let K be a complex Hilbert space and let {S t } be the shift semigroup of
To generalize the CCR flows, we ask the following question. Let G be a real Hilbert space and H = Γ(G C ). Suppose we have two semigroups of linear operators, S t , T t : G → G for t ≥ 0. Consider the association
When can we extend this map to an E 0 -semigroup on B(H)? The continuity and the semigroup property of {α t } will immediately imply that both {S t } and {T t } have to be C 0 -semigroups. Also, α t being an endomorphism satisfies
Comparing both sides, using the canonical commutation relation, we get
which is same as saying T * t S t = 1. Assume that these conditions are satisfied. Then for α t to extend as an endomorphism of B(H), it is necessary and sufficient that α t , as a representation of the Weyl algebra, is quasi-equivalent to the defining (vacuum) representation.
The following lemma, probably well-known among specialists, gives a complete answer to the above question. For convenience of the reader, we include a proof here. Proof. Thanks to the relation T * S = 1, the above π actually gives a representation of the Weyl algebra. Since T * (resp. S * ) is a left inverse of S (resp. T ), the range of S (resp. T ) is closed and |S| (resp. |T |) is invertible.
We first claim that π is a factor representation. Let K 1 = Ran (S) and K 2 = Ran (T ), which are closed subspaces of G. Then the relation T * S = 1 implies that we have
is a factor thanks to [1, Theorem 1] . The claim implies that π is quasi-equivalent to the restriction of π to MΦ, which is unitarily equivalent to the GNS representation of the quasi-free state ω ′ (x) = π(x)Φ, Φ . Therefore to prove the statement, it suffices to show that the GNS representations of the vacuum state ω and the quasi-free state ω ′ are quasi-equivalent if and only if S − T is a Hilbert-Schmidt operator. For that we can apply well-known criteria in [3] , [7] . Note that ω and ω ′ are given by
Since we deal with Weyl operators rather than creation and annihilation operators, we use the criterion in [7] , and we first recall the notation there. Let σ(z 1 , z 2 ) = −Im z 1 , z 2 , which is a symplectic form of G C as a real vector space. Then we have the Weyl relation 2 |S| ≥ 1. Indeed, let S = U|S| and T = V |T | be the polar decomposition of S and T respectively. Then thanks to T * S = 1, we have A Q B − 1 is a HilbertSchmidt operator [7, page 190] . In the rest of the proof, the symbol ≡ means equality up to a Hilbert-Schmidt class operator. Straightforward computation yields
and so Q −1
A Q B − 1 is a Hilbert-Schmidt operator if and only if the following two relations hold:
Assume first that the equations (2.5) and (2.6) hold. Then (2.5) implies
which is equivalent to |S| −2 + |T | −2 ≡ 2. Therefore (2.5), (2.6), and this imply
Since the left-hand side is a positive operator, each term must be a Hilbert-Schmidt operator. This means that the both sides of (2. 
is a trace class operator. This shows that S − T is a Hilbert-Schmidt operator. Assume conversely that S − T is a Hilbert-Schmidt operator now. Then 0 ≡ S
is a trace class operator. Therefore a similar computation as above shows that (2.5) and (2.6) hold.
The above lemma allows us to introduce the notion of a generalized CCR flow.
Definition 2.4. Let {S t } and {T t } be C 0 -semigroups acting on a real Hilbert space G. We say that {T t } is a perturbation of {S t }, if they satisfy,
Given a perturbation {T t } of {S t }, we say that the E 0 -semigroup {α t } acting on B(Γ(G C )) given by
is a generalized CCR flow associated with the pair {S t } and {T t }.
In fact we can also show from Proposition 3.6 (see Section 3) that a pair of ({S t }, {T t }) gives rise to a generalized CCR flow if T t is a perturbation of S t .
From Section 5 onwards we will follow the notations used in [10] . We will denote by {S t } the shift semigroup of
while f, g denotes the usual complex inner product. Let H r be the right-half plane {z ∈ C : Re x > 0}. For z ∈ H r we set e z (x) = e −zx . We denote by L 
Let HD be the set of holomorphic functions M(z) on the right-half plane H r such that M(z)/(1 + z) belongs to the Hardy space H 2 (H r ) and M(z) does not belong to H 2 (H r ). Then we can associate a differential operator A M through the procedure described in [10, Sections 2 and 3] 
We denote by HD b the set of M ∈ HD such that A M generates a C 0 -semigroup, and by HD 2 the set of M ∈ HD b such that e tA M − S t is a Hilbert-Schmidt operator for all t ≥ 0, where {S t } is the shift semigroup. The semigroup {T t = e tA M } will satisfy the relation T * t S t = 1 for all t ≥ 0. Conversely for any given C 0 -semigroup T t satisfying T * t S t = 1, its generator A can be described by a M(z) ∈ HD b as above and M(z) is unique up to a non-zero scalar multiple.
On the other hand suppose
Then it is proved in [10, Section 4] that there exists a measurable function k(x, y) defined on (0, ∞) 2 and a > 0, satisfying
Conversely if K t is given by a measurable function k(x, y) as above, satisfying (2.7) and (2.8), then the C 0 -semigroup {T t = S t + K t } satisfies the above conditions (i) and (ii).
As described in [10, Section 6], Tsirelson's type III E 0 -semigroups arising from off white noises (see [18] , [19] ) are isomorphic to generalized CCR flows associated with {S t } and {T t } as above with the spectral density functions |M(iy)| 2 .
Now we describe a particular subclass of C 0 -semigroups which are perturbations of the shift. We denote x ∧ y = min{x, y}. It is proved in [10, Lemma 5 
, there exists a unique ψ and a positive real number a satisfying e a ψ ∈ L 1 (0, ∞) and
.
The following theorem is also proved in [10, Theorem 5.2].
) and ψ be defined as above. Then k(x, y) defined by
satisfies the conditions (2.7), (2.8) , and consequently gives rise to a C 0 -semigroup {T t } satisfying conditions (i) and (ii) of Definition 2.4.
We will often be using the following theorem [10, Theorem 5.3] .
) and {T t } be the C 0 -semigroup constructed from ϕ as in the above theorem, which is a perturbation of the shift. Let A M , with M ∈ HD 2 , be the generator of
, then we get a C 0 -semigroup {T t } as described above, which preserves the real functions in L 2 (0, ∞). We will show in Section 7 that the generalized CCR flows α ϕ associated with such pairs ({S t }, {T t }) is type III if and only if ϕ / ∈ L 2 (0, ∞).
In the last section we associate von Neumann algebras to bounded open sets in (0, ∞), for each E 0 -semigroup in this family. These local von Neumann algebras form an invariant for the E 0 -semigroup. For a subfamily of the above constructed E 0 -semigroups, we provide two different open sets for given two different E 0 -semigroups, whose associated von Neumann algebra is a type III factor for the first E 0 -semigroup and type I factor for the second E 0 -semigroup. This way we show that there exists an uncountable family of type III E 0 -semigroups which are mutually non-cocycle conjugate.
Sum systems and Generalized CCR flows
In this section we study the E 0 -semigroup associated with the product system constructed out of a given sum system. Fix a sum system ({G a,b }, {S t }) and let ({H t }, {U s,t }) be the product system constructed out of it. Denote G = G 0,∞ , A t = A t,∞ . For x ∈ G, define x s ∈ G 0,s , x s,t ∈ G s,t , and x t,∞ ∈ G t,∞ by the unique decomposition,
We may consider S t as a bounded linear invertible map from G onto G t,∞ . Hence (S * t ) −1 is a well-defined bounded operator from G onto G t,∞ . When there is no confusion, by misusing the notation, we consider (S
Lemma 3.1. For any y ∈ G 0,∞ , the family {S −1 t y t,∞ } t>0 converges to y, as t → 0.
Proof. We have
We claim that there exist positive numbers c and ε such that for all x ∈ G and t ∈ (0, ε) we have ||S t x|| ≥ c x . Indeed, if it were not the case, we would have a decreasing sequence {t n } ∞ n=1 of positive numbers converging to zero and a sequence {x n } ∞ n=1 in G satisfying x n = 1 such that { S tn x n } ∞ n=1 converges to zero. Note that since {S t } is a C 0 -semigroup, there exist positive constants a and b such that S t ≤ ae bt holds for all t > 0 (see [20, page 232] ). We choose s > t 1 . Then
which is a contradiction because S s is invertible as a map from G onto G s,∞ . Therefore the claim is proved, and so S −1 t is bounded when t tends to 0. On the other hand S t y converges to y by the strong continuity of the semigroup {S t } and y t,∞ converges to y (see [6, Proposition 24] ), which finishes the proof.
, and therefore
Hence for any x, y ∈ G,
So {T t } forms a semigroup. Now equation (3.1), thanks to Lemma 3.1, will imply that the semigroup {T t } is weak and hence strongly continuous (see [20, page 233] ). So {T t } forms a C 0 -semigroup.
We say that the pair ({S t }, {T t }) is associated with the sum system (G a,b , S t ).
The E 0 -semigroup associated with the product system (H t , U s,t ) can be described in terms of these two semigroups, {S t } and {T t } as follows. Let H = Γ(G C ).
Proposition 3.3. Let the notation be as above. Then there is a unique
Moreover the product system associated with this E 0 -semigroup is the one constructed out of the sum system.
* is an isomorphism between B(H) and B(H t,∞ ). So we get a * -endomorphism α
We claim that the above endomorphism is α t . Indeed, for x, y ∈ G we have
where we identify 1 Ht ⊗ W (z) with W (0 ⊕ z) for z ∈ G C t,∞ . Hence α t defined in the proposition extends to a * -endomorphism on B(H), and we get a generalized CCR flow. Since any endomorphism on B(H) is determined uniquely by its restriction to the Weyl algebra, α t is the unique extension.
To determine the product system of this E 0 -semigroup, we want to determine the family of Hilbert spaces
Given a ξ t ∈ H t , we define a bounded operator T ξt on H by the following prescription,
It is easy to verify that T ξt defines a bounded operator, and that
So the association ξ t → T ξt provides an isometry between H t into E t . We only need to prove that this map is surjective. Suppose T ∈ E t be such that T * T ξt = 0 ∀ ξ t ∈ H t , that is T * vanishes on all vectors of the form U t (ξ t ⊗ Γ(S t )ξ), ξ t ∈ H t , ξ ∈ H. But such vectors forms a total subset of H, and hence we conclude that T = 0. It is also easy to verify that the product structure is also preserved.
The above proposition together with Lemma 2.3 imply Corollary 3.4. Let the notation be as above. Then {T t } is a perturbation of {S t }. Now we investigate the reverse question. Let G be a real Hilbert space and H = Γ(G C ). We assume that a C 0 -semigroup {T t } is a perturbation of another C 0 -semigroup {S t } acting on G. Our task is to determine the product system for the generalized CCR flow associated with the pair ({S t }, {T t }).
Define
We verify that
). This is same as saying
So we only need to verify that S a−c x ∈ G 0,d−c , for any x ∈ G 0,b−a .
First we assume that
So we have to consider only the case when b = ∞, and equivalently we only have to show that S t (G 0,∞ ) ⊆ G 0,∞ for any t ≥ 0. But this follows immediately as we have already shown that for any fixed
Note that since S t has a left inverse T * t , the range of S t is closed and the operator S t from G onto Ran (S t ) has a bounded inverse.
Lemma 3.5. Let the notation be as above and 0 < t < s ≤ ∞. Then
In particular, the Hilbert space G is a topological direct sum of G 0,t and Ran (S t ). (iii) The Hilbert space G 0,s is a topological direct sum of G 0,t and S t G 0,s−t .
Proof. (i) It is easy to verify the statement for finite s. Assume x ∈ G 0,∞ . Then there exists a sequence {x n } converging to x such that x n ∈ G 0,n . Thus for n larger than t, we get T * t x n ∈ G 0,n−t . Since {T * t x n } converges to T * t x, the statement holds.
(ii) follows from direct computation. (iii) follows from (i) and (ii).
Let P : G → G 0,∞ be the orthogonal projection. We define S 0 t and T 0 t by S 0 t = P S t P, T 0 t = P T t P. Then {S 0 t } and {T 0 t } are C 0 -semigroups and one is a perturbation of the other. Indeed, it follows from the fact that the inclusion relation S t (G 0,∞ ) ⊆ G 0,∞ implies (1 − P )S t P = 0 and Lemma 3.5,(i) implies P T t (1 − P ) = 0 for all t > 0. Proposition 3.6. Let G be a real Hilbert space and let {S t } and {T t } be C 0 -semigroups acting on G such that {T t } is a perturbation of {S t }. Let {G s,t }, {S To prove the axiom (ii), it is enough if we prove that the operator
. We will prove a stronger statement that the operator,
. Therefore the axiom (ii) holds and ({G a,b }, {S t }) is a sum system.
(b) It suffices to verify
where S 0 t is regarded as an element of B(G 0,∞ , G t,∞ ). For y ∈ G, let y = y t + y t,∞ be the unique decomposition such that y t ∈ G 0,t , y t,∞ ∈ G t,∞ . By a calculation we have already done in Lemma 3.2, for x, y ∈ G, we have,
(c) We use the notation of the proof of (a). Proceeding exactly in the same way as in the proof of (b), by replacing G t,∞ with G ′ t , we can verify that
, and by exactly imitating the proof of the Proposition 3.3, we conclude that
is the generalized CCR flow given by the pair ({S t }, {T t }).
If we again imitate the proof of Proposition 3.3, the part where the product system is computed, we will be able to see that the product system associated with the generalized CCR flow given by the pair ({S t }, {T t }) also coincides with the product system constructed out of the sum system ({G a,b }, {S t }).
Since the product systems determine E 0 -semigroups up to cocycle conjugacy, we conclude that the generalized CCR flow given by ({S t }, {T t }) is cocycle conjugate to the generalized CCR flow given by ({S
Remark 3.7. It is practically impossible to classify pairs ({S t }, {T t }) of C 0 -semigroups acting on G as above without posing any condition and let us consider the case where {S t } is a semigroup of isometries. Then up to unitary equivalence we may assume
where {S
′ t } is the shift semigroup and {U t } is a 1-parameter unitary group. In this case, we have
It is routine work to show that the two sum systems for ({S t }, {T t }) and ({S ′ t }, {T ′ t }) are isomorphic (though not identical in general), and so Proposition 3.6 implies that the two generalized CCR flows arising from them are cocycle conjugate. Therefore it is worth investigating perturbations of the shift semigroup. This has been already done in [10] in the case where dim K = 1 and we will analyze the structure of the resulting generalized CCR flows in Section 5-7.
Type III criterion
In this section we derive a necessary and sufficient condition, which would determine the type of the product system (in other words the type of the associated E 0 -semigroup), arising from a divisible sum system with finite index. To begin with we define the notion of divisibility for sum systems and recall some results from [6] . We first define addits for a sum system, which were called as additive units in [6] Definition 4.1. Let ({G a,b }, {S t }) be a sum system. A real addit for the sum system ({G (a,b) }, {S t }) is a family {x t } t∈(0,∞) such that x t ∈ G 0,t , ∀ t ∈ (0, ∞), satisfying the following conditions.
(i) The map t → x t , x is measurable for any x ∈ G 0,∞ .
(ii) x s + S s x t = x s+t , ∀s, t, ∈ (0, ∞), (i. e.) A s,t (x s ⊕ S s x t ) = x s+t .
An imaginary addit for the sum system ({G a,b }, {S t }) is a family {y t } t∈(0,∞) such that y t ∈ G 0,t , ∀ t ∈ (0, ∞), satisfying the following conditions.
(i) The map t → y t , y is measurable for any y ∈ G 0,∞ .
(ii) {y t } satisfies (A * s,t ) −1 (y s ⊕ (S * s ) −1 y t ) = y s+t , ∀s, t, ∈ (0, ∞).
We denote by RAU and IAU the set of all real and imaginary addits respectively, which
We also define for an imaginary addit {y t },
where A : 
The following Proposition has been already proved in [6] , except that {S t } need not be a semigroup of isometries. But in the proof of [6, Proposition 37 (ii)], the verification of measurability of the function t → x t , y t does not need this assumption, and also the relation x s+t , y s+t = x s , y s + x t , y t , can also be verified without this assumption. ({G (a,b) }, {S t }) be a divisible sum system. If {x t } ∈ RAU and {y t } ∈ IAU, then x t , y t = x 1 , y 1 t ∀ t ∈ (0, ∞).
Proposition 4.3. Let

In general for any two intervals
where |.| is the Lebesgue measure on R.
The next lemma immediately follows from the definition of a divisible sum system and Proposition 4.3, which allows us to introduce the notion of the index of a divisible sum system. From now onwards we assume that ({G a,b }, {S t }) is a divisible sum system. We further assume that ind G = n is finite. In that case, both RAU and IAU carry unique linear topologies. Denote
For a given linear map J : RAU → IAU, we set J t,0 to be the linear map J t,0 :
for (s 1 , s 2 ) ⊆ (0, t) and x ∈ RAU. When J t,0 has a bounded extension to G 0,t we denote it by J t . We need the following lemma. 
then R 0 extends to a bounded invertible operator R on G C . Further it is true that R ∈ S(G ⊕ G, G ⊕ G), where we identify G ⊕ G with G C equipped with the real inner product ·, · R = Re ·, · .
Proof. First let us prove that R 0 is bounded. Suppose {x n } ⊆ D(R 0 ) be any sequence which converges to 0. Then, by the strong continuity of the Weyl representation, we conclude that W (x n ) converges strongly to 1. Therefore, by our assumption (4.2), it follows that W (R 0 x n ) also converges strongly to 1. Consequently W (R 0 x n )Φ, Φ = e − R 0 xn 2 /2 converges to 1 and hence we conclude that R 0 x n also converges to 0.
We claim that the range of R 0 is dense in G C . Let K = Ran (R 0 ) ⊥ with respect to the real inner product. Then [1, Theorem 1,(5)] shows
Since the left-hand side is C thanks to W (R 0 z) = UW (z)U * , we get K = {0}, which shows the claim. Note that R 0 is automatically injective and the inverse of R 0 is well defined as a densely defined operator. A similar argument as above shows that the inverse is also bounded. The remaining part follows from the converse statement in the original Shales theorem ( [13] ).
We will also be using the following lemmas. Proof. Thanks to [17, Theorem 4.2.1], there exists a sequence {z n } in K such that {z n − w(g)z n } uniformly converges to c(g) on every compact subset of G. Then we have c(r), w(r)c(s) = lim n→∞ z n − w(r)z n , w(r)z n − w(r)w(s)z n = lim n→∞ z n , w(r)z n + z n , w(s)z n − z n , z n − z n , w(r)w(s)z n On the other hand,
which shows the statement.
Let K be a complex Hilbert space. Recall that the automorphism group G K of the exponential product system of index dim K is described as follows (see [5] ): Let U(K) be the unitary group of K. Then G K is homeomorphic to R × K × U(K) with the group operation (a, ξ, u) · (b, η, v) = (a + b + Im ξ, uη , ξ + uη, uv).
For (a, ξ, u) ∈ G K , the corresponding automorphism is realized by the family of unitary operators e iat W (1 (0,t] ξ)Exp (1 (0,t] u), t > 0. Direct computation shows the following:
Lemma 4.8. Let G be an abelian group and let ρ : G ∋ r → (a(r), ξ(r), u(r)) ∈ G K be a map. Then ρ is a homomorphism if and only if the following relation holds for every r, s ∈ G:
In particular, when u(r) = 1 for all r ∈ G, then ρ is a homomorphism if and only if (4.6) a(r + s) = a(r) + a(s), Proof. The first statement is obvious. Assume u(r) = 1 now. Then Equation (4.3) implies a(r + s) − a(r) − a(s) = Im ξ(r), ξ(s) . Note that the left-hand side is symmetric in r and s while the right-hand side is anti-symmetric. Thus the second statement holds.
Theorem 4.9. Let ({G a,b }, {S t }) be a divisible sum system of finite index and let ({H t }, {U s,t }) be the product system constructed out of the above sum system. Then the following statements are equivalent.
(i) The product system (H t , U s,t ) is of type I.
(ii) There exists a linear isomorphism J : RAU → IAU satisfying the following property: the bilinear form b G (·, J·) is an inner product of RAU, and for each t > 0, the operator J t,0 extends to a bounded operator J t on G 0,t such that
t ). (iii) There exists a linear isomorphism J : RAU → IAU satisfying the following property: the bilinear form b G (·, J·) is an inner product of RAU and the operator J 1,0 extends to a bounded operator
Proof. We set n = ind G.
(i) ⇒ (ii) We assume that the product system (H t , U s,t ) is of type I. Then it is isomorphic to an exponential product system ( [5] ). We first claim that this exponential product system is also of index n. For t > 0, let
be a family of unitary operators, implementing the isomorphism between the above product systems. Here K is some separable complex Hilbert space. We want to show that the dimension of K is n.
For each x ∈ RAU and y ∈ IAU, the families {W (x t )} t>0 and {W (iy t )} t>0 form automorphisms for the product system (H t , U s,t ) ([6, Theorem 26]) satisfying the relations:
Therefore there exists two continuous homomorphisms 
Let w((x, y)) = u(x)v(y) and c(x, y) = ξ(x) + u(x)η(y). Then (4.5) and (4.16) imply that (K, w) is a continuous unitary representation of RAU × IAU, and (4.4) and (4.15) imply that c is a continuous 1-cocycle. Let
and let K 1 = K ⊥ 0 . Let ξ i (x) be the projection of ξ(x) to K i and let η i (y) be the projection of η(y) to K i . Then Lemma 4.7 implies
and Equation (4.14) is equivalent to
Assume that K 1 is not trivial. Let 0 < p < q < t. Then it is routine work to show
By definition of K 1 , either u(x 0 ) or v(y 0 ) is not trivial for some x 0 ∈ RAU and y 0 ∈ IAU. Thus we assume that u(x 0 ) = 1 (the case with non-trivial v(y 0 ) can be treated in the same way). Direct computation using Lemma 4.7 and (4.3) shows that the operator W (
t for all x ∈ RAU, y ∈ IAU, and 0 < p < q < t. However, this contradicts the irreducibility of the vacuum representation of the Weyl algebra, since the sets {x p,q ; (p, q) ⊆ (0, t), x ∈ RAU} and { t y ′ p,q ; (p, q) ⊆ (0, t), y ∈ IAU} are total in G 0,t due to the divisibility of the sum system. Hence K = K 0 . Now assume that dim K is strictly larger than n. Then there exists non-zero ζ ∈ K orthogonal to ξ(RAU) and η(IAU) with respect to the real inner product Re ·, · . Again we can show that W (i1 (0,t] ζ) would commutes with V t W (x p,q )V * t and V t W (i t y ′ p,q )V * t , for all x ∈ RAU, y ∈ IAU, and 0 < p < q < t, which is a contradiction. Therefore we conclude that dim K ≤ n.
In the above argument, we have shown the following: there exist continuous homomorphisms ξ : RAU → K, η : IAU → K, a : RAU → R, and b : IAU → R satisfying
Since b G is non-degenerate, Equation (4.23) shows that ξ and η are injective, and in particular, the real dimension of the image of ξ is n. Thus Equation (4.21) shows that there exists an orthonormal basis {e j } n j=1 of K consisting of elements in ξ(RAU), and so dim K = n. Let
is a basis of RAU. Let {y j } n j=1 be the dual basis of {x j } n j=1 in IAU with respect to the bilinear form b G . Then there exists a real matrix (λ jk ) such that
λ jk e k .
Moreover, Equation (4.22) implies that the matrix (λ jk ) is symmetric. Thus by changing the basis {e j } n j=1 if necessary, we may and do assume that (λ jk ) is diagonal and there exist real numbers λ j such that
Next we want to get rid of a and b in the above. Let
Then direct computation yields Im ζ, ξ(x k ) = −a(x k )/2 and Im ζ, η(y k ) = −b(y k )/2. Now by replacing V t with W (1 (0,t] ζ)V t , we may and do assume a and b are trivial.
Let λ j + i = r j e iθ j with r j > 0 and θ j ∈ (0, π). Let g ∈ U(K) be the unitary operator determined by ge j = e iθ j e j for all j. We denote U t = V * t Exp (1 (0,t] g)V t . Then for 0 < p < q < t, we have
which preserves the imaginary part of the inner product. Then we have the relation U t W (x)U * t = W (R 0 x) for every x ∈ D(R 0 ). Let J : RAU → IAU be the linear operator determined by Jx j = r −1 j y j . Lemma 4.6 implies that R 0 extends to an operator R ∈ S(G 0,t ⊕ G 0,t , G 0,t ⊕ G 0,t ), and in consequence J t exists. Moreover, the operator J t is invertible and R can be expressed in a matrix form as,
where B is the bounded linear extension of the map i t y
Therefore J t ∈ S(G 0,t , G 0,t ) and B is a Hilbert-Schmidt operator, and in consequence, we have cos θ j = 0 for all j. This shows Jx j = y j and b G (x j , Jx k ) = δ j,k , and so b G (·, J·) is an inner product (with an orthonormal basis {x j } n j=1 ).
(ii) ⇒ (iii) Clear.
(iii) ⇒ (i) Assume that there exists a linear isomorphism J : RAU → IAU such that b G (·, J·) gives an inner product of RAU and that the bounded extension J 1 of J 1,0 exists and J 1 ∈ S(G 0,1 ). We first claim J t ∈ S(G 0,t ) for each t ∈ (0, 1). Denote
0,t and A * t,1−t maps G ′ 0,t to G 0,t . Now our claim follows immediately from the observation that
With the claim, it is routine work to show that J t exists and J t ∈ S(G 0,1 ) for all t > 0.
Since b G (·, J·) gives an inner product of RAU, we choose an orthonormal basis {x j } n j=1 with respect to this inner product. We set y j = Jx j . Let K be an ndimensional real Hilbert space with an orthonormal basis
which is a dense subspace of the real Hilbert space L 2 ((0, t), K). Define 
By taking linear sums, we observe that B t and B ′ t satisfy the adjoint condition on a dense subspace. So for any x ∈ G 0 0,t we have
which shows that B t extends to an element in B(G 0,t , L 2 ((0, t), K)). The operator B ′ t also extends to a bounded operator because it is restriction of B * t . We use the same symbols B t and B ′ t for their bounded extension. Then we have B * t B t = J t . Now from our assumption J t ∈ S(G 0,t , G 0,t ) we have B t ∈ S(G 0,t , L 2 ((0, t), K)). It is routine verification to see that B t satisfies
where {S ′ t } is the unilateral shift. So ({H t }, {U s,t }) is isomorphic to the exponential product system, and hence type I.
Remark 4.10. It has been proved in [6, Theorem 39 ] that only type I and type III product systems can be constructed from divisible sum systems. So thanks to the above Theorem, violating the condition J 1 ∈ S(G 0,1 , G 0,1 ) is necessary and sufficient for the associated product system to be of type III. This criterion is much more powerful than the necessary condition for type I already proved in [6, Theorem 40] . In fact we can arrive at that condition just by assuming that J 1 is bounded. Suppose that E n ⊆ (0, 1) be a sequence of elementary sets satisfying lim inf G En = G 0,1 . That is, given any x ∈ G 0,1 there exists a sequence {x n } satisfying x n ∈ G En and x n → x. If we set y n = J 1 x n , then y n ∈ G ⊥ E c n . Also if we assume that J 1 is bounded, then y n converges to J 1 x. Thanks to [6, Lemma 28] this would imply that lim sup G E c n = {0}. In Section 6, we will see that there are examples of divisible sum systems of finite index with bounded J 1 , which give rise to type III product systems.
Additive cocycles
In this section we compute the addits when G = L 2 (0, ∞) R and {S t } is the shift semigroup. We use the notation L 2 (0, t) R for the set of all real functions in L 2 (0, t). We follow the notations in [10] and use many results from there. The reader may refer to the summary of notations and results reviewed at the end of Section 2.
We denote by HD 2,R the set of functions M ∈ HD 2 satisfying M(z) = M(z). We fix M(z) in HD 2,R and set T t = e tA M , and K t = T t − S t . With the above condition, the real part L 2 (0, ∞) R is preserved by T t .
As defined in Section 3, for t > 0, we set
Definition 5.1. A measurable family {c t } t>0 of elements in L 2 (0, ∞) R is said to be a real additive cocycle for the pair ({S t }, {T t }), if c t ∈ G M 0,t for all t > 0, and the cocycle relation c s+t = c s +S s c t holds for all s, t > 0. A measurable family {d t } t>0 of elements in L 2 (0, ∞) R is said to be an imaginary additive cocycle for the pair ({S t }, {T t }), if d t ∈ L 2 (0, t) R for all t > 0, and the cocycle relation
Remark 5.2. Clearly the real additive cocycles are same as the real addits for the sum system ({G M a,b }, {S t }), as defined in Section 3. While proving part (a) in Proposition 3.6, it has been proved, for any t ≥ 0, that the map A
and hence S *
In the above verification (and in the verification below) we have used our earlier observation that
−1 S t (see the proof of Proposition 3.6,(c)) and the associativity of the sum system ({G M a,b }, {S t }). Conversely if {d t } is an imaginary cocycle for ({S t }, {T t }) then we have
and hence A
Hence an imaginary additive cocycle {d t } t>0 for the pair ({S t }, {T t }) is given by an imaginary addit {y t } t>0 of the corresponding sum system ({G
−1 y t and vice versa. (The above verification can as well be done without assuming {S t } being semigroup of isometries, by replacing
The following lemma is probably well-known. We include a proof here for the reader's convenience. Proof. We regard L 2 (0, ∞) R as a subspace of L 2 (R) in a natural way. Let {U t } be the shift of L 2 (R). By setting c t = −U t c −t for negative t, we can extend c to an Rcocycle. Let V (t) = W (c t )Exp (U(t)) ∈ B(Γ(L 2 (R))). Then {V (t)} is a measurable unitary representation of R. It is well-known that such a representation is in fact continuous and so t → W (c t ) is continuous in the strong operator topology. Thus t → W (c t )Φ, Φ = e − ct /2 is continuous, where Φ is the vacuum vector. Let P be the projection from Γ(L 2 (R)) onto the one particle subspace of Γ(L 2 (R)). Then we have e ct /2 P W (c t )Φ = c t and c t is continuous.
Let {c t } t>0 be a real additive cocycle. Then Arveson's theorem [5 
Note that for every ε > 0,
Thus for w ∈ H r , we have
Performing the Laplace transformation in the variable t, we get the following from [10, Lemma 3.1] for z ∈ H r with sufficiently large Re z: 
Proof. Note that the linear span of {c s,t } 0<s<t<∞ is an invariant subspace of the shift {S t } t>0 and
Therefore, the statement follows from the Beurling-Lax theorem [9, page 107].
Recall that there exists a measurable function k(x, y) such that
and there exists a > 0 with 
holds for all z, w ∈ H r with Re w > a.
Proof. To make sense of the statement, first we claim that for z, w ∈ H r with Re w > a, the function
the function h belongs to L 2 (0, ∞). In consequence, we have e z * h ∈ L 2 (0, ∞). On the other hand, for ζ ∈ H r we have
).
As the function iλ → 1/(z + iλ) belongs H 2 (H r ), we get the claim.
If we interchange S t and T t in Lemma 3.5,(ii), we get that the orthogonal complement of G M 0,t , which is Ran (T t ), is same as the range of the idempotent T t S * t . Hence we conclude that a function f ∈ L 2 (0, ∞) belongs to the orthogonal complement of
The Plancherel theorem implies that (5.1) is equivalent to
Let z, w ∈ H r with Re w > a. Then via the Laplace transformation, (5.2) is equivalent to 
is a topological direct sum. 
which depends only on the outer component of M(z). Since {c M q,r } 0<q<r determines the sum system ({G M a,b }, {S t }), it is isomorphic to the sum system for the outer component of M. On the other hand, the cocycle conjugacy class of the E 0 -semigroup arising from {e tA M } t>0 is determined by the sum system for M, and so we conclude that the cocycle conjugacy class is determined by the outer component of M. Note that this is in consistence with the fact that G 
Remark 6.3. The condition 1/{(1 + z)M(z)} ∈ H 2 (H r ) in the above lemma is automatically satisfied for the class of {e tA M } coming from Tsirelson's off white noises. An off white noise is a generalized Gaussian process with the spectral density functions e ρ(λ) (denoted by W (λ) in [19] ) satisfying the following two conditions (in fact, the first one automatically follows from the second one as we will see below):
As described in [10, Section 6], Tsirelson's E 0 -semigroup arising from the spectral density function e ρ(λ) is conjugate to the generalized CCR flow given by an outer function M(z) with the relation |M(iλ)| 2 = e ρ(λ) . Indeed, given a real function ρ(λ) satisfying Equation (6.2), the function M(z) ∈ HD 2,R is obtained by the integral
Via the change of variable ζ = (z − 1)/(z + 1), the condition (6.1) is equivalent to that N(ζ) = M(z) belongs to the Hardy space H 2 (D), where D is the unit disc, while the condition (6.2) is equivalent to that log N(ζ) belongs to the analytic Besov space B 2 (D) (see [19] and [21, Chapter 5] ). Since we have the inclusion relation Proof. We use the same function as in [18, Lemma 10.1] . For a natural number n, we set
z + e − 2k 2n
The Plancherel theorem applied to the case with M = 1 implies
Suppose that J M 1 exists and it is invertible. Then
which would imply
However, since the sequence {|F n (z)| 2 } ∞ n=1 uniformly converges to 0 on every compact subset of the imaginary axis, we get a contradiction.
One can also reproduce Tsirelson's result [18, Lemma 10.2] using Theorem 6.1. Indeed, assume that lim λ→±∞ M(iλ) = 0 and 1/{(1 + z)M(z)} ∈ H 2 (H r ). If {T t } t≥0 gave a type I E 0 -semigroup, a similar computation as above would show that
which is a contradiction. Among the spectral density functions treated in [19] , the ones to which the above Theorem 6.4 applies are as follows: strictly positive smooth functions such that for large |λ|, (1) |M(iλ)| 2 = log β |λ| for β > 0, or (2) |M(iλ)| 2 = exp(a log β |λ|) with a > 0 and 0 < β < 1/2. It is quite likely that these families of spectral density functions give rise to mutually non-isomorphic product systems.
is a Hilbert-Schmidt operator, which shows the statement. 
is a Hilbert-Schmidt operator for all (some) 0 < t < ∞. If moreover (I − P t )T |M | 2 P t is a Hilbert-Schmidt operator for all 0 < t < ∞, then this condition is equivalent to that P t T |M | 2 − √ a P t is a Hilbert-Schmidt for all 0 < t < ∞.
Proof. By assumption, M and 1/M are in H ∞ (H r ) and T M and T 1/M are bounded. We also have
Thus a similar argument as above using Theorem 6.1 implies the first statement. Now assume that (I − P t )T |M | 2 P t is a Hilbert-Schmidt operator for all 0 < t < ∞.
1/M (I − P t )T |M | 2 P t , the operator P t T |M | 2 P t is the inverse of P t T 1/M T * 1/M P t modulo the Hilbert-Schmidt operators. Thus thanks to the first statement, the semigroup {e tA M } t>0 gives rise to a type I E 0 -semigroup if and only if there exists a positive constant a such that
is a Hilbert-Schmidt operator for all 0 < t < ∞, which is equivalent that P t T |M | 2 − √ aI P t is a Hilbert-Schmidt operator for all 0 < t < ∞.
Note that the assumptions of the above two theorems can be checked by using the Fourier transformation of the symbols in distribution sense.
We now collect a few useful criteria for local boundedness of Toeplitz operators with unbounded symbols.
For f ∈ L 2 (R) we denote byf (ξ) its Fourier transformation with normalization
The next lemma may be regarded as a version of the well-known uncertainty principle.
Lemma 6.8. Let E and F be measurable subsets of R with finite Lebesgue measures |E| and |F | respectively. For f ∈ L 2 (R) whose support is in E, we have
We take g ∈ L 2 (R) such thatĝ is the characteristic function of F . Then the Plancherel theorem implies
On the other hand,
and so
The statement in the general case follows from an easy approximation argument.
(1) T Φ is bounded.
(2) P t T Φ P t is a Hilbert-Schmidt operator for all 0 < t < ∞ if and only if ϕ ∈ L 2 loc (R). (3) (1 − P t )T Φ P t is a Hilbert-Schmidt operator for all 0 < t < ∞ if and only if
. Then M belongs to HD 2,R . We determine the type of the generalized CCR flow arising from such M.
, and so Lemma 6.9, Lemma 6.10, and Lemma 6.11 imply the statement.
Lemma 7.2. Let the notation be as above. For a natural number n, we set
] (x) .
Proof. Note that L[g n ](z) = F n (z) holds, where F n is as in the proof of Theorem 6.4.
, where ϕ = ϕ 1 + ϕ 2 is the decomposition as in the proof of Lemma 7.1. Then T M g n − g n = −T Φ 1 g n − T Φ 2 g n . Since {g n } converges to 0 weakly, the second term converges to 0 as T Φ 2 P 1 is a compact operator thanks to Lemma 6.10. Since Φ 1 (iλ) is a continuous function vanishing at infinity, we get
Proof. Let 0 < t, ε < 1 with t + ε < 1. Then
and the statement holds. 
0,t . Therefore we can apply Theorem 6.6 to prove the theorem.
is a Hilbert-Schmidt operator for all 0 < t < ∞ and Theorem 6.6 shows that the sum systems for M 1 and M 2 are isomorphic.
(2) Assume now that the sum systems for M 1 and M 2 are isomorphic. By the result just proved above, we may add a function in L 2 (0, ∞) to ϕ i without changing the assumption. Therefore we may and do assume that ϕ i has support in (0, 1) and ||ϕ i || 1 < 1 by truncating ϕ i . As a consequence, T M i is a bounded operator and we have (L
Theorem 6.6 implies that there exists a positive constant a such that P t T |M 1 | 2 −a|M 2 | 2 P t is a Hilbert-Schmidt operator for all 0 < t < ∞. This is possible only if a = 1 thanks
and we have
where the notation in Lemma 7.3 is used. Lemma 6.11 implies that g ∈ L
First suppose that (7.1) does not hold. Exchanging the roles of ϕ 1 and ϕ 2 if necessary, we may assume that there exist a number 0 < δ < 1 and a decreasing sequence of positive numbers {t n } ∞ n=1 converging to 0 such that
. On the other hand we have
whose right-hand side would converge to 0 due to Lemma 7.3, which is a contradiction. Thus Equation (7.1) holds. Equation (7.2) can be shown in a similar way in the presence of (7.1). Proof. Thanks to Theorem 7.4, (1), to prove the theorem we may assume that ϕ is supported by (0, 1) and ||ϕ|| 1 < 1. In this case, the function M(z) is continuous and 1 − ||ϕ|| 1 ≤ |M(z)| ≤ 1 + ||ϕ|| 1 holds on the closure of H r . In particular M is an outer function. Therefore we can apply Theorem 6.7 to M(z).
First we claim that (1 − P t )T |M | 2 P t is a Hilbert-Schmidt operator for all 0 < t < ∞. Let Φ = L[ϕ]. Then (1 − P t )T |M | 2 P t = −(1 − P t )T Φ P t − (1 − P t )T Φ P t + (1 − P t )T |Φ| 2 P t .
Thanks to Lemma 6.11, the first two terms above are Hilbert-Schmidt operators. Note that we have T |Φ| 2 f = 1 (0,∞) ϕ * φ * f for f ∈ L 2 (0, ∞). Thus to prove the claim, it suffices to show that x|ϕ(x)| 2 dx < ∞.
Theorem 6.7 together with the above claim shows that the generalized CCR flow arising from {e tA M } t>0 is of type I if and only if P t T |M | 2 −1 P t is a Hilbert-Schmidt operator for all t, which is further equivalent to that This means that the invariant for a product system (through the associated sum system) discussed in [18] and [6] can not distinguish the product system corresponding to this M from the exponential product system of index 1.
8. Type III factors and type III E 0 -semigroups 8.1. Local algebras. For a product system E = (E t ) t>0 , following [12] , [18] and [6] , we introduce an analogue of the observable algebra for a finite interval I = (s, t) ⊂ (0, a) by A E (I) = U where I runs over all intervals contained in U. Then the isomorphism class of A E (U) does not depend on the choice of a.
Note that we can always ignore a finite subset of (0, ∞) whenever we deal with A E (U) as we have A E ((r, s) ∪ (s, t)) = A E ((r, t)) (see for instance Corollary 25 in [6] ).
When U is an elementary set, that is a finite union of intervals, then A E (U) is a type I factor because it is generated by finitely many mutually commuting type I factors. However, when U has infinitely many components, it is not clear whether A E (U) is of type I or even it is not clear whether A E (U) is a factor. Indeed, Murray von Neumann's notion of the type of A E (U) gives a computable invariant of the product system (E t ) t>0 .
Lemma 8.1. Let E = (E t ) t>0 be a product system and let U be a bounded non-empty open subset of (0, ∞). Then Proof.
(1) We choose a > 0 such that U ⊂ (0, a) and assume that A E (U) acts on E a . Since U is open, there exist mutually disjoint open intervals I n such that U = ∞ n=1 I n . Let v = (v t ) t>0 be a unit. Then we may and do assume that ||v t || = 1 for all t > 0. Let L = A E (U)v a and P L be the projection from E a onto L, which belongs to A E (U) ′ . We introduce a state ω of A E (U) by ω(x) = xv 1 , v 1 . Then for x i ∈ A E (I i ), we have ω(x 1 x 2 · · · x n ) = ω(x 1 )ω(x 2 ) · · · ω(x n ), which shows that ω is a product pure state of n i=1 A(I i ) ⊂ A E (U) for all n. Therefore A E (U)P L is a type I ∞ factor.
(2) We may assume that E is the exponential product system with the test function space L 2 ((0, ∞), K), where K is the multiplicity space. Then A E (U) is nothing but B(Γ(L 2 (U, K))).
Remark 8.2. If E has a unit and U = ∞ n=1 (a n , b n ) with b n < a n+1 , then it is easy to show that A E (U) is a type I factor. Indeed, using the notation of the proof of (1) above, we have A E (U) ′ L = E(0, a) in this case. Therefore the defining representation of A E (U) is quasi-equivalent to its restriction to L. On the other hand, we have When U is an elementary set, we have |(U + x) ⊖ U| = O(x), (x → 0) and I 1 is always finite, which recovers the fact that A ϕ (U) is a type I factor. To construct U such that A ϕ (U) is of type III, we have to control the speed of convergence of lim x→+0 |(U + x) ⊖ U| = 0. 
