Abstract Let L be a linear operator on L 2 (R n ) generating an analytic semigroup {e −tL } t≥0 with kernels having pointwise upper bounds and p(·) : R n → (0, 1] be a variable exponent function satisfying the globally log-Hölder continuous condition. In this article, the authors introduce the variable exponent Hardy space associated with the operator L, denoted by H p(·) L (R n ), and the BMO-type space BMO p(·),L (R n ). By means of tent spaces with variable exponents, the authors then establish the molecular characterization of H p(·) L (R n ) and a duality theorem between such a Hardy space and a BMO-type space. As applications, the authors study the boundedness of the fractional integral on these Hardy spaces and the coincidence between H p(·) L (R n ) and the variable exponent Hardy spaces H p(·) (R n ).
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Introduction
In recent years, function spaces with variable exponents attract much attentions (see, for example, [4, 14, 16, 18, 19, 20, 37, 44, 50, 51, 54, 55] and their references). The variable exponent Lebesgue space L p(·) (R n ), with an exponent function p(·) : R n → (0, ∞), which consists of all measurable functions f such that R n |f (x)| p(x) dx < ∞, is a generalization of the classical Lebesgue space. The study of variable exponent Lebesgue spaces can be traced back to Birnbaum-Orlicz [6] and Orlicz [40] (see also Luxemburg [34] and Nakano [38, 39] ), but the modern development started with the articles [31] of Kováčik and Rákosník as well as [13] of Cruz-Uribe and [17] of Diening. The variable function spaces have been widely used in the study of harmonic analysis; see, for example, [14, 18] . Apart from theoretical considerations, such function spaces also have interesting applications in fluid dynamics [1, 42] , image processing [9] , partial differential equations and variational calculus [2, 26, 43] .
Particularly, Nakai and Sawano [37] introduced Hardy spaces with variable exponents, H p(·) (R n ), and established their atomic characterizations which were further applied to consider dual spaces of such Hardy spaces. Later, in [44] , Sawano extended the atomic characterization of the space H p(·) (R n ) in [37] , which also improves the corresponding result in [37] , and gave out more applications including the boundedness of the fractional integral operator and the commutators generated by singular integral operators and BMO functions, and an Olsen's inequality. After that, Zhuo et al. [55] established their equivalent characterizations via intrinsic square functions, including the intrinsic Lusin area function, the intrinsic g-function and the intrinsic g * λ -function. Independently, Cruz-Uribe and Wang [16] also investigated the variable exponent Hardy space with some slightly weaker conditions than those used in [37] . Recall that the theory of classical Hardy spaces H p (R n ) with p ∈ (0, 1] and their duals are well studied and certainly play an important role in harmonic analysis as well as partial differential equations; see, for example, [11, 25, 36, 46] .
On the other hand, in recent years, the study of function spaces, especially on Hardy spaces associated with different operators, has also inspired great interests (see, for example, [5, 22, 23, 24, 29, 30, 48, 33] and their references). Particularly, let L be a linear operator on L 2 (R n ) and generate an analytic semigroup {e −tL } t≥0 with kernel having pointwise upper bounds, whose decay is measured by θ(L) ∈ (0, ∞]. Then, by using the Lusin area function, Auscher, Duong and McIntosh [5] initially introduced the Hardy space H 1 L (R n ) associated with the operator L and established its molecular characterization. Based on this, Duong and Yan [23, 24] introduced the BMO-type space BMO L (R n ) associated with L and proved that the dual space of H 1 L (R n ) is just BMO L * (R n ), where L * denotes the adjoint operator of L in L 2 (R n ). Later, Yan [48] further generalized these results to the Hardy spaces H p L (R n ) with p ∈ (n/[n+θ(L)], 1] and their dual spaces. Moreover, Jiang et al. [30] investigated the Orlicz-Hardy space and its dual space associated with such an operator L.
Let p(·) : R n → (0, 1] be a variable exponent function satisfying the globally logHölder continuous condition. Motivated by [37, 48] , in this article, we introduce the variable exponent Hardy space associated with the operator L, denoted by H p(·) L (R n ). More precisely, for all f ∈ L 2 (R n ) and x ∈ R n , let
, where m is a positive constant appearing in the pointwise upper bound of the heat kernel (see (2. 2) below) and Γ(x) := {(y, t) ∈ R n × (0, ∞) : |y − x| < t}. The Hardy spaces H p(·) L (R n ) is defined to be the completion of the set {f ∈ L 2 (R n ) : S L (f ) ∈ L p(·) (R n )} with respect to the quasi-norm
We then establish the molecular characterization of H p(·) L (R n ) via variable exponent tent spaces. Using this molecular characterization, we further prove that the dual space of H p(·) L (R n ) is the BMO-type space BMO p(·),L * (R n ), which is also introduced in this article. As more applications, we study the boundedness of the fractional integral L −γ (γ ∈ (0, L (R n ) and variable exponent Hardy spaces H p(·) (R n ) introduced in [37] .
A novel aspect of this article is to give a non-trivial combination of function spaces with variable exponents and the theory of operators including their functional calculi and semigroups, and these new function spaces prove necessary in the study of the boundedness of the associated operators (for example, fractional integrals L −γ with γ ∈ (0, n m )). This article is organized as follows. In Section 2, we first recall some notation and definitions about variable exponent Lebesgue spaces, holomorphic functional calculi of operators and semigroups, also including some basic assumptions on the operator L considered in this article and the domain of the semigroup {e −tL } t≥0 . Via the Lusin area function S L (f ), we then introduce the variable exponent Hardy space associated with L, denoted by H p(·) L (R n ). In Section 3, we mainly establish a molecular characterization of the space H p(·) L (R n ) (see Theorem 3.13 below). To this end, we first establish an atomic characterization of the variable exponent tent space T L (R n ) is obtained by using a project operator π L corresponding to L, which is proved to be bounded from T p(·)
L (R n ). We point out that [44, Lemma 4 .1] of Sawano (a slight weaker variant of this lemma was early obtained by Nakai and Sawano [37, Lemma 4.11] ), which is re-stated in Lemma 3.5 below, plays a key role in the proof of Theorem 3. 13 Section 4 is devoted to proving a duality theorem. Indeed, in Theorem 4.3 below, we show that the dual space of H p(·) L (R n ) is just the BMO-type space BMO p(·),L * (R n ), which is also introduced in this section. To show Theorem 4.3, we rely on several key estimates related to BMO-type spaces and p(·)-Carleson measures (see Propositions 4.5, 4.6 and 4.7, and Lemma 4.9 below), and the duality of the variable exponent tent space (see Proposition 4.8 below). The main difficulty to establish these estimates is that the quasinorm · L p(·) (R n ) has no the translation invariance, namely, for any cube Q(x, r) ⊂ R n , with x ∈ R n and r ∈ (0, ∞), and
To overcome this difficulty, we make full use of Lemma 3.14 below, which is just [55, Lemma 2.6] and presents a relation between two quasi-norms · L p(·) (R n ) corresponding to two cubes.
As applications of the molecular characterization of H p(·) L (R n ) from Theorem 3.13, in Section 5, we investigate the boundedness of fractional integrals on H p(·) L (R n ) (see Theorem 5.9 below) and show that the spaces H p(·) L (R n ) and H p(·) (R n ) coincide with equivalent quasi-norms under some additional assumptions on L (see Theorem 5.3 below).
Preliminaries
In this section, we first recall some notation and notions on variable exponent Lebesgue spaces and some knowledge about holomorphic functional calculi as well as semigroups. Then we introduce the variable exponent Hardy spaces associated with operators, denoted by H p(·) L (R n ), which generalize the Hardy spaces H p L (R n ) studied in [23, 48] .
We begin with some notation which will be used in this article. Let N := {1, 2, . . . } and Z + := N ∪ {0}. We denote by C a positive constant which is independent of the main parameters, but may vary from line to line. We use C (α,... ) to denote a positive constant depending on the indicated parameters α, . . . . The symbol A B means A ≤ CB. If A B and B A, then we write A ∼ B. If E is a subset of R n , we denote by χ E its characteristic function and by E ∁ the set R n \E. For a ∈ R, ⌊a⌋ denotes the largest integer m such that m ≤ a. For all x ∈ R n and r ∈ (0, ∞), denote by Q(x, r) the cube centered at x with side length r, whose sides are parallel to the axes of coordinates. For each cube Q ⊂ R n and a ∈ (0, ∞), we use x Q to denote the center of Q and ℓ(Q) to denote the side length of Q, and denote by aQ the cube concentric with Q having the side length aℓ(Q).
Variable exponent Lebesgue spaces
In what follows, a measurable function p(·) : 
Denote by P(R n ) the collection of variable exponents p(·) :
For a measurable function f on R n and a variable exponent p(·) ∈ P(R n ), the modular
Then the variable exponent Lebesgue space L p(·) (R n ) is defined to be the set of all measurable functions f such that ̺ p(·) (f ) < ∞ equipped with the quasi-norm f L p(·) (R n ) . For more properties on the variable exponent Lebesgue spaces, we refer the reader to [14, 18] .
dx ≤ c for some δ ∈ (0, ∞) and some positive constant c independent of δ, then it is easy to see that f L p(·) (R n ) ≤ Cδ, where C is a positive constant independent of δ, but depending on p − (or p + ) and c.
Recall that a measurable function g ∈ P(R n ) is said to be locally log-Hölder continuous, denoted by g ∈ C log loc (R n ), if there exists a positive constant C log (g) such that, for all x, y ∈ R n , |g(x) − g(y)| ≤ C log (g) log(e + 1/|x − y|) , and g is said to satisfy the globally log-Hölder continuous condition, denoted by g ∈ C log (R n ), if g ∈ C log loc (R n ) and there exist a positive constant C ∞ and a constant g ∞ ∈ R such that, for all x ∈ R n ,
.
Remark 2.2. Let n = 1 and, for all x ∈ R,
Then p(·) ∈ C log (R); see [37, Example 1.3] . With a slight modification, another example was obtained in [49, Example 2.20] as follows. For all x ∈ R, let p(x) := max 1 − e 3−|x| , min (6/5, max(1/2, k|x| + 1/2 − k)) ,
For all r ∈ (0, ∞), denote by L r loc (R n ) the set of all locally r-integrable functions on R n and, for any measurable set E ⊂ R n , by L r (E) the set of all measurable functions f such that
Recall that the Hardy-Littlewood maximal operator M is defined by setting, for all f ∈ L 1 loc (R n ) and x ∈ R n , M(f )(x) := sup
where the supremum is taken over all balls B of R n containing x. 
Holomorphic functional calculi
Here, we first recall some notions of the bounded holomorphic functional calculus, which were introduced by McIntosh [35] , and then make two assumptions on L required in this article. For two normed linear spaces X and Y, let L(X , Y) be the collection of continuous linear operators from X to Y and, for any T ∈ L(X , Y), T X →Y its operator norm.
Let v ∈ (0, π). Define the closed sector S v by S v := {z ∈ C : | arg z| ≤ v} ∪ {0} and denote by S 0 v the interior of S v . Let H(S 0 v ) be the set of all holomorphic functions on S 0 v ,
where σ(L) denotes the spectra of L, and, for all γ ∈ (v, π), there exists a positive constant C such that, for all λ / ∈ S γ ,
Let θ ∈ (v, γ) and Σ be the contour {ξ = re ±iθ : r ∈ [0, ∞)} parameterized clockwise around S v . Then, for ψ ∈ Ψ(S 0 v ) and L being of type v, the operator ψ(L) is defined by
and, by the Cauchy theorem, the above definition is independent of the choices of v and γ satisfying θ ∈ (v, γ).
If L is a one-to-one linear operator having dense range and
Let L be a linear operator of type v on L 2 (R n ) with v ∈ (0, π 2 ). Then it generates a bounded holomorphic semigroup {e −zL } z∈Dv , where D v := {z ∈ C : 0 ≤ | arg(z)| < π 2 −v} and, for all z ∈ C, arg(z) ∈ (−π, π] is the argument of z; see, for example, [41, Theorem 1.45] .
In this article, we make the following two assumptions on the operator L.
Assumption (A). Assume that, for each t ∈ (0, ∞), the distribution kernel p t of e −tL belongs to L ∞ (R n × R n ) and satisfies that, for all x, y ∈ R n ,
where m is a positive constant and g is a positive, bounded and decreasing function satisfying that, for some ε ∈ (0, ∞),
Assumption (B). Assume that the operator L is one-to-one, has dense range in L 2 (R n ) and a bounded H ∞ functional calculus on L 2 (R n ).
Remark 2.4. (i) If {e −tL } t≥0 is a bounded analytic semigroup on L 2 (R n ) whose kernels {p t } t≥0 satisfy (2.2) and (2.3), then, for any k ∈ N, there exists a positive constant C (k) , depending on k, such that, for all t ∈ (0, ∞) and almost every x, y ∈ R n ,
Here, it should be pointed out that, for all k ∈ N, the function g k may depend on k but always satisfies (2.3); see [41, Theorem 6.17] and [12] .
(ii) Let v ∈ (0, π). Then L has a bounded H ∞ functional calculus on L 2 (R n ) if and only if, for any γ ∈ (v, π) and nonzero function ψ ∈ Ψ(S 0 γ ), L satisfies the following square function estimate: there exists a positive constant C such that, for all f ∈ L 2 (R n ),
where ψ t (ξ) := ψ(tξ) for all t ∈ (0, ∞) and ξ ∈ R n ; see [35] .
An acting class of semigroups {e
We point out that the space M β (R n ) was introduced by Duong and Yan in [24] and it is a Banach space under the norm · M β (R n ) . For any given operator L satisfying Assumptions (A) and (B), let 
and, particularly, let
Here, we point out that these operators in (2.6) were introduced by Blunck and Kunstmann [7] and Holfmann and Martell [27] .
Remark 2.5. (i) For all f ∈ M(R n ), the operators P s,t f and Q s,t f are well defined. Moreover, the kernels p s,t of P s,t and q s,t of Q s,t satisfy that there exists a positive constant C such that, for all t ∈ (0, ∞) and x, y ∈ R n ,
where the function g satisfies the conditions as in Assumption (A); see, for example, [48] .
(ii) A typical example of L satisfying θ(L) = ∞ is that the kernels {p t } t≥0 of {e −tL } t≥0 have the pointwise Gaussian upper bound, namely, there exists a positive constant C such that, for all t ∈ (0, ∞) and x, y ∈ R n , |p t (x, y)| ≤ (iii) Let s ∈ Z + and p ∈ (1, ∞). Then, by (i) of this remark, we easily conclude that there exists a positive constant C such that, for all t ∈ (0, ∞) and f ∈ L p (R n ),
Definition of Hardy spaces
here and hereafter, for all x ∈ R n , Γ(x) := {(y, t) ∈ R n+1 + : |y − x| < t} and Q t is defined as in (2.7). In [5] , Auscher et al. proved that, for any p ∈ (1, ∞), there exists a positive constant C (p) , depending on p, such that, for all f ∈ L p (R n ),
see also Duong and McIntosh [21] and Yan [47] . We now introduce the variable exponent Hardy spaces associated with operators.
Definition 2.6. Let L be an operator satisfying Assumptions (A) and (B), and 
Then the variable Hardy space associated with operator
(ii) We point out that smooth functions with compact supports do not necessarily belong to H p(·) L (R n ); see [48] and also Remark 4.4 below for more details.
, which was introduced by Auscher et al. [5] ; see also Duong and Yan [23] . 
) coincide or not. We will not push this issue in this article due to its length.
We end this section by comparing the variable exponent Hardy spaces associated with operators in this article with the Musielak-Orlicz-Hardy spaces associated with operators satisfying reinforced off-diagonal estimates in [8] . Indeed, in general, these two scales of Hardy-type spaces do not cover each other. [32] and L an operator satisfying reinforced off-diagonal estimates in [8] . Then Bui et al. [8] introduced the Musielak-Orlicz-Hardy space associated with operator L via the Lusin area function, denoted by H ϕ,L (R n ). Recall that the Musielak-Orlicz space L ϕ (R n ) is defined to be the set of all measurable functions f on R n such that
However, a general Musielak-Orlicz function ϕ satisfying all the assumptions in [32] (and hence [8] ) may not have the form as in (2.10) (see [32] ). On the other hand, it was proved in [49, Remark 2.23(iii)] that there exists a variable exponent function p(·) ∈ C log (R n ), but t p(·) is not a uniformly Muckenhoupt weight, which was required in [32] (and hence [8] L (R n ) coincide with the variable exponent Hardy spaces H p(·) (R n ) which can not cover and also can not be covered by Musielak-Orlicz Hardy spaces in [32] based on the same reason as above.
Molecular characterizations of
In this section, we aim to obtain the molecular characterizations of H p(·) L (R n ). To this end, we first give out some properties of the tent spaces with variable exponents including their atomic characterizations, which are then applied to establish the molecular characterizations of H p(·) L (R n ) by using a project operator π L corresponding to L.
Atomic characterizations of tent spaces
We begin with the definition of the tent space with variable exponent. Let p(·) ∈ P(R n ). For all measurable functions g on R n+1 + and x ∈ R n , define
, where the supremum is taken over all cubes Q of R n containing x and Q denotes the tent over Q, namely, 
We point out that the (p(·), ∞)-atom was introduced in [55] .
For any p(·) ∈ P(R n ), {λ j } j∈N ⊂ C and cubes {Q j } j∈N of R n , let
here and hereafter, we let
The following atomic decomposition of T p(·)
moreover, the series in (3.3) converges absolutely for almost all (x, t) ∈ R n+1 + and there exists a positive constant C such that, for all f ∈ T p(·)
, where, for each j ∈ N, Q j denotes the cube such that supp a j ⊂ Q j .
By Lemma 3.3, we have the following conclusion.
To prove Corollary 3.4, we need the following useful lemma, which is just [44, Lemma 4.1].
Then there exists a positive constant C such that, for all sequences {Q j } j∈N of cubes of R n , numbers {λ j } j∈N ⊂ C and functions {a j } j∈N satisfying that, for each j ∈ N, supp a j ⊂ Q j and
, where p is as in (3.2) .
Proof of Corollary
. Then, by Lemma 3.3, we may assume that f = j∈N λ j a j almost everywhere on R n+1 + , where {λ j } j∈N ⊂ C and {a j } j∈N is a sequence of (p(·), ∞)-atoms such that, for each j ∈ N, supp a j ⊂ Q j with some cube Q j ⊂ R n , and
Then, by the definition of (p(·), ∞)-atoms, we see that, for all j ∈ N,
From this, Lemma 3.5 and the fact that, for all θ ∈ (0, 1] and {ξ j } j∈N ⊂ C,
we deduce that, for all N ∈ N,
This, combined with (3.5) and the dominated convergence theorem (see [14, Theorem 2 .62]), implies that 
Using Corollary 3.4 and an argument similar to that used in the proof of (3.7), we obtain the following atomic characterization of T p(·) 2 (R n+1 + ), the details being omitted.
where, for each j, Q j denotes the cube appearing in the support of a j ; moreover, for all
with the implicit positive constants independent of f .
The following remark plays an important role in the proof of Theorem 4.3.
. Then, by [37, Remark 4 .4], we know that, for any {λ j } j∈N ⊂ C and cubes
In what follows, let T 
Proof. By [29, Lemma 3.3(i)], we know that, for any q
. Thus, to prove this proposition, it suffices to show that T
From this and the fact that p − ≤ p(x) for all x ∈ R n , we deduce that
+ ) as sets and hence completes the proof of Proposition 3.9.
Molecular characterizations of
In this subsection, we establish the molecular characterizations of H 
Moreover, π L is well defined and
Then, by [48, (3. 10)], we know that
where the integral converges in L 2 (R n ); see also [3, 35] .
When it is necessary to specify the cube Q, then a is called a (p(·), s, L)-molecule associated with Q.
, where p − and θ(L) are as in (2.1) and (2.5), respectively. Then, by Proposition 3.17(ii) below, we see that the
with C being a positive constant independent of f .
(
with C being a positive constant independent of {λ k α k } k∈N .
The proof of Theorem 4.3 strongly depends on several auxiliary estimates and will be presented later. The following Lemma 3.14 is just [55, Lemma 2.6] (For the case when p − > 1, see also [28, Corollary 3.4 
]).
Lemma 3.14. Let p(·) ∈ C log (R n ). Then there exists a positive constant C such that, for all cubes Q 1 and Q 2 satisfying Q 1 ⊂ Q 2 ,
where p − and p + are as in (2.1).
The following Fefferman-Stein vector-valued inequality of the Hardy-Littlewood maximal operator M on the space L p(·) (R n ) was obtained in [15, Corollary 2.1].
Lemma 3.15. Let r ∈ (1, ∞) and p(·) ∈ C log (R n ). If p − ∈ (1, ∞) with p − as in (2.1), then there exists a positive constant C such that, for all sequences {f j } ∞ j=1 of measurable functions,
Remark 3.16. Let k ∈ N and p(·) ∈ C log (R n ). Then, by Lemma 3.15 and the fact that, for all cubes Q ⊂ R n , r ∈ (0, p − ), χ 2 k Q ≤ 2 kn/r [M(χ Q )] 1/r , we conclude that there exists a positive constant C such that, for any {λ j } j∈N ⊂ C and cubes {Q j } j∈N of R n ,
, where p − and θ(L) are as in (2.1) and (2.5), respectively. Then
Proof. To prove this proposition, it suffices to show (ii), since (i) is just [48, Lemma 3.4(a)]. Noticing that, due to Corollary 3.7,
. This, combined with Lemma 3.3, Corollary 3.4 and Remark 3.6, implies that there exist sequences {λ j } j∈N ⊂ C and {a j } j∈N of (p(·), ∞)-atoms such that, for each j ∈ N, supp a j ⊂ Q j with some cube
. Observe that, for almost every
due to (3.10), the Fatou lemma and the fact that S L is bounded on L 2 (R n ) (see (2.9)). Then, by Remark 2.1(i) and the Fatou lemma of
where p is as in (3.2) and, for any j ∈ N, U 0 (Q j ) := 4Q j and
By (2.9), (i) and Lemma 3.14, we find that, for all q ∈ (1, ∞),
From this, Lemma 3.5 and Remark 3.16, we deduce that
. Then, by this, the Hölder inequality and Lemma 3.14, we further find that, for any q
Observe that, for all r ∈ (
r . Thus, from this, (3.13) and Lemmas 3.5 and 3.15, we deduce that
Combining (3.11), (3.12) and (3.14), together with r > n n+ε , we conclude that
, which implies that π L is a bounded linear operator from T p(·)
L (R n ) and hence completes the proof of Proposition 3.17.
We now turn to the proof of Theorem 3.13.
Proof of Theorem 3.13. We first prove (i). Let C (m,s) be the constant as in (3.9) and
Then, by Remark 3.10, we see that
. Thus, by Lemma 3.3 and Corollary 3.4, we find that Q t m f = j∈N λ j a j in the sense of both pointwise and T
p(·)
2 (R n+1 + ), where {λ j } j∈N ⊂ C and {a j } j∈N are (p(·), ∞)-atoms satisfying that, for each j ∈ N, supp a j ⊂ Q j with some cube Q j ⊂ R n , and 
From the above argument, we deduce that, for each k ∈ N, there exist {λ k j } k∈N ⊂ C and a sequence {α k j } j∈N of (p(·), s, L)-molecules such that
where, for any k, j ∈ N, Q k j denotes the cube appearing in the definition of the (p(·), s, L)-molecule α k j . By this, the Minkowski inequality, (ii) and (iii) of Remark 2.1 and (3.6), we see that
. Moreover, by (3.16) and (3.17), we conclude that
L (R n ) and hence the proof of (i) is completed. Next, we show (ii). Without loss of generality, we may assume that, for each k ∈ N,
Then, from Proposition 3.17(ii) and Corollary 3.7, we deduce that, for all N 1 , N 2 ∈ N with N 1 < N 2 ,
, which tends to zero as N 1 , N 2 → ∞ due to the dominated convergence theorem. Thus,
L (R n ) and, by the Fatou lemma of L p(·) (R n ), Proposition 3.17(ii) and Corollary 3.7, we further know that
which completes the proof of Theorem 3.13.
In what follows, for all s ∈ [s 0 , ∞) with s 0 as in (3.8) and
where the infimum is taken over all finite molecular decompositions of f .
This finishes the proof of Corollary 3.18.
BMO-type spaces and the Duality of
In this section, we mainly consider the duality of H p(·) L (R n ). To this end, motivated by [30] , we introduce the space BMO
and the supremum is taken over all cubes Q of R n .
Remark 4.2. (i) The space (BMO
) is a vector space with the semi-norm vanishing on the space K (L,s) (R n ) which is defined by
for almost every x ∈ R n and all t ∈ (0, ∞)} .
In this article, the space BMO
when L is a second order elliptic operator of divergence form or a Schrödinger operator.
(ii) If p(·) ≡ 1 and s = 0, then BMO
introduced by Duong and Yan [23] . If p(·) ∈ P(R n ) is defined by
Now we state the main result of this section as follows.
, respectively, as in (2.1) and (2.5). Let s 0 be as in (3.8) and
extends to a bounded linear functional on H p(·)
L (R n ) and
where C is a positive constant independent of g.
(ii) Conversely, let ℓ be a bounded linear functional on H p(·) L (R n ). Then ℓ has the form as in (4.1) with a unique g ∈ BMO
where C is a positive constant independent of ℓ. (
L (R n ), then, from Theorem 4.3, we deduce that f satisfies the cancelation
, then g is not necessary to be zero almost everywhere and hence, if f is a smooth function with compact support, then R n f (x)g(x) dx may not equal zero. Therefore, smooth functions with compact supports are not necessary to be in H (ii) Observe that, by the proof of Corollary 3.18, we see that
. From this, it follows that, if we require that (4.1) holds true for all f ∈ H p(·)
L,fin (R n ), then all conclusions of Theorem 4.3 also hold true.
To prove Theorem 4.3, we need some preparations.
, and s ∈ [s 0 , ∞), where p + , p − , θ(L) and s 0 are, respectively, as in (2.1), (2.5) and (3.8).
Then there exists a positive constant C such that, for all
and, when p + ∈ (0, 1),
Proof. Without loss of generality, we may assume that f BMO s p(·),L (R n ) = 1. We claim that, for all t, v ∈ (0, ∞) with t 2 ≤ v ≤ 2t, and x ∈ R n ,
If this claim holds true, then, by Lemma 3.14, we see that
where l := ⌊log 2 K⌋. By this, we further conclude that, when p + = 1,
which implies that (4.2) and (4.3) hold true. Therefore, to complete the proof of this proposition, it remains to prove the above claim. By the commutative properties of semigroups, we have
Since θ(L) ∈ (n[
From (2.8), Assumption (A), the Hölder inequality, Lemma 3.14 and the fact that j=1 Q i,j . Thus, by the Hölder inequality and Lemma 3.14, we find that
, which, together with Lemma 3.14 again and (4.6), implies that
By this and (4.7), we further conclude that, for all x ∈ R n , (4.8)
By an argument similar to that used in the proof of (4.8), we also see that, for all
which, combined with (4.5) and (4.8), implies that (4.4) holds true. This finishes the proof of Proposition 4.5.
Proposition 4.6. Let p(·) and s be as in Proposition 4.5. Then, for any δ ∈ (n[
Proof. For all t ∈ (0, ∞) and x ∈ R n , we write
Obviously, by the Hölder inequality, we easily see that
To estimate I 2 , we first notice that
By the Hölder inequality, Lemma 3.14 and the fact that δ > n(
, we find that
For I 2,2 , by Proposition 4.5 and Lemma 3.14, we know that
This, together with (4.9) and (4.10), implies that
which completes the proof of Proposition 4.6.
where the supremum is taken over all cubes Q of R n and Q denotes the tent over Q; see [55] . 
and there exists a positive constant C, independent of .5), it follows that there exists ε ∈ (n[
To prove this proposition, by definition, it suffices to show that, for any cube R := R(x R , r R ) for some x R ∈ R n and r R ∈ (0, ∞),
Observe that
Then the estimate (4.11) is a direct consequence of
and (4.13)
Next we prove (4.12) and (4.13), respectively. To show (4.12), let
By [30, (4.25) ], we know that
which, combined with Proposition 4.5 and Lemma 3.14, implies that
For b 2 , we write
Let (x, t) ∈ R. Then, by (2.3), (2.8) and Proposition 4.6, we have
which implies that
On the other hand, for all k ∈ {1, . . . , s 0 + 1}, t, v ∈ (0, ∞), f ∈ M(R n ) and x ∈ R n , let
Then, by Assumption (A) and (2.4), we conclude that ψ k t,v , the kernel of Ψ k t,v , satisfies that, for all t, v ∈ (0, ∞) and x, y ∈ R n ,
From this, Proposition 4.6 and the fact that (4.19)
which further implies that
Combining (4.14), (4.15), (4.16) and (4.21), we conclude that (4.12) holds true. Similarly, by (4.17), (4.18), (4.19) and Proposition 4.6, we also see that, for all (x, t) ∈ R,
which, together with Lemma 3.14, implies that, for all (x, t) ∈ R,
By this and the fact that m(s + 1) > ε, we further conclude that (4.13) holds true. This finishes the proof of Proposition 4.7. 
+ )) * with the implicit positive constants independent of h.
Proof. To prove this proposition, it suffices to show (ii), since (i) was already proved in [10, p. 316, Theorem 2] .
We first show that T
. Then, by the Hölder inequality and Remark 3.2(ii), we find that, for any (p(·), ∞)-atom a supported on Q for some cube Q ⊂ R n ,
For any f ∈ T p(·)
, by Lemma 3.3, we know that, for almost every (x, t) ∈ R n+1 + , f (x, t) = j∈N λ j a j (x, t), where {λ j } j∈N and {a j } j∈N are as in Lemma 3.3 satisfying (3.4). From this, (4.23) and Remark 3.8, we deduce that
, which implies that ℓ h is a bounded linear functional on T p(·)
Next, we prove that (T p(·)
By this and the fact that p + ∈ (0, 1], we further find that 
+ , where {λ j } j∈N and {a j } j∈N are as in Lemma 3.3 satisfying
Observer that, for all N ∈ N,
and, by (4.23) and Remark 3.8, we find that
Therefore, from the dominated convergence theorem, we deduce that
To complete the proof of this proposition, it remains to show that h ∈ T p(·)
2,∞ (R n+1 + ). Indeed, for any cube Q ⊂ R n and j ∈ N, let R Q,j := Q ∩ {(x, t) ∈ R n+1 + : t ≥ 1/j} and
Then, by the Minkowski inequality, we find that
, namely, η j is a (p(·), 2)-atom up to a positive constant multiple. From this, the Fatou lemma and Corollary 3.7, we further deduce that
which, together with the arbitrariness of cubes Q, implies that h ∈ T p(·)
This finishes the proof of Proposition 4.8.
To prove Theorem 4.3, we also need the following estimate. 
for some x Q ∈ R n and r Q ∈ (0, ∞),
Proof. Obviously, we have
By the boundedness of S L in L 2 (R n ) (see (2.9)) and Remark 2.5(iii), we see that
which, together with Lemmas 3.5 and 3.14, implies that (4.25)
To deal with the term J 2 , since p − ∈ ( n n+θ(L) , 1] with p − and θ(L) as in (2.1) and (2.5), respectively, we choose ε ∈ (0, θ(L)) such that p − ∈ ( n n+ε , 1]. Notice that, for all x / ∈ 4Q,
see [30, (4.20) ]. Then, by this, Lemma 3.14 and the fact that ε ∈ (n(
, we further know that, for any r ∈ (0, p − ),
Combining the estimates (4.24), (4.25) and (4.26), we conclude the desired result and then complete the proof of Lemma 4.9.
For all s ∈ [s 0 , ∞) with s 0 as in (3.8), t ∈ (0, ∞), f ∈ M(R n ) and x ∈ R n , let
where
and, for all (x, t) ∈ R n+1 + , let
µ f p(·) < ∞. From this and Proposition 4.8(ii), we deduce that the integral
converges absolutely and hence
Indeed, by an argument similar to that used in the proof of [23, Proposition 5.1], we have the following technical lemma, the details being omitted.
where C (m,s) is as in (3.9).
We are now ready to prove Theorem 4.3.
Proof of Theorem 4.3. We first prove (i). Let g ∈ BMO
. By this and Corollary 3.7, we know that, for any j ∈ N, there exist {λ k j } k∈N ⊂ C and a sequence
Thus, from Lemma 4.10, the Hölder inequality, Proposition 4.7, Remarks 3.2(ii) and 3.8, we deduce that
. By this and Remark 3.8, we further obtain
. Therefore, by Corollary 3.18 and a density argument, we conclude that ℓ g is a bounded
In other words, ℓ • π L is a bounded linear functional on T p(·)
. Thus, by Proposition 4.8(ii), we find that there exists a function h ∈ T p(·)
On the other hand, by Remark 3.10, we see that, for all
. From this and (4.27), we deduce that
To complete the proof of Theorem 4.3, it remains to prove that g ∈ BMO s 0 p(·),L * (R n ). For any Q := Q(x Q , r Q ) ⊂ R n for some x Q ∈ R n and r Q ∈ (0, ∞), by Lemma 4.9, we conclude that
From this, we deduce that g ∈ BMO 
with the implicit positive constants independent of g.
Applications
In this section, we give out two applications of the molecular characterizations of the spaces H p(·) L (R n ) established in Theorem 3.13. One is to investigate the coincidence between the spaces H p(·) L (R n ) and H p(·) (R n ), where H p(·) (R n ) denotes the Hardy space with variable exponent introduced by Nakai and Sawano in [37] . Another is to study the boundedness of the fractional integral
The coincidence between
We begin with recalling the definition of the Hardy space with variable exponent introduced in [37] . Let S(R n ) be the space of all Schwartz functions and S ′ (R n ) its topological dual space. For any N ∈ N, let
where, for all β := (β 1 , . . . , β n ) ∈ Z n + , |β| := β 1 + · · · + β n and D β := (
where, for all t ∈ (0, ∞) and ξ ∈ R n , ψ t (ξ) := t −n ψ(ξ/t).
Definition 5.1. Let p(·) ∈ C log (R n ) and N ∈ ( n p − + n + 1, ∞). Then the Hardy space with variable exponent p(·), denoted by H p(·) (R n ), is defined to be the set of all
Remark 5.2. In [37, Theorem 3.3] , it was proved that the space H p(·) (R n ) is independent of N as long as N is sufficiently large. Although the range of N is not presented explicitly in [37, Theorem 3.3] , it was pointed out in [55, Remark 1.3(ii) ] that N ∈ (
In what follows, suppose that L is a linear operator of type ν on L 2 (R n ) with ν ∈ (0, π 2 ). Then it generates an analytic semigroup {e −zL } z , where z ∈ C satisfies 0 ≤ | arg(z)| < π 2 −ν. Following [48] , we assume that the kernels of {e −tL } t>0 , {p t } t>0 , satisfy the following conditions: there exist positive constants C, m and τ ∈ (n( [23, 24, 30] for some other examples.
To prove Theorem 5.3, we need the atomic characterization of (R n ) is defined to be the set of all f ∈ S ′ (R n ) such that f can be written as f = j∈N λ j a j in S ′ (R n ), where {λ j } j∈N ⊂ C and {a j } j∈N are (p(·), q, d)-atoms satisfying that, for each j ∈ N, supp a j ⊂ R j for some cube R j ⊂ R n and A({λ j } j∈N , {R j } j∈N ) < ∞, where A({λ j } j∈N , {R j } j∈N ) is as in (3.1) with {Q j } j∈N replaced by {R j } j∈N .
Moreover, for any f ∈ H p(·),q at (R n ), its quasi-norm is defined by
where the infimum is taken over all admissible decompositions of f as above. We first show that H
L (R n ). To this end, let q t be the kernel of the operator Q t . Then, by [23, Lemma 6.10 ] (see also [48, p. 4404 ]), we find that, for any γ ∈ (n[
, τ ) and δ ∈ (0, 1), there exists a positive constant C such that, for all t ∈ (0, ∞) and x, y, h ∈ R n ,
(R n ). Then, by Definition 5.5, we see that f has an atomic decomposition f = j∈N λ j a j , where {λ j } j∈N ⊂ C and {a j } j∈N are (p(·), 2, 0)-atoms such that, for each j ∈ N, supp a j ⊂ R j with some cube R j ⊂ R n , and
Thus, we have
, it follows, from
Next, we estimate the term II. For all x ∈ (4R j ) ∁ , we have
Observe that, when x ∈ (4R j ) ∁ , |x − y| < t and z ∈ R j := Q(x R j , r R j ) for some x R j ∈ R n and r R j ∈ (0, ∞), we see that
By this, (5.4) and the Hölder inequality, we find that, for all x ∈ (4R j ) ∁ ,
) and r ∈ (0, p − ) such that n + δ > n r . Then, from (5.7), (5.8), Lemma 3.15 and the fact that, for all k ∈ N,
On the other hand, by (5.5), (5.6) and the vanishing moment condition of a j , we obtain
, which, together with the Hölder inequality, implies that, for all x ∈ (4R j ) ∁ ,
By this and an argument similar to that used in the proof of (5.9), we conclude that
This, combined with (5.9), shows that II
, where a is a (p(·), ∞)-atom supported on R for some cube R ⊂ R n . Let R := Q(x R , r R ) with x R ∈ R n and r R ∈ (0, ∞), D 0 (R) := 2R and, when k ∈ N, D k (R) := (2 k+1 R) \ (2 k R). Moreover, for any k ∈ Z + , we let l k := D k (R) α(x) dx and
Then, for all x ∈ R n , we have
where, for any k ∈ Z + , N k := ∞ j=k l j and χ k :=
|D k (R)| . We first deal with J 1 . Obviously, for all k ∈ Z + , supp h k ⊂ 2 k+1 R and R n h k (x) dx = 0. Moreover, by the Hölder inequality and Proposition 3.17(i), we see that
Since supp a ⊂ R, it follows that, for all x ∈ R n ,
where s 0 is as in (3.8) and s ∈ [s 0 , ∞). By (5.4), (2.4) and the Hölder inequality, we find that, for all k ∈ N and x ∈ D k (R),
By an argument similar to that used in the proof of (4.20), we also have
which, combined with (5.10), implies that, for all k ∈ N and x ∈ D k (R),
From this, together with Lemma 3.14, it follows that
Thus, for each k ∈ N, 2 By (5.12) and the fact that δ > n(
which implies that ∞ k=0 h k converges in S ′ (R n ). Moreover, from Remark 2.1(i) and the Fatou lemma of L p(·) (R n ) (see [14, Theorem 2 .61]), we deduce that
On the other hand, by (5.11) and Lemma 3.14, we know that, for each k ∈ Z + ,
, 2, 0)-atom up to a positive constant multiple. Moreover, from (5.14), we deduce that
and hence
. By this and (5.13), we conclude that J 2 ∈ H p(·),2 at (R n ). Therefore, for the molecule α, we have
in L 2 (R n ) and hence in S ′ (R n ), where, for every k ∈ Z + , h k and N k+1 ( χ k+1 − χ k ) are (p(·), 2, 0)-atoms up to a positive constant multiple and, moreover, α ∈ H
, by Theorem 3.13(i), we find that f has an atomic decomposition f = j∈N λ j α j , where the summation converges in L 2 (R n ) and also in .
Moreover, we may assume that, for each j ∈ N, α j is a molecule associated with some cube R j := Q(x j , r j ) for x j ∈ R n and r j ∈ (0, ∞). Then, from what we have proved as in (5.15), we deduce that
in L 2 (R n ) and hence also in S ′ (R n ), where, for each j ∈ N and k ∈ Z + , h j,k and N j,k+1 ( χ j,k+1 − χ j,k ) are (p(·), 2, 0)-atoms, supported on 2 k+1 R j , up to a positive constant multiple. On the other hand, by Lemma 3.14, we see that, for any j ∈ N and
Then, by choosing δ ∈ (0, 1) such that δ ∈ (n[
], 1), Lemma 3.15 and the fact that, for any j ∈ N, k ∈ Z + , r ∈ (0, p) and x ∈ R n ,
we deduce that
Therefore, f ∈ H 
Fractional integrals
Let L satisfy Assumptions (A) and (B) as in Subsection 2.2. In this subsection, we establish the boundedness of the fractional integral on variable exponent Hardy spaces associated with the operator L. Recall that, for any γ ∈ (0, n m ) with m as in Assumption (A), the generalized fractional integral L −γ associated with L is defined by setting, for all f ∈ L 2 (R n ) and x ∈ R n ,
where Γ(γ) is an appropriate positive constant; see [48, p. 4400] . Notice that, if L := −∆ with ∆ being the Laplacian, then L −γ becomes the classical fractional integral; see, for example, [45, Chapter 5] . We also point out that the Hardy-Littlewood-Sobolev inequality related to the semigroup itself of an operator was studied by Yoshikawa [52] . 
The main result of this subsection is stated as follows. 
Then the fractional integral
To prove Theorem 5.9, we need the following technical lemma, which is just [44, Lemma 5.2] and plays a key role in the proof of Theorem 5.9.
Lemma 5.10. Let δ ∈ (0, n) and p(·) ∈ C log (R n ) satisfy p + ∈ (0, n δ ). Assume that q(·) ∈ P(R n ) is defined by setting, for all x ∈ R n , .
Proof of Theorem 5.9. To prove this theorem, we only need to show that, for all f ∈ H p(·)
. Then, by Theorem 3.13(ii), we see that there exist {λ j } j∈N ⊂ C and a sequence {α j } j∈N of (p(·), s 0 , L)-molecules associated with cubes {R j } j∈N such that f = j∈N λ j α j in H p(·) L (R n ) and also in L 2 (R n ), and
Observe that L −γ is bounded from L 2 (R n ) to L q (R n ) for some q ∈ (1, ∞) such that and hence
=: I 1 + I 2 .
To deal with I 1 , let r ∈ (1, 2). Then, by the Hölder inequality, (2.9), Proposition 3.17 and Remark 5.8, we find that
This, combined with Lemmas 3.5 and 5.10, implies that
, where q := min{1, q − } with q − as in (2.1) via p(·) replaced by q(·). Next, we estimate I 2 . Since n n+θ(L) < p − , it follows that there exists ε ∈ (0, θ(L)) such that n n+ε < p − . Moreover, we may choose r 0 ∈ (0, p − ) such that ε ∈ (n[
Assume that, for each j ∈ N, R j := Q(x j , r j ) for some x j ∈ R n and r j ∈ (0, ∞). Then, by an argument similar to that used in the proof of [48, (5. 3)], we conclude that, for all j ∈ N and x ∈ (4R j ) ∁ ,
For any k, j ∈ N, let D k (R j ) := (2 k+2 R j )\(2 k+1 R j ). Then, by (5.19) and Lemma 5.10, we see that
Thus, from Lemma 3.15, Remark 2.1(i) and the fact that, for any k ∈ N, 
This, together with (5.17) and (5.18), implies that (5.16) holds true, which shows that L −γ is bounded from H Acknowledgements. The authors would like to express their deep thanks to the referee for his very careful reading and useful comments which do improve the presentation of this article.
