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GENERALIZATION OF A RAMANUJAN IDENTITY
ÖRS REBÁK
Abstract. In this paper we would like to generalize a curious identity by Ramanujan. In
his notebooks the following expression appears two times:√
2
(
1−
1
32
)(
1−
1
72
)(
1−
1
112
)(
1−
1
192
)
=
(
1 +
1
7
)(
1 +
1
11
)(
1 +
1
19
)
.
The Euler product for the Landau–Ramanujan constant could have motivated this observa-
tion. Berndt asks whether Ramanujan’s identity is an isolated result, or if there are other
identities of this form. With this work we also would like to give a possible answer to Berndt’s
question.
1. Introduction
Let B(x) denote the number of positive integers not exceeding x which can be expressed as
a sum of two squares. Landau [10], [11, pp. 641–669] in 1908 has shown that
B(x) ∼ K x√
log x
as x→∞,
where K is a constant. Independently, Ramanujan in his first letter to Hardy [3, pp. 52 and
60–62], [4, p. 24], [8, pp. 60–63], [9, p. xxiv] in 1913 stated the following. The number of
numbers greater than A and less than x which can be expressed as a sum of two squares is
K
∫ x
A
dt√
log t
+ θ(x),
where K = 0.764 . . . and θ(x) is very small when compared with the previous integral. This
statement also appears in Ramanujan’s second and third notebooks [13, pp. 307 and 363].
Since then the quantity K is known as the Landau–Ramanujan constant [5, pp. 98–104]. An
exact formula for K is given by its Euler product expansion:
K =
1√
2
∏
p
(
1
1− 1/p2
)1/2
≈ 0.76422365358922066299 . . . ,
where p runs through the primes of the form 4n+3. The formula converges slowly, calculating
for the first ten thousand appropriate p values it gives six correct decimal places. In the
Flajolet–Vardi [6, pp. 7–9] manuscript we can find another formula forK with fast convergence.
The Euler product for K could have motivated the following observation which appears in
Ramanujan’s notebooks [13, pp. 309 and 363] two times:√
2
(
1− 1
32
)(
1− 1
72
)(
1− 1
112
)(
1− 1
192
)
=
(
1 +
1
7
)(
1 +
1
11
)(
1 +
1
19
)
.
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“It may be somewhat interesting to note”, Ramanujan wrote about his identity in one of his
letters to Hardy [4, p. 177]. Let us observe that the squared numbers on the left-hand side
are the first four prime numbers of the form 4n+ 3. Looking at the reciprocal of the Landau–
Ramanujan constant, expressed as the expanded Euler product, we can see the following rela-
tion with Ramanujan’s identity:
1
K
=
√
2
(
1− 1
32
)(
1− 1
72
)(
1− 1
112
)(
1− 1
192
)
·
√(
1− 1
232
)(
1− 1
312
)(
1− 1
432
)(
1− 1
472
)(
1− 1
592
)
· · ·.
The reciprocal of Ramanujan’s identity gives 1463/1920 = 0.76197916˙ which is an approxima-
tion of the constant K up to two correct decimal places. The identity is displayed in Berndt’s
book [3, p. 20] and also in the Andrews–Berndt book [1, pp. 410–411].
2. Generalization of Ramanujan’s identity
Berndt [3, p. 20, Entry 6] asks whether Ramanujan’s identity is an isolated result, or if there
are other identities of this form. The result of this section is a possible answer to Berndt’s
question. During the generalization we break away from the fact that 3, 7, 11 and 19 are prime
numbers of the form 4n+ 3. We use another property of these numbers.
Theorem 2.1 (Generalization of Ramanujan’s identity). Let a ∈ (−∞,−2/3)∪(−1/2,−1/3]∪
((−1/6,∞) \ {0, 1}) be a real number. Then√
a+ 1
a− 1
(
1− 1
a2
)(
1− 1
(2a+ 1)2
)(
1− 1
(3a+ 2)2
)(
1− 1
(6a+ 1)2
)
equals (
1 +
1
2a+ 1
)(
1 +
1
3a+ 2
)(
1 +
1
6a+ 1
)
.
Proof. Because of the condition on a, the expression under the square root and the right-hand
side are nonnegative. Both sides are equal to zero if and only if a = −1 or a = −1/3. Suppose
that a 6= −1 and a 6= −1/3. By squaring both sides, a rearrangement yields
a+ 1
a− 1
(
1− 1
a2
)
=
(
1 + 12a+1
)2 (
1 + 13a+2
)2 (
1 + 16a+1
)2
(
1− 1
(2a+1)2
)(
1− 1
(3a+2)2
)(
1− 1
(6a+1)2
) .
We simplify both sides by using the following observation. For a given b 6= 0 and b 6= ±1 real
number, we have (
1 + 1b
)2
1− 1b2
=
(
1 + 1b
)2(
1− 1b
) (
1 + 1b
) = b+ 1
b− 1 .
It gives for b = a on the left-hand side
a+ 1
a− 1
(
1− 1
a2
)
=
(
1 + 1a
)2
1− 1
a2
(
1− 1
a2
)
=
(a+ 1)2
a2
.
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The observation gives for b = 2a+ 1, b = 3a+ 2 and b = 6a+ 1 on the right-hand side(
1 + 12a+1
)2 (
1 + 13a+2
)2 (
1 + 16a+1
)2
(
1− 1
(2a+1)2
)(
1− 1
(3a+2)2
)(
1− 1
(6a+1)2
) = (2a+ 1) + 1
(2a+ 1)− 1 ·
(3a+ 2) + 1
(3a+ 2)− 1 ·
(6a+ 1) + 1
(6a+ 1)− 1
=
(a+ 1)2
a2
.

Remark 2.2 (Alternative form). It is clear from the previous proof that the following identity
holds. Let a ∈ (−∞,−2/3) ∪ (−1/2,−1/3] ∪ ((−1/6,∞) \ {0}) be a real number. Then
a+ 1
a
·
√(
1− 1
(2a+ 1)2
)(
1− 1
(3a+ 2)2
)(
1− 1
(6a+ 1)2
)
equals (
1 +
1
2a+ 1
)(
1 +
1
3a+ 2
)(
1 +
1
6a+ 1
)
.
Remark 2.3 (Condition on the parameter). If we examine the square of the equation in
Theorem 2.1, we can suppose a weaker condition on the parameter. The square of the equation
holds for all a /∈ {−2/3,−1/2,−1/6, 0, 1} real numbers. Similarly, the square of the equation
in Remark 2.2 holds for all a /∈ {−2/3,−1/2,−1/6, 0} real numbers.
Examples 2.4 (Substitutions). We give some examples by substituting several values into the
parameter.
(1) By substituting a = 3, we arrive at Ramanujan’s identity√
2
(
1− 1
32
)(
1− 1
72
)(
1− 1
112
)(
1− 1
192
)
=
(
1 +
1
7
)(
1 +
1
11
)(
1 +
1
19
)
.
(2) By substituting a = 2, we find that√
3
(
1− 1
22
)(
1− 1
52
)(
1− 1
82
)(
1− 1
132
)
=
(
1 +
1
5
)(
1 +
1
8
)(
1 +
1
13
)
.
(3) By substituting a = −2, we find that√
1
3
(
1− 1
22
)(
1− 1
32
)(
1− 1
42
)(
1− 1
112
)
=
(
1− 1
3
)(
1− 1
4
)(
1− 1
11
)
.
(4) By substituting a = 1 into the alternative form, we find that
2 ·
√(
1− 1
32
)(
1− 1
52
)(
1− 1
72
)
=
(
1 +
1
3
)(
1 +
1
5
)(
1 +
1
7
)
.
If we interchange the denominators 2a + 1, 3a + 2, 6a + 1 in the generalized formula with
2a+1, 3a+1, 6a+5 or with 2a+1, 4a+1, 4a+3 respectively and modify the condition on a,
we could derive similar identities. There are other related formulas, for example there is a
generalization for this last identity listed in the examples above as we show it in Theorem 3.3.
In the next section we interchange the denominators 2a + 1, 3a + 2, 6a + 1 with an arbitrary,
real (ak) sequence such that the absolute value of its elements are greater than one. This is
not the most general condition on (ak), but we prefer it because of its simple form.
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3. Identities with more multiplicative factors
Our aim is to examine expressions like given in the next lemma.
Lemma 3.1. Let n ≥ m ≥ 1 be integers and let (ak) be a sequence of real numbers such that
|ak| > 1 for all k = m, . . . , n. Then√√√√ n∏
ℓ=m
aℓ + 1
aℓ − 1 ·
n∏
k=m
(
1− 1
a2k
)
=
n∏
k=m
(
1 +
1
ak
)
.
Proof. The expression under the square root and the right-hand side are positive. We use the
same observation, what we used in the proof of Theorem 2.1. Straightforward arithmetic gives
the result.√√√√ n∏
ℓ=m
aℓ + 1
aℓ − 1 ·
n∏
k=m
(
1− 1
a2k
)
=
√√√√√ n∏
ℓ=m
(
1 + 1aℓ
)2
1− 1
a2
ℓ
·
n∏
k=m
(
1− 1
a2k
)
=
n∏
k=m
(
1 +
1
ak
)
.

We begin with a simple observation.
Theorem 3.2. We have √
2
(
1− 1
32
)
=
(
1 +
1
3
)
and √
3
(
1− 1
22
)
=
(
1 +
1
2
)
.
Proof. Direct calculation, or a simple corollary of Lemma 3.1, by using the substitution (m,n) =
(1, 1), with a1 = 3 in the first case, and with a1 = 2 in the second case. 
Let us see some further special cases of Lemma 3.1.
Theorem 3.3. Let n and m be integers. The following identities hold.
(1) For n ≥ m ≥ 2, we have√√√√ n(n+ 1)
m(m− 1) ·
n∏
k=m
(
1− 1
k2
)
=
n∏
k=m
(
1 +
1
k
)
.
(2) For n ≥ m ≥ 1, we have√√√√ 2n+ 1
2m− 1 ·
n∏
k=m
(
1− 1
(2k)2
)
=
n∏
k=m
(
1 +
1
2k
)
.
(3) For n ≥ m ≥ 1, we have√√√√n+ 1
m
·
n∏
k=m
(
1− 1
(2k + 1)2
)
=
n∏
k=m
(
1 +
1
2k + 1
)
.
Note that if we substitute (m,n) = (1, 3) into (3), then we have (4) from Examples 2.4. Also
note that the equation in (1) gives (n+ 1) /m which appears on the left-hand side of (3).
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Proof. According to Lemma 3.1, in order to prove (1), we have to show that
n∏
k=m
k + 1
k − 1 =
n(n+ 1)
m(m− 1) .
We prove the closed-form of this finite, telescoping product directly.
n∏
k=m
k + 1
k − 1 =
m+ 1
m− 1 ·
m+ 2
m
· m+ 3
m+ 1
· m+ 4
m+ 2
· · · · · n− 2
n− 4 ·
n− 1
n− 3 ·
n
n− 2 ·
n+ 1
n− 1
=
n(n+ 1)
m(m− 1) .
The proofs of (2) and (3) are analogous. 
Theorem 3.4. Let n ≥ m ≥ 1 be integers. Let u > 0 and uk+v > 1, or u < 0 and uk+v < −1
for all k = m, . . . , n. Then√√√√Γ (m+ vu − 1u)Γ (n+ vu + 1u + 1)
Γ
(
m+ vu +
1
u
)
Γ
(
n+ vu − 1u + 1
) · n∏
k=m
(
1− 1
(uk + v)2
)
=
n∏
k=m
(
1 +
1
uk + v
)
.
Note that this generalizes Theorem 3.3. With the parametrization (u, v) = (1, 0) for n ≥
m ≥ 2 we have (1); with (u, v) = (2, 0) we have (2); and with (u, v) = (2, 1) we have (3). The
condition on (u, v) could be more general, here the gamma functions are at positive arguments.
Proof. According to Lemma 3.1, we have to show that
n∏
k=m
uk + v + 1
uk + v − 1 =
Γ
(
m+ vu − 1u
)
Γ
(
n+ vu +
1
u + 1
)
Γ
(
m+ vu +
1
u
)
Γ
(
n+ vu − 1u + 1
) .
We prove the closed-form of this finite product by mathematical induction. We recall that the
gamma function satisfies the functional equation Γ(t+ 1) = tΓ(t) for all positive real t values.
For n = m, using this property of the gamma function with the positive numbers t = m+ vu± 1u ,
we take the basis.
um+ v + 1
um+ v − 1 =
m+ vu +
1
u
m+ vu − 1u
=
Γ
(
m+ vu − 1u
)
Γ
(
m+ vu +
1
u + 1
)
Γ
(
m+ vu +
1
u
)
Γ
(
m+ vu − 1u + 1
) .
Let us take the inductive step. Suppose that the statement holds for some n = ℓ, we show that
it holds for n = ℓ+ 1. We can deduce
ℓ+1∏
k=m
uk + v + 1
uk + v − 1 =
(
ℓ∏
k=m
uk + v + 1
uk + v − 1
)
· uℓ+ u+ v + 1
uℓ+ u+ v − 1
=
Γ
(
m+ vu − 1u
)
Γ
(
ℓ+ vu +
1
u + 1
)
Γ
(
m+ vu +
1
u
)
Γ
(
ℓ+ vu − 1u + 1
) · ℓ+ vu + 1u + 1
ℓ+ vu − 1u + 1
=
Γ
(
m+ vu − 1u
)
Γ
(
ℓ+ vu +
1
u + 2
)
Γ
(
m+ vu +
1
u
)
Γ
(
ℓ+ vu − 1u + 2
) .

In the following theorem we use Lemma 3.1 with the substitution (ak) =
(
k3
)
to deduce an
identity. Here we mention that a number of the form (n+ 1)/n, where n is a positive integer,
is called superparticular ratio. We note that in the next theorem under the square root there
appears a quotient of two superparticular ratios.
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Theorem 3.5. Let n ≥ m ≥ 2 be integers. Then√√√√m(m− 1) + 1
m(m− 1) ·
n(n+ 1)
n(n+ 1) + 1
·
n∏
k=m
(
1− 1
k6
)
=
n∏
k=m
(
1 +
1
k3
)
.
Proof. According to Lemma 3.1, we have to show that
n∏
k=m
k3 + 1
k3 − 1 =
m(m− 1) + 1
m(m− 1) ·
n(n+ 1)
n(n+ 1) + 1
.
We can prove by mathematical induction or directly as the following.
n∏
k=m
k3 + 1
k3 − 1 =
m3 + 1
(n+ 1)3 + 1
·
n∏
k=m
(k + 1)3 + 1
k3 − 1
=
m3 + 1
(n+ 1)3 + 1
·
n∏
k=m
k + 2
k − 1
=
m3 + 1
(n+ 1)3 + 1
· n(n+ 1)(n + 2)
(m− 1)m(m+ 1)
=
m(m− 1) + 1
m(m− 1) ·
n(n+ 1)
n(n+ 1) + 1
.

4. Related results by Ramanujan
In this last section we relate our foregoing results to other identities by Ramanujan, from
the topic of infinite series and products. Let s be a complex number such that Re (s) > 1.
Using the notations of Lemma 3.1, let (ak) = (p
s
k), i.e. the sequence of s-th powers of the prime
numbers, take m = 1 and the limit n→∞. We arrive at√√√√ ∞∏
ℓ=1
psℓ + 1
psℓ − 1
·
∞∏
k=1
(
1− 1
p2sk
)
=
∞∏
k=1
(
1 +
1
psk
)
.
The second product under the square root is the well known Euler product formula for the
Riemann zeta function. For s = 2, we find that
∞∏
k=1
(
1− 1
p4k
)
=
1
ζ(4)
=
90
π4
.
The following result is in Ramanujan’s second notebook [13, p. 60] and it is also discussed in
Berndt’s [2, p. 129] and in Guy’s book [7, pp. 155–156]:
∞∏
k=1
p2k + 1
p2k − 1
=
5
2
.
The right-hand side is evaluated in a paper by Ramanujan [9, pp. 20–21], [12]:
∞∏
k=1
(
1 +
1
p2k
)
=
15
π2
.
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In general, for Re (s) > 1, from the Euler product formula, we have
∞∏
k=1
(
1− 1
p2sk
)
=
1
ζ(2s)
,
and as it described in Berndt’s book [2, p. 128], we have
∞∏
k=1
psk + 1
psk − 1
=
ζ2(s)
ζ(2s)
and
∞∏
k=1
(
1 +
1
psk
)
=
ζ(s)
ζ(2s)
.
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