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Abstract
Diffusion-weighted MRI is the forerunner of the rapidly developed microstructural MRI aimed at in vivo evaluation of the cel-
lular tissue architecture. This brief review focuses on the spatiotemporal scales of the microstructure that are accessible using
different diffusion MRI techniques and the need to weight the measurability against the interpretability of results. Diffusion phe-
nomena and models are first classified in two-dimensional space (the q-t-plane) of the measurement with narrow gradient pulses.
Three-dimensional parameter space of the Stejskal–Tanner diffusion weighting adds more phenomena to this collection. Modern
measurement techniques with larger number of parameters are briefly discussed under the overarching idea of diffusion weighting
matching the geometry of the targeted cell species.
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1. Introduction
The structure in the neural tissues spans a broad range of
scales starting from about a micrometer (dendrites, axons) to
some 20 µm for large neurons. Intracellular structures are often
finer while the cellular architecture can change on a larger scale
(such as the cortical layers), which might be unresolvable in
MR images. Evaluating deeply subresolution structures in vivo
is an ambitious goal of modernMRI. Diffusion MRI is the fore-
runner of this development due to the fact that theMR-reporting
molecules explore their local cellular environmentwith the typ-
ical size of ℓD ∼
√
Dt, where D is the diffusion coefficient and
t the diffusion time. Taking the typical value for water in the
brain tissues, D ∼ 1 µm2/ms and the diffusion time from 1ms
(ultimate oscillating-gradient measurements) to 1 s (stimulated
echo) gives the range from 1 to about 30 µm, which is commen-
surate with the size of many cell species.
The above reason underscores the central role of scales for
understanding what are the microstructural features a measure-
ment is sensitive to. Discussing this question is the aim of the
present paper. The first part of the discussion can be thought
as an excursion in the landscape of diffusion weighted signal in
the plane formed by the diffusion time t and the wave vector q
of the gradient-induced magnetization [1, 2], Fig. 1. Limiting
the consideration to this plane is a large simplification, actually
both quantities are estimates, respectively, of the duration and
the magnitude of the continuous function
q(t) =
∫ t
0
dt′g(t′) , (1)
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Figure 1: An overview of diffusion measurements presented in the style of
Ref.[2]. The schematics for the coarse-graining with increasing diffusion time
is shown off axes, since this is the pure diffusion phenomenon, unrelated to MR
measurements. See text for further explanations.
where g(t) is the applied gradient of the Larmor frequency (the
gradient of the main field multiplied with the gyromagnetic ra-
tio of the MR-reporting spins). The value of q to the end of
diffusion weighting must be zero to avoid any interference be-
tween the diffusion weighting and the imaging. It is only the
measurement with the ideally narrow gradient pulses for which
a constant q and the duration t can be unambiguously defined.
A well-known advantage of the narrow-pulse limit is that
the signal is the Fourier transform,G(t, q), of the sample-averaged
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Figure 2: The basic Stejskal–Tanner pulse sequence for the diffusion weighting
[9]. The narrow pulse limit refers to δ→ 0 and the opposite limit of wide pulses
to δ = ∆. The refocusing pulse in the middle, which is applied in practical
measurements, is taken into account by inverting the gradient preceding the
refocusing pulse.
diffusion propagator,G(t, x) [3],
S (t, q) =
∫
d3x1
d3x0
V
eiq(x1−x0)G(t, x1, x0)
=
∫
d3x eiqxG(t, x)
≡ G(t, q) , (2)
where V is the sample volume and G(t, x1, x0) the exact diffu-
sion propagator. In the spirit of this relation, a researcher mea-
suring diffusion with a given q anticipates the sensitivity to the
spatial scale of the order of 1/q. So, already in this simple ex-
ample, the sensitivity to a given scale is understood in the spirit
of the Fourier transform.
Alike, this is applicable to the characteristic time a measure-
ment is sensitive to. For measurements with arbitrary shaped
weak gradients, the signal is dominated by the second-order
term of the cumulant expansion [4, 5],
ln S ≈
∫
dt1dt2 q(t1)q(t2)D(t2 − t1) =
∫
dω
2π
|q(ω)|2D(ω) ,
(3)
The quantity D(t) with its Fourier transform D(ω) is the re-
tarded (or causal) cumulant (autocorrelation function) of molec-
ular velocity, v(t) [4, 6, 7]:
D(t) = θ(t)〈v(t)v(0)〉 , (4)
where θ(t) is the unit step function and the initial time moment
t = 0 is chosen arbitrary according to the time translation invari-
ance, the physics synonym of the stationary process. Figure 6
in [2] shows the relation ofD to the conventional diffusion co-
efficient. For diffusion in media with no microstructure, such
as homogeneous fluids,D(t) = D0δ(t) resulting in ln S ≈ −bD0
with the standard definition of the b-value [8]. Equation (3)
implies that the sample-characterizing quantity D(ω) defines
the signal through the window of the measurement-representing
function |q(ω)|2. While the time dependenceD(t) is the major
sample characteristic, it is sensed in the spirit of Fourier trans-
form (cf. Refs. [4, 7, 1, 2]).
Coming back to Eq. (2), the signal is maximum for the val-
ues of q close to the inverse width of the diffusion propagator,
which is of the order of ℓD ∼
√
Dt. For very weak gradients,
the exponential function can be approximated with unity and
the signal is just the integral over the propagator, which is unity
by the virtue of the particle conservation. The signal substan-
tially depends on q when qℓD ∼ 1. By substituting ℓD, this
relation turns to bD ∼ 1, which is the known rule for selecting
the optimal b-value in the case of Gaussian diffusion. The scale
ℓD can be thus called the default scale to which a measurement
is sensitive. While this is optimal for measuring the value of
D in the case of Gaussian diffusion, the value of diffusivity, D,
itself is rather unspecific to the microstructure if measured as
it is commonly done for a given time moment [10]. The fol-
lowing discussion is an attempt to answer the question about
more microstructure-specific options and the signal penalty for
deviating from the default values of q.
2. Two-dimensional parameter space of narrow pulses
2.1. The cumulant expansion
We now begin our excursion at the origin of the q–t plane,
Fig. 1. The signal at this point is maximum, S = 1, which is the
normalization assumed hereafter. The origin is the highest point
of the signal landscape. From that point, we see a downslope
labelled with the contour lines of the b-value. For the narrow
gradient pulses, b = q2t, otherwise it is an order-of-magnitude
estimate with the exact value defined by the specific gradient
waveform. The b-value fully characterizes the signal attenu-
ation in an aggregate of Gaussian non-exchangeable compart-
ments. When applied to structured media such as biological
tissues, the effect of diffusion weighting is irreducible to this
single number being dependent on q and t separately. There-
fore the actual contour lines of the signal do not coincide with
the lines of constant b. In general, the signal is described by
the cumulants of molecular displacements (or, equivalently of
molecular velocity), with the leading term defined by the diffu-
sion coefficient (or tensor in the general case), Eq. (3), the next
term by the kurtosis etc., which are convolved with the increas-
ing powers of q(t) (or, equivalently, of g(t)) [11, 5]. This is often
written in a simplified form using the proportionality b ∼ q2:
ln S = −bD +C2b2 +C3b3 + . . . . (5)
This form however keeps hidden the fact that D and all other
coefficients depend on time, and, in more general terms, on the
whole gradient waveform. Therefore, using this equation for
analyzing the b-dependence is only reasonable when b changes
through the overall gradient magnitude while preserving the
gradient waveform. With the increasing gradient, the contri-
bution of the higher powers of q(t) becomes dominant making
the series divergent and thus the whole representation useless.
2.2. Measurability vs. interpretability
It follows from Eq. (5) that accomplishing the apparently
simple task of measuring the diffusion coefficient requires mak-
ing a compromise between themeasurability and the interpretabil-
ity of the measurement. The optimal value of b such as bD ∼ 1
might be too large in media with non-Gaussian diffusion in
which case the contribution of the higher-order terms in the se-
ries in Eq. (5) may result in a significant bias. Reducing b helps,
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but decreases the effect of diffusion weighting, thus enhancing
the noise propagation of the final result.
Balancing the measurability vs. interpretability is a constant
component of measurements. The penalty for such a compro-
mise should be analysed in each specific case. Oftentimes, the
shift toward larger b-values results in a smaller penalty than it
might appear in view of the exponential signal decay in struc-
tureless fluids. In fact, the signal decrease for large q in struc-
tured biological tissues is much slower, typically as an inverse
power of q as in examples considered below.
2.3. Time-dependent diffusivity
We start descending from the highest point of the signal
landscape in the direction of increasing time keeping the diffusion-
weighing gradient small. In this regime, the signal is only sen-
sitive to the diffusion tensor, which is represented in isotropic
media by a single time-dependent quantity, the diffusion coef-
ficient, D(t). It is a decreasing function of time, since the mi-
crostructure in biological media restricts molecular diffusion,
the longer time the more pronounced the effect is. In general,
D(t) levels off for long diffusion times in which case diffusion
becomes effectively Gaussian by the virtue of the Central Limit
Theorem (CLT). The caveat here is the need to realize what time
can be considered sufficiently long. In a single compartment, it
is t ≫ tc, where the correlation time, tc, is the typical time of
diffusion through a singe correlation length in the medium, ℓc,
for example defined by the size of cells.
In a medium with multiple compartments, the CLT may ap-
ply to each compartment separately, but not yet to the whole
medium if the exchange between the compartments is slow.
This can be regarded as a constructive definition of compart-
ments with account for the measurement technique. In many
cases it coincides with the anatomical compartments, when ex-
change between them is slow [12, 13]. To give an example of
the opposite, the water residence time inside the red blood cells
is about 10ms [14], which means that these cells can be treated
as a compartment only when subjected to very fast measure-
ments. The smallness of the exchange rate in the neural tissues
enables the account for its effect using the simplified model of
chemical exchange [15, 16].
For short diffusion times, the initial decrease in D(t) reveals
the total surface area of impermeable interfaces in a unit volume
of the medium, A/V , [17] according to the relation
D(t) = D0
[
1 − ConstA
V
√
D0t + O
(
D0t
R2c
)]
, (6)
where D0 is the bulk diffusivity, Const depends on the pulse
sequence and the geometry of the interfaces [18] and the last
term collects the corrections in the radius of curvature, Rc, and
the surface relaxation [19]. According to Eq. (6), the effect is
the most pronounced when the diffusion length, ℓD =
√
D0t
is commensurate with the typical pore size, V/A. However,
the tractability of the measurement requires selecting a shorter
time,
√
D0t ≪ V/A, to reduce the influence of the rest of the se-
ries in Eq. (6). In this regime, the measurement is practically in-
sensitive to the curvature radius, Rc ∼ V/A, due to the large dif-
ference in the scales, ℓD ≪ Rc. Equation (6) has not found ap-
plication to the brain due to the very small size of cells to which
it could be applied. For example, application to white matter
axons would require measurements with sub-millisecond dura-
tions, which are not feasible.
In media with a microstructure, but unbounded space for
diffusion, D(t), reduces the most pronouncedly when the diffu-
sion length is commensuratewith the medium correlation length,
ℓD ∼ ℓc. The tractability of D(t) in this regime is however
low. In general, the medium structure gets increasingly blurred
as seen by diffusing molecules, the process called the coarse-
graining in physics, which is illustrated with a series of images
of a granular two-dimensional medium in Fig. 1. This process
is discussed in more detail by [20]. In brief, for long diffusion
times such that ℓD ≫ ℓc, diffusion in a given compartment ap-
proaches its Gaussian asymptote as an inverse power of time,
which reflects the effective dimensionality of diffusion and the
statistics of long-distance correlations of the medium structure
on the scale ℓD ≫ ℓc [21].
The above requirement of unbounded diffusion excluded
the case of closed compartments, which is considered now. The
property of being closed or open is irrelevant for short diffu-
sion times for which Eq. (6) equally applies. For long diffu-
sion times, the size of the closed compartment, ρ, becomes rel-
evant. Time is considered as long when ρ ≪ ℓD. According
to this relation, the corresponding schematics in Fig. 1 is shown
for rather long times although the real diffusion time might be
as short as a couple of milliseconds in the case of very small
compartments. For the narrow gradient pulses, Eq. (2) predicts
the signal in the form S = 1 − O(q2ρ2). In more detail, it is
S = 1 − q2〈∆x2〉/2, where ∆x is the distance from the com-
partment’s center of mass in the direction of q and the aver-
aging is made over the volume of the compartment. This re-
lation follows from the exact diffusion propagator in the time-
independent form G(t, x1, x0) = η(x1)η(x0)/V , where η(x) is the
indicator function, which is unity inside the compartment and
zero otherwise and V the compartment volume. The diffusion
coefficient found from this signal is D = 〈∆x2〉/(2t), which co-
incides with the definition of D via the mean squared displace-
ment of diffusing molecules.
The corner of long times and weak to moderate gradients
in Fig. 1 is crowded because of the currently popular models of
multiple Gaussian compartments [22, 2, section III]. Since the
components of biological tissues are never really homogeneous,
the assumption of Gaussian compartments relies on long diffu-
sion times, in which case the CLT takes effect. This happens
when ℓD ≫ ℓc within individual compartments. For such times,
we can use the Gaussian approximation for small and moder-
ate gradients. Deviation from this approximation for the whole
multicompartment tissue is illustrated with the glyphs showing
the increase in the angular resolution of crossing fibers with
increasing q. As it follows from the cumulant expansion, the
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terms up to the order qn contain contributions of spherical har-
monics up to the order ℓ = n [5, 23, 2], whereas the Gaussian
approximation is limited by ℓ = 2.
Another set of images illustrates the model of white mat-
ter fibers as straight homogeneous cylinders [24, 25], which are
shown with a common origin to focus on their orientation dis-
tribution. This is in the core of what can be called the Stan-
dard Model of brain white matter [10]. With the increasing
q, less axons contribute to the powder-averaged signal, which
results in the observed signal decrease in proportion to 1/
√
b
[24, 26, 27, 28]. For both examples, the probed orientation dis-
tribution does not refer to a specific length. However, diffusion
length enters the result implicitly by defining the length of ax-
ons over which they should be effectively straight. The axon
diameter falls out being too small for typical measurements in
the brain requiring much larger gradients for been observable
[21, 27]. Such gradients in combination with the larger axons
in the spinal cord enabled ex vivo measurement of axonal di-
ameter distribution [29].
2.4. Strong gradient
The images in the upper right corner of the q–t plane il-
lustrate the regime of long times and strong narrow gradients in
which the signal is proportional to the medium correlation func-
tion. For diffusion in closed compartments, this phenomenon is
commonly referred to as diffusion diffraction [30]. The most
pronounced effect is observed when qρ ∼ 1.
The swiss-cheese-looking image in the same corner illus-
trates a similar phenomenon for diffusion in a connected porous
medium [17]. Such a medium is shaped by excluded volume
of a complex geometry, typically MR-invisible (e.g., porous
rock) filled with an MR-visible fluid (e.g., water) forming a sin-
gle connected compartment with the complementary geometry.
The key idea is that the diffusion propagator has the form of a
nearly Gaussian envelope with a fine structure imprinted by the
excluded, MR-invisible volume (this is the idea of the schemat-
ics in Fig. 3 showing the propagator magnitude). The propaga-
tor thus has two scales, ℓD =
√
Dt and ℓc, respectively, with the
relation ℓD ≫ ℓc as the condition for time to be treated as long.
Substitution of this propagator in Eq. (2) results in the signal
equals to the convolution of a Gaussian propagator, exp(−Dtq2)
with the medium correlation function, the latter arising from
the indicator function, η(x) of the pore space. In this way, we
can access the scale of the medium correlation length, ℓc ≪ ℓD.
The price for that is the suppression of the informative part of
the signal by the factor (ℓc/ℓD)
d in d spatial dimensions [17].
We now return to the origin of the q–t plane to continue our
excursion along the q axis. Observing the decreasing signal we
come to the domain of short times and strong gradients, which
can be called the high-resolution limit [6]. The short times im-
ply that the majority of spins explore only small volumes in
which the diffusion coefficient is nearly constant. The signal is
therefore simply 〈exp(−bD)〉 where the averaging is performed
over the distribution of D in the sample [31]. Note that the eval-
uation of the surface-to-volume ratio using low gradients [17]
can be understood as a particular case of such averaging. The
signal in the high-resolution limit does not refer to a definite
spatial scale because of the large difference, ℓD ≪ ℓc. In media
with multiple structural scales though, one has to realize that D
in the above expression is already averaged on all scales below
ℓD.
3. Three-dimensional parameter space of Stejskal–Tanner
sequence
While the narrow pulse limit is lucid from the theory point
of view, its practical realization is often difficult due to the
hardware and biophysical limitations. Practically important are
rather long gradient pulses, which are considered here in the
limit of constantly applied gradients, δ = ∆ = t/2 in the stan-
dard notation of the Stejskal – Tanner measurement sequence
[9], Fig. 2. The parameter space of this sequence is three-dimensional
comprising q, ∆ and δ and we have to step away from the origi-
nally discussed q–t plane in the third orthogonal direction of δ,
Fig. 3.
When deployed in three dimensions, the measurement tech-
niques shown in Fig. 1 behave differently. Those that are based
on the Gaussian approximation to diffusion are largely insen-
sitive to the gradient waveform because this dependence is ab-
sorbed in the numerical value of the b-factor. Such measure-
ments are those for short diffusion times and based on the ap-
proximation of Gaussian compartments for long diffusion times,
Fig. 3. In contrast, the measurements inspired by Eq. (2) require
narrow gradient pulses such that δ ≪ tc. The reason is the ap-
proximate solution to the Bloch–Torrey equation that describes
the evolution of the transverse magnetization due to diffusion
and precession. In other words it describes the complete inter-
play between diffusion of molecules and their nuclear magne-
tization [32]. The narrow pulses enable approximating the gra-
dient action with the instant phase acquisition, thus decoupling
the gradient effect from molecular diffusion.
Two measurements are shown in Fig. 3 that are specific to
the limit of long gradient pulses, δ = ∆. Schematics of long-
time diffusion in a closed compartment, ℓD ≫ ρ is shown in
the corner of long times and weak gradients. The effect of the
diffusion weighting is much weaker than for the narrow pulses,
S − 1 ∼ ρ
4g2t
D0
∼ q2ρ2 ρ
2
D0t
, (7)
where q is estimated as q ∼ gt, while q2ρ2 is the estimate
for the effect of narrow pulses, and the last factor ρ2/(D0t) =
(ρ/ℓD)
2 ≪ 1. The same small parameter spoils calculation of
diffusion coefficient using the standard procedure of dividing
the signal, Eq. (7) by the b-factor, b ∼ g2t3 ∼ q2t. This results
in Dapp ∼ (ρ2/t)(ρ2/D0t), where the first factor is the true dif-
fusion coefficient in a small compartment. The reason for this
effect is the diffusion narrowing: Due to the relatively fast diffu-
sion, the distribution of spin phases gets narrower thus reducing
4
Figure 3: Diffusion measurement regimes in three-dimensional parameter space
of the Stejskal–Tanner pulse sequence. The left vertical plane corresponds to
the narrow pulse limit with δ → 0, Fig. 1. The right plane corresponds to the
maximum pulse duration, δ = ∆, larger values of δ are impossible. The gradient
strength in the vertical axis is labelled with both q and g, since q is the relevant
quantity for δ → 0, while g is constant, thus more convenient when δ = ∆.
The contour lines of constant b are different on these planes according to the
exact expressions in terms of q and g, respectively. The symbols shown in the
planes stand for the phenomena that are specific to the corresponding limit of
δ. Those that are unspecific to the gradient waveform are shown in between the
limiting planes. The coarse-graining symbolic from Fig. 1 is shown paving the
floor, q = g = 0, since it is the pure diffusion phenomenon, independent of the
measurement technique. Further explanation in the text.
the signal attenuation [33, 34, 35, 36]. Diffusion narrowing has
been actively studied in the context of transverse relaxation, see
[37] for a review.
The comparison with narrow pulses is opposite in the same
system measured with strong constantly applied gradients, the
so-called localization regime [38, 39, 40]. While this phenomenon
is illustrated in Fig. 3 with the signal from a spherical cavity, its
essence was derived by [38] for a flat impermeable interface
orthogonal to the applied gradient. The major signal comes
from the layer adjacent to the interfaces with the layer thickness
about ℓg = (D/g)
1/3. Since the flat interface does not introduce
any length scale, there is no medium-related size entering the
dominant signal contribution. The strong gradient is defined
by the condition ℓg ≪ ℓD, which is equivalent to bD ≫ 1 with
bD ∼ Dg2t3. In contrast to the acquitionwith the narrow pulses,
the signal is exponentially suppressed although less in compar-
ison with the free diffusion, ln S ∼ −(bD)1/3. Medium-related
length enters the pre-exponential factor for media with curved
interfaces such as shown in Fig. 3 reflecting the fraction of spins
affected by the suitably oriented interfaces [39, 40].
4. Advanced measurement techniques: Matching the cell
geometry
Diffusion weighting techniques that are in the today’s re-
search focus havemore controlling parameters than the Steiskal–
Tanner waveform, which makes unfeasible any graphical clas-
sification similar to Fig. 3. In particular, there are numerous
methods of combining gradient pairs, which can be loosely con-
sidered as successors of the double-diffusion encoding [41, 42].
Combining gradient pairs can be extended to the continuum
Figure 4: Basic forms of diffusion weighting (the gradient schematics in the
bottom row) illustrated with the effect on the isotropic distribution of axons that
are shown with the common origin for clarity, dark color for suppressed signal.
From left to right: No weighting, linear, planar, and spherical encodings.
limit of constantly changingmagnitude and direction of the gra-
dient vector, g(t), Fig. 4 [43, 44, 45]). The unifying idea of those
methods can be called the “geometry matching” that is relying
to the distinct shapes of tissue compartments to get more spe-
cific information about them. This is a relatively new trend in
microstructural MRI as compared with the traditional approach
of obtaining the tissue-averaged signal characteristics.
4.1. Weak gradients: Why diffusion tensor is not a model
As the rule, geometry matching requires strong diffusion
weighting, with the obvious penalty of a significant signal loss.
The reason is that the signal for weak gradients is not very infor-
mative. It is dominated by the tissue-averaged diffusion tensor,
Di j, where the indices i, j = 1, 2, 3, and the most relevant out-
come of the complex gradient shape is the b-matrix, bi j. The
signal is then
ln S ≈ −bi jDi j = −Tr bD , (8)
where the summation over the repeating indices is implied. Since
this is linear in b, the effect of any b-matrix can be represented
as the sum of the following three ones that correspond to the
three images for non-zero gradients in Fig. 4. In the basis of
their eigenvectors
b1d =

0 0 0
0 0 0
0 0 1
 , b2d =
b
2

0 0 0
0 1 0
0 0 1
 , b3d =
b
3

1 0 0
0 1 0
0 0 1
 .
(9)
These matrices realize the linear, planar and spherical diffusion
encodings, respectively. Obviously, the first two select a pre-
ferred direction in space, the third does not.
According to Eq. (8), the usage of linear and spherical en-
codings with weak gradients does not add any new information.
It solely changes the combination of the diffusion tensor com-
ponents that determines the measured signal. Looking broadly,
while diffusion tensor for a given time moment can indicate
the overall (macroscopic) tissue anisotropy, it is not specific
to the microstructure. Even such a pronounced structure as a
fiber crossing is not resolvable with only Di j as illustrated with
the low-q glyph in Figs. 1 and 3. The time dependence, D(t)
is more informative, as is the dependence on the angle between
the two gradient pairs of the double diffusion encoding for short
mixing times [41, 42], Fig. 5. However, it turned out that these
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Figure 5: Schematic of the double diffusion encoding. Diffusion weighting
consists of two gradient pairs that induce two successively applied wave vectors
q1 and q2 with the separation tm and a variable angle between them (ψ = π/2
in the left image). The signal obtained with such a sequence depends on ψ
when acquired in a medium built with anisotropic cells (middle image). The
anticipated signal variation in the limit of long tm is proportional to cos 2ψ
(right panel). Qualitatively similar effect for short tm , for which the signal is
proportional to cosψ, does not contain any new information as compared with
the time-dependent diffusion coefficient [46].
apparently different dependencies contain the same information
about the microstructure [46].
Making a short break for discussing the terminology, the
diffusion and kurtosis tensors were classified as signal represen-
tations as contrasted with parameters of microstructural models
[10]. In brief, the reason was the universal signal dependence
on b in terms of these parameters, cf. Eq. (5), and the low speci-
ficity of such representation to the microstructure. As a rule
of thumb, representations are mathematical expressions for de-
scribing the signal, while models include pictures of the most
relevant tissue properties, Figs. 4–7 can serve as simple exam-
ples.
4.2. Strong gradients: Accessing the microstructure
The first example considered here is the detection of anisotropic
microscopic compartments such as cell processes, in tissues
that can be apparently isotropic due to the random orientations
of such compartments. This anisotropy, often hidden on the
macroscopic level of imaging is referred to as the microscopic
anisotropy (alternative terminology is discussed in [42]). His-
torically the first approach was the double diffusion encoding
[41], which has been applied to ex-vivo specimens [47], live
animal [48] and human brain [49, 50] naming only the first ob-
servations (Fig. 5). Proper characterization of the microscopic
compartments refers the their rotationally-invariant parameters,
which are independent of the measurement setup and the sam-
ple orientation [51].
Microscopic anisotropy can be detected by comparison of
the traditional linear diffusion encoding with the spherical en-
coding (or, synonymously, isotropic weighting)with b3d ∼ diag [1, 1, 1],
Eq. (9), which is illustrated in Fig. 6 [44, 45, 52]. The major dif-
ference between the linear and spherical encodings is that the
linear encoding suppresses the signal from molecules that can
move in the direction of the applied gradient, while the spheri-
cal encoding suppresses the signal from molecules that are mo-
bile in at least one direction. While the principle of spherical
encoding is clear, quantitation of results obtained in media with
microstructure requires caution. The accuracy with which the
Figure 6: Spherical encoding can be used to detect the micro-anisotropy in
macroscopically isotropic samples. For a truly isotropic medium (the left im-
age), there is no qualitative difference between the signals obtained with the
both methods. The linearly encoded signal from microscopically anisotropic
medium (the middle image) levels off for large b because of subpopulation of
cells that are nearly orthogonal to the gradient thus escaping the signal suppres-
sion (blue line). This is not the case for the spherical encoding (red line). The
data were obtained by averaging the signal from 707 white matter voxels in a
normal human brain [55]. The small deviation from the exponential decay for
large b limits the presence of small round cells, which otherwise would result
in the signal levelling off similar to the blue line. Note the coincidence of both
signals for low b in agreement with the discussion after Eq. (9).
diffusion weighting is isotropic depends on both the pulse se-
quence and the sample according to the three-dimensional ver-
sion of Eq. (3) [53, 54, 18].
Spherical encoding was also used to suppress the signal
from all tissue compartments except for small compact cells
(the so-called dot compartment) with the aim to evaluate their
weight in the total signal [55, 56] (Fig. 6). The result showed
very little amount of such cells in the brain except some small,
but observable fraction in the cerebellum [56].
The little signal suppression in the compartmentswith small
size in the direction of a strong applied gradient was used for
evaluating the water exchange rate between such compartments
and the interstitium [57, 58, 59, 60]. The principle of this mea-
surement is illustrated in Fig. 7. The resulted residence time of
a few hundreds of milliseconds agrees with measurements in
the culture of neural cells [13].
The whole-brain averaged intra-axonal diffusivity was mea-
sured in vivo using the planar weighting with b ∼ diag [1, 1, 0]
for effective narrowing of the native orientation distribution of
white matter axons and suppressing the signal from other cells
(the third panel in Fig. 4). The aim was to measure the averaged
intra-axonal diffusivity in living human brain with the resulted
value of 2.25 ± 0.03 µm2/ms [61].
For the powder-averaged signal, the planar encoding is com-
plementary to the more traditional weighting with a linear gra-
dient (Fig. 4). With this technique, the axonal orientation distri-
bution is effectively isotropic and a strong gradient suppresses
the signal from all axons, but those that are nearly orthogonal to
the gradient direction. The fraction of such axons decreases in
proportion to 1/
√
bD, which defines the signal dependence on
b [62, 26, 27, 28]. Marginal deviations from this dependence
signify the limits of modeling the axons as straight infinitely
thin cylinders [28]. This approach is discussed in more detail
by [20].
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Figure 7: Schematic of the exchange measurement using a mobility filter. Left:
Water inside a small cell escapes the signal suppression with a pair of strong
gradient characterised by the wave vector q0. Diffusion coefficient is measured
with a small wave vector q1. The value of D drops right after the suppression
to the value inside the small cell. Due to the exchange, molecules with unsup-
pressed signal move to the interstitium where they have a larger diffusivity. This
results in a gradual recovery of the initial diffusion coefficient as a function of
the so-called mixing time, tm, after the mobility filter application.
5. Interplay with microscopic magnetic field
Quantitative diffusionmeasurements face several experimen-
tal challenges related to the monitoring the real gradient strength
and time course. A similar problem appears on the level of mi-
crostructure in the presence of heterogeneous magnetic suscep-
tibility inside the sample [63], in the biomedical context, due
to, e.g., deoxygenated blood, contrast agent or iron deposition
in a specific cell population. The resulted microscopic mag-
netic field accelerates the transverse relaxation (see [64] and
[37] for recent reviews on these subjects, respectively). The
same microscopic magnetic field interplays with the applied
diffusion-weighting gradients thus affecting the measurement
results. The effect depends on the scale of the microscopic
field ℓB, relative to the diffusion length, ℓD. Since the elemen-
tary magnetic dipole field is scaleless, the former characteristic
length is defined by the correlation length of the field-inducing
structure (this property was called locality [65, 66]).
In the case of relatively large magnetic structure, ℓB ≫ ℓD,
each spin moves in a constant magnetic field gradient although
different for different regions. The diffusion weighting to the
first, Gaussian approximation is simply S = 〈e−bD〉, where
b has a random component due to the additional local gradi-
ent and the averaging is performed over its spatial distribution.
Since the exponential function is convex, this increases the sig-
nal as compared with the expected value, S > e−b0D, where b0
is the intended b-factor. In other words, areas where the macro-
scopic gradient partially compensates the applied one increase
the signal more than the decrease due to areas where the mi-
croscopic gradient with the same magnitude adds to the applied
one. The genuine diffusion coefficient is thus underestimated
[67, 68, 69].
The picture is less transparent for the case of equal scales,
ℓB ∼ ℓD. Truly bipolar gradient weighting (no refocusing pulse)
changes the effect sign. In contrast, diffusion weighting with
the refocusing results in the underestimation of diffusion coeffi-
cient with the magnitude dependent on the gradient time course
and statistics of the spatial organization of microscopic mag-
netic susceptibility. Being not overall large, this effect should
be taken into account when dealing with subtle phenomena in
diffusion measurements [70].
6. Concluding remarks: Microstructural MRI as a physics
discipline
Physics can be regarded as a science about spatio-temporal
scales and transitions between them. Making another excur-
sion, now through the scales, let’s begin at the fundamental
level of elementary particles. Elementary particle physics has
accumulated high-precision knowledge about the particle prop-
erties on the subnuclear scales. The challenge of calculating
the mass and the gyromagnetic ratio of the proton is however
still challenging the researchers. Moving one level up, these
difficulties pose no problem for atomic and molecular physics
for which the proton is a point-like particle with the empiri-
cally defined mass, charge, spin and magnetic moment. Molec-
ular physics studies extremely complex phenomena on the scale
around a nanometer, in particular the molecular motion in the
liquid state. However, the challenges of this discipline do not
affect the MRI community. The information we need from the
molecular scale is the values of the relaxation rates, R1 and R2
and the bulk diffusion coefficient.
These examples illustrate one of the fundamental notion of
renormalizability, which in the broad sense refers to the possi-
bility to include all effects of finer spatial scales in a handful of
effective measurable parameters when considering physics on
coarser scales. This is why atomic physics does not depend on
the resolution of the long-standing problems of elementary par-
ticle physics and, in turn, diffusion MRI does not depend on the
attempts to calculate the molecular diffusion coefficient from
the first principle.
While the above examples are obvious, it is not always clear
what are the effective parameters for the considered phenomenon.
This problem was especially challenging for physics of critical
phenomena when quite different physical systems demonstrate
largely universal behavior of their thermodynamic properties.
One of the main achievements in physics in the second half of
the 20th century was the development of methods for finding
such parameters, called relevant, that are present after the tran-
sition from the molecular to the macroscopic scale.
Somewhat toned down, this problem reincarnates in mi-
crostructural MRI as the question which cellular features are
still measurable after the coarse graining to the MRI voxels.
The main conclusion from the above discussion is that there is
no universal answer to this question, For example, the surface
to volume ratio might be the relevant parameter for short diffu-
sion time while the long-distance structural correlations and the
effective dimensionality of diffusion compartments are relevant
for long times. The range of spatial scales covered by diffusion
MRI is about the factor of 30 as indicated by the available val-
ues of the diffusion length, ℓD. This is much smaller than for ex-
ample the gap of five orders of magnitude between the elemen-
tary particle and atomic physics. In MRI, we typically do not
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work so deeply in the limiting cases, which affects the accuracy
of our approximations. This accuracy depends on the relation
between the measurement-defined scale, ℓD, and the structural
scale of the measured sample, ℓc. Due to the large variability
in the latter, the ratio might change in a larger range than ℓD,
which effectively enlarge the scope of accessible scales. In ad-
dition to the diffusion time, the gradient strength and waveform
can radically change the relevant parameters thus further en-
larging the palette of possibilities in the exciting research field
of microstructural MRI.
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