Objectives. Most researchers who use survey data must grapple with the problem of how best to handle missing information. This article illustrates multiple imputation, a technique for estimating missing values in a multivariate setting. Methods. I use multiple imputation to estimate missing income data and update a recent study that examines the influence of parents' standard of living on subjective well-being. Using data from the 1998 General Social Survey, two ordered probit models are estimated; one using complete cases only, and the other replacing missing income data with multiple imputation estimates. Results. The analysis produces two major findings: 1) parents' standard of living is more important than suggested by the complete cases model, and 2) using multiple imputation can help to reduce standard errors. Conclusions. Multiple imputation allows a researcher to use more of the available data, thereby reducing biases that may occur when observations with missing data are simply deleted.
I. Introduction
A growing literature suggests that how researchers deal with missing data can affect model estimates and standard errors (Schafer, 1997; Vriens and Melton, 2002; Schafer and Graham, 2002; Raghunathan, 2004; Little and Rubin, 2002) . Unfortunately, few studies explicitly discuss this issue. Frequently, researchers delete observations with missing items with no attention to the consequences for model estimates and standard errors. Excluding observations with missing data is hazardous if the deleted observations are different from the observations that remain. To illustrate this point, Table 1 shows the distribution of the variables used in this study, comparing complete observations (no items are missing) with observations for which income is missing. The figures are compiled from the 1998 General Social Survey (GSS) . A glance at Table 1 shows that the missing income matters for some variables but not others. For example, the distribution of age is quite different: those who did not respond to the income question (call these the incomplete observations) are substantially older than those who did. In fact, 33.2 percent of respondents with missing income are 65 years old or older, compared with just 17.4 percent of respondents with reported income. Other large differences exist in educational level (those with missing income have less education) and health status (missing income is related to poorer health). Also, respondents with missing income are less likely to be married and more likely to be female.
(Insert Table 1 here) Of the 1,747 observations pulled from the 1998 GSS, income is missing in 11.7 percent, primarily because of refusals. Since respondents 65 years or older are much more likely to refuse to respond to the income question, deleting observations with missing income eliminates a disproportionate share of the elderly, shifting the age distribution towards younger respondents. The potential for bias introduced by deleting incomplete observations depends on whether, after conditioning on income, health, and other variables, the elderly have different opinions compared with other age groups.
Using data from the GSS, this study illustrates the use of multiple imputation (MI) as a method for estimating missing information. Unlike single-imputation approaches, MI generates several estimates for each missing value, using the variation between estimates as a measure of the uncertainty associated with imputation. MI has received considerable attention in the statistics and public health literature and is currently receiving attention in the social sciences. MI has been shown to outperform other methods of estimating missing values in simulation studies (Vriens and Melton, 2002) , and is generally considered an improvement compared with single imputation and ad hoc imputation methods. Models estimated from singly imputed data underestimate standard errors, since the imputed data is treated as if it is known with certainty. By contrast, MI estimates the variation associated with the missing values and incorporates this variation in the model estimates. Accounting for the variation in the missing values constitutes an improvement over single imputation and ad hoc methods of missing value estimation.
II. Happiness and Subjective Well-Being
Economists are giving more attention to the study of happiness; Di Tella and MacCulloch (2006) , Frey and Stutzer (2002) , and Kahneman and Krueger (2006) provide appraisals of recent research in this area. A puzzle that has received substantial attention in the literature is that over time, real median personal income has increased but selfreported happiness has not. As economists tend to associate rising real income with rising welfare, the lack of growth of happiness is problematic. Easterlin (2003) offers a possible explanation: an individual's welfare may depend more on relative income than absolute income. That is, keeping pace with the income of one's family or one's peers is a more important determinant of happiness than are absolute gains in income. McBride (2001) explicitly tests this relative income notion using data from the General Social Survey (GSS). Specifically, he shows how subjective well-being, measured by the respondent's self-reported level of happiness, depends in part on the respondents' evaluation of his standard of living compared with his parents' standard of living. Respondents who enjoy a standard of living at or above their parents' tend to be more happy, and those with a standard of living worse than their parents are less happy.
Of particular interest in this study, McBride eliminates observations from the sample for which values are missing for several variables including education, health status, marital status, income, and parents' standard of living. His analysis was completed with 324 total observations after the eliminations, reducing the sample size by several dozen. The remaining sections of the paper are as follows. The next two sections offer an introduction to multiple imputation and discuss the MI software used in this study.
Probit regressions are estimated next using the imputed data, and results compared with a regression using complete cases only. The final section offers conclusions.
III. Introduction to Multiple Imputation
Suppose a researcher wishes to use survey data to estimate how consumer spending depends on household income, but finds that responses to the income question are missing for a significant number of observations, probably because of refusals. The researcher could simply discard the observations with missing income and estimate the regression using the complete data only. Or the researcher could use one of many available imputation methods to estimate the missing income data and proceed with the analysis. Choosing between the two approaches depends on the characteristics of the missing income: are the data missing completely at random (MCAR), with the probability of missing information the same for all observations? Or do some types of households tend to have missing income more often than others; elderly householders, for example, typically refuse to answer the income question more often than younger householders. If the data are missing completely at random, regression coefficients will be unbiased. If, on the other hand, the income data are not MCAR, then complete cases analysis will produce biased regression coefficients, since households included in the analysis could differ in a systematic fashion from those who have been excluded because of missing information.
The missing at random assumption
Data missing completely at random is a special case of a more general category of missingness called missing at random (MAR). Data are missing at random if the probability that the variable Y is missing is not related to the value of Y itself, after controlling for all other variables in the analysis. To illustrate, suppose our data consist of two variables, educational status and age, with some values of age missing. The MAR assumption holds if the probability that age is missing, given the educational level, does not change as age changes.
The advantage of the MAR assumption is that it allows the analyst to estimate missing values without explicitly modeling the probability that an item is missing. The disadvantage is that for practical purposes the assumption is not testable unless the missing values can somehow be obtained by the researcher. Thus, when data are missing, the researcher may never be certain that the MAR assumption holds.
Fortunately, simulation studies show that MI procedures tend to perform well even when the MAR assumption is weak (Shafer and Graham 2002) .
The MCAR assumption is more restrictive and harder to satisfy than MAR, but if the researcher is satisfied that the data are indeed MCAR, complete case analysis is appropriate. On the other hand, if the missing data are not a random sample of all the data (MCAR), then analyzing just the complete cases could produce biased estimates. In this case, the researcher should explore methods of estimating the missing values.
Although several ad hoc methods are available, the current state of knowledge in statistics points to multiple imputation as the preferred method.
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IV. A Brief Description of Multiple Imputation
In multiple imputation, the researcher generates more than one estimate for each missing value. To illustrate, suppose the researcher's dataset consists of 1,750 observations including 1,500 complete observations and 250 observations with information missing for one or more variables. Multiple imputation proceeds in three steps. First, the researcher estimates multiple (six, for example) separate and distinct values for each missing item in the 250 incomplete observations; the estimated data are then substituted for the missing data to form six complete datasets. Second, regressions or other statistical analyses are performed using each of the six datasets, resulting in six sets of results. Third, the six sets of results are combined into one set of regression coefficients and standard errors. Combining regression coefficients is straightforward; the combined estimate is simply the mean from the six regressions. Combining variances is more involved because now variance includes not only variation occurring within each dataset but also variation between datasets attributable to the imputations. Little and Rubin (2002) show that combined variance is a weighted sum of the average withinimputation variance and between-imputation variance. The final result is a single set of regression coefficients and standard errors for use by the researcher. All this can be accomplished with currently available software implemented in SAS, SPlus, STATA, IVEware, MICE, and other software packages.
V. Data
Data for this study are from the General Social Survey (GSS) administered by the The IVEware estimation process proceeds iteratively through multiple rounds.
The process begins in round one with the variable that has the smallest amount of missing information. Using a distributional form appropriate to the variable, IVEware uses stepwise regression to generate estimates using just the complete cases as the predictor data.
Multiple versions of the missing values are generated by adding residual variance to the model predictions. After filling in the missing values with the imputed values, the variable is merged into the predictor data and the process is repeated now with the variable with the next smallest amount of missing data, and so on until all the variables with missing information have been processed.
Beginning with round two, the regressions are repeated except that now each regression is estimated using all the variables: those with no missing data and those with missing values estimated in round one. In additional rounds, the missing value estimates update the predictor data, regressions are re-estimated, and so on, iteratively estimating the regression coefficients and updating the predictor data. The process continues for a predetermined number of rounds, or until the imputations have converged to a stable distribution (Raghunathan et al, 2001 ).
I chose eleven variables for processing by IVEware: the eight variables that will be used in the probit model (including the dependent variable 'happiness'), plus three variables that are likely to be important predictors of family income: the respondent's educational level, working status, and occupation. In fact, the step-wise regressions selected just these three variables to estimate missing values for income.
VII. Estimating the Model of Subjective Well-Being
Next, I estimate two ordered probit regressions, one using complete cases only and the other a combined estimate from the six sets of imputations. Results from the six regressions are combined into one estimate as explained previously.
The dependent variable is the 'happiness' question from the GSS. In this question, the respondent is asked whether he is 'very happy', 'pretty happy', or 'not too happy.' I recode these responses so that 'very happy' is assigned a 2, 'pretty happy' is a 1, and 'not too happy' is a zero.
Dummy variables are coded for all the explanatory variables with one category of income, health, parents' standard of living, and age left out of the regression. Following
McBride, respondents 25 years and younger are excluded. A critical variable is the relative income norm, measured by responses to the question, "compared to your parents when they were the age you are now, do you think your own standard of living now is: much better, somewhat better, about the same, somewhat worse, or much worse?"
Parents' standard of living is coded to four dummy variables, PARSOL1-PARSOL4, capturing responses from 'much better' to 'worse'. Since 'much worse' only received 56 responses, this category is combined with 'somewhat worse' in a single category, 'worse'. If the relative income hypothesis is correct, the parents' standard of living variables will be significantly different from zero and the size of the coefficients will increase in absolute value moving from 'better' (PARSOL2) to 'worse' (PARSOL4).
VIII. Results
Results for both the multiple imputation model and the complete cases model are presented in Table 3 . The multiple imputation model uses all 1,747 observations, while the complete case model is limited to just those with no missing data (1,503 observations). Goodness-of-fit statistics are presented for both models. For both, we can reject the hypothesis that all the regression coefficients are equal to zero.
(Insert Table 3 based on just the complete cases model, one might be tempted to conclude that the influence of parents' standard of living on happiness is relatively weak, since only one of the three dummy variables has a statistically significant effect. However, when we use multiple imputation to estimate missing values, the results make a stronger case for the importance of the parents' standard of living in support of the relative-income hypothesis.
Other differences are also apparent, particularly regarding the standard errors.
The standard errors are smaller in the multiple imputation model, although the absolute magnitude of the difference is not great. The multiple imputation standard errors are affected by two opposing influences. Including data that otherwise would have been eliminated increases the sample size relative to complete cases analysis, thus reducing the standard errors. However, the between-imputation variation adds to the standard errors.
In the present case, the balance of the two influences caused a modest decline in the standard errors.
IX. Conclusion
This paper updates a recent study on subjective well-being, using multiple imputation to estimate missing data. MI provides a promising method of incorporating missing values in regression estimates, thereby reducing potential bias caused by deleting observations with missing information. The MI model shows that parents' standard of living is a more important predictor of subjective well-being compared with the complete cases model. Researchers using complete cases only would find weak support for the relative income hypothesis. By contrast, using more of the available data, the multiple imputation model produces stronger conclusions about the influence of parents' standard of living on subjective well-being. Although support for the relative income hypothesis can be found in both models, the evidence is stronger in the multiple imputation model.
Researchers wishing to use multiple imputation could begin by scanning a review article of the available multiple imputation software and techniques by Horton and Lipsitz (2001 Note: "All" includes 21 observations for which Happiness is missing. 
