a) S[V ] is integral over R
* via t R * if and only R * is a finitely generated F p −algebra. b) t R * is a separable extension on the fraction field level if and only if the Milnor primitives {P ∆i } in A p give n linearly independent derivations on the graded fraction field F R * of R * (as they do on S
[V ]). Equivalently, (F S[V ])
p ∩ F R * = (F R * ) p , if and only if the field extension is separable.
c) There is a subgroup W (R * ) of GL(V ) such that R * = S[V ]
W (R * ) , if and only if both conditions a) and b) hold, and, in addition, R * is integrally closed in its field of fractions.
That is, under some general conditions, R * is a ring of invariants. Conversely, any ring of invariants has the properties properties a)-c). The three conditions required to ensure that R * is a ring of invariants may seem to lack topological motivation. However, the noetherian and integral closure requirements together have an intrinsic meaning in terms of the Steenrod algebra action:
* is a graded integral domain of finite transcendence degree with an unstable A p -action, then R * is integrally closed and finitely generated if and only if R * = Un(F R * ), the set of unstable elements in the graded field of fractions of R * . If we consider R * as a subring of S[V ] via t R * , then Un(F R * ) = S[V ] ∩ F R * .
Interpretation of the separability condition is harder, but algebraic examples at all primes and topological examples at the prime 2 show that it is a necessary complication. The inseparable forms portion of the title refers to a construction given here by which inseparable examples are made from separable examples. The goal is an algebraic reformulation of the separability condition so that it can be used more readily with topological techniques such as "mod p Hopf invariant one", for odd primes. Roughly stated, our aim in Theorem II below is to show that any R * with R * = Un(F R * ) is a ring of invariants, not necessarily of S[V ] itself, but of a certain "diagonal" subalgebra D * (R * ) of S[V ]. The definition of this D * (R * ) is motivated by an analogy to elementary field theory. Recall that if K → L is a finite normal field extension, then there are two ways of decomposing this into sub-extensions. First, one could find the maximal inseparable extension J of K in L, so K → J → L. Then J → L is Galois, with Galois group W = Aut K (L) = Aut J (L), so that J = L W . This is roughly the procedure in (1), with allowances made there for ambient Steenrod actions. A second method is more important for this paper -form the maximal separable extension I of K in L , where K → I → L. Here K → I is separable, and J → L is purely inseparable. Notice that K is the intersection of L W with I, or K = I W , see for example (8) ,Chapter VII, Section 7, Prop. 12. Our Theorem II provides a ring level description of this process of taking a maximal separable extension. Somewhat surprisingly, the analogue of the maximal separable field extension I above is greatly restricted by the existence of the Steenrod algebra action. This restricted structure of D * (R * ) is important for applications, (2) , (10):.
Note that although V has a filtration by the W (R * )−vector spaces {U i (R * )}, the filtration need not split as W (R * )−modules. That is, V need not be isomorphic to ⊕U i+1 /U i as W (R * ) vector spaces. In summary, Un(F R * ) is explicitly determined by two pieces of data:
together with the implicit exponents p i . This leads to a constructive classification of all noetherian integrally closed unstable domains. In Section Five we give some applications of this classification.
These methods also answer a question of Mitchell and Stong:
separable, the Jacobian | ∂y i /∂z j | is nonzero for homogeneous algebra bases {z i } of D * (R * ) and {y j } of R * .
Theorem II does not directly answer the problem of realizing these rings as the cohomology rings of topological spaces, but it does express the maximum algebraic content obtainable from the A p -action. Dwyer-Miller-Wilkerson (2) have used Theorem II together with applications of the Sullivan Conjecture technology of Miller and Lannes to prove very strong uniqueness and non-realizability results for classifying spaces. Theorem IV below from (2) is a sampler that points out that separability is forced by topological considerations.
Theorem IV. (2) If X is a simply connected CW complex such that R * = H * (X, F p ) is a integrally closed finitely generated graded integral domain, then for p > 2
Furthermore, the homotopy type of X determines a lift of the inclusion of W (R * ) → GL(V ) up to the general linear group of rank n over the p−adic integers.
The proof of Theorem IV is beyond the scope of this paper, but we give here just a brief hint as to the role that Theorem II plays in (2). If R * = H * (X), then by a fundamental result of Lannes, the embedding There is another approach to the "inseparability" questions treated in this paper. In [Quillen, (11) ], the concept of an F −isomorphism provided a convenient treatment of p−th powers. Quillen's main theorems have been treated more abstractly (for unstable algebras rather than just equivariant cohomology) in work of [Rector , (12) ] and [Lam, (7) . We recall the principal technical result of (7), and reinterpret it in terms of Theorem II.
Part 3) of Theorem V combined with the "localization" invariance properties of the Lannes T −functor established in (2) , gives the computation that each component of Lannes T −functor corresponding to a monomorphism ψ : 
is closed under the A p − action on M * , and is an unstable
* is an unstable integral domain, then u ∈ F R * and u integral over R * implies that u ∈ Un(F R * ). 
* . Since this power of u is unstable, it is actually in S * R . It remains to show that F S *
Thus putting y = a 0 , we obtain u = x/y, with x and y in S * R . That is, F S * R = I * .
Proof of Lemma 1.2.
The favor of these arguments is similar to those in (15) . From (1), R * is noetherian if and only if
with the coefficients {c j } in F R * . But since the extension is normal, and has one root x in S[V ] , it factors completely, with all roots in S[V ]. Hence the coefficients {c i } are unstable, since they are polynomials in the roots. Thus x is integral over Un(F R * ) = R * , V is integral over R * , and so is S[V ]. From property a) of the introduction, R * is finitely generated.
Conversely, assume that R * is noetherian and integrally closed. We need to show that
, and hence is integral over R * since R * is noetherian. Hence u is in the integral closure of R * in its field of fractions. But we assumed that R * is integrally closed, so u ∈ R * . That is, Un(R * ) ⊆ R * .
Proof of Proposition 1.1.
If the action of the Bockstein were non-zero, the appropriate definition of an "unstable" element would be more complicated. The concept of "unstable" involves recursion, since if u is unstable, one also wants θu to be unstable, for any θ ∈ A p . However, Lemma 2.6 from (1), shows that this recursion is automatic if only the reduced power Steenrod operations are considered. If M * is an algebra over A p , then Un(M * ) is also, and of course, Un(M * ) is also an unstable module. However, it need not be an unstable algebra, since this requires also the condition P i m 2i = m p for each m. Although this is true for case b) by (15), it is not true in general.
Finally, let u = x/y in F R * . Let
be the monic equation of integrality, so that c i ∈ R * . Apply the total Steenrod operation P T to the equation. Multiply through by P T (y) N , and compare coefficients of powers of T . One sees that the coefficients for P T (u) vanish above half the dimension of u. A form of this argument appears in (15) . §2. Jacobson Differential Correspondence
The proof of Theorem II requires a study of the subfields intermediate between the fraction field F S[V ] of S[V ] and some p s -th ower of this field. The setting of inseparable field extensions has has a rich algebraic structure, and there is a large established theory, see [(16) , Chapters 5 and 6] for a survey. Let K → L be an inseparable extension -the theory revolves around the correspondence between the subfield K and the subring End K (L) of additive functions from L into itself which are K-linear. In the case of our interest L = F S[V ], the L−span of the Steenrod operations form a large part of the endomorphism ring. One in principle could work through the general theory, and prove Theorem II by characterizing the endomorphisms of S[V ] which are linear over R * as those which are linear over the diagonal algebra D * (R * ). This would be in the spirit of (1), section 5, and, indeed was the original intent.
However, we can apply a simpler theory. The general approach to inseparable Galois theory sketched above was designed to generalize to larger exponents the exponent 1 correspondence of Jacobson, [(5), Volume III, Chapter 4, page 186]:
Jacobson Differential Correspondence. Let L be a field of characteristic p. There is a 1-1 correspondence between 1) subfields K of L which contain L p and which have finite codimension
and 2) finite dimensional L-subspaces of Der(L) which are closed under commutators and p-th powers (L-restricted Lie subalgebras of Der(L)).
The correspondence is
and
The present proof of Theorem II uses an induction step provided by the treatment of p-th powers by the Steenrod algebra, together with a version of the results of section 5 of (1), interpreted by the Jacobson Differential Correspondence. Recall that the Milnor primitive {P ∆(i) } from A p acts as a derivation of degree 2(p i − 1) on any algebra over A p e.g. (1).
, are monomorphisms of unstable A p −algebras, for some N ≥ 0, and that R * = Un(F R * ).
The A p -action is crucial at this point. For example, consider the elements
. Let R * be the sub-algebra generated by these elements. Then R * is not closed under the Steenrod operations, but it is finitely generated and integrally closed. However, By 5.1 of (1), there exists for R * an n R such that any distinct n R of the {P ∆(i) } are linearly independent over F R * in Der(F R * ), and any n R + 1 are linearly dependent. This holds even if the "grading" derivationP 0 is included. HereP 0 x 2n = nx. Hence
For any non-trivial equation of linear dependence with n R + 1 terms 
Proof of 2.2.
One takes the natural bracket definition :
and extends by bilinearity, keeping the action of L on K in mind. The p−th power operation requires more work. In fact there are two nontrivial formulas which are needed:
This is attributed to Hochshild in exercise E.5.10, page 125 of (16). This allows us to define the p−th power on monomials from K ⊗ L.
2) If a, b ∈ K and D, δ ∈ L, we need a formula for (aD + bδ) p in terms of brackets and p−th powers. Then induction on the number of summands in Σa i D i provides a general definition of the p−th power map on K ⊗ L. The needed formula is provided in [ Jacobson, (6) , page 187] :
In the free associative algebra F p < X, Y >,
where the S i are (non-commutative) polynomials expressible in terms of iterated commutators in X and Y . Notice that even if the original Lie algebra L had zero p−th powers and zero Lie brackets ( as in the case of application to the Lie algebra spanned by the {P ∆(i) }, the same is not necessarily true for the semitensor product Lie algebra constructed via these formulas.
Comment.
If the reader prefers an absolutely minimal path to the proof of Theorem B, the crucial fact established in this section is that
This can be deduced in the case above from a result of Gerstenhaber and Zaromp quoted in exercise E.5.9 of (16), using the derivations {P ∆(i) } for their {D i }. The critical property needed is closure under the p−th power map, and this is clear for the {P ∆(i) }. Note that there is an slight error of the statement of the result of Gertenhaber and Zaromp in both their paper and in (16) .
We now give a more precise statement of what should be the outcome of working through the Hopf-algebra treatment of modern Galois theory for this case:
Then Ω is a Hopf-algebra in the sense of [Winter, Chapter 6 ] . There is a natural representation into End(F S[V ]), with imageΩ. LetΩ R * denote the subset of elements which are R * −linear. Then 1)Ω R * is a Hopf-algebra in the sense of (16). 2) F D * (R * ) is the field of constants forΩ R * , and
F S[V ]). §3 Proof of Theorem II in the purely inseparable case
By the results of Section One, we can replace the arbitrary R * by its maximal separable closure S R * . This leaves some details about the automorphism groups to be sorted out in Section Four, but the harder work is here, to show that if the extension R * → S[V ] is purely inseparable and R * = Un(F R * ), then R * = D * (R * ). The method of proof is an induction using the results of Section Two.
Recall that the exponent of an inseparable extension is the smallest integer e such that for any x in F S[V ], x p e is in F R * . The induction will be on the exponent e(R) of the inseparable extension F R * → F S[V ]. The exponent 0 case is covered by the hypothesis R * = Un(F R * ), while the exponent 1 case is essentially Proposition 2.1.
But by Proposition 2. 
Induction
Step:
. If it is strictly less than e(R), we appeal to the induction hypothesis to conclude that R * = D * (R * ) If the exponent is still e(R), we obtain the same isomorphism from the special case conclusion. Thus we obtain R * → D * (R * ). Then we have
and we must show that D * (R * ) = R * . We again appeal to Proposition 2.1.
Comments. 
in terms of Steenrod operations. In this case, the constant field is
, y], and
by direct computation. However, by Proposition 2.1 one achieves the same result by observing that with V ∩ R * = {0, x}, any single Milnor primitive spans the relative derivations, since it is non-zero on x. Such direct computation has drawbacks for more complicated examples. §4 Proofs of Theorems II, III and V
We are left to provide proofs for those statements in Theorem II involving the automorphism groups and the Hopf-algebra structure of D * (R * ). It is not obvious that the automorphisms computed in various possible ambient categories should agree. The essential point is that these are relative automorphisms that do preserve all structures on a large subobject. Again these arguments are similar to those in (15) .
* → L is a separable extension of graded fields, then L has a unique A p action respecting the Cartan formula and such that i is a map of A p -algebras. Thus any automorphism of L * which is the identity on R * respects this A p -structure. 
Hence, for S
) and these preserve Steenrod operations. need not respect the Steenrod algebra action.
Details of 4.3.
Let
, and define ψ(t 1 ) = t 1 , ψ(t 2 ) = t 2 , but ψ(t 
Proof of Theorem II.
We first observe that if R * is replaced by its maximal separable extension in S[V ], S * R * , then Section II proves Theorem II in this special case, with W (S * R * ) = {Id} . However, it is clear that the filtrations and diagonal subalgebras defined by R * and S * R * agree. It remains to check that the action of W (R * ) preserves the filtration on V . But if v p i is separable over R * , then any Galois conjugate of it is also separable over R * . The identification of the various possible definitions of the automorphism groups is done in 4.1.
For II.7, the Hopf-algebra structure of
From the Borel decomposition theorem, as an algebra, H * is a finitely generated polynomial algebra, and hence integrally closed. By II.6,
However, the Hopf algebra quotient S[V ]//H * is a finite evenly graded abelian Hopf-algebra, so each algebra generator of the quotient has height a power of p. By induction, one sees that S[V ] is purely inseparable over H * . Hence W (H * ) = {id} and H * = D * (H * ).
Proof of Theorem III.
Let R * = F p [y 1 , . . . , y n ] be the polynomial algebra, and D * (R * ) its maximal separable extension in S[V ]. Any derivation of R * or its fraction field F R * into F D * (R * ) extends uniquely to a derivation on F D * (R * ), since the extension is separable. More explicitly, if δ ∈ Der(F R * ) and α ∈ F D * (R * ) has minimal separable equation over F R * of
Since f is separable, there are no repeated roots and f (α) = 0 . In the case at hand of polynomial algebras, the partial derivatives in {y i } and {z j } form bases respectively for Der(F R * ) and Der(F D * (R * )). But from the above {∂/∂y i } is also a basis for Der(F D * (R * )) over F D * (R * ). The Jacobian |∂y i /∂z j | is the determinant of the change of basis matrix for these two bases of Der(F D * (R * )) over F D * (R * ), and hence must be non-zero.
Proof of Prop.4.2.
Certainly, this extension is well defined, since the question of whether an element is a p−th power is detectable by the Steenrod action. Hence
Proof of Theorem V. To prove 3), let R * = Un(F R * ) . If y ∈ R * consider the conductor ideal C(y, R * ) ⊆ R * consisting of those elements r ∈ R * for which ry ∈ R * . Let S(y, R * ) be the radical of this ideal, that is, the set of all elements which have a power in C(y, R * ). Finally, define
Then we claim that S(R * , R * ) is a non-zero ideal in R * which is closed under the action of the Steenrod algebra. If so, then by part 2) of this theorem, some power of c 0 falls in S(R * , R * ). That is,
It remains to check that S(R * , R * ) is closed under the Steenrod algebra action. It suffices to check this for each S(y, R * ). (this need not be true for each C(y, R * )). Let |y| = 2M , and r ∈ C(y, R * ). Now use the Cartan formula to compute
The sparseness of the first expansion is due to the treatment of p−th powers by the Steenrod algebra. But moreover, since y is unstable of dimension 2M , each term on the right hand side except the first vanishes, since (i − j)p M > M. This demonstrates that if r ∈ C(y, R * ), then P i r ∈ S(y, R * ), and by replacing r by a suitable p−th power, that P i S(y, R * ) ⊆ S(y, R * ). Finally, to show that S(R * , R * ) = 0, since R * is notherian, we can choose a finite set {y k } of algebra generators for R * . Then for each k, there exist w k , x k ∈ R * such that y k = x k /w k . Then the element ∆ = w k ∈ S(R * , R * ). §5 Discussion and Examples
In this section, we make some comments on the algebraic classification of unstable domains, and give some illustrations of the filtration structure pointed out by Theorem II.
The special case of polynomial algebras has great historical interest. The application of Theorem II to this case is a success, since Theorem IV from (2) gives very strong restrictions on such algebras to be topologically realizable. In particular, the filtration produced in Theorem II must degenerate to U 0 (R * ) = V for odd primes p. However from a strictly algebraic viewpoint, there is still a nagging question as to whether the property of the W -action having a polynomial algebra as its ring of invariants is inherited by the action on the diagonal algebras D * (R * ), and vice versa. More precisely, Our first example is the Weyl group of the simple Lie group G 2 . For p = 3, this Weyl group provides an example of proper invariant subspaces. The Weyl group of G 2 is the dihedral group D 12 of order 12. The mod 3 cohomology of BG 2 provides a good illustration of two possible viewpoints of the Steenrod algebra action. One is the internal view provided by the explicit Steenrod algebra action, and the other is the external view provided by the (1) embedding and associated Weyl group action. The filtration is easiest to see in terms of the W − action, but is also visible indirectly in the formulas detailing the Steenrod algebra action.
We take the repesentation of D 12 to be determined by the two elements
So over F 3 , there are generators for the invariants
There is only one nontrivial stable subspace for D 12 , {0, t 1 , −t 1 }, and it has no D 12 complement. This filtration corresponds to the family of A 3 -polynomial algebras parametrized by N, M ≥ 0
Here the A 3 -actions can be specified as
and analogues for M > 0. On the other hand one sees from these formulas that one can not introduce a x We now sketch the classification of noetherian integrally closed unstable domains of rank 2 in F 2 [t 1 , t 2 ]. We define some useful classes in this ambient polynomial ring in order to ease the notation later. There is one non-trivial subspace, spanned by w 1 . Hence the examples corresponding to 0 ⊂ V 0 ⊂ V and a choice of exponents N and M give rise to algebras isomorphic to From the inseparability viewpoint, only 1) and 2) are interesting. The reader might wish to attempt this classification of rank 2 unstable polynomial algebras over F 2 by direct computation instead of this contruction suggested by Theorem II.
One special case of 1) and 2) that arises in the classification of the equivariant cohomology rings associated to involutions on cohomology projective planes is 
