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Abstrak: Peramalan beban listrik yang akurat merupakan alat yang sangat penting dalam hal 
pendukung keputusan di bidang energi listrik. Keakuratan peramalan beban listrik menjadi 
kunci dalam perencanaan sistem tenaga listrik. Penelitian ini bertujuan membuat sebuah 
sistem peramalan beban listrik harian yang diterapkan pada sektor industri dengan 
menggunakan Support Vector Machine (SVM). Support Vector Machine (SVM) menjadi 
metode yang kuat untuk pola klasifikasi dan regresi, memiliki tingkat keberhasilan yang 
tinggi saat diterapkan di berbagai bidang. Sehingga banyak dari kalangan komunitas Machine 
learning berminat untuk mempelajari dan mengembangkan SVM karena kinerjanya yang 
sangat baik dalam berbagai masalah pembelajaran. Data penelitian ini merupakan data beban 
listrik harian pada salah satu industri farmasi terkemuka di Indonesia, yaitu PT. Phapros 
Indonesia selama tahun 2014. Untuk mendukung keakuratan penelitian ini, parameter data 
latih SVM tidak hanya berasal dari data times series beban listrik, tetapi juga berasal dari data 
kapasitas produksi dan jenis hari kerja. Penelitian ini menghasilkan error dengan MAPE 
2,63% untuk proses peramalan SVM menggunakan fungsi Kernel Gaussian RBF dengan 
waktu pelatihan 8 bulan. 
 
Kata kunci: Support Vector Machine, Fungsi Kernel, Gaussian RBF, Peramalan Beban 
                      Listrik Harian 
 
 
Support Vector Machine (SVM) merupa-
kan salah satu algoritma Machine learn-
ing yang paling populer untuk klasifikasi 
dan regresi (Maali dkk, 2013). Konsep 
dasar SVM sebenarnya merupakan kom-
binasi harmonis dari teori-teori komputasi 
yang telah ada puluhan tahun sebelum-
nya, seperti margin hyperplane dan pernah 
ada upaya merangkaikan kompo-nen-
komponen tersebut (Vapnik, 1999). 
Dalam proses pembelajarannya, SVM 
memperkenalkan strategi baru dengan 
menemukan hyperplane yang terbaik pa-
da input space, lewat strategi yang disebut 
Structural Risk Minimization.  
Keunggulan metode SVM diban-
dingkan dengan metode prakiraan lainnya 
salah satunya yaitu aplikasi SVM digu-
nakan untuk memprediksi konsumsi ener-
gi listrik tahunan pada beberapa gedung 
rumah tangga mempunyai nilai kesalahan 
lebih kecil dan lebih handal jika diban-
dingkan dengan metode jaringan syaraf 
tiruan (Ahmad dkk, 2014). Perkembangan 
di bidang prakiraan beban listrik semakin 
baik dengan diusulkannya metode hibrid, 
salah satunya yaitu metode support vector 
machine dengan aplikasi optimasi Chao-
tic Ant Swarm (CAS). Hasil empiris 
menunjukkan bahwa model SVM dengan 
CAS mempunyai kinerja prakiraan yang 
lebih baik dari pada metode alternatif 
lainnya, seperti SVM dengan optimasi 
chaotic PSO, SVM dengan chaotic GA, 
model regresi, dan model ANNs (Hong, 
2010). 
Prakiraan beban listrik yang akurat ju-
ga diperlukan bagi konsumen listrik 
khususnya bagi industri-industri besar. 
Keakuratan prakiraan beban listrik di sek-
tor industri memegang peranan dalam 
penghematan energi listrik. Penghematan 
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energi listrik dapat dilakukan dengan 
pengaturan operasional industri berdasar-
kan laporan prakiraan beban listrik, se-
hingga dapat diputuskan langkah-langkah 
yang harus dilakukan dalam penghematan 
tersebut (Alfares dkk, 2002). 
Agar tujuan prakiraan beban listrik di 
sektor industri tercapai maka dibutuhkan 
suatu metode prakiraan beban listrik yang 
tepat yaitu dengan menggunakan metode 
SVM. Pemilihan metode SVM sebagai 
metode untuk prakiraan beban karena me-
tode ini telah terbukti mengungguli seba-
gian besar sistem lain seperti jaringan 




Konsep SVM dapat dijelaskan secara 
sederhana sebagai usaha mencari hyper-
plane terbaik yang berfungsi sebagai pe-
misah dua buah kelas pada input space. 
Hyperplane pemisah terbaik antara kedua 
kelas dapat ditemukan dengan mengukur 
margin hyperplane tersebut dan mencari 
titik maksimalnya. Margin merupakan ja-
rak antara hyperplane tersebut dengan data 
terdekat dari masing-masing kelas. Subset 
data training set yang paling dekat ini 
disebut sebagai support vector. Garis solid 
menunjukkan hyperplane yang terbaik, 
yaitu yang terle-tak tepat pada tengah-
tengah kedua kelas, sedangkan titik kotak 
dan lingkaran yang berada dalam 
lingkaran hitam merupakan support 
vector. Upaya mencari lokasi hy-perplane 
optimal ini merupakan inti dari proses 
pembelajaran pada SVM. 
Diasumsikan kedua class –1 dan +1 
dapat terpisah secara sempurna oleh hy-
perplane berdimensi d, yang didefinisi-
kan: 
 
?⃗⃗⃗? ∙ ?⃗? + 𝒃 = 𝟎                  (1) 
 
Sebuah pola 𝑥 𝑖 yang termasuk kelas –
1 (sampel negatif) dapat dirumuskan se-
bagai pola yang memenuhi pertidaksama-
an: 
?⃗⃗⃗? ∙ ?⃗? 𝒊  + 𝒃 ≤ −𝟏                (2) 
 
Sebuah pola 𝑥 𝑖 yang termasuk kelas +1 
(sampel positif) dapat dirumuskan sebagai 
pola yang memenuhi pertidaksa-maan: 
 
?⃗⃗⃗? ∙ ?⃗? 𝒊  + 𝒃 ≥ −𝟏                (3) 
 
Margin terbesar dapat ditemukan de-
ngan memaksimalkan nilai jarak antara 
hyperplane dan titik terdekatnya, yaitu 
1 ‖?⃗⃗? ‖⁄ . Hal ini dapat dirumuskan sebagai 
Quadratic Programming (QP) problem, 
yaitu mencari titik minimal persamaan (4), 






‖?⃗⃗? ‖2                  (4)                                                      
𝑦𝑖(𝑥 𝑖 ∙ ?⃗⃗? + 𝑏) − 1 ≥ 0, ∀𝑖             (5)                                                              
Problem ini dapat dipecahkan dengan 
berbagai teknik komputasi, di antaranya 
Lagrange multiplier sebagaimana ditun-
jukkan pada persamaan (6). 
𝐿(?⃗⃗? , 𝑏, 𝛼) =
1
2
‖?⃗⃗? ‖2 − ∑ 𝛼𝑖(𝑦𝑖((𝑥 𝑖 ∙ ?⃗⃗? ) +
𝑙
𝑖=1




Pada umumnya masalah dalam do-
main dunia nyata (real world problem) 
jarang yang bersifat linear separable dan 
kebanyakan bersifat non linear. Untuk 
menyelesaikan permasalahan non linear, 
SVM dimodifikasi dengan memasukkan 
fungsi Kernel. Dalam non linear SVM, 
pertama-tama data 𝑥  dipetakan oleh fung-
si Φ(𝑥 ) ke ruang vektor yang berdimensi 
lebih tinggi. Pada ruang vektor yang baru 
ini, hyperplane yang memisahkan kedua 
kelas tersebut dapat dikonstruksikan. Hal 
ini sejalan dengan teori Cover yang me-
nyatakan “Jika suatu transformasi bersifat 
non linear dan dimensi dari feature space 
cukup tinggi, maka data pada input space 
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dapat dipetakan ke feature space yang 
baru, di mana pola-pola tersebut pada pro-
babilitas tinggi dapat dipisahkan secara 
linear”. 
 
Kernel Trick, yang dirumuskan: 
 
𝐾(𝑥 𝑖 , 𝑥 𝑗) = Φ(𝑥 𝑖) ∙ Φ (𝑥 𝑗)                (7)  
                                                       
Kernel Trick memberikan berbagai 
kemudahan, karena dalam proses pembe-
lajaran SVM, untuk menentukan support 
vector, dan hanya cukup mengetahui 
fungsi Kernel yang dipakai, dan tidak 
perlu mengetahui wujud dari fungsi non 
linear Φ. Berbagai jenis fungsi Kernel 
dikenal, sebagaimana dirangkumkan pada 
tabel 1.   
Selanjutnya hasil klasifikasi dari data 
𝑥  diperoleh dari persamaan berikut: 
 
𝑓(Φ(𝑥 )) = ?⃗⃗? .Φ(𝑥 ) + 𝑏             (8)                                                              
𝑓(Φ(𝑥 )) = 
∑ 𝛼𝑖𝑦𝑖Φ(𝑥 ).Φ(𝑥 𝑖) + 𝑏
𝑛
𝑖=1,𝑥 𝑖∈𝑆𝑉
  (9)                                  
𝑓(Φ(𝑥 )) = ∑ 𝛼𝑖𝑦𝑖𝐾(𝑥 , 𝑥 𝑖) + 𝑏
𝑛
𝑖=1,𝑥 𝑖∈𝑆𝑉
        
(10)           
Persamaan di atas dimaksudkan dengan 
subset dari training set yang terpilih 
sebagai support vector, dengan kata lain 
data 𝑥 𝑖 yang berkorespondensi pada 𝛼𝑖 ≥
0 
 




Support Vector Machine fo Regression 
(SVR) 
Gambar 1. berikut memperlihatkan 
arsitektur konstruksi algoritma SVR 
(Smola dan Scholkopf, 2004). Pola input 
(dimana prediksi akan dibuat) dipetakan 
ke dalam ruang fitur dengan peta Φ. Ke-
mudian perkalian titik (dot product) dihi-
tung dengan gambar pola pelatihan di 
bawah peta Φ. Akhirnya titik produk 
ditambahkan dengan menggunakan bobot 
𝑤 = (𝛼𝑖 − 𝛼𝑖
∗). Kemudian ditambahkan 
konstanta b sebagai bias untuk menghasil-
kan output prediksi akhir. Proses tersebut 
sangat mirip dengan regresi dalam jaring-
an saraf tiruan, dengan perbedaan bahwa 
dalam kasus SVR bobot pada lapisan input 
diperoleh dari pola pelatihan. 
 
 
Gambar 1.Arsitektur Konstruksi 
Algoritma SVR 
Data Penelitian 
Data penelitian support vector ma-
chine untuk prakiraan beban listrik pada 
sektor industri ini menggunakan data yang 
bersumber dari PT. Phapros Indo-nesia, 
yang beralamat di Jl. Simongan No. 131 
Semarang. Perusahaan ini merupakan 
sebuah industri farmasi yang menghasil-
kan obat-obatan dalam bentuk padatan dan 
cair. Variabel data yang digunakan 
sebagai input vektor x, adalah data time 
series dari :  
1. Beban listrik harian (MWh)  
2. Kapasitas produksi industri (KG) 
3. Hari kerja dan hari libur 
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Implementasi Program  
Tahapan implementasi program atau 
coding merupakan langkah menterjemah-
kan logika diagram alir ke dalam program  
Matlab R2012. Diagram alir peramalaan 
beban listrik dengan Support Vector 
Machine diperlihatkan pada Gambar 2. 
berikut ini. 
 
Gambar 2. Diagram Alir 
 
HASIL 
Data yang digunakan pada pembahas-
an ini adalah data produksi dan data beban 
listrik harian pada PT. Phapros Indonesia, 
Semarang untuk periode tahun 2014 (365 
hari). Variabel hari kerja pada input vek-
tor x pada SVM, nama hari dalam se-
minggu di konversi menjadi angka satu 
sampai tujuh, sedangkan hari libur atau 
cuti perusahaan dikonversi menjadi angka 
nol. Gambar 3 memperlihatkan grafik be-
ban listrik (dalam MWh) tahun 2014 di 
PT. Phapros Indonesia Semarang. 
 
 
Gambar 3. Data Times Series Beban Listrik 
Dalam penelitian ini jumlah waktu 
pelatihan dibuat variabel, dari satu bulan 
sampai sebelas bulan. Sedangkan waktu 
prakiraan dibuat dengan data kelompok 
selama satu bulan waktu prakiraan. Ren-
tang waktu antara data pelatihan dan data 
validasi mempunyai jarak satu minggu 
untuk hari yang sama. Tabel 2. di bawah 
ini memperlihatkan skema pelatihan dan 
prakiraan beban listrik dengan SVM. 
 




Terdapat lima buah fungsi Kernel 
yang disediakan oleh Matlab, yaitu Line-
ar, Quadratic, Polynomial, Gaussian RBF 
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dan Multilayer Perceptron. Pada pene-
litian ini semua fungsi Kernel tersebut 
diaplikasikan untuk pelatihan SVM tanpa 
optimasi, dengan menggunakan nilai de-
fault dari Matlab 
Prakiraan beban listrik (MWh) dilaku-
kan dengan fungsi Kernel yang berbeda-
beda pada proses pelatihan SVM untuk 
waktu pelatihan yang bervariasi dari 
pelatihan satu bulan sampai sebelas bulan. 
Tabel 3. menampilkan nilai MAPE (%) 
dari hasil penelitian terhadap perubahan 
jenis fungsi Kernel dan waktu pelatihan 
SVM yang bervariasi dan Gambar 4. di 
bawah ini menampilkan grafik nilai 
MAPE dari pengujian sistem tersebut. 
 
Tabel 3. Nilai MAPE (%) Hasil Pengujian 
Sistem Berdasarkan Fungsi Kernel 
 
 







Secara keseluruhan nilai MAPE (%) 
fungsi Kernel Gaussian RBF untuk setiap 
rentang waktu pelatihan juga lebih kecil 
jika dibandingkan dengan nilai MAPE 
untuk fungsi Kernel yang lainnya dengan 
nilai rata-rata MAPE sebesar 5,2%. Nilai 
MAPE terbesar yaitu 18,1% diperoleh 
menggunakan fungsi Kernel multilayer 
perceptron. Gambar 5. di bawah ini 
memperlihatkan grafik beban listrik (M-
Wh) hasil prediksi dan riil untuk nilai 
MAPE terkecil (2,63%) dari fungsi Kernel 
Gaussian RBF.  
 
 






Berdasarkan hasil penelitian dan 
analisa hasil penelitian dapat diambil 
beberapa kesimpulan yaitu : 
1. Prakiraan beban listrik harian pada 
sektor industri menggunakan metode 
Suport Vector Machine multikelas de-
ngan tiga buah variabel masukan dapat 
menghasilkan prakiraan dengan hasil 
untuk waktu periode yang akan 
datang. 
2. Penggunaan Fungsi Kernel Gaussian 
RBF tanpa optimasi pada proses pra-
kiraan beban listrik harian pada sektor 
industri menggunakan metode SVM 
lebih baik dari pada fungsi Kernel 
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yang lain karena mempunyai nilai 
MAPE paling rendah, yaitu 2,63% 
dengan waktu pelatihan 8 bulan. 
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