Abstract-Effective spectrum sensing strategies enable cognitive radios (CRs) to identify and opportunistically transmit on under-utilized spectral resources. In this paper, sequential channel sensing problems for single and multiple secondary users (SUs) networks are effectively modeled through finite state Markovian processes. More specifically, a model for single user case is introduced and its performance is validated through analytical analysis. Then, in order to address multiple SUs case, this model is extended to include the modified p-persistent access (MPPA) protocol. Since the scheme utilized experiences a high level of collision among the SUs, to mitigate the problem appropriately, p-persistent random access (PPRA) protocol is considered, which offers higher average throughput for SUs by statistically distributing their loads among all channels. The structure and performance of the proposed schemes are discussed in detail, and a set of illustrative numerical results is presented to validate and compare the performance of the proposed senseaccess strategies.
I. INTRODUCTION

E
MERGING new wireless applications and ever-growing needs for a higher data rate have incredibly increased the demand for accessing to spectrum in the past ten years. Though the available spectrum resources seem to not meet the ever-growing demand, many investigations reveal that the spectrum is grossly under-utilized in time, space, and other dimensions [1] . In order to mitigate the spectrum scarcity problem, cognitive radio (CR) concept, as a potential communication paradigm, has been introduced to improve spectrum efficiency by allowing low-priority secondary users (SUs) to opportunistically exploit the unused licensed spectrums of high-priority primary users (PUs), called white spaces, in a somewhat intelligent manner [2] . To this end, first these temporarily-available transmission opportunities must be explored through appropriate and reliable spectrum sensing schemes. Limited number of possible observations and dynamic nature of observed signals lead to imperfect sensing which is usually described by false alarm and miss detection probabilities. An SU should stop its transmission and vacate the occupied channel, whenever the corresponding PU has data Manuscript received March 13, 2012 ; revised October 8, 2012 and January 25, 2013; accepted February 15, 2013 . The associate editor coordinating the review of this paper and approving it for publication was X. Ma.
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to transmit on this channel. To provide a reliable transmission for the SUs, a set of procedures called spectrum handover (SHO) is initiated to help the SU to effectively find a new transmission opportunity and resume its unfinished transmission [1] - [3] . Average SUs' throughput and average consumed energy for sensing process are two important performance metrics, which directly depend on the candidate primary channels for sensing and transmission, and are evaluated in order to compare various channel sensing-access policies.
Generally speaking, there exists more than one channel to be sensed by a CR. To deal with this fact, sensing schemes are commonly divided into two categories, i.e., wideband sensing and narrowband sensing. Sensing is considered wideband when multiple channels are sensed simultaneously. On the other hand, when only one channel is sensed at a time, the sensing process is called narrowband. Easy implementation, lower power consumption, and less computational complexity lead to great interest in narrowband sensing. The handover process, associated with narrowband sensing, is mainly categorized into reactive and proactive policies. In the proactivedecision schemes, long term traffic statistics of the channels are exploited in order to establish a proper channel sequence for future handovers [4] . This sequence determines the target channels which an SU should transmit on. However, a great delay on the SU connection is imposed by these schemes; because the predetermined target channel may not be available for a long time, when an SHO is requested. On the other hand, in the reactive-based SHO strategies, the SU searches among channels to find a free channel and pursues its unfinished transmissions [5] . In this category, the SU does not wait until the end of the corresponding PU's transmission, and tries to find a free channel by sensing new channels sequentially according to a predetermined set of channels called sensing sequence (SS), although a longer switching delay becomes inevitable. A comprehensive comparison of these two SHO schemes is provided in [6] . In this paper, we focus on the modeling technique and performance analysis for the reactivebased SHO schemes.
In [7] , a generalized reactive SHO scheme is proposed in which an SU chooses to stay on its current channel or initiate a search procedure to find a new free channel based on expected PU's load. Minimizing the average number of handovers through the concept of underlay transmission is investigated in [8] . In particular, the SUs decrease their transmission powers, if applicable, to avoid unnecessary handovers while meeting the quality of service requirements of the PUs.
In [9] , the authors consider sequential channel sensing for multichannel cognitive radio networks (CRNs), and derive the best set of candidate channels for data transmission. Optimal sensing scheduling policy is proposed in [10] in which the authors develop an analytical framework to determine which secondary users should sense which channels with what miss detection and false alarm probabilities. In [11] , while adopting a periodic channel sensing with memoryless transmission (PS-MT) policy, the problem of maximizing the SU's throughput under a tight collision constraint is inspected. In [12] and [13] , the sequential channel sensing problems are formulated based on maximizing the throughput of the SUs. While in these works, the optimum sensing times have been studied, the effects of the sensing errors have not been addressed. Considering the effect of imperfect sensing, the authors of [14] have investigated the minimization of the average sensing time in a sequential channel sensing strategy. Maximizing the secondary network throughput through finding optimal channel sensing sequences is studied only for one SU in [15] , for two SUs in [16] , and for multiple SUs in [17] , [18] . An analytical framework is developed in [19] , which facilitates the performance evaluation of different multichannel multistage spectrum sensing schemes for a CRN with one SU. In [19] , the average SU throughput and the average probability of collision between the SU and PU are considered as performance metrics. The authors in [20] present an analytical framework to compare different spectrum sensing-access policies. They focus on the throughput of the SUs as a comparative metric for the performance assessment, and propose a new spectrum sensing MAC protocol, called truncated time division multiple access.
Although the sequential channel sensing scheme exploited in this paper has been studied in the literature to some extents so far, some issues remain unsolved. As discussed briefly above, though in [15] , [16] , and [17] , the authors have investigated the optimal sensing sequence in a singleuser, two-user, and multiuser secondary networks, respectively, the existence of a coordinator is an inseparable part of those centralized algorithms. The coordinator computes the optimal sensing sequences, and then let the SUs know their related sequences. Not only a centralized network cannot be assumed in many CRNs applications, but those proposals impose massive computational burden on the network as well. For instance, as shown in [17] , the computational complexity of finding the optimal sensing sequences is in order of O N NsNp p , which is not scalable regarding to the number of PUs N p , and the number of SUs N s . p-persistent MAC protocol has been introduced in [21] and [22] to solve the mentioned problems, in which the authors have applied the protocol to a multiuser network. In that scenario, SUs are allowed to sense only one channel at each time slot, and the channel occupancy of the PU is considered unknown and constant for a time duration, in which sensing takes place sequentially.
In contrast to those studies, in this paper, we propose a new Markovian-based analytical model, which enables us to model a fully distributed CRN, where the SUs cannot cooperate with each other. This assumption significantly reduces the bandwidth required for control channel, and therefore decreases the problems associated with control channel establishment in CRN terminology [23] , [24] .
As a first step, we consider a CRN with a single SU and introduce the finite state Markovian process-based structure to effectively model the SU's behavior. Besides providing a systematic approach for the performance evaluation, the model can be easily extended to the multiple SUs case by slightly modifying its nodes and routing probabilities. Before extending the proposed model to the multiple SUs case, we validate the model by directly computing the system throughput and comparing the result with the one obtained using the model. We call the extended model for the multiple SUs scenario as modified p-persisted access (MPPA). The performance of the MPPA scheme in terms of the average SUs' throughput and the average number of handovers is analyzed. After a discussion about the benefits and drawbacks of the MPPA scheme, the p-persistent random access (PPRA) policy is considered to appropriately mitigate the problem associated with the MPPA algorithm. In this model, the SUs sequentially sense channels with the same as well as various sensing orders. Specifically, by this policy, the loads of the SUs are distributed among all available channels, and hereby the CRN throughput increases through the reduction of the contention level among SUs. Finally, the SUs' throughput and the average number of handovers for the PPRA scheme are also derived.
The rest of this paper is organized as follows. In Section II, we describe the considered CR network, introduce the single SU based queuing model, and validate the model. In Section III, the model is extended for the multiple secondary user case, and then its performance is evaluated. In Section IV, the structure and the performance of the PPRA scheme are discussed in details. Numerical results are then presented in Section V, followed by concluding remarks provided in Section VI.
II. SYSTEM MODELING AND VALIDATION
A. System Model
We consider a time slotted CRN with N s SUs, which attempt to opportunistically transmit on the channels dedicated to the N p PUs. The SUs are synchronous in time-slots with other SUs as well as the PUs. The PUs start their transmissions only at the beginning of the slot whenever they have data for transmissions. Therefore, in order to find the transmission opportunities appropriately and to protect the PUs from a harmful interference, the SUs sense the channels at the beginning of each time-slot, by which the channels can be established as occupied or vacant. The SUs utilize narrowband spectrum sensing, i.e., they sense only one spectrum (out of N p spectrums) at a time. The secondary network is considered saturated meaning that the SUs always have packets to transmit; therefore they will start their transmissions when an opportunity is found. Each SU senses the channels according to its SS sequentially, i.e., the SU senses the first channel that is assigned to its SS for a predetermined time duration τ (channel sensing time), and then starts sensing the second channel if and only if the first channel is sensed busy. This procedure will be continued until a transmission opportunity is found. In order to switch to a new channel, a secondary device needs a specific and constant time duration τ ho to prepare its sensing circuitry. After sensing (i − 1) occupied channels, if the SU finds the i-th channel free, the user will transmit data on that channel until the end of the slot. In this case, the wasted time length, i.e., the time spent on the sensing and handover, is equal to τ + (i − 1) (τ + τ ho ). If an SU starts transmitting on the i-th channel of its SS, the time length left in the slot for the transmission is,
where T is the time slot duration.
B. Proposed Markov Chain
In this part, we model the channel search and access policy for a CRN containing one SU by an open network [25] as depicted in Fig. 1 . It will be extended to the multiuser case in the next sections. The network is comprised of several nodes corresponding to different stages of spectrum sensing and packet transmission. In the proposed model, the arrival of a request to the queuing network represents the transmission attempt of a packet including channel sensing and handovers. The request leaves the network after receiving the service from a subset of nodes.
Different handovers are modeled through nodes HO i , i = 1, 2, . . . , δ, where δ is the maximum number of allowed handovers and will be discussed later. It is worth noting that the first handover node does not really exist in the process of finding a transmission opportunity, and it appears just for providing a symmetry in the model. Let S i denote the sensing process of i-th channel. At the beginning of each time slot, an SU's request enters the node HO 1 (in Fig. 1 ), and immediately is routed to the first sensing node, S 1 . After τ time units, the channel sensor routes the request to the transmitter nodes (node T xLP 1 or T xHP 1 ) or to the second handover node, HO 2 . Let us define the i-th stage of the sensing-transmission process, shown in Fig. 1 , as the set of nodes HO i , S i , T xLP i , and T xHP i . At the i-th stage, the i-th channel is sensed free if (a) the i-th PU is absence (with the probability of P i,0 ) and the SU correctly detects this transmission opportunity, with the probability of P i,0 (1 − P fa,i ), or (b) the channel is occupied by the PU (with the probability of P i,1 = 1 − P i,0 ) but the SU mistakenly senses this channel free, with the probability of P i,1 (1 − P d,i ), where P fa,i and P d,i denote the false alarm and detection probabilities of the sensing process of the i-th channel. Please note that similar to [26] , [27] , in this study, we evaluate the SUs performance while their impacts on the PUs communications are limited, i.e., the admissible false alarm and miss detection probabilities are restricted according to the IEEE 802.22 standard [28] . Hence, the desired QoS of the PUs is provided. Nodes T xHP i model the first case (case a) in which the SU will be able to transmit on the i-th channel for the rest of the time slot with the capacity of C 0 = log 2 (1 + γ s ). In the same way, in nodes T xLP i which models the later case (case b), the SU will be able to transmit on the i-th channel for the rest of the time slot with the capacity of C 1 = log 2 1 +
Ps N0+Pp
= log 2 1 + γs 1+γp , where γ s and γ p are the received SNRs due to the secondary and primary users' signals at the SU receiver, respectively 1 . If none of those two cases occur, the request will be routed to the node HO i+1 with the probability q i ,
This procedure is continued until the maximum number of admissible handovers is reached. This parameter is limited by two constraints. First, the number of sensed channels cannot exceed the number of the PUs. Second, the elapsed time for both sensing and handover procedures cannot exceed the time slot duration, T . So, the maximum number of sensed channels is computed: δ = 1 + maximum number of admissible handovers
After the δ-th stage, the request is routed to node wait in order to wait during the remained time of the slot, i.e., T − τ − δ(τ + τ ho ), and the user tries to find a transmission opportunity at the beginning of the next slot.
C. Model Validation
In order to compute the average throughput of the SU, the probability of transmitting data from each of the transmitter nodes in Fig. 1 as well as their offered data rates must be derived. Let α x represent the packet arrival rate at node x. Considering Fig. 1 , the traffic equations of the proposed queuing network can be written as [25] :
where q i is defined in (2) . By simplifying the above equations, the traffics of the nodes are easily computed as,
The packet is respectively transmitted through the nodes T xLP i and T xHP i with the probabilities of P T xLP i and P T xHP i . The transmission probabilities can be easily computed as:
Let R T xLP i and R T xHP i be the average throughputs of the i-th stage. Considering (9) and (10), we have,
where RT i is defined and given in (1). Then, the average SU throughput can be calculated as:
Substituting (3), (11), and (12) in (13) and simplifying the result, the SU's throughput is obtained in (14) , where q 0 Δ = 1. Since the proposed model will be extended to the multiple SUs case, to validate the model and to verify the approach, we have also directly computed the system throughput for the single SU case in Appendix A, and obtained exactly the same result. The result will be further verified by simulation in numerical result section.
III. MODIFIED P-PERSISTENT ACCESS SCHEME
In this section, we extend the considered sequential channel sensing approach by modifying the queue network proposed in Fig. 1 to include the multiuser CRN. In order to provide multiple access among the SUs, a modified version of the conventional p-persistent multiple access protocol is utilized in which each SU senses each channel with the probability p and skips the sensing process with the probability (1 − p). The channel sensing probability, p, provides a degree of freedom to optimize the performance metrics, namely, the throughput of SUs. Fig. 2 illustrates the channel sensing-access policy of the proposed modified p-persistent access protocol (MPPA) used by each SU. Since at each stage i some requests may not be routed to the node S i , with the probability of (1 − p), as discussed above, we add nodes SY N i in Fig. 2 , in order to synchronize the requests. More specifically, the requests that enter standby mode (at node SY N i ) wait for τ time units (sensing period). Then, they are directed to the node HO i+1 . With the help of the synchronizer nodes, all requests will enter the i-th sensing node at the same time. As a result, the i-th channel will be busy at the beginning of the corresponding sensing interval if and only if the i-th PU is present. At first, all requests enter the node HO 1 . Then, they are routed to the first sensing node, S 1 , with the probability of p, or to the second handover node, HO 2 , after spending τ time units in the first synchronizer node SY N 1 , with the probability of (1 − p). Based on the sensing results, packets in the node S 1 are directed to the first transmitter node or the second handover node with the probabilities shown in Fig. 2 . The requests follow the same processes until a transmission opportunity is found or the handover limitation, discussed in (3), is reached. These requests must wait for the rest of the current time slot. Also note that the i-th stage of the MPPA protocol comprise of the nodes HO i , SY N i , S i , T xLP i , and T xHP i . The other parameters in Fig. 2 are defined as in Fig. 1 .
To evaluate the performance of the MPPA scheme, we exploit the same steps as taken in section II-C. Considering Fig. 2 and superscript [k] for the k-th SU, the departure rate for user k is computed as,
where c i Δ = 1 − p + pq i indicates the probability of handover event from the stage i to the stage i + 1. By defining c 0 Δ = 1 and taking the same procedures as in the section II-C, we have: α
denote the transmission probabilities of the k-th SU from the nodes T xLP i and T xHP i ,
The Markov process of modified p-persistent access (MPPA) scheme for each secondary user's sensing-transmission process.
respectively. Similar to (9)-(10), they can be computed:
T xLP m (20)
To compute the average throughput, it must be noted that there will be a successful data transmission from the i-th stage of the k-th SU if among all SUs, only the k-th SU tries to transmit on this channel either from the node T xHP i or from the node T xLP i . Thus, we have,
T xHP i (23) where P T xLP,i,k and P T xHP,i,k represent the successful transmission of each user k from the nodes T xLP i and T xHP i without collision among the SUs, respectively. Finally from (1), (22) , and (23), the average throughput of each user k can be easily calculated as:
In order to maximize the SUs' performance, the exploited p-persistent protocol must be optimized. It can be optimized through modifying the protocol [29] or efficient designing of its parameters including the parameter p [30] , [31] . However, those optimization approaches cannot be directly and easily applied to our proposed models. In the following, two approaches are proposed to maximize the SUs throughputs.
First approach: Here, we aim to find the optimal value of p used in the p-persistent protocol. To this end, we first simplify the equation (24) , describing the average achievable throughput. By substituting (16)- (19) into (20)- (24), and after some algebraic manipulations, the average throughput of each SU k is simplified to (25) .
In order to achieve the best performance, the optimal value of p must be determined through the following optimization problem:
The objective function in (26) is generally non-convex, making it difficult to efficiently be solved for the global optimum. In most cases, suboptimal solutions or heuristics approaches have to be used. In this paper, we exploit wellknown steepest descent (SD) and exhaustive search schemes to respectively find the local and global maximum of R [k] . Second approach: It is worth noting that the optimum value of p derived through conventional analytical optimization procedures directly depends on the models adopted for the channel, the sensing errors, and the PUs behavior. Despite the increased analytical complexity introduced by using more precise modeling, if any changes occur in the parameters describing the models, all the analyses and the evaluations have to be repeated in order to find the optimum value of p. In order to deal with these issues appropriately, as a second solution, we propose a more practical and simpler protocol for the SUs to enhance their average throughputs through properly tuning the value of p. Suppose that each SU periodically calculates its average throughput by inspecting the packets and their acknowledgments (ACKs) at the secondary transmitter for a period of time equal to T ep (estimation period) [32] . T ep , as a design parameter, depends on the PUs activities and the link behavior. Then, computing the average throughput in two consecutive estimation intervals, the SU can modify the value of p. We propose that in the i-th interval, p is adaptively determined by the following formula:
where for instance
and T hr i denotes the average throughput calculated in the i-th interval, and p i represents the value of p adopted for the i-th interval. It is worth noting that the function p i = min (max (·, 0) , 1) is used to limit the value of p within the range of [0, 1]. Following this protocol, if the network is not highly congested, the SU raises the value p i+1 , and hence increases the probability of sensing and then opportunistically data transmission as well. On the other hand, if more SUs struggle for accessing the network, each SU reduces its p i+1 to decrease the collision level. As a corollary, a higher average throughput can be achieved. Please note that the adaptive configuration scheme proposed requires no prior knowledge about the link behavior, such as the presence or absence probabilities of the PUs. Moreover, it is capable to effectively follow the variations in the link and to keep the average throughput at a high level, as will be demonstrated in the numerical results section. Besides the average throughput of the SUs, the energy consumed in the handover procedure is another remarkable performance metric, especially for energy-aware protocols, and can be effectively used to assess different schemes. Hence, in the following, the average number of required handovers, or equivalently the average consumed energy, is derived. Note that the channel i will be chosen for the transmission if and only if (a) all (i − 1) previous channels are either not sensed due to the exploited p-persistent MAC protocol or sensed busy, (b) the channel i is sensed idle. So the k-th SU requires (i − 1) times handovers with the probability of c 1 c 2 . . . c i−1 (1 − c i ) , where c i , the transition probability from the stage i to the stage i+1, is given in (16) . The average number of handovers, denoted by N HO , is easily computed as,
where the last term is corresponding to the possibility of no transmission in any of δ transmission stages.
IV. P-PERSISTENT RANDOM ACCESS SCHEME
The major disadvantage associated with the MPPA algorithm is that a high number of SUs (pN p SUs) intend to sense the first channel through the node S 1 . Similarly, the c 1 Fig. 3 . The Markov process of p-persistent random access (PPRA) scheme for each secondary user's sensing-transmission process.
SUs' requests enter the node S 2 , and so forth. While this structure facilitates the network modeling and the performance evaluation, it imposes a high level of contention among the SUs to exploit the spectrum resources in each stage and consequently degrades the performance regarding the average SUs' throughput. In order to mitigate the aforementioned problem, we consider the p-persistent random access (PPRA) scheme, which equally distributes the load of the SUs within all channels, and hereby decreases the contention level and raises the throughput of each SU. Fig. 3 demonstrates the sensing-transmission stages of the proposed PPRA method. As it shows, at the i-th stages, a request is routed to the sensing nodes, S i,1 , S i,2 , . . . , S i,Np , corresponding to the channels 1, 2, . . . , N p , respectively, with the identical probabilities of p Ns , after running a p-persistent protocol as described in the previous section. Then, the request will be directed to the corresponding transmission nodes, i.e., T xLP i or T xHP i , or the next handover node, i.e., HO i+1 . Regardless of the exploited load balancing technique, other processes and parameters are the same as the MPPA scheme.
A. Performance Analysis
In the PPRA model, a channel, which is sensed busy by an SU, can be occupied either by the PU or the other SUs; because it may have been detected as a transmission opportunity by another SU at the previous stages. Therefore, in this model, the impact of other SUs' transmissions must be considered on the channels occupation probabilities.
Lemma 1: The occupation probability of i-th channel at the beginning of m-th stage, denoted by P (m) i,1 , is obtained as, denotes the probability of transmission on the i-th channel at the stage m by at least one SU conditioned on the absence of the corresponding PU. P fa,i is the false alarm probability of the i-th channel.
Proof : The proof is given in Appendix B.
Proposition: The i-th channel is sensed busy at the m-th stage with the following probability:
From Fig. 3 , for the k-th SU α
where q
is defined in (31) . From another perspective, the k-th SU may perform a handover and transit from the i-th stage to the (i + 1)-th stage. If we denote this probability by c
Taking (32) and (33) into account, c
for the PPRA protocol is calculated as,
where c
1. Since the derived probability does not depend on the superscript [k], we omit the superscript and simply represent this parameter by c i , which is the transition probability between two consecutive stages, similar to the definition given in (15)- (19) for the MPPA scheme. By the same steps taken in section III, we have, α
To evaluate the departure rates of the transmitter nodes of the i-th stage of the k-th SU, i.e., α [k] T xLP i and α
T xLP i is simply calculated in (36), where P d,j is the detection probability of channel j, and P (i) j,1 is defined in (30) .
Similarly, for the node T xHP i is derived in (38), where
and α
respectively represent the departure rates of the nodes T xLP i and T xHP i initiated from the node S i,j (please see Fig. 3 ). From Fig. 3 , we have:
Further, assume that P
denote the probabilities of transmission from the node T xLP i and T xHP i on the j-th channel, respectively, i.e., the request is directed from the node S i,j to the node T xLP i or T xHP i . Then, P
is derived in (41), and similarly,
where α [k] T xLP i and α [k] T xHP i are derived in (37) and (38), respectively. The k-th SU will be able to successfully transmit data from the i-th stage with the probability of:
and finally, the average throughput of each SU k is computed by substituting (43)- (44) into (24) . Similar to the MPPA model, the average throughput achieved in the PPRA model can be locally, globally, or adaptively optimized by applying the same approaches described for the MPPA scheme.
By following the same procedures as in section III, the average number of required handovers for the PPRA scheme can be obtained by substituting the corresponding c i , provided in (34), into (29) .
V. NUMERICAL RESULTS
In this section, the performances of the proposed schemes are evaluated and compared by the analytical results and simulations considering the effects of different parameters introduced throughout the paper. The values of parameters used for the numerical evaluation are given in Table I . The energy detector (ED), as the most prevalent channel sensor for the CRNs in the literature [33] , is exploited to simulate the sensing nodes. The detailed structure and performance of the ED can be found in [34] . The value of sampling frequency is adopted from [26] , and the minimum allowable value of detection probability, P min d
, the maximum admissible false alarm probability, P max fa , and the time slot duration, T , are chosen according to IEEE 802.22 standard [28] and [35] . In simulation evaluations, the average throughput has been computed after simulating each scenario for 100 time slots. In Figs. 4 and 5, a CRN with one SU, and in Figs. 6-11, a CRN with multiple SUs case are considered. Fig. 4 shows the average throughput 2 of the single SU using sequential channel sensing scheme versus normalized sensing time (i.e., τ/T ) based on both analytical and simulation results. From this Fig., it can be realized that the simulation results well coincide the analytical results, which further validates our analytical derivations. In general, as the sensing time increases, the detector senses the channels more accurately and finds more transmission opportunities. However, by increasing the sensing time, less time remains for the transmission. Hence, there exists a tradeoff between the average SU's throughput and its detection accuracy. As it can be seen in Fig. 4 , first the SU throughput increases by τ (due to more accurate sensing); then after an optimum point where P d and P fa are in an acceptable level, the throughput starts decreasing due to the reduction of the time left for the transmission. From Fig. 4 , there exists an optimum value for the spectrum sensing time. 2 Please note that the average throughput has been normalized to C 0 . 5 further verifies our analysis and represents the plot of the maximum achievable throughput, corresponding to the optimum value of the spectrum sensing time, versus the number of PUs. Main points highlighted in Fig. 5 are twofold. First, as the number of primary channels increases, the SU throughput increases as well, but in a saturating manner. This is due to the fact that, though the average number of obtained transmission opportunities increases by the number of primary channels, but the average time left for the transmission reduces. Second, this figure clearly demonstrates the importance and efficiency of having multiple handovers. Interestingly, the improvement in the SU's maximum throughput when using multiple handovers is about 44.5% compared to the case of N p = 1, with no handover capability, for the example considered. Fig. 6 illustrates the plot of the average throughput of an SU versus the normalized sensing time for the MPPA scheme considering a primary network with 10 PUs and a secondary network with 5 SUs. Increasing the channel sensing time, τ , affects the SUs' average throughput as discussed in Fig. 4 . Moreover, increasing the channel sensing probability raises the contention level among the SUs and consequently reduces their average throughputs.
The energy efficiency of the PPRA scheme compared to the MPPA strategy is demonstrated through Fig. 7 , which shows the plot of the SUs' average throughput versus the average number of handovers assuming that τ/T = 0.24. Due to the load distributing nature of the PPRA scheme, this protocol achieves remarkably higher average throughput for a certain number of handovers. Specifically, for N HO = 3.72, the throughput achieved by the PPRA is about 3.5 times more than the one achieved by the MPPA scheme.
Figs. 8 and 9 further verify the advantages of the PPRA algorithm compared to the MPPA schemes. These figures respectively compare the average throughput and the collision probability of an SU obtained by the proposed MPPA and the PPRA schemes for the case of N p = 8, N s = 5, and τ/T = 0.24. As can be realized, the average throughput obtained by the MPPA scheme is lower than the one achieved by the PPRA scheme. In both schemes, the SUs sense the channels with higher probability as the channel sensing probability, p, increases. Although the increase of p can raise the chance of finding a transmission opportunity, it increases the average level of contention among the SUs. Therefore, there is a tradeoff on the value of p, and it can be optimally designed in order to reach the maximum average throughput. For the example considered, the maximum throughput achieved by the PPRA scheme is about 3.63 times more than that of the MPPA scheme. Also, as less requests compete for accessing the same channel in the PPRA scheme, the breaking point of the PPRA's average throughput is greater than the MPPA protocol. In addition, as Fig. 9 shows, less collision is imposed by the PPRA scheme compared to the MPPA due to the exploited load balancing method.
To more clearly illustrate the performance enhancement due to optimal p-persistent policies, Table II compares the average throughput for four different cases: 1) a typical value of p , i.e., p = 0.8, 2) global optimum value of p, which is obtained through the exhaustive search, 3) a local optimum value of p, which is obtained through the SD algorithm for Average secondary user normalized throughput versus average number of handovers.
three different initial values, and 4) a proper value of p, which is obtained through adaptive protocol proposed. As expected, adopting the optimal and suboptimal p-persistent policies increase the average throughput. The exhaustive search grants the maximum throughput at the cost of massive computational burden. The SD algorithm well approximates the optimal value of the throughput for three different examples considered for its initial values. Albeit this algorithm cannot guarantee the global optimum value of p, its much lower computational burden is a key advantage. Finally, for the adaptive protocol proposed, the SUs throughput remains at an acceptable level while no information about other SUs (even N s ) is required. Intuitively, selecting a method to find a proper value highly depends on the information available and the tradeoff between the computational cost affordable and the optimality of the solution desirable.
The SUs' average collision probability at each stage are depicted in Fig. 10 for both MPPA and PPRA schemes. In the first stages, the transmitter nodes face more collisions, and the probability of collision reduces as the requests intend to transmit in the higher stages. Again, the MPPA protocol leads to collision among the SUs with higher probability than the PPRA scheme.
Finally, we investigate the performance of a simple improvement of the PPRA scheme, called improved-PPRA. In Fig. 9 . Average collision probability of requests versus the channel sensing probability.
contrast to the PPRA scheme, in which in each random access stage, a sensing channel is selected uniformly from all the N p channels, in the improved scheme, once an SU senses a PU channel occupied, the SU avoid sensing this channel in later random access stages. Fig. 11 compares the the average throughputs of the PPRA scheme versus the improved PPRA scheme. As can be observed, the average throughput is slightly raised. The results presented in Fig. 11 are based on simulation, since the analytical performance evaluation of the improved PPRA protocol is highly complicated. From the results observed, the performance of the proposed PPRA scheme, analytically formulated in (30)-(44), can be considered as a tight lower bound of the improved PPRA protocol. 
VI. CONCLUSION
Designing, modeling, and systematic performance evaluating of sequential channel sensing schemes in a multichannel cognitive radio networks (CRNs) have been investigated. First, finite state Markovian process-based structure has been exploited to effectively model the behavior of a single secondary user (SU) in the CRN. This model has been validated by analytical analysis and simulations, and then extended to a multiuser CRN. Modified p-persistent access (MPPA) has been introduced, and its performance in terms of the average SUs' throughput and the average number of handovers has been evaluated. In order to appropriately mitigate the problem associated with the MPPA scheme, a distributed sensingaccess policy, called p-persistent random access (PPRA), has been proposed, which statistically distributes the SUs' load among all channels. Consequently, as discussed in the paper, this scheme provides lower contention among SUs for accessing same channels and offers higher average throughput, as demonstrated through exhaustive numerical performance evaluations.
APPENDIX A
Lemma 1: The average achievable throughput can be calculated as,
Proof : Before proofing Lemma 1, we note that if the SU transmits on the m-th channel (i.e., after (m − 1) times handover), the average achievable throughput is calculated as,
where RT m , the time remained for the transmission, is defined in (1). Now, we prove the lemma using the mathematical induction. Let R (i) denote the average achievable throughput when the maximum number of sensed channel is i. We intend to show that R (i) can be computed as:
For i = 1, the maximum achievable throughput can be calculated as [26] ,
is true, we investigate the validity of R (i+1) . We know,
is defined in (47). Pr {minimum number of HOs = i} is equal to q 1 q 2 · · · q i , based on independency of different channels, where q i is defined in (2) . Therefore,
which leads to (46) for i = δ, i.e., R (i) = R (δ) = R.
APPENDIX B Suppose P (m)
i,1 denote the occupation probability of the ith channel at the beginning of the m-th stage. For the first stage, the SUs have not sensed any channels yet, and therefore the occupation probability of each channel is equal to the corresponding PU's presence probability. Thus, we have:
Let N x be the number of the SUs that have requests at the node x. So, from Fig. 3, we have, N HO 1 = N s . The average number of the SUs that sense the i-th channel at the first stage, represented by L (1) , can be computed as:
Each channel, e.g. the i-th channel, is sensed by L (1) SUs at the first stage. Each of these SUs might sense the corresponding channel free. In this case, the user starts its transmission on the channel, and therefore contributes to this channel's occupation probability at the beginning of the next sensing stage. The probability of transmission on the i-th channel by at least one SU conditioned on the absence of the PU can be computed as,
is the probability that at least one SU transmits on the i-th channel (or equivalently one SU senses the channel free) at the end of the m-th stage conditioned on the absence of the PU. Considering (52), (53), and (54), we have: 
where
and
It is worth mentioning that for the PPRA model, a channel can be free, occupied by the PU, or occupied by some SUs 3 . Therefore, the SUs do not face the same received signal levels when sensing a channel at different stages. As the statistics of the signal transmitted on the channel varies at each stage, the N HO 2 = (1 − p)N HO 1 +q (1) 1 N S1,1 +q (1) 2 N S1,2 +· · ·+q (1) Np N S1,N p = (1 − p) + p N p q
1 + q
2 + · · · + q (1) Np N HO 1 (56) channel sensing qualities of the SUs will change as well 4 . Hence, for the model to be more accurate, different miss detection probabilities in various stages for the PPRA model must be considered. On the other hand, studying this modification on the network throughput complicates the problem. In this paper, we attempt to introduce an initial version of the model, in which the applied false alarm and missed detection probabilities are related to the worst case, i.e., P 
