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Abstract
Let X be a locally convex Hausdorff space and let C0(S,X) be the space of all continuous functions f : S → X, with compact
support on the locally compact space S. In this paper we prove a Riesz representation theorem for a class of bounded operators
T : C0(S,X) → X, where the representing integrals are X-valued Pettis integrals with respect to bounded signed measures on S.
Under the additional assumption that X is a locally convex space, having the convex compactness property, or either, X is a locally
convex space whose dual X′ is a barrelled space for an appropriate topology, we obtain a complete identification between all
X-valued Pettis integrals on S and the bounded operators T : C0(S,X) → X they represent. Finally we give two illustrations of
the representation theorem proved, in the particular case when X is the topological dual of a locally convex space.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let S be a locally compact Hausdorff space and let X,Y be locally convex topological vector spaces. Let us con-
sider the space C0(S,X) of all continuous functions f : S → X, vanishing outside a compact set of S, endowed with
an appropriate topology (see below). Put C0(S,X) = C0(S), if X =R. In this paper we are interested in representing
linear bounded operators T : C0(S,X) → Y , by means of integrals with respect to measures on the Borel σ -field BS
of S.
Many integral representation theorems exist in the literature for such T , as generalizations of the classical Riesz–
Kakutani theorem [12,14]. Some of them have been obtained in the Banach spaces setting, i.e. X,Y are Banach spaces
(see, e.g., [1,6–9] and more recently [13]). The others have been done in the more general context of topological vector
spaces [4,10,15]. Almost all representations (except perhaps that of [13]) use an integration process with respect to
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X = Y , and state the problem of representing a bounded operator T : C0(S,X) → X, by a weak integral of the form
∀f ∈ C0(S,X), 〈θ,Tf 〉 =
∫
S
〈
θ, f (s)
〉
dμ(s) (1.1)
for all θ in the topological dual X′ of X; the set function μ being a regular bounded signed measure on S. Actually
if T is representable by (1.1) for some measure μ on S, we say that Tf is the Pettis integral of the function f .
(See Refs. [5,11] for the notion of Pettis integral.) When X is a Banach space, a strong version of this representation
problem has been considered and completely solved in [13]. In what follows we extend the strategy used there, to the
present setting and obtain a complete identification of those bounded operators T : C0(S,X) → X satisfying (1.1) for
some unique regular bounded signed measure μ on S. The paper is organized as follows.
Section 2 contains topological facts needed about our basic function space C0(S,X). In Section 3 we state and
prove the main representation theorem and we turn to the converse statement in Section 4. Section 5 is intended to the
study of an example.
2. Topological preliminaries
2.1. If K is a compact subset of S, we denote by C(S,K,X) the set of all continuous functions f : S → X, vanishing
outside K . It is clear that C(S,K,X) is a linear subspace of C0(S,X). We equip C(S,K,X) with the topology τK
generated by the family of seminorms
f ∈ C(S,K,X), p˜α,K(f ) = Sup
t∈K
pα
(
f (t)
)
, (2.2)
where {pα, α ∈ A} is the family of seminorms generating the locally convex topology of X. The topology τK is the
topology of uniform convergence on K .
2.3. With the ingredients above, we have C0(S,X) = ⋃K C(S,K,X), the union being performed over all compact
subsets K of S. On the other hand if K1 ⊂ K2 are compact in S, then the natural embedding iK1K2 : C(S,K1,X) →
C(S,K2,X) is continuous. This allows one to provide the space C0(S,X) with the inductive topology τ induced by
the subspaces C(S,K,X), τK . The outstanding facts we need about C0(S,X), τ are
2.4. Proposition.
(a) The space C0(S,X), τ is locally convex Hausdorff and for each compact K ⊂ S the relative topology of τ on
C(S,K,X) is the topology τK , i.e. the canonical embedding iK : C(S,K,X) → C0(S,X) is continuous.
(b) Let T : C0(S,X) → V be a linear operator of C0(S,X) into the locally convex space V , then T is continuous
if and only if the restriction T ◦ iK of T to the subspace C(S,K,X), is continuous for each compact set K ⊂ S
(see [2,3]).
Let us observe that if X =R the resulting space C0(S) of all real continuous functions with compact support on S
is normed by the supremum norm
‖f ‖ = Sup
s∈S
∣∣f (s)∣∣.
2.5. Definition. For each θ in the topological dual X′ of X and for each f ∈ C0(S,X), define the function Uθf on S
by Uθf (s) = θ(f (s)) = 〈θ, f (s)〉. Then we have
2.6. Lemma. Uθ is linear and bounded from C0(S,X) into C0(S). Moreover for each θ = 0, Uθ is onto.
Proof. First it is clear that Uθf ∈ C0(S). Now by Proposition 2.4(b), we have to show that for each compact set
K ⊂ S the operator Uθ ◦ iK : C(S,K,X) → C0(S) is bounded. Since θ is bounded, there is a seminorm pα on X and
a constant M such that |θ(x)|Mpα(x) for all x ∈ X. So we have |θ(f (s))|Mpα(f (s)) if f ∈ C(S,K,X), and
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the right side of this inequality is Mp˜α,K(f ), we deduce that Uθ is continuous. Now suppose θ = 0. Then there exists
x ∈ X such that x = 0 and θ(x) = 0. It is clear that we can assume θ(x) = 1. Now let h ∈ C0(S) and define f : S → X
by f (t) = h(t).x, then f ∈ C0(S,X) and we have Uθ(f )(s) = Uθ(h(s)x) = h(s), because θ(x) = 1. It follows that
Uθ is onto. 
3. The main representation theorem
In what follows we shall deal with integral representation of bounded operators T : C0(S,X) → X, in the sense of
the definition
3.1. Definition. We say that a bounded operator T : C0(S,X) → X has a Pettis integral representation if there exists
a bounded signed measure μ on BS such that for every continuous linear functional θ of X′, we have
∀f ∈ C0(S,X), 〈θ,Tf 〉 =
∫
S
〈
θ, f (s)
〉
dμ(s). (3.2)
3.3. Definition. Let us denote by P the class of all bounded operators T : C0(S,X) → X satisfying the following
condition
For θ, σ ∈ X′ and f,g ∈ C0(S,X) if Uθf = Uσg then θ(Tf ) = σ(T g). (3.4)
It is easy to check that P is a subspace of the space L(C0(S,X),X) of all bounded operators from C0(S,X) into X and
that P is closed in the weak operator topology. Note that for a given bounded T : C0(S,X) → X, the condition (3.2)
implies (3.4). The crucial point is that condition (3.4) implies the integral form (3.2), for some bounded μ on BS .
The following theorem is basic.
3.5. Theorem. Let T : C0(S,X) → X be a bounded operator satisfying (3.4). Then there exists a unique bounded
functional ϕ on C0(S) such that
∀θ ∈ X′, ϕ ◦ Uθ = θ ◦ T . (3.6)
Proof. Let h be fixed in C0(S). If 0 = θ ∈ X′, by Lemma 2.6 there is f ∈ C0(S,X), solution of Uθf = h. Define
ϕ(h) = θ(Tf ). Then ϕ is well defined since if Uθf = Uσg = h, for θ, σ ∈ X′ and f,g ∈ C0(S,X), then θ(Tf ) =
σ(T g). It is clear that ϕ is linear. Also (3.6) is immediate by construction. It remains to prove that ϕ is bounded.
Let h ∈ C0(S) and let 0 = θ ∈ X′; since every solution f of Uθf = h works in the definition of ϕ, we may choose
that given in the proof of Lemma 2.6, that is f (t) = h(t)x, with x fixed in X so that θ(x) = 1. In this case we have
(see 2.1)
p˜γ,K(f ) = ‖h‖.pγ (x), (3.7)
where K is the support of f (= support of h), and pγ is a seminorm on X. By (3.6) ϕ(h) = θ(Tf ), and since θ
is bounded, there is a constant M > 0 and a seminorm pα on X such that |ϕ(h)| = |θ(Tf )| M.pα(Tf ). But T is
bounded; so for each compact K ⊂ S and for the preceding pα , there is a constant λ > 0 and a seminorm p˜β,K on
C(S,K,X) such that pα(Tf ) λ.p˜β,K(f ).
Appealing to (3.7), with γ = β , we get pα(Tf )  λ.‖h‖.pβ(x); now with the above estimation of |ϕ(h)|, we
deduce that |ϕ(h)|M.λ.pβ(x).‖h‖, which proves the boundedness of ϕ. Uniqueness comes from (3.6) since Uθ is
onto. 
As a consequence we have the main representation theorem.
3.8. Theorem. Let T : C0(S,X) → X be in the class P . Then there is a unique bounded signed measure μ on BS
such that (3.2) holds. Moreover for each seminorm pα on X we have |T |pα = |μ|, where |μ| is the total variation of
μ and |T |pα is the pα-norm of T defined by |T |pα = Sup{pα(Tf ): f ∈ B˜pα } with
B˜pα =
{
f ∈ C0(S,X): Suppα
(
f (s)
)
 1
}
.S
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on BS such that
∀h ∈ C0(S), ϕ(h) =
∫
S
h(s) dμ(s). (3.9)
Taking h of the form h = Uθf = 〈θ, f (•)〉, with f ∈ C0(S,X) and citing (3.6) again, yields ϕ ◦ Uθf = θ ◦ Tf =∫
S
〈θ, f (s)〉dμ(s), which is (3.2). Now to compute |T |pα , observe from the integral form of θ ◦ Tf that |θ ◦ Tf |
Sup{|〈θ, f (s)〉|: s ∈ S}.|μ|. Taking the supremum in both sides over θ ∈ Bopα , the polar set of the unit ball Bpα ={x ∈ X, pα(x) 1} of X, we get
Sup
θ∈Bopα
|θ ◦ Tf | = pα(Tf ) Sup
θ∈Bopα
Sup
s∈S
∣∣〈θ, f (s)〉∣∣.|μ|
= Sup
s∈S
Sup
θ∈Bopα
∣∣〈θ, f (s)〉∣∣.|μ|
= Sup
s∈S
pα
(
f (s)
)
.|μ| |μ|, for f ∈ B˜pα .
So we deduce that |T |pα  |μ|. To see the reverse inequality, let us consider a function f ∈ C0(S,X) of the form
f = g.x, with g ∈ C0(S) satisfying ‖g‖ 1 and x fixed in X such that pα(x) = 1. With this choice, the function f
belongs to the unit ball B˜pα . Then we have 〈θ, f (s)〉 = g(s).θ(x) and
〈θ,Tf 〉 =
∫
S
〈
θ, f (s)
〉
dμ(s) = θ(x)
∫
S
g(s) dμ(s);
this yields Supθ∈Bopα |θ ◦ Tf | = pα(Tf ) = pα(x)|
∫
S
g(s) dμ(s)| = | ∫
S
g(s) dμ(s)|, since pα(x) = 1. So we get
pα(Tf ) = |
∫
S
g(s) dμ(s)|  |T |pα because f ∈ B˜pα . Therefore Sup{|
∫
S
g(s) dμ(s)|, g ∈ C0(S), ‖g‖  1} =
|μ| |T |pα . 
By this theorem we may denote each operator T in the class P by the conventional symbol
f ∈ C0(S,X), Tf = P −
∫
S
f (s) dμ(s), (3.10)
where the letter P stands for Pettis integral.
3.11. Remark. Usually a weak integral is defined as a vector x∗∗ in the second conjugate space X′′ (see the Dunford
integral in [5]). The construction of the Pettis integral, that is a Dunford integral with values in X, is not so straight-
forward and needs additional conditions on the space X. In our present setting, each operator T in the class P is
identified to be a Pettis integral (3.10) under some bounded μ on S. In Section 4 below, we shall consider the reverse
direction, that is, we start with a bounded measure μ on S and we will construct directly the Pettis integrals under μ
by means of a bounded operator T in the class P . But this will be achieved under additional assumptions on X.
3.12. Comparison of Theorem 3.8 to others integration processes, similar to that given in Section 5 of [13], may be
performed. For example, let us consider the representation of Goodrich (Theorem 1 in [10]). Let K be the operator
valued measure used in that theorem and let μ be as in Theorem 3.8, then it is not difficult to prove the relation
∀A ∈ BS, K(A)(•) = γ (•).μ(A), (3.13)
where γ : X → X′′ is the canonical isomorphism.
4. The converse
In this section we start with a bounded scalar measure μ on BS and we seek for a linear bounded T : C0(S,X) → X
such that the correspondence between μ and T would be given by (3.2).
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S
〈θ, f (s)〉dμ(s),
as a linear functional of θ on X′, should be at least continuous for some convenient topology on X′. Also the exis-
tence of the corresponding Tf in (3.2) will require that such topology on X′ should be compatible for the dual
pair (X′,X). Finally, to get the continuity of the functional θ → ∫
S
〈θ, f (s)〉dμ(s), one can seek conditions such that
if θ → 0 in an appropriate manner, then 〈θ, f (s)〉 goes to 0 uniformly for s ∈ S. Since μ is bounded this will give∫
S
〈θ, f (s)〉dμ(s) → 0.
In what follows we shall show that such a program can be realized for a locally convex space having the convex
compactness property (see Definition 4.4 below).
4.2. We shall denote by X′τ the dual space X′ equipped with the Mackey topology τ(X′,X). According to Mackey–
Arens theorem, it is the topology of uniform convergence on the family of absolutely convex σ(X,X′)-compact sets
of X. Also it is the largest compatible topology for the dual pair (X′,X). Then we have
4.3. Proposition. For each x′′ ∈ (X′τ )′ there exists a unique x ∈ X such that x′′(θ) = θ(x), ∀θ ∈ X′.
(Cf. Robertson and Robertson, Topological Vector Spaces, Proposition III-4-8.)
4.4. Definition. A locally convex space X is said to have the convex compactness property if for each compact set
K ⊂ X, the absolute convex closure K0 of K is also compact.
Every quasi-complete space do have the convex compactness property (see [16, p. 134]).
Now we are in a position to give the main theorem of this section.
4.5. Theorem. Let X be a locally convex Hausdorff space having the convex compactness property. For example, it
suffices that X be quasi-complete. If μ is a bounded signed measure on BS , then there is a unique bounded operator
T : C0(S,X) → X in the class P satisfying (3.2) with respect to μ and such that |T |pα = |μ|.
Proof. Fix f in C0(S,X) and define the functional Γf : X′ → R, by Γf (θ) =
∫
S
〈θ, f (s)〉dμ(s). It is clear that
Γf is linear. Moreover Γf ∈ (X′τ )′. Indeed it is enough to prove that limθ→0 Γf (θ) = 0. If θ → 0, in X′τ , then
for each absolutely convex σ(X,X′)-compact set B ⊂ X, θ(x) → 0 uniformly on B . But since f ∈ C0(S,X), the set
K = {f (s): s ∈ S} is compact. Therefore, by the convex compactness property for X we deduce that K0, the absolutely
convex closure of K is compact, hence weakly compact, so θ → 0 uniformly on K0. Consequently 〈θ, f (s)〉 → 0
uniformly in s ∈ S.
Therefore
∫
S
〈θ, f (s)〉dμ(s) → 0, because the measure μ is of bounded variation.
Hence Γf ∈ (X′τ )′. By Proposition 4.3, there is a unique ξf ∈ X such that Γf (θ) = 〈θ, ξf 〉, ∀θ ∈ X′. Now let
us define the operator T : C0(S,X) → X, by Tf = ξf , f ∈ C0(S,X). It is easily checked that T is linear, and
satisfies (3.2) by construction. We have to show that T is bounded. Let pα be a seminorm on X, and let K be a
compact subset of X. For f ∈ C(S,K,X), we have
pα(ξf ) = pα(Tf )
= Sup
θ∈Bopα
|θ ◦ Tf |
= Sup
θ∈Bopα
∣∣∣∣
∫
S
〈
θ, f (s)
〉
dμ(s)
∣∣∣∣
 Sup
θ∈Bopα
Sup
s∈K
∣∣〈θ, f (s)〉∣∣.|μ|
= Sup
s∈K
Sup
θ∈Bopα
∣∣〈θ, f (s)〉∣∣.|μ|
= p˜α,K(f ).|μ|,
which proves the continuity of T . The relation |T |pα = |μ| is proved as in 3.8. 
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4.6. Theorem. If X is a locally convex space having the convex compactness property, then there is an isometric
isomorphism between the space P and the topological dual C∗0 (S) of the space C0(S). In this isomorphism, the
operator T ∈ P corresponds to the measure μ ∈ C∗0 (S) via the integral representation
∀θ ∈ X′, ∀f ∈ C0(S,X), 〈θ,Tf 〉 =
∫
S
〈
θ, f (s)
〉
dμ(s), |T |pα = |μ|.
4.7. Remark. One essential point in the proof of Theorem 4.5 was the uniform convergence in s ∈ S of 〈θ, f (s)〉 to 0,
when θ → 0 in X′τ . This has given Γf ∈ (X′τ )′. If we want to break away from the convex compactness condition,
we must have Γf (θ) → 0, when θ → 0 in the τ(X′,X)-topology of X′. But if θ → 0 on X′τ , we certainly have〈θ, f (s)〉 → 0 for each s ∈ S. Then, as the set {〈θ, f (s)〉: s ∈ S} is bounded for each θ , getting uniform convergence
with respect to s is reminiscent to a uniform boundedness principle, which, in the present setting, should be valid for
the dual X′τ of X. It is well known that a general version of this principle has been stated, via equicontinuity, for the
so called barrelled topological vector spaces.
With this observation in mind and taking into account the uniform boundedness principle, [16, Chapter 9, Theo-
rem 9.3.4], we can state.
4.8. Theorem. Let X be a locally convex Hausdorff space, whose dual X′τ is a barrelled space. If μ is a bounded
signed measure on BS , then there is a unique bounded operator T : C0(S,X) → X in the class P satisfying (3.2) with
respect to μ and such that |T |pα = |μ|.
Proof. Consider the set of linear functionals on X′τ , F = {〈•, f (s)〉, s ∈ S}. Since for each θ ∈ X′ the function
s → 〈θ, f (s)〉 is continuous and since f ∈ C0(S,X), we deduce that the family F is pointwise bounded, that is for
each θ ∈ X′ the set {〈θ, f (s)〉, s ∈ S} is bounded. Since X′τ is barrelled, by the uniform boundedness principle [16,
Chapter 9, Theorem 9.3.4], the family F is equicontinuous. Therefore if θ → 0 in X′τ , then for each ε > 0 there is
a 0-neighborhood V in X′τ such that if θ ∈ V we have |〈θ, f (s)〉|  ε, for all s ∈ S. This means that 〈θ, f (s)〉 → 0
uniformly in s ∈ S. This gives the continuity of the linear functional Γf (θ) =
∫
S
〈θ, f (s)〉dμ(s). Now the proof goes
along the same lines as in the proof of Theorem 4.5. 
4.9. Remark. Since every locally convex space which is a Baire space is a barrelled space [3, Chapter III, Section 1,
Proposition 1], we deduce that Theorem 4.8 is true for a locally convex space whose dual is a Baire space.
5. Example
5.1. In the preceding sections, take X to be the topological dual E′ of a locally convex space E and assume that E′ is
equipped with σ(E′,E)-topology. In this case, every σ(E′,E)-continuous functional on E′ is of the form θ → θ(ξ)
for some unique ξ ∈ E. Therefore (3.2) takes the form
∀f ∈ C0(S,E′), ∀ξ ∈ E, 〈Tf, ξ 〉 =
∫
S
〈
f (s), ξ
〉
dμ(s) (5.2)
and condition (3.4) becomes
For ξ, η ∈ E and f,g ∈ C0(S,X), if
〈
f (•), ξ 〉= 〈g(•), η〉 then 〈Tf, ξ 〉 = 〈T g,η〉. (5.3)
With the setting above, we have the following straightforward convergence property:
5.4. Proposition. Let Tn be a sequence of bounded operators in the class P and let T : C0(S,E′) → E′ be bounded.
If Tn converges weakly to the operator T , then T is in the class P . Moreover, assume that μn and μ are respectively
the corresponding measures of Tn and T according to Theorem 3.8, then we have
∀h ∈ C0(S), Lim
n
∫
S
h(s) dμn(s) =
∫
S
h(s) dμ(s).
This means that the sequence of bounded measures μn converges weakly to the bounded measure μ.
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f ∈ C0(S,E′), and ξ ∈ E. As for the weak convergence of μn to μ, it is a consequence of (5.2), and the fact that the
operator f ∈ C0(S,E′) → 〈f (•), ξ 〉 ∈ C0(S) is onto by Lemma 2.6.
5.5. As another illustration of Theorem 3.8, let us take E = , the Schwartz space of rapidly decreasing functions
on Rn. In this case E′ = ′ the space of tempered distributions. To simplify matters we take n = 1. Recall that we
equipped ′ with the weak∗ topology.
Now suppose that Λ : C0(R+,′) → ′ is a bounded linear operator, then it is well known, as may be seen by
a simple example, that Λ does not in general preserve common operations in distribution theory like derivation and
Fourier transform. But as we shall see presently, the operators in the class P do preserve such operations. Let Λ be in
the class P , then according to (5.2), we have
F ∈ C0(R+,′), ξ ∈ , 〈ΛF,ξ 〉 =
∫
R+
〈Ft , ξ 〉dμ(t) (5.6)
for some unique bounded measure μ on R+.
We shall prove that such Λ preserves the familiar operations of derivation and Fourier transform in distributions
theory, in a sense which will be explained presently. To begin with, we define the derivative and the Fourier transform
of an element F ∈ C0(R+,′) as elements of C0(R+,′).
First let us define F ′ = dF
dx
as the function t → dFt
dx
, where dFt
dx
is the usual derivative of the distribution Ft .
Now observe that t → dFt
dx
is a continuous function on R+ into ′, by the convergence criteria in ′. Thus we put
F ′ : t → dFt
dx
, F ′ ∈ C0(R+,′). Then, with Λ as before, we have
dΛF
dx
= ΛF ′, (5.7)
where the LHS is the derivative of the distribution ΛF in ′ and the RHS is the transformation of the function F ′
by Λ, legitimated by the meaning of F ′.
To see formula (5.7), we perform the following simple computation for ξ in : dΛF
dx
(ξ) = −(ΛF)(ξ ′), where
ξ ′ = dξ
dx
. Then, citing (5.6), we get −(ΛF)(ξ ′) = − ∫
R+〈Ft , ξ ′〉dμ(t) =
∫
R+〈 dFtdx , ξ 〉dμ(t), which is exactly ΛF ′(ξ);
since ξ was arbitrary, this proves (5.7).
We turn to the Fourier transform. By using a similar device as before, we define the Fourier transform of
F ∈ C0(R+,′) by F̂ : t → F̂t , where F̂t has the meaning of F̂t (ξ) = Ft (̂ξ), for ξ in . Since t → F̂t is continu-
ous from R+ into ′, this defines F̂ as an element of C0(R+,′).
Let us compute the Fourier transform of the tempered distribution ΛF . We have Λ̂F (ξ) = ΛF (̂ξ) =∫
R+〈Ft , ξ̂ 〉dμ(t) =
∫
R+〈F̂t , ξ 〉dμ(t); but this last integral is ΛF̂ (ξ) by (5.6) and the definition of F̂ . Consequently
we have
Λ̂F = ΛF̂ . (5.8)
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