Abstract. We consider the problem of building a standard electrocardiogram (ECG) from the electrical potential provided by a pacemaker in a few points of the heart (electrogram). We use a 3D mathematical model of the heart and the torso electrical activity, able to generate "computational ECG", and a "metamodel" based on a kernel ridge regression. The input of the metamodel is the electrogram, its output is the ECG. The 3D model is used to train and test the metamodel. We illustrate the performance of the proposed strategy on simulated bundle branch blocks of various severities and a few clinical data.
Introduction
In this work, we show how an ECG simulation tool can be used to address an industrial problem raised by a pacemaker manufacturer. A typical modern pacemaker with implantable defibrillator can provide the measurements of the electrical potential in several points of the heart. Instead of these raw data, the pacemaker manufacturer would like to provide the clinician with something more familiar, namely, a standard electrocardiogram (ECG). Of course, given the small number of measurements in the heart, this "pseudo-ECG" is not expected to be very accurate. The idea is rather to get a rough instantaneous ECG, just by remotely questioning the pacemaker, without setting up all the leads needed to get a real standard ECG. Of course, this cannot replace a genuine ECG but since the data are available for free, one can find it interesting to use them for a simple routine clinical examination.
To formalize a little bit the problem at hand, we denote by x(t) ∈ R m P the vector representing the intracardiac potential measured by the pacemaker in m p points in the heart at time t. A typical value for m P is five. The quantity x(t) will be called an electrogram (EGM). We denote by y(t) a lead of a standard ECG, for example the first lead, known as DI, which is the difference of potential between the left and the right arms. The data (x(t), y(t)) t∈T define a training set. With the training set, we try to build a function f such that y(t) ≈ f (x(t)) (as a matter of fact the argument of f will be slightly more complicated, see below). After a while, say a few months later, the same patient will probably have a different EGMx(t). Nonetheless,ỹ(t) = f (x(t)) is expected to give a good approximation of the first lead of the ECG. The purpose of this work is to propose a possible approach to actually build function f .
The construction of a function f that satisfies y(t) ≈ f (x(t)) on the training set is a relatively easy task. The difficulty is to build an f able to reconstruct a good ECGỹ from an EGMx which is not in the training set. Several methods have been developed in the machine learning community to address this kind of problem. In this work, we propose to use the so-called kernel ridge regression and a simple treatment of the time series defined by the EGM. We present this method in §3.
Another difficulty of the problem is that the function f has to be patient specific (for the obvious reason for example that the location of the points where the EGM is measured varies from a patient to another). The training set corresponds to a certain state of the patient and it is not easy to test the reconstruction algorithm on different situations. Another contribution of this work is to show that a numerical simulation tool can be convenient to address this issue. In §2, we briefly present this simulation tool. Of course, many simplifications are done to model the complex electrophysiology of the heart in a tractable way. Nevertheless, in spite of these simplifications, the model has been built in order to provide realistic ECGs. It is therefore a good candidate to test the reconstruction algorithm, as shown in §4.
Model
The mathematical model used to generate the computational ECGs has been presented in other works ( [1, 2] ) but to keep this paper as self contained as possible, we briefly recall it in this section.
We denote by Ω T a 3D domain representing the torso and by Ω H a 3D domain representing the heart. The model consists of two degenerate parabolic reaction-diffusion partial differential equations (PDE), known as the bidomain equations (see e.g. [7, 11] ), coupled to a system of ordinary differential equations (ODE):
(1)
The two PDEs describe the dynamics of the averaged intra-and extracellular potentials u i and u e , whereas the ODE is related to the dynamics of the myocardium cell membrane. The unknown w represents the ion concentrations and gating variables, v m = u i − u e is the transmembrane potential, C m is the membrane capacitance, A m stands for the volume density of membrane surface, σ i , σ e are the intra-and extracellular conductivity tensors and I app is an external applied volume current. The potentials are defined up to an additive constant. We get rid of this undetermination by enforcing a zero mean value to u e .
The nonlinear reaction term I ion (v m , w) and the function g(v m , w) depend on the ionic model. Several ionic models have been proposed for decades, either based on physiological or phenomenological considerations (see [7, 11] for a review). In our works, we use the Mitchell-Schaeffer equations [4] which is a two-current phenomenological model. The unknown w, which is scalar is this case, is a gate variable. This model is defined by
where τ in , τ out , τ open , τ close and V gate are given parameters. The complexity of the Mitchell-Schaeffer ionic model is comparable to the well-known FitzHugh-Nagumo equations [5] but it is more convenient to parametrize and gives more realistic results for cardiac cells. It has been shown to be well-suited to obtain computational ECG [1] . The numerical simulation of the ECG signals, which are measurements of voltages (i.e. potential differences) on the body surface [3] , requires a description of how the surface potential is related to the electrical activity of the heart. Such as description is based on the coupling of (1) with a diffusion equation in
where u T stands for the torso potential and σ T for the conductivity tensor of the torso tissue. The boundary Γ ext can be supposed to be insulated, which corresponds to the condition
where n T stands for the outward unit normal on Γ ext . The following coupling conditions between (1) and (4) are enforced on the interface Σ separating the heart Ω H and the torso Ω T :
These relations can be simplified replacing the second equation by σ e ∇u e · n = 0 on Σ. This does not affect dramatically the ECG and saves a lot of computational time. In this work, all the tests are performed with this simplification. In Fig. 1 is given an example of ECG obtained with this model. For futher details, we refer to [1] . 
Metamodel
As explained in the introduction, our purpose is to build a "metamodel", denoted by f which takes in input an EGM and provides in output the first lead (for example) of a standard ECG. More precisely, the EGM is made of the measurements (x i ) i=1..n ∈ (R m P ) n of the potential u e in m P points (P k ) k=1..m P of the heart at times t 1 , . . . , t n . The first lead of the ECG (y i ) i=1..n is made of the difference of the potential u T between two points of the torso denoted by P L and P R . For simplicity, we first assume that t 1 , . . . , t n correspond to one heart beat (see Remark 1 below). For k ∈ N, 0 ≤ k < n, we define by periodicity x n+k = x k . and x −k = x n−k .
The model presented in the previous section will be used to train and test the metamodel f . With the above notations, we have:
and
Temporal dynamics
Searching a function f such that y i ≈ f (x i ) would assume the relationship between the torso potential and the extracellular potential in the myocardium be static, which is obviously not the case (see Remark 3 below). To take into account in a simple way the time dynamics of the problem, we define a temporal window of length m W and we build the metamodel f such that y i ≈ f (x i ), with
In the sequel, we denote by m the dimension of the variable in the data space. We have:
Remark 1. When several heart beats are used to train the algorithm, we first build the vectors x i according to (6) for each heart beat and we put together all the x i in the training set. ♦
Kernel ridge regression
The proposed method is known as kernel ridge regression (KRR, see [8] ). It is an alternative to Support Vector Regression, an adaptation of the Support Vector Machine principle to regression problems (see e.g. [9] ). In KRR, the regression function depends on all the training examples and not only on a subset (the support vectors). This typically makes the kernel ridge regression function more expensive to use but less difficult to construct than support vector regression models. Function f is looked for in a Hilbert space (H, ·, · H ), using a least square method with a regularization term ensuring that the norm f H = f, f 1 2 H remains "small". We choose the space H as the Reproducing Kernel Hilbert Space (RKHS) based on a Gaussian kernel
The kernel is said to be reproducing on H because of the following property:
where ·, · H is the inner product in H. The use of the Gaussian kernel can be motivated by the following property (see [10] ): given a compact subset K of R m , the set of the restriction to K of functions from H is dense in the set of continuous functions from K to R. In other word, H is rich enough to approximate any possible continuous mapping from the EGM to a given lead of the ECG.
Consider in H the following regularized least square problem: given a training set {(
where λ > 0 is a given regularization coefficient. The representer theorem ( [9] ) states that the solution to (8) can be written as:
where α = (α i ) i=1...n ∈ R n is the new unknown. Defining the Gram matrix K = (K ij ) i,j=1...n with K ij = K(x i , x j ), the training problem (8) is equivalent to solving:
whose solution is simply given by α = (K + λnI) −1 y.
Remark 2. If the eight independent leads of the standard ECG are to be reconstructed, one should solve eight least square problems of this kind, with different right-hand sides but with the same matrix. In other words, the training phase of the algorithm consists in solving:
with A ∈ R n×8 and Y ∈ R n×8 . Each column of A and Y corresponding, respectively to the coefficient α and to the values of a given lead of the ECG.♦ Once the training phase is completed, the reconstruction of an ECG from a given one beat EGM (x i ) i=1..ñ ∈ (R m P )ñ is obtained, according to (7), by Y = KA,
. . n, where thex i are defined from thex i as explained in (6).
Parameters optimization
The proposed algorithm depends on a relatively small number of parameters: the regularization coefficient λ, the width of the Gaussian kernel σ and the size of the temporal window m W . Assuming that m W is fixed, we determine parameters λ and σ with a leave-one-out procedure: we train the metamodel with all the examples but one and we assess its performance on the example which has been removed from the training set. In other words, we use of cross validation with a singleton as testing set. We repeat the procedure with all the singletons of the training set. The brute force leaveone-out may be extremely expensive. Fortunately, there exists formulae to compute the leave-one-out mean-squared error using the results of a single training on the whole training set. This is one of the advantages of the kernel ridge regression over support vector regression. We refer for example to [6] for more details.
Results

Synthetic Data
We use the mathematical model presented in §2 to generate "synthetic" data. We consider the extracellular potential in m P = 5 points given in the heart (see Fig. 2 ) and the DI lead of the corresponding computational ECG. The versatility of the numerical model allows to test the reconstruction algorithm in various situations more easily than with clinical data. All the examples of this section are obtained with the following parameters: σ = 150, λ = 10 −4 , m W = 6 (σ and λ being automatically given by the leave-one-out procedure briefly described in §3.3). We focus on a pathological case called right bundle branch block (RBBB). Starting from the healthy situation presented in Fig. 1 , we simulate a RBBB by artificially delaying the activation of the right ventricle. For example, a delay of 10 ms will be denoted by RBBB-10. A larger delay of course corresponds to a situation which is farther from the healthy state.
First suppose the test case is a part of the training set. In that case, the reconstruction of the ECG is, as expected, very good. In Fig. 3 , we see that increasing the size of the training set does not deteriorate significantly the result. Remark 3. We show in Fig. 4 that the results obtained with m W = 6 are clearly better than those obtained with m W = 1. This confirms that the relationship EGM/ECG is not static and that the technique of temporal windows is a possible solution to handle the dynamic of the problem. The optimal length of the temporal window could be determined, as for σ and λ, using the leave-one-out procedure.♦ Next consider a test case which does not belong to the training set. In practice, this corresponds for example to the following situation: the patient has a slight right bundle branch block when the algorithm is trained, but when he comes back a few months later, the pathology is getting worse. Fig.  5 (left) shows what happens if we train the algorithm with a RBBB-10, and if we try to reconstruct the ECG corresponding to a RBBB-50. We can see that the result is poor. Since we get good results with larger training sets, a natural idea is to enrich the training set so that the new situation be close to a training case. For the sake of illustration, suppose a patient has a RBBB-10 and suppose the numerical model can be parametrized to reproduce the patient's ECG. With the simulation tool, we can investigate possible situations the patient may encounter in the future. For example, assume we compute a RBBB-40 and a RBBB-60. Thus we build a training set made of RBBB-{10,40,60}. We show in Fig. 5 (right) that the prediction obtained if the patient has a RBBB-50 is then much better. In Fig. 6 (Left), we show the result obtained with a much larger training set {RBBB-10, 20, 40, 60, 70, 80, 90, 100, 120, 150, 200, 300, 400, 700}. In that case the result for a RBBB-50 is slightly less accurate than with the training set of only 3 cases, but the resulting metamodel is more robust and can be used in a wide range of situations. This is illustrated in Fig. 6 (right) , where we report the reconstruction of a RBBB-500 with the same training set.
Clinical Data
In this paragraph we use our method to reconstruct ECGs from clinical EGMs. In Fig. 7 (left) we reconstruct the ECG of a myocardial ischemia disease patient ("patient 1"), with a training done on a Tachycardia heart disease patient ("patient 2"). As expected the reconstruction is totally wrong which confirms that the metamodel has to be patient specific. In Fig. 7 (right) , the data of "patient 1" is added to the training set and the reconstruction becomes very good. Again, if we add more cases, for example an atrial fibrillation disease ("patient 3") and a LBBB disease ("patient 4") in the traning data set, the reconstruction of the ECG remains acceptable (Fig. 8, left) . This confirms on clinical data the trend observed with numerical simulations. We have also observed that the results are usually very good when the reconstruction is performed on a heart beat different from those used for the training on the same patient (Fig. 8, right) 
Conclusion
In this work we have considered a machine learning approach, based on the kernel ridge regression method, in order to provide ECG information from a set of EGM measurements.
The procedure has been trained using synthetic data from numerical simulations, based on a 3D mathematical model of the ECG involving a quite complete description of the electrical activity of the heart and the torso. A few clinical data have also been considered for illustration. Several examples Fig. 8 . Left: Reconstruction of "patient 1" ECG when the training set is recorded from "patient 1", "patient 2", "patient 3" and "patient 4". Right: Reconstruction of a two-heart-beat "patient 1" ECG when the training is performed on different heart beats of the same patient (right).
showed the method is able to reconstruct conveniently the ECG information included in the training data set, and is robust when reconstructing situations close to the training data set. In the proposed approach, the solution depends on all training examples, which may be too expensive. This point could be improved in future works.
We have also illustrated that a possible use of the numerical simulation could be to enrich available clinical data to conveniently investigate a wider range of situations. This strategy nevertheless relies on the capability to adapt the model to a specific patient, which is the topic of ongoing researches.
