■ Abstract The modern technological society mobilizes and uses a very large number of materials. These substances are derived from rocks, sediments, and other natural repositories, and most undergo transformation prior to use. A large fraction of the materials is eventually returned to the environment. Natural processes do the same but not necessarily with the same suite of materials. For purposes of better understanding industrial development and potential environmental impact, it is important to know, even approximately, the elemental cycles of all materials potentially useful for modern technology. In this review, we examine and summarize cycle information for 77 of the first 92 elements in the periodic table. Mobilization calculations demonstrate that human activities likely dominate or strongly perturb the cycles of most of the elements other than the alkalis, alkali earths, and halogens. We propose that this pattern is ultimately related to the aqueous solubilities of the predominant chemical forms of the elements as they occur in nature: Human action dominates the cycles of the elements whose usual forms are highly insoluble, nature those that are highly soluble.
INTRODUCTION
The characterization of cycles has a rich history in biogeochemistry. The obvious example, among many others, is the global carbon cycle. Knowledge of this cycle has evolved over several decades as new sources and sinks have been discovered, flows quantified, missing flows identified, and the relatively small but climatically important human influence monitored in detail. Two goals have driven this effort: (a) to establish a firm scientific understanding and (b) to do so with sufficient reliability and in enough detail that policy options related to human perturbations might be reasonably discussed. The utility of this approach has given rise to similar efforts related to other chemical cycles of nature, including nitrogen, sulfur, and phosphorus. The job is not yet complete, but good progress is being made.
In contrast to these vigorous efforts related to Earth's natural cycles, little effort has been expended on the cycles of materials dominated by human action, such as the engineering metals. There have been suggestions that human action has an effect on the global cycles of the crust-forming elements and metals-Bertine & Goldberg (1) discussed this issue from the perspective of rock weathering; Martin & Meybeck (2) for riverine systems; and Lantzy & Mackenzie (3) for the atmosphere-but those efforts made only a very preliminary attempt to quantify the human-initiated flow magnitudes. Perhaps the most noteworthy work in this area (but work that is now outdated) is the estimation of global metal flows from natural and anthropogenic sources by Nriagu, Pacyna, and their colleagues (see for example, References 4, 5) . Clearly, if we have a good quantitative understanding of cycles dominated by human action, we will be much better able to assess the long-term availability of resources, the potential for accumulative toxicity to ecosystems, and the potential for "mining" the landfills and other nonvirgin resource reservoirs, among a host of other issues that currently cannot be reliably addressed.
Despite the potential utility of technological material cycles, there are surprisingly few available. In an effort to provide a status report, we have collected and summarized anthropogenically related cycle information. We have chosen, for tractability, to restrict our scope to the first 92 elements of the periodic table (or most of them). We thus do not treat aggregates, such as stone or sand, products synthesized wholly or virtually so by human technology [chlorofluorocarbons (CFCs), plastics, composites, and others], or renewables, such as forest products. The cycles of the elements themselves prove to be subjects of great breadth and interest, and serve as a guide toward approaches suitable for the groups of materials we have omitted.
Because there are so few complete, global, elemental cycles available, we have attempted here a preliminary calculation of the total global mobilization of 77 elements (all but the noble gases and short-lived radioactive elements) from both anthropogenic and natural processes. Accordingly, herein we attempt to address the following questions:
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■ How well do we know the cycles of the naturally occurring elements? Although both nature and humans sequester and/or mobilize essentially all of the elements, are all of the cycles of interest?
■ Which of these cycles are dominated by human activity? Some cycles are without question dominated by nature, at least so far as total fluxes are concerned. Some are not. The degree of human dominance has thus far been addressed only in special cases, not universally.
■ What are the implications of human dominance? Three areas might well be addressed in this connection: resource depletion, the functioning of natural systems, and biological toxicity.
COMPONENTS OF CYCLES
Cycles of technological and natural materials provide perspectives difficult to achieve by other techniques. A well-done analysis begins with an overview of the more important and less important inputs and outputs, identifies gaps in knowledge, and stimulates additional efforts to identify and quantify poorly known cycle elements (6) . Unlike biogeochemical cycles, where some of the most important input and output processes may be unknown (such as the current scientific debate surrounding the forest, soil, and/or ocean sinks in the global carbon cycle), technological cycles, in principle, have no components that cannot be determined by studying the activities of industries, governments, and customers. In practice, however, issues of national sovereignty, corporate proprietary information, or absent measurement and monitoring systems to collect the desired information represent challenges to the analyst. An overview of cycle analysis can be demonstrated with the aid of the tworeservoir model shown in Figure 1a . Reservoirs are compartments in which a material can be stored, and the amount of a particular material in a reservoir constitutes the stock. Reservoirs may be ensemble entities difficult to assess with great accuracy (e.g., an ocean) or small, easily quantifiable ones (e.g., a warehouse). Flows into and out of reservoirs are termed fluxes. An analysis treating fluxes into and out of only a single reservoir (a personal bank account or an organism, for example) is termed a budget. We refer to the reservoir or reservoirs within which nature stores the majority of a given element as sequestration reservoirs. Residence times in these reservoirs are typically long. Analogously, the reservoir or reservoirs into which this material is transferred, typically for much shorter periods of time, are termed mobilization reservoirs. Flows from the former are termed mobilization flows, and those from the latter sequestration flows. Because material that is transferred from a sequestration reservoir is eventually returned to it, the cycle of Figure 1a is termed closed. A somewhat more complicated anthropogenic system is pictured in Figure 1b . In this system, the first reservoir (Earth's crust) continually supplies material, and the fourth reservoir (the landfill) continually receives it. (The term landfill implies a generic final repository for anthropogenic material, which, in addition to actual landfills, would also include terrestrial sediments, ocean sediments, and seawater, among others.) As a result, even though the diagram contains cyclic elements, the cyclicity is not complete, and the cycle is not in balance. In the terminology of cycling, the landfill is an accumulative reservoir, and the system is open.
Cycle analysis becomes more complicated when the amount of time that a material spends in a specific reservoir (which need not be the same as the time spent in other reservoirs) is factored in. In Figure 1b , for example, we expect that material will flow rapidly through a manufacturing facility and much more slowly through the cycle of use. This characteristic is determined by dividing the pool size of a reservoir by the total flux from it; the result is the turnover time, which can be thought of as the time necessary to empty the reservoir if the sinks remained constant and the sources were removed. Cycle analyses can become much more intricate than suggested by the simple example above, particularly if nonlinearities and coupled cycles are involved (6) . For the present purposes, however, the rudimentary approach of Figures 1a and 1b represents a level of sophistication that is quite sufficient to produce interesting and useful results.
SURVEY OF ELEMENTAL CYCLE INFORMATION
To derive an assessment of the current state of elemental cycle understanding, we searched for existing cycles or partial cycles that met the following criteria:
■ Encompass at least several of the flows and/or stocks of the generic Figure  1a , not merely a single one, such as gaseous emissions;
■ Use what appears to be reliable data, not conjectures; and ■ Are directed to a geographical region, country, or the planet, not merely a localized system, such as a factory.
The complete results of our survey are shown in the Supplemental Table: Follow the Supplemental Material link from the Annual Reviews home page at http://www.annualreviews.org. In this Supplemental Table, we provide information on the major anthropogenic uses, the type of cycle analysis available in the literature (flows only, or stocks and flows; we found none dealing with stocks only), the year or years for which the cycle was developed, the geographical scope, and relevant citations for each of the elements. In some cases, the cycles include both anthropogenic and natural components. Where they do not, we provide a citation to the natural flows. One unsurprising result from our survey is the number of elements for which little or no global cycle information is available (21 of 92, or slightly over 20%). Most of these elements are inert gases, rare earths, or actinides. Only two groups have tended to receive extensive study: (a) the grand nutrient and halogen cycles of nature [e.g., carbon (7), nitrogen (8) , phosphorus (9) , and chlorine (10)], of interest because of the degree to which those natural cycles are being perturbed by human action, and (b) the toxic metals, of interest because of their human health hazards [e.g., lead (11, 12) , mercury (13, 14) , cadmium (12, 15, 16) , and arsenic (17, 18) ]. There are pieces of information for many of the common engineering metals [e.g., iron (19) , nickel (20) , and copper (21, 22) ], but few broad-scale cycles, and there is essentially no information for materials with comparatively low flows but critical uses (e.g., gallium, germanium, and indium). A few of the elements have extensive country-scale information but little on a broader scale [e.g., cobalt (23) , silver (24) , tungsten (25) , and vanadium (26)].
Even where cycles have been characterized, they tend to lack a number of desirable attributes. Most deal only with flows, not with stocks. Most also were derived for only a single point in time; they are thus merely snapshots of transport between reservoirs. This characteristic effectively decouples flows from stocks, because the stocks in the various reservoirs cannot generally be measured and because the absence of flow information as a function of time prevents the stocks from being derived. Although some measures of geologic stocks vary over time according to the price of the resource, extraction technology, and new discoveries, geologists customarily estimate the reserve base (the quantity of identified resources regardless of their current economic viability) or resources (the total quantity of a resource thought to exist regardless of its location or concentration) (27) .
A final inadequacy of nearly all the cycles is a lack of spatial distribution of the flows, the stocks, or both. The only exceptions are carbon, nitrogen, and sulfur, for which anthropogenic influences are treated as perturbations to the natural cycles. It is clear from even casual assessment that a signal characteristic of human materials use is the spatial transfer of materials from their geological source reservoirs (typically in remote areas) to human reception reservoirs (typically in urban and peri-urban areas). Very little quantitative information on such spatial transfers is thus far available.
ESTIMATING RELATIVE ANTHROPOGENIC DOMINANCE OF ELEMENTAL CYCLES
One item of particular interest for the elemental cycles is the degree to which they reflect anthropogenic activity. The relevant data are not the stocks, which nature always dominates, but the mobilization flows from the geological reservoirs. These flows are the F µ flows of Figure 1a . If all relevant flows and their magnitudes are known, anthropogenic cycle dominance exists if
where a and n refer to anthropogenic and natural, respectively. As stated above, there are only a handful of complete, global elemental cycles that incorporate both natural and anthropogenic mobilization flows (including carbon, nitrogen, sulfur, phosphorous, and mercury). For purposes of preliminary investigation (and to stimulate thought, debate, and further research), we have devised a system to approximate anthropogenic and natural mobilization flows for over 70 other elements on the basis of three anthropogenic mobilization factors and three natural mobilization factors. The former are (a) the amount of element mobilized through mining; (b) the amount of element mobilized through fossilfuel combustion; and (c) the amount of element mobilized through human-initiated biomass burning (such as deforestation, biofuel burning, charcoal making, charcoal burning, and combustion of agricultural residues). The latter factors are (a) the amount of element mobilized through weathering of continental crust into rivers; (b) the amount of element mobilized through sea spray; and (c) the amount of element mobilized through net primary production. These mobilization factors are graphically depicted, using sample data for the mobilization of magnesium, in the cartoon in Figure 2 .
First and foremost, the simplified method used herein to estimate the relative anthropogenic dominance of elemental cycles has been designed for standardized comparison across the breadth of the periodic table. Therefore, the calculations derived in this review will not necessarily exactly match (nor even measure) the exact same fluxes of existing biogeochemical cycle analyses [such as the work of Figure 2 (left) Cartoon depicting anthropogenic mobilization (mining, fossil-fuel combustion, and biomass burning) and (right) natural mobilization (crustal weathering, sea spray, and plant primary production). Sample data (calculated in this review) on the relative anthropogenic and natural mobilization of magnesium is provided in terragrams per year.
Schlesinger (28) , among others]. For instance, gaseous volcanic emissions are not included in this analysis; they are sporadic, poorly quantified, and almost certainly not dominant for the timescales we address [for example, for aluminum and iron, gaseous volcanic mobilization appears to be less than 10% of natural mobilization (3)]. Submarine hydrothermal emissions are also not included. As with gaseous volcanic emissions, they are currently poorly quantified on a global scale for the breadth of elements addressed herein. Mobilization of material through sea-spray processes is also poorly quantified, but it is included here because it is a perpetual and significant movement of material. Most of it, but not all, quickly returns to the sea surface, so this mobilization is more transient and involves less change over time than the other processes. Sea-spray mobilization is important for only a handful of elements (e.g., sodium, chlorine, bromine, sulfur, and a few others), but these deserve at least a preliminary estimate. We also make the logical assumption that nature mobilizes the majority of hydrogen and oxygen (obviously through the hydrologic cycle).
Definitions of mobilization are open to considerable discussion, largely because different definitions serve different uses. Our aim is to reflect the average rate at which the state of a material is transformed from passive (e.g., in rock or soil) to potentially interactive (e.g., in industrial products or in vegetation), with a focus on the pedosphere (where humans literally and figuratively leave their footprints) and the near-surface ocean. Although measuring the amount of these potentially interactive elements that are actually bioavailable but not yet bioincorporated would also be important and interesting, such detailed analysis is not currently possible for the breadth of elements we address in this analysis. We do not address very short-term processes, such as the uptake of carbon by plant photosynthesis during the day and its release by respiration at night. Our inclusion of sea spray might be contested on this basis but seems worth including because of its importance for addressing the cycles of a few elements. Overall, as a rough approximation, we believe that this method would capture over 80% of the actual total mobilization. This method borrows from the work of Park & Schlesinger (29) on the geochemical cycle of boron, although with a key distinction. We do not partition the mobilization of material into the different recipient reservoirs (the atmosphere, oceans, or land) as is done by Park & Schlesinger. Therefore, the entire mass that has been mobilized is counted as mobilized with our method, regardless of the final destination of the element. For instance, our biomass burning mobilization estimates consider the entire bulk of combusted plant matter as mobilized for the purpose of our calculations. Unlike recent analyses that estimate the gaseous flux of various elements into the atmosphere (see, for example, References 29, 30), we do not differentiate between the amount of the plant matter that becomes a gas or an airborne particulate or that is left behind as ash. Park & Schlesinger's added level of detail would be an improvement for future analyses and would begin to more closely link human perturbation with sensitive natural processes, but this would only be possible with intimate knowledge of the behavior of each individual element. Our method sacrifices this detail to enable a broad comparison of a large number of elements. Also, we believe that our method is an improvement over that of Azar et al. (31) , which limited natural mobilization to only weathering and volcanic processes (disregarding the considerable mobilization for a small number of elements from sea spray and biological production). Table 1 provides the basic concentration factors used in the calculation of anthropogenic and natural mobilization. Specifically, the average elemental compositions of coal, petroleum, continental crust, seawater, and dry plant matter are given. Table 2 uses the basic concentration factors in Table 1 , annual mine production statistics from Reference 55 (unless otherwise noted), and values for the annual consumption of fossil fuels (4741 Tg/yr coal, 3268 Tg/yr petroleum) (32), biomass burning (8600 Tg/yr) (30), suspended sediment flow in rivers (1500 Tg/yr) (33), sea-salt aerosol formation (3800 Tg/yr, see derivation below), and net primary production (224,500 Tg/yr) (34) .
Sea-spray estimations for the suite of elements are computed using the method employed by Park & Schlesinger (29) , except for chlorine, sodium, sulfur, and nitrogen, which have independently calculated values from Graedel & Keene (10) (for chlorine and sodium) and Schlesinger (28) (for sulfur and nitrogen). Specifically, the annual production of sea-salt aerosols has been estimated at 10 × 10 15 g/yr (35) to 11.7 × 10 15 g/yr (36) . The average seawater salinity is 0.035% (29) . Multiplying the estimated production of aerosols by the average seawater salinity and by the average concentration of each element in Table 1 [from Stumm & Morgan (37)], we yield two estimates of sea-spray flux. A third estimate is obtained using a similar calculation that takes the calculated sea-spray flux of chlorine estimated by Graedel & Keene (10) (6000 Tg/yr) and multiplies this value by the "chlorinity ratio" of each element in seawater-that is the ratio of the average concentration of each element in seawater to the concentration of chlorine in seawater, again from Table 1 . We use the mean of these three estimates in the final estimate of sea-spray flux in Table 2 .
Although the magnitudes of the mobilization flows may be known only approximately, such information is often sufficiently quantitative to permit us to explore the relationship between anthropogenic and natural mobilizations. The final three columns of Table 2 offer summary statistics on total element mobilization from its geological reservoirs, the ratio of anthropogenic to natural mobilization, and the percent of total flow of the element that is attributable to anthropogenic activity. These summary statistics are used to create Figure 3 , which depicts the logarithm of anthropogenic mobilization divided by natural mobilization for all of the elemental mobilization flows calculated herein. The elements where human activity dominates mobilization are on the left-hand (positive) side of the graph, and the elements for which nature dominates mobilization are on the right-hand (negative) side of the graph. Of the 77 elements depicted in this graph, human activities dominate 54 elements, and nature dominates 23 elements. Recall that nature also dominates the mobilization of hydrogen and oxygen, although these are not included in Figure 3 . anthropogenic and natural processes. These diagrams are organized according to the total calculated mobilization flow. For ease of graphing, we only include those elements whose total mobilization is greater than 0.01 Tg/year; therefore only 56 of the 77 elements from Table 2 are depicted. As is apparent from these figures, nature generally dominates the high total flow elements (Figure 4a-c) , whereas human activities generally dominate the low total flow elements (Figure 4d-f) . This relationship is graphically displayed in Figure 4g , which shows the anthropogenic dominance of elements with low total mobilization.
An important caveat with respect to our dominance determinations is that they apply only to flows, not to impacts. The environmental impact of CFCs is very e Assuming 2 × 10 11 Mg/yr seawater becomes sea spray, using the method from Park & Schlesinger (29) .
f Assuming worldwide net primary production of 224,500 Tg/yr (34).
g Reference 27.
h Independently calculated values (28) . o Estimate from Roskill (60), using thorium content of total monzanite produced for its rare-earth element content (thorium is an unwanted by-product). great, for example, but the CFC flows are only tiny parts of the flows of carbon and the halogens. In many cases, environmental impacts are better studied using cycles of particular molecules rather than those of the elements that make up the molecules. For tractability, however, this paper restricts itself to the elements. Again we stress that the precise ratio calculated herein is simply an initial measure until more detailed determinations are undertaken. Acknowledging the large uncertainties in our method for estimating anthropogenic and natural mobilization in elemental cycles, it may be more useful to group our estimates of anthropogenic influence on elemental mobilization on a three-level scale: unperturbed (<15%), perturbed (15% to 50%), and dominant (>50%). In some cases, these evaluations can be quite accurate; in others, the information is sketchy at best. In Figure 5 , indications of the degree of anthropogenic dominance are shown on a periodic table. Figure 5 demonstrates dramatically the dominance of nature for many of the elements in Groups IA, IIB, and VIIA of the periodic table, and of human action for most of the elements in Groups IB, IIIB, IVB, VB, VIB, and VIIIB. Groups IIB, IIIA, IVA, VA, and VIIB show mixed dominance. However, it is clear from this figure that humanity places a considerable footprint on the entire periodic table.
We propose that the reason for this pattern of dominance is related principally to the solubility in water of the predominant natural forms of the elements. Calcium carbonate is relatively water soluble, for example, and nature dominates the calcium cycle. The oxides and sulfides of copper are very poorly soluble in water, and human action dominates the copper cycle. The way the elements are used reflects their water solubility. Those that are water soluble include the nutrients transported to and taken in by plants and animals, whereas the water-insoluble structural metals provide humans with long-lasting structures. This potential correlation is demonstrated in Figure 6 by plotting the anthropogenic cycle dominance against the aqueous solubility of common naturally occurring compounds for a selection of elements.
The outliers of Figure 5 -manganese, cobalt, zinc, cadmium, selenium, and molybdenum-do not follow the proposed pattern of human dominance of most of the metals and heavier elements. As the underlying data show (see Table 2 ), the natural mobilization from plant uptake during primary production tilts the mobilization dominance of these elements toward nature. Closer inspection of Table 2 shows that plant uptake also accounts for considerable mobilizations of iron, arsenic, tin, antimony, and lead, even though human activity still dominates total mobilization.
CYCLES OVER SPACE AND TIME
Only since the industrial revolution (i.e., since about 1750) have human beings conducted technological activities on a scale broad enough to be noticeable in planetary materials' cycles. As shown in Figure 7a , virtually the entire historical production of copper and zinc, for example, occurred within the years 1800-2000, and some 90% occurred within the twentieth century alone. Trends in coal and crude oil production, shown in Figure 7b , are similar. Accordingly, relatively accessible commercial and industrial information should, in principle, be sufficient to prepare at least an approximate analysis of human influence.
Such cycles are potentially of great value to environmental scientists and to resource specialists. Cycles developed by Socolow & Thomas and the United States Interagency Working Group on Industrial Ecololgy, Material and Energy Flows (11, 38) for lead in the United States for 1970 and 1993 (Figure 8a and b, respectively) suggest the benefits that may accrue from technological cycle analysis. As shown in Figure 8 , there are some very interesting differences between the cycles for the two years, including the following:
■ Total lead consumption in 1993 was about 17% higher than in 1970. ■ The 1993 lead recycling percentage is much higher: 64% vs 37%.
■ Mine production in 1993 was down by 40% relative to 1970 because of recycling.
■ The loss of lead to gasoline exhaust emissions was about 30% of total emissions in 1970; by 1993, there was none.
■ Lead paint use was down by more than 30% in 1993 vs 1970 (one cannot tell exactly how much because the category includes lead in glass, which has increased with high rates of computer screen manufacture).
Note how environmental and human health issues (including the hazards from lead releases to the environment, especially from auto emissions; the hazards of using leaded paints in indoor situations, where paint chips may be ingested by children; and the efforts to recycle batteries) drove these changes. Also note that neither of these cycles attempted to quantify any of the reservoir contents, so they are partial (though very illuminating) assessments.
Although the lead-cycling work in Figure 8 is a significant step forward, the fact that it is limited to only two years, and to only anthropogenic flows, prevents the preparation of a time-integrated, comprehensive cycle. It also prevents the analyst from deriving information about pool size for the various reservoirs. In theory, integrated industrial materials cycles should be relatively straightforward to construct, once the cycle for a single year is available to serve as guidance. As seen in Figure 8 , the first part of those cycles-the extractions from the natural reservoirs-are reasonably well quantified. However, the uses and fates of the materials over time are not well quantified. Additionally, the uptake of lead from soil by plants, about 15% of the total mobilization (Table 2) , is not included. Such integrated cycles are likely to be of great value, but they will require substantial effort to construct with any accuracy. However, the lead-cycling work is still very useful because of the strong human dominance of the lead cycle.
Another type of cycle analysis with the potential to produce extremely useful results is the spatially resolved cycle. In such a cycle, the extraction, use, and deposition of the subject material are specified within a discrete spatial scale. Several possible uses for such a cycle are (a) potential environmental impacts to sensitive ecosystems could be better anticipated; (b) reservoirs of materials in use or deposited in specific locations could be of use in future recycling activities; and (c) the economics of materials use could be followed in more detail. To our knowledge, no comprehensive spatially resolved industrial cycles have been produced. The closest to that goal may be the cycle for the emissions of carbon dioxide derived by Andres et al. (39) . In that work, the emissions (i.e., the source term) were presented globally on a 1
• × 1
• grid. Because all emissions were to the atmosphere, where carbon dioxide is well mixed and essentially unreactive, the work dealt with sources that were spatially resolved and sinks that were not. Benkovitz et al. (40) developed gridded emissions for sulfur and nitrogen. Comprehensive spatially resolved cycles for copper or zinc, for example, present a more difficult challenge. Spatially diverse reservoirs (e.g., rural mine tailings piles, urban apartment buildings, or suburban landfills), transformations (e.g., refining, milling, or alloying), and alternative uses (e.g., automobile parts, electronics, or plumbing fixtures) need to be considered, and these stocks and flows are not yet very well characterized. However, a spatially discrete determination of stocks of copper in Cape Town, South Africa (41) , showed that because of high population densities in poor areas, the copper per square kilometer in those areas was higher than in the wealthy areas. This nonintuitive result hints at the potential value of spatially discrete cycles.
THE PRACTICAL UTILITY OF CYCLES
An example of an industrial materials cycle analysis that demonstrated its usefulness is one for silver in the United States. Kimbrough and coworkers (42) began this cycle study after observing unexpectedly high levels of silver in the sediments of San Francisco Bay. Its origins were not understood until a detailed analysis showed that 15% of the silver supply to the region was being used for X-ray photography in doctor and dentist offices. Individually, these users employed too little silver to justify economic recovery, and so any silver lost to the photographic fluids was being sent to sewage treatment plants and ultimately into the Bay. Once this source was determined, new regulations were written to require pickup and recycling of developing fluids.
The second part of this story was supplied by Ortiz, a student at Harvard, (43) who studied the flow of silver in photographic applications in more detail. His analysis, reproduced in Figure 9 , contained a startling result: About 20% of the silver used in photography (i.e., 10% of the total silver flow) was retained on X-ray films in the medical offices. Over time, those offices became rich lodes of silver. Furthermore, modern technology was on the verge of offering a way to make that silver available, namely scanning the X-ray films into some form of digital storage so that the films themselves were no longer needed. As of this writing, neither the value of the silver nor the information transfer technology has reached the point where the silver in the film is being mined, but the potential is obvious. Figure 9 A cycle for the use of silver in photographic applications in the United States. All percentages are the amount of total silver consumed, for example, X rays use 19% of total silver. Adapted from (43) .
As with the lead example above, this silver analysis has utility because human mobilization of silver exceeds natural mobilization (Table 2 ) and because most natural mobilization is by vegetation, which does not tend to generate fluxes of silver to surface waters. In contrast, a similar analysis for aluminum, with only about 25% of the mobilization being anthropogenic, is much more problematic and much less useful.
DISCUSSION
The results and conclusions of this paper rest in large part on our definition of mobilization. Most people would probably not contest our inclusion of mining, fossil-fuel combustion, weathering, or sea spray. Mobilization by plants, however, takes up from the soil elements that are already to some extent nonpassive in that they are periodically recycled. The same reservation may apply to mobilization by biomass burning. In each case, however, the elements involved in such processes are much more available for interaction with humans and the environment than was the situation before the mobilization processes occurred; this is the basis for their inclusion in our methodology. In any case, because the flux from each process is broken out in Table 2 , individuals can apply whatever mix of mobilization processes they deem appropriate for their purposes.
Few existing elemental cycles are well enough established to justify decision making on the basis of the perspectives in this review. It is worth contemplating the uses to which such cycles could be put, however, when they are sufficiently validated. Resource analysts will find these cycles useful for coupling information on reserves vis-à-vis resources held in in-use reservoirs, stockpiles, the environment, and landfills, which could hypothetically be the mines of the future. Environmental scientists could use such information to examine sources and flows of hazardous materials to ecosystems, historical environmental impacts in space and time, and potential future inputs and outputs to natural reservoirs. These data will be useful to begin the process of actually measuring our progress toward environmental sustainability, when we can measure whether or not the extraction of nonrenewable resources exceeds the ability to find renewable substitutes and whether or not the flows of materials from the technological society will overwhelm the natural assimilative capacity of the environment (44).
At the industrial facility level, analysis of elemental cycling also has a role to play. Managers find that tracking product or process constituent flows within a facility can help to identify portions of materials that were purchased but discarded, avoidable burdens on waste-treatment or air-handling systems, and potential regulatory and liability concerns. The result is more efficient operation as well as an improved interaction with government agencies and with the environment.
Finally, accurate cycles have roles to play in the environmental policy arena. They can identify opportunities for the avoidance or minimization of resource imports, for national stockpile determinations, and for modifications in policy to balance technology and the environment as we make the journey toward environmental sustainability. Furthermore, our findings are not likely to be stable over time, as indicated by the dramatic trends in material consumption shown in Figure 7 . Although natural mobilization rates likely remain relatively constant over time, anthropogenic mobilization has clearly increased over the past century, and if trends continue, it will continue to increase in this century. Environmental policy directed toward increasing the cycling of technological materials once extracted from natural reservoirs and promoting renewable energy sources can play a role in controlling future anthropogenic mobilization rates, thereby reducing the anthropogenic footprint on the periodic table of elements.
As the examples above demonstrate, the characterization and analysis of cycles for the materials used in our technological society provide substantial insight into the flows of resources, the ways in which industry utilizes materials, and the magnitude of interaction of those materials with the environment. The present state of cycles is, however, insufficient for firm guidance in many of these areas. Much more effort is needed to characterize and validate detailed cycles on regional, national, and global scales to take full advantage of the opportunities that these tools can provide.
