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Abstract
We present a hierarchically size-structured population model with growth, mortality and
reproduction rates which depend on a function of the population density (environment). We
present an example to show that if the growth rate is not always a decreasing function of
the environment (e.g., a growth which exhibits the Allee effect) the emergence of a singular
solution which contains a Dirac delta mass component is possible, even if the vital rates of
the individual and the initial data are smooth functions. Therefore, we study the existence of
measure-valued solutions. Our approach is based on the vanishing viscosity method.
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1. Introduction
Considerable research efforts have been devoted to the study of structured pop-
ulation models with competition for resources between individuals. The majority of
these nonlinear structured models assume that the competition between individuals
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for resources is a function of the total population or total biomass. This means that
individuals have similar efﬁciency in competing for resources. In general however,
such an assumption may not be true. That is individuals with different structure
may have different efﬁciency for competition. For example, in a tree population,
taller trees are usually better competitors for light than shorter ones. Hence, height
in this case introduces a hierarchy in the population. Also in a food chain the size
of the individual sometimes determines the size of its prey as well as that of its
predator.
Recent efforts have been directed to the study of hierarchical structured models
which take into account the efﬁciency of an individual in the competition amongst
others (e.g., [2, 4,7,8,12,15]). In [7] the author considers an age-structured model in
which the vital rates of an individual of age a are functions of the density of individ-
uals which are older and/or younger than a. An existence-uniqueness result is proved
for this model. The proof shows how a decoupled ordinary differential equation for
the total population is derived. Using this equation the author studies the long-time
behavior of the model. Similarly, in [4] the authors consider a size-structured exten-
sion of the model discussed in [7]. By assuming that the growth rate function is a
positive non-increasing function of the population density (environment) they prove
existence-uniqueness of global continuous solutions under a compatibility condition on
the initial data. They then study the long-time behavior by transforming the non-local
PDE model into a local one and obtaining a decoupled ordinary differential equation
for the total population. We note that this approach does not seem to be applicable to
the case where the vital rates depend explicitly on the structure variable (age and/or
size).
In [15] a nonlinear height-structured forest model, where the vital rates of an individ-
ual tree depend on its height and the total leaf area above it, is considered. This kind
of model has been used for describing the dynamics of a tree population competing
for light [16–18,22,25]. Existence-uniqueness of global continuous solutions is proved
under the assumptions that the growth rate is a positive non-increasing function of
the total leaf area above the tree and a compatibility condition on the initial data. The
analysis uses a coordinate transform which reduces the model into a particularly simple
form, bringing the ﬁrst-order PDE to a family of coupled ODEs for population density
and height as functions of characteristic variables. Therein, the author also shows that
if the growth rate does not satisfy the monotonicity assumption then there exists an
initial condition under which the continuous solution blows up in ﬁnite time.
In this paper, we study a population model which extends those discussed in [4,7,15].
In particular, we study a general hierarchically size-structured with nonlinear growth,
mortality and reproduction rates. The novelties of our work are as follows: (1) We as-
sume that the vital rates depends explicitly on the individual’s size and the environment.
(2) Our theory is not restricted to a growth rate which is a non-increasing function of
the environment (e.g., a growth function which exhibits the Allee effect is included in
our treatment). (3) We do not assume that the growth rate is always positive. So if the
structure is the weight of the individual then loosing weight (negative growth rate) can
be handled by our theory. (4) No compatibility conditions are imposed on the initial
data.
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It is worth pointing out that because we do not require any monotonicity conditions
on the growth rate the dynamics of our model is different from those discussed in
[4,15]. In particular, the solution to our model can become a measure-valued function
in a ﬁnite time even if the initial data is very smooth. The techniques discussed above
do not seem to be applicable to the general model presented in this paper. Therefore,
to establish existence of solutions we apply a totally different approach which is based
on the vanishing viscosity method. To our knowledge, this is the ﬁrst time that such a
technique is applied to size-structured models of the form presented in Section 2.
This paper is organized as follows. In Section 2 we present the model and give a
numerical example in which the solution to the model evolves in ﬁnite time into a
measure-valued function. This motivates us to consider measure-valued solutions which
is the topic of Section 3. In this section we deﬁne the viscous model and establish a
priori bounds for a special case. We then show that the limit of solutions to the viscous
model exists and deﬁnes an entropy solution. Uniqueness of the viscosity limit is also
proved. In Section 4 we show that the same results hold for the general equation.
Finally, we give concluding remarks in Section 5.
2. The model
Let u(x, t) be the density of individuals of size x at time t. That is
∫ b
a
u(x, t) dx
represents the number of individuals having sizes between a and b at time t. We
consider the following hierarchically size-structured population model:


ut + (g(x,Q(x, t)) u)x +m(x,Q(x, t))u = 0,
g(x0,Q(x0, t)) u(x0, t) = C(t)+
∫ x1
x0
(y,Q(y, t))u(y, t) dy,
u(x, 0) = u0(x).
(2.1)
Here 0x0xx1 < ∞, t ∈ [0, T ] and
Q(x, t) = 
∫ x
x0
w(y)u(y, t) dy +
∫ x1
x
w(y)u(y, t) dy, 0 < 1,
which is referred to thereafter as the environment. The function g represents the growth
rate of an individual of size x, while m represents the mortality rate of an individual
of size x. The function  is the reproduction rate of an individual of size x and C(t)
is the inﬂow of the smallest size individuals by an external source (for example, in a
population of trees C(t) represents seeds carried by the wind).
We now impose some conditions on our model parameters. Throughout the paper
| · |p and | · |Lp will denote the Lp(x0, x1) and Lp((x0, x1)×(0, T )) norms, respectively.
Furthermore, for convenience, the partial derivative of any function f (x,Q) with respect
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to x will be denoted by fx(x,Q), and the total derivative ddx (f (x,Q)) = fx +
f
Q
Q
x
will be denoted by ((f (x,Q))x .
(H1) The function g(x,Q) is twice continuously differentiable on [x0, x1) × [0,∞).
Furthermore, g(x0,Q) > 0 and g(x1,Q) = 0 for Q ∈ [0,∞).
(H2) The function m(x,Q) is non-negative and continuously differentiable on [x0, x1)×
[0,∞).
(H3) The function (x,Q) is non-negative and continuously differentiable [x0, x1) ×
[0,∞).
(H4) C(t) is a non-negative continuously differentiable function on [0, T ].
(H5) w(x) is positive and twice continuously differentiable function on [x0, x1] and,
without loss of the generality, we assume w(x0) = 1.
(H6) u0 ∈ BV (x0, x1) is a non-negative function.
(H7) There exists a positive constant  such that for all (x,Q) ∈ [x0, x1] × [0,∞)
(x,Q)−m(x,Q).
In [1,3] the case when  = 1 and w = 1, i.e., Q(x, t) = Q(t) = ∫ x1
x0
u(x, t) dx is the
total population has been discussed. In [1] the existence and uniqueness of a bounded
variation solution are proved. Such a solution is constructed as a limit of approximated
solutions by an implicit ﬁnite difference scheme. In [3] the method of characteristics
together with a contraction mapping argument yields the existence of a unique solution
which is differentiable along characteristic curves. It is important to note that in both
of these papers the existence of global solutions is proved without any monotonicity
conditions on the growth rate g with respect to the environment Q. However, for the
model (2.1) the solution may develop a singularity in ﬁnite time if the assumption
gQ0 is not imposed. In fact, as will be shown in Section 2, the environment Q
satisﬁes a nonlinear ﬁrst-order hyperbolic equation of the form
Qt + g(x,Q)Qx +M(Q) = 0, (2.2)
assuming  = (Q), m = m(Q),  = 0 and w = 1. Clearly solutions to (2.2)
could develop a discontinuity in a ﬁnite time and thus the corresponding density u =
−Qx becomes singular. For completeness, we show in Fig. 1 a numerical solution to
(2.1) for the following choice of parameters: g(Q) = 2(1 − x)(0.1 + Q)e−2Q, m =
0.02 + 0.1Q,  = 0, C(t) = 0, w(x) = 1, u0(x) = 3e−(12x−2)2 ,  = 0, T =
3, x0 = 0, and x1 = 1. In Fig. 2, we present a graph for Q(x, 0) and Q(x, T ). It is
clear from these two ﬁgures that at T = 3 the solution has a Dirac mass at the point
x ≈ 0.7. We point out that to the right of the Dirac mass there is an extremely small
absolutely continuous component of this solution. But because of the graphing scale it
appears to be a zero component. This example motivates us to consider measure-valued
solutions to (2.1). We construct a measure-valued solution using the vanishing viscosity
method.
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Fig. 1. The numerical solution u(x, t) of (2.1).
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
x
Q
t=3
t=0
Fig. 2. The solution Q(x, T ) versus the initial data Q(x, 0).
Measure-valued solutions have also been considered in [9] for structured population
models. However, the approach discussed in that paper requires  = 1. It is worth
pointing out that the main goal of our paper and that of [9] are quite different. The
authors of [9] try to study the existence and uniqueness of solutions under very relaxed
smoothness assumptions on the model parameters to allow their theory to apply to
very general models developed in the literature (to those, for example, that consider
individual vital parameters which are only piecewise smooth [13,19,24]). However, the
main goal of our paper is to show that for the more general environment Q which
we are considering (where  is not restricted to 1) even if individual vital rates are
assumed to be very smooth the emergence in ﬁnite time of a singular measure-valued
solution from a smooth initial condition is possible. Note that this is not possible for
the case  = 1 considered in [9] if the vital rates and the initial condition are smooth
436 A.S. Ackleh, K. Ito / J. Differential Equations 217 (2005) 431–455
enough. We point the reader to the papers [1,3] for the existence of global bounded
solutions on any ﬁnite time interval when  = 1.
The vanishing viscosity approach has been successfully applied to scalar conservation
laws [23]. However, as will be shown in this paper, the dynamics of scalar conservation
laws are different from those of problem (2.1). In particular, solutions to conservation
laws are bounded on any ﬁnite time interval, which is not the case for problem (2.1).
This difference is due to the fact that the ﬂux in problem (2.1) is a non-local nonlinear
function of the density u while that for conservation laws is a local nonlinear function
of the density u. Moreover, problem (2.1) has a non-local nonlinear left boundary
condition. In this paper we will develop techniques to handle these differences.
3. Vanishing viscosity method
For the sake of simplicity and convenience to the reader we assume in this section
that the parameters satisfy in addition to (H1)–(H7) the following:
(H8) m(x,Q) = m(Q), (x,Q) = (Q), w(x) = 1, and  = 0.
The general case, which is more technical, will be discussed in Section 4.
In view of (H8), we consider the following viscous equation for  > 0:


ut + (g(x,Q(x, t)) u)x +m(Q(x, t))u =  uxx,
g(x0,Q(x0, t)) u(x0, t)−  ux(x0, t) = C(t)+
∫ x1
x0
(Q(y, t))u(y, t) dy,
ux(x1, 0) = 0,
u(x, 0) = u0(x),
(3.1)
where
Q(x, t) =
∫ x1
x
u(x, t) dx.
Integrating (3.1) on (x, x1), we obtain


Qt + g(x,Q)Qx +M(Q) = Qxx,
d
dt
Q(x0, t) = C(t)+ B(Q(x0, t))−M(Q(x0, t)),
Q(x1, t) = 0,
Q(x, 0) =
∫ x1
x
u0(x) dx,
(3.2)
where
M(Q) =
∫ Q
0
m(s) ds, B(Q) =
∫ Q
0
(s) ds. (3.3)
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Throughout the paper we will use, when necessary, a subscript  to denote the depen-
dence of a problem solution on the viscosity parameter . For example, in this section
u and Q denote the ( dependent) solution of problem (3.1) and (3.2), respectively.
The goal of this section is to prove that lim→0+ Q and lim→0+ u exist as  → 0
and lim→0+ u deﬁnes a measure-valued solution to (2.1). This will be done through a
series of steps. In particular, in Section 3.1 we establish the existence of solutions to the
viscous problems (3.1)–(3.2) and obtain apriori bounds for such solutions. Furthermore,
the uniqueness and continuity of the solution Q for (3.2)–(3.3) with respect to the
initial condition u0 and boundary data C is also established in this subsection. In Section
3.2, we prove the existence and uniqueness of the viscosity limit as  → 0+ and show
that the limit deﬁnes a measure-valued solution to problem (2.1). The existence of the
limit is shown by Aubin’s compactness lemma. In Section 3.3 it is shown that the
vanishing viscosity limit Q is an entropy solution [6,14]. Finally, in Section 3.4 we
discuss how to extend the results from the case  = 0 to the more general case where
0 < 1.
3.1. Viscous solutions
We begin by showing the existence-uniqueness of solutions to (3.2). The problem
(3.2) is a parabolic equation with a non-homogeneous but local boundary value at
x = x0. Clearly the second equation of (3.2) has a unique solution Q(x0, t) which
satisﬁes
|Q(x0, t)|et |Q(x0, 0)| +
∫ t
0
e(t−s)|C(s)| dsK1, t ∈ [0, T ]
for some positive constant K1 independent of . Deﬁne
Q˜(x, t) = Q(x, t)− x1 − x
x1 − x0 Q(x0, t).
Then we have

 Q˜t + g(x,Q)Qx +M(Q) =  Q˜xx −
x1 − x
x1 − x0
d
dt
Q(x0, t),
Q˜(x1, t) = Q˜(x0, t) = 0.
(3.4)
Let H = L2(x0, x1) and V = H 10 (x0, x1). Applying standard techniques for parabolic
systems which are based on the Gelfand triple V ⊂ H = H ∗ ⊂ V ∗ (e.g., see
[14,21]) we see that for  > 0 (3.4) has a unique solution Q˜ ∈ C(0, T ;V ) ∩
L2(0, T ;H 2(x0, x1)) ∩H 1(0, T ;H). Hence, (3.2) has a unique solution Q ∈ C(0, T ;
H 1) ∩ L2(0, T ;H 2(x0, x1)) ∩H 1(0, T ;H).
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3.1.1. Apriori estimates for the viscous solutions
From (H6) and (3.1), it follows that u(x, t)0 and
∫ x1
x0
|u(x, t)| dxet
∫ x1
x0
|u0(x)| dx +
∫ t
0
e(t−s)|C(s)| dsK3, t ∈ [0, T ]. (3.5)
In fact, one can establish bound (3.5) without the non-negativity assumption on u0 as
follows: Deﬁne
sign0(x) =
{
sign(x) x = 0,
0 x = 0,
then it can be shown that∫ x1
x0
((g(x,Q)u)x −  uxx)sign0(u) dx
 − (g(x0,Q(x0, t))u(x0, t)−  ux(x0, t))sign0(u(x0, t)) (3.6)
(see [14] and (3.13)–(3.18) below). Multiplying (3.1) by sign0(u) and integrating over
(x0, x1) it follows from (3.6) that
d
dt
∫ x1
x0
|u(x, t)| dx |C(t)| +
∫ x1
x0
((Q(x, t))−m(Q(x, t)))|u(x, t)| dx.
Hence (3.5) follows from Gronwall’s lemma and (H7).
Note that from (H4), (H7) and the second equation of (3.2), Q(x0, t)0 and
0Q(x0, t)et
(
Q(x0, 0)+
∫ t
0
C(s) ds
)
for all t ∈ [0, T ].
Let K2 be a constant such that
max(|Q(x, 0)|∞, |Q(x0, t)|)K2.
Using the weak maximum principle (assuming Q is sufﬁciently smooth), we obtain
|Q(x, t)|K2 (t, x) ∈ [0, T ] × (x0, x1). (3.7)
In general, by multiplying the ﬁrst equation of (3.2) by  = max(0,Q(x, t)−K2) ∈ V
and integrating over (0, t)× (x0, x1) we obtain
∫ t
0
∫ x1
x0
[
1
2
d
dt
||2 + g(x,Q)x +M(Q)+  |x |2
]
dx ds = 0.
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Using the fact that M(Q)0 we have
|(t)|2H  |(0)|2H +
2

∫ t
0
||2H ds.
Here  = |g(x,Q)|L∞((0,T )×(x0,x1)) < ∞. In fact, since (Q)x = u, it follows from
(3.5) that |Q|L∞((0,T )×(x0,x1)) < ∞. Therefore by (H1)  < ∞. Noticing that |(0)|2H =
0 and applying Gronwall’s lemma we get (t) = 0 on [0, T ] and thus QK2.
Similarly, we can prove that Q0 using the test function  = min(0,Q(x, t)) and
the facts Q(x, 0)0 and Q(x0, t)0. Hence |Q|L∞ is bounded uniformly in  > 0.
Multiplying (3.4) by Q˜, integrating over (x0, x1), and using (3.7)–(3.5) we get
d
dt
∫ x1
x0
|Q˜(x, t)|2
2
dx + 
∫ x1
x0
|(Q˜)x |2 dx
=
∫ x1
x0
(
d
dt
Q(x0, t)
x1 − x
x1 − x0 − g(x,Q)(Q)x −M(Q)
)
Q˜ dxK4
(3.8)
for some positive constant K4 (independent of  > 0). Upon integrating (3.8) over
(0, T ) we see that

∫ T
0
∫ x1
x0
|(Q˜)x |2 dx dt is uniformly bounded in  > 0. (3.9)
By (3.5), (3.7), and (3.9) Q is bounded in L∞((0, T ) × (x0, x1)) ∩ L∞((0, T );BV
(x0, x1)). Note that for  ∈ V
∫ x1
x0
g(x,Q)Qx  dx = −
∫ x1
x0
G(x,Q)x dx −
∫ x1
x0
Gx(x,Q) dx,
where
G(x,Q) =
∫ Q
0
g(x, s) ds, x ∈ (x0, x1).
Thus it follows from (3.4)–(3.9) that
d
dt
Q˜ is bounded in L2(0, T ;V ∗). (3.10)
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3.1.2. Continuity of viscous solutions
We now will establish the continuity of the viscous solutions with respect to the initial
data u0 and the boundary data C. To this end, let  ∈ C2 be a monotonically increasing
function satisfying (0) = 0 and (x) = sign(x), |x|1, and let h(x) = (x/h) for
h > 0. Assume that Q˜1 and Q˜2 are two solutions to (3.4) corresponding to the initial
and boundary data (u0,1, C1) and (u0,2, C2), respectively. Deﬁne
Q1 = Q˜1 + x1 − x
x1 − x0 Q1(x0, t), Q2 = Q˜2 +
x1 − x
x1 − x0 Q2(x0, t),
where  > 0 is ﬁxed (for notational simplicity we drop the subscript ). Subtracting the
ﬁrst equation of (3.4) for the solution Q˜2 from that for the solution Q˜1, multiplying
the resulting equation by h(Q˜1 − Q˜2), and integrating over (x0, x1)× (0, t) we get∫ t
0
∫ x1
x0
h(Q˜1 − Q˜2) (Q˜1 − Q˜2)s dx ds
+
∫ t
0
∫ x1
x0
h(Q˜1 − Q˜2) (g(x,Q1)(Q1)x − g(x,Q2)(Q2)x) dx ds
+
∫ t
0
∫ x1
x0
h(Q˜1 − Q˜2) (M(Q1)−M(Q2)) dx ds
= 
∫ t
0
∫ x1
x0
h(Q˜1 − Q˜2)(Q˜1 − Q˜2)xx dx ds
−
∫ t
0
∫ x1
x0
h(Q˜1 − Q˜2)
x1 − x
x1 − x0
×
(
d
ds
Q1(x0, s)− d
ds
Q2(x0, s)
)
dx ds. (3.11)
We consider each term of (3.11) separately. The ﬁrst term on the left-hand side of
(3.11) satisﬁes
∫ t
0
∫ x1
x0
h(Q˜1 − Q˜2) (Q˜1 − Q˜2)s dx ds
=
∫ x1
x0
[(h(Q˜1(x, t)− Q˜2(x, t)))− (h(Q˜1(x, 0)− Q˜2(x, 0)))] dx,
(3.12)
where
h(x) =
∫ x
0
h(s) ds.
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Note that h(x) → sign0(x) and h(x) → |x| as h → 0+. Hence, applying the
Lebesgue dominated convergence theorem we obtain
∫ t
0
∫ x1
x0
sign0(Q˜1 − Q˜2) (Q˜1 − Q˜2)s dx ds
= |Q˜1(·, t)− Q˜2(·, t)|1 − |Q˜1(·, 0)− Q˜2(·, 0)|1. (3.13)
For the second term using the fact that g(x,Q)Qx = (G(x,Q))x−Gx(x,Q) we obtain
I =
∫ x1
x0
h(Q˜1 − Q˜2) (g(x,Q1)(Q1)x − g(x,Q2)(Q2)x)) dx
= −
∫ x1
x0
′h(Q˜1 − Q˜2)(Q˜1 − Q˜2)x 	 (Q1 −Q2) dx
−
∫ x1
x0
h(Q˜1 − Q˜2)(Gx(x,Q1)−Gx(x,Q2)) dx, (3.14)
where
	 =
∫ 1
0
g(x,Q2 + 
 (Q1 −Q2)) d
.
If we deﬁne h(z) =
∫ z
0
′h(s)s ds, then
I =
∫ x1
x0
h(Q˜1 − Q˜2) 	x dx
+
∫ x1
x0
(
x1 − x
x1 − x0 	
)
x
(Q1(x0, t)−Q2(x0, t)) h(Q˜1 − Q˜2) dx
−
∫ x1
x0
h(Q˜1 − Q˜2)[Gx(x,Q1)−Gx(x,Q2)] dx. (3.15)
Since |h(z)|h (
∫ ∞
0
′(s)s ds), and from (3.7)–(3.5) 	x ∈ L1(x0, x1), it follows that
as h → 0+
∫ x1
x0
sign0(Q˜1 − Q˜2) (g(x,Q1)(Q1)x − g(x,Q2)(Q2)x)) dx
=
∫ x1
x0
(
x1 − x
x1 − x0 	
)
x
(Q1(x0, t)−Q2(x0, t)) sign0(Q˜1 − Q˜2) dx
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−
∫ x1
x0
sign0(Q˜1 − Q˜2)[Gx(x,Q1)−Gx(x,Q2)] dx
K5 [|Q1(x0, t)−Q2(x0, t))| + |Q1(·, t)−Q2(·, t)|1] (3.16)
for some positive K5 independent of . As for the third term on the left-hand side of
(3.11) we clearly see that there exists a positive constant K6 (independent of ) such
that
lim
h→0+
∫ x1
x0
h(Q˜1 − Q˜2)[M(Q1)−M(Q2)] dx
=
∫ x1
x0
sign0(Q˜1 − Q˜2)[M(Q1)−M(Q2)] dx
 K6|Q1(·, t)−Q2(·, t)|1. (3.17)
Moreover, the ﬁrst term on the right-hand side of (3.11) satisﬁes
−
∫ x1
x0
h(Q˜1 − Q˜2) (Q˜1 − Q˜2)xx dx =
∫ x1
x0
′h(Q˜1 − Q˜2) |(Q˜1 − Q˜2)x |2 dx0
and letting h → 0+ we get
−
∫ x1
x0
sign0(Q˜1 − Q˜2) (Q˜1 − Q˜2)xx dx0. (3.18)
As for the second term on the right-hand side of (3.11) we have from (3.2)
∣∣∣∣ ddt Q1(x0, t)− ddt Q2(x0, t)
∣∣∣∣  |C1(t)− C2(t)| +K8 |Q1(x0, t)−Q2(x0, t))|.
(3.19)
Thus it follows from (3.13)–(3.19) that for solutions Q˜1, Q˜2 to (3.4) there exists K7
(independent of  > 0) such that
|Q˜1(·, t)− Q˜2(·, t)|1 − |Q˜1(·, 0)− Q˜2(·, 0)|1
 K7
∫ t
0
[|Q1(x, s)−Q2(x, s)|1 + |Q1(x0, s)−Q2(x0, s))|
+ |C1(s)− C2(s)|] ds. (3.20)
A.S. Ackleh, K. Ito / J. Differential Equations 217 (2005) 431–455 443
Note that
|Q1(x0, t)−Q2(x0, t)|  e t |Q1(x0, 0)−Q2(x0, 0)|
+
∫ t
0
e (t−s) |C1(s)− C2(s)| ds. (3.21)
Hence (returning to  subscript) we obtain from (3.20)–(3.21) and Gronwall’s lemma
that there exists an increasing function t → K(t) ∈ R+ (independent of  > 0) such
that
|Q1,(·, t)−Q2,(·, t)|1 + |Q1,(x0, t)−Q2,(x0, t)|
 K(t)
(
|(Q1,(·, 0)−Q2,(·, 0)|1 + |Q1,(x0, 0)−Q2,(x0, 0)|
+
∫ t
0
|C1(s)− C2(s)| ds
)
. (3.22)
3.2. Existence of vanishing viscosity limit
We use Aubin’s lemma [21] to pass to the limit  → 0+.
Lemma (Aubin). Assume that X is compactly embedded into H and H is continuously
embedded into Y. Then for p > 1
L2(0, T ;X) ∩W 1,p(0, T ;Y ) is compactly embedded into L2(0, T ;H).
Since X = BV (x0, x1) is compactly embedded into H = L2(x0, x1) and H is
continuously embedded into V ∗ we have from the apriori estimates given in (3.7)–
(3.10) that Q has a strong convergent subsequence in L2((0, T ) × (x0, x1)) and the
limit Q ∈ L∞((0, T )× (x0, x1)) ∩ L∞(0, T ;BV (x0, x1)) satisﬁes
∫ t
0
∫ x1
x0
(−Qs −G(x,Q)x + (−Gx(x,Q)+M(Q))) dx ds
+
∫ x1
x0
(Q(x, t)(x, t)−Q(x, 0)(x, 0)) dx = 0,
d
dt
Q(x0, t) = C(t)+ B(Q(x0, t))−M(Q(x0, t)) (3.23)
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for all  ∈ C1((0, T ) × (x0, x1)) satisfying (x0, t) = (x1, t) = 0. In fact, since
g(x,Q)Qx = (G(x,Q))x −Gx(x,Q), we obtain the following from (3.2):
∫ t
0
∫ x1
x0
(−Qs −G(x,Q)x + (−Gx(x,Q)+M(Q))+  (Q)xx) dx ds
+
∫ x1
x0
(Q(x, t)(x, t)−Q(x, 0)(x, 0)) dx = 0.
Therefore (3.23) follows from Lebesgue’s dominated convergence theorem and (3.8).
Moreover u(·, t) = −Qx(·, t) is a measure-valued function and satisﬁes
∫ t
0
∫ x1
x0
(−us − g(x,Q)ux +m(Q)u) dx ds
+
∫ x1
x0
(u(x, t)(x, t)− u0(x)(x, 0)) dx
+
∫ t
0
(C(s)+ B(Q(x0, s))(x0, s) ds = 0 (3.24)
for all  ∈ C1((0, T )× (x0, x1)), where
−g(x,Q)u = (G(x,Q))x −Gx(x,Q), m(Q)u = −(M(Q))x ∈ L∞(0, T ;C∗).
Here, we take Q(·, t) ∈ BV (x0, x1) to be right-continuous on (x0, x1) and
∫ x1
x0
(G(x,Q))x dx = −
∫ x1
x0
G(x,Q)x dx
for  ∈ H 10 (x0, x1).
3.3. Entropy solution and uniqueness
Deﬁnition 1. A bounded measurable function Q(x, t) is an entropy solution to (3.23)
if for k ∈ R and  ∈ C∞0 ((0, T )× (x0, x1)) with (x, t)0,
∫ T
0
∫ x1
x0
[−|Q− k|t − sign0(Q− k)((G(x,Q)−G(x, k))x
+ (Gx(x,Q)−Gx(x, k)−M(Q)))] dx dt0
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and if there exists a measure zero subset E of [0, T ] such that for all t ∈ [0, T ] \ E
the function x → Q(x, t) is deﬁned a.e. and
lim
t→0+, t∈[0,T ]\E
∫ x1
x0
|Q(x, t)−Q(x, 0)| dx = 0.
Theorem 1. Every vanishing viscosity limit Q is an entropy solution to (3.23). Thus,
the vanishing viscosity limit Q deﬁnes a unique entropy solution to (3.23).
Proof. The proof follows from analogous argument to those given in [5,14,20]. But for
completeness we give a sketch of the proof. Applying the test function h(Q − k)
to the ﬁrst equation of (3.2) and using similar arguments as in Section 3 (i.e., letting
h → 0+) we obtain
∫ T
0
∫ x1
x0
sign0(Q − k)(Q − k)t  dx dt = −
∫ T
0
∫ x1
x0
|Q − k|t dx dt,
∫ x1
x0
sign0(Q − k)g(x,Q)(Q)x  dx
= −
∫ x1
x0
sign0(Q − k)[(G(x,Q)−G(x, k))x + (Gx(x,Q)−Gx(x, k))] dx
and
−
∫ x1
x0
sign0(Q − k)(Q − k)xx dx −
∫ x1
x0
|Q − k|xx dx.
Hence we have
∫ T
0
∫ x1
x0
[−|Q − k|t − sign0(Q − k) (G(x,Q)−G(x, k))x
+ (Gx(x,Q)−Gx(x, k)−M(Q))−  |Q − k|xx
]
dx dt0.
Therefore the ﬁrst claim follows from Lebesgue’s dominated convergence theorem. As
for the second claim, by similar arguments as in [5,14,20] one can show that entropy
solutions are unique, so we conclude that Q is unique. 
Continuity of the viscosity limits: Let Q1, Q2 be the unique vanishing viscosity
limits of Q associated with the data (u0,1, C1) and (u0,2, C2), respectively. Then
letting  → 0 in inequality (3.22) we obtain the following continuity result for the
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viscosity limits:
|Q1(·, t)−Q2(·, t)|1 + |Q1(x0, t)−Q2(x0, t)|
K(t)
(
|Q1(·, 0)−Q2(·, 0)|1 + |Q1(x0, 0)−Q2(x0, 0)|
+
∫ t
0
|C1(s)− C2(s)| ds
)
. (3.25)
Next we consider the case 0 <  < 1.
3.4. The case 0 <  < 1
If 0 <  < 1, then Q(x, t) = 
∫ x
x0
u(x, t) dx +
∫ x1
x
u(x, t) dx satisﬁes


Qt + g(x,Q)Qx +M(Q)−M(Q(x1, t)) = Qxx +  d
dt
Q(x0, t),
d
dt
Q(x0, t) = C(t)+ 11−  (B(Q(x0, t))−B(Q(x1, t))− (M(Q(x0, t))−M(Q(x1, t))),
Q(x1, t) = Q(x0, t),
Q(x, 0) = 
∫ x
x0
u0(x) dx +
∫ x1
x
u0(x) dx.
(3.26)
If we deﬁne the function P by
P(x, t) = Q(x, t)− Q(x0, t) = (1− )
∫ x1
x
u dx,
then


Pt + g(x,Q)Px +M(Q)−M(Q(x1, t)) = Pxx,
d
dt
Q(x0, t) = C(t)+ 11−  (B(Q(x0, t))− B(Q(x1, t))
−(M(Q(x0, t))−M(Q(x1, t))),
P (x1, t) = 0, P (x0, t) = (1− )Q(x0, t),
P (x, 0) = (1− )
∫ x1
x
u0(x) dx.
(3.27)
Hence, using similar arguments as in the case of  = 0 we obtain the same results for
0 <  < 1.
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4. The general case
For the general case, where we assume that our models parameters satisfy (H1)–(H7)
but not necessarily (H8), we introduce the variable change
v(x, t) = w(x) u(x, t).
Then
Q(x, t) = 
∫ x
x0
v(y, t) dy +
∫ x1
x
v(y, t) dy, 0 < 1.
We let
m˜(x,Q) = m(x,Q)− gx(x,Q)wx(x)/w(x) and ˜(x,Q) = (x,Q)/w(x)
and assume that
(H9) ˜(x,Q)− m˜(x,Q), ∀ (x,Q) ∈ [x0, x1] × [0,∞).
Then the viscous equation is given by


vt + (g(x,Q(x, t)) v)x + m˜(x,Q(x, t))v =  vxx,
g(x0,Q(x0, t)) v(x0, t)−  vx(x0, t) = C(t)+
∫ x1
x0
˜(y,Q(y, t))v(y, t) dy,
vx(x1, 0) = 0,
v(x, 0) = w(x) u0(x).
(4.1)
By integrating (4.1) on (x, x1) and (x0, x) we readily see that Q(x, t) satisﬁes


Qt + g(x,Q)Qx + M˜(x,Q)− M˜(x,Q(x1, t)))+
∫ x1
x
M˜x(x,Q) dx
= Qxx +  ddt Q(x0, t),
d
dt
Q(x0, t) = C(t)+ 11−  [B˜(Q(x0, t))− B˜(Q(x1, t))
−(M˜(Q(x0, t))− M˜(Q(x1, t))
+
∫ x1
x0
B˜x(Q(x, t))− M˜x(Q(x, t)) dx],
Q(x1, t) = Q(x0, t),
Q(x, 0) = 
∫ x
x0
w(x)u0(x) dx +
∫ x1
x
w(x)u0(x) dx,
(4.2)
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where
M˜(x,Q) =
∫ Q
0
m˜(x, s) ds, B˜(x,Q) =
∫ Q
0
˜(x, s) ds. (4.3)
Our goal for the rest of this section is to show the existence of solutions v and Q for
problems (4.1) and (4.2) and to prove that vanishing viscosity limits exist and deﬁne
a measure valued-solution to problem (2.1).
4.1. Existence of solutions to (4.1)–(4.2)
Since (4.2) has a non-local boundary condition at x = x0 we establish the existence
of solutions to (4.1)–(4.2) using a different technique. In particular, we will apply
the Schauder ﬁxed point theorem [11] to achieve the result. To this end, let V˜ =
H 1(x0, x1) and deﬁne the mapping F in L2(0, T ;H) by v = F(v¯) such that v ∈ W =
H 1(0, T ; V˜ ∗) ∩ L2(0, T ; V˜ ) satisﬁes


vt +
(
g(x, Q¯(x, t)) v
)
x
+ m˜(x, Q¯(x, t))v =  vxx,
g(x0, Q¯(x0, t)) v(x0, t)−  vx(x0, t) = C(t)+
∫ x1
x0
˜(x, Q¯(y, t))v(y, t) dy,
vx(x1, 0) = 0,
v(x, 0) = w(x) u0(x),
(4.4)
with
Q¯(x, t) = 
∫ x
x0
v¯(y, t) dy +
∫ x1
x
v¯(y, t) dy, 0 < 1.
Clearly, if v is a ﬁxed point of F, then v is a solution to (4.1)–(4.2).
Therefore, our next task is to show that F has a ﬁxed point by applying the Schauder
ﬁxed point theorem. Note ﬁrst that from the standard parabolic theory it follows that
there exists a unique solution v ∈ W to problem (4.4) provided that |Q¯|L∞ is bounded.
More precisely v satisﬁes the weak form of (4.4) given by
〈vt ,〉V˜ ∗×V˜ − (g(x, Q¯)v,x)+ (m˜(x, Q¯)v,)+ (vx,x)
=
[
C(t)+ (˜(x, Q¯), v)
]
(x0) (4.5)
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for all  ∈ V˜ , where (·, ·) denotes the L2 inner product and 〈·, ·〉 stands for the dual
product on V˜ × V˜ ∗. Choose a constant K9 such that
eT
[∫ x1
x0
w(x) |u0(x)| dx +
∫ T
0
|C(s)| ds
]
K9.
Let  be a closed convex subspace of L2(0, T ;H) deﬁned by
 =
{
 ∈ L2(0, T ;H) :
∫ x1
x0
|(x, t)| dxK9
}
.
We will next prove that F maps  into W ∩  and that F :  →  is continuous.
To this end, from [21] we have
1
2
d
dt
|v(t)|2H =
〈
d
dt
v(t), v(t)
〉
, v ∈ W. (4.6)
Assume v¯ ∈  and let v be the unique solution to (4.5) corresponding to v¯. By setting
 = v in (4.5), we obtain from (4.6)
1
2
d
dt
|v|2H +  |v|2V˜ (+ ) |v|2H + |g|L∞()|v|H |v|V˜
+  (|C(t)| + |x1 − x0| 12 |˜|L∞()|v|H )|v|V˜ ,
where
|(x0)| ||V˜ ,  ∈ V˜
and
 = {(x,Q) : x ∈ [x0, x1], |Q|K9}.
Completing squares, we have
d
dt
|v|2H +  |v|2V˜ 2
(
+ + (|g|L∞() + |x1 − x0|
1
2 |˜|L∞())2

)
|v|2H +
2

|C(t)|2.
Thus, by Gronwall’s lemma there exists a positive constant K10 such that
|v(t)|2H + 
∫ t
0
|v(s)|2
V˜
dsK10, t ∈ [0, T ]. (4.7)
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Multiplying (4.4) by sign0(v(x, t)) and integrating over (x0, x1), it follows from (3.6)
that
d
dt
∫ x1
x0
|v(x, t)| dx |C(t)| +
∫ x1
x0
(˜(x, Q¯)− m˜(x, Q¯))|v(x, t)| dx.
Using (H9) we get
∫ x1
x0
|v(x, t)| dxet
∫ x1
x0
|v(x, 0)| dx +
∫ t
0
e(t−s)|C(s)| dsK9, t ∈ [0, T ]. (4.8)
Therefore F maps  into W ∩ .
Now we show that F :  →  is continuous. For vi = F(v¯i), i = 1, 2,  = v2 − v1
satisﬁes
〈
d
dt
,
〉
− ((g(·, Q¯1)− g(·, Q¯2)) v1 + g(·, Q¯2),x)
+ ((m˜(·, Q¯1)− m˜(·, Q¯2)) v1 + m˜(·, Q¯2) ,)
−
[∫ x1
x0
(
˜(x, Q¯1)− ˜(x, Q¯2)
)
v1 + ˜(x, Q¯2)) dx
]
(x0)+  (x,x) = 0.
Setting  =  we obtain
1
2
d
dt
||2H +  ||2V˜ (+ ) ||2H + (|g|L∞()||H + |g(·, Q¯1)− g(·, Q¯2) v1|H ))||V˜
+ |m˜(·, Q¯1)− m˜(·, Q¯2) v1|H ||H
+ |x1 − x0| 12
(
|˜(·, Q¯2)|∞||H + |(˜(·, Q¯1)− ˜(·, Q¯2))v1|H )
)
||
V˜
.
By completing squares and using Gronwall’s lemma we have
|(t)|2H + 
∫ t
0
|(s)|2
V˜
ds
K11
∫ t
0
[
|(g(·, Q¯1)− g(·, Q¯2))v1|H + |(m˜(·, Q¯1)− m˜(·, Q¯2)) v1|H .
+ |(˜(·, Q¯1)− ˜(·, Q¯2)) v1|H
]2
ds.
A.S. Ackleh, K. Ito / J. Differential Equations 217 (2005) 431–455 451
From (H1)–(H3) it is clear that for all (x, Qˆ1), (x, Qˆ2) ∈  there exists a positive
constant L such that
|g(x, Qˆ1)− g(x, Qˆ2)| + |m˜(x, Qˆ1)− m˜(x, Qˆ2)| + |˜(x, Qˆ1)− ˜(x, Qˆ2)|
 L |Qˆ1 − Qˆ2|.
Therefore, it follows from the Lebesgue dominated convergence theorem that |v2 −
v1|W → 0 as |v¯2 − v¯1|L2(0,T ;H) → 0, i.e., F is continuous. Note that W ⊂ C(0, T ;H)
and W is compactly embedded into L2(0, T ;H). Hence by the Schauder ﬁxed point
theorem [11] there exists a solution v ∈  ∩W to (4.1)–(4.2) for  > 0.
4.2. Existence of vanishing viscosity limit
As argued in Section 3.4 it sufﬁces to consider (4.1)–(4.2) when  = 0. There-
fore, we set  = 0 for the rest of this section. Using similar techniques as in Sec-
tion 3 we can show that the vanishing viscosity limit Q ∈ L∞((0, T ) × (x0, x1)) ∩
L∞(0, T ;BV (x0, x1)) exists and satisﬁes
∫ t
0
∫ x1
x0
(−Qs −G(x,Q)x + (−Gx(x,Q)+ M˜(x,Q)
+
∫ x1
x
M˜(x,Q) dx)) dx ds
+
∫ x1
x0
(Q(x, t)(x, t)−Q(x, 0)(x, 0)) dx = 0,
d
dt
Q(x0, t) = C(t)+ B˜(Q(x0, t))− M˜(Q(x0, t))
+
∫ x1
x0
B˜x(x,Q)− M˜x(x,Q) dx (4.9)
for all  ∈ C1((0, T )× (x0, x1)) satisfying (x0, t) = (x1, t) = 0. Moreover u(·, t) =
−Qx(·, t)/w(·) is a measure-valued function and satisﬁes
∫ t
0
∫ x1
x0
(−us − g(x,Q)ux +m(x,Q)u) dx ds
+
∫ x1
x0
(u(x, t)(x, t)− u0(x)(x, 0)) dx
+
∫ t
0
(
C(s)+ B(Q(x0, s))+
∫ x1
x0
Bx(x,Q) dx
)
(x0, s) ds = 0 (4.10)
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for all  ∈ C1((0, T )× (x0, x1)), where
−g(x,Q)u = (G(x,Q))x −Gx(x,Q)
and
m(x,Q)u = −(M(x,Q))x +Mx(x,Q).
are in the space L∞(0, T ;C∗).
4.3. Entropy solution and uniqueness
As in the previous section, one can prove that every viscosity limit Q(x, t) is indeed
an entropy solution to (4.9) in the sense that for k ∈ R and  ∈ C∞0 ((0, T )× (x0, x1))
with (x, t)0,
∫ T
0
∫ x1
x0
[−|Q− k|t − sign0(Q− k)((G(x,Q)−G(x, k))x
+ (Gx(x,Q)−Gx(x, k)+ M˜(x,Q)+
∫ x1
x
M˜x(x,Q))] dx dt0
and there exists a measure zero subset of [0, T ] such that for all t ∈ [0, T ] \ E the
function x → Q(x, t) is deﬁned a.e. and
lim
t→0+, t∈[0,T ]\E
∫ x1
x0
|Q(x, t)−Q(x, 0)| dx = 0.
As for uniqueness of the vanishing viscosity limit, since there exists a positive
constant K12 such that
∣∣∣∣
∫ x1
x
(M˜x(x,Q1)− M˜x(x,Q2)) dx
∣∣∣∣ K12 |Q1(·, t)−Q2(·, t)|1
and
∣∣∣∣
∫ x1
x0
(B˜x(x,Q1)− M˜x(x,Q1)− (B˜x(x,Q2)− M˜x(x,Q2)) dx
∣∣∣∣
K12 |Q1(·, t)−Q2(·, t)|1
for all (x,Q1), (x,Q2) ∈ , it can be shown that (3.20) holds for the problem (4.2).
In fact, from the second equation of (4.2) we see that there exists a positive constant
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K13 such that
|Q1(x0, t)−Q2(x0, t)| − |Q1(x0, 0)−Q2(x0, 0)|
 K13
∫ t
0
(|Q1(x0, s)−Q2(x0, s)| + |C1(s)− C2(s)|
+ |Q1(·, s)−Q2(·, s)|1) ds, (4.11)
which replaces (3.21). Moreover, (3.19) should be replaced by
∣∣∣∣ ddt Q1(x0, t)− ddt Q2(x0, t)
∣∣∣∣
 |C1(t)− C2(t)| +K14(|Q(x0, t)−Q2(x0, t)| + |Q(·, t)−Q2(·, t)|1).
Thus, (3.20) holds with appropriately chosen K7 which is independent of  > 0. It
thus follows from (4.11), (3.20) and Gronwall’s inequality that (3.22) and hence (3.25)
hold. This together with a similar argument as in the pervious section implies that the
vanishing viscosity limit is unique.
5. Concluding remarks
In this paper we used the vanishing viscosity method to study existence of measure-
valued solutions to a hierarchically size structured populations. This approach seems to
be applicable to more general models than the approaches used in [4,15]. In particular,
the approach used in [4] requires that the vital rates not depend explicitly on the size x
and that the growth rate must be a positive non-increasing function of the environment.
While some of the arguments in [15] depend on the continuity of the solution and
the positivity of the growth rate. However, our theory allows a much more general
type of growth rates which are biologically important. For example, if the structure
of the population is weight then there is no reason to expect that the weight of the
individual is always increasing with time. Furthermore, our approach does not require
that the growth rate be a non-increasing function of the environment. Hence, our theory
is applicable to an individual growth rate which exhibits the Allee effect.
In a forthcoming paper we will use a ﬁnite difference approach similar to that used
in [1] for establishing results akin to those given in this paper. In particular, we will
show the convergence of ﬁnite difference approximations to a measure-valued solution
of (2.1). This will provide not only existence of solutions but also a numerical method
for solving such models.
We also hope to consider in the future other generalizations which will increase the
applicability of our model. In particular, we wish to study the case where Q(x, t) =∫ x1
x0
d(x, y)u(y, t) dy. Clearly this is more general Q then the one considered in this
paper. In fact, if d(x, y) = w(y) for yx and d(x, y) = w(y) for y > x then
one obtains the environment Q used in the present paper. We trust that the viscosity
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approach utilized in this paper works for the more general Q. However, additional
technicalities will be needed. Another generality that we hope to consider is the case
when the maximum size x1 depends on Q (see, e.g., [19] for example models).
Finally, concerning the smoothness assumptions (H1)–(H4) on the vital rates g,m and
, while this is not the focus of the current paper, these assumptions can be substantially
relaxed for proving existence of solutions. In fact, by following the arguments in the
paper one can see that if these parameters are bounded and separable then existence
of solutions follow. However, the current proof for uniqueness of the viscosity limit
Q requires smoothness of these parameters. It worth pointing out though that relaxing
these hypotheses too much may result in “lack of uniqueness" of solutions to such
hyperbolic problems (see, e.g., [10]).
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