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RESUMO
A navegação visual monocular é um processo de estimativa de movimento usando uma câmera
que pode ser combinada com sensores inerciais, acelerômetros e giroscópios, na fusão de senso-
res para obter melhores estimativas de movimento. A navegação visual e a fusão de sensores têm
muitas aplicações, como robótica móvel e sensores auditivos. O objetivo desta tese é propor dois
métodos para navegação visual usando odometria visual monocular e um banco de dados para
fusão de sensores em aparelhos auditivos. A metodologia foi de pesquisa experimental dividida
em cinco etapas: a) pesquisa de técnicas de processamento de imagem para odometria visual
como base teórica e metodológica do estudo; b) estudo introdutório de odometria visual com
câmera estéreo em ambiente simulado; c) estudo da odometria monocular com maior detalhe,
com foco na resolução da estimativa de escala relativa; d) extensão de resultados da escala
relativa para a estimativa de escala absoluta em combinação com informações ambientais para a
navegação terrestre; e) estudo da fusão de sensores inerciais e câmera monocular em aparelhos
auditivos com objetivo de fornecer recursos direcionais para tais sensores. Como resultados,
apresentamos três contribuições: a primeira, é um algoritmo para estimar a escala relativa de
uma câmera calibrada com base na proporção das profundidades de pontos reconstruídos por
triangulação a partir de três posições. Este método opera com dados escalares (profundidades)
ao invés de vetores 3-D (posição completa) e atingiu 6.55 % da raiz do erro quadrático médio
(RMSE) no banco de dados KITTI contra 6.75 % da odometria sem correção de escala. Em
segundo lugar, propusemos um algoritmo de estimativa de escala absoluta em odometria mo-
nocular para navegação terrestre utilizando a escala relativa em combinação com parâmetros de
montagem e homografia plana. Derivamos expressões analíticas para estimar a escala absoluta
e testamos o algoritmo no banco de dados KITTI obtendo um RMSE de 5.32 %. Em terceiro
lugar, criamos um banco de dados para fusão de sensores visuais e inerciais no contexto de
aparelhos auditivos, no qual as imagens da câmera são usadas para estabilizar o erro das medi-
ções inerciais e fornecer recursos direcionais aos sensores auditivos em uma estrutura SLAM
(localização e mapeamento simultâneos). Concluímos que dois novos métodos para navegação
visual monocular foram propostos e um banco de dados para a fusão de sensores na pesquisa de
aparelhos auditivos foi desenvolvido. O primeiro método mostrou que o movimento da câmera
foi calculado com precisão pela estimativa da escala relativa de traslações sucessivas. O segundo
método mostrou que a estimativa da escala absoluta usando uma câmera foi atingida e que as
estimativas da escala relativa restringiram o espaço de busca para o cálculo da homografia,
sendo suficiente um único ground patch na análise. Finalmente, fornecemos o primeiro banco de
dados visual inercial com ground truth como medida de desempenho para a pesquisa em fusão
de sensores para sensores auditivos e derivamos um algoritmo SLAM para estimar a posição,
velocidade e orientação de uma plataforma de sensores.
Palavras-chave: visão por computador, sistemas de navegação, fusão de sensores, robôs móveis,
aparelhos auditivos.
ABSTRACT
Monocular visual navigation is a process of estimating motion using a camera which can be
combined with inertial sensors, accelerometers and gyroscopes, in a sensor fusion framework
to achieve better motion estimates. Visual navigation and sensor fusion have many applications
such as mobile robotics and hearing aid sensors. The objective of this thesis is to propose two
methods for visual navigation using monocular visual odometry and a novel sensor fusion dataset
for hearing aid sensors. The methodology was based on experimental research and was divided
in five stages: a) we surveyed image processing techniques for visual odometry to establish the
theoretical and methodological basis of our research; b) we conducted an introductory study of
visual odometry with stereo camera in a simulated environment; c) monocular odometry was
reviewed in further detail with focus on solving the problem of relative scale estimation; d)
relative scale results were extended to absolute scale estimation in combination with environ-
mental information for ground navigation; e) camera and inertial measurements were combined
in an innovative application aiming to provide directional capabilities for hearing aid sensors.
As results, we present three contributions: the first, is an algorithm to estimate the scale of
relative motion of a calibrated camera based on the ratio of reconstructed point depths triangu-
lated from three camera viewpoints. This method operates on scalar data (point depths) rather
than 3-D vectors (full position) and achieved 6.55 % of root mean square error (RMSE) in the
KITTI dataset against 6.75 % of odometry with no scale correction. In second, we proposed an
absolute scale estimation algorithm in monocular odometry for ground navigation by exploiting
the relative scale in combination with camera mounting parameters and plane homography. We
derived analytical expressions to estimate the absolute scale and tested the algorithm in the
KITTI dataset obtaining a RMSE of 5.32 %. In third, we created a dataset for visual inertial
sensor fusion in the context of hearing aid in which camera images are used to stabilize the drift
of inertial measurements to provide directional capabilities for hearing aid sensors in a simul-
taneous localization and mapping (SLAM) framework. We concluded that two novel methods
for monocular visual navigation were proposed and a dataset for sensor fusion in hearing aid
research was developed. The first method showed that camera motion was accurately calculated
by the estimation of the relative scale of successive translations. The second method showed
that absolute scale estimation using a camera was achieved and that relative scale estimates
constricted the search space for homography calculation with one ground patch being sufficient
for analysis. Finally, we provided the first visual inertial dataset with ground truth as a benchmark
for sensor fusion research on hearing aid sensors and derived a SLAM algorithm to estimate
position, velocity and orientation of a sensor platform.
Keywords: computer vision, navigation systems, sensor data fusion, mobile robots, hearing
aids.
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1 INTRODUCTION
Visual navigation is the ability of a person, vehicle or robot to localize itself within
a complex environment based on visual information. Vision-based navigation systems are the
main perception mechanisms enabling navigation. In a minimal setup, a vision-based system
may consist of a camera and complementary motion sensors such as inertial devices. Sensors
such as radar, lidar (light detection and ranging) or even stereo camera, although useful for
motion estimation, tend to be more delicate, big or expensive. Vision-based systems have several
advantages compared with active sensors, such as lidar, sonar or radar: cameras are low cost
sensor technology; cameras provide a rich corpus of scene knowledge (photometric, geometric
and semantic information); cameras are passive sensors that require less power consumption
compared to active sensors. Monocular camera systems are also more advantageous than stereo
or multiple camera vision systems in terms of complexity for real world applications: calibration
is not so critical as in multiple camera systems; catadioptric lenses enable wide field of view
angles as in stereo cameras; a camera can be easily attached to a moving platform (head-mounted
sets or vehicles) (MUR-ARTAL; TARDOS, 2017; MIRABDOLLAH; MERTSCHING, 2015;
FORSTER et al., 2014).
Monocular visual odometry (VO) and visual inertial simultaneous localization and
mapping (SLAM) are two of the most promising approaches in localization and navigation
using a single camera and inertial sensors. A camera provide huge amount of spatial information
to perform localization and navigation with accurate and low frequency rotation estimates at
the cost of losing one degree of freedom (the distance dimension to perceived objects). On
the counter part, inertial sensors such as accelerometers and gyroscopes, can provide high rate
measurements desirable for fast motions, but suffer from bigger motion estimation drift. The
complementary characteristics of monocular vision and inertial sensors make the visual inertial
sensor suite a highly desirable platform for motion estimation. Further, vision and inertial sensors
have started to be massively deployed in a number of applications in vehicle automation, medical,
military, environmental, home appliances, and many others. A requirement that is common to
these applications is determining the position of the sensor-carrying platform, i.e., to solve
the localization problem using particular requirements and constraints according the specific
application area.
1.1 Motivation
Navigation is an essential mechanism for survival of human beings which involves
the abilities to move, interpret and interact with the surrounding environment. Vision is one of
the main perception systems enabling navigation. Inspired by biological navigation capabilities,
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mobile robotics has made possible the advent of moving platforms able to navigate, implying
they can move, sense and take action in different scenarios by using vision and motion sensors
such as IMU (inertial measurement units). Unmanned aerial, underwater and car-like vehicles
are some examples of mobile robotics products.
Conforming a complementary framework, monocular visual odometry and SLAM
play important roles in current state of the art navigation with major relevance in scenarios with
occluded GPS (global positioning system) information. The subjects have been matter of inten-
sive research during past 30 years and detailed surveys on these topics can be found in (SCARA-
MUZZA; FRAUNDORFER, 2011; FRAUNDORFER; SCARAMUZZA, 2012; ÖZYEŞIL et
al., 2017; FUENTES-PACHECO et al., 2015). Advanced technologies that represent state of the
art research and development in visual odometry and SLAM techniques are present in advanced
driver assistance systems (ADAS) (PIAT et al., 2018), autonomous driving (GEIGER et al.,
2013) and drone navigation applications (SA et al., 2018). Further, perception mechanisms are
not only limited to mobile robotics but to sensor networks and any type of applications requiring
sensing capabilities to determine location (GUSTAFSSON, 2018). More recently, modern in-
terdisciplinary applications of visual inertial motion estimation are being developed in disparate
fields such as hearing aid sensors (LUNNER et al., 2018). In this context, a visual inertial sensor
platform can be used to provide directional motion estimates to enhance audition provided by
hearing aid sensors.
The work in this thesis is motivated by above-cited developments and potential
capabilities of vision-aided systems for localization and navigation tasks, which are central
problems in mobility. Visual odometry is of particular advantage for motion estimation, specially
in scenarios where the information of GPS is restricted or occluded such as in indoors, outdoors,
underwater and aerial navigation. One of the main drivers of our study was motivated by the
recent development of vision systems for autonomous driving. More specifically, we pay attention
to the problem of vehicle localization using a single camera by considering the rich information
contained in images and the development of sophisticated computer vision and fusion algorithms.
We envisage the potential of using a single camera as a perception sensor for visual odometry
to provide technological solutions able to operate in a wide variety of applications. Moreover,
inspired by a current industrial need in hearing aid research, we extend the scope of robot
navigation to the medical field by using visual and inertial perception sensors to provide motion
estimates to enhance hearing aid sensor properties that currently lack of directional capabilities.
To this end, we built a novel dataset using visual, inertial and ground truth data with the potential
to be used as a benchmark to develop sensor fusion algorithms for hearing aid equipment. This
technology potentially represents the next technological breakthrough in hearing aid research
using low cost sensors assisted by sophisticated vision and sensor fusion algorithms.
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1.2 Concepts and definitions
Stereo visual odometry is the process of recovering the relative camera pose (position
and orientation) from a sequence of images using two cameras. The 3-D positions of features in
a scene are computed at every robot step and used to determine the relative motion with metric
scale (SCARAMUZZA; FRAUNDORFER, 2011).
Monocular visual odometry uses a single camera to determine the relative camera
pose. Contrary to a stereo configuration, camera motion is computed from 2-D information
in image pixels and motion estimation is retrieved up to a scale factor (SCARAMUZZA;
FRAUNDORFER, 2011). However, monocular odometry has the advantage of using only one
camera which reduces the computational processing and the scale parameter can be resolved by
fusing information of environmental constraints such as plane homography or using additional
sensors such as GPS, lasers or the inertial sensors of an IMU.
Planar homographies are geometric transformations produced by the observation of
planar objects in the image plane (MA et al., 2004). Planar homographies are a special case of
2-D surfaces that lie on a plane and are commonly found in man-made structures as in aerial
imaging (e.g., rooftops) and roads (e.g., the ground). Information of the road geometry can be
exploited by assuming local planarity in order to retrieve the magnitude of absolute translation
of a single camera, as explained in Chapter 5.
Visual inertial sensor fusion refers to the use of vision sensors, such as cameras, and
inertial sensors (e.g. accelerometers and gyroscopes) in a combined framework that merges the
benefits of each independent sensor to produce a motion estimation result that would be better
than that estimated by each individual sensor alone (GUSTAFSSON, 2018). Visual inertial
sensor technology finds applications in robotics, augmented reality and 3-D reconstruction.
A more recent application in hearing aid industry is in the field of so called cocktail party
problem, also known as the restaurant problem. A hearing aid sensor lacks the natural directional
capability of human ears which are able to discern sounds coming from specific source directions.
Directional features can be artificially achieved by coupling a hearing aid with a visual inertial
sensor suite which is a promising technology to be develop as a commercial product in the near
future (LUNNER et al., 2018).
1.3 Problem statement
The problems discussed in this work are organized in three main topics stated as
follows.
• Relative scale estimation in monocular odometry
How to determine the scale of relative motion in order to produce consistent motion
estimates using a monocular camera?
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• Absolute scale estimation in monocular odometry
How to exploit environmental information to estimate the scale of absolute motion from
a single camera mounted on a vehicle?
• Visual inertial sensor fusion for hearing aid
How to combine visual and inertial sensor information to grant directional capabilities for
hearing aid sensors?
1.4 Objectives
The main objective of the work is to propose two methods for visual navigation using
monocular visual odometry and a sensor fusion dataset for hearing aid sensors. The specific
objectives are
1. Develop a localization algorithm by solving for the relative scale in monocular visual
odometry.
2. Propose a monocular visual odometry algorithm for the estimation of the absolute scale
using plane homography.
3. Generate a dataset as a benchmark for developing sensor fusion algorithms for the cocktail
party problem using visual, inertial and ground truth information.
1.5 Justification
This thesis work is focused on monocular visual odometry and sensor fusion ap-
proaches for navigation using a single camera and inertial sensors, as well as the specific require-
ments and constraints applied to mobile robotics for ground navigation and medical applications
in hearing aid sensors. The techniques and main contributions are outlined in Fig. 1.
1.5.1 Relative scale estimation
Monocular vision systems, as bearing-only sensors, are limited to provide directional
measurements but not range. This means that the scene structure can be recovered only up to
a scale without prior knowledge of metric information, as for instance, the baseline of stereo
camera systems or the size of known objects in scene. Prior to this, multiple camera views need
to be intrinsically connected through relative scale estimates in order to provide meaningful
odometry results. Ma et al. (2004) and Scaramuzza and Fraundorfer (2011) have proposed
techniques for relative scale estimation that represent current state of art in monocular visual
odometry. In this work, we propose a novel algorithm for relative scale estimation that further
exploits redundancy in depth information and operates in a sequential manner.





















Figure 1 – Research context and main contributions of the thesis work.
1.5.2 Absolute scale estimation
Using a monocular camera to determine the absolute scale is a challenging task
but with desirable computational benefits. Different type of information and approaches have
been propose to determine the absolute scale, such as camera height (MIRABDOLLAH;
MERTSCHING, 2015), scene knowledge (FANANI et al., 2017b), object size (FROST et al.,
2016), wheel odometry (ZHANG et al., 2014) or information from other sensors such as IMU
(inertial measurement unit) (HU; UCHIMURA, 2004) or GPS (global positioning system)
(SHEPARD; HUMPHREYS, 2014). In this contribution, we review different methods for abso-
lute scale estimation and propose a robust prediction and correction method based on ground
plane assumption and camera height. An effective absolute scale estimation strategy has been
derived to reduce the scale drift in monocular visual odometry using relative scale estimates.
The effectiveness and robustness of the method have been evaluated on the KITTI public dataset.
1.5.3 Visual inertial dataset
Simultaneous localization and mapping (SLAM) is an active research field in
robotics and computer vision communities. The primary focus has been to model indoor and
outdoor environments for unmanned ground (LIM et al., 2014) and aerial vehicles (WEISS et
al., 2011). In a novel context, we investigate how temporary landmarks detected by a monocular
vision system can be used to stabilize the drift of an inertial measurement unit (IMU) to provide
directional capabilities for hearing aid sensors. In order to develop robust navigation systems, we
provide a dataset for the visual inertial cocktail party problem, a new technological challenge in
hearing aid research. The end goal is to provide hearing aid sensors with directional capabilities
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for sound filtering able to enhance artificial audition. The dataset may be used to compute the
absolute movement of a sensor platform and to enable the development of SLAM algorithms that
fuse information of visual landmarks and inertial measurements to automatically recognize the
position of the sensor platform in areas already visited. The SLAM goal is to study displacement
of features and to estimate their 3-D positions (also known as structure from motion). Consider-
ing stationary features are detected, these are then used to stabilize the inertial navigation system
towards providing cognitive control for a hearing aid equipment. Six scene cases and ground
truth data are collected, synchronized and provided as MATLAB dataset files.
1.6 Publications
KURKA, P. R. G.; DÍAZ SALAZAR, A. A. Applications of image processing in
robotics and instrumentation. In: Mechanical Systems and Signal Processing, [s. l.], v. 124, p.
142–169, 2019. Available at: <https://linkinghub.elsevier.com/retrieve/pii/S0888327019300160>
In Kurka and Díaz (2019), we provided a literature review of the use of cameras
as measuring devices and showed several applications of imaging sensors in industry including
procedures and methods for wheel rim detection, automatic 3-D crankshaft verification system,
a measuring system for wheel alignment and a stereo visual odometry for mobile robotics.
1.7 Text outline
Chapter 2 describes the main concepts and image processing techniques for visual
odometry that are key to the theoretical and practical results developed in this work. Chapter 3
reviews visual odometry using a pair of cameras in a stereo setup for a ground robot moving
in an indoor environment. This chapter describes the general process of obtaining trajectory
estimates from camera images and shows results in a simulation study. Chapter 4 presents the
first contribution of the thesis which is a novel solution for the more challenging scenario of
visual odometry using a single camera based on the calculation of the relative scale and shows
the results in the KITTI dataset for autonomous cars. Chapter 5 describes the second contribution
of the work, a novel algorithm for monocular visual odometry using plane homography, which
merges the results of the relative scale estimation algorithm of Chapter 4 with system constraints
to produce improved results on trajectory estimation using a single camera. Chapter 6 presents
a novel dataset using visual, inertial and ground truth data as a benchmark for the development
of sensor fusion strategies to solve the cocktail party problem, an open challenge in hearing
aid industry. Chapter 7 summarizes the main conclusions, limitations of the study and provide
directions for future work.
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2 IMAGE PROCESSING TECHNIQUES
FOR VISUAL ODOMETRY
This chapter describes the main image processing techniques and theoretical con-
cepts used in the development of the visual odometry algorithms presented in Chapter 3,
Chapter 4, Chapter 5 and Chapter 6.
2.1 Edge detection
Edge detection is a technique to detect changes in the pixel intensities of local
image regions. The edges of an image are binary representations that support the definition of
regions of interest for tasks such as object detection and classification. Mathematical criteria
had been proposed in order to define precisely the edge regions of an image (CANNY, 1986).
Canny (1986) introduced one of the most practical algorithms for edge detection, which has
an efficient recursive implementation reported in literature (DERICHE, 1987). The Canny’s
algorithm convolves a grayscale image with a Gaussian structuring element or smoothing filter.
The edges are marked at maxima in gradient magnitude of the Gaussian-smoothed image. An
example of a Gaussian square structuring element of size 5 is
𝒢 = 1159
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
2 4 5 4 2
4 9 12 9 4
5 12 15 12 5
4 9 12 9 4
2 4 5 4 2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (2.1)
Figure 2 illustrates the process of edge detection. A grayscale picture (Fig. 2a) is
convolved with a Gaussian square structuring element to produce a smoothed image (Fig. 2b).
A binary threshold is imposed on the intensities of the filtered image. Fig. 2c shows the output
binary image. The regions with the most significant changes of intensity are the detected edges
of the original image.
2.2 Line detection
Shape detection is a technique complementary to edge detection to extract infor-
mation of shapes in an image. Shape detection methods search for regular patterns of interest,
e.g. lines, circles and ellipses, that often appear in the images of man-made structures (roads,
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Figure 11. The edge detection process. 
 
Shape detection is a complementary technique to extract information of shapes in an image. Shape detection 
methods search for regular patterns of interest, e.g. lines, circles and ellipses, that often appear in the images of 
man-made structures (roads, buildings, rounded objects) and in nature (cells, plants, stars). The Hough transform is 
one of the most effective shape detection techniques [17,18]. 
 
The Hough transform operates with the edges of an image and is implemented as a voting process in the so-called 
space of parameters. As an example, consider the following procedure for line detection. An edge point of 
coordinates (𝑥, 𝑦) is mapped to a sinusoid in the parameter space 𝜃𝜌 by applying the parametrization of a line in 
the normal form 𝜌 = 𝑥 cos(𝜃) + 𝑦 sin(𝜃), where 𝜌 is the length of the normal segment from the image origin 
(located at the top-left corner of the image) to the edge point and 𝜃 is the orientation of 𝜌 with respect to the 𝑥-
axis. In computer realization, the 𝜃𝜌-space is a square tessellation of fixed intervals or accumulator cells, usually 
−90° < 𝜃 < 90° and −𝐷 < 𝜌 < 𝐷, where 𝐷 is the main diagonal of the image. The voting process consists of 
incrementing the count of the accumulator cells by a unit at each coincidence point of the sinusoid mappings in 
the 𝜃𝜌-space. The coordinates of a coincidence point define the parameters of the line that passes through the 
related points in the 𝑥𝑦-space. 
 
Figure 12 illustrates line detection using the Hough transform. The edges of an image (Fig. 12a) are mapped to 
discrete sinusoids in the parameter space (Fig. 12b). Figure 12c shows two detected lines (thicker lines) 
corresponding to the coincidence points with the highest votes. 
Figure 12. Detection of lines with the Hough transform. 
 
3.5. Geometry of perspective projection  
The geometry of perspective projection is a fundamental concept for the use of cameras as measuring devices in 
photogrammetry. The geometry of perspective projection is based on a modified version of the pinhole camera 
model of Fig. 1, where the image plane is located in front of the pinhole rather than behind it, to allow for non-
inverted projections. Three reference frames are defined in this context. The world reference frame is an arbitrary 
3-D coordinate system that describes objects in the space. The camera reference frame is a 3-D coordinate system 
located at the projection center of the camera. The image reference frame or image plane is a 2-D coordinate system 
located at the top-left corner of the image. The coordinates of the world and camera reference frames are expressed 
in units of length, whereas the coordinates of the image reference frame are expressed in units of pixel. 
(a) Original image. (b) Smoothed image. (c) Detected edges. 
(a) Original image. (b) Parameter space 𝜃𝜌. (c) Detected lines. 
Figure 2 – The edge detection process.
buildings, ound d objects) and in natur (cells, pl ts, star ). The Hough transform is one of
the most effective shape detection techniques (DUDA; HART, 1972; BALLARD, 1981).
The Hough transform operates with the edges of an image and is implemented as
a voting process n the so-called space of parameters. For instance, co sider the following
procedure for line detection as depicted in Fig. 3. An edge point of coordinates (𝑥, 𝑦) is mapped
to a sinusoid in the parameter space 𝜃𝜌 by applying the parametrization of a line in the normal
form 𝜌 = 𝑥 cos(𝜃) + 𝑦 sin(𝜃), where 𝜌 is the length of the normal segment from the image
origin (located at the top-left corner of the image) to the edge point and 𝜃 is the orientation of
𝜌 with respect to the 𝑥-axis. In a computer realizati n, the 𝜃𝜌-space is a square tessellation of
fixed intervals or accumulator cells, usually −90 < 𝜃 < 90 and −𝐷 < 𝜌 < 𝐷, where 𝐷 is
the main diagonal of the image. The voting process consists of incrementing the count of the
accumulator cells by a unit at each coincidence point of the sinusoid mappings in the 𝜃𝜌-space.
The coordinates of a coincidence point define the parameters of the line that passes through the
related points in the 𝑥𝑦-space.
Figure 3 illustrates line detection using the Hough transform. The edges of an image
(Fig. 3a) are mapped to discrete sinusoids in the parameter space (Fig. 3b). Figure 3c shows two
detected lines (thicker lines) corresponding to the coincidence points with the highest votes.
 
Figure 11. The edge detection process. 
 
Shape detection is a complementary technique to extract information of shapes in an image. Shape detection 
methods search for regular patterns of interest, e.g. lines, circles and ellipses, that ofte  appear in the images of 
man-made structures (road , buildings, rounded objects) nd i  nature (cells, plants, stars). The Hough transform is 
one of the most effective shape detection techniques [17,18]. 
 
The Hough transform operates with the edges of an image and is implemented as a voting process in the so-called 
space of parameters. As an example, consider the following procedure for line detection. An edge point of 
coordinates (𝑥, 𝑦) is mapped to a sinusoid in the parameter space 𝜃𝜌 by applying the parametrization of a line in 
the normal form 𝜌 = 𝑥 cos(𝜃) + 𝑦 sin(𝜃), where 𝜌 is the length of the normal segment from the image origin 
(located at the top-left corner of the image) to the edge point and 𝜃 is the orientation of 𝜌 with respect to the 𝑥-
axis. In computer realization, the 𝜃𝜌-space is a square tessellation of fixed intervals or accumulator cells, usually 
−90° < 𝜃 < 90° and −𝐷 < 𝜌 < 𝐷, where 𝐷 is the main diagonal of the image. The voting process consists of 
incrementing the count of the accumulator cells by a uni  at each coincidence point of the sinusoid mappings in 
the 𝜃𝜌-space. The coordinates of a coincidence point define the parameters of the line that passes through the 
related points in the 𝑥𝑦-space. 
 
Figure 12 illustrates line detection using the Hough transform. The edges of an image (Fig. 12a) are mapped to 
discrete sinusoids in the parameter space (Fig. 12b). Figure 12c shows two detected lines (thicker lines) 
corresponding to the coincidence points with the highest votes. 
Figure 12. Detection of lines with the Hough transform. 
 
3.5. Ge try of perspective projection  
The g ome ry of perspective projection is a fundamental concept for th use of cameras as measuring devices in 
photogrammetry. The geometry of perspective projection is based on a modified version of the pinhole camera 
model of Fig. 1, where the image plane is located in front of the pinhole rather than behind it, to allow for non-
inverted projections. Three reference frames are defined in this context. The world reference frame is an arbitrary 
3-D coordinate system that describes objects in the space. The camera reference frame is a 3-D coordinate system 
l cat d at the projection center of the camera. The image reference frame or image plane is a 2-D coordinate syst m 
located at the top-left corner of the image. The coordinates of the world and camera reference frames are expressed 
in units of length, whereas the coordinates of the image reference frame are expressed in units of pixel. 
(a) Original image. (b) Smoothed image. (c) Detected edges. 
(a) Original image. (b) Parameter space 𝜃𝜌. (c) Detected lines. 
Figure 3 – Detection of lines with the Hough transform.
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2.3 Geometry of perspective projection
The geometry of perspective projection is a fundamental concept for the use of
cameras as measuring devices in photogrammetry. The geometry of perspective projection is
based on a modified version of the pinhole camera model, where the image plane is located in
front of the pinhole rather than behind it, to allow for noninverted projections. Three reference
frames are defined in this context. The world reference frame is an arbitrary 3-D coordinate
system that describes objects in the space. The camera reference frame is a 3-D coordinate
system located at the projection center of the camera. The image reference frame or image plane
is a 2-D coordinate system located at the top-left corner of the image. The coordinates of the
world and camera reference frames are expressed in units of length, whereas the coordinates of
the image reference frame are expressed in units of pixel.
























where 𝑓 is the focal length of the camera. A common notation is to express the perspective
projection in terms of normalized camera coordinates which means having 𝑓 = 1 m (the image
plane is located at one meter distance from the camera origin).
The pixel mapping of the point, denoted 𝑝, expressed in homogeneous coordinates






The relation of the point with its perspective projection is given by the standard
pinhole camera model




Figure 4 shows a representation of world, camera and image reference frames and
point 𝑃 with its perspective projection 𝑝. The rotation matrix ℛ and translation vector 𝑡 define
Chapter 2. Image processing techniques for visual odometry 30
the extrinsic parameters of the camera. Rotation ℛ represents the orientation of the world with








cos 𝜃 0 sin 𝜃
0 1 0
− sin 𝜃 0 cos 𝜃
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣




where 𝜑, 𝜃 and 𝜓 are the angles of rotation of the 𝑥𝑦𝑧 axes of world coordinates, respectively.
Translation 𝑡 describes the position of the origin of world coordinates with respect to the camera
reference frame.
 
A point 𝑷 in the 3-D space is expressed in the world reference frame as 
 
 𝑷𝑤 = [𝑋 𝑌 𝑍]
𝑇  . (15) 
 
Point 𝑷 is expressed in the camera reference frame as 
 
 𝑷𝑐 = [𝑥 𝑦 𝑧]
𝑇  . (16) 
 
The perspective projection of 𝑷, denoted 𝒑, is expressed in the camera reference frame as 
 
 𝒑 = [𝑥′ 𝑦′ 𝑓]𝑇  , (17) 
 
where 𝑓 is the focal length. 
 
The pixel mappi g of point 𝑷, denoted ?̅?, is xpressed in the imag  r ference frame as 
 
 ?̅? = [𝑢 𝑣]𝑇  . (18) 
 
Figure 13 shows a representation of world, camera and image reference frames and point 𝑷 with its perspective 
projection 𝒑. Rotation 𝐑 and translation 𝒕 define the extrinsic parameters f the camera. Rotation 𝐑 represents 
the orientation of the world with respect to the camera reference frame and is defined by the 3×3 rotation matrix 
 
 𝐑 = [
cos𝜃𝑍 −sin 𝜃𝑍 0
sin 𝜃𝑍 cos 𝜃𝑍 0
0 0 1
] [
cos 𝜃𝑌 0 sin 𝜃𝑌
0 1 0
− sin 𝜃𝑌 0 cos𝜃𝑌
] [
1 0 0
0 cos 𝜃𝑋 −sin 𝜃𝑋
0 sin 𝜃𝑋 cos𝜃𝑋
] , (19) 
 
where 𝜃𝑋, 𝜃𝑌 and 𝜃𝑍 are the angles of rotation of the axes of world coordinates. Translation 𝒕 describes the 
position of the origin of world coordinates with respect to the camera reference frame. 
Figure 13. The three coordinate systems of perspective projection. 
 
The transformation of coordinates of a point in the world into the camera reference frame is given by 
 
 𝑷𝑐 = 𝐑𝑷𝑤 + 𝒕 . (20) 
 




























Figure 4 – The three coordinate systems of perspective projection.
The transformation of coordinates of a point in the world into the camera reference
frame is
𝑃 𝑐 = ℛ𝑃 𝑤 + 𝑡. (2.8)
The 2-D pixel mapping is related to the 3-D point according to
𝑃 𝑐 = 𝑧𝑐𝒦−1𝑝, (2.9)







where 𝑆𝑥 and 𝑆𝑦 are the horizontal and vertical pixel densities (in units of pixel per length unit),
𝑓 is the focal length, 𝛾 is the pixel skew parameter, which is zero for cameras with square pixel
aspect ratio, and 𝑢0 and 𝑣0 are the horizontal and vertical coordinates of the principal point,
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respectively. The relation (2.9) implies that, although it is possible to calculate the pixel mapping
of a point from its world coordinates, the projection back to the 3-D space is uncertain without
a scale or information of depth provided by the 𝑧𝑐 coordinate.
By combining (2.8) and (2.9), the following expression relating the 3-D world to the
2-D image is obtained
𝑧𝑐𝑝 = 𝒦(ℛ𝑃 𝑤 + 𝑡), (2.11)
which can be also written in matrix form by using homogeneous coordinates to express a point
in the world





where 𝒞 is a 3 × 4 matrix called the camera transformation or camera projection matrix and
expresses the relation of a point in the world to its pixel coordinates on the image plane. The cam-
era transformation matrix contains both the intrinsic parameters of the camera, represented by
the camera calibration matrix 𝒦, and the extrinsic parameters of camera rotation and translation
with respect to world coordinates, represented by the 3 × 4 augmented matrix [ℛ|𝑡] .
2.4 Camera calibration
Camera calibration is a procedure for estimating the extrinsic and intrinsic param-
eters of a camera. A number of calibration procedures are reported in literature (SALVI et al.,
2002), including a popular approach that uses a chessboard as a calibration pattern (BOUGUET,
2015). A calibration pattern is an object that defines a metric for measurements in the world
reference frame. The following procedure is based on the work of Kurka et al. (2013), which
uses a box of known dimensions as a calibration pattern. The box vertices are set as reference
points and the coordinate system located at box vertex 7 is arbitrarily regarded as the world
reference frame, as depicted in Fig. 5.












































where 𝐷,𝐻 and 𝑊 are depth, height and width of the box, respectively.
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The pixel mapping of point 𝑷𝑐 on the image plane is given by 
 
 𝑧?̂? = 𝐀𝑷𝑐  , (22) 
 
where ?̂? is a vector of homogeneous coordinates, defined as 
 
 ?̂? = [?̅? 1]𝑇  , (23) 
 
and 𝐀 is the matrix of intrinsic parameters of the camera, defined as 
 
 𝐀 = [
𝑆𝑥𝑓 𝛾 𝑢0
 0  𝑆𝑦𝑓  𝑣0 
 0  0  1
] , (24) 
 
where 𝑆𝑥 and 𝑆𝑦 are the horizontal and vertical pixel densities (in units of pixel per length unit), 𝑓 is the focal 
length, 𝛾 is the pixel skew parameter, which is zero for cameras with square pixel aspect ratio, and 𝑢0 and 𝑣0 are 
the horizontal and vertical coordinates of the principal point, respectively. Equation (22) implies that, although it is 
possible to calculate the pixel mapping of a point from its coordinates in the world, the reprojection, i.e. the 
projection back to the 3-D space, is uncertain without a scale or information of depth provided by the 𝑧 
coordinate. The theoretical aspects of perspective projection covered in this section are applied in the definition of 
the camera calibration procedure described in sequence. 
 
3.6. Camera calibration 
Camera calibration is a procedure for estimating the extrinsic and intrinsic parameters of a camera. A number of 
calibration procedures are reported in literature [19], including a popular approach that uses a chessboard as a 
calibration pattern [20]. A calibration pattern is an object that defines a metric for measurements in the world 
reference frame. The following procedure is based on the work of Kurka et al. (2013), which uses a box of known 
dimensions as a calibration patt rn. As depicted in Fig. 14, he box vertices are set as reference points and the 
coordinate system located at box vertex 7 is arbitrarily regarded as the world reference frame. 
Figure 14. Calibration box and the world reference frame. 
 
Vertices 𝑩𝑘, with 𝑘 = 1, 2,… 8, are described in the world reference frame as 
 
































] , (25) 
 
where 𝐷, 𝐻 and 𝑊 are depth, height and width of the box, respectively. 
 
From Eqs. (20) and (22), the pixel mapping of a vertex is given by 
 
Figure 5 – Calibration box and the world reference frame.
The pixel mapping of a vertex 𝑘 is given by (2.11)
𝑧𝑐𝑘𝑝𝑘 = 𝒦(ℛ𝑃 𝑤𝑘 + 𝑡). (2.14)
The known qua tities of (2.14) are the vertex position in world coordinates 𝑃 𝑤𝑘 and
its pixel mapping 𝑝𝑘, which can be calculated using geometry of perspective projection and edge
detection, as detailed in Section 2.1 and Section 2.3. Camera calibration consists in estimating
the unknown quantities of (2.14), which are the depth 𝑧𝑐𝑘, the matrix of intrinsic parameters
of the camera 𝒦, rotation ℛ, and translation 𝑡. The authors in (KURKA et al., 2013) derived
a procedure for the estimation of these parameters from a set of three different vertices (𝑃 𝑤𝑘𝑎 ,
𝑃 𝑤𝑘𝑏 ,𝑃
𝑤
𝑘𝑐) and their pixel mappings (𝑝𝑘𝑎 ,𝑝𝑘𝑏 ,𝑝𝑘𝑐), such as
[𝑃 𝑇𝑘𝐼 ⊗ 𝐼 − 𝑃
𝑇
𝑘𝐼𝐼
⊗ 𝒫𝑘𝐼 𝒫−1𝑘𝐼𝐼 ]vec(𝒦𝑅) = 0, (2.15)
where vectors 𝑃𝑘𝐼 and 𝑃𝑘𝐼𝐼 are defined as
𝑃𝑘𝐼 = (0.5𝑃 𝑤𝑘𝑎 − 𝑃
𝑤
𝑘𝑏
+ 0.5𝑃 𝑤𝑘𝑐), (2.16)
𝑃𝑘𝐼𝐼 = (−𝑃 𝑤𝑘𝑎 + 0.5𝑃
𝑤
𝑘𝑏
+ 0.5𝑃 𝑤𝑘𝑐), (2.17)
the Kronecker product is denoted by ⊗, term 𝐼 is the identity matrix of size 3, matrices 𝒫𝑘𝐼 and
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the matrix to vector operator, denoted by vec(·), stacks the columns of matrix 𝒦𝑅 into a vector
of size 9 × 1, and matrix 𝒦𝑅 is defined by
𝒦𝑅 = 𝒦ℛ. (2.20)
The expression (2.15) is extended by adding 𝑛 ≥ 3 different sets of vertices and
their pixel mappings




(𝑃 𝑇1𝐼 ⊗ 𝐼 − 𝑃
𝑇
1𝐼𝐼 ⊗ 𝒫1𝐼 𝒫
−1
1𝐼𝐼 )
(𝑃 𝑇2𝐼 ⊗ 𝐼 − 𝑃
𝑇




(𝑃 𝑇𝑛𝐼 ⊗ 𝐼 − 𝑃
𝑇
𝑛𝐼𝐼
⊗ 𝒫𝑛𝐼 𝒫−1𝑛𝐼𝐼 )
⎤⎥⎥⎥⎥⎥⎥⎦ , (2.22)
and the vector 𝑒 denotes vec(𝒦𝑅).
The system (2.21) is composed of 3𝑛 × 9 homogeneous equations with solutions
in the right null space of 𝒫 . In practice, the position of pixels on the image plane can only be
calculated approximately because pixels map spatial area regions and not infinitesimal points.
Therefore, matrix 𝒫 will not have a null space and vector 𝑒 will be estimated as the right singular
vector of 𝒫 with the least non-trivial singular value. Afterwards, the vector 𝑒 is reshaped into
?̄?𝑅, a matrix of size 3 which is an approximation of matrix 𝒦𝑅,
?̄?𝑅 = reshape(𝑒, 3 × 3). (2.23)
An estimate of the product of the matrix of intrinsic parameters 𝒦 and its transpose
𝒦𝑇 is derived from the matrix product of ?̄?𝑅 and ?̄?𝑇𝑅 by exploiting the orthogonal property of
rotations in (2.20)
𝒦𝑅𝒦𝑇𝑅 = 𝒦ℛℛ𝑇 𝒦𝑇 = 𝒦𝒦𝑇 =
⎡⎢⎢⎢⎣
(𝑆𝑥𝑓)2 + 𝑢20 𝑢0𝑣0 𝑢0
𝑢0𝑣0 (𝑆𝑦𝑓)2 + 𝑣20 𝑣0
𝑢0 𝑣0 1
⎤⎥⎥⎥⎦ ≃ ?̃?𝑅?̃?𝑇𝑅, (2.24)
where ?̃?𝑅?̃?𝑇𝑅 is the normalized version of matrix ?̄?𝑅?̄?𝑇𝑅, obtained by imposing its third row,
third column element to be 1, similar to the corresponding element of 𝒦𝒦𝑇 .
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?̃?0 ≃ element of row 1, column 3 of ?̃?𝑅?̃?𝑇𝑅, (2.26)
𝑣0 ≃ element of row 2, column 3 of ?̃?𝑅?̃?𝑇𝑅, (2.27)
𝑆𝑥𝑓 ≃
√︁
element of row 1, column 1 of ?̃?𝑅?̃?𝑇𝑅 − ?̃?20, (2.28)
𝑆𝑦𝑓 ≃
√︁
element of row 2, column 2 of ?̃?𝑅?̃?𝑇𝑅 − 𝑣20, (2.29)
An initial approximation of the rotation matrix is obtained by utilizing the estimates
of (2.25) and (2.23) in (2.20)
ℛ = 𝒦−1𝒦𝑅 ≃ ?̃?−1?̄?𝑅 (2.30)
The final estimate of the rotation, denoted ℛ̄, is obtained from the singular value
decomposition (SVD) of matrix ?̃?−1?̄?𝑅 to satisfy the orthogonal property
ℛ̄ = 𝒰𝒱𝑇 , (2.31)
where 𝒰 and 𝒱 are matrices of the left and right singular vectors of ?̃?−1?̄?𝑅, respectively.
Finally, the estimates of the vector of depth projections, denoted ?̄?, and the translation
vector, denoted 𝑡, are obtained simultaneously by extending (2.14) to 𝑛 ≥ 2 different pairs of
vertices and their pixel mappings, and solving for
⎡⎢⎢⎢⎢⎢⎢⎣
𝑝1 0 . . . 0 −?̃?
0 𝑝2 . . . 0 −?̃?
... ... . . . ... −?̃?
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2.5 Vanishing points and the camera orientation
Parallel lines in the physical 3-D space are projected into lines on the 2-D image
plane that will converge into a point at infinity called vanishing point. A vanishing point, denoted
𝑣, is illustrated in Fig. 6a. The ray from the camera center 𝑂𝑐 through 𝑣 is parallel to the lines
on the ground in the 3-D space and that ray is the image plane representation of all the lines in
the 3-D space. The union of vanishing points corresponding to different sets of lines lying on










Figure 6 – Vanishing points and vanishing lines.
Vanishing points allow to retrieve the camera orientation which is an important
information utilize in estimating the absolute camera motion, as detailed in Chapter 5. The
orientation of a camera with respect to the world can be calculated from two vanishing points
associated to perpendicular lines in the 3-D space as follows. The camera orientation, denoted






⎤⎥⎥⎥⎦ = [𝑟:,1 𝑟:,2 𝑟:,3], (2.34)
where 𝑟:,𝑘 denotes the 𝑘-th column. Vanishing points in the image plane are related to points at
infinity in the 3-D space according to the transformation in (2.12)
𝑧𝑐𝑣 = 𝒦[ℛ0|𝑡]𝑉 𝑤∞ . (2.35)
Points at infinity in the direction of the axes of world coordinates are defined by
𝑉 𝑤∞,𝑥 = [1, 0, 0, 0]𝑇 , (2.36a)
𝑉 𝑤∞,𝑦 = [0, 1, 0, 0]𝑇 , (2.36b)
𝑉 𝑤∞,𝑧 = [0, 0, 1, 0]𝑇 . (2.36c)
(2.36d)
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The columns of the camera orientation matrix can be found by relating two vanishing
points corresponding to perpendicular lines in the 3-D space using the camera transformation
matrix of (2.12). For instance, a vanishing point in the 𝑥-axis of the world yields
𝑧𝑐𝑣x = 𝒦
[︁
𝑟:,1 𝑟:,2 𝑟:,3 | 𝑡
]︁
𝑉 𝑤∞,𝑥, (2.37)
𝑧𝑐𝑣x = 𝒦𝑟:,1. (2.38)
The expression (2.38) indicates that the first column of the rotation matrix is asso-
ciated to a vanishing point in the 𝑥-axis of world coordinates. Similarly, the third column of
the rotation matrix is associated to a vanishing point in the direction of the 𝑧-axis of the world.
The last column of the rotation matrix can be obtained by the cross product of the previous two
columns to preserve the orthogonal property of rotations. In this sense, the columns of a rotation
matrix represent vanishing points in the direction of world axes. Therefore, the three columns









𝑟:,2 = 𝑟:,3 × 𝑟:,1. (2.39c)
Note that the first two equations are normalized to obtain unit norm columns of the
rotation matrix.
37
3 VISUAL ODOMETRY WITH STEREO
CAMERA
This chapter reviews visual odometry using a pair of cameras in a stereo setup for
ground robot applications in indoor environments. The general process of obtaining trajectory
estimates from stereo camera images is described and results of a small simulation study
are discussed to motivate the use of visual odometry for motion estimation. Arguably less
sophisticated, stereo odometry is reviewed in a concise manner in this chapter in order to present
the foundations of visual odometry techniques and to further introduce the more challenging
problem of monocular odometry in Chapter 4 and Chapter 5.
3.1 Introduction
Visual odometry is a technique to estimate the pose of a vehicle (ego-motion) using
imaging sensors. In mobile robotics, visual odometry is a key technique to achieve autonomous
navigation (SCARAMUZZA; FRAUNDORFER, 2011). Visual odometry using a single camera
faces more technical challenges than stereo odometry due to the lack of depth information.
In stereo visual odometry, camera motion can be estimated with absolute scale, i.e. motion is
recovered with the metric precision of the original scene by using a pair of cameras. This is
possible due to disparity caused by the baseline or known distance separation between the stereo
cameras, in analogy to the operation of human eyes (BELLAVIA et al., 2013; BADINO et al.,
2013; GEIGER et al., 2011; KITT et al., 2010). Reconstruction scenarios where the metric scale
is recovered are referred in literature as Euclidean reconstruction (HEYDEN; ÅSTRÖM, 1997).
Inspired by Delgado et al. (2011), we present an algorithm to reconstruct the path
of a robot moving in an unstructured environment using stereo odometry. Robot motion is
reconstructed using a stereo camera system and a feature-based image matching approach.
Stereo odometry is calculated by integrating the motion estimates of robot displacement from
successive camera frames. Principal component analysis is used to further provide robustness
for motion estimation. The performance of the method is evaluated using a synthetic dataset in
an indoor scenario.
3.2 Methodology
In this section we introduce basic notation, stereo setup and calibration, stereo
matching and a basic stereo visual odometry algorithm.
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3.2.1 Notation
Stereo keypoints in homogeneous image coordinates are denoted as (𝑝𝑙,𝑝𝑟), for
points at instant 𝑘 − 1, and (𝑞𝑙, 𝑞𝑟), for points at instant 𝑘, where subindex 𝑙 denotes the left
camera frame and 𝑟 the right camera frame. The normalized camera coordinates (focal length
𝑓 = 1 m) are denoted 𝑝 and 𝑞, accordingly
𝑝𝑙 = 𝒦−1𝑙 𝑝𝑙, 𝑝𝑟 = 𝒦−1𝑟 𝑝𝑟 (3.1a)
𝑞𝑙 = 𝒦−1𝑙 𝑞𝑙, 𝑞𝑟 = 𝒦−1𝑟 𝑞𝑟, (3.1b)
where 𝒦𝑙 and 𝒦𝑟 are the calibration matrices of left and right cameras. The points (𝑃𝑙,𝑃𝑟) and
(𝑄𝑙,𝑄𝑟) denote the reconstructed 3-D keypoints of the scene and are related according to
𝑃𝑙 = ℛ𝑇𝑆 𝑃𝑟 + 𝑡𝑆, (3.2a)
𝑄𝑙 = ℛ𝑇𝑆 𝑄𝑟 + 𝑡𝑆, (3.2b)
where (ℛ𝑆, 𝑡𝑆) are the mounting parameters of the stereo system corresponding to rotation and
translation between the camera pair.
Camera motion is parametrized by rotation matrix ℛ𝑘 and translation vector 𝑡𝑘. For
motion estimation, the world reference frame is arbitrarily fixed at the initial position of the left
camera. The local robot motion is estimated in the robot reference frame, which is the coordinate
system attached to the projection center of left camera.
3.2.2 Stereo setup and calibration
A stereo system is comprised of two cameras of fixed baseline and given pixel
resolution assembled in a mobile robotic platform. The intrisic parameters of the stereo system
are the represented by calibration matrices 𝒦𝑙 and 𝒦𝑟 of left and right cameras, respectively. As
shown in Fig. 7, the extrinsic parameters of the stereo system are the rotation matrix ℛ𝑆 and
the translation vector 𝑡𝑆 between cameras. The intrinsic and extrinsic camera parameters can be
determined from calibration using, for instance, the algorithm introduced in Section 2.4.
3.2.3 Stereo image matching
In stereo image matching, four images capture at consecutive robot steps (𝑘− 1, 𝑘),
where 𝑘 ∈ N, are analyzed in pairs to extract keypoints as in the numbered sequence of
Fig. 8. The extraction and matching of keypoints are based on a practical implementation of
the SIFT algorithm of (VEDALDI; FULKERSON, 2010). The keypoints in common to the
four images constitutes the input data to calculate stereo visual odometry. The main assumption
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Figure 7 – The extrinsic parameters of a stereo system.
is that consecutive images preserve correspondences whenever the robot undergoes a small
displacement.
  
Figure 8 – Matching sequence of stereo frames at instants 𝑘 − 1 and 𝑘.
3.2.4 Stereo visual odometry algorithm
In stereo visual odometry, camera motion is recovered from the reconstructed 3-D
keypoints of a reference camera at consecutive instants, denoted, 𝑃𝑙,𝑛 and 𝑄𝑙,𝑛, where 𝑛 is the
keypoint index. We use the left camera as reference and, therefore, will omit the subindex 𝑙
from notation. Figure 9 illustrates the 3-D keypoint correspondences between two robot steps.





⎡⎣ 𝑝𝑇𝑙 𝑝𝑙 −𝑝𝑇𝑙 ℛ𝑇𝑆 𝑝𝑟
−𝑝𝑇𝑙 ℛ𝑇𝑆 𝑝𝑟 𝑝𝑇𝑟 𝑝𝑘






⎡⎣ 𝑞𝑇𝑙 𝑞𝑙 −𝑞𝑇𝑙 ℛ𝑇𝑆 𝑞𝑟
−𝑞𝑇𝑙 ℛ𝑇𝑆 𝑞𝑟 𝑞𝑇𝑟 𝑞𝑘
⎤⎦−1 ⎡⎣ 𝑡𝑇𝑆 𝑞𝑙
−𝑡𝑇𝑆 ℛ𝑇𝑆 𝑞𝑟
⎤⎦ . (3.3b)
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The 3-D keypoints are reconstructed by
𝑃 = 𝑧𝑐𝑘−1𝑙 𝑝𝑙, (3.4a)
𝑄 = 𝑧𝑐𝑘𝑙 𝑞𝑙, (3.4b)
where both keypoints are related by the parameters of robot motion
𝑃 = ℛ𝑇𝑘 𝑄 + 𝑡𝑘. (3.5)
Given 𝑛 keypoints, (3.5) becomes an overdetermined system. Robot motion parame-
ters are found by arranging the keypoints in matrices of size 4 ×𝑛 of homogeneous coordinates,
according to
𝒫 =
⎡⎣𝑃1 𝑃2 . . . 𝑃𝑛
1 1 . . . 1
⎤⎦ , (3.6)
𝒬 =
⎡⎣𝑄1 𝑄2 . . . 𝑄𝑛
1 1 . . . 1
⎤⎦ , (3.7)
and solving for the transformation matrix ℳ that relates matrices 𝒫 and 𝒬, such as




where † denotes the pseudo-inverse operation, rotation matrix ℛ𝑘 and translation vector 𝑡𝑘 are
submatrices of block matrix ℳ, and 0 is a zero vector of size 3.
  
Figure 9 – Keypoint correspondences and the robot motion model.
Motion estimation can be further refined by Principal Component Analysis (PCA)
of keypoint clouds 𝑃𝑛 and 𝑄𝑛. Some of the benefits of PCA representation are that it increases
robustness to the estimates of 3-D keypoint positions, provides invariance to scale of 3-D
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points, and reduces the dimension of the original problem. By applying PCA, the robot motion
parameters are
ℛ𝑘 = 𝒰𝑄𝒰−1𝑃 , (3.9)
𝑡𝑘 = 𝑃 − ℛ𝑇𝑘 ?̄?, (3.10)
where 𝒰𝑃 and 𝒰𝑄 are eigenvector matrices of size 3 containing the principal directions of
keypoint clouds 𝑃𝑛 and 𝑄𝑛, respectively, and 𝑃 and ?̄? are the 3-D centroids of corresponding











and 𝑁 is the total number of keypoints in scene.
Visual odometry is calculated by the composition of successive rotations and trans-
lations. Figure 10 depicts the stereo visual odometry algorithm. The robot pose, denoted 𝑋𝑘, is
defined by the recursive formula






𝑡𝑘, 𝑘 > 0, (3.12)
or as the explicit expression






⎞⎠ 𝑡𝑗, 𝑘 > 0, (3.13)
where 𝑋0 is the initial robot pose, ℛ0 = 𝐼3 is the identity matrix of size 3.
  
Figure 10 – Stereo visual odometry of a mobile robot.
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3.3 Results
A small simulation example is performed using the 3-D graphics software Blender,
which is an open-source platform used to generate ground truth data for visual odometry evalua-
tion (ZHANG et al., 2016; RAMEZANI et al., 2017). The scenario is a 3-D indoors environment
of a commercial office, as depicted in Fig. 11. The model is comprised of texturized furniture
and office features such as chairs, floor, ceiling, windows, natural and artificial illumination.
A 3-D model of a small differential robot with a pair of stereoscopic cameras is also intro-
duced in the environment. The simulated robot moves in a predefined trajectory inside the
virtual environment, capturing stereo images as it traverses small increments of distance along
the path. Figure 11 the simulated scenario with stereo keypoints and matching sequences. The
ground truth robot path contains straight and diagonal lines and rotations at different angles.
The deviation error of the reconstructed path is measured in units of length as
𝑒𝑘 = ‖𝑋𝑘 − ?̂?𝑘‖2, (3.14)
where 𝑋𝑘 and ?̂?𝑘 are the actual and estimated robot poses at step 𝑘, respectively.
Figure 11 – Stereo keypoint matching. Top: Left and righ images at instant𝑘−1. Bottom: Left and
right images at instant 𝑘. Keypoints are depicted with circles. The lines connecting
the keypoints represent the order of detections which is preserved through all the
images for proper stereo matching result.
Figure 11 depicts the motion estimation results in a trajectory with 𝑘 = 11 robot
steps. The figure shows the differences between estimated camera positions and rotations to the
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ones effectively used in the virtual 3-D experiment. Translation differences are calculated as the
norm of the difference between the estimated and true trajectories of the moving stereo camera.
It can be observed that the translation errors are cumulative, since the evaluation of camera
positions is made from results of successive position estimates (odometry drift). The mean error
difference found was 0.2488 ± 0.1035 m in a trajectory length of 6 m. Simulation results are
appropriate for indoor navigation scenarios of short or limited trajectory lengths. This small
example illustrates the potential of using visual odometry in motion estimation.











































Figure 12 – The original robot path and the stereo visual odometry reconstruction.
3.4 Conclusion
We presented the fundamentals of stereo visual odometry in a simulation study. The
main techniques involving stereo calibration, stereo image matching and stereo visual odometry
were discussed. Moreover, principal component analysis was shown useful to achieve robust
odometry estimates provided redundancy of keypoint information. The small example of stereo
odometry demonstrates the potential of visual odometry techniques in motion estimation. A
more challenging but highly desirable problem is that of monocular odometry. In connection with
monocular odometry algorithms, similar matching and visual odometry algorithms can be used in
stereo odometry but in a less sophisticated manner due to the benefit of having additional extrinsic
relations involving the stereo cameras. Although absolute scale estimates are directly retrieved
due to the metric information given by the camera baseline, stereo odometry is more sensitive
to proper calibration of the cameras compared to using a single camera in monocular odometry.
Monocular odometry techniques are hypothesized to be feasible alternatives to alleviate this
shortcoming, which will be further explored in Chapter 4 and Chapter 5.
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4 VISUAL ODOMETRY WITH MONOCU-
LAR CAMERA
In this chapter we introduce a novel solution to estimate the relative scale in monoc-
ular visual odometry using a calibrated camera. We propose an algorithm to estimate the scale
of a scene that operates in a sequential manner and utilize redundant scalar information of point
depths to achieve robust relative scale estimates. The method is tested in the KITTI dataset for
autonomous vehicles. The results show an effective estimation of relative scale with 3.06% less
RMSE drift against visual odometry without scale correction. The method operates as modular
block for visual localization methods and can be used as a prior estimate for the computation of
the absolute scale of motion in combination with ground plane information or external motion
sensors, as discussed in Chapter 5.
4.1 Introduction
Visual odometry (VO) is the process of recovering the relative pose of a camera,
i.e., position and orientation, from sequences of images (SCARAMUZZA; FRAUNDORFER,
2011). A single camera is used as the main sensor in monocular visual odometry to estimate
the scale of camera motion from successive relative movements. Motion estimation scenarios
recovered with relative scale are referred in literature as projective reconstruction (HEYDEN;
ÅSTRÖM, 1997). The scale of camera motion can only be determined partially in monocular
visual odometry, i.e., with relative scale using relative scale estimation methods, when no
reference metric or absolute scale of the phenomenon under observation is present. However,
relative scale estimation methods are instrumental towards full autonomy in motion estimation
because relative scale estimates can be combined with sources of metric information such as
environmental parameters (camera height, ground plane assumption) (SONG; CHANDRAKER,
2014) or inertial sensors, accelerometers and gyroscopes (QIN et al., 2018), to recover the
absolute scale. The problem of relative scale estimation in monocular odometry consists of
estimating the scale of relative motion between camera frames from multiple view. The studies
can be organized in two main approaches: direct methods and sensor fusion methods.
In the category of direct methods, Ma et al. (2004) derived a batch method (c.f.
Algorithm 8.1) that requires a set of 𝑚 image frames of 𝑛 points of interest, i.e. keypoints, and
the depth of first keypoint is used as reference measurement for the calculation of the relative
scale. Hartley and Zisserman (2004) calculated the relative scale by means of trifocal tensor or
the trilinear constraint determined by a scene of three related images. This method is analogous
to the concept of multiple view matrix presented by (MA et al., 2004) in the special case of
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𝑚 = 3 images, with the difference that motion estimation requires 2-D point correspondences
from three views. Scaramuzza and Fraundorfer (2011) expressed the relative scale as the mean
of the distance ratio between pairs of triangulated 3-D points. Their method uses the geometric
distance from pairs of points expressed in 3-D vector coordinates.
Related to sensor fusion methods, Scaramuzza et al. (2009) exploited the non-
holonomic constraints of a wheeled vehicle (Ackermann steering principle) by generating an
offset of camera position with respect to the center of motion of the vehicle to detect circular
trajectories and use them to estimate the absolute scale of motion. Nützi et al. (2011) proposed
the combination of monocular vision and inertial sensors to estimate the scene scale by merging
the measurements of an accelerometer with the output of a visual SLAM (simultaneous local-
ization and mapping) algorithm using an Extended Kalman Filter (EKF). Kneip et al. (2011)
presented a closed-form solution for the absolute scale of velocity by merging the measurements
of an IMU with image features observed from three camera viewpoints. They showed that the
accuracy of estimated scale was reduced when features had small displacement and integration
of accelerometer measurements was performed in short time intervals. Martinelli (2012) inves-
tigated sensor fusion of visual and inertial measurements and proposed closed-form solutions
for attitude, i.e., orientation or pose, speed, absolute scale, and bias estimates. His theoretical
results showed that the closed form expressions can be derived using only a single camera
feature, which is highly beneficial for efficiency and robustness. Song and Chandraker (2014)
presented a framework to estimate the scale based on ground plane assumption and camera
height estimation. They used an adaptive procedure that combines dense stereo, sparse features,
and object detection for ground estimation and demonstrated a similar performance to stereo
vision.
Although mechanisms to calculate the relative scale have been previously proposed
in literature, the methods do not account for redundancy provided in depth information (direct
methods) or rather used sophisticated formulations or external sensor information (sensor fusion
methods). In this work, we provide an analytical solution to the problem of relative scale
estimation based on a novel three-view triangulation algorithm. The proposed methodology
is based on a direct approach. We argue that, by using a calibrated camera, a robust method
for determining the relative scale of camera motion can be derived by exploiting redundant
observations of point depths. The proposed algorithm is modular and can operate as a building
block in other perception-oriented methodologies such as the visual SLAM. The performance
of the algorithm is demonstrated in the KITTI dataset for autonomous vehicles (GEIGER et al.,
2013). Our contribution is to report a novel method for relative scale estimation in monocular
odometry that operates in a sequential manner and uses only scalar information of 3-D point
depths. The sequential algorithm accounts for real time implementation and scalar data reduces
the amount of operations needed to retrieve the scale, instead of processing 3-D coordinates of
points. The method can serve as a prior step for the calculation of the absolute scale as detailed
below.
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4.2 Methodology
In this section we introduce auxiliary notation and the our visual motion estima-
tion strategy. We also describe monocular visual odometry and our strategy for relative scale
estimation.
4.2.1 Notation
For a given point 𝑝 in the 3-D space, we denote its representation in the world
reference frame𝑤 by 𝑋𝑤 = [𝑥𝑤, 𝑦𝑤, 𝑧𝑤]𝑇 , in the camera reference frame 𝑐 by 𝑋𝑐 = [𝑥𝑐, 𝑦𝑐, 𝑧𝑐]𝑇 ,
its perspective projection in (normalized) camera coordinates by 𝑥 = [𝑓𝑥𝑐/𝑧𝑐, 𝑓𝑦𝑐/𝑧𝑐, 𝑓 ]𝑇
(𝑓 = 1 m) and in image coordinates by ?̂? = [𝑢, 𝑣, 1]𝑇 . The mathematical relation of a 3-D point
in the world with its 2-D projection on the image plane is given by the projective transformation,
which by using the standard pinhole camera model (SZELISKI, 2011) and the homogeneous
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where 𝒦 is the matrix of intrinsic parameters of the camera or calibration matrix, ℛ𝑐𝑤 ∈ R3×3
is the rotation matrix from world to camera coordinates and 𝑡𝑐𝑤 ∈ R3 is the translation vector
describing the position of the origin of the world with respect to the camera. Thus, scenarios of





where 𝒞 = 𝒦[ℛ𝑐𝑤|𝑡𝑐𝑤] is the camera projection matrix and ∼ indicates equality up to a scale
factor. Note that, the scale is given by the depth 𝑧𝑐 ∈ R+ called projective depth of the point
expressed in camera coordinates. In this sense, a monocular camera operates as a bearing-only
sensor for motion estimation because it can measure rotations but not range (depth).
Relative to a pair of consecutive camera frames {𝑘−1, 𝑘}, a point 𝑝 has coordinates
𝑋𝑐𝑘−1 and 𝑋𝑐𝑘, which are related by the rigid-body transformation
𝑋𝑐𝑘 = ℛ𝑘𝑋𝑐𝑘−1 + 𝑡𝑘, (4.3)
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where rotation ℛ𝑘 and translation 𝑡𝑘 are the parameters of camera motion relative to a pair of
frames. The epipolar constraint defines the mathematical relation to recover the parameters of
relative camera motion, such as
𝑥𝑇𝑘 ℰ𝑘𝑥𝑘−1 = 0, (4.4a)
?̂?𝑇𝑘 ℱ𝑘?̂?𝑘−1 = 0, (4.4b)
where ℰ𝑘 = [𝑡𝑘]×ℛ𝑘 is called the essential matrix which incorporates the parameters of relative
motion and [𝑡𝑘]× is a skew symmmetric matrix representing the cross product with the projective
translation 𝑡𝑘 which is a unit length vector whose magnitude is proportional to the original
translation 𝑡𝑘 up to a scale factor (MA et al., 2004, p. 122). The matrix ℱ𝑘 = 𝒦−1𝑘 ℰ𝑘𝒦−1𝑘−1 is
called the fundamental matrix. Despite new camera calibrations can be estimated on each frame,
as indicated by analysis of the fundamental matrix, we assume constant camera calibrations.
The parameters of relative camera motion (ℛ𝑘, 𝑡𝑘) can be estimated by factorization
of the essential matrix using methods such as the eight-point algorithm [Algorithm 5.1](MA et
al., 2004) or the five-point algorithm (NISTER, 2004). However, estimated motion relative to
independent pairs of camera frames {𝑘− 2, 𝑘− 1} and {𝑘− 1, 𝑘} will lead to inconsistent scale
results in the magnitude of the estimated translation vector 𝑡𝑘 since scene points involved in the
analysis of (4.4) may vary from one view to another. When new views are incorporated into
scene, the estimation of the relative scale of translation will allow for consistent camera motion
estimates between pairs of camera frames.
4.2.2 Monocular visual odometry
Figure 13 depicts our methodology for monocular visual odometry and relative scale
estimation. The process starts with a calibrated camera that captures images of a scene at certain
positions in an arbitrary world reference frame. The Image acquisition block represents the
process of capturing images as camera moves, where 𝐼𝑘 denotes an image and subindex 𝑘 the
camera frame index. The Scene flow estimation block represents the processes and techniques
involved in the computation of camera motion or pose estimation. Camera motion is defined
by rotation matrix ℛ𝑘 and translation vector 𝑡𝑘 which are called the extrinsic parameters. The
output 𝑍𝑘 represents the reconstructed depths of keypoints in scene. The relative scale estimation
block represents the methods used in the computation of the scale of the scene. In our approach,
sets of three images (3-tuples) are required to estimate the relative scale in a process called three
view triangulation. The parameter 𝜆⋆𝑘 denotes the estimated relative scale of camera motion.
4.2.3 Visual toolchain
Figure 14 illustrates the visual toolchain or prior processing stages required for scale
estimation: (i) image acquisition from three camera views, (ii) feature extraction or detection









Figure 13 – Block structure of monocular visual odometry and relative scale estimation (thicker
block).
of points of interest in the images and (iii) feature tracking or the process of finding point
correspondences in 3-tuple sequences. The images acquired at three consecutive camera frames
are represented by the image planes 𝜋𝑘−2, 𝜋𝑘−1 and 𝜋𝑘. The extraction of image features is
represented with a star ⋆. The arrows connecting features represent tracking of keypoints through
the sequence. Feature tracking is performed between pairs of images, as represented by the
numbered sequence of Fig. 14.
1 2
Figure 14 – The visual toolchain in a 3-view scene. The three sequential stages are: image
acquisition, feature extraction and feature tracking.
As a result of visual toolchain processing, the extrinsic parameters of camera motion
can be estimated using Scene flow estimation techniques. In following derivations, we will
abstract the visual toolchain stages, namely image acquisition, feature extraction and feature
tracking, and assume they have been solved using any of current state of the art methods.
Nevertheless, it is worth mentioning that image acquisition methods using directional cameras
(STURM, 2002), omnidirectional cameras (SVOBODA; PAJDLA, 2002) or event-based cameras
(LICHTSTEINER et al., 2008), feature extraction (NIXON; AGUADO, 2012) and feature
tracking methods (BLACK; ELLIS, 2006) are still major subjects in computer vision and
robotics research.
4.2.4 Relative scale estimation
Figure 15 depicts our procedure for the estimation of the relative scale. The relative
scale of translation at frame instant 𝑘, denoted 𝜆⋆𝑘, is estimated as the ratio of depths 𝑧𝑐 of a single








𝑘−1]𝑇 triangulated at instant
𝑘−1 from consecutive pairs of camera views. Firstly, the relative motion from three camera views
is recovered by decomposition of the essential matrices relative to a pair of consecutive views.
Specifically, relative motion parameters (ℛ𝑘−1, 𝑡𝑘−1) are recovered from frames {𝑘− 2, 𝑘− 1}
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by decomposition of the essential matrix ℰ𝑘−1 and (ℛ𝑘, 𝑡𝑘) are recovered from frames {𝑘−1, 𝑘}
by decomposition of the essential matrix ℰ𝑘.
Secondly, the depths of 3-D points 𝑋𝑐𝑘−1 and 𝑋𝑐
′
𝑘−1 are calculated by triangulation
using the parameters of relative motion calculated previously. Particularly, depth 𝑧𝑐𝑘−1, corre-
sponding to former point, is recovered by triangulation at frames {𝑘 − 2, 𝑘 − 1} and depth
𝑧𝑐
′
𝑘−1, corresponding to latter point, is recovered by triangulation at frames {𝑘− 1, 𝑘} (KURKA;

















Figure 15 – Relative scale estimation in monocular odometry. The striped lines in blue represent
triangulation between frames {𝑘 − 2, 𝑘 − 1}. The striped lines in gray represent
triangulation between frames {𝑘−1, 𝑘}. The relative scale 𝜆⋆𝑘 is given by the ratio of
depths from points 𝑋𝑐′𝑘−1 and 𝑋𝑐𝑘−1. The magnitude of translation vector at current
frame 𝑘 is scaled according to 𝜆⋆𝑘𝑡𝑘 and represented by the striped lines in red.
A key step of our method is the fact that vectors 𝑋𝑐𝑘−1 and 𝑋𝑐
′
𝑘−1 refer to the same
point in space at instant 𝑘 − 1 and, therefore, the estimated depths 𝑧𝑐𝑘−1 and 𝑧𝑐
′
𝑘−1 are equal up
to a scale factor or unknown relative scale because different relative motion parameters were
involved in their computations. In other words, the parameters of relative motion required to
solve for depths in (4.5) are estimated using independent sets of keypoints relative to pairs of
camera viewpoints in three-view scenes.
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By exploiting redundancy in depth information, we derived an optimal relative scale,















𝑘−1,2, . . . , 𝑧
𝑐′
𝑘−1,𝑛]𝑇 , (4.8a)
𝑍𝑘−1 = [𝑧𝑐𝑘−1,1, 𝑧𝑐𝑘−1,2, . . . , 𝑧𝑐𝑘−1,𝑛]𝑇 . (4.8b)
Finally, the projective translation at frame 𝑘 is scaled up accordingly, such as
𝑡𝑘 = 𝜆⋆𝑘𝑡𝑘. (4.9)
Motion estimation given in metric coordinates of the absolute scale can be obtained
by scaling the translation at instant 𝑘 according to
𝑡𝑘 = 𝛽𝜆⋆𝑘𝑡𝑘, (4.10)
where 𝛽 is the metric scale, which is arbitrarily associated to the relative motion of the camera
from first two viewpoints. In this sense, the metric scale corresponds to the magnitude of
first absolute translation 𝑡1 which can be obtained, for instance, by integrating accelerometer
measurements between the first two camera frames, or by getting the measurement of absolute
translation using a GPS. Note that, the metric scale 𝛽 is a single given parameter that does not
depend on time and, thus, it remains constant through all iterations. It is also worth noting that,
without the metric scale, visual odometry and 3-D reconstruction are solved consistently with
relative scale corrections up to a scale factor. The procedure for the estimation of the relative
scale is summarized in Algorithm 4.1.
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Algorithm 4.1 Relative scale estimation in monocular visual odometry
Given 𝑛 tracked points, 𝑛 ∈ N, from sets of three consecutive images, the metric scale 𝛽
from first translation and the camera calibration matrix 𝒦 (constant), estimate the parameters of
camera motion (ℛ𝑘, 𝑡𝑘) using the relative scale 𝜆⋆𝑘, such as:
1: Compute the relative motion (ℛ𝑘−1, 𝑡𝑘−1) and (ℛ𝑘, 𝑡𝑘) from the decomposition of the
corresponding essential matrices ℰ𝑘−1 and ℰ𝑘.
2: Compute keypoint depth values by triangulation as in (4.5).
3: Compose the vectors of keypoint depths 𝑍𝑘−1 and 𝑍
′
𝑘−1 as in (4.8).
4: Compute the optimal relative scale 𝜆⋆𝑘 given by (4.7).
5: Update the scale of current camera translation 𝑡𝑘 = 𝛽𝜆⋆𝑘𝑡𝑘.
6: If a new camera view is added to the scene, do 𝑘 = 𝑘 + 1 and go to step 1, else stop.
4.2.5 Experiment
The performance of our relative scale estimation algorithm is demonstrated in the
KITTI dataset. The experiment consists in recovering the spatial position of a camera mounted
on a ground vehicle traversing a trajectory. The vehicle navigates in an outdoors environment
characterized by a mostly static scene and the presence of natural features of an urban landscape,
e.g. trees, cars, buildings. The camera is oriented towards the forward motion of the vehicle,
approximately parallel to the ground plane. The relative scale algorithm is used to estimate
the scale of vehicle motion using sequential camera frames. The coordinates of reconstructed
trajectory are expressed in a global reference frame with origin centered in first camera frame.
Figure 16 depicts monocular visual odometry and scale estimation methodologies
used in our experiment. Feature extraction and Feature tracking blocks are implemented using the
FAST descriptor (ROSTEN et al., 2010) and the Lucas-Kanade tracker (LK-tracker) (LUCAS;
KANADE, 1981). Essential matrix estimation and motion estimation blocks are calculated
using the 5-point algorithm (NISTER, 2004). The 3-D reconstruction block is calculated by




















Figure 16 – Methodology for monocular visual odometry and relative scale estimation.
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4.3 Results
Figure 17 shows the results of camera pose estimation in the first sequence of
KITTI dataset using Algorithm 4.1. The trajectory has a length of 3.7 km (𝑁 = 4550 frames).
The performance is tested against monocular visual odometry without relative scale correction







‖𝑋𝑐𝑘 − ?̂?𝑐𝑘‖2, (4.11)
where 𝑋𝑐𝑘 is the ground truth given by GPS measurements, ?̂?𝑐𝑘 is the estimated trajectory, 𝑘 is
the frame index and 𝑁 is the total number of frames.
Table 1 shows the comparison of visual odometry against the proposed relative scale
estimation method in the KITTI data sequence 00. The total drift is calculated as the percentage
of RMSE against the trajectory length. Monocular visual odometry without scaling results in
a trajectory with a total drift of 6.75 %. The effect of drift is higher on rotations when there is
no relative scale correction, which is reflected by a bigger distance separation of the estimated
trajectory from the ground truth. By applying the relative scale estimation method, a total drift of
6.55 % is achieved. Relative scale corrections compensate better for high odometry drifts during
turns and the effect of scale corrections can be perceived in the proportion of the estimated path.
Although accumulated visual odometry errors are propagated with the trajectory length, which
is an expected result, relative scale results showed a better estimated trajectory with a relative
drift reduction of 3.06 %.
Table 1 – Monocular visual odometry results applying the Algorithm 4.1 for relative scale
estimation.
seqID Length (m) MethodID Description RMSE (m) Total drift (%)
00 3714 monoVO visual odometry with-
out relative scale cor-
rection
250.58 6.75
00 3714 relScale relative scale estimation 243.14 6.55
Further evaluation is performed on different KITTI dataset sequences, as shown in
Fig. 18. Table 2 shows the results of applying Algorithm 4.1 on ten sequences of the KITTI
dataset. The translational and rotational errors are calculated using the average of different
trajectory lengths at 100 m, 200 m, . . . , 800 m, where errors are measured in percent (%) for
translation and in degrees per meter (deg /m) for rotation. The total average error calculated for
all the sequences was 28.89 % for translation and 0.0006 deg /m for rotation. The results show
accurate scale estimates in scenarios with initial forward motion of the vehicle (see sequences
00, 02, 03, 04, 05, 06, and 08). Nonetheless, the algorithm is more susceptible when the
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(a) VO without relative scale estimation.















(b) VO with relative scale estimation.
Figure 17 – Monocular visual odometry (VO) with relative scale estimation in the KITTI se-
quence 00. Left: VO without relative scale estimation. Right: VO with relative scale
estimation. It can be noticed a slowly growing drift proportional to the trajectory
length which is an expected result of visual odometry algorithms.
initial motion corresponds to more challenging maneuvers as in turns (sequences starting with
an initial rotation, e.g. sequences 01, 07, 09, and 10). This may be associated with a faster loose
of keypoint tracking during rotation sequences in the initialization with resulting affectation of
motion estimates and, consequently, poor relative scale estimation. Robust keypoint tracking
strategies as proposed by (MIRABDOLLAH; MERTSCHING, 2015; FROST et al., 2016;
FANANI et al., 2017a) can be used to improve relative scale estimates in scenarios of fast turns
with limited feature tracking information.
Table 2 – Relative scale estimation results on KITTI datasets. Errors are measured using trajec-
tory segments at 100 m, 200 m, . . . , 800 m, as an average of segment lengths (%).
seqID Length (m) Environment Avg. trans. error (%) Avg. rot. error (deg /m)
00 3714 Urban 17.03 0.0007
01 4268 Highway 64.15 0.0004
02 5075 Urban + Country 35.92 0.0006
03 563 Country 28.99 0.0003
04 397 Country 5.62 0.0001
05 2223 Urban 18.97 0.0004
06 1239 Urban 7.75 0.0002
07 695 Urban 43.86 0.0006
08 3225 Urban + Country 19.39 0.0006
09 1717 Urban + Country 54.00 0.0005
10 919 Urban + Country 69.86 0.0008
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Figure 18 – Monocular visual odometry with Algorithm 4.1 for relative scale estimation vs
ground truth data in different KITTI dataset sequences.
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4.3.1 Analysis
The proposed Algorithm 4.1 belongs to the category of direct scale estimation
methods described in Section 4.1 and, therefore, we compared our results against related methods
However, relative scale propagation by monocular visual odometry can be used as an enabler
for sensor fusion methods to estimate the absolute scale of motion in combination with inertial
sensors (KNEIP et al., 2011; MARTINELLI, 2012).
Scaramuzza and Fraundorfer (2011) proposed the estimation of the relative scale as















Observe that (4.12) operates with 3-D point coordinates and requires at least two 3-D
points to be calculated by triangulation to estimate the relative scale. Conversely, our proposed
method in (4.6) operates with scalar point depths and requires at least a single 3-D point to
compute the scale. In addition, by analysis of the algorithm to calculate the robust relative
scale of (SCARAMUZZA; FRAUNDORFER, 2011) against our method, it was obtained the
following result:
• Method 1: (SCARAMUZZA; FRAUNDORFER, 2011)
Equation (4.12) requires: 12 substractions for the two 3-D vector differences, 6 multipli-
cations for the inner 3-D vector norm operations, and 2 square roots for the outer vector
norm operations, yielding a total of 20 operations. The requirements of (4.13) are: (𝑁−1)
sums for the inner summation, (𝑁 − 1) sums for the outer summation and 2 divisions.
This gives a total of 40𝑁 − 38 operations.
• Method 2: (from the authors, 2019)
Our proposed method in (4.7) requires: 𝑁 multiplications for the inner product 𝑍𝑇 𝑍 and
𝑁 multiplications to calculate ‖𝑍‖2. The result is 2𝑁 operations.
Note that both algorithms are asymptotically equal because they have linear com-
plexity. However, for a sufficiently large number of keypoints 𝑁 , our proposed Algorithm 4.1
requires at least 20 times less operations per iteration compared to the method in Scaramuzza
and Fraundorfer (2011) to estimate the relative scale. This result might be relevant in cases of
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limited amount of computational resources (e.g. online processing), but further benchmark tests
are required in order to have a more objective analysis.
Ma et al. (2004) proposed a calculation of the relative scale based on a multiple-view
matrix, which is a matrix that relates the observation of a point from several viewpoints to its
observation from first camera frame. Their algorithm requires𝑚 images of 𝑛 points and operates
in a batch estimation process, which is conceptually different from our approach that operates





, 𝑖 = 1, . . . ,𝑚, 𝑗 = 1, . . . , 𝑛 (4.14a)
𝜆𝑖,𝑗 = 𝜆𝑖,𝑗/𝜆𝑖,1. (4.14b)
Observe that the scale of a 3-D point 𝑝𝑗 is calculated with respect to the first frame
which is used as reference through all the estimation process and that the scale of the first
point, denoted 𝜆𝑖,1, is used to normalize the estimated scales. Conversely, in (4.7) we estimate a
robust optimal scale from 3-view scenes by exploiting redundancy in depth information given
a set of 𝑛 estimated point depths. In a previous work, a three-view scene was demonstrated to
be the minimal set of camera images required for motion estimation (MARTINELLI, 2012).
This allowed us to design an efficient and robust method to prune outliers in point depths by
using redundant depth information to determine the relative scale by least squares solution.
Moreover, in Ma et al. (2004), motion parameters (ℛ𝑘, 𝑡𝑘) are computed in batch form using the
estimated scales of 𝑚 views (𝑚-view reconstruction) which restricts the amount of information
for estimation of scene structure given by stereo matching sequences to smaller sets of matched
points, as the size of𝑚 grows (𝑚 > 2). In contrast, we relax this restriction to let motion structure
be calculated independently from pairs of camera frames (2-view reconstruction) which imposes
only two bilinear constraints (a pair of 2-tuples) on each iteration aiming for increased robustness
against data noise in motion estimation.
4.4 Conclusion
We proposed a novel method for estimation of the relative scale in monocular
camera odometry using a calibrated camera. Robust relative scale estimates were obtained by
exploiting redundancy in depth information of points in the scene given the extrinsic parameters
of relative motion and scalar point depths calculated by triangulation. Our method can operate
with a single feature correspondence and multiple correspondences were efficiently merged
to obtain optimal relative scale estimates from redundant depth information. The proposed
algorithm operates in a sequential manner which makes it feasible for real time implementation.
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The method was tested in the KITTI dataset to estimate the motion of camera mounted on a
ground vehicle. The estimated camera trajectory showed a relative improvement of 3.06 % of
RMSE drift on sequence 00 over visual odometry without scale correction, which demonstrates
the efficiency of the proposed algorithm in the estimation of the relative scale. Compared to
current methods, our relative scale estimation approach requires at least 20 times less algebraic
operations per iteration. Due the modular design of Algorithm 4.1, the component blocks of
Scene flow estimation in Fig. 16 (feature extraction, feature tracking, essential matrix estimation,
motion estimation and 3-D reconstruction) can be implemented using other different methods
from the ones described in Section 4.2.5 without loss of generality. Given that the proposed
relative scale estimation method operates as a modular block in visual odometry methodologies,
pose refinement mechanisms that compensate for drift, such as bundle adjustment and the visual
simultaneous localization and mapping (visual SLAM), can be used in combination with it to
achieve improved localization estimates.
58
5 MONOCULAR VISUAL ODOMETRY
COMBINED WITH PLANE HOMOGRA-
PHY
Monocular visual odometry is an effective motion estimation technique that requires
to solve for the challenging problem of absolute (metric) scale estimation. Current approaches use
information such as the camera height or size of known objects to estimate the scene scale. In this
chapter, we propose a novel prediction-correction method to estimate the absolute scale of motion
using camera height and flat ground assumption. Prediction is provided by a robust relative
scale estimation strategy that exploits redundancy in depth information. Correction implements
ground patch correlation using subpixel search refinement. The proposed method is tested
using the public KITTI benchmark. As result, we derive analytical expressions to determine
the absolute scale using a monocular camera. The empirical results shows the effectiveness of
the proposed absolute scale estimation strategy in reducing the scale drift in monocular visual
odometry.
5.1 Introduction
Visual odometry uses cameras as perception sensors for motion estimation which
have important characteristics such as low cost hardware and rich source of information contained
in camera images (color, semantic content and geometry). Recent applications have been enabled
due to recent advances in this field, such as augmented reality, aerial navigation and autonomous
vehicles. The automotive industry has particularly driven research and development on visual
odometry methods due to is capability of delivering commercial products for autonomous
driving applications. In this context, the methods made use of the particular characteristics
of the environment for automotive vehicle navigation, such as landscape features and object
detection (pedestrians, cars, trees), physical mounting constraints (fixed camera installation),
lane lines and road features and signs. There is a number of publicly available datasets that
provide benchmark data for the evaluation of visual odometry algorithms. Among all, the KITTI
dataset is currently one of the most popular datasets due to the reference metrics they provide in
open access to enable quantitative comparison of results. Regarding the camera configuration,
the two main approaches use stereo camera or single monocular camera. Stereo configurations
provide motion estimates with absolute scale as the transformation between cameras is known,
but they require extra processing effort to compute the information of an additional camera. In
contrast, odometry based on monocular camera, which has been argued to be a more challenging
problem (PERSSON et al., 2015), has demonstrated similar efficiency to the stereo case (SONG;
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CHANDRAKER, 2014). Estimating the absolute scale of motion is a key challenge in moncular
odometry methods.
Several strategies addressing absolute scale estimation in monocular odometry are
reported in literature. We will focus the analysis on methods with reported results on the KITTI
dataset for the sake of comparison using a public benchmark. The methods can be classified in
three main categories.
5.1.1 Multi-sensor methods
Multi-sensor methods use optical sensors such as cameras, range finder sensors
such as sonar, radar and lidar or inertial sensors such as accelerometers and gyroscopes. Zhang
et al. (2014) implemented a visual-lidar odometry to estimate ego-motion using a RGB-D
camera or a lidar-camera sensor combination. The method uses triangulation of features with
and without depth information to recover camera motion from even in areas where depth is
unavailable including a bundle adjustment (BA) process for pose refinement. In KITTI dataset,
they obtained a 1.14 % of mean relative position error (MRPE) in a trajectory length of 919 m
with an accuracy that is comparable to stereo odometry.
Zhang and Singh (2015) proposed visual-lidar odometry using a combined strategy.
Vision was used to estimate ego-motion and to register point clouds from a scanning lidar and
lidar scan matching was used for odometry. They achieved robustness against aggressive motion
and temporary lack of visual features, and were ranked on top among odometry methods in the
KITTI dataset with 0.55 % of MRPE.
In (GRAETER et al., 2018), a lidar-monocular visual odometry method called LIMO
was outlined. Depth of visual features are extracted from lidar measurements. Motion estimation
is performed via keyframe bundle adjustment and outlier rejection with semantic labeling. The
results on KITTI tests were 0.84 % of translation error.
Stereo odometry systems are also popular in multi-sensor configurations. Persson et
al. (2015) proposed a generalization of monocular visual odometry techniques to the stereo case.
The method process stereo image pairs using a monocular techniques such as feature extraction,
tracking and local bundle adjustment. As result they developed a robust stereo visual odometry
that achieved higher performance over stereo tests in the KITTI dataset with 1.09 % of average
translation error.
Mur-Artal and Tardos (2017) developed a general SLAM system called ORB-
SLAM2 for monocular, stereo and RGB-D cameras including features such as map reuse, loop
closing and relocalization. Motion estimation is provided by bundle adjustment using stereo
observations to retrieve the absolute scale. The system achieved real-time operation in a variety
of different environments (indoors, outdoors) with 1.15 % of MRPE error on KITTI dataset.
Buczko and Willert (2017) proposed a method to improve outlier rejection using
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a priori knowledge of rotations. The method uses the normalized directional flow error and
the focus of expansion as criteria that are invariant to camera rotation and scene geometry for
detection of outliers. The optimization-based approach does not require depth information and
achieved lower localization errors for full visual odometry methods with a KITTI benchmark
result of 1.11 % of translation error.
5.1.2 Camera mounting methods
Mirabdollah and Mertsching (2015) used monocular techniques such as the 5-point
algorithm for estimating camera motion. The camera height is used to track low quality features
on the ground plane with a robust approach. They achieved 2.24 % of relative translation error
in the KITTI dataset.
Fanani et al. (2017a) described a multi-modal mechanism based on prediction,
classification and correction stages. Scale correction combines dense and sparse features for
ground plane estimation. Further, they used classifiers to detect scale outliers and proposed
monocular visual odometry without using popular mechanisms such as bundle adjustment or
RANSAC. The results were 2.05 % of error in KITTI scenario.
5.1.3 Learning based methods
Song et al. (2013) used 3-D-to-2-D correspondences from three-views for motion
estimation using a local bundle adjustment approach. A learning strategy was used for road
plane detection in order to correct for scale drift. Further improvement was proposed in (SONG;
CHANDRAKER, 2014) for ground plane estimation method by combination of sparse features,
dense-stereo and object detection. A data-driven learning approach was applied for learning the
scale parameter from trained data. Real time performance was achieved via a parallel architecture
and achieved 2.54 % of mean error.
Frost et al. (2016) used a combination of point measurements and object detection
to determine motion using bundle adjustment. A learning approach is executed to detect and
extract the scale information from known objects scoring 20.95 % of odometry error in KITTI
data.
Fanani et al. (2017b) proposed the PMO (predictive monocular odometry) method.
Motion estimation is based on a propagation-based tracking framework. Scale is estimated from
ground plane estimation using a convolutional neural network (CNN) and no pose refinement
was implemented. In KITTI dataset, the results were 2.05 % of mean error.
Boukhers et al. (2018) used a learning approach to estimate the camera intrinsic
parameters of based on images of known focal length. The range information from a RGB-D
camera was also used to predict the point depths of detected objects. Motion estimation is
performed by association of detected landmark points to RGB-D candidates using a particle
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filter and known camera height. They achieved 5.45 % of relative translation error in KITTI
dataset.
Yang et al. (2018) used deep learning to predict point depths of monocular vision.
The method applies a supervised training stage that based on sparse depth reconstruction from
stereo images using direct sparse odometry (DSO). In the training step, depth reconstruction
applying DSO to stereo images is used to predict the monocular depths. It was obtained a
comparable performance to stereo methods on KITTI dataset using a single camera with 0.90 %
of translation error.
The monocular visual odometry system we propose uses camera height information
and flat ground assumptions only. We provide a procedure that can be generalized to ground
odometry scenarios whenever former two conditions are fulfilled. Compared to related methods
based on camera height, we developed a prediction-correction mechanism to determine the
absolute scale using a robust relative scale estimation step that exploits redundancy of keypoint
depth information. We also derive an analytical expression to determine the absolute scale from
reconstructed depths of 3-D points located on the ground.
5.2 Methodology
Figure 19 depicts the proposed component blocks for the calculation of the absolute
scale of monocular camera motion of ground vehicles. The relative scale estimation process
estimates the motion parameters ℛ and 𝑡 which is information to be used for predicting visual
odometry estimates of a patch on the ground. The absolute scale estimation process utilizes
motion estimates to determine the absolute scale of camera motion by combining ground floor




Figure 19 – Proposed methodology for absolute scale estimation in mobile ground robots.
We proposed a two-step prediction-correction strategy based on the following as-
sumptions:
1. Relative scale estimation (prediction): Unstructured outdoor environment. Motion esti-
mation of a monocular camera is recovered by processing natural visual features present
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on the environment up to a relative scale and unknown absolute scale factor. Motion
estimates are calculated using Algorithm 4.1
2. Absolute scale estimation (correction): Camera is mounted rigidly at a known height;
the ground floor is assumed flat in the local neighborhood closest to the camera field
of view. We made use of the specific constraints of the system such as the parameters
of camera mounting (height and orientation) and the flat ground assumption in order to
determine the absolute scale of camera motion.
5.2.1 Coordinate systems
Two coordinate systems are used to estimate camera motion:
• World reference frame: This reference frame, denoted 𝑤, is located below the camera
origin on the ground plane with 𝑥𝑤 axis pointing towards the direction of forward motion
of the vehicle, 𝑧𝑤 axis pointing upwards and 𝑦𝑤 axis pointing to the left in order to have a
right-handed system.
• Camera reference frame: This reference frame, denoted 𝑐, is located on the camera origin.
The camera coordinates move along with the platform and change with time, represented
by camera frame 𝑘.
5.2.2 Scale detection mechanism
The calculation of the absolute scale of the translation uses camera height and ground
plane information by assuming a flat world. Figure 20 depicts a camera mounted at a height
ℎ and orientation ℛ𝑚 in forward looking position (pointing towards the direction of forward
motion). The coordinate systems are denoted 𝑤 for the world frame and 𝑐𝑘 for the camera frame
at instant 𝑘. The ground plane is represented by a point in the ground 𝑃 𝑤𝑔 .
With the information of the camera height and orientation it is possible to recover
the absolute scale of translation by relating a point in the ground in two subsequent images
and solving for the 3-D structure using the planar geometry assumption. We first choose a
patch on the ground plane by defining a region of interest (ROI), which is a small square
image of the ground. Backtracking is then performed which consists of finding the ROI image
correspondence in the image of a previous instant using the information of the relative scale.
Backtracking provides a prediction of the possible ROI position in the image. The ROI position
is later refined by searching for the best patch correlation within a local pixel neighborhood. The
region of maximum correlation is used as the ROI correspondence. The 3-D depths of the two
ROI correspondences is calculated from the homography relation defined using the road plane
assumption. Finally, the absolute magnitude of the translation vector is recover by triangulation.
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Figure 20 – Absolute scale using road plane homography. The ground plane lies within the field
of view of the camera at consecutive frames 𝑐𝑘−1 and 𝑐𝑘. The camera mounting
parameters, orientation ℛ𝑚 and height ℎ, and the homography induced by the
ground plane define the geometry that allows to determine the absolute scale of
translation 𝑡𝑘 while rotation ℛ𝑘 is determined from visual odometry.
5.2.3 Estimation of camera orientation
Figure 21 depicts the camera system rigidly mounted on the vehicle. The mounting
parameters are the camera orientation ℛ𝑚 and the height ℎ. The camera is located at a fixed
height from the ground plane. The origin of world coordinates is located on the ground with
the 𝑧𝑤-axis perpendicular to the road surface in order to define the vector of camera height
𝑡𝑤𝑚 = [0, 0, ℎ]𝑇 . The camera is mounted pointing towards the direction of forward motion of the
vehicle in order to have the ground plane within the field of view.
The camera is attached rigidly to the vehicle and we require an estimate of the
camera orientation to recover the position of the vehicle from visual odometry. The camera
orientation is calculated by processing the vanishing points from first camera frame assuming
we are observing a Manhattan world. A Manhattan world is a concept scene where vanishing
points can be estimated from sets of parallel lines in the world, as in Fig. 22.
In this section, we describe a procedure to determine the camera orientation using
vanishing points. Straight lines in the 3-D world are projected onto straight lines in the image
plane. Due to the effects of perspective projection, parallel lines in the world intersect at a point
in the image plane called vanishing point. We define the camera orientation ℛ𝑚 as the rotation






⎤⎥⎥⎥⎦ = [𝑟:,1 𝑟:,2 𝑟:,3], (5.1)
where 𝑟:,𝑗 denotes the 𝑗-th column of ℛ𝑚. The columns of the rotation matrix represent orien-
tation with respect to the axes of world coordinates.
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Figure 21 – Forward looking camera mounted rigidly on the vehicle. The camera mounting
parameters are the camera height 𝑡𝑚 = [0, 0, ℎ]𝑇 and the camera orientation ℛ𝑚.
Part of the ground plane lies within the field of view of the camera (note the point
on the ground of coordinates 𝑃 𝑤𝑔 = [𝑥𝑤, 𝑦𝑤, 0]𝑇 ) which is valuable information to
correct for the absolute scale of translational motion using the plane homography
method.
  
(a) Indoors scene. Sets of parallel lines can be distinguished in the furniture of an office and the roof
texture.
  
(b) Outdoors scene. Two examples of parallel lines are formed by the lane lines (in red) and structure of
buildings such as windows (in blue).
Figure 22 – The Manhattan world assumption depicted in two different scenes. Different sets of
parallel lines are identified with colorful lines. The projection of different colorful
lines corresponding to a set of parallel lines meet at different vanishing points.
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We begin by expressing the relation of a vanishing point in camera and world
coordinates
𝑉 𝑐 = ℛ𝑚𝑉 𝑤 + 𝑡𝑐𝑤. (5.2)












⏟  ⏞  
𝑉 𝑤∞
, (5.3)
where [ℛ𝑚|𝑡𝑐𝑤] denotes the 4 × 4 matrix containing the camera orientation augmented with
a translation vector from world to camera coordinates and 𝑉 𝑤∞ denotes a vanishing point in
homogeneous world coordinates.
Figure 23 depicts the first frame used to compute the camera orientation ℛ0. The
scene contains rich geometric information that can be exploited. Specifically, we use the Man-
hattan world abstraction in which different sets of parallel lines in world intersect at a vanishing
point in the image plane. Vanishing points are used to calculate the camera orientation. The
vanishing point 𝑉 𝑤∞,𝑥 in the direction of the 𝑥𝑤 axis of world coordinates points towards the
direction of forward motion of the vehicle. The vanishing point 𝑉 𝑤∞,𝑧 in the direction of the 𝑧𝑤
axis of world coordinates points upwards in the direction perpendicular to the ground where
the vehicle moves. Considering two different vanishing points, the estimation of the camera
orientation ℛ𝑚 is as follows.
Vanishing points (in homogeneous coordinates) of the 𝑥𝑤 and 𝑧𝑤 world axes are
defined as
𝑉 𝑤∞,𝑥 = [1, 0, 0, 0]𝑇 , (5.4a)
𝑉 𝑤∞,𝑧 = [0, 0, 1, 0]𝑇 . (5.4b)
Note that, the last vector component of the 3-D coordinates of a vanishing point
expressed in homogeneous coordinates is always zero by definition which indicates a point at
infinity. A vanishing point in homogeneous image coordinates is defined by 𝑣 = [𝑢, 𝑣, 1]𝑇 . The
projection of a vanishing point on the image plane in pixel coordinates is
𝑧𝑐𝑣 = 𝒦[ℛ𝑚|𝑡𝑐𝑤]𝑉 𝑤∞ . (5.5)
The camera orientation can be determined from two different vanishing points
corresponding to sets of straight lines that are mutually perpendicular in the world. To this end,
we define two vanishing points in image coordinates 𝑣𝑥 and 𝑣𝑧 in the direction of the 𝑥𝑤 and 𝑧𝑤
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Figure 23 – Scene view and vanishing points. The scenario provides valuable information (Man-
hattan world) used to define sets of straight lines that are parallel in the world crossing
at points in the perspective view (vanishing points). Vanishing points are represented
by colorful circles. The colorful crosses represent the set of points used to calcu-
late the straight lines used to compute the corresponding vanishing points. Note
that the vanishing point corresponding to the 𝑧𝑤 axis of world coordinates (upward
direction) lies outside the image plane of the camera.
axes of world coordinates. We use two sets of parallel lines found in the images of outdoors urban
environments, as in Fig. 23. The first column of the camera rotation matrix is extracted from the
















𝑧𝑐𝑣𝑥 = 𝒦𝑟:,1, (5.7)
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The latter normalization is due to the fact that the columns of a rotation matrix are
unit vectors by definition. Likewise, an estimate of the third column of the rotation matrix is





The remaining matrix column corresponding to the vanishing point 𝑣𝑦 in the 𝑦𝑤
axis is obtained by the cross product
𝑟:,2 = 𝑟:,3 × 𝑟:,1. (5.11)
The camera orientation matrix ℛ𝑚 is composed by stacking the estimated columns
as in (5.1). Note that the camera rotation matrix is constant under the fixed mounted camera
assumption. The estimated camera orientation is kept as a constant in further developments.
5.2.4 Prediction–correction of ground point position
The calculation of the absolute scale is based on the road plane assumption. A region
of interest (ROI) is defined on the ground to determine the absolute scale of translation. The
ROI is a square subimage of the road depicting the ground plane located in front of the camera.
The absolute scale is determined by the 3-D relation of two points on the ground plane in a pair
of subsequent images.
Two challenges of working with road images are perspective and lack of texture.
Perspective is produced due to projective geometry of camera images. In the work of Kitt et al.
(2011), perspective is preprocessed by applying the inverse perspective transformation, which
is a method to transform the ROI region in order to produce a bird’s eye view (a synthetic view
as if the camera was parallel to the ground floor) by applying a homography transformation to
the ground patch. Conversely, we process the ROI information directly without any perspec-
tive transformation and demonstrate that appropriate results can be obtained in estimating the
absolute scale without any additional perspective transformations.
Road plane images are difficult to process in order to find good correlation of road
patches in backtracking due to poor pixel texture. However, it possible to enhance the correlation
by providing an accurate prediction of the ROI position in the second image using the information
of the relative scale. In addition, the correlation is refined by using subpixel interpolation of
the ROI patch on a local pixel neighborhood. The results showed that the effectiveness of the
proposed solution in the absolute scale estimation.
Figure 24 show two consecutive camera images with identified ROI regions. The
ROI region at the current frame (red square) is defined by a square image of the ground at a
fixed position close to the camera in order to minimize the impact of pixel position in depth





Figure 24 – Ground plane patch and backtracking search. Above: the ground plane patch is
identified at current frame by the red square delimiting the region of interest (ROI).
Below: ROI correspondence is searched on the previous frame in a process named
backtracking and the best matching is indicated by the blue square.
estimation (longer distances are subject to bigger errors). The image below depicts the scene
at a previous instant. The ROI location is predicted using the information of the relative scale.
Then, the predicted position is refined with a local search using subpixel interpolation to find
the patch of maximum correlation (blue square).
Figure 25 shows a typical ROI image of the road ground (red square). Note the two
characteristics of perspective distortion and poor texture. The ROI is defined by a subimage of
11 × 11 pixel size located at a fixed camera position at instant 𝑘, with 𝑘 = 12 as in the sample
figure. The prediction is calculated by projecting the ROI position on the image at instant 𝑘 − 1
using the information of the relative scale, indicated by the red square on the image to the left.
The predicted ROI position is refined by a local search over the ROI neighborhood represented
with dashed white lines. We use subpixel interpolation of the ROI in order to enhance the
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Figure 25 – ROI prediction/correction. Left: the ROI region is identified with a red square.
Right: Backtracking is performed by looking for the region of maximum correlation
over a search space (in white dotted lines). Once the best candidate is detected, the
coordinates of new ROI (blue square) identified in the backtracking process are used
to correct for the absolute scale.
Figure 26 shows the result of the ROI correspondence match. We use subpixel
interpolation to enhance the result of the matching process. The search is performed over a local
neighborhood of ±13 pixels of 1 × 10−2 pixel resolution (determined experimentally).
5.2.5 Zero-normalized cross-correlation
The columns of the current and bactracked ROI images are stacked by separate
(vertical stacking) to produce two individual vectors, i.e. the matrix columns of each ROI are
concatenated one after another starting from the first column up to the end, to produce vectors
of intensity values. The vectors are then normalized by subtracting the mean and dividing by the
vector norm. The zero-normalized cross-correlation (ZNCC) is calculated by the inner product
of the normalized ROI vectors. A graphical example of the result is given in Fig. 26.
5.2.6 Ground point depth estimation
Figure 27 depicts the coordinate frames and relations of planar road geometry. The
absolute scale is retrieved from triangulation of points in the ground 𝑃 𝑐𝑘−1𝑔 and 𝑃 𝑐𝑘𝑔 . Depths are
required to be able to reconstruct the 3-D points. In this section, we derive a formula to calculate
the depths required to compute the 3-D points from the homography induced by the ground
plane assumption.












Figure 26 – Correlation of ROI and the best backtracking match. Above: ROI region and best
backtracking match found by subpixel interpolation. Below: Correlation function of
the ROI and the best backtracking match. Note the high performance of the method
represented by high correlation index despite the poor road texture.
  
Figure 27 – World and camera coordinate systems and the vector relations of planar geometry.
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⎤⎥⎥⎥⎦ = [︁𝑟:,1 𝑟:,2 𝑟:3]︁ , (5.12)
where 𝑟:,𝑗 is the 𝑗-th column of ℛ0.
The relation of a 3-D point in the scene and its projection on the image plane is
𝑃 𝑐𝑘−1 = 𝑧𝑐𝑘−1𝒦−1𝑝𝑐𝑘−1 , (5.13)
where 𝑧𝑐𝑘−1 is the point depth in camera coordinates 𝑐𝑘−1, 𝒦 is the camera calibration matrix
and 𝑝𝑐𝑘−1 is the pixel projection on the image plane.
We can now write the homography relation involving a point in the ground 𝑃𝑔,
according to
𝑃 𝑤𝑔 = ℛ𝑇𝑚𝑃 𝑐𝑘−1𝑔 + 𝑡𝑚, (5.14)
where 𝑡𝑚 = [0, 0, ℎ]𝑇 and ℛ𝑚 are the translation and rotation defining the known parameters
of camera mounting. By rewriting (5.14) in terms of its vector components in pixel coordinates




















where 𝑝𝑐𝑘−1𝑔 are the image coordinates of a point in the ground 𝑃 𝑐𝑘−1𝑔 .
Finally, the expressions to calculate point depths are obtained from third row of
(5.15) and considering that depth of point 𝑃 𝑐𝑘𝑔 is derived in a similar manner given that the
camera mounting parameters remain constant (camera is rigidly attached to the vehicle), such
that
0 = 𝑟𝑇:,3𝑧𝑐𝑘−1𝒦−1𝑝𝑐𝑘−1𝑔 + ℎ, (5.16)





𝑧𝑐𝑘 = − ℎ
𝑟𝑇:,3𝒦−1𝑝𝑐𝑘
. (5.17b)
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With the estimated depths and the associated projections on the image plane we can
reconstruct the 3-D points
𝑃 𝑐𝑘−1𝑔 = 𝑧𝑐𝑘−1𝒦−1𝑝𝑐𝑘−1𝑔 , (5.18a)
𝑃 𝑐𝑘𝑔 = 𝑧𝑐𝑘𝒦−1𝑝𝑐𝑘𝑔 . (5.18b)
5.2.7 Absolute scale estimation
The translation vector is expressed in terms of a scale parameter and a unit vector





Now we can derived an expression for the absolute scale, denoted 𝜆, by relating a
reconstructed 3-D point in the ground from consecutive camera frames 𝑐𝑘−1 and 𝑐𝑘, such as
𝑃 𝑐𝑘−1𝑔 = ℛ𝑇𝑘 𝑃 𝑐𝑘𝑔 + 𝑡𝑘, (5.20a)
𝑃 𝑐𝑘−1𝑔 = ℛ𝑇𝑘 𝑃 𝑐𝑘𝑔 + 𝜆𝑡𝑘, (5.20b)
𝜆 = 𝑡𝑇𝑘 (𝑃 𝑐𝑘−1𝑔 − ℛ𝑇𝑘 𝑃 𝑐𝑘𝑔 ). (5.20c)
Note that given motion parameters ℛ𝑘 and 𝑡𝑘 are estimated from visual odometry
using the relative scale estimation algorithm, as explained previously (see Fig. 19). The procedure
is summarized in Algorithm 5.1.
Algorithm 5.1 Absolute scale estimation using plane homography.
Given the position of the ROI center at current instant 𝑘.
1: Calculate the predicted position of ROI at instant 𝑘−1 (backtracking) using the information
of the relative scale.
2: Correct the predicted ROI position by finding the patch of maximum correlation on a local
patch neighborhood.
3: Recover the depths and 3-D coordinates of the point in the ground at the two instants 𝑘 − 1
and 𝑘 using (5.17) and (5.18).
4: Estimate the absolute scale of the translation from (5.20).
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FRAME_ID 3
Current view
Figure 28 – Position of the six ROI patches on the ground indicated by the red squares. This
configuration is denoted 6patches in the experiments and is used for testing the
robustness of the proposed absolute scale estimation algorithm.
5.2.8 Redundancy tests
The redundancy tests are denoted “6patches”. A redundancy strategy consisting of
defining multiple ROI patches on the ground is performed in order to test the robustness of the
system against errors in the estimation of ground points. To this end, six equal ROI regions of
11 × 11 size are defined on the ground (see Fig. 28) and used to determine the absolute scale
by applying the methodology described in Section 5.2. The resulting absolute scale estimate is
calculated by the arithmetic mean of the individual estimated scales 𝜆𝑖, where the subindex 𝑖






In a statistical framework, an appropriate scale solution is given by total least
squares (TLS) algorithm where further information such as the accuracy of the feature matching
algorithm (e.g. SIFT, SURF, FAST), the stereo baseline distance and the relative keypoint
depth (CHAUDHURI; CHATTERJEE, 1991; MÜHLICH; MESTER, 1998) are included in the
calculation.
5.3 Results
The performance of Algorithm 5.1 is initially tested on six different experiments
to evaluate the best outcome using the KITTI dataset sequence 00 and the results are shown
in Table 3. The performance of visual odometry is evaluated with the root mean square error
(RMSE) of the translation to measure the overall performance of the trajectory estimated with
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‖𝑋𝑘 − ?̂?𝑘‖2, (5.22)
where 𝑋 and ?̂? are the ground truth and estimated trajectories, 𝑋𝑘 = [𝑥𝑘, 𝑦𝑘, 𝑧𝑘]𝑇 is the position
at instant 𝑘 and 𝑁 is the number of frames. The total drift is calculated as the percentage of the
RMSE against the trajectory length
Table 3 – Comparison of monocular odometry algorithms for absolute scale estimation using
RMSE metric.
seqID Length (m) MethodID Description RMSE (m) Total drift (%)
00 3714 original visual odometry with
ground truth scale.
200.70 5.46
00 3714 relScale relative scale only. 231.43 6.30
00 3714 absScale absolute scale without
correcting for the best
ground plane patch cor-
relation.
221.38 6.02
00 3714 absScale2 absolute scale using one
ground plane patch.
195.51 5.32
00 3714 6patches absolute scale using six
ground plane patches.
196.35 5.34
The results of Table 3 indicate that the absolute scale method using only one ground
plane patch showed the best results with an accumulated RMSE drift in the complete trajectory
of 5.32 %. Related to robustness, the algorithm is able to operate even in the presence of low
texture images of road patches. This characteristic is enabled by a patch search using subpixel
interpolation. The correlation of a road patch improves by refining the local search with images
of subpixel resolution. This allows to correct the estimated position of road patches with a
precision that can be controlled which reflects in achieving higher patch correlations even when
low textured images. Higher precision is obtained in the estimation of the absolute scale of
motion by correcting the positions of predicted patch estimates because both variables, the scale
and the patch position, are directly related in the calculation (see Equation (5.20)).
Figure 30 shows the results of applying Algorithm 5.1 in ten sequences of the KITTI
dataset. The total average error calculated for all the sequences was 20.08 % for translation and
0.0006 deg /m for rotation. Figure 31 shows estimated scale results and Fig. 32 shows ROI
backtracking correlation results.
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Figure 29 – Visual odometry (VO) results of applying Algorithm 5.1 on the KITTI sequence
00: (a) VO with ground truth scale. (b) Relative scale estimation. (c) Abso-
lute scale estimation with prediction only strategy. (d) Absolute scale estimation
with prediction-correction on a ground patch. (e) Absolute scale estimation with
prediction-correction on six ground patches.
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5.3.1 Computational complexity
Performance tests were calculated using sequence 00 as reference. The average
computational time per iteration of our absolute scale estimation algorithm for a Python imple-
mentation run on a 2.3 GHz Intel Core i5-6200U processor was 2.3553 seconds. Note that our
ROI correspondence mechanism has not been optimized for computational speed and current
implementation takes an average of 1.9858 seconds per iteration which is about 84 % of the
total computation time. The average performance of the relative scale estimation algorithm was
0.2453 seconds per iteration.
5.3.2 Analysis
The results of Table 4 show the absolute scale estimation results using the KITTI
evaluation benchmark. The KITTI evaluation metrics measure translation and rotation errors
by separate as a function of the trajectory length and velocity to provide means for error
control over time (GEIGER et al., 2012), and are standard metrics for the evaluation of visual
odomery algorithms (GEIGER et al., 2019). The translational and rotational errors are calculated
using the average of different trajectory lengths at (100 m, 200 m, . . . , 800 m), where errors are
measured in percent for translation and in degrees per meter for rotation. The results show
proper estimated trajectories with average translation error below 16 % for 6 out of 10 sequences
(seqID = {00, 02, 03, 04, 05, 06, 08}). This sequences are characterized by an initial forward
motion with sufficient parallax (large baseline) that enables an accurate initial absolute scale for
Algorithm 4.1. The sequences 00, 02, 06 and 08 are characterized by more aggressive curves
on rotations. The absolute scale corrects for motion estimates even in the presence of several
rotations. However, the effect of scale drift increases during turns.
KITTI dataset sequences 01, 07, 09 and 10 showed poor scale estimation perfor-
mance. These four sequences begin with a turn to either right or left direction, which have been
identified to be a critical motion due to the small baseline between the first frames. An initial ro-
tation produces a small parallax or insufficient baseline distance to retrieve a proper initial scale
estimate, hence degrading the initial absolute scale required by Algorithm 4.1. Figure 31 shows
the estimated scales per frame for seqID = {01, 07, 09, 10}. Note that the scale estimates are
below the ground truth curve. This results indicates that Algorithm 5.1 is sensitive to predicted
motion estimates provided by Algorithm 4.1. Observe that, when relative scale predictions pro-
vide proper estimates, the absolute scale estimation process is able to properly adjust the metric
scale of the trajectory. The opposite scenario occurs when poor relative scales are provided to
the algorithm causing wrong absolute scale values even when high ROI correlations (> 60 %)
are achieved (see Fig. 32).
Our goal for visual odometry estimation is to push the limits of what can be done
by using only a single camera rather than merely reporting high odometry results. Compared to
state of the art methods such as Zhang et al. (2014) who proposed a batch mechanism including
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Table 4 – Absolute scale estimation results on KITTI datasets. Errors are measured using tra-
jectory segments at 100 m, 200 m, . . . , 800 m, as an average of segment lengths %.
seqID Length (m) Environment Avg. trans. error (%) Avg. rot. error (deg /m)
00 3714 Urban 11.72 0.0007
01 4268 Highway 79.00 0.0003
02 5075 Urban + Country 15.73 0.0006
03 563 Country 15.80 0.0003
04 397 Country 2.70 0.0001
05 2223 Urban 10.46 0.0004
06 1239 Urban 4.60 0.0002
07 695 Urban 37.24 0.0006
08 3225 Urban + Country 12.24 0.0006
09 1717 Urban + Country 43.93 0.0005
10 919 Urban + Country 61.86 0.0008
depth information from lidar and RGB-D camera, we proposed a sequential estimation using
only a monocular camera without bundle adjustment and pose refinement methods. In contrast
to Zhang and Singh (2015), we derived a pure monocular odometry strategy where the point
depths are calculated using the camera height information and flat ground assumption. This
allowed us to restrict the complexity of the system by using a camera-only odometry that may
be a preferred strategy in cases where achieving precise camera-to-lidar calibration and lidar
point registration are critical to the performance of the method. However, our method can be
seen as complementary to multi-sensor systems such as camera-lidar where motion estimates
can be combined, for instance, using sensor fusion methods. Persson et al. (2015) provided an
interesting approach by extending monocular visual odometry techniques to the stereo case,
where depth information is retrieved from the stereo baseline. Conversely, our approach using a
pure monocular camera system requires to include additional information to retrieve the absolute
scale. Although monocular odometry methodologies might be similar, our method is based on
diferent assumptions in order to achieve motion estimation results tailored for ground vehicles.
Mur-Artal and Tardos (2017) developed a general localization and mapping framework including
loop closing and relocalization features. Their methodology uses stereo camera information to
retrieve the absolute scale and was released a general-purpose solution. Our method, based on
monocular camera information, operates in ground navigation applications. Furthermore, since
we built a modular design our motion estimation method is prone to be integrated in generalized
approaches such as ORB-SLAM2. Buczko and Willert (2017) proposed an outlier rejection strat-
egy to support monocular visual odometry methodologies. The proposed mechanism operates
with the results of optical flow and can be an interesting complement to monocular odometry
methods. However, additional effort are required to adapt the outlier rejection mechanism as a
modular block for a more general monocular visual odometry strategy such as the one proposed
in this work.
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Compared to Mirabdollah and Mertsching (2015) who obtained 2.24 % of relative
translation error in KITTI dataset, and to Fanani et al. (2017a) who achieved 2.05 %, the per-
formance of our algorithm was 20.08 %. The improved results of Mirabdollah and Mertsching
(2015) may be due to the use of a separate analysis for features with short baseline (epipolar
constraint analysis) and long baseline (projective constraint analysis) and also due to a more
sophisticated probabilistic triangulation strategy (that resemble SLAM structures) that produces
more robust estimates. On the other hand, Fanani et al. (2017a) described a multi-modal motion
estimation approach based on prediction, classification and correction stages. Scale correction
combined dense and sparse features for ground plane estimation. They used classifiers to detect
scale outliers and proposed monocular visual odometry using sophisticated detection mecha-
nisms involving sparse and dense features without using as bundle adjustment or RANSAC.
Their improved results are leveraged by the use of a learning-based approach that uses convo-
lutional neural networks (CNN) to detect the ground plane and achieve predictive monocular
odometry estimates. On the counterpart, our strategy based on simpler assumptions and without
post processing or pose refinement methods (e.g. bundle adjustment) was demonstrated effective
compared to more advanced methods reported on the KITTI dataset, where reported results to
date are in the order of 24.55 % of translation error (GEIGER et al., 2019).
5.4 Conclusion
We have developed a novel absolute scale estimation algorithm for monocular visual
odometry using the camera height information and the ground plane assumption. Our approach
with a new visual odometry estimation method was to push the limits of what can be done using a
single camera only rather than just reporting high odometry results. Compared to current state of
the art, we proposed a combined prediction/correction strategy that uses relative scale estimates
to back project the position of a ground patch (prediciton step) and then correct its location
with subpixel correlations search (correction step). An analytical expression for the absolute
scale of translation is derived based on a fixed camera height. The results showed that only
one ground plane patch is sufficient to determine the absolute scale. Compared to current more
sophisticated methods based on multi-sensor systems or on learning strategies, the proposed
algorithm obtained a total average error of 20 % for translation and 0.0006 deg /m for rotation,
thus, achieving state of the art ranking in the public KITTI dataset. The results also support that
our method is well succeeded in estimating rotations with high accuracy and therefore can be
used as a “visual gyroscope” to provide accurate rotation estimates when combined with other
sensors in a sensor fusion framework. Some current limitations of the algorithm were found due
to small baseline motion (insufficient parallax). For future work, a velocity analysis mechanism
can be used to overcome wrong scale estimates in small baseline motion. Additionally, the reults
from visual odometry can be merged with information from wheel encoders to compensate
for small baseline motion in the initialization of the algorithm. Further analysis may include
Chapter 5. Monocular visual odometry combined with plane homography 79
dynamic objects (e.g. pedestrians, moving vehicles) and a more robust ground plane detection
strategy based on a learning approach to discriminate ground floor patches that belong to objects
that are not part of the ground.
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Figure 30 – Monocular visual odometry applying the homography method of Algorithm 5.1
(dotted line) vs ground truth data (solid line) on different KITTI dataset sequences.
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Figure 31 – Absolute scale estimation results of Algorithm 5.1 on different KITTI dataset se-
quences. The blue curve shows the estimated scale. The red curve is the ground
truth scale.
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Figure 32 – ROI backtracking correlation results of Algorithm 5.1 on different KITTI dataset se-
quences. The curves in pale gray are the zero-normalized cross-correlation (ZNCC)
given as a percentage (%). The lines indicates the average ZNCC (𝜇) of the sequence.
83
6 VISUAL INERTIAL SENSOR FUSION
FOR HEARING AID
In this chapter we introduce a novel visual inertial dataset for hearing aid application.
By making use of visual inertial sensors and state estimation techniques, mainly developed for
robotics applications, a hearing aid device can be complemented with directional resources
towards providing cognitive hearing aid control. We used visual and inertial sensors on a
smartphone platform to produce synchronized data streams with ground truth information given
by a motion capture system up to millimeter accuracy. Six user test cases are designed and
collected resulting in a first dataset that can be used for the development of sensor fusion
algorithms applied to hearing aid research.
6.1 Introduction
Hearing aid sensors are a remarkable technology to improve audition in people with
hearing impairment. A hearing aid sensor is small device mounted on the ear which is composed
by an array of two microphones and advanced digital signal processing algorithms. A hearing aid
sensor operates by amplifying or attenuating sound by means of the distance separation between
the microphones in a similar fashion the human ears work. Although sophisticated, current
hearing aid technologies are subject to severe limitations to amplify sound in the direction
where the user focus attention. In a natural scenario, a person is capable to concentrate the
attention in a certain direction by means of brain’s ability to provide directionality to complex
sound1. The brain ability to naturally provide directional processing to sound is referred to as
cognitive hearing control.
In recent research, it has been found that signature brain signals related to cognitive
hearing control are reproduced in the scalp by analyzing the brain using electroencephalography
(EEG) methods (ALICKOVIC et al., 2016). This result provided new guidelines to hearing aid
research which is currently focused on the analysis and interpretation of EEG signals of the brain
towards providing cognitive control of hearing aid. However, EEG sensors are yet sophisticated
platforms to be deployed and used in practice. In the more recent study of (FAVRE-FELIX
et al., 2017) it was found by using in-ear electrodes and ear-electrooculography (EarEOG)
methods that distinguishable eye gaze signals related to visual attention are reproduced in the
ear. Visual attention implies that the person directs the eye gaze towards a target sound of
interest. Detection of the gaze in the ear is a promissory result that can be exploited to achieve
artificial hearing directionality because the behavior of a person during a conversation typically
1 Complex sounds are the composition of multiple signals produced by different sound sources.
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involves both auditory and visual attention. Nevertheless, such a technology will still require
further technological advances before EarEOG devices become fully functional. A promising
application could be to use eye gaze information to steer a hearing aid using beamforming. The
aimed sensor will still require to keep track of the position of the head and the visual feedback
of the eyes to enable directionality control. One of the solutions will be EEG/EarEOG, but is
still a complex and expensive technology, not currently feasible with current actual sensors in
practice. Another less expensive solution is enabled by the use of visual and inertial sensors, a
sensor technology for faster deployment using more simple sensors such as vision (a camera) and
an IMU. The visual-inertial sensor suite is biologically inspired in the visuo-vestibular sensory
system composed by vision (the eyes) and the vestibular system (the semicircular channels)
(CORKE et al., 2007). Visual and inertial sensing capabilities can be achieved by a combination
of a head mounted camera and an inertial measurement unit (IMU) which are more accessible
and low-cost sensors. Visual-inertial perception technology is an active field within the robotics
and computer vision communities. Practical applications include terrain, aerial and maritime
navigation in both outdoors and indoors scenarios. The health care industry would be greatly
benefited by the development of a visual inertial sensor platform and sophisticated sensor fusion
algorithms to solve the cocktail party problem as it will be conceptually shown in the present
chapter.
In the context of hearing aid, the cocktail party problem can be stated as follows. A
user of hearing aid, who is attending a cocktail party, is having a conversation with an interlocutor
(source) while simultaneously other conversations are held in the background (noise). The goal
is to enhance the sound signal coming in the direction of the person’s attention by providing
directional capabilities to the hearing aid sensor. We denote as source signal the sound the
person is aiming to while any other sound sources are considered interference or noise signals.
The technological goal of the cocktail party problem solver is to provide a visual
inertial sensor fusion algorithm able to estimate position, velocity and orientation of the sensor
platform and direction of arrival (DOA) to the landmarks (target sound sources) in order to
control the steering of a hearing aid. The DOA estimates can be used to filter out a complex
sound in a specific direction by means of beamforming (GUSTAFSSON et al., 2015) in a
post-processing stage.
In this chapter, we present prelimanry results for the cocktail party problem solver
which consists of a dataset and the methodology for the sensor fusion algorithm based on the
visual inertial EKF-SLAM. More specifically, we introduce a protocol for data collection, the
design of use cases and the preparation of a dataset for the visual inertial cocktail party problem
solver. To the best of our knowledge, we provide the first dataset for the cocktail party problem
using visual, inertial and ground truth data. As a result, six datasets are collected and made
available publicly. The datasets provide a benchmark for the design and testing of sensor fusion
algorithms to solve the cocktail party problem.
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6.2 Methodology
In this section we describe the experiment design, the test cases, the experimental
setup and the methodology for data collection.
6.2.1 Notation
We use the superscript index to denote a coordinate system, for instance 𝑥𝑎 denotes
quantity 𝑥 measured in the 𝑎 coordinate system. We use ℛ(𝑞𝑏𝑎) to denote a rotation matrix ℛ
parametrized by the unit quaternion 𝑞 = [𝑞1, 𝑞2, 𝑞3, 𝑞4]𝑇 defining the orientation of the frame
𝑎 expressed in the frame 𝑏. The quaternion is composed by the scalar 𝑞1 and the complex
components 𝑞2, 𝑞3 and 𝑞4.
6.2.2 Reference frames
We define the main reference frames for the visual inertial system, as depicted in
Fig. 33:
• World coordinate system 𝑤: The world reference frame with origin 𝑂𝑤 arbitrarily fixed in
the room.
• Body coordinate system 𝑏: The reference frame with origin𝑂𝑏 in the IMU platform (body)
containing the inertial sensors.
• Camera coordinate system 𝑐: The reference frame located in the camera origin 𝑂𝑐.
  
Figure 33 – The world, body and camera reference frames. The relationship of coordinates is
given with respect to a landmark 𝑙 in the scene observed from the different frames.
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Figure 33 shows the three reference frames composing the visual inertial system and
their relationships with respect to a landmark 𝑙 in the scene. The terms 𝑝𝑤𝑏 and 𝑙𝑤 denote the
position of the body frame (IMU platform) and the landmark in world coordinates, respectively,
𝑙𝑐 is the position of the landmark in camera coordinates, (𝑝𝑐𝑏,ℛ𝑐𝑏) are position and orientation
relative to the camera-IMU coordinates and 𝑚𝑐 represents the landmark in normalized camera
coordinates.
6.2.3 Visual inertial sensor fusion
Many problems requiring positioning and target tracking solutions can be formulated
as nonlinear state estimation problems. The cocktail party problem solved by visual and inertial
sensor fusion can be mapped into this category of problems where the parameters to be estimated
are the states of the sensor platform and the positions of the landmarks. By assuming a nonlinear
model with additive noise, this results in a general visual inertial SLAM problem of the form
𝑥𝑡+1 = 𝑓(𝑥𝑡,𝑢𝑡) +𝐺𝑤𝑡, (6.1a)
𝑙𝑡+1 = 𝑙𝑡, (6.1b)
𝑦𝑡 = ℎ(𝑥𝑡, 𝑙𝑡) + 𝑒𝑡, (6.1c)
with state variables 𝑥𝑡 ∈ R𝑚, input signals 𝑢𝑡, IMU platform dynamics 𝑓(·), noise gain 𝐺,
static visual landmarks 𝑙𝑡 and measurement function ℎ(·) relating the states and the landmarks
to camera measurements, with known probability density funtions (pdfs) for the process noise
𝑝𝑤(𝑤) and the measurement noise 𝑝𝑒(𝑒). In a filtering framework, the goal of the cocktail party
problem solver would be to provide 6-DOF estimates of the state (position and orientation of
the body platform) and the landmark locations in the scene (interlocutors). Hence, the visual
inertial sensor fusion approach can be formulated as a nonlinear state estimation problem (visual
inertial SLAM).
6.2.4 Inertial measurements modeling
The accelerometer measures the acceleration (specific force) of the IMU platform,
denoted 𝑎𝑏𝑡 = [𝑎𝑏𝑥,𝑡, 𝑎𝑏𝑦,𝑡, 𝑎𝑏𝑧,𝑡]𝑇 , and the nominal gravitational acceleration
𝑦𝑏𝑎,𝑡 = 𝑎𝑏𝑡 + 𝑔𝑏, (6.2)
where 𝑔𝑏 = ℛ(𝑞𝑏𝑤𝑡 )𝑔𝑤 is the gravity expressed in body-fixed coordinates and 𝑔𝑤 = [0, 0, 𝑔]𝑇 is
the local gravity vector expressed in world coordinates where 𝑔 ≈ 9.81.
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The gyroscope measures the angular velocity of the IMU platform, denoted 𝜔𝑏𝑡 =
[𝜔𝑏𝑥,𝑡, 𝜔𝑏𝑦,𝑡, 𝜔𝑏𝑧,𝑡]𝑇 , in local coordinates of the body frame
𝑦𝑏𝜔,𝑡 = 𝜔𝑏𝑡 . (6.3)
The accelerometer and gyroscope measurements will be considered input signals to
the system in (6.1) in order to reduce the size of the state-space model according to
𝑢𝑏𝑎,𝑡 = 𝑎𝑏𝑡 + 𝑔𝑏, (6.4a)
𝑢𝑏𝜔,𝑡 = 𝜔𝑏𝑡 . (6.4b)
6.2.5 Motion model
The IMU platform dynamics (position, velocity and orientation) are expressed in
world coordinates 𝑤 for the estimation procedure. We start by modeling the measurements from
the accelerometer with respect to world-fixed coordinates using the relation
𝑢𝑤𝑎,𝑡 = ℛ(𝑞𝑏𝑤𝑡 )𝑇 (𝑎𝑏𝑡 + 𝑔𝑏⏟  ⏞  
𝑢𝑏𝑎,𝑡
), (6.5)
𝑢𝑤𝑎,𝑡 = ℛ(𝑞𝑏𝑤𝑡 )𝑇 𝑎𝑏𝑡⏟  ⏞  
𝑎𝑤𝑡
+ ℛ(𝑞𝑏𝑤𝑡 )𝑇 𝑔𝑏⏟  ⏞  
𝑔𝑤
, (6.6)
and the acceleration of the IMU platform due to the specific force in world coordinates is
𝑎𝑤𝑡 = ℛ(𝑞𝑏𝑤𝑡 )𝑇 𝑢𝑏𝑎,𝑡⏟  ⏞  
𝑢𝑤𝑎,𝑡
−𝑔𝑤, (6.7)
where ℛ(𝑞𝑏𝑤𝑡 ) ∈ SO(3) denotes the rotation matrix ℛ𝑏𝑤𝑡 parametrized by the unit quaternion
𝑞𝑏𝑤𝑡 which expresses the orientation of the world origin with respect to the body frame and
𝑔𝑤 = [0, 0, 9.81]𝑇 is the nominal gravity measured in world coordinates.
The discrete time dynamics of the unit quaternion 𝑞𝑏𝑤𝑡 in terms of the angular
velocities 𝑢𝑏𝜔,𝑡 = [𝜔𝑏𝑥,𝑡, 𝜔𝑏𝑦,𝑡, 𝜔𝑏𝑧,𝑡]𝑇 (where the components of 𝜔𝑏𝑡 are given in the body frame)














Chapter 6. Visual inertial sensor fusion for hearing aid 88
where exp(·) denotes the matrix exponential and
𝑆(𝑢𝑏𝜔,𝑡) =
⎡⎢⎢⎢⎢⎢⎢⎣
0 −𝜔𝑥,𝑡 −𝜔𝑦,𝑡 −𝜔𝑧,𝑡
𝜔𝑥,𝑡 0 𝜔𝑧,𝑡 −𝜔𝑦,𝑡
𝜔𝑦,𝑡 −𝜔𝑧,𝑡 0 𝜔𝑥,𝑡









Finally, the platform dynamics are modeled using a constant velocity (CV) motion
model (SJANIC et al., 2011; NYQVIST et al., 2015; SJANIC; SKOGLUND, 2016) with a




𝑡+1]𝑇 including the position 𝑝𝑤𝑡 = [𝑝𝑤𝑥,𝑡, 𝑝𝑤𝑦,𝑡, 𝑝𝑤𝑧,𝑡]𝑇 ,
velocity 𝑣𝑤𝑡 = [𝑣𝑤𝑥,𝑡, 𝑣𝑤𝑦,𝑡, 𝑣𝑤𝑧,𝑡]𝑇 and orientation of the body frame 𝑏 (IMU platform) expressed
in the 𝑤 frame 𝑞𝑏𝑤 = [𝑞1, 𝑞2, 𝑞3, 𝑞4]𝑇 . The accelerations and angular velocities are considered

























⎡⎣ℛ(𝑞𝑏𝑤𝑡 )𝑇 𝑢𝑏𝑎,𝑡 − 𝑔𝑤
𝑆(𝑢𝑏𝜔,𝑡)𝑞𝑏𝑤𝑡
⎤⎦





















𝑤𝑤𝑎,𝑡 ∼ 𝒩 (0, 𝑄𝑎), 𝑄𝑎 = 𝜎2𝑎𝐼3, (6.11a)
𝑤𝑤𝜔,𝑡 ∼ 𝒩 (0, 𝑄𝜔), 𝑄𝜔 = 𝜎2𝜔𝐼3. (6.11b)
Note that the process noise 𝑤𝑤𝑡 has a linear relation with the platform orientation 𝑞𝑏𝑤𝑡 ,
expressed in the notation of matrix 𝐺(𝑥𝑡). Also note that the noise components are expressed
in world coordinates 𝑤. However, the noise terms can also be expressed in body coordinates 𝑏,
















⏟  ⏞  
𝑤𝑡
. (6.12)
Further insights into the quaternion parametrization of a rotation matrix is given in
Appendix A.
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6.2.6 Landmark parametrization
In the estimation process, the landmarks are parametrized using Cartesian coordi-
nates in the 𝑤 frame. The observation of a landmark is expressed in the camera frame by







where 𝑙𝑤, 𝑝𝑤 are the landmark position and the IMU platform position in world coordinates,
respectively, and (ℛ𝑏𝑐,𝑝𝑐𝑏) are the orientation and position of IMU-to-camera pair which are
parameters that can be calculated by calibration, e.g. as in Ovren and Forssén (2015) for rolling
shutter (CMOS) cameras, or as in Hol et al. (2010) for standard (CCD) cameras.
6.2.7 Camera measurement model
We work with a camera calibrated using the procedure in (BOUGUET, 2015). A
calibrated camera allows to work with the normalized camera coordinates 𝑚𝑐𝑡 (the focal length
















where 𝒦 is the 3×3 camera calibration matrix and (𝑢𝑡, 𝑣𝑡) are the pixel coordinates of a landmark
observation.




ℛ𝑐𝑏ℛ(𝑞𝑏𝑤𝑡 )(𝑙𝑤𝑡 − 𝑝𝑤𝑡 ) + 𝑝𝑐𝑏
)︁









where the projection 𝑃 : R3 → R2 is a map of a 3-D point (a landmark) in the world to
2-D normalized camera coordinates defined by 𝑃 ([𝑥𝑐, 𝑦𝑐, 𝑧𝑐]𝑇 ) = [𝑥𝑐/𝑧𝑐, 𝑦𝑐/𝑧𝑐]𝑇 , the term
𝑒𝑐𝑡 ∼ 𝒩 (0, 𝑅) with 𝑅 = 𝜎𝐼2 defines the probability density function of the measurement noise,
which has been shown to be properly approximated by a Gaussian distribution (HOL et al.,
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2005). Note that the camera measurement equation ℎ(·) is a function of the platform pose and
the landmarks, which is a typical characteristic of SLAM problems.
6.2.8 Simultaneous localization and mapping
We can now define a nonlinear filtering problem with the previous models. The state
vector 𝑥𝑡 consists of the motion model (6.10), the set of landmark observations (6.13), denoted
by {𝑙𝑤𝑗 }
𝑁𝑙
𝑗=1, where the number of landmark observations in scene𝑁𝑙 may vary over time, and the
camera measurement model 𝑦𝑐𝑡 from (6.15) define the complete visual inertial SLAM system as
𝑥𝑡+1 = 𝑓(𝑥𝑡,𝑢𝑡) +𝐺(𝑥𝑡)𝑤𝑡, (6.16a)
𝑙𝑡+1 = 𝑙𝑡, (6.16b)
𝑦𝑐𝑡 = ℎ(𝑥𝑡, 𝑙𝑡) + 𝑒𝑐𝑡 . (6.16c)
In an EKF filtering framework, the platform pose and the map are stacked together
and modeled as Gaussian variables in an augmented state vector 𝑟 with covariance matrix 𝑃










⎤⎥⎥⎥⎥⎥⎥⎦ , 𝑃 =
⎡⎣𝑃 𝑥𝑥 𝑃 𝑥𝑙
𝑃 𝑙𝑙 𝑃 𝑙𝑙
⎤⎦ =
⎡⎢⎢⎢⎢⎢⎢⎣
𝑃 𝑥𝑥 𝑃 𝑥𝑙1 · · · 𝑃 𝑥𝑙𝑁𝑙
𝑃 𝑙1𝑥 𝑃 𝑙1𝑙1 · · · 𝑃 𝑙1𝑙𝑁𝑙
... ... . . . ...
𝑃 𝑙𝑁𝑙 𝑥 𝑃 𝑙𝑁𝑙 𝑙1 · · · 𝑃 𝑙𝑁𝑙 𝑙𝑁𝑙
⎤⎥⎥⎥⎥⎥⎥⎦ . (6.17)
When expressing covariance matrices, we use the notation𝑃 𝑎𝑏 with bold superscript
letters 𝑎 and 𝑏 to indicate the (cross) covariance sub-matrices of the corresponding states 𝑎 and
𝑏. The transpose of the covariance matrix is then denoted 𝑃 𝑏𝑎 , (𝑃 𝑎𝑏)𝑇 . The landmarks are
assumed stationary and are uniquely distinguish using the AprilTag visual markers, as the one
depicted in Fig. 34.
  
Figure 34 – AprilTag marker and its 3-D coordinates. The tag reference frame is oriented simi-
larly as the camera reference frame (𝑥𝑦𝑧 axes as right-down-into) for effects of the
tag position and orientation results given by the AprilTag detector in (DÍAZ, 2019).
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We can now solve the nonlinear filtering problem (6.16) with an EKF-SLAM ap-
proach as outlined in Algorithm 6.1.
Algorithm 6.1 Visual inertial EKF-SLAM algorithm.
Given the model in (6.16).
Initialization:
𝑟1|0 = ?̂?1|0, (6.18a)
𝑃1|0 = 𝑃 𝑥𝑥1|0 . (6.18b)
Time recursion:
1: Detect and associate a map landmark 𝑗 = 𝑐𝑖𝑘 to each observed landmark 𝑖. This step includes
data gating for outlier rejection and track handling to start and end landmark tracks.













3: Measurement update: For revisited landmarks do
𝑆𝑡 = 𝐻𝑟𝑃𝑡|𝑡−1𝐻𝑇𝑟 +𝑅, (6.20a)
𝐾𝑡 = 𝑃𝑡|𝑡−1𝐻𝑇𝑟 𝑆−1𝑡 , (6.20b)
𝑧𝑡 = 𝑦𝑡 − ℎ(𝑟𝑡|𝑡−1), (6.20c)
?̂?𝑡|𝑡 = ?̂?𝑡|𝑡−1 +𝐾𝑡𝑧𝑡, (6.20d)
𝑃𝑡|𝑡 = 𝑃𝑡|𝑡−1 −𝐾𝑡𝑆𝑡𝐾𝑇𝑡 . (6.20e)
4: Time update:
?̂?𝑡+1|𝑡 = 𝑓(𝑥𝑡,𝑢𝑡), (6.21a)
























The double time subindex 𝑡|𝑚 should be read at time 𝑡 given measurements up to
time 𝑚.
The concerned Jacobians of Algorithm 6.1 are given in the Appendix B



















𝐻𝑥 0 · · · 0 𝐻𝑙 0 · · · 0
]︁
, (6.22e)





Note that the covariance matrix of a new landmark observation is initialized with
𝑃 𝑐𝑡|𝑡 = diag([𝜎2𝑙𝑥 , 𝜎2𝑙𝑦 ,∞]) (in camera frame), which in practice is to set the covariance concerning
the landmark depth to a large value (𝜎2𝑙𝑧 → ∞) to reflect the lack of knowledge about the actual
landmark position and to let the measurements inferred such information. Another practical
detail related to landmark initialization is that the information about the landmark position and
its covariance matrix are given in the camera reference frame and they need to be transformed
to world coordinates to cope with a corect problem formulation. One can use (6.13) to derive
the position of a landmark in world coordinates and for the initial covariance 𝑃𝑤𝑡|𝑡, expressed in
world coordinates, the following (approximate) expression can be used
𝑙𝑤𝑡 = (ℛ𝑐𝑤)
𝑇 (𝑙𝑐𝑡 − 𝑝𝑐𝑏) + 𝑝𝑤𝑡 , (6.24a)
𝑃𝑤𝑡|𝑡 = (ℛ𝑐𝑤)
𝑇𝑃 𝑐𝑡|𝑡ℛ𝑐𝑤, (6.24b)
where the ancillary rotation matrix ℛ𝑐𝑤 is
ℛ𝑐𝑤 = ℛ𝑐𝑏ℛ(𝑞𝑏𝑤𝑡 ). (6.25)
6.2.9 Experimental setup
Figure 35 depicts the main components of the cocktail party problem. The data
collection is conducted in a controlled environment with the following characteristics
1. Environment: The test are performed in a laboratory instrumented with a motion capture
system able to track the position and orientation of the sensor platform and the landmarks
with high accuracy (millimeters) for ground truth analysis.
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2. Sensor platform: The sensor platform consists of a Nexus5 smartphone with a camera
and an inertial measurement unit (IMU) equipped with three-axis accelerometers and
gyroscopes. The sensor platform is mounted on the person’s head to be able to measure
position and orientation with respect to the landmarks.
3. Landmarks: The landmarks are represented by the positions of the interlocutors in the
scene. In a real scenario, a landmark can operate as source or noise according to where







Figure 35 – The cocktail party problem. The sensor platform is a device comprising a head
mounted camera and an IMU. Several interlocutors are speaking simultaneously
while a person with hearing impairment wearing the sensor platform is trying to
focus attention to a specific conversation.
6.2.10 Test case design
We performed 6 different test cases that reproduce six possible scenarios for the
cocktail party problem. They are enumerated as follows.
1. Scene 1 - Standing Still Short Distance: The person is standing still at a short distance
from the interlocutors while paying attention one of them.
2. Scene 2 - Cocktail Party Short Distance: The person is placed at a close distance from the
interlocutors while switching attention between them, one at a time.
3. Scene 3 - Standing Still Long Distance: The person is standing still at a long distance from
the interlocutors while paying attention to one of them.
4. Scene 4 - Cocktail Party Long Distance: The person is placed at a long distance from the
interlocutors while switching attention between them, one at a time.
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5. Scene 5 - Lemniscate: A challenging scenario where the person performs a motion over
an 8-shape curve on the ground while focusing the attention to an interlocutor.
6. Scene 6 - Arc: A challenging scenario where the person performs a motion over an arc on
the ground while focusing the attention to an interlocutor.
Scene 1 and Scene 3 are scenarios where the person is standing still and listening
to a person at short and long distances, respectively. Scene 2 and Scene 4 are scenarios where
the person is switching attention from one interlocutor to another, at short and long distance,
respectively. The last two cases are challenging scenarios. Scene 5 and Scene 6 were designed
to test the performance of the SLAM algorithm with a more complicated motion of the sensor
platform that also involve loosing track of the camera features in the scene. Reference trajectories
were plotted on the ground floor using two full HD projectors mounted on the ceiling.
6.2.11 Sensor platform and ground truth
The sensor platform is composed of visual and inertial sensors packed in a Nexus 5
smartphone with the following characteristics.
• Visual sensor: A CMOS camera with Full HD pixel resolution (1920 × 1080 pixels)
and frame rate of 30 frames per second (FPS). For the video recordings we use the
OpenCameraApp2 which allow to work with a fixed focal length.
• Inertial sensors: 3-axis accelerometer and 3-axis gyroscope. We used the SensorFusion-
App3 to log data from the accelerometer and gyroscope at 100Hz.
Figure 36 – Nexus5 smartphone with four infrared reflective markers.
3 Open Camera App download website <https://play.google.com/store/apps/details?id=net.sourceforge.
opencamera>.
3 Sensor Fusion App download website: <https://play.google.com/store/apps/details?id=com.hiq.sensor>.
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Figure 37 shows part of the the physical installation equipment of Visionen laboratory
used for data collection. The ground truth is provided by the Qualisys motion capture (MoCap)
system. The Qualisys system is comprised of twelve high resolution cameras spatially distributed
over a room volume of 10 × 10 × 8 m3 able to detect infrared (IR) markers up to millimeter
precision4.
(a) Motion capture camera model Qualisys 5+, 6+
and 7+ series.
(b) Wall projector.
Figure 37 – Equipment of Visionen laboratory at Linköping University, Sweden used for data
collection.
6.2.12 Sensor synchronization
The ground truth and the IMU data are synchronized based on the norm of the
angular velocity of the gyroscope and the Qualisys signals (Fig. 38a). The correlation function
is calculated between both signals to determine the time delay given by the highest correlation
value in seconds (Fig. 38b). The time delay is used to synchronized the IMU and ground truth
signals, as shown in Fig. 38c. The procedure is summarized in Algorithm 6.2.
The camera and the IMU data are recorded by separate and therefore they use
independent clock signals with different sampling frequencies. The camera and the IMU are
synchronized by software by imposing a predefined pattern of camera motion that can be
easily identified in the gyroscope signal (Fig. 38d). A predefined motion allow to identify the
exact camera frames where the pattern begins and ends to manually relate this information to
the corresponding times where the motion occurs on the gyroscope signal. In Fig. 38d, the
predefined pattern is characterized by the colorful sine lobes at the beginning and end of the
gyroscope data which correspond to an almost pure camera rotation of 180 degrees forward and
backwards around the 𝑥-axis of IMU coordinates.
4 Website of the Qualisys 5+, 6+ and 7+ series camera: <https://www.qualisys.com/hardware/5-6-7/>.
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(a) Norm of the angular velocity for the gyro-
scope (Nexus5) and ground truth (Qualisys)
signals.






















(b) Correlation function. A time delay of 68.2
seconds is identified by the plot peak.














(c) Synchronized IMU and ground truth sig-
nals.








(d) Synchronization patterns (thicker lines)
identified in the 𝑥-axis of gyroscope signal
at the beginning and end of sensor data.
Figure 38 – Sensor synchronization. Note that the first seconds of IMU data corresponds to a
stationary period used for calibration of the accelerometer and gyroscope.
Algorithm 6.2 Synchronization of ground truth and gyroscope data.
Given the rotation matrices from ground truth (subindex “gt”) data, denoted ℛ𝑡, and the
angular velocities from gyroscope data (subindex “gyro”) , denoted 𝜔𝑡, at time instant
𝑡.
1: Calculate the relative rotation from consecutive ground truth rotations matrices
ℛgt,𝑡 = ℛ𝑡+1ℛ−1𝑡 .
2: Compute the angle of rotation
Δ𝜃gt,𝑡 = arccos (12(trace(ℛgt,𝑡) − 1)).
3: Calculate the norm of the angular velocity of ground truth data
||𝜔gt,𝑡|| = |Δ𝜃gt,𝑡|/Δ𝑡 .
4: Compute the norm of the angular velocity of gyroscope data
||𝜔gyro,𝑡|| =
√︁
𝜔2𝑥,𝑡 + 𝜔2𝑦,𝑡 + 𝜔2𝑧,𝑡.
5: Calculate the correlation of ground truth and gyroscope angular velocities
𝐶 = corr(||𝜔gt,𝑡||, ||𝜔gyro,𝑡||).
6: Estimate the synchronization time given by the maximum correlation value
𝑡sync = max(𝐶).
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6.2.13 Image processing
Figure 39 depicts the scene projected during the experiments. The image depicts a
typical cocktail party problem scenario with three interlocutors speaking simultaneously. We
use the AprilTag visual markers to represent each person with a distinctive tag identifier.
Visual markers are research tools with wide application in robotics, virtual reality and indoors
navigation. The purpose of using artificial visual markers is to facilitate data association in order
to focus on the design and evaluation of sophisticated filtering and sensor fusion algorithms. Data
association is a challenging problem which consists in the assignment of a sensor measurement
to a landmark observations in the scene. In a natural scene, robust face detection and face
recognition algorithms would be required to solve data association. We provide an AprilTag
detector for MATLAB in (DÍAZ, 2019).
Figure 39 – Cocktail party scene used for data collection. Face recognition is substituted by
AprilTag detection to simplify data association towards focusing on the filter design.
The camera frames are extracted and processed separately using the AprilTag de-
tector over grayscale images as in Fig. 40.
6.3 Results
In this section we describe the results achieved regarding sensor calibration and the
synchronized visual inertial dataset.
6.3.1 Sensor calibration
Ground truth calibration is depicted in Fig. 41. The calibration result is demonstrated
by a correct tracking of the Nexus5 object and the AprilTag targets within the tracking volume.
In Fig. 41 it can also be appreciated the world reference frame fixed on the room floor, which is
used as reference to compute all the ground truth measurement for the tracking of the objects in
the scene.
The result of camera calibration is shown in Fig. 42. The calibration procedure
consists of using taking images of a checkerboard a distance similar the experiments will be
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Scene 3, Frame 3192
















Figure 40 – AprilTag detection. The image show a frame of Scene 2 with the detection of a
visual tag including its center and the four corners labeled as𝑀 = {𝑀1, . . . ,𝑀5},
accordingly. The tag center is given in the detector field center. Note that, the
detector field corners returns the pixel location of the corners given in the same
order as shown in the figure.
conducted in the laboratory (about ∼ 3 m distance from the scene). This allows to provide proper
estimates of the camera calibration parameters for the intended application.
IMU calibration result is shown in Fig. 43. The histogram plots show approximate
Gaussian curves for all the inertial measurements.
6.3.2 Visual inertial dataset
Figure 44 shows an example of two datasets with synchronized ground truth, visual
and inertial sensor data and the reference ground trajectories. Six dataset files are provided
in total with filename syntax of the form dataset_sceneXX.mat where XX is the two-digit
number corresponding to a scene.
The dataset files contain the following data:
• groundtruth: Ground truth data.
• inertial: Accelerometer and gyroscope data.
• visual: Camera data.
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Figure 41 – Ground truth calibration and tracking.
Figure 42 – Camera calibration result.















































(a) IMU time data.
accelerometer














































(b) IMU histogram data.
Figure 43 – IMU data and histogram plots from calibration. The results show approximate
Gaussian distributions (thicker curve fit) for all inertial sensor measurements.
(a) Scene5 - Lemniscate. (b) Scene 6 - Arc.
Figure 44 – Data collection result. The figure shows examples of two different scenes with
reference trajectories plotted on the ground floor (within an area of 10 m2) by means
of two ceiling-mounted projectors of a combined 1920 × 1920 pixel resolution.
• q0_bw: The quaternion 𝑞𝑏𝑤0 representing the initial world-to-body rotation matrix ℛ𝑏𝑤0 .
• R_cb: The body-to-camera rotation matrix ℛ𝑐𝑏.
• p_cb: The body-to-camera traslation vector 𝑝𝑐𝑏.
• tagsize: AprilTag size in meters.
Note that the initial world-to-body orientation is given by the unit quaternion in
q0_bw as defined in the motion model (6.10). The transformation of a unit quaternion to a




𝑞21 + 𝑞22 − 𝑞23 − 𝑞24 2(𝑞2𝑞3 + 𝑞1𝑞4) 2(𝑞2𝑞4 − 𝑞1𝑞3)
2(𝑞2𝑞3 − 𝑞1𝑞4) 𝑞21 − 𝑞22 + 𝑞23 − 𝑞24 2(𝑞3𝑞4 + 𝑞1𝑞2)
2(𝑞2𝑞4 + 𝑞1𝑞3) 2(𝑞3𝑞4 − 𝑞1𝑞2) 𝑞21 − 𝑞22 − 𝑞23 + 𝑞24
⎤⎥⎥⎥⎦ (6.26)
The content of the data structures groundtruth, visual and inertial are given
in Fig. 45. The field groundtruth.Nexus5.R contains the elements of matrix ℛ𝑏𝑤 stacked as a
row vector. The structure of the landmark poses are given on the structure groundtruth on the
fields Target{·}.X and Target{·}.R which denote the position and rotation of the concerned
targets (landmarks) and {·} represents the landmark labels denoted {Left, Middle, Right}.
6.4 Conclusion
We presented a novel visual inertial dataset applied to the context of hearing aid
research. Visual and inertial sensor technology, although very much applied to robotics research,
is found to be effective towards providing cognitive control for hearing aid. A visual inertial
head mounted platform can be able to estimate direction of arrival to landmarks in scene which
can in turn be used to provide directional information to enhance filtered sound in an specific
spatial direction using a microphone array. The foundations of visual inertial state estimation
are described and the visual inertial EKF-SLAM Algorithm 6.1 is outlined as a solution. To
this end, the produced visual inertial dataset may serve as a benchmark for the development of
sensor fusion algorithms for the cocktail party SLAM solver.




X(:,1:3) ........................................................... tag center point M1
X(:,4:6) ................................................................ tag corner M2
X(:,7:9) ................................................................ tag corner M3
X(:,10:12) ..............................................................tag corner M4
X(:,13:15) ..............................................................tag corner M5
R(:,1:9) ....................................................rotation w.r.t. tag center M1
Nexus5
X(:,1:3) ..............................................................Nexus 5 position
R(:,1:9) ..............................................................Nexus 5 rotation
t(:) ................................................................ground truth time vector
fs ..........................................................ground truth sampling frequency
inertial
acc(1:3,:) ............................................................. accelerometer data
gyr(1:3,:) .................................................................gyroscope data
calAcc ............................................................ accelerometer calibration
m ................................................................... accelerometer mean
Q ...............................................................accelerometer covariance
calGyr ................................................................gyroscope calibration
m ... ..................................................................gyroscope mean
Q ..................................................................gyroscope covariance
t(:) .......................................................................IMU time vector
fs ................................................................. IMU sampling frequency
visual
frames .............................................................vector of frame numbers
K ..................................................................camera calibration matrix
t(:) .................................................................... camera time vector
fps .......................................................................camera frame rate
Figure 45 – Dataset structure and sensor calibration files.
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7 CONCLUSIONS
This work presented two novel methods for visual navigation using monocular visual
odometry and a visual inertial sensor fusion dataset for hearing aid research. The first method
resulted in an algorithm for the estimation of the relative scale of motion estimation in monocular
visual odometry. The method was validated using the KITTI dataset for autonomous car. The
RMSE error against ground truth in sequence 00 resulted in a total drift of 6.55 % on a traveled
distance of 3714 m.
The second method related to the estimation of the absolute scale in monocular
odometry resulted in an improvement over first method by fusing the relative scale information
with planar homography. We developed a novel algorithm that was validated using the KITTI
dataset as benchmark. Five different experiments named original, relScale, absScale, absScale2,
6patches were designed and compared on the sequence 00 using the RMSE metric. The best
outcome was obtained by the absScale2 method with total RMSE drift of 5.32 % for the total
trajectory length. This result shows the quantitative improvement over the relative scale algorithm
by utilizing a ground plane patch and the plane homography technique. Morever, in comparison
with the 6patches method which used six ground plane patches it was found that no significant
improvement was achieved with a total RMSE drift of 5.46 %. This result showed that only one
ground plane patch is sufficient to estimate the absolute scale of vehicle motion.
The last part presented a dataset as benchmark for the development of visual in-
ertial sensor fusion solvers for the cocktail party problem and a visual inertial sensor fusion
methodology based on the EKF-SLAM was outlined. Six test cases were designed, performed
and archived, resulting in six synchronized datasets including sensor calibration and software
synchronization of visual, inertial and ground truth data.
Some limitations were found during the study. The relative scale algorithm was
found sensitive to trajectory initialization during turns. This may be associated to current feature
tracking implementation using optical flow which is known to work better on small baseline
distances. Using a combined approach including feature tracking may provide a good comprise
to improve the performance of the algorithm. Related to monocular motion estimation in KITTI
dataset, there is the scenario where almost zero-distance baselines occur due to vehicle deceler-
ation or stops while reaching a street corner. The lack of significant scene motion during such
scenario causes for current visual odometry algorithms to fail producing wrong motion esti-
mates. This result can be surpassed by including a velocity analysis of the vehicle and monitoring
speed changes during critical motions such as stops.
In future work, further opportunities to improve the proposed visual odometry
algorithms could be reach by including object and pedestrian detection using, for instance,
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deep neural networks. This should improve detection of the static scene which would directly
translate in better visual odometry estimates. Additionally, the cocktail party dataset will be
made available publicly and a simultaneous localization and mapping (SLAM) algorithm will
be developed by a practical extended kalman filter implementation (EKF-SLAM). This will
demonstrate the benefits of using low cost sensor technology such as the visual inertial sensor
suite in providing directional resources to hearing aid sensors by means of sophisticated sensor
fusion technique such as the EKF-SLAM.
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APPENDIX A – ROTATIONS
In this appendix we present a brief introduction to rotations with different axis-angle
parametrizations that define the orientation of a rigid-body.
A.1 Rotation matrix
A rotation matrix is a special matrix whose multiplication with a vector rotates the
vector while preserving its length. Rotations matrices in the 3-D space belong to the special
orthogonal group of 3 × 3 matrices denoted SO(3) defined by
SO(3) = {ℛ ∈ R3×3 : ℛ−1 = ℛ𝑇 , det (ℛ) = ±1}. (A.1)
Rotation matrices for which det(ℛ) = 1 are called proper and those for which
det(ℛ) = −1 are called improper. Improper rotations are also called rotoinversions because
they consist of a rotation followed by an inversion operation. The following analysis is restricted
to proper rotations, as improper rotations do not represent rigid-body transformations.












with 𝑟:,𝑘 representing the 𝑘-th column of ℛ. The convention used here is that the rotation
matrix encodes the attitude of a rigid-body by expressing a rotation from world to body-fixed
coordinates. The opposite transformation is given by the transpose of the matrix.
A.2 Axis-angle representations of rotations
In this section, we present different axis-angle parametrizations which are convenient
ways of expressing a rotation matrix in terms of a unit vector indicating the direction of
an axis of rotation and an angle describing the magnitude of the counter-clockwise rotation
about the axis (right-hand rule convention). Compared to standard presentations of the topic,
additional effort is made in order to introduce the different axis-angle representations of a
rotation matrix in terms of a (piece-wise constant) angular velocity as given, for instance, by
gyroscope measurements. When introducing quaternions, we use a modern matrix-oriented
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approach in which unit quaternions are conveniently represented as four-dimensional vectors
and the quaternion multiplication as a matrix-by-vector product (GROSS et al., 2001).
The angular velocity measured in body-fixed coordinates, e.g., by a gyroscope rigidly
















‖𝜔‖2 = 𝜔2𝑥 + 𝜔2𝑦 + 𝜔2𝑧 . (A.5b)
We will also introduce the vector product operation with the unit-length angular






⎤⎥⎥⎥⎦ = dℛd𝑡 ℛ𝑇 , (A.6a)
𝑆(𝜔) = ‖𝜔‖𝑆(?̂?). (A.6b)
A.2.1 Rodrigues’ rotation formula
The Rodrigues’ rotation formula in matrix form is
ℛ(?̂?, 𝜃) = 𝐼3 + (sin 𝜃)𝑆(?̂?) + (1 − cos 𝜃)𝑆(?̂?)2. (A.7)
The matrix 𝑆 parametrizes the axis of rotation given by the unit-length angular
velocity ?̂?. The angle of rotation is
𝜃 = ‖𝜔‖𝑇 (rad), (A.8)
where 𝑇 is the (gyroscope) sampling time in seconds. It is important to mention that this result
arise by assuming zero-order hold (ZOH) sampling, i.e., the angular velocity remains constant
(time-invariant) between sampling instants.
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A.2.2 Exponential map
The exponential map is another form of axis-angle parametrization of a rotation
matrix
ℛ(?̂?, 𝜃) = exp(𝜃𝑆(?̂?)) (A.9a)
= 𝐼3 + (sin 𝜃)𝑆(?̂?) + (1 − cos 𝜃)𝑆(?̂?)2, (A.9b)
where ?̂? is the axis of rotation given by the unit-length angular velocity and the angle of rotation
is 𝜃 = ‖𝜔‖𝑇 (rad), where 𝑇 is the (gyroscope) sampling time. The term exp(·) denotes the







The Rodrigues’ rotation formula is identical to the exponential map parametrization
of a rotation and therefore it provides a tool to compute the exponential map without actually
computing the full matrix exponential. The result in (A.9b) is obtained by analysis of the series
expansion in (A.10).
A.2.3 Unit quaternion as a vector

















⎡⎣ cos ( 𝜃2)
sin ( 𝜃2)?̂?
⎤⎦ , (A.11a)
‖𝑞‖2 = 𝑞21 + 𝑞22 + 𝑞23 + 𝑞24 = 1, (A.11b)
where ?̂? is the axis of rotation given by the unit-length angular velocity and the angle of rotation
is 𝜃 = ‖𝜔‖𝑇 (rad), where 𝑇 is the (gyroscope) sampling time. The following condition is also
enforced to get unambiguous rotation representations
𝑞1 ≥ 0. (A.12)
An interesting observation is that, in an axis-angle notation, the unit quaternion uses
half the angle to denote a 3-D rotation. A rotation matrix parametrized by a unit quaternion is
ℛ(𝑞) =
⎡⎢⎢⎢⎣
𝑞21 + 𝑞22 − 𝑞23 − 𝑞24 2(𝑞2𝑞3 + 𝑞1𝑞4) 2(𝑞2𝑞4 − 𝑞1𝑞3)
2(𝑞2𝑞3 − 𝑞1𝑞4) 𝑞21 − 𝑞22 + 𝑞23 − 𝑞24 2(𝑞3𝑞4 + 𝑞1𝑞2)
2(𝑞2𝑞4 + 𝑞1𝑞3) 2(𝑞3𝑞4 − 𝑞1𝑞2) 𝑞21 − 𝑞22 − 𝑞23 + 𝑞24
⎤⎥⎥⎥⎦ . (A.13)
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Given a unit quaternion 𝑞, the axis-angle parameters of a rotation matrix ℛ(?̂?, 𝜃)
are calculated as







A.2.4 Unit quaternion as a matrix





⎤⎦ = [𝑞1, 𝑞2, 𝑞3, 𝑞4]𝑇 , (A.15)
with axis-angle parameters calculated as in (A.14). A unit quaternion can be also expressed as
a 4 × 4 matrix
𝑄(𝑞(?̂?, 𝜃)) =
⎡⎢⎢⎢⎢⎢⎢⎣
𝑞1 −𝑞2 −𝑞3 −𝑞4
𝑞2 𝑞1 𝑞4 −𝑞3
𝑞3 −𝑞4 𝑞1 𝑞2



















where ?̂? = 𝜔/‖𝜔‖ is the axis of rotation given by the unit-length angular velocity, the angle of




0 −?̂?𝑥 −?̂?𝑦 −?̂?𝑧
?̂?𝑥 −0 ?̂?𝑧 −?̂?𝑦
?̂?𝑦 −?̂?𝑧 0 ?̂?𝑥





The equations (A.16b) and (A.16c) are the axis-angle representations of a rotation
matrix parametrized by a unit quaternion in the matrix form. The derivation of the equality
expressions in (A.16) is made explicit in Section A.3.2. It is interesting to note that, it was shown
in a recent work that (A.16a) is just one out of 48 distinct matrix representations of quaternions
(FAREBROTHER et al., 2003).
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A.3 Rotation derivatives
The derivative operation with respect to time is denoted ˙(·) , d(·)d𝑡 . The time
dependency will be indicated by the subscript 𝑡, for instance, as in 𝑥𝑡. It is important to mention
that 𝜔 ∈ R3 denotes the angular velocity measured in the body frame and that ℛ𝑏𝑤𝑡 denotes a
rotation from the world (inertial frame) to body (moving platform frame) coordinates, represented
by the simplified notation ℛ𝑡.
A.3.1 Time derivative of a rotation matrix
The derivative of a rotation matrix is given by (ZHAO, 2016, Equation 5 )
ℛ̇𝑡 = −𝑆(𝜔)ℛ𝑡, (A.18)
where 𝜔 ∈ R3 is the angular velocity measured in the body frame. The solution by assuming
ZOH sampling (𝜔 is piece-wise constant between sampling instants) is
ℛ𝑡+1 = exp (−𝑇𝑆(𝜔))ℛ𝑡, (A.19)
where 𝑇 is the sampling time in seconds. The same result in terms of the axis-angle notation is
ℛ𝑡+1 = exp (−𝜃𝑆(?̂?))⏟  ⏞  
ℛ(?̂?,𝜃)
ℛ𝑡. (A.20)
Note that the first term of the equality in the latter expression coincides with an
axis-angle representation of a rotation matrix in the exponential map form given by (A.9). The
axis of rotation is given by the unit-length angular velocity ?̂? = 𝜔/‖𝜔‖ and the angle of rotation
by 𝜃 = ‖𝜔‖𝑇 .
A.3.2 Time derivative of a unit quaternion





where 𝜔 ∈ R3 is the angular velocity and 𝑆 is a skew-symmetric matrix defined by
𝑆(𝜔) =
⎡⎢⎢⎢⎢⎢⎢⎣
0 −𝑤𝑥 −𝑤𝑦 −𝑤𝑧
𝑤𝑥 −0 𝑤𝑧 −𝑤𝑦
𝑤𝑦 −𝑤𝑧 0 𝑤𝑥
𝑤𝑧 𝑤𝑦 −𝑤𝑥 0
⎤⎥⎥⎥⎥⎥⎥⎦ . (A.22)
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where 𝑇 is the sampling time in seconds. The latter identity if obtained by analysis of the series
expansion as in (TÖRNQVIST, 2008, Equations 2.30–2.35). An equivalent expression to (A.23)
in terms of the axis-angle notation can be obtained by performing the substitutions 𝜃 = ‖𝜔‖𝑇





















⏟  ⏞  




where the axis of rotation is given by the unit-length angular velocity ?̂? and the angle of rotation
is 𝜃. In an axis-angle notation, unit quaternions use half the angle to represent rotation matrices,
as stated earlier. Note that both (A.23) and (A.24) denote quaternion multiplications in the
matrix form. The first factor of the multiplication is given by a unit quaternion in matrix form
𝑞(?̂?, 𝜃) (as defined in Section A.2.4) and the second factor of the multiplication is given by
a unit quaternion in vector form 𝑞𝑡 (as defined in Section A.2.3). The later observation about
the quaternion multiplication as a matrix operation lead us to the identify a (unit) quaternion
𝑞(?̂?, 𝜃) as a 4 × 4 matrix (see Section A.2.4).
A.3.3 Infinitesimal rotations
The skew-symmetric matrices (A.6a) and (A.17) can be thought of as infinitesimal
rotations either in the 3-D space (for rotation matrix representations) or in the 4-D space (for unit
quaternion representations), respectively. Note that the skew-symmetric matrices are formed by
the unit-length angular velocity ?̂?.
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APPENDIX B – JACOBIANS
In this appendix we derive the Jacobians that are implicitly involved in Algorithm 6.1
of Chapter 6. We start by recalling the system modeling.
B.1 State dynamics
We use a constant velocity (CV) motion model to describe platform dynamics in
the world reference frame. Rotations are parametrized using the unit quaternion 𝑞𝑏𝑤𝑡 which
represents the rotation of the IMU platform from world to body coordinates. The accelerometer
and gyroscope measurements are considered inputs to the system in order to keep the size of the
state-space low with a total of ten states (SJANIC et al., 2011; NYQVIST et al., 2015; SJANIC;
SKOGLUND, 2016).




𝑡 )𝑇 (𝑢𝑏𝑎,𝑡 − 𝑔𝑏 + 𝑤𝑏𝑎,𝑡), (B.1a)









where the states are represented by the three-dimensional position, velocity and rotation,
[𝑝𝑤𝑡+1,𝑣𝑤𝑡+1, 𝑞𝑏𝑤𝑡+1]𝑇 in the world frame, 𝑇 denotes the sampling time, ℛ(𝑞𝑏𝑤𝑡 ) represents a rotation
matrix parametrized by the unit quaternion 𝑞𝑏𝑤𝑡 = [𝑞1,𝑡, 𝑞2,𝑡, 𝑞3,𝑡, 𝑞4,𝑡]𝑇 which describes the rota-
tion from world to body coordinates, the accelerometer measurements are denoted 𝑢𝑏𝑎,𝑡 = 𝑎𝑏𝑡 +𝑔𝑏
(specific force plus local gravity) and the gyroscope signals are denoted 𝑢𝑏𝜔,𝑡 = 𝜔𝑏𝑡 (angular
velocity), both of them measured in the sensor body frame, 𝑔𝑏 = ℛ(𝑞𝑏𝑤𝑡 )𝑔𝑤 is the gravity
expressed in the body frame, 𝑔𝑤 = [0, 0, 𝑔]𝑇 is the nominal gravity vector expressed in the
world frame where 𝑔 ≈ 9.81 and exp (·) denotes the matrix exponential 𝑒(·). The noise terms
𝑤𝑏𝑡 = [𝑤𝑏𝑎,𝑡,𝑤𝑏𝜔,𝑡]𝑇 are assumed Gaussian and independent where 𝑤𝑏𝑎,𝑡 ∼ 𝒩 (0, 𝑄𝑎),𝑄𝑎 = 𝜎2𝑎𝐼3
(process noise due to linear acceleration) and 𝑤𝑏𝜔,𝑡 ∼ 𝒩 (0, 𝑄𝜔), 𝑄𝜔 = 𝜎2𝜔𝐼3 (process noise
due to angular velocity). Note that, although possible to accounted for, the sensor biases are
disregarded in this model.
The skew-symmetrix matrix 𝑆 parametrizes the quaternion dynamics and has the








𝑡 )𝜔𝑏𝑡 , (B.2b)




0 −𝜔𝑥,𝑡 −𝜔𝑦,𝑡 −𝜔𝑧,𝑡
𝜔𝑥,𝑡 0 𝜔𝑧,𝑡 −𝜔𝑦,𝑡
𝜔𝑦,𝑡 −𝜔𝑧,𝑡 0 𝜔𝑥,𝑡









The quaternion has to be of unit length in order to represent a rotation
(𝑞𝑏𝑤𝑡 )𝑇 𝑞𝑏𝑤𝑡 = 1, (B.4)
and in most cases 𝑞1,𝑡 ≥ 0 is assumed and enforced in order to get an unambiguous representation.
The measurements of the linear acceleration by the accelerometer and the angular
velocity by the gyroscope are used as inputs to the system 𝑢𝑏𝑡 = [𝑢𝑏𝑎,𝑡,𝑢𝑏𝜔,𝑡]𝑇 in order to avoid
additional states. This assumption implies noise-free inertial measurements. However, both
gyroscope and accelerometer signals are affected by (approximate) Gaussian noises 𝑤𝑏𝜔,𝑡 and
𝑤𝑏𝑎,𝑡, respectively (see Fig. 43). Hence, the input signals are modeled as 𝜔𝑏𝑡 + 𝑤𝑏𝜔,𝑡 (gyroscope)





𝑡 + 𝑤𝑏𝜔,𝑡)𝑞𝑏𝑤𝑡 . (B.5)
The bilinear property (B.2) of the matrix 𝑆 allows to write the following relation
(TÖRNQVIST, 2008, Equation 2.22)
𝑆(𝜔𝑏𝑡 + 𝑤𝑏𝜔,𝑡)𝑞𝑏𝑤𝑡 = 𝑆(𝜔𝑏𝑡 )𝑞𝑏𝑤𝑡 + 𝑆(𝑞𝑏𝑤𝑡 )𝑤𝑏𝜔,𝑡. (B.6)
The discrete-time update of the quaternion dynamics (B.5), using zero-order hold
(ZOH) sampling, i.e., assuming piece-wise constant angular velocities between sampling inter-

























⎞⎟⎟⎠ 𝑞𝑏𝑤𝑡 , (B.7b)
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where the latter identity is derived from the series expansion as in (TÖRNQVIST, 2008, Equa-
tions 2.30–2.35).
The discre-time quaternion dynamics can be further simplified by using the approx-
imate small angle representation, if the sampling frequency of the gyroscope 𝑓𝜔 = 1𝑇 is high












The later result coincides with the first order approximation of the matrix exponential







≈ 𝐼 + 𝐴, (B.9b)
where𝐴 is a square matrix and 𝐼 is the identity matrix. Furthermore, by using the result in (B.6),














Note that the quaternion state and the associated noise term have been separated.
This is a convenient representation that allows to express the contribution of noise as an additive
process in a filtering framework.
The system model (B.1) can now be expressed in matrix-form (state-transition
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B.2 Jacobians
In this section we present the derivation of the Jacobians in (6.22) that appear in Algo-
rithm 6.1. The following developments are based on the results presented in (SJANIC; SKOGLUND,
2016).
B.2.1 Jacobian of the state dynamics




















where the rotation matrix parametrized by a unit quaternion is given in (A.13) and the rotation derivative
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B.2.2 Jacobian of the measurement function
In order to calculate the Jacobian of the measurement equation (6.15) the following ancillary
variables are defined (in this presentation, the time index has been intentionally omitted to simplify the
notation)
𝛿𝑤 = 𝑙𝑤 − 𝑝𝑤, (B.16a)
ℛ𝑐𝑤 = ℛ𝑐𝑏ℛ(𝑞𝑏𝑤), (B.16b)








The result of (B.16d) is a 3 × 1 × 4 tensor with elements
Δ𝑐:,1 = [Δ𝑐1,1, Δ𝑐2,1, Δ𝑐3,1]𝑇 , (B.17a)
Δ𝑐:,2 = [Δ𝑐1,2, Δ𝑐2,2, Δ𝑐3,2]𝑇 , (B.17b)
Δ𝑐:,3 = [Δ𝑐1,3, Δ𝑐2,3, Δ𝑐3,3]𝑇 , (B.17c)
Δ𝑐:,4 = [Δ𝑐1,4, Δ𝑐2,4, Δ𝑐3,4]𝑇 . (B.17d)

























−𝑟𝑐𝑤1,1𝛿𝑐3 + 𝛿𝑐1𝑟𝑐𝑤3,1 −𝑟𝑐𝑤2,1𝛿𝑐3 + 𝛿𝑐2𝑟𝑐𝑤3,1
−𝑟𝑐𝑤1,2𝛿𝑐3 + 𝛿𝑐1𝑟𝑐𝑤3,2 −𝑟𝑐𝑤2,2𝛿𝑐3 + 𝛿𝑐2𝑟𝑐𝑤3,2




Δ𝑐1,1𝛿𝑐3 − 𝛿𝑐1Δ𝑐3,1 Δ𝑐2,1𝛿𝑐3 − 𝛿𝑐2Δ𝑐3,1
Δ𝑐1,2𝛿𝑐3 − 𝛿𝑐1Δ𝑐3,2 Δ𝑐2,2𝛿𝑐3 − 𝛿𝑐2Δ𝑐3,2
Δ𝑐1,3𝛿𝑐3 − 𝛿𝑐1Δ𝑐3,3 Δ𝑐2,3𝛿𝑐3 − 𝛿𝑐2Δ𝑐3,3
Δ𝑐1,4𝛿𝑐3 − 𝛿𝑐1Δ𝑐3,4 Δ𝑐2,4𝛿𝑐3 − 𝛿𝑐2Δ𝑐3,4
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (B.19)
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3 − 𝛿𝑐1𝑟𝑐𝑤3,1 𝑟𝑐𝑤2,1𝛿𝑐3 − 𝛿𝑐2𝑟𝑐𝑤3,1
𝑟𝑐𝑤1,2𝛿
𝑐
3 − 𝛿𝑐1𝑟𝑐𝑤3,2 𝑟𝑐𝑤2,2𝛿𝑐3 − 𝛿𝑐2𝑟𝑐𝑤3,2
𝑟𝑐𝑤1,3𝛿
𝑐
3 − 𝛿𝑐1𝑟𝑐𝑤3,3 𝑟𝑐𝑤2,3𝛿𝑐3 − 𝛿𝑐2𝑟𝑐𝑤3,3
⎤⎥⎥⎦ . (B.20)
The total Jacobian of the measurement function for a certain landmark observation is then
𝐻𝑟 =
[︁
𝐻𝑥 0 · · · 0 𝐻𝑙 0 · · · 0
]︁
. (B.21)
