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Abstract-A collocation strategy for the satisfaction of boundary conditions in the application 
of Chebyshev spectral methods to Poisson and biharmonic-type problems in cuboidal domains is 
presented. This strategy leads, in both cases, to nonsingular linear systems for the determination of 
the unknown coefficients. 
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1. INTRODUCTION 
The present study examines the satisfaction of boundary conditions in the application of Cheby- 
shev collocation methods to Poisson and biharmonic-type three-dimensional elliptic problems in 
cuboidal domains. This is the three-dimensional extension of the method presented by Kara- 
georghis [l] for two-dimensional problems and it avoids the underdeterminacy difficulties en- 
countered by Shultz et al. [2] when solving biharmonic problems using a Chebyshev collocation 
method. By carefully selecting the number of collocation points where the boundary conditions 
are satisfied, one obtains, in both the Poisson and the biharmonic case, a system of n linearly 
independent equations in n unknowns. This collocation strategy is tested on two simple problems. 
2. THE NUMERICAL METHOD 
2.1. The Poisson Problems 
We examine the boundary value problem 
v2+, Y> z) = fc? Yt z) on the cuboid (cu, 0) x (a, b) x (A, B), (2-l) 
subject to Dirichlet boundary conditions. 
The solution 4(x, y, Z) is approximated by ~MNL(Z, y, z), where 
M NL 
~MNL(~,Y,Z) = C CCamd+m(x) C(Y)E(r), 
m=O n=O (CO 
(2.2) 
and the polynomials ?m(z), F;,(y) and 7 ( ) 1 z are shifted Chebyshev polynomials defined on the 
intervals [CX, /3], [a, b] and [A, B], respectively. In order to obtain an expression for the approxi- 
mation, one needs to find the (M + l)(N + l)(L + 1) coefficients amnl. 
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From the recommendations of Lanczos [3] for the tau method and the results of [l], the differen- 
tial equation is satisfied at a set of (M - l)(N - l)(L - 1) collocation points. The full set of collo- 
cation points is taken to be the set {(xi, g/j, zk)}, i = 0, 1, . . . , M; j = 0, 1, . . . , N; k = 0, 1, . . , L. 
These points are usually taken to be the corresponding Gauss-Lobatto points (see [4]) on each 
interval. In the x-direction, these are given by 
zi= (yi!) _ (~)cos2i, i=O,l,..., M. (2.3) 
The subset of (M - l)(N - l)(L - 1) points where the differential equation is satisfied is the 
set {(xi, yJr zk)], i = 1,2 )...) A4 - 1; j = 1,2 )... ,N - 1; k = 1,2 ,..., L - 1. This gives 
(M - l)(N - l)(L - 1) linearly independent equations in the unknown coefficients amnl. 
The remaining equations are obtained from the satisfaction of the boundary conditions at 
certain collocation points as follows: 
On the sides z = A and z = B, we impose 
4MNL(xi,!/j>A) =SA(xi,~j), i=O,l,... ,M, j=O,l,..., N 
and 
4MNL(Zi, Yj7 B) = L7B(Si, Yj), i=O,l,... ,M, j=O,l,..., N. 
On the sides y = a and y = b, we impose 
4MiVL(G, a, Zk) = ga(zi.3 Zk), i=O,l,..., M, k=1,2 ,..., L-l 
and 
4MNL(xir b, zk) = gb(% zk), i=O,l,..., M, k=1,2 ,..., L-l. 
Finally, on the sides x = Q! and x = p, we impose 
4MNL(% Yj/j, zk) = %-t(Yj, zk), j=1,2 ,..., N-l, k=1,2,...,L-1 
and 
h4NL(~,yj~Zk) = @(Yj,zk), j=1,2 ,..., N-l, k=1,2 ,..., L-l. 
(2.4a) 
(2.4b) 
(2.4~) 
(2.4d) 
(2.4e) 
(2.4f) 
The total number of equations is (M + l)(N + l)(L + l), which is equal to the number of 
unknown coefficients. The system of linear equations is clearly linearly independent. Further, if, 
gA(x, y) and gB(x, y) are polynomials of degree at most M + N (i.e., of degree at most M and 
N in x and y, respectively), ga(x, z) and gb(x, Z) are polynomials of degree at most M + L (i.e., 
M and L in x and z, respectively) and ga(y, z) and gp(y, z) are polynomials of degree at most 
N + L (N and L in y and z, respectively), then the boundary conditions are satisfied identically 
everywhere on the boundary. On the side z = A, ~MNL is a polynomial of degree M + N (M 
in x and N in y). Collocation at (M + l)(N + 1) distinct points determines dMNL(x, y,A) 
uniquely and, if gA(x, y) is a polynomial of degree at most M + N (M in x and N in y), then 
4MNh(x, y, A) s gA(x, y) and the boundary condition is satisfied identically on .z = A. The same 
argument applies to the side z = I?. The same result is true for the sides y = a, y = b, x = Q 
and x = p. In these cases, one has to take into account the common edges between adjacent 
sides. Finally, in the case of the identical satisfaction of the boundary conditions on one side of 
the domain, one should observe that the properties of all tangential derivatives of the boundary 
conditions are satisfied identically. 
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2.2. Biharmonic-Type Problems 
We examine the boundary value problem 
V4$(& Y, 2) = f(? Y, z) on the cuboid (a, /3) x (a, b) x (A, B), (2.5) 
subject to Dirichlet boundary conditions (1c, and 2 given on the boundary). The solution 
$(z, y, z) is a approximated by $MNL(Z, y, z) where, as before, 
M NL 
@MNL(& Y, 2) = C C C %d %(~I C(Y) T;(z). 
m=O n=O l=O 
(2.6) 
Following the recommendations of Lanczos [3] and extending the results of Karageorghis [l], 
the differential equation is collocated at the (M - 3)(N - 3)(L - 3) internal collocation points 
{(xi, yj, zk)}, i = 2,3,. . . , M - 2; j = 2,3,. . . , IV - 2; k = 2,3,. . . , L - 2, where the full set of 
collocation points is defined as before. This gives (A4 - 3)(N - 3)(L - 3) linearly independent 
equations for the unknown coefficients a,,,*~. 
The boundary conditions for $ are collocated in exactly the same way as for Poisson problems, 
thus providing 2(M + l)(N + 1) + 2(M + l)(L - 1) + 2(iV - l)(L - 1) equations. This collocation 
scheme ensures, as before, the uniqueness of $JMNL on each side of the boundary and the identical 
satisfaction of the boundary conditions for $J (and its tangential derivatives) on each side, provided 
that 1c, is a polynomial there. 
For the normal derivative boundary conditions, we first examine the side z = A. Since I,!J,MNL 
is uniquely determined on the adjacent sides, namely y = a,y = b,z = a and z = 0, it follows 
that so is $$ on the edges of the side t = A. We therefore only need to impose the boundary 
condition at the interior points (zi, yj), i = 1,2,. . . , A4 - 1; j = 1,2,. . . , N - 1. More precisely, 
on z = A, w(= w) is a polynomial of degree M + N(M in z and N in y), namely 
*(,,,,A)= 5 5 5 a,nn~~m(z>l;n(y)~(A) = 5 2 bmn%z(@%y). (2.7) 
m=O n=O l=O m=O n=O 
In order to determine v uniquely on z = A, we need to uniquely determine the (M+l)(N+l) 
coefficients b,, . Along the edge z = A, y = a, -w is uniquely determined, i.e., 
where the coefficients a$ are known, and therefore, 
N 
c bmn %W.= a:, m = O,l, . . . 
n=O 
Similarly, from the edge z = A, y = b, we get 
&nn%z(b) =P;, m = O,l, 
n=O 
where the coefficients @$ are known. 
Identical arguments on the edges z = A, 35 = ct and E = A, x = p yield 
(2.8) 
(2.9) 
(2.10) 
(2.11) 
where the coefficients 7,” are known, and 
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where the coefficients ~5; are known. 
Equations (2.9)-(2.12) provide 2(M + 1) + 2(N + 1) equations for the coefficients b,,. They, 
however, only “count” as 2(M + 1) + 2(N + 1) - 4 equations, since at the corners each is counted 
twice. By collocating the boundary condition for the normal derivative at (M - l)(N - 1) 
interior points on z = A, and adding the number of equations which are implicitly supplied by 
the edges (from the unique determination of $MNL on the adjacent sides to z = A), we obtain 
(A4 - l)(N - 1) + 2(M + 1) + 2(N + 1) - 4 = (M + l)(N + 1) 1 inearly independent equations 
which determine the coefficients b,, uniquely. In exactly the same way w is determined 
uniquely on .z = B. 
On the side y = a, w is a polynomial of degree M + L, namely 
(2.13) 
and we need the equivalent of (M + l)(L + 1), equations to determine the coefficients c,~. We 
know that on the sides z = A and z = B, v is uniquely determined and so is therefore 
a2ti,MlvL# 
+I& ontheedgesy=a,z=Aandy=a,z=B. Ony=a,z=A, lyehave 
where the coefficients A& are known, and therefore 
L 
c cm1 F;(A) = A:,, m=O,l,..., M. 
l=O 
Similarly, on y = a, z = B, 
L 
(2.14) 
(2.15) 
c cm1 @B) = B;, m=O,l,..., M. (2.16) 
l=O 
The 2(M + 1) equations provided by (2.15),(2.16) are not all linearly independent. We know 
that $MNA is determined uniquely on the sides 5 = QI and CC = 0 and, therefore, so are all its 
tangential derivatives (in z and y). The derivative a2*MNt . ayal IS, therefore, already known at the 
four corners of the side y = a (since these points also belong to the sides z = Q or x = p). 
On y = a, we collocate the boundary condition for the normal derivative at the (M - l)(L - 3) 
interior points (zi, q); i = 1,2,. . . M - 1; 1 = 2,. , . L - 2. The unique determination of $MNL 
on the adjacent sides provides the equivalent of 2(M + 1) + 2(L + 1) - 4 equations (by merely 
repeating the argument following equations (2.9)-(2.12)). Adding to these the equations resulting 
from the uniqueness of w on z = A and t = B, we get (M - l)(L - 3) + 2(M + 1) + 2(L + 1) 
-4 + 2(M + 1) - 4 = (M + l)(L + l), which is equal to the number of unknown coefficients c,~. 
We thus have the correct number of linearly independent equations to uniquely determine w 
on y = a. The same argument yields the uniqueness of C!+?UZ on y = b. 
On the side z = Q, v is a polynomial of degree N ?L, namely 
(2.17) 
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In order to uniquely determine the coefficients dm[, we need (N + l)(L + 1) equations. The 
uniqueness of $,MNL on the adjacent sides (and, therefore, the four common edges) is equivalent 
to 2(N + 1) + 2(L + 1) - 4 equations. On the edges z = a, z = A and z = (Y, z = B, w is 
uniquely determined and along the edges x = cx, y = a and x = a, y = b, w is also uniquely 
determined (these follow from the uniqueness of the normal derivatives of $MNL on the sides 
adjacent to z = o). These conditions are equivalent to 2(N + 1) + 2(L + 1) equations. However, 
not all are linearly independent. At the corner (cqa,A), say, w is also known from the 
fact that $MNL is uniquely determined on the side y = a and so are, therefore, all its tangential 
derivatives (in x and z) there (including the corner). Similarly, w is already determined 
at the corner from the unique determination of $MNL (and all its tangential derivatives) on 
z = A. Finally, we claim that $$$$ is determined twice at the corner. This is because we 
know that w a%MNL is uniquely determined on the edge x = cx, z = A (and so is therefore szayaz , 
there, including the corner). We also know that h azay is uniquely determined on the edge 
z = o, y = a (and so is, therefore, asayaz * there, including the corner). 
The above aigument shows the redundancy of three equations at each corner. The uniqueness of 
w and w on the corresponding edges is, therefore, equivalent to 2(N+1)+2(L+l)-12 
linearly independent equations. On x = a, we collocate the boundary condition for the normal 
derivative at the (N - 3)(L - 3) interior points (yj, zk), j = 2,3,. . . , N - 2; k = 2,3,. . . L - 2. 
The total number of equations on x = (II is, therefore, (N - 3)(L - 3) f 2(N + 1) + 2(L + 1) - 4 + 
2(N + 1) + 2( L + 1) - 12 = (N + l)(L + 1) which determines uniquely the unknown coefficients 
d ml. The same result applies to the side x = ,8. 
The total number of collocation equations is 
(Boundary conditions for $) 2(M + l)(N + 1) + 2(M + l)(L - 1) + 2(N - l)(L - 1) 
w 
Boundary conditions forx + 2(M - l)(N - 1) + 2(M - l)(L - 3) + 2(N - 3)(L - 3) 
(Differential equation) + (M - 3)(iv - 3)(L - 3) = (M + l)(N + l)(L + 1) 
which is equal to the number of unknown coefficients in (2.6). 
The above scheme ensures the uniqueness of $MNL and its normal derivative on the boundary. 
Further, provided II, and its normal derivative are polynomials on the boundary, the boundary 
conditions are satisfied identically everywhere on the boundary (and are thus the properties of 
the tangential derivatives of II, and their normal derivative). 
3. NUMERICAL EXAMPLES 
3.1. Poisson Problem 
The method of Section 2.1 was applied to the problem 
V24(x, y, 2) = -3x2 sin 7rx sin 7ry sin AZ on the cube (-1,1) x (-1,1) x (-1, l), 
subject to the Dirichlet boundary condition 4 = 0. The solution of this problem is 4(x, y, z) = 
sinnx sinrry sin7rz. The errors at a selection of points in the first octant (since the solution is 
symmetric) for different numbers of degrees of freedom are presented in Table 1. No advantage 
was taken of the symmetry of the problem. For simplicity, we took M = N = L. As predicted, 
the boundary condition was satisfied identically everywhere on the boundary. 
3.2. Biharmonic-type problem 
The method of Section 2.2 was applied to the problem 
V4$(x, y, z) = 9w4 sin7rz sinny sin7rz 
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Table 1. Errors in approximation for Poisson problem. 
5 0.22588( -1) 0.29445(-l) 0.36372(-l) 0,43371(-l) 
7 0.11106(-2) -0.41250(-3) -0.28472( -3) 0.98111(-3) 
9 0.24275( -4) 0.56029( -5) -0.13069( -4) -0.31739( -4) 
11 0.20874( -6) 0.18320( -6) 0.15766(-6) 0.13212( -6) 
on the cube (-1,l) x (-1,l) x (-1,l) subject to the Dirichlet boundary conditions 21/ = 0 
everywhere on the boundary and 
all, 
- = -7rsinnzsin7ry on z = 311, 
& 
llx>-1, l>y>-1, 
- = -7rsinnxsinnz on y = fl, 
dY 
l>x>-1, l>z>-1, 
W 
da:- 
- -7rsinnysin7rz on x = fl, l>y>-1, l>z>-1. 
The solution of this problem is Q(x, y, z) = sin TX sin ry sin XZ. The errors at a selection of 
points are presented in Table 2. As in the Poisson problem, the solution is seen to converge 
rapidly as we increase the numbers of degrees of freedom. As expected, the boundary conditions 
for II, were satisfied identically everywhere on the boundary. 
Table 2. Errors in approximation for biharmonic-type problem. 
M=N=L (Q, Q, ;> (a> +> :> (5, $> +> (a!$, 2) 
5 0.77449( -1) 0.82490(-l) 0.88473(-l) 0.95217(-l) 
7 -0.37369( -3) -0.21396( -2) -0.35212(-2) -0.46091( -2) 
9 0.85655( -4) 0.97150(-4) 0.10415(-3) 0.10752( -3) 
11 -0.124058(-5) -0.17961(-5) -0.22375(-5) -0.25856(-5) 
4. CONCLUSIONS 
A collocation strategy which leads to systems of n linearly independent equations in n un- 
knowns is presented for Poisson and biharmonic-type problems. This strategy avoids possible 
underdeterminacy problems reported in the literature. Further, a large class of boundary con- 
ditions are satisfied identically everywhere on the boundary. Finally, the method is clearly ap- 
plicable to any second- and fourth-order boundary value problem. 
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