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Abstract—With the rapid development of future wireless
communication, the combination of NOMA technology and
millimeter-wave(mmWave) technology has become a research
hotspot. The application of NOMA in mmWave heterogeneous
networks can meet the diverse needs of users in different
applications and scenarios in future communications. In this
paper, we propose a machine learning framework to deal with
the user association, subchannel and power allocation problems
in such a complex scenario. We focus on maximizing the energy
efficiency (EE) of the system under the constraints of quality
of service (QoS), interference limitation, and power limitation.
Specifically, user association is solved through the Lagrange dual
decomposition method, while semi-supervised learning and deep
neural network (DNN) are used for the subchannel and power
allocation, respectively. In particular, unlabeled samples are
introduced to improve approximation and generalization ability
for subchannel allocation. The simulation indicates that the
proposed scheme can achieve higher EE with lower complexity.
Index Terms—Machine learning, resource management, semi-
supervised learning, energy efficiency.
I. INTRODUCTION
With the explosively growth of users’ service requirements,
the use of the limited radio resources to hold more wireless
service of next generation wireless networks becomes a chal-
lenging problem. Non-orthogonal multiple access (NOMA) is
a novel access technique for future communication system,
which has been widely concerned because of its high spec-
tral efficiency. The application of NOMA in heterogeneous
networks can meet the diverse needs of users in future
communications. Resource management in NOMA networks
is becoming more and more intriguing to enhance energy
efficiency (EE) of systems. Existing research studied several
resource management schemes for NOMA networks. Most of
the existing method requires high computation and may not
be not necessarily feasible in practice.
In existing research, dual decomposition method was widely
used to user association in heterogeneous networks [1], [2].
In [3], an optimization scheme for user association, based
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on graph theory, was proposed. Furthermore, a theoretical
mean proportionally fair utility was suggested in [4] to ad-
dress the problem of user association. In the subchannel
allocation problem of NOMA network, existing works often
used matching theory. Especially, a two side many-to-many
matching algorithm was proposed in [5]–[8], static and dy-
namic source-destination matching algorithm was proposed
in [9]. For the problem of power optimization in NOMA
heterogeneous network, there are several power optimization
algorithms proposed, such as water-filling algorithm [10],
Lagrange dual multiplier method [11], alternating direction
method of multipliers (ADMM) algorithm [12], Lyapunov
Optimization algorithm [13] [14]. However, these methods are
often based on high complexity and need many iterations to
converge for BS processing.
As the most promising technology in artificial intelligence,
machine learning (ML) could be used to address wireless
resource management in wireless network [15]. In this case,
the challenge is how to enable ML to assist wireless devices
in intelligent learning and decision-making, so as to meet the
diverse service demands of the future wireless networks [16]
[17].
Recently, as the representative technology of ML, super-
vised learning has been used to wireless communications. Full-
connected deep neural network (DNN) is the most classical
model of supervised learning. Its non-linear approximation
performance enables DNN scheme to solve many problems in
resource management, for instance, beamforming, subchannel
allocation and power control. The work in [18] was the classic
application of DNN scheme in resource management, which
used deep learning to approximate the transmit power policy,
while it was shown the universal approximation for power
optimization. In [19], a deep learning algorithm in cognitive
radio networks was proposed, by considering EE, spectrum
efficiency and computing efficiency. The team DNN was
proposed in [20], which can solve team decision problems
of power control and provides a basis for the data parallel
distributed neural network in resource management. In [21], a
convolutional neural network was proposed for power control,
which can achieve higher EE and spectrum efficiency in a
much lower computation time, due to sharing the convolution
kernel parameters and the sparsity of inter-layer connections
in hidden layers.
As shown in the previous study [18]–[21], DNN can be used
without explicitly solving the problem of complex optimal
control strategy of communication system. As an intelligent
resource management tool, deep learning is used to solve
various problems, such as user connection, wireless access
selection, frequency allocation, power control and intelligent
beamforming. In addition, considering that the training DNN
model with medium number of layers can be used in lower
calculation time [22], it is very suitable for real-time opera-
tion. Compared with the conventional distributed optimization
technology, the resource management algorithm based on
deep learning can understand the wireless network state and
network user state in real time, so as to adjust the resource
management scheme in real time. This kind of intelligent
decision-making is very important for most Internet of things
and beyond 5th generation (B5G) services, especially those
that need real-time, low latency operation, such as automatic
driving and UAV control [23]–[26].
Nowadays, there are some literatures on DL-based resource
management in noma network. The research of [27] used deep
recurrent neural network to solve the resource allocation for
the NOMA heterogeneous IoT network. However, the authors
did not consider the influence of high power consumption
on EE. The work in [28] proposed the power allocation
scheme for NOMA system via exhaustive search method and
DNN model. However, it is unrealistic to obtain training
sets by exhaustive methods when the network environment
becomes more complex. The research of [29] proposed a deep
reinforcement learning framework to allocate channel in a near
optimal way. However, the size of state space will limit the
performance of the algorithm in this work.
In our work, we study the problem of wireless resource
management aiming at maximizing EE considering power
consumption, and the data set obtained by gradient iteration
algorithm has advantages in complexity.
The effect of deep learning algorithm largely depends on
the label samples. This will inevitably be affected by the
process of existing algorithms. In resource management based
on ML, it is simple to obtain massive unlabeled samples,
but in this case we need to use expensive and very long
computation to get the output of each sample. Therefore,
we try to improve the learning performance and reduce the
dependence on the reference algorithm. Thus, semi-supervised
learning is introduced to study this optimization problem,
that is, training through a finite number of labeled samples
generated by numerical iterative algorithms, and these labeled
samples are also combined with massive unlabeled samples.
Semi-supervised learning can avoid the waste of data and
resources and solve the problem of weak generalization ability
of supervised learning model.
Co-training is proposed in [30] as a methods of semi-
supervised learning, which initializes more than two learners,
based on clustering or popular hypothesis. In the process of
learning, the labeled data with the highest confidence after
labeling is selected, and the labeled data is put into each other
after labeling in order to update the model.
According to the author’ knowledge, the issue of deep learn-
ing based user association, subchannel and power allocation
has not been yet well investigated in NOMA networks. The
main contributions of this paper can be summarized as follow:
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Fig. 1. A NOMA heterogeneous network with an intelligent control center.
• A deep learning-based framework is proposed, which is
mainly used to deal with energy-efficient user association,
subchannel and power allocation in NOMA mmWave
heterogeneous networks.
• Under the premise of guaranteeing quality of service
(QoS), interference limitation and power limitation, we
concentrate on maximizing the EE of the network. Specif-
ically, sample data are generated by iterative algorithm,
and ML schemes are adopted in the decision-making
stage.
• The Lagrange dual decomposition method based user
association scheme is proposed, while semi-supervised
learning and DNN are used to address the subchannel
allocation and power control in NOMA heterogeneous
networks.
• Extensive simulations reveal that by using unlabeled data,
the proposed method can optimize EE and reduce the
dependence on the reference algorithm.
The rest of the paper is organized as follows. The system
model is provided in Section II. Section II provides the system
model. The deep learning for wireless resource management
is proposed in Section III, a large number of simulation exper-
iments were carried out in Section IV, and the performance of
the proposed algorithm was evaluated. Section V summarizes
the paper.
II. SYSTEM MODEL AND PROBLEM FORMULATION
A. System Model
In this paper, a NOMA based mmWave heterogeneous
wireless networks with an intelligent control center (Fig.
1) is studied, where small cells are distributed uniformly
in a macrocell. We concentrate on issues of downlink user
association, subchannel allocation and power control. Denote
B = {1, 2, ..., b, ..., B} as the set of all BSs including macro
BS and small BSs, N = {1, 2, ..., N} is the set of all
subchannel, M = {1, 2, ...,m, ...,M} is the set of users,
and X = {x1,1, x1,2, · · · , xb,m} is used to represent the user
association strategy between BS b and user m. If user m is
assigned to the BS b, then, xb,m = 1. Otherwise, xb,m = 0.
It is assumed that a subchannel in NOMA can be utilized
by up to two users through successive interference cancelation
(SIC). The set S =
{
s11,1, s
1
1,2, · · · , s
n
b,m
}
stands for the
subchannel allocation strategy between userm and subchannel
n of BS b. If the subchannel n of BS b is occupied by the
user m, then, snb,m = 1. Otherwise, s
n
b,m = 0.
The signal to interference plus noise ratio (SINR) of user
m on subchannel n of BS b can be given as
γnb,m =
snb,mp
n
b,mg
n
b,m
gnb,m
M∑
r=m+1
snb,rp
n
b,r +
B∑
j=1,j 6=b
M∑
r=1
snj,rp
n
j,rg
n
j,m + σ
2
,
(1)
where pnb,m is the power of user m on subchannel n of BS
b, and gnb,m is the gain of user m on subchannel n of BS b
and σ2 is the variance of AWGN. The capacity of user m on
subchannel n of BS b can be expressed as
cnb,m =
W∑
m∈M
xb,m
log2
(
1 + γnb,m
)
, ∀b ∈ B, (2)
where W is the system bandwidth.
The total rate of the network is
R (X,S, P ) =
B∑
b=1
M∑
m=1
N∑
n=1
xb,mc
n
b,m, (3)
and the total transmit power is
U (X,S, P )=
B∑
b=1
M∑
m=1
N∑
n=1
xb,ms
n
b,mp
n
b,m+
B∑
b=1
pc,b, (4)
where pc,b denotes the circuit power of BS b.
The total EE of the system can be formulated as
EE =
R (X,S, P )
U (X,S, P )
. (5)
B. Problem Formulation
It’s assumed that each user can be serviced only by one BS
at time. Thus, ∑
b∈B
xb,m = 1, ∀m ∈M. (6)
This work also assumes that at most two users can occupy
one subchannel of each BS. Therefore hold that∑
m∈M
snb,m ≤ 2,∀n ∈ N , b ∈ B, (7)
with the constraint:∑
m∈M
xb,m ≤ Kb, ∀b ∈ B, (8)
where Kb is the the maximum number of users assigned to
BS b. The total power constraint is:
M∑
m=1
N∑
n=1
xb,ms
n
b,mp
n
b,m ≤ pmax, ∀b ∈ B, (9)
where pmax is the maximum transmit power of BS b, and the
QoS constraint is:
B∑
m=1
N∑
n=1
xb,ms
n
b,mc
n
b,m ≥ Rt, ∀m ∈ M, (10)
which ensures that each user has the minimum QoS require-
ment of Rt. Finally, the cross-tier interference constraint can
be written as:
B∑
j=1,j 6=b
M∑
r=1
snj,rp
n
j,rg
n
j,m ≤ Ib, ∀b ∈ B, (11)
where Ib denotes the maximum interference constraint.
Aiming to achieve load-balance and maximum EE, the prob-
lem of user association, subchannel and power optimization
can be formulated as:
max
(X,S,P )
B∑
b=1
M∑
m=1
N∑
n=1
xb,m log
 W∑
m∈M
xb,m
log2
(
1 + γnb,m
)
B∑
b=1
pc,b +
B∑
b=1
M∑
m=1
N∑
n=1
xb,msnb,mp
n
b,m
(12)
s.t. C1 :
∑
b∈B
xb,m = 1, ∀m ∈ M,
C2 :
∑
m∈M
snb,m ≤ 2,∀n ∈ N , b ∈ B,
C3 :
∑
m∈M
xb,m = Kb, ∀b ∈ B,
C4 :
M∑
m=1
N∑
n=1
xb,ms
n
b,mp
n
b,m ≤ pmax, ∀b ∈ B,
C5 :
B∑
m=1
N∑
n=1
xb,ms
n
b,mc
n
b,m ≥ Rt, ∀m ∈M,
C6 :
B∑
j=1,j 6=b
M∑
r=1
snj,rp
n
j,rg
n
j,m ≤ Ib, ∀b ∈ B.
(13)
where C1 represents the user scheduling constraint, C2 is the
constraint on maximum users of the each subchannel, C3 is the
constraint on the maximum associated users of each BS, C4
is the maximum power constraint on each BS, C5 is the QoS
constraint on each user and C6 is the cross-tier interference
constraint on each BS.
III. MACHINE LEARNING FOR WIRELESS RESOURCE
MANAGEMENT
A. User Association
In this subsection, an user association scheme based on the
Lagrange dual decomposition method is proposed.
The Lagrangian dual function for user association can be
written as
D(µ, λ, ν, τ ) = max
X,S,P
L({xb,m} ,
{
pnb,m
}
, µ, λ, ν, τ), (14)
where µ,λ,ν,τ are the Lagrange multipliers to decouple con-
straint. Then the original problem can be divided into two
∂fX,S,P (µ, λ, ν, τ )
∂xb,m
=
log
(
W log2
(
1 + γnb,m
))
B∑
b=1
pc,b +
B∑
b=1
M∑
m=1
N∑
n=1
xb,msnb,mp
n
b,m
− λb (t)
N∑
n=1
snb,mp
n
b,m (t)
−µb (t) + νb (t)
N∑
n=1
cnb,m − τb (t)
∑
j∈B,b6=j
N∑
n=1
gnb,mp
n
b,m (t).
(16)
sub-problems by dual method,
min
µ,λ,ν,τ
D(µ, λ, ν, τ ) = fX,S,P (µ, λ, ν, τ)+gK,S,P (µ, λ, ν, τ ) .
(15)
For the sub-problem of user association the partial derivative
of fX,S,P (µ, λ, ν, τ ) is given by (16) at the top of next page.
The decision reference value of user association of iteration
t is given by
jb,m =
log
(
W log2
(
1 + γnb,m
))
B∑
b=1
pc,b +
B∑
b=1
M∑
m=1
N∑
n=1
xb,msnb,mp
n
b,m
−λb (t)
N∑
n=1
snb,mp
n
b,m (t)− µb (t) + νm (t)
N∑
n=1
cnb,m
−τb (t)
∑
j∈B,b6=j
N∑
n=1
gnb,mp
n
b,m (t).
(17)
Then, the user association strategy can be determined as:
xb,m =
 1, if b = argmaxm jb,m0, if b 6= argmax
m
jb,m .
(18)
B. Subchannel Allocation
In this subsection, a novel co-training semi-supervised
learning method for subchannel allocation is proposed. In
order to solve the channel allocation problem, we transform
problem (12) into a loss function in the deep learning model,
and get the optimal power allocation by minimizing the loss
function. The loss function can be written as
min
Ŝ
∥∥∥∥Ŝ− argmax
S
B∑
b=1
M∑
m=1
N∑
n=1
R
U
∥∥∥∥2
s.t. C2, C4− C6
(19)
where Ŝ means the predicted subchannel allocation strategy.
In this paper, the subchannel allocation scheme is initially
generated by two-sided matching scheme as shown in Algo-
rithm 1. Users and subchannels are regarded as two players
pursuing the maximization of their respective utility.
The proposed deep learning scheme for subchannel allo-
cation is based on semi-supervised learning regression al-
gorithm. In order to improve the accuracy of DNN, semi-
supervised learning is used to improve the performance of
NOMA heterogeneous network. Given a labeled data set LS ={
(G1, S1) , (G2, S2) , · · · ,
(
G|L|, S|L|
)}
generated by Algo-
rithm 1 and an unlabeled data set U =
{
G
′
1, G
′
2, · · · , G
′
|U|
}
,
Algorithm 1 Two-side Matching Algorithm
1: Initialize allocation strategy S;
2: for b in B do
3: Initialize the set Vb(n) as users allocated to subchannel
n, and set Vb as users of unassigned channels;
4: while Vb 6= ∅ do
5: for m in M do
6: if xb,m = 1 then
7: Select the subchannel n∗ with the best channel
conditions.
8: if Vb(n
∗) 6= 2 then
9: Let Sn
∗
b,m = 1;
10: Update Vb(n
∗) and Vb;
11: end if
12: if Vb(n
∗) = 2 then
13: Calculate the utility function of any two of
user m, user m1, and m2 who occupy sub-
channel n∗;
14: Select two users which maximize the EE of
the subchannel n∗, and update Vb(n
∗) and Vb;
15: end if
16: end if
17: end for
18: end while
19: end for
where Gi is matrix representing the i-th group of gains, which
contains all gnb,m generated by the i-th initialization, Si is is
the i-th group of channel allocation matrix, which contains all
snb,m, |L| and |U | are the number of data samples LS and U ,
respectively. We aim to get a learner HS : G → S that can
accurately predict the real label of an unlabeled input. The
input of the learner is G, and the output of the learner is S.
D. J. Miller and H. S. Uyar analyzed the feasibility and
rationality of using unlabeled data to improve learners per-
formance based on data distribution estimation theory [31].
Assuming that all data follow a mixture of L Gaussian
distributions, then the distribution is
HS (g| θ) =
L∑
i=1
αiHS (g| θi) , (20)
where
L∑
i=1
αi is a mixing coefficient and θ = {θi} is the
parameter. The random variable is a label that is determined
by the selected mixture componentmi and feature vector gi in
the probability of P (ci| gi,mi). According to the maximum
posteriori probability hypothesis, the optimal classification
formula can be written as
H (g) = argmax
k
∑
j
P (ci = k| gi,mi=j)P (mi = j| gi) ,
(21)
where P (mi = j| gi) =
αjHS (gi| θj)
L∑
l=1
αiHS (gi| θl)
.
According to the description above, the purpose of semi-
supervised learning can be interpreted as using training data to
estimate P (ci = k| gi,mi=j) and P (mi = j| gi). Obviously,
the former is related to labels while the latter is not related
to labels. Therefore, if there is massive unlabeled data, the
generalization ability of learners is improved. The analysis
results of T. Zhang and F. J. Oles [32] showed that if
a parameterized model can be decomposed into the form
of P (x, y| θ) = P (y|x, θ)P (x| θ), the simulated model
parameters can be better supported by unlabeled data, thus
improving the performance of the learning model.
Co-training semi-supervised learning algorithm is the most
important semi-supervised learning method [30]. It initializes
more than two learners based on clustering hypothesis or
popular hypothesis. In the process of learning, the labeled
data with the highest confidence after labeling is selected
according to specific criteria. After labeling, the labeled data
are put into each other’s labeled data set of the other’s learner
to update the model. Co-training method is also based on
the compatibility and complementarity of multi-view data
[33]. Assuming that the data has two sufficient redundant
and conditionally independent views. Sufficient means that
each view contains enough information to produce the optimal
learner, conditionally independent is that in given labels, each
view is independent.
The co-training semi-supervised deep learning based sub-
channel allocation scheme is shown in Algorithm 2. The key
of the co-training is to define the rule for selecting high
confidence labeled data. To solve this problem, the criterion
defined by Algorithm 2 is that the unlabeled data with the
most consistent labeled training set is the data with the highest
confidence. The rules for calculating confidence are as follows:
∆u =
1
|L|
∑
xi∈LS
(Si −H (Gi))
2−
1
|L|
∑
xi∈LS
(
Si −H
′
(Gi)
)2
,
(22)
where H represents learning model, gu ∈ U , H
′
represents
the retrained learning model using the original labeled data set
adding labeled data generated by model H .
According to Zhou’s research results [33], in order to start
a co-training process with good effects, the two initialized
learners must have relatively large differences. In extreme
cases, if two learners are very close, the added labeled data
will be very similar, and eventually it will evolve into a
single learner, that is, self-training algorithm. When designing
learners of Algorithm 2, we ensure the largest difference
between learner HS1 and learner H
S
2 . The differences of the
models are mainly obtained by using different hidden layers,
different network parameters or different number of nodes on
the hidden layer.
Two network models are designed as 3 hidden layer network
and 4 hidden layer network, the dropout coefficients are 0.8
Algorithm 2 Co-training Semi-Supervised Deep Learning
based Subchannel Allocation
Input: Labeled datasets of subchannel allocation LS ,
unlabeled dataset U ; maximum number of iterations
Tmax; number of neurons in the hidden layers n1,
n2;
1: Initialize and train two neural network modelsHS1 andH
S
2
using datasets LS1 and L
S
2 that are copied from dataset LS ;
2: Randomly select an unlabeled datapool U
′
of size s from
unlabeled dataset U ;
3: repeat
4: for k = 1 and 2 do
5: for each gu ∈ U
′
do
6: Ŝu ← HSk (Gu);
7: Train network models HS
′
k using datasets L
S
k ∪{(
Gu, Sˆu
)}
;
8: δSGu =
∑
Gi∈LSk
(
Si −H
S
k (Gi)
)2
−
(
Si −H
S
k
′
(Gi)
)2
;
9: end for
10: if there exists δSGu > 0 then
11: G˜Sk = argmax
Gu∈U
′
S
δSGu ; S˜k = H
S
k
(
G˜Sk
)
;
ωk =
{(
G˜Sk , S˜k
)}
; U
′
= U
′
− ωk;
12: else
13: ωk = ∅
14: end if
15: end for
16: LS1 ← L
S
1 ∪ ω2, L
S
2 ← L
S
2 ∪ ω1;
17: if one of LS1 and L
S
2 changes then
18: Update neural network models HS1 and H
S
2 ;
19: Replenish datapool U
′
to size s by randomly picking;
20: end if
21: until Convergence or the number of iterations reaches
Tmax.
Output: HS (G) = 12
(
HS1 (G) +H
S
2 (G)
)
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Fig. 2. The mean square errors of two initial networks model DNN1 and
DNN2 at different learn rate.
and 1, batch-size are 200 and 500, respectively. We run the
initial learners with different learning rates and choose the
better learning rates of 0.01 and 0.05 respectively, as shown
in Fig. 2. The Algorithm 2 runs under different number of
hidden layer neurons from 600 to 1000 and from 60 to 10 in
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Fig. 3. The accuracy rate of co-training semi-supervised learning based
subchannel allocation with different numbers of neurons per hidden layer of
two learners.
order to choose the optimal parameters, and the accuracy of
the learner is evaluated as shown in the Fig. 3. By comparing
different accuracy rates, the neurons number of hidden layer
in the two networks is n1 = 700 and n2 = 80, respectively.
C. Power Allocation
In this subsection, a power optimization scheme based on
DNN is proposed to maximize the EE. DNN scheme has
been proved to have high approximation rate and computing
performance for power control problem in [18]. In this scheme,
the complex iteration process is replaced by the non-linear
mapping. Its output operation is realized only by simple matrix
multiplication and addition, which guarantees the real-time
performance of the network. DNN is a multi-layer network
model, which works mainly through the connection between
neurons. Specifically, denote ξ as the activation function,
denote nj as the number of neural of layer j, denote w
j
i as
the weight coefficient and bj as the bias of layer j. The output
of the ith neural of layer j is given by
yji = ξ
(
nj∑
i=1
wj−1i y
j−1
i + b
j
)
. (23)
Consider the loss function of power optimization problem,
problem (12) can be rewritten as
min
P̂
∥∥∥∥P̂− argmax
P
B∑
b=1
M∑
m=1
N∑
n=1
R
U
∥∥∥∥2
s.t. C4− C6
(24)
where P̂ shows predicted matrix of power optimization. We
translate the maximization problem of non-deterministic poly-
nomials into the problem of minimizing the error between the
predicted value and the sample value, which is also directly
expressed as the problem of the mean square error between the
predicted value and the sample that represents the accuracy of
the network model.
An iterative gradient algorithm is used to generate training
data. Let pm,b =
N∑
n=1
snb,mp
n
b,m, and the power optimization
Algorithm 3 Deep Neural Networks Based Power Optimiza-
tion Scheme
Data Generation:
1: for n = 1 to the size of data set do
2: repeat
3: for b in B do
4: for m in M do
5: (1) Calculate ∆pb,m=
∂f
∂pb,m
/
∂2f
∂pb,m2
;
6: (2) pb,m (t+ 1) = pb,m (t) + δ (t)∆pb,m;
7: end for
8: end for
9: until Convergence or t = Tmax;
10: end for
Training Stage:
1: Initialize 3 layers DNN structure with nj neurons in each
layer, the weight w and bias b.
2: for m = 1 to training-epochs do
3: for n = 1 to batch-size do
4: Update the weight w and bias b;
The activation function: RELU;
The optimization algorithm: Adam algorithm.
5: end for
6: end for
Testing Stage:
1: Generate the testing dataset.
2: Pass testing dataset through the trained power optimization
model.
3: Evaluate the performance through DNN model.
function is given by:
f(pb,m) =
B∑
b=1
M∑
m=1
N∑
n=1
xb,m
ln
(
log2
(
1 + γnb,m
))
− ln (Kb)
B∑
b=1
pc,b +
B∑
b=1
M∑
m=1
N∑
n=1
xb,msnb,mp
n
b,m
+
B∑
b=1
λb
(
pmax −
M∑
m=1
N∑
n=1
xb,ms
n
b,mp
n
b,m
)
.
(25)
In this case, the power pb,m is updated shown below:
pb,m (t+ 1) = pb,m (t) + δ (t) ·∆pb,m, (26)
where δ (t) is the step and ∆pb,m is shown as
∆pb,m =
∣∣∣∣ ∂f∂pb,m
∣∣∣∣ / ∣∣∣∣ ∂2f∂pb,m2
∣∣∣∣ . (27)
In training stage of DNN based power optimization scheme,
we update the weight w and bias b to minimize lost function.
The process of DNN based power optimization scheme is
shown as Algorithm 3. The rectified linear unit (RELU) is
used as the activation function and the optimization algorithm
we use is the Adam algorithm. The related neural network
structure and simulation environment are discussed in the next
section.
D. Complexity Performance
In this subsection, the asymptotic time complexity of pro-
posed radio resource management is discussed.
• The complexity of user association algorithm.
The proposed scheme is based on the Lagrange dual decom-
position method. The complexity performance of the Lagrange
dual decomposition method for user association is discussed
in [2]. Thus, user association needs O (MB + 3B +M) op-
erations at each iteration.
• The complexity of subchannel allocation algorithm.
The proposed deep learning scheme for subchannel alloca-
tion is based on semi-supervised learning regression algorithm,
which contains two learner HS1 and H
S
2 of different number
of hidden layers and nodes per layer. The time complexity of
DNN can be represented by floating-point operations (FLOPs).
For each layer of neural network, the number of FLOPs can
be expressed as
FLOPs = 2IiOi, (28)
where Ii is the input dimension of the ith layer and Oi is
the output dimension of the ith layer. Therefore, for our semi-
supervised learning scheme, the number of FLOPs is:
FLOPs = 2
(
3∑
i=1
IiOi +
4∑
i=1
IiOi
)
= 2B
M/B(N + 1)n1 + n21︸ ︷︷ ︸
DNNmodel1
+M/B(N + 1)n2 + 2n
2
2︸ ︷︷ ︸
DNNmodel2
 .
(29)
While the time complexity of two-side matching algorithm
would be O(BN !2M/B) discussed in [5]. So the complexity
comparison between learning-based subchannel allocation and
matching subchannel allocation is as follows:
O(2B
(
M/B(N + 1)(n1 + n2) + n
2
1 + 2n
2
2
)
)
< O(BN !2M/B).
(30)
Therefore, the proposed learning model for subchannel allo-
cation has a lower complexity than matching algorithm.
• The complexity of power allocation algorithm.
For our learning scheme for power allocation, the number
of FLOPs is:
FLOPs = 2
(
3∑
i=1
IiOi
)
= 2B
(
M/B(N + 1)nj + n
2
j
)
.
(31)
The complexity performance of the iterative gradient algorithm
for power allocation is discussed in [2]. Thus, data generation
of Algorithm 4 needs O (MB +B) operations at each itera-
tion. We suppose that the iterative gradient algorithm requires
tp iterations to converge.
So the complexity comparison between learning-based
power allocation and iterative gradient algorithm is as follows:
O
(
2B
(
M/B(N + 1)nj + n
2
j
))
< O (tp (BM +B)) . (32)
Therefore, the proposed learning model for power allocation
has a lower complexity than the iterative gradient algorithm.
IV. SIMULATION RESULTS AND DISCUSSION
In this section, we simulated the performance of the pro-
posed deep learning-based resource optimization algorithm.
In our simulation, a NOMA-based mmWave network with
all users distributed within the coverage of the macrocell is
studied. The power of AWGN is σ2 = −134 dBm; system
bandwidth is 1200 MHz; the radius of the macrocell is 100
m; up to 2 users can be occupied on each subchannel;
the maximum power of the macrocell is 9.5 dBm, and the
maximum power of the small cells is 4.7 dBm. The parameters
for deep learning model are as shown in Table I.
TABLE I
THE PARAMETERS FOR DEEP LEARNING MODEL
Symbols
Values
Algorithm 2 Algorithm 3
The number of training sets 5000 5000
The number of testing sets 1000 1000
The number of layers 3 / 4 3
The number of neurons per layer 700 / 80 800
Learn rate 0.01 / 0.05 0.01
Batch size 200 / 500 200
Epochs 100 100
Optimizer RMSProp Adam
And the simulation environment of the proposed scheme is
as follows: Python 3.6 with TensorFlow 1.3.0 with NVIDIA
GeForce GTX 1050.
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Fig. 4. Relationship between user and base station by Lagrange dual
decomposition and Max-SINR algorithm.
Fig. 4 shows the user association strategy obtained by
Lagrange dual decomposition and Max-SINR algorithm. The
network environment includes one macrocell BS, three small
BSs and 60 users. The main purpose of user association
is to solve the problem of load balancing and blind area
coverage. By comparing users connected with different types
of base stations, it can be seen that under max-SINR algorithm,
most users are assigned to macrocell, indicating that the
load balancing effect of this algorithm is the worst. Under
the Lagrangian Dual method, the number of users connected
to macrocell is reduced. Compared to max-SINR algorithm,
Lagrange dual decomposition method based user association
algorithm embodies better performance of load balancing.
As shown in the Fig. 5, the sum rate of the system is eval-
uated for different methods. Each line represents the results
obtained from 5,000 random data test points. The distributions
Fig. 5. The CDF that describes the sum rate of system achieved by different
approach: 1) two-side matching algorithm; 2) single DNN algorithm for
subchannel allocation; 3) semi-supervised learning for subchannel allocation.
of sum rate under different algorithms are consistent approx-
imately, ranging from 2.0× 109 to 3.6× 109. It is obviously
that the results of deep learning schemes are close to the
result of two-side matching algorithm. Furthermore, it is also
obviously that the performance of semi-supervised learning
scheme is much better than that of single DNN models, which
proves that semi-supervised learning can address the problem
of subchannel allocation well.
Fig. 6. Distributions of the EE of system by DNN approach for power
allocation and gradient iteration algorithm.
Fig. 6 shows the distribution of the EE of system by
DNN approach and the gradient iteration algorithm over the
whole test dataset. DNN approach gives a good behavior of
approximation (about 98%) of the EE generated by gradient
iteration algorithm.
Fig. 7 shows the EE of systems versus number of training
sequences. It is obviously that the results of DNN schemes
converges to 5.31×1012 bits/joule with the changes of epochs,
during the training process.
As shown in the Fig. 8, we evaluate the EE of system
achieved by different schemes. Each line represents the results
obtained from 5,000 random data test points. The range of
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Fig. 7. The EE of systems versus number of training sequences.
Fig. 8. The CDF that describes the EE of system achieved by different
approach: 1) gradient iteration algorithm; 2) equal power allocation; 3) random
power allocation; 4) DNN model for power optimization; 5) semi-supervised
learning for subchannel allocation & DNN model for power optimization.
EE of the system under deep learning schemes is mostly
distributed between 0.4×1012 to 0.6×1012. It is obviously that
the results of DNN schemes are close to the results of gradient
iteration algorithm, significantly superior to the other equal
power scheme and random power scheme. Furthermore, Fig. 8
shows that semi-supervised learning for subchannel allocation
and DNN model for power optimization perform well in EE
optimization, and also proves that our proposed schemes can
address the resource optimization problem well.
V. CONCLUSIONS
In this paper, a framework based on deep learning has
been designed for dealing with user association, subchannel
allocation, and power control in NOMA mmWave networks.
user association is solved by the Lagrange dual decomposi-
tion, the subchannel allocation is solved by semi-supervised
learning and power allocation is solved by DNN scheme. In
the proposed scheme, sample data are generated by iterative
algorithm, and ML schemes are adopted in the decision-
making stage. The proposed scheme improves the EE of the
system, and reduces the dependence on the reference algorithm
by using unlabeled data. Simulation results verify that in
the NOMA-based mmWave network, the effectiveness of the
proposed deep learning method in user association, subchannel
allocation and power control.
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