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Summary   
This thesis describes novel techniques and developments in the design and implementation of a 
low power  radio  frequency  (40kHz  to 1MHz) wireless power  transfer  (WPT)  system, with an 
application in the wireless charging of autonomous drones without physical connection to its on‐
board  Battery Management  System  (BMS).  The WPT  system  is  developed  around  a matrix 
converter exploiting the benefits such as a small footprint (DC‐link free), high efficiency and high 
power density. The overall WPT system topology discussed in this thesis is based on the current 
state‐of‐the‐art  found  in  literature,  but  enhancements  are made  through  novel methods  to 
further  improve the converter’s stability, reduce control complexity and  improve the wireless 
power efficiency.  In  this work, each part of  the system  is analysed and novel  techniques are 
proposed to achieve improvements. 
The WPT  system design methodology presented  in  this  thesis  commences with  the use of a 
conventional full‐bridge converter. For cost‐efficiency and to improve the converters stability, a 
novel gate drive  circuit  is presented which provides  self‐generated negative bias  such  that a 
bipolar  MOSFET  drive  can  be  driven  without  an  additional  voltage  source  or  magnetic 
component. The switching control sequences for both a full‐bridge and single phase to single 
phase matrix converter are analysed which show that the switching of a matrix converter can be 
considered to be the same as a full‐bridge converter under certain conditions. A middleware is 
then presented that reduces the complexity of the control required for a matrix converter and 
enables control by a conventional full‐bridge controller (i.e. linear controller or microcontroller).   
A novel technique that can maximise and maintain in real‐time the WPT efficiency is presented 
using a maximum efficiency point tracking approach. A detailed study of potential  issues that 
may affect  the  implementation of  this novel approach are presented and new  solutions are 
proposed.  A  novel  wireless  pseudo‐synchronous  sampling  method  is  presented  and 
implemented on a prototype system to realise the maximum efficiency point tracking approach. 
Finally, a new hybrid wireless phase‐locked loop is presented and implemented to minimise the 
bandwidth requirements of the maximum efficiency point tracking approach. The performance 
and  methods  for  implementation  of  the  novel  concepts  introduced  in  this  thesis  are 
demonstrated through a number of prototypes that were built. These include a matrix converter 
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and two full WPT systems with operating frequencies ranging from sub‐megahertz to megahertz 
level. Moreover, the final prototype is applied to the charging of a quadcopter battery pack to 
successfully charge  the pack wirelessly whilst actively balancing  the cells. Hence,  fast battery 
charging and  cell balancing, which  conventionally  requires battery  removal,  can be achieved 
without re‐balance the weight of the UAV. 
 
   
       
III 
 
Publications 
Some of the work contained in this thesis has been disseminated at the following international 
conferences and in learned society journals: 
[P1]  R.  Zhao, D.T. Gladwin  and D.A.  Stone,  "Cost Efficient  Sub‐megahertz Matrix Converter 
Employing a Conventional Simple Controller," PCIM Asia 2015;  International Exhibition 
and Conference for Power Electronics, Intelligent Motion, Renewable Energy and Energy 
Management, 2015.   
[P2]  R.  Zhao, D.T. Gladwin, D.A.  Stone,  "Wireless  Power  System  Appling  a Microcontroller 
Dominated Matrix  Converter,"  Industrial  Electronics  Society,  IECON  2015‐41st  Annual 
Conference of the IEEE, 2015 
[P3]  R.  Zhao,  D.T.  Gladwin,  D.A.  Stone,  "Maximum  efficiency  point  tracking  for  resonant 
wireless power transfer," IET Power Electronics Machines and Drives, PEMD, 2016. 
[P4]  R. Zhao, D.T. Gladwin, D.A. Stone, "Phase shift control based Maximum Efficiency Point 
Tracking  in  resonant wireless  power  system  and  its  realization,"  Industrial  Electronics 
Society, IECON 2016‐42nd Annual Conference of the IEEE, 2016. 
[P5]  R. Zhao, D.T. Gladwin, D.A. Stone, "A Hybrid Wireless PLL for Phase Shift Control Based 
Maximum Efficiency Point Tracking  in Resonant Wireless Power Transmission Systems," 
Industrial Electronics Society, IECON 2017‐43nd Annual Conference of the IEEE, 2017. 
[P6]  R. Zhao, D.T. Gladwin, D.A.  Stone,  “Kilohertz Double Resonant Wireless Power  System 
using Simple Controller Dominated Matrix Converter," Submitted to IET Power Electron., 
2017.   
       
IV 
 
Acknowledgements   
Acknowledgements   
Firstly, I would like to thank my supervisors Dan Gladwin and David Stone for their inventive, 
enthusiastic support and guidance  throughout  the 4 years of my PhD.  In particular, as a 
Chinese who speaks English as a second language, their patience and tolerance have been 
wholly appreciated. Furthermore, cogniscent of their immensely busy schedules, I am highly 
appreciative of their help in providing me critical advice and guidance throughout my PhD 
and with my thesis. I am honoured to be one of their students and feel highly fortunate to 
have had their close and expert supervision. 
Many thanks to all members in the Electrical Machines and Drives group, where work for 
this  thesis was  carried  out,  for  their  friendly  encouragement  and  support  and  for  the 
academic, emotional and  fundamental support during my  time  in  the UK;  In particular,  I 
would  like  to  place  on  record my  thanks  to  James Green, Guang‐Jin  Li,  Chi Wa  Tsang, 
Jonathan Gomez, Jonathan Davidson, Shahab Nejad and David Hewitt. I must also make a 
note of thanks to Peter Barton and others who have helped proofread my work. 
Of critically importance, I make special acknowledgement to my family. In particular to my 
parents for their love and encouragement throughout my study, and indeed my grandfather, 
who guided me to be an electronic enthusiast whilst I was a child. Finally, I must thank my 
wife  for her  love  and unconditional  support.  She has  given every  coulomb of herself  to 
support me wholeheartedly, allowing me to complete my studies.   
       
V 
 
Table of Contents 
Summary ............................................................................................................................ I 
Publications ...................................................................................................................... III 
Acknowledgements .......................................................................................................... IV 
1.  Introduction and Motivation .................................................................................... 1 
1.1. Thesis outline ............................................................................................................ 4 
1.2. Contributions ............................................................................................................ 6 
1.3. References ................................................................................................................ 8 
2.  Background ............................................................................................................. 11 
2.1. Gate driver for MOSFET base converter ................................................................ 11 
2.1.1.  Gate energy loss .................................................................................. 11 
2.1.2.  False triggering caused by  dv/dt ....................................................... 12 
2.1.3.  Vgs overdriving ..................................................................................... 14 
2.1.4.  Generate required negative biases ..................................................... 14 
2.2. Magnetic‐coupled wireless power transfer ........................................................... 17 
2.2.1.  Circuit topologies ................................................................................ 17 
2.2.2.  Coil topology ....................................................................................... 19 
2.2.3.  Efficiency ............................................................................................. 19 
2.2.4.  Power capability .................................................................................. 20 
2.2.5.  Power converter requirement ............................................................ 20 
2.3. Two Stage Variable Duty‐cycle Variable Frequency (VDVF) converter .................. 21 
2.3.1.  Voltage source back to back resonant converter ............................... 22 
2.3.2.  Matrix converter ................................................................................. 24 
2.4. Summary ................................................................................................................. 31 
2.5. References .............................................................................................................. 32 
3.  Non‐isolated gate driver with self‐driven negative bias generator ....................... 41 
3.1. Introduction ............................................................................................................ 41 
3.2. Bipolar gate driving using conventional gate driver .............................................. 43 
3.3. Self‐driven negative bias generation in high‐side‐only application ....................... 44 
3.4. Negative bias for both high side and low side driving ........................................... 48 
3.5. Overview of the prototype converter design ......................................................... 57 
3.5.1.  The full‐bridge conversion stage ......................................................... 57 
3.5.2.  Digital controller and sensors ............................................................. 60 
3.5.3.  Input protection .................................................................................. 63 
3.5.4.  The layout and finished prototype converter ..................................... 64 
3.6. Evaluation result ..................................................................................................... 66 
3.7. Summary ................................................................................................................. 69 
4.  Microcontroller implemented matrix converter .................................................... 70 
4.1. Introduction ............................................................................................................ 70 
4.2. Overview of Microcontroller dominated matrix converter ................................... 71 
       
VI 
 
4.3. Signal Allocation and Distribution Circuit ............................................................... 73 
4.4. Working modes of the microcontroller dominated matrix converter ................... 77 
4.5. Design of a microcontroller dominated single phase to single phase matrix 
converter ................................................................................................................ 86 
4.5.1.  Prototype overview ............................................................................. 86 
4.5.2.  The hot side interface ......................................................................... 87 
4.5.3.  The switch matrix ................................................................................ 89 
4.5.4.  The middleware and input polarity detection .................................... 92 
4.5.5.  The microcontroller ............................................................................ 93 
4.6. Simulation and evaluations .................................................................................... 94 
4.6.1.  Simulation ........................................................................................... 94 
4.6.2.  Hardware evaluation ........................................................................... 97 
4.7. Summary ............................................................................................................... 100 
5.  Matrix converter controlled wireless power system and its WPT power receiver.... 
   .............................................................................................................................. 101 
5.1. Introduction .......................................................................................................... 101 
5.2. The wireless power transceiver coil ..................................................................... 102 
5.2.1.  Choosing the load inductance based on the resonant frequency. ... 102 
5.2.2.  Design of the Secondary resonator ................................................... 102 
5.2.3.  The design of the first resonator ...................................................... 104 
5.3. A wireless power system utilising the matrix converter ...................................... 105 
5.4. Tuning the wireless power system to better performance ................................. 107 
5.5. The WPT receiver ................................................................................................. 110 
5.5.1.  The receiving resonator interface ..................................................... 111 
5.5.2.  The battery charger ........................................................................... 113 
5.5.3.  Battery balancer ................................................................................ 114 
5.5.4.  Power, charge and energy monitor for battery charging and 
discharging ......................................................................................................... 116 
5.5.5.  Discharging Power Path Control ....................................................... 117 
5.5.6.  Data storage ...................................................................................... 117 
5.6. Evaluation and verification ................................................................................... 118 
5.7. Summary ............................................................................................................... 121 
5.8. Reference.............................................................................................................. 121 
6.  Phase Shift Control Based Maximum Efficiency Point Tracking (MEPT) in Resonant 
Wireless Power System ................................................................................................. 122 
6.1. Introduction .......................................................................................................... 122 
6.2. Overview ............................................................................................................... 124 
6.3. System topology ................................................................................................... 126 
6.4. Sample trigger signal generation .......................................................................... 128 
6.4.1.  Clock‐based trigger signal generator ................................................ 128 
6.4.2.  Optical‐based trigger signal generator ............................................. 130 
       
VII 
 
6.5. Prototype design .................................................................................................. 131 
6.6. Hardware design ................................................................................................... 132 
6.6.1.  Analogue front‐end for the receiving voltage signal sampling ......... 132 
6.6.2.  The data converter ............................................................................ 134 
6.6.3.  Data buffer ........................................................................................ 134 
6.6.4.  Isolation the microcontroller from the high voltage coil .................. 136 
6.6.5.  The receiving side microcontroller ................................................... 137 
6.6.6.  Isolated power supply ....................................................................... 137 
6.7. Test and evaluation .............................................................................................. 138 
6.8. Summary ............................................................................................................... 141 
6.9. References ............................................................................................................ 141 
7.  A Hybrid Wireless PLL for WPT system ................................................................ 144 
7.1. Introduction .......................................................................................................... 144 
7.2. A brief overview about the conventional PLL ...................................................... 145 
7.3. Theory and topology of wireless PLL .................................................................... 146 
7.4. Simulation ............................................................................................................. 150 
7.5. Hardware design ................................................................................................... 154 
7.6. Test and evaluation .............................................................................................. 155 
7.7. Summary ............................................................................................................... 158 
7.8. References ............................................................................................................ 158 
8.      Conclusion and further work ............................................................................... 159 
8.1. Conclusion ............................................................................................................ 159 
8.2. Further work ......................................................................................................... 162 
8.2.1.  Wireless charging for non‐stationary objects. .................................. 162 
8.2.2.  Employing GaN power devices for wireless power transfer. ............ 162 
 
 
   
       
VIII 
 
List of Figures   
Figure 2.1. Conventional push‐pull gate drive circuit with parasitic components of MOSFET. .. 11 
Figure 2.2. Half‐bridge of a full‐bridge converter showing its switching node S. ....................... 13 
Figure 2.3. Gate driver using totem‐pole topologies. ................................................................. 13 
Figure 2.4. Simplified schematic of a charge pump with an inverted output. ............................ 15 
Figure 2.5. Simplified schematic for the non‐isolated inverting converter. ................................ 15 
Figure 2.6. Half‐bridge driver with negative bias generation [2‐18]. .......................................... 16 
Figure 2.7. Four different compensation topologies for SCMR based design ............................. 18 
Figure 2.8. SCMR under analyses with double series capacitor connection............................... 19 
Figure 2.9. Maximum load power rating versus the inductances of the coils [2‐38]. ................. 21 
Figure 2.10. Block schematic for a typical AC‐DC‐AC converter with Continuous Conduction Mode 
(CCM) Power Factor Correction .............................................................................. 23 
Figure 2.11. (a) Direct matrix converter        (b) Indirect virtual DC‐link matrix converter [2‐64].
 ................................................................................................................................ 25 
Figure 2.12. Single MOSFET based bi‐directional switch ............................................................ 26 
Figure 2.13. RBIGBT based bi‐directional switches. .................................................................... 27 
Figure 2.14. MOSFET based bi‐directional switch ....................................................................... 27 
Figure 2.15: Simplified drive circuit of a bi‐directional switch .................................................... 28 
Figure 3.1. The conventional approach to achieve bipolar driving. ............................................ 43 
Figure 3.2. Boosted approach for high side driving. ................................................................... 44 
Figure 3.3. Schematic of the proposed bipolar gate driver. ........................................................ 44 
Figure 3.4. Simplified schematic of the proposed bipolar gate driver, stage 0. .......................... 45 
Figure 3.5. Simplified schematic of the proposed bipolar gate driver, stage 1. .......................... 46 
Figure 3.6. Simplified schematic of the proposed bipolar gate driver, stage 2. .......................... 47 
Figure 3.7. Simplified schematic of the proposed bipolar gate driver, stage 3. .......................... 47 
Figure 3.8. Simplified schematic of the proposed bipolar gate driver, stage 4. .......................... 48 
Figure 3.9. Simplified schematic of the negative bias generator for bridged converter, S0. ...... 49 
Figure 3.10. Simplified schematic of the negative bias generator for bridged converter, S1. .... 49 
Figure 3.11. Simplified schematic of the negative bias generator for bridged converter, S2. .... 50 
Figure 3.12. Simplified schematic of the negative bias generator for bridged converter, S3. .... 51 
Figure 3.13. Simplified schematic of the negative bias generator for bridged converter, S4. .... 52 
Figure 3.14. Simplified schematic of the negative bias generator for bridged converter, S5. .... 53 
Figure 3.15. Simplified schematic of the negative bias generator for bridged converter, S6. .... 53 
Figure 3.16. Simplified schematic of the negative bias generator for bridged converter, S7. .... 54 
Figure 3.17. Simplified schematic when using a non‐isolated modern gate driver. ................... 55 
Figure 3.18. Using an optocoupler or digital isolator as a level shifter. ...................................... 56 
Figure 3.19. Using an Op‐amp as a level shifter. ......................................................................... 56 
Figure 3.20. Conversion Scircuirtry of the prototype converter, showing its half‐bridge. .......... 58 
Figure 3.21. Schematic of 15V power supplier for gate driver. ................................................... 59 
       
IX 
 
Figure 3.22. User interface of the desired converter showing its controls. ................................ 60 
Figure 3.23. Schematic of controller dominated in this design. ................................................. 61 
Figure 3.24. Resistor network used for voltage divider. .............................................................. 61 
Figure 3.25. Current sensing amplifier and its linear power regulator. ...................................... 62 
Figure 3.26. Schematic of the OLED display and class AB BTL amplifier drives the speaker. ...... 62 
Figure 3.27. Schematic of the OLED display and class AB BTL amplifier drives the speaker. ...... 63 
Figure 3.28. Switching regulator provides 3.3V and 12V digital power. ..................................... 63 
Figure 3.29. System power input and protections. ..................................................................... 64 
Figure 3.30. Layouts at the gate driver and full‐bridge section. ................................................. 64 
Figure 3.31. Assembled prototype converter showing its capacitor array. ................................ 65 
Figure 3.32. The voltage measured across C2 demonstrating its charging progress. .................. 66 
Figure  3.33. Gate  driving  output  (Green)  and  logical  gate  drive  signal  (Yellow),  showing  the 
establishment of bipolar driving voltage. ............................................................... 66 
Figure 3.34. Gate driving output showing the different biasing level verse duty cycle. ............. 67 
Figure 3.35. Biasing level verse duty cycle when using different R1; C2=1uF. ............................. 68 
Figure 3.36. Biasing level verse duty cycle when using different R1; C2=0.1uF. .......................... 68 
Figure 4.1. Typical topology for a FPGA dominated matrix convert (simplified). ....................... 71 
Figure 4.2. Block diagram of proposed converter ....................................................................... 72 
Figure 4.3. Equivalent circuit of a single phase matrix converter depends on its input voltage  73 
Figure 4.4. Logic Gate topology of the proposed drive signal allocation circuit ......................... 76 
Figure 4.5. Proposed middleware utilizing 3 x Quadruple 2‐Input Positive‐OR Gate ICs ........... 76 
Figure 4.6. Operation waveforms of the proposed matrix converter. ........................................ 77 
Figure 4.7. Simplified schematic of the proposed matrix converter. .......................................... 78 
Figure 4.8. Current status of a single phase to single matrix converter, at t<T0. ........................ 78 
Figure 4.9. Current status of a single phase to single matrix converter, at T0<t<T1. .................. 79 
Figure 4.10. Current status of a single phase to single matrix converter, at T1<t<T2. ................ 80 
Figure 4.11. Current status of a single phase to single matrix converter, at T2<t<T3. ................ 80 
Figure 4.12. Current status of a single phase to single matrix converter, at T3<t<T4. ................ 81 
Figure 4.13. Current status of a single phase to single matrix converter, at T4<t<T5. ................ 81 
Figure 4.14. Current status of a single phase to single matrix converter, at T5<t<T6. ................ 82 
Figure 4.15. Current status of a single phase to single matrix converter, at T6<t<T7. ................ 83 
Figure 4.16. Current status of a single phase to single matrix converter, at T7<t<T8. ................ 83 
Figure 4.17. Current status of a single phase to single matrix converter, at T8<t<T9. ................ 84 
Figure 4.18. Current status of a single phase to single matrix converter, at T9<t<T10. .............. 84 
Figure 4.19. Prototype of proposed single‐phase matrix converter ........................................... 86 
Figure 4.20. Block diagram of the matrix converter prototype .................................................. 87 
Figure 4.21. Input protection for the prototype converter. ........................................................ 88 
Figure 4.22. The high side current sensor and corresponded amplifier. .................................... 88 
Figure 4.23. Schematic of the switch matrix, showing half of its total 8 MOSFETs. ................... 90 
Figure 4.24. Schematic for two groups of power supplies for the MOSFET drive circuits .......... 91 
Figure 4.25. Schematic for the input voltage polarity detector. ................................................. 92 
       
X 
 
Figure 4.26 Power supplier for the input voltage polarity detector. ........................................... 93 
Figure 4.27. Schematic of the NOR gates based middleware. .................................................... 93 
Figure 4.28. The user interface of the prototype converter. ....................................................... 94 
Figure 4.29. Simulated schematic of proposed induction heating system ................................. 95 
Figure 4.30. Simulated drive signals corresponded to the input voltage polarity. ..................... 96 
Figure 4.31. Simulated Results for the proposed matrix converter at 100 kHz .......................... 96 
Figure 4.32. Simulated results for the matrix converter under test at 100 kHz .......................... 97 
Figure 4.33. Measured results for the proposed matrix converter at 100 kHz ........................... 98 
Figure 4.34. Measured result for the proposed matrix converter at 100 kHz. ........................... 98 
Figure 4.35. Measured results for the proposed matrix converter at 100 kHz. .......................... 99 
Figure 4.36. Measured results for the proposed single‐phase matrix converter at 500 kHz. ..... 99 
Figure 4.37. The input current waveform of proposed single‐phase matrix converter. ........... 100 
Figure 5.1. PCB coil and Litz wire coil for WPT system .............................................................. 103 
Figure 5.2. Thermal image of a working Litz wire coil. .............................................................. 105 
Figure 5.3. Simplified schematic of the proposed wireless power system, showing the 
connections. ......................................................................................................... 105 
Figure 5.4. Block diagram of proposed WPT system. ................................................................ 106 
Figure 5.5. Prototype wireless power system. .......................................................................... 107 
Figure 5.6. System efficiency against phase shift angle of transmitting current and the receiving 
voltage. ................................................................................................................. 108 
Figure 5.7. System efficiency against phase shift angle of transmitting current and the receiving 
voltage in the 60‐degree span. ............................................................................. 109 
Figure 5.8. Tuning the wireless power system with the help of an oscilloscope. ..................... 110 
Figure 5.9. Desired WPT receiver .............................................................................................. 111 
Figure 5.10. Input voltage measurement and isolation. ........................................................... 112 
Figure 5.11. The receiver PCB, the creep area is from the label “RF” to the top screw hole. .. 112 
Figure 5.12. The synchronised buck converter used for battery charger. ................................. 113 
Figure 5.13. The digital potentiometer fitted to program the charger’s terminal voltage. ...... 114 
Figure 5.14. Data converter for cell voltage measurement. ..................................................... 115 
Figure 5.15. Ultra‐small active balancer with 500mA balancing current. ................................. 115 
Figure 5.16. System monitor implemented for current, voltage, charge and energy measurement.
 .............................................................................................................................. 116 
Figure 5.17. High side switch for load power path control ....................................................... 117 
Figure 5.18. Onboard system memory. ..................................................................................... 118 
Figure 5.19. Phase‐shifted drive signal from the microcontroller. ............................................ 118 
Figure 5.20. Evaluation of the WPT receiver on a drone platform. .......................................... 119 
Figure 5.21. Measured result for output voltage and coil current. ........................................... 119 
Figure 5.22. Transmitting and receiving voltage. ...................................................................... 120 
Figure 5.23. The waveform of WPT system. (Green: Output Voltage from the receiver; Blue: 
Output voltage from the converter; Red: Transmitting resonant current. ........... 120 
Figure 6.1. SCMR with double series capacitor connection ............ Error! Bookmark not defined. 
       
XI 
 
Figure 6.2. The topology of the control signals in a typical phase shift control based MEPT system.
 .............................................................................................................................. 126 
Figure 6.3. Simplified topology for a generic synchronous sampling circuit............................. 127 
Figure 6.4. Desired pseudo synchronous sampling using separate sampling clock. ................. 127 
Figure 6.5. Topology of the clock based trigger signal generator ............................................. 129 
Figure 6.6. Topology of the laser‐based trigger signal generator ............................................. 130 
Figure 6.7: Topology of the prototype WPT system employing phase shift based MEPT. ........ 131 
Figure 6.8: Prototype WPT transmitter employing phase shift based MEPT. ........................... 131 
Figure 6.9. The topology of the proposed receiving side hardware design. ............................. 132 
Figure 6.10. Analogue front‐end design for the receiving voltage signal. ................................ 133 
Figure 6.11. Simple comparator used as the data converter. ................................................... 134 
Figure 6.12. 1‐bit width 512bits synchronous FIFO buffer. ....................................................... 136 
Figure 6.13. Optical isolation between the high voltage side and the microcontroller. ........... 136 
Figure 6.14. Simplified schematic showing the microcontroller used on the power receiver. . 137 
Figure 6.15. Lightweight isolated power supplier desired in this design. ................................. 138 
  Error! Bookmark not defined. 
Figure 6.16: Output voltage and current waveform from the converter with proposed attachment 
enabled. ................................................................................................................ 138 
Figure  6.17:  Oscilloscope  capture  shows  the  transmitting  current  and  receiving  voltage  at 
maximum efficiency point. ................................................................................... 139 
Figure 6.18. Oscilloscope capture shows the operating waveform at the optimal point. ........ 139 
Figure 6.19. Comparison between the power system with (Green) and without (Orange) MEPT.
 .............................................................................................................................. 140 
Figure 7.1. PLL dominated induction heating system. .............................................................. 145 
Figure 7.2. Simplified Block diagram of an induction heating system with hybrid PLL applied. 146 
Figure 7.3. Simplified schematic of an SCMR based wireless power system. ........................... 146 
Figure 7.4. Simplified block diagram of a wireless PLL. ............................................................. 147 
Figure 7.5. HyWi‐FFTPLL on its Transmitter Side....................................................................... 148 
Figure 7.6. HyWi‐FFTPLL on its Receiver Side. .......................................................................... 149 
Figure 7.7. Simulink schematic of HyWi‐FFTPLL. ...................................................................... 151 
Figure 7.8. Simulated waveforms represents the converter ..................................................... 151 
Figure 7.9. Simulated transmitting side waveforms. ................................................................. 152 
Figure 7.10. Simulated receiving side waveforms. .................................................................... 153 
Figure 7.11. Spectrum showing amplitudes when phase difference applied. .......................... 154 
Figure 7.12. An early prototype of test platform for HyWi‐FFTPLL. .......................................... 155 
Figure 7.13. Wireless Power receiver showing connection to the prototype HyWi‐FFTPLL shown 
in Figure 7.12 through the cable on the left. ........................................................ 156 
Figure 7.14. Output voltage and current waveforms from the power transmitter. .................. 156 
Figure 7.15. Oscilloscope capture shows the transmitting current and receiving voltage. ...... 157 
   
       
XII 
 
List of Tables 
Table 2.1. Specifications of the full‐bridge converter based wireless power converter.............. 42 
Table 4.1. Matrix switching on the time domain of input voltage. ............................................. 73 
Table 4.2. Assignments between controller outputs and desired MOSFET when Vin is above the 
x‐axis ............................................................................................................................ 74 
Table 4.3. Assignments between controller outputs and desired MOSFET when Vin  is negative
 ..................................................................................................................................... 74 
Table 4.4. Truth table for gate signals .......................................................................................... 75 
   
 1 
 
1. Introduction and Motivation 
There is an increasing demand for more power and energy stored in the portable devices that 
we use in our everyday lives, however, this has been unmatched by advances in electrochemical 
battery  technology  to  maximise  the  potential.  This  limitation  has  not  only  impacted  on 
technological development but has also hindered  improvements to our quality of  life through 
the use of zero‐emission transportation.  In recent years, the  issues with battery technologies 
have become increasingly apparent due to increased marketing and awareness, and indeed the 
uptake of Electric Vehicles  (EVs) and Wearable Electronics  (WEs). Users are acutely aware of 
limitations in the distance that EVs can travel before requiring a charge, and similarly with WEs, 
these devices often need to be charged daily. There has been a massive increase in the use of 
quadcopter based drones; from basic use and flying for fun, to carrying out search and rescue 
missions in hazardous areas. These smaller drones are commonly battery powered, operated by 
a human controller and have typical flying times of fifteen minutes to an hour. Companies such 
as Amazon have a desire to use drones to fly autonomously beyond the visual line of sight (BVLoS) 
of an operator to deliver packages to customers. Although advanced wireless communication 
technologies have enabled these devices to travel  longer distances, they are still restricted  in 
their flying time by the energy stored in the battery and hence need to be recharged, commonly 
achieved via charging cables. Using wireless power can simplify the process of charging drones 
and extend flying ranges through operator‐less charging at remote locations.   
Wireless power  transfer  (WPT), which could  remove  the device’s “last cable”,  is  in  increasing 
demand.  In  addition  to  increased  portability,  for  applications  with  higher  power  demand, 
wireless power offers  improved connectivity and convenience,  together with higher charging 
speeds and robustness [1‐1].   
Whilst there  is already a market for applications of wireless power transfer that  includes EVs, 
and Unmanned Aerial Vehicle (UAV) charging, there are a number of other emerging applications 
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in the industrial, commercial and biomedical fields [1‐2, 3, 4, 5, 6, & 7]. Between March and June 
of 2016, the number of electric vehicles registered  in the UK  increased by 253% compared to 
2014 and 49% compared to 2015 [1‐8, 1‐9]. While for other battery‐power electronics, such as 
UAVs, according to BI Intelligence, between 2015 and 2020, commercial drones for the civilian 
market  will  increase  at  a  Compound  Annual  Growth  Rate  (CAGR)  of  19%  [1‐10].  These 
acknowledgements  demonstrate  a  clear  requirement  and  prospect  for  the  deployment  of 
effective and rapid wireless charging technologies. 
Through many years of development, WPT systems can now be achieved using several methods 
such as  lasers, microwaves and coupled fields [1‐11]. The first generation of commercial WPT 
utilises coupled inductance for low power wireless charging (i.e. mobile phone charging) [1‐12], 
but this technology is acknowledged as having low charging efficiencies and only operates over 
limited distances. Higher  energy  efficiency  and  extended distances  can be  realised by using 
Strongly  Coupled Magnetic  Resonance  (SCMR)  [1‐13].  SCMR  utilises  the mutual  inductance 
between  the  transmitting  coil  and  receiving  coils  to  transfer  power  from  several  watts  to 
kilowatts [1‐14, 1‐15]. 
The  performance  of  an  SCMR  system  is  highly  dependent  on  the  efficiency  of  the  power 
electronic converter used to drive the transmitter side of the system [1‐16]. Conventionally, a 
two‐stage converter approach is taken, but a number of deficiencies have been reported such as 
the physical size, instability of the DC‐link [1‐17] and low power factors on the input [1‐18, 1‐19]. 
The  disadvantages  of multistage  converters  can  be  resolved  by  the  application  of  a  force‐
commutated matrix converter [1‐20]. The matrix converter for any given AC input can produce a 
different AC output with arbitrary frequency and magnitude [1‐21]. Compared with multistage 
converters, research shows matrix converters have better performance, power/size ratio, and 
robustness, particularly for high power and high voltage applications [1‐22]. 
To achieve a high‐efficiency, a WPT system must operate at an optimised frequency equal to the 
self‐resonant frequency of the power receiver [1‐23]. However, the self‐resonant frequency of 
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the power receiver is calculated by its capacitance and inductance (LC resonator as an example), 
which can vary with changes in temperature, load impedance, and physical fluctuations [1‐11, 
1‐23, 1‐24]. Controlling  these  factors across  the various applications  that WPT  is  likely  to be 
employed  is  challenging,  therefore  a WPT  system  that  can  operate  under  a wide  range  of 
conditions, and automatically maximise and maintain its efficiency is required. 
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1.1. Thesis outline 
This thesis details novel developments and design techniques of radio frequency (40 kHz to 1 
MHz) direct converters  (matrix converter)  for  induction heating and wireless power  transfer, 
with  the  aim  of  simplifying  the  control  requirements,  and  improving  the  wireless  power 
efficiency and reliability under varying conditions. A review of the state‐of‐the‐art for wireless 
power transfer systems and the underlying enabling technologies is provided in Chapter 2.   
Chapter 3 introduces a novel gate driver design that can provide a negative driving voltage for 
turning‐off MOSFETs used  in the converter. The negative voltage generation circuit does not 
contain any magnetic components (i.e. inductor or transformer) or integrated circuit. With the 
help of an extra MOSFET and 8 other components, both a boosted high‐side turn‐on and bipolar 
drive can be  implemented. The new design solves the complexity and cost of implementing a 
negative  voltage  turn‐off  in a non‐isolated  gate driver design. The gate drive design  can be 
applied to a wide range of commonly used converter topologies, such as buck, buck‐boost, half‐
bridge, full bridge etc., where a solid turn‐off can be achieved without changes to the converter 
design or addition of costly components. 
Chapter 4 describes a method of reducing control complexity of a matrix converter through the 
use of middleware to allow control from a low‐cost microcontroller or analogue controller. The 
methodology proposed reduces the number of power devices that the controller needs to drive 
by using logic gate circuitry, with the control now required, reduced to that effectively of a full‐
bridge converter. To demonstrate the methodology, two types of application are investigated: 
induction  heating  and  wireless  power  transfer,  with  the  latter  requiring  higher  frequency 
stability.   
Chapter 5 analyses the requirements for tracking the real‐time resonant frequency to maintain 
the  efficiency  of  a WPT  system.  By  using  hardware‐in‐the‐loop  techniques  it  examines  the 
practicalities of measuring a changing secondary resonant frequency and matching this on the 
primary. A method is proposed with practical results that minimises the phase difference of the 
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transmitting current against the phase of the receiving the voltage to maximise efficiency.   
In Chapter 6 the difficulties of wireless phase comparison are considered and it is shown that 
wireless digital stored synchronous sampling  is one effective method to provide pseudo real‐
time  phase  difference  measurements.  Practical  methods  of  wireless  pseudo  synchronous 
triggering mechanisms  for  the digital  storage  synchronous  sampling  are discussed,  and  two 
physical topologies that can be used in different applications are presented. The design elements 
of a high‐density wireless power receiver are discussed and a prototype is built to demonstrate 
the phase comparison circuitry. By using this wireless power receiver, a novel wireless power 
system is complete using the matrix driven power transmitter from Chapter 5. The demonstrator 
shows off the microcontroller based matrix converter and the maximum efficiency point tracking 
methodology using phase comparison. 
The phase  comparison methods  introduced  in Chapter 6 have high wireless  communication 
bandwidth requirements that may not be practical in some applications. Chapter 7 proposes a 
novel wireless phase  locked  loop  that uses  the  frequency domain  to  reduce  the bandwidth 
requirements. The methodology is detailed and the results presented through both simulation 
and in hardware. 
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1.2. Contributions 
This  thesis proposes novel  control  and design methodologies  to  improve  converter  stability, 
reduce control complexity and  to maximise efficiency under different  load conditions  in real‐
time of  strong  coupled magnetic  resonance‐based wireless power  systems.  In particular,  the 
work presented herein has been disseminated  in  internationally  recognised publications. The 
main contributions are summarised as below: 
 A new gate drive circuit is introduced to provide a negative voltage for turn‐off with limited 
discrete  components.  By  adding  6  extra  components  to  a  high  side  gate  driver  or  9 
components  to a half‐bridge driver, a non‐isolated negative voltage can be generated  to 
turn‐off the desired MOSFET. So that the driving performance and stability, especially for 
driving a SiC MOSFET, can be significantly improved.   
 A novel logic gate constructed middleware [P1] is proposed to reduce the control complexity 
of a matrix converter. The middleware sits between a basic controller (i.e. microcontroller 
and  linear  controller)  and  the matrix  switch  and  enables  the AC  switch  formed matrix 
converter to be controlled as if it was a full bridge converter.   
 The  matrix  converter  is  adapted  to  the  design  of  wireless  power  system  [P2].  By 
implementing the proposed simply controlled matrix converter, a wireless power system 
featured both cost‐effective and improved robustness can be achieved. Meanwhile, a high 
power density wireless power receiver is introduced, where the transmitted power can be 
utilised for UAV, EV charging and/or powering.   
 A  novel  resonant  frequency  tracking methodology  for  wireless  power  receiver  [P3]  is 
proposed to improve both the wireless power efficiency and its interference immunity. By 
comparing the phase of transmitting current and receiving voltage, the real‐time resonant 
frequency of the power receiver can then be estimated. The effect of component tolerance 
on efficiency, where the components are randomly selected,  is  improved by up to 8%. A 
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new practical phase shift control based maximum efficiency point tracking design  [P4]  is 
detailed to implement the resonant frequency tracking methodology.   
 To  achieve  the  desired  maximum  efficiency  point  tracking,  a  novel  wireless  pseudo 
synchronous  triggering  mechanism  [P4]  for  the  wireless  digital  storage  synchronous 
sampling  is proposed. This design  introduces a new approach to synchronously sampling 
targeted  signals, where  those  signals  can be  separately  sampled  from different  systems 
without physical connections between them. 
 A novel wireless phase locked loop with reduced communication bandwidth requirement 
[P5] is developed to establish a PLL‐like control scheme. By converting the phase difference 
to  the  frequency  domain,  and  removing  the  high  order  harmonics,  the  bandwidth 
requirement can be reduced by up to 90%. 
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2. Background 
2.1. Gate driver for MOSFET base converter 
Along with the development of semiconductor technology, the widely‐used DC to DC converter 
is trending towards increasing its switching frequency to mega‐hertz level [2‐1 and 2‐2]. Using 
higher switching frequency reduces the size of passive components and therefore increases the 
power  density  [2‐1]. However,  several  issues  can  be  found  in  applications  fitted with  high‐
frequency switching technology. Those issues include, but are not limited to high switching losses, 
dV/dt causes false triggering, and un‐optimised overdrive [2‐3, 2‐4 and 2‐5]. 
2.1.1. Gate energy loss 
For a MOSFET based converter, the operation of a MOSFET is essentially controlled by charging 
and  discharging  its  gate  parasitic  capacitor  [2‐3].  In  a  conventional  converter,  as  per  the 
schematic  shown  in  Figure  2.1,  the  total  driving  loss  can  be  calculated  using  the  following 
equation. 
ܲீ ௔௧௘ ൌ ௦݂ ൈ ஽ܸ௥௩ ൈ ׬ ܫ஽௥௩ ݀ݐ
భ
೑ೞ
଴ ൌ ௦݂ ൈ ஽ܸ௥௩ ൈ ܳீ௔௧௘																																		ሺ1 െ 1ሻ   
Where  ௦݂  is the switching frequency,  ஽ܸ௥௩   is the driving voltage,  ܫ஽௥௩  is the  instantaneous 
driving current,  ܳீ௔௧௘  is the total gate charge.   
 
Figure 2.1. Conventional push‐pull gate drive circuit with parasitic components of MOSFET. 
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In order to reduce the driving loss or recover energies from the gate parasitic capacitor, several 
resonant gate drivers have been  introduced [2‐6 to 2‐12].  In brief, the resonant gate driving 
approach uses an LC resonant circuit to charge and discharge the gate parasitic capacitor, while 
“C” is the equivalent gate capacitance and “L” is normally a separate discrete component [2‐5]. 
Some researches [2‐15, 2‐8] use the leakage inductance of a driving transformer, however, most 
of those circuits are proposed only for a single switch. The majority use a discrete component 
for  the  inductor  required  in  the LC circuit  [2‐6, 2‐7, 2‐13 and 2‐14], as  this avoids potential 
manufacture  variations.  To  be  implemented  in  a  half‐bridge  application  (also  includes 
synchronous  rectified buck converter),  two  identical  sets of components are  required  [2‐4]. 
Furthermore,  even  [2‐4]  provided  a  coupled‐inductor  based  single  magnetic  component 
solution;  the  size and PCB  footprint  requirements are  still an  issue. Moreover,  to avoid any 
simultaneous turned‐on of both high‐side and low‐side switches, the timing control for those 
resonant gate drivers can be challenging due to component tolerances. 
2.1.2. False triggering caused by  dv/dt 
With  the  trend of  increasing  the switching  frequency,  the  rising  time and  falling  time when 
driving a MOSFET is decreased, which has the effect of increasing the voltage slew rate (dv/dt) 
on  the  switch node  [2‐5]. As  shown  in Figure 2.2, using  the  full‐bridge  converter  (only half 
bridge is shown) as an example, at the instant when S1 is turned‐on, the voltage at the switching 
node S will be increasing with a very high slew rate. With such a big voltage change over the 
limited time, the high dV/dt and corresponding current change will inject a pulsed voltage (Vpulse) 
into the gate parasitic capacitor of S2 [2‐5]. In the worst case, Vpulse becomes high enough to 
exceed the gate threshold (Vgs) of S2, and S2 will be turned on. In the last decade, this problem 
became significantly important with the introduction of the HEX MOSFET and the Logic MOSFET 
that can be turned‐on by a logic level voltage. 
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Figure 2.2. Half‐bridge of a full‐bridge converter showing its switching node S. 
Most gate drivers in “totem‐pole’ topologies, as shown in Figure 2.3, use diodes to adjust the 
rising and falling time [2‐16], which may not able to create a low impedance path to keep the 
MOSFET off due to  its dynamic  impedance. Meanwhile,  in more recent resonant gate driver 
designs [2‐8, 2‐9, 2‐14 and 2‐15], the gate terminal  is  left open after been turned‐off, which 
significantly  increases the risk of being falsely turned‐on. Other designs  like [2‐13] provide a 
current path by using a separate MOSFET but this requires precise timing control.   
 
Figure 2.3. Gate driver using totem‐pole topologies. 
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2.1.3. Vgs overdriving 
As  illustrated  above,  the  driving  power  losses  will  be  increased  with  higher  switching 
frequencies. To prevents false triggers, in practice, a circuit may use a high driving voltage (VDrv) 
and utilise MOSFETs with higher Vgs. However, although a higher VDrv may reduce the on‐state 
resistance  (Rds),  the  gate  driving  efficiency  will  be  compromised  according  to  [2‐5].  In 
comparison, using a MOSFET with a low Vgs, then if VDrv is minimised to ensure a definite turn‐
on, high enough to be free from component tolerance and any potential parasitic elements, 
then the turn‐on power  loss will be maximised [2‐5]. To prevent the MOSFET from the false 
triggering,  a  small  negative  voltage  can  be  applied  to  maintain  the  off  status  of  the 
semiconductor.  However,  to  generate  the  required  negative  voltage  may  be  challenging, 
particularly in a high‐frequency converter where the negative biasing current may reach several 
hundreds of milliamps, numerically.   
2.1.4. Generate required negative biases 
As  concluded  above,  using  negative  bias  to  turn‐off  a  MOSFET  has  several  advantages, 
particularly for wide bandgap devices that switch at a higher voltage. In the following sections, 
from  literature  sources,  several approaches  to obtain  the  required negative  voltage will be 
presented. 
For low power applications where the total gate charge Qg is limited, a charge pump may be 
used  to  generate  the  required  negative  bias.  As  shown  in  Figure  2.4,  by  switching  the 
semiconductor devices in a defined sequence, energy can be transferred between the power 
supply and the storage capacitors so that  it generates an  inverted output. In detail, when S1 
and S3 are turned‐on, CP will be charged to the supply voltage VCC. Then, S1 and S3 will be 
turned‐off, and S2 and S4 turned‐on. The positive side of CP will be grounded via S2 so that Cr 
will be charged by CP through S4 [2‐17]. Initially, Cr is charged to half of the voltage storage on 
CP but finally will be charged to –VCC in several cycles. The output source of a charge pump is 
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actually  its output  capacitor Cr, hence  the  restriction  in using a  charge pump  is  the  limited 
current rating.   
 
Figure 2.4. Simplified schematic of a charge pump with an inverted output. 
For high power applications,  i.e. driving MOSFETs with higher Qg, DC‐DC converters with an 
inverter configuration can be applied. A buck‐boost converter is shown in Figure 2.5, when S1 
is  turned‐on, energy will be stored  in L1. At  the  instant when S1  is  turned‐off, D1  forces  the 
current keeps flowing its original way and charges COutput. The main restriction when using a DC‐
DC converter for negative voltage generation  is the physical space requirements and cost, as 
these converters normally consist of a dedicated controller and magnetic components. Based 
on a calculation done by TI Webench, a 5V to ‐5V inverting converter will occupy at least 346 
mm2  of  PCB  footprint.  Furthermore,  the  electromagnetic  interference  (EMI)  issues  of  an 
inverted  buck‐boost  converter  are worth  considering  since  both  its  input  and  output  are 
fluctuating.   
 
Figure 2.5. Simplified schematic for the non‐isolated inverting converter. 
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Researchers  have  presented  some  approaches  to  generate  a  negative  bias  without  using 
dedicated  converter  controllers or magnetic  components  [2‐18]. This approach  is  shown  in 
Figure 2.6; by using 8 additional MOSFETs, bipolar driving of a half‐bridge is achieved. The circuit 
connected between the MOSFET and gate driver is a discrete charge pump that is driven by the 
gate driver’s output and therefore, the physical size of this approach may be a disadvantage. 
Furthermore, by using an additional MOSFET pair, which ensures the MOSFET is turned off/on, 
the extended propagation delay and switching time will limit the maximum switching frequency 
of the converter [2‐18]. 
 
Figure 2.6. Half‐bridge driver with negative bias generation [2‐18]. 
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2.2. Magnetic‐coupled wireless power transfer   
The modern wireless power system can be  realised by using several methods such as  lasers, 
microwaves or coupled fields [2‐19]. The first generation of commercial wireless power systems 
utilised coupled inductance for low power wireless charging (i.e. mobile phone charging) [2‐20], 
which is known to have a low power transfer efficiency with limited charging distance. Higher 
efficiency  and  extended  distances  can  be  realised  by  using  Strongly  Coupled  Magnetic 
Resonance (SCMR) [2‐21]. SCMR utilises the mutual  inductance between the transmitting coil 
and receiving coils to transfer energies from several watts to kilowatts [2‐22 and 2‐23]. The SCMR 
in based on fundamental physics laws including [2‐24]:   
Ampere’s Law: A magnetic  field will be generated around a conductor which  is carrying 
electric current. 
Faraday’s  Law:  A  voltage will  be  generated  in  a  coil which  is  located  in  an  alternating 
magnetic field. 
  Tesla’s Work: coupled magnetic resonance will cause electromagnetic power transfer across 
the air. 
Two types of wireless power applications are generally considered: a stationary charge system 
allows a fast battery charge when the object stays at the desired location; an “On the fly” method 
provides  the  opportunity  to  power  an  object whilst  it  is moving  [2‐25].  In  either  case,  the 
performance of a wireless power system  is highly reliant on  its power converter, transmitting 
and  receiving  coil  design,  coil  relative  position,  and  the  frequency matching  between  the 
receiving resonator and output of the driving converter [2‐26]. 
2.2.1. Circuit topologies 
SCMR systems feature two resonators working as power transmitters and power receivers, which can be 
simplified and considered as two LC circuits. Utilising two simple LC circuits, there are four basic topologies 
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that can be constructed to implement a SCMR system, since each LC resonator can be parallel or series 
connected. A primary design objective of a wireless power system is to maximise its power transfer ability 
and efficiency. The design process needs to consider all the elements of the system from converter to coil 
design. The compensation of the inductance of transmission coil should be considered first since the extra 
capacitors will affect the circuit topology and control approaches [2‐27]. The four possible topologies have 
been shown in Figure 2.7. Several approaches have been proposed to the component selection in order 
to optimize the circuit design: 
 
 
Figure 2.7. Four different compensation topologies for SCMR based design 
Series connected primary side can be chosen  for the variable  load since  the CP  (primary side 
resonant  capacitor)  located  on  the  primary  side will  not  be  affected  by  the  changing  RLoad 
(represents the load) [2‐28]. 
If the distance between two coils may vary, both series connected primary and series connected 
secondary  are  suggested,  since  both  CP  and  CS  (secondary  side  resonant  capacitor)  are 
independent of the magnetic coupling [2‐29]. 
For a fixed load and magnetic coupling, the best topology for the secondary side can be chosen 
based on the load value and the inductance of the secondary coil [2‐30]. 
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For the detailed analysis and optimisation (i.e. the parasitic capacitance cannot be negligible) 
the parallel connected secondary side should be chosen since the parasitic parallel capacitance 
of the inductor can be added to CS. [2‐31]. 
In addition, other  topologies and  compensation networks  like adaptive matching have been 
introduced in [2‐32 and 2‐33]. However, the series to series topology is popular because of its 
insensitivity to component and geometric tolerances [2‐34]. 
2.2.2. Coil topology 
The transmitter and receiver of an SCMR system can be considered as an electrical transformer 
[[2‐35]. The structure of the Tx/Rx coil can be varied. In addition to the conventional circular coils, 
researchers [[2‐36 and 2‐37] also shown rectangular winding in their design. For simplicity and 
considering the applications discussed in this thesis, circular coils were chosen for this research. 
2.2.3. Efficiency 
Based on the series to series topology introduced above, shown in Figure 2.8, the efficiency of 
the targeted SCMR system can be calculated by the equation (1‐2): [2‐38] 
   
Figure 2.8. SCMR under analyses with double series capacitor connection 
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Where the  ௌܺ ൌ ωܮௌ െ ଵன஼ೄ  and  ܼ௟௢௔ௗ ൌ ܴ௟௢௔ௗ ൅ ݆ ௟ܺ௢௔ௗ. 
2.2.4. Power capability 
Moving away from an ideal coupling model, a practical system includes both the transmission 
coupling  and  the  power  converter,  and  therefore  requires  the  inclusion  of  the  source 
impendence ZS. For a given ZS, the maximum power capability can then be calculated by using 
the following equation:   
௟ܲ௢௔ௗ ൌ ܴ௟௢௔ௗ2
|ܧݏ|ଶ
| ሺܼௌ ൅ ܼଵሻሺܼଶ ൅ ܼ௟௢௔ௗሻ߱ܯ ൅ ߱ܯ|
																																					ሺ2 െ 3ሻ 
For a purely resistive power source and  load, which approximates to Xload=XS=0, and perfectly 
resonant coils set, the equation  illustrated above can be further simplified, and  is suitable for 
most situations. 
௟ܲ௢௔ௗ ൌ ܴ௟௢௔ௗ2
|ܧݏ|ଶ
| ܴௌܴ௟௢௔ௗ߱ܯ ൅ ߱ܯ|
																																																					ሺ2 െ 4ሻ 
2.2.5. Power converter requirement 
An SCMR system can be operated over a wide  range of  frequencies, with higher  frequencies 
offering greater power transmission and longer distances. However, the frequency will be limited 
by the power converter and existing radio frequency regulations. Hence, to achieve the desired 
power rating, optimisation of the operating frequency according to the coil inductance should 
be  prioritized,  where  the  relationship  between  the maximum  power  transfer  and  the  coil 
inductance has been shown by researcher [2‐38] in Figure 2.9. 
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Figure 2.9. Maximum load power rating versus the inductances of the coils [2‐38]. 
Current studies show that a  low‐frequency system (between 10 kHz to 500 kHz) could deliver 
kilowatts of power, with efficiencies greater than 70 percent [2‐39 to 2‐42]. The low frequency 
leads to lower switching losses and a reduced cost of the power converter stage. There are two 
kinds of power converters are typically used for WPT systems, two‐stage AD‐DC‐AC converter 
and direct AC‐AC matrix converter. 
2.3. Two  Stage  Variable  Duty‐cycle  Variable  Frequency  (VDVF) 
converter 
To  drive  the  transmitting  coil  of  a  wireless  power  system,  a  Variable  Duty‐cycle  Variable 
Frequency  (VDVF)  converter  should be  implemented. The  sinusoidal voltage  required by  the 
transmitting  coil  can  be  achieved  by  using  Sinusoidal  Pulse  Width  Modulation  (SPWM) 
technology or load resonant conversion. Since the switching frequency of an SPWM converter 
will be several times higher than its output frequency, a load resonant converter is often chosen 
in order to achieve a higher output frequency and reduce switching losses. 
More recently, load resonant converter topologies have been implemented and these topologies 
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can be divided  into  two groups. Firstly, a  two‐stage AC‐DC‐AC converter usually consists of a 
rectifier and a DC‐AC inverter, with some internal energy storage components. Secondly, a single 
stage AC to AC converter that converts mains AC power  into another AC power source with a 
defined voltage and frequency directly, and features bi‐directional switches.   
2.3.1. Voltage source back to back resonant converter 
In  general,  two  stage  converters  contain  a  rectification  stage  and  an  inversion  stage.  The 
rectification stage converts the mains AC power into DC, and after being buffered and filtered by 
an energy storage capacitor, the DC voltage is chopped by a full‐bridge with a set frequency.   
2.3.1.1. Theory of operation   
The two‐stage resonant converter, which features an intermediate DC link, was reported in 1986 
[2‐43]. As can be seen from Figure 2.10, in addition to the optional Power Factor Correction (PFC) 
stage,  the  two‐stage converter  typically consists of a  full‐bridge  inversion stage and a diode‐
based rectification stage, which may cause discontinuous input current and unwanted harmonic 
pollution on the utility supply. The grid power will be rectified to a fluctuating DC voltage and 
filtered by a capacitor or LC filter, which also decouples the input from the output [2‐44]. The 
widely‐used LC filter for a DC link consists of limited inductance but a large capacitance so that 
the loss across the inductor can be minimised. After filtering, an H‐bridge inverter at the output 
generates  an  AC  output with  the  desired  frequency  and/or  duty  cycle. When  applied  to  a 
resonant  load with the self‐resonant  frequency similar to  the  frequency of the pulse output, 
sinusoidal current will flow through the load. 
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Figure 2.10. Block schematic for a typical AC‐DC‐AC converter with Continuous Conduction 
Mode (CCM) Power Factor Correction 
Generally,  the  VDVF  resonant  converter  can  be  controlled  by  implementing  one  of  many 
modulation approaches. Pulse Width Modulation (PWM) and Pulse Density Modulation (PDM), 
which control the output duty cycle without affecting the output frequency, are suitable control 
candidates for WPT systems. PDM modulation has the advantage of an expanded soft switching 
range [2‐41], however, the output frequency of a PDM modulated converter will be limited by 
its multiple switching operations. Furthermore, soft switching techniques such as Zero Voltage 
Switching  (ZVS) have been  introduced,  these are widely employed  in  these  circuits  to  lower 
switching losses and increase system efficiency [2‐45 and 2‐46].   
   
Pre-charge Diode
Gate Driver
Boost DiodeBoost Inductor
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2.3.2. Matrix converter 
Traditionally,  the  power  converter  for  a WPT  system  was  formed  by  two‐stage  AC‐DC‐AC 
converters as described above. The input rectification stage is typically formed from diodes or 
thyristors, and may cause harmonic pollution onto the utility supply, due to the discontinuous 
input current [2‐47, 2‐48]. As a solution to this, Power Factor Correction (PFC) technologies have 
been widely‐used [2‐47]. However, the PFC circuit will not only introduce additional losses and 
costs but will also impact on the system’s bidirectional performance [2‐45]. Furthermore, most 
AC‐DC‐AC converters utilise a capacitor‐based DC‐link for energy storage and filtering [49]. For 
applications with  renewable sources or energy storage, multistage converters  (with DC  links) 
have the advantage of direct interfacing to DC sources via the DC link [2‐49 and 2‐50]. However, 
the capacitors used on the DC link may be bulky and affect overall system lifetime, reduce power 
density and affect efficiency and reliability [2‐51].   
2.3.2.1. Advantage of using a matrix converter 
The  disadvantages  of multistage  converters  can  be  resolved  by  the  application  of  a  force‐
commutated matrix converter [2‐44]. The input to a matrix converter is an AC source and it can 
produce a different AC output with arbitrary frequency and magnitude [2‐52]. According to work 
presented by [2‐44 and 2‐53 to 2‐57], the matrix converter offers the following advantages. 
a) Allows for a greater differential between input and output voltage 
b) Low Total Harmonic Distortion (THD) 
c) Flexible phase control between current and voltage 
d) No intermediate energy storage components 
e) Four quadrant operation 
f) Suitable for harsh environments.   
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Additionally, [2‐58 and 2‐59] show the conduction losses of matrix converter are typically lower 
than  the conventional back  to back converter. Furthermore, based on  the marketing analysis 
provided by Yaskawa, the matrix converter meets the requirements for many applications and is 
further desirable due  to  its bi‐directional energy  flow  [2‐60]. Research also shows  the matrix 
converter has a better performance for high power and high voltage application [2‐61], which 
has great potential in the converters’ market [2‐62].   
The matrix converter can be  further divided  into direct matrix converters and  indirect matrix 
converters (as shown in Figure 2.11 (a) and (b) respectively), both of which have the functionality 
to convert voltage and frequency simultaneously [2‐44]. The direct matrix converter was firstly 
introduced by Venturini and Alesina  in 1980 and  its performance confirmed by Rodriguez and 
Kastner  in 1985  [2‐42 and 2‐63]. Since  the  indirect matrix converter  is similar  to  the voltage 
source back to back converter [2‐60], direct matrix converters are the ones mainly considered 
here. Additionally, most commercially produced matrix converters are based on direct converter 
topologies [2‐60]. 
 
Figure 2.11. (a) Direct matrix converter        (b) Indirect virtual DC‐link matrix converter [2‐64]. 
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Although many detailed studies of matrix converters have already been carried out [2‐65 to 2‐
67], the control of a matrix converter still requires hardware that can implement very fast, low 
latency control. The requirements for control are typically realised by Digital Signal Processors 
(DSPs) together with Field Programmable Gate Arrays (FPGAs) [2‐68 and 2‐69]. These expensive 
controllers  limit  the  application  of  matrix  converter  based  WPT  devices,  particularly  for 
consumer products where cost and size are often critical. 
2.3.2.2. Bi‐directional switch 
The power switches utilised in matrix converters require bi‐directional conducting and blocking 
capability [2‐70]. Several switch topologies have been introduced that offer these features, with 
Figure  2.12  showing  a  single  transistor  based  bi‐directional  switch.  Easy  control  can  be 
considered as its main advantage, since the single transistor requires only one isolated power 
supply and gate driver [2‐71]. However, the conduction losses and voltage drops of this topology 
are  significant  since  three  semiconductors will  be  connected  in  series  in  each  direction  of 
conduction [2‐70]. Furthermore, the current path of this topology cannot be controlled, which 
limits the commutation techniques that can be implemented in the converter [2‐71]. 
 
Figure 2.12. Single MOSFET based bi‐directional switch 
Figure  2.13  (left)  illustrates  a  bi‐directional  switching  cell  formed  by Reverse Blocking  IGBTs 
(RBIGBTs).  Compared  with  Figure  2.12,  the  RBIGBT  solution  offers  more  than  70  percent 
conduction  loss reduction [2‐72]. However, the disadvantages are higher switching  losses and 
limited switching frequency [2‐70].   
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With the demands of reducing switching losses, [2‐73 and 2‐74] provide an improved switching 
cell topology, which is shown in the Figure 2.13 (right). However, the switching frequency of the 
IGBTs  is  still  limited, which may not able be  to provide an adequate  frequency  for  the WPT 
application.   
 
Figure 2.13. RBIGBT based bi‐directional switches. 
The topologies shown in Figure 2.14 consist of two devices. The switching device provides the 
forward  conduction path and  the parasitic diode provides  reverse  conduction ability  in each 
device  [2‐71].  Independent control of  the direction of current can be realised by using  those 
topologies. In addition to conventional MOSFETs (shown in Figure 2.14), SiC FET, JFET and GaN 
can also be used, these provide the advantages of fast‐switching and  lossless operation [2‐75 
and 2‐76]. However, JFET solutions are still limited by their cost performance, and SiC solutions 
suffer from the robustness issues caused by gate oxides [2‐77]. 
 
Figure 2.14. MOSFET based bi‐directional switch 
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2.3.2.3. Bi‐Directional Switch Driver 
The simplified drive circuit of a bi‐directional switch  is shown  in Figure 2.15. Negative voltage 
swing is incorporated, to avoid inadvertent turn on. Also, due to the high frequency of the WPT 
system; low propagation delay signal isolators are used. 
 
Figure 2.15: Simplified drive circuit of a bi‐directional switch 
Additionally, to drive JFET based power switches, a +20V and ‐5 bipolar power supply is required 
[2‐78]. However,  for  some  SiC  devices  that  are  normally‐on,  the  establishment  time  of  the 
isolated power supply needs careful design, as this may cause an inadvertent short‐circuit during 
power  up  if  the  supply  takes  too  long  to  stabilise.  Researchers  have  introduced  several 
approaches to prevent the power‐on failure, such as very fast power supplies [2‐79], constant 
negative voltage [2‐80], redundant turn‐off circuits [2‐80] and self‐powered driver circuits [2‐81]. 
2.3.2.4. Input filter of a matrix converter 
Although  the matrix converter provides  the “all‐silicon”  solution  to  realise power conversion 
without intermediate energy storage components, the modulation of the matrix converter will 
inject high order harmonics into the grid, this requires extra circuitry to be filtered out [2‐82]. 
The researchers in [2‐83] describe a differential EMC filter and [2‐84] introduce a small dc‐link 
based filter for indirect matrix converter, however LC filters are still conventionally selected due 
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to simplicity and cost‐efficiency. Based on [2‐70 and 2‐85] and the discussions therein, the filter 
design should comply with the following requirements: 
 Maintain high power factor. 
 Low Electromagnetic Interference (EMI).   
 Provide sufficient voltage to the switch matrix. 
 Minimal voltage drop across the LC filter. 
 Minimal loss over the damping resistor. 
To determine the harmonics injected into the grid, [2‐86] presents an analytical method for the 
input current of a matrix converter based on its modulation. [2‐75] describes a complex Fourier 
transform  based  approach  to  analyse  the  input  current  harmonics, whilst  [2‐76]  provides  a 
simulation module  based  current  ripple  estimation methodology.  Furthermore,  a  design  of 
multi‐stage LC filter with different constraints has been illustrated by [2‐87]. 
A step‐by‐step procedure  is provided  in [2‐88] to design an LC filter for matrix converter. The 
design transforms a direct converter into an in‐direct converter and then designs an LC filter for 
this in‐direct converter. The design starts with the calculation and determination of several basic 
parameters:   
 The  ratio  between  the  fundamental  component  of  the  input  current  and  the  average 
current over the virtual DC‐link (MI);   
 The  ratio between  the  fundamental  component of  the output  voltage  and  the  average 
voltage over the virtual DC‐link (Mv); 
 Load impedance (|ZL|=VO/IO) and the power factor angle of the load φO . 
Then from the filter’s point of view, the effective resistance of the desired matrix converter can 
be calculated as RE 
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Where  ௜ܸ௡	ܽ݊݀	ܫ௜௡  represent the Input voltage and input current respectively. So that the input 
RMS current can be obtained as a function of load power factor as follows: 
ܫோெௌଶ ൌ 0.5365ܯூܯ௏ܫைଶሺ0.828 ൅ 0.828ܿ݋ݏ2φ௢ ൅ 0.154ݏ݅݊2߮௢ሻ																ሺ2 െ 6ሻ 
Where	ܫை   is the output current. Then the RMS switching current can be calculated by removing 
the fundamental component from the IRMS as shown below: 
ܫோெௌ_ௌௐଶ ൌ ܫோெௌଶ െ ሺ1.1ܯூܯ௏ܫைܿ݋ݏ߮଴ሻଶ																																							ሺ2 െ 7ሻ 
After determining the maximum ripple level on both input current and input voltage together 
with  the maximum power  loss,  the  inductor, capacitor and damping resistor  for  the  targeted 
filter can be obtained by solving equation set introduced in [2‐88]. Also, the grid side switching 
current  ܫ௚ோெௌ_ௌௐ		should be controlled  in order to maintain the THD requirement on the grid 
which is listed in IEEE519 [2‐77]. 
                   
Where  ߱ௌ  is the switching frequency,  ௚߱   is the mains power frequency. 
ሺ2 െ 5ሻ 
ሺ2 െ 8ሻ 
ሺ2 െ 9ሻ 
ሺ2 െ 10ሻ 
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2.4. Summary 
In this chapter, the background and presented research for this thesis have been provided. The 
first section of this chapter described the methodology and design of conventional gate drivers 
and analysed their inadequacies. To achieve an effective gate driving that equipped with 
simplicity and cost‐efficiency, a novel gate drive topology with self‐driven negative bias will be 
discussed in chapter 3. This chapter also describes the fundamental knowledgebase of how to 
achieve magnetic‐coupled wireless power transfer, including different circuit topologies and 
basic calculations. In the last section of this chapter, the two‐stage VDVF converter has also 
been discussed, which will be used to discover the approach of how to modify the control of 
such VDVF converter so that single stage direct matrix converter can be controlled using a 
controller designed for VDVF converter.   
       
32 
 
 
2.5. References 
[2‐1]  X. Xu, A. Khambadkone, et al.“A 1‐MHz zero‐voltage‐switching asymmetrical half‐bridge 
dc/dc converter: Analysis and design,” IEEE Trans. Power Electron., vol. 21, no. 1, pp. 105–
113, Jan. 2006. 
[2‐2]  A. M. Abou‐Alfotouh, et al. “A 1‐MHz hard‐switched silicon carbide dc‐dc converter,” IEEE 
Trans. Power Electron., vol. 21, no. 4, pp. 880–889, Jul. 2006. 
[2‐3]  W. Eberle, et al. A current source gate driver achieving switching  loss savings and gate 
energy recovery at 1‐MHz[J]. IEEE Transactions on Power Electronics, 2008, 23(2): 678‐691. 
[2‐4]  K.  Yao,  et  al.  "A  novel  resonant  gate  driver  for  high  frequency  synchronous  buck 
converters." IEEE Transactions on Power Electronics 17.2 (2002): 180‐186. 
[2‐5]  Y.  Chen,  et  al.  "A  resonant MOSFET  gate  driver with  efficient  energy  recovery."  IEEE 
Transactions on Power Electronics 19.2 (2004): 470‐477. 
[2‐6]  W. A. Tabisz, et al. “Zero‐voltage‐switched quasiresonant buck and flyback converters—
Experimental results at 10 MHz,” in Proc. IEEE PESC’87 Conf., 1987, pp. 404–413. 
[2‐7]  D. Maksimovic, “A MOS gate drive with resonant transitions,” in Proc. IEEE PESC’91 Conf., 
1991, pp. 527–532. 
[2‐8]  H. L. N. Wiegman, “A resonant pulse gate drive for high frequency applications,” in Proc. 
IEEE APEC’92 Conf., 1992, pp. 738–743. 
[2‐9]  S. H. Weinberg, “A novel  lossless resonant MOSFET driver,”  in Proc.  IEEE PESC’92 Conf., 
1992, pp. 1003–1010. 
[2‐10] B. S. Jacobson, “High frequency resonant gate driver with partial energy recovery,” in Proc. 
HFPC’93 Conf., 1993, pp. 133–141. 
       
33 
 
[2‐11] B. S. Jacobson, “High frequency resonant gate drive for a power MOSFET,” U.S. Patent 5 
264 736, Nov. 1993. 
[2‐12] J. Diaz, et al. “A new lossless power MOSFET driver based on simple DC/DC converters,” in 
Proc. IEEE PESC’95 Conf., 1995, pp. 37–43. 
[2‐13] Y. Panov and M. Jovanovic, “Design considerations for 12‐V/1.5‐V, 50‐A voltage regulator 
modules,” in Proc. Appl. Power Electron. Conf., 2000, pp. 39–46.   
[2‐14] I. D. de Vries, “A resonant power MOSFET/IGBT gate driver,” in Proc. Appl. Power Electron. 
Conf., 2002, pp. 179–185. 
[2‐15] B. Jacobson, “High frequency resonant gate driver with partial energy recovery,” in Proc. 
High Freq. Power Conv. Conf., 1993, pp. 133–141. 
[2‐16] W. Andreycak, “Practical Considerations in Troubleshooting and Optimizing Power Supply 
Control Circuits  and PCB  Layout,”Unitrode Corporation, Power  Supply Design  Seminar, 
SEM‐1200, Topic 4 
[2‐17] Texas Instruments, “Rev. 2013,” Tech. Rep., LMC7660 Datasheet, 04,2013 
[2‐18] International Rectifier, “Using Standard Control  ICs  to Generate Negative Gate Bias  for 
MOSFETs and IGBTs” Appl. Not., 07,2016 
[2‐19] S. C. Wang, et al., “Design considerations for a contactless electric vehicle battery charger,” 
IEEE Trans. Ind. Electron., vol. 52, pp. 1308–1314, Mar. 2005. 
[2‐20] J. A. Russer, et al., “A moving field inductive power transfer system for electric vehicles,” 
Proc.  2013  IEEE  43rd  European Microwave Conf., Nuremberg, Germany, pp.  519–522, 
2013. 
[2‐21] V. Rizzoli, et al., “Integration of numerical and field‐theoretical techniques in the design of 
single  and multi‐band  rectennas  for micro‐power  generation,”  Int.  J. Microw. Wireless 
Technology, 2 (Special Issue 3–4), pp. 293–303, 2010. 
       
34 
 
[2‐22] A. Ostanzo, et al., “RF/ baseband co‐design of switching receivers for multiband microwave 
energy harvesting,” Sens. Actuators A: Phys, vol. 179, pp. 158–168, Jan. 2012. 
[2‐23] T. Ohira, “Via‐wheel power transfer to vehicles in motion,” Proc. 2013 IEEE Wireless Power 
Transfer Conf., Perugia, Italy, pp. 242–246, 2013.   
[2‐24] G. A. Covic and J. T. Boys, “Inductive Power Transfer systems (IPT) Fact Sheet: No. 1 – Basic 
Concepts,” online, at http://www.qualcomm.com/media/docum‐ents /inductive‐power‐
transfer‐systems‐ipt‐fact‐sheet‐no‐1‐basic‐concepts, Last accessed Mar, 2015. 
[2‐25] A. Brecher and D. Arthur, “Review and Evaluation of Wireless Power Transfer (WPT) for 
Electric Transit Applications,” FTA Report 0060, Aug. 2014. 
[2‐26] K.  D.  Papastergiou  and  D.  E.  Macpherson,  “An  airborne  radar  power  supply  with 
contactless transfer of energy – Part II: converter design,” IEEE Trans. Ind. Electron, vol. 54, 
pp. 2885–2893. May. 2007.   
[2‐27] J. Sibue, et al., “A global study of a contactless energy transfer system: analytical design, 
virtual prototyping and experimental validation,” IEEE Trans. Power Electron, vol. 28, pp. 
4690–4699, Oct. 2013.   
[2‐28] C.  S. Wang,  et  al.,  “Power  transfer  capability  and  bifurcation  phenomena  of  loosely 
coupled inductive power transfer systems,” IEEE Trans. Ind. Electron, vol. 51, pp. 148–157, 
Jan, 2004. 
[2‐29] A. J. Moradewicz and M. P. Kazmierkowski, “Contactless energy transfer system with FPGA‐
controlled resonant converter,” IEEE Trans. Ind. Electron, vol. 57, pp. 3181–3190, Sep. 2010. 
[2‐30] M. Yang, et al., “Analysis of reflected  loadmodel for  inductively coupled power transfer 
systems,” Proc. 2010 IEEE Asia‐ Pacific Power and Energy Engineering Conf.,Wuhan, China, 
pp. 1‐4, 2010. 
[2‐31] M. Pinuela, et al., “Maximizing DC‐to‐load efficiency  for  inductive power transfer,”  IEEE 
       
35 
 
Trans. Power Electron, vol. 28, pp. 2437–2447, May. 2013. 
[2‐32] A. P. Sample, et al., “Enabling seamless wireless power delivery in dynamic environments,” 
IEEE Proc, vol. 101, pp. 1343–1358, Jun. 2013. 
[2‐33] B. H. Waters, et al., “Adaptive impedance matching for magnetically coupled resonators,” 
in Proc. Progress in Electromagnetics Research Symp. 2012 in Moscow, Moscow, Russia, 
pp. 694–701, Aug. 2012. 
[2‐34] M.  P.  Kazmierkowski  and  A.  J.  Moradewicz,  “Unplugged  but  connected:  review  of 
contactless energy transfer systems,” IEEE Ind. Electron. Mag., vol. 6, pp. 47–55, Apr. 2012. 
[2‐35] A. Esser and C. H. Skudelny, “A new approach to power supplies for robots,” IEEE Trans. 
Ind. Appl, vol. 27, pp. 872–875, May. 1991. 
[2‐36] J. P. C. Smeets, et al., “Comparison of position‐independent contactless energy transfer 
systems,” IEEE Trans. Power Electron, vol. 28, pp. 2059–2067, Apr. 2013. 
[2‐37] T. Gerrits, et al., “Development of a linear position independent inductive energy transfer 
system,” Proc. 2011 IEEE Int. Electric Machines & Drives Conf., Niagara Falls, ON, pp. 1445–
1449, 2011. 
[2‐38] T. Riccardo and A. Costanzo, “State‐of‐the‐art of contactless energy transfer (CET) systems: 
design rules and applications, “Wireless Power Transfer, vol.1, pp. 10‐20, Mar. 2014. 
[2‐39] C. S. Wang, et al., “Investigating an LCL load resonant inverter for inductive power transfer 
applications,” IEEE Trans.      Power Electron, vol. 19, no. 4, pp. 995‐1002, July 2004, 
[2‐40] R.  Liu,  et  al.,  “Comparison  of  capacitively  and  inductively  coupled  parallel  resonant 
converters,” IEEE Trans. Power Electron., vol. 8, no. 4, pp. 445‐454 , Oct. 1993. 
[2‐41] N. Nguyen‐Quang, et al., “Pulse density modulation strategies for high‐frequency three‐
phase to single‐phase matrix converter’, EPE‐2009, Barcelona, Spain, 2009. 
[2‐42] M.  Venturini:  “A New  Sine Wave  In,  Sine Wave Out  Conversion  Technique  Eliminates 
       
36 
 
Reactive Elements”, in Proc. 7th National Solid‐State Power Conversion Conf. POWERCON 
7, pp. E3‐1‐E3‐15, Mar. 1980. 
[2‐43] D. M. Divan, “The resonant DC link converter‐A new concept in static power conversion,” 
in IEEE IAS Conf. Rec., pp. 648‐656, 1986. 
[2‐44] T.  Friedli  and  J.  Rodriguez,  “Comparative  Evaluation  of  Three‐Phase  AC–AC  Matrix 
Converter  and Voltage DC‐Link Back‐to‐Back Converter  Systems,”  IEEE  Transactions on 
Industrial Electronics, Vol. 59, No. 12, Dec, 2012. 
[2‐45] A. Okuno, et al., “Feasible development of soft‐switched SIT inverter with load‐adaptive 
frequency‐tracking control scheme for  induction heating,”  IEEE Trans.  Ind. Applicat, vol. 
34, no. 4, pp. 713‐718, July. 1998. 
[2‐46] M. K. Kazimierczuk and D. Czarkowski, “Resonant Power Converters,” John Wiley and sons, 
1995.   
[2‐47] N.  Nguyen‐Quang,  et  al.,  “A  three‐phase  to  single‐phase  matrix  converter  for  high‐
frequency induction heating,” EPE 2009. 8th‐11th September 2009 
[2‐48] A. R. Prasad, et al., “An active power factor correction technique for three‐phase diode 
rectifiers,” Power Electronics, IEEE Transactions on 6.1, pp.83‐92, 1991. 
[2‐49] K. Basu and N. Mohan, “A single‐stage power electronic  transformer  for a  three‐phase 
PWM AC‐AC drive with source‐based commutation of leakage energy and common‐mode 
voltage suppression,” IEEE Trans. on Ind. Electron., Vol. 61, No. 11, Nov. 2014. 
[2‐50] T. Zhao, et al., “Voltage and power balance control  for a cascaded h‐bridge converter‐
based solid‐state transformer,” IEEE Trans. Power Electron, vol. 28, no. 4, pp. 1523‐1532, 
Jan. 2013. 
[2‐51] K. Basu, et al., “A Single‐Stage Solid‐State Transformer  for PWM AC Drive With Source‐
Based Commutation of Leakage Energy,” IEEE Trans. Power Electron, vol. 30, no. 3, Mar. 
       
37 
 
2015.   
[2‐52] K.  Koiwa  and  J.Itoh,  “Efficiency  Evaluation  of  a Matrix  Converter with  a  Boost‐Up AC 
Chopper in an Adjustable Drive System," IEEJ Journal of Industry Applications, Vol. 3, No. 
1, pp. 26‐34, 2014. 
[2‐53] A. Alesina and M. Venturini, “Intrinsic amplitude limits and optimum design of 9‐switches 
direct PWM AC‐AC converters”, Proceedings of Power Electronic Specialist Conference, vol. 
2, pp. 1284 – 1291, Apr 1988. 
[2‐54] L. Rmili, et al., “Space Vector Modulation Strategy for a Direct Matrix Converter”, Proc. 
14th  international  conference  on  Sciences  and  Techniques  of  Automatic  control  & 
computer engineering ‐ STA'2013, pp. 1‐6, Dec 2013. 
[2‐55] Z. Dongsheng, et al., “Evaluation of AC‐AC matrix converter, a manufacturer’s perspective”, 
2002.37th  IAS Annual Meeting. Conference Record of  the  Industry Applications, vol. 3, 
pp.1558‐1563, 13‐18, Oct. 2002. 
[2‐56] P.  Drabek,  et  al.,  “New  configuration  of  traction  converter  with  medium‐frequency 
transformer using matrix converters,” IEEE Trans. Ind. Electron., vol. 58, no. 11, pp. 5041‐
5048, Nov. 2011. 
[2‐57] A. Garces and M. Molinas, “A study of efficiency in a reduced matrix converter for offshore 
wind farms,” IEEE Trans. Ind.Electron., vol. 59, no. 1, pp. 184‐193, Jan. 2012. 
[2‐58] P. W. Wheeler, et al., “Matrix Converters : A Technology Review”, ND 
[2‐59] V. R. Vijaya, et al., "Power Quality Improvement by Designing the LCL Filters for the Matrix 
Converter in a DFIG System," International Journal of Engineering Research & Technology 
(IJERT), Vol. 3 Issue 5, May – 2014. 
[2‐60] T. Friedli and J. W. Kolar, “Milestones in Matrix Converter Research,” IEEJ Journal ofIdustry 
Applications, vol.1, No.1, pp. 2‐14, Mar 2012. 
       
38 
 
[2‐61] B.  Azeddine  and  B.  Ghanem,  “A  comparative  performance  study  between  a  matrix 
converter  and  a  three‐level  inverter  fed  induction  motor,”  Acta  Electrotechnica  et 
Informatica No, 6(1):2, 2006   
[2‐62]L. Empringham, et al., "Technological issues and industrial application of matrix converters: 
A review," IEEE Transactions on Industrial Electronics, Vol.60, No. 10, pp. 4260‐4271, 2013. 
[2‐63] M. Venturini and A. Alesina: “The Generalised Transformer: A New Bidirectional Sinusoidal 
Waveform Frequency Converter with Continuously Adjustable Input Power Factor”, in Proc. 
11th IEEE PESC, pp. 242‐252, 1980. 
[2‐64] P.  Chlebis,  wt  al.,  “The  Comparison  of  Direct  and  Indirect Matrix  Converters,”  PIERS 
Proceedings. USA, vol. 43(4), pp. 310‐314, 2010. 
[2‐65] S. Bernet, et al., “Design and  loss comparison of matrix converters, and voltage‐source 
converters  for modern ac drives,”  Industrial Electron‐  ics,  IEEE Transactions on, vol. 49, 
2002. 
[2‐66] M. Apap, et al., “Comparison of losses in matrix converters and voltage source inverters,” 
In IEE Seminar Digests, vol. 4, 2003. 
[2‐67] S, Round, et al., “Comparison of performance and realization effort of a very sparse matrix 
converter to a voltage dc link PWM inverter with active front end,” IEEJ Transactions on 
Industry Applications, vol. 126(5), pp. 578–588, 2006. 
[2‐68] M. Ziegler, “New One‐Step Commutation Strategies in Matrix Converters,” in Proc. 4th IEEE 
PEDS, Vol. 2, pp. 560‐564, Oct. 2001. 
[2‐69] N. S. Choi, et al., “A matrix converter with dead‐time commutation by simple bidirectional 
switch,” in Proc. Int. Conf. Electr. Mach. Syst., pp. 123–128, 2007. 
[2‐70] L. Rmili, et al. "A comprehensive analysis of Matrix Converters: Bidirectional switch, direct 
topology, modeling and control," Industrial Electronics (ISIE), 2014 IEEE 23rd International 
       
39 
 
Symposium on. IEEE, 2014. 
[2‐71] P. Wheeler, et al., “Matrix converters: A technology review,” IEEE Tran. Ind. Electron., vol. 
49, no. 2, pp. 276–288, Apr. 2002. 
[2‐72] Z. Daning, et al., “A Novel Commutation Method of Matrix Converter Fed Induction Motor 
Drive Using RBIGBT”, Fourtieth. IEEE IAS Industry Applications Society Annual Meeting, pp. 
2347‐2354, 2005. 
[2‐73] H. Hojabri, et al., “A Generalized Technique of Modeling, Analysis, and Control of a Matrix 
Converter Using SVD”, IEEE Transactions on Industrial Electronics, vol. 58, no. 3, pp. 949‐
959, March 2011. 
[2‐74] J. Mahlein, et al., “New concepts for matrix converter design,” The 27th Annual conference 
of the IEEE Industrial Electronics Society IECON, vol.2, pp 1044‐1048, Dec, 2001. 
[2‐75] D. Casadei, et al., “A general approach for the analysis of the input power quality in matrix 
converters,” Power Electronics, IEEE Transactions on, vol. 13(5), pp. 882–891, 1998. 
[2‐76] M.  Hamouda,  et  al.,  “Input  filter  design  for  svm  dual‐bridge  matrix  converters,”  In 
Industrial Electronics, 2006 IEEE International Symposium, vol. 2, pp. 797 –802, Jul 2006. 
[2‐77] D. Casadei, et al., “Theoretical and experi‐ mental investigation on the stability of matrix 
converters,” Industrial Electronics, IEEE Transactions on, vol. 52(5), pp.1409–1419, 2005. 
[2‐78] L. Empringham, et al.,  “Design  challenges  in  the use of  silicon  carbide  JFETs  in matrix 
converter applications,” IEEE Trans. Power Electron., vol. 29, no. 5, pp. 2563–2573, May. 
2014. 
[2‐79] F. Dubois, et al., “Active protections  for  typically‐on SiC  JFETs,”  in Proc. 14th Eur. Conf. 
Power Electron. Appl, pp. 1–10, 2011. 
[2‐80] F. Guedon, et al., “Gate driver for SiC JFETs with protection against typically‐on behaviour 
induced fault,” Electron. Lett., vol. 47, no. 6, pp. 375–377, 2011. 
       
40 
 
[2‐81] D. Peftitsis, et al., “Self‐powered gate driver for typically on silicon carbide junction field‐
effect transistors without external power supply,” IEEE Trans. Power Electron., vol. 28, no. 
3, pp. 1488– 1501, Mar. 2013. 
[2‐82] H. M. Nguyen, et al., “Input power factor compensa‐ tion algorithms using a new direct‐
svm method for matrix converter,” Industrial Electronics, IEEE Transactions on, vol. 58(1), 
pp. 232–243, 2011. 
[2‐83] M. L. Heldwein, et al., “Differential mode emc input filter design for three‐phase ac‐dc‐ac 
sparse matrix pwm converters,” In Power Electronics Specialists Conference, 2004. PESC 
04. 2004 IEEE 35th Annual, vol 1, pp 284–291 Vol.1, 2004. 
[2‐84] S. Sousa, et al., “Power quality improvement of indirect matrix converter input currents 
using a small dc  link filter. In Electrical Power Quality and Utilisation (EPQU), 2011 11th 
International Conference on, pp. 1–6, 2011. 
[2‐85] T. Kume, et al., “Integrated filters and their combined effects in matrix converter. Industry 
Applications, IEEE Transactions on, vol. 43(2), pp. 571–581, 2007. 
[2‐86] P. Wheeler and D. Grant, “Optimised input filter design and low‐loss switching techniques 
for  a  practical matrix  converter.  Electric  Power Applications,”  IEE  Pro‐  ceedings  ‐,  vol. 
144(1), pp. 53 –60, Jan 1997. 
[2‐87] A.  Trentin,  et  al.,  “Automated  optimal  design  of  input  filters  for  direct  ac/ac matrix 
converters,” Industrial Electronics, IEEE Transactions on, vol. 59, pp. 2811 –2823, Jul 2012. 
[2‐88] A. K. Sahoo, “Design and Comparison of Passive Component Requirements of a Matrix 
Converter  and  Voltage‐Source  based  Back‐to‐Back  Converter” Minnesota  Thesis,  Sep, 
2013. 
 
   
       
41 
 
3. Non‐isolated gate driver with self‐driven negative bias 
generator 
3.1.  Introduction 
A WPT system requires the transmission resonator to be driven by a fixed frequency square or 
trapezoidal waveform  from  a  power  converter.  It  has  been  discussed  in  Chapter  2  that  the 
converter specification is fundamental to the reliable and efficient operation of a WPT system. 
This thesis introduces a number of novel enhancements to the converter and its control. In this 
chapter a conventional converter  is considered  to  introduce a novel self‐driven negative bias 
generator that can also be applied to other converters types. As discussed  in the chapter 2, a 
semiconductor based high frequency converter may suffer from the miss‐triggering faults caused 
by high dV/dt. As discussed in Chapter 2, a semiconductor based high frequency converter may 
suffer from the miss‐triggering fault caused by high dV/dt. A bipolar gate driver generally solves 
the miss‐triggering issue but conventional solutions require additional power supplies to provide 
the negative voltage. The novel gate driver integrated with self‐driven negative bias generator 
presented  in  this  chapter  can provide bipolar gate driving  capability without  the need  for a 
separate negative voltage supply. 
This chapter describes the novel self‐driven negative bias generator applied to a conventional 
half or full‐bridge gate driver and used in a reference design converter for analysis. Starting with 
the design of the topology, with its specifications shown in Table 2.1, the theory of component 
selection for the power electronics and control, will be introduced. Simulation and experimental 
results  of  the  prototype,  are  then  presented,  along with  detailed  analysis  into  the  output 
waveform, start‐up performance and comparisons between component selections.   
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Table 2.1. Specifications of the full‐bridge converter based wireless power converter 
Working frequency  20‐2000 kHz
Power rating  300W
Gate driving  Turn On  +15V
Turn Off  ‐5V
Control sensor Current  Low side  0.01Ω shunt resistor   
Voltage  11:1 voltage divider
Protections 
Over voltage (transient) Transient Voltage Suppression (TVS) diode   
Over voltage (long term) Gas Discharge Tube (GDT) and Varistor (MOV) blow the fuse
Over current (soft) MCU controlled
Over current (hard) Fuses
Input reverse  Forward biasing the TVS
Output over current  MCU controlled 
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3.2.  Bipolar gate driving using conventional gate driver 
As described in Chapter 2, in the transient of a turn‐on and turn‐off of a FET, a mistrigger could 
occur since there is a large voltage change across the power switch (high dV/dt). To avoid using 
gate overdrive and high Vgs FETs and  IGBTs, which may prevent the miss‐triggering  issue,  it  is 
good practice to use a negative voltage to turn‐off the FETs and IGBTs for medium to high power 
converters, especially for wideband gap materials such as SiC or GaN power devices. To supply 
the  required  negative  voltage,  an  additional DC‐DC  power  supply  (or  isolated DC‐DC  power 
supply  for  an  isolated  driver)  is  customary,  as  shown  in  Figure  3.1.  These  additional  power 
supplies are undesirable in terms of footprint and additional cost, and suffer from limited lifetime 
due to utilising electrolytic capacitors. 
 
Figure 3.1. The conventional approach to achieve bipolar driving. 
For a widely‐used non‐isolated full‐bridge drive, a boost driver  is widely used to generate the 
high voltage required for high‐side MOSFET driving, which normally consists of a boost diode 
and boost capacitor as shown in Figure 3.2. The boost capacitor will be charged during the low‐
side MOSFET being turned‐on, ensuring that the boost capacitor can charge the Gate of high‐
side MOSFET when the low‐side FET is turned‐off. 
DC/DC
Isolation
and
Level
Shifter
DC/DC
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Figure 3.2. Boosted approach for high side driving. 
From Figure 3.2 it can be seen that while the high side MOSFET is being turned‐off, Q2 will pull 
together its Gate terminal to its Sink terminal, resulting in 0 V across its Drain and Source terminal. 
The boost circuit replaces the DC‐DC supply that provides the positive bias. However,  it  is still 
required to have a separate power supply to provide a negative bias.   
3.3.  Self‐driven  negative  bias  generation  in  high‐side‐only 
application 
The  schematic of  the proposed novel gate driver  is  shown  in Figure 3.3. Compared with  the 
conventional boosted driver, only six components: C2, D2, R1, R2, R3, Q3 are added. 
 
Figure 3.3. Schematic of the proposed bipolar gate driver. 
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Based on the schematic shown in Figure 3.3, the operating sequences are now described, where 
‘Sx’ denotes the sequence number.   
S0, before Q4 is turned‐on and whilst Q5 is turned‐on: C1 is charged by VCC through D1 so that 
the energy used to turn on Q4 is stored in C1. The voltage on C1 can be approximated as VCC – 
VFD where VFD is the forward voltage drop of D1 when the switching period of the full‐bridge is 
lower than Tp given as: 
௣ܶ ൌ 5ሺܴ஽ௌ ൅ ߂ܴ஽ௌ ൈ ܶሻ ൈ ܥଵ																																														ሺ3 െ 1ሻ   
 
Figure 3.4. Simplified schematic of the proposed bipolar gate driver, stage 0. 
S1, when Q1 is turned‐on and Q5 is turned‐off: C1 will be discharged through Q1, and the energy 
stored in C1 will be applied to the Gate terminal of Q4. Since C1 is referenced to the sink terminal 
of Q4, a voltage equal to VCC will be applied across the gate and sink terminal of Q4, Q4 is turned‐
on and similarly, Q3 is turned‐on. Since the voltage used to drive Q4 (approximately V_Bus+VCC) 
is normally higher than the maximum VGS voltage, a voltage divider consisting of R2 and R3 is used 
to provide a drive voltage  for Q3. The  resistance of R2 and R3 can be calculated by using  the 
following equation, where Vth is the voltage desired for drive Q3. 
ܴଶ ൌ 	 ሺܸܥܥ ൅ ௕ܸ௨௦ െ ௧ܸ௛ሻ ൈ ܴଷ௧ܸ௛ 																																												ሺ3 െ 2ሻ 
Meanwhile, when Q4 and Q3 are turned‐on, V_Bus will be applied to the series connected C2 and 
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R1; C2 will therefore be charged. Whilst C2 is being charged, R1 limits the current flow through Q3 
and C2 to avoid a surge current and protect the Zener diode. The voltage rating of Q3 should be 
higher than V_Bus‐VD2. The voltage across C2 is set by the Zener diode D2; the voltage across C2 
will rise to the reverse breakdown threshold voltage of D2, the Zener diode will be broken down 
and C2 will stop charging with a voltage across it of –VD2.   
 
Figure 3.5. Simplified schematic of the proposed bipolar gate driver, stage 1. 
S2, dead‐time, while Q2 is turned‐on: C2 will be discharged through Q2. Since the positive side of 
C2 is connected to the sink terminal of Q4, a negative voltage will be applied to the Gate terminal 
of Q4. The gate charge on Q4  is  therefore depleted  through  the gate  resistors and D3. As  the 
capacitance  of  C2  is much  higher  than  the  gate  capacitance  of Q4,  the  negative  voltage  is 
maintained on the gate of Q4 to ensure a solid turn‐off. 
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Figure 3.6. Simplified schematic of the proposed bipolar gate driver, stage 2. 
S3, when Q4 remains off and Q5 is turned‐on: C2 will maintain a negative voltage onto the gate 
of Q4, and C1 will be charged through D1. 
 
Figure 3.7. Simplified schematic of the proposed bipolar gate driver, stage 3. 
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S4, dead‐time, Q4 remains off and Q5 turned‐off: C2 maintains a negative voltage onto the gate 
of Q4 but C1 is now fully charged and ready to turn Q4 on. 
 
Figure 3.8. Simplified schematic of the proposed bipolar gate driver, stage 4. 
As can be seen from the sequence of operation, C1 acts as the positive power source and C2 acts 
as the negative power source. When C1 discharges to turn Q4 on, C2 will be charged. Whereas 
during C2 discharges to turn Q4 off, C1 will be charged. Since the power source that charges C2 is 
V_Bus,  the additional negative bias generator will not  consume power  from VCC, hence  the 
output capability of the power supply, providing VCC, is unaffected and the power drawn from 
V_Bus is negligible. 
3.4.  Negative bias for both high side and low side driving 
In the design of high power converters either half‐bridge or full‐bridge topologies are desired. 
By using the technique introduced above, a self‐driven negative bias generator can be expanded 
to full‐bridge or half‐bridge application. In this section, the theory of operation will be described, 
with current flows related to the turn‐on operation coloured in red, and current flow related to 
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turn‐off operation coloured in green. 
 
Figure 3.9. Simplified schematic of the negative bias generator for bridged converter, S0. 
S0, low side on: The drive sequence starts by the turn on of the low side MOSFET Q7, as shown 
in Figure 3.9. When Q4 is switched on, the low side MOSFET Q7 will be turned‐on, creating a path 
from VCC to charge C1. Meanwhile, Q2 is switched on to turn Q6 off, the Zener diode D2 may be 
forward biased depending on the charged stored on the gate of the high side MOSFET Q6. 
 
Figure 3.10. Simplified schematic of the negative bias generator for bridged converter, S1. 
       
50 
 
S1, dead‐time: Q7 will be turned‐off by switch on of Q5, where Q6 maintains its previous state. 
Since there is no charge stored in C3, Schottky diode D4 may be forward biased depending on the 
charge stored on the gate of the low side MOSFET Q7. This will keep Vgs applied on Q7 lower or 
equal to the forward voltage of D4, of approximately 0.35‐0.5 V. 
 
Figure 3.11. Simplified schematic of the negative bias generator for bridged converter, S2. 
S2, high side on: As shown  in Figure 3.11, Q6 will be turned‐on by switch on of Q1, where Q7 
maintains its previous state. When Q1 is switched on, Schottky diode D1 will be reverse biased 
and therefore the gate of Q6 is held high by the discharging of C1. Meanwhile, a small amount of 
current sourced by V_Bus will flow from Q6 to Q3 and charge C2. Since a Zener diode is connected 
in parallel with C2, C2 will charge to the Zener voltage of D2. The value of R1 is calculated by the 
power  rating  of  D2  at  a worst  case  duty  cycle  (assumed  as  100%, where  Q3  and  Q6  keep 
conducting) and  the start  instant of charging C2  (where all current  flows  through  the reverse 
biased D2). A lower value of R1 will introduce more losses but is desired at higher frequency or 
lower duty cycle, as a higher value of R1 may cause insufficient negative bias.   
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ூವమಾಲ೉
																																										ሺ3 െ 3ሻ   
 
Figure 3.12. Simplified schematic of the negative bias generator for bridged converter, S3. 
S3, dead‐time: Q6 will be turned‐off by switch on of Q2, and Q7 remains at its previous state. As 
C2 was charged in S2, during this second dead‐time, the gate of Q6 will be negatively biased by 
the discharging of C2. Hence, the minimum value of C2 should be several times higher than the 
gate capacitance, the calculation of C2 will be illustrated in later steps, since the charge stored in 
C2 will not only power Q6 with negative bias but also charge C3. 
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Figure 3.13. Simplified schematic of the negative bias generator for bridged converter, S4. 
S4, low side on: Q4 is switched on and causing Q7 to be turned‐on, whilst C2 maintains a negative 
bias on the gate of Q6. As illustrated in S1, C1 will be charged by the current path created though 
Q7 and D1. Meanwhile, C3 will also be charged through the discharge of C2. Taking the ground as 
a  reference point,  the voltage on  the collector of Q2 will be several volts below ground,  this 
forward biases D3 and creates a current path through Q7 to charge C3. The actual voltage on C3 
in a non‐phase‐shifted converter that can be approximated as: 
Vେଷ ൌ
ܥ2 ∗ ቀVୈଶ ∗ ܥ2ܥ2 ൅ ܥீ௔௧௘଺ െ ܫ௅௢௔ௗ ∗ ܴ஽ௌቁ ∗ ሺ1 െ ݁
ି ிோವೄ∗஼ଶ∗஽ሻ
ܥ2 ൅ ܥ3 																					ሺ3 െ 4ሻ 
Where F is the switching frequency, D is the duty cycle of Q7,  Rୈୗ  is the on state resistance 
of Q7, ILoad is the load current,  ܥீ௔௧௘଺  is the gate capacitance of Q6.Hence, for a given C3 the 
required minimum capacitance of C2 can be calculated by using the equation above. 
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Figure 3.14. Simplified schematic of the negative bias generator for bridged converter, S5. 
S5, dead‐time: Q7 will be  turned‐off by  the switch on of Q5, whilst Q6 remains off. Q7  is now 
negatively biased through the discharging of C3 via Q5. At this stage, all the capacitors that used 
to provide a negative bias to a power switches have been charged (may not be fully charged), so 
that when a power  switch  is  turned‐off, a negative bias will be applied  to a Gate  to Source 
terminal.   
 
Figure 3.15. Simplified schematic of the negative bias generator for bridged converter, S6. 
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S6, high‐side on: The high‐side power switch Q6 is turned‐on by switch Q1 on whilst Q7 remains 
off. This step is quite similar to S2, however the potential that keeps Q7 off is now a negative bias 
sourced by C3 instead of pulling the Gate of Q7 to ground as shown in Figure 3.11. 
 
 
Figure 3.16. Simplified schematic of the negative bias generator for bridged converter, S7. 
S7, dead‐time: Q6 will be turned‐off by the switch on of Q2 whilst Q7 remains off. After this step, 
the  switching  sequence will  go  back  to  S4  and  repeat  then  on  from  S4  to  S7, with  all  the 
capacitors that are used to provide negative bias having been charged. 
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3.5. Challenges when using a modern integrated gate driver chip 
Using a discrete high side and low side gate driver is less common in modern converter design, 
a typical integrated gate driver application circuit is shown in Figure 3.9. When using a modern 
gate  driver  chip,  the  desired  negative  bias  generator  can  cause  problems  in  a  non‐isolated 
application. As can be seen from the non‐isolated full‐bridge converter, the logical PWM signal 
from the controller  is referenced to the common ground; specifically the PWM controller and 
the gate driver have the same ground. As a result, the logic signal will be higher than its normal 
level by the value of negative bias across C3. Therefore, when using a negative bias generator, 
the ground of the gate driver must be separated from the controller’s ground to avoid the signal 
voltage seen on the gate driver exceeding its maximum input voltage. Moreover, during start up, 
this level difference will increase over a period of time, and therefore makes it impossible to use 
a simple voltage divider. 
 
Figure 3.17. Simplified schematic when using a non‐isolated modern gate driver. 
A typical method to solve this problem is to use an optocoupler or digital isolator. By completely 
separating the ground of the gate driver and the PWM controller, the level difference issue will 
be eliminated. Although this will increase the circuit complexities, the proposed design still only 
requires one isolated power supplier compared with two voltage rails in a conventional design. 
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Figure 3.18. Using an optocoupler or digital isolator as a level shifter. 
The optocoupler introduces a propagation delay, which will vary from device to device, making 
the  dead‐time  control  more  complicated,  particularly  in  high‐frequency  applications.  An 
improved solution can be found by using an Op‐Amp, shown in Figure 3.19. Since the output of 
the Op‐Amp is always referenced to its ground, the signal level between the output of the Op‐
Amp and the common ground between the Op‐Amp and the gate driver can be regulated. 
 
Figure 3.19. Using an Op‐amp as a level shifter.   
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3.5.  Overview of the prototype converter design 
To demonstrate the concepts introduced in this thesis a prototype full‐bridge converter was built 
that  could  be  used  to  drive  the wireless  power  transmitting  coil.  The  following  section will 
provide an overview of the design methodology, with the hardware divided into three sections; 
the full‐bridge converter, the digital control and the power supply.   
3.5.1.  The full‐bridge conversion stage 
This single‐phase full‐bridge converter draws power from a DC power source which will then be 
used to charge two lead acid batteries. As the battery voltage can go up to 27.6V, power switches 
with  60V  breakdown  ability  are  implemented.  NTMFS5H600,  are  chosen  as  the  switching 
MOSFET which are fitted with fast intrinsic diodes (28ns typical in this case). The MOSFET chosen 
are featured as  low Rds=9.2 mΩ,  low Qg= 4.5nC and  low  input capacitance Ciss =880pF, so that 
both  conduction  losses  and  driver  losses  can  be  minimised.  At  room  temperature,  the 
NTMFS5H600has a current capability of 50A, which reduces to 35A at 100 degree Celsius (the 
estimated  maximum  operating  temperature  of  those MOSFETs).  Furthermore,  the  desired 
negative voltage generation circuit was implemented to provide ‐5V drive bias to ensure a solid 
turn off. The basic topology of the desired full‐bridge conversion stage includes a power source 
providing power to the boosted high‐side driving, logic‐driven gate drivers, resistors controlling 
the gate charging speed, and additional circuitries providing negative bias. 
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3.5.1.1. Gate driving 
Half of the complementary bridge is shown in Figure 3.20.   
 
Figure 3.20. Conversion circuirtry of the prototype converter, showing its half‐bridge. 
Since the switching frequency of the MOSFET is initially designed to switch at a frequency of up 
to  2MHz,  the  drive  chip  is  chosen  to  have  a minimal  rise  and  fall  time,  along with  a  short 
propagation delay. When choosing the gate driver, its output rising and falling time together with 
the  propagation  delay  should  be  considered  to minimise  the  dead‐time  required.  A  Texas 
Instruments UCC27210 series gate driver was chosen as it provides 7.2ns raising and 5.5 falling 
times, 18ns propagation delay and 2ns difference between channels. In the schematic diagram 
(Figure 3.20), R18 and R91 are used to adjust the turn‐off time whilst similarly, R19 and R95 are 
used to adjust the turn‐on time. Other, additional components to note are D10 and D15, these 
Transient  Voltage  Suppression  (TVS)  diodes  are  implemented  to  protect  the  gate  from 
unexpected charge accumulation as well as protect  the gate driver  from MOSFET Drain‐Gate 
breakdown. 
3.5.1.2. 15V Power supply for the gate driver 
In order to allow scope for further optimizations with respect to MOSFET selection, the power 
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supply for the gate driver was overrated to be able to provide 15V DC at 5A. As shown in Figure 
3.21, the 15V 5A power supply consists of two parts: a 15V buck converter operating at 200KHz 
providing a +15V output and an auxiliary buck converter switching at 500kHz to provide a +7V 
auxiliary power for the +15V buck converter. There are two reasons for this unusual design; firstly 
the LTC1624 in the schematic has an internal 5.6V linear regulator for the top side MOSFET driver 
supply, however, for the particular MOSFET chosen, 5.6V drive voltage may cause  insufficient 
turn‐on. Secondly, when the system is operating at 24 V input voltage, this linear regulator will 
generate excessive heat that will trigger the thermal cut‐off functionality of the PWM controller. 
Although increasing the PCB polygon area or adding an extra heatsink could remove the heat, an 
auxiliary power supply is clearly the optimum solution as it also solves the insufficient turn‐on 
issue caused by the 5.6V internal drive voltage. 
 
Figure 3.21. Schematic of 15V power supplier for gate driver. 
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3.5.2.  Digital controller and sensors 
In this design, the control is implemented on an STM32 ARM Cortex‐M4 microcontroller, shown 
in Figure 3.22. By utilising its on‐board data converters, a simple shunt resistor can be used for 
current sensing and voltage dividers for voltage sensing. Meanwhile, an Organic Light‐Emitting 
Diode (OLED) display with push buttons forms a user interface to control the output power and 
frequency of the desired converter, as shown in Figure 3.22. An infrared remote receiver provides 
extra remote adjustment capability. 
 
Figure 3.22. User interface of the desired converter showing its controls. 
3.5.2.1. On‐board microcontroller 
As can be seen from Figure 3.23, differential inputs of the internal ADC are utilised to sample the 
input current and voltage required. Two timers are used to generate the required phase‐shifted 
full‐bridge PWM signals, each pair are complementary (labelled as TIMx_CHx and TIMx_CHxN) 
and  programmable  dead‐times  are  implemented.  Furthermore,  a  Universal  Asynchronous 
Receiver/Transmitter (UART) and Inter‐Integrated Circuit (I2C) bus are provided on an external 
connector to provide flexibility in integrating the prototype into other systems. 
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Figure 3.23. Schematic of controller dominated in this design.   
3.5.2.2. Input voltage and current sensing 
The input voltage is sampled through a voltage divider, as shown in Figure 3.24. There are two 
considerations for the design of this voltage divider which consists of 8 resistors instead of the 
more conventional 2 resistor design. Firstly, the 8 resistor network significantly reduces the risk 
of a microcontroller breakdown caused by a detached low‐side resistor, where the input voltage 
will directly connect to the microcontroller. Secondly, the redundant high‐side resistor reduces 
the risk of lost power control, resulting in a dramatic output power increase, caused by a poorly 
contacted high‐side resistor. 
 
Figure 3.24. Resistor network used for voltage divider. 
To minimise the size of the PCB board area and to simplify track routing, a shunt resistor is used 
for current sensing. As shown  in Figure 3.25, the current sensing amplifier provides a 20 V/V 
voltage gain so that at the designed maximum power (20V, 15A input) the output of the current 
sensing amplifier  is approximately 3V, which  is within  the  input voltage  limits of  the ADC. A 
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separate  linear  regulator  is used  to provide +5V power  to  the amplifier. Since  the MAX4080 
current sense amplifier only draws 75μA of current, use of a  linear regulator to obtain 5 volts 
from a 24 volt input can be considered to be efficient without the need to implement a switching 
regulator. 
 
Figure 3.25. Current sensing amplifier and its linear power regulator. 
3.5.2.3. User interface 
A basic user interface is designed to control the output power while monitoring the system status. 
The user feedback is presented on a 96*96 OLED display and a 13mm speaker, as shown in Figure 
3.26. 
 
Figure 3.26. Schematic of the OLED display and class AB BTL amplifier drives the speaker. 
For the user input, two methods are designed. For basic controls such as to increase or decrease 
the output power, the on‐board button switches are used, whereas for more complex control of 
functionality  this  is achieved via an  infrared  remote controller. The  schematic  for one of  the 
button switches and the infrared receiver is shown in Figure 3.27.   
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Figure 3.27. Schematic of the Push button switch and IR receiver. 
3.5.2.4. Power supply for the microcontroller and user interface 
Most of the digital components in this prototype require a 3.3V power supply with an additional 
12V needed to supply the OLED display. As shown in Figure 3.28, both the 3.3V rail and 12V rail 
use a  step‐down buck  converter  switching at 700  kHz, with each using a different  feedback 
resistor to achieve the desired output voltage. 
 
Figure 3.28. Switching regulator provides 3.3V and 12V digital power. 
3.5.3. Input protection 
The prototype design incorporates a two step protection as shown in Figure 3.29. Firstly, a small 
transient voltage will be absorbed by the TVS diode connected at the input connector. At a time 
when a significant over voltage happens, the Gas Discharge Tube (GDT) will start to discharge 
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and blows the fuse. The reason for using a GDT in series with a varistor, is to protect the GDT 
from degradation caused by repeated negligable discharge, which subsequently means a smaller 
varistor can be implemented. 
 
Figure 3.29. System power input and protections. 
 
3.5.4. The layout and finished prototype converter 
The prototype converter  is routed on a 92mm*78mm, double side, 1 ounce copper PCB. The 
overall thickness of the PCB together with components is controlled to around 6mm. Attention 
has been taken to reduce the loop area of all high dv/dt connections. As shown in Figure 3.30, 
which shows the top layer copper of the full‐bridge section. 
 
Figure 3.30. Layouts at the gate driver and full‐bridge section. 
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To  reduce  the parasitic  inductance of  the  capacitor as well as  reduce  the overall height,  the 
prototype uses multiple small capacitors connected in parallel to support the ripple current. The 
assembled prototype is shown in Figure 3.31   
 
Figure 3.31. Assembled prototype converter showing its capacitor array. 
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3.6. Evaluation result 
The prototype converter shown in Figure 3.31 has been evaluated with a 24V input. In order to 
achieve better negative biasing performance, the lower side MOSFET should be turned on first. 
Using the schematic shown in Figure 3.17, Figure 3.32 shows the voltage across C2 during start‐
up. As  can be  seen  from  the Figure,  the desired negative voltage  can be achieved  in  rapidly 
dependant on the duty cycle of Q6 and corresponded C2 and R1. Using this voltage, Figure 3.33 
shows  the  gate  driving  voltage  across  Gate‐Source  terminal  of  Q6.  Figure  3.33  clearly 
demonstrates that even after several cycles from start‐up, some negative voltage has appeared 
on the gate driving output. 
 
Figure 3.32. The voltage measured across C2 demonstrating its charging progress. 
 
Figure 3.33. Gate driving output (Green) and logical gate drive signal (Yellow), showing the 
establishment of bipolar driving voltage.   
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The minimum negative bias applied to the MOSFET will depend on the duty cycle of high‐side 
MOSFET, which  also  represents  the  duty  cycle  of  C2.  The  Zener  diode D2  can  only  limit  the 
minimum biasing level when designed duty cycle is achieved so that sufficient energy is stored 
into C2. If the duty cycle of the charging C2 is lower than the designed value, negative voltage 
with  lower amplitude will be applied. The  following Figure 3.34 shows  the different negative 
biasing levels at different duty cycles. 
 
Figure 3.34. Gate driving output showing the different biasing level verse duty cycle. 
Figure 3.35 and Figure 3.36 demonstrate the relationship between duty cycle (X‐axis) and the 
minimum biasing level (Y‐axis), when using different combinations of C2 and R1. As can be seen 
from the following Figures, using smaller C2 or R1 will give a greater biasing level but increase the 
power consumption across R1 and D2.   
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Figure 3.35. Biasing level verse duty cycle when using different R1; C2=1uF. 
 
Figure 3.36. Biasing level verse duty cycle when using different R1; C2=0.1uF. 
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3.7. Summary 
This chapter has described the design and operation of a technique for generating a negative 
bias  for MOSFET bipolar driving  in non‐isolated MOSFET driving  and demonstrated how  the 
desired negative voltage can be obtained. This chapter also describes the approach of how to 
modify  a  conventional  gate  drive  so  that  bipolar  gate  driving  can  be  achieved  using  a 
conventional gate driver with  limited discrete components. The evaluation has shown that by 
using  the negative bias generator, negative voltage  for MOSFET gate driving can be acheived 
without using a charge pump and switching regulator. Using a full‐bridge as an example, while 
the desired negative bias generator guaranteed a solid turn‐off, using MOSFETs with lower Vgs 
and driving them using an optimised turn‐on voltage could significantly reduce the driving loses. 
Several key components can be calculated using equations provided  in this chapter while the 
level shifting issues can be eliminated using those isolated or non‐isolated solutions provided in 
3.4.1. Finally, the methodology introduced in this chapter can also be used in other gate driving 
topologies and isolations to remove the need for a power source that provides negative voltage.
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4. Microcontroller implemented matrix converter 
4.1. Introduction 
Using  the  conventional  converter  introduced  in  Chapter  3  requires  bulky  DC  intermediate 
components and  suffers  from other  issues as  illustrated  in Chapter2. A matrix converter can 
convert an input AC voltage into the desired output in a single stage avoiding the need for a DC 
link. However, the control to drive a single phase matrix converter is more complex requiring two 
drive  signals  for  a  bidirectional  switch  and  has  four  independent  switches  that  need  to 
sequenced  according  to  the  input waveform.  Conventional  controllers  (i.e.  linear  controller, 
microcontroller  or  FPGA)  are  generally  not  suited  for matrix  converter  designs  due  to  its 
complexity and  cost associated. Off‐the‐shelf microcontrollers are generally do not have  the 
dedicated modules to deliver the 8 driving signals required by the switch matrix, also the control 
oriented microcontrollers are not fast or reliable enough to control the switch matrix by using 
programmable IO mode. Considered about the cost and design complexity when utilising a FPGA 
as  converter  controller,  in  this  chapter  a  new methodology  is  presented  to  design  a matrix 
converter using conventional controllers. 
The  novel  approach  consists  of  a  conventional  full  bridge  converter  controller  (i.e.  linear 
controller, MCU‐based controller etc.), a middleware, the switch matrix, the grid power interface, 
and the resonant load. As it will be shown in this chapter, the conventional full‐bridge converter 
controller can drive the switch matrix of a single phase matrix converter. Since the AC switch 
implemented on a given matrix converter has  four‐quadrants continuity,  this chapter  initially 
focuses to establish the logical transfer function of AC switch in terms of the input voltage and 
load  current. Beginning with  the  comparisons between  the AC  switch matrix  and DC  switch 
matrix,  the  separated  projections  of  two  full‐bridge  converters  onto  a  single  phase matrix 
converter will be discussed, followed by the drive signal logic. The analysis of the logic signal is 
then used to create a truth table to inform the circuit design. Simulation results are evaluated 
using reference designs to investigate parameter selection and implications of operation. 
Finally, a hardware prototype  is built based on a common matrix converter topology with the 
proposed    middleware and conventional controller for analysis.    
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4.2. Overview of Microcontroller dominated matrix converter 
Conventionally, the control of a matrix converter requires hardware that can implement very fast, 
low latency control, typically realised using Digital Single Processors (DSPs) together with Field 
Programmable  Gate  Arrays  (FPGAs).  Figure  4.1  shows  a  simplified  schematic  of  a  FPGA 
dominated single phase to single phase matrix converter.   
 
Figure 4.1. Typical topology for a FPGA dominated matrix convert (simplified). 
The use of an FPGA has a number of disadvantages in terms of programming complexity, power 
consumption, cost and size; the latter two been particularly important for consumer products. 
Conventionally, an analogue controller or microcontroller control forms the basis of a simple and 
cost‐efficient  converter  design.  Hence,  in  this  chapter,  a microcontroller  dominated matrix 
controller design will be introduced. By adding a single logic chip to a conventional full‐bridge 
design, this solution enables the use of a  low cost widely‐used PWM controller to control the 
operation of a matrix converter.  In addition to carrying the  intrinsic advantages of traditional 
matrix converters, the design greatly reduces its complexity and cost. 
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Figure 4.2. Block diagram of proposed converter 
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4.3. Signal Allocation and Distribution Circuit   
Figure 4.3 shows the proposed microcontroller dominated matrix converter. The fundamental 
principle is that by considering the sign of the input voltage (Vin), therefore having split the input 
waveform into two halves, a single‐phase to single‐phase matrix converter can be considered as 
an  integration  of  two  full  bridge  converters,  one  for  each  half  waveform.  In  the  simplest 
condition, two drive signals (PWM1 and 2) can be used to control a full bridge converter, which 
can also be used to drive a single‐phase matrix converter during one‐half of the input waveform. 
 
(a) Vin above zero                                  (b) Vin below zero 
Figure 4.3. Equivalent circuit of a single phase matrix converter depends on its input voltage 
In order to generate the drive signals and control the operation of the matrix converter, the 
polarity of the input voltage is used to divide the switch matrix into two full‐bridges as shown in 
table 4.1. 
Table 4.1. Matrix switching on the time domain of input voltage. 
  T ∈ ሺ2πx, 2πx ൅ π ሻ  T ∈ ሺ2πx ൅ π, 2πx ൅ 2π	ሻ 
V=Vpsin(T)  V>0  V<0 
Active 
Switches 
S1, S3, S5, S7  S2, S4, S6, S8 
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When the sign of the input voltage is positive, as shown in Figure 4.3 (a), S2, S4, S6 and S8 are 
turned on, the matrix converter can be considered as a full‐bridge converter which  is formed 
from S1, S3, S5 and S7. Under these circumstances, the drive signals of each power switch are 
shown in Table 4.2. 
Table 4.2. Assignments between controller outputs and desired MOSFET when Vin is 
above the x‐axis 
Power Switch  Drive signal 
S1  PWM1 
S2  Constant On 
S3  PWM2 
S4  Constant On 
S5  PWM3 
S6  Constant On 
S7  PWM4 
S8  Constant On 
By contrast to the previous situation, when the sign of input voltage goes negative, as shown in 
Figure 4.3(b), a full‐bridge converter now consists of S2, S4, S6 and S8 while S1, S3, S5 and S7 are 
turned on. Table 4.3 shows the desired drive signals 
Table 4.3. Assignments between controller outputs and desired MOSFET when Vin is 
negative 
Power Switch  Drive signal 
S1  Constant On 
S2  PWM4 
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S3  Constant On 
S4  PWM3 
S5  Constant On 
S6  PWM2 
S7  Constant On 
S8  PWM1 
The drive signal allocation logic can be found by combining Table 4.2 and Table 4.3 together and 
taking the input voltage sign logic into consideration. If Vin=1 is defined as positive input voltage 
and Vin=0 is defined as negative input voltage, the following truth table 4.4 can be established. 
Table 4.4. Truth table for gate signals 
Power Switches  Vin>0  PWM 1 or 2
Drive Outputs to power 
switch 
S1, S3, S5 and S7 
1  1  1 
1  0  0 
0  1  1 
0  0  1 
  S2, S4, S6 and S8 
1  1  1 
1  0  1 
0  1  1 
0  0  0 
The  truth  table  can  be  translated  into  the  following  logic  gate  structure  (Figure  4.4) which 
consists of 4 ‘OR’ gates and 2 inverters. However, if the comparator used to determine the sign 
of input voltage provides both Vin>0 and inverted Vin>0, the logic structure shown in Figure 4.4, 
can be further reduced to a 4 ‘OR’ gates. 
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Figure 4.4. Logic Gate topology of the proposed drive signal allocation circuit 
Based on the logic structure shown in Figure 4.4, a ‘middleware’ logic system can be proposed 
in  order  to  realize  the microcontroller  based  control  scheme.  As  shown  in  Figure  4.5,  the 
middleware takes the full‐bridge control signal from the microcontroller and then generates the 
required drive signals according to the input voltage polarity. The circuit consists of two 4 channel 
logic OR gates and a 6 channel logic inverter. 
 
Figure 4.5. Proposed middleware utilizing 3 x Quadruple 2‐Input Positive‐OR Gate ICs 
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4.4. Working  modes  of  the  microcontroller  dominated  matrix 
converter 
The principle operation of the proposed matrix converter is similar to a phase‐shifted full bridge 
converter. With S2, S4, S6, S8 constantly turned on while the input voltage is in the positive part 
of the cycle, and S1, S3, S5, S7 turned on while the input voltage is in the negative part of the 
cycle, the operation waveforms of the proposed matrix converter are as shown  in Figure 4.6. 
Dependant on the converter’s input status, drive signal 1 and 2 are allocated to the lagging legs, 
S1, S3, S6 and S8, while drive signals 3 and 4 are allocated to the corresponded leading legs, as 
shown in Figure 4.7. 
 
Figure 4.6. Operation waveforms of the proposed matrix converter. 
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By using the phase‐shifted control signals from a microcontroller or linear controller, the working 
modes of the proposed single‐phase matrix converter can be illustrated in the following steps. 
   
Figure 4.7. Simplified schematic of the proposed matrix converter. 
t<T0:  Before  T0,  there  is  current  flow  through  S1,  S2,  S5  and  S6.  Therefore  C1  and  C3  are 
discharged and the voltage across C1 and C3 can be, as an estimation, be zero. This instantaneous 
status is shown in Figure 4.8. 
 
Figure 4.8. Current status of a single phase to single matrix converter, at t<T0. 
T0‐T1: Figure 4.9 shows Vin on its positive half cycle, S2, S4, S6 and S8 are permanently turned 
on,  the drive signals 1 and 2 are allocated  to S1 and S3, whilst  the drive signals 3 and 4 are 
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allocated to S5 and S7. At t=T0, S5 will be turned off and S1 will maintain it’s on status, and the 
freewheeling current now flows through the body diode of S7. At the instance of turn S5 off, C3 
will be charging so that S5 is turned off in zero voltage status. Meanwhile, before carrying current 
through S7 and S8, C4 will be firstly discharged and prepare for a zero voltage turn on for S7. This 
will also insert a dead‐time before turn S7 on.   
 
Figure 4.9. Current status of a single phase to single matrix converter, at T0<t<T1. 
T1‐T2: As  shown  in Figure 4.10, with Vin on  its positive half cycle, S2, S4, S6 and S8  remain 
permanently turned on, the drive signals 1 and 2 are allocated to S1 and S3, whilst the drive 
signals 3 and 4 are allocated to S5 and S7. At t=T1, S7 will be turned on in zero voltage mode 
since its body diode has been forward biased. Now, the junction of S7 will carry the current flow. 
At t=T2, the load current will reach its zero crossing point. 
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Figure 4.10. Current status of a single phase to single matrix converter, at T1<t<T2. 
T2‐T3: All signals remain its previous status. The load current will keep flowing in the direction 
shown in Figure 4.11. 
 
Figure 4.11. Current status of a single phase to single matrix converter, at T2<t<T3. 
T3‐T4: As  shown  in Figure 4.12, with Vin on  its positive half cycle, S2, S4, S6 and S8  remain 
permanently turned on, drive signal 1 and 2 allocated to S1 and S3, drive signal 3 and 4 allocated 
to S5 and S7. At t=T3, S1 will be turned off, the load current will find its path through the body 
diode of S3. At  the  transient when S5  is  turning off, C1 will start charging and  forms a small 
voltage change across S1 and S2. After S1 been turned off, C2 will be begin charging during the 
dead‐time before S3 is turned on. After S3 is turned on, the load voltage will be provided by C2 
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discharging. 
 
Figure 4.12. Current status of a single phase to single matrix converter, at T3<t<T4. 
T4‐T5: As shown in Figure 4.13, with Vin on its positive half cycle, S2, S4, S6 and S8 are constantly 
turned on, drive signal 1 and 2 allocated to S1 and S3, drive signal 3 and 4 allocated to S5 and S7. 
At t=T4, S3 will be turned on in zero voltage mode since its body diode has been forward biased. 
Now, the junction of S3 will carry its current flow.   
 
Figure 4.13. Current status of a single phase to single matrix converter, at T4<t<T5. 
T5‐T6:  As  shown  in  Figure  4.14, with  Vin  on  its  positive  half  cycle,  S2,  S4,  S6  and  S8  are 
permanently turned on, drive signals 1 and 2 are allocated to S1 and S3, whilst drive signals 3 
and 4 are allocated  to S5 and S7. At  t=T5, S7 will be  turned off  in zero voltage mode by  the 
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charging of C4 and force the load current flow through S5 and S6. Before the body diode of S5 is 
fully forward biased, C3 will be discharged in terms of preparation for the turn‐on of S5. 
 
Figure 4.14. Current status of a single phase to single matrix converter, at T5<t<T6. 
T6‐T7: As shown in Figure 4.15, Vin on its positive half cycle, S2, S4, S6 and S8 are permanently 
turned on, drive signals 1 and 2 are allocated to S1 and S3, whilst drive signals 3 and 4 allocated 
to S5 and S7. At t=T6,   
S5 will be turned on in zero voltage mode since its body diode has been forward biased. Most of 
the  current will be  carried by  the  junction of S5 with a minimum  conduction  loss. The  load 
current will keep conducting in its positive cycle until t=T2 when the load current will reach its 
zero crossing point. 
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Figure 4.15. Current status of a single phase to single matrix converter, at T6<t<T7. 
T7‐T8: After t=T7, the load current will switch to its negative cycle. By keeping all the switches in 
their previous states, power will be delivered to the load. The new current flow can be found in 
Figure 4.16. 
 
Figure 4.16. Current status of a single phase to single matrix converter, at T7<t<T8. 
T8‐T9:  As  shown  in  Figure  4.17, with  Vin  on  its  positive  half  cycle,  S2,  S4,  S6  and  S8  are 
permanently turned on, drive signals 1 and 2 are allocated to S1 and S3, whilst drive signals 3 
and 4 allocated to S5 and S7. At t=T8, S3 will be turned off, in the very short period of time after 
       
84 
 
S3 has been turned off, C1 will discharge to supply the load current. After C1 is fully depleted, 
the  parasitic  diode  of  S1 will  be  forward  biased  and  carry  the  load  current  from  then  on. 
Meanwhile, C2 will be charged after S3 and S4 are turned off, so that S3 will be turned‐off in zero 
voltage condition. 
 
Figure 4.17. Current status of a single phase to single matrix converter, at T8<t<T9. 
T9‐T10:  As  shown  in  Figure  4.18, with  Vin  on  its  positive  half  cycle,  S2,  S4,  S6  and  S8  are 
permanently turned on, drive signals 1 and 2 are allocated to S1 and S3, whilst drive signals 3 
and 4 are allocated to S5 and S7. At t=T9, S1 will be turned on at zero voltage since the diode of 
S1 has been forward biased.   
 
Figure 4.18. Current status of a single phase to single matrix converter, at T9<t<T10. 
       
85 
 
As can be seen from the description and Figures above, while the input voltage is above its zero 
crossing level, the middleware will keep the unrelated MOSFETs (i.e. S2, S4, S6 and S8) fully on. 
By keeping those MOSFETs on it is only necessary to control the remaining four MOSFETs, which 
is similar to a conventional full bridge converter. Under the same methodology, while the input 
voltage is below the zero crossing level, the middleware will permanently turn S1, S3, S5 and S7 
on and remap the drive signals from S1 to S8, S3 to S6, S5 to S4 and S2 to S7. Hence, the operation 
modes while the input voltage in its opposing polarity are homologous to the explanations above. 
By doing the allocation and mapping in simple glue logic, the AC switch matrix is isolated and 
black‐boxed to the conventional controller (i.e. microcontroller or linear controller) with respect 
to both the drive and feedback signals. 
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4.5. Design of a microcontroller dominated single phase to single 
phase matrix converter 
In order to evaluate the proposed design, a single phase to single phase matrix converter has 
been built for verification. In this section, the prototype hardware will be described and software 
algorithm discussed. The built prototype converter is shown in Figure 4.19. 
 
Figure 4.19. Prototype of proposed single‐phase matrix converter 
4.5.1. Prototype overview 
A block diagram of the prototype matrix converter is shown in Figure 4.20. The power is sourced 
from a single phase AC mains power (i.e. 240 R.M.S, 50Hz in the UK) with filtering. The polarity 
of the input voltage is measured with the output (1 or 0) being passed to the middleware. A basic 
microcontroller is programmed with a control algorithm for a conventional full bridge converter 
with phase‐shift control, the four output drive signals are distributed into the middleware. The 
middleware then maps these phase‐shifted control signals to eight outputs which are connected 
to drive the 8 MOSFETs of a 2 x 2 switch matrix. 
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Figure 4.20. Block diagram of the matrix converter prototype 
4.5.2. The hot side interface 
The hot  interface  (AC mains  connected)  includes  circuitry  for over  voltage  and over  current 
protection,  sensors  for power measurement, a  relay‐based  switch  for on‐off  control, and an 
inline filter to improve the system power factor. 
4.5.2.1. The input protection 
As shown  in Figure 4.21, two‐stages of protection are  implemented. First, the small transient 
voltage  will  be  absorbed  by  the  bi‐directional  TVS  diode  connected  after  the  Positive 
Temperature Coefficient (PTC) resettable fuse. When a transient occurs, the bi‐directional TVS 
will  fall  into  conduction  regardless of  the polarity  of  the  input  voltage  and  trigger  the  PTC. 
Meanwhile, when a long‐term over voltage occurs, the GDT will start to discharge and blow the 
fuse. The main consideration of using a GTD in series of a varistor is using the varistor as an arc 
extinguisher. When the input voltage exceeds the overall hold‐off voltage, both the varistor and 
GDT will conduct, so that the voltage across the varistor will start dropping and the varistor will 
turn into an isolator and extinguish the arc. The size and power rating for both the varistor and 
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GDT  can  therefore  be minimised. Meanwhile,  this  connection  also  protects  the  GDT  from 
degradation caused by repeated semi discharges where the current flow through the GDT does 
not trigger the main fuse. 
 
Figure 4.21. Input protection for the prototype converter. 
4.5.2.2. The high side current sensing for power control 
The primary control loop in this prototype is a constant power control loop, which samples the 
input power and voltage to calculate the power consumed. Compared to measuring the high‐
frequency  output,  the  supply  input measurement  is  less  accurate,  however  it  is  simple  to 
implement also allows monitoring of reactive power. In this design, the current flows through a 
CDS4050 transducer and gives 0.6V full range voltage output. Following the current transducer, 
an op‐amp is implemented to amplify the current signal to an amplitude of 3.6 V peak, which is 
within range to be sampled by the system controller. The main consideration when choosing the 
op‐amp is the offset voltage and its drift. For a generic op‐amp, a 20mV input offset can cause a 
400 W power control uncertainty. 
 
Figure 4.22. The high side current sensor and corresponded amplifier. 
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4.5.3. The switch matrix 
Based on the analyses in chapter 1, the AC switch used in this design is formed by two back‐to‐
back connected MOSFET. In order to drive this back‐to‐back connected MOSFET pair, an isolated 
drive solution is used. Two isolated power supplies commonly referenced to the middle point of 
this MOSFET pair, which provide a voltage swing between +15V and –9V to turn the MOSFET on 
and off, whilst a digital isolator feeds the control signal from the microcontroller to the gate drive 
chip. The gate drives  comprise of  two  IXD609  low‐side drivers which  can provide a 9A peak 
source and sink current. A schematic showing half of the switch matrix is shown in Figure 4.23. 
As may be seen from the schematic the digital isolator is referenced to ‐9V instead of a commonly 
used 0V due to the same ground being required for the gate driver. Hence, a local linear regulator 
is used to regulate the 0V to ‐4V to power the isolator.   
For a system designed to work at hundreds of kilo hertz, the propagation delay and the variance 
of this across the multiple drivers should be considered. The dead‐time is initially programmed 
as 1uS, with the minimum allowed dead‐time calculated by using the following equation, and us 
the value of  Tୈభ   or  Tୈమwhichever is bigger: 
When turn‐off followed by turn‐on   
Tୈభ ൌ 2 ൈ T୍ ୗ୓౒ఽ౎ ൅ 2 ൈ Tୈୖ୚౒ఽ౎ ൅ Tୈ୰୴ା ൅ Tୈୖ୚౎౅౏ు ൅ T୊୉୘ା ൅ T୊୉୘౎౅౏ు െ Tୈ୰୴ି െ T୊୉୘ି 												ሺ4 െ 1ሻ 
When turn‐on followed by turn‐off 
Tୈమ ൌ 2 ൈ T୍ ୗ୓౒ఽ౎ ൅ 2 ൈ Tୈୖ୚౒ఽ౎ ൅ Tୈ୰୴ି ൅ Tୈୖ୚ూఽైై ൅ T୊୉୘ି ൅ T୊୉୘ూఽైై െ Tୈ୰୴ା െ T୊୉୘ା 												ሺ4 െ 2ሻ 
Where	T୍ ୗ୓౒ఽ౎   is the Part‐to‐part skew time variance for the isolator.  Tୈୖ୚౒ఽ౎   is the channel‐
to‐channel variance between gate drivers.  Tୈ୰୴ା  and  Tୈ୰୴ି  are the turn‐on and turn‐off delay 
of  the gate driver.  Tୈୖ୚౎౅౏ు	and		Tୈୖ୚ూఽైై   are  the  rising and  falling  time of  the gate driver. 
T୊୉୘౎౅౏ు	and		T୊୉୘ూఽైై   are the rising and falling time of the MOSFET. Using the Figure from the 
device’s datasheet,  Tୈభ   and  Tୈమ   can be calculated as: 
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Tୈభ ൌ 2 ൈ 4.9 ൅ 2 ൈ 20 ൅ 40 ൅ 35 ൅ 95 ൅ 158 െ 42 െ 290 ൌ 45.8nS																					ሺ4 െ 3ሻ 
Tୈభ ൌ 2 ൈ 4.9 ൅ 2 ൈ 20 ൅ 42 ൅ 25 ൅ 435 ൅ 180 െ 40 െ 105 ൌ 586.8nS																		ሺ4 െ 4ሻ 
Ladder resistors and the blocking diode are used to adjust the turn‐on and turn‐off time for each 
MOSFET independently. For protection, a 4.7k resistor is connected between the gate and source 
of each MOSFET providing terminal protection, whilst a TVS diode is also connected in parallel 
to the 4.7k resistor to protect the MOSFET during a driver power supply failure. Furthermore, 
there  is a varistor  connected between  the  source and drain of each MOSFET providing over 
voltage protection. 
 
Figure 4.23. Schematic of the switch matrix, showing half of its total 8 MOSFETs. 
To meet the power requirements of the circuit shown above (Figure 4.23), a total of 6 power 
sources are required. As shown in Figure 4.24 below, each group of 3 power supplier provides 
+15V turn‐on voltage, ‐9V turn‐off voltage and ‐4V logic power.   
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Figure 4.24. Schematic for two groups of power supplies for the MOSFET drive circuits   
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4.5.4. The middleware and input polarity detection 
As the core of this microcontroller dominated matrix converter, the middleware requires 4 PWM 
signals from the microcontroller and a sign signal indicating the input voltage polarity. The input 
polarity detector schematic  is shown  in Figure 4.25. Not shown  in  the Figure  is  that  the  line 
voltage  first passes  through a  trim capacitor  for compensating  the phase shift caused by  the 
parasitic inductance of the current limiting resistor, the input capacitance of the comparator, and 
junction  capacitance of  the  clamping diodes. On  the hot  side,  the  ladder‐connected  resistor 
network provides extra failsafe capability where the clamping diodes limit the voltage applied to 
the comparator. The comparator then generates both signals indicating the polarity of the input 
voltage and its complement. Those signals connect to the microcontroller via a digital isolator. 
The primary consideration is the speed (i.e. propagation delay) of the comparator and the digital 
isolator, the AD8561 used in this design and ISO7420 give a total propagation delay of 16ns which 
is negligible to a resonant converter working at hundred kiloHertz. 
 
Figure 4.25. Schematic for the input voltage polarity detector. 
The input voltage polarity detector is powered by a bipolar ±5V linear regulated power source, 
as shown in Figure 4.26. The main consideration for using a linear regulated power source is to 
avoid the switching noise from switch mode buck converters, which may affect the comparator 
where  its power supply rejection ratio  is  limited. Also by using a conventional transformer,  its 
poor high‐frequency response could provide further resistance to the high‐frequency noise from 
the AC power side. 
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Figure 4.26 Power supplier for the input voltage polarity detector. 
By feeding the input voltage polarity signal and the PWM signals from the microcontroller to the 
circuit shown in Figure 4.27, the required drive signals for the switch matrix can be generated. It 
is only required to use eight NOR‐gates, therefore the middleware can be easily implemented 
with negligible cost and complexity. 
 
Figure 4.27. Schematic of the NOR gates based middleware. 
4.5.5. The microcontroller 
The microcontroller utilised in this prototype is an STM32F103VGT6 arm Cortex®‐M3 processor. 
Figure 4.28 displays the LCD user  interface when the microcontroller  is running the proposed 
algorithm. The digital logic circuitry, including the user interface of this design, are fully isolated 
from the AC power supply by using digital isolators and optocouplers. With those isolations, the 
prototype converter is controlled by infrared remote controller and touch screen. 
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Figure 4.28. The user interface of the prototype converter. 
4.6. Simulation and evaluations 
4.6.1. Simulation 
The converter shown in Figure 4.20 was modelled in the software package National Instruments 
Multisim. In the following section, the simulation setup and results will be provided. 
4.6.1.1. Simulation setup 
The  Figure  4.29  shows  the  simulated  schematic  with  the  modified  signal  allocation  and 
distribution circuit. During simulation, the zero crossing signal is provided by a comparator that 
is powered by a bipolar 5V supply. The comparator stage converts the output to TTL and provides 
a TTL  logic high when  the  input voltage  is positive, and  logic  low when  the  input voltage  is 
negative. Additionally,  the power  switches  are  represented by  eight  voltage  controlled  ideal 
switches since the simulation is mainly focussed on the control of the converter instead of the 
working  behaviour  of  the  power  switches.  Also  shown  in  Figure  4.29,  the  logic  gate  based 
middleware is presented as ideal switch‐based logic, which assumes TTL level voltages in order 
to increase the simulation speed. 
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Figure 4.29. Simulated schematic of proposed induction heating system 
4.6.1.2. Simulation result 
For functionality testing using the simulation software, the phase‐shifted drive signal has been 
replaced by PWM signals with constant duty cycle. Using the in‐built logic analyser, Figure 4.30 
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shows  the drive  signals  for  the  switch matrix before and after  the  input voltage  changes  its 
polarity  from  negative  to  positive.  The  Figure  clearly  shows  that  the middleware  correctly 
provides the drive signals based on the input voltage and PWM outputs from the microcontroller.   
 
Figure 4.30. Simulated drive signals corresponded to the input voltage polarity. 
The  simulated waveform  is  provided  by  two  virtual  oscilloscopes.  Based  on  the  gate  drive 
sequences showed above (Figure 4.30), Figure 4.31 shows the simulated output voltage and load 
current waveform, showing the expected near‐sinusoidal load current (blue). 
 
Figure 4.31. Simulated Results for the proposed matrix converter at 100 kHz 
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Figure 4.32 illustrates the simulated waveforms (input voltage and corresponding output) over a 
longer timescale, and as can be seen without a power control  loop, the converter’s output  is 
continuously changing with the corresponded instantaneous input voltage. Meanwhile, it also 
can be noticed that the  input voltage polarity detector provides the correct  logic  level to the 
allocation and mapping of the middleware circuit. 
 
Figure 4.32. Simulated results for the matrix converter under test at 100 kHz   
4.6.2. Hardware evaluation 
The converter discussed above has been evaluated with an RMS input voltage of 230V. A simple 
LC resonant tank consisting of a 47uH inductor and 69nF (47nF in parallel with 22nF) capacitor 
was used as the test load. Figure 4.33 shows the waveforms consisting of the input voltage and 
corresponding output, the converter is driven by a 100kHz PWM signal. The converter’s output 
follows  according  to  the  input  voltage  and  is  continuously  changing with  the  corresponded 
instantaneous input voltage 
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Figure 4.33. Measured results for the proposed matrix converter at 100 kHz 
Based on the drive signals shown in Figure 4.6, Figure 4.34 shows the waveforms of the output 
voltage and coil current; the expected sinusoidal current flows through the load. 
 
Figure 4.34. Measured result for the proposed matrix converter at 100 kHz.   
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Figure  4.35  illustrates  the  measured  waveform  consisting  of  the  output  voltage  and 
corresponded output current. As may be seen from the waveforms, without the closed power 
control  loop,  the  converter’s  output  is  continuously  changing  with  the  corresponding 
instantaneous output current.   
 
Figure 4.35. Measured results for the proposed matrix converter at 100 kHz. 
The prototype converter has also been designed to work across a wide range of frequencies, 
Figure 4.36 shows the output voltage and  load current waveforms of the prototype converter 
driven by 500 kHz PWM signals. 
 
Figure 4.36. Measured results for the proposed single‐phase matrix converter at 500 kHz. 
       
100 
 
One of the most significant advantages of the matrix converter is that the input power factor 
can  be  fully  controlled.  Figure  4.37  shows  the  input  current waveform  of  the  proposed 
converter, which may be seen as the expected sinusoidal waveform (the current waveform 
was measured by a current probe).   
 
Figure 4.37. The input current waveform of proposed single‐phase matrix converter. 
4.7. Summary 
In  this chapter,  the  implementation of  the  full‐bridge controller based matrix converter by 
using  logic  gate  based  drive  signal  allocation  circuit  is  presented.  The  allocation  circuit  is 
flexible for any single phase to single phase matrix converter. A matrix converter to be used 
for evaluation has been built and evaluated. As can be seen from the test result, the logic chip 
based drive signal allocation and mapping middleware, properly distributes and allocates the 
drive  signal  from  a  conventional  controller  to  the  power  switches  of  single‐phase matrix 
converter. This proves the methodology of employing a widely‐used PWM controller through 
middleware to control the operation of a matrix converter, and also provides a simple and 
cost‐efficient approach to utilize the advantages of single‐phase matrix converters. 
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5. Matrix converter controlled wireless power system and 
its WPT power receiver 
5.1. Introduction 
Charter 4 provided an analysis of middleware based single phase matrix converter design that 
allows a matrix converter to be controlled as if it was a full‐bridge converter. However, to achieve 
the  design  of  a matrix  converter  based  wireless  power  system,  several modifications  and 
improvements need to be made. This chapter will describe the frequency selection in terms of 
balancing  the  switching  frequency  of  the  power  converter  and  the  physical  size  of  the 
transmitting and receiving coil. Then the design of the coil  itself will be presented where two 
types of coil will be introduced. The topology of the desired wireless power system will then be 
described. 
The resonant frequency of the receiver may vary with tolerances  in manufacture or changing 
conditions at the load. In this chapter, an experimentally obtained mechanism will be introduced 
which provides the necessary approach to control the frequency of the converter to match the 
resonant  frequency  of  the  receiver  on‐the‐fly. Meanwhile,  the  next  section  of  this  chapter 
introduces a novel wireless WPT receiver design. The new design provides a high function density, 
as it provides 300W power conversion and can actively balance charge up multiple battery cells 
on a PCB sized 55*78.5 mm. 
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5.2. The wireless power transceiver coil 
To evaluate  the design of a WPT  system,  the wireless power  transceiver  load  should  first be 
considered. In this section, the design of the wireless power load and construction of its receiver 
coil will be described. 
5.2.1. Choosing the load inductance based on the resonant frequency. 
As illustrated in Chapter 2.2, Figure 2.9 shows the trade‐off at different frequencies of system 
efficiency and power capability with respect to coil inductance (at a fixed quality factor of 10). 
The chart shows that a large inductor is required at the lower switching frequency to maximise 
the efficiency whilst a smaller inductor value is required at the higher frequency. As the switching 
frequency will be limited by the driving converter, the first step when designing a wireless power 
system is to determine at which frequency the system will operate on. Generally, at a very low 
operating frequency, the converter could operate at a better efficiency, but the transmitter and 
receiver coil require such a large inductance that an air cored coil may physically be large and 
heavy. At high operating frequency, the size and weight of the transmitter and receiver coil can 
be reduced but the efficiency of the power converter will be lower due to the increased switching 
losses. Especially, for a wireless power system that is rated at tens of kilowatts, the selection of 
power switch will be limited to high power but low‐speed semiconductors. 
The prototype WPT system in this thesis is designed for a power rating of up to 3kW for technical 
validation and may be expanded  to  tens of kilowatts, where  IGBTs may be deployed  for  the 
power converter. Considering that the operating frequency of an IGBT is generally below 100 kHz, 
an operating frequency at 50 kHz level is selected.   
5.2.2. Design of the Secondary resonator 
By  referencing  Figure  2.9,  in  order  to  achieve maximum  efficiency  and  loading  ability, well 
balanced coil inductance can be calculated at around 100 uH. However, in order to reduce the 
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size and conduction  loss of  the  transmitting and  receiving coil, 50 uH coils are  implemented 
which reduce weight and size by 50 percent, but sacrifice 10 percent efficiency and loading ability 
in doing so.   
The  second  resonator,  essentially  an  LC  resonant  tank,  should  be  designed  first  since  the 
transmission  frequency  of  the matrix  converter  depends  on  the  resonant  frequency  of  the 
second resonator. Since the quality factor of the circuit is relatively large, a non‐polarized high 
voltage rating film capacitor should be considered as the resonant capacitor. The receiving coils, 
however, can be differently shaped, in order to feature a proper magnetic circuit for the specific 
application. Meanwhile, in order to pick up the fluctuated magnetic field from the air, a planar 
coil may be chosen as appropriate, since at the operating frequencies of the given wireless power 
system,  the  conductor  core  does  not  contribute  significantly  to  the  overall  current  rating. 
Bundled  thin conductor may have  to be applied  to prevent  the skin effect  introduced  losses. 
However, for low power applications, a PCB coil could be used and has the benefit of being easy 
to manufacture and  low cost. For high power applications a Litz wire base planar coil can be 
implemented, whereby the inductance can be calculated using the following equation: 
LሺuHሻ ൌ 25ሺܴ௢ ൅ ܴ௜ሻ
ଶܰଶ
76ܴ଴ െ 36ܴ௜ 																																																						ሺ5 െ 1ሻ 
Where,  ܴ௢	is the outer diameter (m) of the coil,  ܴ௜  is the inner diameter (m) of the coil, and 
N is the number of turns which will be calculated from the given coil inductance. 
 
Figure 5.1. PCB coil and Litz wire coil for WPT system 
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Two types of coils were used in this design, as shown in Figure 5.1. The PCB coil shown on the 
left side is made by 1 oz fibreglass reinforced PCB then topped with solder. The overall thickness 
is about 200μm, 35μm from the original copper with 150μm topped tin. The effective skin depth 
of this PCB based coil can be calculated by using the equation below, which is around 300μm, 
the uncertainties are mainly due to composite materials and the uneven solder topping. 
δ ൌ ඨ ߩߨ ൈ ݂ ൈ ߤ																																																												ሺ5 െ 2ሻ 
Where ρ is the resistivity of the conductor in  Ωm; f is the frequency in Hertz; μ is the absolute 
magnetic  permeability  of  the  conductor.  The  absolute  magnetic  permeability  μ ൌ
	μ୭	x	μ୰.	Where μo = 4π x 10‐7 H/m 
On the right hand of Figure 5.1, the Litz wire constructed power coil design is shown, this is for 
higher power systems. The coil is made using a 52 core twisted Litz wire with each independent 
strand 250μm in diameter. Since the equivalent diameter can also be calculated as 1.8 mm, this 
2.5mm2 copper wire can carry approximately 25 Amps of current.   
5.2.3. The design of the first resonator 
The coil of the first resonator acts as the power transmitter. In this design, the first resonator is 
a serial LC resonant circuit, with a resonant frequency higher but close to the resonant frequency 
of the second resonator. The output of the matrix converter is a square wave with a frequency 
equal to the resonant frequency of the second resonator. Hence, the first resonator will operate 
in its inductive region to realise zero voltage switching, and sinusoidal current will flow through 
the coil to generate a magnetic field. Meanwhile, heat‐resistant materials, such as Kapton tape 
and Polytetrafluoroethylene (PTFE) sheet have been chosen, since the circulating current of the 
prototype converter may exceed 30A and the coil temperature may exceed 150 degrees in heavy 
circulated conditions, as shown in Figure 5.2. 
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Figure 5.2. Thermal image of a working Litz wire coil. 
5.3. A wireless power system utilising the matrix converter   
The wireless  power  system  discussed  in  this  chapter  is  dominated  by  the matrix  converter 
described in Chapter 5. By connecting the wireless power transmitter illustrated in the section5.1, 
matrix converter dominated wireless transfer can be realized.   
 
Figure 5.3. Simplified schematic of the proposed wireless power system, showing the 
connections. 
       
106 
 
A simplified schematic can be found in Figure 5.3 that shows the proposed topology of the WPT 
system. The matrix converter is implemented using an STM32F407 microcontroller as described 
in Chapter 5. The four PWM signals from the microcontroller are fed into the middleware and 
the resultant eight drive signals are then used to drive the switch matrix as shown in Figure 5.4. 
The switch matrix of this prototype is formed by eight SiHG33N60 MOSFETs. The output of the 
switch matrix is connected to a resonant tank that consists of a 50uH planar coil and 220nF film 
capacitor. On the receiver side, a parallel resonator formed by a 200nF film capacitor and 50uH 
planar coil is constructed to receive the power. 
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Figure 5.4. Block diagram of proposed WPT system. 
The wireless power system discussed above has then been built and evaluated with an RMS input 
voltage of 230V. The prototype hardware and the position of the coils are shown in Figure 5.5, 
with the coils being approximately 15 cm apart. On the transmitting side, the coil on the bottom 
radiates  the  required magnetic  field, whilst  on  the  receiving  side,  the  top  coil  picks  up  the 
magnetic field and resonates with the transmitting coil. 
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Figure 5.5. Prototype wireless power system. 
5.4. Tuning the wireless power system to better performance 
As discussed in Chapter 2, maximum system efficiency is achieved when  F୓  (converter output 
frequency) is equal to the self‐resonant frequency of the LC resonator (F୐େ) which is formed by 
the receiving coil and its resonant capacitor. 
F୓ ൌ F୐େ																																																															ሺ5 െ 3ሻ 
The frequency split phenomenon of SCMR based wireless power needs to be considered, which 
explains the two optimised operation frequencies  (FLP and FHP, for  lower optimised operation 
frequencies and higher optimised operation frequencies) that can be found  in a WPT system. 
Several  kinds  of  regulation  control  approaches  can  be  implemented  for  wireless  power 
application such as: (a) Low‐Frequency Control (LFC), (b) High‐Frequency Control (HFC), (c) Pre‐
regulation, and (d) Post‐regulation [5‐1]. 
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The LFC method controls the output  frequency  (FO) of the converter  from 0 to FLP where the 
output  voltage will  increase  and  researches  its maximum point when  FO=  FLP  [5‐2  and  5‐3]. 
Similarly,  the  HFC  approach  controls  the  converter  output  frequency  from  FHP  to  a  higher 
frequency, where the output voltage decreases from its maximum to zero. Base on the working 
theory  illustrated  above,  both  LFC  and  HFC  approach  requires  given  FHP  or  FLP which  need 
individual measurement and calculation. Moreover, the optimum working points are still rarely 
achievable due to the changes of inductance or capacitance caused by temperature variations, 
mutual inductance and component tolerances. 
During experimentation, a phenomenon was observed that shows the matching of  F୓  and real‐
time self‐resonant frequency can also be achieved by comparing the phase difference between 
the current of  the  first  resonator and  the output voltage of  the second  resonator. Using  this 
approach would negate the need to measure the real resonant frequency. Figure 5.6 shows the 
relationship between the system efficiency (this includes the power converter and the wireless 
power transmission) and the phase shift angle of transmitting current (It) and receiving voltage 
(Vr). As can be seen, the system efficiency is proportional to the phase difference between  It 
and  Vr.   
 
Figure 5.6. System efficiency against phase shift angle of transmitting current and the 
receiving voltage. 
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Figure 5.7 shows the Figure zoomed  in about the x‐axis towards zero degrees, showing a 60‐
degree span highlighting that when the phase shift angle is tuned to approximately zero degrees, 
the system achieves its maximum efficiency.   
 
 
Figure 5.7. System efficiency against phase shift angle of transmitting current and 
the receiving voltage in the 60‐degree span. 
As  shown  in  Figure  5.8,  by  using  an  oscilloscope  to  continuously measure  the  transmitting 
current and  receiving  voltage, during  the  test and evaluation,  the phase angle between  the 
transmitting current and receiving voltage has been tuned to the minimum  in order to obtain 
the  optimised  operation  point. Based  on  this  approach,  the  following  chapter  establishes  a 
closed‐loop  controller  to  automatically  adjust  the  transmitting  frequency  without  manual 
intervention. 
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Figure 5.8. Tuning the wireless power system with the help of an oscilloscope. 
5.5. The WPT receiver 
In order  to demonstrate  the WPT  system, a novel WPT  receiver was designed  to charge  the 
battery of a drone. The WPT receiver was designed to be provided with 330W rated power and 
to fit on the underside of a drone using a PCB size of 55*78.5 mm (Figure 5.9). The PCB included 
a 15A fully programmable battery charger that could charge a 5000mAh drone battery at fast 
charge rate whilst being able to deliver additional power to the motors to enable the drone to 
hover. The onboard Battery Manage System (BMS) could measure the real‐time current, voltage, 
and state of charge of the battery and the power consumed by the motors. Using this data and 
real‐time  cell  voltages,  the  circuit  could  actively  balance  the  battery  cells  using  0.5A  active 
balancing current. The PCB incorporates 128Mb of on‐board RAM with room for expansion using 
an SD card that can provide storage for data  logging. This data and other  information can be 
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transmitted  through  the  onboard  433.92  MHz  Amplitude  Shift  Keying  (ASK)  modem. 
Furthermore, a GPS IC mounted on the PCB provides altitude data to the BMS and timing signal 
for the maximum efficiency point tracking algorithm that will be discussed in a later section. A 
PCI‐E  slot  is  available  to  add  daughter  cards.  In  the  following  section,  an  overview  of  this 
receiving module is provided. 
 
Figure 5.9. Desired WPT receiver 
5.5.1. The receiving resonator interface 
The high‐frequency AC power from the receiving resonator is firstly rectified by a diode bridge 
then an LC filter will filter out the fluctuating voltage and provide a DC voltage of approximately 
350V. This DC voltage  is then fed  into a measurement and  isolation circuit as shown  in Figure 
5.10 below. The isolated DC to DC converter is implemented (one the back side of the PCB) to 
convert the 350V DC voltage to 12.5V DC. As shown  in Figure 5.10, a  ladder resistor network 
divides the input DC voltage by a ratio of 1:197, so that the maximum voltage fed into the data 
converter is 1.78V and given a margin of 52V (maximum input voltage of the data converter is 
2.048V)  for any overshoots or  transients. Compared with a conventional  two resistor voltage 
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divider, using a ladder resistor network provides extra protection to the data converter if one of 
the lower resistors is disconnected. A digital isolator is used to isolate the high voltage side from 
the microcontroller. For safety consideration, on the PCB, a creep distance of 4mm is established 
to avoid any possible arcs or leakages, as shown in Figure 5.11. The measurement that this circuit 
provides,  feeds  into a hill climbing method  to  track  the maximum efficiency point as will be 
described in Chapter 6. 
 
Figure 5.10. Input voltage measurement and isolation. 
 
Figure 5.11. The receiver PCB, the creep area is from the label “RF” to the top screw hole. 
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5.5.2. The battery charger 
Since  the application of  this WPT  receiver  is designed  for drones,  fast  charging  the onboard 
battery with  sufficient  current  is desired,  and  the  ability  to  adjust  the  charging  current  and 
terminal voltage is also necessary. In order to provide 15A battery charging capability, this design 
utilises a constant voltage, constant current battery charger controller with external switches. A 
separate buck converter controller is implemented instead of using the microcontroller for safety 
purposes, since the buck converter controller could keep regulating the charging progress even 
if the microcontroller is frozen. The synchronised buck controller operates at 550 kHz to convert 
its 12.5V DC  input to charge the battery with higher than 90% efficiency. The P‐type MOSFET 
fitted can  isolate the battery when no power  is applied to the WPT receiver and prevent the 
battery from depletion caused by reverse powering the system. 
 
Figure 5.12. The synchronised buck converter used for battery charger. 
Initially, the charging terminal voltage and maximum charging current are programmed through 
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the resistors connected to PROG and V_FB pins. In order to program the charging voltage and 
current on‐the‐fly, two digital potentiometers are used to adjust the resistance that appears on 
the targeted pins, shown in Figure 5.13.   
 
Figure 5.13. The digital potentiometer fitted to program the charger’s terminal voltage. 
5.5.3. Battery balancer 
The desired WPT receiver is fitted with an active battery balancing algorithm. Before the battery 
pack can be balanced, measurements  to  the voltage of each cell are  required. The  following 
schematic  in Figure 5.14 shows  the circuitries used  to measure  the cell voltages.  In order  to 
utilise a single‐ended data converter, all the measured voltages are referenced to the battery 
ground. By dividing  the  serial‐connected cell voltages by 1/2, 1/3 and 1/4  the  individual cell 
voltages can be then calculated by subtracting the cell voltage ahead of it. The cell voltages are 
sampled at 16 bits in length which gives a voltage resolution better than 1mV. To avoid ground 
noise that affects the sampling accuracy, the digital signals are isolated so that the current will 
only return via their locally fitted LDO regulator which reduces the ground layer complexity.   
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Figure 5.14. Data converter for cell voltage measurement. 
By comparing the cell voltage measured above, cells with higher voltage can then be individually 
discharged. Figure 5.15 shows the active balancer featured in this design. By using optocouplers 
with solid‐state relay output, each cell of the battery pack can be easily discharged by switching 
on  its corresponding optocoupler. Two 15 ohm surface mount resistors connected  in parallel 
then dissipate the superfluous energy which reduces the power dissipated  in each resistor to 
around 1 watt.   
 
Figure 5.15. Ultra‐small active balancer with 500mA balancing current. 
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5.5.4. Power,  charge  and  energy  monitor  for  battery  charging  and 
discharging 
In order to enable the onboard BMS to monitor and control the status of the battery pack, several 
parameters need to be measured and recorded. As can be seen from Figure 5.16, by means of 
its  internal  20X  amplifier,  the  differential  input  of  the  data  converter  is  used  for  current 
measurement where  the  signal  can be directly  coupled  from  the  6.6mΩ  shunt  resistor.  The 
positive input of the differential input also works as the voltage measurement node; whilst there 
will  be  voltage  errors  caused  by  the  shunt  resistor,  these  will  be  removed  later  by  the 
measurement software. Using the measured voltage and current value, together with the 8MHz 
timing  base,  the  corresponding  charge  and  energy  data  can  then  be  calculated.  Utilising  a 
separate monitor circuit off‐loads multiple floating‐point calculations from the microcontroller. 
Moreover, using a specialised chip will also improve the measurement accuracy, since the timer 
used to calculate charge rate and energy will not be interrupted or delayed as may happen in the 
microcontroller. 
 
Figure 5.16. System monitor implemented for current, voltage, charge and energy 
measurement. 
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5.5.5. Discharging Power Path Control 
A potential use case of  the WPT  receiver may  require charging  the battery whilst  the drone 
hovers using power through  its motors, therefore the WPT receiver should be able to deliver 
power in excess of that required to charge the battery. By using a high‐side MOSFET driver, the 
onboard microcontroller can select whether the motors are to be powered by the battery or 
directly by the WPT receiver. The high‐side driver also senses the current flow through the switch 
and  cut‐off  the  MOSFET  when  the  current  exceeds  15A  and  provides  a  resettable  fuse 
mechanism. Before the MOSFET driver, a monitoring circuit similar to the schematic shown  in 
Figure 5.17 is incorporated to measure the current, voltage etc. that flows through to the load.   
 
 
Figure 5.17. High side switch for load power path control 
5.5.6. Data storage 
Two types of storages devices are designed to storage the measurement along with flying and 
charging. The serial‐connected flash memory showing on the left hand of Figure 5.18 provides 
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128MB of readily accessible non‐volatile memory. No file system has been instantiated to access 
the onboard memory so that this data can easily be used by the BMS algorithm. Limited by the 
physical  size  of  the  onboard  flash  memory,  mass  data  accumulated  during  operation  is 
transferred to the SD card. A FAT32 file system is deployed onto the SD card so that the card can 
be accessed by using a computer. The software implemented on the microcontroller generates 
data files written in an open Extensible Markup Language (XML) format, this allows the data to 
be structured in an appropriate way for analysis offline.   
 
Figure 5.18. Onboard system memory. 
5.6. Evaluation and verification 
The prototype WPT system using the drone receiver board described in this chapter is fitted to 
a drone. The drive  signal  from  the microcontroller  is  shown  in  Figure 5.19. This phase  shift 
controlled signal controls the switch matrix through the middleware introduced in Chapter 4 and 
generates a high‐frequency AC output that drives the power transmitter.   
 
Figure 5.19. Phase‐shifted drive signal from the microcontroller. 
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Figure 5.20 shows the physical construction of the quadcopter test platform and as can be seen 
the receiving coil is installed under the drone. The white wire on the left‐hand side is the antenna 
for the 433.92MHz communication. 
 
Figure 5.20. Evaluation of the WPT receiver on a drone platform, showing the example 
topology of the docking (wireless distance < 20cm) charging approach. 
Based on  the drive  signals  shown  in Figure 5.19, Figure 5.21  shows  the evaluated waveform 
depicting the converter’s output voltage and the current flow through the transmitting coil. As 
shown in the waveforms, the sinusoidal current flows through the coil, this leads to a generated 
magnetic field in the transmitter coil. 
 
Figure 5.21. Measured result for output voltage and coil current. 
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On the receiving side, the coil picks up the magnetic field and resonates with the transmission 
coil. Figure 5.22 shows the transmitting voltage and receiving voltage waveform. 
 
Figure 5.22. Transmitting and receiving voltage. 
When the  load  is directly applied to the WPT receiver, the coil voltage drops as current rises. 
Figure 5.23 shows  the voltage and current waveform of  the wireless system working at 1kW 
output power. Both the transmitting and receiving side are shown.   
 
Figure 5.23. The waveform of WPT system. (Green: Output Voltage from the receiver; 
Blue: Output voltage from the converter; Red: Transmitting resonant current. 
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5.7. Summary 
In  this  chapter,  the  realization  of  matrix  converter  based  wireless  power  system  is 
presented. The matrix  converter  is  controlled by a generic microcontroller with  simple 
middleware consisting of a number of logic gates. A wireless power system to be used for 
evaluation has been built,  and  it has been  shown  that  the design  effectively  transfers 
energy from an AC power source to the desired load. The microcontroller based control 
methodology  in  this chapter provides a  low‐cost approach  to devices where  traditional 
forms of control would be prohibitively complex and expensive. This chapter also provides 
a practical approach to tuning the power transmitter and  its  local converter so that the 
output  frequency  of  the  power  converter  could match  the  resonant  frequency  of  the 
receiving LC  resonator and  improve efficiency. Using  this mechanism, a new maximum 
efficiency point tracking methodology will be developed in next chapter, which provides 
automatic compensation to components tolerance, mutual inductance and temperature 
introduced resonant frequency changes. 
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6. Phase  Shift  Control  Based Maximum  Efficiency  Point 
Tracking (MEPT) in Resonant Wireless Power System   
6.1. Introduction 
Having investigated the resonant frequency turning methodology in Chapter 5, it was shown that 
the resonant frequency of the power receiver can be estimated by maintaining a constant phase 
angle  between  the  transmitting  current  and  the  receiving  voltage.  Similar  to  the Maximum 
Power Point Tracking (MPPT), the resonant frequency turning methodology could contribute to 
the system efficiency and establish a MEPT control approach. However, several issues have to be 
overcome  in  order  to  apply  this  methodology.  This  chapter  will  investigate  the  technical 
challenges when designing a wireless power system that can maximise efficiency its efficiency 
through control. Specifically, the complexity of wirelessly comparing the phase of two analogue 
signals and the communication bandwidth requirements to implement a phase shift controlled 
maximum efficiency point tracking controller. 
As  introduced  in the previous chapter, the basic topology of a wireless power system utilising 
MEPT consists of the drive converter, transmitting resonant tank, receiving resonant tank, and 
the circuitries  for  transmitting current and  receiving voltage monitoring with  its phase angle 
detection. This  chapter  then addresses a  small modification  to  the phase  signal  comparison 
allowing  those  two  signals  to  be  sampled  on  both  the  power  transmitter  and  receiver 
independently  without  the  need  for  use  of  wired  communications  for  the  measurement. 
Specifically,  this  chapter proposes  several novel  topologies of pseudo  synchronised  sampling 
techniques  for phase  comparison, which  subsequently  lead  to  increased  accuracy,  real‐time 
efficiency maximisation and simplicity respectively.   
Firstly, a novel SCMR based wireless power system, based on the single‐phase matrix converter 
designed in Chapter 4, is developed to implement the methodology introduced in Chapter 5. The 
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operation of two commonly triggered data converters will be discussed, with several methods 
proposed for generating the trigger signal and compared. Modifications to the sampling circuit 
will be presented yielding  improvements by using binarised buffering  techniques, where  the 
controller complexity can be significantly reduced.   
This chapter  then presents an evaluation of  the performance  improvement of  the prototype 
wireless  power  system,  with  emphasis  on  the  tolerance  to  coil  alignment  and  passive 
components.  In  summary, based on application‐oriented  considerations,  such as  component 
tolerance and temperature variation, the phase shift control based maximum efficiency point 
tracking approach significantly enhances the system reliability. It is also shown that the proposed 
maximum efficiency point tracking approach provides extra stability on components tolerances, 
leading to increased component options. 
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6.2. Overview 
An important consideration when designing a wireless power system is its efficiency. From the 
operating principles of a general SCMR based wireless power system (described in Chapter 2), 
its operation is clearly dominated by the frequency match between transmitting frequency and 
the resonant frequency of the WPT receiver. Thus, tracking the receiver’s resonant frequency is 
desirable to ensure high efficiency and reliable operation of an SCMR wireless power system. 
Futhermore, it can enable the WPT system to manage movement in the transceiver and receiver 
coils and  changes  in  the  load  conditions at  the  receiver  [6‐1]. Based on  the  series  to  series 
topologies shown in Figure 2.8 the efficiency of the SCMR system can be considered as equation 
(2‐2) [6‐2]: 
The equation 2‐2 shows that the efficiency of a wireless power system depends on the coupling 
coefficient and load condition [6‐3], [6‐4]. In addition to the varying load conditions, the coupling 
coefficient  is  also  unpredictable  as  it  relates  to  the  physical  positions  of  transmitting  and 
receiving coils [6‐5]. 
In  order  to  improve  the  transmitting  efficiency  or  extend  the  transmitting  distance,  several 
techniques have been developed,  [6‐6] describes an auxiliary DC‐DC  converter  implemented 
Maximum Efficiency Point Tracking (MEPT) methodology which aims to maintain an optimum 
resistance.  [6‐7]  describes  a  dynamic  impedance  matching  approach  which  employs  a 
semiconductor switch based matching circuit. Furthermore, several types of research also focus 
on the design of wireless power system, such as the converter topologies or coil structures [6‐8], 
[6‐9]. However, these techniques are either bulky or introduce significant losses. Other research 
has shown  that High‐quality  factor  (High Q) coils can be used  to  further  increase  the system 
efficiency  [6‐10]. However,  these high Q  coils have been  shown  to be more  sensitive  to  the 
environment [6‐11], and therefore require advanced tracking and compensation techniques to 
ensure the output frequency of the transmitter is tuned to the same frequency of the receiving 
resonant tank [6‐11]. Recent research in this field has shown that wireless power systems can 
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achieve relatively high efficiencies but the proposed designs  lack robustness when presented 
with unstable loads or geometric changes [6‐12].   
Using the method presented in Chapter 4, which maximises efficiency by minimising the phase 
angle between the transmitting current and the receiving voltage, this chapter, proposes a novel 
MEPT methodology  that provides a practical means  to  track  the wireless  system’s optimised 
operating point on the fly to maintain the wireless power system at a high efficiency independent 
of  the  load  and operating  environment.  In  the  following  sections,  the  relationship between 
transmitting current and receiving voltage is analysed, from which the theory for MEPT is then 
developed with a system design  for  implementation highlighted. Finally, a prototype wireless 
power system is built in order to evaluate and verify the methodology proposed in this chapter 
and the results are presented. 
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6.3. System topology 
The  detailed  control  signal  topology  is  shown  in  Figure  6.1.  On  the  transmitter  side,  the 
transmitting current signal will first be measured using a current transducer. The output of the 
current transducer will be amplified and then level shifted in order to be sampled by the data 
converter. As shown  in Figure 6.2, two signals are required for the data converter, the sample 
timing signal provides the timing base for the data converter and the latch signal for the First In, 
First Out  (FIFO) memory. The converted digital data  is  then stored  in  the Tx FIFO and can be 
accessed by the microcontroller (MCU).   
Meanwhile, the power receiver will process the receiving voltage signal in a similar manner and 
the resultant data is transferred back to the power transmitter circuit by an ISM RF transceiver. 
Using the signals from the Tx FIFO and the voltage signal from the RF transceiver, the MCU can 
then calculate the phase difference.   
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Figure 6.1. The topology of the control signals in a typical phase shift control based MEPT 
system. 
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Figure 6.2. Simplified topology for a generic synchronous sampling circuit. 
In  other  devices  that  require  synchronous  sampling  such  as  oscilloscopes,  its multiple  data 
converters are normally clocked from a fan‐outed central clock source. By issuing a “sample start” 
signal, multiple data converters then start sampling their respected analogue input. Neglecting 
the mismatched propagation delay caused by PCB traces that vary in length, the data converters 
will  sample  their  analogue  signal  at  the  exact  same  instance.  Hence  the  phase  difference 
between  signals  can  be  easily  measured  by  comparing  the  digital  samples.  Compare  this 
approach to the topology shown in Figure 6.1, the challenge in realising the phase shift control 
based  MEPT  is  being  able  to  sample  the  transmitting  current  and  receiving  voltage 
simultaneously in two separate circuits that are physically seperated. 
 
Figure 6.3. Desired pseudo synchronous sampling using separate sampling clock. 
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The compromise approach to realise a pseudo‐synchronous sampling is to externally provide the 
mandatory  sampling  trigger  signal while  keeping  the  sampling  clock  locally  generated.  The 
approach is described as a pseudo method since the samples are not truly synchronised. For two 
data converters that require a sample clock at FADC, the maximum timing difference between two 
sets  of  data  acquired  is  ሺ2 ∗ ܨ஺஽஼ሻିଵ , which may  be  negligible  in  this  specific  application. 
Therefore,  the  final step  is  to ensure  the  two data converters can  receive  the sample  trigger 
signal  simultaneously,  even  if  there  is no physical  connection between  them. Different  to  a 
conventional acquisition  system where  the  sampling  trigger  signal  is provided by  the  system 
controller,  in  this design,  the sample  trigger signal  is provided by an auxiliary circuit. Several 
approaches are described in the next sections.   
6.4. Sample trigger signal generation 
In  this section,  two methodologies are proposed  that could be used  to generate  the desired 
synchronised sample trigger signal. One approach relays an on‐board high precision clock source 
and utilises an on‐board PLL to generate the required sampling trigger signal. Once the clock 
source  has  been  factory‐synchronised,  the  wireless  power  system  only  requires  periodic 
calibration to keep the desired signal in‐sync. This approach could also utilise radio time signals, 
such as  the UKs MSF,  to replace the precision clock source so  that no calibration  is required. 
However, the radio signal  is restricted by  location and environment, and  increases the system 
complexity. The other method is to use diffracted infrared light or a split beam laser, by detecting 
the light at both ends, two sample trigger signals can then be generated. By sending the light 
signal from the power receiver, the system complexity and bill of material can be reduced. 
6.4.1. Clock‐based trigger signal generator 
The  first method  enables  the  auxiliary  circuits  to  operate  independently without  any  direct 
communication between the two. The solution  is to use an external common clock source or 
onboard precision clock sources. Figure 6.4 shows  the topology of the targeted trigger signal 
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generator.   
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Figure 6.4. Topology of the clock based trigger signal generator 
The signal generator shown above can be considered as a precision alarm. The two outputs will 
be synchronized since the Real‐Time Clocks (RTCs), installed both in the transmitter and receiver, 
are clocked by satellite synchronization signals or onboard precision oscillators.   
If a satellite synchronization signal is used, the logic section (can be a controller or programmable 
logic) acquires the UTC output from the GPS receiver and gives a periodic trigger output based 
on  the  timer  setting  (i.e.  every  300mS).  Since  the  difference  between  the  outputs  of  GPS 
receivers  is negligible, those two trigger outputs can also be considered as synchronized. The 
advantage of using a satellite synchronization signal  is that  it  is highly robust and requires no 
calibration. The trigger signals can also be considered as precisely synchronized since the trigger 
timing is a relay of the clock on the satellite which is generated from a rubidium or a hydrogen 
atomic clock. In addition to using satellite timing, a ground time signal service can also be used, 
their millisecond level second ticks can also be used for timing base signal. 
For  those  applications  where  satellite  signals  are  not  available,  onboard  atomic  clocks  or 
precision oscillators can be used. During manufacture, the onboard RTC will be initialised to the 
UTC (or any given time), after calibration the system will be clocked by its onboard clock source 
and provide the trigger output periodically. For example, atomic clock sources are accurate at 
the level of parts in 10−12 (i.e. SA.33 atomic clock manufactured by microsemiTM) however, the 
system  may  require  periodical  calibrations  within  its  lifespan.  This  method  is  considered 
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expensive  due  to  the  cost  of  the  source  components  required  and  is  suited  to  high‐end 
applications where high‐speed direct communication between the receiving and transmitter is 
neither possible or desirable.   
6.4.2. Optical‐based trigger signal generator 
The second method relies on communication between the transmitter and the receiver at a very 
high  rate allowing a  single  trigger  source  to be used  thus eliminating  the high  cost of  clock 
sources  in  the  previous method. As  can  be  seen  in  Figure  6.5,  a  base  trigger  signal will  be 
generated by the transmitter to drive several laser diodes. The laser beam generated will travel 
to the laser detector on the receiver board where the circuit will then produce a trigger signal 
for sampling. To ensure synchronous sampling, the transmitter also has a laser detector to pick 
up the laser beam after passing through an attenuated waveguide., which ensures delays seen 
by the receiving sampling circuit are the same as the transmitter sampling circuit.   
ଶܶ ൅ ଷܶ ൎ ସܶ ൅ ହܶ																																					ሺ2ሻ 
This  laser‐based  approach  has  two  issues  restricting  its  implementation  in  real‐world 
applications.  Firstly,  the  position  of  the  transmitter’s  laser  diodes must  be  directed  at  the 
receivers’ laser detector, the practicalities of this will depend on the application. Secondly, the 
laser  signal may  be  interfered  by  external  light  sources which may  limit  the  environmental 
conditions that the WPT system can operate in.   
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Figure 6.5. Topology of the laser‐based trigger signal generator 
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6.5. Prototype design 
A prototype WPT system has been designed based on the approach  illustrated  in section 5.2 
using the topology shown in Figure 6.6. The prototype can deliver 300W to the receiver wirelessly.   
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Figure 6.6: Topology of the prototype WPT system employing phase shift based MEPT. 
The prototype is shown to be connected to the driving converter of the power transmitter shown 
in Figure 6.7, which described in Chapter 3.   
 
Figure 6.7: Prototype WPT transmitter employing phase shift based MEPT. 
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6.6. Hardware design 
By solving the triggering  issues, a phase detector methodology now needs to be designed. As 
illustrated  in  the previous  sections,  to  compare  the phase difference of  two waveforms,  an 
analogue  phase  detector  has  the  advantage  of  simplicity  but  requires  precise  tuning  and 
balancing. A  digital  phase  detector may  accurately  detect  the  phase  angle,  but  requires  an 
advanced programmable silicon device incorporating high‐speed low propagation delay inputs. 
Furthermore, the frequency of the signal carrying the detected phase angle will have the same 
frequency of power  converter’s  switching  frequency. Directly  transmitting  a  signal  in  such  a 
frequency  requires  high  bandwidth  transceiver which will  significantly  increase  the  system 
complexity.   
In order to realise the proposed control algorithm on a simple microcontroller, a mixed signal 
front‐end  is  designed  so  that  the  system only  requires  limited digital processing  ability  and 
exploits the advantages of analogue based phase detector design. A detailed topology of the 
receiving side design can be found in the following Figure. In the following of this chapter, a brief 
overview of the hardware design represents the topology showing in Figure 6.8 will be provided. 
 
Figure 6.8. The topology of the proposed receiving side hardware design. 
6.6.1. Analogue front‐end for the receiving voltage signal sampling 
The receiving coil will have a high voltage across it and there will be considerable noise pick up, 
therefore,  the  entire  analogue  section  and  the  corresponding  sampling  circuit  is  locally 
referenced to the negative side of the receiving coil. Hence, to drive the differential amplifier 
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used to sample the receiving voltage signal and provide sufficient voltage swing, a single‐ended 
to differential amplifier should be  implemented to convert the single‐ended signal, measured 
from the other side of the coil, to a differential out that drives the high‐speed data converter. 
Conventionally, an integrated single ended to differential amplifier would be used but these do 
not meet the bandwidth requirement. To avoid using a current feedback amplifier, two separate 
high‐speed voltage  fed amplifiers are used that  form an op‐amp buffer. Figure 6.9 shows the 
analogue front‐end design, the two 40Ω and 1.6kΩ resisters determine the input stage gain on 
the differential input, the value of the resistors are relatively small as required by the high slew 
rate feedback while the 2 pF ceramic capacitors compensate for the phase response. The gain of 
those amplifiers is set to 40 to meet the ADA4895’s minimum stable gain requirement. By driving 
the op‐amps with a bipolar  signal and power  supply,  this data  converter driver provides 6V 
voltage swing with 0V common mode offset. The diodes connected to the output of the amplifier 
were designed to clamp the signal to protect the data converter, however, they are not used in 
the prototype hardware due to the junction capacitance causing a undesired delay. 
 
Figure 6.9. Analogue front‐end design for the receiving voltage signal. 
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6.6.2. The data converter 
Commonly used high‐speed data converters are either multi‐bit pipelined ADCs or sigma‐delta 
ADCs. In this application, the amplitude of the input signal has a negligible effect on the required 
phase difference since the target signal is known as a sinusoidal or sinusoidal‐like signal. Hence, 
the data converter implemented in this design is a simple comparator as shown in Figure 6.10. 
Ferrite beads and ceramic capacitors are used to filtering the power supplies so that reduce the 
noise coupled from the power supplier. The noise on the input signal is inevitable and results as 
a bounced digital output, which will be debounced in the microcontroller by a simple averaging 
algorithm. 
 
Figure 6.10. Simple comparator used as the data converter. 
6.6.3. Data buffer 
For  a WPT  system  operating  at  1MHz,  the  base  frequency  of  the  digital  output  from  the 
comparator will  also be  at 1MHz, which  is  the minimum  I/O  frequency  if  this  signal will be 
processed by a  logical device. To observe the noise on the corresponded analogue signal and 
debounce the digital output, higher I/O throughput will be required. Furthermore, in order to 
measure the phase angle, a timer will be required that is triggered at the falling and rising edge. 
For  a  reasonable  resolution,  the  time  base  of  this  timer will  be  100  times  higher  than  the 
frequency of the signal to be processed. To avoid using a gigahertz level FPGA, as shown in Figure 
6.11, a First‐In‐First‐Out (FIFO) buffer was implemented.   
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As can be seen from Figure 6.11, the comparator continuously provides a binary converted signal 
representing  the  status  of  the  receiving  coil  voltage. When  the  synchronous  trigger  signal, 
Sync_Start is applied to the FIFO, data recording will begin until the FIFO is full. The data will be 
recorded at the clock frequency applied to 1WRTCLK and 2WRTCLK, which is generated from a 
60MHz oscillator. For a 1MHz WPT system, the FIFO chip can store 512 samples at 60MHz which 
gives a record length of 8.5uS or 8.5 cycles of the receiving coil voltage waveform.   
Based on the shared trigger source methodology described earlier, at the instance when the FIFO 
on the receiving side starts to record data, the same FIFO in the power transmitter will also start 
to  record  data.  This mechanism  provides  a  simple  approach  to  implement wireless  pseudo 
synchronous sampling, with the data converters using two asynchronous sampling clocks. For 
this  specific  application,  the  maximum  sampling  clock  difference  will  be  8.333  nS,  which 
happened when one clock signal in advance of another by half of it period, and introduces 0.83% 
of the phase error.   
On the other side of the FIFO buffer, the Sync_IR signal will inform the microcontroller of the end 
of sampling. Then the microcontroller initialises the read of the FIFO by issuing the Sync_Read 
signal, and then by providing the clock signal externally, using the 768kHz oscillator shown, the 
microcontroller can read the data similar to a Serial Peripheral Interface (SPI) exchange of data. 
The external clock meets the requirements for isolation but also solves potential synchronisation 
issues using an internal clock. Using an internal clock would require isolation, the propagation 
delay introduced by a required optocoupler or digital isolator would mean that the signal will be 
ahead of the data signal by twice the propagation delay, which may cause the clock and data to 
be out of sync. 
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Figure 6.11. 1‐bit width 512bits synchronous FIFO buffer. 
6.6.4. Isolation the microcontroller from the high voltage coil 
As described above, the analogue front‐end, data converter and FIFO buffer are both referenced 
to the negative side of the receiving coil, which raises the risk of exposure to the high voltage 
across the receiving coil. In this design, optocouplers are implemented to isolate the high voltage 
side from the MCU as shown in Figure 6.12. As can be seen from the schematic, all signals are 
inverted, this is due to the optocouplers using the ground of the photodetector as the ground of 
one infrared light‐emitting diode. Those optocouplers provide 15Mbit data throughput between 
the isolated area and the controller. 
 
Figure 6.12. Optical isolation between the high voltage side and the microcontroller. 
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6.6.5. The receiving side microcontroller 
Based on the design decisions introduced above, the receiving side only requires a simple low‐
speed microcontroller for data transfer.  In this design, an STM32F334K8T6 was  implemented, 
which was primarily used to read the FIFO buffer, reconstruct the data and then send the data 
to the power transmitter using an ISM transceiver or ultrasound modulation.   
 
Figure 6.13. Simplified schematic showing the microcontroller used on the power receiver. 
6.6.6. Isolated power supply 
The power  supply  for  the power  receiver  circuit  is  an off‐the‐shelf  isolated DC‐to‐DC power 
supply that converts the received voltage to 3.3V DC to power the microcontroller, and a 12V DC 
voltage source powering an OLED display for the user interface. To power the isolated circuits, 
another isolated DC to DC power supply is required. Based on the size and volume consideration, 
the power supply shown in Figure 6.14 is implemented. At the core of this desired power supply 
is an unregulated DC to DC power supply working at 800 KHz, by using its on‐chip transformer, 
the whole isolated power source can provide the required 2W of power while only occupying 
approximately 0.5mm3 of space. 
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Figure 6.14. Lightweight isolated power supplier desired in this design. 
6.7. Test and evaluation 
The matrix converter for the prototype was designed to provide a switched voltage output with 
frequencies ranging from 500 kHz to 1MHz. Figure 6.15 shows the output voltage and current 
waveform of the drive converter. As can be seen from Figure 6.15, the converter can provide the 
required high‐frequency voltage output which  is connected to the transmitting resonator and 
generates the required sinusoidal current within the desired frequency region. 
 
Figure 6.15: Output voltage and current waveform from the converter with proposed 
attachment enabled. 
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In order to evaluate the MEPT approach introduced in this chapter, the transmitting current is 
externally measured by a current probe and the receiving voltage is measured by a differential 
probe. Those measurements are  fed  into an oscilloscope where  the phase difference can be 
visualized. The  following Figures  show  the waveform  from  the oscilloscope at  the maximum 
efficiency point. 
 
Figure 6.16: Oscilloscope capture shows the transmitting current and receiving voltage at 
maximum efficiency point. 
 
Figure 6.17. Oscilloscope capture shows the operating waveform at the optimal point. 
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In  order  to  simulate  the  changes  in  the  self‐resonant  frequency  of  the  receiver,  additional 
capacitances  are  applied  to  the  load.  The  additional  capacitance  forces  the  self‐resonant 
frequency lower than the original self‐resonant frequency, which will affect the efficiency of the 
WPT system. The results presented in Figure 6.18 show the comparison of the efficiencies of the 
WPT with (Blue), and without (orange) MEPT control. As may be seen from Figure 6.18, without 
MEPT control,  the system efficiency diverges  from  the optimised efficiency  level. With MEPT 
system control the output frequency is varied and the WPT system maintains its efficiency level. 
   
 
Figure 6.18. Comparison between the power system with (Green) and without (Orange) MEPT. 
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6.8. Summary 
This chapter introduced a novel maximum efficiency point tracking methodology and presented 
its implementation. The novel approach to maximise the efficiency by dynamically matching the 
converter’s  output  frequency with  the  receiver’s  resonant  frequency  is  demonstrated  to  be 
effective. However,  to  provide  the  synchronous  sampling,  a wireless  synchronous  triggering 
mechanism to trigger two physically separated data converters are required. Two methods are 
then proposed in the chapter to realise wireless pseudo synchronous triggering mechanisms, the 
first assumes no direct  communication between  the data  converters and  instead  relies on a 
synchronised  time  source.  The  second  method  uses  a  laser  to  establish  a  high‐speed 
communication  link  so  that  a  common  trigger  source  can  be  used.  The  first  method  is 
appropriate where  no  direct  communication  is  possible  but  utilises  expensive  components 
therefore  limited to high‐end applications. The second method relies on having a  line of sight 
between the receiver and transmitter but is much lower in cost.   
Using those synchronised trigger signals, a novel wireless digital storage synchronous sampling 
is proposed. The proposed approach could synchronously sample two or more signals, where 
those signals are separated in different sub‐systems with no physical connections in between. 
A prototype wireless power system has been built for evaluation of the MEPT methodology and 
results  presented  showing  that  the  efficiency  of  the WPT  system  can  be maintained  under 
varying load conditions. By implementing the MEPT methodology presented in this chapter the 
wireless power system can be used to achieve WPT  in systems where the  load may vary, the 
relative coil positions may alter, and environmental conditions may fluctuate. 
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7. A Hybrid Wireless PLL for WPT system 
7.1. Introduction 
In  the previous chapter a wireless power  system with a phase  shift  control based maximum 
efficiency  point  tracking  controller  is  evaluated  showing  improved  efficiency  and  reliability. 
However, the proposed approach still requires communication bandwidth at the megahertz level, 
where the cost and complexity of the RF transceiver will be high. In this chapter, a PLL‐like control 
is  developed,  featuring  very  limited  communication  bandwidth  requirements,  to  allow  the 
transmitting  frequency of a given wireless power  system  to be  locked  into  its corresponding 
power receiver.   
After briefly reviewing a conventional PLL, this chapter begins with the  introduction of a two‐
stage phase detector. By calculating the phase difference between a given reference common 
signal,  the  transmitting  current,  and  receiving  voltage,  the  phase  difference  between 
transmitting current and receiving voltage can be obtained by performing a reverse operation. 
Furthermore,  by  analysing  the  data  in  its  frequency  domain,  the  effective  data  can  be 
compressed by rejecting  its higher order harmonics. Thus a wireless PLL utilising very  limited 
communication  bandwidth  can  be  established.  The  resulting  wireless  power  system  with 
wireless PLL  implemented  is verified by measurement on a prototype, with analysis  into  the 
accuracy  of  control.  The  wireless  PLL  is  demonstrated  to  provide  the  same  performance 
improvement,  compared  to  the maximum  efficiency  point  tracking  approach  illustrated  in 
Chapter 6, but consumes less than ten percent of the communication bandwidth resources. It is 
also  shown  that describing  the phase difference  in  its  frequency domain, and  removing  the 
higher order harmonics, will not significantly degrade the wireless PLL’s performance. 
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7.2. A brief overview about the conventional PLL 
The typical structure of a basic PLL includes a phase detector, loop filter and Voltage Controlled 
Oscillator  (VCO). The phase detector provides a  signal which describes  the phase difference 
between its two inputs. The output of the phase detector is then fed into a loop filter to provide 
DC levels indicating the phase difference, where the DC level will be used to control a VCO to 
provide the output [7‐1, 7‐2]. For most widely used PLL, the performance can be characterised 
by the loop filter [7‐3]. Figure 7.1 shows a typical PLL driven induction heating system. As can be 
seen from the Figure, the phase difference between the output voltage of the half bridge and 
the resonant current is calculated. The phase difference is then used to control the VOC so that 
when the load condition is changed (i.e. the distances between the work head and the heating 
target is changed) the PLL will lock the phase difference between those two signals and keep the 
system resonant.   
 
Figure 7.1. PLL dominated induction heating system. 
Significant research over the years has been carried out on variations of the parameters of PLL 
systems  such  as  its  output  frequency,  loop  bandwidth  and  lock  time  [7‐4].  Based  on  the 
components used, PLLs can be categorised into three groups. Conventional analogue PLL is the 
first generation and mainly used in communication systems, where the entire PLL is formed by 
analogue components [7‐4].  In order to reduce the external components and  improve a PLL’s 
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tolerance and stability, an all‐digital PLL that substitutes function blocks by digital components 
has been  introduced [7‐5]. The final group  is hybrid PLLs, these consist of both analogue and 
digital function blocks, thus providing extra flexibility with optimised hardware cost. A simplified 
block diagram of a hybrid PLL for induction heating is shown in Figure 7.2. In this hybrid system, 
the traditional VOC has been replaced by an MCU so that a more complex control such as full 
bridge PWM/PDM with dead time control can be realised.   
 
Figure 7.2. Simplified Block diagram of an induction heating system with hybrid PLL applied. 
7.3. Theory and topology of wireless PLL 
As  illustrated  in  Figure  7.2,  the  PLL  compensates  for  the  load  condition  and maintains  the 
converter at its resonant frequency. However, in a WPT system, the switching frequency of the 
drive converter should be close to the resonant frequency of the power transmitter, and also 
equal to the resonant frequency of the power receiver. For the simplified schematic shown  in 
Figure 7.3,  ܨௌௐ ൌ ଵଶగඥ௅ೃ∗஼ೃ  should be fulfilled in order to achieve maximum transfer efficiency. 
 
Figure 7.3. Simplified schematic of an SCMR based wireless power system. 
R
CVS L
RS
RL
R
RR
       
147 
 
When  implementing  a  PLL  into  a WPT  system,  the  challenge  is  how  to  calculate  the  phase 
difference between  the  current  in  the  transmitting  coil and voltage at  the  receiver  coil. The 
difficulty  is  to wirelessly  transfer  one  signal  in  real  time  so  that  those  two  signals  can  be 
analogously or digitally compared, without requiring a very high bandwidth communication link. 
One solution is to use data converters, where the transmitting current and receiving voltage are 
sampled using two commonly clocked data converters. This simplified approach yields the phase 
difference by comparing the zero‐crossing points of those two sampled data arrays resulting in 
a  lower  bandwidth  requirement.  However,  for  those  two  data  converters  that  are  located 
independently in the transmitter and receiver, a wireless common trigger has to be provided as 
discussed in chapter 6, which requires complicated timing control and measurement.   
 
Figure 7.4. Simplified block diagram of a wireless PLL. 
To negate the need for a common timing source, this chapter proposes a novel wireless two‐
stage phase detector named HyWi‐FFTPLL as shown in Figure 7.4. In contrast to a wired phase 
detector where  the phase difference of  two  signals  are  compared or  triggered directly,  this 
wireless PLL uses a third signal for common reference and calculates the desired phase difference 
as a  two‐stage process. The  transmission of  the common  reference does  require a minimum 
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bandwidth but this can be reduced by using a signal frequency equal to  	F୓/2  where FO is the 
switching frequency of the power converter. The proposed example in this chapter utilises the 
local  output  voltage  signal  of  the  transmitter  as  this  third  reference  signal  to  simplify  the 
evaluation progress. The detailed topology for the transmitter circuit is shown in Figure 7.5.   
 
Figure 7.5. HyWi‐FFTPLL on its Transmitter Side. 
As  shown  in  Figure 7.5,  the basic  function on  the  transmitter  side  is  to  compare  the phase 
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difference between  the  local  switching voltage and  resonant  current, which  is  similar  to  the 
operation of a conventional PLL. The local switching voltage is sent via an analogue transmitter 
to  the  receiver as  it  is  required as  the  third  reference on  the  receiver side. The  receiver will 
receive  this  signal with a propagation delay.  It  is  therefore  important  to measure  the phase 
difference at the transmitter between the local switching voltage and resonant current with this 
propagation delay added,  this  is achieved by passing  the switching voltage signal  through an 
analogue transmitter‐receiver bridge. Furthermore, a quantization‐ subtraction phase detector 
is  used  since  the  proposed  HyWi‐FFTPLL  represents  the  phase  difference  on  its  frequency 
domain  to  reduce  the communication bandwidth so  that  the amplitude  information has  less 
contribution to the phase detected. 
 
Figure 7.6. HyWi‐FFTPLL on its Receiver Side. 
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The receiver side of the HyWi‐FFTPLL is relatively simple and therefore potentially low cost. As 
shown in Figure 7.6, the receiver side requires an analogue receiver where the switching voltage 
of  the  transmitter  side  can be acquired. Meanwhile,  the  resonant  voltage waveform  can be 
measured  locally from the receiving coil. The phase difference between the switching voltage 
and resonant voltage can then be calculated. This result then needs to be relayed back to the 
power transmitter but requires a high bandwidth. The proposed method  in this chapter  is to 
translate the phase signal from the time domain to the frequency domain. The data quantity is 
then reduced by removing its higher order harmonic components by using a Blackman window 
that  reduces  leakage.  Finally,  the  desired  frequency  data  can  be  sent  back  to  the  power 
transmitting side by using a digital ISM transmitter that uses a communication link at least 10 
times lower in bandwidth than for a time‐based signal transmission. 
7.4. Simulation 
Based on the system topology  introduced  in the previous section, a Simulink model has been 
built to verify the design. The simulation diagram is shown in Figure 7.7. In the simulation model, 
waveforms of a simple resonant converter are simulated. The current waveform  is generated 
from  a  delayed  sinewave  and  the  undelayed  sinewave  is  compared  with  zero  so  that  a 
corresponding voltage waveform, which  leads  to  the  resonant  current  can be obtained. The 
detailed waveform is shown in Figure 7.8. 
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Figure 7.7. Simulink schematic of HyWi‐FFTPLL. 
 
Figure 7.8. Simulated waveforms represents the converter 
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During simulation, the wireless channel of the drive voltage is simulated using an analogue FM 
modulator‐demodulator pair with the addition of phase noise, white noise, thermal noise and 
antenna noise. The waveform of the power transmitter side is shown in Figure 7.9. By feeding 
the phase difference signal into the microcontroller located at the power transmitter, the phase 
data can be converted into its frequency domain by performing a Fast Fourier Transform (FFT). 
 
Figure 7.9. Simulated transmitting side waveforms. 
On the power receiver side, the transmitted voltage signal  is simulated by an FM modulator‐
demodulator pair with the addition of noise as was added to the transmitter. Meanwhile, the 
phase difference between the transmitting current and receiving voltage is simulated by adding 
a  transport  delay  to  the  transmitting  current,  as  the  receiving  resonator  is  excited  by  the 
transmitting magnetic field, which is in turn excited by the transmitting current. Consequently, 
the phase difference can be obtained by comparing the received drive voltage and the receiving 
resonant voltage. 
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Figure 7.10. Simulated receiving side waveforms. 
The  phase  difference  obtained  on  the  power  receiver  side  will  be  sampled  by  the  power 
receiver’s onboard microcontroller. By performing an FFT, the phase difference in the frequency 
domain  can be obtained.  Since  the higher order harmonics are not necessary  to obtain  the 
amplitude of the phase difference, the amount of data being sent back to the transmitter can be 
significantly reduced. Finally, the data obtained from the power receiver is transferred back to 
the power transmitter by using a digital Phase‐Shift Keying (PSK) modulator‐demodulator pair. 
On the power transmitter side, the two‐phase differences in the frequency domain, transmitting 
current to drive voltage, and receiving voltage to drive voltage, are compared. Hence, a spectrum 
matrix representing  the amplitude of  the phase difference between  transmitting current and 
receiving voltage can be obtained. Figure 7.11 shows the resulting spectrum for different phase 
shifts between transmitting current and receiving voltage. 
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Figure 7.11. Spectrum showing amplitudes when phase difference applied. 
As illustrated in Figure 7.11, the spectrum amplitude follows a downward trend when decreasing 
the phase  shift between  transmitting  current  and  receiving  voltage. Meanwhile, only  a  100 
element array of type float  is transferred between the power transmitter and power receiver. 
This model successfully simulates the proposed HyWi‐FFTPLL methodology, demonstrating the 
relatively low bandwidth requirements compared to that of sending sampled waveforms in the 
time domain. 
7.5. Hardware design 
A prototype PLL has been built as shown in Figure 7.12, the circuitry is designed to functionality 
for the analogue signal processing and wireless commutation. The left section of the breadboard 
contains the desired oscillator that generates the phase reference signal. The slew rate of this 
digital signal can be adjusted and transmitted by using the ISM transmitter shown with the green 
antenna.   
The right side of the circuit belongs to the power receiver. The RF receiver module with the blue 
antenna receives the phase reference signal (transmitter voltage) and calculates the local phase 
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difference between the reference signal and the receiver voltage. Meanwhile, the transmitter 
current is fed into the middle section of the breadboard, where the phase reference signal, that 
is received using the brown antenna,  is compared to the transmitting current to calculate the 
phase  difference.  Finally,  the  two  calculated  phase  differences  are  sampled  by  the 
microcontroller  installed  in  the  power  transmitter  and  then  used  to  calculate  the  phase 
difference between the transmitting current and receiving voltage. 
 
Figure 7.12. An early prototype of test platform for HyWi‐FFTPLL. 
7.6. Test and evaluation 
The transmitter and receiver prototypes are designed to form a WPT system with fast battery 
charging  capability.  The power  transmitting  circuits drive  a  transmitting  coil  that  is  centrally 
aligned with a  corresponded  receiving  coil. The  receiving  coil  is  therefore  terminated  to  the 
prototype shown in Figure 7.13, at where the power can be utilised. 
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Figure 7.13. Wireless Power receiver showing connection to the prototype HyWi‐FFTPLL shown 
in Figure 7.12 through the cable on the left. 
Figure 7.14 shows the output voltage and current waveform of the drive converter. As can be 
seen from the plot, the converter can provide the desired high‐frequency voltage output (blue), 
which drives the transmitting LC resonator, generating a sinusoidal current (purple) that can be 
quantised to 1‐bit data (green). 
 
Figure 7.14. Output voltage and current waveforms from the power transmitter. 
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In order to evaluate the wireless PLL methodology introduced in this chapter, the transmitting 
current and receiving voltage are externally measured by an oscilloscope using a current probe 
and differential probe. By visualising the phase difference between the transmitting current and 
receiving voltage, the correct functionality of the wireless PLL can be verified. Since changes in a 
self‐resonant  frequency  can  be  difficult  to  control,  changes  in  self‐resonant  frequency  are 
performed by connecting several polyester capacitors to the receiving resonator. The additional 
capacitance pulls the resonant frequency lower than its original value. By comparing the phase 
difference before and after the additional capacitor is connected, the performance of wireless 
PLL can be evaluated.   
The results are presented in Figure 7.15, the PLL tracks the phase change and controls the output 
frequency of the transmitting microcontroller. The waveform shows negligible phase difference 
between  transmitting  current  and  receiving  voltage.  Hence  the  system  efficiency  can  be 
maintained.   
 
Figure 7.15. Oscilloscope capture shows the transmitting current and receiving voltage. 
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7.7. Summary   
This chapter introduced a novel wireless PLL for a WPT system to track the maximum efficiency 
point.  The  approach  to  performing  a  PLL  wirelessly  by  a  two‐stage  phase  detector  is 
demonstrated  to  be  effective.  To  transfer  the  data  generated  from  the  conventional  edge‐
triggered phase detector, a high bandwidth transceiver pair is required. In this research, a FFT 
dominated method is proposed to reduce this requirement. The desired method calculates the 
phase difference using the frequency domain instead of the time domain, and by ignoring the 
harmonic  components  the amount of data  to be  transmitted  can be  further minimised. The 
desired method has been explored using Simulink, and a prototype WPT system has been built 
for validation. The results presented shown that the phase of transmitter voltage and receiver 
current can successfully be locked, meaning that the maximum efficiency can be achieved under 
varying  load  conditions.  Hence,  a  WPT  system  implementing  the  desired  wireless  PLL 
methodology could be used in real world applications and to maximise the WPT efficiency. 
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8. Conclusion and further work   
8.1. Conclusion 
The thesis presents the work carried out to analyse, design and evaluate novel hardware and 
control methodologies to improve WPT systems. The outputs of the works contribute to the state 
of  the art  in WPT system design offering  improvements  in system  reliability,  reduced control 
complexity and methods to maximise efficiency in real‐time with varying loads. In addition, the 
novel  work  presented  can  be  applied  to  other  applications  such  as  induction  heating  or 
conventional power supplies. The findings have been peer‐reviewed for presentation at learned 
society conferences and submitted for publication into journals.   
State‐of‐the‐art gate drive topologies were reviewed in Chapter 2, with the review showing that 
a conventional gate driver may suffer from false triggers and significant driving loss while new 
resonant gate driving approaches  could  reduce  this driving  loss but  suffer  from physical  size 
constraints and control timing issues. A better solution can be achieved by using a well‐optimised 
turn‐on  voltage  and  a  small  negative  turn‐off  voltage  but  this  requires  a  separate  negative 
voltage supplier. Hence, in Chapter 3, a novel negative voltage generation circuit was introduced. 
By adding 18 additional components to a commonly found full bridge gate driving circuit, this 
discrete  solution  can generate  the  required negative voltage  to achieve bipolar gate driving. 
Detailed descriptions of the operating theory were provided covering both high‐side‐only, half‐
bridge, and  full bridge application. The potential  issues when applying  the desired circuit are 
analysed with solutions provided. An overview of the wireless transmitter design unitising the 
desired circuit is illustrated and calculations of key components are provided with experimental 
results shown the driving voltage versus different component combinations. The wireless power 
transmitter  is  built  to  demonstrate  the  driving waveform,  start‐up  capability  and  improved 
overall performance. 
To  further  improve  the WPT  system  performance,  reduce  the  size  and  improve  reliability,  a 
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matrix converter was selected to drive the wireless power system over a two‐stage design. The 
advantage of using a matrix converter, such as improved efficiency, reduced size and enhanced 
robustness,  was  investigated  in  Chapter  2.  However,  the  state‐of‐the‐art  matrix  converter 
requires a complex and costly controller, which  limits  its deployment. Hence,  in Chapter 4, a 
novel  logic gate constructed middleware  is proposed. The middleware enables  the design of 
matrix converters by using controllers that are originally designed for full bridge converters. The 
working theory of the proposed middleware is described, along with logical table and equations. 
The  simulation  results  are  obtained  and  presented  using  spice  simulation  tools.  Using  the 
proposed middleware, a microcontroller dominated matrix converter was designed and built. 
The evaluation results showed the desired waveforms that demonstrate the circuit worked as 
expected, distributing and allocating the drive signal from a conventional controller to the power 
switches of single‐phase matrix converter. 
The matrix converter was then expanded to the design of a wireless power system in Chapter 5. 
By  implementing  the  proposed  matrix  converter,  a  cost‐effective  wireless  power  system 
featuring  reduced  size and  improved  robustness was achieved. Furthermore,  the design and 
implementation of a wireless power  receiver  for  the  later experiments were also described, 
featuring  a  high  level  of  integration  for  control  and  power  density.  A  description  of  its 
functionality  along with designs and operations were provided. Meanwhile,  the  relationship 
between efficiency and phase angle of transmitting current against receiving voltage is analysed, 
showing that by minimising this phase difference improves system efficiency. Evaluation results 
of the matrix converter based WPT system using both the desired power receiver and simple 
rectifier were given which demonstrated that both power transmitter, receiver, and the whole 
system is operated as expected.   
In Chapter 6, a novel resonant frequency tracking methodology for a wireless power receiver 
was proposed. The new  approach estimates  the  real‐time  resonant  frequency of  the power 
receiver and provides feedback, based on which a practical phase shift control based maximum 
efficiency point  tracking  design  can be  implemented  together with  a novel wireless pseudo 
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synchronous  triggering  mechanism.  The  detailed  working  theory  of  pseudo  synchronous 
triggering methodology  is provided and  later extended  to a design of wireless digital storage 
synchronous  sampling  system,  which  allows  the  synchronous  sampling  of  signals  without 
physical connection between them. These methodologies were implemented into a design of a 
WPT system. A prototype was built that demonstrated the ability of both resonant frequency 
locking and the possibility of using components with higher tolerance. 
Finally, Chapter 7  introduced a novel wireless phase  locked  loop methodology suited for WPT 
systems.  Using  the  new  control  approach,  a  PLL‐liked  control  scheme,  which  locks  the 
transmitting  frequency and  resonant  frequency of  the power  receiver, can be deployed.  It  is 
described how  the phase difference  is  reported  in  the  frequency domain, which significantly 
reduces  the  bandwidth  requirement  for  a  wireless  feedback.  The  reduced  bandwidth 
requirement also allows simplified data transceiver design, so that reduce the complexity and 
cost of deploying this phase shift control based maximum efficiency point tracking technology. 
Simulation  results  demonstrated  the  operations  of  sub‐systems  and  presented  the  reduced 
communication bandwidth results. A prototype is built which connected to the existing wireless 
power system introduced in the previous chapters. Evaluation results presented show that the 
phase of transmitter voltage and receiver current can be successfully locked, meaning that the 
maximum efficiency can be achieved under varying  load conditions. Hence, a wireless power 
system implementing the desired wireless PLL methodology could be used in applications with 
changing environmental conditions, coil positions and variable loads. 
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8.2. Further work 
The research introduced in this thesis has presented a significant number of contributions to the 
state‐of‐the‐art for WPT systems. There are a number of areas where further advances could be 
made based on the contributions contained herein. 
8.2.1. Wireless charging for non‐stationary objects. 
In a wireless power system, the mutual inductance between the transmitting coil and receiving 
coil will vary along with the changes in distance and overlapped areas between coils. The mutual 
inductance also affects the resonant frequency of the power receiver, which is why WPT systems 
are not an obvious  technology  for moving objects. As described  in Chapter 6,  the maximum 
efficiency  point  tracking methodology  could  track  the  resonant  frequency  of  the  receiving 
resonator. Hence, for wireless powering non‐stationary objects, utilising the maximum efficiency 
point tracking approach may able to compensate the mutual  inductance  introduced resonant 
frequency changes and maintain a reasonable efficiency to wirelessly powering a moving object. 
8.2.2. Employing GaN power devices for wireless power transfer. 
In recent years, GaN has shown promising benefits in power converter design. Its high switching 
frequency,  low  switching  losses  and  high  power  density make  it  an  ideal  candidate  to  be 
employed  in power converters used for wireless power transfer. The middleware described  in 
chapter 4 may also be extended to be used with GaN power switches. 
 
 
