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Abstract 
It is by now well known that randomly generated 3-SAT problems are very difficult to solve 
on the average when the ratio of clauses to variables is a constant which is approximately equal 
to 4.24. This difficulty appears to be algorithm-independent, but it is certainly a consequence of 
using the popular Davis-Putnam procedure in Loveland’s form (DPL). The purpose of this paper 
is to try to provide an explanation of why these problems are hard for DPL by experimentally 
determining how their complexity decreases as the depth of their associated search trees increases. 
We use a highly optimized version of DPL to plot the average number of remaining variables 
versus search tree depth for several nontrivial sizes of critically constrained, underconstrained, 
and overconstrained problems. These plots have a distinct piecewise-linear shape, consisting of 
an initial, gradual descent from the original number of variables, and a second, steeper descent 
to substantially smaller subproblems. They help explain exactly why DPL performs poorly on the 
critically constrained problems, and why its performance is much better on under- and overcon- 
strained problems. Also, we can use the key parameters of these plots, e.g., the depth at which 
rapid constraint propagation occurs, as another basis of comparison for implementations of DPL. 
Keywords: Satisfiability; Random 3-SAT; Davis-Putnam procedure; Crossover point; Complexity decrease 
1. Introduction 
It is by now well known that randomly generated 3-SAT problems are very difficult 
to solve on the average when the ratio of clauses to variables is a constant which is 
approximately equal to 4.24. This difficulty appears to be algorithm-independent, but it 
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is certainly a consequence of using the popular Davis-Putnam procedure in Loveland’s 
form (DPL). The purpose of this paper is to try to provide an explanation of why 
these problems are hard for DPL by experimentally determining how their complexity 
decreases as the depth of their associated search trees increases. We use a highly opti- 
mized version of DPL to plot the average number of remaining variables versus search 
tree depth for several nontrivial sizes of critically constrained, underconstrained, and 
overconstrained problems. These plots have a distinct piecewise-linear shape, consisting 
of an initial, gradual descent from the original number of variables, and a second, steeper 
descent o substantially smaller subproblems. They help explain exactly why DPL per- 
forms poorly on the critically constrained problems, and why its performance is much 
better on under- and overconstrained problems. Also, we can use the key parameters of
these plots, e.g., the depth at which rapid constraint propagation occurs, as another basis 
of comparison for implementations of DPL. 
The remainder of this paper consists of five sections. The first one presents ome 
preliminary definitions. The second describes our implementation of DPL. The third 
presents our experimental results. The fourth summarizes related work in this area. And 
the fifth offers some final thoughts. 
2. Definitions 
This section describes SAT, random K-SAT problems, and DPL, respectively. 
2. I. SAT and related dejinitions 
We begin by describing the satisfiability problem for propositional formulas in con- 
junctive normal form (CNF) . A (Boolean) variable or proposition is a symbol which 
is typically mapped to the set of distinguished symbols {T, F} by a truth assignment 
o. A literal is either a variable (say, p) or its complement (denoted by p). A clause 
is a finite disjunction of literals, and a CNF formula is a finite conjunction of clauses. 
(We typically assume that the literals in a clause are unique and are associated with 
unique variables.) We can extend the definition of a truth assignment in the obvious 
way to map liter&, clauses, and CNF formulas to {T, F}. A truth assignment u satisfies 
a variable, literal, clause, or CNF formula * if u(*) = T, and falsifies * if u( *> = F. 
The CNF-satisfiability problem (SAT) is simply to determine, given a CNF formula F, 
whether there exists a satisfying truth assignment for F. Since u need not assign a truth 
value to a variable, literal, etc., we will say that in such cases u leaves these entities 
open or unvalued, and that it maps them to I, for Indeterminate. We also define a state 
vector to be a pair (F, u), where F is a CNF formula and u is a truth assignment over 
some of the variables in F. We abuse notation and speak of satisfying or falsifying a 
state vector, etc. We define ISI to be the number of valued variables in S. Finally, we 
define P(S) to be the number of open variables in S, and N(S) to be the number of 
open clauses in S, when S is understood from context, we will refer to these quantities 
as P and N, respectively. 
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2.2. Random K-SAT problems 
This class of problems is apparently due to Franc0 and Paul1 [lo]. Instances of it 
are generated from three parameters (e N, K), where P is the number of propositions, 
N is the number of clauses, and K is the number of literals per clause. Each instance 
consists of N random clauses containing exactly K literals each. Each clause is chosen 
independently and at random from the set of (32” possible clauses of length K. 
Koutsoupias and Papadimitriou showed that the vast majority of these problems are 
very easy to satisfy (for K = 3), in the sense that a greedy local search algorithm 
will almost always succeed in finding a satisfying truth assignment when one exists 
[ 161. However, Mitchell et al. found that in practice, these problems are very hard 
on the average when the generated instances are equally likely to be either satisfiable 
or unsatisfiable, i.e., they are neither underconstrained nor overconstrained [ 181. This 
crossover point occurs when the ratio N/P is equal to a given critical value which 
depends on K. Crawford and Auton determined that this ratio is equal to about 4.24 
when K = 3 [ 41. Section 5 lists more experimental nd analytical results involving these 
problems. 
2.3. DPL and some useful speedup techniques 
The Davis-Putnam procedure, or simply DP, is the first published SAT search algo- 
rithm [ 71. We should emphasize the distinction between DP and a later version due to 
Davis, Logeman, and Loveland [6], usually known as DPL. DPL uses a splitting rule 
which replaces the original problem with two smaller subproblems, whereas DP uses a 
variable elimination rule which replaces the original problem with one (usually) larger 
subproblem [ 81. DPL is implemented more often than DP because the variable elimina- 
tion rule is more difficult to implement than the splitting rule, tends to rapidly increase 
the length and number of clauses, etc. [ 61. DPL’s splitting rule also makes it easier to 
construct a certificate of satisfiability, i.e., a satisfying truth assignment, although DP’s 
variable elimination rule makes it easier to construct a certificate of unsatisfiability, i.e., 
a resolution refutation [ 201. This paper deals exclusively with DPL, which essentially 
constructs a binary search tree through the space of possible truth assignments until 
it either finds a satisfying truth assignment or concludes that no such assignment ex- 
ists. Each node of the search tree is associated with a premise, an open literal 1 that 
DPL alternately satisfies and falsifies; l’s associated variable is called the branching 
variable. 
There are (at least) two important classes of techniques for speeding up DPL: looka- 
head algorithms, and heuristics. A lookahead algorithm, or constraint propagator, is a 
function that takes a state vector S and returns a state vector S such that the function 
runs in low-order polynomial time, S’ is satisfiable iff S is satisfiable, and S’ is in some 
sense easier to satisfy than S. For example, S’ may have more valued propositions than 
S, or S’ may have fewer open propositions or clauses than S, or S’ may stipulate some 
relationship between the truth values of two or more open propositions in S. SAT search 
algorithms typically run at least one lookahead algorithm at every node of the search 
tree to simplify the remaining problem as much as possible without making any explicit 
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guesses. The most popular, and probably the most effective, SAT lookahead technique 
is unit resolution, which involves repeatedly searching through the formula for open 
unit clauses, which contain exactly one open literal, and satisfying those literals if any 
such clauses exist. We will formalize unit resolution as a function BCP( S), where BCP 
stands for Boolean Constraint Propagation. 
A heuristic for SAT consists of three components: a branching strategy for selecting 
the next premise; a priority function that takes an open state vector S and an open 
variable p in S and computes a numerical priority for p in accordance with this strategy; 
and a branching order for determining whether the next branching variable should be 
satisfied first or falsified first. The most popular, and probably the most effective, SAT 
heuristic is Mom’s heuristic, which involves branching next on the open variable having 
Maximum Occurrences in clauses of Minimum Size [ 11,191. Intuitively, these are the 
most constrained variables in the formula, so branching on them will maximize the 
effectiveness of unit resolution, and minimize the length of the current path in the 
search tree. 
A third technique that has also proven useful for many classes of problems is the 
technique of failed literal detection, also known as pruning [9,19]. A failed literal 
in an open state vector S is an open literal 1 such that satisfying I and running a 
lookahead algorithm (like unit resolution) falsifies S. If we detect such a literal, we 
can immediately falsify it and run a lookahead algorithm, which tends to simplify the 
current problem considerably and makes it possible to detect even more failed literals. 
In practice, it usually only helps to examine a constant number of literals at each node 
of the search tree when attempting to detect failed literals [ 111, 
3. About POSIT 
This section describes POSIT, for Propositional SatIsfiability Testbed, our highly 
optimized version of DPL. POSIT is written in ANSI C, and has been tested on Sun 
SparcStations, IBM R%OOO’s, and Apple Macintoshes. POSIT is capable of internally 
generating (multiple) instances of several classes of problems, including random K- 
SAT problems, random graph-coloring problems, pigeonhole problems, and n-queens 
problems. POSIT can read in external problems in either of two formats recommended 
by the organizers of the Second DIMACS Implementation Challenge [5]. POSIT is 
normally deterministic, but its behavior can be randomized somewhat in order to run 
multiple copies of it on the same problem. The source code for POSIT is available from 
the author. 
Next, we describe POSIT’s behavior. Before it initiates the backtracking search, POSIT 
preprocesses all external problems (and some internal problems) by performing the 
following five steps in order: 
( 1) unit resolution; 
(2) deleting all clauses containing pure liter&, whose complements do not occur in 
the formula; 
(3) deleting all variables p such that either p or j? is a singleton, i.e., a literal that 
only occurs once in the formula; 
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(4) deleting all variables p such that either p or p is a doubleton, i.e., a literal 
that only occurs twice in the formula (this step can occasionally create more 
singletons, but not often enough to make a difference in practice); 
(5) if either step (3) or step (4) creates a unit clause or a pure literal, then steps 
( l)-(4) are repeated. 
Consequently, POSIT’s backtracking algorithm operates on problems in which every 
clause has at least two literals, no literal is pure, and (almost) every proposition occurs 
at least six times, three times as a positive literal and three times as a negative literal. 
POSIT’s algorithm for selecting the next premise at every node of the search tree is 
problem-independent, somewhat complicated, and highly optimized. Here is a high-level 
description of this algorithm: 
( I ) Assume that S is open and contains at least one open binary clause. Run Mom’s 
heuristic on all of the open variables in S, and store in an array called Candidates 
the literals whose associated variables have highest priority with respect o it. 
At the same time, also check a small number of the literals whose complements 
occur in the greatest number of open binary clauses; in any of these literals are 
in fact failed literals, then simplify S in the appropriate way and continue. 
(2) If Candidates is empty, then either S is true or S does not contain any open binary 
clauses. Loop through the clauses in 5’ to determine whether S is true. If it is, 
halt and return the current ruth assignment. Otherwise, S does not contain any 
open binary clauses; use a modified version of Jeroslow and Wang’s weighted 
occurrences heuristic [ 131 to compute the initial priorities for the open variables 
in S. (Jeroslow and Wang’s original heuristic is to prefer the open literal 1 that 
maximizes &V(Z) = CIEc 2-1’1 for all open clauses C in S; our version prefers 
the open literal 1 that maximizes an appropriate combination of JW( 1) and JW( 7) 
[ 121.) Store the variables with highest priority in Candidates, and go to step 
(5). 
(3) Run the BCP-based heuristic on all the variables whose associated literal is in 
Candidates: for each such literal I, compute 
Sl =BCP(S[Z + T]), Si = BCP(S[1 c F]), 
and use ( SI 1 and ]ST] to compute a second, more accurate priority for l’s associated 
variable. If any failed literals are detected while doing so, simplify S in the 
appropriate way and continue. Retain the literals whose associated variables 
have highest priority with respect o this heuristic. 
(4) Break ties by retaining the literals whose associated variables have highest pri- 
ority with respect o our modified version of Jeroslow and Wang’s heuristic. 
(5) Let the next premise be the first open literal in Candidates. If there is no such 
literal (which can occasionally happen due to lots of failed literal detection), go 
back to step ( 1) . 
Compared to other complete SAT testers, POSIT’s performance is among the best in 
the literature on equivalent problems and platforms, particularly on hard random K-SAT 
problems [ 111. POSIT’s relatively good performance made it possible to obtain the data 
in the following section in a matter of days. 
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4. Experimental results 
Our main objective in this paper is to determine how the complexity of a random 
3-SAT problem decreases as DPL moves down its associated search tree. The next three 
subsections illustrate this decrease in complexity experimentally for problems that are 
at, below, and above the crossover point, respectively. 
4. I. At the crossover point 
We have chosen the number of remaining open variables as the relevant complex- 
ity measure, although other measures are certainly possible. We fixed the number of 
variables at 9 values ranging from 150 to 350 in increments of 25, and fixed the 
number of clauses using Crawford and Auton’s best estimate of the crossover point, 
N = 4.24P + 6.21 [4]. For each of these pairs of values, we used POSIT to generate 
and solve up to 1000 problems, and to compute the average number of remaining open 
variables at each depth of the search tree for all such problems. (The exact number of 
problems we solved in each case is listed in Table 1 below.) Then we plotted each of 
these sets of data. Due to space limitations, only four of these plots are shown in this 
paper, namely the ones for 200,250, 300, and 350 variables. They appear as Figs. 1, 2, 
3, and 4, respectively. 
Note that in these plots, the leftmost portion starts out below the stated number 
of initial variables. This is because POSIT applies the techniques of deleting initial 
singletons and doubletons, as discussed above. 
The most obvious characteristic of these plots is that they all consist of two roughly 
linear segments-an initial, shallower segment followed by a second, much steeper 
segment. (There is also a third, shallow segment following the second one, but the 
number of subproblems in this segment is insignificant, as the data in Tables 2-4 
0’ 
0 2 4 6 &!rch& ddtfl 14 16 16 20 
Fig. I. Average problem size verses search tree depth: critically constrained problems, 200 variables. 
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Fig. 3. Average problem size versus search tree depth: critically constrained problems, 300 variables. 
indicates.) As the number of variables increases, the length of the first segment increases; 
furthermore, the slope of the first segment remains about the same, while the second 
segment becomes even steeper. 
These plots indicate that as DPL moves down the search tree, unit resolution and 
other speedup techniques are initially very ineffective, but once the search tree reaches a 
certain depth they suddenly become highly effective, and the formula collapses quickly. 
The main source of difficulty is that the first segment gets longer as the number of 
variables increases, and the number of subformulas increases exponentially with the 
length of the first segment, which more than counteracts the increase in the magnitude 
of the second slope. 
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Fig. 4. Average problem size versus search tree depth: critically constrained problems, 350 variables. 
Table I 
The values of the first and second fitted slopes, and the range of tree depths in which the number of variables 
decreased the most quickly 
Variables Clauses Trials 1st slope 2nd slope Greatest decrease 
150 642 1000 -3.25 -22.0 8-l I 
175 748 1000 -3.20 -31.0 10-12 
200 854 1000 -3.20 -41.0 11-13 
225 960 1000 -3.10 -38.0 13-15 
250 1066 500 -3.10 -46.0 15-17 
275 1172 650 -3.0 -50.0 17-19 
300 1278 150 -3.0 -100.0 19-20 
325 1384 100 -3.0 -125.0 20-21 
350 1490 25 -3.0 -125.0 21-22 
We measured the slopes of the first and second linear segments for the 9 plots we 
generated, and also estimated the range of tree depths in which the greatest decrease in 
problem size occurred. These quantities are listed in Table 1. 
The data in this table indicate that the slope of the first segment is almost constant 
as the number of variables increases, and approaches a limit of about -3. The slope of 
the second segment is more difficult to determine, because fewer data points lie along 
it. But it clearly decreases as the number of variables increases. 
4.2. Below the crossover point 
We ran four additional experiments on underconstrained 3-SAT problems for 200,250, 
300, and 350 variables, where the ratio of clauses to variables is 3.75. Each experiment 
consisted of 1000 trials. The results of these experiments are summarized in Fig. 5. 
The overall shape of these graphs is very similar to the shape of the graphs for the 
critically constrained problems. In fact, both the slope of the initial segment and the 
Table 2 
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The total number of visits to search tree nodes of a given depth for critically constrained problems 
Depth 
0 
I 
2 
3 
4 
s 
6 
7 
a 
9 
10 
11 
12 
13 
14 
IS 
16 
17 
18 
19 
20 
21 
22 
23 
200 var.% 
( 1OOO trials) 
7248 
39415 
128639 
272917 
39240 1 
398222 
292765 
159458 
66119 
21241 
5433 
1297 
275 
86 
46 
23 
11 
4 
1 
1 
250 vars. 
(500 trials) 
4083 
28357 
121491 
349667 
709530 
1056198 
I i a3952 
1023628 
690582 
370348 
159113 
55632 
16351 
4092 
943 
241 
62 
25 
a 
5 
2 
300 Mrs. 
( 150 trials) 
1407 
12082 
64584 
235454 
616192 
1212063 
la31559 
2173586 
2061740 
1590611 
1008290 
531024 
237089 
90588 
30257 
8808 
2309 
525 
103 
26 
a 
2 
1 
350 vars. 
(25 trials) 
234 
2200 
14046 
63103 
209412 
525312 
1018627 
1554443 
1910665 
1922894 
1608409 
1136267 
679150 
346434 
151437 
57580 
19093 
5632 
1420 
273 
50 
7 
2 
1 
depth at which rapid constraint propagation occurs are roughly the same for both sets 
of problems. Therefore the size of the remaining subproblems does not have a direct 
bearing on the fact that DPL can solve them so easily. Instead, their relative easiness is 
strictly a consequence of the fact that DPL does not have to do a lot of backtracking in 
order to solve them, as the data at the top of Table 3 indicates. 
4.3. Above the crossover point 
Finally, we ran four more experiments on overconstrained 3-SAT problems for 200, 
250, 300, and 350 variables, where the ratio of clauses to variables is 4.75. The first 
three experiments consisted of 1000 trials, and the last one consisted of 300 trials. Fig. 
6 summarizes the results of these experiments. 
These graphs also seem to have the same overall shape as the critically constrained 
problems do, although the last three graphs end before they would enter the region 
of rapid constraint propagation. We can certainly conclude that the slope of the initial 
segment is about the same. So again, the relative easiness of these problems is not a 
consequence of the size of the remaining subproblems in the search tree. Instead, it 
follows from the fact that the average depth of these trees is much smaller than it is for 
the critically constrained problems, as the data in Table 4 confirms. 
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Fig, 5. Average problem size versus search tree depth: underconstrained problems, 200-350 variables in 
increments of 50. 
5. Related work 
Much of the research on random K-SAT problems was driven by experimental re- 
sults. Mitchell et al. first noted the existence of the crossover point for random K-SAT 
problems, as mentioned above [ 181. Crawford and Auton studied the 50%-satisfiable 
crossover point for random 3-SAT problems in detail. They showed that this crossover 
point is a linear function of the number of variables; specifically, their best estimate 
of the number of clauses at this point is 4.24P + 6.21 [4]. However, Kirkpatrick and 
Selman used an analogy from statistical physics to argue that the number of clauses at 
the crossover point is actually 4.17P + 3.1 P’i3 [ 151. Dubois et al. studied the crossover 
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Fig. 5 -continued. 
points for larger values of K. They found that as K increases, the crossover point in- 
creases, and furthermore the satisfiability threshold becomes harper, so the crossover 
points become easier and easier to determine [ 93. Larrabee and Tsuji studied a different 
kind of crossover point, namely the value of N/P such that the same percentage of 
problems is satisfiable for all values of P. In the case where K = 3, this point occurs 
when N/P x 4.2, and the probability of satisfiability is about 66% [ 171. 
Next, we mention some analytical results involving these problems. Koutsoupias and 
Papadimitriou proved that the vast majority of random 3-SAT problems are very easy to 
satisfy, in the sense that a greedy local search algorithm will almost always succeed in 
finding a satisfying truth assignment when one exists [ 161. Chvdtal and Szemertii gave 
a much more discouraging result for the unsatisfiable case: they proved that the size 
of the resolution proofs of almost all unsatisfiable random K-SAT problems increases 
194 .I. W Freeman/Artificial Intelligence 81 (1996) 183-l 98 
Table 3 
The total number of visits to search tree nodes of a given depth for underconstrained problems 
Depth 200 vars. 250 vats. 300 vars. 350 vars. 
(1000 trials) (1000 trials) (1000 trials) (1000 trials) 
0 
2 
4 
5 
6 
8 
IO 
II 
12 
13 
14 
IS 
16 
17 
18 
19 
20 
21 
22 
23 
24 
2.5 
26 
21 
28 
29 
30 
31 
32 
33 
34 
35 
1000 
1005 
1089 
1542 
3121 
6332 
10621 
13344 
12692 
939 1 
5136 
2952 
I507 
868 
551 
388 
264 
181 
104 
61 
43 
24 
8 
3 
1000 
1002 
1029 
1205 
2041 
4479 
9493 
17151 
24205 
28264 
26946 
21069 
13928 
8117 
4266 
2048 
1059 
645 
458 
313 
218 
149 
91 
60 
34 
I7 
8 
2 
1 
1000 
1000 
1000 
1006 
1100 
1747 
4413 
I1706 
25183 
45285 
65504 
78225 
76958 
61100 
39837 
22848 
12284 
5992 
2855 
1398 
132 
471 
331 
238 
170 
116 
13 
44 
25 
19 
12 
6 
2 
1000 
1000 
1000 
1000 
1000 
1017 
1264 
2891 
9705 
27588 
60541 
104416 
144426 
166359 
161475 
133972 
96054 
60740 
34643 
17535 
8335 
3919 
1922 
1015 
621 
404 
289 
208 
141 
85 
55 
38 
28 
17 
8 
4 
exponentially with P. In the case where K = 3, for example, their result holds for all 
problems such that N/P > 5.6 [ 31. 
Finally, we mention some analytical results involving the crossover point itself. In 
the case where K = 2, Chvlital and Reed proved that the crossover point occurs when 
N/P = 1. In the case where K = 3, results have been much harder to obtain, but a great 
deal of progress has already been made. Broder et al. proved that these problems are 
almost certainly satisfiable when N/P < 3.003 [2], and Kamath et al. proved that they 
are almost certainly unsatisfiable when N/P > 4.8 [ 143. Nevertheless, no one has yet 
been able to prove that a crossover point even exists [ 21. 
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Fig. 6. Average problem size versus search tree depth: overconstrained problems, 200-350 variables in incre- 
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6. Conclusion 
In this paper, we have presented several graphs that give some insight into why 
DPL performs poorly on hard random 3-SAT problems. These graphs indicate that the 
chief source of the difficulty is DPL’s failure to significantly reduce the problem size 
in the uppermost portion of the search tree. Furthermore, the rate at which this initial 
reduction occurs is almost independent of the number of variables in the problem. For 
both underconstrained and overconstrained problems, the overall shape of the graphs is 
roughly the same; in particular, the slope of the initial segment is still small, and the depth 
at which rapid constraint propagation occurs does not seem to change. Nevertheless, 
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the underconstrained problems are relatively easier to solve because there is so little 
backtracking, and the overconstrained problems are relatively easier to solve because 
their search trees are so shallow. 
One possible extension of this research would be to rerun these experiments with 
simpler variants of POSIT [ 111, or with completely different implementations of DPL, 
and see how the shape of the graphs changes. Two other important extensions would be 
to determine why the slope of these graphs changes o much, and why it changes o 
abruptly. Finally, it would be interesting to study the characteristics of the outlying sub- 
problems in the third, shallow segment, since doing so might lead us to new techniques 
for decreasing the average depth of the search trees and thereby speeding up DPL. 
The results in this paper are clearly algorithm-dependent, but they are significant 
because DPL is the most widely used complete algorithm for SAT [ 11. They are also 
Table 4 
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The total number of visits to search tree nodes of a given depth for overconstrained problems 
Depth 200 vars. 250 vars. 300 vars. 350 vars. 
( 1000 trials) ( 1000 trials) ( 1000 tfiak) (300 trials) 
0 10749 13237 15764 5515 
I 48415 76342 110949 45173 
2 121005 252920 460089 225740 
3 186967 540154 1261065 758348 
4 188590 784619 2430064 1830337 
5 127406 807057 3413480 32902 14 
6 59371 603002 3588372 4518435 
7 19313 331491 2874599 4823916 
8 4362 137316 1780214 4063808 
9 698 43172 861235 2727840 
10 99 10590 328611 1469068 
II 9 2120 100283 640462 
12 1 344 24523 226132 
13 1 48 4769 64938 
14 1 6 733 15608 
IS 110 3129 
16 10 485 
17 53 
I8 6 
significant because they provide new bases of comparison for implementations of DPL. 
For example, a new basis of comparison could be the slope of the first linear segment, he 
slopes of both linear segments (if other implementations do in fact give rise to a second 
segment), or the tree depth at which these two segments meet. Finally, their greatest 
significance lies in the fact that they help explain exactly why DPL performs poorly 
on critically constrained problems and not as poorly on under- and overconstrained 
problems. 
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