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Continuous Activity Maximization in Online Social
Networks
Jianxiong Guo, Tiantian Chen, Weili Wu, Member, IEEE
Abstract—Activity maximization is a task of seeking a small
subset of users in a given social network that makes the expected
total activity benefit maximized. This is a generalization of many
real applications. In this paper, we extend activity maximization
problem to that under the general marketing strategy x, which
is a d-dimensional vector from a lattice space and has probability
hu(x) to activate a node u as a seed. Based on that, we propose
the continuous activity maximization (CAM) problem, where the
domain is continuous and the seed set we select conforms to
a certain probability distribution. It is a new topic to study the
problem about information diffusion under the lattice constraint,
thus, we address the problem systematically here. First, we
analyze the hardness of CAM and how to compute the objective
function of CAM accurately and effectively. We prove this objec-
tive function is monotone, but not DR-submodular and not DR-
supermodular. Then, we develop a monotone and DR-submodular
lower bound and upper bound of CAM, and apply sampling
techniques to design three unbiased estimators for CAM, its lower
bound and upper bound. Next, adapted from IMM algorithm and
sandwich approximation framework, we obtain a data-dependent
approximation ratio. This process can be considered as a general
method to solve those maximization problem on lattice but not
DR-submodular. Last, we conduct experiments on three real-
world datasets to evaluate the correctness and effectiveness of
our proposed algorithms.
Index Terms—Activity Maximization, Lattice, DR-submodular,
Social Networks, Sampling Techniques, Sandwich Approximation
Framework, Approximation Algorithm
I. INTRODUCTION
THE online social platforms, such as Twitter, WeChat,Facebook and LinkedIn, were developing quickly in
recent years, and gradually become a mainstream way to
communicate and make friends. More and more people share
their what they see and discuss some hot issues at the moment
in these platforms. The relationships among the users in
these social platforms can be represented by social networks,
and information can be spread rapidly through the edges
in social networks. Based on that, Influence Maximization
(IM) considers the problem: selects a subset of users for
an information cascade to maximize the expected follow-up
adoptions (influence spread). It is a mathematical general-
ization of plenty of real scenarios, such as viral marketing,
rumor blocking and profit maximization. In the kempe et al.’s
seminal work [1], two widely accepted diffusion models were
proposed, IC-model (Independent Cascade model) and (LT-
model) Linear Threshold model, where IC-model is relied on
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peer-to-peer communication but LT-model considers the total
influence from user’s neighbors. Then, they showed the IM
problem is NP-hard, and its objective function is monotone
and submodular under the IC/LT-model, and simple greedy
algorithm can achieve (1 − 1/e)-approximation [2]. In order
to solve its efficiency problem, there were lots of scalable
IM algorithms proposed, heuristic algorithms [3] [4] [5] [6]
and approximate algorithms that improve the Monte Carlo
simulations [7] [8] [9] [10] [11] [12] [13].
Motivated by IM, more interested and real problems
emerged and were studied. Wang et al. [14] considered to max-
imize the expected total activity strength about the target issue
in online social networks and proposed activity maximization
problem. The activity maximization aims to maximize the total
activity strength (activity benefit) associated with those edges
between influenced users given a seed set. Different from
IM, maximized expected influenced users do not mean that
total activity strength is maximized because different edges
are associated with different activity strength. In addition, they
have proved the objective function of activity maximization is
NP-hard, monotone, but not submodular and not supermodular
[14], and gave us a sandwich approximation framework to get
an approximate solution by approximating its upper bound and
lower bound.
Later, Kempe et al. [15] considered a more general case
that using a marketing strategy instead of the seed set. This
marketing strategy is denoted by x = (x1, x2, · · · , xd) where
each strategy j takes value xj , and for each node u, it will be
activated as a seed with probability hu(x). Thus, the seed set
is not deterministic, but activated probabilistically according
to a marketing strategy. In this paper, we consider the activity
maximization problem under such general marketing strategy.
We propose the continuous activity maximization (CAM),
which is to find the optimal marketing strategy x∗ such that
the expected activity benefit can be maximized subject to the
budget constraint |x| ≤ k. In the real world, the companies
often adopt some non-deterministic marketing strategies, such
as discounts, coupons, rewards and propagandas, and the
promotion results on different individuals are random and
distinct. Therefore, CAM is more realistic and generalized than
traditional activity maximization problem.
In this paper, we consider the marketing strategy x taken
from discretized lattice X with granularity t, and the hardness
of CAM is discussed. We show that CAM is NP-hard under
the IC/LT-model. Given a marketing strategy x, computing
the expected activity benefit is #P-hard. Since it is not easy
to compute the expected activity benefit with respect to a
given marketing strategy x, we provide an equivalent method
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to compute it by creating a constructed graph, and running
Monte Carlo simulations on this constructed graph. Then,
we show that the objective function of CAM problem is
monotone, but not DR-submodular and not DR-supermodular.
DR-submodularity [16] is the diminishing return property
extended from set to lattice. If a function defined on lattice is
DR-submodular, a (1 − 1/e)-approximation can be obtained
by the simple greedy algorithm. In order to find a valid
approximate solution, we construct a lower bound and upper
bound that are monotone and DR-submodular. Similarly, we
show that maximizing this lower bound and upper bound is
NP-hard as well and computing their exact value is #P-hard
under the IC/LT-model. For IM problem, the computational
cost of greedy algorithm with Monte Carlo simulations is
not acceptable, to our CAM problem, the scalability could
be worse than IM because the strategy space is larger and
the greedy iterative times should be k/t given a budget k
and granularity t. Thus, based on reverse influence sampling
(RIS) [8] [9] [10], we obtain unbiased estimators for the
CAM problem and its lower bound based on RE-sampling,
for its upper bound based on RN-sampling. The adaption of
RIS to CAM is determined by the partial coverage of the
collection of RE-sampling. From this, we design a general
scalable algorithm to solve CAM problem, its upper bound
and lower bound adapted from IMM algorithm [10] for IM
problem. We obtain a data-dependent approximation ratio by
combining them with the sandwich approximation framework
finally. Summarizing our contributions as follows:
1) This is the first to study activity maximization problem
under the general marketing strategy (lattice constraint).
In this paper, a new problem, named CAM, is proposed
and its objective function is proved to be monotone, but
not DR-submodular and DR-supermodular.
2) To estimate the expected activity benefit with respect to
marketing strategy x, it could be done on a constructed
graph by Monte Carlo simulations.
3) We obtain a lower bound and upper bound of CAM,
which are monotone and DR-submodular.
4) We design unbiased estimators for CAM and its
lower/upper bound based on RE/RN-sampling. Adapted
from IMM algorithm and sandwich approximation
framework, a data-dependent approximation ratio can be
obtained. It is the first time to consider such problems
on lattice constraint.
5) The effectiveness and correctness of our proposed al-
gorithms are tested and verified by several datasets of
real-word social networks.
Organization: Sec. II introduces the related work. Sec. III
is dedicated to formulate the problem.. The properties of CAM
problem and upper/lower bound are presented in Sec. IV and
Sec. V. Sec. VI is the sampling techniques and algorithm
design for CAM. Experiments are presented in Sec. VII and
VIII is the conclusion.
II. RELATED WORK
Viral marketing was first studied systematically by Domin-
gos Richardson [17] [18], and they proposed the concept of
customers’ the value and used markov random fields to model
the process of viral marketing. Kempe et al. [1] formulated
IM to a combinatorial optimization problem, proposed two
discrete diffusion model, generalized them to triggering model,
and gave us a greedy algorithm with the constant approxima-
tion ratio. Chen et al. followed kempe’s work, and proved it
is #P-hard to compute the exact influence spread for a given
seed set under the IC-model [4] and the LT-model [19]. To
tackle this problem, Monte Carlo simulations were adopted
as a general method, but the running time was too slow
to apply to larger real networks. Subsequently, to attempt
to improve the low efficiency of Monte Carlo simulations,
plenty of researchers made effort, for instance, Leskovec et al.
proposed a CELF algorithm [7] implemented by a lazy forward
evaluation, avoiding redundant computation by exploiting its
submodularity. Adapted from CELF, CELF++ reduced its time
complexity further. Until the emergence of RIS, it opened a
new door for us. Brogs et al. [8] proposed the concept of
reverse influence sampling (RIS) firstly, which is scalable in
practice and guaranteed theoretically at the same time. Then,
a series of efficient randomized algorithms were arisen, such
as TIM/TIM+ [9], IMM [10]. They were scalable algorithms
to solve the IM problem with (1−1/e−ε)-approximation and
can be adapted to other relative problems.
DR-submodular maximization problem on lattice attracted
more and more researchers’ attention recently. Soma et al.
[16] generalized the diminishing return property on the integer
lattice firstly and solved submodular cover problem with a
bicriteria approximation algorithm. Relied on gradient meth-
ods, Hassani et al. [20] addressed monotone continuous DR-
submodular maximization effectively, but assumed that the
function is continuous and differentiable. On integer lattice,
Soma et al. [21] studied the problem of maximizing monotone
DR-submodular exhaustively, where they designed algorithms
with (1− 1/e− ε)-approximation under the cardinality, poly-
matroid and knapsack constraint. Simultaneously, they [22]
considered non-monotone DR-submodular maximization over
the integer lattice, and presented a 1/(2 + ε)-approximate
algorithm within polynomial time. Optimal budget allocation
was a typical application of the DR-submodular maximization,
and was studied systematically [23] [24] [25] [26]. To social
networks, Chen et al. [27] investigated IM problem over
the lattice, whose objective function is monotone and DR-
submodular. Following that, we study the activity maximiza-
tion over lattice, different from IM, our objective function
is monotone but not DR-submodular, which is the main
contributions of this paper.
III. PROBLEM FORMULATION
In this section, we describe the influence model, some
preliminary knowledges, and then formulate the continuous
activity maximization problem.
A. Influence Model and Realization
A social network is represented by a directed graph G =
(V,E) where V , |V | = n, denotes the set of (nodes) users, and
E, |E| = m, denotes the set of directed edges which describe
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the relationship between users. For each edge (u, v) ∈ E, we
say u (resp. v) is an incoming neighbor (resp. an outgoing
neighbor) of v (resp. u). For each node v ∈ V , N−(v) (resp.
N+(v)) denotes the set of incoming neighbors (resp. outgoing
neighbors) of node v, and N(v) = N−(v) ∪ N+(v). We
adopt the IC-model and LT-model [1], to model the influence
diffusion. Given a seed set S, the nodes in S are activated and
the other nodes are inactive, then the diffusion process repeats,
and terminates until these is no new node is activated.
Definition 1 (IC-model). A diffusion probabiltiy puv ∈ (0, 1]
associated with each edge (u, v) ∈ E. For each node u
activated first at time step t−1, it activates each of its inctive
outgoing neighbor v with probability puv at time step t.
Definition 2 (LT-model). Each edge (u, v) ∈ E has a weight
buv , and each node v ∈ V has a threshold θv sampled
uniformly in [0, 1] and
∑
u∈N−(v)) buv ≤ 1. For each inactive
node v at time step t − 1, it can be activated at time step t
if satisfying
∑
u∈At−1∪N−(v) buv ≤ θv , where At−1 is the set
of active nodes at time step t− 1.
A realization g = (V,E(g)) is a subgraph of G with E(g) ⊆
E. Each edge in E(g) is live edge, or else it is blocked edge.
Under the IC-model, we can decide whether edge (u, v) is live
or blocked with probability puv . Let Pr[g] be the probability
of g sampled from G based on IC-model, that is
Pr[g] =
∏
e∈E(g)
pe
∏
e∈E\E(g)
(1− pe) (1)
Under the LT-model, node v chooses at most one of incoming
neighbors u from N−(v) such that edge (u, v) appears in
E(g). Thus, for each node u ∈ N−(v), (u, v) appears in E(g)
with probability buv exclusively, and there is no incoming edge
of v in E(g) with probability 1 −∑u∈N−(v) buv . We define
V ′(g) = {v : @(u, v) ∈ E(g)} as the node set which has no
incoming edge in realization g. Let Pr[g] be the probability
of g sampled from G based on LT-model, that is
Pr[g] =
∏
e∈E(g)
buv
∏
v∈V ′
(
1−
∑
u∈N−(v)
buv
)
(2)
The stochasic diffusion process on G can be considered as
deterministic diffusion process on g sampled from G.
B. Problem Definition
In the activity maximization problem, there are an activity
strength Auv ∈ R+ associated with each edge (u, v) ∈ E. Auv
means that the benefit or profit between user u and user v if
they are both active [14]. Given a social graph G = (V,E), an
influnece model, and seed set S, we define I(S) as the set of
activated nodes after the diffusion terminates and G[I(S)] =
(I(S), E[I(S)]) as the induced subgraph by activated node set
I(S), where we have E[I(S)] = {(u, v) ∈ E : u ∈ I(S) ∧
v ∈ I(S)}. Given the seed set S, the activity function of the
activity maximization problem [14] is
fd(S) = E
 ∑
(u,v)∈E[I(S)]
Auv
 (3)
where fd(S) is the expected activity benefit of final active
nodes for the diffusion starting from S. The task of ac-
tivity maximization is to select at most k seed nodes to
maximize the expected activity benefit, i.e., to find S∗ =
argmaxS⊆V,|S|≤k fd(S).
In this paper, we extend the activity maximization problem
with general marketing strategy [15], which is a d-dimensional
vector x = (x1, x2, ..., xd) ∈ Rd+. Each component xi, i ∈
[d] = {1, 2, ..., d}, corresponds to the investment to marketing
action Mi. Given a marketing strategy x, the probability that
node u ∈ V is selected as a seed is denoted by strategy
function hu(x), where hu(x) ∈ [0, 1]. Thus, different from
previous definition, the seed set under the general marketing
strategy is stochastic, not deterministic. Given a marketing
strategy x, the probability we select S ⊆ V according to x as
the seed set is
Pr[S|x] =
∏
u∈S
hu(x) ·
∏
v∈V \S
(1− hv(x)) (4)
where Pr[S|x] is the probability that exactly nodes in S are
selected as seeds but not in S are not selected as seeds under
the marketing strategy x, which is because each node is select
as a seed indetpendently. Then, the activity function now is
fc(x) =
∑
S⊆V
Pr[S|x] · fd(S) (5)
=
∑
S⊆V
fd(S) ·
∏
u∈S
hu(x) ·
∏
v∈V \S
(1− hv(x)) (6)
Remark 1. We can address marketing strategy x in a dis-
cretized manner with granularity parameter t, where each
component xi takes discretized value {0, t, 2t, · · · }. These set
of vectors is called as lattice X , where X = {0, t, 2t, · · · }d.
Now, we define the continuous activity maximization
(CAM) problem as follows:
Problem 1 (Continuous Activity Maximization). Given a
social network G = (V,E) with a influence model, a budget
k, a marketing strategy functions hu(·) for each user u, CAM
aims to find an optimal marketing strategy x such that the
expected activity benefit can be maximized, that is
x∗ = arg max
x∈X ,|x|≤k
fc(x) (7)
where consider the marketing strategy x under the budget
constraint: |x| = ∑i∈[d] xi ≤ k. Here, each configuration
satisfying x ∈ X and |x| ≤ k is called as a feasible solution.
To make the context clear, we refer to the problem that
finding S∗ = argmaxS⊆V,|S|≤k fd(S) as discrete activity
maximization (DAM).
IV. PROPERTIES OF CAM
In this section, we discuss the hardness, submodularity and
approximability of our CAM problem.
A. Hardness
In order to show the hardness, we can start from a classical
NP-hard problem, Set Cover problem, and reduce MC to our
CAM problem in polynomial time.
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Theorem 1. The CAM problem is NP-hard under the IC-
model and the LT-model.
Proof. We assume that X = {0, 1}n and hv(x) = xv , that is,
v is selected as a seed if and only if xv = 1. Now, marketing
strategy x is the characteristic vector of the seed set, and
CAM problem can be reduced to DAM problem trivally. It
has been proved in [14] that DAM is NP-hard under the IC-
model and LT-model by reducing from the set cover problem.
Thus, CAM is more general, and it is NP-hard by inheriting
the NP-hardness of DAM.
It is known that under the IC-model and LT-model, com-
puting influence spread is #P-hard [4] [19]. Given a marketing
strategy x, the hardness of computing fc(x), that is
Lemma 1. Given a marketing strategy x, computing fc(x)
by Equation (5) is #P-hard.
Proof. Similar to the proof of Theorem 1, CAM can be
reduced to DAM problem by setting X = {0, 1}n and
hv(x) = xv . Based on Equation (3), computing fd(S) is
equivalent to compute E[I(S)], thus, computing fd(S) is #P-
hard. Except for this special case, the computation of fc(S) is
harder than fd(S), we hare computing fc(S) is #P-hard.
Monte Carlo simulation can be used to estimate fc(x)
because it is the expectation of fd(x) over the random variable
S. We need to sample S according to distribution x.
Lemma 2. Provided that we have value oracle that returns
the activity benefit fd(S) given a seed set S, we can obtain
a (γ, δ)-Estimation of fc(x) by sampling S according to x
at least α
2 ln(2/δ)
2γ2β2 times, where α =
∑
(u,v)∈E [Auv] and β =∑
e∈E [hu(x)hv(x) ·Auv].
Proof. According to Equation (5), we can estimate fc(x) with
the help of Monte Carlo simultions, denoted by f˙c(x) and
based on Hoeffding’s inequality, we have
Pr
[∣∣∣f˙c(x)− fc(x)∣∣∣ ≥ γfc(x)] ≤ 2e− 2rγ2(fc(x))2α2
where r is the number of Monte Carlo simultions and fd(S) ∈
[0, α]. Then, we consider the lower bound of fc(x). For each
edge (u, v) ∈ E, the probability of both u and v are active is at
least hu(x)hv(x), thus, we have fc(x) ≥
∑
e∈E [hu(x)hv(x)·
Auv]. Therefore, we can set r ≥ α
2 ln(2/δ)
2γ2β2 that establishing
Pr[|f˙c(x)− fc(x)| ≥ γfc(x)] ≤ δ.
Unfortunately, it is not easy to compute the activity benefit
fd(S) given a seed set S. Thus, we need to address this
problem by other techniques. First, we establish an equivalent
relationship bewteen fd(·) and fc(·). Given a social graph
G = (V,E) and a marketing strategy x, we create a con-
structed graph G˜ = (V˜ , E˜) by adding a new node u˜ and a
new directed edge (u˜, u) for each node u in V to G, where
(u˜, u) is with activation probability pu˜u = hu(x) in IC-model
and weight bu˜u = hu(x) in LT-model. Then, we can observe
that
fc(x|G) = fd(V˜ − V |G˜)−
∑
u∈V
[hu(x) ·Au˜u] (8)
where fc(x|G) means computing fc(x) under the graph G.
We set the activity strength Au˜u = 0 for each node u in V ,
then we have fc(x|G) = fd(V˜ −V |G˜). Now, we can compute
fd(V˜ −V |G˜) instead of fc(x|G) when we are required to get
the value of fc(x|G).
Theorem 2. Given a social graph G = (V,E) and a market-
ing strategy x, the total running time to get a (γ, δ)-Estimation
of fc(x) is O
(
(m+n)α2 ln(2/δ)
2ε2β2
)
, where α =
∑
(u,v)∈E [Auv]
and β =
∑
e∈E [hu(x)hv(x) ·Auv].
Proof. From the Equation (8), we have fc(x|G) = fd(V˜ −
V |G˜). According to Equation (3), we can estimate fd(V˜ −
V |G˜) by Monte Carlo simulations. Denoted by S′ = V˜ − V ,
and based on Hoeffding’s inequality, we have
Pr
[∣∣∣f˙d(S′)− fd(S′)∣∣∣ ≥ γfd(S′)] ≤ 2e− 2rγ2(fd(S′))2α2
where r is the number of Monte Carlo simultions and∑
(u,v)∈E˜[I(S′)]Auv ∈ [0, α]. Then, we consider the lower
bound of fd(S′). Similar to Lemma 2, we have fd(S′) ≥∑
e∈E [hu(x)hv(x) · Auv] as well. To achieve a (γ, δ)-
Estimation of fd(S′), the number of Monte Carlo simultions
is at least α
2 ln(2/δ)
2γ2β2 . Each Monte Carlo simulation takes
O(m + n) running time in constructed graph G˜. Thus, we
have a (γ, δ)-Estimation of fc(x|G) in O
(
(m+n)α2 ln(2/δ)
2γ2β2
)
running time.
Remark 2. From the Lemma 2 and Theorem 2, we can know
that computing fc(x) on G is equivalent to compute fd(V˜ −V )
on constructed graoh G˜, which give us an efficient technique
to estimate the value fc(x) by use of Monte Carlo simulations.
B. Modularity of Objective Functions
In order to address CAM problem, a intuitive method is to
use the greedy algorithm that can obtain a constant approxima-
tion ratio depended on the diminishing return property. We say
that A set function f : 2V → R is monotone if f(S) ≤ f(T )
for all S ⊆ T ⊆ V , and submodular if f(S ∪ {u})− f(S) ≥
f(T ∪ {u}) − f(T ) for all S ⊆ T ⊆ V and u ∈ V \T .
Conversely, if f(S∪{u})−f(S) ≤ f(T ∪{u})−f(T ) for all
S ⊆ T ⊆ V and u ∈ V \T , we say f is supermodular. Soma
et al. [16] extended the submodularity and the diminishing
return property to functions defined on the lattice, that is
referred to as the DR-submodular property. To our CAM
problem, for two vectors x, y ∈ X , a function g : X → R is
monotone if g(x) ≤ g(y) for all x ≤ y, and DR-submodular
if g(x+ tei)− g(x) ≥ g(y + tei)− g(y) for all x ≤ y and
i ∈ [d]. Conversely, if g(x+ tei)− g(x) ≤ g(y+ tei)− g(y)
for all x ≤ y and i ∈ [d], we say g is DR-supermodular.
Unfortunately, the objective function of CAM problem is not
DR-submodular and DR-supermodular.
Remark 3. Here, we assume that the strategy functions hu(x)
for each u ∈ V are monotone and DR-submodular. It is
because the probability that a user agrees to be a seed
increases with more investment and this marginal gain is non-
increasing.
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Theorem 3. fc(·) is monotone but not DR-submodular under
the IC-model and the LT-model.
Proof. We prove by a counterexample, consider graph
G = (V,E), V = {v1, v2, v3, v4} and E =
{(v1, v2), (v2, v3), (v4, v3)}. By setting X = {0, 1}4 and
hv(x) = xv , we have hv(x) is monotone and DR-submodular.
The activation probabilities in IC-model and weights in LT-
model of {(v1, v2), (v4, v3)} are set to be 1, but {(v2, v3)} is
0. The activity strengths are all set to be 1. Let x = (0, 0, 0, 0)
and y = (0, 0, 0, 1), we have fc(x) = 0, fc(x + e1) = 1,
fc(y) = 1 and fc(y+ e1) = 3. That is fc(x+ e1)− fc(x) <
fc(y + e1) − fc(y) where x ≤ y. Therefore, fc(·) is not
DR-submodular.
In [14], they explained the reason why fd(·) is not submod-
ular as the ”combination effect” between the new activated
node with existing activated node. It can be extended to fc(·)
naturally.
Theorem 4. fc(·) is monotone but not DR-supermodular
under the IC-model and the LT-model.
Proof. We prove by a counterexample, consider graph
G = (V,E), V = {v1, v2, v3, v4} and E =
{(v2, v1), (v2, v3), (v3, v4)}. By setting X = {0, 1}4 and
hv(x) = xv , we have hv(x) is monotone and DR-submodular.
The activation probabilities in IC-model, weights in LT-model
and activity strengths are all set to be 1. Let x = (0, 0, 0, 0)
and y = (0, 0, 1, 0), we have fc(x) = 0, fc(x + e2) = 3,
fc(y) = 1 and fc(y+ e2) = 3. That is fc(x+ e2)− fc(x) >
fc(y + e2) − fc(y) where x ≤ y. Therefore, fc(·) is not
DR-supermodular.
V. UPPER AND LOWER BOUND
In this section, we design an upper bound and a lower bound
for our objective function fc(·), and discuss the properties of
them.
A. Bounds Definition
According to the activity function of CAM problem, Eqau-
tion (5), in order to get an upper bound and a lower bound
of fc(·), we firstly need to get both bounds of DAM problem
fd(·). Wang et al. [14] pointed out that the non-submodularity
of fd(·) is derived from the ”combination effect”. Thus, for
a lower bound, only those edges whose two endpoints are
influenced by the cascade from the same seed node. we denote
by fd the lower bound of fd, that is
fd(S) = E
 ∑
(u,v)∈⋃x∈S E[I(x)]
Auv
 (9)
where E[I(x)] is the edges of induced subgraph by activated
node set I(x). Given a seed set S, we have fd(S) ≤ fd(S)
because it neglects those edges whose endpoints can not be
activated by the different seed nodes. Then, we denote by fd
the upper bound of fd, that is
fd(S) = E
 ∑
u∈V [I(S)]
∑
v∈N(u)
Auv
2
 (10)
where V [I(S)] is the nodes of induced subgraph by activated
node set I(S). Given a seed set S, we have fd(S) ≥ fd(S)
because we considers each active node contributes to half of
activity strength associated to those edges connected to it.
Thus, for each edge, it is not mandatory to require both of
its endpoints are activated.
According to the above bounds of fd, we can obtain the
upper bound and lower bound of the activity function of CAM
problem by the same way. From Equation (6), we denote by
fc the lower bound of fc, that is
fc(x) =
∑
S⊆V
fd(S) ·
∏
u∈S
hu(x) ·
∏
v∈V \S
(1− hv(x)) (11)
denote by fc the upper bound of fc, that is
fc(x) =
∑
S⊆V
fd(S) ·
∏
u∈S
hu(x) ·
∏
v∈V \S
(1− hv(x)) (12)
Given a marketing strategy x, we have fc(x) ≤ fc(x) ≤
fc(x) because fc(x) (resp. fc(x)) is the linear combination
of fd(S) (resp. fd(S)). Thus, we can conclude that fd(S) ≤
fd(S) ≤ fd(S) means fc(S) ≤ fc(S) ≤ fc(S).
B. Properties of the Bounds
Lu et al. [28] provided us with a idea where we can obtain
an approximate solution of CAM problem by maximizing its
the upper bound and lower bound. As we know, by setting
X = {0, 1}n and hv(x) = xv , the CAM problem can be
reduced to DAM problem. Similarly, maximizing the fc(x)
(resp. fc(x)) can also be reduced maximixing the fd(S) (resp.
fd(S)) under this special case, which inherits its NP-hardness.
Because of maximizing the fd(·) and fd(·) is NP-hard [14],
it is natural to have
Theorem 5. Maximizing the lower bound fc(·) is NP-hard
under the IC-model and the LT-model.
Theorem 6. Maximizing the upper bound fc(·) is NP-hard
under the IC-model and the LT-model.
Even though that, the lower bound fd(·) and upper bound
fd(·) of DAM is submodular.
Lemma 3 ([14]). The lower bound fd(·) is monotone and
submodular, but computing it given a seed set S is #P-hard
under the IC-model and the LT-model.
Lemma 4 ([14]). The upper bound fd(·) is monotone and
submodular, but computing it given a seed set S is #P-hard
under the IC-model and the LT-model.
Then, the submodularity of fd(·) (resp, fd(·)) can be corre-
lated to the DR-submodularity of fc(·) (resp, fc(·)). Let us
look at the following Lemma:
Lemma 5. Given a set function f : 2V → R and a function
g : X → R, they satisfies that
g(x) =
∑
S⊆V
f(S) ·
∏
u∈S
hu(x) ·
∏
v∈V \S
(1− hv(x)) (13)
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When hu(x) for each u ∈ V are monotone and DR-
submodular, if f(·) is monotone and submodular, then g(·)
is monotone and DR-submodular.
Proof. This lemma is an indirect corollary from the sec-
tion 7 of [15], but there is a typo over there, and we
fix and rearrange here. We denote α(u) = hu(x +
tej) − hu(x) and β(u, S) =
∏
i<u,i∈S hi(x + tej) ·∏
i<u,i/∈S(1− hi(x+ tej)) ·
∏
i<u,i∈S hi(x) ·
∏
i<u,i/∈S(1−
hi(x)). Thus, we have g(x + tei) − g(x) =
∑
S⊆V f(S) ·
(
∏
u∈S hu(x+tej)·
∏
u∈V \S(1−hu(x+tej))−
∏
u∈S hu(x)·∏
u∈V \S(1−hu(x))) =
∑
S⊆V f(S)·(
∑
u∈S α(u)·β(u, S)−∑
u∈V \S α(u) · β(u, S)) =
∑
u∈V (α(u) ·
∑
S:u∈V \S(f(S ∪
{u}) − f(S)) · β(u, S)). Then, we study the difference
(g(x + tei) − g(x)) − (g(y + tei) − g(y)) for x ≤ y, and
show it is non-negative, whose techniques are similar to the
section 7 of [15].
Based on Lemma 3, Lemma 4 and Lemma 5, the following
theorems can be introduced directly, that is
Theorem 7. The lower bound fc(·) is monotone and DR-
submdoualr, but computing it given a marketing strategy x is
#P-hard under the IC-model and the LT-model.
Theorem 8. The upper bound fc(·) is monotone and DR-
submdoualr, but computing it given a marketing strategy x is
#P-hard under the IC-model and the LT-model.
Given a marketing strategy x, how can we compute the value
of fc(x) and fc(x) effectively. The same as before, Equation
(8), we create a constructed graph G˜ = (V˜ , E˜). According
to Remark 2, computing fc(x) (resp, fc(x)) is equivalent to
compute fd(V˜ −V |G˜) (resp, fd(V˜ −V |G˜)). They can be done
by user of Monte Carlo simulations.
VI. ALGORITHMS
Given a function g on lattice X = {0, t, 2t, · · · }d and a bud-
get k, the lattice-Greedy algorithm is shown in Algorithm 1. If
this function g is monotone and DR-submodular, Algorithm 1
returns a solution that achieves a (1−1/e)-approximation [2].
The idea of lattice-Greedy algorithm is to find the component
that has the largest marginal gain, and then allocate one unit
t (lattice granularity) to this coordinate until the budget is
exhausted. In our CAM problem, it is #P-hard to compute the
lower bound fc(x) and the upper bound fc(x) in IC-model
and LT-model. Thus, Algorithm 1 can give us a (1−1/e−ε)-
approximate solution by use of Morto Carlo simulations.
However, the efficiency of Monte Carlo simulations is very
low, so it is not scalable. In this section, we propose the
sampling technique for these objective functions such that
our CAM problem is scalable based on reverse influence
sampling (RIS) [8]. Then, we adapt Influence Maximization
with Martingale (IMM) [10] algorithm and combine it with
sandwich approximation framework to solve our lattice-based
problem.
A. Sampling techniques
Given a social network G = (V,E), an diffusion model
(IC/LT-model), and a seed set S, let g = (V,Eg) be a real-
Algorithm 1 lattice-Greedy (g,X , k)
1: Initialize: x = 0 and c = 0
2: while c < k do
3: i∗ ← argmaxi∈[d](g(x+ tei)− g(x))
4: x← x+ tei∗
5: c← c+ t
6: end while
7: return x
ization sampled from a distribution, Equation (1) or Equation
(2), denoted by g ∼ G. We denote by Rg(S) the set of nodes
that are reachable from at least one node in S through Eg
and RgT (v) the reverse reachable set (RR-Set) [9] for node v
in g, which is a set composed of all nodes that can reach v
through Eg. Let (u, v) be a edge sampled from the probability
distribution Auv/T where T =
∑
(u,v)∈E Auv , denoted by
(u, v) ∼ E. Then, a random edge sampling (RE-sampling) µ
can be defined as follows:
1) Initialize µ = (∅, ∅)
2) Select an edge (u, v) ∈ E with probaility Auv/T
3) Generate a realization g from G according to the IC/LT-
model
4) Let N1 = RgT (u) and N2 = RgT (u)
5) Let µ = (N1, N2)
6) Return µ
Given a marketing strategy x, to estimate fc(x), we have
the following results, that is,
Theorem 9. Given G = (V,E) and a marketing strategy
x ∈ X , we have
fc(x) = T · Eµ=(N1,N2) [H(N1) · H(N2)] (14)
where µ is a RE sampling, T =
∑
(u,v)∈E Auv and H(N1) =
1−∏s∈N1(1− hs(x)).
Proof. Given a marketing strategy x ∈ X , according to
Equation (5), we can write fc(x) as fc(x) =
= ES∼x[fd(S)]
= T · ES∼x,µ=(N1,N2)[I(S ∩N1 6= ∅ ∧ S ∩N2 6= ∅)]
= T · Eµ=(N1,N2)
[
Pr
S∼x
[S ∩N1 6= ∅ ∧ S ∩N2 6= ∅)]
]
Here, the domain N1 ∪N2 can be considered as (N1 ∩N2)∪
(N1\N2) ∪ (N2\N1). Thus, we have fc(x) =
= T · ES∼x,µ=(N1,N2)
[
Pr
S∼x
[S ∩ (N1 ∩N2) 6= ∅]
+ Pr
S∼x
[S ∩ (N1 ∩N2) = ∅] · Pr
S∼x
[S ∩ (N1\N2) 6= ∅]
· Pr
S∼x
[S ∩ (N1\N2) 6= ∅]
]
= T · ES∼x,µ=(N1,N2) [H(N1 ∩N2)
+(1−H(N1 ∩N2)) · H(N1\N2) · H(N2\N1)]
where I(·) is the indicator function which is equal to 1 if (·)
is true. Then, PrS∼x[S ∩ N1 6= ∅] is the probabilty there is
at least one node in N1 activated as a seed, thus, we have
PrS∼x[S ∩N1 6= ∅] = 1−
∏
s∈N1(1− hs(x)) = H(N1).
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 7
Let M = {µ1, µ2, · · · , µθ} be a collection of θ independent
RE-sampling, by Equation (14), we have
fˆc(x) =
T
θ
∑
µ=(N1,N2),µ∈M
(H(N1 ∩N2)
+(1−H(N1 ∩N2)) · H(N1\N2) · H(N2\N1)) (15)
According to Theorem 9, fˆc(x) is an unbiased estimator of
fc(x) for any fixed θ and it is not DR-submodular as well.
Similarly, for the lower bound fc(x), we have the following
results, that is,
Theorem 10. Given G = (V,E) and a marketing strategy
x ∈ X , we have
fc(x) = T · Eµ=(N1,N2) [H(N1 ∩N2)] (16)
where µ is a RE sampling, T =
∑
(u,v)∈E Auv and H(N1 ∩
N2) = 1−
∏
s∈N1∩N2(1− hs(x)).
Proof. Given a marketing strategy x ∈ X , according to
Equation (11), we can write fc(x) as fc(x) =
= ES∼x[fd(S)]
= T · ES∼x,µ=(N1,N2)[I(S ∩ (N1 ∩N2) 6= ∅)]
= T · Eµ=(N1,N2)
[
Pr
S∼x
[(S ∩ (N1 ∩N2) 6= ∅)]
]
= T · Eµ=(N1,N2) [H(N1 ∩N2)]
where I(·) is the indicator function which is equal to 1 if (·) is
true. Then, PrS∼x[S ∩ (N1 ∩N2) 6= ∅] is the probabilty there
is at least one node in N1 ∩N2 activated as a seed because it
requires that the endpoints of an edge can be activated by the
same seed node, thus, we have PrS∼x[S ∩ (N1 ∩N2) 6= ∅] =
1−∏s∈(N1∩N2)(1− hs(x)) = H(N1 ∩N2).
By Equation (16), we have
fˆc(x) =
T
θ
∑
µ=(N1,N2),µ∈M
(H(N1 ∩N2)) (17)
For the upper bound fc(x), the sampling technique is a
litte different. Shown as Equation (10), the upper bound is a
weighted influence maxization on lattice. Let u be a node
sampled from the probability distribution w(u)/W where
w(u) =
∑
v∈N(u)Auv/2 and W =
∑
u∈V w(u), denoted by
u ∼ V . Then, a random node sampling (RN-sampling) ν can
be defined as follows:
1) Initialize ν = (∅, ∅)
2) Select an node u ∈ V with probaility w(u)/W
3) Generate a realization g from G according to the IC/LT-
model
4) Let ν = RgT (u)
5) Return ν
Given a marketing strategy x, to estimate fc(x), we have
the following results, that is,
Theorem 11. Given G = (V,E) and a marketing strategy
x ∈ X , we have
fc(x) =W · Eν [H(ν)] (18)
where ν is a RN sampling, W =
∑
u∈V w(u) and H(ν) =
1−∏s∈ν(1− hs(x)).
Proof. Given a marketing strategy x ∈ X , according to
Equation (18), we can write fc(x) as fc(x) = ES∼x[fd(S)] =
W · ES∼x,ν [I(S ∩ ν 6= ∅)] = W · Eν [PrS∼x[(S ∩ ν 6= ∅)]] =
W ·Eν [H(ν)]. Then, W ·ES∼x,ν [I(S∩ν 6= ∅)] can be inferred
from the proof proposed in [29] and PrS∼x[S ∩ ν 6= ∅] is the
probabilty there is at least one node in ν activated as a seed,
thus, we have PrS∼x[S ∩ ν 6= ∅] = 1 −
∏
s∈ν(1 − hs(x)) =
H(ν).
Let N = {ν1, ν2, · · · , νθ} be a collection of θ independent
RN-sampling, by Equation (18), we have
fˆc(x) =
W
θ
∑
ν∈N
(H(ν)) (19)
According to Theorem 10 and Theorem 11, fˆc(x) and fˆc(x)
is an unbiased estimator of fc(x) and fc(x) for any fixed θ
and they are monotone and DR-submodular.
B. Modified IMM on Lattice
The unbiased estimators of our objective functions have
been obtained in last subsection, here, we extend the IMM
algorithm [10], the state-of-the-art method for the IM problem,
to design the solutions of lower bound and upper bound of our
CAM problem. The core idea of IMM on IM problem: produce
enough random reverse reachable set (Random RR-Set), where
the node is selected uniformly and randamly, and then find the
maximum coverage under the cardinality constraint by use of
greedy algorithm. The IMM process can be divided into two
stages as follows:
1) Sampling Random RR-Sets: This stage generates
enough random RR-set iteratively and independently
and put then into R until satisfying a certain stopping
condition.
2) Node selection: This stage adopts standard greedy
method to drive a size-k seed set that covers sub-
maximum number of RR-Sets in R.
Extended to our problem, we generate enough RE-sampling
for lower bound or RN-sampling for upper bound fitst, then
the lattice-greedy algorithm on these RE-sampling or RN-
sampling is adopted to get the sub-optimal strategy mar-
keting x. Let us introduce the node selection first. Let
M = {µ1, µ2, · · · , µθ} be a collection of θ independent RE-
sampling and N = {ν1, ν2, · · · , νθ} be a collection of θ
independent RN-sampling. The node selection is shown in
Algorithm 2, which is a (1 − 1/e)-approximate solution to
the estimator of upper and lower bound.
In the first stage, we can use the sampling procedure similar
to IMM, but need some modifications. For the lower bound,
these modifications are: (1) we replace the number of node
n with T , where T =
∑
(u,v)∈E Auv; (2) we use lattice-
greedy algorithm, Algorithm 2, on RE-sampling instead of
greedy algorithm on RR-set; and (3) we replace log
(
n
k
)
with
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Algorithm 2 lattice-Greedy (fˆc(fˆc),M(N),X , k)
1: Initialize: x◦ = 0 and c = 0
2: while c < k do
3: i◦ ← argmaxi∈[d]
(
fˆc(fˆc)(x
◦ + tei)− fˆc(fˆc)(x◦)
)
4: x◦ ← x◦ + tei◦
5: c← c+ t
6: end while
7: return x◦
Algorithm 3 sampling-LB (G, fˆc,X , k, ε, `)
1: Initialize: M = ∅, LB = 0, ε′ = √2ε
2: Initialize: M ′ = ∅
3: Let λ′ = (2 + 23ε
′)(min(Bt−1 log d, d log(Bt−1)) +
` log T + log log2 T ) · T/ε′2
4: Let λ∗ = 2T · ((1− 1e ) · α+ β)2/ε2
5: for i = 1 to log2 T − 1 do
6: Let yi = T/2i
7: Let θi = λ′/yi, where λ′ is defined above
8: while |M | ≤ θi do
9: µ← RE-sampling (G)
10: M ←M ∪ {µ}
11: end while
12: x◦ ← lattice-Greedy (fˆc,M,X , k)
13: if fˆc(x◦) ≥ (1 + ε′) · yi then
14: LB ← fˆc(x◦)/(1 + ε′)
15: break
16: end if
17: end for
18: θ ← λ∗/LB
19: while |M ′| ≤ θ do
20: µ← RE-sampling (G)
21: M ′ ←M ′ ∪ {µ}
22: end while
23: return M ′
Algorithm 4 IMM-LB (G, fˆc,X , k, ε, `)
1: M ′ ← sampling-LB (G, fˆc,X , k, ε, `)
2: xL ← lattice-Greedy (fˆc,M ′,X , B)
3: return xL
min(kt−1 log d, d log(kt−1)) in the two parameters λ′ and λ∗
[27]. We have
α =
√
` log T + log 2 (20)
β =
√
(1− 1/e)(min(kt−1 log d, d log(kt−1)) + α2) (21)
Then, the sampling procedure for lower bound, sampling-LB,
can be shown in Algorithm 3, where ε is accuracy and ` is
confidence. Chen has told us that there is an issue [30] in
original IMM algorihtm [10] and gave us two workarounds
[27]. We adopt the first workaround, line 19 to 22 in Algorithm
3, that is more simple and straightforward. The IMM-LB
algorithm is shown in Algorithm 4.
Theorem 12. The solution xL returned by Algorithm 4 is
Algorithm 5 sampling-UB (G, fˆc,X , k, ε, `)
1: Initialize: N = ∅, LB = 0, ε′ = √2ε
2: Initialize: N ′ = ∅
3: Let λ′ = (2 + 23ε
′)(min(Bt−1 log d, d log(Bt−1) +
` logW + log log2W ) ·W/ε′2
4: Let λ∗ = 2W · ((1− 1e ) · α+ β)2/ε2
5: for i = 1 to log2W − 1 do
6: Let yi = T/2i
7: Let θi = λ′/yi, where λ′ is defined above
8: while |N | ≤ θi do
9: ν ← RN-sampling (G)
10: N ← N ∪ {ν}
11: end while
12: x◦ ← lattice-Greedy (fˆc, N,X , k)
13: if fˆc(x◦) ≥ (1 + ε′) · yi then
14: LB ← fˆc(x◦)/(1 + ε′)
15: break
16: end if
17: end for
18: θ ← λ∗/LB
19: while |N ′| ≤ θ do
20: ν ← RN-sampling (G)
21: N ′ ← N ′ ∪ {ν}
22: end while
23: return N ′
Algorithm 6 IMM-UB (G, fˆc,X , k, ε, `)
1: N ′ ← sampling-UB (G, fˆc,X , k, ε, `)
2: xU ← lattice-Greedy (fˆc, N ′,X , k)
3: return xU
a (1 − 1/e − ε)-approximation of the upper bound of CAM
problem with at least 1− 1/T ` probability.
To the original problem, we have known that fˆc(x) is
an unbiased estimator of fc(x). Based on the collection M ′
generated in Algorithm 4, we can use it to get solution xA
by calling lattice-Greedy (fˆc,M ′,X , k), because they are all
relying on RE-sampling. Here, xA is a heuristic solution, no
any theoretical guarantee, to the CAM problem.
For the upper bound, the modifications are similar to that
of lower bound, but (1) we replace the number of node n with
W , where W =
∑
u∈V w(u); and (2) we use lattice-greedy
algorithm, Algorithm 2, on RN-sampling. That is,
α′ =
√
` logW + log 2 (22)
β′ =
√
(1− 1/e)(min(kt−1 log d, d log(kt−1)) + α′2) (23)
Then, the sampling procedure for upper bound, sampling-UB,
can be shown in Algorithm 5, where ε is accuracy and ` is
confidence. The IMM-UB algorithm is shown in Algorithm 6
similarly.
Theorem 13. The solution xU returned by Algorithm 6 is
a (1 − 1/e − ε)-approximation of the upper bound of CAM
problem with at least 1− 1/W ` probability.
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C. Sandwich Approximation Framework
To optimize non-submodular function, there is no universal
technique to approximate it within constant approximation
ratio. Lu et al. [28] provided a sandwich approximation frame-
work to us, where a data-dependent approximation ratio can be
obtained by approximating the upper bound and lower bound
that are monotone and submodular. It can be extended to solve
our monotone but not DR-submodular objective function.
First, we get a (1 − 1/e − ε)-approximate solution to the
lower bound by calling IMM-LB, during that, we record the
immediate collection of RE-sampling M ′. Then, we use this
M ′ as the input of lattice-greedy to find a heuristic solution
to the original problem. Finally, we get a (1 − 1/e − ε)-
approximate solution to the upper bound by calling IMM-UB
and return the best one to the original problem. It is shown in
Algorithm 7.
Theorem 14. Let xsand be the marketing strategy returned
by Algorithm 7, then we have fc(xsand) ≥
max
{
fc(xU )
fc(xU )
,
fc(x
∗
L)
fc(x∗A)
}
1− γ
1 + γ
(
1− 1
e
− ε
)
fc(x
∗
A) (24)
where x∗L is the optimal solution to maximize the lower bound
and x∗A is the optimal solution of the CAM problem.
Proof. Let x∗U be the optimal solution to maximize the upper
bound. For the upper bound, we have
fc(xU ) =
fc(xU )
fc(xU )
fc(xU ) ≥ fc(xU )
fc(xU )
(
1− 1
e
− ε
)
fc(x
∗
U )
≥ fc(xU )
fc(xU )
(
1− 1
e
− ε
)
fc(x
∗
A)
≥ fc(xU )
fc(xU )
(
1− 1
e
− ε
)
fc(x
∗
A)
For the lower bound, we have
fc(xL) ≥ fc(xL) ≥
(
1− 1
e
− ε
)
fc(x
∗
L)
≥ fc(x
∗
L)
fc(x∗A)
(
1− 1
e
− ε
)
fc(x
∗
A)
Let xmax = argmaxx∈{xL,xA,xU} fc(x), that is,
fc(xmax) ≥ max
{
fc(xU )
fc(xU )
,
fc(x
∗
L)
fc(x∗A)
}(
1− 1
e
− ε
)
fc(x
∗
A)
According to Theorem 2, f˙c(x) is a (γ, δ)-Estimation
of fc(x) given a marketing strategy x. Then, xsand =
argmaxx∈{xL,xA,xU} f˙c(x), if xsand 6= xmax, we have
(1 + γ)fc(xsand) ≥ (1 − γ)fc(xmax). Thus, the Inequality
(24) is established.
VII. EXPERIMENT
In this section, we carry out several experiments on different
datasets to validate the correctness and efficiency of our
proposed algorithms. There are three datasets [31] used in
our experiments: (1) Dataset-1: a co-authorship network, co-
authorship among scientists to publish papers about network
Algorithm 7 Sandwich Approximation Framework
1: xL ← IMM-LB (G, fˆc,X , k, ε, `) // Record the M ′
returned by sampling-LB here
2: xA ← lattice-Greedy (fˆc,M ′,X , k)
3: xU ← IMM-UB (G, fˆc,X , k, ε, `)
4: xsand ← argmaxx∈{xL,xA,xU} f˙c(x), where f˙c(x) can
be computed by f˙d(V˜ − V |G˜) on constructed graph G˜
equivalently, shown as Remark 2.
5: return xsand
science; (2) Dataset-2: a Wiki network, who-voteson-whom
network which come from the collection Wikipedia voting;
(3) Dataset-3: A collaboration netwook extracted from Arxiv
General Relativity. The statistics information of the three
datasets is represented in table I.
TABLE I
THE STATISTICS OF THREE DATASETS
Dataset n m Type Average degree
dataset-1 0.4K 1.01K directed 4
dataset-2 1.0K 3.15K directed 6
dataset-3 5.2K 14.5K directed 5
A. Experimental Settings
The diffusion model of our proposed experiments relies
on IC-model and LT-model. Under the IC-model, for each
edge (u, v) ∈ E, the diffusion probability is set as puv =
1/|N−(v)|. Under the the LT-model, for each edge e = (u, v),
the weight is set as buv = 1/|N−(v)|. This setting is
widely used by prior works about influence maximization.
Given a marketing strategy x, for each node u ∈ V , we
have a strategy function hu(x). Here, we consider the case:
independent strategy activation [27], where each component
xj ∈ x attempts to activate u as seed independently. Then,
we have
hu(x) = 1−
∏
j∈[d]
(1− quj(xj)) (25)
where strategy j ∈ [d] activate u as seed with probability
quj(xj). Chen et al. [27] pointed out hu(x) is monotone and
DR-submodular if quj(xj) is monotone and concave for each
j ∈ [d] and each node u ∈ V . In this experiment, we test
personalized marketing scenario [32], where strategy function
is defined as hu(x) = 2xu − x2u and x = (x1, x2, · · · , xn). It
means that the probability that activates node u as seed only
depends on component xu.
For our sandwich approximation framework, we set param-
eters of accuracy ε = 0.1, confidence ` = 1 and granularity
t = 0.2. Besides, we set activity strength Auv = 1 for each
edge (u, v) ∈ E and Monte Carlo simulation r = 2000. Then,
we compare it with some commonly used baseline algorithms,
which is summarized as follows: (1) IM: It returns the active
nodes by lattice greedy algorithm to maximizing the influence
spread, and then computes the activity benefit. (2) MaxDegree:
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(a) Dataset-1
(b) Dataset-2
(c) Dataset-3
Fig. 1. Under the IC-model: left column is the performance comparison
of different algorithms changes over budget k; right column is the result of
sandwich approximation framework.
It selects the node with the highest outdegree under the budget
k. (3) Random: It selects a node u randomly and increases its
xu by t until using up the budget k.
B. Experimental Results
Fig. 1 and Fig. 2 draw the performance achieved by our
sandwich method under the IC-model and LT-model, Algo-
rithm 7, and other heuristic algorithms. Theoretically, our
sandwich method can guarantee an approximate bound, but
others can not. From the left column of Fig. 1 and Fig. 2,
the total activity benefit returned by our sandwich method is
always the best among all results returned by other algorithms.
With the increasing size of dataset, the advantage of sandwich
is more apparent. For IM and MaxDegree, which one is better?
The answer is uncertain. For the dataset-1, IM is better than
MaxDegree under the IC-model and LT-model. But for the
dataset-2 and dataset-3, MaxDegree is better than IM. From
the right column of Fig. 1 and Fig. 2, it is observed that the
expected activity benefit returned by sandwich approximation
framework lies in between its upper bound and lower bound.
Unitil now, the correctness and effectiveness of our algorithms
have been tested and validated.
(a) Dataset-1
(b) Dataset-2
(c) Dataset-3
Fig. 2. Under the LT-model: left column is the performance comparison
of different algorithms changes over budget k; right column is the result of
sandwich approximation framework.
VIII. CONCLUSION
In this paper, we proposed the CAM problem to adapt to real
scenario, general marketing strategy. It can be considered as
maximization problem on lattice. We proved the hardness and
gave a computing method for the objective function of CAM.
This objective function is monotone but not DR-submodular
and not DR-supermodular. We designed the unbiased sampling
for it, its upper bound and lower bound. Adapted from IMM
algorithm and sandwich approximation framework, a data-
dependent approximation ratio can be obtained. The perfor-
mance of the proposed algorithms is verified by experiments.
The analysis of CAM problem is applicable to others which
is a branch of maximization problem on lattice.
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