In this paper, we study problem~ arising in applications of the cross aggregation method to tandem queueing systems with production blocking, and propose two types of applications with different state descnptions.
Introduction
Tandem queueing models with blocking are often used to study telecommunication systems, production systems and other stochastic systems consisting of a series of subsystems. The concept of these tandem queueing models is not sophisticated but analysis of them is rather difficult. It is practically impossible to analyze them with traditional analyt.ical methods since dependencies among nodes are not easy to deal with, and it is also limited to analyze by direct. calculation of stationary state probabilities since the number of states needed for describing a model increases explosively as the size of the model grows larger. To overcome this difficulty, various approximation methods have been proposed to approximately evaluate performance measures of such models [1] [2] [3] [4] [5] [7] [8] [9] [10] [11] 13, 14, 16, 181 . The cross aggregation method to be discussed here is one of them.
The cross aggregation method was first proposed in [16] to approximately analyze tandem queueing models with communication blocking. It provides a nested family of approximate models to get different levels of approximations of stationary state probabilities of nodes. Namely, it derives Level-l approximate model by looking at one node at a time, Level-2 approximate model by looking at two nodes at a time, Level-3 approximate model by looking at three nodes at Cl. time, and so on. It was applied in [17] to acyclic queueing networks with communication blocking. Brandwajn and Jow proposed an approximation method for tandem queueing models with production blocking in (3] . Their model is equivalent to our Level-2 approximate model. Numerical tests have shown that the computational burden of the cross aggregation method increases almost in linear order of the number of nodes in any level of approximation.
For models with communication blocking, the stochastic behavior of a system is represented by a Markov chain on a product space of individual state spaces of nodes, and this makes us possible to apply the cross aggregation method in a simple way. However, for models with production blocking, the state space does not become a product space of individual state spaces of nodes. The purpose of this paper is to study the applicability of the cross aggregation method to tandem queueing systems with production blocking and to check the accuracy of the approximations through a comprehensive numerical test.
Our results are as follows. We deal with two state descriptions. One is a generalization of the state description used in [3, 13] , for which Brandwajn and Jow [3] showed the feasibility of the cross aggregation method in Level 2. Here we show the method can be applied in Levels 2, 3 and higher for the state description but not in L~vel 1. The second one is a new state description in which a blocking customer is counted in the number of customers in the next node. For this state description, we can modify the Markov chain so that it is ergodic on the whole product space of individual state spaces of nodes, and then apply the cross aggregation method in any level of approximation. The numbers of states in the approximate models for this state description are less than those for the first, but the transition rate matrices are more complex. A numerical test shows that in most cases the method provides very good approximate values in Level 3, and even in Level 2 it provides sufficiently accurate ones for practical purposes. The computational burden is roughly in linear order of the number of nodes in any level of approximation.
Our paper is organized as follows.
In the next section, we introduce a simple tandem queueing model having a Poisson input, multiple exponential servers and a finite buffer at each node. A production type blocking rule is adopted. We use this model through the paper to discuss problems arising in applications of the cross aggregation method. However, the results of this paper can be applied to more general tandem queueing models with phase-type servers and a phase-type input.
For reader's convenience, in Section 3, we summarize fundamental concepts of the cross aggregation method. Precise description of approximation schemes for Levels 1, 2 and 3 are given in Appendix A.
In Section 4, we introduce two State descriptions A and B for the system. For both state descriptions we show that the state space is not a product space of individual state spaces of nodes. For State description A, however, by scrutinizing the structure of the state space of the Markov chain, we show how Level-2 and higher approximations can be applied but not Level-I. With State description B, we propose modifying the Markov chain so that the state space becomes a product space of individual state spaces of nodes. Then it becomes possible to apply the cross aggregation method in any levels of approximations in a naive way, though the transition rate matrix becomes complicated.
In Section 5, we present numerical results of a test for 50 cases. A conspicuous feature of the tandem queueing system with production blocking is a simultaneous deblocking, in which several customers move simultaneously in consecutive nodes. For instance, if a server at Node k is blocked a'ld the buffer in Node k is full, a server at Node k -1 may be also blocked when he completes a service. Then upon a service completion at Node k + 1, the blocked servers are deblocked consecutively, i.e. the blocking customer at Node k advances to Node k + 1, as well as the one at Node k -1 advances to Node k. Such a simultaneous deblocking does not occur in a system with communication blocking, and the existence of simultaneous deblockings makes the analysis of the system with production blocking more difficult.
To analyze such CL system, it is convenient to describe the stochastic behavior of the sys- Level-3 and Higher Approximations. In Level 3, we look at three adjacent nodes at a time (Fig. 2c) If approximate values of Levels 2 and 3 are close enough, we may expect they are close to the exact values, too. If they are not close enough, we should proceed higher levels of approximations. In this way, we can evaluate the errors in approximate values to some extent in the process of the cross aggregation approximation. As will be shown in Section 5, the approximate values of Levels 2 and 3 are accurate enough for most examples tested. So the authors think that the cross aggregation by Level 3 is enough in most practical situations.
In the case we need higher level approximations, we look at i (3 < i < K) successive nodes at a time in Level i. Variables and assumptions are selected similarly as those in Levels 1, 2 and 3.
State Description and Modification of the Markov Chain
It is easily seen from assumptions in the preceding section that the cross aggregation method is applied in a natural way if the state space of the underlying vector-valued Markov chain is a product space of individual state spaces of nodes. However, the Markov chain derived in the analysis of a tandem queueing system with production blocking does not have this desirable property. In this section, we introduce two kinds of state descriptions of such a system, and discuss fitness of the structure of the state space to the approximation assumptions of the cross aggregation method.
State Descriptions
There are several possible ways of state descriptions for a tandem queueing system with production blocking. Here we discuss two of them. The first is a generalization of the one used in [3, 13, 14) and others, and the second is a new one in which a blocking customer is counted in the number of customers in the next node. Remind that Sk is the number of servers and b k is the size of the buffer at Node k.
State description B. Let <1k and f3k be as above and
with f30 = 0. Then the state of the system can be expressed by a row vector (1'1,1'2, ... , 1'K) ' In this case, we regard 1'k as the state of Node k, though it may depend on the original state of downstream nodes. Then the set Sk of possible states of Node k is given by
State description A is natural and easy to imagine the situation of the system. However, under a simultaneous deblocking, more than two consecutive nodes may change their states. On the other hand, in State description B, state changes occur at most two nodes simultaneously. For example, in the above situation, the state changes from (2,4,5,3) to (2,4,4,4).
Shape of the State Space
Here In order for the cross aggregation approximation to work well, the approximate value should be at least positive if (nl ,.n2, ... , nK) E SI,2 .... ,K, and zero if not. In the next subsection, we discuss whether this property is satisfied or not.
Applicability of the Cross Aggregation Method
First, we shall introduce some notations. 
It is clear that, if 1 < i ~ j < k, the condition in t.he right hand side reduces to [3] and reported it would provide good approximations. We will show the results of our test of these approximations of Levels 2 and 3 for two tandem queueing systems in Section 5.
For State description B, as easily guessed from Fig. 3b (8)
(10) Equations (9) and (10) are checked in the similar manner.
Therefore the cross aggregation method will not work well with State description B. However the shape of the state space for State description B is rather simple as shown in Fig. 3b . So if we can modify the Markov chain so that it is ergodic on the whole product space SI.2 ..... K, then the cross aggregation method will work for this modified Markov chain since the above equations hold with equalities for S's instead of S's. In the next subsection, we discuss the underlying idea of the modification. that Node 2 is full and one server at Node 1 is blocked. In such a case, the blocked server is treated as a buffer of Node 2, and T1 can be 3 at most. Besides state (4, 5) , states (3, 6) and (4, 6) are also not in 5 1 . 2 , We see that x112(2 I 6) is relatively large in column TI = 2 and so is x112(3 I 5) in column
Hence it is natural to modify the Markov chain so that the stationary probability x(2,6) is shared with states (2,6), (3, 6) and (4, 6) in the modified chain and x(3, 5) is shared with states (3,5) and (4, 5) . A concrete algorithm to achieve such a modification for more general systems is presented in Appendix B. Adopting this algorithm to our 2-node system, the following 7 transitions are added as shown in Fig. 4b in Appendix B:
from (2,6) to (3,6) with rate >. from (3, 6) to (4,6) with rate >. from (3, 5) to (4,5) with rate >.
from (4, 5) to (3,6) with rate PI from (3,6) to (5,2) with rate 2Jl2 from (4,6) to (5,2) with rate 2Jl2 from (4,5) to (3,4) with rate 2P2'
Then, xlI2(216) = .1>187 is split into xI12(216) = .2358, x112(3 16) = .1914 and xI12(416) = .1914, and x112(3 15) = .3261 is split into xI12(315) = .1957 and x112(4 15) = .1304.
By this modification, the Markov chain becomes ergodic on the product space S},2' For a more general K-node system, we can modify the Markov chain in a similar manner. Then the state space becomes the product space of state spaces of individual nodes, and the cross aggregation method can be applied in a naive form in any level of approximation.
In the next section, we will numerically test these approximations for two tandem queueing systems with production blocking.
Numerical Results
The approximatt: procedures proposed in the preceding sections are tested for more than 50 cases. In this section, we show some results among them and discuss accuracy of the cross aggregation method. Tables 3 through 8 Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited. Table 9 shows results of a 5-node model with Sk = b k = 1 for k = 1,2,3,4,5 with a set of parameters used in [10] and [3] .
With State description B, we can start approximations from Level 1. With State description A, we cannot apply the cross aggregation method in Level 1, but programming is easier than with State description B, because the transition rate matrix of the modified Markov chain is rather complex (see Appendix C).
The number of variables treated is different between State Descriptions A and B even in the same level. It is listed in Table 2 . Roughly speaking, the computing time to get approximate values is almost proportional to the number of variables treated, though it varies with system parameters. For instance, the computing time for Level 3A is generally longer than for Level 3B. This indicates that, if Nk is constant, the computational burden for any level of approximation is expected to be in linear order of J( as J( increases.
The results of Tables 3 through 9 , and other numerical results we got, show that Level-1B approximation is rather rough because sometimes relative errors exceed 20%. As we have expected,' Level-2B approximation is better. The relative errors in average number of customers do not exceed 5% in most cases though some relative errors in marginal probabilities exceed 20%. Level-2A approximation is even better. The relative errors in marginal probabilities and average number of customers do not exceed 10% and 5% respectively except only a few cases.
As for Level-3A and Level-3B, in most cases, the relative errors are below 2% and 3% respectively in both marginal probabilities and average number of customers. But in a few exceptional cases, relative errors become rather large. The case shown in Table 7 is one of such cases. The relative errors of Level-3 approximate values of Pr{ X k = O}., k=1,2,3 and 4, exceed 10%. In this case, with probability 0.6130, servers at Nodes 1, 2 and 3 are blocked simultaneously. In consequence, the stochastic behavior of Node 1 is largely affected by that of Node 4, and this violates our Assumption 3.
In our cross aggregation method, we intuitively expect the following two properties:
1) The higher the level of approximation, the more accurate the approximate values are, since higher approximate models are finer than lower ones. Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited.
Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited.
2) If differences between corresponding approximate values of two consecutive levels are small enough, the values are also close to the exact ones.
Our numerical results seem to support these properties. The authors think that these properties hold in most cases of tandem queueing systems with production blocking, though they have never been proved. Based on these properties we can perform our approximation process roughly estimating the magnitude of errors.
Error in % Level1B Level2B Level 2A Level3B Level3A Table 9 :
Pr{X; = 2} Here we derive a system of equations to be solved in each of Levels 1, 2 and 3 in the cross aggregation method.
A.I Level-I Approximation
Let q(mt, ... , mKj nt, ... , nK) be the transition rate of the Markov chain {(X l(t), ... , X K(t))} from (ml," ., mK) to (nl"'" nK), and Q = {q(ml,"" mK; nl,"" nK)} be the transition rate matrix. The stationary probabilities x(mll ... , mK) satisfy the equilibrium equations (11) l:
L x(mt, ... ,mK) = 1.
(ml, .. ·,mK)
As stated in Section 3, we look at one node at a time in Level 1, and take xk(nk)'s as variables. For each fixed k, k = 1,2, ... ,](, to derive equations for Xk( nk), nk = 0,1, ... , Nk -1, we take summations E(ml, ... ,mK) in (11) and (12) in two steps as Emk(E#k Em).
Then we have (13) and (14) where (15) and (16) Klk(mt, ... , mK I mk) . The weight XI,2, ... ,Klk(mt, ... , mK I mk) can be interpreted as conditional probability Pr{X 1 = mt, X 2 = m2,···, X K = mK I XI: = mk}.
From (13) and (14) (13) and (14) with (15) and (16) The following algorithm solves the set of equations numerically.
ALGORITHM

Initialization
Set an appropriate initial value of xk(nk) for each k and nk.
2. Loop 1
i. Use the latest values of xAnj)'s (j j/:. k) to calculate the aggregate transition rate matrix Qk from (15) and (16). The convergence of the algorithm has never been proved because of nonlinearity of the aggregate equations. But in all the cases the authors tested, the algorithm does converge.
In the first step of Loop 3, we do not need to calculate all of the entries qk (mk, nk) of Qk from the definition (ll5), because most of them are equal to 0 or constants. In Appendix C, we discuss which transition rates must be calculated using approximation assumptions, for the case of Level 2. The case of Level 1 can be easily derived from the discussion.
A.2 Level-2 Approximation
The aggregate equations corresponding to (13) and (14) 
With Assumption 3, we take the dependency among three adjacent nodes into account, and assume that their stochastic behaviors are affected by other nodes only through a chain of connecting nodes.
Using a similar scheme to Levels 1 and 2, we can get Level-3 approximation. Here (3, 6) , (4, 5) and (4, 6) are dummy states, and (2,6), (3, 5) and (4,4) Then clearly the modified Markov chain has the desired property. In practice, we proceed the modification in two steps. In the first step, we modify the original chain by assigning dummy transitions from/into dummy states in the following manner.
For Fig. 4a , a dummy arrival changes (2, 6) to (3, 6) , and a. dummy service completion at Node 1 changes (4, 5) to (3, 6 (4, 5) can be reached from (3, 5) in one step, and from other boundary states in more steps, so we decide (3, 5) is the root of (4,5) and let (4.5) belongs to G (3, 5) . Similarly, (2, 6 ) is the root of (3, 6) and (4, 6) , and G (2, 6) consists of these three states.
In Appendix B.2, we present an algorithm to find the root of a dummy state. Next we modify MC-Bl so that Condition C is satisfied. The basic idea is as follows. i) Modification of the rates of dummy transitions. If a transition from a dummy state due to a dummy service completion at Node k, the transition rate must be set equal to that due to a service completion at Node k when MC-Bl is in the root of the dummy state. In the 2-node model, the transition rate from (4, 5) to (3, 6) should be changed to 1'1 because the transition rate from (3, 5) to (2, 6) in MC-Bl is 1'1. The transition rate from (3, 6) to (3, 5) remains 21'2 because the transition rate from (2,6) to (2, 5) in MC-Bl is 21'2' Transition rates due to dummy arrivals need not to be modified. In the 2-node model, the transition rate from (3, 6) to (4, 6 ) is the case.
ii) Modification of the destinations of dummy transitions. For some dummy transitions, we have to change their destinations. For a transition from a dummy state, if the destination of the corresponding parallel transition from the root is an inner state, then its destination should be changed to the same inner state. For example, in the 2-node model, MC-Bl in (3, 5) transits to inner state (3,4) due to a service completion at Node 2, hence the destination of a parallel dummy transition from (4, 5) to (4, 4) should be changed to (3, 4) . Similarly, the destination of transitions from (3, 6) to (3, 5) and from (4, 6) to (4, 5) are changed to (2, 5) . See Fig. 4b for the modification.
In this manner, MC-Bl is modified to, say, MC-B 2 . Clearly MC-B2 satisfies Condition C, and the sum of the stationary probabilities of states in G ( Tl, T2, A pplying the following algorithm to any state (Tt, T2, ... , TK), we know whether it is a dummy state or not. And if it is a dummy state, we find its root. We sum up all rates of such transitions from (Tk' Tk+d to (Tk' T~+1)' If (T~, Tk+l) is one of the vectors we used in 1), 2) or 3), the sum should be added to the transition rate we ha.ve gotten. Otherwise, the sum becomes the aggregate transition rate qk,k+I(Tk, Tk+I; ,-:., Tk+I)' In both cases, the diagonal entry qk,k+I(Tk, Tk+I; Tk, Tk+d must be revised correspondingly, too.
For a system with multi-server nodes, the aggregate transition rate matrix becomes more complicated, because we can not determine the number of active servers in Node k only from the states of Nodes k and k + 1 in many cases.
In the case of 1) above, if r" :5 b", we only need to insert a coefficient min{r"_l,s,,_d before 1'-"-1 in the second and third lines of the equation. If r" > b" and r"tl :5 b"+b the coefficient becomes min{ r".-1, S"_l, N,,-r,,}. Otherwise, the coefficient is not a constant, and it is given as a mixture of the number of active servers which depends on the st.ates of Nodes k + 2, k + 3, ... , K, with the corresponding probability approximated from Assumption 2.
In the case of 2), if r"+1 :5 b"+1, we only need to put a coefficient min {rl" Sk} before I'-k in the equation. Otherwise, the coefficient is given by a mixture as above.
As for 3) and 4), the rate becomes more complex and has to be determined individually.
