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L’accélération des traitements relatifs à la sécurité mobile est devenue l’un des problèmes les
plus importants vu la croissance exponentielle et l’impact important des attaques ciblant ces
plateformes. Il est important de protéger les informations sensibles au sein des téléphones mo-
biles à travers l’implantation de systèmes de détection de malwares ainsi que le chiffrement
des données dans le but de maintenir un plus haut niveau de sécurité. En effet, pour détecter
les applications malveillantes, un antivirus analyse un flux de données important et le compare
avec une base de données de signatures de malwares. Malheureusement, comme le nombre de
menaces augmente continuellement, le nombre de signatures de codes malveillants augmente
proportionnellement. Ceci rend le processus de détection plus complexe pour les téléphones
mobiles, surtout qu’ils sont limités en termes de mémoire, de batterie et de capacité de traite-
ment. Comme le niveau de sécurité de ces systèmes s’aggrave, la capacité de calcul parallèle
pour les téléphones mobiles est de mieux en mieux améliorée avec l’évolution des unités de
traitement graphiques mobiles (GPU).
Dans ce mémoire, nous allons porter l’accent sur comment nous pouvons tirer profit de l’évo-
lution des capacités de traitement parallèle des appareils mobiles afin d’accélérer la détection
des logiciels malveillants ainsi que les traitements de cryptographie sur les téléphones Android.
Dans ce but, nous avons conçu et mis en œuvre une architecture parallèle pour les appareils
mobiles qui exploite les capacités de calcul des GPUs mobiles et le traitement distribué sur les
clusters. Une série de techniques de calcul et d’optimisation de la mémoire est proposée pour
augmenter l’efficacité de la détection et le débit d’exécution.
Les résultats de ce travail de recherche nous mènent à conclure que les GPUs mobiles peuvent
être utilisées efficacement pour accélérer la détection des malwares pour les téléphones mobiles
ainsi que les traitements cryptographiques. Les résultats montrent également que l’architecture
locale proposée sur les téléphones mobiles peut être étendue à une architecture de cluster afin
d’avoir un taux d’accélération de traitement plus important lorsque les ressources du téléphone
mobile sont occupées.
Mots clés: Détection de malwares, Cryptographie, Calcul parallèle, Correspondance de pa-
trons, Analyse des traces des téléphones mobiles, Cluster





Accelerating mobile security processing is becoming one of the most challenging problems. It
is important to protect sensitive information in mobile phones through malware detection sys-
tems and data encryption to maintain a high security level. In fact, malware detection on mobile
phones involves analyzing and matching large amount of data streams against a set of known
malware signatures. Unfortunately, as the number of threats grows continuously, the number
of malware signatures grows proportionally. This is time-consuming and leads to expensive
computation costs, especially for mobile devices where memory, power and computation capa-
bilities are limited. As the security threat level is getting worse, parallel computation capabili-
ties for mobile phones is getting better with the evolution of mobile graphical processing units
(GPUs).
This thesis focuses on how we can get benefit from the evolving parallel processing capabilities
of mobile devices in order to accelerate malware detection as well as cryptographic processing
on Android mobile phones. For this purpose, we have designed and implemented a parallel
architecture for mobile devices that exploits the computation capabilities of mobile GPUs and
distributed processing on clusters. A series of computation and memory optimization tech-
niques are proposed to increase the detection and processing throughput.
The results suggest that mobile graphic cards can be used effectively to accelerate malware
detection for mobile phones as well as cryptographic processing. The results show also that
the local processing on mobile phones can be extended to cluster architecture in order to have
more interesting processing acceleration rates when the mobile phone is busy.
Keywords: Malware detection, Cryptography, Parallel processing, Multi-pattern matching,
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Depuis plus de deux décennies, la performance des microprocesseurs basés sur une seule unité
de traitement a augmenté rapidement ce qui a engendré des réductions de coûts considérables
dans les systèmes informatiques. Par conséquent, plus de fonctionnalités et de meilleures in-
terfaces utilisateurs ont été fournies. Cependant, l’accélération des traitements informatiques
qui est liée à l’augmentation de la fréquence d’horloge des processeurs a connu rapidement
des limites, vu la dissipation d’énergie excessive et le problème de réchauffement de ces unités
de traitement. Les utilisateurs, à leur tour, demandent un niveau supérieur de performance de
calcul. Sans amélioration de la performance, les développeurs d’applications ne seront plus en
mesure d’introduire de nouvelles fonctionnalités et des capacités de calcul dans leurs logiciels.
Pour cette raison, plutôt que de continuer à accroître la taille et la vitesse des processeurs, les
concepteurs ont cherché progressivement à paralléliser les tâches à exécuter et à les confier
à des architectures multicœurs. Ainsi, le calcul parallèle est devenu de plus en plus répandu
et demandé surtout avec le développement de plusieurs types de composants électroniques
offrant ce type de calcul comme les cartes graphiques (GPU), les DSP, FPGA, etc. Le déve-
loppement de la programmation parallèle a rendu possibles plusieurs types de traitements dans
des domaines variés comme le traitement d’image, la cryptographie, l’intelligence artificielle,
la sécurité, etc.
La montée en puissance de la programmation parallèle a touché aussi les systèmes embarqués.
En effet, la complexité logicielle et matérielle des systèmes embarqués, notamment les appa-
reils mobiles, ne cesse d’augmenter. Par ailleurs, le calcul parallèle est devenu populaire dans
ces plateformes grâce à l’intégration des GPUs mobiles de plus en plus sophistiquées. Depuis
quelques années, des sociétés comme ARM, NVIDIA et Qualcomm se sont intéressées par ce
marché et ont investi dans la conception des GPUs mobiles dont la performance ne cesse d’aug-
menter. Cette tendance est apparue vu les enjeux et l’envergure de l’utilisation des téléphones
intelligents. Les capacités révolutionnaires du calcul graphique en 2D et 3D au niveau des ap-
plications mobiles sont rendues possibles grâce aux performances de plus en plus améliorées
des GPUs mobiles.
2Cependant, la sécurité logicielle des systèmes embarqués, plus particulièrement les téléphones
intelligents, est devenue une préoccupation de plus en plus importante vu la croissance expo-
nentielle et l’impact des attaques ciblant ces plateformes. En effet, un grand nombre d’utilisa-
teurs de toutes sortes utilisent au jour le jour les téléphones dits "intelligents" comme moyen de
communication, d’organisation, et de gestion de leur vie professionnelle et privée. Par ailleurs,
les téléphones mobiles sont devenus une source de risques potentiels puisqu’ils collectent une
quantité importante d’informations considérées sensibles et dont l’accès doit être contrôlé afin
de sécuriser la vie privée de l’usager. Tout comme les ordinateurs, les smartphones sont des
cibles privilégiées d’attaques. Ces attaques exploitent plusieurs faiblesses liées au smartphone :
cela peut provenir des moyens de communication comme les SMS/MMS et les réseaux Wi-Fi et
GSM. Ensuite des vulnérabilités aux attaques exploitant les failles logicielles qui peuvent pro-
venir aussi bien du navigateur web que du système. Kaspersky, l’une des plus grandes firmes
de service de sécurité estime que 99% des attaques détectées au niveau des téléphones mobiles
en 2013 ciblaient la plateforme Android et qu’en 2012 le nombre d’attaques survenues sur le
marché du mobile a augmenté de 163%.
C’est ainsi que la sécurité logicielle des smartphones est devenue une préoccupation de plus
en plus importante de l’informatique liée à la téléphonie mobile. Elle est particulièrement pré-
occupante, car elle concerne la sécurité des informations personnelles disponibles au sein des
Smartphones. Il existe une panoplie de contre-mesures ainsi que d’approches adoptées pour
assurer la sécurité des téléphones intelligents. Cependant, on est toujours contraint aux perfor-
mances limitées de ces téléphones à savoir la mémoire, le processeur, la batterie, etc.
Par ailleurs, pour détecter les logiciels malveillants, un antivirus analyse un flux de données
important et les compare avec une base de données de signatures de malwares. Malheureuse-
ment, le nombre des signatures des logiciels malveillants augmente proportionnellement avec
le nombre important d’attaques. Ceci rend le processus de détection plus complexe pour les
téléphones mobiles, surtout qu’ils sont limités en termes de mémoire, de batterie et de capacité
de traitement. Parmi les solutions communes pour remédier à ce problème est l’envoi des don-
nées à analyser à un serveur externe. Cependant, cette solution rend la sécurité du téléphone
3mobile dépendante du serveur externe et l’expose aux problèmes de connectivité. L’intégration
d’un outil de détection de malware au sein du téléphone mobile est donc indispensable pour
assurer plus de sécurité. Les systèmes cryptographiques offrent également une autre couche de
sécurité à travers le chiffrement des données échangées ou stockées au niveau des appareils
mobiles. Cependant, les protocoles cryptographiques sont également complexes et gourmands
en temps de calcul ce qui augmente la nécessité de les optimiser pour ce type de systèmes.
Ainsi, au niveau de l’environnement des téléphones mobiles nous avons deux principaux élé-
ments : le niveau de la sécurité des appareils mobiles qui s’aggrave d’une part, et les capacités
de traitement parallèle améliorées avec l’évolution des cartes graphiques mobiles d’autre part.
Les questions de recherche qui se posent à ce niveau est : comment peut-on donc accélérer
les traitements de la sécurité mobile avec le calcul parallèle ? Quelle technique de détection
peut-on utiliser pour assurer une bonne précision de détection ? L’objectif principal de cette re-
cherche est la définition d’une plateforme d’accélération des traitements de la sécurité mobile à
savoir la détection de malwares et la cryptographie, à travers le calcul parallèle tout en utilisant
des systèmes à ressources limitées.
Cet objectif peut être résumé en cinq sous-objectifs :
• Exploiter les techniques d’accélération du traitement parallèle sur les cartes graphiques
mobiles ;
• Cibler une technique de détection de malwares sur les téléphones mobiles offrant une bonne
précision de détection ;
• Exploiter les techniques de compactage de données pour remédier à la contrainte de la
mémoire réduite offerte par les systèmes embarqués ;
• Cibler un algorithme de cryptographie qui peut être supporté et accéléré par les GPUs
mobiles ;
• Étendre l’architecture proposée sur un cluster pour assurer une plus grande performance de
calcul et le recours aux plateformes hautement parallèles dans le cas de la non-disponibilité
des ressources sur le téléphone.
4La méthodologie que nous proposons pour atteindre ces objectifs est la suivante. D’abord,
l’exploration du domaine de recherche et ce, en se basant sur la revue de littérature. Ensuite
la conception d’une plateforme pour l’accélération des traitements de la sécurité mobile ex-
ploitant une bonne technique de détection et intégrant également un module de cryptographie
parallèle. Puis la définition d’une approche de validation à travers les expérimentations.
Ce mémoire se compose de quatre chapitres. Dans le premier chapitre, nous présentons les
notions de base relatives aux calculs parallèle et distribué ainsi que les traitements de crypto-
graphie et les méthodes de détection de malwares mobiles. Dans le deuxième chapitre nous
présentons la revue de littérature sur l’accélération du pattern matching avec le calcul parallèle
ainsi que les travaux sur la cryptographie parallèle. L’utilisation de l’architecture de cluster
pour la sécurité est également abordée dans ce chapitre. Le troisième chapitre décrit l’architec-
ture générale de l’approche proposée ainsi que les différentes techniques d’optimisation que
nous avons utilisées pour accélérer l’exécution des traitements de notre architecture. Enfin,
dans le quatrième chapitre une étude expérimentale et une validation de l’approche proposée
sont abordées pour justifier les choix que nous avons pris. Finalement, une conclusion générale





L’accélération des traitements de la sécurité mobile est devenue une préoccupation de plus en
plus importante vu le développement de la capacité de calcul parallèle dans ce type de systèmes.
Pour aborder ce problème, il est important d’introduire quelques notions de base nécessaires
à la compréhension et à la résolution de notre problématique de recherche. Dans ce but, nous
allons étudier l’évolution des systèmes embarqués notamment les téléphones mobiles tout en
mettant l’accent sur l’évolution des GPUs mobiles qui représentent la principale cible de notre
travail de recherche. Ensuite, une introduction sur les paradigmes de calcul parallèle sera abor-
dée ainsi que les techniques de détection de malwares mobiles et le besoin d’optimisation par
le parallélisme. Enfin, une description de quelques algorithmes de correspondances de patrons
sera abordée ainsi que quelques algorithmes de cryptographie.
1.2 Les cartes graphiques
Durant ces dernières années, la conception du matériel électronique pour les systèmes embar-
qués notamment les téléphones mobiles a été l’un des axes les plus dynamiques du marché
de la technologie moderne. L’utilisation importante des téléphones intelligents et la tendance
à la hausse des ventes de ces appareils à l’échelle mondiale ont attiré des entreprises de par-
tout dans l’industrie pour essayer de produire du nouveau matériel et des logiciels pour ces
appareils. Bien que les processeurs RISC ARM aient été les processeurs principaux utilisés à
l’intérieur de ces dispositifs, avec le système Android de Google et le système d’exploitation
iOS d’Apple, il y a encore plusieurs entreprises concurrentes du marché du GPU mobile. Les
sociétés AMD, ARM, Nvidia, PowerVR et Qualcomm sont considérées comme leaders de l’in-
dustrie des GPUs mobiles. Nous nous pencherons alors sur quelques-unes d’entre elles pour
avoir un aperçu de ce domaine très concurrentiel de l’industrie du smartphone.
6D’une façon générale, les premières cartes graphiques ont été développées dans les années 1980
pour diminuer la charge allouée aux processeurs pour l’affichage des textes et le graphisme en
général. Elles représentent des unités de traitements secondaires connectées aux CPUs et dotées
de leur propre espace mémoire. Avec la demande accrue en matière de graphisme, d’affichage
d’un nombre de plus en plus important de pixels ainsi que l’utilisation de jeux vidéo de plus
en plus développés, les GPUs ont commencé à se perfectionner. Ce sont les jeux vidéo qui
ont permis la démocratisation des GPUs en apportant la diffusion en masse et donc la baisse
des coûts que ce soit pour les ordinateurs ou les appareils mobiles. L’importante demande en
matière de graphisme a donc permis l’évolution des cartes graphiques mobiles. Comme nous le
pouvons remarquer dans la figure 1.1, le marché des GPUs mobiles est en perpétuelle évolution.
Cette évolution de performances est estimée de 40% chaque 4 ans.
Figure 1.1 Evolution des GPUs dans les systèmes embarqués
Tirée de Bourges-Sevenier (2013)
Mieux encore, la performance de la série des GPUs Mali d’ARM par exemple a doublé cinq
fois durant ces deux dernières années. Ces GPUs sont conçues pour produire du calcul à haute
performance tout en maintenant une efficience énergétique pour répondre aux contraintes limi-
7tées des téléphones mobiles, des tablettes ou encore des télévisions intelligentes dans lesquels
elles sont implantées. ARM introduit de plus en plus de modèles de GPUs mobiles comme par
exemple Mali T-830 à quatre cœurs qui offre une performance meilleure de 55% par rapport à
son prédécesseur Mali-T622 avec une surface en silicone plus réduite (ARM, 2015). Les GPUs
de Qualcomm sont considérés comme leaders dans le graphisme des tablettes et des téléphones
mobiles. En effet, en 2015 la GPU Adreno 430 présente principalement dans les téléphones
mobiles Xperia Z4 a été classée comme meilleure GPU mobile pour les téléphones Android vu
les performances qu’elle offre (Qualcomm, 2015).
Nvidia possède également sa part de marché des GPUs mobiles. Les GPUs Nvidia sont plutôt
répandues sur les ordinateurs de bureau. Parmi les modèles les plus récents de Nvidia dans le
domaine de l’embarqué on peut citer la GPU de Tegra 4 dotée de 72 cœurs et qui fait l’al-
liance entre puissance et rendement énergétique. Un autre modèle intéressant de Nvidia pour
la plateforme mobile est la GPU Nvidia Maxwell à 256 cœurs qu’elle vient de lancer avec les
processeurs mobiles Tegra X1. Cette GPU est 50% plus rapide que son prédécesseur Tegra K1
offrant une puissance maximale allant jusqu’à 1 téraflops (Nvidia, 2015).
Ainsi, d’après cette étude non exhaustive de la performance des GPUs mobiles, nous pouvons
constater que ce marché est devenu assez mûr pour offrir des outils de calcul parallèle per-
mettant d’accélérer le traitement des données vu les performances intéressantes que les GPUs
offrent tout en prenant en considération les différentes contraintes de l’environnement mobile
(mémoire réduite, consommation d’énergie, etc.).
1.3 OpenCL
Plusieurs sont les plateformes de programmation parallèle sur les GPUs. Parmi ces plateformes
on peut citer Cuda (supporté uniquement pour les GPUs Nvidia), OpenGL (pour les traitements
graphiques), Renderscript (pour les systèmes Android) et enfin OpenCL. Ce dernier a été conçu
par le groupe Khronos en 2009. La portabilité de OpenCL sur différents types d’unités de
8traitement et sa rapidité d’exécution constituent les deux majeurs avantages de cette plateforme
de calcul parallèle.
Comme c’est illustré dans la figure 1.2, OpenCL distingue deux types d’éléments : le proces-
seur hôte (généralement la CPU) et ses périphériques (GPU, FPGA, Co-processeur Epiphany,
etc.). Le processeur hôte joue le rôle d’orchestration des tâches à exécuter en parallèle. Les
périphériques quant à eux exécutent les modules de calcul parallèles appelés Kernels.
Figure 1.2 Structure de plateforme de calcul parallèle avec OpenCL
Tirée de OpenCL (2015)
OpenCL fait donc la distinction entre l’application tournant sur le processeur hôte (et qui va
appeler l’API OpenCL) d’une part, et les noyaux qui sont programmés en OpenCL-C (et dont
la vocation est d’être exécutés sur les périphériques) d’autre part. Les tâches à exécuter peuvent
être créées dynamiquement via l’API OpenCL. Chaque tâche peut être représentée soit sous
forme d’une instance unique, appelée tâche, soit sous forme d’une collection d’instances, appe-
lées NDRange. La structure générale est représentée dans la figure 1.3. Les NDRanges peuvent
être de 1, 2 ou 3 dimensions. Les NDRanges renferment un ensemble de groupes de travail.
Chaque instance de kernel qui fait partie d’un groupe de travail est appelée unité de travail
ou thread. Les unités de travail appartenant à un même groupe de travail peuvent partager des
données et se synchroniser via des barrières.
9Figure 1.3 Disposition des threads dans une plateforme OpenCL
Tirée de OpenCL (2015)
1.4 Paradigmes du calcul parallèle
Pour accélérer le temps d’exécution des programmes informatiques, il existe deux solutions
possibles :
• L’augmentation de la fréquence d’horloge de l’unité de calcul ce qui augmente le nombre
d’opérations par unité de temps.
• La multiplication du nombre d’unités de calcul et l’exécution de plusieurs tâches en paral-
lèle.
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Pour la première solution, aucune expertise n’est requise pour le programmeur. Cependant
pour la deuxième solution, il est indispensable de savoir comment exploiter les différentes
unités de calcul pour augmenter la performance du système et permettre une exécution op-
timale des tâches en parallèle. L’augmentation de la fréquence d’horloge et la condensation
des transistors dans les circuits des microprocesseurs engendrent une augmentation dans la
consommation d’énergie d’une façon non linéaire (Lee et Gaudiot, 2003). Ainsi les systèmes
de refroidissement deviennent inefficaces pour maintenir la stabilité du système. Cette limite
des microprocesseurs qui est difficile à franchir a favorisé le terrain devant les systèmes paral-
lèles pour accélérer la performance de calcul.
Il existe plusieurs classifications pour les architectures parallèles. En effet, proposée par (Flynn,
1972), cette taxonomie est considérée parmi les premières qui classifient les architectures et les
programmes informatiques selon le flux d’instructions et le flux de données. On distingue alors
quatre types d’architectures : SISD, SIMD, MISD, et MIMD.
Jusqu’à la fin des années 1990, l’architecture SISD (Single Instruction Single Data) était pré-
dominante. On parle ici des ordinateurs offrant le calcul séquentiel et qui traitent une donnée à
la fois.
Quant à l’architecture SIMD (Single Instruction Multiple Data), elle caractérise les systèmes
parallèles qui exécutent une même instruction sur des données différentes. C’est le cas des
systèmes multicœurs ou les processus vectoriels qui gèrent les applications multimédias ou
scientifiques ayant des structures régulières (exemple les matrices).
Les architectures multiprocesseurs ou dotées de processeur multicœur sont plus polyvalentes
et offrent pleinement le calcul parallèle. Ce sont des MIMD (Multiple Instructions, Multiple
Data) qui exécutent plusieurs instructions sur des données différentes au même temps. Enfin
l’architecture MISD (Multiple Instruction Single Data) consiste à exécuter plusieurs instruc-
tions sur un seul flux de données. Ce type d’architectures a été beaucoup plus rarement utilisé.
Il semble néanmoins adapté à certains problèmes comme les réseaux de neurones et aux pro-
blèmes temps-réel.
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Cependant, dans le cas réel certaines machines peuvent être hybrides selon cette classification
qui est simple et donne une première approximation. Ainsi, cette approche de classification
montre clairement deux types de parallélismes : le parallélisme par flot d’instructions (égale-
ment nommé parallélisme de traitement ou de contrôle), et le parallélisme de données, où les
mêmes opérations sont répétées sur des données différentes.
Il existe néanmoins une autre classification des systèmes parallèles basée sur le type de mé-
moire utilisé : les systèmes à mémoire partagée, les systèmes à mémoire distribuée et les sys-
tèmes hybrides.
1.4.1 Les systèmes à mémoire partagée
Dans ce type de systèmes, un même espace mémoire est partagé entre différentes unités de cal-
culs parallèles. Ainsi des outils de synchronisation sont nécessaires pour empêcher l’écriture
simultanée dans une zone mémoire pour assurer la cohérence des données. Parmi les outils
de synchronisation de la programmation concurrente, on peut citer les sémaphores. Introduit
par Edsger Dijkstra, un sémaphore est par définition une variable de type de donnée abstrait
permettant la restriction d’accès à des ressources partagées ainsi que l’élimination de l’inter-
blocage des processus parallèles.
1.4.2 Les systèmes à mémoire distribuée
Dans ce type de systèmes, chaque unité de calcul a son propre espace mémoire. Une organisa-
tion adéquate des données est alors nécessaire pour maintenir la cohérence du système. Dans
une telle architecture, la communication inter processus est effectuée utilisant la communica-
tion réseau, et à travers des mécanismes de passage de messages.
1.4.3 Les systèmes hybrides
Dans un système hybride, on utilise les deux types de mémoires : partagées et distribuées.
En pratique, cette topologie est la plus utilisée puisqu’elle combine les deux techniques. Les
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différentes unités de calculs parallèles localisées dans différentes machines et ayant chacune sa
propre mémoire sont connectées via une topologie réseau et exécutent d’une façon répartie les
tâches en parallèle.
1.4.4 Les clusters
Parmi les architectures qui peuvent être classées dans l’un des deux derniers types de systèmes,
on peut citer les clusters. D’après Tinetti (2000), un cluster est par définition un groupe d’uni-
tés de traitement reliées par une connexion réseau et qui peuvent être vues comme une seule
unité exécutant des traitements en parallèle et destinés en général pour les calculs à haute per-
formance. Il existe plusieurs types de clusters. On peut citer par exemple les clusters à haute
disponibilité, les clusters MOSIX et enfin les clusters Beowulf.
Un cluster à haute disponibilité comme l’indique son nom possède la particularité d’avoir une
tolérance zéro aux pannes. En cas de défaillance d’un noeud, les autres noeuds du cluster à
haute disponibilité prennent en charge les fonctionnalités du nœud défaillant d’une manière
transparente. Ce type de cluster est généralement utilisé pour les serveurs DNS, proxy ainsi
que les serveurs Web.
Les clusters MOSIX utilisent une distribution open source du système d’exploitation Unix.
Avec ce type de clusters, les utilisateurs peuvent exécuter plusieurs processus en permettant
MOSIX de rechercher des ressources et d’attribuer automatiquement les processus aux diffé-
rents nœuds, sans changer ni l’interface ni l’environnement d’exécution au niveau des noeuds.
Aucune modification ni intégration de nouveaux modules n’est donc necessaire pour l’exécu-
tion des tâches au niveau des noeuds. Tout s’exécute d’une façon transparente par rapport à
l’utilisateur (Barak et Shiloh, 1999).
Les clusters Beowulf quant à eux furent développés à la NASA en 1994. Le but de ce type d’ar-
chitecture est de construire des unités de traitement parallèle interconnectées sous le système
Linux tout en utilisant des composantes peu chères. Ce n’est qu’en 1995 que les premières
réalisations concrètes de ce cluster ont vu le jour. Le système était composé de 16 PCs de type
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486DX4@100MHz avec chacun deux interfaces Ethernet à 10Mb/s ainsi que des disques durs
de capacité 250Mo chacun. Ce cluster Beowulf était utilisé pour accélérer la simulation de phé-
nomènes physiques ainsi que l’acquisition de données dans le centre de la NASA. Aujourd’hui,
les clusters Beowulf ont beaucoup évolué et ils sont classés dans les meilleurs 1000 supercal-
culateurs les plus puissants au monde. La taille de ce type de clusters peut aller aujourd’hui
jusqu’à plusieurs dizaines de stations formées chacune de plusieurs multiprocesseurs et totali-
sant des Téra-octets de capacité de disque dur ainsi que de plusieurs dizaines de Giga-octets de
RAM.
Les principaux standards les plus utilisés dans les architectures de clusters sont PVM (Parallel
Virtual Machine) et MPI (Message Passing Interface). Le PVM est un standard pour le passage
de messages entre des unités de calcul hétérogènes et interconnectées dans un réseau. Le PVM
permet l’agrégation des noeuds d’un cluster en une seule machine virtuelle permettant ainsi
d’augmenter la performance totale de calcul et augmenter ainsi le débit d’exécution des tâches
lourdes.
MPI est aussi un standard répandu pour l’envoi et la gestion des taches parallèles dans les sys-
tèmes distribués. Cette interface a été conçue pour obtenir de bonnes performances aussi bien
sur des machines massivement parallèles à mémoire partagée que sur des clusters d’ordinateurs
hétérogènes à mémoire distribuée. L’avantage majeur de MPI par rapport aux plus vieilles bi-
bliothèques de passage de messages est sa portabilité ainsi que la rapidité d’exécution.
1.4.5 Efficacité des systèmes parallèles
Intuitivement, l’accélération d’un programme avec le calcul parallèle doit être linéaire. Si on
double par exemple le nombre des unités de calcul, la moitié du temps d’exécution doit être
obtenu. Cependant, une minorité de programmes possède ce type de performance. En effet,
d’après la loi d’Amdahl établie en 1960, la partie du programme non parallèle limite l’accélé-










• S(n) : L’accélération en fonction du nombre de processeurs n
• n : Le nombre de processeurs en parallèle
• p : La fraction du temps d’exécution de la tâche concernée par l’amélioration
Comme c’est illustré dans la figure 1.4, si nous augmentons le nombre de processeurs en pa-
rallèle l’accélération atteindra toujours un seuil fixe qui dépend de la portion séquentielle de la
tâche. Dans la pratique, la loi d’Amdahl est utilisée pour fixer une certaine limite à la perfor-
mance des architectures parallèles ou à l’optimisation de la programmation pour la résolution
d’un problème donné. Il existe une autre loi qui s’intéresse à l’efficacité du calcul parallèle
appelée la loi de Gustafson. Cette loi affirme que si on augmente le nombre de processeurs
en parallèle, une quantité plus importante de données peut être traitée en un temps équivalent.
La loi d’Amdahl, quant à elle, fixe une limite d’efficacité de traitement à quantité de données
égale.
1.4.6 Avantages de l’utilisation des systèmes parallèles et distribués
Nombreuses sont les motivations qui proviennent de l’utilisation des systèmes parallèles et
distribués. Les points ci-dessous reflètent quelques-unes.
• Augmentation de la performance : Une des raisons classiques pour l’utilisation des ar-
chitectures parallèles est la demande continue pour l’amélioration des performances des
systèmes informatiques en accélérant le traitement et diminuant le temps de latence. Le dé-
veloppement d’architectures informatiques de plus en plus complexe et sophistiqué requiert
un plus haut niveau de calculs avancés ce qui rend l’utilisation des architectures parallèles
et distribuées inévitable.
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Figure 1.4 La loi d’Amdahl
• Compromis entre performance et prix : Au niveau du marché, les architectures parallèles
sont beaucoup moins chères que les architectures séquentielles ayant la même performance
(Padua, 2011). En effet, concevoir un nouveau processeur coute très cher et il est égale-
ment difficile à l’intégrer dans la majorité des systèmes informatiques (coût de migration
supplémentaire).
• Raisons techniques : Les limitations physiques pour l’augmentation du nombre des tran-
sistors au niveau des processeurs et le problème de dissipation de chaleur favorisent la
migration vers les architectures parallèles. Le coût réduits des processeurs et des compo-
sants hardwares favorisent leur utilisation à grande échelle au sein du même système. Une
autre restriction pour l’utilisation des architectures séquentielle est la dégradation de la
performance à cause du temps de latence causé par l’accès à la mémoire. L’exploitation de
composants offrants le calcul parallèle favorise l’utilisation des mémoires caches et font en
sorte que les données soient traitées près des emplacements où ils sont générés (c’est le cas
par exemple des GPU et des coprocesseurs) dans le but de diminuer le coût de transfert des
données.
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• Partage de ressources : De nos jours de plus en plus de ressources sont disponibles et
interconnectées surtout avec le développement des réseaux informatiques (tablettes, télé-
phones mobiles, ordinateurs, cartes embarquées, serveurs, etc.). Les systèmes distribués
offrent la possibilité de partage des ressources ainsi que la répartition des tâches pour ac-
célérer le traitement et réduire les coûts de traitement (accès au plus de mémoires, plus de
processeurs, etc.).
• Disponibilité : Les systèmes parallèles et distribués possèdent plusieurs composantes du
même type. Si l’une de ces composantes n’est plus disponible, on peut en général avoir
recours aux autres unités de calcul pour continuer le traitement. La haute disponibilité
constitue un critère majeur pour les grands systèmes répartis et critiques comme le cas par
exemple des bases de données pour les applications commerciales.
• Capacité à monter en charge : Les systèmes parallèles et distribués constituent de bons
candidats ayant la capacité à accroître leur performance de calcul sous une charge accrue
quand des ressources matérielles sont ajoutées.
1.5 Les techniques de détection de malwares et le besoin d’optimisation et du parallé-
lisme
Le problème de sécurité des téléphones intelligents diffère de celle des ordinateurs personnels.
Ceci est dû aux différences architecturales de ces appareils et la multitude d’infrastructures
spécialisées sur laquelle reposent ces téléphones. Cette diversité constitue néanmoins un défi
majeur pour les concepteurs et accroît la complexité ainsi que le temps nécessaire à l’analyse
et au développement de sécurité pour ces appareils. Il existe plusieurs aspects qui distinguent
la sécurité des appareils mobiles de celle qui est conventionnelle. On peut résumer ces aspects
sur les points suivants : une mémoire et une capacité de calcul réduite, une capacité pour le
calcul parallèle en évolution, une mobilité, une forte connectivité et une forte personnalisation.
• Mémoire et capacité de calcul réduite : Le budget mémoire limité ainsi que la capacité de
calcul réduite des téléphones mobiles étaient toujours une contrainte majeure pour l’utili-
sateur. Ainsi, au cours des dernières années, les firmes de la téléphonie mobiles ne cessent
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de travailler pour augmenter les performances de leurs Smartphones. Ceci est illustré par
la courbe de la figure 1.5 reflétant l’évolution de la mémoire vive des téléphones intelli-
gents au cours de dernières années. Pour mieux saisir l’importance de cet aspect, prenons
l’exemple du système d’exploitation Android opérant sur un téléphone Samsung Galaxy
S. Ce téléphone possède 512MB de mémoire vive avec 36% d’espace mémoire consommé
sans lancer aucune autre application. En outre, la mémoire requise pour chaque application
dépend de sa complexité (soit par exemple 27MB pour Skype et 35MB pour Google Maps
pour le même système).
• Mobilité : Les Smartphones sont conçus pour être mobiles. Dans la plupart du temps, on ne
les garde pas dans un endroit sécurisé et peuvent donc être facilement volés ou manipulés.
• Forte connectivité : Multiples sont les façons avec lesquelles un appareil mobile peut se
connecter à un réseau internet. Ceci augmentera le risque d’attaque et rend le téléphone
plus vulnérable aux menaces de sécurité.
• Forte personnalisation : Les téléphones mobiles figurent parmi les affaires personnelles
de l’usager. Ces appareils ne sont jamais loin de leur propriétaire et comprennent donc les
informations personnelles de ce dernier comme le carnet d’adresses, la liste des messages,
les photos, etc.
Tous ces éléments rendent la sécurité pour les téléphones mobiles plus délicate. En regroupant
tous ces aspects, on peut voir la raison pour laquelle la sécurité des appareils mobiles est plus
complexe que celle des ordinateurs normaux. Prenons l’exemple de la mobilité. Cette carac-
téristique des Smartphones augmente le risque de vol des données personnelles stockées. En
effet, voler un téléphone portable est beaucoup plus simple que de pénétrer dans un ordinateur
personnel. En outre, une forte connectivité facilite la violation de la vie privée de l’utilisateur (
un appareil mobile est la plupart du temps auprès de son propriétaire, donc si nous arrivons à
localiser le Smartphone, nous aurons l’emplacement du propriétaire). Enfin, les fonctionnalités
réduites ainsi que les performances limitées des téléphones mobiles peuvent être une source
d’attaques dites par déni de service. Ceci a pour but de rendre le téléphone mobile inutilisable.
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Figure 1.5 Évolution de la mémoire vive pour les Smartphones
Tirée de Amamra et al. (2012b)
Tous ces aspects, et bien d’autres engendrent de nouvelles implications, comme le fait de rendre
l’audit de la sécurité sur les appareils mobiles plus complexe. Ainsi, le besoin d’accélération
de la détection d’attaques pour assurer un plus haut niveau de sécurité devient de plus en
plus important surtout avec les capacités de calcul parallèle émergentes offertes par les GPU
mobiles (comme nous l’avons détaillé dans la section précédente). Plusieurs sont les avantages
de l’utilisation de la GPU mobile à des fins de sécurité. En effet, cet élément offre une unité de
calcul complémentaire à la CPU. Ensuite, les GPUs peuvent être exploitées quand ce dernier
possède une charge de traitement importante. Enfin, les GPUs ne sont pas toujours totalement
utilisées quand le téléphone mobile est actif. Nous pouvons alors en tirer profit à travers l’envoi
des charges lourdes de la CPU pour assurer une utilisation optimale des ressources disponibles.
1.5.1 Méthodes de détection de malwares dans les Smartphones
Un détecteur de malwares est un système responsable de déterminer si un programme possède
un comportement malicieux ou pas. Diverses sont les approches adoptées pour la détection
de malware dans les téléphones mobiles. La figure 1.6 illustre une classification possible d’ap-
proches de détection de malwares. On peut classifier ces techniques sur deux grands volets : les
techniques basées sur les signatures de malwares et celles basées sur la détection d’anomalies.
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Figure 1.6 Classification des méthodes de
détection de malwares sur les téléphones mobiles
Tirée de Amamra et al. (2012a)
1.5.1.1 Détection d’anomalies
Une anomalie est par définition " tout ce qui s’écarte de la norme, de la régularité, de la règle"
?. Cette approche est basée sur deux phases : phase d’apprentissage et phase de détection. Au
cours de la phase d’apprentissage, on construit la base de données du comportement normal
des applications. Ensuite, au cours de la phase de détection, chaque déviation de ce profil
d’exécution est considérée comme anomalie.
La détection d’anomalie peut être classifiée en deux catégories : la détection statique et la
détection dynamique. Plusieurs sont les points de références qu’on peut utiliser dans la détec-
tion statique d’anomalies. En effet, pour déterminer les inconsistances du programme avec le
comportement normal on peut se baser sur les informations statiques du code comme la syn-
taxe, la structure du programme, les données et les chemins de contrôles. Parmi les points forts
de la détection statique d’anomalies, c’est qu’elle découvre les vulnérabilités du code ainsi
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que l’existence de malwares avant leur exécution. Cependant cette technique est complexe et
requière des ressources de calcul importantes. De plus la construction des modèles de compor-
tements normaux reste problématique.
Concernant la détection dynamique d’anomalies, c’est dans la phase d’apprentissage qu’on
collecte les traces d’exécution des applications et on construit par la suite la base de données
de comportement normal des programmes. Au cours de la phase de détection, on fait le monito-
rage du comportement des applications en cours d’exécution et on détecte s’il y a eu la présence
d’anomalies. Cette technique est proche de la détection statique d’anomalies. La seule diffé-
rence entre ces deux techniques réside dans la collecte dynamique des traces d’exécution qui
peut être des fichiers log, des appels systèmes, des appels API, etc. Cette approche permet de
détecter de nouveaux malwares ainsi que les attaques dites "jour-zéro". Ce type d’attaque est
un virus ou un exploit qui profite d’une faille nouvellement découverte dans un programme ou
un système d’exploitation avant que les développeurs n’aient mis à disposition un correctif ou
avant même qu’ils n’aient pris conscience de l’existence d’une telle faille. Une attaque jour
zéro sur l’ordinateur de bureau d’un utilisateur particulier peut affecter la productivité de ce
dernier. Déclenchées sur la dorsale de réseaux mondiaux, les attaques jour zéro peuvent litté-
ralement interrompre toutes les activités et être directement responsables de pertes de temps,
d’argent et de productivité.
1.5.1.2 Détection des signatures de malwares
Cette technique identifie les virus à travers l’élaboration des signatures spécifiques à chaque
malware. Ces signatures sont stockées dans une base de données qui sera consultée à chaque
fois où on veut détecter s’il y a eu une attaque au système qu’on veut protéger. Plus la base de
données des signatures est mise à jour, plus le détecteur des malwares est efficace. La signature
de malware sur laquelle repose cette approche de détection d’intrusion peut être statique ou
comportementale.
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1.5.1.2.1 Signatures statiques de malwares
C’est la technique la plus utilisée dans la plupart des antivirus qui se trouvent sur le marché
comme MacFee, Kespersky, Norton, etc. Ils analysent la mémoire vive du téléphone ainsi que
les fichiers enregistrés dans le but de trouver des patterns qui coïncident avec l’une des signa-
tures statiques des malwares, stockées dans la base de données. Les types de signatures les plus
utilisées dans cette technique sont les signatures de byte et les signatures basées sur les fonc-
tions de hachage. La contrainte majeure de cette technique réside dans le fait que si on ajoute
des lignes de codes qui n’affectent pas le fonctionnement du malware on obtient une nouvelle
signature. La détection de malwares basée sur les signatures statiques ne permet pas de détecter
de nouvelles attaques ainsi que leurs variantes. Cependant cette technique ne requière pas des
capacités de calculs énormes et elle est donc plus utilisée dans les antivirus qu’on trouve sur le
marché.
1.5.1.2.2 Signatures comportementales de malwares
Les signatures comportementales sont des métastructures complexes qui nous renseignent sur
le comportement général du logiciel malveillant. L’analyse comportementale consiste à analy-
ser les actions qu’un programme effectue pour, s’il est nécessaire, en déduire qu’il a un com-
portement douteux et qu’il vaut mieux prévenir l’utilisateur d’un potentiel risque encouru par
l’utilisation de ce fichier. Les actions potentiellement dangereuses peuvent être par exemple la
suppression et/ou modification de fichiers sensibles, l’accès à une zone mémoire protégée, l’ac-
cès en lecture et/ou écriture à un fichier exécutable, etc. Un des problèmes résultants de cette
méthode est le fait que les actions potentiellement dangereuses sont exécutées avant qu’un
quelconque avertissement n’est pu être transmis à l’utilisateur.
Nombreuses sont les données qui peuvent être exploitées par un tel type de détection. On peut
citer par exemple l’étude des appels systèmes émis par les processus en cours d’exécution, les
appels API, les permissions que possèdent les applications, l’analyse des graphes d’appels des
fonctions, etc.
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1.6 Algorithmes de Pattern matching
Les anti-malwares reposent majoritairement sur un mécanisme de comparaison de motifs. La
performance du système de détection est déterminée non seulement par sa base de données,
mais aussi par le degré de fiabilité d’algorithme de correspondance de patrons. Vu que nous
sommes dans un contexte de téléphone mobile, la contrainte de la mémoire ainsi que le pro-
cesseur jouent un rôle primordial dans le choix de l’algorithme à utiliser. On peut représenter
le problème plus formellement : étant donné un alphabet ∑ , un ensemble de mots P = {
p1,p2,...,pm } et un texte T = { t1,t2,...,tn } , on veut trouver toutes les occurrences exactes de
tous les mots de P dans T. Les occurrences peuvent se chevaucher. Le problème de recherche
de patterns dans le domaine de sécurité requiert la prise en considération de plusieurs facteurs :
a. La recherche de plusieurs patterns à la fois : il existe deux types de données qu’on
manipule avec ces algorithmes qui sont les patterns et le texte à chercher. Les patterns
sont déjà statiques et prédéfinis. Cependant le texte en entrée est dynamique et change à
chaque fois où l’on reçoit un paquet. Le but de ces algorithmes est donc de détecter la
présence des patterns dans le texte reçu.
b. La taille d’un pattern : La performance de certains algorithmes ainsi que leur complexité
dépend de la taille des patterns utilisés.
c. La taille de l’ensemble des patterns : Plus le nombre de motifs est grand plus la mémoire
qu’on va exploiter est grande. Ceci affectera la performance du système.
d. La taille de l’alphabet : Elle a un impact significatif sur la rapidité de l’algorithme. Il faut
bien choisir l’alphabet pour avoir de bons résultats
e. La taille du texte sur lequel on appliquera la recherche : Certains algorithmes ont une
complexité linéaire par rapport au texte d’entrée. On peut citer à titre d’exemple l’algo-
rithme Aho-Corasick qu’on va détailler par la suite.
f. La fréquence de recherche : Elle dépend de la bande passante du réseau, le quantité
de trafic ainsi que la taille des paquets reçus. Une haute fréquence de recherche peut
consommer plus de mémoire et affecter le fonctionnement général du téléphone. Une
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basse fréquence de recherche peut ne pas être efficace et induire à un retard de détection
d’intrusion.
En ce qui suit, nous allons détailler les principaux algorithmes de correspondance de patrons
et discuter leurs performances.
1.6.1 L’algorithme de Aho-Corasick
Élaboré par Alfred Aho et Margaret Corasick, l’algorithme de Aho-Corasick (Aho et Corasick,
1975) est considéré comme référence dans le domaine de correspondance de patrons. Cet algo-
rithme repose sur la construction d’un automate fini déterministe à partir de la liste des motifs.
Ce type d’automates est constitué d’un ensemble d’états S et d’une fonction de transition g
tel que pour tout état s et pour tout symbole a de l’alphabet ∑, g(s,a) est un état de S. En
d’autres termes, on ne peut effectuer qu’une seule transition pour chaque symbole en entrée.
La construction de l’automate se fait dans une phase appelée prétraitement. Quant au processus
d’analyse, il est élaboré dans la phase de traitement.
1.6.1.1 Phase de prétraitement
La machine de correspondance de patrons est constituée d’un ensemble d’états. Chaque état
est identifié par un numéro unique. Cet algorithme repose sur trois axes principaux qui sont la
matrice de transitions , les transitions d’échec et les états de sortie.
• matrice de transitions
En littérature et dans le contexte de cet algorithme, la matrice de transitions est représentée
par une fonction appelée "GoTo". Elle prend comme paramètres l’état actuel et l’alphabet
en entrée puis donne comme résultat l’état de destination ou échec. Prenant par exemple la
liste des patterns suivante : "he", "she", "his", "hers". La figure 1.7 illustre l’introduction
des motifs dans l’automate.
• Les états de sortie
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Figure 1.7 Introduction des patrons dans l’automate
Tirée de Aho et Corasick (1975)
A la fin de l’ajout de chaque motif on marque l’état comme étant un état de sortie en
indiquant le numéro du patron correspondant.
Tableau 1.1 Tableau des états de sortie
État 0 1 2 3 4 5 6 7 8 9
Sortie 0 0 1 0 0 2 0 3 0 4
• Les transitions d’échec
Au cours de la phase de prétraitement, on élabore aussi les transitions d’échec de l’auto-
mate. En effet, nous commençons par la détermination de ces transitions pour les états de
profondeur un, puis pour les états de profondeurs deux, et ainsi de suite jusqu’à ce qu’on
parcourt tous les états sauf l’état initial.
1.6.1.2 Phase de traitement
C’est à cette étape qu’on déclenche le processus d’analyse pour déterminer la correspondance
entre les motifs P et le texte en entrée T. L’algorithme responsable de ce traitement est détaillé
dans la figure 1.9.
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Figure 1.8 Algorithme de détermination des transitions d’échec
Tirée de Aho et Corasick (1975)
Figure 1.9 Algorithme de détection
d’apparition des patrons dans le texte en entrée
Tirée de Aho et Corasick (1975)
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1.6.2 Autres algorithmes de pattern matching
Multiples sont les algorithmes utilisés pour le pattern matching. Parmi ces techniques on peut
citer l’algorithme SBOM (Allauzen et al., 2001) qui repose sur la construction d’un automate
à partir de patrons organisés à l’envers. L’analyse de la chaîne de caractères en entrée se fait
alors de droite vers la gauche. On peut citer également l’algorithme de Wu-Manber (Wu et al.,
1994) qui repose sur l’analyse de tout un bloc de caractères, au lieu de les prendre un par un.
Cet algorithme manipule des techniques de décalage et de table de hachage pour établir la
correspondance des patrons avec le texte en entrée. Enfin, on peut encore citer l’algorithme de
Comment-Walter (Commentz-Walter, 1979) qui ressemble à celui de Aho-Corasik et qui utilise
des techniques de saut de caractères. Une étude comparative des ces différents algorithmes
à été effectuée par Amamra et al. (2012b). Cette étude s’est élaborée en se basant sur des
patrons représentant les signatures statiques des malwares. Le tableau illustré dans la figure
1.10 résume la consommation de la mémoire de ces algorithmes implémentés sur un téléphone
Android de type HTC.
Les résultats représentés ci-dessous reflètent la consommation importante de la mémoire des
algorithmes cités ci-dessus, ainsi que l’inefficacité de certains, à partir d’un certain seuil de
données. En effet, avec l’algorithme WM nous avons un dépassement de la mémoire à partir
de mille quatre cents signatures. Quant au Comment-Walter (CW), ce n’est qu’à partir d’un
total de mille cinq cents signatures, que l’algorithme devient inefficace. La consommation de
la mémoire de ces algorithmes reste importante, ce qui augmente le besoin d’optimisation de
la mémoire dans le domaine de correspondance des patrons.
1.7 Algorithmes de cryptographie
La cryptographie est par définition l’art de chiffrer ou de coder les messages. Elle est devenue
aujourd’hui une science à part entière vu son importance et son vaste domaine d’application.
Au croisement des mathématiques, de l’informatique, et parfois même de la physique, elle
offre ce dont les civilisations ont toujours besoin depuis leur existence : le maintien du secret.
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Figure 1.10 Consommation de la mémoire de
quelques algorithmes de correspondance de patrons
Tirée de Amamra et al. (2012b)
La cryptographie a comme but l’étude de solutions permettant d’assurer trois services : l’inté-
grité, l’authenticité et la confidentialité des systèmes d’information et de communication. Ce
domaine est conjoint également à l’ensemble des outils informatiques qui doivent résister à des
éléments ayant pour but de nuire aux services offerts par un tel mécanisme. C’est à l’aide de la
cryptanalyse qu’on recherche des failles dans les mécanismes proposés.
Dans cette section nous adopterons la terminologie suivante :
• Le message clair : est le message d’origine.
• Le chiffrement : est la transformation effectuée sur le texte clair.
• Le texte chiffré ou cryptogramme : est le message transformé par un algorithme de chiffre-
ment.
• Le déchiffrement : est la transformation de reconstitution sur un texte.
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On peut classifier les algorithmes de cryptographie en deux types :
• La cryptographie symétrique : on utilise la même clé pour chiffrer et déchiffrer les mes-
sages.
• La cryptographie asymétrique : on utilise des clés différentes pour chiffrer et déchiffrer les
messages.
1.7.1 Algorithmes de cryptographie symétriques
La cryptographie symétrique ou encore appelée cryptographie à clé secrète est la plus an-
cienne historiquement. Ce premier type de cryptographie est répandu grâce aux performances
remarquables qu’il offre. Comme c’est illustré dans la figure 1.11, la cryptographie symétrique
requiert au moins deux éléments qui partagent la connaissance de la même clé secrète. Cette
même clé va être utilisée pour le chiffrement et le déchiffrement des messages. La cryptogra-
phie symétrique se base principalement sur les fonctions booléennes ainsi que les statistiques.
Figure 1.11 Cryptographie symétrique
En ce qui concerne les algorithmes de chiffrement symétrique, nous distinguons deux types
d’algorithmes :
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- chiffrement par bloc : le message clair est divisé en blocs relativement grands (128 bits par
exemple) sur lesquels on effectue des opérations bien définies.
- chiffrement par flot : le message clair est vu comme un flot de bits ou d’octets, et il est
combiné avec un autre flot généré d’une façon pseudo-aléatoire.
1.7.1.1 Le chiffrement par bloc
Un algorithme de chiffrement par bloc pour la cryptographie symétrique est généralement basé
sur des modèles itératifs. On découpe le message clair à chiffrer en des blocs qui sont générale-
ment de taille fixe. Une fonction d’itération est généralement utilisée qui prend en entrée la clé
secrète et le message en clair. Pour chaque itération différentes clés déduites de la clé secrète
initiale sont appliquées sur les blocs. Parmi les algorithmes de chiffrement symétrique par bloc
on peut citer DES, AES et Blowfish.
1.7.1.1.1 DES
Développé par IBM en 1974, l’algorithme de chiffrement symétrique DES est devenu sous peu
un standard en 1977. Cet algorithme utilise une clé de 56 bits ce qui le rend vulnérable aux
attaques de cryptanalyse en un temps raisonnable (l’espace de clés est trop petit). L’algorithme
consiste à exécuter une suite de combinaisons, de substitutions ainsi que des permutations entre
le texte en clair et la clé de chiffrement. Pour augmenter le niveau de robustesse de l’algorithme
DES, plusieurs variantes ont été développées. Le triple DES est l’une de ces variantes. Cette
variante consiste à appliquer trois chiffrements DES en utilisant deux clés différentes de lon-
gueur égale à 56 bits chacune. Le triple DES permet d’augmenter certainement le niveau de la
sécurité de l’algorithme DES. Cependant, ce processus a l’inconvénient majeur d’être plus lent




Annoncé par la NIST (National Institue of Standards and Technology) en 1997, l’algorithme
AES est devenu un standard de cryptographie symétrique qui remplace le DES vu la faiblesse
de ce dernier face aux attaques actuelles. En effet, la longueur d’une clé DES est égale à 56
bits si nous faisons abstraction des 8 bits de contrôle de parité. Cela signifie qu’il y a 256 (soit
à peu près 7.2 x 1016) clés différentes possibles. Les clés de l’algorithme de cryptographie
AES sont de longueur 128 bits. Ceci nous donne un nombre d’ordre 1021 fois plus grand de
possibilités de clés pour l’AES que de clés à 56 bits pour l’algorithme DES. Si on suppose
que nous pouvons construire un outil qui pourrait casser une clé DES en une seconde, ceci
permet de faire l’hypothèse que cette machine peut calculer 255 clés par seconde. Ainsi, nous
pouvons conclure que pour casser une clé AES il faudrait encore 149 mille milliards d’années
de traitement, ce qui construit la robustesse de tel algorithme de cryptographie symétrique.
Le principe de fonctionnement de l’AES est illustré dans la figure 1.12. En effet :
• BYTE_SUB : ou Byte Substitution représente une fonction non-linéaire appliquée d’une
façon indépendante sur chaque bloc de données à partir d’une table appelée table de sub-
stitution.
• SHIFT_ROW : représente une fonction appliquant une suite de décalages. Cette fonction
prend l’entrée en quatre segments de quatre octets et effectue des décalages vers la gauche
de 0, 1, 2 et 3 octets pour les segments 1, 2, 3 et 4 respectivement.
• MIX_COL : est une fonction qui applique une suite de transformations d’octets à travers
l’utilisation de produit matriciel.
• Ki : représente la ième sous-clé obtenue à partir de la clé secrète principale K.
Quant au déchiffrement, il suffit d’appliquer les opérations précédentes à l’inverse.
L’algorithme AES construit particulièrement un bon candidat pour les implémentations dans
les systèmes embarqués vu sa robustesse et la facilité d’implémentation d’une part, et la ca-
pacité de mémoire réduite qui est requise pour un tel système d’autre part. C’est sans doute
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Figure 1.12 Schéma de fonctionnement de AES
Tirée de Miller et al. (2009)
ces éléments qui ont poussé le monde de la 3G (3ème génération du réseau mobile) à inté-
grer cette technique de cryptographie dans le mécanisme d’authentification des systèmes de
télécommunication.
1.7.1.2 Le chiffrement par flot
On peut définir les algorithmes de chiffrement par flux ou par flot comme étant des algorithmes
de chiffrement par blocs, où le bloc a une dimension unitaire (1 bit, 1 octet, etc.). Ce type de
chiffrement possède plusieurs avantages :
• On peut changer la méthode de chiffrement au niveau de chaque symbole traité. Le chiffre-
ment du texte en clair sera alors plus rapide.
• Utile dans les environnements où la fréquence d’erreurs est grande. Avec une telle tech-
nique de chiffrement, les erreurs de diffusions ne sont pas propagées.
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• Utile dans les environnements où il est impossible de traiter un grand nombre d’informa-
tions (exemple mémoire tampon limitée).
Les techniques de chiffrement par flot appliquent des transformations simples selon une chaine
de clés. Cette dernière peut être définie comme étant une séquence de bits utilisée en tant que
clé qui peut être générée aléatoirement. Si nous travaillons avec une chaine de clés utilisée
une seule fois et choisie aléatoirement, le message chiffré sera excessivement sécuritaire. Les
algorithmes de chiffrement par flux sont beaucoup moins nombreux que les algorithmes de
chiffrements par blocs. Cependant, ils sont de plus en plus répandus avec la circulation ex-
cessive des données sur le web. C’est dans ce domaine des logiciels que les algorithmes de
chiffrement par flux ont toute leur importance.
Parmi les algorithmes de chiffrement par flot on peut citer :
• A5/1 qui est un algorithme utilisé dans les réseaux GSM pour le chiffrement des commu-
nications par radio effectuées entre le téléphone mobile et l’antenne-relais ;
• RC4 qui est un algorithme de chiffrement par flot conçu en 1987 par Ronald Rivest. Cet
algorithme est beaucoup utilisé dans les protocoles WEP du Wi-Fi ;
• Py un algorithme récent de Eli Biham ;
• E0 qui est un algorithme de chiffrement par flot utilisé dans les communications Bluetooth.
1.8 Conclusion
Dans cette section nous avons introduit les différentes notions de base de notre travail de re-
cherche. Dans le chapitre suivant, nous allons décrire une revue de littérature concernant prin-
cipalement le calcul parallèle au service de la sécurité (les algorithmes de pattern matching et
de la cryptographie parallèles), les techniques de détection de malwares mobiles utilisant les
signatures ainsi que les différentes techniques de compactage de données puisque nous ciblons
des plateformes à ressources limitées.
CHAPITRE 2
REVUE DE LA LITTÉRATURE
2.1 Introduction
Ce chapitre présente une revue de littérature dans les principaux axes de notre travail de re-
cherche. Cette revue va permettre de mieux comprendre le domaine et de cibler nos contri-
butions. En effet, dans une première section, nous allons étudier les techniques de détection
de malwares mobiles qui sont basées sur l’utilisation des signatures malicieuses. Puis, nous
allons décrire quelques techniques d’accélération d’algorithmes de correspondance de patrons
avec le calcul parallèle. Ensuite, nous allons aborder dans une troisième section les techniques
de compactage des structures d’automates vu les ressources limitées de l’environnement que
nous ciblons. Nous allons traiter également dans une quatrième section quelques travaux sur
la cryptographie parallèle. Enfin nous allons décrire l’utilisation des architectures des clusters
qui existent dans la littérature et qui sont au service de la sécurité.
2.2 Techniques de détection de malwares mobiles basées les signatures
La sécurité mobile des devenue l’un des enjeux les plus importants vu l’impact des attaques
malicieuses de plus en plus évoluées ainsi que les capacités de calcul réduites des téléphones
intelligents. Par conséquent, plusieurs travaux se sont intéressés par la détection de malwares
sur les téléphones mobiles et plus précisément les systèmes Android tout en se basant sur
l’étude des signatures malicieuses. Comme nous l’avons mentionné dans le chapitre précédent,
on peut classer ces approches en deux catégories : la détection de malwares par les signatures
statiques et celle basée les signatures comportementales.
Les signatures statiques des applications malicieuses sont largement utilisées dans les antivi-
rus commerciaux vu la rapidité de détection de malwares connus. Ces signatures peuvent être
générées à partir du calcul de l’empreinte de hachage du code du malware. Un exemple de
signatures de hachage de malwares connus sur le système Android est illustré dans le tableau
34
2.1. Cependant ces signatures peuvent être facilement contournées par les techniques d’obfus-
cation qui consistent à apporter des modifications sur le code sans affecter son fonctionnement
( par exemple renommer les variables ou les fonctions, ajouter des lignes de codes sans effets,
renommer les packages Android, etc.). Selon Rastogi et al. (2013) ce type de détection peut
être aussi contourné à travers le cryptage du bytecode des applications Android ainsi que les
fichiers .dex contenant le code des applications sous format Smali.
Tableau 2.1 Expemle de signatures de hachage de malwares Android
Tiré de Isohara et al. (2011)
Malware Nom du package Signature SHA-1
DroidDream Com.droiddream.bowlingtime 72adcf43e5f945ca9f72 064b81dc0062007f0fbf
Geinimi Com.sgg.spp 1317d996682f4ae4cce6 0d90c43fe3e674f60c22
Fakeplayer Org.me.androidapplication1 1e993b0632d5bc6f0741 0ee31e41dd316435d997
Plusieurs travaux comme (Ping et al., 2014), (Talha et al., 2015) et (Qin et al., 2013), se sont
intéressés par un autre type de signatures statiques malicieuses qui est basé sur l’étude des per-
missions des applications Android. En effet, les permissions accordées à une application don-
nées peuvent donner une idée préalable sur les risques potentiels de comportements malicieux.
Pour extraire ces permissions, le recours à un serveur externe est inévitable pour l’assemblage
et le désassemblage des applications. Une étude de ces permissions combinée avec une étude
sémantique du code de l’application permet de détecter la présence d’un éventuel malware
avant son exécution. Cependant cette approche ne peut être exécutée dans le téléphone et elle
est gourmande en terme de ressources de calcul.
L’étude des appels API des applications mobiles représente une autre technique de détection
statique de malwares. Cette technique est présente dans divers travaux comme (Fan et al.,
2015), (Zou et al., 2015) et (Wu et al., 2012). Dans le travail de Fan et al. (2015), les appels
API sont utilisés pour détecter les applications malicieuses dont le code est enfoui dans des ap-
plications normales. Ils étudient donc les appels API d’applications non malicieuses et forment
un modèle de comportement normal traduit par les listes des appels API. Toute déviation de ce
modèle est considérée comme comportement malicieux. Une illustration du modèle de détec-
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tion est représentée dans la figure 2.1. Dans (Zou et al., 2015), les auteurs proposent un outil
de détection de malwares sur les systèmes Android qui s’appelle DroidMat. cet outil se base
également sur l’analyse statique des applications mobiles à travers l’étude des appels API. En
effet, les auteurs affirment que ces appels permettent d’informer sur les types d’opérations qui
sont susceptibles d’être exécutées par une application donnée. Par exemple, certaines appli-
cations malicieuses ont tendance à extraire les informations sensibles du téléphone comme le
numéro de série à travers l’appel en arrière-plan de l’API getDeviceld(). Pour les applications
normales, cet appel ne se fait pas en arrière-plan et est affiché à l’écran du téléphone.
Figure 2.1 Modèle de détection de malwares avec les appels API
Tirée de Fan et al. (2015)
Une méthode de détection de malwares sur les systèmes Android a été proposée parWang etWu
(2015). Dans ce travail on utilise des signatures hiérarchiques qui combinent à la fois les signa-
tures des appels API, les signatures de hachage des applications malicieuses, ainsi que celle des
classes et les méthodes de ces applications. Une description de cette approche est illustrée dans
la figure 2.2. La combinaison des deux techniques de détection (permission et appels API) est
aussi exploitée par plusieurs travaux comme Sharma et Dash (2014), Peiravian et Zhu (2013),
Chan et Song (2014), Zeng et al. (2014), et Aysan et Sen (2015). Dans ces travaux on combine
la robustesse des deux outils de détection pour augmenter le niveau de performance du système
de détection en général. L’utilisation d’algorithmes de machine learning est présente dans ces
travaux pour classifier les applications analysées.
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Figure 2.2 Signature hiérarchique
combinée d’applications malicieuses
Tirée de Wang et Wu (2015)
Le comportement malicieux des malwares sur les téléphones mobiles peut être également tra-
duit par l’analyse statique du code malicieux et l’extraction des graphes d’appels de fonctions.
Ce graphe illustre la structure et la logique des appels de fonction d’un code malicieux et
les organise sous forme de graphe. Un exemple de graphes d’appels de fonctions du malware
"Android :RuFraud-C" appartenant à la famille malicieuse "FakeInstaller" est illustré dans la
figure 2.3 tirée de Gascon et al. (2013). Les noeuds foncés indiquent les structures d’appel
de fonctions malicieuses détectées par cet outil. Quant aux autres noeuds, ils représentent les
structures d’appels normaux.
Le deuxième type de détection par signatures de malwares est la détection à travers les signa-
tures comportementales. Ce type de détection se fait au moment d’exécution des applications et
s’intéresse aux comportements malicieux. L’interception et l’analyse des appels systèmes entre
les applications et le noyau du système Android constituent l’un des outils les plus utilisés pour
la détection comportementale de malwares mobiles. Dans Isohara et al. (2011), une étude du
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Figure 2.3 Graphe d’appels de fonctions du malware "Android :RuFraud-C"
Tirée de Gascon et al. (2013)
comportement d’applications Android à travers l’analyse des fichiers log contenant la liste des
appels systèmes qui a été faite au niveau du noyau du système Android. Ces fichiers sont ana-
lysés avec les algorithmes de pattern matching pour détecter la présence de signatures d’appels
systèmes déterminées au préalable. Ces signatures sont sous format d’expressions régulières
dont la construction n’a pas été détaillée. Un exemple de signatures malicieuses tiré de Isohara
et al. (2011) est illustré dans le tableau 2.2.
Tableau 2.2 Expemle de signatures d’appels système
Tiré de Isohara et al. (2011)








8 Abuse of root ^execve\("/(system/) ?(bin|sbin|xbin)/su"
9 Abuse of root ^open\(".*/iptables"
10 Abuse of root ^superuser(\....) ?
11 Abuse of root ^execve\(".*/busybox"
10 Abuse of root ^execve\(".*/(chmod|chown|ls\b|mkdir|rmdir)"
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Dans (Lin et al., 2013b), une étude détaillée pour la construction des signatures comporte-
mentales d’appels système a été menée dans le but de détecter les malwares sur les systèmes
Android. Cette technique consiste à prendre deux types d’applications : les applications nor-
males et les applications malicieuses groupées par famille de malwares. Pour chaque famille
on extrait les séquences d’appels système et on ne garde que les séquences qui sont communes.
Une étape de filtrage des séquences doit ensuite être faite en considérant de plus les séquences
d’appels systèmes des applications normales. Une description détaillée de cette technique va
être établie dans le chapitre suivant. D’après Lin et al. (2013b), une précision de détection allant
jusqu’à 95.97% a pu être obtenue avec ce type de signatures. Cependant les performances de
détection restent toujours dépendantes de la phase de construction des signatures et la capacité
à trouver des applications appartenant aux mêmes familles de malwares.
D’après cette revue de littérature, nous pouvons conclure que bien que les signatures statiques
de malwares permettent de détecter des malwares avant leur exécution, ces signatures souffrent
tout de même de plusieurs inconvénients. Elles sont dans la plupart des cas irrésistibles contre
les techniques d’obfuscation et de polymorphisme de malwares. De plus, certains types de si-
gnatures statiques nécessitent des techniques d’instrumentation du code (assemblage et désas-
semblage du code pour extraire l’information pertinente) dans un serveur externe. En ce qui
concerne les signatures comportementales, elles permettent de détecter la présence d’un éven-
tuel malware en cours d’exécution et sont résistibles aux techniques d’évasion de la détection
mentionnées au préalable. Cependant, la phase de construction de ces signatures reste délicate
et nécessite des améliorations surtout que les malwares mobiles sont en perpétuelle évolution.
Cette évolution augmente la complexité de ces signatures en terme de taille et de construction.
L’accélération de la détection de malwares mobiles et le compactage de ces signatures sont
donc nécessaires pour rendre ce type de détection plus efficace.
2.3 Accélération du pattern matching avec le calcul parallèle
Les algorithmes de pattern matching sont largement utilisés dans les systèmes informatiques
vu la multitude de domaines d’applications (systèmes de détection d’intrusions, imagerie, la
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bio-informatique, etc.). Le développement des plateformes de calcul parallèle a rendu possible
l’accélération de tels algorithmes. Plusieurs sont les travaux qui se focalisent sur les traitements
de pattern matching parallèles et ses différents types comme Aho-corasick, Boyer et Moore et
ses extensions ou variantes. Des techniques d’accélération matérielles et logicielles ont été
exploitées dans plusieurs travaux. Les algorithmes de correspondance de patrons parallèles
basés sur des architectures matérielles ( Van Lunteren et al. (2006), Scarpazza et al. (2008),
Vasiliadis et al. (2011) ) utilisent principalement les GPUs, les circuits FPGA ainsi que les
processeurs Cell/B.E de IBM. Cependant ces techniques souffrent d’un problème majeur. En
effet, avec ce type d’implémentation le coût de maintenance et de mise à l’échelle devient
problématique surtout avec les bases de données de référence qui changent et évoluent souvent.
Les algorithmes de pattern matching parallèles basés sur les architectures logicielles utilisent
quant à eux les processeurs multicœurs pour accélérer le traitement.
En effet, Tran et al. (2014) ont proposé une implémentation parallèle de l’algorithme Aho-
Corasick optimisée pour l’architecture Kepler de Nvidia. Cette approche utilise efficacement
la technologie Hyper-Q. Elle a pour but d’augmenter le nombre de connexions entre le host
et le device (CPU et GPU) en établissant 32 connexions hardwares parallèles. Ainsi chaque
processus utilisant le paradigme MPI peut être assigné à une queue séparée, maximisant l’uti-
lisation de la GPU. Cette technique est illustrée dans la figure 2.4. Avec l’implémentation de
la version parallèle de AC optimisée pour cette architecture de Tran et al. (2014), on atteint
un débit d’exécution allant jusqu’à 450 Gbps sur une GPU Nvidia Tesla K20. Comparée à la
version séquentielle, une accélération de 1.45x est obtenue avec cette implémentation.
Cheng-Hung Lin et Shyu (2013) se sont intéressés par la résolution de problèmes de parallé-
lisations classiques des algorithmes de pattern matching. En effet, d’une façon générale, pour
implémenter un système de correspondance de patron parallèle il faut segmenter le flux de don-
nées à analyser et allouer un thread pour chaque segment. Chaque thread doit alors parcourir le
segment de données et vérifier la présence d’un des patrons de référence. Cependant avec une
telle technique il est impossible de détecter les patrons au niveau de la frontière de deux seg-
ments successifs. Même l’extension du champ de recherche de chaque thread génère un coût de
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Figure 2.4 Technologie Hyper-Q dans les GPU kepler de NVIDIA
calcul supplémentaire qui va ralentir la performance du système parallèle. Pour remédier à ce
problème, Cheng-Hung Lin et Shyu (2013) ont proposé un algorithme de pattern matching pa-
rallèle appelé PFAC qui repose sur l’utilisation des structures d’automates déterministes finis.
L’idée clé de cet algorithme est d’allouer un thread pour chaque élément du flux de données
à analyser et non pas pour chaque segment. Chaque thread commence la recherche depuis sa
position initiale et termine son exécution s’il s’agit de transition d’échec. Une implémentation
de cet algorithme a été élaborée sur une GPU classique. Les auteurs affirment qu’avec PFAC
une accélération de 4000x a été obtenue par rapport à la version séquentielle de l’algorithme
AC ainsi qu’une accélération de 3x comparé à d’autres travaux de pattern matching parallèles
(comme (Huang et al., 2008), (Schatz et Trapnell, 2007) et (Vasiliadis et al., 2009)).
Vasiliadis et Ioannidis (2010) ont proposé un anti-malware massivement parallèle basé sur les
algorithmes de correspondance de patrons appelé Gravity. C’est la version modifiée de l’anti-
malware commercial ClamAV qui offre des services de détection en ligne. Pour accélérer le
traitement, Vasiliadis et Ioannidis (2010) proposent d’implémenter un filtre parallèle sur une
GPU qui ne va considérer que le préfixe des entrées à analyser. Si le préfixe correspond avec
l’un des préfixes des signatures malicieuses, cette entrée va être envoyée vers la CPU pour qu’il
continue la recherche. Dans le cas échéant, l’entrée est considérée comme non malicieuse. La
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figure 2.5 illustre l’architecture générale de Gravity. Avec cet outil, une accélération de 100
fois a été obtenue comparée à ClamAV exécuté séquentiellement sur une CPU. Un débit allant
jusqu’à 40 Gbit/s est également obtenu sur une GPU NVIDIA GeForce GTX295.
Figure 2.5 Architecture de détection parallèle de Gravity
Tirée de Vasiliadis et Ioannidis (2010)
Le travail présenté dans Zha et Sahni (2011) a porté sur la mise en œuvre de l’algorithme
Aho-Corasick sur une GPU. L’arbre du Aho-Corasick a été précalculé sur la CPU et a été
stocké dans la mémoire cache de la GPU. La chaîne d’entrée à analyser a été placée dans la
mémoire globale de GPU puis partitionnée sur différents blocs et allouée à plusieurs threads.
Zha et Sahni (2011) ont utilisé un certain nombre d’optimisations afin d’améliorer encore les
performances de la mise en œuvre de l’algorithme. En effet, le groupe de recherche a exploité
la conversion de type ou casting en anglais de la chaîne d’entrée de unsigned char vers int4
pour faire en sorte que chaque thread va lire 16 caractères à la fois de la chaîne entrée de la
mémoire globale au lieu d’un seul caractère. Afin d’améliorer encore l’utilisation de la bande
passante, les accès en lecture des threads du même wrap ont été fusionnés diminuant ainsi le
temps de latence de l’algorithme. Une GPU NVIDIA Tesla GT200 a été utilisée offrant une
accélération de 9.5x par rapport à la version séquentielle de l’algorithme. Il est à noter que les
optimisations offertes par ce travail ne sont applicables que pour la plateforme Cuda.
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Yang et Prasanna (2013) proposent quant à eux une approche parallèle de détection d’intru-
sion dans le réseau. Cette approche est basée sur l’algorithme de correspondance de patron
Aho-Corasick qu’ils appellent head-body finite automaton. La technique proposée possède la
particularité de diviser l’automate en deux parties : une première partie qui contient les préfixes
des patrons de l’automate et une seconde partie qui contient le reste. Cette approche a été im-
plémentée sur une CPU multicoeurs et a pour but d’augmenter le débit d’exécution du système
à travers l’augmentation du ratio de correspondance.
Une autre approche de parallélisation d’algorithme de pattern matching est proposé par Arud-
chutha et al. (2013). L’idée clé de leur approche est de prendre une version parallèle de l’algo-
rithme AC sans considérer les transitions d’échec et de diviser la base de données de patrons
de référence en plusieurs sous-ensembles. Pour chaque sous-ensemble, on construit l’automate
déterministe fini correspondant. On alloue à chaque automate un thread qui va s’occuper de
la recherche de patrons dans l’automate qui lui est associé. La majeure motivation de cette
approche réside dans le fait que le temps de construction de l’automate dans la phase de pré-
traitement est considérable, surtout que le nombre de patrons mis en jeux est énorme. L’archi-
tecture proposée est illustrée dans la figure 2.6. Cette approche a été implémentée sur un CPU
AMD Opteron à 8 cœurs et a donné des résultats meilleurs que dans l’approche de Herath et al.
(2012) où la même technique est utilisée, mais avec une base de données de patrons plus petite.
Dans Pungila et Negru (2012), les algorithmes Aho-Corasick et Commentz-Walter ont été utili-
sés pour effectuer l’analyse accélérée d’antivirus par une GPU. L’implémentation de ces algo-
rithmes était représentée dans la GPU utilisant les piles. Cette approche se distingue par deux
techniques : une technique de sérialisation de l’automate dans une mémoire continue ainsi
qu’une technique de substitution de la fonction qui donne l’état suivant par des mécanismes
de décalage. La parallélisation de ces algorithmes a été réalisée en appliquant une approche de
parallélisme de données.
Une implémentation parallèle de l’algorithme de correspondance de patrons Knuth-Morris-
Pratt Mandumula (2011) a été proposée dans Bellekens et al. (2013). Cette implémentation
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Figure 2.6 Subdivision de la dataset et allocation des threads
Tirée de Arudchutha et al. (2013)
parallèle a été exploitée pour la détection d’intrusions dans le réseau en utilisant les perfor-
mances de calcul parallèle des GPUs. Une première technique d’accélération de traitement
parallèle utilisée est le loop splitting. Cette technique consiste à segmenter une partie itérative
du programme contenant plusieurs instructions indépendantes. Ceci à pour but de diminuer la
charge sur les registres des kernels de la GPU et assurer un niveau plus élevé de convergence
de threads. Une autre technique d’accélération de calcul parallèle exploitée dans ce travail de
recherche est l’utilisation de la mémoire globale de la GPU pour stocker les patrons ainsi que
la table de décalage. Cette table contient le nombre de décalages à effectuer en cas de transition
d’échec. Une accélération d’environ 30x est obtenue avec cette implémentation cependant elle
reste moins performante que celle de l’algorithme PFAC.
Une variante parallèle de l’algorithme Wu-Manber appelée Simplified Wu-Manber (SWM), a
été mise en oeuvre par Vespa et Weng (2012) en utilisant l’API OpenCL pour la détection
d’intrusion dans le réseau. L’algorithme a été modifié à travers la diminution de la taille des
blocs de patrons ainsi que l’élimination du traitement de hachage. Avec ces changements, la
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taille des tables de décalage a été réduite. Par conséquent, il était possible de les placer dans la
mémoire partagée de la GPU. En outre, le nombre de comparaisons requis pour le traitement
de la chaine de données en entrée a été réduit et par conséquent le niveau de la divergence de
threads dans les kernels de la GPU a été évité. Enfin, les calculs de hachage ont été entièrement
éliminés, ce qui améliore encore la performance de l’algorithme. Les tables de décalage de la
variante de Wu-Manber ont été calculées par la CPU et ont été transférées ensuite à la mémoire
partagée de la GPU. La chaîne d’entrée sous forme de paquets réseau a été enregistrée au niveau
de la mémoire de l’hôte appelée pinned memory. Ce type de mémoires permettent au GPU
d’accéder directement aux données sans transiter par la CPU. L’allocation et la désallocation
de cette mémoire sont certes couteuses cependant l’accès à ce type de mémoire est très rapide
et son utilisation devient avantageuse dans le cas de transferts fréquents de données de taille
importante.
D’après notre revue de littérature, il n’y a aucun travail de recherche qui se focalise sur l’accé-
lération des algorithmes de pattern matching sur les GPUs mobiles ou même sur l’accélération
des traitements relatifs à la détection de malware sur les téléphones mobiles en général. Ceci
nous ramène au besoin de bien choisir et de filtrer les techniques d’optimisation de ces algo-
rithmes qui peuvent être supportées par les GPUs mobiles et de voir comment on peut adapter
ces algorithmes pour accélérer la détection des malwares mobiles.
2.4 Techniques de compactage de données
La plupart des algorithmes de correspondance de patrons utilisent une structure d’automate gé-
nérée à partir d’une base de données de patrons références. La structure de l’automate requiert
un espace de stockage important ce qui représente une contrainte majeure pour l’utilisation de
tels algorithmes dans les systèmes embarqués possédant une capacité de stockage limitée.
Dans la littérature, il existe divers techniques de compactage de données relatives aux algo-
rithmes de correspondance de patrons parallèles ou séquentiels. Parmi ces techniques on peut
citer la compression par bitmap qui est largement adoptée dans plusieurs travaux. Cette tech-
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nique consiste à utiliser un tableau de bits de longueur N égale à la taille de l’alphabet utilisé
(soit 256 si on utilise l’alphabet du code ASSCI) pour indiquer la présence d’états valides (un
bit 1 à une position i indique la présence d’un état valide en ayant comme entrée l’alphabet i et
un bit 0 indique la présence d’état d’échec). L’un des problèmes majeurs de telle technique est
le fait qu’au pire des cas on doit associer deux références mémoires pour chaque caractère ainsi
que 256 bits pour chaque bitmap ce qui ne réduit pas considérablement l’espace total requis
pour le stockage de la structure de l’automate.
Une autre de technique de compression associée aux algorithmes de correspondance de patrons
utilisant la structure d’automate est la compression de chemins. Cette technique a été exploitée
dans plusieurs travaux dans la littérature et qui s’intéressent particulièrement à la détection
d’intrusions. Comme c’est illustré dans la figure 2.7, cette technique consiste à regrouper les
états consécutifs de l’automate ayant une seule transition possible en un seul état compressé.
Les transitions dans cet état sont stockées dans une liste linéaire chainée ainsi que les transitions
d’échec pour chaque caractère. Cependant l’un des problèmes majeurs d’une telle technique
c’est la gestion des transitions d’échec. En effet, ce type de transitions qui est relatif à un état
donné peut pointer sur un autre état qui est déjà compressé. La gestion des transitions d’échec
devient alors plus complexe à gérer.
Pungila (2013) ont combiné ces deux dernières techniques et proposé un algorithme hybride
optimisé pour le traitement parallèle au sein d’un système de détection d’intrusion. En effet,
l’automate est représenté par une liste de nœuds qui intègrent à la fois la structure des bitmaps
ainsi que les chemins compressés des nœuds. En outre, pour pallier au problème de gaspillage
de la pile mémoire (miettes d’espaces mémoire non utilisées) lors de l’allocation des nœuds,
tous les nœuds fils relatifs à un nœud courant sont stockés dans des zones mémoires consé-
cutives. Pungila (2013) ont utilisé dans leurs expérimentations les signatures de malwares de
ClamAV et ont comparé le taux de compression des trois techniques. En effet, d’après les résul-
tats expérimentaux, l’application de la technique de compression de chemins à l’automate offre
une réduction de la taille de 65% par rapport à la version non optimisée. Ensuite, l’application
de la technique du bitmap seule à l’automate offre un taux de réduction en mémoire moins in-
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Figure 2.7 Compression des chemins de l’automate
Tirée de Venkatachary (2009)
téressant et égal à 27% par rapport à la version originale non optimisée. Enfin, ils affirment que
leur approche proposée qui consiste à combiner les deux techniques offre un résultat meilleur :
un taux de réduction de l’utilisation de la mémoire égale à 78% par rapport à la version non
optimisée.
Figure 2.8 Le hachage parfait
Tirée de Lin et al. (2012)
Vespa et al. (2009) et Vespa et Weng (2011) ont introduit un algorithme de réduction d’auto-
mates des algorithmes de pattern matching appelé P3FSM. C’est l’acronyme de Portable pre-
47
dictive pattern matching finite state machine. Ils ont introduit cet algorithme pour la réduction
de l’espace de stockage requis pour les signatures des virus relatifs aux systèmes de détec-
tion d’intrusion. Une description détaillée de cet algorithme va être élaborée dans le chapitre
suivant. Les résultats expérimentaux obtenus par les chercheurs affirment que cet algorithme
offre un taux de compactage intéressant (80x) ainsi qu’un temps d’exécution réduit. Ils af-
firment également que cet algorithme peut être utilisé efficacement au niveau des systèmes de
détection d’intrusions parallèles ayant des contraintes de mémoire limitée.
Lin et al. (2012) proposent une autre technique de compactage d’automates appelé hachage
parfait. L’idée de base de cet algorithme consiste à prendre la matrice de transitions de l’au-
tomate déterministe à états finis et utiliser une fonction de hachage pour ne stocker que les
transitions valides dans une table de hachage. La figure 2.8 illustre le principe de base de cette
approche. Une fonction de hachage parfait donne à partir de chaque clé (transition valide) une
valeur de hachage unique et sans collisions. Cependant, le calcul de ces valeurs peut dégrader
la performance du système. C’est pour cette raison qu’il faut bien choisir une fonction de ha-
chage efficace, qui ne requière pas un calcul gourmand. L’élaboration de cet algorithme passe
par trois étapes : la construction de la matrice des clés, la construction des tables de hachage
et de décalages et enfin le déclenchement du processus d’analyse. Pour la phase d’expérimen-
tation Lin et al. (2012) utilisent les paquets DEFCON qui contiennent une quantité importante
de patrons d’attaques réseau réelles. Ils utilisent la technique de compactage pour différentes
GPUs et affirment que le taux de compactage avec le hachage parfait obtenu par rapport à la
version non optimisée est égale à 99%. Ce taux de compression est certes intéressant cependant
l’algorithme requière un temps de calcul important pour élaborer le processus de compactage.
2.5 La cryptographie parallèle
La plupart des algorithmes de cryptographie requièrent des calculs arithmétiques utilisant des
structures mathématiques différentes. Dans les systèmes de cryptographie modernes, nous
avons besoin en général d’exécuter des calculs dans des architectures finies, ce qui rend in-
dispensable l’utilisation d’une arithmétique modulaire efficace. Cependant, ces opérations sont
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très gourmandes en terme de ressources de calcul vu leur complexité et la taille des données
mises en jeu.
En effet, la taille des clés exploitées dans les algorithmes de cryptographie rend les fonctions
arithmétiques plus coûteuses en termes de temps d’exécution. Par ailleurs, on trouve aujour-
d’hui plusieurs architectures grand publiques intégrant plusieurs unités de calcul qui sont ré-
parties sur les processeurs ainsi que sur les cartes graphiques. La popularité de ces ressources
et leur facilité d’exploitation ont attiré plusieurs recherches pour accélérer les algorithmes de
cryptographie.
Par exemple, une étude comparative concernant l’implémentation parallèle de l’algorithme
RSA sur une CPU et une GPU a été élaborée par Zhang et al. (2012). Les auteurs affirment que
l’implémentation parallèle avec une GPU a donné de meilleurs résultats comparés à l’implé-
mentation sur la CPU. Un taux d’accélération égale à 45 fois par rapport à la version parallèle
sur la CPU a été atteint. D’après cette recherche, les auteurs affirment que les GPUs sont mieux
adaptées pour les processus parallèles simples, ils ont une faible consommation d’énergie par
rapport aux CPUs et peuvent être utilisés efficacement pour les algorithmes de cryptographie.
Une autre implémentation parallèle de RSA a été élaborée par Yang et al. (2015). Dans ce tra-
vail, on propose une approche de parallélisation de la multiplication modulaire appelée multi-
plication de Montgomery qui permet d’accélérer le traitement de l’algorithme de cryptographie
RSA. Une autre technique d’accélération a été également utilisée dans ce travail qui consiste à
utiliser la fonction wrap shuffle des GPUs Nvidia qui permettent à un ensemble de threads de
communiquer entre eux sans faire recours à la mémoire partagée. Ceci réduit considérablement
le temps de latence de l’algorithme et permet d’améliorer sa performance.
L’importance de l’algorithme de cryptographie symétrique AES et le vaste domaine d’appli-
cation de cet algorithme a attiré plusieurs travaux de recherche pour l’accélérer à travers le
calcul parallèle. En effet, Nagendra et Sekhar (2014) ont implémenté une version parallèle de
AES sur un processeur Intel Core 2 Duo en utilisant OpenMP dans le but de réduire le temps
d’exécution. Une stratégie de parallélisation qui repose sur le principe de diviser pour régner
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a été adoptée. Une amélioration de 40% à 45% dans la performance du AES parallèle a été
atteinte comparée à la version séquentielle.
Dongara et Vijaykumar (2003) ont décrit une implémentation parallèle de l’algorithme AES.
Ce dernier a été divisé en deux parties : une partie parallélisable et une autre non parallélisable.
Les auteurs ont montré que les boucles itératives incluses dans la plupart des fonctions de l’al-
gorithme AES consomment plus de temps (ces boucles sont responsables du cryptage des blocs
de données et le décryptage). Ils montrent également que certaines boucles sont entièrement
parallélisables. Dans ce but, ils ont fait quelques transformations au niveau des boucles ité-
ratives pour accélérer le traitement. Cependant, l’accélération de leur implémentation dépend
des méthodes utilisées pour la lecture et l’écriture de données à traiter ainsi que des boucles
itératives non parallélisables et qui prennent un temps d’exécution considérable. Un gain de
performance de 3.5x est obtenu avec ce type de traitement par rapport à la version séquentielle
du AES.
La problématique d’accélération stockage des données sécurisées dans les téléphones mobiles
avec le mécanisme de cryptographie fut la motivation majeure du travail de recherche de Alo-
mari et Samsudin (2011a). En effet, dans cette proposition une variante de l’algorithme AES
appelée XTS-AES a été implémentée en parallèle sur une GPU mobile avec OpenGL. Une
implémentation parallèle de l’algorithme Blowfish a été également proposée par Davis et al.
(2015) en utilisant la plateforme RenderScript des téléphones Android. Cette implémentation
est portable et sa performance a été testée sur différents téléphones intelligents comme Nexus
5, Nexus 10 et Samsung Galaxy S4. Une accélération de 3x a été enregistrée par rapport à la
version séquentielle cependant cette implémentation souffre d’un temps de latence important.
Une étude de la performance des algorithmes de cryptographie à base de courbes elliptiques
(ECC) sur les plateformes mobiles a été menée par Vanderlei de Arruda et al. (2015). Les
auteurs affirment que ce type d’algorithmes est considéré parmi les protocoles les plus gour-
mands en termes de temps de calcul. Les ECC peuvent être également utilisées pour chiffrer les
accès aux applications en ligne depuis les téléphones mobiles. Pour optimiser le calcul cryp-
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tographique, plusieurs types d’algorithmes de multiplication modulaires parallèles ont été im-
plémentés et comparés comme l’algorithme de Montgomery parallèle (Baktir et Savas¸, 2013),
Bitpartite (Kaihara et Takag, 2008) et le Multipartite (Giorgi et al., 2013).
Des solutions matérielles ont été également proposées pour accélérer les protocoles de crypto-
graphie. Par exemple Guo et al. (2012) ont conçu un processeur spécialisé pour le traitement
parallèle de l’algorithme RSA. L’architecture de ce processeur accélère le traitement de l’algo-
rithme en supportant de plus l’exécution optimale et parallèle de l’algorithme de multiplication
modulaire de Montgomery. Un coprocesseur spécialisé pour l’exécution parallèle de l’algo-
rithme de cryptographie à base de courbes elliptiques a été proposé par MuthuKumar et Jeeva-
nanthan (2010). Les auteurs affirment que ce coprocesseur offre un débit d’exécution élevé et
une consommation d’énergie réduite. Certains chercheurs ont également essayé de tirer béné-
fice des FPGA qui offrent des unités de traitement spécialisées et entièrement programmables.
Parmi ces travaux on peut citer Bora et Czajka (1999) et MuthuKumar et Jeevananthan (2010)
qui ont proposé des structures de FPGA spécialisés pour l’exécution parallèle de l’algorithme
RSA. Les solutions logicielles pour accélérer les protocoles de cryptographie sont certes inté-
ressantes. Cependant leur intégration aux architectures matérielles traditionnelles reste encore
problématique.
L’accélération des algorithmes de cryptographie avec le calcul parallèle fut donc l’objet de
plusieurs travaux vu la complexité de ces algorithmes et leur utilisation courante que ce soit
sur les téléphones mobiles ou sur les ordinateurs de bureau. D’après cette revue, les techniques
d’accélération qui se trouvent dans la littérature peuvent être classées en deux catégories : accé-
lération matérielle et accélération logicielle. La comparaison entre les différents protocoles de
cryptographie parallèle devient de plus en plus difficile vu la diversité des plateformes utilisées




Plusieurs sont les travaux qui se focalisent sur l’utilisation du cluster pour la sécurité en général.
Cependant peu de travaux dans la littérature utilisent ces architectures hautement parallèles
pour l’accélération du pattern matching.
Parmi ces travaux on peut citer Tumeo et Villa (2010) qui ont introduit une version parallèle de
l’algorithme AC sur un cluster de GPUs pour l’utilisation des applications d’analyse d’ADN.
Ils ont développé une application maître/esclave, où le processus maître MPI est responsable
de la répartition des tâches aux différents nœuds et GPUs. Le calcul parallèle au niveau des
GPUs est basé sur la segmentation des données à analyser en plusieurs blocs et en attribuant
à chaque bloc un seul thread du kernel CUDA. Pour détecter les patrons qui se trouvent au
niveau de la frontière des blocs,les morceaux peuvent se chevaucher sur une longueur égale au
patron le plus long du dictionnaire utilisé.
Tumeo et al. (2012) ont étendu leur travail précédent et implémenté le même algorithme sur
des architectures de clusters hétérogènes et hautement parallèles. Ils ont utilisé à cette fin un
super ordinateur Cray XMT, des processeurs Xeon 5560, des multiprocesseurs x86 ainsi que
de GPUs NVIDIA Tesla. Une analyse de la performance des différentes implémentations de
l’algorithme sur ces systèmes est également élaborée. Un maximum de performance est fourni
par la machine Cray XMT avec un maximum de 28Gbps (utilisation de 128 processeurs).
Une étude comparative entre plusieurs algorithmes parallèles de pattern matching a été faite par
Kouzinopoulos et al. (2012). Des versions parallèles des algorithmes Commentz-Walter, Wu-
Manber ainsi que Set Backward Oracle Matching ont été implémentées sur une architecture de
cluster constituée de 10 ordinateurs interconnectés et utilisant le paradigme MPI. Les résultats
expérimentaux ont mené à conclure que la version parallèle de l’algorithme Wu-Manber est
la meilleure en terme de temps d’exécution et que la performance des algorithmes varient
fortement avec le type des entrées à analyser.
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Une implémentation parallèle de l’algorithme KMP a été faite par Lin et al. (2013a) en utilisant
des GPUs formées en cluster. Dans cette implémentation, la plateforme Cuda a été choisie pour
le traitement parallèle ainsi que OpenMP pour la distribution et la synchronisation des tâches.
Une accélération de 97x par rapport à la version séquentielle a été obtenue par rapport à la
version séquentielle.
D’une façon générale, parmi les travaux qui se sont intéressés par les clusters des processeurs
multicœurs on peut citer Sharma et Kanungo (2014). Ils affirment que l’une des majeures mo-
tivations pour cibler ce type d’architectures est le rapport coût-efficacité que les clusters de
processeurs multicœurs fournissent. Cependant l’un des principaux défis de telles architectures
est l’acheminement ou le mappage des tâches parallèles sur les différents cœurs des micropro-
cesseurs pour que ces ressources soient utilisées efficacement. Sharma et Kanungo (2014) ont
alors évalué la performance d’un algorithme d’équilibrage dynamique de la charge allouée à
chaque nœud d’un cluster de processeurs multicœurs. Ils ont proposé pour cette fin une poli-
tique de distribution de la charge sur les différents nœuds d’un cluster pour tout calcul paral-
lèle générique. Dans l’approche proposée, les tâches parallèles sont réparties sur les différents
nœuds en fonction de leurs puissances de calculs. D’après les résultats expérimentaux, cette
approche permet d’avoir entre 15 et 20% de réduction du temps d’exécution total.
Le coût réduit des clusters formés à partir des systèmes embarqués ainsi que la performance
de plus en plus évoluée et offerte par ce type de systèmes l’ont rendu une source attrayante
pour les calculs parallèles traditionnellement implémentés dans des serveurs puissants et dis-
tribués. En effet, plusieurs travaux comme Lin et Chow (2013), Kaewkasi et Srisuruk (2014a),
Loghin et al. (2015) et bien d’autres se sont intéressés par l’élaboration de clusters pour les Big
Data formés à partir de cartes embarquées à base de processeurs ARM. Dans ces travaux, les
chercheurs ont essayé de porter et étudier la performance de frameworks destinés à faciliter la
création d’applications distribuées ainsi que la gestion des Big Data comme Hadoop et MapRe-
duce. En particulier, dans Loghin et al. (2015) une comparaison dans ce sens a été faite entre un
cluster de cartes Odroid XU et un serveur Intel Xeon. Les auteurs affirment que le cluster utilisé
possède des performances semblables au serveur Intel Xeon dans certains cas d’utilisations et
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qu’il 4 fois plus rentable en ce qui concerne le prix. Dans Kaewkasi et Srisuruk (2014a), une
optimisation du framework Hadoop a été élaborée pour les clusters à base de processeurs ARM.
Une attention particulière à l’optimisation de la performance et la consommation d’énergie a
été accordée dans ce travail de recherche en utilisant quelques politiques d’optimisation spéci-
fiques aux processeurs ARM ainsi que l’implémentation de quelques modules du framework
Hadoop en langage C. Une optimisation de 2x au niveau du temps d’exécution a été obtenue
comparé à leur implémentation antérieure dans Kaewkasi et Srisuruk (2014b).
Dans le travail de recherche de Ou et al. (2012), une comparaison de la performance d’une
architecture de cluster formé à partir de processeurs ARM avec celle d’un workstation Intel
X86 a été élaborée. Cette comparaison a mis l’accent sur deux axes principaux à savoir le coût
et l’efficacité énergétique des deux plateformes de calcul parallèle ciblées. Le cluster mis en
jeu est formé à partir de quatre cartes Pandaboard sur lesquelles plusieurs types de traitements
sont distribués. Ou et al. (2012) affirment que l’utilisation du cluster de processeurs ARM est
avantageuse pour les traitements parallèles légers ainsi que les applications de transcodage
des vidéos, les serveurs web et les traitements parallèles raltifs aux bases de données. Une
efficacité énergétique entre 1.21 et 9.5 est obtenue grâce à l’utilisation des clusters des cartes
Pandaboards par rapport au workstation d’Intel.
D’après cette revue de littérature, nous pouvons conclure que les architectures de clusters sont
largement utilisées pour accélérer les traitements qui sont généralement gourmands en termes
de mémoire et de temps de calcul. Une attention particulière vers les clusters formés de sys-
tèmes embarqués à ressources limitées est devenue de plus en plus importante vu les perfor-
mances de calcul émergentes qu’ils offrent ainsi que le coût réduit de tels systèmes. Le map-
page des tâches entre les différents noeuds du cluster ainsi que l’acheminement des processus
vers les coeurs des unités de traitement des noeuds restent l’un des principaux problèmes qui
déterminent la puissance de calcul de tels systèmes. L’efficacité énergétique des clusters formés
de systèmes à ressources limitées reste encore problématique et à améliorer.
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2.7 Conclusion
Dans ce chapitre nous avons élaboré une revue de littérature concernant les principaux axes de
notre travail de recherche pour mieux cibler nos contributions et apporter nos choix.
D’après la revue de littérature des techniques d’accélération du pattern matching et la détection
de malwares, les travaux dans la littérature sont centrés vers les systèmes traditionnels et non
pas ceux à ressources limitées. L’accélération de ce type de traitements dans les GPUs mobiles
par exemple n’était pas abordée ce qui nous ramène à chercher comment on peut tirer bénéfice
de ces dispositifs pour optimiser ce type de traitements.
Dans le chapitre suivant, nous allons introduire notre solution proposée pour l’accélération des
traitements de la sécurité mobile par le calcul parallèle sur des systèmes à ressources limitées.
CHAPITRE 3
UTILISATION D’ARCHITECTURES PARALLÈLES POUR L’ACCÉLÉRATION
DES TRAITEMENTS DE LA SÉCURITÉ MOBILE
3.1 Introduction
L’accélération des traitements de la sécurité mobile est devenue une préoccupation de plus en
plus importante. Ceci est dû à deux facteurs principaux : le développement de la capacité de
calcul parallèle dans ce type de systèmes d’une part, et la croissance exponentielle des attaques
ciblant ces plateformes, d’autre part. Il est donc indispensable de protéger les informations
sensibles au sein des téléphones mobiles à travers l’implantation de systèmes de détection de
malwares ainsi que le cryptage des données dans le but de maintenir un plus haut niveau de
sécurité. Comme nous l’avons détaillé au préalable, ces types de traitements sont complexes et
doivent être accélérés.
Dans ce chapitre, nous allons décrire l’architecture générale de notre solution proposée pour
accélérer les traitements de la sécurité mobile avec le calcul parallèle tout en prenant en consi-
dération les différentes questions de recherches précédemment discutées. Dans la construction
de notre architecture, plusieurs défis se sont imposés. Le premier consiste à choisir une tech-
nique de détection de malwares mobiles efficace et cibler un algorithme de cryptographie à
accélérer. Le deuxième défi consiste à bien choisir les techniques d’accélération de calcul pa-
rallèle sur les GPUs mobiles surtout que nous sommes dans un milieu à ressources limitées. Le
troisième défi consiste à implanter une technique de compression de données offrant un taux
de compactage intéressant pour manipuler plus de signatures malicieuses. Enfin, le quatrième




Dans cette section, nous allons décrire l’architecture générale de notre plateforme représentée
dans la figure 3.1. L’architecture se compose principalement de trois modules : le module de
détection, le module de cryptographie et enfin le cluster.
Figure 3.1 Architecture générale
3.2.1 Le module de détection
Les avantages de la détection comportementale des malwares sur les systèmes Android, dis-
cutés dans le chapitre précédent, nous a menés à choisir ce type de détection. Ce module est
constitué principalement de deux parties : la partie du prétraitement située dans un hôte exté-
rieur et la partie de traitement qui est sur le téléphone mobile.
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3.2.1.1 Partie du prétraitement
Ce module est responsable de la préparation de la base de données de référence sur laquelle
on va se baser et elle est située à l’extérieur du téléphone mobile. Cette base de données peut
être construite à partir de patrons d’appels systèmes reflétant des comportements malicieux,
des signatures de hachage de malwares, des appels API, etc. Dans notre cas nous utilisons des
patrons d’appels systèmes extraits à partir du profil d’exécution de malwares comme proposé
dans le travail de Lin et al. (2013b). Le processus de construction de la base de données des
signatures sera détaillé par la suite.
La partie de prétraitement prend en entrée ces patrons et les convertit en une structure d’auto-
mate déterministe fini. Cet automate va être utilisé par la suite par le bloc de traitement parallèle
pour détecter la présence d’un éventuel malware dans le système. L’avantage de l’utilisation
des structures d’automates réside dans le fait qu’ils permettent de détecter la présence d’un
patron malicieux dans le flux de données à analyser, et ce en une seule passe.
En général, la structure d’automate peut être représentée principalement par une matrice de
transitions, une table de transitions d’échecs et les états de finaux. La figure 3.2 montre un
exemple de la matrice de transitions STM (State Transition Matrix) que nous utilisons dans la
partie de prétraitement. L’indice des colonnes reflète l’appel système en question (open, close,
read, etc.), quant aux lignes ils indiquent l’état courant dans l’automate. Ainsi pour un état
courant i et un appel système en entrée j la valeur de STM[i][j] indique l’état suivant vers
lequel on doit être redirigé.
3.2.1.2 Partie du traitement
Le module de détection sur l’appareil mobile est constitué principalement de deux blocs : le
bloc du monitorage et le bloc de traitement parallèle.
58
Figure 3.2 Exemple de matrice de transitions STM
A. Le monitorage
Ce bloc est responsable de la collecte des profils d’exécution des applications installées dans
le téléphone. Il permet d’enregistrer les évènements et les comportements des applications en
cours d’exécution à l’aide de l’extraction des différents appels systèmes émis. On utilise pour
cette fin l’outil Strace. Il représente un outil de diagnostic et de débogage qui enregistre et
intercepte les appels avec leurs arguments appelés par un processus donné. Seuls les appels
systèmes bruts sont conservés dans les fichiers des traces d’exécution. Ces traces seront analy-
sées en parallèle par le bloc de traitement afin de détecter un comportement malveillant.
B. Le traitement parallèle
C’est la partie centrale de notre architecture. Au niveau de ce bloc, l’analyse parallèle des traces
d’exécution des applications est effectuée par la GPU. En effet, la CPU envoie les données
à scanner vers la GPU mobile. Ensuite ces données seront subdivisées en des segments qui
seront analysés en parallèle par les threads de la GPU qui sont organisés en blocs. L’analyse
des traces se fait à l’aide d’un algorithme de correspondance de patrons parallèle qui prend
en entrée les signatures malicieuses (sous format d’automate) et vérifie la présence de patrons
malicieux dans la trace. Les résultats de l’analyse seront par la suite envoyés vers la CPU pour
les stocker. La plateforme de calcul parallèle que nous utilisons est OpenCL. Cette plateforme
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est largement utilisée pour le calcul parallèle sur le GPUs mobiles et offre un outil puissant
pour accélérer les traitements sur ce type de systèmes.
L’algorithme de correspondance de patrons parallèle sur lequel se base notre framework est
PFAC proposé par Cheng-Hung Lin et Shyu (2013). C’est l’acronyme de Parallel Failureless
Aho-Corasick. Comme nous l’avons mentionné dans le chapitre précédent, PFAC représente
une version parallèle de l’algorithme Aho-Corasick sans prendre en considération les transi-
tions d’échec de l’automate. Le but de tel algorithme est de détecter en parallèle la présence
de tout patron dans un flux de données à partir d’une base de données de patrons de références
structurés dans une architecture d’automate. Le choix de cet algorithme a été motivé par le
taux d’accélération de traitement qu’il offre et la fluidité de son implémentation. Il représente
de plus une version parallèle de l’algorithme Aho-corasick dont la complexité est linéaire et
qui est considéré comme référence dans le domaine du pattern matching.
Le principe du traitement parallèle pour la détection de malwares de notre framework est le
suivant. Nous considérons un flux de données à analyser qui consiste en une séquence d’ap-
pels système. Les threads dans la GPU sont organisées en groupes. Chaque groupe prend un
segment du flux de données. Comme indiqué dans la figure 3.3, on alloue pour chaque thread
un byte du flux en entrée. Chaque thread commence le traitement depuis sa position de départ.
En cas de transition valide, le thread poursuit son traitement. Dans le cas échéant, il reprend la
recherche depuis sa dernière position de départ incrémentée par le nombre total des threads du
bloc.
Figure 3.3 Allocation des entrées par thread
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Par exemple, prenons une base de données de référence composée des patrons suivants : open
write, open write close, write gettime getpid gettime, gettime getpid. On construit l’automate
déterministe fini correspondant à ces patrons comme indiqué dans la figure 3.4. Cet exemple
comprend 11 états numérotés de 1 à 10. Les états 1, 2, 3 et 4 sont des états finaux dont chacun
correspond à un patron donné. Par exemple l’état 1 correspond au patron "open write", l’état 2
correspond au patron "open write close", etc.
Figure 3.4 Exemple d’architecture d’automate déterministe fini de PFAC construit à
partir de patrons d’appels système
On considère ensuite la trace d’exécution en entrée illustrée dans la figure 3.5. Chaque thread
ti commence la recherche de patrons malicieux depuis sa position de départ i. Par exemple,
t1 analyse la séquence "write gettime getpid gettime ..." et trouve une correspondance avec le
3ème patron "write gettime getpid gettime", il continue sa recherche au niveau du 5ème appel
système de la séquence. Cependant, à ce niveau il n’y a plus de transitions valides. Le thread
termine alors son traitement et reprend le traitement depuis sa position initiale précédente in-
crémentée du nombre total des threads du bloc. L’avantage d’un tel traitement réside dans le
fait que la probabilité que les threads terminent le travail assez rapidement est élevée puisque
chacun est responsable de trouver les patrons adéquats depuis leurs positions de départ et qu’ils
terminent la recherche dès qu’on trouve une transition d’échec. Par exemple, dans la figure 3.5
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le thread t3 termine son travail dès la première position puisqu’il n’y a pas de transition valide
à ce niveau. C’est le cas également pour les threads t5, t7 et t8.
Figure 3.5 Analyse en parallèle avec PFAC d’une trace d’exécution
Une fois le traitement parallèle est terminé les résultats de la recherche seront envoyés à la CPU.
Si on trouve une des signatures malicieuses de la base de données de référence dans l’une des
traces d’exécution analysées, l’application relative à cette trace sera considérée malicieuse.
3.2.2 Le module de cryptographie
La cryptographie représente l’un des axes principaux des traitements raltives à la sécurité en
général. Notre Framework intègre un module de cryptage et décryptage parallèle de données
afin de protéger les données sensibles hébergées dans le téléphone comme les messages, les
images, la liste des contacts, les notes, etc. L’algorithme parallèle de cryptographie que nous
utilisons est le AES parallèle (PAES). Le choix pour cet algorithme de cryptographie s’est par-
ticulièrement porté pour sa large utilisation dans les systèmes mobiles ainsi que la complexité
de calcul qu’il porte.
Le principe de ce module est le suivant. Afin de traiter toutes les données à crypter ou à dé-
crypter, la CPU lance la requête d’exécution de plusieurs kernels sur la GPU. Comme l’indique
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Figure 3.6 Le module de cryptographie parallèle
la figure 3.6, la GPU comporte trois principales composantes : le gestionnaire de l’exécution
des threads, le gestionnaire des blocs et enfin les threads. La GPU prend en entrée le texte à
traiter ainsi que la clé et les places dans la mémoire globale. Le texte est segmenté en blocs de
16 bytes chacun. Chaque thread prend en charge le traitement d’un bloc des données et envoie
le résultat sous forme de texte crypté ou décrypté vers la CPU. Le texte final sera le résultat de
la concaténation des différents blocs en ordre.
Les threads du même bloc OpenCL ont besoin d’un accès fréquent à la liste des clés générées.
C’est pour cette raison que nous l’avons placé dans la mémoire globale de la GPU avec les
données à traiter. Comme indiqué dans la figure 3.7, chaque thread ensuite exécute les diffé-
rentes transformations relatives à l’algorithme de cryptographie AES à savoir la substitution
des bytes SubBytes, les opérations de décalage ShiftRows, le mixage des colonnes MixColumns
et enfin l’opération de combinaison des données avec les clés générées AddRoundKey.
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Figure 3.7 Le diagramme de l’algorithme PAES parallèle
3.2.3 Architecture hautement parallèle
Dans cette section nous allons décrire le module du cluster de notre architecture. Ce module
offre une plateforme hautement parallèle sur deux niveaux : répartition parallèle des tâches sur
les différents noeuds et l’exécution parallèle de ces taches au niveau de chaque noeud.
3.2.3.1 Le Cluster
Les téléphones intelligents sont des appareils à ressources limitées. Leur capacité de calcul et
leur mémoire réduites limitent les traitements relatifs à la sécurité et les rendent plus critiques.
L’architecture du cluster dans notre cas renforce la détection parallèle de malwares implémen-
tée au sein du téléphone intelligent.
Le cluster que nous avons implémenté est de type Beowulf basé sur des cartes embarquées à
ressources limitées (dans notre cas ce sont les cartes Parallella). Ce module offre des unités
de calculs parallèles et distribués exécutant les mêmes algorithmes de détection de malwares
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et de cryptographie discutés précédemment. En cas de non-disponibilité de ressources (CPU,
GPU, mémoire, etc.) sur le téléphone intelligent, les traitements de détection et de cryptanalyse
seront envoyés vers le cluster par le module d’envoi des données.
Le cluster que nous avons implémenté suit l’architecture du maître/esclave où le noeud maître
reçoit les données à traiter et les envoie vers ses esclaves qui sont interconnectées via le réseau
Ethernet. Le maître participe également dans l’exécution des traitements parallèle et effectue
de plus les mêmes traitements que ses esclaves. Les données à traiter sont donc divisées équita-
blement sur les différents noeuds y compris le noeud maître. Cependant, au niveau des données
du module de détection de malwares, on ajoute pour chaque bloc de données à envoyer vers
les noeuds du cluster un segment dont la longueur est égale au plus long patron de la base de
données des signatures afin de détecter les patrons qui sont dans la frontière de deux segments
successifs. La gestion et la distribution des tâches au niveau du cluster se font avec la plate-
forme MPI comme c’est indiqué dans la figure 3.8. Il est à noter que la conception du module
du cluster ainsi que son implémentation ont été faites en collaboration avec notre équipe de
recherche.
3.2.3.2 Traitement parallèle au niveau des noeuds
Notre architecture du framework sur les téléphones mobiles a été portée et adaptée sur une
plateforme hautement parallèle qui est la Parallella. La puissance de calcul parallèle de ces
types de cartes et leurs prix réduits leur ont permis d’être une source de plus en plus attrayante
pour le calcul à haute performance. Le coprocesseur Epiphany représente l’élément central du
calcul parallèle relatif à notre architecture sur la carte. L’ensemble de la communication logi-
cielle entre le système d’exploitation et le coprocesseur est géré par la librairie Epiphany SDK
(ESDK). Cette librairie fournit l’ensemble des différentes fonctions permettant la communica-
tion et le chargement de code au niveau du coprocesseur. La plateforme OpenCL est fournie
à travers la librairie COPRTHR qui offre des outils facilitant l’utilisation du calcul hétérogène
visant à la fois les processeurs et les coprocesseurs.
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Figure 3.8 Architecture du cluster
Comme indiqué dans la figure 3.9, l’architecture générale portée sur la Parallella est presque la
même que sur le téléphone mobile. Deux types d’algorithmes parallèles peuvent être exécutés
sur le coprocesseur : PFAC pour la détection des malwares et PAES pour le cryptage et le
décryptage des données. Une fois le traitement parallèle est terminé, les résultats seront envoyés
vers le noeud maître.
3.3 Optimisations
Dans le but d’accélérer le traitement et optimiser le processus de détection de malware, une
série d’optimisations sont introduites à notre architecture au niveau de la mémoire ainsi qu’au
niveau du processus de traitement de données.
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Figure 3.9 Architecture simplifiée sur la Parallella
3.3.1 Optimisation du stockage des données
Le stockage des structures d’automates dans un système embarqué (plus particulièrement les
appareils mobiles) peut être problématique. En effet, le nombre de malwares est en perpétuelle
évolution par la suite le nombre de signatures évolue de même. Ainsi la taille de l’automate
devient de plus en plus importante. Comme nous sommes dans un milieu contraint ayant des
ressources limitées il est indispensable d’appliquer des techniques de compactage de données
afin d’optimiser le stockage des ressources nécessaires à la détection des malwares.
3.3.1.1 Élimination des transitions d’échec
La première technique de compactage des données que nous avons appliquée consiste à élimi-
ner les transitions d’échec de l’automate comme l’indique la figure 3.10. En effet, avec l’algo-
rithme parallèle de détection de patrons malicieux que nous utilisons, on peut ne pas prendre
en considération ce type de transitions. Dans le processus de recherche, il n’est plus nécessaire
de revenir d’un pas en arrière dans l’automate avec ces transitions puisque chaque thread com-
mence la recherche depuis sa position initiale et termine sa recherche locale dès qu’il ne trouve
pas une transition valide depuis sa position courante. La table des transitions d’échec est alors
éliminée ce qui permet de réduire l’espace de stockage de la structure d’automate utilisée.
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Figure 3.10 Elimination des transitions d’échec de la structure d’automate
3.3.1.2 Élimination de la table des états finaux
La table des états finaux permet d’indiquer si un état correspond à la fin d’un patron donné.
Cependant, on peut éliminer cette table et connaitre si un état donné est final ou normal à l’aide
d’un processus de renumérotation des états dans l’automate. En effet, après avoir construit
l’automate à partir de la base de données des patrons, on peut renuméroter les états finaux de
1 jusqu’à m ou m est le nombre total des patrons utilisés et les autres états de m+1 jusqu’au
nombre total des états. Ainsi pour connaitre si un état est final ou normal il suffit de vérifier s’il
est inférieur ou supérieur au nombre total des patrons. Avec cette technique on peut éliminer
la table des états finaux et réduire encore l’espace requis pour le stockage de notre structure
d’automate.
3.3.1.3 Compactage de l’automate avec P3FSM
Pour réduire la taille de l’automate, nous avons exploité la technique de compactage qu’offre
l’algorithme P3FSM. Cet algorithme permet de réduire considérablement la taille de l’auto-
mate à travers l’élaboration de deux tables descriptives de l’automate en question. La première
est "la table des codes" contenant les différents états codés et la seconde est "la table caractère /
groupe" qui regroupe principalement les informations concernant l’alphabet utilisé. Une étude
de l’efficacité de cet algorithme va être élaborée dans le chapitre suivant ainsi qu’une com-
paraison au niveau du taux de compactage des données avec l’algorithme de hachage parfait
décrit dans le chapitre de l’état de l’art.
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3.3.2 Partitionnement optimal des blocs d’unités de traitement parallèle
Comme nous utilisons OpenCL dans notre architecture pour l’exécution parallèle, il faut spé-
cifier la configuration optimale de la taille des unités de traitement qui encapsulent les threads.
Cette étape a pour but de maximiser le débit d’exécution dans l’unité de traitement parallèle,
à savoir la GPU ou le coprocesseur Epiphany. Ceci est élaboré à travers la spécification de
nombre total des threads ainsi que de la taille des unités de traitement optimal qui offre un
maximum de débit d’exécution.
3.3.3 Adopter un scénario optimal pour la gestion d’envoi des fichiers à analyser
Au niveau du module de détection de notre architecture, nous analysons le profil d’exécution
d’applications stockées dans différents fichiers. Ces fichiers vont être envoyés vers le buffer de
l’unité de traitement parallèle pour détecter la présence éventuelle d’un malware. Afin d’as-
surer une performance maximale de notre architecture, il est indispensable de bien choisir la
politique d’envoi des fichiers à analyser surtout que le coût de transfert des données vers les
GPU mobile est élevé et engendre un temps de latence important.
Pour cet effet, nous avons expérimenté trois scénarios différents pour l’envoi des traces à analy-
ser afin de déduire le meilleur scénario offrant le débit d’exécution le plus élevé. Ces scénarios
ainsi que les différents résultats vont être détaillés dans le chapitre suivant.
3.3.4 Utilisation optimale des types de mémoires des unités de traitement parallèle
Pour maximiser la performance du traitement parallèle, il est indispensable de bien exploiter les
différents types de mémoires que possèdent en général les périphériques offrant le traitement
parallèle.
En effet, en ce qui concerne les GPUs, ils possèdent principalement trois types de mémoires
(voir figure 3.11). Premièrement, la mémoire globale qui est accessible par n’importe quel
thread de la GPU. Elle n’est pas une mémoire cache et il faut attendre plusieurs cycles pour y
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accéder. En d’autres termes, le temps de latence pour ce type de mémoire est plus important
que les autres, ce qui laisse un multiprocesseur inactif pendant ce temps. Le deuxième type de
mémoire qu’on trouve dans une GPU est la mémoire locale. Cette mémoire est, à l’instar de la
mémoire globale, n’est pas une mémoire cache, mais possède un temps de latence moins élevé.
Cette mémoire a une capacité de stockage moins importante que la mémoire globale et n’est
utilisée que pour certaines variables qui sont partagées par un même bloc de threads. Il faut
donc choisir d’y placer les données qui seront exploitées par un même bloc et dont l’accès et
fréquent. Quant à la mémoire constante, la lecture ne coûte généralement qu’un cycle puisque
c’est une mémoire cache. Cependant l’espace de stockage est moins important que les deux
autres types de mémoires. Ainsi, pour assurer une performance maximale, il est recommandé
de placer les données qu’utilisent tous les threads et dont l’accès est fréquent, non pas dans
la mémoire globale, mais dans la mémoire constante. Ceci permet de minimiser le temps de
latence et augmenter ainsi le débit du traitement parallèle du système.
Dans le chapitre suivant, nous allons expérimenter plusieurs configurations pour le placement
des données dans les différents types de mémoires de la GPU mobile pour déterminer celle qui
offre le meilleur débit.
3.4 Construction de la base des signatures
Dans notre architecture, nous utilisons une base de signatures de malwares comme référence,
extraits à partir de la liste des appels système émis par ces derniers. Nous allons décrire dans
cette section le processus de construction de la base des signatures des applications Android
malicieuses et qui correspond à la première étape de la partie prétraitement de notre architec-
ture. Cette approche est proposée par (Lin et al., 2013b). Elle se fait principalement avec trois
étapes : extraction des séquences d’appels systèmes par application, extraction des séquences
communes et enfin le filtrage des séquences malicieuses.
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Figure 3.11 Architecture mémoire des GPUs mobiles avec OpenCL
Tirée de OpenCL (2015)
3.4.1 Extraction des séquences d’appels systèmes
Dans cette étape nous avons besoin de deux types d’applications : des applications malicieuses
groupées par famille de malwares (M) ainsi que des applications normales (N). Dans une pre-
mière étape, nous exécutons séquentiellement les applications normales sur un système An-
droid et nous enregistrons pour chaque application (i) les séquences d’appels systèmes (BSi).
Nous utilisons pour cet effet l’outil Strace qui permet de tracer les appels systèmes par appli-
cation avec leurs paramètres. On filtre par la suite ces appels systèmes pour éliminer les para-
mètres et ne grader que les séquences d’appels systèmes bruts. Après avoir enregistré toutes
les BSi nous obtenons l’ensemble B = {BSi | 1<= i <=|N| }.
Nous considérons par la suite la liste des applications malicieuses groupées par famille de
malwares (M). Nous exécutons chaque application Mi d’une même famille de malware dans
un système Android et nous examinons la liste des threads (j) émis par chaque processus parent
pour ces applications. Nous enregistrons par la suite les séquences des appels systèmes (Sij)
pour chaque thread de l’application malicieuse. La structure d’arborescence des threads pour
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chaque application également enregistrée. Après avoir enregistré toutes les Si nous obtenons
l’ensemble S = {Si | 1<= i <=|M| }.
3.4.2 Extraction des séquences communes
Le but de cette étape est de collecter les plus longues séquences d’appels systèmes qui sont
communes entre les applications d’une même famille de malwares pour indiquer la présence
possible d’un comportement malicieux. Par exemple, on considère les deux séquences sui-
vantes : « write open mmap open socket close gettime write » et « gettime write write open
open mmap open socket close write ». La plus longue séquence commune extraite sera « mmap
open socket close ». Comme les applications Android exécutent plusieurs threads par applica-
tion, les séquences d’appel système Si relatives à chaque thread seront généralement longues
et le nombre de comparaisons entre les traces d’exécution pour extraire les séquences com-
munes sera énorme. Pour pallier à ce problème (Lin et al., 2013b) proposent un mécanisme
de comparaison multithreads hiérarchique pour extraire d’une manière efficace les séquences
communes malicieuses. Ils affirment qu’un comportement malicieux activé par un même code
malicieux et hébergé dans des applications différentes apparaitra dans le même niveau dans
la structure d’arborescence des threads créés par ces applications. Ainsi, pour extraire les sé-
quences qui sont potentiellement malicieuses on ne compare que les traces d’exécution des
threads du même niveau et qui appartiennent à la même famille de malwares.
3.4.3 Filtrage des séquences malicieuses
La liste des séquences communes d’appels systèmes ainsi obtenue ne peut pas être directement
utilisée, car on peut trouver quelques patrons dans des applications normales. Le processus de
filtrage est alors indispensable pour ne garder que les patrons d’appels systèmes exprimant des
comportements malicieux. Pour ce faire, nous utilisons le théorème de Bayes pour calculer la
probabilité qu’une séquence donnée soit malicieuse. Ce théorème est exprimé par la formule
suivante :
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Figure 3.12 Arborescences des threads de deux applications




P(N) : la probabilité que l’application soit normale.
P(M) : la probabilité que l’application soit malicieuse.
P(SCi|N) : la probabilité que la séquence commune SCi apparaisse dans des applications
normales.
P(SCi|M) : la probabilité que la séquence commune SCi apparaisse dans des applications
malicieuses.
Dans notre cas, nous travaillons avec les séquences communes dont la probabilité qu’elles
soient malicieuses est de 100%. En d’autres termes, nous gardons les patrons communs d’ap-
pels systèmes qui sont présents dans les applications malicieuses et non pas dans le profil
d’exécution des applications normales. Pour terminer, la figure suivante illustre bien les trois
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étapes de construction de la base de signatures comportementales des malwares que nous allons
utiliser par la suite pour le traitement et la détection parallèle.
Figure 3.13 Les étapes de construction de la base des signatures
3.5 Conclusion
Dans ce chapitre nous avons décrit notre architecture d’accélération de traitements de la sé-
curité mobile avec des systèmes à ressources limitées (téléphones mobiles et le cluster des
cartes Parallella). Nous avons également décrit les différentes optimisations faites pour être
conformes aux contraintes de mémoire et de capacités de calcul réduites de ces systèmes em-
barqués. Une étude expérimentale et une validation de l’approche proposée seront élaborées
dans le chapitre suivant.

CHAPITRE 4
ÉTUDE EXPÉRIMENTALE ET VALIDATION
4.1 Introduction
Ce chapitre va s’intéresser à l’étude expérimentale qui a été menée pour valider l’architecture
parallèle proposée et ses différents modules. Une première partie de ce chapitre va présenter
les différentes expérimentations élaborées avec la GPU mobile pour déterminer la meilleure
configuration accélérant le traitement de la détection de malwares et de cryptographie sur un
téléphone mobile. Dans une deuxième partie de ce chapitre, nous allons décrire les différentes
expérimentations pour accélérer le traitement parallèle au niveau d’un noeud du cluster pour
aboutir enfin aux tests de performance finaux pour le cluster en général.
4.2 Expérimentations avec la GPU mobile
Nous avons implémenté notre architecture sur un téléphone mobile Sony Xperia Z muni d’un
microprocesseur Qualcomm Snapdragon 600, quadricœur avec une fréquence égale à 1.7 GHz
ainsi que d’une GPU mobile Qualcomm Adreno 320 munie de 16 cœurs avec une fréquence
d’horloge de 400 MHz. La version d’Android que nous avons utilisé est la 4.4.1.
Plusieurs expérimentations ont été établies afin d’optimiser le traitement parallèle. Dans ce qui
suit, nous allons décrire la liste des expérimentations tout en analysant les résultats obtenus.
Nous commençons alors par la définition des métriques suivantes :
De´bit d′exe´cution =




Temps de traitement se´quentiel
Temps de traitement paralle`le
(4.2)
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4.2.1 Détermination de la taille optimale du groupe de travail local dans la GPU
Comme nous l’avons détaillé auparavant, les threads exécutés sur la GPU sont regroupés dans
des ensembles de même taille appelés groupes de travail. Il est nécessaire de bien déterminer la
taille de ces ensembles de threads avant l’exécution des kernels dans la GPU afin de maximiser
la performance du calcul parallèle. Nous faisons donc varier la taille du groupe de travail local
et pour chaque configuration, nous déterminons le débit d’exécution.
Comme l’indique la figure 4.1, le meilleur débit est obtenu en exécutant 16 threads par groupe.
Nous remarquons également qu’au-delà de cette valeur, plus on augmente le nombre de threads
par groupe de travail plus le débit diminue. Ceci est lié étroitement à la fréquence d’horloge des
cœurs de la GPU qui est limitée. En outre, l’exécution d’un nombre excessif de threads par cœur
va engendrer un overhead qui va ralentir l’exécution et diminuer le débit d’exécution. Dans
ce qui suit, nous allons donc garder cette configuration pour les expérimentations ultérieures
puisqu’elle nous donne le meilleur débit.
Figure 4.1 Evaluation de la taille optimale du groupe de travail local
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4.2.2 Détermination du placement optimal des données dans les différents types de mé-
moires de la GPU
Dans cette section, nous allons expérimenter différentes configurations pour le placement des
données au niveau de la GPU mobile afin d’en déduire celle qui offre le meilleur débit. Pour
cela, nous avons considéré six configurations comme indiqué dans le tableau 4.1. Les don-
nées mises en considération sont : la table des transitions, le tampon des entrées (contient les
données en entrée à analyser) et le tampon des résultats du traitement.
Dans la configuration 1, nous avons mis toutes les données dans la mémoire globale et négligé
l’exploitation des autres types de mémoires. Dans la configuration 2, nous avons gardé la table
des transitions ainsi que le tampon des résultats dans la mémoire globale de la GPU et nous
avons déplacé les données à analyser dans la mémoire locale. Dans la configuration 3, nous
avons déplacé le tampon des entées vers la mémoire constante de la GPU qui est plus rapide en
accès, mais de taille réduite (seulement 64 KB). Comme ce type de mémoire est réduit, il nous
est impossible d’y mettre toute la table de transitions. C’est pour cette raison que nous avons
divisé cette dernière en deux parties dans les configurations qui suivent. Dans la configuration
4, la première partie de la table des transitions est placée dans la mémoire constante, quant au
reste, il est mis dans la mémoire globale avec le tampon des résultats. Dans la configuration 5,
nous avons déplacé le tampon des données en entrée vers la mémoire globale et gardé la même
configuration que précédemment pour les autres données. Dans la dernière configuration, nous
avons mis le tampon des données en entrée dans la mémoire constante et la première partie de
la table des transitions dans la mémoire locale du GPU. Le reste des données sont placées dans
la mémoire globale.
Nous avons exécuté les configurations une à une sur l’Xperia Z et mesuré à chaque fois le débit
d’exécution. La figure 4.2 résume les résultats obtenus. Le meilleur débit est obtenu avec la
4ème configuration où les données en entrée sont placées dans la mémoire locale et la table
des transitions dans les mémoires constante et globale. En effet, si nous comparons les confi-
gurations 4 et 5, le fait de déplacer le tampon des données en entrée vers la mémoire globale
engendre un temps d’accès plus important à ces données (surtout que l’accès à ce tampon est
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Tableau 4.1 Les différentes configurations pour le placement des données dans
les différentes mémoires de la GPU






Configuration 2 Table des transitionsTampon des résultats - Tampon des entrées
Configuration 3 Table des transitionsTampon des résultats Tampon des entrées -
Configuration 4 Table des transitions P2Tampon des résultats Table des transitions P1 Tampon des entrées
Configuration 5
Table des transitions P2
Tampon des résultats
Tampon des entrées
Table des transitions P1 -
Configuration 6 Table des transitions P2Tampon des résultats Tampon des entrées Table des transitions P1
fréquent). De plus, en comparant les configurations 4 et 2 nous remarquons que le fait de placer
la première partie de la table des transitions dans la mémoire constante améliore la performance
du traitement puisque l’accès à la première partie de la table des transitions est fréquent et que
la vitesse d’accès à ce type de mémoire est très rapide. Ceci a donné une amélioration dans la
performance d’environ 19% par rapport à la deuxième configuration. Ainsi nous avons gardé
la quatrième configuration pour le framework ainsi que pour les expérimentations qui suivent.
4.2.3 Accélération
Dans cette section nous allons comparer la performance de notre algorithme de détection pa-
rallèle par rapport à la version séquentielle. A partir de la figure 4.3, nous pouvons remarquer
que toutes les configurations qui utilisent le calcul parallèle sur la GPU (de 1 à 6) sont plus
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Figure 4.2 Débit d’exécution en (MB/s) des différentes
configurations de mémoires
rapides en terme de débit d’exécution que la version séquentielle exécutée sur la CPU du télé-
phone mobile. Une accélération de 3 fois par rapport à la version séquentielle est obtenue avec
l’utilisation de la configuration 4 détaillée précédemment.
Nous avons de même implémenté une version parallèle de l’algorithme PFAC sur la CPU mo-
bile avec le paradigme Pthreads et comparé cette implémentation avec notre version parallèle
sur la GPU mobile tout en faisant varier le nombre de threads qui sont en cours d’exécution.
Pour la version sur la CPU nous remarquons que le meilleur débit est obtenu en exécutant 64
threads en parallèle. Cependant au delà de 80 threads, le débit commence à diminuer consi-
dérablement vu que la CPU exécute une charge de plus en plus lourde. Avec 128 threads, le
système se plante et l’exécution est interrompue. En examinant les résultats expérimentaux,
nous remarquons que le débit d’exécution du PFAC sur la GPU mobile est nettement meilleur
qu’avec la CPU mobile. Ceci nous ramène à conclure que la GPU mobile offre une unité de
calcul puissante pour le traitement parallèle et peut être considérée comme un bon candidat
pour l’accélération de la détection de malwares sur les téléphones mobiles.
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Figure 4.3 Débit d’exécution en (MB/s) de PFAC sur une
CPU mobile
4.2.4 Politique d’analyse des fichiers de traces d’exécution des applications
Le transfert des données entre la CPU et la GPU est considéré comme l’une des contraintes
majeures qui ralentissent le temps d’exécution du système. La minimisation du temps de la-
tence engendré par ces transferts permettra d’améliorer la performance de calcul et avoir de
meilleurs résultats.
A. Description des scénarios
Dans cette section nous allons étudier différents scénarios pour l’envoi des fichiers de traces
d’exécution des différentes applications à analyser vers la GPU dans le but de déduire le scé-
nario le plus optimal en termes de débit d’exécution.
Scénario 1 : on considère un tampon de données en entrées de taille fixe qui sera alloué à un
seul fichier à la fois contenant les appels système d’une application donnée. L’envoi des fichiers
vers le tampon se fait d’une façon séquentielle et la recherche des patrons malicieux à partir de
ce tampon se fait d’une façon parallèle.
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Scénario 2 : on considère dans ce type de scénarios un tampon des entrées de taille fixe et vers
lequel on envoie les fichiers à analyser un par un. Si à un moment donné le tampon n’est pas
totalement alloué, on envoie le fichier des traces d’exécution suivant à analyser.
Scénario 3 : on considère dans ce type de scénarios un tampon des entrées de taille fixe à
plusieurs entées. En d’autres termes, plusieurs fichiers à analyser vont être envoyés à la fois
vers le tampon de la GPU qui sera segmenté. Chaque segment est dédié aux traces d’un fichier
donné. L’analyse des données va être exécutée en parallèle comme pour les autres scénarios.
B. Détermination du nombre de segments optimal pour le troisième scénario
Dans cette section nous allons étudier le nombre optimal d’applications que peuvent être ana-
lysées en parallèle qui sera égal au nombre de segments du tampon des données en entrée de la
GPU mobile. Pour cela nous avons exécuté 100 applications sur le système Android 4.4.1 pen-
dant trois minutes et collecté les appels systèmes émis par ces applications. Ces applications
sont variées (jeux, média, communication, etc.) et leurs traces d’exécution sont de tailles dif-
férentes. Nous considérons un tampon pour les entrées segmenté en 5, 10, 15 et 20 morceaux.
Chaque segment est dédié aux traces d’une application à analyser. Les threads de la GPU sont
distribués équitablement pour chaque morceau. De plus, si nous arrivons à la fin d’un fichier
dans le processus d’analyse et il reste encore d’autres à traiter, nous réduisons le nombre des
segments et nous divisons de nouveau le tampon d’une façon équitable. D’après les résultats
expérimentaux illustrés dans la figure 4.4, nous remarquons qu’en moyenne, le nombre optimal
des applications à scanner en parallèle est égal à 10. Ainsi dans ce qui suit nous segmentons
le tampon des entrées en 10 morceaux pour le 3ème scénario et nous comparons ensuite la
performance du framework selon les trois scénarios.
C. Comparaison de la performance des scénarios
Afin d’étudier l’efficacité des trois scénarios, nous avons considéré différentes tailles du tam-
pon du flux des données en entrée à analyser. Comme nous pouvons le voir dans la figure 4.5,
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Figure 4.4 Étude de la variation du nombre de segments du
tampon des entrées dans le scénario 3
le troisième scénario offre toujours le meilleur débit. En effet, pour le premier scénario, le tam-
pon d’entrée de la GPU mobile n’est pas pleinement exploité. Il y a donc un gaspillage des
ressources allouées ce qui affecte alors le débit d’exécution.
En outre, si nous considérons d’une part les deux premiers scénarios, plus de transferts de
données de la mémoire de la CPU vers la GPU sont nécessaires pour traiter toutes les traces
d’exécution à analyser. Par conséquent, le temps de traitement devient plus important avec
ces deux premiers scénarios, car le coût de transfert des données vers la GPU est plus élevé
comparé à la troisième configuration. D’autre part, les entrées multiples dans le tampon du
troisième scénario offrent moins de temps de latence pour l’exécution sur la GPU en raison
de son efficacité dans l’exploitation de l’allocation de tampon d’entrée. D’après la variation
de la taille des données à analyser, nous remarquons également que plus le tampon d’entrée
est grand, plus le temps total d’exécution est plus rapide, et ce pour les trois configurations. Il
est d’ailleurs recommandé de minimiser les transactions entre les mémoires de la CPU et de
la GPU mobile à travers l’envoi de plus gros paquets de données au lieu d’envoyer plusieurs
paquets dont la taille est réduite. Enfin, il faut noter que le débit d’exécution du module de
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détection de malwares sur la GPU reste dominé par les transferts de données entre la CPU et
la GPU qui est égale à environ 65% de la durée totale de traitement.
Figure 4.5 Comparaison de la performance des scénarios
4.2.5 Comparaison des techniques de compactage de données
Stocker une structure d’automate dans un téléphone mobile peut être problématique surtout
avec l’évolution rapide du nombre de malwares et les capacités de stockage réduites offertes par
les smartphones. Une technique de compactage de données efficace est alors indispensable pour
assurer un meilleur niveau d’efficacité en maximisant le nombre des signatures malicieuses
avec lequel nous pouvons travailler.
Dans ce but, nous avons implémenté trois techniques de compactage de données durant la
phase du prétraitement qui sont le Failureless-AC (Aho-Corasick sans les transitions d’échecs),
P3FSM et le hachage parfait. Nous avons appliqué chaque algorithme sur différentes tailles
d’automates générées à partir d’un nombre de signatures malicieuses différentes. Le but est de
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déterminer la technique de compactage la plus efficace qui maximise le nombre de patrons ma-
licieux que peut supporter la mémoire de la GPU. Le tableau 4.2 résume les résultats obtenus.
Comme nous le pouvons remarquer P3FSM minimise le plus l’espace mémoire requis pour
stocker l’automate. Le taux de compactage offert par un tel algorithme est aux alentours de
10 fois par rapport à Failureless-AC. Quant à l’algorithme de hachage parfait, il offre un taux
de compactage égal à 3x par rapport au même algorithme. Nous remarquons également que
l’algorithme du hachage parfait offre un taux de compactage de données de moins au moins
important avec l’évolution du nombre de signatures à considérer. Ceci est dû au fait que la
matrice de transitions devient de plus en plus dense. Donc la réduction de la matrice en une
seule ligne devient de plus en plus complexe et moins avantageuse. Ainsi nous avons gardé dans
notre framework la technique de compactage de P3FSM puisqu’elle réduit le plus la mémoire
requise pour stocker l’automate dans la mémoire de la GPU. Cet algorithme permet également
de considérer et de stocker un nombre plus important de patrons malicieux. Finalement, en
termes de temps d’exécution nous notons que l’algorithme P3FSM et beaucoup plus rapide
que le hachage parfait qui devient de plus en plus lent si la matrice transition devient plus
dense.
Tableau 4.2 Capacités de mémoire requises pour différentes
techniques de compactage de données
Nombre de patrons Failureless-AC (KB) Hachage parfait (KB) P3FSM (KB)
2000 67677 22674 8922
2200 74398 25611 9234
10000 678937 254417 50765
16000 806554 389327 60432
17600 809321 412745 74380
4.2.6 Accélération de l’algorithme de cryptographie parallèle
Afin d’étudier la performance de l’algorithme de cryptographie parallèle PAES sur un télé-
phone mobile, nous avons exécuté cet algorithme sur la GPU avec différentes tailles de don-
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nées. Nous avons calculé le temps d’exécution pour chaque ensemble de données et le comparé
à l’exécution séquentielle sur la CPU mobile.
D’après les résultats expérimentaux illustrés dans la figure 4.6, nous remarquons que l’utili-
sation de la GPU pour le PAES devient plus intéressante avec une taille de données à crypter
supérieure à 2.4 MB. Ceci est dû au temps de latence causé par le chargement des données vers
la GPU qui ralentit l’exécution par rapport au CPU. Un taux d’accélération de 1.3x est obtenu
avec l’utilisation du calcul parallèle sur la GPU mobile par rapport à la version séquentielle.
Ainsi, nous pouvons noter que l’utilisation de la GPU mobile permet d’accélérer le traitement
de l’algorithme AES et peut être utilisée pour augmenter la performance de tel traitement.
Figure 4.6 Comparaison du temps d’exécution du PAES sur la
GPU mobile et le AES séquentiel
4.2.7 Consommation d’énergie
La contrainte majeure pour la programmation d’applications mobiles est la consommation
d’énergie. Dans cette section, nous allons discuter la consommation d’énergie de notre fra-
mework sur le téléphone mobile et le comparer à différentes applications. Dans ce but, nous
avons exécuté les algorithmes parallèles PFAC ainsi que le PAES et mesuré le pourcentage de
la consommation de la batterie. Les résultats obtenus et regroupés dans le tableau 4.3 affirment
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que la consommation d’énergie de notre framework est bonne comparé aux autres applications
et ne dépasse pas les 0.26%.
Tableau 4.3 Pourcentage de consommation d’énergie des algorithmes
parallèles implémentés comparés à d’autres applications
Application Pourcentage d’utilisation de la batterie
Avast Mobile security 10%
Système Android 6.9%








4.3 Expérimentations avec la Parallella
Avant la phase d’implémentation de l’architecture de cluster de notre solution et afin de garantir
un meilleur niveau de performance, il est indispensable de maximiser la performance de calcul
au niveau de chaque noeud. La performance des deux algorithmes PFAC et PAES a été alors
étudiée et comparée aux versions séquentielles pour les cartes Parallella.
4.3.1 Performances du PFAC
Pour la partie de détection de malwares nous avons essayé de maximiser la performance de
l’algorithme de correspondance de patron PFAC en faisant varier la taille locale et globale du
groupe de travail. En utilisant le coprocesseur Epiphany à 16 coeurs de la carte Parallella, le
nombre maximal des threads est égal à 16. Quant à la taille locale maximale du groupe de
travail sur le coprocesseur est égal à 3 threads/coeur.
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Nous avons calculé le débit d’exécution relatif à l’algorithme tout en faisant varier la taille
locale et globale du groupe de travail. Les résultats expérimentaux sont illustrés dans la figure
4.7. Il faut noter qu’au niveau de l’axe des abscisses, les couples illustrés dans le diagramme
reflètent respectivement la taille globale et la taille locale du groupe de travail avec lequel nous
travaillons. Le meilleur débit d’exécution obtenu est égal à 3.1 Gb/s avec 8 coeurs exécutant 2
threads chacun.
D’après les résultats expérimentaux illustrés dans la figure 4.7 nous remarquons que plus le
nombre de threads est grand, plus le débit d’exécution s’améliore. De plus, nous remarquons
que plus on maximise le nombre de threads par coeur plus le débit est meilleur. Par exemple,
si nous comparons la performance des deux derniers couples (16,1) et (16,2) nous remarquons
qu’il est préférable de travailler avec 8 coeurs qui exécutent chacun 2 threads, qu’avec 16
coeurs exécutant chacun un seul thread. Ainsi dans les expérimentations qui vont suivre nous
allons garder cette configuration puisqu’elle nous fournit le meilleur débit d’exécution.
La performance maximale de PFAC obtenue a été également comparée à la version séquen-
tielle de l’algorithme. Une accélération de 5x a été obtenue avec l’utilisation de la version
parallèle sur le coprocesseur Epiphany. Cependant, un temps de latence égale à environ 50%
du temps d’exécution est généré avec l’algorithme parallèle à cause du délai d’initialisation de
la plateforme OpenCL sur le coprocesseur et le chargement des données.
Figure 4.7 Débit d’exécution de PFAC en fonction de la taille du groupe de
travail local
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4.3.2 Performances du PAES
Pour le module de cryptographie implémenté dans la carte Parallella, nous avons étudié sa
performance en exécutant l’algorithme de cryptographie parallèle PEAS sur le coprocesseur
Epiphany tout en faisant varier la taille des données à crypter ou à décrypter (de 1MB à 8MB).
Le temps d’exécution pour chaque entrée de données a été enregistré et comparé à la version
séquentielle. D’après la figure 4.8, nous remarquons que grâce à l’utilisation du PAES sur le
coprocesseur Epiphany une accélération de 1.5x est obtenue comparée à la version séquentielle.
Ces résultats sont prometteurs pour plus d’accélération au niveau du cluster formé par les cartes
Parallella.
Figure 4.8 Temps d’exécution du PAES et du AES séquentiel
4.4 Expérimentations avec le cluster
Pour étudier la performance de l’architecture du cluster de notre plateforme, nous avons élaboré
une série d’expérimentations concernant la taille du cluster ainsi que la taille des données à
traiter. Puisque nous disposons de quatre cartes Parallella, nous avons travaillé avec un cluster
qui est formé d’au maximum quatre noeuds.
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4.4.1 Performances du PFAC dans le cluster
Le but de l’expérimentation suivante est de vérifier le potentiel de la mise à l’échelle de notre
cluster ainsi que sa performance si nous augmentons le nombre de noeuds. Pour ce faire nous
avons considéré des tailles différentes de traces d’exécutions d’applications à scanner. Ces
données sont distribuées par le noeud maître vers les noeuds esclaves. Nous augmentons à
chaque fois le nombre total de noeuds du cluster et nous enregistrons le débit d’exécution total.
Les résultats expérimentaux sont illustrés dans la figure 4.9. L’augmentation de la taille du
cluster permet d’avoir un débit d’exécution de plus en plus important. Nous remarquons alors
que l’ajout de noeuds dans le cluster permet d’une part d’accélérer le traitement parallèle du
module de détection de malwares et de traiter d’autre part plus efficacement une plus grande
quantité de données.
Figure 4.9 Débit d’exécution du PFAC dans le cluster en
fonction du nombre de noeuds et la taille des données à traiter
4.4.2 Performances du PAES dans le cluster
La même expérimentation que précédemment a été élaborée pour tester la performance de l’al-
gorithme de cryptographie parallèle PAES sur notre architecture de cluster. D’après la figure
4.10 l’utilisation de 4 noeuds au niveau du cluster a donné une accélération de 3x comparé au
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traitement parallèle sur une seule carte et une accélération de 5x comparé à la version séquen-
tielle.
Ainsi, nous pouvons conclure que l’utilisation de l’architecture de cluster des cartes Parallella
améliore d’une part la performance de la détection de malwares et accélère d’autre part le
module de cryptographie proposé.
Figure 4.10 Débit d’exécution du PAES dans le cluster en
fonction du nombre de noeuds et la taille des données à traiter
4.5 Construction de la base des signatures et précision de détection
Dans cette section nous allons aborder la phase de la construction de la base des signatures de
malwares et l’évaluation de la précision de détection de l’approche de détection utilisée.
4.5.1 Construction de la base des signatures
Pour construire la base des signatures de mlawares nous avons considéré 10 familles listées
dans le tableau 4.4. Chaque famille contient plusieurs applications qui hébergent le même
malware. Nous avons exécuté chaque application malicieuse sur un émulateur Android pour
assurer un environnement de test fiable. Ensuite, pour chaque application nous avons extrait la
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séquence d’appels systèmes relative à chaque thread lancé par l’application ainsi que l’arbo-
rescence des threads et ce avec l’outil strace. Un exemple de trace d’exécution est illustré par
la figure 4.11.
Tableau 4.4 Le nombre d’applications malicieuses traitées dans la phase
d’apprentissage ainsi que celle utilisées dans la phase de détection groupées par famille















Figure 4.11 Exemple de profil d’exécution d’une application malicieuse
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Les paramètres des appels systèmes sont ensuite éliminés pour ne garder que les traces brutes.
Après la phase d’extraction des plus longues séquences communes des traces de la même
famille de malware, la phase de filtrage commence. Pour cet effet, nous avons exécuté 313
applications normales dans un téléphone Sony Xperia Z1 et enregistré la liste des appels sys-
tèmes de chaque application pour construire un profil d’exécution global pour les applications
non malicieuses. Toute séquence commune extraite précédemment et qui existe à la fois dans
les traces des applications malicieuses ainsi que les traces normales est éliminée de la base de
données des signatures malicieuses. Le processus de filtrage a permis une réduction importante
de la base des signatures, ce qui est détaillé dans le tableau 4.5. D’après les résultats expéri-
mentaux nous pouvons constater que plus le nombre d’applications malicieuses par famille est
important plus les séquences communes obtenues avant le processus de filtrage sont précises.
L’évaluation de la précision de détection de notre base de données de signatures malicieuses
sera abordée dans la section suivante.
Tableau 4.5 Statistiques des pourcentages de réduction des signatures
dans le processus de filtrage
Famille de malwares Pourcentage de réduction du nombre des











4.5.2 Précision de détection
Dans cette section nous allons étudier la précision de détection de notre framework. Nous allons
alors définir les terminologies suivantes :
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• TP (True positif ) : le taux d’applications normales correctement détectées comme non
malicieuses ;
• TN (True Negative) : le taux d’applications malicieuses correctement détectées comme
malicieuses ;
• Nm : le nombre d’applications malicieuses ;
• Nb : le nombre d’applications normales ;





Figure 4.12 Etude de l’impact de la variation de la longueur des patrons sur la
précision de détection
Afin de mesurer la précision de détection, nous avons joué sur la longueur des patrons des
signatures malicieuses extraites et les avons comparées à la base des signatures de longueur
variable. Nous avons alors varié la taille des signatures et mesuré à chaque fois le taux de TP,
TN et la précision de détection. D’après les résultats expérimentaux illustrés dans la figure 4.12
nous pouvons constater que la meilleure précision de détection est obtenue avec des signatures
de longueur 20 avec une précision de détection égale à 83%. Les signatures de taille variables
que nous avons obtenues, souffrent d’un taux de TP réduit puisque la base contient toujours
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des séquences d’appels systèmes non malicieuses. D’après les résultats obtenus, nous pouvons
conclure que les signatures de taille 20 reflètent le mieux le comportement malicieux des ap-
plications Android grâce à la précision de détection qu’elle offre. Ainsi nous avons gardé ce
type de signatures dans notre base de données de référence avec laquelle nous avons travaillé.
4.6 Discussions
Pour valider notre architecture proposée, une série d’expérimentations a été élaborée. Pour
commencer, au niveau de la méthode de détection de malwares nous avons opté pour une
technique de détection basée sur les signatures comportementales de malwares. Cette technique
permet de détecter une éventuelle attaque en cours d’exécution et permet à partir d’une seule
signature de détecter toute une famille de malware. La précision de détection offerte par une
telle technique est relativement bonne. Cependant ces résultats peuvent être améliorés à travers
l’apprentissage de comportements de plus d’applications normales ainsi que malicieuses afin
de mieux filtrer les patrons non malicieux de la base de données.
Au niveau du module de détection parallèle sur le téléphone mobile, la détermination de la
taille du groupe de travail locale et globale est indispensable. Cependant, la taille optimale
du groupe de travail local n’est pas la même pour toutes les GPUs. Cette opération doit alors
être adaptée avec chaque GPU mobile utilisée. Ensuite, une utilisation judicieuse des différents
types de mémoires de la GPU a été menée pour optimiser le processus de détection parallèle.
D’ailleurs plusieurs types d’optimisations au niveau de la mémoire des GPUs standards ne
sont pas supportés par les GPUs mobiles ce qui rend l’optimisation du traitement plus difficile.
Nous avons donc ensuite regardé comment peut-on avoir un scénario optimal pour l’envoi des
données à analyser par le module de détection vers la GPU pour minimiser le temps de latence
du module de détection. En effet, réduire le trafic entre la GPU et la mémoire est l’une des
principales techniques pour augmenter la performance du calcul parallèle au niveau de la GPU.
Il est vrai que la segmentation du tampon des entrées a donné un meilleur résultat par rapport
aux autres configurations, cependant ceci ne reste valide que pour les traces d’exécution de
tailles différentes et relativement importantes.
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Concernant le module de cryptographie sur le téléphone mobile, son intégration dans notre
architecture avait pour but de prouver qu’il est possible d’utiliser les GPUs mobiles pour accé-
lérer les traitements cryptographiques. Les résultats pour le décryptage n’ont pas été indiqués
dans le rapport puisque ça donne les mêmes performances que celle de cryptage.
Il est à noter que dans notre plateforme nous avons supposé l’existence de moniteur des res-
sources au niveau du téléphone et qui sera responsable de l’envoi des données vers une archi-
tecture hautement parallèle, qui est le cluster. Parmi les robustesses de la plateforme OpenCL
est le fait qu’il soit portable. Nous avons donc porté notre architecture sur les cartes Parallela et
ciblé le coprocesseur Epiphany pour accélérer le traitement parallèle. L’architecture mémoire
du coprocesseur diffère de celle des GPUs. Il nous était donc impossible de faire des optimi-
sations au niveau du placement des données ou même exploiter la mémoire locale des coeurs
du coprocesseur puisqu’elle est réduite (34Kb pour le code et les données du kernel). Toutes
les données sont donc placées dans la mémoire globale du système. D’après les résultats expé-
rimentaux, les cartes Parallella offrent une plateforme efficace pour les traitements hautement
parallèles vu leur coût réduit et les performances de calculs offertes. Ces résultats peuvent être
améliorés à travers l’intégration d’un moniteur au niveau du noeud maître pour équilibrer la
charge de calcul au niveau du cluster et assurer un plus haut niveau de fiabilité du système.

CONCLUSION
L’accélération des traitements de la sécurité mobile est devenue une préoccupation de plus en
plus importante vu la croissance exponentielle des attaques ciblant ces plateformes d’une part,
et le développement de la capacité de calcul parallèle dans ce type de systèmes d’autre part. Il
est indispensable de protéger les informations sensibles au sein des téléphones mobiles à travers
l’implantation de systèmes de détection de malwares ainsi que le chiffrement des données dans
le but de maintenir un plus haut niveau de sécurité. Cepandant, ce type de traitements est lourd
surtout qu’il s’agit d’un cadre de systèmes à ressources limitées en termes de mémoire, de
batterie et de capacité de calcul.
Dans ce travail de recherche, nous nous sommes intéressés à l’accélération des traitements de
la sécurité mobile par le calcul parallèle. Nous avons alors proposé une architecture optimi-
sée pour l’accélération de la détection de malwares sur les téléphones mobiles ainsi que les
traitements relatifs à la cryptographie par le calcul parallèle. Cette architecture est composée
de deux principaux éléments : la détection de malwares et la cryptographie parallèles sur les
GPUs mobiles ainsi que leurs extensions avec l’implémentation de l’architecture de cluster.
Tout d’abord, nous avons commencé par une revue de littérature sur les principaux axes de
recherche pour mieux cibler nos contributions. Particulièrement, au niveau de l’étude des tech-
niques d’accélération des algorithmes de pattern matching, nous n’avons trouvé aucun travail
qui s’intéresse à ce type de problèmes sur les GPUs mobiles. Les techniques proposées qui
existent s’intéressent plutôt aux GPUs standards et pour la plupart elles ne sont pas supportées
par l’environnement mobile. Ceci a rendu notre phase de recherche plus difficile. Cette diffi-
culté a été surmontée grâce à un filtrage adéquat des techniques d’accélération et la proposition
d’autres optimisations adaptées à l’environnement des systèmes à ressources limitées.
Ensuite au niveau de la GPU mobile, nous avons rencontré des difficultés pour accéder à ce
périphérique avec OpenCL. En effet, Google a récemment bloqué l’accès direct aux APIs
OpenCL dans certains systèmes Android pour favoriser l’utilisation de son nouvel outil Ren-
derScript qui n’a pas eu beaucoup de succès. Cette difficulté a été surmontée à travers le test de
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plusieurs types de plateformes mobiles pour trouver enfin celle contenant le pilote de OpenCL
qui demeure accessible.
Ensuite, au niveau du module de détection sur le téléphone mobile, nous avons eu des diffi-
cultés concernant le type des signatures malicieuses sur lesquelles nous allons travailler. Les
signatures de hachage des malwares Android ne sont pas publiques et pour la plupart elles ne
sont pas adéquates pour notre environnement. Ce problème a été résolu à travers la construc-
tion de notre propre base de signatures de malwares comportementales en se basant sur (Lin
et al., 2013b).
Nombreuses sont les contributions de notre travail de recherche. Pour commencer, nous avons
ciblé dans une première étape les GPUs mobiles non pas à des fins de traitements graphiques,
comme elles sont communément exploitées, mais plutôt à des fins de sécurité. Nous avons
utilisé différentes techniques d’accélération de traitement parallèle sur les GPUs mobiles. Une
exploitation efficace du placement des données dans les différents types de mémoires de la
GPU a permis d’accélérer le traitement parallèle de notre architecture. La proposition d’un
scénario optimal pour l’envoi des fichiers à analyser vers la GPU et qui est basé sur les entrées
multiples a permis également d’accélérer le traitement parallèle et de minimiser le temps de
latence dû au transfert de données entre la CPU et la GPU.
La deuxième contribution de ce mémoire est l’utilisation et l’adaptation des techniques de
compactage des données relatives aux structures d’automates pour remédier à la contrainte de
la mémoire réduite offerte par les systèmes embarqués. Plus particulièrement, l’utilisation de
P3FSM a donné un taux de compactage important (10x) ce qui nous a permis de travailler avec
un nombre plus important de signatures malicieuses.
La troisième contribution de notre travail de recherche est l’utilisation d’une technique de dé-
tection basée sur l’analyse comportementale d’applications malicieuses offrant une bonne pré-
cision de détection. Une base de données de signatures malicieuses a été également élaborée
pour construire le modèle de référence. Parmi les points forts de notre architecture proposée,
99
c’est que le même traitement de détection reste toujours valable pour d’autres types de données
comme les appels API, les permissions, les signatures de hachage de malwares, etc.
La dernière contribution de notre travail de recherche est l’extension de notre plateforme vers
l’architecture de cluster dans le cas de non-disponibilité des ressources dans le téléphone mo-
bile. Le coût réduit des clusters formés à partir des systèmes embarqués ainsi que la perfor-
mance de plus en plus évoluée et offerte par ce type de systèmes ont motivé notre choix pour
ce type d’architecture qui représente une source attrayante pour les calculs parallèles tradition-
nellement implémentés dans des serveurs puissants et distribués. Le cluster des cartes Parallella
offre un bon compromis entre prix et performance et peut être vu comme une seule machine à
64 coeurs.
À titre de travail futur, nous proposons d’améliorer l’architecture sur deux niveaux. Afin d’ex-
ploiter le plus de ressources, nous proposons d’ajouter un moniteur de ressources disponibles
au niveau du téléphone mobile qui va s’occuper de la distribution des traitements relatifs à la
détection entre la CPU et la GPU selon leur disponibilité. Dans le but de fournir un plus haut
niveau de précision de détection, nous pouvons appliquer les mêmes traitements de correspon-
dances de patrons sur d’autres données comme les permissions et les appels API et combiner
les résultats obtenus.
Au niveau de l’architecture de cluster, plusieurs améliorations peuvent être établies. L’utili-
sation d’architectures hybrides et l’augmentation du nombre de noeuds peuvent considérable-
ment augmenter la performance de calcul du système. L’intégration de cluster de GPUs mobiles
peut également être une piste intéressante pour accélérer et alléger les traitements de sécurité
sur ce type de systèmes à capacité de calcul limitée. Un moniteur pour l’architecture de cluster
peut également être intégré. Ce moniteur aura pour but de distribuer les charges de données
selon la disponibilité des noeuds et la charge de traitement en cours d’exécution. Enfin, nous
prévoyons de porter notre plateforme sur une architecture de superordinateur puisque la solu-
tion que nous proposons est portable et extensible.
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Les résultats de ce travail ont été publiés dans un article présenté en septembre 2015 au 34th
IEEE Symposium on Reliable Distributed Systems Workshops (SRDSW ’15) (Voir ANNEXE
I). De plus, nous prévoyons de soumettre un article journal sur la totalité du travail.
ANNEXE I
ARTICLE
Manel Abdellatif, Chamseddine Talhi, Abdelwahab Hamou-Lhadj, Michel Dagenais. 2015. On
the use of mobile GPU for Accelerating Malware Detection Using Trace Analysis. In Procee-
dings of IEEE 34th Symposium on Reliable Distributed Systems Workshops (SRDSW ’15).
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