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Right to be forgotten: tackling the grey zones and striking the right
balance
Today, the Advisory Council to Google on the Right to be Forgotten holds its last public meeting in
Brussels.  The  Council,  which  was  set  up  by  Google  following  the  European  Court  of  Justice’s
ruling that a Spanish citizen had the right to ask the search engine to remove links about him from
search  results,  has held meetings  in Madrid, Rome, Paris, Warsaw, Berlin and London,  inviting
experts  representing a range of organisations and opinions  to contribute evidence and  ideas on
how  best  to  handle  these  new  obligations.  So  far,  Google  has  received  more  than  160,000
requests for removal, and has removed 41.8% of the URLs that it has evaluated.
Google  describes  its  meetings  as  a  “series  of  discussions  on  how  one  person’s  right  to  be
forgotten should be balanced with the public’s right to information,” and indeed one of the reasons
the debate around this topic has become so heated is that  it pits the right to privacy against the
right  to  freedom  of  expression,  and  as  the  meetings  have  shown,  there  are  many  passionate
defenders of each.
The ruling has also been criticized for its vagueness in defining what should be removed, and for
its  ineffectiveness,  given  that  all  links  are  visible  through  Google  sites  based  outside  Europe.
Some argue that the principle is valid, but that it shouldn’t be Google making the calls, and that the
original publisher of information should be involved.
Following  the meeting  in  London on October  16, we  spoke  to Advisory
Council  member  Peggy  Valcke,  research  professor  at  KU  Leuven  in
Belgium, about her experiences so far.
What are you finding to be the most challenging issues?
Most  challenging are  the  so­called grey  zones,  a  couple of which were
mentioned at the London meeting. What if somebody planning to run for





sphere.  If  it’s  political  speech  (for which  the European Court  of Human Rights  leaves very  little
margin  for  interference),  we might  argue  that  it’s  in  the  general  interest  to  keep  the  link,  even
though today the person is a private figure, for instance. You can’t predict the future: information
that seems irrelevant in the present might become of interest to the public at a later date.
At one of  the meetings, somebody mentioned  the possibility of  restoring  links by default after a
certain number of years. Whether or not this is technically possible, the question is, who is going
to  ask  to  have  links  restored?  Who  will  act  on  behalf  of  the  public  interest  in  cases  where
information becomes relevant in the future?
Another issue that came up at meetings across Europe is the local versus global dimension. This
brings up a variety of  jurisdictional questions: should you  treat  requests on  the basis of national






One of  the  biggest  questions  in  this  discussion  seems  to  be:  should Google  be making
these decisions?
For  the  moment  they  have  to,  because  they  are  considered  the  data  controller  and  they  are













or  if you are are  in the public domain. So the ruling  is based on data protection  law, which says
you can only process personal data if there’s a legal ground.
The data protection directive does refer to FoE, but the court only refers to the general interest of




journalistic organisation intervene voluntarily to say hey,  listen,  if you remove links this  interferes






potentially  chilling  effects  on  freedom  of  expression;  the  right  to  erase  certain  search  results
should not turn into a censorship instrument and a tool for people to clean up their past if there are
things that should remain to be known to the public at large – serious crimes, financial fraud or the




because  of  something  that  happened  a  long  time  ago,  or  because  someone  is  (anonymously)
spreading  false  rumours  about  you,  and  wherever  you  go,  among  friends,  neighbours,  a  new
environment, you are looked at suspiciously. Or imagine if you are linked to an event that received
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