We consider the problem of how to assign treatment in a randomized experiment, in which the correlation among the outcomes is informed by a network available pre-intervention. Working within the potential outcome causal framework, we develop a class of models that posit such a correlation structure among the outcomes. Then we leverage these models to develop rerandomization strategies for allocating treatment optimally, by minimizing the mean squared error of the estimated average treatment effect. Analytical decompositions of the mean squared error, due both to the model and to the randomization distribution, provide insights into aspects of the optimal designs. In particular, the analysis suggests new notions of balance based on specific network quantities, in addition to classical covariate balance. The resulting balanced, optimal rerandomization strategies are still design unbiased, in situations where the model used to derive them does not hold. We illustrate how the proposed treatment allocation strategies improve on allocations that ignore the network structure, with extensive simulations.
Introduction
The past decade has witnessed a surge of interest in causal analyses in the context of social networks, social media platforms and online advertising (e.g., Christakis and Fowler, 2007; Aral et al., 2009; Bakshy et al., 2011 Bakshy et al., , 2012 Bond et al., 2012; Kim et al., 2015; Gui et al., 2015; Phan and Airoldi, 2015; Cavusoglu et al., 2016) . From a statistical perspective, the challenging aspect of these applications is how to account for the presence of connections, or network data, observed pre-intervention, possibly with uncertainty, and often missing (Airoldi and Rubin, 2016) .
While there is a well-developed literature on several aspects of the statistical analysis of network data (e.g., Wasserman, 1994; Kolaczyk, 2009; Goldenberg et al., 2010; Bickel and Chen, 2009) , the literature about statistical theory and methods for experimentation and causal analyses that leverages observed connections is at a budding stage (e.g., Rosenbaum, 2007; Hudgens and Halloran, 2008; Parker, 2011; Aronow and Samii, 2013; Toulis and Kao, 2013; Ogburn and VanderWeele, 2014) . Moreover, even when considering the average treatment effect as the inferential target of interest, multiple conceptualizations and assumptions are possible, which require different methodological approaches to achieve valid inference when analyzing the same experiment (Karwa and Airoldi, 2016; Sussman and Airoldi, 2016; Airoldi, 2016) .
Here, we consider the problem of how to assign treatment in a randomized experiment, when the correlation among the outcomes is informed by a network available at the design stage.
Related work
The need to account for network connections in causal analyses has led scholars to focus on two specific problem settings: (i) network interference, a situation where the potential outcomes of unit i are a function of the treatment assigned to unit i and of the treatment assigned to other units that are related to unit i through the network, or of the observed outcomes of these related units,
(ii) network-correlated outcomes, an alternative setting where the network informs the correlation among the potential outcomes, because the potential outcomes of unit i are a function of its covariates and those of other units, and the covariates of units that are connected are more similar than the covariates of the units that are not. The literature largely considers these problems in isolation. However, they were motivated by applications where both interference and correlated outcomes were plausible sources of variation. In fact, the primary challenge in these applications is to identify causal effects (including the effect of interference) in the presence of confounding due to correlated outcomes (e.g., see Christakis and Fowler, 2007) .
The effects of network interference, whether as the target of inference or as a nuisance, have been mostly studied in randomized experiments (Parker, 2011; Airoldi et al., 2012; Toulis and Kao, 2013; Aronow and Samii, 2013; Ugander et al., 2013; Eckles et al., 2014; Karwa and Airoldi, 2016; Sussman and Airoldi, 2016 ) with a recent exception (Forastiere et al., 2016) . The confounding due to correlated outcomes, typical of problems where homophily is plausible (McPherson et al., 2001) , has been mostly explored in observational studies using potential outcomes (Manski, 2013) or causal graphical models (e.g., see Shalizi and Thomas, 2011; Shalizi and McFowland III, 2016) . Aral et al. (2009) proposed a randomization strategy to disentangle interference and homphily in an application to online marketing, in the context of a dynamic network. However, this randomization strategy is tailored to the application and hard to analyze theoretically.
We have been working toward an analytical understanding of how to best identify and estimate the causal effect of interference in the presence of confounding due to correlated outcomes, in the context of randomized experiments on networks. Our approach is to develop optimal randomization strategies that leverage a (static) network available pre-intervention. Results for this problem in the context of randomized experiments would then suggest how to handle experiments on dynamic networks, as well as how to approximate experiments in the observational setting. Thus far, we analyzed shortcomings of popular randomization strategies for estimating causal effects (Karwa and Airoldi, 2016) , and developed elements of a theory of estimation for them (Airoldi, work has already led to some insights and general principles (Airoldi and Rubin, 2016) .
In this paper, we propose a collection of model-assisted rerandomization strategies to improve estimation of the average treatment effect, in the experiments where a network is available preintervention, in the presence of network-correlated outcomes. Our approach is inspired by classical work on model-assisted survey sampling in which a specific model is used to reduce the variance of a given estimator (typically, a liner weighted estimator) in a way that does not harm its properties when the model is wrong (e.g., see Särndal et al., 2003) .
Contributions
We develop a class of models for potential outcomes specified conditionally on a network observed pre-intervention. The network induces a correlation structure among the outcomes, which is typical, for instance, in the presence of homophily (McPherson et al., 2001) . We then leverage these models to develop a suite of rerandomization strategies for allocating treatment optimally, for the purpose of estimating the average treatment effect in a finite-population setting. Optimality is achieved by minimizing the marginal mean squared error (which reflects uncertainty due both to the model and to the randomization) of the difference-in-means estimator. The calculations for the marginal and conditional mean squared error identify new analytical notions of balance in terms of network statistics related to the degree distribution. We also derive new theoretical results on design unbiasedness of the difference-in-means estimator of the average treatment effect with respect to the randomization and rerandomization distributions, even in the face of departures from the model's assumptions. These results suggest that the analytical notions of network balance suggested by our analysis may be useful in more general settings.
Analytical insights for evaluating allocations
Here we introduce the model-assisted approach to designing experiments; we posit a model for the potential outcomes that is used for calculating the mean squared error (MSE) of the difference of means estimator. Explicit formulas for the mean squared error, for fixed allocation vector Z and averaged over allocation vectors Zs, indicate which aspects of the network play a role in the estimation of causal effects, in this setting. While the model is useful, the methodology we proposed is design-unbiased even when the model does not hold, as we show in Section 3.4.
Causal inference setup
We work within the potential outcomes framework (Rubin, 1974; Holland, 1986; Imbens and Rubin, 2015) . We consider a population of N units, a binary treatment, denoted Z i = 1 if unit i is assigned to treatment, and real-valued outcomes, denoted Y i . The corresponding vectors are denoted Y, Z, respectively. We assume the stable unit-treatment-value assumption holds, which implies that the outcome of unit i is only a function of the treatment assigned to it,
thus excluding interference (Rubin, 1974; Airoldi and Rubin, 2016) .
We consider a finite population setting, where the potential outcomes Y(Z) are unknown constant quantities, given Z. The only source of variation is how treatment is allocated to units. We assume treatment is allocated according to a distribution on the space of all binary vectors of length N , typically referred to as the randomization distribution (Imbens and Rubin, 2015) .
For illustrating the idea of model-assisted rerandomizations, we consider the average treatment effect (ATE) as the the inferential target of interest, defined as τ
, and the popular difference-in-means estimator for the average treatment effect,
The normal-sum model
The model-assisted approach to experimental design requires a model, which is used to improve the inferential properties of the difference-in-means estimator when the model holds. We posit a the model that depends on a network, which is available at the design stage in our setup.
Consider n units and an undirected network G among them, or, equivalently, a binary adjacency matrix A of size n × n, with the added constraint that A ii = 1 for all i, which we refer to as the extended adjacency matrix. The neighborhood of a unit i is defined as the index set N i ≡ {j s.t. A ij = 1 or A ji = 1}. Let us posit the following model,
The network induces correlation among the outcomes that are assigned to control because the mean of each Y i (0) is given by the sum of the covariate values, X j , of units j in a neighborhood of unit i. The effect of treatment is additive. Equations 2-4 define the normal-sum model. The implied model for the observed outcomes, Y obs , is given in Appendix A.1.
The normal-sum model arises naturally in digital advertising and computational social science.
The specific problem that motivated our work is the so called selective callouts problem, in a collaboration with Google (Google Dev., 2016; Chakraborty et al., 2010; Basse et al., 2016) . Briefly, Google runs ad exchanges for sites like CNN; whenever a user loads the CNN page, information gets shared with Google, which in turn solicits bids from only a selection of advertisers. In this application, the index i runs over advertisers and we can operationalize an edge between two advertisers if they participate in the auction for the same ad space. Y obs i is the total amount of money advertiser i spends and X i is its advertising budget. The model capture the intuition that the more neighbors advertiser i competes with, and the bigger their budgets are, the higher the amount of money the advertiser i is expected to spend. In practice, additional complications arise. However, the normal-sum model provides a useful abstraction for exploring the problem of optimal design of experiments in the presence of network-correlated outcomes.
In this paper, we also considered a variant of the normal-sum model, which we refer to as the normal-mean model, in which the mean of Y i (0) is given by the average of the covariate values, X j , of units j in a neighborhood of unit i. Model-assisted design strategies for the normal-mean model, similar to those developed in Sections 2 and 3 for the normal-sum model, can be developed by using the mean-square error calculations analysis provided in Appendix A.4.
The rest of the paper explores the implications of the normal-sum model for designing optimal treatment allocation strategies.
Interpretation of the MSE for a fixed treatment allocation vector
We first compute the mean squared error of the difference-in-means estimator, according to the
, for a fixed treatment allocation vector Z. We refer to this quantity as the conditional mean squared error. We have,
We can identify desirable assignments by evaluating their conditional mean squared error. This idea is the basis for the model-assisted rerandomization strategies, in Section 3.2.
In the absence of specific constraints on the number of treated units, different treatment allocation vectors will generally have a different number of treated and untreated units, defined
respectively, both functions of Z. Then the bias term is
The bias is proportional to the difference in the average neighborhood sizes of treated and untreated units. Intuitively, this difference measures a lack of balance between the two groups, in terms of their network characteristics-specifically, the average degree. A larger value of the mean µ amplifies the contribution of this imbalance to the mean squared error. Since the designer does not have control over µ, desirable treatment assignments minimize bias by balancing the average neighborhood size between treated and untreated units. The first variance term is
which is minimized when N 1 = N 0 . Intuitively, this term penalizes the difference between the number of treated and untreated units. A larger value of the parameter γ amplifies the contribution of this imbalance to the mean squared error. This result is consistent with classical results on the optimality of balanced randomizations for estimating the average treatment effect in the absence of network correlated outcomes (Fisher, 1954; Imbens and Rubin, 2015) . The second variance term involves features of the network; it is
The factor on the right hand side of Equation 8 is proportional to the average number of shared neighbors among pairs of units both assigned to the treatment group. The factor in Equation 9 is proportional to the average number of shared neighbors among pairs of units both assigned to the control group. The factor in Equation 10 is proportional to the average number of shared neighbors among pairs of units, one assigned to treatment and one assigned to control. Considering the signs in front of these three factors, the second variance term may be minimized by assigning units with shared neighbors to different groups, and by avoiding assigning treatment or control to entire clusters of units that are densely connected.
Interpretation of the MSE averaged over allocation vectors
Next, we compute the mean squared error of the difference-in-means estimator, according to the normal-sum model and the distribution on the allocation vectors implied by a complete randomization strategy-which assigns equal probability to all of the treatment allocation vectors Z for which the numbers of units in treatment and control are fixed to (N 0 , N 1 ). We refer to this quantity,
, as the marginal mean squared error. It is,
The right hand side of Equation 11 (top) is the MSE of the difference-in-means estimator due to a complete randomization strategy in the absence of a network, since (γ 2 + σ 2 ) is the total variance implied by the network-sum model. The three factors C 1:3 in Equation 11 (bottom) can be seen as the contribution to the variance due to the presence of network-correlated outcomes. The term C 1 is proportional to the average degree of the nodes; thus networks with higher average degrees will tend to lead to higher MSEs, ceteris paribus. The term C 2 is proportional to the average number of shared neighbors among all pairs of nodes; thus networks that are locally denser will tend to have lower MSE, ceteris paribus. The term C 3 is proportional to the variance of observed degrees; thus low variability in the degree of the nodes will lead to lower MSE, ceteris paribus.
Interestingly, this contribution is not necessarily positive, because of term C2, which summarizes average local density. However, the contribution depends on summaries of the degree distribution of the network available pre-intervention that are not under control of the designer.
Methodology and theory
Randomization strategies are probability distribution on the set of binary vectors Z. Rerandomization strategies are probability distributions implied by discarding allocation vectors Z ∈ Z according to a set of rules. We review classical strategies in Section 3.1, introduce new strategies in Section 3.2 and study their theoretical properties in Section 3.4.
Classical randomization and rerandomization strategies
According to a Bernoulli randomization strategy with parameter p ∈ (0, 1), each treatment allocation vector Z ∈ Z has individual treatments Z i drawn as independent Bernoulli random variables with probability of success p, for i = 1 . . . N units in the population.
A completely randomized design with parameters (N 0 , N 1 ), where
, and assigns equal probability to them. If N 0 = N 1 = N/2 we refer to it as a balanced completely randomized design.
Rerandomization strategies stem from the observation that, when designing an experiment, it is often clear how to evaluate whether a treatment allocation vector is undesirable. For instance, when an allocation vector Z leads to statistical imbalance for one or more key covariates, it leaves the door open to confounding even in the presence of randomization (Gosset, 1938; Cox, 1982) .
Indeed, the most common form of rerandomization is to discard treatment allocations that lead to covariate imbalances, either by setting a threshold on the number of failed tests or, easier to analyze, on functions of the tests' p-values (Lock Morgan and Rubin, 2012; Li et al., 2016) .
Model-assisted rerandomization strategies
We introduce four model-assisted rerandomization designs, which differ by the degree of reliance on the model; namely, on the conditional MSE for the difference-in-means estimator.
First, we consider balanced rerandomization strategies, which discard treatment allocation vectors where the number of treated units N 1 differs from the number of untreated units N 0 -or differs by more than one in the case of N odd. This strategy aims at minimizing the contribution of the total variance to the conditional MSE, according to Equation 7.
Second, we introduce unbiased rerandomization strategies, which discard treatment allocation vectors where the average number of neighbors for treated units differs from the average number of neighbors for untreated units. This strategy aims at minimizing the contribution of the bias to the conditional MSE, as suggested by the discussion of Equation 6.
Third, we introduce optimal rerandomization strategies, which discard treatment allocation vec- Let Z ≡ {0, 1} N be the set of all possible treatment allocation vector on N units. Formally, we can define sets of allocations corresponding to the rerandomization defined above as
where q MSE α is the α quantile of the distribution of the conditional MSE. These subsets of rerandomizations depend on network statistics that the normal-sum model suggests as relevant for computing the conditional MSE, discussed in Section 2.3.
The first three model-assisted strategies we analyze in the rest of the paper are: balanced rerandomization design, which assigns equal probability to all Z ∈ Z b , balanced/unbiased rerandomization design, which assigns equal probability to all Z ∈ Z b ∩ Z u , balanced/unbiased/optimal rerandomization design, which assigns equal probability to all
The fourth model-assisted strategy, which we refer to as unconstrained/optimal rerandomization design, aims at trading off small increases in bias for significant reductions in variance. This design assigns equal probability to all Z ∈ Z min , defined as
Even in situations where the set Z min contains a single allocation vector, because we can only approximately search the space Z for the optimal vector Z and because we use multiple initializations to perform such a search, in practice Z min contains multiple allocation vectors.
Model-based rerandomization strategies
The four model-assisted strategies in Section 3.2 leverage a model for the outcomes for selecting allocations that improve properties of the difference-in-means estimator, which ignores the model.
One may wonder why not leveraging the model for the outcomes to also derive a better estimator for the average treatment effect, and then selecting allocations that improve properties of that estimator. Here, we develop such a model-based rerandomization strategy.
The natural next step is to replace the difference-in-means estimator with the maximum likelihood estimator for τ under the normal-sum model. The estimatorτ mle and its conditional mean squared error are derived in Appendix A.5. The optimal maximum likelihood design is then the model-based rerandomization strategy that assigns equal probability to all Z ∈ Z mle , defined as
In Section 4, we will also evaluate the performance of the maximum likelihood estimator for τ using a completely randomized design, as a baseline, to quantify the improvement due to optimal rerandomization. When evaluating the performance of both model-based strategies, we fix parameters µ, σ, and γ at their true value, and consider τ as the only unknown parameter.
Theory
An advantage of model-assisted designs is that they only partly depend on a model for the outcomes. Thus it is reasonable to expect that these designs might lead to desirable inferential properties even when the model they rely on for evaluating treatment allocations is wrong. Following this intuition, here we show that the difference-in-means estimator is design unbiased (e.g., see Särndal et al., 2003) for the rerandomization strategies developed in Section 3.2.
Definition 1 (Design unbiasedness). An estimatorτ is unbiased with respect to a distribution on Z, typically referred to as a design on Z, if we have:
The main result follows. Proofs are given in Appendix B. Intuitively, as a consequence of design unbiasedness and of the increasingly nested supports, we can compare variances ofτ implied by the designs in Theorem 1, in expectation.
Corollary 1. Letτ be the estimator defined in Equation 1. We have,
And similar inequalities can be derived easily for any pairs of nested designs in Theorem 1.
These results are based on symmetry arguments, which is why Z b is always part of the support of designs that make the difference-in-means estimator unbiased. This notion of symmetry is made precise in the following Lemma.
As a consequence, if we required the unconstrained optimal design to be balanced, by restricting its support to Z b ∩ Z min , we would recover design unbiasedness for the difference-in-means estimator. However, we do not consider balanced unconstrained optimal designs.
Numerical results
In this section, we report simulation results to assess the performance of the proposed randomization and re-randomization strategies against standard completely randomized allocation, Bernoulli allocation, and more recent re-randomization strategies based on these strategies. We perform three sets of simulations. In Section 4.2, the proposed randomization strategies are obtained by relying on diffuse prior distributions for key parameters centered around the true values. In Section 4.3, we explore comparative performance when the actual model (namely, the network used to specify the model) is misspecified. In Section 4.4, we explore comparative performance when the prior distributions informing the proposed strategies are increasingly misspecified.
Design of simulation experiments
We consider four families of networks: Erdös-Renyi, power law, stochastic blockmodel, and small world on a ring lattice (Goldenberg et al., 2010) . We do this for convenience, but without loss of generality, since the formulas for the mean square error in Sections 2.3-2.4 and the theory and methods in Section 3 depend on observed network statistics. We generate 100 networks, each with 500 nodes, from these families. These networks all have comparable densities (0.08 ± 0.02) by design. The outcomes are generated according to the model in Equations 2-4, with parameters µ = 1, σ = 2 and γ = 1. We note that several allocation strategies described in Section 3.2 require solving optimization problems, for which we can only provide approximate solutions. All optimizations are carried out via stochastic optimization (Goldberg and Holland, 1988) . We discuss the variability in the results due to this approximation when appropriate.
Comparative performance analysis
The goal of this set of simulations is to quantify the order of magnitude of improvements in integrated mean squared error an analyst can expect, under controlled conditions. In these simulations, we compare the performance of the different estimators when the data are simulated from the model in Equations 2-4. For each of the 400 networks described in Section 4.1, we generate 300 assignments for each of the methods described in Section 3. For each assignment we compute the MSE in Equation 5. Thus the results here compare performance of the randomization strategies coupled with the simple difference-in-means estimator. We postpone the discussion of the maximum likelihood estimator to the following section. different criteria, thus these improvements are simply a consequence of the difficulty in exploring a vast space; we sampled 300 allocation vectors in a space that has roughly 2 100 elements. In our experience in designing large experiments practitioners typically generate tens of thousands of allocation vectors, but only look closely at hundreds of them, so our simulation is realistic in this respect (Kim et al., 2015 , and ongoing work by the authors). The other three network families, on the other hand, have much more symmetric degree distributions, and so explicitly disregarding balance on average degree does not lead to heavy bias and higher MSEs.
Interestingly, balanced unbiased rerandomizations that explicitly control the variance terms in the conditional MSE (in Equations 8-10) substantially improve the mean squared error over balanced rerandomizations based on the overall MSE. This suggest that is is unlikely to find allocation vectors with good variance control in a small set of allocations. Unconstrained rerandomizations that directly control the sum of bias and variance terms substantially improve the mean squared error over balanced unbiased optimal rerandomizations. This is consistent with the findings in clas- sical estimation tasks, where a small increase in bias may lead to larger reductions in variance, and thus to lower MSE. Lastly, the gap between the MSE of unconstrained optimal rerandomizations and the MSE of balanced unbiased optimal rerandomizations depends on the family of networks we consider, as suggested by the analysis in Section 2.4.
Overall, model-assisted rerandomizations perform better, under ideal conditions. The theory in Section 3.4 provides assurances in terms of unbiasedness when the model does not hold.
Robustness to network misspecification
The goal of this set of simulations is to quantify the loss in performance of the randomization strategies we are considering when the network the model conditions on is misspecified.
We perturbed each of the 400 networks simulated for Section 4.1 by randomly rewiring different proportions of the edges. For each perturbed network we generated 100 allocation vectors using six randomization strategies-those considered in the previous section with the exclusion of the Bernoulli randomizations (same color scheme as above). Perturbations in the network only affect the proposed model-assisted rerandomization strategies, which rely on explicit bias and variance terms that now depend on the perturbed network, while the outcomes are generated according to a model that relies on the unperturbed network. In addition, we consider the randomization strategy that minimizes the analytical expression for the MSE of the maximum likelihood estimator, in
Equation 35, which also leverages the perturbed network for estimating the ATE (in purple). We evaluated assignments in terms of marginal mean squared error, computed using the unperturbed networks. Figure 3 displays the resulting MSEs (mean ± 2 standard deviations) for the seven randomization strategies described above, and for the MLE under a balanced complete randomization as a baseline for the MLE (in pink). This baseline allows us to quantify the effects model misspecification on the MSE because of failures in the estimation task only (when treatment is assigned using balanced complete randomizations), and to contrast it with the effects model misspecification on the MSE because of failures in both estimation and optimal treatment allocation tasks. The four panels in Figure 3 show the MSE for the four different network families. The X axis measures the fraction of edges rewired that defines the severity of the network perturbation. For instance, at 0.01
we rewire 1% of the edges; in networks with 500 nodes and density 0.15, this corresponds to 188 edges on average. At zero, MSEs correspond to unperturbed networks.
The results suggest a few observations. There is a clear contrast between randomization strategies based on the MLE and those based on the difference-in-means estimator. While strategies targeting the MLE outperform the other strategies in the absence of model misspefication (i.e., no edges rewired), even for modest misspecification (i.e., 5% edges rewired) their MSE increases substantially and exceeds that of strategies based on the difference-in-means estimator. Perhaps surprisingly, the balanced complete randomization for the MLE (pink curve) performs worst than the optimizing treatment assignment for the MLE (purple curve) for the range of misspecification explored. This over-sensitivity to model misspecification makes MLE-based randomization strategies, and MLE estimation of the ATE, unattractive options in practice.
In contrast, randomization strategies based on the difference-in-means estimator are generally insensitive to increasing amounts of misspecification, which is plausible since this estimator does not depend on the network. Any mount of misspecification (in the range we consider) does not alter the ordering the proposed rerandomization strategies suggested in Section 4.2, in terms of average marginal MSE over the simulated networks.
Robustness to prior misspecification
The goal of this set of simulations is to quantify the loss in performance of the randomization strategies we are considering when parameters in the model for the outcomes are misspecified.
For each of the 400 networks used in the previous simulations, we generated 100 assignments from each of the six randomization strategies based on the difference-in-means estimator, for each of the nine sets of parameters specified in Table not rely on any aspect of it for assigning treatment. The two balanced rerandomization strategies (5% in red, 20% in orange) select allocations based on their conditional MSE, which is computed using misspecified parameters; these strategies suffer in settings where both the parameter that controls the bias µ is wrongly assumed to be negligible and the parameter that controls the variability in the outcomes γ is wrongly assumed to be much bigger than its real value. The balanced unbiased rerandomization strategy (in green) is insensitive to misspecification; it disregards the variance components of the MSE, thus eliminating sensitivity to the misspecification of γ and σ, and it selects allocations that zero out the term δ N in Equation 6, thus eliminating any potential adverse effects due to the misspecification of µ. The balanced unbiased optimal rerandomization strategy (in blue) is generally robust to parameter misspecification, while achieving low MSE.
Interestingly, the optimal unconstrained rerandomization strategy (in black), which despite parameter misspecifications achieves the lowest MSE, in settings 8-9 suffers from trading too little bias (which equals µ · δ N ) for variance, since it wrongly assumes a high value for µ, and thus looses its advantage over the balanced unbiased optimal rerandomization strategy.
Concluding remarks
We have introduced an approach to experimental design that is similar, in spirit, to that of modelassisted design in the survey sampling literature (Särndal et al., 2003) . In this paper, given the difference-in-means estimator, we use a model for the outcomes to compute its mean squared error conditional on a fixed treatment allocation vector Z ∈ Z. This calculation identifies several network statistics that are relevant in controlling bias and variance terms. We then use rerandomization to constrain the support of the randomization distribution to specific subsets of Z that minimize some of these terms. Should the model not hold, the difference-in-means estimator remains unbiased for the average treatment effects with respect to the uniform distribution over the constrained subsets of Z, as detailed in Theorem 1. In the model-assisted survey sampling literature, in contrast, given a linear weighted estimator such as the Horwitz-Thompson, a model is used to derive correction factors for the weights. The corrected estimator has reduced variance if the model holds, and is otherwise unbiased independently of the model.
In any practical design of experiments there will be additional issues to consider, which we have assumed away in our analysis for simplicity of exposition. Importantly, covariates will have to be taken into account; rerandomization might be also used to achieve covariate balance (Lock Morgan and Rubin, 2016) . Using the normal-sum or the normal-mean models in an application will also require to specify the variables X 1:N as covariates, or as random effects, in which case the parameters (µ, σ 2 ) will be harder to identify. Options for inference include point priors (Box and Lucas, 1959), or specifying full priors to work with the integrated mean squared error. In both situations, historical data and pilot studies might be used to calibrate these priors, and are recommended for optimal design in practice (Kim et al., 2015; Shakya et al., 2016) .
This paper is a starting point. In the context of the literature on homophily and peer-influence, this paper suggests a viable strategy to get an analytical handle on which features of a network might be useful to control when designing an experiment. However, we limit ourselves to the case of network-correlated outcomes in the absence of peer-influence, we only analyze the conditional mean squared error for the differences-in-means estimator under the normal-sum model, in Sections 2 and 3, and under the normal-mean model, in AppendixA.4, the conditional mean squared error for the maximum likelihood estimator, in Appendix A.5, and we carry out an empirical sensitivity analysis. We initially choose to tackle network-correlated outcomes in isolation to gain clear analytical insights. We are currently working on combining these insights to design randomization strategies that can optimally estimate causal effects of interest in the presence of both network interference and confounding due to network correlations.
we will distinguish all expectations, variances and covariances with respect to the randomization distribution, denoted by E Z , V Z , Cov Z , from the expectations, variances and covariances with respect to the model, denoted by E Θ , V Θ , Cov Θ . Expectations, variances and covariances without subscripts are to be understood as joint operations over the randomization distribution and the model.
A.1 Model for the observed data
We first derive the correlation between control potential outcomes
It follows that
It then follows that the observed model can be written
A.2 Derivation of the conditional mean squared error for the normal-sum model It follows from the calculations in Appendix A.1 that:
where ω(Z) = Z/N 1 − (1 − Z)/N 0 . So we have shown that:
It is quick to derive that:
. Thus, we immediately have:
which gives the following conditional mean squared error:
A.3 Derivation of the marginal mean squared error for the normal-sum model
The purpose of this section is to derive the analytical expression for:
We start by noticing that:
so Bias(τ ) = 0. Also, we have:
So we have:
So we can focus on this quantity. We have 
andȲ =Ȳ (1) in order to simplify the notation. Now, let:
Remember that we have:
where
and
Now note that:
and that:
which leads to:
Clearly, none of the above would change for S 2 0 since the τ 's cancel out. So finally have:
Note: a simple sanity check is to look at what would happen if there was no network. That is, if |N i | = 1 for all i, and |N i ∩ N j | = 0 for all i = j. The above formula then reduces to
, which is correct. This suggests a refactorization of the equation above:
where:
is the variance term in the absence of a network, and
is the variance term correction when a network structure is present. So in conclusion, we have:
which completes the proof.
A.4 Analysis of the difference-in-means estimator under the normal-mean model
We consider the normal-means model, as an alternative:
It easy to verify that for all Z, we have: E Θ [τ |Z] = 0. Then, as in the sum model, the variance can be expressed as:
whereÃ is the matrix such thatÃ ij = A ij /|N i |. And so finally
Which we can write in longer form as:
The first term penalizes, as before, imbalance in the sizes of the treatment groups. The last three terms look a lot like what we had with the sum-model, except that we now have weighted averages.
with more painful algebra, we can derive the marginal MSE, and show that it is:
The different terms of the equation can once again be used as new measures of balance that are functions of network quantities, although the interpretation is slightly more involved.
A.5 Analysis of the maximum likelihood estimator under the normal-sum model
The naive estimator does not make any reference to the network. This is not the case for the MLE, and we need to introduce a distinction between true and observed network. Let A 0 be the adjacency matrix associated with the true unobserved network, and A be the adjacency matrix associated with the noisy observed network. The model we use will be based on the observed network, while the evaluation will be with respect to the true network. We have shown in the observed model of Equation 18 that the observed outcomes are jointly multivariate normal. Let v = Aµ + τ Z obs be the mean, and let Σ = γ 2 I + σ 2 AA be the variance. We also denote by Σ 0 = γ 2 I + σ 2 A 0 A 0 the variance based on the true covariance matrix. Finally, define µ * = Aµ and µ 0 = A 0 µ. With this, standard results show that:
Remark. In all the simulations, we plug the true value of µ, σ, and γ in the mle, in order to be consistent with what we assume known at design-time when we compare it with the other methods.
but then under the true model, we have:
and so the bias is:
The variance is quickly derived:
and so finally:
B Proofs
B.1 Proof of Corollary 1
Statement of Corollary 1
Letτ be the estimator defined in Equation 1. We have,
Proof. The key intuition for the proof is that Z b ∩ Z o ⊂ Z b and that the assignments that are in Proof. This proof could be carried exactly as above. The longer proof that we use introduces concepts that will be reused in most of the following proofs, but in a simple scenario.
By definition we have:
Now, introduce for all i the sets:
= {Z/ Z ∈ Z b and Z i = 1} and Z b i=0 = {Z/ Z ∈ Z b and Z i = 0} (37)
|. And since we also have:
we conclude that:
Which implies that
for all i. We can then write:
(iii) Unbiasedness under the uniform distribution on
Proof. It is clear from the previous proof, that the key element of the proof is to show that:
for all i. For this, we by start proving that:
By the Lemma, we haveτ (Z * ) = 2τ −τ (Z). Now, let Z ∈ Z b ∩ Z o , we then have:
which means that Z * ∈ Z b ∩ Z o . So we have proved that:
The rest of the proof unfolds exactly as in the proof of (i).
(ii) Unbiasedness under the uniform distribution on Z b ∩ Z u Proof. Here again, the key is to show that:
Let Z ∈ Z b ∩ Z u , then by definition, we have: 
The rest of the proof follows as in the previous two proofs. 
which means that Z * ∈ Z b ∩ Z u ∩ Z o , and so
