Conjunctive queries form an important subset of relational algebra. Each conjunctive query has a unique minimum equivalent (up to isomorphism). However, the computation of the minimum equivalent is complete for co-. u% Johnson and Klug have proposed a subclass of conjunctive queries, the fanout-free queries, for which minimization may be performed in polynomial time. In this paper, we
Introduction
In this section we review basic definitions and results about conjunctive queries and their minimization.
A conjunctive query [3] Q is a relational expression [4] of the form where X, U,, . . . . U,, are vectors of constants and variables, ' and where cl, . . . , c,, are predicate names. By convention, the "," represents conjunction, and the atomic formulae ci ((it ), . . . ,c,,(U,J are termed conjuncts.
X is termed the head of the query, and the conjunction of the ci(Ui)'s is termed the body of the query. The variables in the head of the query are termed distinguished, and all other variables are termed nondistinguished. Given any such conjunctive query, we will often refer to the ith conjunct c;(LIi) merely as ci, relying on context to differentiate the atomic formula from the predicate name. The head of Qt is WX, and hence Wand X are distinguished variables. The body is the conjunction of the atomic formulae a(U,A), a
(V, W), a(V,X), b(U,S, C), b(K T,X), d(S,B), d(T, W) and d(S,X)
. By convention, we will refer to these conjuncts as cl, . . . , cs respectively.
Semantics
We assume that each predicate 'SE {ct, . . . , c,} corresponds to a relation R that is stored extensionally in the database; that is, R is represented as a set of variable-free (or ground) tuples. The set of relations of this form is termed the extensional database or EDB. We will make no distinction between predicates and relations, interpreting a ground atomic formula r(a) to be true iff a E R.
Let cr be any substitution for the symbols in the query that leaves constants (and predicate names) unchanged. Then, the relation obtained by applying the query to the EDB is the set of tuples o(X) such that a(c,(Ur)), . . ..a(c.(U,,)) all appear in the EDB, for any such substitution o.
Containment, equivalence and minimization
For any two conjunctive queries Q and Q', we say that Q is contained in Q' (written QC Q') if for every extensional database, the relation produced by Q is a subset of that produced by Q'. Q and Q' are said to be equivalent (written Q = Q') if QC Q' and Q'cQ. Let is obtained by deleting c,, c4 and c6 from the body of Qi. Thus, Q2 = Qi -(ci, c4, cg}, and Q2 is a 3-shrinking (and a proper shrinking)
of Qi .
A shrinking Q' of Q is said to be a minimum equivalent of Q if Q= Q', and if Q$Q" for any shrinking Q" of Q with fewer conjuncts than Q'. Chandra and Merlin [3] prove that the minimum equivalents of any query Q are pairwise isomorphic; that is, any one may be obtained from any other by renaming variables. They also show that the following question is complete for co-/Y:
Given queries Q and Q', is Q' a minimum equivalent of Q? A variety of polynomial-time algorithms have been proposed for the minimization of various subclasses of conjunctive queries [2, [5] [6] [7] 9] . The algorithm of Johnson and Klug [7] applies to the class of fanout-free queries (defined in Section 2.2) and it runs in O(n3) time.2 In Section 3, we will present a polynomial-time algorithm for the minimization of a strict superset of the fanout-free queries.
Related questions
The minimization of conjunctive queries is an important optimization strategy in relational database systems such as SQL. Further, the minimization problem (and the related containment problem) for such queries is related to the subsumption problem for Horn clause theorem-provers in artificial intelligence. Finally, the study of conjunctive queries has had significant impact on the analysis of problems in deductive database systems, through a theorem of [lo] .
Containment mappings
The basic tool for the detection of containment among conjunctive queries is the containment mapping [1, 3] or its dual, the conjunct mapping [7, 11] .
Let Q and Q' be the conjunctive queries Q: 1x1 Bl,
Q': (Z/B'),
where B and B' are conjunctions of atomic formulae. Letfbe a function on the symbols in Q that leaves constants (and predicate names) unchanged. We may extend f to atomic formulae in the obvious way; that is, we define f(c(Ar, . . . ,Ak)) to be f(c)(f(A,), .*.,.f(&)). f is termed a containment mapping from Q into Q' iff f(X) = Z and f(c(U)) appears in B' for every conjunct c(U) in B. For any conjunct t in B, (a choice of) f(t) in B' is termed the destination of t under f ;3 Z=f(X)
is termed the destination of X.
A conjunct mapping is a choice of destinations for X and for each conjunct in B that defines a consistent containment mapping from Q into Q'. Note that for any conjuncts t and t', the choice f(t) = t' uniquely defines f on the symbols in t, and the definition can be recovered by term-matching in time that is linear in the size of t and t'. 4 Hence, a conjunct mapping, if it exists, uniquely defines a corresponding containment mapping. We say that t' covers t iff there is a function g that is invariant on constants and distinguished variables such that g(t) = t'; the covering is said to imply the pair of symbols (U, V) iff U appears in t and g(U) = V.
We will use the term homomorphism to denote both a conjunct mapping and its associated containment mapping. The following theorem was proved for containment mappings in [1, 3] , and for conjunct mappings in [7, 11] . (containment mapping) proves that Q2c Q,. The identity mapping on conjuncts and variables suffices to prove that Qr c Q2. Hence, Q2 is a shrinking of Q, such that Q, = Q2. We will later show that Q2 is a minimum equivalent of Qt.
The following observation will greatly simplify our search for a minimum equivalent.
Proof. The identity mapping on the conjuncts and variables in Q' is a homomorphism from Q' into Q. The corollary follows by the definition of equivalence. 0
A useful property of homomorphisms is that the composition of any two homomorphisms is a homomorphism. 
I .5. Minimality
Let us define a shrinking Q' of Q to be a minimal equivalent of Q if Q's Q and there is no proper shrinking Q" of Q' such that Q'= Q". The value of minimality is brought out by the following observation of [3] . Proof. Assume Q' is a minimum equivalent of Q, and let f be a homomorphism from Q into Q'. If Q' is not minimal, then there is a homomorphism g from Q' into a proper shrinking Q" of Q'. Then, the composition gfis a homomorphism from Q into Q", and QE Q", contradicting the fact that Q' is minimum.
Assume that Q' is a minimal equivalent of Q. Assume that f is a homomorphism from Q into Q', and that Q' has m conjuncts. Assume that Q' is not minimum; i.e., that there is some shrinking Q" of Q with n<m conjuncts such that Q=Q". Let g be a homomorphism from Q into Q". We will force a contradiction.
Since Q' and Q" are both shrinkings of Q, we may claim that f is a homomorphism from Q" into Q', and that g is a homomorphism from Q' into Q". Note that since Q" has only n conjuncts, the image off in Q' has n < m conjuncts. Then, the composition fg is a homomorphism from Q' into a proper shrinking of Q', contradicting the minimality of Q', 0
Hence, our search for a minimum equivalent for a query Q may be replaced by a search for a minimal equivalent of Q. The following observations will facilitate our search. Proof. Assume that Q= Q", and let f : Q--t Q" be a homomorphism proving the equivalence. It is easily seen that f is a homomorphism from Q into Q'-S, and hence Q=Q-S. Proof. Proving termination is trivial. Correctness may be proved as follows. A straightforward induction on i, using Theorem 1.3, Lemma 1.5 and Corollary 1.9, suffices to prove the invariant that Q' is a shrinking of Q such that Q= Q'. To prove minimality, we need only note that by Lemma 1.12, if Q+ Q'-{c;} at the ith iteration of the algorithm, then Q+Q" for any shrinking Q" of Q'-{ci}; that is, ci must appear in the body of any shrinking of Q' that is equivalent to Q. 0
It is easy to see that in line (3) of the algorithm, we may without loss of generality delete from Q' every conjunct not in the range off. It turns out that we may also restrict our attention to homomorphisms of a certain sort, and we will investigate such homomorphisms in the next section.
I. 6. Foldings
Let us define a homomorphism from Q into a shrinking of Q (equivalently, a homomorphism from Q into itself) to be a self-homomorphism. Further, we define afofding [3] on Q to be a self-homomorphism h on Q such that whenever a conjunct q is in the image of h, then h(q) = q. Example 1.14. The homomorphism f of Example 1.4 is a folding on Qi .
It turns out that our search for self-homomorphisms in Algorithm 1 may be restricted to a search for foldings, as shown by the following lemma from [3] .
Lemma 1.15. There is a self-homomorphism on Q with (conjunct) range R iff there is a folding on Q with range R.
Proof. The "if" direction follows from the fact that every folding is a selfhomomorphism.
For the "only if" direction, assume that f is a self-homomorphism on Q. By Lemma 1.7, the composition f i is a self-homomorphism on Q for any ir 1. Observe that there is an n 11 such that the composition f" has the following property. Let
R={c;,,..., cik} be the range off ". Then the restriction of f n on R is a permutation of R; that is, f (ci,) = cipc,, for 15 j5 k and some permutation p on 1, . . . , k. Let I be the lcm of the periods of the cycles in p. The composition f"' is a selfhomomorphism on Q with the range R, and by construction, f"' is a folding on Q with range R. 0
Not surprisingly, foldings may also be composed as in Lemma 1.7.
Lemma 1.16. Let h be a folding of Q and suppose that the range of Q is Q'. If f is any folding of Q', then the composition fh is a folding of Q.
Proof. Straightforward.
0
We may now modify Algorithm 1 as follows. We maintain two disjoint sets R and S of conjuncts, R representing the set of conjuncts in the body of our "current" shrinking Q', and S representing the remainder (i.e., Q'= Q-S). For every conjunct CE R, we test for a folding f from Q into Q'-{cl. If the test succeeds, we transfer every conjunct in Q' that is not in the range off from R to S (that is, we delete these conjuncts from R and add them to S). Otherwise, we select another conjunct from R. The correctness of this procedure follows by Lemmas 1.16 and 1.12, as in Theorem 1.13.
However, the polynomial-time algorithm of Section 3 relies on the sufficiency of testing for the following sort of folding from Q into Q'-{c). Let S= {Cjl, . . . , Cj,} be a (possibly empty) set of conjuncts in Q, and let Q' be any (not necessarily proper) shrinking of Q. We say that a homomorphism h : Q + Q' is stable on S iff for any conjunct ci in the body of Q and any conjunct cj E S, if h(Ci) = Cj then i = j. That is, every conjunct in S is either not the destination of any conjunct under h, or it is only the destination of itself under h. The following lemma shows that there is no loss of generality in searching for such homomorphisms in Algorithm 1.
Lemma 1.17. Assume that Q'C Q, where Q'= Q -S for some (possibly empty) set
S={Cj,, *a*, Cj,}, and assume that C; $ S. Then Q'-{Ci > C Q iff there is a folding h : Q + Q -{ Ci } that is stable on S.
Proof. Let f be a folding from Q into Q', proving the containment Q'cQ. Assume that Q'-{ Ci> c Q. The range of the homomorphism h proving the containment does not contain any conjunct in S, and h is hence stable on S.
For the converse, assume that there is a homomorphism h : Q-Q-{Ci} that is stable on S. The restriction of h onto Q'= Q -S is a homomorphism from Q' into Q'-(Ci}, and the composition hf is therefore a homomorphism from Q into Q'-{Ci}. 0
Our new algorithm is presented in Fig. 2 .
Algorithm 1'.
Input: A conjunctive query Q={Xl c,,...,c,}.
Output: Q', a minimal equivalent of Q.
(1) R+{c,,...,cn}
if there is a folding h : Q + Q -{c} that is stable on S (9 transfer to S every conjunct in R that is not in the range of h 
Outline
Our analysis is based on the implication graph of [7] , which we discuss in Section 2. In Section 3, we extend the class of fanout-free queries to the class of restrictedfanout queries, and show that the latter may be minimized in polynomial time.
The implication graph
Our polynomial-time minimization algorithm is based on the implication graph of [7] . We will consider such graphs in this section.
I. Basic and representative graphs
Consider a conjunctive query Q. A basic graph for Q is a graph whose vertices correspond either to pairs of conjuncts or to pairs of symbols of Q. A conjunct-pair vertex ( Note that a basic graph may represent many different foldings. A basic graph G is a representative graph of Q if it represents all foldings on Q. A representative graph for Q is also termed an implication graph for Q.
Example 2.1. Figure 3 represents the implication graph for the query Qr of Example 1.1. Let us define an spv s to havefanout 0 iff all the cpvs adjacent to s have the same first component.
An spv is said to be afanout spv iff it does not have fanout 0; that is, it is adjacent to at least two cpvs with different first components.
For k>O, we say that an spv s has fanout k iff s is a fanout spv and the maximum number of neighbors of s with the same first component is k. Let us say that a conjunct c has fanout k with respect to an spv s iff s has k neighbors with c as the first component.
We say that an implication graph G (or its associated conjunctive query Q) has fanout k if no spv in G has fanout > k. A query is said to be fanout-free [7] iff it has fanout 1 (i.e., each spv has fanout 0 or 1). Johnson and Klug [7] have shown that the minimization of fanout-free queries may be performed in polynomial time. Murthy [8] has shown that the minimization of fanoutqueries is N9-hard. We will show that a subset of the fanoutqueries, the restricted-fanout queries, may be minimized in polynomial time.
Invalid and incomplete vertices
A vertex (m,n) (which is either a cpv or an spv) is invalid if there is no folding that maps m to n. In order to reduce the search space for a folding of a conjunctive query Q, we would like to find invalid vertices and delete them from a given representative graph of Q. Since, in general, this is an intractable problem, we need some sufficient conditions that can be tested efficiently. One simple condition is based on a local inspection of a given representative graph, and is described as follows.
Let G be a representative graph of a query Q. An spv6 (y, s) is complete if every conjunct c that contains symbol y is the first component of some cpv adjacent to (y, s). Obviously, if there is a folding that maps y to s, then (y, s) must be complete.
We say that (y,s) is incomplete if it is not complete. Hence, we may claim the following lemma. Lemma 2.4. An incomplete spv is invalid. ' Recall that according to our terminology it follows that (y,s) is nontrivial, i.e., yfs.
Closures
The value of the implication graph is brought out by the following theorems. These theorems are straightforward extensions of those in [7] .
Define a closure 8 of an implication graph G to be a set of vertices chosen as below.
(1) If a cpv c is in $9, then every adjacent spv is in 8. Proof. Define B to contain:
(1) Every CPV (ci, cj) such that h(ci) = cj and i#j. ' Note that it is actually redundant to require q#r, since it follows from the fact that (q,r) is a cpv. ' A folding is trivial if it maps every conjunct to itself. SO, it remains to show that if one of Ci and cj, say ci, is mapped according to part (1) in the definition of h and the other, Cj, is mapped to itself (i.e., according to part (2)), then they are mapped consistently.
Let h(ci)=ck; clearly, i# k. Sup- pose that the conjunct mapping h(ci) =ck implies the symbol mapping h(U) = V, Therefore, the spv (U, V) is adjacent to the cpv (Ci,Ck), and is also in 8, since (Ci, Ck) is in 8. We shall show that if U also appears in Cj, then U= V (and, hence, ci and cj are mapped consistently).
So, suppose that U also appears in cj, but U# V. By condition (2) in the definition of a closure, the spv (U, V) is complete.
Therefore, by condition (3) in the definition of a closure, there must be some cpv (cj,c,) adjacent to (U, V) that belongs to Q. But this contradicts the assumption that h(cj) is defined according to part (2) (of the definition of h). Therefore, U= I/ and it follows that h maps symbols consistently, and hence, h is a homomorphism. By condition (6) in the definition of a closure, it follows that h is also a folding.
Cl

Implication edges and weak implication paths
Consider a given representative graph G of a query Q and an edge between an spv (y,s) and a cpv (e, g). This edge is called an implication edge if e has fanout 1 with respect to (y,s); that is, among all the neighbors of (y,s), the cpv (e,g) is the only one with e in its first component, Note that an implication edge between (y, s)
and (e, g) implies the following. If a folding h maps symbol y to s, then h must also map conjunct e to g, because if there were another possibility, say mapping e to f, then it would follow that e#f (since y#s) and, so, (e,f) would also be a neighbor of (Y,S).
Let u1 and u2 be two vertices (each one is either a cpv or an spv). A path (in a representative graph) from u1 to v2 is called a weak implication path if for each pair of consecutive vertices u1 and u2 on the path, the following is true. If u1 is an spv, then the edge connecting u1 and u2 is an implication edge. We say that vi originates this weak implication path. Note that a weak implication path may contain edges that are not implication edges. We say that v1 reaches v2 iff v1 = v2 or there is a weak implication path from or to v2.
Lemma 2.7. Consider a weak implication path from vertex (m, n) to vertex (p, q) (each one is either a cpv or an spv). Then the following is true for all foldings h. If h maps m to n, then h must also map p to q.
Corollary 2.8. Consider a weak implication path from vertex (m, n) to vertex (p, q) (each one is either a cpv or an spv). Then the following is true for all closures FZ. If (m, n) E 8, then (p, q) E 8.
Proof. The proof is an easy induction on the length of the path, and it follows from the following observations. The proof of the corollary proceeds similarly, using the fact that if there is a weak implication edge from a vertex o1 to a vertex u2, then by the definition of a closure, if a closure 8 contains u1 then it must also contain u2. 0
Lemma 2.9. Suppose that there is a weak implication path from a vertex (m, n) to an invalid vertex (p,q) (each vertex is either a cpv or an spv). Then there is no folding that maps m to n, i.e., (m,n) is also invalid.
Proof. By Lemma 2.7, every folding that maps m to n must also map p to q. But since (p, q) is invalid, there is no folding that maps p to q. Hence, there is no folding that maps m to n. 0
Inconsistent weak implication paths
Note that a vertex u is invalid if it is incomplete, or if it reaches an invalid vertex. However, there are other ways to determine invalidity.
Suppose that a weak implication path originating at a vertex (m, n) contains an spv (y,sr) and another spv (y,s2), where sl#s2. This represents inconsistency, since it means that every folding that maps m to n must also map y to both s1 and s,, and so, there is no folding that maps m to n. Therefore, (m,n) is invalid. A similar result also holds if cpvs (y,sl) and (y,s2) lie on the weak implication path. Similarly, if the weak implication path contains a cpv (p, q) and another cpv (q, r), then there is no folding that maps m to n, because by definition, a folding that maps conjunct p to q must also map conjunct q to itself (and not to r).
We will define an implication path P to be inconsistent if any of the following is true.
(1) P has two spvs (y, sl) and (y,s2) (either one could be a trivial spv), such that S,#S2.
(2) P has two cpvs (y, sl) and (y, s2) such that sr #s2. (3) P has two cpvs of the form: (p,q) and (q,r) (i.e., some conjunct q appears in the first component of one cpv and also in the second component of another cpv).
We will say that a vertex is invalid if it is incomplete, if it reaches an invalid vertex or if it originates an inconsistent weak implication path, and valid otherwise.
Extending the polynomial class
As we mentioned in Section 2.2, the minimization of fanoutqueries is hard for ._AP. Johnson and Klug [7] show that the minimization of fanout-l queries ("fanout-free" queries) may be performed in polynomial time. In this section, we will show that the minimization of a certain subset of the fanoutqueries (a strict superset of the fanout-free queries), the restricted-fanout queries, may be performed in polynomial time.
Fanout reduction
Recall from Section 2.6 that a vertex is said to be invalid if it is incomplete, if it reaches an invalid vertex or if it originates an inconsistent weak implication path,
and valid otherwise. We may reduce the fanout of a representative graph G for a conjunctive query Q by iteratively removing every invalid vertex u from the graph. This pruning can clearly be performed in polynomial time. We will assume for the rest of this section that the implication graph G has been pruned.
Sloppy closures
We now show that a slightly more tractable version of a closure will suffice for the detection of foldings. Recall our assumption that the implication graph has been pruned, so that all nontrivial spvs are complete.
Define a sloppy closure 8 to be a set of vertices satisfying the following properties.
(1) If a cpv c is in 8, then every adjacent nontrivial spv is in 8. The only differences from the definition of a closure are that we no longer require spvs to be complete (because by our assumption that the implication graph has been pruned, we may assume that all nontrivial spvs are complete), and that we have added the words nontrivial in line (1) and fanout in line (2).
Lemma 3.1. There is a closure 67' in G with set of cpvs S iff there is a sloppy closure 8 in G with the same set S of cpvs.
Proof. For the "only if", we need only observe that every closure is a sloppy closure. Now, consider any sloppy closure C. Add to it every trivial spv s that is adjacent to some cpv c E C. Delete from the result every fanoutnontrivial spv s such that none of its neighbors is in C. The result is easily seen to be a closure. Proof. As in the proof of Corollary 2.8, we proceed by induction on the length of the weak implication path from v1 to v2. The key idea is that no trivial or fanoutspv can lie between vi and v2 on any weak implication path from v1 to 02. 0
Restricted-fanout queries
Recall our assumption that all queries have been pruned as in Section 3.1. Hence, we may assume that no vertex in the graph reaches an incomplete vertex or originates an inconsistent weak implication path.
Define the direct reach set of a cpv c to be the set of all fanoutspvs reached by c.
We define an spv s to be restricted-fanout if (1) s has fanout 2. The direct reach set of a restricted-fanout spv s is defined to be the union of all fanoutspvs reached by s, or reached by any cpv adjacent to s. We say that a cpv c is restricted-fanout iff every spv in the direct reach set of c is restricted-fanout.
An implication graph (or its associated query) is termed restricted-fanout iff every spv in the graph has fanout at most 2, and every fanoutspv is restricted-fanout .
Example 3.3. Consider the implication graph of Fig. 3 , representing the query Qi of Example 1.1. The only two fanoutspvs are (U, V) and (S, T), and each reaches the other. The direct reach set of every cpv in the graph consists of the set of both spvs. It is clear that Qi is restricted-fanout.
Note that it is not fanout-free.
Let us define the reach set of a fanoutspv s or a cpv c to be the reflexive, transitive closure of the direct-reach relation.
Restricted-fanout queries satisfy the following properties. Let us define the "distance" from a vertex u1 to a vertex v2 to be the minimum number of fanoutspvs on any path from v1 to v2 in the implication graph (it is 00 if there is no such path). The proof of the main result now follows by induction on the distance of any fanoutvertex from c, using the definition of the reach set.
The corollary follows immediately, using Lemma 3. Finally, let us turn to the polynomial-time minimization of a restricted-fanout query Q. We assume, as before, that the implication graph G representing Q has been pruned.
We will use Algorithm 1' for minimizing Q. Recall that to prove polynomial time, we only need to show that we may test the following condition in polynomial time:
Is there a folding h : Q -+ Q -{q} that is stable on a given set S of conjuncts in Q?
For this purpose, we will use the following lemma. Hence, we need only perform the following case analysis.
(1) Finally, we will show that line (2) in Procedure 3.8 may be performed in polynomial time, to conclude this section. The idea is a reduction to 2SAT. Consider the implication graph G, and assume that all the variables have been renamed Ui for some i. With each cpv (Ci,cj) we will associate a Boolean variable xij, and with every spv (Ui, Uj) we will associate a Boolean variable yij. We now construct clauses to capture the structure of a sloppy closure as in Algorithm 2 (Fig. 4) . It is clear that the algorithm takes polynomial time.
Lemma 3.9. Algorithm 2 is correct.
Proof. Each clause that is added to the instance may easily be converted to CNF. To show that the output is a 2SAT instance, we need only observe that each clause with three literals that is added at line (2b) is converted to a clause with two literals in line (8) or deleted in line (9) . The proof of correctness follows easily by the definition of a sloppy closure, and by the conditions imposed on the desired sloppy closure. Items (l)-(5) enforce the
Algorithm 2.
Input: An implication graph G, a cpv (c,,cb) and a set S of conjuncts not containing c,. Output: A 2SAT instance that is satisfiable iff there is a sloppy closure containing the cpv (c,,q,), such that
(1) I contains every fanoutspv in the reach set of (c;,ck), (2) @? does not contain any fanoutspv not in the reach set of (ci,ck), (1) (2)
For every cpv c = (q, Cj), if the spv (CJk, U,) is adjacent to c, then add the clause xv * ykl. For any two cpvs (ci, Cj) and (Ci, Ck) (with the same first component), add the clause 7 (xijk%ik).
For any two CPVS (Ci, c,) and (Cj, Ck) add the clause 1 (XljAXjk).
Add the clause x,~. requirements (l)- (5) .in the definition of a sloppy closure, and items (6) and (7) enforce the requirements that the sloppy closure not contain the cpv (c,,cb) or any CPV (Ci,Cj) for CjE{Ca}* Item (8) enforces the fact that each fanoutspv (Ui, Uj) in the reach set of (c,, cb) must be in the closure, by setting _Yij to be true in every solution of the instance. In this case, it is clear that a clause yij * xk,Vxkm added in step (2b) of the algorithm is true iff one of xk[ and Xkm is true. Item (9) enforces the fact that no fanoutspv (Vi, Uj) not in the reach set of (c,,cb) may be in the closure, by adding the clause 1 (yU). Note that in this case, every clause yij j Xk,V&,, added in step (2b) of the algorithm is trivially true. 0
The solution of a 2SAT instance is known to be polynomial, and we may thus claim that restricted-fanout queries may be minimized in polynomial time. It is clear that the solution to the 2SAT instance allows one to recover the (conjunct) range and domain of the folding associated with the sloppy closure, if one exists. Consider the cpv (c,,cz). Let us determine whether there is a sloppy closure including the cpv (c,, c2) that induces a folding from Q into Q -{c, }. There is a solution x12=x45 =x67 =y,W=y,v=yCx=yST=yBw= 1 (and all other variables are 0). This solution represents the folding of Example 1.4. It is easily verified that the algorithm now terminates, and the query of Example 1.2 is therefore a minimum equivalent of the query of Example 1.1.
Extensions
Efficiency.
Our treatment has been motivated primarily by the interests of exposition. It turns out that the restricted-fanout structure is robust; that is, if the conjuncts not in the range of a folding are deleted from Q, then the implication graph of the result is also restricted-fanout.
Hence, we may proceed by iteratively finding a folding from Q into a proper shrinking of Q, deleting the conjuncts not in the range of the folding and repeating on the resulting query. Such a deletion process has been used by [5] to speed up the minimization process for fanout-free queries. The recognition of the fact that the SAT instance generated by Algorithm 2 changes slightly at each iteration, and the use of appropriate data structures, can be used to further speed up the algorithm.
Heuristics. Our algorithm may also be used to provide a polynomial-time algorithm for the minimization of arbitrary conjunctive queries which is correct but not complete. Consider any cpv c = (ci, cj). In computing the direct reach set of c, we may verify at each stage in the transitive closure that every spv added to the reach set is restricted-fanout; if this is true for the cpv c in an arbitrary query, then the entire algorithm (specifically, Lemmas 3.4 and 3.6) is still correct in detecting foldings in which ci is mapped to Cj. Hence, a suitable heuristic would be to find such cpvs, test for the existence of a folding, delete conjuncts not in the range of the folding and repeat.
Containment.
Our algorithms may also be modified slightly to yield a polynomial-time algorithm for the detection of the containment Qt C Qz, for query pairs Q,, Q2 such that Q2 is "restricted-fanout with respect to Qr". This modification subsumes the containment algorithm of [l I ].
