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A PIECEWISE CONSERVATIVE METHOD FOR UNCONSTRAINED
CONVEX OPTIMIZATION
ALESSANDRO SCAGLIOTTI AND PIERO COLLI FRANZONE
Abstract. We consider a continuous-time optimization method based on a dynamical
system that considers a massive particle starting at rest in the conservative force field
generated by the objective function, without any kind of friction. We formulate a restart
criterion based on the mean dissipation of the kinetic energy and we prove a global con-
vergence result for strongly-convex functions. Using the Symplectic Euler discretization
scheme, we obtain an iterative optimization algorithm. We have considered a discrete
mean dissipation restart scheme but we have also introduced a new restart procedure
based on ensuring at each iteration a decrease of the objective function greater than the
one achieved by a step of the classical gradient method. For the discrete conservative algo-
rithm this last restart criterion is capable of guaranteeing a convergence result. We apply
the same restart scheme to the Nesterov Accelerated Gradient (NAG-C) and we use this
restarted NAG-C as benchmark in the numerical experiments. In the smooth convex prob-
lems considered, our method shows a faster convergence rate than the restarted NAG-C.
We propose an extension of our discrete conservative algorithm to composite optimization:
in the numerical tests involving non-strongly convex functions with `1-regularization, it
has better performances than the well known efficient FISTA with an adaptive restart
scheme.
Keywords: Convex optimization, accelerated first-order optimization, restart strategies,
conservative dynamical model.
1. Introduction
Convex optimization is of primary importance in many fields of Applied Mathematics. In
this paper we are interested in unconstrained minimization problems of the form
min
x∈Rn
f(x),
where f : Rn → R is a smooth convex function. We will further assume that ∇f is Lipschitz-
continuous and that f is strongly convex. The simplest algorithm for the numerical resolution
of this minimization problem is the classical gradient descent. In the second half of the last
century other important first-order algorithms were introduced in order to speed up the
convergence of the gradient descent: Polyak proposed his heavy ball method [12, 13] and
Nesterov introduced a new class of accelerated gradient descent methods [7, 9].
The goal of this paper is to develop an original optimization algorithm starting from
Dynamical Systems considerations. This approach has been fruitfully followed in several recent
works, where Dynamical Systems tools were employed to study existing optimization methods
and to introduce new ones: in [19] the authors derived an ODE for modeling the Nesterov
Accelerated Gradient algorithm; in [15, 16] the authors studied accelerated methods (Nesterov
and Polyak) through high-resolution ODEs. Other contributions in this direction come from
[1, 2]. Almost all the ODEs obtained in the aforementioned papers can be reduced to the
form
x¨+∇f(x) = −B(x, t)x˙, (1.1)
where B(x, t) is a symmetric positive definite matrix, possibly depending on t. Equation (1.1)
can be seen as a non-conservative perturbation of the conservative mechanical ODE
x¨+∇f(x) = 0, (1.2)
which models the motion of a massive point in Rn under the action of the force field generated
by the potential energy f . The term −B(x, t)x˙ in (1.1) represents the contribution of a
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generalized viscous friction. If, for example, the matrix B does not depend on the time t, then
the convergence of any solution of (1.1) to the minimiser of f is guaranteed by the dissipation
of the total mechanical energy H = 12 |x˙|2 + f(x), which plays the role of Lyapunov function.
Indeed, by differentiation of the energy H along any solution of (1.1), we obtain
d
dt
H(t) = −x˙TB(x)x˙ < 0,
as long as x˙ 6= 0. The choice of the matrix B(x, t) is of primary importance as shown in [2, 19].
The most relevant drawback of this kind of methods is that the friction starts to dissipate
kinetic energy from the very beginning of the motion, and this may affect in a bad way the
convergence to the minimiser. Indeed, if the particle is at rest at the initial time (i.e., x˙(0) = 0)
and if the starting point x(0) = x0 is far from the minimiser x
∗, it could be a good idea to
let the system evolve without damping for an amount of time ∆T , so that the particle may
be free to get closer to the minimiser, without being decelerated by the viscosity friction.
This is the idea that underlies the restarted method that we propose in this paper, based
on a suitable stopping criterion. Namely, it consists in considering solutions of (1.2) with
initial velocity equal to zero, letting the system evolve for an amount of time ∆T1, resetting
the velocity equal to zero, letting the system evolve for an amount of time ∆T2, and then
repeating the procedure. At this point, the fundamental question is how we should choose
∆Ti, for i = 1, 2, . . .. A natural possibility is to wait until the kinetic energy stops growing.
Let us consider, for example, the first evolution interval. Using that x˙(0) = 0, if we define
EK =
1
2 |x˙|2, we deduce that
d
dt
EK(0) = 0 and
d2
dt2
EK(0) = |∇f(x(0))|2 > 0. (1.3)
Thus, we can conclude that there exists ε > 0 such that EK(t) > EK(0) = 0 for every
t ∈ (0, ε). As physical intuition may suggest, we expect that the kinetic energy EK will
oscillate as the particle moves across the level sets of the potential energy function f . We
can decide to restart the conservative evolution when the kinetic energy EK reaches a local
maximum for the first time. This idea was employed in [20], where the authors propose to
restart system (1.2) in correspondence of a critical point of the kinetic energy or when the
evolution time exceeds a fixed amount of time. In [20] the authors prove a global convergence
result for their continuous-time hybrid method. This approach has been followed also in [17],
where the authors develop an optimization method based on the discretization of (1.2) and
on the maximization of the discrete kinetic energy. In [17] a local convergence analysis of the
linearized discrete system is performed.
In the present paper, we carry out a thorough analysis of the continuous-time algorithm
and we propose a variant of the methods described in [17, 20], for which we can prove a
global convergence result in the strongly-convex case. For a general strongly-convex function
we improve the convergence result proved in [20], since we do not need to assume an a priori
knowledge on the amount of time that the kinetic energy takes to reach a critical point.
In Section 2 we study the one-dimensional case and we prove that, if we arrest the conser-
vative evolution when the kinetic energy reaches a local maximum, our method converges to
a local minimiser in a single restart iteration.
Unfortunately, when n > 1 and for a general f , we can not prove that a local maximum of the
kinetic energy EK is reached in a finite amount of time. In other words, we can not exclude
that the kinetic energy EK could grow monotonically without assuming maximum (even if
the inequalities 0 ≤ EK(t) ≤ f(x0)− f(x∗) hold for every t ≥ 0, owing to the conservation of
the total mechanical energy).
The idea of restarting the evolution of a mechanical system in correspondence of a local max-
imum of the kinetic energy has already been introduced in [19], where this restart procedure
was proposed in order to improve the convergence rate of the solutions of an ODE with suit-
able friction term under examination. Also in that case the authors did not prove directly
an estimate of the restart time. However, the authors could exploit properly the structure of
their ODE to give an upper bound of the restart time. Moreover, their strategy heavily relies
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on the presence of a viscosity dissipation term, which is absent in the conservative step of the
algorithm in this paper.
In Section 4 we describe a more sophisticated restart criterion, for which we can prove that
the restart time is always finite in the case that f is strongly convex. Morover, we prove that,
using this restart criterion, our continuous-time method achieves a linear convergence rate.
In Section 5 we derive a discrete-time optimization algorithm by applying the Symplectic
Euler scheme to (1.2). This update rule is Polyak-like, namely it is of the form
xk+1 = xk − α∇f(xk) + β(xk − xk−1),
where β = 1, and α > 0 is the step-size. However, we recall that the heavy-ball method
requires that β < 1: this reflects the presence of viscosity damping (see [13]). Hence, in our
case, the local-convergence result of Polyak’s method does not hold and, as in the continuous-
time setting, a restart scheme is essential to achieve the convergence to the minimiser. We
then design a restart criterion by imposing that, at each iteration, the decrease of the ob-
jective function is greater or equal than the per-iteration-decrease achieved by the classical
gradient descent method with the same step-size. We end up obtaining a discrete method
with restart criterion referred as RCM-grad, similar to those described in [20]. Moreover, we
observe that this reasoning holds also for the Nesterov Accelerated Gradient with the gradient
restart scheme (NAG-C-restart) proposed in [10] and recently employed in [6]. In other words,
both RCM-grad and NAG-C-restart achieve at each iteration an effective acceleration of the
gradient method. We also discuss alternative restart schemes for the discrete conservative
algorithm based on the maximization of the kinetic energy and of the mean dissipation.
In Section 6 we test our discrete-time method and we compare its performances with
different versions of the Nesterov Accelerated Gradient. In particular, we use as benchmark
NAG-C-restart. We also give some insights on possible extensions of our method for composite
optimization problems. We carry out numerical experiments in presence of `1-regularization
and we compare our method with the restarted FISTA proposed in [10].
2. One-dimensional case
In this section we consider the one-dimensional case, where f : R→ R is a smooth function.
We consider the ODE
x¨+ f ′(x) = 0,
with x(0) = x0 and x˙(0) = 0, and we reset the velocity equal to zero whenever the kinetic
energy EK =
1
2 |x˙|2 achieves a local maximum. We prove that this continuous-time method
arrives to a local minimiser of f at the first restart.
Proposition 2.1. Let f : R→ R be a smooth function and let us assume that f is coercive.
For every x0 ∈ R such that f ′(x0) 6= 0, let x : [0,+∞) → R be the maximal solution of the
following Cauchy problem: 
x¨+ f ′(x) = 0,
x(0) = x0,
x˙(0) = 0.
(2.1)
Then, there exists t¯ ∈ (0,+∞) such that the kinetic energy function EK : t 7→ 12 |x˙(t)|2 has a
local maximum at t¯. Moreover, for every t¯ ∈ (0,+∞) such that EK has a local maximum at
t¯, the point x(t¯) is a local minimiser of f .
Under the same assumptions and notations of Proposition 2.1, we can compute an explicit
expression for the instant t1 when the solution of (2.1) visits for the first time the local
minimiser x∗. As before, we may assume that x0 < x∗. For every y ∈ [x0, x∗] and for t ∈ [0, t1],
from the conservation of the total mechanical energy it follows that the solution of (2.1) visits
the point y with velocity vy =
√
2(f(x0)− f(y)). Thus, we obtain that
t1 =
∫ x∗
x0
1√
2(f(x0)− f(y))
dy. (2.2)
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x0
x
∗
Figure 1. One-dimensional case. The picture represents the situation de-
scribed in the proof of Proposition 2.1. The key-fact typical of the one-
dimensional case is that the solution must visit at least one local minimiser.
We observe that the hypothesis f ′(x0) 6= 0 guarantees that the singularity at x0 in (2.2) is
integrable, and thus that t1 is finite.
When the objective function f : R → R is strongly convex , i.e., there exists µ > 0 such
that f ′′(x) ≥ µ for every x ∈ R, we can give an upper bound to t1 that does not depend on
the initial position x0. We prove this in the following Proposition.
Proposition 2.2. Let f : R → R be a smooth function and let us assume that f ′′ ≥ µ > 0.
Let x∗ be the unique minimiser of f and let us choose x0 ∈ R such that x0 6= x∗. Let t 7→ x(t)
be the solution of the Cauchy problem (2.1) and let t1 be the instant when the solution visits
for the first time the point x∗. Then the following inequality holds:
t1 ≤ pi
2
√
µ
. (2.3)
The statement of Proposition 2.2 is sharp: inequality (2.3) is achieved for quadratic func-
tions. On the other hand, if the function f is not strongly convex, the visiting time t1 depends,
in general, on the initial position. As we are going to show in the following example, it may
happen that the closer the starting point is to the minimiser, the longer it takes to arrive at.
Example 2.3. Let f : R → R be defined as f(x) = 14x4. Clearly, f is strictly convex (but
not strongly) and x∗ = 0 is the unique minimiser. Let us choose x0 > 0. Then we have that
t1 =
∫ x0
0
√
2√
x40 − y4
dy =
∫ x0
0
√
2√
x20 + y
2
√
x20 − y2
dy
≥
∫ x0
0
1
x0
√
x20 − y2
dy =
pi
2x0
.
This shows that, in general, we can not give a priori an upper bound for t1. However, this
does not mean that methods designed with this approach are not suitable for the optimization
of non-strongly convex functions. Indeed, the visiting time t1 is finite, and this guarantees
that the continuous-time method converges in a finite amount of time. This is not true, for
example, in the case of the classical gradient flow.
3. Multidimensional case: quadratic functions
The multidimensional case is much more complicated. In this section, we focus on qua-
dratic objective functions and, as we will see, also in this basic case our global knowledge
is quite unsatisfactory. On the other hand, the study of quadratic functions leads to useful
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considerations that we try to apply to more general cases. Let us consider the Cauchy problem
x¨+∇f(x) = 0,
x(0) = x0,
x˙(0) = 0.
(3.1)
The main difference with respect to the one-dimensional case lies in the fact that, in general,
the solution t 7→ x(t) of (3.1) never visits a local minimiser of f . The example below shows
this phenomenon.
Example 3.1. Let us consider f : R2 → R defined as f(x1, x2) = a22 x21+ b
2
2 x
2
2, where a, b > 0.
Let us set x(0) = (x0,1, x0,2)
T ∈ R2. Then the solution of Cauchy problem (3.1) is
t 7→ x(t) = (x0,1 cos(at), x0,2 cos(bt))T .
If x0,1, x0,2 6= 0 and if the ratio a/b is not a rational number, then x(t) 6= (0, 0)T for every
t ∈ [0,+∞). This also shows that, when the dimension is larger than one, Proposition 2.1
fails. Indeed, it is easy to check that the kinetic energy function t 7→ 12 |x˙(t)|2 has many local
maxima, but the solution never visits any local minimiser of f .
When f : Rn → R is a strongly convex quadratic function, we can can estimate the decrease
of the objective function after each arrest.
Lemma 3.2. Let f : Rn → R be a quadratic function of the form
f(x) =
1
2
xTAx,
where A is a symmetric and positive definite matrix. Let x0 ∈ Rn be the starting point of
Cauchy problem (3.1). Let 0 < µ1 ≤ . . . ≤ µn be the eigenvalues of A. Then, the following
inequality is satisfied:
f
(
x
(
pi
2
√
µn
))
≤ cos2
(
pi
2
√
µ1
µn
)
f(x0). (3.2)
Remark 3.3. Let us assume that the kinetic energy function has at least one local maximiser
and let t1 ∈ (0,+∞) be the smallest. Then Lemma 3.2 implies that
f(x(t1)) ≤ cos2
(
pi
2
√
µ1
µn
)
f(x0).
Indeed, we have that t1 ≥ pi2√µn , since the time derivative of the kinetic energy function is
non-negative at t = pi2√µn (see the proof of Lemma 3.2 in the Appendix). Hence, if we iterate
the evolution-restart procedure k times (assuming that the kinetic energy function always
attains a local maximum) and if we call x(k) the restart point after the k-th iteration, we
have that
f(x(k)) ≤
[
cos2
(
pi
2
√
µ1
µn
)]k
f(x0).
So, in terms of evolution-restart iterations, we have that the value of the objective function
decreases at exponential rate. However, since we do not have an upper bound on the restart
time, we do not know the rate of decrease in terms of the evolution time. As we will see in
Section 4, we can overcome this problem by designing alternative restart criteria. For example,
in the particular case of quadratic functions, we can keep the free-evolution amount of time
constant and equal to ∆T = pi2√µn . Let t 7→ x˜(t) be the curve obtained with this procedure,
then, owing to the proof of Lemma 3.2, we have that
f(x˜(t)) ≤
[
cos2
(
pi
2
√
µ1
µn
)]b t∆T c
f(x0),
where b·c denotes the integer part.
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As we may expect, if the eigenvalues µ1 and µn are close (i.e., the optimization problem is
well conditioned), inequality (3.2) guarantees a faster per-iteration convergence rate. In fact,
if µ1 = µn, the expression (3.2) becomes an equality and the solution arrives at the origin
in finite time. This suggests that we could try to preconditon Cauchy problem (3.1). The
idea is to introduce an inertia matrix. We recall that the second order ODE in (3.1) is the
Euler-Lagrange equation corresponding to the Lagrangian
L(x, x˙) = 1
2
|x˙|2 − f(x),
where the inertia matrix is the identity matrix. If we take a symmetric positive definite matrix
M , then we can consider
LM (x, x˙) = 1
2
x˙TMx˙− f(x). (3.3)
In this case, the Euler-Lagrange equation is
Mx¨+∇f(x) = 0,
that can be equivalently rewritten as
x¨+M−1∇f(x) = 0. (3.4)
It is important to observe that, in this case, the expression of the total mechanical energy is
HM = 1
2
x˙TMx˙+ f(x).
In particular, the kinetic energy function is t 7→ 12 x˙(t)TMx˙(t). If f(x) = 12xTAx, then a
natural choice for the inertia matrix is M = A. With this choice, equation (3.4) becomes
x¨+ x = 0,
and any solution starting at rest arrives at the origin when t = pi2 . However, in this case,
we can not exclude that the kinetic energy function t 7→ 12 x˙(t)TMx˙(t) may attain a local
maximum before visiting the origin.
Remark 3.4. When f is a generic strictly convex function, one could be tempted to set the
inertia matrix equal to the hessian of the objective function, i.e., M(x) = ∇2f(x). However,
in this case the Euler-Lagrange equation does not have anymore the same form as in (3.4),
since there are extra-terms due to the fact that M depends on x. A good compromise could
be to choose a constant-in-time inertia matrix that might be a preconditioner for the hessian
of the objective function. Moreover, the inertia matrix can be updated at the beginning of
each evolution-restart iteration.
4. An alternative restart criterion
The restart criterion that we have considered so far consists in waiting until the kinetic
energy reaches a local maximum. This idea has already been introduced in [19] in order to
improve the convergence rate of the solutions of the ODE modeling the Nesterov method. In
that case in the ODE there was a viscosity term, which is absent in the conservative step of
the algorithm in this paper. Unfortunately, as regards the theoretical analysis, the weakness of
this restart criterion in the conservative and multidimensional case is inherent in our inability
to prove that the restart time is finite for a generic strongly convex function. In other words,
we can not exclude that the kinetic energy EK could grow monotonically without assuming
maximum. In [19] the authors did not study directly the behavior of the kinetic energy, but
they gave an upper bound of the restart time using an argument involving the dissipation of
the mechanical energy through the viscosity friction.
In this section we propose a restart criterion based on the maximization of the mean
dissipation. If we arrest the conservative evolution at the instant t > 0, then the value of the
kinetic energy EK(t) at the instant t equals the decrease of the objective function. The idea
behind this alternative restart criterion is that we arrest the conservative evolution of the
system when the mean dissipation t 7→ EK(t)/t reaches a local maximum.
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t → EK(t)
t
Figure 2. Mean dissipation. The black graph represents a typical profile
of the kinetic energy function, in the case it attains a local maximum. The
slope of the segments represents the mean dissipation that we obtain when
we stop the evolution in a given instant. The picture shows that stopping
the evolution in correspondence of a local maximum of the kinetic energy
function does not guarantee the highest mean dissipation.
Let f : Rn → R be a smooth convex function and let us consider the Cauchy problem
x¨+∇f(x) = 0,
x(0) = x0,
x˙(0) = 0.
(4.1)
Let us define the function r : [0,+∞)→ [0,+∞) as
r(t) =
{
0 t = 0,
EK(t)
t t > 0,
(4.2)
where EK is the kinetic energy function relative to the solution of Cauchy problem (4.1). We
observe that r is differentiable at t = 0, since we have that
EK(t) =
1
2
|∇f(x0)|2t2 + o(t2), (4.3)
as t→ 0. If we take the derivative of r with respect to the time, we obtain that
d
dt
r =
tE˙k(t)− EK(t)
t2
for every t > 0. With a simple computation, we can check that the derivative of r can be
continuously extended at t = 0. We have that
d
dt
r =
{
1
2 |∇f(x0)|2 t = 0,
tE˙k(t)−EK(t)
t2 t > 0.
We observe that the derivative of r at t = 0 is positive, hence it remains non-negative in an
interval [0, ε). The Maximum Mean Dissipation criterion consists of restarting the evolution
when the function t 7→ r(t) reaches a local maximum. The restart time is
ta = inf{t : tE˙k(t)− EK(t) < 0}. (4.4)
We observe that, if t1 ∈ (0,+∞) is a local maximiser of the kinetic energy, then we have that
t1E˙K(t1)− EK(t1) = −EK(t1) < 0.
This means that a local maximiser of the kinetic energy can not be a maximiser of the mean
dissipation r. This fact is described in Figure 2.
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We can prove that the restart time ta is finite. We remark that the following result holds even
if the function f is not convex.
Lemma 4.1. Let f : Rn → R be a smooth and coercive function and let us take x0 ∈ Rn. Let
t 7→ EK(t) be the kinetic energy function of the solution of Cauchy problem (4.1). Then there
exists t¯ ∈ (0,+∞) such that
t¯E˙K(t¯)− EK(t¯) < 0.
Proof. We argue by contradiction. Let us assume that
tE˙K(t)− EK(t) ≥ 0, (4.5)
for every t ≥ 0. We can consider the following differential equation{
h˙ = 1th,
h(t0) = EK(t0),
(4.6)
where t0 > 0 is any instant such that the kinetic energy is positive, i.e., EK(t0) > 0. We can
compute explicitly the solution of Cauchy problem (4.6):
h(t) =
EK(t0)
t0
t,
for every t > 0. On the other hand, inequality (4.5) and comparison theorem for ODE implies
that
EK(t) ≥ EK(t0)
t0
t, (4.7)
for every t > 0. This is impossible since the kinetic energy is always bounded from above if
the function f is coercive. 
Using the idea of the proof of Lemma 4.1, we can estimate from above the restart time of
the Maximum Mean Dissipation. Indeed, the derivative of the mean dissipation is positive at
t = 0, and then it remains non-negative in the interval [0, ta]. Then, using the same notations
as in the proof above, for every t ∈ [t0, ta] the kinetic energy function EK satisfies inequality
(4.7). On the other hand, from the conservation of the energy follows that
f(x0)− f∗ ≥ EK(t),
where f∗ is the minimum value of the objective function f . This implies that
f(x0)− f∗ ≥ EK(t0)
t0
ta,
that can be rewritten as
ta ≤ t0
EK(t0)
(f(x0)− f∗). (4.8)
In the case of a strongly convex function, we can give global estimates for the restart time ta.
The following proposition shows that the restart time keeps uniformly separated from zero.
Proposition 4.2. Let f : Rn → R be a smooth function. Let us assume that, for every
x ∈ Rn, the eigenvalues of the Hessian ∇2f(x) are contained in the interval [µ,M ], where
M > µ > 0. For every x0 ∈ Rn, let us consider Cauchy Problem (4.1) with starting point x0
and let t 7→ EK(t) be the kinetic energy function of the solution. Let ta be the stopping time
defined in (4.4). Then the following estimate holds:
ta >
√
µ
8M
. (4.9)
On the other hand, we can establish a global upper bound of the restart time.
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Proposition 4.3. Let f : Rn → R be a smooth function. Let us assume that, for every
x ∈ Rn, the eigenvalues of the Hessian ∇2f(x) are contained in the interval [µ,M ], where
M > µ > 0. For every x0 ∈ Rn, let us consider Cauchy Problem (4.1) with starting point x0
and let t 7→ EK(t) be the kinetic energy function of the solution. Let ta be the stopping time
defined in (4.4). Then the following estimate holds:
ta ≤ 32 M
µ
√
µ
. (4.10)
We postpone the proofs of Proposition 4.2 and Proposition 4.3 since we need some technical
lemmas. In the following lemma we establish the Polyak-Lojasiewicz inequality for strongly-
convex functions (see [11]). We recall that this inequality plays a fundamental role in the
proof of the linear convergence result in [20].
Lemma 4.4. Let f : Rn → R be a smooth function. Let us assume that, for every x ∈ Rn, the
eigenvalues of the Hessian ∇2f(x) are contained in the interval [µ,M ], where M > µ > 0. Let
x∗ be the unique minimiser of f . Then, for every x ∈ Rn, the following Polyak-Lojasiewicz
inequality holds:
f(x)− f(x∗) ≤ 1
2µ
|∇f(x)|2. (4.11)
Proof. Owing to the µ-strongly convexity of f , we deduce that
f(x)− f(x∗) ≤ (∇f(x), x− x∗)− 1
2
µ|x− x∗|2.
Using the Cauchy-Schwarz inequality and the Young inequality, we obtain that
f(x)− f(x∗) ≤ 1
2µ
|∇f(x)|2.
This completes the proof of the Lemma. 
In the following lemma, we give an estimate of the growth of the kinetic energy function
t 7→ EK(t) when t is small.
Lemma 4.5. Let f : Rn → R be a smooth function. Let us assume that, for every x ∈ Rn, the
eigenvalues of the Hessian ∇2f(x) are contained in the interval [µ,M ], where M > µ > 0. For
every x0 ∈ Rn, let us consider Cauchy Problem (4.1) with starting point x0 and let t 7→ EK(t)
be the kinetic energy function of the solution. Then, for every 0 ≤ t ≤ √µ/(2M), the following
inequality holds:
1
8
|∇f(x0)|2t2 ≤ EK(t) ≤ 25
32
|∇f(x0)|2t2. (4.12)
Proof. We recall that M is a Lipschitz constant for the map x 7→ ∇f(x). Using the conser-
vation of the mechanical energy, we deduce that
|∇f(x(t))−∇f(x0)| ≤M |x(t)− x0|
≤M
∫ t
0
|x˙(u)| du
≤M
∫ t
0
√
2
√
f(x0)− f∗ du
= M
√
2
√
f(x0)− f∗ t.
Owing to (4.11), we obtain that
|∇f(x(t))−∇f(x0)| ≤ M√
µ
|∇f(x0)|t. (4.13)
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Using this fact, we deduce that
|x˙(t) + t∇f(x0)| =
∣∣∣∣∫ t
0
(−∇f(x(s)) +∇f(x0)) ds
∣∣∣∣
≤
∫ t
0
M√
µ
|∇f(x0)|s ds
=
M
2
√
µ
|∇f(x0)|t2.
Hence we have that
|x˙(t) + t∇f(x0)| ≤ M
2
√
µ
|∇f(x0)|t2. (4.14)
Using (4.14) and the triangular inequality, we obtain that
|∇f(x0)|t− M
2
√
µ
|∇f(x0)|t2 ≤ |x˙(t)| ≤ |∇f(x0)|t+ M
2
√
µ
|∇f(x0)|t2.
Therefore, if t ≤ √µ/M , we have that
1
2
|∇f(x0)|t ≤ |x˙(t)|.
On the other hand, if t ≤ √µ/(2M), we have that
|x˙(t)| ≤ 5
4
|∇f(x0)|t.
This concludes the proof. 
We now prove Proposition 4.2.
Proof of Proposition 4.2. The proof is based on the study of the sign of the quantity t 7→
tE˙K(t)− EK(t). First of all, we observe that
x˙(t) = −t∇f(x0)−
∫ t
0
(∇f(x(s))−∇f(x0)) ds. (4.15)
Therefore, we deduce that
E˙K(t) = x¨(t) · x˙(t) = −∇f(x(t)) · x˙(t)
= ∇f(x(t)) ·
(
t∇f(x0) +
∫ t
0
(∇f(x(s))−∇f(x0)) ds
)
= (∇f(x(t))−∇f(x0)) ·
(
t∇f(x0) +
∫ t
0
(∇f(x(s))−∇f(x0)) ds
)
+ |∇f(x0)|2t+∇f(x0) ·
∫ t
0
(∇f(x(s))−∇f(x0)) ds.
Owing to (4.13), we obtain that:
E˙K(t) ≥ |∇f(x0)|2t− 3
2
M√
µ
|∇f(x0)|2t2 − 1
2
M2
µ
|∇f(x0)|2t3.
Using inequality (4.12), we have that
tE˙K(t)− EK(t) ≥ |∇f(x0)|2t2
(
7
32
− 3
2
M√
µ
t− 1
2
M2
µ
t2
)
,
for t ≤ √µ/(2M). With a simple computation, we obtain that tE˙K(t) − EK(t) > 0 when
t ≤ t˜, where
t˜ :=
√
µ
8M
. (4.16)
By the definition of the stopping time ta, we deduce that ta > t˜. This proves the thesis. 
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We point out that the proofs of Lemma 4.5 and Proposition 4.2 use techniques similar to
those employed in [19] in Lemma 12 and Lemma 25, respectively.
We are now ready to prove Proposition 4.3.
Proof of Proposition 4.3. Using Proposition 4.2 and the definition of the stopping time ta, we
have that
EK(ta)
ta
≥ EK(t˜)
t˜
,
where t˜ is defined in (4.16). The last inequality can be rewritten as
ta ≤ EK(ta)
EK(t˜)
t˜. (4.17)
Using the conservation of the energy and inequality (4.12), we obtain that
EK(ta)
EK(t˜)
≤ 8(f(x0)− f
∗)
|∇f(x0)|2t˜2
≤ 4
µ
1
t˜2
, (4.18)
where in the second inequality we used Lemma 4.4. Combining (4.17) and (4.18), and using
the definition of t˜ given in (4.16), we obtain that
ta ≤ 32 M
µ
√
µ
.

For this stopping criterion we have proved that the restart time is always finite. In the
following result, we provide an estimate about the value of the kinetic energy at the restart
instant.
Lemma 4.6. Let f : Rn → R be a smooth function. Let us assume that, for every x ∈ Rn, the
eigenvalues of the Hessian ∇2f(x) are contained in the interval [µ,M ], where M > µ > 0. For
every x0 ∈ Rn, let us consider Cauchy Problem (4.1) with starting point x0 and let t 7→ EK(t)
be the kinetic energy function of the solution. Then the following inequality holds:
EK(ta) ≥ 1
2M
|∇f(x(ta))|2, (4.19)
where ta is the stopping time defined in (4.4).
Proof. Owing to the definition, we have that ta is a local maximiser for the function t 7→ r(t),
where r : [0,+∞)→ [0,+∞) is the Mean Dissipation function defined in (4.2). Then we have
that
d2
dt2
r(ta) =
E¨K(ta)
ta
≤ 0.
On the other hand, we have
E¨K(ta) = |∇f(x(ta))|2 − x˙(ta)T∇2f(x(ta))x˙(ta) ≤ 0. (4.20)
By the hypothesis, the matrix M Id−∇2f(x) is positive definite for every x ∈ Rn. Using this
fact in (4.20), we obtain that
2MEK(ta)− |∇f(x(ta))|2 ≥ 0,
and this concludes the proof. 
We conclude this section providing an estimate about the decrease of the objective function
with the convergence result.
Theorem 4.7. Let f : Rn → R be a smooth function. Let us assume that, for every x ∈ Rn,
the eigenvalues of the Hessian ∇2f(x) are contained in the interval [µ,M ], where M > µ > 0.
Let x∗ ∈ Rn be the unique minimiser of f . Let t 7→ x˜(t) be the curve obtained solving (4.1) and
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applying repeatedly the Maximum Mean Dissipation stopping procedure. Then the following
inequality is satisfied:
f(x˜(t))− f(x∗) ≤
(
1 +
µ
M
)− tT +1
(f(x0)− f(x∗)), (4.21)
where x0 ∈ Rn is the starting point and
T = 32
M
µ
√
µ
.
Proof. Let t1 > 0 be the first stopping instant. Owing to the conservation of the total me-
chanical energy, we have that
f(x0)− f(x(t1)) = EK(t1).
On the other hand, combining Lemma 4.6 and Lemma 4.4, we obtain that
EK(t1) ≥ 1
2M
|∇f(x(t1))|2 ≥ µ
M
(f(x(t1))− f(x∗)) .
Therefore, we deduce that
f(x(t1))− f(x∗) ≤
(
1 +
µ
M
)−1
(f(x0)− f(x∗)). (4.22)
The last inequality gives an estimate of the decrease-per-iteration of the objective function.
Owing to Proposition 4.3, we have that the stopping time is always bounded by T , where
T = 32
M
µ
√
µ
.
This means that in the interval [0, t] the number k of restart iterations is greater or equal
than
⌊
t
T
⌋
, where b·c denotes the integer part. Using inequality (4.22), we obtain that
f(x˜(t))− f(x∗) ≤
(
1 +
µ
M
)−k
(f(x0)− f(x∗))
≤
(
1 +
µ
M
)−b tT c
(f(x0)− f(x∗))
≤
(
1 +
µ
M
)− tT +1
(f(x0)− f(x∗)).
This concludes the proof. 
Remark 4.8. In the case of quadratic functions, we can compare our convergence result with
the one proved in [20]. Let f : Rn → R be of the form
f(x) =
1
2
xTAx,
where A ∈ Rn×n is symmetric and positive definite, and let 0 < λ1 ≤ . . . ≤ λn be the
eigenvalues of A. Let x0 ∈ Rn be the starting point and let t 7→ x¯(t) the curve obtained
following the construction proposed in [20]. Owing to Theorem 2 and Lemma 4 in [20], the
following estimate holds:
f(x¯(t)) ≤
(
1 +
µ
M
)− t
T ′+1
f(x0),
where
T ′ =
2npi√
λ1
.
On the other hand, if we consider the curve t 7→ x˜(t) obtained with our restart procedure,
inequality (4.21) holds with
T = 32
λn
λ1
√
λ1
.
Hence we observe that T ′ is affected by the dimension of the problem, while T is sensitive to
the condition number of the matrix A.
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5. Discrete version of the method
In this section we develop a discrete version of the continuous-time algorithm that we have
described so far. We follow the same approach as in [17, 20].
The basic idea is to rewrite the second order ODE
x¨+∇f(x) = 0
as a first order ODE, by doubling the variables:{
x˙ = v,
v˙ = −∇f(x). (5.1)
The differential equation (5.1) is a time-independent Hamiltonian system and for its dis-
cretization we use the Symplectic Euler scheme, due to its well-known suitability (see e.g.
[4, 16]), yielding to the following recurrence sequence:{
vk+1 = vk − h∇f(xk),
xk+1 = xk + h vk+1,
(5.2)
where h > 0 is the discretization step, and where x0 is the starting point and v0 = 0.
We recall that, in general, the Symplectic Euler scheme for time-independent Hamiltonian
systems leads to implicit discrete systems. However, for the particular Hamiltonian function
H(x, v) = 12 |v|2+f(x), the discrete system (5.2) is explicit. Combining the equations of (5.2),
we have that
xk+1 = xk − h2∇f(xk) + hvk. (5.3)
This shows that the sequence defined in (5.2) consists of an iteration of the classical gradient
descent method with step h2, plus the momentum term hvk.
Remark 5.1. We observe that we can rewrite (5.3) as follow for k ≥ 1:
xk+1 = xk − h2∇f(xk) + (xk − xk−1).
with x1 = x0 − h2∇f(x0).
The last expression is very similar to the update rule of the heavy-ball method:
xk+1 = xk − α∇f(xk) + β(xk − xk−1).
It is important to recall that the local-convergence result for the heavy-ball method proved in
[13] requires that 0 ≤ β < 1. This means that we can not apply the aforementioned theorem
to the sequence obtained using (5.3). However, this is not an issue, since, as well as in the
continuous-time case, the convergence of our method relies on a proper restart scheme.
A natural request for this algorithm is that, at every iteration, the decrease of the objective
function is greater or equal than the decrease achieved by the gradient descent method with
the same step. Let f : Rn → R be a C1-convex function and let us define zk+1 = xk −
h2∇f(xk), then, owing to the convexity of f , we have that
f(zk+1) ≥ f(zk+1 + hvk)−∇f(zk+1 + hvk) · hvk.
Recalling that xk+1 = zk+1 + hvk, we deduce that as long as the following inequality holds
∇f(xk+1) · vk ≤ 0, (5.4)
then we have that
f(xk − h2∇f(xk)) ≥ f(xk+1).
We can use inequality (5.4) to design a restart criterion for the sequence defined in (5.2):
when (5.4) is violated, i.e.,
∇f(xk+1) · vk > 0,
then we set
xk+1 = xk − h2∇f(xk), vk+1 = −h∇f(xk).
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We call this procedure Restart-Conservative Method with gradient restart (RCM-grad) and
we present its implementation in Algorithm 1. This method coincides with the one described
in [20].
Algorithm 1 Restart-Conservative Method with gradient restart (RCM-grad)
1: x← x0
2: v ← 0
3: while i ≤ max iter do
4: x′ ← x− h2∇f(x) + hv
5: if ∇f(x′) · v > 0 then
6: x← x− h2∇f(x)
7: v ← −h∇f(x)
8: else
9: x← x′
10: v ← v − h∇f(x)
11: end if
12: i← i+ 1
13: end while
Remark 5.2. It is interesting to observe that the discrete restart condition
∇f(yk + hvk) · vk > 0 (5.5)
is the discrete-time analogue of the inequality
∇f(x(t)) · x˙(t) ≥ 0,
which is satisfied as soon as the kinetic energy function E(t) = 12 |x˙(t)|2 stops growing.
The convergence of RCM-grad for strongly convex functions descends directly from the
convergence of the gradient method, as shown in the following result.
Theorem 5.3. Let f : Rn → R be a smooth strongly convex function such that, for every
x ∈ Rn, the eigenvalues of the Hessian ∇2f(x) are contained in the interval [µ,M ], where
M > µ > 0. Let x∗ ∈ Rn be the unique minimiser of f . Let (xk)k≥0 ⊂ Rn be the sequence
produced by RCM-grad with time-step h = 1√
M
. Then, for every k ≥ 0, the following inequality
holds:
f(xk+1)− f∗ ≤
(
1− µ
M
)k+1
(f(x0)− f∗). (5.6)
Proof. First of all, we compute the decrease of the objective function achieved at every step
by the classical gradient method, using a positive step-size h > 0. We have that
f(x− h2∇f(x))− f∗ = f(x)− f∗ −
∫ 1
0
∇f(x− sh2∇f(x)) · h2∇f(x) ds
= f(x)− f∗ − h2|∇f(x)|2
+
∫ 1
0
∫ s
0
h2∇f(x)T∇2f(x− th2∇f(x)) · h2∇f(x) dt ds
≤ f(x)− f∗ − h2|∇f(x)|2 + M
2
h4|∇f(x)|2.
Therefore, if we set
h =
1√
M
and if we use (4.11), we obtain that
f(x− 1
M
∇f(x))− f∗ ≤
(
1− µ
M
)
(f(x)− f∗).
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On the other hand, by construction, the sequence defined by RCM-grad satisfies the inequality
f(xk+1)− f∗ ≤ f(xk − 1
M
∇f(xk))− f∗,
hence we obtain that
f(xk+1)− f∗ ≤
(
1− µ
M
)
(f(xk)− f∗).
This concludes the proof. 
This proves the global convergence of RCM-grad when the objective function is strongly
convex. However, this proof shows that the convergence of RCM-grad is at least as fast as
the convergence of the gradient method, but does not provide any sharper estimate.
5.1. Choice of the time-step. The proof of the convergence of RCM-grad holds true for
any choice of the time-step h such that the gradient method with step-size h2 is convergent.
In this subsection, we provide considerations about the choice of time-step h by studying the
one-dimensional quadratic case. Let us fix a > 0 and let us consider f(x) = 12ax
2. In this case
the sequences (xk)k≥0 and (vk)k≥0 are recursively defined as{
vk+1 = vk − haxk,
xk+1 = xk + h vk+1.
(5.7)
It is easy to check that the following discrete conservation holds:
1
2
v2k +
a
2
x2k −
1
2
ahxkvk =
a
2
x20.
This implies that the sequence of points (xk, vk)k≥0 ∈ R2 lies on the following conic curve in
the (x, v)-plane:
1
2
v2 +
a
2
x2 +
1
2
ahxv = c. (5.8)
It is natural to set h such that the curve defined by (5.8) is compact. Using the characterization
of conic curves in the plane, we impose that
a2h2 − 4a < 0,
that gives
h <
2√
a
. (5.9)
Another natural request is to impose that |x1| < |x0| and that x0x1 ≥ 0. Using (5.7), we
obtain that
x1 = (1− ah2)x0,
so we impose that
1 > 1− ah2 > 0,
and we deduce that
h <
1√
a
. (5.10)
Combining (5.9) and (5.10), we obtain
h <
1√
a
. (5.11)
For a generic smooth convex function f : Rn → R, an heuristic rule for designing h could be
to use (5.11), where a is a constant that bounds from above the maximum eigenvalue of the
hessian ∇2f .
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5.2. Alternative restart criteria for the conservative method. As done in the continuous-
time case, we can formulate several reasonable restart criteria for our method. For example,
instead of waiting that inequality (5.5) is violated, we can consider the discrete-time kinetic
energy k 7→ 12 |vk|2 and we can restart the system as soon as
1
2
|vk|2 > 1
2
|vk+1|2. (5.12)
We call this criterion Maximum Kinetic Energy restart procedure and we denote by RCM-kin
the variant of RCM-grad obtained using condition (5.12).
Moreover, in reference to the convergence result of the continuous-time conservative method
based on the Maximum Mean Dissipation restart procedure developed in Section 4, another
possibility consists in considering a discrete-time version of the Maximum Mean Dissipation
criterion. For example, we can consider a discrete-time analogue of the Mean-Dissipation
function t 7→ r(t) defined in (4.2) and we can interrupt the conservative evolution when
|vk|2
k − l >
|vk+1|2
k + 1− l , (5.13)
where l is the index when the latest restart has occurred. In alternative, we can impose a
discrete-time condition that is equivalent to r˙(t) < 0. Recalling that
r˙(t) = −|x˙(t)|
2 + 2t∇f(x(t)) · x˙
2t
,
we can consider the restart condition
|vk+1|2 + 2(k + 1− l)∇f(xk+1) · vk+1 > 0, (5.14)
where l denotes the index when the latest restart has occurred. We call these criteria Maximum
Mean Dissipation restart procedure and we denote by RCM-mmd-r and RCM-mmd-dr the
variants of RCM-grad obtained using conditions (5.13) and (5.14), respectively.
Unfortunately, we can not prove any kind of convergence result for the sequences generated
by RCM-kin, RCM-mmd-r nor RCM-mmd-dr. However, in Section 6 we test numerically their
performances.
5.3. Nesterov Accelerated Gradient methods with restart. We recall that the most
efficient algorithms for convex optimization problems belong to the the family of the Nesterov
Accelerated Gradient methods (see [7, 9]). We use the acronym NAG to refer to this family.
Namely, when the problem consists in minimizing a µ-strongly convex function, the most
performing algorithm is called NAG-SC and it is defined as{
yk+1 = xk − s∇f(xk),
xk+1 = yk+1 +
1−√µs
1+
√
µs (yk+1 − yk),
(5.15)
with 0 < s ≤ 1M , where M is the Lipschitz constant of ∇f .
On the other hand, when dealing with a smooth non-strongly convex function, the most
suitable algorithm is NAG-C, whose update rule is{
yk+1 = xk − s∇f(xk),
xk+1 = yk+1 +
k
k+3 (yk+1 − yk),
(5.16)
where, as above, 0 < s ≤ 1M and M is the Lipschitz constant of ∇f .
In order to boost the convergence of NAG-C via adaptive restart, in [10] O’Donoghue and
Cande`s suggest some schemes reproducing in a discrete form the requirement that f(x(t))
is monotone decreasing along the curve t 7→ x(t), solution of an ODE with suitable friction
term. More precisely, they proposed to restart (5.16) as soon as f(yk+1) > f(yk) (function
scheme), or as soon as ∇f(xk+1) · (yk+1 − yk) > 0 (gradient scheme). The intuitive idea that
lies behind the latter scheme is to restart the evolution when the momentum and the negative
direction of the gradient form an obtuse angle. We recall that the update of yk+1 coincides
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with a step of the gradient method, namely yk+1 = xk − s∇f(xk). Hence we have that the
step of NAG-C is given by
xk+1 = yk+1 + wk,
where
wk = βk(yk+1 − yk) and βk = k
k + 3
.
Using these facts, the gradient restart scheme for NAG-C can be better motivated. Indeed,
as done before for the conservative algorithm, we can impose that each iteration of NAG-C
achieves a greater decrease of the objective function than a step of the gradient method:
f(yk+1) ≥ f(yk+1 + wk).
If we apply verbatim the reasoning done in Section 5 about the restart of the conservative
method, then for every C1-convex function we obtain the following restart condition for NAG-
C:
∇f(xk+1) · (yk+1 − yk) > 0,
that coincides exactly with the gradient restart scheme proposed by O’Donoghue and Cande`s
in [10]. In conclusion, this proves that the NAG-C with the gradient restart scheme achieves,
at every iteration, an effective acceleration with respect to the classical gradient descent.
Moreover, we observe that the gradient restart scheme has been recently used in [6] in order
to accelerate the convergence of the Optimized Gradient Method introduced in [5]. In the
experiments reported in [10], the authors show that the gradient restart scheme has better
performances than the function restart scheme. For these reasons, in the numerical tests
reported in Section 6 we used NAG-C with gradient restart as benchmark for the convergence
rate. From now on, we refer to this method as NAG-C-restart.
6. Numerical tests
In this section we describe the numerical experiments that we used to test the efficiency of
our method. We used different variants of NAG as comparison: in particular, NAG-C-restart
(see Subsection 5.3) is the benchmark of our numerical tests.
6.1. Quadratic function. We considered a quadratic function f : Rn → R of the form
f(x) =
1
2
xTAx+ bTx
where n = 1000, A is a symmetric positive definite matrix and b ∈ Rn is sampled usingN (0, 1).
The eigenvalues of A are randomly chosen using an uniform distribution over [0.03, 15]. The
Lipschitz constant of ∇f is λmax, the largest eigenvalue of A. The function f is µ-strongly
convex for every 0 < µ ≤ λmin, where λmin is the minimum eigenvalue of A. For each
experiment, we run the following algorithms:
• NAG-SC with s = 1λmax and µ = λmin. This is the sharpest possible setting of the
parameters for the given problem;
• NAG-SC with s = 1λmax and µ = λmin3 . This simulates an underestimation of the
strongly-convexity constant;
• NAG-C-restart with s = 1λmax ;
• RCM-grad with h = 1√
λmax
;
• RCM-mmd-dr with h = 1√
λmax
;
• RCM-mmd-r with h = 1√
λmax
;
• RCM-kin with h = 1√
λmax
.
The results are described in Figure 3. This test shows that, among the Restart-Conservative
Methods, RCM-grad and RCM-mmd-dr are the most performing. Moreover, RCM-grad and
RCM-mmd-dr achieve a faster convergence rate than NAG-SC-2 when a sharp estimate of
the strongly-convexity constant is not available. We also observe that both RCM-grad and
RCM-mmd-dr have on average slightly better performances than NAG-C-restart. However,
when the strongly-convexity constant is known, NAG-SC has better performances than the
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Figure 3. Quadratic case. At the top we report the result of a single exper-
iment, at the bottom the average over 50 repetitions of the experiment. The
plots at left-hand side shows the decay of the objective function achieved
by RCM-grad, RCM-mmd-dr, NAG-SC with exact strongly-convexity con-
stant (NAG-SC-1), NAG-SC with underestimated strongly-convexity con-
stant (NAG-SC-2), and NAG-C-restart. At right-hand side we compare the
convergence rate of the Restart-Conservative method with different restart
schemes. We observe that on average RCM-grad and RCM-mmd-dr blue have
a slightly better performances than the benchmark NAG-C-restart.
other algorithms. Finally, RCM-mmd-r and RCM-kin have a slower convergence rate than
other Restart-Conservative methods.
6.2. Logistic regression. We considered a typical logistic regression problem. First of all,
we randomly generated the vector x0 ∈ Rn using N (0, 0.01). Then we independently sampled
the entries of the vector y = (y1, . . . , ym)
T ∈ {0, 1}m using the law
P(Yi = 1) =
1
1 + e−aTi x0
,
where A = (a1, . . . , an) was a n × m matrix with i.i.d. entries generated with the N (0, 1)
distribution. Supposing that y and A were known, we tried to recover x0 using the log-
likelyhood maximization. This is equivalent to the minimization of the function
f(x) =
m∑
i=1
(
(1− yi)aTi x+ log
(
1 + e−a
T
i x
))
(6.1)
We set n = 100 and m = 500. Let M be the Lipschitz constant of the function ∇f . We recall
that function (6.1) is convex but not strongly convex. We minimized the right-hand-side of
(6.1) using the following algorithms:
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Figure 4. Logistic regression. At the top we report the result of a single
experiment, at the bottom the average over 50 repetitions of the experiment.
The plots at left-hand side shows the decay of the norm of the gradient of
the objective function achieved by RCM-grad, RCM-mmd, NAG-C-restart,
and the classical gradient descent (Gradient). At right-hand side we compare
the convergence rate of RCM with different restart schemes. RCM-grad and
RCM-mmd-dr seem to have faster convergence rate than the benchmark
NAG-C-restart.
• Classical gradient descent method with step-size s = 1M ;
• NAG-C-restart and s = 1M ;
• RCM-grad with h = 1√
M
;
• RCM-mmd-dr with h = 1√
M
;
• RCM-mmd-r with h = 1√
M
;
• RCM-kin with h = 1√
M
;
The results of the experiment are presented in Figure 4. We observe that the most performing
methods are RCM-grad and RCM-mmd-dr and they show similar behavior in both single and
average runs. Moreover, RCM-grad and RCM-mmd-dr have faster convergence rates than
NAG-C-restart. Among the RCM methods the RCM-kin and RCM-mmd-r are the slowest.
6.3. LogSumExp. We considered the non-strongly convex function f : Rn → R defined as
f(x) = ρ log
(
m∑
i=1
exp
(
aTi x− bi
ρ
))
, (6.2)
where A = (a1, . . . , am) was a n × m matrix whose entries were independently generated
using the normal distribution N (0, 1). The vector b ∈ Rm was sampled using N (0, 1). We
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Figure 5. LogSumExp function. At the top we report the result of a single
experiment, at the bottom the average over 50 repetitions of the experiment.
The plots at left-hand side shows the decay of the norm of the gradient of
the objective function achieved by RCM-grad, RCM-mmd, NAG-C-restart,
and the classical gradient descent (Gradient). At right-hand side we compare
the convergence rate of RCM with different restart schemes. RCM-grad and
RCM-mmd-dr seem to be faster than the benchmark NAG-C-restart.
set n = 50, m = 200 and ρ = 1. Let M be the Lipschitz constant of the function ∇f . We
minimized f using the following algorithms:
• Classical gradient descent method with step-size s = 1M ;
• NAG-C-restart with s = 1M ;
• RCM-grad with h = 1√
M
;
• RCM-mmd-dr with h = 1√
M
;
• RCM-mmd-r with h = 1√
M
;
• RCM-kin with h = 1√
M
;
The results are shown in Figure 5. We observe that in the presented single run the RCM-grad
shows the best performance. In the average RCM-grad and RCM-mmd-dr exhibit very similar
behaviors and have a slightly better performances than the benchmark NAG-C-restart.
We want to conclude this section with some considerations about the non-smooth case.
We try to give heuristic ideas to generalize our method to the minimization of composite
functions (see, for example, [8] for an introduction to the subject). Namely, we consider
functions f : Rn → R of the form
f(x) = g(x) + Ψ(x),
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where g : Rn → R is a smooth convex function and Ψ : Rn → R is a Lipschitz-continuous
convex function. The main obstruction to the direct application of RCM for the minimization
of f is due to the fact that, in general, the gradient ∇f may not be well-defined. In order to
avoid this inconvenient, we introduce the map ∂−f : Rn → Rn defined as follows:
∂−f(x) = argmin {||v||2 : v ∈ ∂f(x)} , (6.3)
where ∂f(x) ⊂ Rn is the sub-differential of f at the point x, and || · ||2 denotes the Euclidean
norm. The good definition of the map ∂−f descends from general properties of convex func-
tions (see, for example, the textbook [14]). Hence, the first modification consists in replacing
∇f with ∂−f .
The second modification to the original RCM is suggested by physical intuition. Let
us imagine that a small massive ball subject to the gravity force is constrained to move
on the graph of the function f . The graph is sharp-shaped in correspondence of the non-
differentiability points of the function f . If a physical ball crosses these regions, we expect a
loss of kinetic energy due to the inelastic collision between the ball and the sharp surface of
the graph. Then, for example, we can reset the velocity equal to zero whenever the sequence
crosses a non-differentiability region. This intuition can be motivated by the fact that the
quantity ∂−f usually has sudden variation in correspondence of non-differentiability points
of f . Hence, when we cross these regions, the information carried by the momentum can be
of little use, if not misleading.
From now on, we suppose that Ψ : Rn → R has the form:
Ψ(x) =
n∑
i=1
|xi|.
For this choice of Ψ, we propose in Algorithm 2 a variant of RCM.
Algorithm 2 Restart-Conservative Method for `1-composite optimization (RCM-COMP-
grad)
1: x← x0
2: v ← 0
3: while i ≤ max iter do
4: x′ ← x− h2∂−f(x) + hv
5: if ∂−f(x′) · v > 0 then
6: x′ ← x− h2∂−f(x)
7: v ← −h∂−f(x)
8: else
9: v ← v − h∂−f(x′)
10: end if
11: for j = 1, . . . , n do
12: if x′jxj < 0 then
13: x′j ← 0
14: v ← 0
15: end if
16: end for
17: x← x′
18: i← i+ 1
19: end while
In the lines 11–16 of Algorithm 2 we check if the sequence has crossed the set where the
function f is not differentiable, i.e., the set {x ∈ Rn : x1 · · ·xn = 0}. If it has, we reset the
velocity equal to 0. As done for RCM-grad, we can replace the gradient restart criterion at
line 5 with the alternative restart procedures described in Subsection 5.2. Similarly as before,
we call RCM-COMP-kin, RCM-COMP-mmd-r and RCM-COMP-mmd-dr the methods
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obtained using the alternative restart criteria. We just recall that, in the case of RCM-mmd-
dr, in (5.14) we need to replace ∇f(xk+1) with ∂−f(xk+1).
For the experiments concerning the `1-composite optimization, we use as benchmark the
restarted version of FISTA proposed in [10]: as done for the NAG-C, in their paper O’Donoghue
and Cande`s proposed an adaptive restart procedure to accelerate the convergence of FISTA.
We refer to this algorithm as FISTA-restart. We recall that FISTA was originally introduced
in [3].
6.4. Quadratic with `1-regularization. We considered the function f : Rn → R defined
as
f(x) =
1
2
xTAx+ bTx+ γ
n∑
i=1
|xi|, (6.4)
where A ∈ Rn×n and b ∈ Rn were constructed as in Subsection 6.1. We set γ = 14 ||b||∞, in
order to guarantee that the minimiser is not the origin. Let λmax be the greatest eigenvalue
of A. We minimized (6.4) using the following algorithms:
• FISTA with step-size s = 1λmax ;
• FISTA-restart with step-size s = 1λmax ;
• RCM-COMP-grad with step-size h = 1√
λmax
;
• RCM-COMP-mmd-dr with step-size h = 1√
λmax
;
• RCM-COMP-mmd-r with step-size h = 1√
λmax
;
• RCM-COMP-kin with step-size h = 1√
λmax
.
The results are shown in Figure 6. We measured the convergence rate by considering the decay
of ||∂−f || along the sequences generated by the methods. We observe that in this problem
the most performing algorithm is the benchmark FISTA-restart and the worst is the original
FISTA without restart. Among the RCM algorithms RCM-mmd-r and RCM-mmd-dr exhibit
similar convergence rate while RCM -kin is the slowest. Finally, RCM-COMP-grad shows an
asymptotic convergence rate very similar to FISTA-restart.
6.5. Logistic with `1-regularization. We considered the function g : Rn → R defined as
g(x) =
m∑
i=1
(
(1− yi)aTi x+ log
(
1 + e−a
T
i x
))
,
where A = (a1, . . . , am) ∈ Rn×m and y = (y1, . . . , ym)T ∈ Rm were constructed as in Subsec-
tion 6.2. We studied the function f : Rn → R defined as
f(x) = g(x) + γ
n∑
i=1
|xi|. (6.5)
We set γ = 12 ||∇g(0)||∞, in order to guarantee that the minimiser of f is not the origin.
Let M be the Lipschitz constant of the function ∇g. We minimized (6.5) using the following
algorithms:
• FISTA with step-size s = 1M ;
• FISTA-restart with step-size s = 1M ;
• RCM-COMP-grad with step-size h = 1√
M
;
• RCM-COMP-mmd-dr with step-size h = 1√
M
;
• RCM-COMP-mmd-r with step-size h = 1√
M
;
• RCM-COMP-kin with step-size h = 1√
M
.
The results are shown in Figure 7. We measured the convergence rate by considering the
decay of ||∂−f || along the sequences generated by the methods. We recall that in this test
the smooth part of the objective function is a non-strongly convex function. We observe
that RCM-COMP-grad and RCM-COMP-mmd-r exhibit the best performances while the
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Figure 6. Quadratic function with `1-regularization. At the top we report
the result of a single experiment, at the bottom the average over 100 repeti-
tions of the experiment. The plots at left-hand side shows the decay of ||∂−f ||
achieved by RCM-COMP-grad, RCM-COMP-mmd-dr, FISTA-restart, and
FISTA. At right-hand side we compare the convergence rate of the Restart-
Conservative method with different restart schemes. The benchmark method
FISTA-restart has the best performances. Among the Restart-Conservative
family, RCM-COMP-grad shows the fastest convergence rate.
original FISTA is the worst performing method. In this case RCM-COMP-mmd-dr shows on
average performances very close to the benchmark FISTA-restart and both exhibit the same
convergence rate.
6.6. LogSumExp with `1-regularization. We considered the function g : Rn → R defined
as
g(x) = ρ log
(
m∑
i=1
exp
(
aTi x− bi
ρ
))
,
where A = (a1, . . . , am) ∈ Rn×m and b ∈ Rm were constructed as in Subsection 6.3. We set
ρ = 1. We studied the function f : Rn → R defined as
f(x) = g(x) + γ
n∑
i=1
|xi|. (6.6)
We set γ = 12 ||∇g(0)||∞, in order to guarantee that the minimiser of f is not the origin.
Let M be the Lipschitz constant of the function ∇g. We minimized (6.5) using the following
algorithms:
• FISTA with step-size s = 1M ;
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Figure 7. Logistic with `1-regularization. At the top we report the result
of a single experiment, at the bottom the average over 100 repetitions of the
experiment. The plots at left-hand side shows the decay of ||∂−f || achieved
by RCM-COMP-grad, RCM-COMP-mmd-dr, FISTA-restart, and FISTA. At
right-hand side we compare the convergence rate of the Restart-Conservative
method with different restart schemes. RCM-COMP-grad and RCM-COMP-
mmd-r show better convergence rate than the benchmark FISTA-restart.
• FISTA-restart with step-size s = 1M ;
• RCM-COMP-grad with step-size h = 1√
M
;
• RCM-COMP-mmd-dr with step-size h = 1√
M
;
• RCM-COMP-mmd-r with step-size h = 1√
M
;
• RCM-COMP-kin with step-size h = 1√
M
.
The results are shown in Figure 8. We measured the convergence rate by considering the decay
of ||∂−f || along the sequences generated by the methods. We observe that RCM-COMP-grad
is the most performing method. Moreover on average, all the other RCM methods show
performances very close to the benchmark FISTA-restarted.
7. Conclusions
In a series of recent works (see, e.g., [18, 19, 1, 15, 2, 16]) the connection between an
ODE with suitable friction term and the NAG algorithm with suitable momentum term has
been investigated from both theoretical and computational point of view. Moreover, further
improvement of the NAG convergence rate was obtained after the introduction of the restart
procedures proposed in [10].
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Figure 8. LogSumExp with `1-regularization. At the top we report the
result of a single experiment, at the bottom the average over 100 repetitions
of the experiment. The plots at left-hand side shows the decay of ||∂−f ||
achieved by RCM-COMP-grad, RCM-COMP-mmd-dr, FISTA-restart, and
FISTA. At right-hand side we compare the convergence rate of the Restart-
Conservative method with different restart schemes. RCM-COMP-grad is the
most performing and it shows better convergence rate than the benchmark
FISTA-restart.
In the first part we propose a conservative ODE together with an appropriate restart cri-
terion, and we prove a convergence result when the objective function is smooth and strongly
convex.
In the second part, a discrete algorithm is derived (Restart-Conservative Method, RCM)
and various discrete restart criteria are considered.
The numerical tests show that the Restart Conservative methods can effectively compete
with the most performing existing algorithms. In particular, in the experiments involving non-
strongly convex functions (both smooth and non-smooth), RCM-grad has always achieved
better performances than the best existing algorithms. We used as benchmark the restarted
versions of NAG-C and FISTA proposed in [10]. Moreover, the behavior of RCM algorithms
in the composite optimization tests suggests that they might replace the proximal schemes
when the evaluation of the proximal operator is more expensive than the computation of the
sub-differential.
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Appendix A. Proof of Proposition 2.1
Proof. Let us define c := f(x0) and let us consider the sub-level set I := f
−1((−∞, c]). Owing
to the coercivity of f , I is a union of disjoint compact intervals. Let Ix0 be the interval that
contains x0. Having assumed that f
′(x0) 6= 0, we deduce that Ix0 is not reduced to a single
point and, moreover, that the interior int Ix0 contains at least one local minimiser of f . Let
x∗ be the closest one to x0. Without loss of generality we can assume that x0 < x∗, that
means that f ′(x0) < 0. As observed in (1.3), we have that
d2
dt2
EK(0) > 0,
hence we obtain that there exists ε > 0 such that, for every τ ∈ (0, ε), the following inequality
holds:
d
dτ
EK(τ) > 0.
On the other hand, the conservation of the total energy gives
d
dτ
(EK(τ) + f(x(τ))) = 0,
and hence we deduce that
d
dτ
f(x(τ)) = f ′(x(τ))x˙(τ) < 0 (A.1)
for every τ ∈ (0, ε). This implies that x˙(τ) > 0 for every τ ∈ (0, ε). Moreover, while the solu-
tion satisfies x(t) < x∗, the velocity x˙ is non-decreasing. Indeed, let us assume by contradiction
that the function t 7→ x˙(t) has a local maximum at an instant t˜ such that x0 < x(t˜) < x∗. Ow-
ing to the conservation of the energy, this fact is equivalent to say that the map t 7→ f(x(t))
has a local minimum at t˜. Since x˙(t˜) > 0, we can apply the Implicit Function Theorem: there
exists δ > 0 such that the map t 7→ x(t) is a local smooth diffeomorphism from the open
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interval (t˜− δ, t˜+ δ) onto its image. This implies that t˜ is a local minimiser of of t 7→ f(x(t))
if and only if the point x(t˜) is a local minimiser of x 7→ f(x). However, this is impossible,
since we have assumed that x∗ is the local minimiser of f that is the closest to x0. We are
now in position to estimate the time t1 that the solution takes to arrive at x
∗:
t1 ≤ ε
2
+
|x∗ − x0|∣∣x˙( ε2 )∣∣ .
Moreover, we deduce that the function t 7→ f(x(t)) has a local minimum at t1 using again
the Implicit Function Theorem. This proves the first part of the statement.
Let t¯ be a local maximiser for the kinetic energy function t 7→ EK(t). This implies that
|x˙(t¯)| > 0. The conservation of the total mechanical energy ensures that the function t 7→
f(x(t)) attains a local minimum at t¯. With the same argument as above, we conclude that
x(t¯) is a local minimiser of x 7→ f(x). 
Appendix B. Proof of Proposition 2.2
Proof. Without loss of generality, we can assume that x∗ = 0 and that x0 > 0. We define a
strongly convex function g : R 7→ R as follows:
g(x) :=
1
2
µ|x|2
We claim that, for every y ∈ [0, x0], the following inequality is satisfied:
f(x0)− f(y) ≥ g(x0)− g(y). (B.1)
Indeed, we have that
f(x0)− f(y) =
∫ x0
y
f ′(u) du =
∫ x0
y
(∫ u
0
f ′′(v) dv
)
du
≥
∫ x0
y
(∫ u
0
µdv
)
du
= g(x0)− g(y).
Combining (2.2) and (B.1) we prove the statement:
t1 =
∫ x0
0
1√
2(f(x0)− f(y))
dy
≤
∫ x0
0
1√
2(g(x0)− g(y))
dy
=
∫ x0
0
1√
µ(x20 − y2)
dy
=
pi
2
√
µ
.

Appendix C. Proof of Lemma 3.2
Proof. Up to a linear orthonormal change of coordinates, we can assume that the function f
is of the form
f(x) =
n∑
i=1
µi
x2i
2
.
Hence, the differential system (3.1) becomes
x¨1 + µ1x1 = 0,
...
x¨n + µnxn = 0,
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i.e., the components evolve independently one of each other. If the Cauchy datum is
x(0) = (x1,0, . . . xn,0) and x˙(0) = 0,
then we can compute the expression of the kinetic energy function EK : t 7→ 12 |x˙(t)|2:
EK(t) =
n∑
i=1
µi
x2i,0
2
sin2(
√
µit).
For every 0 ≤ t ≤ pi2√µn , we have that
0 ≤ sin(√µ1t) ≤ . . . ≤ sin(√µnt),
and then we deduce that
EK(t) ≥
(
n∑
i=1
µi
x2i,0
2
)
sin2(
√
µ1t),
for every t ∈ [0, pi/(2√µn)]. Evaluating the last inequality for t = pi2√µn and using the conser-
vation of the energy, we obtain the thesis. 
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