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АНАЛIЗ АЛГОРИТМIВ ОПТИМIЗАЦIЇ
КОНТРОЛЬНИХ ДОПУСКIВ НА ОЗНАКИ
РОЗПIЗНАВАННЯ
Вступ
Подальший розвиток iнформацiйного суспiльства пов’язаний з розро-
бленням та впровадженням iнтелектуальних технологiй керування, що
базуються на машинному навчаннi та розпiзнаваннi образiв. Iснуючi ме-
тоди аналiзу та синтезу здатної навчатися (самонавчатися) системи пiд-
тримки прийняття рiшень (СППР), яка є складовою частиною адаптивної
автоматизованої системи керування складним технологiчним процесом,
носять в основному модельний характер, оскiльки не враховують апрiор-
но нечiтке розбиття простору ознак на класи розпiзнавання [1–3].
Однiєю iз перспективних технологiй синтезу iнтелектуальних систем
керування є iнформацiйно-екстремальна iнтелектуальна технологiя (IЕ-
IТ) [4,5], що ґрунтується на максимiзацiї iнформацiйної спроможностi
СППР шляхом введення в процесi навчання додаткових iнформацiйних
обмежень. У працях [6,7] у рамках IЕIТ розроблено гiбриднi алгоритми
навчання СППР на основi генетичних алгоритмiв, що дозволило пiдви-
щити оперативнiсть процесу оптимiзацiї контрольних допускiв на ознаки
розпiзнавання.
У статтi розглядається оцiнка оперативностi та достовiрностi
iнформацiйно-екстремального гiбридного алгоритму та алгоритму
паралельно-послiдовної оптимiзацiї контрольних допускiв.
Постановка задачi
Дано гiбридний i паралельно-послiдовний алгоритми оптимiзацiї си-
стеми контрольних допускiв (СКД) на ознаки розпiзнавання (ОР), якi
мають такий узагальнений вигляд:
D∗ = arg max
D∈GD
E(D, Y¯ ), (1)
де E — iнформацiйний критерiй функцiональної ефективностi (КФЕ) на-
вчання СППР у рамках IЕIТ; D =< δ1, . . . , δi, · · · , δN > — впорядкова-
ний вектор контрольних допускiв; GD — допустима область значень D;
Y¯ — навчальна матриця, що складається iз структурованих векторiв-
реалiзацiй y¯j =< y
j
1, · · · , yji , · · · , yjN >, j = 1 . . . n.
Оскiльки гiбридний i паралельно-послiдовний алгоритми у рамках
IЕIТ для оцiнки функцiональної ефективностi навчання СППР за iн-
формацiйним критерiєм Шеннона використовують базовий алгоритм на-
вчання СППР [4] при заданiй СКД, то як оцiнку оперативностi роботи
алгоритму будемо розглядати кiлькiсть звернень до базового алгоритму
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оптимiзацiї геометричних контейнерiв класiв розпiзнавання в процесi на-
вчання.
Короткий опис алгоритмiв
Для алгоритму паралельної оптимiзацiї СКД вхiдними даними окрiм
навчальної матрицi є система нормованих допускiв, що визначає областi
значень вiдповiдних контрольних допускiв. Даний алгоритм знаходить
оптимальнi симетричнi допуски, поступово звужуючи нормованi допу-
ски для всiх ознак одночасно з деяким кроком.
δi (r) = δHi ± ‖δHi‖ · r
2
(2)
D∗ = arg max
r∈[0;1]
E
`
D (r) , Y¯
´
, (3)
де δHi– центр нормованого допуску i-ї ознаки; ‖δHi‖ – поле вiдповiдного
нормованого допуску i-ї ознаки.
Для алгоритму послiдовної оптимiзацiї СКД вхiдними даними є на-
вчальна матриця, система нормованих допускiв та початкова система
контрольних допускiв (в даному випадку отримана пiсля оптимiзацiї за
паралельним алгоритмом). Алгоритм полягає у послiдовному знаходжен-
нi оптимального допуску на кожну ознаку розпiзнавання для поточних
допускiв на iншi ознаки. Алгоритм закiнчується коли жодний iз допускiв
не змiнився протягом останнього кола.
D∗ = arg max
δi∈δH ,i
E
`
D, Y¯
´
, i = ¯1, N (4)
Гiбридний алгоритм використовує генетичний алгоритм для
оптимiзацiї параметрiв функцiонування у рамках iнформацiйно-
екстремальному алгоритмi навчання СППР. Реалiзацiя такого гiбридно-
го алгоритму оптимiзацiї СКД для кожної епохи складається з основних
етапiв:
1. генерацiя 50 випадкових СКД заданої структурованостi i потужно-
стi;
2. схрещування половини особин використовуючи багатоточковий кро-
синговер;
3. мутацiя особин з ймовiрнiстю 0,1;
4. скорочення популяцiї до 500 особин за рахунок невдалих рiшень.
Алгоритм закiнчується, якщо найкраща особина не змiнюється протя-
гом 50 поколiнь. При цьому мутацiя гену полягає у невеликiй випадковiй
змiнi допуску.
Як фiтнес-функцiя використовується значення ентропiйного КФЕ, що
обчислюється базовим алгоритмом навчання за формулою [4]:
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E = 1 + 1
2
“
α
α+D2
log2
α
α+D2
+ D1
D1+β
log2
D1
D1+β
+
+ β
D1+β
log2
β
D1+β
+ D2
α+D2
log2
D2
α+D2
”
,
(5)
де α, β, D1,D2 – точнiснi характеристики – помилка першого та другого
роду, перша та друга достовiрнiсть вiдповiдно.
Результати моделювання
Для проведення порiвняльного аналiзу для зменшення впливу рi-
зної iнформативностi ОР здiйснювалася випадкова генерацiя навчаль-
них матриць для двох нечiтко компактних класiв, кожна з яких мiсти-
ла по 50 векторiв-реалiзацiй одного класу. При цьому еталонний вектор-
реалiзацiя першого класу генерувався як одиничний, а другого класу
—як нульовий. Пiсля цього бiнарна матриця перетворювалася на дiйсно-
числову за допомогою тестової СКД.
Порiвняння проводилося для навчальних матриць рiзної розмiрностi.
Результати оптимiзацiї СКД за двома вищенаведеними алгоритмами по-
казано на рис. 1:
Рис. 1 – Залежнiсть часу роботи алгоритмiв вiд потужностi словника
ознак:
1 — алгоритм паралельно-послiдовної оптимiзацiї; 2 — гiбридний алго-
ритм.
Аналiз рис. 1 показує, що паралельна оптимiзацiя допускiв для кожної
ознаки за допомогою гiбридного алгоритму призводить до суттєвого пiд-
вищення оперативностi (до двох порядкiв) у порiвняннi iз послiдовним
алгоритмом. Це також пов’язано iз тим, що оперативнiсть послiдовного
алгоритму сильно залежить вiд кроку оптимiзацiї допуску. Пiдвищення
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цього кроку пiдвищує точнiсть але сильно знижує оперативнiсть. Розмiр
цього параметру було вибрано так, щоб точнiсть двох методiв, що порiв-
нюються, була достатньо високою.
На рис. 2 показано результати порiвняння точностi при тестуваннi
алгоритмiв, що дослiджуються.
Рис. 2 – Графiки залежностi КФЕ вiд потужностi словника ознак:
1 — алгоритм паралельно-послiдовної оптимiзацiї; 2 — гiбридний алго-
ритм.
Аналiз рис. 2 показує, що гiбридний алгоритм на додачу до вищої опе-
ративностi має i бiльшу точнiсть у порiвняннi iз алгоритмом послiдовної
оптимiзацiї. Доволi низькi значення КФЕ для невеликої розмiрностi про-
стору ознак розпiзнавання можна пояснити тим, що у таких невеликих
просторах недостатньо iнформацiї для чiткого розрiзнення двох класiв iз
заданою дисперсiєю, що були генерованi випадковим чином.
Аналiзуючи результати, наведенi на рис. 1 i рис. 2, можна зробити ви-
сновок, що оперативнiсть алгоритму паралельно-послiдовної оптимiзацiї
СКД пропорцiйна до розмiрностi простору, що витiкає iз структури алго-
ритму. З iншого боку залежнiсть оперативностi гiбридного алгоритму вiд
потужностi простору ОР є значно меншою.
Висновки
1. У результатi порiвняльного аналiзу гiбридного алгоритму та алгори-
тму паралельно-послiдовної оптимiзацiї СКД на ознаки розпiзнава-
ння у рамках IЕIТ доведено, що оперативнiсть гiбридного алгоритму
суттєво перевищує оперативнiсть паралельно-послiдовного алгори-
тму.
2. Оперативнiсть гiбридного алгоритму виявляє значно меншу зале-
жнiсть вiд розмiрностi простору ознак у порiвняннi iз паралельно-
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послiдовним алгоритмом, що дозволяє очiкувати ще бiльший виграш
в оперативностi при використаннi простору ОР великої розмiрностi.
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