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Resonant Raman excitation by ultrafast vacuum ultraviolet laser pulses is a powerful means
to study electron dynamics in molecules, but experiments must contend with linear background
ionization: frequencies high enough to reach resonant core-valence transitions will usually ionize all
occupied orbitals as well, and the ionization cross sections are usually dominant. Here we show that
attosecond pulses can induce a process, transient impulsive stimulated Raman scattering, which can
overwhelm valence ionization. Calculations are performed for atomic sodium, but the principal is
valid for many molecular systems. This approach opens the path for high fidelity multidimensional
spectroscopy with attosecond pulses.
PACS numbers: 32.80.Qk, 33.20.Fb
High harmonic generation (HHG) sources and free elec-
tron lasers (FELs) can both produce pulses of short wave-
length coherent radiation with duration τ on the order
of a single femtosecond or less, and coherent bandwidth
~/∆τ of several eV [1–6]. This is the energy spread asso-
ciated with electronic structure. Attosecond pulses there-
fore offer routes to study and potentially manipulate ul-
trafast electron dynamics of atoms and molecules on their
intrinsic timescale.
Several experimental protocols have been proposed to
study this new regime. Intense ultrashort pulses at ex-
treme ultraviolet (XUV) or x-ray frequencies can excite a
localized atomic core electron in a molecule to the valence
levels. This creates a coherent localized valence electronic
wavepacket, which can be probed with additional pulses
to map out the paths of ultrafast energy and coherence
transport in molecular systems [7–10]. The potential ap-
plications of such coherent methods in molecules are vast
[11–13].
Such multidimensional spectroscopies must contend
with the significant feature that core-valence transi-
tions are embedded in the ionization continuum of the
molecule. Therefore propagation of the excited electronic
state generally occurs in the ion or dication rather than
the neutral molecule. Raman scattering can transfer
some population from the core states in the continuum
back down to excited valence states. This is the principle
that underlies resonant inelastic x-ray scattering (RIXS).
Unfortunately Raman cross sections are quite small so
ionization is by far the dominant effect.
Coherent Raman methods such as Stimulated Rapid
Adiabatic Passage (STIRAP) have led to efficient popu-
lation transfer to excited states, but have severe limita-
tions when the levels are broadened by coupling to the
continuum[14]. More recently, multi-wavelength stim-
ulated Raman methods and seeded Raman lasers have
been proposed or demonstrated [9, 15].
Here we carried out a detailed study of the transient
impulsive electronic Raman transition efficiency initiated
by high field attosecond XUV pulses and its competi-
tion with one-photon ionization. We show that this pro-
cess can create wave packets in neutral molecules, us-
ing atomic sodium as a test case. Furthermore, we show
that the electronic Raman redistribution has the remark-
able property that for intense pulses of 1 fs or less it can
overwhelm ionization to become the dominant process
for electronic excitation in the molecule, and an efficient
process for nonlinear spectroscopies. Our calculations are
done in neutral sodium and for pulses in the 30-40 eV re-
gion of the 2p-ns and 2p-nd autoionizing resonances; but
the principle should be general and can be extended to
1s exitation by x-rays from next generation free electron
lasers.
In the perturbative limit the scattering differential
cross section, involving initial state m and final state k
can be obtained from Fermi’s Golden rule and Kramers
Heisenberg formula[16, 17]:
dσ
dΩ
= (N + 1)
ω3ω′
c4
∣∣∣~ε · αkm · ~ε′∣∣∣2 (1)
where dΩ is the solid angle of the outgoing photon, which
is a δ-function along the photon propagation direction.
Eq. 1 describes absorption of a photon of frequency ω’
and emission of another at ω. ~ε′ and ~ε are the polariza-
tion vectors of the incident and emitted photon, respec-
tively, and polarizability tensor αkm is
(αkm)ij =
1
~
∑
n
{
−
µinmµ
j
kn
ω − ωnk − iΓ
}
, (2)
where i and j represent the polarization, ωnk is the en-
ergy difference between the final and intermediate states,
and Γ is the autoionization lifetime of the intermediate
state. Note that we are only interested in the polar-
ized scattering event where i = j. The matrix elements
are evaluated in the dipole approximation. N is the oc-
cupation number of the mode responsible for stimulated
emission in the Raman process given by N = I0ω3α . where
α is the fine structure constant and I0 is the laser inten-
sity per unit bandwidth. Our pulse energy per unit area
per bandwidth is F0 =
∫
dtI0. To obtain the electronic
2Raman scattering probability P , we multiply Eq. 1 by F0
of the incident photon, and integrate over the bandwidth
of the pulse, P =
∫
dE dσdΩF0.
Eq. 1 is valid in the regime where P ≪ 1. For higher
intensities we need to consider the transient population
dynamics of electronic Raman redistribution. We utilized
a simple time-dependent approach with a model Hamilto-
nian applicable for coherent laser pulses with transform-
limited bandwidths. We characterize the laser field by
its amplitude E0 and carrier frequency ω, and the elec-
tric field is ~E(t) = ~ε E0(t) exp(−iωt). ~ε is the polar-
ization vector, and here we use linearly polarized light.
The state vector |Ψ(t)〉 of an atom is expressed as a lin-
ear combination of electronic states that are involved in
Raman transitions, |Ψ(t)〉 =
∑
i Ci(t) exp(−iEit/~) |φi〉.
Ci’s are time-dependent coefficients associated with elec-
tronic state |φi〉 with energy Ei.
The expansion includes the initial ground state, the in-
termediate excited states that are embedded in the con-
tinuum, and the final valence excited states. The final
states we include in our expansion are 4s, 5s, 6s, 3d
and 4d states, and for each initial to final state tran-
sition we assume that there is only one intermediate
state. Thus, the intermediate states have electronic con-
figurations 2p53s(1P)ns or 2p53s(1P)nd. We include the
same states in the Kramers Heisenberg calculation. For
a three-level system, our model Hamiltonian reads
Hˆ(t) =
∣∣∣∣∣∣
E1 − iγ1 d12(t) 0
d21(t) E2 − iΓ2 d23(t)
0 d32(t) E3 − iγ3
∣∣∣∣∣∣ , (3)
where E1, E2 and E3 are the energies of ground, interme-
diate and final states, respectively. The off-diagonal cou-
pling terms are given by dnm(t) = ~ε·~µnmE0(t) exp(−i(ω−
ωnmt)), where ~µnm and ~ε are defined as before. Here γ
describes the population loss due to one photon ioniza-
tion, and Γ includes both one photon ionization and au-
toionization of the intermediate state. Thus, we have not
included the resonantly enhanced two-photon ionization
and the nonresonant Raman transitions through con-
tinua. We have computed the latter using the complex-
Kohn scattering wavefunction in the perturbative limit
and found that its probability is 0.3% of the resonant
process. We extend this three-level model to an n-level
model by assuming that the Raman transitions among
final states are negligible. In a similar manner, we ignore
the two photon transitions among intermediate states.
For both perturbative and non-perturbative ap-
proaches, the transition matrix elements for bound-
bound transitions are computed using a complete active
space self-consistent field (CASSCF) method utilizing the
Dunning triple zeta (TZP) basis set [18] augmented with
four s-type, three p-type and two d-type diffuse func-
tions. The exponents are obtained from [19]. The rel-
evant transition amplitudes from 3s to ns final states
were computed employing 8 electrons in 8 active orbital
(CASSCF(8/8)) approach. The active orbitals were 2p,
3s, 3p, and ns. CASSCF(8/9) method, with active or-
bitals 2p, 3s, and nd were used for transitions ending in
the nd states. Note that we used the Rydberg scaling
law, which states that all core to Rydberg matrix ele-
ments scale as n−3/2, to obtain the amplitudes involving
the ns orbitals for n>4, and nd orbitals for n>3. The
relevant dipole transitions are shown in table.I. The en-
ergies of ground and excited states are obtained from
NIST atomic spectra database [20]. The single photoion-
ization cross sections and Auger decay rates are com-
puted using the scattering wavefunction obtained using
the complex-Kohn variational method [21]. The contin-
uum states were expanded using the same Gaussian basis
set described above, and numerical continuum function
up to lmax= 6 were included. One-photon single ion-
ization of 3s state in the resonance region is shown in
Fig. 1. The autoionization rates are computed assuming
that there is only one intermediate state involved in a dis-
crete transition from an initial to a particular final state.
The decay rates for the 5 intermediate states are shown
in table.II. Here we have once again used the Rydberg
scaling law. We use their average value in computing the
tensor polarizability (Eq. 2).
TABLE I: Transition dipole moments calculated using the
complete active space self-consistent field method. See text
for more detail.
State 1 State 2 dipole transition (au)
3s (1P)4s 0.247
(1P)5s 0.177
(1P)6s 0.134
(1P)3d 0.172
(1P)4d 0.112
4s (1P)4s 0.328
5s (1P)5s 0.230
6s (1P)6s 0.144
3d (1P)3d 0.215
4d (1P)4d 0.206
TABLE II: Autoionization rates computed using the complex-
Kohn variational method.
Intermediate state Autoionization rate (au)
(1P)4s 1.36e-5
(1P)5s 6.96e-6
(1P)6s 4.03e-6
(1P)3d 3.37e-4
(1P)4d 1.41e-4
We plot the Raman probability as a function of max-
imum laser intensity in Fig. 2. Here the pulse dura-
tion (FWHM) is 1fs and the central frequency is 35.0
eV. The transition probability increases quadratically in
intensity and the time-dependent calculation shows that
the saturation limit is reached at I0=2×10
16W/cm2. The
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FIG. 1: (Color online) One photon single ionization cross
section of ground state Na in the resonance region. The black
line shows the series of resonance due to (1P )ns or nd states
imbedded in the continuum, and the red line is the resonances
due to (3P )ns or nd states
perturbative result fails at high intensities as expected.
Both methods predict that ∼10% saturation limit is
reached at I0=5×10
15W/cm2. The dipole matrix ele-
ments coupling the initial and intermediate states are
strong, and at the intensities considered here Rabi oscil-
lations could occur and compete with the Raman pro-
cess. We have found that this effect becomes important
for I0>2×10
16W/cm2. This is evident from the figure,
where we observe a decrease in the Raman probability
above that intensity.
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FIG. 2: (Color online) We plot the electronic Raman tran-
sition probability for Na atom as a function of maximum
laser intensity (I0). The final state population from a model
time-dependent calculation is also shown. The pulse duration
(FWHM) is 1fs and the central frequency is 35.0 eV.
Fig. 3a compares the probability of the electronic Ra-
man transition to that of the one-photon single ionization
process obtained in the perturbative limit. Note that
here the probability for ionization is obtained by taking
the product of F0 and the cross section and integrating
over the bandwidth of the pulse. In Fig. 3b we com-
pare the two processes modeled by the time-dependent
approach. In both cases the parameter of the pulse is
same as the previous calculation. Low intensity regime
is dominated by the direct ionization, while for intensities
greater than 1015 W/cm2 the electronic Raman transi-
tion starts to dominate.
Fig. 4 shows the influence of pulse duration on the Ra-
man process. Here, we focus on the perturbative calcula-
tion, and the maximum intensity is 5× 1015 W/cm2 for
the 1 fs pulse. The total pulse energy (ie F0 integrated
over the bandwidth) is the same for each pulse. When
the pulse duration is long (≥ 3 fs) ionization overwhelms
the Raman process. As the pulse duration is decreased,
the Raman transition increases rapidly and for pulse du-
ration ∼ 1fs it dominates the background ionization.
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FIG. 3: We plot the Raman transition probability (black) and
one-photon single ionization probability (red) in Na atom as
a function of maximum laser intensity. The result obtained
using perturbation theory is shown. Pulse parameters are
equal to Fig. 2
This rapid increase in the Raman probability becomes
evident when its resonances (Eq. 1 without the N + 1
factor) are plotted as a function of both incident and
emitted photon energies (Fig. 5). We also plot the en-
ergy bandwidth of our Gaussian-shaped pulse envelope,
centered at 35 eV, for 1 fs, 3 fs, and 5 fs pulses. The Ra-
man transitions become dominant when the energy band-
width of the pulse is large enough to efficiently cause both
the absorption (ω′) and stimulated emission (ω) events.
When such a condition is met, Raman redistribution
overwhelms the ionization process because Raman scat-
tering increases quadratically with intensity, and because
the Raman process can utilize the full bandwidth of the
pulse. The Raman resonances as a function of both in-
cident and emitted photon energies are plotted in Fig. 5.
3 fs and 5 fs can excite the atom from its ground state
to an intermediate state, but they do not have enough
bandwidth to cause an electronic Stokes-Raman transi-
tion. 1fs pulse, on the other hand, has enough bandwidth
to cause the transition.
In conclusion, transient impulsive electronic Raman
redistribution by ultrafast XUV laser pulse is a pow-
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FIG. 4: We plot the Raman transition probability and single
ionization probability as a function of the central frequency
of the pulse for different pulse durations. I0=5×10
15 W/cm2
for the 1 fs pulse, and the total pulse energy is kept constant
for each pulse (see text).
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FIG. 5: The electronic Raman resonances for Na atom is
plotted as a function of both incident (black) and emitted
(red) photon energies. We also plot the energy bandwidth
of the Gaussian shaped pulse envelope for 1fs, 3fs and 5 fs
pulses.
erful means to study electron dynamics in atoms and
molecules. We have shown that this technique can be
used to create coherent electronic valence wavepackets,
thereby imprinting the laser coherence directly on the
electronic states which can potentially be probed by other
pulses. When the laser pulses are sufficiently short, Ra-
man redistribution can overwhelm photoionization. Fur-
thermore, since core-level electrons are involved in the
transition, this technique provides highly selective and
localized view of electronic coherence. Current genera-
tion HHG sources should be able to access the intensity
and pulse duration required for this process [22]. The
method should also work for more deeply bound 1s levels
that can be excited by x-ray free electron lasers. Tran-
sient impulsive electronic Raman redistribution creates
a means to perform high fidelity studies of electron dy-
namics in molecules.
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I. SUPPLEMENTAL MATERIAL
Atomic and molecular photoabsorption of electromagnetic pulses with frequencies high enough to reach resonant
core-valence transitions will usually lead to ionization. However, here we showed that the transient impulsive giant
electronic Raman redistribution can overwhelm ionization if intense pulses of 1 fs or less are used. In this section
we discuss in detail the ionization processes that were considered in determining the likely occurrence of the Raman
transitions.
The photoionization cross sections of the ns, nd, and the intermediate states were computed using the complex-
Kohn variational method [1]. Here we give a brief summary. The final-state wave function for production of photoions
in a specific cation state Γ0 and with final angular momentum l0m0 is written as
Ψ−
Γ0l0m0
=
∑
Γlm
A(χΓF
−
ΓlmΓ0l0m0
) +
∑
i
dΓ0l0m0i Θi (1)
where Γ labels the final ionic target states χΓ included, F
− are channel functions that describe the photoionized elec-
tron, A is the antisymmetrization operator, and the Θi’s are N -electron correlation terms. In the present application,
we include 2p6 and singlet (2p5)ns or nd ionic states in the trial wavefunction. Note that for the intermediate state
calculations we include only the singlet (2p5)3s ionic state.
In the Kohn method, the channel functions are further expanded in the molecular frame as
F−
ΓlmΓ0l0m0
(r) =
∑
i
cΓlmΓ0l0m0i ϕi(r)
+
∑
lm
[
flm(kΓ, r)δll0δmm0δΓΓ0
+ T ΓΓ0ll0mm0h
−
lm(kΓ, r)
]
Ylm(rˆ)/k
1
2
Γ
r ,
(2)
where the ϕi(r) are a set of square-integrable (Cartesian Gaussian) functions, Ylm is a normalized spherical harmonic,
kΓ are channel momenta, and the flm(kΓ, r) and h
−
lm(kΓ, r) are numerical continuum functions that behave asymp-
totically as regular and incoming partial-wave Coulomb functions, respectively [2]. The coefficients TΓΓ0ll0mm0 are the
T-matrix elements.
Photoionization cross sections in the molecular frame can be constructed from the matrix elements
Iµ
Γ0l0m0
=< Ψ−
Γ0l0m0
|rµ|Ψ0 > , (3)
where rµ is a component of the dipole operator, which we evaluate here in the length form,
rµ =
{
z, µ = 0
∓ (x± iy) /√2, µ = ±1 (4)
and Ψ0 is the initial state wave function of the neutral N -electron target. In order to construct an amplitude that
represents a photoelectron with momentum kΓ0 ejected by absorption of a photon with polarization direction ǫˆ,
measured relative to the molecular body-frame, the matrix elements Iµ
Γ0l0m0
must be combined in a partial wave
series
I
kˆ,Γ0,ǫˆ
=
√
4π
3
∑
µl0m0
i−l0eiδl0 Iµ
Γ0l0m0
Y1µ(ǫˆ)Yl0m0(kˆ) , (5)
2where δl0 is a Coulomb phase shift. The differential cross section with respect to the angle of photoejection and
photon polarization in the fixed body-frame of the molecule is then given by
d2σ
dΩ
kˆ,Γ0
dΩǫˆ
=
8πω
3c
|I
kˆ,Γ0,ǫˆ
|2 , (6)
where ω is the photon energy and c is the speed of light.
The photoionization cross section of the ground state was computed using the Hartree-Fock orbitals of the neutral
atom. To determine the cross section of ns and nd states we start withe a reference configuration with a vacancy in
the 3s orbital, but a single electron occupancy in the ns or nd orbital. We then perform an all-singles configuration-
interaction (CIS) calculation, keeping the 3s occupancy zero. The natural orbitals from that calculation, obtained by
diagonalizing the one-particle density matrix, are then used in the photoionization calculations. A similar procedure
was used to compute the ionization amplitudes of the intermediate states. We start with a reference configuration
of (2p5)3s ns or nd state, and we then carried out a CIS calculation to obtain orbitals corresponding to the relevant
excited state configuration. In our time-dependent methods we use the cross section averaged over the bandwidth of
the pulse.
The process that competes strongly with the Raman transition is the single-photoionization of the ground state,
and this has been discussed in detail in the main text. We also considered a population loss due to final state
photoionization. We included this effect by adding the ionization rate as an imaginary component of the diagonal
matrix matrix elements (See Eq. 3 of main text). In Fig. 1 we plot the Raman transition probability as a function of
intensity. Here the pulse duration is 1fs and the central frequency is 35.0 eV. We see that the two calculations, with
and without the final state ionization contribution, are graphically indistinguishable.
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FIG. 1: (Color online) We plot the Raman transition probability in Na atom as a function of maximum intensity. (Black) The
calculation was carried out with the inclusion of population loss due to final state photoionization. (Red) For comparison we
also carried out our simulation without considering the final state ionization.
One-photon ionization of intermediate states is another process that competes with the Raman yield. At the pulse
intensities that we consider photoionization rates are much larger than the autoionization rates, and this might have an
important consequence on the Raman probability. Thus, we have added these rates on the diagonal matrix elements
corresponding to the intermediate states. We once again carried out the model time-dependent simulation with and
without the inclusion of this contribution and the result is shown in Fig. 2. We see that the two calculations are
identical within the graphical accuracy.
Our main focus here was on Raman transitions from the ground state to valence excited states through bound
autoionizing intermediate states. The Raman transitions can also occur through continuum states in the vicinity of
such quasi-bound intermediate states. We therefore computed the non-resonant Raman transition probability. We
plot the transition probability for both resonant and non-resonant Raman transitions in Fig. 3. We found that the
latter effect is roughly 0.3 % of the resonant process, having negligible effect on the overall Raman probability
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FIG. 2: (Color online) We plot the Raman transition probability in Na atom as a function of maximum intensity. (Black)
The calculation was carried out with the inclusion of population loss due to intermediate state photoionization. (Red) For
comparison we also carried out our simulation without considering the process.
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FIG. 3: (Color online) We plot the resonant (Black) and non-resonant (Red) Raman transition probability in Na atom as a
function of maximum intensity.
Finally, there is a strong dipole coupling between the initial and intermediate autoionizing states. Thus, Rabi
oscillations should take place at the intensities considered in this paper. We see that such effect becomes important
at intensities greater than 2×1016W/cm2. In Fig. 4 we plot the ground state population in our time-dependent
simulation. Here the intensity is 5×1016W/cm2. The pulse duration is 1fs and the central frequency is 35.0 eV. We
observe a depletion of the ground state population starting around -0.2 fs, but the population comes back to the
ground state starting at 0 fs.
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FIG. 4: (Color online) We plot the ground state population from our model time-dependent simulation. Here the intensity is
5×1016W/cm2. The pulse duration is 1fs and the central frequency is 35.0 eV.
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