The aim of this talk is to make an overview on three generalizations to higher dimensions of the function's theory of a complex variable. The first one concerns the so-called monogenic functions which were introduced by F. Brackx, R. Delanghe and F. Sommen, the second is the theory of hyper-monogenic functions developed by H. Leutwiler, and the last one studies the theory of holomorphic Cliffordian functions due to G. Laville and I. Ramadanoff.
CLIFFORD ALGEBRAS
Denote by R p+q a real vector space of dimension d = p + q provided with a non-degenerate quadratic form Q of signature (p, q).
Main definition. The Clifford algebra, we will denote by R p,q , of the quadratic form Q on the vector space R p+q is an associative algebra over R, generated by R p+q , with unit 1, if it contains R and R p+q as distinct subspaces and
the algebra is not generated by any proper subspace of R p+q .
Actually, if we consider the Clifford algebra R p,q as a vector space, it has the splitting: R p,q = R 
Now, set e 0 = 1 as basis of R 0 p,q = R and suppose {e 1 , e 2 , ..., e d } be an orthonormal basis for R 1 p,q = R p+q . Thus, the corresponding vector spaces of the splitting will be provided with respective basis {e 0 = 1}, {e 1 , e 2 , ..., e d }, {e ij = e i e j , 1 ≤ i < j ≤ d}, ..., {e i1...i k = e i1 e i2 ...e i k , 1 ≤ i 1 < i 2 < ... < i k ≤ d}, ..., {e 12...d = e 1 e 2 ...e d }, and the algebra will obey to the laws: e 2 i = 1, i = 1, ..., p, e 2 i = −1, i = p+1, ..., d = p+q, e i e j = −e j e i , i = j. This allows us to write down any Clifford number a ∈ R p,q as a sum of its scalar part < a > 0 , its vector part
where < a > k = |J|=k a J e J , with J = (j 1 , ..., j k ) is a strictly increasing multiindice of lenght k and e J = e j1 e j2 ...e j k , while a J ∈ R.
Some examples: The Clifford algebra R 0,1 can be identified with the complex numbers C. The algebra R 0,2 is nothing else than the set of quaternions H if we identify e 1 = i, e 2 = j, e 12 = k using the traditional notations. Physicists are working very often with the algebras R 1,3 or R 3,1 . It suffices to note the nature of the corresponding signatures (+, −, −, −) and (+, +, +, −), respectively. However, R 1,3 and R 3,1 are not isomorphic as algebras.
Some models: Let M 2 (R) be the algebra of all 2 × 2 matrices with real entries. Put:
In a first case, let us identify e 0 = ε 0 , e 1 = ε 1 , e 2 = ε 2 , e 12 = ε 3 .
Thus we get a model for the algebra R 2,0 . On the other hand, if we identify e 0 = ε 0 , e 1 = ε 1 , e 2 = ε 3 , e 12 = ε 2 , then we will obtain a model for R 1,1 .
Recall that the main involution * , the reversion ∼ and the conjugaison − act on a ∈ R p,q as follows:
These operations are not of algebraic type, they are of geometric type.
Remarks. For C = R 0,1 , the usual complex conjugaison is the main involution, as well as the conjugaison. The reversion is useless.
For H = R 0,2 , with the classical notations, we have: a = α+βi+γj+ δk, a
Periodicity properties. Let us turn to the problem how to classify Clifford algebras. There is an algebraic point of view ( [13] , [14] ). Here we will illustrate the pseudoscalar computational point of view. Actually, they are four possibilities for the behaviour of the pseudoscalar basis element e 12...d :
In [5] , Guy Laville introduced the notations i + , i − , e + , e − for the pseudoscalar e 12...d having in mind that i commutes, e does not, the index + corresponds to a square equal to +1, the index -to -1.
2.GENERALIZATIONS OF THE ONE COMPLEX VARIABLE THEORY
Henceforth, we will consider Clifford algebras of antieuclidean type, namely R 0,d , ( [2] , [1] ). Note the first three, for d = 0, 1, 2 : R, C and H, are division algebras by the well known theorem of Frobenius.
Our aim is to survey different generalizations of the function theory of a complex variable which can be viewed as the study of those functions defined in a domain of R 2 and taking their values in the Clifford algebra R 0,1 = C.
The first key of the theory of holomorphic functions is, of course, the Cauchy-Riemann operator (∂/∂z in the classical notations), which can be written now as:
omitting the famous normalization constant 1/2. It should be noted that the definition domain of f lies in a space whose elements are couples of a scalar and a vector, so that R 2 should be identified to R ⊕ iR.
Monogenic functions.
Let R 0,n be the Clifford algebra of the real vector space V of dimension n provided with a quadratic form of negative signature, n ∈ N. denote by S the set of the scalars in R 0,n , identified with R. Let
be an orthonormal basis of V and set also e 0 = 1. A point x = (x 0 , x 1 , ..., x n ) of R n+1 will be considered as an element
x i e i . Such an element will be called a paravector. Obviously, it belongs to R 0,n and we can act on him with the main involution:
where | x | denotes the usual euclidean norm of x in R n+1 and it shows that every non-zero paravector is invertible. Sometime, if necessary, we will resort to the notation Obviously, in the case n = 1, we get the holomorphic functions of one complex variable.
Important remark. If n > 1, then the functions x → x and x → x m , x ∈ S ⊕ V, m ∈ N are not monogenic.
Following R. Brackx, R. Delanghe and F. Sommen [1] , recall that there exists a Cauchy kernel:
, where ω n is the area of the unit shpere in R n+1 . This kernel is really well adapted to the monogenic functions because it is himself a monogenic function with a singularity at the origin, i.e.
Then, put ω(y) = dy 0 ∧ ... ∧ dy n and γ(y) = n i=0 e i dy 0 ∧ ... ∧d y i ∧ ... ∧ dy n . Thus, we have:
Integral representation formula: If f is monogenic in Ω and U is an oriented compact differentiable variety of dimension n + 1 with boundary ∂U and U ⊂ Ω, then
Thanks to this, the analogous of the mean value theorem, the maximum modulus principle, Morera's theorem follow easily.
The depth and the wealth of the one complex variable theory come also thanks to the "duality": Cauchy-Riemann and Weierstrass, i. e. every holomorphic function is analytic and the reciproque. How to understand what is the generalization of a power series?
In the frame of monogenic functions, an answer exists because, fortunately, the functions w k = x k e 0 − x 0 e k , k = 1, ..., n are monogenic. Omitting the details and roughly speaking one can expand every monogenic function in a series of polynomials which elementary monomials are the w k and their powers. Just for an illustration let us show this phenomena is somehow natural: suppose f : S ⊕ V → R 0,n is real analytic on a neighborhood of the origin, so
But at the same time f is monogenic, i. e.
Holomorphic Cliffordian functions.
Here, consider functions f :
The paravectors of S ⊕ V will be written as
for each x ∈ Ω. Here ∆ m means the iterated Laplacian, [7] .
The set of holomorphic Cliffordian functions is wider than those of the monogenic ones: every monogenic is also holomorphic Cliffordian, but the reciproque is false. Indeed, if Df = 0, then D∆ m f = ∆ m Df = 0 because ∆ m is a scalar operator. The simplest example of a holomorphic Cliffordian function which is not monogenic is the identity x → x. Actually, one can prove that all entire powers of x are holomorphic Cliffordian, while they are not monogenic.
Note that f is holomorphic Cliffordian if and only if ∆ m f is monogenic.
There is a simple way to construct holomorphic Cliffordian functions which is based on the Fueter principle [4] .
, where
If we summarize: from an usual holomorphic function f , with real part u, we construct the associated (m+1)-harmonic u(x 0 , | − → x |) and then it sufficies to take D * u(x 0 , | − → x |) in order to get a holomorphic Cliffordian one. This receipt is very well adapted for the construction of trigonometric or exponential functions in R 0,2m+1 , [10] . Note also the set of holomorphic Cliffordian functions is stable under any directional derivation.
It is natural to ask for an integral representation formula but in this case, the operator D∆ m being of order 2m+1, such a formula would be much more complicated. Anyway, the first step is to exhibit an analogous to the Cauchy kernel. Remember the fundamental solution of the iterated Laplacian ∆ m+1 h(x) = 0 for x ∈ S ⊕ V − {0} is known: that is h(x) = ln | x | . Hence D * ( 1 2 ln(xx * )) must be holomorphic Cliffordian. But:
By the way, we found the first holomorphic Cliffordian function with an isolated punctual singularity at the origin.
It is remarkable that, after computations, one get:
It becomes natural to introduce a new kernel:
with the suitable choice for the constant ε m = (−1)
So, N is the natural Cauchy kernel for holomorphic Cliffordian functions and we have:
Integral representation formula. Let B be the unit ball in R 2m+2 , x an interior point of B, ∂ ∂n means the derivation in the direction of the outward normal.Thus, we have:
The above formula involves 2m + 1 integrals on ∂B, which means one can deduce the values of f inside B knowing the values on ∂B of f, D∆ k−1 f and
Recall that all integer powers of a paravector x are solutions of D∆ m = 0, and we saw also that D∆ m (x −1 ) = δ. Those facts can be proved directly following straightforward computations. Let x = x 0 + − → x be a paravector in a general Clifford algebra of antieuclidean type R 0,d , d ∈ N. Very fastidious calculations give:
The right hand side is a scalar vanishing for d = 1, 3, 5, ..., 2m + 1. Moreover, we have:
and a similar formula for an even power x 2n of x. In both cases, the right hand sides are again scalars vanishing for d = 1, 3, 5, ..., 2m + 1.
Polynomial solutions of D∆
Consider the set {e ν } = {e 0 , ..., e 0 , e 1 , ..., e 1 , ..., e 2m+1 , ..., e 2m+1 }, where e 0 is written α 0 times, e i : α i times. Then set:
(e σ(ν) x)e σ(|α|) , the sum being expanded over all distinguishable elements σ of the pemutation group Θ of the set {e ν }. The P α are polynomials of degree | α | −1. A straightforward calculation carried on them shows that P α is equal up to a rationnal constant to ∂ |α| (x 2|α|−1 ). Thus, it follows that the P α are holomorphic Cliffordian functions, which are left and right, thanks to the symmetrization process.
The classical way for getting Taylor's series of a holomorphic function is to expand the Cauchy kernel in the integral representation formula. The same procedure is available here:
Obviously, we have y −1 = y * (| y |) −2 , and thus:
It is not difficult to observe the polynomials P α appear again. Finally, as in the classical case, we can deduce the expansion in a "power series" of any holomorphic Cliffordian function f under the form:
where C α ∈ R 0,2m+1 .
Further, let us mention that a function f which is holomorphic Cliffordian in a punctured neighborhood of the origin possesses a Laurent expansion ( [7] , [8] ). So, the set of meromorphic Cliffordian functions with isolated singularities is well defined. For this reason, it was possible to generalize the classical theory of elliptic functions to the Cliffordian case ( [8] , [9] ). Note that only the additive properties of the Weierstrass ζ and ℘ functions, also for the Jacobi sn, cn and dn, are used for this purpose. The multiplication of two holomorphic Cliffordian functions is not yet so clear.
What about the case R 0,2m ? More precisely, could we pass from holomorphic Cliffordian functions in R 0,2m+1 to their restrictions in R 0,2m ? Roughly speaking, it is the same as between C and R. In the general case of a Clifford algebra of type R 0,d , we can observe that the set of homogeneous polynomials of degree n which are holomorphic Cliffordian is a right R 0,d -module generated by the monomials (ax) n a, where a is a paravector. Now, let us consider f : Case 2: d is even. We say that f is holomorphic (analytic) Cliffordian ( [6] ) if there is a holomorphic Cliffordian function of one more variable F : R ⊕ R d+1 → R 0,d+1 , which is even with respect to e d+1 and such that F | x d+1 =0 = f.
Hypermonogenic functions.
In this part we will briefly discuss another class of functions, named hypermonogenic, which were introduced by H. Leutwiler ([11] , [12] ) and studied by himself and Sirkka-Liisa Eriksson-Bique ( [3] ).
Recall that any element a ∈ R 0,n may be uniquely decomposed as a = b + ce n for b, c ∈ R 0,n−1 . This should be compared with the classical decomposition of a complex number a = b + ic. Using the above decomposition, one introduces the projections P : R 0,n → R 0,n−1 and Q : R 0,n → R 0,n−1 given by P a = b, Qa = c. Now define the following modification of the Dirac operator D as follows:
where * denotes the main involution introduced above.
Definition. An infinetely differentiable function f :
Decomposing f into f = P f + (Qf )e n , its P -part satisfies the Laplace-Beltrami equation:
associated to the hyperbolic metric, defined on the upper half space R n+1 + by ds
. Its Q-part solves the eigenvalue equation:
It turns out that hypermonogenic functions are stable by derivations in all possible directions excepted this one on e n and that, for any m ∈ N, the maps x → x m and x → x −m are hypermonogenic in R n+1 , resp. R n+1 − {0}.
Clearly, hypermonogenic functions generalize usual holomorphic functions of a complex variable. But what about the relations of this class with the class of holomorphic Cliffordian ?
Let us study this problem in the case n = 3.
We can prove that hypermonogenic are holomorphic Cliffordian. As- In contrast to left hypermonogenic functions, the left holomorphic Cliffordian ones may also be multiplied from the right by e 3 and not just by e 1 and e 2 . In addition, partial differentiation with respect to x 3 does not lead out of the class of left holomorphic Cliffordian functions.
On the other hand, it can be shown ( [3] ) that if f : Ω → R 0,3 is a holomorphic Cliffordian function in Ω ⊂ R 4 , then there exist, locally, hypermonogenic functions g 1 , g 2 , g 3 and g 4 such that f = g 1 + g 2 e 3 + ∂ ∂x 3 (g 3 + g 4 e 3 ).
The conclusion is clear: both theories agree.
Recently, the last two statements were improved and they give now a better interconnexion between hypermonogenic and holomorphic Cliffordian functions in R 0,n . Let say also the theory of hypermonogenic functions is provided with an integral representation formula and that the expansion in power series is generated by polynomials which are deeply related to the P α above.
