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Abstract
The surface of the solid Earth is effectively stress free in its subareal portions,
and hydrostatic beneath the oceans. Unfortunately, this type of boundary con-
dition is difficult to treat computationally, and for computational convenience,
numerical models have often used simpler approximations that do not involve a
normal stress-loaded, shear-stress free top surface that is free to move. Viscous
flow models with a computational free surface typically confront stability prob-
lems when the time step is bigger than the viscous relaxation time. The small
time step required for stability (< 2 Kyr) makes this type of model computa-
tionally intensive, so there remains a need to develop strategies that mitigate
the stability problem by making larger (at least 10 ∼Kyr) time steps stable and
accurate. Here we present a new free-surface stabilisation algorithm for finite
element codes which solves the stability problem by adding to the Stokes formu-
lation an intrinsic penalization term equivalent to a portion of the future load
at the surface nodes. Our algorithm is straightforward to implement and can
be used with both Eulerian or Lagrangian grids. It includes α and β parame-
ters to respectively control both the vertical and the horizontal slope-dependent
penalization terms, and uses Uzawa-like iterations to solve the resulting system
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at a cost comparable to a non-stress free surface formulation. Four tests were
carried out in order to study the accuracy and the stability of the algorithm:
1) a decaying first-order sinusoidal topography test, 2) a decaying high-order
sinusoidal topography test, 3) a Rayleigh-Taylor instability test, and 4) a steep-
slope test. For these tests, we investigate which α and β parameters give the
best results in terms of both accuracy and stability. We also compare the accu-
racy and the stability of our algorithm with a similar implicit approach recently
developed by Kaus et al. (2010). We find that our algorithm is slightly more
accurate and stable for steep slopes, and also conclude that, for longer time
steps, the optimal α controlling factor for both approaches is ∼2/3, instead of
the 1/2 Crank-Nicolson parameter inferred from a linearized accuracy analysis.
This more-implicit value coincides with the velocity factor for a Galerkin time
discretization applied to our penalization term using linear shape functions in
time.
Keywords: free-surface stabilization, geodynamic modelling
2010 MSC: 00-01, 99-00
1. Introduction
Tectonics and mantle dynamics together with sedimentation and erosion
build the Earth’s surface topography (Anderson et al., 1973; McKenzie, 1977;
Melosh and Raefsky, 1980; Hager et al., 1985; Willett, 1999; Beaumont et al.,
2001; Koons, 2002; Finnegan et al., 2008; Braun, 2010). A topographical change5
translates into a change in the body forces governing the crustal and mantle dy-
namic processes. Additionally, there are feedbacks between surface erosion and
topography (Ruddiman and Kutzbach, 1989; Braun, 2006) that make accurate
topographic determinations desirable. The Earth’s subaerial surface is a stress-
free surface, which implies that both normal and shear stress should vanish at10
this interface (Harlow et al., 1965; De Bremaecker, 1976). Since surface and
inner geodynamic processes are coupled, there is increasing interest in including
stress-free surfaces and computationally similar submarine hydrostatic surfaces
2
within geodynamic codes.
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Several approaches to incorporate a free surface into geodynamical codes
have been discussed during the last two decades. These include normal stress
method, ’sticky-air’ approaches, methods that treat the free surface as another
variable of the flow problem, and a ’real’ free surface. The normal-stress method
remains most common because it is easiest to compute and also stable for time20
steps that are much larger than the viscous relaxation time of the system. It con-
sists of an Eulerian top flat surface with free-slip boundary conditions for which
stresses are calculated by solving the momentum equation, and where topogra-
phy is post-calculated from normal stresses at the Eulerian surface nodes, by
assuming that they are instantly compensated by the topographic load (McKen-25
zie, 1977; Fleitout et al., 1986; Zhong et al., 1993, 1996). Although normal-stress
methods are known to be computationally more efficient than real free surface
ones, they are not able to solve the time-dependent relaxation of topography
(Zhong et al., 1996; Crameri et al., 2012). If the relaxation time of a particular
topographic wavelength is on the order of the time-scale of inner geodynamic30
processes, the relaxation of topography must also be considered. In this sit-
uation, a real free surface method is required to represent topographies that
dynamically evolve with time (Zhong et al., 1996). The ’sticky-air’ method con-
sists of adding a low-viscous low-density layer at the top of the model, which is
used as a proxy for air or water (Zaleski and Julien, 1990; Gerya and Yuen, 2003;35
Crameri et al., 2012), with the aim that the interface between the ’sticky-air’
layer and the upper crust will behave similarly to a free surface. This method
results into matrix singularities when the viscosity is too low, and introduces
artefacts when the air/water layer is too viscous, because it can induce large
stresses on the surface (Crameri et al., 2012). In practical use, any ’sticky-air’40
calculation should include post processing to determine that the sticky-air-to-
surface interface is truly stress-free. Other methods treat the free surface as an
additional independent variable and solve implicitly for it in conjunction with
the Stokes equation (Kramer et al., 2012), or use implicit timestepping that
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has the nodal coordinates as part of the solution which can also yield a sta-45
ble solution (Popov and Sobolev, 2008). Real free surface methods track the
free surface in time and update it with the velocity calculated from solving the
Stokes equation in the entire domain (Poliakov and Podladchikov, 1992). We
chose to work with this method since it solves the time-dependent relaxation of
topography and avoids artefacts associated with a ’sticky-air’ layer without any50
additional calculation.
A stress-free surface, however, suffers from well-known instabilities when
the time step is bigger than the viscous relaxation time (Zhong et al., 1996).
Because the longest wavelength surface topography variations induce the most55
rapid rebound responses, we first consider the effects of surface topography
with a wavelength of 1000 Km, to approximate the effects of a large-scale Plate
Tectonics-related topographic variation in a given problem. For a relevant vis-
cosity of 1021 Pa·s and surface density contrast of 2700 Kg/m3, the viscous
relaxation time of such a topographical feature would be of order ∼10 Kyr (Tur-60
cotte and Schubert, 1982). Thus, for time steps bigger than 10 Kyr topographic
computations may become unstable. In Figure 1 it is shown why instabilities
arise for time steps bigger than the relaxation time. In our example, the initial
topography is a valley underlain by a constant viscosity fluid. In the presence
of gravity, this topography should relax to a flat surface. In most geodynamic65
codes, the velocities at the nodes are calculated for the beginning of a time
step and assumed constant through the whole step. However, if the time step
is large compared to the viscous relaxation time, the velocities should decrease
within the time step. Hence, a large time step leads to an overestimation of the
velocity and topography at the end of the time step. In some cases, the final70
topography will be larger than the isostatically balanced topography and in the
next time step the estimated velocity will be directed downwards and create a
new ’valley artefact’. In the subsequent time step this valley will become again
a positive topography (due to overestimation of the average velocity in the nu-
merical time step) and so on. Hence, the topography will oscillate around the75
4
value for correctly compensated isostatic relief. This instability could occur not
only at the beginning of a simulation in which case we could always run the
model for small time steps and then switch to bigger time steps when stability
is achieved, but could also occur for later stages of simulations that account for
complex rheologies and/or geometries.80
One of the most common free-surface instabilities that is observed at geo-
dynamic codes is the so called ’drunken sailor’ instability (Y. Podladchikov,
personal communication, 2000). This instability occurs when the velocities for
the surface are overestimated for a broad area on one part of the model, where85
in the opposite part the velocities are underestimated, and the resulting dis-
placements overpass the isostatic equilibrium. Consequently, the topography of
the previous step would be inverted. This phenomena could decay through a
few time steps and then reach stability or, in case the overestimated velocities
produce a displacement on the surface bigger than the initial topography, it will90
lead to the instability of the whole model.
Instabilities at a free surface will not occur for small enough time steps, since
the new topography and the corresponding changes in body forces implied by
it are included with sufficient accuracy in successive calculations. In our exam-95
ple, both the topography and upward velocity would be slowly reduced through
the successive time steps leading to a stable solution (Fig. 1). Kramer et al.
(2012) estimate that time steps to obtain a stable solution need to be at least
one order of magnitude less than the time step in an identical simulation but
employs a free-slip boundary. For simplistic viscous tests we have developed,100
∼2000 year steps are small enough to prevent numerical instabilities for a layer
with a viscosity of 1021 Pa·s. Although smaller time steps allow more accurate
tracking of the topography, they are computationally expensive.
For this reason, it is desirable to develop algorithms that allow real free105
surface codes to run stable for relatively big time steps (≥10 Kyr). Here, we
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present a new free-surface stabilisation algorithm (FSSA). It consists of adding
a penalizing load to the real free surface, calculated implicitly from a fraction
of the increment in height of the surface between the initial and the following
steps. A similar FSSA algorithm was developed by Kaus et al. (2010). Their110
algorithm takes into account the surface traction terms derived from the time
discretization of the momentum equations. Though their mathematical formu-
lation is different, these terms also penalize the velocities as a function of the
surface displacement along a time step in a similar way to our FSSA. Therefore,
we have coded and tested both algorithms in order to check whether there are115
particular cases for which one algorithm gives a more accurate solution and/or
allows a larger time step than the other while preserving stability. The results
presented here were calculated with a modified version of MILAMIN (Dabrowski
et al., 2008), which is a Lagrangian finite element method (FEM) solver for large
2D problems.120
2. Methodology
Velocities and pressures are the unknowns of the mechanical problem in these
geodynamic simulations. Velocities can be solved by using the Stokes equation
for the viscous flow for incompressible flow:
∂τij
∂xj
− ∂P
∂xi
= −ρgi, (1)125
where the deviatoric stress τij can be written in terms of velocities in 2D, so for
the x direction Stokes equation is:
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where η is the viscosity, vx and vy are the velocities along the x and y directions
respectively, P is the pressure, ρ is the density, and gx and gy are the acceler-
ations along the x and y directions respectively (Dabrowski et al., 2008). The
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right-hand side of Eqs. 2 and 3 are the terms arising from the body force vector
field. In this work we choose the positive y direction to be in the direction of135
the gravity vector, so that the acceleration gx is 0 and gy is Earth’s gravity. In
our code this is defined to be negative, so the horizontal body forces are zero
and the vertical body forces are negative. Another equation is needed in order
to solve for the pressure P . Using the relation between the mean stress changes
and the volumetric strain rates we obtain:140
∂vx
∂x
+
∂vy
∂y
+
P
κ
= 0, (4)
where κ is a ’penalty’ volumetric viscosity coefficient analogous to the bulk
modulus in linear elasticity (Hughes, 2000). For incompressible conditions ∂vx∂x +
∂vy
∂y = 0. Therefore, Pκ
−1 ≈ 0, so we assign κ a very big value (106ηmax) using
it as a penalty factor (Hughes, 2000). We introduce a discretization for velocity145
and pressure into Eqs. 2, 3 and 4 using global shape functions N and Π, and
we use the Galerkin method to derive the weak form. Then, we can rewrite this
system of differential equations in the matrix form:A QT
Q −κ−1M
v
P
 =
F
0
 , (5)
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where150
A =
∫
Ωe
(ηeBTDB)dΩ, (6)
Q = −
∫
Ωe
(ΠBvol)dΩ, (7)
M =
∫
Ωe
(ΠΠT )dΩ, (8)
B =

∂N1
∂x (x, y) 0 ...
0 ∂N1∂y (x, y) ...
∂N1
∂y (x, y)
∂N1
∂x (x, y) ...
 , (9)
D =

4
3 − 23 0
− 23 43 0
0 0 1
 , (10)155
Bvol =
∂N1∂x (x, y) 0 ...
0 ∂N1∂y (x, y)...
 , (11)
F =
∫
Ωe
(ρg)dΩ, (12)
where ηe is the viscosity over the element, B defines the FE strain rate matrix,
ηeD is the constitutive tensor in Voigt notation, v and P are the velocity and
pressure unknowns, F contains the body forces per volume and the boundary160
integrals over all forces acting on the modelling domain Ω with boundaries S,
and Ωe is an element domain (Hughes, 2000). It is possible to formally solve for
pressure P = κM−1Qv and then simplify this system of equations to equations
only for vector v:
Kv = F, (13)165
where K ≡ A+ κQTM−1Q is the penalized stiffness matrix for incompressible
flow (Hughes, 2000; Zienkiewicz et al., 1985). Here, we use Crouzeix-Raviart
triangular elements with quadratic velocity shape functions enhanced by a cubic
bubble function and discontinuous linear interpolation pressure (Crouzeix and
Raviart, 1973). Meshes were generated employing the Triangle Mesh Generator170
developed by Shewchuk, J. R. (Shewchuk, 1996; http://www.cs.cmu.edu/∼quake/triangle.html,
8
version 1.6, 2005).
2.1. Free-surface approach
For a surface node at the beginning of a time step n, we can define an175
increment to the surface height ∆hn+1 for this node. We assume that the x-
location of this interpolation for hn+1 is fixed to the current x-location for each
surface node. In this case, the topographic change during this time step is given
by:
∆hn+1 = ∆h
x
n+1 + ∆h
y
n+1, (14)180
∆hn+1 = −δt
¯(δh
δx
)
vx + δtvy, (15)
where δt is the time step, vx and vy are the time-averaged x- and y-velocity com-
ponents calculated at this node along top surface, and ¯
(
δh
δx
)
is an approximation
to the slope of the top surface during the time step (Fig. 2). The negative sign185
of the horizontal term is needed to determine the change in relief due to positive
(rightwards) advection of a positive (up to the right) slope (Fig. 3a, b, c and
d).
To stabilise the displacement calculated with a large time step, we chose to190
damp the velocity solution by adding, during that time step, a portion of the
load that would correspond to a fraction of the estimated displacement ∆hn+1.
At the end of the time step this can be expressed as:
∆h¯n = α
(
−βδt
¯(δh
δx
)
vx + δtvy
)
, (16)
where α is a number between 0 and 1 to control what fraction of vx and vy195
contribute to ∆h¯n, and β is also a number between 0 and 1 to control the
contribution of vx alone. The force produced by the load ∆h¯n is:
FFS = −
∫
S
ρgyαβδt
¯(δh
δx
)
vxdx+
∫
S
ρgyαδtvydx. (17)
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where ρ is the density of the rock for the subareal case, or density contrast
between the rock and the water for the submarine case, and gy is gravity. Here200
we assume that the slope is relatively constant along the time step, so ¯
(
δh
δx
) ≈(
δh
δx
)
n
. Separating the x and y terms of the FFS and incorporating this force
into the standard weak formulation (Hughes, 2000, p. 25):
F yxFSi = −ρgyαβδt
(
δh
δx
)
n
∫
S
NiNjvxjdS, (18)
F yyFSi = ρgyαδt
∫
S
NiNjvyjdS, (19)205
where F yxFS and F
yy
FS are the different terms of the force along the y axes (first
superscript) due to the displacements along the x and y axis (second superscript)
respectively, i is the global index of all nodes at the free surface, and N are the
shape functions evaluated along the surface. Note that these penalization forces
will always work in the opposite sense of the surface displacement since the210
gravity g is defined to be negative (Fig. 3). In order to stabilise the free surface
we add both forces into the right hand side of Eq. 13, which is equivalent to
add the average load due to ∆h¯n over the time step:
Kv = F + F yxFS + F
yy
FS . (20)
Since F yxFS and F
yy
FS are expressed in weak formulation it is possible to write:215
Kv = F +KxFSvx +K
y
FSvy, (21)
where KxFS and K
y
FS are stiffness-shape terms which include ρ, gy, the param-
eters α and β, and the shape functions N . We can therefore rewrite the Eq. 21
as:
[K −KxFS −KyFS ]v = F. (22)220
The system of Eq. 22 is now solved for the velocities (and pressures) which leads
to a more stable and accurate solution for the velocities along the free surface.
Note that we are using the vertical and horizontal velocities of each surface node
to calculate the future vertical displacement at the current horizontal location
of the node for the topographic variation during the time step (Fig. 2). There-225
fore, this is an Eulerian formulation. This is justified because the correction
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is applied at the node location as the solver is used for this configuration of
the mesh. Also note that although we developed this formulation for the top
surface where the largest density contrast is expected, it can also be applied to
any internal interface across which there is a density contrast.230
In order to implement the proposed algorithm into a FEM code, it is neces-
sary to build the KxFS and K
y
FS matrices. These additional matrices incorporate
typical forms in the usual stiffness matrix K. Here we show a 2D example of
the stiffness-matrix structure for an element Ke:235
Ke =

kxx11 k
xy
11 k
xx
12 k
xy
12 . . k
xx
1n k
xy
1n
kyx11 k
yy
11 k
yx
12 k
yy
12 . . k
yx
1n k
yy
1n
kxx21 k
xy
21 k
xx
22 k
xy
22 . . k
xx
2n k
xy
2n
kyx21 k
yy
21 k
yx
22 k
yy
22 . . k
yx
2n k
yy
2n
. . . . kxxij k
xy
ij . .
. . . . kyxij k
yy
ij . .
kxxn1 k
xy
n1 k
xx
n2 k
xy
n2 . . k
xx
nn k
xy
nn
kyxn1 k
yy
n1 k
yx
n2 k
yy
n2 . . k
yx
nn k
yy
nn,

(23)
where n is the number of nodes in the element. The first superscript of k
indicates the direction of the force resulting from multiplying k by its respective
v in Eq. 13. The second superscript indicates the direction of the velocity v
which is multiplying k, and the subscripts i and j indicates the shape functions240
involved in the calculation of the component. Our penalizing force FFS has
both F yxFS and F
yy
FS components that are applied in the y direction, and are
calculated from the velocities vx and vy at the surface nodes. Therefore, K
x
FS
and KyFS matrices will be 0 everywhere, except for the components k
yx
FSij and
kyyFSij at surface nodes:245
kyxFSij = −ρgyαβδt
(
δh
δx
)
n
∫
S
NiNjdS, (24)
kyyFSij = ρgyαδt
∫
S
NiNjdS. (25)
The annexe includes an example of coded kyxFSij and k
yy
FSij for a 2D FEM model.
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The stiffness matrix for a flow solver is typically symmetric so it is possible250
to apply the computationally efficient Cholesky decomposition method to solve
it. The matrix KyFS is also symmetric, so that subtracting it from the stiffness
matrix would have little effect on computing time. However, KxFS is not sym-
metric, since its non-zero values are located off-diagonal in the lower-triangular
matrix (Eq. 23), so subtracting it from the stiffness matrix would make a sym-255
metric Cholesky decomposition impossible. LU decomposition could be applied
in this case, but this would considerably degrade the performance of the code.
We have chosen to use an iterative operator split into symmetric and asymmet-
ric matrices that can use Cholesky decomposition for inversion of a symmetric
matrix with multiple back-substitutions. This approach is ∼100 times faster260
than a full LU decomposition for the resolution used in our experiments (10-30
Km). In this iterative solution the symmetric matrix KyFS is subtracted from
the stiffness matrix, then Cholesky factorization is applied to this matrix. The
system of equations is solved in which the right hand-side of the system con-
sist of the body forces F plus our correcting free surface force term F yxFS or265
KxFSvit−1:
[K −KyFS ]vit = F +KxFSvit−1, (26)
where it is the number of the current iterative approximation to the solution
at this time step. The first iteration vit−1 is assumed to be 0, so F
yx
FS is also
0. In each new iteration vit−1 is updated using the velocities calculated in270
the previous iteration. The loop runs until the solution converges. Typically,
FEM codes for a incompressible flow also use an ’Uzawa’ iterative solution
algorithm in order to achieve incompressibility. Here, ’Uzawa’ is the name used
by Zienkiewicz et al., 1985 to describe their proposed ’iterative improvement’ of a
penalty formulation for incompressible flow. Other geodynamics papers use the275
overused term ’Uzawa’ to mean different, but related, numerical algorithms. We
merge both iterations by applying two loops, an outer loop which updates the
velocities from the previous iteration and adds KxFSvit−1 to the right-hand side
12
Rhs of the Eq. 13, and an inner loop which iterates to obtain incompressibility:
Loop1 it = 1 : m280
Operator split, asymmetric matrix terms moved to Rhs:
Rhs = F +KxFSvit−1
Zienkiewicz et al., 1985 ’Uzawa iteration’:
Loop2 uz = 1 : n
u = [K −KyFS ]−1Rhs285
Div = Q′M−1
Rhs = Rhs− κDivQ
end
end
where m and n are the number of iterations for each loop, Div is the divergence,290
κ is the pressure-formulation penalty factor, and Q and M are the parts of the
stiffness matrix indicated in Eqs. 7 and 8 respectively. Note that the matrix
K − KyFS is formed and Cholesky-factorized only once per time step so that
all Rhs and incompressibility-preserving subiterations only involved relatively
cheap and fast Cholesky back-substitutions analogous to the back-substitutions295
in a typical Uzawa algorithm for incompressibility.
3. Results
Four experiments were conducted in order to test the stability and the ac-
curacy of the above algorithm and also to explore which α and β parameters
are ’best’ for practical use. These experiments exhibit both ’drunken sailor’300
instabilities and/or meshing problems when the time step is too large. The
experiments are: a) a decaying first-order sinusoidal topography test, b) a de-
caying high-order sinusoidal topography test, c) a Rayleigh-Taylor instability
test, and d) a steep-slope test. The test for the topography of a half-sinusoidal
initial relief consists of a single layer experiment with constant viscosity and305
an initial top-surface relief imposed as a half-sinusoid. Theoretically, this to-
pography should evolve towards a flat surface. This experiment is appropriate
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for testing the stability and the accuracy of our algorithm since it introduces
the longest wavelength, highest amplitude form of the ’drunken sailor’ instabil-
ity. For time steps >14 Kyr for the given 1021 Pa·s viscosity this instability310
occurs for a simple free surface. The 50th-harmonic test is a variation of the
previous test but with a much shorter wavelength sinusoidal topography. For
this topographic variation the predicted relaxation time is bigger (Turcotte and
Schubert, 1982). However, this test is convenient since it allows us to check the
accuracy of our FSSA for steep-slopes and its ability to reduce the numerical315
artefact involving a self-intersecting top surface (Fig. 4). The Rayleigh-Taylor
instability test is a two-layer viscous flow experiment, in which the upper layer
is more viscous and denser than the lower layer, resulting in a Rayleigh-Taylor
instability beneath the free surface. The instability is triggered by relief on the
interface between the two layers, which helps the upper layer to start sinking320
where it is thicker, and the lower layer to start rising where the upper layer is
thinner. The solution of the Rayleigh-Taylor instability is highly sensitive to
the top-surface topography, so that a badly constrained free surface also induces
the ’drunken sailor’ instability which does not allow the Rayleigh-Taylor insta-
bility to evolve properly. Finally, the steep-slope test is a single-layer viscous325
experiment that has a steep slope in its initial topography. Theoretically the
slope should become smoother through time and finally become a stable flat
top surface. Although this experiment does not lead to a drunken-sailor type
instability, the horizontal component of the velocity affects the slope of the top
surface so it is a suitable experiment to better evaluate the effects of the Kxfs330
correction terms. Table 1 summarizes the parameters used in the different ex-
periments.
In order to investigate the accuracy of our algorithm, we compare the exper-
iments to a reference solution determined for a very small time step of 100 yr335
and a ’simple’ free surface. Based on the tests we made for solutions run with
small 100 yr and 200 yr time steps (see Table 2), the reference solution appears
likely to be better than 1× 10−2 m accuracy (RMS error) for all tests, and that
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we chose to use α = 0 for the reference solution so that we would not use a
FSSA for the reference solution. We next discuss the accuracy comparing the340
topographies generated with the FSSA tests with this reference solution. We
found it also necessary to determine the biggest stable time step for the non-
FSSA approach, since it defines for which δt the tests become unstable without
FSSA, and is useful as a reference when discussing the improved stability of the
FSSA approaches.345
3.1. Decaying-half-sinusoidal test
Decaying-half-sinusoid tests with α = 1, 0.75, 0.7, 2/3, 0.6, 0.5 and 0.25,
and β = 1 and 0, were run for time steps δt = 0.5, 1, 2, 2.5, 4, 5, 10 and 20
Kyr. These results show that introducing the penalization for the horizontal
component of the velocity Kxfs (β = 1) produces almost the same surface relief350
as the computationally faster tests that just include the vertical penalization
Kyfs (e.g. β = 0). The experiment starts to become unstable without FSSA for
δt>14 Kyr. For small time steps (< 5 Kyr) α = 0.5 yields the most accurate
results, while α = 0.7, 2/3 and 0.6 give the most accurate results for FSSA
approach with δt ≥ 20 Kyr (Figs. 5 and 6).355
3.2. Decaying 50th-harmonic-sinusoidal relief test
This test was run for δt = 10, 20, 50, 100 and 400 Kyr, for α = 1, 0.75, 0.7,
2/3, 0.6, 0.5 and 0.25, and for β = 1 and 0. The highest accuracy was achieved
for α = 0.25 and 0.5 for the smallest time steps, and for α = 0.7, 2/3 and 0.6
for δt = 400 Kyr (Fig. 7a and b). Root-mean-square errors (RMS) show that360
using β = 0 gives results that are slightly more accurate than β = 1 for these
tests.
3.3. Rayleigh-Taylor instability test
Rayleigh-Taylor instability tests with α = 1, 0.75, 0.7, 2/3, 0.6, 0.5 and
0.25, and β = 1 and 0 for δt = 10 and 20 Kyr, show similar results to that365
of decaying-sinusoidal surface topography. Both δt = 10 and 20 Kyr lead to
15
an instability without FSSA stabilization. Even with FSSA, the free surface
becomes unstable for α = 0.25 when δt = 10 Kyr, and for α = 0.25 and 0.5
when δt = 20 Kyr. Again, results indicate a better accuracy for a 10 Kyr time
step with α = 0.5, while α = 0.6 produces the most accurate results followed370
by α = 2/3 (Fig. 7c and d) for larger time steps. Topographies calculated with
β = 0 and 1 do not differ significantly from each other. The RMS error with
respect to the 100 yr non-FSSA reference solution shows that the calculations
done with β = 0 are again slightly more accurate than those calculated with
β = 1 (Fig. 7c and d).375
3.4. Steep-slope test
The steep-slope test has been run for δt = 20 Kyr with α = 1, 0.75, 0.7, 2/3,
0.6, 0.5 and 0.25 and β = 1 and 0. Calculations done with α = 0.5, 0.6 and 2/3
result in the most accurate outcomes (Fig. 8a). Fig. 7e shows that α = 2/3
gives better results after 6 Myr, whereas β = 0 gives the most accurate results380
for the first 12 Myr while β = 1 gives the most accurate results after 14 Myr of
surface evolution.
4. Discussion
As mentioned above, our formulation differs conceptually from that previ-385
ously presented by Kaus et al. (2010). They also applied an implicit penalizing
load to the stiffness matrix, but did this using the surface traction terms derived
from the time discretization of the momentum equation, which translated into
using a normal-to-the-surface velocity vector (vxnx, vyny) instead of out ’Eule-
rian’ approach using velocity directions at the node (Fig. 2). Their equivalent390
penalizing terms kyxK ij and k
yy
K ij can be defined as:
kyxK ij = nxρgαKδt
∫
S
NiNjdS, (27)
kyyK ij = nyρgαKδt
∫
S
NiNjdS, (28)
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where αK is their FSSA controlling factor, for which they showed 0.5 is the
optimal value among 0, 0.5 and 1 (Kaus et al., 2010). Their algorithm is for-395
mulated to be applied at every element boundary, while we apply it only at
the free surface. Their penalization terms cancel out between elements of equal
densities, so the penalization is only effective at the free surface or at interfaces
where changes in density occur. This results in better estimates for multilayer
models even if free slip is imposed at the surface. Since only one of our tests was400
multilayered, we chose to apply the stabilization algorithm only at the surface,
but it too would be easy to implement at internal density interfaces, but not
as a general correction for all elements. Assuming that the slope of the surface
can be defined as ∂h∂x = −nxny , then their formulation is equivalent to ours (Eqs.
24 and 25) multiplied by ny. In order to improve the performance of their algo-405
rithm, they assumed nx ≈ 0, as is true for small slopes. In this case, kyxK ij = 0
and the resulting penalized stiffness matrix is symmetric. However, processes
that typically transform topography, such as erosion and faulting, can produce
steep-enough slopes for models to require the horizontal term to increase nu-
merical stability.410
We also included Kaus et al., 2010 FSSA into our tests for comparison, and
to test for the ’best practice’ values for αK . We ran the same tests as for our
FSSA, with αK = 1, 0.75, 0.7, 2/3, 0.6, 0.5 and 0.25. The results show that
αK = 0.5 produces the most accurate solutions for smaller time steps, while415
αK = 1 produces the most stable solutions, as suggested by Kaus et al. (2010).
However, for the decaying-sinusoidal topography and Rayleigh-Taylor tests, we
find that α = 0.6 and 2/3 are the best for accuracy with their approach when
using time steps bigger than the maximum stable time step for a non-FSSA ap-
proach. Except for the steep-slope test (Fig. 7e) where our algorithm produces420
slightly more accurate results for the δt = 20 Kyr test after 14 Myr of time-run
for α = 2/3 and both β = 1 and 0 (being β = 1 results the most accurate),
there are no major differences between the results produced with the Kaus et al.
(2010) FSSA and our FSSA in accuracy.
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425
Based on the results of these tests, we suggest that for large FSSA-stabilized
time steps, one should use α = 2/3 for ’best practice’ results (best accuracy and
stability together) for both our and Kaus et al. (2010) algorithms. Note that a
2/3 value would be obtained for a standard finite-element Galerkin discretiza-
tion in time with linear shape functions in time, as opposed to a standard finite-430
difference approximation in time that is normally used. The finite-element-like
Galerkin time-discretization results in a factor of 2/3 that multiplies the un-
known at the end of the time step, while the factor obtained from a finite-
difference Crank-Nicolson formulation (less stable but theoretically more accu-
rate at smaller time steps) is 1/2. Applying a Galerkin discretization in time435
using linear shape functions M(t) in Eq. 20, following the scheme described in
Warzee (1974), one obtains:∫
time
Ms[K
r∑
u=0
Mvvu − δtA
r∑
u=0
Muvu − F (t)]dt = 0, (29)
where δtA
∑
Muvu is equivalent to the penalization term FFS , Aij = −ρg
(
δh
δx
) ∫
S
NiNjdS
for the horizontal penalization term, and Aij = ρg
∫
S
NiNjdx for the vertical440
penalization term. Integrating through a time step δt:
K
(
1
3
u0 +
2
3
u1
)
− δtA
(
1
3
v0 +
2
3
v1
)
−
(
1
3
F0 +
2
3
F1
)
= 0, (30)
where the subindexes 0 and 1 indicate whether the variables are calculated for
the beginning or the end of the time step, respectively. Therefore, 2/3 would
also be the parameter for the Galerkin time discretization of our stabilization445
term, coinciding with the ’best practice’ α found in our numerical tests.
Results often show worse RMS errors with the penalized horizontal stabi-
lization term (β = 1) than without it (β = 0) (Fig. 7). This can be anticipated
since β = 1 introduces an additional load at the top of the surface (as well as450
α > 0), which for cases where the time step is small and/or the surface is stable
implies that the error could be increased in the calculations as a byproduct of
greater stability. However, for α = 2/3, β = 1 gives smaller RMS at the last
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stages of the multiple harmonics test with δt = 400 Kyr (Fig. 7b), and the last
stages of the steep-slope test for δt = 20 Kyr (Fig. 7e). This two tests produce455
the highest surface horizontal displacements from the set of tests we run and,
therefore we conclude that, for near-optimal α, β = 1 can improve the accuracy
of models that have a tendency for lateral instability.
In order to study stability of the different FSSAs these tests were pushed460
to values of δt for which they become numerically unstable with α = αK = 0.5
and 2/3 (Table 3). Results show that both our and the Kaus et al. (2010) al-
gorithms can be used for a time step at least 2 times bigger than the maximum
for a non-FSSA test for the worst-case decaying half-sinusoid and steep-slope
tests, and at least one order of magnitude more than the non-FSSA for the465
other situations. α = αK = 2/3 allows bigger time steps than α = αK = 0.5,
except for the 50th-harmonic sinusoid test. There are no major differences in
the maximum time step, independent of the FSSA or choice of β parameter for
the decaying-half-sinusoid and Rayleigh-Taylor instability tests. However, the
Kaus et al. (2010) FSSA allows a slightly bigger time step (570 Kyr in contrast470
to 510 Kyr) for the decaying 50th-harmonic sinusoid test for α = 2/3, with-
out inducing a self-intersecting surface artefacts, while our FSSA results into
the maximum time step without meshing problems (5.9 Myr in contrast to 5.6
Myr) for β = 0.5, and the worse results (4.3 Myr) for β = 1.
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In order to solve the asymmetric system our FSSA combines Cholesky factor-
ization with Uzawa-like iterations, as previously explained. In order to converge,
the FSSA with the vertical and horizontal penalty terms needs ∼5 times more
’backsolve’ operations than the vertical-only penalized form. We expect that
for different resolutions than the ones used here, and even for 3D, the number480
of backsolve operations needed for convergence would vary little for similar vis-
cosities since the convergence of Uzawa-like iterations only weakly depends on
the number of unknowns (Zienkiewicz et al., 1985). Consequently, the solver
for the asymmetric system is spending approximately 5 times more ’backsolve’
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operations than the one for the symmetric system. However, the performance is485
still good in contrast with a solver that applies LU factorization, since LU can
spend more than 100 times the computing-time (for the given resolution) than
the forward Cholesky factorization, which is the most time-intensive portion of
the Cholesky forward-backsolve solution process.
490
The algorithm presented here is formulated and tested for finite element
discretization. However, many experiments within the modelling community
are done with staggered finite difference codes. These models also suffer from
free surface instabilities (Duretz et al., 2011), so a free-surface stabilization
algorithm is also required. A generalized formulation of our FSSA is obtained495
by applying a body force penalization term to Eqn. 1 at the surface (and/or
density interfaces) cells:
∂τij
∂xj
− ∂P
∂xi
= −ρgi + FFS , (31)
where
FFS =
δρ
δy
gyαδt
(
−β δh¯
δx
vx + vy
)
, (32)500
where δρδy is the vertical density change across the free surface or density inter-
face. This generalized formulation of our FSSA can be implemented in finite
difference codes.
Here, we have demonstrated that: 1) the damping factor α = 2/3 works best505
in the limit of maximum stable time steps both for Kaus et al., 2010 and our
FSSAs, and 2) the horizontal term of the stabilization algorithm is not necessary
for steep slopes (up to 30◦), meaning that Kaus et al., 2010 approach, where
the horizontal term is neglected, is a good approach since it still makes little
practical difference to include the horizontal term for extreme topographies.510
We also present an operator-split method for implementing the horizontal term
that retains symmetric stiffness matrix, in case readers do wish to economically
use this approach for very steep slopes. Future work to be addressed in a
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follow-up paper would include: 1) a more exhaustive examination of the relative
performance (CPU time versus accuracy and stability) of proposed free-surface515
stabilization algorithms; 2) a study of the stability radius for the semi-implicit
time integrators; and 3) comparison with additional methods of free surface
stabilization such as the implicit algorithm proposed by Kramer et al., 2012
or methods in which the surface is updated during every strain iteration of a
non-Newtonian solution so that instabilities are mitigated without need for an520
explicit stabilization algorithm (i.e. Popov and Sobolev, 2008).
5. Conclusions
Numerical flow models with free surfaces need a free-surface stabilisation
algorithm (FSSA) in order to be stable at relatively large time steps (≥10 Kyr)
that allow for a reasonably small compute time. We have developed a FSSA525
algorithm which adds to the mechanical system a load calculated implicitly from
a portion of the difference in surface relief between the beginning and end of
a time step. This FSSA allows time steps 2-20 times larger than the free sur-
face models without stabilization, and produces accurate results (< 1% relative
error) for the viscosities and time steps used in these tests. The magnitude of530
the additional implicit surface load during a time step is controlled by param-
eters α and β, where α corresponds to the total controlling factor of the load
(with values between 0 and 1), which β controls only the horizontal term of the
load (with values also between 0 and 1). In addition, we have implemented an
Uzawa-like iteration in this algorithm that allows us to solve the asymmetric535
system resulting from β = 1 in compute time comparable to that for the sym-
metric solution with β = 0.
Different viscous experiments were carried out in order to numerically assess
the ’best-practice’ values for α and β. For time steps close to the stability limit540
for models without a FSSA, α = 0.5 results in the most accurate free surface
approximation, while for time steps larger than those stable in models without a
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FSSA, α = 2/3 is found to be the best option for both our FSSA and the FSSA
described by Kaus et al. (2010), because it generally yields the most accurate
and stable results.545
Including the horizontal term in our FSSA (β = 1) gives generally slightly
less accurate results than omitting it (β = 0), except for the steep-slope test
after several million years. The maximum time steps achieved with stability for
our and the Kaus et al. (2010) FSSAs are very similar for all tests explored here.550
Although the multiple-harmonic topography test and the steep-slope test never
become unstable before they experience mesh-deformation-related problems in
our Lagrangian tests, the Kaus et al. (2010) algorithm allows slightly bigger
time steps without mesh-deformation-related problems for the 50th-harmonic-
sinusoidal relief test, while our algorithm with β = 0.5 allows the use of slightly555
larger time steps for the steep-slope test. Although our FSSA with β = 1 should
intuitively give more stable results for steep slopes than the FSSAs without the
horizontal stabilization term, as it is, in theory, a more complete approximation,
our tests did not demonstrate a significant improvement over FSSA approxima-
tions with β = 0. We did see that it leads to more accurate results for the latest560
stages of the relaxation of a initial steep-slope, with only a minor increase in
computational time with respect to FSSA methods that neglect this additional
term. Our final recommendation: use FSSA, with α = 2/3.
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Figure 1: Evolution of a valley-shape negative topography with different time steps. The solid
black line represents the initial negative topography (mass defect). Theoretically, the negative
topography should rise into a flat line due to buoyancy. Lets consider now two cases: 1) a
single big time step (TS) for which the calculated velocity is vd, where the dashed black line
represents the positive unstable topography for the next time step, calculated with vd; and 2)
smaller time steps ts1, ts2, and ts3, such as TS = ts1 + ts2 + ts3, with respective calculated
velocities vi1, vi2 and vi3, and load increments L1, L2 and L3, the dashed grey lines represent
smoother negative topographies at the end of the time steps ts1 and ts2, and the solid grey
line represents a more realistic and stable topography at the end of ts3, equivalent in time to
the unstable topography of the case 1. For the case 1, the load increments are not considered
into the body forces, so the resulting integrated displacement is bigger than the integrated
displacement through the small time steps, for which body forces are updated with the load
increments at the beginning of each ts. The instability of the free surface is the consequence
of a time step bigger than the viscous relaxation time, which often leads to an overestimation
of the velocities at the beginning of the next time step.
27
Δhxn+1
Δhyn+1
hn+1
hn
Δhn+1
v
δh n
δx
δh n+1
δx
vx
vy
(a)
(b)
δh
δx
Figure 2: Increments in height ∆h at a surface node (a) before and (b) after a time step at the
same horizontal location: v represents the velocity at the beginning of the time step, hn and
hn+1 are the height at the beginning and end of the time step respectively, ∆hxn+1 and ∆h
y
n+1
are the height increments after the time step, calculated using vx and vy components of the
velocity respectively,
(
δh
δx
)
n
,
(
δh
δx
)
n+1
and
¯( δh
δx
)
are the surface slopes at the beginning, at
the end, and an average approximation during of the time step respectively, and ∆h¯n is the
portion of the height increment for the end of the time step, obtained for a given choice of
the α and β controlling factors.
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Δhx
vx > 0
δh
δx < 0
kyx  < 0
Δhx > 0
FS
(a)
vx
vy v
Δhx
(d) vx < 0
δh
δx < 0
kyx  > 0
Δhx < 0
FS
vx
vy
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Δhx
(c) vx > 0
δh
δx > 0
kyx  > 0
Δhx < 0
FS
vx
vy
v
Δhx
(b) vx < 0
δh
δx > 0
kyx  < 0
Δhx > 0
vx
vyv
Δhx = -      vxδt 
δh
δx
FS
Figure 3: Different configurations of positive vertical velocities vy with positive and negative
horizontal velocities vx and positive and negative slopes
δh
δx
: (a) and (b) horizontal velocities
vx result in positive vertical displacements of the surface ∆hx, for the given slopes that should
be penalized with a negative kyxFS term, while (c) and (d) horizontal velocities vx for the given
slopes result in negative displacements of the surface ∆hx that should be penalized with a
positive kyxFS . Note that the term k
yx
FS is opposite in sign to the displacement ∆h
x. This
change in sign is due to the negative sign of the gravity.
v1 v2
(a) (b)
Figure 4: Self-intersection of surface topography created by a surface valley with very steep
slopes. In this case the surface velocities v1 and v2 in (a) induce large horizontal displacements
during a time step leading to a numerical artefact in which the top-surface intersects itself
after a Lagrangian time step as shown in (b).
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Table 1: Experiment parameters
Test
Viscosity η
[Pa s]
Geometry
parameters
[Km]
Geometry
Decaying-half-sinusoid
of top-surface relief
1021
500x500
A = 10
A
Multiple harmonics of
top-surface relief
1021
500x500
A = 10
λ = 10
A
λ
Rayleigh-Taylor
instability beneath
a free top surface
η1 = 10
21
η2 = 10
20
500x500
A = 10
A
Layer 1
Layer 2
Steep-slope along
a free top surface
1021
5x0.1
A = 2
Θ = 30◦
A θ
30
Table 2: Topographical RMS differences between tests with different small δt and α, after 1
Myr. Note that the differences are smaller than the ones shown in figure 7, that compares
larger time steps with a reference of δt = 100 yr and α = 0.
Small δt
comparisons
(δt100α0−
δt100α0.5) [m]
(δt200α0−
δt100α0) [m]
(δt200α0.5−
δt100α0.5) [m]
Decaying-half-
sinusoid relief
7.196× 10−3 7.195× 10−3 5.746× 10−7
50th-harmonic-
sinusoidal relief
8.595× 10−2 1.133× 10−1 7.503× 10−2
Rayleigh-Taylor
instability
5.040× 10−3 4.177× 10−4 9.159× 10−3
Steep-slope 3.198× 10−3 3.241× 10−3 1.927× 10−3
31
−200 0 200
−5
0
5
Distance [Km]
D
ep
th
 [K
m
]
(a) (b)
−200 −100 0 100 200
−5
−4
−3
−2
−1
0
1
2
3
4
5
Distance [Km]
D
ep
th
 [K
m
]
Geometry at 20 Kyr (δt = 20 Kyr)
−240 −220 −200 −180 −160 −140 −120
−1.2
−1.1
−1
−0.9
−0.8
−0.7
−0.6
Distance [Km]
D
ep
th
 [K
m
]
Geometry at 20 Kyr (δt = 2 Kyr)
Non−FSSA Initial topography
α 1 α 0.75 α 0.7 α 2/3 α 0.6 α 0.5 α 0.25 
Figure 5: Topographies generated after 20 Kyr, calculated with (a) a time step of 20 Kyr
and (b) a time step of 2 Kyr for different α, with β = 1. (a) The topographies generated for
different choices of α after the first 20 Kyr time step show remarkable differences from one
to another; α = 0.25 leads to instability since the topography is inverted after a single step,
with α = 0.6 and 2/3 calculations yield the most accurate results. α = 0.6 is more likely than
higher values to trigger instability in future steps, since it results into an small overestimate
of the surface displacement. (b) The topographies generated with the more stable FSSA
approximation and a ten-fold smaller time step differ by less than 200 m from one to another.
The most accurate results for small time-steps are obtained with α = 0.5.
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Figure 6: Maximum absolute differences between the topography calculated for FSSA approx-
imations with different α and δt, and the topography calculated with a very small δt = 100 yr
using no FSSA. α = 0.5 is most accurate for smaller time steps where the method is numer-
ically stabler, while α = 0.7, 2/3 and 0.6 are more accurate for larger time steps that result
numerical instabilities in experiments without FSSA stabilization (δt > 14 Kyr).
Table 3: Stability tests. δt represents the time step from which the different tests start to
be unstable or having mesh problems, tb is the run time for which the tests break, and the
capital letters indicate the way the tests fail, where DS stands for ’drunken sailor’ instability,
SIS for the self-intersecting surface artefact instability (Fig. 4) and MESH for an artefact in
which inner nodes become displaced outside of the border of the evolving Lagrangian mesh.
Test
Total run-time
interval
Non-FSSA
(max δt)
Kaus
αK = 0.5
Kaus
αK = 2/3
α = 0.5
β = 0
α = 2/3
β = 0
α = 2/3
β = 0.5
α = 2/3
β = 1
Decaying-half-
sinusoid relief
5 Myr
DS
δt 14 Kyr
tb 14 Kyr
DS
δt 27 Kyr
tb 27 Kyr
DS
δt 40 Kyr
tb 40 Kyr
DS
δt 27 Kyr
tb 27 Kyr
DS
δt 40 Kyr
tb 40 Kyr
DS
δt 40 Kyr
tb 40 Kyr
DS
δt 40 Kyr
tb 40 Kyr
50th-harmonic-
sinusoidal relief
20 Myr
DS
δt 30 Kyr
tb 1.11 Myr
SIS
δt 620 Kyr
tb 19.84 Myr
SIS
δt 570 Kyr
tb 18.81 Myr
SIS
δt 610 Kyr
tb 19.52 Myr
SIS
δt 510 Kyr
tb 18.87 Myr
SIS
δt 500 Kyr
tb 19 Myr
SIS
δt 500 Kyr
tb 19 Kyr
Rayleigh-Taylor
instability
7 Myr
DS
δt 5 Kyr
tb 50 Kyr
DS
δt 16 Kyr
tb 720 Kyr
DS
δt 35 Kyr
tb 525 Kyr
DS
δt 16 Kyr
tb 752 Kyr
DS
δt 35 Kyr
tb 525 Kyr
DS
δt 35 Kyr
tb 525 Kyr
DS
δt 35 Kyr
tb 525 Kyr
Steep-slope 100 Myr
MESH
δt 2.7 Myr
tb 5.4 Myr
MESH
δt 4.7 Myr
tb 9.4 Myr
MESH
δt 5.6 Myr
tb 11.2 Myr
MESH
δt 4.7 Myr
tb 9.4 Myr
MESH
δt 5.6 Myr
tb 11.2 Myr
MESH
δt 5.9 Myr
tb 11.8 Myr
SIS
δt 4.3 Myr
tb 12.9 Myr
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Figure 7: Root-mean-square errors obtained from the difference between the topographies
calculated with FSSAs for various α and β, and the non-FSSA reference solution calculated
using δt = 100 yr for: (a) and (b) decaying 50th-harmonic sinusoidal relief for δt = 20 and
400 Kyr respectively, (c) and (d) the Rayleigh-Taylor instability test for δt = 10 and 20 Kyr
respectively, and (e) the steep-slope test for δt = 20 Kyr. RMS differences for α = 0.25 for
(c) and α = 0.25 and 0.5 for (d) are not plotted because these tests result in an unstable
numerical solution.
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Figure 8: Steep-slope relief differences between topographies calculated with FSSA methods
using different α and β parameters and δt = 20 Kyr and a reference non-FSSA solution with
a 100 yr time step during a 1 Myr time run. Note that for the upper topographic inflexion
(a) the tests α = 0.5, 0.6 and 2/3, and β = 0 and 1 are more accurate. Note also that β = 1
tests for any α results in more accurate topographies at the end of the slope (b), where the
horizontal velocities are bigger.
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