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a b s t r a c t
The sum-of-ratios problems have numerous applications in economy and engineering.
The sum-of-ratios problems are considered to be difficult, as these functions are highly
nonconvex and multimodal. In this study, we propose a harmony search algorithm for
solving a sum-of-ratios problem. Numerical examples are also presented to demonstrate
the effectiveness and robustness of the proposed method. In all cases, the solutions
obtained using this method are superior to those obtained from other methods.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we consider a special class of fractional programming problem in the following form:
min/max
p∑
i=1
fi(x)
gi(x)
hk(x) ≥ 0, k = 1, . . . , K (1)
mj(x) = 0, j = 1, . . . , J
xli ≤ xi ≤ xui i = 1, . . . , n
where f , g , h andm are linear, quadratic, or more general functions. The sum-of-ratios problems have attracted the interest
of researchers since at least the 1970s. During the past 10 years, interest in these problems has been especially strong. In
part, this is because, from a practical point of view, these problems have spawned a wide variety of important applications,
especially in government contracting, transportation science, finance, economics, engineering, etc. In addition, from a
research point of view, these problems pose significant theoretical and computational challenges. This is mainly due to the
fact that these problems are global optimization problems, i.e. they are known to generally possess multiple local optima
that are not global optima. Fractional problems have been studied since the 1960s when Charnes and Cooper [1] proposed
their famous transformation for rewriting the problem of maximizing a ratio of linear functions over linear constraints as
an ordinary linear program. Several algorithms have been proposed for solving nonlinear fractional programming problems
[2–8], but in the most considered problems the feasible regions are polyhedrons or convex sets. Other contributions to the
field include an approach exploiting monotonicity in the objective by Phuong and Tuy [9] which can also handle products
of ratios and max–min problems, and Dür et al. [10] presented a unified method based on the Multistart Pure Adaptive
Search. Shen et al. [11,12] solved the generalized fractional programming problem which contains various variants such as
a sum or product of a finite number of ratios of linear functions, polynomial fractional programming, generalized geometric
programming using the branch and boundmethod. Relatedwork on fractional programming can be referred to [13–15]. The
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aim of the present paper is to develop a unified approach tomany different types of the sum-of-ratios problems. In response
to this demand, in this study, a harmony search algorithm has been presented. Geem et al. [16] introduced basic harmony
search (HS) that draws its inspiration not from a biological or physical process like most other meta-heuristic optimization
techniques, but from an artistic one—the improvisation process of musicians seeking a wonderful harmony. Geem et al.
[16] explained the analogy between optimization and musical performance that embodies the spirit and language of HS.
The effort to find the harmony in music is analogous to find the optimality in an optimization process and the musicians
improvisations are analogous to local and global search schemes in optimization techniques. HSmethods have been applied
to a diverse range of problems from structural design to solving Sudoku puzzles, from musical composition to medical
imaging, from heat exchanger design to course timetabling.
The paper is organized as follows. In Section 2, we describe basic harmony search and a proposed harmony search
algorithm. In Section 3, an illustrative example is presented to compare a proposed harmony search algorithmwith the basic
harmony search. Additionally, the effect of HMCR, PAR and bw is investigated on a proposed harmony search. In Section 4,
some standard benchmark examples are also presented to demonstrate the effectiveness and robustness of the presented
approach. Finally, conclusion is indicated in Section 5.
2. Harmony search meta-heuristic algorithm
The HS algorithm conceptualizes a behavioral phenomenon of musicians in the improvisation process, where each
musician continues to experiment and improve his or her contribution in order to search for a better state of harmony
[17,18]. This section describes the HS algorithm based on the heuristic algorithm that searches for a globally optimized
solution. The procedure for a harmony search, which consists of steps 1–5.
Step 1. Initialize the optimization problem and algorithm parameters.
Step 2. Initialize the harmony memory (HM).
Step 3. Improvise a new harmony from the HM.
Step 4. Update the HM.
Step 5. Repeat Steps 3 and 4 until the termination criterion is satisfied.
Step 1. Initialize the optimization problem and algorithm parameters. First, the optimization problem is specified as
follows:
Minimize f (X) subject to xi ∈ Xi = 1, 2, . . . ,N
where f (X) is an objective function; X is the set of decision variables; N is the number of decision variables; Xi is the set of
the possible range of values for each decision variable, that is, xLi ≤ xi ≤ xUi ; and xLi and xUi are the lower and upper bounds for
each decision variable, respectively. The algorithm requires several parameters: Harmony Memory Size (HMS), Maximum
number of Improvisations (MaxImp), Harmony Memory Considering Rate (HMCR), Pitch Adjusting Rate (PAR), Bandwidth
vector used in (bw).
In Step 2, the HMmatrix is initially filled with as many randomly generated solution vectors as the HMS, as well as with
the corresponding function values of each random vector, f (X).
HM =

x11 x
1
2 . . . x
1
N | f (X1)
x21 x
2
2 . . . x
2
N | f (X2)
...
...
. . .
... | ...
xHMS1 x
HMS
2 . . . x
HMS
N | f (XHMS)
 .
Step 3. A new harmony vector, X´ = (x´1, x´2, . . . , x´N), is improvised based on the following threemechanisms: (1) random
selection, (2) memory consideration, and (3) pitch adjustment. In the random selection, the value of each decision variable,
in the new harmony vector is randomly chosen within the value range with a probability of (1-HMCR). The HMCR, which
varies between 0 and 1, is the rate of choosing one value from the historical values stored in the HM, and (1-HMCR) is the
rate of randomly selecting one value from the possible range of values.
x´i ←
{
x´i ∈ {x1i , x2i , . . . , xHMSi } with probability HMCR,
x´i ∈ Xi with probability (1-HMCR).
The value of each decision variable obtained by the memory consideration is examined to determine whether it should be
pitch-adjusted. This operation uses the PAR parameter, which is the rate of pitch adjustment as it should be pitch-adjusted
to neighboring pitches with a probability of HMCR × PAR, while the original pitch obtained in the memory consideration
is kept with a probability of HMCR × (1-PAR). If the pitch adjustment decision for x´i is made with a probability of PAR, x´i
is replaced with x´i ± u(−1, 1) × bw, where bw is an arbitrary distance bandwidth for the continuous design variable, and
u(−1, 1) is a uniform distribution between−1 and 1. The value of (1-PAR) sets the rate of performing nothing. Thus, pitch
adjustment is applied to each variable as follows:
x´i ←
{
x´i ± u(−1, 1)× bw with probability HMCR × PAR
x´i with probability HMCR × (1-PAR).
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Step 4. Update the HM. If the new harmony vector is better than the worst harmony vector in the HM, based on the
evaluation of the objective function value, the new harmony vector is included in the HM, and the existing worst harmony
vector is excluded from the HM.
Step 5. If the stopping criterion (or maximum number of improvisations) is satisfied, the computation is terminated.
Otherwise, Steps 3 and 4 are repeated.
2.1. Proposed harmony search algorithm (PHS)
HMCR, PAR and bw are very important factors for the high efficiency of the HS methods and can be potentially useful in
adjusting convergence rate of algorithms to the optimal solutions. These parameters are introduced to allow the solution to
escape from local optima and to improve the global optimum prediction of the HS algorithm. So fine adjustment of these
parameters are of great interest. Mahdavi et al. [19] introduced bwi as follows:
bwi = bwmax.exp
[
ln
(
bwmin
bwmax
)
.
i
MaxImp
]
where bwmin is the minimum bandwidth and bwmax is the maximum bandwidth. Li et al. [20] introduced a non-uniform
mutation operation from GA to replace the standard HS pitch adjusting operation:
x´new,i =
{
xnew,i +∆(j, xUi − xnew,i) if r1 ≤ 0.5
xnew,i −∆(j, xnew,i − xLi ) if r1 > 0.5
where∆(y, j) = y.rand([0, 1]).(1− ImpMaxImp )c , c is a constant and r1 ∈ [0, 1] is a random number. Also Yang [21] introduced
uniform adjusting operation: bw = xU−xL1000 .
The key difference between the proposed harmony search algorithm (PHS) and basic HSmethod is in theway of adjusting
the bw. This value is expressed for continuous variables as follows:
bwi =

XU − XL
1000
if rand([0, 1]) < PAR-A
∂ f
∂xi
(x)
xUi − xLi
if rand([0, 1]) ≥ PAR-A
where A ∈ [0, PAR]. It is obvious, in most cases, calculating derivative is too complicated or expensive. To overcome this
problem, finite differencing is an approach to the calculation of approximate derivatives whose motivation comes from
Taylor’s theorem. A more accurate approximation to the derivative can be obtained by using the central difference formula,
defined as:
∂ f
∂xi
(x) ≈
f (x+ ei)− f (x− ei)
2
where ei is the ith unit vector and  = 10−8. So the bw is stated for continuous variables as follows:
bwi =

XU − XL
1000
if rand([0, 1]) < PAR-A
f (x+ 2ei)− f (x− 2ei)
4(xUi − xLi )
if rand([0, 1]) ≥ PAR-A.
Thus, the pitch adjustment is applied to each variable as follows:
x´i ←

x´i + u(−1, 1).x
U
i − xLi
1000
with probability HMCR × PAR × (PAR-A)
x´i + u(−0.5, 1.5) f (x+ 2ei)− f (x− 2ei)
4(xUi − xLi )
with probability HMCR × PAR × A
x´i with probability HMCR × (1-PAR).
The best section for A is PAR/2 or PAR.
3. Illustrative example
In this section, the PHS algorithm is compared with the basic HS algorithm to show the effect of bw and high efficiency
of this algorithm. The modified Himmelblau function,
f (x) = (x21 + x2 − 11)2 + (x1 + x22 − 7)2 + 0.1[(x1 − 3)2 + (x2 − 2)2]
is considered to show both of algorithm behavior in consecutive generations. The modified Himmelblau function with
x1, x2 ∈ [−6, 6] is a benchmark minimization problem that is regarded as difficult [22]. The global minimum is f (3, 2) = 0.
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Fig. 1. Contours of the modified Himmelblau function showing new harmonies generated by the basic HS algorithm (according to the Yang approach).
Iteration
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)
Fig. 2. Convergence behavior of the modified Himmelblau function by the basic HS.
Fig. 3. Contours of the modified Himmelblau function showing new harmonies generated by the PHS algorithm.
Both of the algorithms start with the same initialization of HM. The state of HM in different iterations for the algorithms
basic HS algorithm (according to the Yang approach) and PHS are shown in Tables 1 and 2 respectively. Figs. 1 and 3 show the
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Table 1
HM state in different iterations for the modified Himmelblau function using the basic HS algorithm.
x1 x2 f (x) x1 x2 f (x) x1 x2 f (x)
Initial HM HM after 100 searches HM after 300 searches
3.7767 4.8695 486.8 3.5965 −2.0692 2.4805 3.5811 −1.8212 1.504365
−4.4762 4.9605 374.8 3.6034 −2.0692 2.4826 3.5811 −1.8212 1.504365
1.5883 −4.8295 502.8 3.6034 −1.9900 1.9460 3.5811 −1.8212 1.504365
−2.6580 0.5626 102.0 3.6034 −2.3781 7.2101 3.5811 −1.8212 1.504365
5.4901 5.5787 1489.8 3.5965 −2.3807 7.2802 3.5811 −1.8212 1.504365
−4.1086 5.6471 571.1 3.5924 −1.9823 1.8993 3.5811 −1.8212 1.504365
5.4860 −0.1755 361.3 3.5965 −1.9823 1.9004 3.5811 −1.8212 1.504365
3.6034 −4.2974 236.5 3.6054 −2.3825 7.3106 3.5811 −1.8212 1.504365
−0.9389 4.9888 316.0 3.5965 −2.3781 7.2197 3.5811 −1.8212 1.504365
3.5065 5.5139 771.8 3.6030 −2.3781 7.2105 3.5811 −1.8212 1.504365
HM after 680 searches HM after 3000 searches HM after 5500 searches
3.5815 −1.8209 1.504354 3.1047 1.7714 0.7486 3.0000 2.0000 0.000000
3.5815 −1.8209 1.504354 3.5815 −1.8208 1.5044 3.0000 2.0000 0.0000000
3.5815 −1.8209 1.504354 3.5815 −1.8208 1.5044 3.0001 2.0000 0.0000003
3.5815 −1.8209 1.504354 3.5815 −1.8208 1.5044 3.0001 2.0000 0.0000003
5.4901 −1.8209 1.504354 3.5815 −1.8208 1.5044 3.0001 2.0000 0.0000003
3.5815 −1.8209 1.504354 3.5815 −1.8208 1.5044 3.0001 2.0000 0.0000003
5.4860 −1.8209 1.504354 3.5815 −1.8208 1.5044 3.0001 2.0000 0.0000003
3.5815 −1.8209 1.504354 3.5815 −1.8208 1.5044 3.0001 2.0000 0.0000003
3.5815 −1.8209 1.504354 3.5815 −1.8208 1.5044 3.0001 2.0000 0.0000003
3.5815 −1.8209 1.504354 3.5815 −1.8208 1.5044 3.0001 2.0000 0.0000003
Iteration
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Fig. 4. Convergence behavior of the modified Himmelblau function by the PHS algorithm.
new harmonies generated. These figures determine early iterations by light markers and later iterations by dark markers.
Additionally, Figs. 2 and 4 show convergence history by the basic HS algorithm and PHS algorithm, respectively.
It is clear from tables and figures that the PHS algorithm works better than the basic HS algorithm. Additionally, Figs. 5–
10 show the effect of variation of HMCR and PAR. We can see that suitable HMCR and PAR lead to significant improvements
and increasing convergence rate of the PHS algorithm. Generally, selecting HMCR = 0.6–0.99 (especially, HMCR = 0.95,
0.96 and 0.99) and PAR = 0.1–0.7 (especially, PAR= 0.3, 0.4 and 0.7) lead to high efficiency of the PHS algorithm.
4. Examples
In this study, four examples are borrowed from the literature to demonstrate the efficiency and robustness of solving
the sum-of-ratios problems. Below we describe these problems and the corresponding computational results. For these
problems, the numerical results which are compared with other methods are illustrated in Table 3. Programs have been
written in Matlab 7.2 and have been done on a Pentium IV 2.6 GHz CPU. The Number of iterations and computation time
of each example are reported in Table 4. In all cases, the solutions obtained using the PHS algorithm are superior to those
obtained from other methods.
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Table 2
HM state in different iterations for the modified Himmelblau function using the PHS algorithm.
x1 x2 f (x) x1 x2 f (x) x1 x2 f (x)
Initial HM HM after 100 searches HM after 300 searches
3.7767 4.8695 486.8 3.0399 2.5523 7.1836 3.0483 2.0320 0.1368
−4.4762 4.9605 374.8 3.0316 2.5977 8.3837 3.0363 2.0568 0.1477
1.5883 −4.8295 502.8 3.0410 1.1060 7.9822 3.0713 1.9529 0.1628
−2.6580 0.5626 102.0 3.7911 −1.0458 10.8776 3.0487 1.9529 0.0806
5.4901 5.5787 1489.8 3.0406 2.1628 0.6853 3.0458 1.9529 0.0729
−4.1086 5.6471 571.1 3.6034 −0.5397 12.4119 3.0406 1.9529 0.0608
5.4860 −0.1755 361.3 3.5962 −1.0407 7.1416 3.0458 2.0526 0.1761
3.6034 −4.2974 236.5 3.7811 −1.0407 10.6370 3.0483 1.9529 0.0795
−0.9389 4.9888 316.0 3.7679 −1.3360 6.7298 3.0381 1.9560 0.0534
3.5065 5.5139 771.8 3.0452 2.6002 8.6741 3.0381 1.9565 0.0531
HM after 600 searches HM after 670 searches
3.0009 1.9991 0.0000277 2.9998 1.9991 0.0000189
3.0009 1.9984 0.0000450 3.0000 1.9991 0.0000138
3.0009 2.0013 0.0000823 3.0000 2.0000 0.0000000
3.0014 1.9984 0.0000716 3.0009 1.9991 0.0000277
3.0009 1.9990 0.0000291 3.0009 1.9991 0.0000277
3.0000 2.0013 0.0000289 3.0000 2.0013 0.0000289
3.0009 1.9986 0.0000383 3.0000 1.9991 0.0000138
3.0000 1.9991 0.0000138 3.0000 1.9991 0.0000138
3.0009 2.0013 0.0000823 3.0000 1.9996 0.0000027
3.0003 1.9984 0.0000374 2.9996 1.9991 0.0000269
Iteration
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Fig. 5. Convergence behavior of the modified Himmelblau function with HMCR= 0.7 by the PHS algorithm.
Themost popular approach to handle constraints is to use penalty functions that penalize infeasible solutions by reducing
their fitness values in proportion to their degrees of constraint violation. In this work, we propose penalty function as:
fitnessi(x) =
n∑
i=1
fi(x)
gi(x)
+ 1
αµ
K∑
k=1
[max(0,−hj(x))]γ + 1
βµ
J∑
j=1
[max(0, |mj(x)|)]ν
where α, β, γ , ν is 1 or 2 and µ→ 0.
Example 1.
max f (x) =
(
13x1 + 13x2 + 13
37x1 + 73x2 + 13
)−1.4
×
(
64x1 − 18x2 + 39
13x1 + 26x2 + 13
)1.2
−
(
x1 + 2x2 + 5x3 + 50
x1 + 5x2 + 5x3 + 50
)0.5
×
(
x1 + 2x2 + 4x3 + 50
5x2 + 4x3 + 50
)−2
g1(x) = 2x1 + x2 + 5x3 ≤ 10
g2(x) = 5x1 − 3x2 = 3
1.5 ≤ x1 ≤ 3, x2, x3 free.
(2)
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Fig. 6. Convergence behavior of the modified Himmelblau function with HMCR= 0.95 by the PHS algorithm.
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Fig. 7. Convergence behavior of the modified Himmelblau function with HMCR= 0.99 by the PHS algorithm.
Iteration
HMCR=0.2 PAR=0.4
HMCR=0.5 PAR=0.4
HMCR=0.6 PAR=0.4
HMCR=0.95 PAR=0.4
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
f(x
be
st
)
105
100
10–5
10–10
10–15
10–20
10–25
10–30
Fig. 8. Convergence behavior of the modified Himmelblau function with PAR= 0.4 by the PHS algorithm.
Recently, Shen andWang [11] solved the above problemusing a linear relaxation and branch and bound algorithm. Shen and
Wang [11] obtained the best solution at x = (1.5, 1.5, 0.0) with a corresponding function value equal to f (x) = 7.96324.
740 M. Jaberipour, E. Khorram / Journal of Computational and Applied Mathematics 234 (2010) 733–742
Iteration
HMCR=0.2 PAR=0.7
HMCR=0.5 PAR=0.7
HMCR=0.6 PAR=0.7
HMCR=0.96 PAR=0.7
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
f(x
be
st
)
105
100
10–5
10–10
10–15
10–20
Fig. 9. Convergence behavior of the modified Himmelblau function with PAR= 0.7 by the PHS algorithm.
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Fig. 10. Convergence behavior of the modified Himmelblau function with PAR= 0.9 by the PHS algorithm.
When applying the PHS algorithm maximum solution vector of x = (1.5, 1.5, 1.1) with a corresponding function value
equal to f (x) = 8.1207 was obtained. The PHS parameters were set as HMCR= 0.96, PAR= 0.4 and A= PAR/2.
Example 2. Consider the following sum of two ratios of quadratic functions:
min f (x) = x
2
1 + x22 + 2x1x3
x23 + 5x1x2
+ x1 + 1
x21 − 2x1 + x22 − 8x2 + 20
g1(x) = x21 + x22 + x3 ≤ 5
g2(x) = (x1 − 2)2 + x22 + x23 ≤ 5
1 ≤ x1 ≤ 3, 1 ≤ x2 ≤ 3, 1 ≤ x3 ≤ 2.
(3)
Example 2 was solved in [23] by the branch and bound algorithm based on the rectangular partition and the Lagrangian
relaxation. An approximate solution was given as x = (1.32547, 1.42900, 1.20109) with objective function value 0.9020.
Recently, Shen et al. [12] solved the above problemusing a linear relaxation and branch and bound algorithm. Shen et al. [12]
obtained the best solution at x = (1.04159, 1.39906, 1.06607)with a corresponding function value equal to f (x) = 0.8339.
The PHS algorithmwas applied to the above problem. The best solution was obtained at x = (1.0000, 1.2301, 1.0000)with
a corresponding function value equal to f (x) = 0.8186. The PHS parameters were set as HMCR = 0.95, PAR = 0.4 and
A= PAR/2.
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Table 3
Comparison results of the PHS algorithm with other methods.
Example References Optimal solution Optimal value
1 (maximization problem) PHS (present study) (1, 5, 1.5, 1.1) 8.1207
Shen and Wang [11] (1, 5, 1.5, 0) 7.96324
2 (minimization problem) PHS (present study) (1.0000, 1.2301, 1.0000) 0.8186
Shenet al. [12] (1.04159,1.39906,1.06607) 0.8339
Qu et al. [23] (1.32547, 1.42900, 1.20109) 0.9020
3 (minimization problem) PHS (present study) (−1.1686,−0.0642) −7.0775
Fang et al. [24] Unavailable −7.0766
4 (maximization problem) PHS (present study) (1, 1, 1, 5, 1, 5, 1, 5, 1, 5, 1, 5, 1, 5, 1, 5, 1, 5, 1, 5) 38.601186
Dür [10] Unavailable 37.3206
Table 4
The number of iterations and execution time of the PHS algorithm for each example.
Example Iteration Execution time (second)
1 (maximization problem) 3200 0.5156
2 (minimization problem) 200 0.0000
3 (minimization problem) 500 0.0156
4 (maximization problem) 1200 0.0938
Example 3. Consider the following sum of a quadratic function and the ratio of two quadratic functions:
min f (x) = n(x)+ m1(x)
m2(x)
m2(x) ≥ 0.01, (4)
where x = (x1, x2) and
n(x) = 1
2
xTQx− CTx,
m1(x) = 12x
TGx,
m2(x) = 12x
THx− bTx,
Q =
(−1 6
6 5
)
, G =
(
5 1
1 2
)
, H =
(−7 3
3 −2
)
, C =
(−8
2
)
, b =
(
5
3
)
.
This example is a nonconvex global optimization problem subject to an elliptic constraint. Recently, Fang et al. [24] solved
the above problem. They first relaxed the fractional structure by introducing a family of parametric subproblems. Then they
developed a corresponding canonical duality theory, both in weak and strong duality form, to handle each subproblem.
The infimum of the optima of the parameterized subproblems led to a solution to the original problem. They obtained the
best solution with function value equal to f (x) = −7.0766. When applying PHS algorithm minimum solution vector of
x = (−1.1686,−0.0642)with a corresponding function value equal to f (x) = −7.0775 was obtained. The PHS parameters
were set as HMCR= 0.95, PAR= 0.7 and A= PAR/2.
Example 4. Consider the following functions with 20 variables:
r1(x) =
20∑
i=1
ixi
20∑
i=1
xi
,
r2(x) =
10∑
i=1
ix2i
10∑
i=1
x2i−1
,
r3(x) =
10∑
i=1
x2i−1
10∑
i=1
ix2i
,
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and the maximization problem
max
3∑
i=1
ri(x1, . . . , xn) 1 ≤ xi ≤ 5, i = 1, . . . , 20. (5)
The previous low-dimensional examples were taken from the literature. We present an example with twenty variables
to illustrate the performance of our algorithm in higher dimensions. Recently, Dür [10] solved the above problem using
the Multistart pure adaptive search. They obtained the best solution with function value equal to f (x) = 37.3206. In
contrast, when applying PHS algorithm, solution vector of x = (1, 1, 1, 5, 1, 5, 1, 5, 1, 5, 1, 5, 1, 5, 1, 5, 1, 5, 1, 5) with
a corresponding function value equal to f (x) = 38.601186 was obtained. The PHS parameters were set as HMCR = 0.96,
PAR= 0.7 and A= PAR/2.
5. Conclusion
The sum-of-ratios problems are considered to be difficult. In this paper, a novel approach for solving a special class of
fractional programming problems was presented. From the above computational results, we can obtain that solving the
sum-of-ratios problems by the proposed solution algorithm yields solutions with much better objective value than other
methods.
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