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Abstrakt 
Tato práce se věnuje problematice vytvoření dolovacího modulu pro dolování víceúrovňových 
asociačních pravidel pro již exitující dolovací systém. V úvodní části je obecně rozebraná 
problematika dolování z dat a dolovací algoritmy Apriori a ML T2L1. V hlavní části se práce věnuje 
návrhu a implementaci dolovacího modulu a DMSL elementů. V závěrečné části najdeme ukázkovou 
dolovací úlohu, porovnání jejich výsledků a celkové zhodnocení dosažených výsledků. 
 
 
 
 
 
Abstract 
This thesis focuses on the problematics of implementing a multilevel association rules mining 
module, for existing data mining project. There are two main algorithms explained, Apriori and 
MLT2L1. The thesis continues with the datamining module implementation, as well as the DMSL 
elements design. In the final chapters deal with an example dataminig task and its result comparison 
as well as the whole thesis achievement description.  
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1 Úvod 
Žijeme v době, ve které počítač je již nepostradatelnou součástí našich životů. Provází nás v soukromí 
tak, jako na pracovišti. Většina pracovních procesů, ať už na jakékoliv úrovni, nebo v jakékoliv 
oblasti, se již bez nějaké formy počítačové podpory neobejde. Technologicky pokrok na poli 
perzistentních pamětí společně s objevem dostatečně robustních datových modelů způsobil masivní 
prosazování se databází jako nepostradatelným prvkem této podpory. Dnes můžeme s jistou 
nadsázkou říci, že téměř každá událost v našem okolí, je součástí nějakého procesu, který generuje a 
ukládá nějaká data. Databáze jsou takto denně plněny obrovským množstvím transakčních dat. 
Existují oblasti lidské činnosti, kde informace v takovýchto datech uložené, představují 
obrovský potenciál pro svého majitele, který je na základě nich schopný se lépe, kompetentněji a 
rychleji rozhodovat. Problémem dnešních dnů zůstává,  jak vhodně zpracovávat takto velká množství 
dat a jak z nich  získávat netriviální informace, vhodné pro podporu rozhodování. 
První premisou je nějaké systematické hromadění každodenně vznikajících dat, pokud možno 
ze všech dostupných relevantních zdrojů na jedno jediné místo, odkud k nim budeme přistupovat. 
Takové místo se nazývá datový sklad a data zde kromě hromadění prochází mnoha dalšími čistícími a 
integračními procesy, které zvyšují jejich kvalitu. Datový sklad nám umožňuje pohodlný pohled na 
bohatě strukturovaná data a jejich agregované hodnoty. Souhrnně se tyto nástroje a postupy nazývají 
OLAP. Pokud se nespokojíme s explorativní datovou analýzou, kterou nám OLAP nabízí, máme 
k dispozici ještě skupinu nástrojů, postupů a technik, které se říká Datamining (dolování z dat). 
Jde o celou skupinu automatizovaných postupu, které pomocí statistických metod, nebo 
metod umělé inteligence hledají v datech jisté netriviální znalosti a informace, které lze využít 
v podpoře rozhodování. Aplikační oblasti jsou značně široké, může jít o znalosti uložené v OLAP, 
webu, nebo proudech multimediálních dat. Výsledky nacházejí uplatnění v obchodní sféře, 
zdravotnictví, bankovnictví. 
Cílem této práce je implementace modulu pro systém pro získávání znalostí z dat, vyvíjený na 
FIT. Systém je postaven nad jazykem DMSL a napsán nad platformou Netbeans Platform. Systém je 
postaven modulárně (jádro + dolovací moduly). Účelem modulu popsaného v této práci, bude 
získávání asociačních pravidel z vícedimenzionálních dat. 
Text je organizován do 9 kapitol. V první kapitole je čtenář uveden do problematiky a je 
seznámen s obsahem práce. V druhé kapitole jsou krátce popsány čistící a integrační procesy s daty a 
s obvyklými dolovacími úlohami a jejich formulací. Třetí kapitola obsahuje popis vybraných 
algoritmů pro extrakci frekventovaných množin, nutných k vytváření asociačních pravidel. Kapitola 4 
a 5 nás blíže seznámí s použitými technologiemi a se strukturou FIT Datamineru. Kapitoly 6 a 7 zase 
s návrhem a implementací dolovacího modulu. V kapitole 8 najdeme demonstrační dolovací úlohu a 
porovnání jejich výsledků. Kapitola 9 je závěr, ve kterém najdeme i náměty na budoucí rozšíření. 
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2 Formulace dolovací úlohy 
Jak už bylo naznačeno dříve, dolování z dat je o získávání netriviálních, doposud neznámých a 
potenciálně užitečných informací. Netriviálnost znamená, že musí jít o informace, které nejsou na 
první pohled patrné a nelze je získat explicitním (SQL) dotazem. Potenciální užitečnost tkví právě ve 
využitelnosti získané informace k podpoře rozhodování. Například ke zjištění často společně 
nakupovaných věcí, kvůli organizaci zboží v obchodě, nebo k určení náchylnosti k jistému druhu 
onemocnění, v závislosti na pacientových životních návycích, genetických dispozicích a jiných 
údajích, detekce typických rysů podezřelých bankovních operací (zneužití platební karty, praní 
špinavých peněz). Samotná dolovací úloha se skládá z několika fází, které na sebe navazují, nebo se 
mohou v případě potřeby opakovat. Na obrázku 2.1 jsou tyto fáze zachyceny. 
 
 
Obrázek 2.1 Fáze dolovací úlohy. Převzato z [14]. 
 
 
2.1 Předzpracování dat 
 
Kvalita dat, je základním kamenem každé dolovací úlohy. Stejně jako kvantita, má rozhodující vliv 
na výsledek. Netriviální závislosti jsou patrné až z velkých souborů dat. Pro zajištění takto velkých 
objemů, je často nutné sbírat data z různých zdrojů a s různým stupněm kvality. V datech se často 
můžou vyskytovat chybějící nebo absurdní hodnoty (teplota pacienta -20 stupňů). Nekonzistence 
v pojmenování atributů a podobně. Závažným problémem je taky datová redundance a potřeba jejich 
redukce. 
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2.1.1 Čistění dat 
V této fázi jde o samotnou manipulaci s daty, které do dolovací úlohy vstupují. Cílem je eliminovat 
chyby, kterými data mohou trpět a ovlivnit tak dolovací algoritmus, zvláště pokud se chyba vyskytuje 
v klíčovém atributu a větší četností, může to být pro dolovací algoritmus fatální. Nutnost tohoto 
kroku je tedy zřejmá. 
 
2.1.1.1 Chybějící hodnota 
 
Velmi častý jev v datech pocházejících z transakčních databází, kde se u nepovinných atributů 
povoluje ukládat hodnota NULL. Existuje několik způsobů eliminace, které se liší náročností a měrou, 
jakou ovlivňují a zkreslují informace obsažené v datech.  
 
1. Vypuštění záznamu – Všechny záznamy s chybějícím atributem, budou odstraněny 
z datasetu pro dolovací úlohu. Velmi efektivní a nenáročný způsob. Ztrácí se však 
informace, kterou nesou ostatní atributy N-tice. 
 
2. Manuální doplnění – Člověk znalý dat a jejich problematiky doplní záznam ručně. 
Velmi přesná a citlivá metoda, která je bohužel ve větším měřítku nerealizovatelná. 
 
3. Automatické doplnění – Místo chybějících atributů, jsou doplněny hodnoty 
v závislosti na různých přístupech: 
 
a. Globální konstanta – Za chybějící hodnotu, nebo hodnotu NULL, je dosazena 
předem vybraná hodnota z intervalu hodnot. Například nula. Při větším 
výskytu může silně ovlivnit výsledek dolování. 
 
b. Průměrná hodnota – Místo předem zvolené univerzální hodnoty dosazené na 
každé chybějící místo, je do N-tice doplněna průměrná hodnota atributu, 
spočtená z ostatních N-tic datasetu. Jedná se o podstatně citlivější přístup, 
který ale přes to může způsobovat zkreslení výsledků dolování.  
 
c. Průměrná hodnota N-tic stejné třídy – Na rozdíl od čistého průměru, se 
zohledňuje příslušnost záznamu do jisté třídy. Chybějící hodnota je doplněna 
průměrem atributu N-tic stejné třídy. 
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d. Pravděpodobná hodnota – Chybějící hodnota je doplněna speciálním 
algoritmem,  který ji aproximuje na základě nenulových  hodnot ostatních 
atributů. Jedná se v podstatě o samostatnou dolovací úlohu, jejímž výstupem 
není znalost, ale plnohodnotná data. Nejčastěji se používá lineární regrese 
(spojitá data) nebo rozhodovací strom (diskrétní data). 
 
2.1.1.2 Datový šum 
Jako šum v datech lze popsat různé kuriózní, nesmyslné a odlehlé hodnoty, které se v datech 
vyskytují (teplota pacienta 58 °C, datum 35. Prosince apod.). Vznikají například lidskou chybou (při 
sběru nebo manipulaci), softwarovou  nebo hardwarovou chybou. Je několik metod, které se pro 
redukci šumu používají: 
 
Lineární regrese – Hodnoty dat jsou nahrazeny hodnotami regresní křivky, která aproximuje 
původní hodnoty, dochází k eliminaci lokálních extrémů. 
Shlukování – Metoda opět spíše ze skupiny dolovacích algoritmů, která nachází uplatnění i ve fázi 
předzpracování. Data se roztřídí do shluků. Hodnoty, které nejsou přiřazeny do žádného shluku, lze 
klasifikovat jako odlehlé, tedy šum. 
Binning – Setříděná data se rozdělí do skupin (košů) s přibližně stejným počtem N-tic. A hodnoty 
záznamů v koši jsou nahrazeny průměrem, mediánem, nebo jinou hodnotou pro daný koš. 
 
2.1.2 Integrace 
Fáze předzpracování aktuální především v případě, že data pocházejí z více zdrojů a přestože obsahují 
informace o stejných subjektech, jejich podoba se může lišit. Například pojmenování jednotlivých 
atributů, kdy hlavní klíč tabulky může být jednou pojmenován ID a podruhé IdentifikačníČíslo. 
Povahu dat je potřeba sjednotit hned v několika ohledech: 
 
Konflikt hodnot – Prezentace hodnot atributů v různých stupnicích a jednotkách, formátech času, 
zemské poloze (souřadnice GPS) apod.  
Konflikt schématu dat – Různá podoba metadat, která jinak obsahují velmi podobnou informaci. 
Vystihujícím příkladem může být rozdílná atomičnost atributu adresa, kde v jednom schématu může 
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být vedena v jednom atributu jako řetězec Ulice, Město, Stát a jiném schématu, jako tři nezávislé 
atributy. 
2.1.3 Transformace a redukce dat 
Poslední dvě fáze předzpracování mají za úkol data připravit do podoby, která umožní co 
nejefektivnější zacházení z pohledu dolovacích algoritmů. Data jsou žádoucí ve stavu, ve kterém jsou 
potlačeny atributy a hodnoty, které nemají klíčový význam pro dolovací úlohu.  
Konstrukce atributů – Vytvoření jednoho atributu sloučením jiných s podobným významem. 
Například při evidenci nákladů, kde vedeme jako atributy počet lidí a jimi odpracované hodiny, je 
možné atributy sloučit např. do jednoho - člověkohodin, bez ztráty významné informace. 
Agregace -  Sumarizace hodnot atributů jisté dimenze (čas, místo, apod.).  
Generalizace – Nahrazení hodnoty atributu, obecnější hodnotou. Pokud nás zajímají fakta například 
ohledně prodejů zboží na úrovni států, je zbytečné, aby byly evidovány hodnoty prodejů 
z jednotlivých měst. 
Selekce atributů – Redukce dat, pouze na atributy zajímavé v kontextu dolovací úlohy. 
Diskretizace – Úprava spojitých dat, při které se spojité hodnoty mapují na intervaly. Úprava 
nezbytná pro některé dolovací algoritmy, které umějí zacházet pouze s diskrétními hodnotami. 
Redukce počtu hodnot – Atributy s velkým počtem hodnot, se slučují do menších skupin. Datový 
model je nahrazen redukovaným podle potřeby úlohy. 
Normalizace – Převod číselných atributů na poměrné hodnoty, typicky z intervalu <-1, 1> 
2.2 Typické dolovací úlohy 
V zásadě lze rozdělit všechny typy dolovacích úloh do dvou skupin podle toho, jaké znalosti 
přinášejí. Jsou to deskriptivní úlohy, jejichž výstupem jsou nějaké nové poznatky o datech. Např. 
které potraviny jsou nakupovány dohromady, jaká skupina zákazníků je nejčastěji nakupuje 
a podobně. Další skupinou jsou prediktivní úlohy, které na základě nějaké předchozí natrénované 
znalosti o datech, dedukují, predikují informace o datech nově získaných. 
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2.2.1 Shlukovací analýza 
Shlukovací analýza je deskriptivní druh úlohy, ve které se neohodnocená data rozdělují do skupin 
(shluků) tak, že podobnost prvků v rámci shluku je co největší, zato prvky v různých shlucích jsou co 
nejrozdílnější. Nejčastější metoda shlukování je na základě vzdálenosti. 
 
 
Obrázek 2.1 Shlukování. Převzato z [10] 
 
Oblast aplikace shlukování lze vnímat buď jako samostatnou dolovací úlohu, nebo jako mezikrok při 
předzpracování a analýze dat. Shlukovací analýza může poskytnout informace, které mohou být 
využity jinými dolovacími metodami, které nad daty budou pracovat. 
2.2.2 Klasifikace a predikce 
Obě dolovací úlohy jsou si v zásadě podobně, obě na základě nějaké znalosti o datech vytvářejí 
datový model a nová data podle něj rozdělují do jednotlivých tříd. Klasifikace pracuje s diskrétními 
daty, zatímco predikce primárně se spojitými. 
 
2.2.2.1 Klasifikace 
 Lepší představu o principu činnosti je možně si udělat ze situace, kdy máme databázi hub jistého 
druhu popisující jejich morfologii (stavbu, zbarvení, vůni, chuť). Na základě ohodnocení vzorku (zda 
se jedná o houbu jedlou či nikoliv),  je klasifikátor schopný se na trénovací množině naučit, na 
základě kterých hodnot kterých atributů patří vzorek do jaké třídy a další vzorky pak klasifikovat do 
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příslušné třídy bez znalosti ohodnocení. Jak je patrné, úloha pracuje v několika fázích, trénovací 
a validační (klasifikace). Nejpoužívanější klasifikační algoritmy jsou: 
Rozhodovací strom – Diagram se stromovou strukturou, kde uzly představují testované atributy, 
hrany z uzlů výsledek testu a listy výsledné třídy. 
 
Obrázek 2.2 Rozhodovací strom. Převzato z [9] 
 
Neuronová síť – Ke klasifikaci používáme nejčastěji neuronovou síť Backpropagation. Cílem učení 
je najít vhodné váhy sítě pro trénovací data. Učení probíhá tak, že se porovná výsledek výstupu z NS 
s reálnou třídou záznamu a podle něj se upravují váhy jednotlivých neuronů, postupně, od výstupní 
vrstvy ke vstupní. Proces se nazývá zpětné šíření chyby (odtud název Backpropagation). 
Další metody – K dispozici je široká škála dalších klasifikátorů, Baesovská klasifikace, 
Fuzzy množiny, genetické algoritmy. Každý z nich vyniká výkony pro jistý typ dat. 
2.2.2.2 Predikce 
Něco málo jsme si o predikci řekli již v předchozí kapitole, pracuje se spojitými hodnotami a používá 
se pro určení nějaké hodnoty z hodnot předcházejících. Tím se od klasifikace liší. Metody dále mají 
společný průběh úlohy.  
Lineární regrese – Aproximace daných hodnot přímkou tak, že přímka je co nejméně vzdálena od 
všech bodů. Pro výpočet parametrů přímky se používá metoda nejmenších čtverců. 
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Obrázek 2.3 Metoda nejmenších čtverců. Převzato z [9] 
 
Nelineární regrese – Aproximace bodů nelineární funkcí, nejčastěji kubickou křivkou. Řeší se 
transformací na lineární vícenásobnou regresi. 
 
 
3 Frekventované množiny a asociační 
pravidla 
Cílem dolování asociačních pravidel, je odkrývání zajímavých vazeb mezi prvky jistého datového 
souboru. Především pak asociace a korelace mezi výskyty jednotlivých položek. Hledání takovýchto 
vazeb může akcelerovat některé marketingové procesy a podpořit rozhodnutí. Nejtypičtější aplikací je 
analýza nákupního košíku, kdy se zkoumá často společně nakupované zboží. Managementu 
obchodního střediska tak poskytujeme informace, které pak může využít při posilování prodeje tohoto 
zboží. Rozmísťování zboží v prodejně, tvorbě letákové kampaně, slevových akcí apod. Oblast užití 
rozhodně není pouze v marketingu. Asociační pravidla se zjišťují v mnoha dalších datech. Například 
v sekvencích DNA, ve stylu práce s webem nebo v medicíně. 
3.1 Jednoúrovňová asociační pravidla 
Nechť I je množina položek taková, že I={x1, x2, … xk}. Dále nechť D je množina transakcí, kde 
každá transakce T je množina položek taková, že T ⊆ I. Každé transakci přísluší unikátní identifikátor 
TID. Nechť A je množina položek, Říkáme, že transakce T obsahuje A, pokud A ⊆ T. 
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Asociační pravidlo je implikace ve tvaru A⇒B, kde A ⊂ T, B ⊂ T a A ∩ B =∅. Převzato z [1]. 
3.1.1 Podpora a spolehlivost 
Pravidlo A⇒B má podporu P ve skupině transakcí D, jestliže %P transakcí z D obsahuje A∪ B. 
Pravidlo A⇒B má spolehlivost S se skupině transakcí D, jestliže %S transakcí, které obsahují A, 
obsahují také B. 
 
Množina položek, která má podporu větší než minimální, se nazývá frekventovaná množina. 
Asociační pravidlo, které má podporu a spolehlivost vyšší než minimální, se nazývá silné pravidlo. 
Na základě minimální podpory je z dat získána frekventovaná množina. Z frekventované množiny 
jsou na základě minimální spolehlivosti získaná silná pravidla. 
 
3.1.2 Druhy asociačních pravidel 
Asociační pravidla rozdělujeme na několik skupin, podle tvaru nebo hodnot atributů. 
 
1. Booleovská – atributy nabývají pouze hodnot pravda x nepravda, koupí x nekoupí. 
2. Kvantitativní – atributy mohou nabývat různých nominálních hodnot (věk 40-50, měsíční 
příjem 20 – 30 tisíc apod.) 
3. Vícedimenzionální – v pravidlech se vyskytuje více proměnných. Příkladem budiž pravidlo 
pro prodejnost osobního auta: 
počet_dveří =5 ∩  cena= ‘nízká‘ ∩  náklady_na_provoz = ‘střední‘ ⇒ prodejnost =‘vysoká‘ 
4. Víceúrovňová – popsáno v kapitole 3.2. 
3.1.3 Algoritmus Apriori 
Jde o nejzákladnější a velmi používaný algoritmus pro získávání frekventovaných množin. Jak již 
název napovídá (Apriori - dřívější), algoritmus využívá faktu, že každá neprázdná podmnožina 
frekventované množiny bude také frekventovaná. Algoritmus pracuje ve dvou po sobě jdoucích 
fázích. Návaznost fází v algoritmu viz. obrázek 3.1.  
 
1. Spojovací fáze – K vytvoření množiny Lk ,což je množina všech frekventovaných k-
množin (množina prvků o délce k) je třeba vygenerovat množinu kandidátů Ck spojením 
frekventovaných (k-1)-množin, Lk-1. Nechť l1 a l2 jsou z Lk-1, k jejich spojení dojde 
pouze, pokud prvních k-2 prvků z obou množin je stejných (algoritmus předpokládá, že 
prvky množiny dostane seřazené) a l1[k-1] < l2[k-1]. Tím je zaručeno, že množina bude 
vygenerována pouze z unikátních prvků a její prvky budou seřazeny. 
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2. Vyřazovací fáze – Ve vygenerované Ck se mohou vyskytovat nefrekventované prvky. 
V tomto kroku, se zjišťuje podpora pro prvky z Ck a prvky s nedostatečnou podporou se 
vyřazují. Pro zmenšení režie toho kroku (počet čtení z databáze) se využívá vlastnost 
Apriori. Některé prvky Ck je možné vyřadit, pokud některá podmnožina takového prvku 
není obsažena v Lk-1. Počet prvků, pro které je nutné zjišťovat podporu přímo z databáze 
se tak redukuje. 
 
 
Obrázek 3.1 Fáze algoritmu Apriori. Převzato z [1.] 
  
 Algoritmus 
Apriori  
množina frekventovaných 1
 
while 
 Generuj
pro všechny transakce
  
pro všechny kandidáty
 
 
 
 
return  
 
Kde Lk  je frekventovaná množina
Optimalizace a výkon 
Přes poměrně velkou rozšířenost má tento algoritmus 
přístupu do databáze pro výpoč
může být v případě velkých databází opravdu mnoho. 
snaží algoritmus v těchto klíčových 
 
3.1.4 Generování asocia
množiny 
Pro každou frekventovanou množinu 
Pro každou podmnožinu S je vygenerováno pravidlo 
 
-prvků, s výskytem v
 
(Lk − 1) 
  
podmnožiny(Ck,t) 
  
 
 
 prvků o velikosti k a Ck je množina kandidátů
dva závažné nedostatky. Jedním je v
et podpory kandidátů a druhý je samo generování kandidát
Časem se proto vznikaly další varianty, které se 
fázích optimalizovat. 
čních pravidel z frekventované 
L jsou vygenerovány všechny její neprázdné podmnožiny 
S⇒ (L- S).  
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  transakcích } 
 prvků o velikosti k. 
elký počet 
ů, kterých 
S. 
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Pro všechna pravidla se spolehlivost spočítá podle vztahu: 
 
 ⇒	
 = PB|A
 = sA ∪ B
sA
  
 
Ponechána jsou pouze pravidla se spolehlivostí větší, než minimální. 
3.2 Víceúrovňová asociační pravidla 
V mnoha případech se setkáváme s případem, kdy položky v asociačních pravidlech podléhají jisté 
přirozené struktuře. Například sojový rohlík Brněnské Penam, lze zařadit mezi rohlíky, mezi bílé 
pečivo a úplně zobecnit lze na pečivo. Takové struktura se nazývá konceptuální hierarchie a pro 
dolování asociačních pravidel má klíčový význam. Často nás totiž v rámci dolovací úlohy nezajímá, 
zda byl prodán přímo rohlík Penam, jak bylo uvedeno na účtence, jejichž data používáme k dolování. 
Pro naše účely bude bohatě dostačovat, když budeme mít informaci, že se prodal jakýkoliv rohlík. 
Dalším problémem je taky fakt, že počet transakcí, ve kterých bude obsažen právě rohlík Penam, 
bude výrazně menší, než by tomu bylo u obecného rohlíku. Případná podpora by tedy byla mizivá 
a výsledky dolování méně uspokojivé. Na obrázku 3.2 vidíme členění zboží do logických skupin 
(prvků konceptuální hierarchie). 
 
Obrázek 3.2 Konceptuální hierarchie zboží. Převzato z [1]. 
 
3.2.1 Apriori pro víceúrovňová data 
K dolování víceúrovňových asociačních pravidel pomocí algoritmu Apriori bylo vytvořeno několik 
přístupů, ale v podstatě jde pokaždé o postupnou aplikaci algoritmu na každou úroveň konceptuální 
hierarchie shora dolů. Podpora se ve vícedimenzionálních datech postupně snižuje, jak se přesouváme 
směrem dolů v konceptuální hierarchii. Tomu je třeba přizpůsobit vyhodnocení minimální podpory. 
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• Konstantní podpora – Jedna kompromisní podpora pro všechny úrovně. Jednoduché 
na implementaci. Nevýhodou je, že v případě vysoké hodnoty ztrácíme asociace 
na nižší úrovni. V případě nízké podpory jsme zahlceni falešnými asociacemi 
na úrovni vyšší. 
• Redukovaná podpora – Podpora se postupně snižuje s vzrůstající hloubkou zanoření. 
Každá úroveň má přiřazenou hodnotu minimální podpory.   
3.3 Metoda ML - T2L1  
Metoda ML-T2L1, publikovaná autory Jiawei Han a Yongjian Fu [6]  začátkem 90. let minulého 
století, patří do rodiny metod pro dolování víceúrovňových asociačních pravidel. Oproti algoritmu 
Apriori přináší rodina algoritmů ML pokročilejší přístup k dolování víceúrovňových pravidel. 
3.3.1 Konceptuální hierarchie 
 Metoda pracuje se zakódovanou tabulkou transakcí místo klasické tabulky. Jde o přístup, kdy se 
konceptuální hierarchie dat zakóduje přímo do názvu prvků, ze kterých se skládají transakce. 
Pro účely dolování není již původní název prvku podstatný, podstatná je teď jeho pozice 
v konceptuální hierarchii, kterou systematickým přístupem stanovíme a názvy prvků nahradíme 
adresou v hierarchii. 
 
 
Obrázek 3.3 Konceptuální hierarchie zboží. 
Každá větev stromu konceptuální hierarchie je očíslována relativně ke svému koření zleva do prava.  
Listy stromu lze vyjádřit jako posloupnost čísel větví, které odpovídají sekvenci navštívených 
vnitřních uzlů při cestě od kořene k listu. Prášku Bonux bude příslušet kód 132, prášku Persil kód 134 
apod. Takto můžeme zakódovat všechny prvky v databázi transakcí viz. obr. 3.4. 
 16
 
 
 
 
 
 
 
Obrázek 3.4 Kódovaná tabulka transakcí. 
Opodstatněnost tohoto přístupu je opřena hned o několik faktů, zejména menší prostorová režie pro 
takovouto tabulku. Identifikátor prvku, ať už je jakéhokoliv datového typu, bude většinou zabírat více 
paměti, než kód konceptuální hierarchie. Další úsporu místa přinese odstranění redundancí, jako např. 
prvků, které spadnou do stejné kategorie a jejich kód bude stejný. Největším benefitem zakódované 
tabulky transakcí je však efektivita přístupu k datům (prvkům).V každé fázi dolovací úlohy jsou pro 
nás relevantní trošku jiná data a tento přístup nám je dovoluje pohodlně identifikovat a přistupovat 
k nim. Zakódování tabulky lze realizovat buď přímo při sběru dat, není tak vyžadován extra průchod 
databáze, nebo až v rámci předzpracování dat pro dolovací úlohu. 
3.3.2 Idea algoritmu 
Vstupem do algoritmu je tabulka transakcí T1 ve tvaru viz. obrázek 3.4. V prvním kroku je spočtena 
podpora pro generalizované prvky na první úrovni konceptuální hierarchie a všechny prvky, jejichž 
podpora pro tuto úroveň je větší, než minimální, jsou vloženy do množiny. V našem ukázkovém 
příkladu je minimální podpora 4. Každý prvek ze zmíněné množiny se nazývá litem (prvek 
s podporou větší než minimální) a množiny těchto prvků nazýváme litemsety  
a označujeme L[level, k], podle toho, ze které úrovně konceptuální hierarchie (level), respektive jaké  
k-litemsety (množina litemů délky k) jsou v něm uloženy. Litemsety L[1,1] a L[1,2] tabulky z obr. 3.4 
by vypadaly následovně: 
 
 
 
 
Obrázek 3.5 Litemsety L[1, 1], L[1, 2].  
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Sečtením podpor všech jedno-prvků (k-prvků, kde k=1) na první úrovni konceptuální hierarchie 
vznikne litemset L[1,1], který je použit jako filtr pro vytvoření filtrované tabulky transakcí T2.  
V tabulce již nadále nefigurují prvky s podporou menší než minimální a transakce složené pouze 
z takových prvků jsou rovněž vypuštěny. Filtrovaná tabulka transakcí T2  , obr. 3.6, se pak používá 
místo T1 po zbytek úlohy. 
 
 
Obrázek 3.6 Filtrovaná tabulka transakcí zboží. 
V souladu s předpokladem, že pouze následníci frekventovaných prvků mohou být také 
frekventovaní, bereme prvky z L[1,1] jako kandidátní pro vytvoření množiny frekventovaných jedno-
prvků na druhé úrovni konceptuální hierarchie, litemset L[2, 1], viz. obr. 3.6. 
 
 
Obrázek 3.7 Litemset L[2, 1]. 
Litemset L[2,1] je vytvořena tak, že pro následníky litemů z L[1, 1] je zjištěna podpora z filtrované 
tabulky transakcí T2. Z L[2,1] jsou odstraněny prvky, které nevyhovují míře minimální podpory pro 
korespondující úroveň konceptuální hierarchie, v našem případě druhou úroveň. Litemy s k>1 
(L[2, 2], L[2, 3], …), vznikají kombinací prvků litemsetů délky k-1. Na kombinace prvků se rovněž 
aplikuje úroveň minimální podpory. Analogicky litemset L[2, 2] je vytvořen z kombinace prvků 
litemsetu L[2,1], které byly filtrovány úrovní min. podpory, viz. obrázek 3.8. 
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Obrázek 3.8 Litemsety L[2, 2], L[2, 3]. 
Konečně  litemsety L[3, 1] a L[3, 2] jsou vygenerovány ve stejném procesu (výsledek na obr.  3.8). 
Generování končí buď, když v zadání úlohy není požadavek na hlubší úroveň konceptuální 
hierarchie, nebo pokud litemset jedno-prvků nové úrovně bude prázdný. 
 
 
 
 
 
 
 Obrázek 3.9 Litemsety L[3, 1], L[3, 2]. 
3.3.2.1 Algoritmus 
Do algoritmu vstupují údaje o minimální podpoře na jednotlivých úrovních konceptuální hierarchie a 
zakódovaná tabulka transakcí T2.  
 
for (level = 1; L[level, 1] ≠ ∅  and level < max_level; level++ ){ do{  
  if (level = 1) then{ 
 L[level,1] = get_large_1_itemsets(T[1], level); 
 T[2] = get_filtered_table(T[1], L[1, 1]); 
  } 
  else { 
   L[level,1] = get_large_itemsets(T[2], level); 
  for (k = 2; L[level, k - 1] ≠ 0; k++) do { 
 ck = get_candidate_set(L[level, k – 1]); 
  foreach transaction t  T[2] do { 
   Ct = get_subsets(Ck, t); 
   foreach candidate c  Ct do c.support++; 
  } 
               L[level, k] = {c  Ck |  support ≥ minsup(level)}; 
     } 
     LL[level] = ⋃   L[level, k];  
} 
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Vysvětlení: 
• Na první úrovni je litemset L[level,1] získán z T1 pomocí funkce 
get_large_1_itemsets(T[1], level). Na každé další úrovni level, je litemset L[level, 1] získán 
již funkcí get_large_itemsets(T[1], level). Od druhé úrovně výše (level >2) bude platit, že 
pouze ty prvky z T2, které jsou obsaženy v L[level-1, 1], mohou být v úvahu při generování 
L[level, 1]. K-itemset je množina prvků o délce k, které na rozdíl od litemsetů nemusí být 
frekventované, jsou to obyčejné pracovní množiny prvků o jisté délce. 
• Generování množin litemsetů s vyšším k (k > 1) je prováděno ve dvou krocích. 
 
A. Výpočet množiny kandidátů z L[level, k-level] podobně jako je tomu u algoritmu 
Apriori. Pro připomenutí, algoritmus Apriori vygeneruje množinu kandidátu Ck, která 
se skládá z prvků o délce k (k-itemsetů). K-itemsety vznikají spojením (k-1)-itemsetů 
z L[level, k], které sdílí k-2 prvků. Pokud se některý z podmnožiny (k-1)itemsetů 
kandidáta c nevyskytuje v L[level, k-1], je kandidát c vyřazen.  
B. Pro každý k-prvkový itemset obsaženy v Ck je nutné spočítat podporu ze všech 
transakcí t z T2. Pokud je výsledná podpora kandidáta c větší než minimální, je vložen 
do L[level, k]. 
 
• Pro danou úroveň level je výsledkem dolovací metody LL(level), což je sjednoceni množin 
litemsetů L[level, k] pro všechny k.  
3.3.3 Optimalizace a výkon 
Metoda ML - T2L1 má oproti algoritmu Apriori modifikovaném pro víceúrovňová data několik 
zásadních vylepšení: 
• Je vytvářena transakční tabulka T1, v níž jsou prvky transakcí kódovány pomocí konceptuální 
hierarchie. 
• Tabulka T2 vytvořena filtrováním transakční tabulky T1 litemsetem L[1, 1]. 
• Při generování L[level+1, 1] je počítána podpora pouze pro litemy z litemsetu L[level, 1]  
 
Celkově je nutné projít 2x tabulku T1 a p-krát tabulku T2, kde hodnota p je: 
 
 =   −  1  
 
a klevel  je maximální k (délka nejdelší transakce). 
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4 NetBeans a NetBeans Platform 
Známy open-source projekt vyvíjený pod křídly Sun Microsystems. Nejprve šlo o nástroj, který 
umožňoval vývojářům psát, ladit a šířit programy  pouze v jazyce Java. Postupně se však podpora 
rozšiřovala a dnes NetBeans IDE podporuje množství různých jazyků a technologií. Jeho těžiště však 
zůstává v Javě. Nalezneme zde podporu všech tří edicí (J2SE, J2EE,J2ME). Prostředí má modulární 
architekturu, která umožňuje využívat zásuvné moduly třetích stran, kterých dnes existuje velké 
množství. NetBeans má rozsáhlou uživatelskou komunitu. 
 NetBeans Platform též patří pod projekt NetBeans. Je to generický framework založený na 
knihovně Swing. Je vhodný především pro vytváření aplikací s rozsáhlým GUI. Nad touto platformou 
je postaveno i NetBeans IDE. Převzato z [4]. 
 
 
5 FIT DataMiner 
V posledních několika letech, je na Fakultě Informačních technologií v rámci série diplomových 
a disertačních prací vyvíjen systém pro dolování z dat. Systém je modulární, skládá se z jádra 
a připojitelných dolovacích modulů, které implementují jednotlivé dolovací úlohy. Systém je navržen 
tak, aby zjednodušil obvyklé rutinní práce při definici dolovací úlohy, předzpracování a transformace 
dat apod. Jde o aplikaci s plnohodnotným grafickým uživatelským rozhranním, která, pokud by byla 
vyvíjena pro  komerční sféru, byla by určena méně zkušeným uživatelům (analytikům, 
managementu). 
5.1 Architektura 
Z pohledu návrhového se jedná o typickou aplikaci klient - server. Do klientské části se soustředí 
většina logiky aplikace, server je určen pro běh databáze. Dataminer využívá relační databázový 
systém Oracle 10g (Release 2), nicméně systém je kompatibilní i s  verzí Oracle 11g. Některé 
dolovací moduly pracují s Oracle Data Miningem, vestavěnou podporou pro předzpracování dat 
a podporou některých dolovacích algoritmů (klasifikace, shlukování, regrese). 
5.2 Současný stav 
Aktuálně je vývoj systému ve stavu, kdy obsahuje robustní, dostatečně obecné jádro (podrobnosti 
v [13]) a soubor modulů pro základní dolovací úlohy jako je klasifikace, predikce a asociační 
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pravidla. Početnou skupinou nástrojů jsou také moduly, které implementují předzpracování dat 
(Transformation, VIMEO, Reduce). 
 
 
Obrázek 5.1 Uživatelské prostředí FIT Datamineru 
Uživatelské prostředí pracuje na principu pracovní plochy, jakéhosi plátna, do kterého jsou stylem 
drag&drop umisťovány elementy skrývající nějakou funkcionalitu, popis jednotlivých komponent 
viz. dále. Komponenty se spojují hranami (šipkami), které představují tok dat (znalosti) 
v jednotlivých fázích dolovací úlohy. Z komponenty může vést více výstupních hran, avšak pouze 
jedna vstupní. Každá komponenta poskytuje kontextové menu, ve kterém najdeme volby jako 
spuštění komponenty nebo vyvolání editačního panelu pro úpravu nastavení. Pokud není komponenta 
napojená na zdroj dat (nevede do ní žádná vstupní hrana), nelze ji spouštět ani otevírat. Zároveň pak 
nelze spojovat všechny komponenty se všemi. To, které vstupní a které výstupní hrany komponenta 
akceptuje, je napevno dáno její implementací. V případě, že se pokoušíme spojit nekompatibilní 
komponenty, nedojde k setrvání spojovací hrany. Více podrobností ohledně chování komponent 
v práci p. Krásného [13]. 
 
Select Data 
Modul pro výběr dolovacích dat. Mezi kompatibilními zdroji je soubor CSV, nebo 
databázové tabulky. Komponenta umožňuje jak výběr jednotlivých sloupců tabulky, tak 
definování podmínek pro jejich spojování. 
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Transformations 
Komponenta poskytuje podporu pro práci s daty jako normalizaci, diskretizaci a odvozování 
nových sloupců tabulky na základě hodnot jiných. 
Vimeo 
Umožňuje připojování funkcí, které manipulují s daty. 
Reduce 
Hlavní náplní komponenty je rozdělování vstupních dat mezi trénovací a testovací množinu. 
 
Mining module 
Komponenta představuje zpracování dat konkrétním dolovacím algoritmem, jehož parametry 
se zde také nastavují. 
 
Insight 
Komponenta funguje jenom ve spolupráci jiných komponent, do kterých umožňuje pohled a 
zobrazuje mezivýsledky jednotlivých fází. 
Report 
Komponenta odpovědná za vizualizaci výsledků dolování – znalosti. Konkrétní prezentace je 
závislá od povahy dolovací úlohy. 
 
5.3 DMSL 
DMSL (Data Mining Specification Language) je jazykem odvozeným od XML, který slouží 
k ukládání metadat v dolovacího procesu. Jazyk vznikl jako disertační práce Petra Kotáska [3]. 
V rámci jazyka jsou definovány elementy pro postižení celého dolovacího procesu (definice dat, 
transformace, dolovací úlohy). 
5.3.1 Elementy DMSL 
Elementy jazyka jsou definovány souborem DTD. 
Data  Model 
Element definuje vstupní data v podobě datových matic (Data Matrix). 
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Data Mining Model 
Definuje, jaká data budou vstupovat do úlohy a jak budou transformována. Odkazuje se na právě 
jeden datový model (data model). 
Data Mining Task 
Element nemá přesně stanovenou syntaxi. Je zde ponechán prostor, aby si každý dolovací modul 
mohl v rámci tohoto elementu vytvořit vlastní strukturu, do které bude ukládat svoje nastavení. 
Knowledge 
Uchovává data, která  jsou výsledkem dolovací úlohy a prezentují získanou znalost. Element má 
volnou syntaxi a jeho struktura je plně v režii dolovacího modulu, podobně jako u elementu 
DataMiningTask. 
Function Pool  
Element definující funkce využívané při čistění nebo transformaci dat. Každý Soubor funkcí má své 
unikátní jméno, na které se pak odkazují ostatní elementy. 
 
 
Obrázek 5.2 Struktura DMSL. Převzato z [9] 
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6 Vytvoření dolovacího modulu a jeho 
integrace do aplikace 
Kapitola popisuje vlastnosti modulu, jeho vytvoření jako softwarového projektu a začlenění do 
stávající infrastruktury FIT Datamineru. Jak již bylo zmíněno výše, FIT Dataminer je vyvíjen pod 
NetBeans Platform, která dovoluje dekomponovat funkcionalitu do celků nazývající se moduly. 
Moduly lze vyvíjet jako součást projektu, pokud máme k dispozici veškeré zdrojové soubory (celou 
module suite), nebo samostatně – Standalone module v případě, že máme k dispozici pouze 
přeloženou aplikaci. Balíky v projektu nesou společnou Code Name Base předponu 
cz.vutbr.fit.dataminer. V novém modulu je nutné nastavit některé nezbytné projektové závislosti kvůli 
provázání se zbytkem module suite - dm-api, dm-core-wrapper, Dialogs API, UI Utilities API 
a Utilities API. 
6.1 Implementace abstraktní třídy MiningPiece 
 
Abstraktní třída MiningPiece.java obsahuje rozhranní, jehož metody zaručují kompatibilitu s FIT 
Dataminerem. Pouze třída, která dědí toto rozhranní se může stát komponentou (prvkem) grafu 
dolovací úlohy.  
 Konstruktor třídy obsahuje parametry individuální pro každý modul, jako název, popis 
a ikony používané v rámci GUI aplikace. Parametry funkcí setDisplayableName a setDescription jsou 
odkazy do NetBeans lokalizačního souboru s názvem a popisem modulu. Na třetím a čtvrtém řádku je 
nastavení modulových ikon pro zobrazení komponenty na plátně s grafem dolovací úlohy a v paletě 
nástrojů. 
 
setDisplayableName(NbBundle.getMessage(ModuleClassName.class, "NAME_ModuleName")); 
setDescription(NbBundle.getMessage(ModuleClassName.class, "HINT_ModuleName")); 
setPaletteIcon("cz/vutbr/fit/dataminer/module/resources/Module16.png"); 
setEditorIcon("cz/vutbr/fit/dataminer/module/resources/Module48.png");   
 
Na digramu na obrázku 5.2 vidíme seznam metod, které je potřeba implementovat, aby náš modul byl 
schopen základní interakce s platformou. 
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Obrázek 5.2 Abstraktní třída MiningPiece. Převzato z [9] 
 
Metody beforeAcceptEvent(), afterRemoveEvent() a afterAcceptEvent() jsou prostředím volány 
při korespondujících událostech a jejich účelem je promítat odpovídajícím způsobem uživatelovy 
akce do stavu DMSL dokumentu. 
 
• beforeAcceptEvent() se volá těsně před vložením komponenty do grafu. V případě 
dolovacího modulu je zde možné provádět různé inicializační operace (generování unikátního 
názvu modulu apod.) 
 
• afterRemoveEvent je metoda volána při odstranění komponenty z grafu. Může 
implementovat libovolné chování, nejčastěji se však používá k odstranění elementů z DMSL 
které modul vložil.  
 
• afterAcceptEvent() vkládá do DMSL základní elementy, které nemusí mít ještě ani žádné 
relevantní hodnoty (je možné přednastavit nějaké výchozí). Metoda je volána jako reakce na 
vložení komponenty a ještě nedošlo k otevření komponenty a úpravě parametrů uživatelem. 
 
• openCustomizingDialog() je metoda volána při požadavku na otevření panelu pro editaci 
nastavení komponenty. Metoda otevře panel pro nastavení dolovacího modulu. 
 
• getOutputPanel() vrací GUI prvek, ve kterém je obsažena prezentace výsledků dolovací 
metody. Prostředí jej pak prezentuje v komponentě Report. 
 
• run() metoda spouští akci, která je ke komponentě přiřazena. V případě dolovacího modulu 
to je dolovací algoritmus, který transformuje vstupních data na vydolovanou znalost. 
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6.2 Integrace modulu do prostředí Datamineru 
 
Životaschopný modul je nutné zaregistrovat v rámci prostředí. Registrace se provádí prostřednictvím 
záznamu do souboru layer.xml. Tento soubor představuje virtuální systém souborů, prostřednictvím 
kterého budou data vytvořena modulem viditelná i pro ostatní moduly. Každý modul má svůj lokální 
soubor, který se při překladu integruje do jednoho centrálního souboru. Ostatní moduly nemají přístup 
k třídám našeho modulu, ani když běží v rámci jednoho virtuálního stroje.  
 
  
<folder name="MiningPieceRegistry"> 
 <folder name="MiningModules"> 
  <file name="cz-vutbr-fit-dataminer-multiar-MultiArModule.instance"/> 
 </folder> 
</folder> 
 
Tento záznam vloží dolovací modul do MiningPieceRegistry mezi ostatní dolovací moduly a zároveň 
se pak postará o vytvoření instance hlavní třídy modulu při spuštění prostředí. Přítomnost 
v MiningPieceRegistry zároveň způsobí zobrazení modulu mezi ostatními komponentami v paletě 
nástrojů. 
 
  <folder name="MiningPieceConfig"> 
    <folder name="cz-vutbr-fit-dataminer-multiar-MultiArModule"> 
      <folder name="accept"> 
        <file name="cz-vutbr-fit-dataminer-editor-palette-items-Select"/> 
        <file name="cz-vutbr-fit-dataminer-editor-palette-items-Transf"/> 
        <file name="cz-vutbr-fit-dataminer-editor-palette-items-VimeoF"/> 
   <file name="cz-vutbr-fit-dataminer-editor-palette-items-Reduce"/> 
      </folder> 
    </folder> 
    <folder name="cz-vutbr-fit-dataminer-editor-palette-items-Report"> 
      <folder name="accept"> 
        <file name="cz-vutbr-fit-dataminer-multiar-MultiArModule"/> 
      </folder> 
    </folder> 
  </folder> 
 
Další skupina záznamů říká, od kterých komponent grafu dolovací úlohy akceptuje modul spojení. 
V případě našeho modulu jsou to komponenty, které nějakým způsobem poskytují data. Jako vstupní 
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můžeme akceptovat všechny komponenty, které jako svůj výstup poskytují nějaký zdroj dat v podobě 
databázové tabulky (SelectData, Transform, Vimeo funkce a Reduce). Dále pak záznam říká, že 
následník modulu může být jenom komponenta Report, která zobrazuje výsledky a vydolované 
znalosti. 
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7 Implementace dolovacího algoritmu 
Tato kapitola pojednává o vlastní implementaci metody ML T2L1 do podoby dolovacího modulu. 
Součástí implementace je kromě implementace samotného algoritmu i návrh DMSL elementů 
Knowledge pro ukládání vydolovaných pravidel a DataMiningTask pro ukládání nastavení dolovací 
úlohy. 
7.1 Formát vstupních dat 
Existuje několik formátů dat, které se používají v dolovacích aplikacích. Dva nejběžnější jsou 
transakční víceřádkový a relační formát dat viz. obrázek 7.1. 
 
 
 
 
 
 
 
 
 
Obrázek 7.1 Transakční (vlevo) a relační (vpravo) formát dat. Převzato z [9] 
Na rozdíl od některých dolovacích modulů implementovaných pro prostředí FIT Dataminer, 
nevyužívá náš modul podpory žádného již implementovaného algoritmu. Volba formátu dat se 
nemusí ničemu přizpůsobovat a je tedy spíše věcí samotných požadavků metody ML T2L1. Jak bylo 
již popsáno v kapitole 3.3. Metoda ML T2L1 pracuje s relačním formátem dat, kdy tabulka transakcí 
je normalizovaná a každá transakce má své unikátní ID. 
7.2 Návrh DMSL 
Veškeré kroky spojené s funkcionalitou modulů jsou plně v režii modulu, jádro se o moduly nijak 
nestará. Jednou z těchto oblastí je i DMSL, kdy modul veškerou manipulaci s DMSL elementy řeší 
sám. Návrh elementu DMSL, do kterých budou ukládány vydolované znalosti, případně nastavení 
dolovací komponenty je řešen v následujících kapitolách. 
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7.2.1 Element DataminingTask 
Element DataMiningTask specifikuje dolovací úlohu. Jsou do něj ukládány nastavení dolovací úlohy. 
Povinnými parametry jsou jazyk language a jméno name modulu, kterému element patří. Nutným 
vstupem do metody ML T2L1 je společně s tabulkou transakcí definovaní konceptuální hierarchie 
společně s minimálními mírami podpory pro jednotlivé úrovně hierarchie. 
 
<!ELEMENT DataMiningTask (hierarchy+, min-supports+, table-binding+) > 
<!ATTLIST DataMiningTask name CDATA #REQUIRED 
      language CDATA #REQUIRED 
      languageVersion CDATA #IMPLIED 
      type CDATA #IMPLIED > 
 
Element DataMiningTask  má volnou syntaxi, nicméně naše dolovací úloha ho plní třemi povinnými 
elementy, hierarchy, min-supports a table-binding . 
 
Table-binding 
Do elementu table-binding se ukládají informace o zdrojové tabulce, aby mohl být v případě změny 
zdroje dat vyvolán dialog pro znovu nastavení dolovací úlohy a vyloučil se případ, že úloha bude 
spuštěna v nekonzistentním stavu. 
 
<!ELEMENT table-binding EMPTY > 
<!ATTLIST column-names CDATA #REQUIRED 
  column-with-id CDATA #REQUIRED 
  table-name CDATA #REQUIRED > 
   
• column-names – jména sloupců získaná z metadat tabulky 
• column-with-id – jméno sloupce ve kterém je umístěno ID transakcí 
• table-name – jméno zdrojové tabulky  
 
Hierarchy  
Element hierarchy je navržen tak, aby obsahoval uzly konceptuální hierarchie, kterou uživatel 
v rámci úlohy definuje. 
  
<!ELEMENT hierarchy (hinode+) > 
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Hinode 
Element hinode v sobě může obsahovat další elementy hinode v libovolném stupni zanoření. 
Popis parametrů: 
 
<!ELEMENT hinode(hinode+)> 
<!ATTLIST hinode  
      address CDATA #REQUIRED 
  is-item %INT-NUMBER; #IMPLIED 
  item-count %INT-NUMBER; #REQUIRED 
  name CDATA #REQUIRED> 
  is-dummy CDATA #IMPLIED > 
 
• address – kódovaná pozice prvku v konceptuálním stromu hierarchie 
• is-item – příznak říkající, zda se jedná opravdový prvek (list stromu konceptuální hierarchie), 
nebo konceptuální kategorii, která může obsahovat další elementy. 
• item-count – udává počet vnořených prvků, úzce souvisí s parametrem is-tem. Prvky 
hierarchie označené jako listové mají nulový počet vnořených elementů. 
• name – parametr mající v případě nelistového prvku jméno konceptuální kategorie, v případě 
listového prvku je jméno odvozeno od parametru address. 
• is-dummy – prázdný element, kterým jsou vyplňovány kratší větve stromu konceptuální 
hierarchie, tak, aby měl strom konstantní výšku ve všech větvích. Elementy jsou automaticky 
vkládány a opět zase rušeny a nijak se nepodílí na dolovací úloze. 
 
Min-supports 
Element min-supports pak uchovává úrovně minimálních podpor, pro jednotlivé úrovně konceptuální 
hierarchie. 
 
<!ELEMENT min-supports (level+) > 
<!ATTLIST min-supports depth CDATA #REQUIRED > 
 
<!ELEMENT level EMPTY > 
<!ATTLIST level 
 minsupp %INT-NUMBER; #REQUIRED>  
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• depth - uchovává aktuální výšku stromu hierarchie.  
• level – element je prázdný, hodnotu minimální podpory pro každou úroveň nese parametr 
minsupp. Elementy nemají žádnou explicitní identifikaci, číslo úrovně je určeno pořadím 
elementu v nadřazeném prvku (min-supports).   
 
7.2.2 Element Knowledge 
Element Knowledge uchovává data, která prezentují modulem vydolované znalosti, v našem případě 
jsou daty asociační pravidla. Všechna pravidla jsou uzavřena do elementu ar-knowledge, který je 
vložen přímo do klowledge. 
 
<!ELEMENT ar-knowledge (assoc-rule*)> 
 
<!ELEMENT assoc-rule (p, q)> 
<!ATTLIST assoc-rule 
 confidence %REAL-NUMBER; #REQUIRED 
 support-pred %INT-NUMBER; #REQUIRED 
 support-union %INT-NUMBER; #REQUIRED> 
 
<!ELEMENT p (item+)> 
 
<!ELEMENT q (item+)> 
 
<!ELEMENT item EMPTY> 
<!ATTLIST item 
 address #CDATA #REQUIRED> 
 
Element ar-knowledge může obsahovat libovolný počet element assoc-rule, který reprezentuje 
vydolované pravidlo. Elementy p a q pak reprezentují pravou a levou stranu pravidla.  
 Při návrhu jsme se rozhodli nepoužít již vytvořený element pro asociační pravidlo, které do 
DMSL přidal p. Mader [8]. Struktura elementu AssociationRule vytvořeného p. Maderem byla 
zamýšlena pro jednoúrovňová pravidla a pojmenování a struktura parametrů vnořeného elementu 
Item by vyžadovalo jistou dávku improvizace, jejimž výsledkem by mohla být zavádějící struktura 
prvku. Zvolili jsme cestu vlastního návrhu i za cenu drobné strukturální redundance. 
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Parametry elementu assoc-rule: 
• confidence – spolehlivost pravidla vypočtena podle vzorce viz. kap. 3.1.4 
• support-pred – podpora levé strany pravidla 
• support-union – podpora obou stran pravidla 
 
Element item, je prázdný, je pouze nositelem parametru, který má hodnotu adresy prvku, 
zakódovanou pomocí stromu konceptuální hierarchie. 
7.3 Důležité třídy a jejich vztahy 
Centrálním prvkem modulu je bezesporu třída MultiArModule, dědící od třídy MiningPiece, která 
byla popsána výše. Třída implementuje metody, které řídí, jak všechny důležité fáze dolování, tak 
i ukládání dat do DMSL. Dílčí, přesto však klíčové, části funkcionality jsou implementovány ve 
třídách, které si v této kapitole ukážeme. Třídy související s funkcionalitou samotného dolovacího 
procesu jsou umístěny v balíku cz.vutbr.fit.dataminer.multiar.mlt2l1. Analogicky třídy, které souvisí 
spíše s komunikací s prostředím FIT Datamineru, mají svůj vlastní balík 
cz.vutbr.fit.dataminer.multiar. 
 
7.3.1 Generování frekventovaných množin 
Stejně jako je MultiArModule základní třída pro běh modulu, je třída MultiArMineTask základní pro 
logiku, která získává frekventované množiny a asociační pravidla. Proces získávání frekventovaných 
množin je prakticky totožný s algoritmem ML T2L1 popsaným v kapitole 3.3.2.1 a proto mu zde 
nebudeme věnovat již tolik pozornosti. Získávání frekventovaných množin  vykonává metoda 
getFrequentItemSets(). Ve třídě MultiArTask je implementováno ještě několik důležitých metod, 
které jsou volány z getFrequentItemSets viz. obrázek 7.3. Klíčovou fází úlohy je generování 
kandidátů a sčítání jejich podpory.  
7.3.1.1 Generování kandidátů 
Generování kandidátů bylo již teoreticky popsáno v kapitole 3.2.2. Pouze připomeneme, že pro 
vytvoření kandidáta o délce k, je potřeba spojit dva litemy o délce k-1 takové, že k-2 prvků musí být 
společných a všechny k-1 dlouhé podmnožiny prvků kandidáta, se musí vyskytovat také v původním 
litemsetu. Metoda getCandidateSet(), která seznam kandidátů generuje, implementuje rozpoznávání 
litemů s k-1 stejných prvků tak, že porovnává prvky každých dvou litemů a prvky rozděluje do třech 
seznamů. Seznamy unique1 a unique2 obsahují unikátní prvky obou porovnávaných litemů, seznam 
common obsahuje prvky stejné. Seznamy unique v podstatě ve skutečnosti musí obsahovat pouze 
jeden prvek. Kandidát vzniká konkatenací prvků ze všech tří seznamů. Důležitou vlastností nového 
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kandidáta je, že jeho prvky jsou seřazeny, velmi nám to ušetří práci při ověřování, že všechny 
podmnožiny prvků kandidáta jsou také obsaženy ve zdrojovém litemsetu. Pokud jsou prvky 
v kandidátovi a litemsetu seřazeny, je složitost vyhledání podmnožiny kandidáta v litemsetu 
lineární – O(k), kde k je délka litemu. 
7.3.1.2 Sčítání podpory kandidátů 
Ve fázi generování kandidátů se ověřuje, zda kandidát splňuje dvě výše popsané podmínky. Další 
podmínkou, kterou musí splnit, je dostatečná úroveň podpory. Počet výskytů kandidáta v seznamu 
transakcí sčítá metoda getSubsets(). Metoda se musí vypořádat s problematikou, která vzniká, 
při zjišťování přítomnosti kandidáta o délce m, v transakci o délce n, kde m<n. Za předpokladu, že 
prvky  kandidáta i transakcí jsou seřazeny, viz. kapitola 7.3.2, je možné realizovat vyhledávání 
kandidáta se složitostí O(m+n), což je opět relativně velká úspora režie oproti naivnímu algoritmu, 
který by generoval všechny m z n kombinace prvků kandidáta a sčítal jejich podpory. 
 
7.3.2 Datový model transakcí a kódování konceptuální 
hierarchie 
Datový model je třída zacházející s daty ještě v surovém stavu, tak, jak byla získána z tabulky 
zdrojové komponenty. Metoda loadTable() získá data transakcí z databáze, z uvedené tabulky, a těmi 
posléze naplní vnitřní struktury objektu. Hlavními strukturami je tabulka transakcí mTable a seznam 
unikátních prvků mItemList, který je použit jako vstup pro uživatelský dialog pro definici 
konceptuální hierarchie. Také je zde metoda getColumnNameList(), která dostane jako parametr 
jméno tabulky a vrací výčet jmen sloupců této tabulky. Toho je využito v dialogu pro výběr sloupce 
s ID transakce, a k identifikaci tabulky (pokud má tabulka stejné sloupce, není potřeba volit jiný 
sloupec s ID). 
 Třída, ve které se původní názvy prvků nahrazují adresami ze stromu konceptuální hierarchie 
(dále jen jako adresa prvku) je  HEncodedTransactionTable. Konstruktor třídy dostává jako parametr 
vytvořenou konceptuální hierarchii a právě instanci třídy DataModel. Výstupem je naplněná vnitřní 
struktura transactions, ve které již prvky transakcí nevystupují jako řetězce, ale jako seznamy prvků 
IdVector. Třída IdVector je jednoduchá třída navržená pro pohodlné ukládání a manipulaci s řetězci 
čísel představující adresy prvků, více viz seznam metod v diagramu tříd na obrázku 7.3. Od tohoto 
bodu vystupují prvky transakcí v úloze výhradně jako instance třídy IdVector.  
  
 
 
- 
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Obrázek 7.3 Diagram základních tříd balíčku mlT2L1 
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7.3.3 Generování Litemsetů 
Jak už algoritmus v kapitole 3.3.2.1 napovídá, je litemset objekt, který obsahuje frekventované prvky 
jisté délky jisté úrovně konceptuální hierarchie. Zároveň je pak ústřední strukturou, se kterou pracuje 
metoda getFrequentItemSets(). Plynou z toho především nároky na rychlé asociativní vyhledávání 
v litemsetu při ověřování přítomnosti prvků a především při inkrementování podpory prvků ve fázi 
sčítání podpory.  
 Třída LItemSet je založená na datové struktuře hashovací mapy, která právě takový přístup 
umožňuje velmi efektivně. Třídu LItemSet využívá třída LitemsetArray, která spravuje litemsety 
různých úrovní a různých délek prvků. Aby bylo možné k základní struktuře třídy LItemSetArray 
přistupovat stejně efektivně, ale zároveň si ponechat výhodu indexovaného vkládání a čtení 
dvourozměrného pole, je klíčem do struktury objekt třídy Tuple. Schéma viz. obrázek 7.4. 
 
 
    Obrázek 7.4 Diagram LItemSetArray třídy 
7.3.4 Generovaní asociačních pravidel z frekventovaných 
množin 
Generování asociačních pravidel je po hledání frekventovaných množin další významnou fází 
dolovací úlohy. Metody, které se podílejí na získávání pravidel z frekventovaných množin, jsou 
soustředěny do třídy AssocRule. Generování seznamu asociačních pravidel z pole litemsetů řídí 
metoda getRules(), samotné generování pravidel pro každý jednotlivý litemset vykonává metoda 
getMoreRules(). Každá instance třídy AssocRule v sobě uchovává vlastnosti jednoho asociačního 
pravidla. Tato třída má proměnné, které reprezentují prvky na obou stranách pravidla. Prvky na levé 
straně pravidla se ukládají do seznamu p, prvky na pravé straně do seznamu q. Seznamy jsou plněny 
metodou getMoreRules(). Vstupem do metody je litemset jehož prvky jsou postupně permutovány 
a rozdělovány do seznamů p, q. Spolehlivost pravidla je spočtena podle vzorce v kapitole 3.1.4. 
 Třída obsahuje také některé metody, které implementují načítání a ukládání pravidel 
do DMSL dokumentu. 
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7.3.5 Kombinatorické výpočty 
V kapitole 7.3.1.2 při sčítání podpory pro kandidáty a  kapitole 7.3.4 při generování asociačních 
pravidel z frekventovaných množin, jsme se setkali se situací, kdy je potřeba výpočet, kolikrát lze 
vybrat z množiny o délce n podmnožinu p o délce m (m < n), případně které prvky množiny m náleží 
do podmnožiny p. Tento základní matematicky aparát je realizován metodami třídy Combinat, 
viz. obrázek 7.3. 
Metoda getComboCount() počítá kolikrát lze vybrat podmnožinu p, pokud záleží na pořadí 
prvků. 
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Při výpočtu indexů kombinace vlastně jen počítáme jeho rozklad na jednotlivé číslice v právě 
popsané soustavě. Vypočtené číslice je ještě potřeba transformovat, aby se jednalo o indexy, což se 
dělá simulací výběru prvků z pole, obsahující jejich indexy. 
 Při výběru prvků pro levou a pravou stranu asociačního pravidla při generování asociačních 
pravidel z frekventovaných množin nám záleží na pořadí (pravidlo A,B=>C není stejné jako 
A, C=>B). Pokud by nám nezáleželo na pořadí, je potenciálně složité generovat permutace přímo, 
postupujeme tedy tak, že generujeme opět všechny kombinace, jako když na pořadí záleží, ale 
vybíráme si jen takové, kdy jsou indexy vybraných prvků kombinace uspořádané vzestupně - využívá 
se funkce isSorted(), čímž je zaručeno, že se kombinace se stejnými prvky nebudou opakovat 
(vzestupné uspořádání je striktní, a nemůžou existovat dva rozdílné vzestupně uspořádané řetězce, 
obsahující stejné znaky). 
 
7.3.6 Dialog pro definici parametrů dolovací úlohy 
 
Panel určen pro nastavení dolovací úlohy viz. obrázek 7.5,  které spočívá především ve vytvoření 
konceptuální hierarchie a přiřazení jednotlivých prvků do vytvořených kategorii. Existuje několik 
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přístupů jak do dolovací úlohy vnést informaci o konceptuální hierarchii. Pro naše podmínky 
nejvhodnější je akcelerovat vytváření hierarchie pomocí GUI komponent, případně evidovat 
konceptuální hierarchii v externím souboru nějakého daného formátu (např. XML), přičemž oba 
přístupy mají svou problematiku. Především díky školní povaze projektu, jsme se přiklonili 
k vytváření konceptuální hierarchie v GUI viz. obrázek 7.6. Hlavními výhodami jsou intuitivní 
ovládání a výkonnost (čas strávený nastavením jedné úlohy) pro jednoduché a středně náročné úlohy. 
Především s daty, která mají velké počty vyskytujících se prvků již narážíme na technické možnosti 
tohoto přístupu.  
 
 
 
 
 
 
 
 
 
 
Obrázek 7.5 Diagram LItemSetArray třídy 
Items 
Základem je komponenta JList. Při otevření panelu jsou do ní načteny unikátní prvky. Tlačítko Insert 
přesouvá označené prvky (implementována je i možnost označení více prvků najednou) 
do označeného uzlu stromu konceptuální hierarchie. Před otevřením panelu nemá modul k dispozici 
informaci, který sloupec dolovacího modelu plní úlohu unikátního ID a stávalo by se tedy, že seznam 
Items  by obsahoval i prvky z tohoto sloupce. Zobrazení panelu s nastavením dolovací úlohy musí 
předcházet okno pro výběr sloupce dolovacího modelu(viz. obrázek 7.6), který reprezentuje unikátní 
ID transakcí. 
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Obrázek 7.5 Okno pro výběr sloupce s TID 
Conceptual Hierarchy 
Jedná se ve své podstatě o komponentu JTree představující stromovou strukturu konceptuální 
hierarchie. Kořenem je element Hierarchy, který je pevný. Vnitřní uzly stromu představují 
konceptuální kategorie a listy jsou prvky ze seznamu Items (dále jen listový prvek).  
 
Komponenta reaguje na dvě základní akce, kterými jsou: 
 
• Přidání uzlu – vložení listového prvku, případně založení nové konceptuální kategorie 
pomocí tlačítka Create. Listové prvky reagují na vložení tak, že zmizí ze seznamu, tím je 
ošetřeno nežádoucí vícenásobné vložení listového prvku. Do listového prvku již nelze dále 
nic vkládat.  
• Odebrání uzlu – odstranění označeného prvku ze stromu. Pokud se jedná o listový prvek, 
objeví se zpátky v seznamu a je možné jej znovu přiřadit. Stejné chování je možné pozorovat 
i při odebrání nějakého vnitřního uzlu, v jehož podstromu se listové prvky nacházejí.  
Support 
Komponenta sloužící k nastavení podpor pro jednotlivé úrovně konceptuální hierarchie. Počet úrovní 
se sám automaticky aktualizuje, podle výšky stromu v komponentě Conceptual Hierarchy. Pole ve 
sloupci Minimum support umožňují vkládání celočíselných hodnot. 
 
Po potvrzení nastavení stisknutím tlačítka OK dojde k vygenerování elementů DMSL a modul je 
připraven ke spuštění.  
 
7.3.7 Prezentace výsledků 
Výsledky dolovací úlohy jsou asociační pravidla. Z několika používaných forem prezentace (různé 
formy grafů) jsme se rozhodli prezetntovat pravidla v textovém formátu, pro jeho největší intuitivnost 
a snadnou pochopitelnost. Jednotlivá pravidla jsou prezentována jako řadky tabulky, viz obrázek 7.6. 
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Obrázek 7.6 Výsledkový panel 
 
 
Forma prezentace je velmi podobná té, jakou poskytuje modul pro dolování jednoúrovňových 
asociačních pravidel. Bylo záměrem tuto podobnost zachovat. Sloupce tabulky obsahují následující 
vlastnosti pravidel: 
 
• Rule – Znění pravidla. 
• Support –Podpora frekventované množiny, ze které pravidlo vzniklo. 
• Confidence – Spolehlivost pravidla, viz kapitola 3.1.4. 
• Level – Úroveň konceptuální hierarchie ze které pocházejí prvky pravidla. 
• Cardinality – Počet prvků, ze kterých se pravidlo skládá. 
 
Tabulka umožňuje řazení hodnot podle všech sloupců, čímž usnadňuje orientaci ve vydolovaných 
pravidlech. Zejména řazení podle úrovně konceptuální hierarchie a kardinality umožňuje zajímavý 
pohled na data. V panelu s nastavením dolovací úlohy zmíněným v kapitole 7.3.6 záměrně chybí 
možnost nastavení minimální úrovně spolehlivosti, která je až v tomto výsledkovém panelu v podobě 
šoupátka prezentující práh minimální spolehlivosti. Je tedy možné si nechat vypsat pravidla i s tou 
nejmenší spolehlivostí, aniž bychom museli restartovat úlohu (s upraveným nastavením). Generování 
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pravidel v porovnání se získáváním frekventovaných množin není tolik náročné. Můžeme si tedy 
dovolit vygenerovat pravidla bez nějakého prahu spolehlivosti a uživateli prezentovat jejich 
volitelnou podmnožinu. 
 
7.3.8 Výkonové optimalizace 
Během závěrečné fáze implementace se ukázalo, že některé části návrhu nevyhovují z výkonnostních 
důvodů. Dolovací úloha běžela neúnosně dlouho a bylo tedy potřeba tyto části identifikovat 
a optimalizovat. 
Načítání unikátních prvků 
Pro naplnění seznamu Items unikátními prvky z databáze je řešena pomocí dotazu SELECT UNIQUE 
do jednotlivých sloupců zdrojové tabulky. Malá část režie je zde přenesena na databázový server, ale 
díky vysoké úrovni optimalizaci na straně serveru je výsledná zátěž zanedbatelná. Další zrychlení 
přineslo ukládání unikátních prvků do struktury HashSet, která jde velmi efektivně testovat na 
přítomnost či nepřítomnost prvku. Obě optimalizace se projevují především při otevírání dialogu pro 
nastavení úlohy, kdy načítání unikátních prvků probíhá. Doba otevření dialogu je i přesto silně závislá 
na kvalitě spojení mezi aplikací a databázovým serverem. 
Inkrementování podpory Litemů 
Vhodným návrhem funkce incrementSupport() třídy LitemSet, která je volána při sčítání podpory 
litemů. Vyhnuli jsme se tak jednomu volání funkce contains()struktury HasMap oproti naivnímu 
algoritmu, což je asi třetinová úspora režie u poměrně často volané funkce. 
Algoritmy pro zjištění přítomnosti podmnožiny v množině 
Optimalizace spočívající ve snížení výpočetní náročnosti funkcí getSubSets() a getCandidateSets() 
pomocí seřazení porovnávaných prvků. Popsáno již v kapitolách 7.3.1 a 7.3.5. 
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8 Demonstrační dolovací úloha 
Tato kapitola pojednává o nastavení testovací dolovací úlohy, nad reálnými daty, u kterých známe 
pozadí a máme přibližné výsledky dolování. Výsledky porovnáme, určíme jejich správnost, případně 
zdůvodníme odchylky. 
8.1 Data 
Vhodná testovací data pro náš modul by se od dat pro obyčejná asociační pravidla měla vyznačovat 
především tím, že budou obsahovat informace o struktuře konceptuální hierarchie. Data bez této 
informace nám mohou prozradit pouze to, že nás modul  získávat asociační pravidla bez ohledu na 
úrovně, čímž by do balíku modulů FIT Datamineru nepřinášel nic nového. V obecně dostupných 
zdrojích dat pro testování dolovacích metod se však žádná data obohacená o konceptuální hierarchii 
běžně nevyskytují. Nezbývá tedy než používat data původně určená pro jiné typy dolovacích úloh 
(klasifikaci, shlukování), vybírat z nich co nejvhodnější datasety, které mají známé pozadí 
a sémantiku a chybějící konceptuální hierarchii pak co nejlépe doplnit. 
 Pro testování našeho modulu se nám podařilo získat data, která nasbíral a ve své diplomové 
práci použil Ing. Pumprla [15]. Jde o záznamy společně prohlíženého zboží webového obchodu 
s eroticky laděným spodním prádlem. Dataset obsahuje 1059 transakcí složených ze 41 prvků. Počet 
prvků v transakci je proměnlivý a kolísá mezi 1 a 36 prvky. Průměrně je 5.3 prvků v transakci. 
Konceptuální hierarchie se dělí na jednotlivé konfekční kategorie, které obchod vede: Plavky, 
Erotické zboží, Spodní prádlo, Punčochy, Rukavičky, Šperky, Móda, Noční prádlo. Pan Pumprla 
v rámci své práce implementoval vlastní dolovací aplikaci, ve které jsou k dispozici dva algoritmy 
pro hledání frekventovaných množin – Apriori a FP strom. Dolovací úlohu, jejíž nastavení můžeme 
vidět na obrázku 8.1, jsme se snažili nastavit co nejpodobněji úloze z aplikace p. Pumprly. 
 
 
  Obrázek 8.1 Nastavení úlohy 
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8.2 Výsledek a srovnání 
Je nutné říct, že jsou jisté odlišnosti v dolovací úloze p. Pumprly, kvůli kterým je možné udělat pouze 
částečné srovnání výsledků. Jsou to především jiné metody použité pro nalezení frekventovaných 
množin, ale také jiný přístup při uplatňování minimální podpory a spolehlivosti. Vydolovaná pravidla 
můžeme vidět na obrázku 8.2. 
Obrázek 8.2 Vydolovaná asociační pravidla 
 
 
Z výsledků na obrázku 8.2 je patrné, že lidé si společně nejvíce prohlíželi zboží ve společné 
kategorii Erotického zboží. Lze dedukovat, že zákazník navštívil obchod zejména kvůli zboží v této 
kategorii a zboží jiných kategorií prohlížel jenom zřídka. Z erotického zboží zákazníci nejčastěji 
společně prohlíželi erotické kostýmy, komplety a pin-up kostýmy a asociační pravidla mezi těmito 
třemi druhy zboží mají nejvyšší spolehlivost. Dalším zajímavým poznatkem je nalezené asociační 
pravidlo mezi erotickým a spodním prádlem, konkrétně erotickými komplety a košilkami.  
V zásadě se dá říci, že ve své práci došel p. Pumprla ke stejným závěrům, i když se konkrétní 
hodnoty podpor a spolehlivostí vydolovaných pravidel mírně lišily od našich. Odchylka nebyla nijak 
výrazná a pravděpodobně byla způsobená odlišným přístupem při zadávání minimálních podpor 
a spolehlivostí.  
Výkonově se obě dolovací aplikace zdají být rovnocenné, i když přesné srovnávání jsme 
neprováděli. Jistý výkonový test je sice součástí práce p. Pumprly, ale zejména díky velmi rozdílné 
architektuře obou aplikací, a z toho plynoucích zkreslení (generování a zápis elementů DMSL, režie 
jádra, zpoždění sítě), jsme od srovnávacího testování ustoupili.  
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9 Závěr 
9.1 Dosažené výsledky 
V rámci této práce se nám podařilo implementovat modul pro dolování víceúrovňových asociačních 
pravidel a zakomponovat jej do dolovacího prostředí na platformě NetBeans. Důležitým krokem byl 
výběr dolovací metody. V rámci semestrálního projektu jsem se zabýval studiem několika metod 
v této oblasti používaných. Metoda ML T2L1 byla vybrána, protože podává uspokojivý výkon, který 
je více než dostačující školnímu užití, pro které je modul určen, ale především pro kvalitní formálně 
definovaný popis, se kterým byla metoda publikována. Dále bylo nutné se seznámit s dolovacím 
prostředím a s konstrukcí nového dolovacího modulu, jak je popsáno v práci Ing. Krásného[13]. 
Při implementaci modulu mi byla předlohou implementace Ing. Madera [8] pro dolování 
jednoúrovňových asociačních pravidel. 
Modul nevyužívá podpory ODM, ani jiných hotových řešení, implementace od základů proto 
byla výzvou. Pro ukládání nastavení dolovací úlohy a výsledků dolování byly navrženy nové DMSL 
elementy DataMiningTask a Knowledge. Bohužel naprázdno vyšla snaha využít element 
DomainKnowledge pro ukládání konceptuální hierarchie dat, v jádře pro něj prozatím chybí podpora. 
Srovnání výsledků s prací Ing. Pumprly [15], potvrzuje, že vydolovaná pravidla jsou v datech 
opravdu obsažena a jejich hodnoty podpory a spolehlivosti jsou validní. 
Velkou kapitolou při vývoji modulu byly výkonové optimalizace popisované v kapitole 7.3.5, 
které se ukázaly jako nezbytné. Optimalizování a dolaďování dolovacího procesu bylo věnováno 
velké množství času, díky kterému je teď v dolovacím prostředí k dispozici plně funkční a použitelný 
modul.  
9.2 Návrhy na rozšíření 
V průběhu návrhu a implementace jsem narazil na několik témat, kterým se v rámci této práce 
nemohlo dostat takové pozornosti, a která by si v případě dalšího rozšiřování modulu zasloužila 
rozvést. 
Využití elementu DomainKnowledge 
Nastavení konceptuální hierarchie je nyní ukládáno v rámci elementu DataMiningTask, společně 
s ostatním nastavením modulu. Smysluplnější je prezentovat konceptuální hierarchii jako vlastnost 
dat a ukládat ji do elementu DomainKnowledge, který je za tímto účelem v DMSL navrhnut a pro 
který nyní chybí podpora v jádře prostředí. 
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Ukládání konceptuálních hierarchii 
Při intenzivnější práci s modulem a zvláště při práci s rozsáhlejšími hierarchiemi uživatel jistě ocení 
možnost ukládání a načítání nastavení konceptuální hierarchie. Rozšíření souvisí s výše zmíněným 
přesunem hierarchie do elementu DomainKnowledge. Hierarchie musí získat své unikátní označení 
a dialog pro definici dolovací úlohy musí implementovat mechanizmy pro jejich načítání a ukládání. 
Načítání konceptuální hierarchie z externího souboru  
Pro školní využití se sice jeví přístup k vytváření konceptuální hierarchie prostřednictvím 
uživatelského rozhranní jako dostatečný, nicméně modulu by bezesporu prospěla i implementace 
načítání konceptuální hierarchie z externího souboru, tak, jak je tomu i u jiných dolovacích prostředí. 
Alternativní dolovací algoritmus 
Do budoucna je možné modul rozšířit o alternativní dolovací algoritmy podobně, jako je tomu u 
modulů pro klasifikaci a predikci. Jako zajímavá se jeví metoda FP stromu, která je vhodná zvláště 
pro velmi rozsáhlá data a vhodně by tak doplňovala metodu ML T2L1. Zajímavé by pak bezesporu 
bylo i porovnávání výsledků pro různé povahy dat.  
Sjednocení DMSL elementů 
Sjednocení DMSL elementů používaných pro dolování jednoúrovňových (viz. [8]) a víceúrovňových 
pravidel do jednoho strukturálně unifikovaného DMSL elementu, tak, aby skladbou a pojmenováním 
povinných parametrů vyhovoval oběma modulům. 
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Příloha A:  Úpravy DMSL specifikace 
 
<!ELEMENT DataMiningTask (hierarchy+, min-supports+, table-binding+) > 
<!ATTLIST DataMiningTask name CDATA #REQUIRED 
      language CDATA #REQUIRED 
      languageVersion CDATA #IMPLIED 
      type CDATA #IMPLIED > 
<!ELEMENT table-binding EMPTY > 
<!ATTLIST column-names CDATA #REQUIRED 
  column-with-id CDATA #REQUIRED 
  table-name CDATA #REQUIRED > 
 
<!ELEMENT hierarchy (hinode+) > 
 
<!ELEMENT hinode(hinode+)> 
<!ATTLIST hinode  
      address CDATA #REQUIRED 
  is-item %INT-NUMBER; #IMPLIED 
  item-count %INT-NUMBER; #REQUIRED 
  name CDATA #REQUIRED> 
 
<!ELEMENT ar-knowledge (assoc-rule*)> 
 
<!ELEMENT assoc-rule (p, q)> 
<!ATTLIST assoc-rule 
 confidence %REAL-NUMBER; #REQUIRED 
 support-pred %INT-NUMBER; #REQUIRED 
 support-union %INT-NUMBER; #REQUIRED> 
 
<!ELEMENT p (item+)> 
 
<!ELEMENT q (item+)> 
 
<!ELEMENT item EMPTY> 
<!ATTLIST item 
 address #CDATA #REQUIRED> 
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Příloha B:  Obsah přiloženého CD 
1. dataminer – spustitelná distribuce aplikace DataMiner, Demonstrační úloha, ukázková data, 
ukázkový DMSL dokument 
2. doc – vygenerovaná JavaDoc dokumentace 
5. sources – zdrojové kódy aplikace i s modulem víceúrovňových asociačních pravidel 
6. thesis – technická zpráva 
7. readme.txt - popis obsahu CD a instrukce pro ukázkové příklady 
 
 
