Middleware has become an integral part of many distributed applications offering effective integration and interoperability solutions. In some situations a problem may occur where the integration of distributed information applications may be affected by scheduled unavailability of one or more of these applications. The scheduled unavailability occurs due to several reasons including application or data backup, software or hardware maintenance for the application's platform, executing periodic processes such as file reorganization or end-of-period processes, application maintenance, or application migration. This research introduces a new middleware service called Active Persistent Service. Unlike regular middleware persistent services, this active service can provide consistent responses instead of the unavailable applications for other applications. This service helps increase the integration availability of distributed applications without fully replicating the application environment such as application platforms, application programs and application data. The proposed service can be used to maintain the integration among distributed applications during scheduled unavailability of one of these applications. In addition, the proposed service enables highly available applications integrations while maintaining the data and state consistency of the applications. This service provides a cost-effective solution for increasing the availability of applications integration.
INTRODUCTION
Integration middleware [6, 10, 17, 20] has become one of the important infrastructure components in many information technology departments. With the existence of robust integration middleware infrastructures, new applications can be easily developed and integrated with existing applications. Using integration middleware, the degree of information assurance and integrity within any department can be easily maintained. In addition, the process of information exchange among the applications is performed in a reliable way. This allows companies to maintain their investment in high-cost legacy systems by using middleware to integrate new business services and functions with these systems.
Service reliability and availability is an important component of the information assurance requirements [4] . The quality of many business functions in many organizations relies on the existence of highly reliable and available computer services. The quality of applications such as business-to-business and ecommerce applications is highly affected by the degree of reliability and availability of the supporting computer services. For example, the information flow in e-commerce services start from the user's browser, through the Internet infrastructure, to the web server of the company that provides the services and to one or more back office applications within the company. One of the main issues related to having high quality of services for such e-commerce applications is the availability of integration among the different applications involved in the system.
The main challenge in the integration process among distributed information applications is the integration availability. While new applications must be available continuously, many legacy applications were designed to work for a certain number of hours and suspend for other hours of the day. Some legacy applications are suspended for some time for data backups, end-of-day processing, end-of-month processing, system and software upgrades, maintenance and/or end-of-year processing. These scheduled suspensions are usually not acceptable for high quality service-oriented applications. Therefore, some efforts were invested to solve this problem using server redundancies and full replication of databases. Moreover, some researchers have also worked on optimizing these methods to achieve better performance [3, 7, 9, 11] . However, these techniques are costly since they require full replication of the software, databases and hardware. In addition, they cannot solve some of the problems in legacy systems such as unavailability due to database updates conducted during end-of-period processes. This is a result of the legacy systems requiring exclusive access to the databases to ensure consistency and integrity. Therefore, general replication techniques cannot be used effectively.
In this research we introduce a new middleware service called Active Persistent Service (APS). APS is an object-oriented framework that provides a generic approach to active object replication. This service utilizes an object-oriented cost effective replication technique to increase the availability of distributed applications integration during a scheduled unavailability of one or more involved applications. This technique is based on the replication of selected objects of the unavailable applications in temporary storage. These objects can replace the suspended application during the unavailability time. In addition, the proposed technique provides a mechanism to recover the new transactions performed on the replicated objects later to the main application without suspending the integrated application services.
BACKGROUND
Many organizations have a number of new and legacy business applications that are built by different vendors. These applications are built to support specific business functions. These applications are usually built using different programming languages and they work on different hardware and operating system platforms. Some of these applications are new while others are older legacy applications. Examples of new applications are e-commerce, business-to-business (B2B), e-Government and electronic banking systems while the legacy applications are accounting, banking, payroll, customer order, products management and stock inventory control systems. The new business applications are not usually built from scratch and they normally rely on the functions of the existing legacy applications.
One of the main challenges for these organizations is how to integrate these applications [12, 14, 21] . Integration among applications is needed for many reasons including: To exchange and share information among the applications, to reuse functions and services provided by other applications and to introduce new functions to an application. For example, Internet banking systems need to be integrated with a customer accounting system to process the transactions requested by the customer. Customer order systems need to be integrated with stock inventory control systems in order to exchange information about the availability of the merchandise. Therefore, having a good integration among these applications not only maintains information integrity and consistency but also saves a lot of operational efforts and costs.
The difficulty and complexity of applications integration is attributed to many reasons:
The applications may be distributed on different machines with heterogeneous architectures and operating systems.
The The applications may have different operational and transactional requirements. For example a request from an application should be processed as a single transaction by two different applications.
The applications may have different availability modes and needs. For example, e-Commerce applications are designed to work continuously 7 days a week, 24 h a day, while many legacy applications such as accounting systems were designed to only operate during the standard business hours.
As a result, the integration process of the new business applications with the legacy applications has become an important and complex task. Middleware commercial products such as BEA Tuxedo [2] , IBM WebSphere MQ [10] and Software AG EntireX [19] are used to facilitate the integration process and provide the necessary functionalities to ensure reliability and integrity among other requirements. These products deal with applications as black boxes through their Advanced Programming Interfaces (APIs) where each box consists of unknown application modes and databases. These middleware products solve the first four of the challenges listed above. For example most of these products support different types of platforms and operating systems. Some of these products provide mechanisms and development tools to integrate applications that support different types of interfaces. For example EntireX allows windows based applications to transparently use CICS transactions in a mainframe using DCOM interface. In addition, most of these middleware products provide brokering services to add reliability for the integration. Furthermore, most of these products support distributed transactions.
Some of these products also provide persistent services to partially solve the fifth point. The persistent service in middleware provides a mechanism to store a sent message in persistent storage whenever the receiver application is not available. The stored messages can be recovered later when the application becomes available. This type of service provides an easy way to allow integrated distributed applications to continue their operations. However, it cannot provide a solution for integrated distributed applications that require instant request/reply communications unless application and data replication is used. In the case where full replication is available, the Integration middleware can be used as a router for requests between the original application and the replicated one.
APPLICATIONS INTEGRTAION AND AVAILABILITY
Service availability is an important aspect of information assurance requirements [4] . In addition, one of the challenges in the integration process between new applications and legacy applications is the integration availability. While new applications must be available continuously, many legacy applications were designed to work for a certain number of hours and suspend for other hours. Some legacy applications require to be suspended for a specific amount of time for periodic operations. These scheduled suspensions are usually not acceptable for high quality service applications. Some efforts were invested to solve this problem using full applications redundancies and full replication of the databases. This solution requires complete software, hardware and data replication which is very costly and not affordable by many small-size organizations. In addition, they cannot solve some of the problems in legacy systems such as unavailability for updates during end-of-period processes. This is due to the fact that most legacy systems require exclusive access on the databases, which renders all replicas to be suspended at the same time. Therefore general replication techniques cannot be used in such cases.
To explain the problem further, consider the applications case in Fig designed to be available continuously 24 h a day while application Y is designed to be available for only 22 h a day to allow exclusive time to perform backups, end-ofday process and any other off-line application related functionalities. As a result function A in application X will only be available 22 h of the day.
There are many integration cases among applications where they need to exchange information with other applications through executing specific function APIs. In most of these cases, the number of these functions and the information needed for the integration represent a small subset of the whole application functions and data. For example, in any bank, there is the main banking system which contains information about all customers, accounts related to the customer, accounts related to the bank branches, loans, time deposits, foreign currencies, cheque books, traveler's cheques, etc. When we integrate web applications that provide Internet Banking services with the main banking system, only a small set of the functions and data from the main banking system will be used. Therefore, a backup system is needed for the main banking system to provide the services and data for the Internet banking system during the unavailability time of the main banking system, only the needed functions and data of the main banking system need to be replicated. The availability in applications integration can be solved if there is a full or partial replication for the functions provided by the unavailable server application and some mechanisms to ensure data consistency at all times. Consider that application X is integrated with server application Y where application Y provides some services to application X. The mechanism of integration may be through remote procedure calls, request/reply text messages, XML messages, Web Services, etc. Consider that the set of functions provided by application Y to application X is {f 1 , f 2 , f 3 ,…, f n }. These functions can be classified into two types: read-only functions and update functions. The read-only functions do not change the state of the server application, while update functions do change or alter the state of the server applications. Since read-only requests do not affect the state of the database in application Y, then the solution is straight forward. Simple replication techniques Consider application Y has a backup version Y' in which each application has their own database and machine as shown in Fig. 2 . In the normal case, the integration middleware forwards application X requests to application Y. If application Y is not available, the middleware can forward application X requests to the backup version Y'. One of the main issues with the update functions is to maintain data consistency between applications Y and its backup Y'. Data replication between application Y and its backup Y' can be achieved using two methods:
• Before switching off application Y, the up-to-date data of application Y should be manually transferred to application Y'. This can be done by interrupting application X requests and the middleware and copying the latest data from application Y to backup application Y'. After the copying process, application X requests and the middleware can resume their operations with application Y'. After application Y becomes available, the journal of application Y' should be recovered to application Y. During the recovery, the new requests from application X should be suspended. The suspension of application X requests is needed to maintain consistency of the data during the replication and recovery processes. The result of this approach is the unavailability of the application Y or Y' for same duration it would take to transfer the data from Y to Y' and vice versa. This time will greatly depend on the size of the databases and the number of transactions taking place, which could be very long for large scale applications
• Having a data replication process between applications Y and Y' continuously running such that Y' will always have an up-to-date copy of the data. Therefore, whenever application Y needs to be suspended, the middleware directly forwards the new requests from application X to application Y'. At a later stage when application Y becomes available, the journal of application Y' can be recovered to application Y. During the recovery process, the requests from application X should be suspended to maintain the consistency of the data by maintaining the order of the updates. In this case, the unavailability of the application will be reduced to that of the time it takes to recover the data from Y' to Y In both methods, there is suspension time, where the integration between, application X and application Y or its backup Y' is unavailable. This suspension time is needed to maintain the consistency of the application data.
ACTIVE PERSISTENT SERVICE
Active Persistent Service provides reliable mechanisms to replicate the needed subset of application functions before suspending the integrated application. This replication is done by creating a number of objects that emulate the functions of the unavailable application. These objects can provide the same services provided by the suspended application. Before any integrated application is suspended, replicated objects that emulate the needed functions of the application are created. The types of these objects depend on the main integration class which is discussed next. The main advantage of the service is that it allows increasing the availability of integration without fully replicating the unavailable application and without suspending the service provided by other applications during the copying or recovery processes. Here we discuss the solution architecture and describe the mechanisms of maintaining availability and data consistency of the integrated applications.
Identifying the main integration class:
The set of functions provided by a server application to the clients can be related to one or more real-life object types. For example, application Y may provide functions related to customers, courses, accounts, or orders to application X. Application X can view these objects in Application Y as a set of objects related to one or more class types. Each of these object types can be considered as the main integration class. In each class type, multiple related functions can be performed. For example, in banking systems, the main banking systems may provide functions to request and manipulate customer accounts for other systems such as the electronic banking systems [1, 5, 8, 15, 16, 18] . For each customer, the main banking system provides interfaces for different functions such as account balance inquiry, account transfers, cash withdrawal and bill payments. All these functions are related to the customers. Therefore, the customer class can be identified by the integration middleware as the main integration class with the main banking system. Within that main class subclasses may be defined. For example under a customer object, multiple account objects can be defined. In general, if an application provides information about customers to other applications, then the middleware takes the customer class as the main integration class for this application. Other applications can get information for different customer objects through that integration middleware. Each customer object provides complete services to replace the suspended application with regard to a specific customer. Therefore, to verify if the customer class is the main class we need to verify that all functions in the main application (e.g., the main banking system) used by other applications for a specific customer can be done within a single customer object related to that specific customer.
The approach used in this research depends on identifying the main integration classes. These integration classes provide a number of functions for other applications. The main integration classes define the main object types used for the integration. Integration classes can be easily identified in distributed object applications. In distributed applications implemented using distributed object middleware such as CORBA, objects are distributed in multiple machines. Each set of objects in a machine can represent an application. Client objects in one of the integrated applications can invoke a method in a server object. The client objects will receive responses from the server object. Both invocation and responding are achieved through messages sent across the network. The server objects class can be classified as the main integration class. If an application is not implemented using the object-oriented approach, the integration middleware can still view the services provided by this application as one or multiple integration classes. An integration class for any application represents and combines all services related to the application. In this research to simplify the explanation of active persistent service we will consider a single integration class case.
The solution architecture:
The solution can be embedded in any integration middleware platform. The solution consists of a set of components including emulated integration objects creation and storage, emulated application process, transaction logs and request forwarder. In addition, for each integrated application, there are two processes: object-based copying and object-based transaction recovery. The first process is used to transfer the function of a specific application to the active persistent service and the second process is to recover transactions that were completed during the suspension period.
Emulated integration objects creation and storage:
To have active persistent service as part of any integration middleware, the middleware administrator needs to define the integration class for the application that may be unavailable for some time. This integration class should be implemented by the middleware administrator. In this class the data structure for the integration class must be defined in addition to a number of methods or functions. Each of these methods represents a specific function provided by the integration class. For example, for the main banking system, the main integration class is the customer class. When this class is integrated with other applications such as Internet Banking, the methods that need to be defined in this class are for getting a list of customer accounts, account balance, account transfer, account balance enquiry, mini-statement, etc. All these functions are needed by the Internet Banking system from the main banking system. Therefore, the created class should also have a method to support each function needed by the other applications. For each method there is input and output. The input can be considered as the request sent by the other applications. The output generated from calling that method is basically the response that needs to be sent back to the application that sent the request. For example, a request for checking an account balance should contain the customer and account numbers. This request can be considered as an input for the method related to the balance enquiry function. The output generated from calling that method is the current account balance that needs to be sent to the application that made the request.
The defined class must also contain a default and public method update (msg). This default method will be called by the active persistent service to update the data structure of the customer object. The user needs to implement that method to update the object fields. Java can be used to implement the integration classes.
Emulated integration objects are stored in the object storage. Each emulated integration object has a unique key and a state. Each emulated integration object can have one of two states, active or inactive. Active state means that the object can be used to serve a request. Inactive state means the object can not be used and a request should be forwarded to the original application which will serve the request. For example, in the banking environment if a request that belongs to a specific customer is coming to the middleware, the request can be served by the corresponding object if the object is active. Otherwise, the request will be forwarded to the main banking system which will serve the request.
Emulated application process and transactions log:
This process invokes the appropriate method at the specified emulated integration object if a request for that integration object is received. The output of that method will be returned as a response for the request. The application emulation process will receive other applications' requests if and only if the requests belong to the active emulated integration objects. If a request belongs to an active object then, the request will be performed by the application emulation process and the request will be recorded on a transaction log. That transaction log keeps all requests conducted with active objects for later recovery.
Requests forwarder:
The request forwarder is a process that checks the state of the integration object when a corresponding request arrives. In a normal operation mode when a server application is available, all related emulated integration objects are inactive. When the request forwarder receives a request for an object with a specific key, it checks the state of the corresponding object. All requests for inactive objects should be forwarded by the request forwarder to the main server application, while all requests for active objects should be forwarded by the request forwarder to the emulated application process. If the object for a specific request is not available in the object storage, the object can be considered inactive and all its corresponding requests should be forwarded to the original server application.
Object-based copying process: The object-based copying is a process that relates to a specific server application. A user can start this process before switching off the server application. This process copies the information of the integration objects from the server application to the object storage. For each integration object, an emulated integration object will be created in the object storage. This copying is done by the active persistent service object by object. For example, if the main integration object is the customer, then an object will be created for each customer. The list of the customers will be taken from the server application as the first step to create all integration objects. After creating each customer object, the object will be immediately activated. At any given time during the execution of that process some integration objects will be active while others will be inactive. Therefore, the process of applications integration will continue without any suspension. An application request will be served by either the active replication service if the corresponding objects are active or by the original application if the corresponding objects are inactive.
The process of copying individual objects usually takes few milliseconds. During that copying, any request that belongs to that object will be suspended during the copying process. This is to make sure that all changes because of the requests that belong to the integration object will be conducted in a consistent manner. Any changes to the data of that object or customer are done either in the original application or to the data structure of that object at the object storage of the active persistent service platform.
Object-based transaction recovery process:
This process can be executed by the user when the original application is ready to be used again. It recovers the transactions completed during the suspension period. The recovery is done based on the integration objects. All transactions belonging to a specific integration object are recovered at the same time. During that recovery, the middleware will suspend any new request for that specific individual integration object. This is to maintain data consistency for that integration object as explained earlier. After transaction copying of a specific integration object, the object will be inactivated such that any new request for that integration object will be performed by the original application. Copying a single object takes a very short time and will be generally unnoticeable by the requesting application or in the worst case will be perceived as minor delay.
APPLICATION
A real-life implementation of the proposed solution was used at Al-Ahli Bank, Bahrain, to increase the availability of the e-banking services. The e-banking system at Al-Ahli Bank includes ATM, POS and Internet banking. The Bank's main banking system runs on an AS/400 while the ATM/POS controllers run on RS/6000 and the Internet banking controller runs on another AS/400. The proposed solution was used as a part of the integration among these different applications. Before implementing this solution, the service was interrupted for at least 45 min on a daily basis for the end-of-day process. The proposed solution eliminated the service interruption while maintaining the reliability, security and integrity. In addition, the proposed solution is used when software or hardware maintenance on the banking system or machines is required. Long software and hardware maintenance operations are performed during weekends and holidays Fig. 3 : Customer integration class without interrupting the e-banking services. A customer class was used as the integration class with the main banking system, (Fig. 3) .
Another application that the Active Persistent Service was used for is during the migration of the main banking system from an IBM Mainframe to an AS/400 machine. All e-banking systems were connected to the main banking system in the IBM Mainframe through a middleware with active persistent service. The migration of the main banking system was a three-day process. It was planned to take place during a three-day official holiday during which only the e-banking services were needed to be available for the customers. To avoid any interruptions for the e-banking services, the active persistent service was used to replicate all needed integration objects from the mainframe before starting the migration process. After three days, the migration process completed and a transaction recovery process was executed. This process moved the threeday transactions to the new banking system in AS/400 also using the APS technique. Therefore, the three-day migration was done without any interruptions of the ebanking services. At the same time, the consistency of the data of the main banking systems was maintained.
CONCLUSION
This research discussed a new middleware service to enhance the availability of distributed application integrations. This service is called Active Persistent Service (APS). APS is based on the object-oriented paradigm and utilizes the object-oriented design to achieve its goals. A technique to identify the integration classes and actively replicate and use these classes was introduced. When an application needs to be suspended, the other integrated applications can rely on the integration middleware and the replicated integration objects to continue their operations. Objects for each instant of the integration class are created in the middleware with the most recent state and accompanying data made available. The integrated applications continue operations normally, while the middleware decides whether to provide the service or forward the request to the main system depending on the status of the integration object.
The approach is very useful for any type of application integration involving some applications that cannot execute continuously while other applications require continuous availability. Examples are banking systems, online shopping stores, airline reservation systems and many others. In the examples listed here the model includes some components that must be available 7-24 (7 days a week and 24 h a day), while some components are only available for a limited time of the day (e.g., during working hours or all day except the times for updates and backups). In addition any of these systems will periodically require to be suspended for maintenance, upgrades, or migration, which will require active replication to avoid lengthy unavailability periods of the services.
