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LOCALLY COMPACT QUANTUM GROUPOIDS
MICHEL ENOCK
Abstract. The theory of measured quantum groupoids, as defined in [L] and [E4], was
made to generalize the theory of quantum groups ([KV1], [KV2]), but was only defined in
a von Neumann algebra setting; Th. Timmermann constructed locally compact quantum
groupoids, which is a C∗-version of quantum groupoids [Ti4]. Here, we associate to such
a locally compact quantum groupoid a measured quantum groupoid in which it is weakly
dense; we then associate to a measured quantum groupoid a locally compact quantum
groupoid which is weakly dense in the measured quantum groupoid, but such a locally
compact quantum groupoid may be not unique; we construct a duality of locally compact
quantum groupoids. We give then examples of locally compact quantum groupoids.
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1. Introduction
1.1. Locally compact quantum groups. The theory of locally compact quantum
groups, developed by J. Kustermans and S. Vaes ([KV1], [KV2]), provides a compre-
hensive framework for the study of quantum groups in the setting of C∗-algebras and
von Neumann algebras. It includes a far reaching generalization of the classical Pontr-
jagin duality of locally compact abelian groups, that covers all locally compact groups.
Namely, if G is a locally compact group, its von Neumann algebra is L∞(G, µ) (where
µ is the left Haar measure on G), and its dual von Neumann algebra is L(G) generated
by the left regular representation λG of G on L
2(µ), equipped with a coproduct ΓG from
L(G) on L(G) ⊗ L(G) defined, for all s ∈ G, by ΓG(λG(s)) = λG(s) ⊗ λG(s), and with
a normal semi-finite faithful weight, called the Plancherel weight ϕG, associated via the
Tomita-Takesaki construction, to the left Hilbert algebra defined by the algebra K(G)
of continuous functions with compact support (with convolution as product), this weight
ϕG being left- and right-invariant with respect to ΓG ([T], VII, 3).
This theory builds on many preceding works, by G. Kac, G. Kac and L. Vainerman,
J.-M. Schwartz and the author ([ES1], [ES2]), S. Baaj and G. Skandalis ([BS]), A. Van
Daele ([VD1]), S. Woronowicz [W1], [W5], [W6]) and many others. See the monography
written by T. Timmermann for a survey of that theory ([Ti1]), and the introduction of
[ES2] for a sketch of the historical background. It seems to have reached now a stable
situation, because it fits the needs of operator algebraists for many reasons:
First, the axioms of this theory are very simple and elegant: they can be given in both
C∗-algebras and von Neumann algebras, and these two points of view are equivalent, as
A. Weil had shown it was the fact for groups (namely any measurable group equipped
with a left-invariant positive non zero measure bears a topology which makes it locally
compact, and this measure is then the Haar measure ([W], Appendice I)). In a von
Neumann setting, a locally compact quantum group is just a von Neumann algebra,
equipped with a co-associative coproduct, and two normal faithful semi-finite weights,
one left-invariant with respect to that coproduct, and one right-invariant. Then, many
other data are constructed, in particular a multiplicative unitary (as defined in [BS])
which is manageable (as defined in [W6]).
Second, all preceeding attemps ([ES2], [W5]) appear as particular cases of locally com-
pact quantum groups; and many interesting examples were constructed ([W2], [W3],
[VV]).
Third, many constructions of harmonic analysis, or concerning group actions on C∗-
algebras and von Neumann algebras, were generalized to locally compact quantum groups
([V2]).
Finally, many constructions made by algebraists at the level of Hopf ∗-algebras, or
multipliers Hopf ∗-algebras, can be generalized for locally compact quantum groups.
This is the case, for instance, for Drinfel’d double of a quantum group ([D]), and for
Yetter-Drinfel’d algebras which were well-known in an algebraic approach in [M].
1.2. Measured Quantum Groupoids. In two articles ([Val1],[Val2]), J.-M. Vallin has
introduced two notions (pseudo-multiplicative unitary, Hopf bimodule), in order to gen-
eralize, to the groupoid case, the classical notions of multiplicative unitary ([BS]) and of
a co-associative coproduct on a von Neumann algebra. Then, F. Lesieur ([L]), starting
from a Hopf bimodule, when there exist a left-invariant operator-valued weight and a
right-invariant operator-valued weight, mimicking in that wider setting what was done in
([KV1], [KV2]), obtained a pseudo-multiplicative unitary, and called “measured quantum
groupoids” these objects. A new set of axioms had been given in an appendix of [E3]. In
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[E3] and [E4], most of the results given in [V2] were generalized to measured quantum
groupoids. Some trivial examples were given in [L]. A more interesting example was
constructed in [ET] : here, a quantum transformation groupoid is defined, from a right
action of a locally compact quantum group G on a von Neumann algebra N , which gen-
eralizes the transformation groupoid given by a locally compact group G having a right
action a on a locally compact space X .
This theory, up to now, had one important defect : it was only a theory in a von
Neumann algebra setting.
1.3. Locally compact quantum groupoids. Th. Timmermann had made many at-
temps in order to provide a C∗-algebra version of it (see [Ti1] for a survey); these attemps
were fruitful, but not sufficient to complete a theory equivalent to the von Neumann one.
This is the subject of this article, in order to get, for quantum groupoids, as it is for
quantum groups, axioms in bothC∗-algebras and von Neumann algebras. In a C∗-algebra
setting, we first recall Timmermann’s theory of locally compact quantum groupoids ; we
then prove that to such an object G, it is possible to associate a measured quantum
groupoid G such that the C∗-algebra of G is a dense sub-C∗ algebra of the underlying
von Neumann algebra of the measured quantum groupoid.
We must quote older articles about quantum groupoids, first a purely algebraic con-
struction ([Sc]), and second a C∗ construction in a particular situation ([KVD1] and
[KVD2]).
The article is organized as follows:
In chapter 2 are recalled the definition of measured quantum groupoids; first the def-
initions of the relative tensor of Hilbert space (2.1), the fiber product of von Neumann
algebra (3.5) and then the definitions of Hopf-bimodules (2.4), and of measured quantum
groupoids (2.5).
In chapter 3, we give a definition of locally compact quantum groupoids. First (3.1),
we recall definitions of C∗-relative products of Hilbert spaces and C∗-fiber product of
C∗-algebras ([Ti2]); after, we recall (3.2) basic results about weights on C∗-algebras,
mostly due to F. Combes ([C1], [C2]). We then recall Kusterman’s definition of C∗-
valued weights ([K2]), and define a class of C∗-valued weights which are restrictions of
operator-valued weights. Using all these notions, we then give a new definition of fiber
products of C∗-algebras (3.5).
In chapter 4, we prove that, to any locally compact quantum groupoid G, we can
associate a canonical measured quantum groupoid G such that G is a dense sub-C∗-
algebra of G. Then, we say that G is a locally compact sub-quantum groupoid of G
(3.6.4).
In chapter 5, starting from a measured quantum groupoid, we construct a canonical
locally compact sub-quantum groupoid; such a sub C∗-algebra, which is a locally compact
quantum groupoid, may be not unique (5.8).
In chapter 6, from any locally compact quantum groupoid, we construct a dual one, and
prove that the bidual is isomorphic to the initial locally compact quantum groupoid (equal
if we identify the canonical Hilbert spaces, on which the C∗-algebras are constructed).
In chapter 7, we recall several examples of locally compact quantum groupoid.
We are indebted to Thomas Timmermann who had found several mistakes in a pre-
liminary version of this article.
3
2. Measured quantum groupoids
In this chapter, we recall the definition of the relative tensor product of Hilbert spaces,
and of the fiber product of von Neumann algebra (2.1). Then, we recall the definition
of a Hopf bimodule (2.4) and a co-inverse. We then give the definition of a measured
quantum groupoid, recall the construction of the pseudo-multiplicative unitary (2.6), and
all the data constructed then, including duality of measured quantum groupoids (2.9).
2.1. Relative tensor products of Hilbert spaces ([C], [S], [T], [EVal]). Let N be
a von Neumann algebra, ν a normal semi-finite faithful weight on N ; we shall denote by
Hν , Nν , . . . the canonical objects of the Tomita-Takesaki theory associated to the weight
ν.
Let α be a non-degenerate faithful representation of N on a Hilbert space H. The set
of ν-bounded elements of the left module αH is
D(αH, ν) = {ξ ∈ H : ∃C <∞, ‖α(y)ξ‖ ≤ C‖Λν(y)‖, ∀y ∈ Nν}.
For any ξ in D(αH, ν), there exists a bounded operator R
α,ν(ξ) from Hν to H such that
Rα,ν(ξ)Λν(y) = α(y)ξ for all y ∈ Nν ,
and this operator exchanges the representations of N . If ξ and η are bounded vectors,
we define the operator product
〈ξ|η〉α,ν = R
α,ν(η)∗Rα,ν(ξ),
which belongs to πν(N)
′. Using Tomita-Takesaki theory, this last algebra will be identified
with the opposite von Neumann algebra No. We shall use also the operator
θα,ν(ξ, η) = Rα,ν(ξ)Rα,ν(η)∗
which belongs to α(N)′. If now β is a non-degenerate faithful anti-representation of N on
a Hilbert space K, the relative tensor product K β⊗α
ν
H is the completion of the algebraic
tensor product K ⊙D(αH, ν) by the scalar product defined by
(ξ1 ⊙ η1|ξ2 ⊙ η2) = (β(〈η1|η2〉α,ν)ξ1|ξ2)
for all ξ1, ξ2 ∈ K and η1, η2 ∈ D(αH, ν). If ξ ∈ K and η ∈ D(αH, ν), we denote by ξ β⊗α
ν
η
the image of ξ ⊙ η into K β⊗α
ν
H. Writing ρβ,αη (ξ) = ξ β⊗α
ν
η, we get a bounded linear
operator from H into K β⊗α
ν
H, which is equal to 1K ⊗ν R
α,ψ(η).
If x ∈ D(σνi/2), then α(x)D(αH, ν) ⊂ D(αH, ν), and we have ([S], 2.2 b) :
ξ β⊗α
ν
α(x)η = β(σi/2(x))ξ β⊗α
ν
η
Changing the weight ν will give an isomorphic Hilbert space, but the isomorphism will
not exchange elementary tensors!
We shall denote by σν the relative flip, which is a unitary sending K β⊗α
ν
H onto
H α⊗β
νo
K, defined by
σν(ξ β⊗α
ν
η) = η α⊗β
νo
ξ
for all ξ ∈ D(Kβ, ν
o) and η ∈ D(αH, ν).
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In ([DC1], chap. 11), De Commer had shown that, if N is finite-dimensional, the
Hilbert space K β⊗α
ν
H can be isometrically imbedded into the usual Hilbert tensor
product K⊗H.
2.1.1. Definition. There exists ([C], prop.3) a family (ei)i∈I of ν-bounded elements of
αH, such that ∑
i
θα,ν(ei, ei) = 1
Such a family will be called an (α, ν)-basis of H. Then, for any i ∈ I, the image of
θα,ν(ei, ei) is included in the closure of the subspace {α(n)ei, n ∈ N}.
In that situation, let us consider, for all n ∈ N and finite J ⊂ I with |J | = n, the (1, n)
matrix RJ = (R
α,ν(ei))i∈J . As RJR∗J ≤ 1, we get that ‖RJ‖ ≤ 1, and that the (n, n)
matrix (< ei, ej >α,ν)i,j∈J ∈Mn(No) is less than the unit matrix.
It is possible ([EN] 2.2) to construct an (α, ν)-basis of H, (ei)i∈I , such that the operators
Rα,ν(ei) are partial isometries with final supports θ
α,ν(ei, ei) 2 by 2 orthogonal, and such
that, if i 6= j, then < ei, ej >α,ν= 0. Such a family will be called an (α, ν)-orthogonal
basis of H.
We have, then :
Rα,ν(ξ) =
∑
i
θα,ν(ei, ei)R
α,ν(ξ) =
∑
i
Rα,ν(ei) < ξ, ei >α,ν
< ξ, η >α,ψ=
∑
i
< η, ei >
∗
α,ψ< ξ, ei >α,ν
ξ =
∑
i
Rα,ν(ei)JψΛψ(< ξ, ei >
o
α,ν)
the sums being weakly convergent.
Moreover, we get that, for all n in N , θα,ν(ei, ei)α(n)ei = α(n)ei, and θ
α,ν(ei, ei) is the
orthogonal projection on the closure of the subspace {α(n)ei, n ∈ N}.
2.1.2. Basic construction. ([EN], 3.1) Let M0 ⊂ M1 be an inclusion of von Neumann
algebras, ψ1 a normal semi-finite faithful weight on M1; then M2 = Jψ1M
′
0Jψ1 is a von
Neumann algebra called the basic construction from the inclusion M0 ⊂ M1; let ψ0 be
a normal semi-finite faithful weight on M0; if ξ, η belong to D(Hψ1, ψ
o
0), then θ
ψo0 (ξ, η)
belongs to M2, and the linear span of these operators is a dense ideal in M2.
2.2. Operator-valued weights. LetM0 ⊂M1 be an inclusion of von Neumann algebras
(for simplification, these algebras will be supposed to be σ-finite), equipped with a normal
faithful semi-finite operator-valued weight T1 from M1 to M0 (to be more precise, from
M+1 to the extended positive elements of M0 (cf. [T] IX.4.12)). Let ψ0 be a normal
faithful semi-finite weight on M0, and ψ1 = ψ0 ◦ T1; for i = 0, 1, let Hi = Hψi , Ji = Jψi ,
∆i = ∆ψi be the usual objects constructed by the Tomita-Takesaki theory associated to
these weights.
Following ([EN] 10.6), for x in NT1, we shall define ΛT1(x) by the following formula, for
all z in Nψ0 :
ΛT1(x)Λψ0(z) = Λψ1(xz)
This operator belongs to HomMo0 (H0, H1); if x, y belong to NT1, then ΛT1(x)ΛT1(y)
∗
belongs to the von Neumann algebraM2 = J1M
′
0J1, which is called the basic construction
made from the inclusion M0 ⊂M1, and ΛT1(x)
∗ΛT1(y) = T1(x
∗y) ∈ M0.
By Tomita-Takesaki theory, the Hilbert space H1 bears a natural structure of M1 −M
o
1 -
bimodule, and, therefore, by restriction, of M0 −M
o
0 -bimodule. Let us write r for the
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canonical representation of M0 on H1, and s for the canonical antirepresentation given,
for all x in M0, by s(x) = J1r(x)
∗J1. Let us have now a closer look to the subspaces
D(H1s, ψ
o
0) and D(rH1, ψ0). If x belongs to NT1∩Nψ1 , we easily get that J1Λψ1(x) belongs
to D(rH1, ψ0), with :
Rr,ψ0(J1Λψ1(x)) = J1ΛT1(x)J0
and Λψ1(x) belongs to D(H1s, ψ
o
0), with :
Rs,ψ
o
0(Λψ1(x)) = ΛT1(x)
The subspace D(H1s, ψ
o
0) ∩ D(rH1, ψ0) is dense in H1; more precisely, let Tψ1,T1 be the
algebra made of elements x in Nψ1 ∩NT1 ∩N
∗
ψ1
∩N∗T1 , analytical with respect to ψ1, and
such that, for all z in C, σψ1z (xn) belongs to Nψ1 ∩NT1 ∩N
∗
ψ1
∩N∗T1 . Then ([E4], 2.2.1):
(i) the algebra Tψ1,T1 is weakly dense inM1; it will be called Tomita’s algebra with respect
to ψ1 and T1;
(ii) for any x in Tψ1,T1, Λψ1(x) belongs to D(H1s, ψ0) ∩D(rH1, ψ0);
(iii) for any ξ in D(H1s, ψ
o
0)), there exists a sequence xn in Tψ1,T1 such that ΛT1(xn) =
Rs,ψ
o
0(Λψ1(xn)) is weakly converging to R
s,ψo0(ξ) and Λψ1(xn) is converging to ξ.
More precisely, in ([E2], 2.3) was constructed an increasing sequence of projections pn in
M1, converging to 1, and elements xn in Tψ1,T1 such that Λψ1(xn) = pnξ. We then get
that :
T1(x
∗
nxn) =< R
s,ψo0(Λψ1(xn)), R
s,ψo0(Λψ1(xn)) >s,ψo0
=< pnξ, pnξ >s,ψo0
= Rs,ψ
o
0(ξ)∗pnRs,ψ
o
0(ξ)
which is increasing and weakly converging to < ξ, ξ >s,ψo0 .
2.2.1. Theorem. ([EN], 10.3, 10.7, 10.11, [E3], 2.10) Let M1 be a von Neumann algebra,
M0 be a von Neumann subalgebra of M1, ν a faithful semi-finite normal weight on M0
and T a normal faithful semi-finite operator-valued weight from M1 onto M0; let r be the
inclusion of M0 into B(Hν◦T ), and s the anti-∗-homomorphism from M0 into B(Hν◦T )
defined by (x ∈ M0) x 7→ Jν◦Tx∗Jν◦T ; let us define, for x ∈ NT , ΛT (x) ∈ B(Hν , Hν◦◦T )
by (z ∈ Nν) :
ΛT (x)Λν(z) = Λν◦T (xz)
(i) let M2 be the basic construction made from the inclusion M0 ⊂M1; then, for any x, y
in NT , then ΛT (x)ΛT (y)
∗ belongs to M2, and the von Neumann algebraM2 is generated by
these operators; moreover, there exists a normal faithful semi-finite operator-valued weight
T2 from M2 to M1 such that, T2(ΛT (x)ΛT (y)
∗) = xy∗. Let X belong to HomMo0 (Hν , Hν◦T )
such that XX∗ belongs to M+T2; then, there exists a unique element Φ1(X) in M1 such that
T2(XΛT (a)
∗) = Φ1(X)a∗, for all a ∈ NT ; this application Φ1 is an injective application
of (M1,M0)-bimodule, and we have Φ1(ΛT (x)) = x, for all x ∈ NT .
(ii) there exists a family (ei)i∈I in NT∩N∗T∩Nν◦T∩N
∗
ν◦T such that the operators ΛT (ei) are
partial isometries, with T (e∗jei) = 0 if j 6= i, and with their final supports ΛT (ei)ΛT (ei)
∗
two by two orthogonal projections of sum 1; moreover, for all i ∈ I, we have ei = eiT (e
∗
i ei),
and, for all x ∈ NT , we have :
ΛT (x) =
∑
i
ΛT (ei)T (e
∗
ix)
x =
∑
i
eiT (e
∗
ix)
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these two sums being weakly convergent. Such a family (ei)i∈I will be called a basis for
(T, ν). Moreover, the family Jν◦TΛν◦T (ei) is a basis for (α, ν) (2.1.1), where α is the
inclusion M0 ⊂ M1.
Moreover, the vectors (Λν◦T (ei))i∈I are a (s, νo)-orthogonal basis of Hν◦T , and the vec-
tors (Jν◦TΛν◦T (ei))i∈I are a (r, ν)-orthogonal basis of Hν◦T .
(iii) for any ξ ∈ D((Hν◦T )s, νo), there exists a sequence xn in NT ∩ Nν◦T such that
Λν◦T (xn) is converging to ξ, and ΛT (xn) = Rs,ν
o
(Λν◦T (xn)) is weakly converging to
Rs,ν
o
(ξ); equivalently, for any η ∈ D(rHν◦T , ν), there exists a sequence yn in NT ∩Nν◦T
such that Λν◦T (yn) is converging to η and Jν◦TΛT (yn)Jν = Rr,ν(Λν◦T (yn)) is weakly con-
verging to Rr,ν(η).
Proof. Result (i) is just ([EN], 10.3, 10.7 and 10.11). Let us simplify and clarify the proof
given in ([E3], 2.10) for (ii) : let us first remark that ΛT (x)
∗ΛT (x) = T (x∗x).
By density of Λν◦T (NT ∩N∗T ∩Nν◦T ∩N
∗
ν◦T ) into Hν◦T , we can choose a family (xα)α∈A
in NT ∩N
∗
T ∩Nν◦T ∩N
∗
ν◦T such that the closed subspaces Jν◦TM0Jν◦TΛν◦T (xα) are two
by two orthogonal and that Hν◦T is the sum of these subspaces. Then, for any α, we can
remark that, for any f ∈ L∞(R+), we have :
f(ΛT (xα)ΛT (xα)
∗)ΛT (xα) = ΛT (xα)f(T (x∗αxα)) = ΛT (xαf(T (x
∗
αxα)))
This formula is clear for any polynomial function, then by norm continuity, for any
continuous function on [0, ‖T (x∗αxα)‖], and by weak continuity, we get the result. So,
taking the function fα,n(t) = χ]‖T (x∗αxα‖/(n+1),‖T (x∗αxα‖/n](t)t
−1/2, and defining I as the
subset of A×N such that xαfα,n(T (x
∗
αxα)) 6= 0 and ei = xαfα,n(T (x
∗
αxα)), we obtain the
appropriate family (ei)i∈I .
Result (iii) is taken from ([E2], 2.3(i)), or can be deduced from (i). 
2.2.2. Lemma. Let N be a von Neumann algebra, ν be a faithful semi-finite normal
weight on N . Let α be a faithful non degenerate representation of N into a von Neumann
algebra M1, and T1 be a normal faithful semi-finite operator-valued weight from M1 onto
α(N). Let β be a faithful non degenerate anti-representation of N into a von Neumann
algebra M2, and T2 be a normal faithful semi-finite operator-valued weight from M2 onto
β(N). For x ∈ NT1, let us define ΛT1(x) ∈ B(Hν , Hν◦α−1◦T1) by (z ∈ Nν) :
ΛT1(x)Λν(z) = Λν◦α−1◦T1(xα(z))
and, for y ∈ NT2, let us define as well ΛT2(y) ∈ B(Hν , Hνo◦β−1◦T o2 ) by :
ΛT2(y)JνΛν(z) = Λνo◦β−1◦T2(yβ(z
∗))
Then :
(i) for any x ∈ NT1 ∩ Nν◦α−1◦T1, Jν◦α−1◦T1Λν◦α−1◦T1(x) belongs to D(αHν◦α−1◦T1 , ν)
and Rα,ν(Jν◦α−1◦T1Λν◦α−1◦T1(x)) = Jν◦α−1◦T1ΛT1(x)Jν ; moreover, if x1 belongs to NT1 ∩
Nν◦α−1◦T1, we have ΛT1(x)
∗Λν◦α−1◦T1(x2) = Λν(α
−1T1(x∗x2)); if x′1 x
′
2 belong to NT1, we
have Λ∗T1(x
′
1)
∗ΛT1(x
′
2) = α
−1T1(x
′∗
1 x
′
2).
(ii) for any y ∈ NT2 ∩ Nνo◦β−1◦T2, Λνo◦β−1◦T2(y) belongs to D(βHνo◦β−1◦T2ν
o) and
Rβ,ν
o
(Λνo◦β−1◦T2(y)) = ΛT2(y). Moreover, if y1 belongs to NT2 ∩ Nνo◦β−1◦T2, we have
ΛT2(y)
∗Λνo◦β−1◦T2(y1) = JνΛν(β
−1T2(y∗1y)) and, if y
′
1, y
′
2 are inNT2, then ΛT2(y
′
1)
∗ΛT2(y
′
2) =
Jνβ
−1(T2(y
′∗
2 y
′
1))Jν (which belongs to JνN
oJν = N).
(iii) for any x1, x2 in NT1 ∩Nν◦α−1◦T1, y1, y2 in NT o2 ∩Nνo◦β−1◦T o2 , the scalar product :
(Λνo◦β−1◦T2(y1) β⊗α
ν
Jν◦α−1◦T1Λν◦α−1◦T1(x1)|Λνo◦β−1◦T2(y2) β⊗α
ν
Jν◦α−1◦T1Λν◦α−1◦T1(x2))
is equal to (JνΛν(β
−1T2(y∗1y2))|Λν(α
−1T1(x∗1x2))).
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Proof. It is straightforward to get that :
Jν◦α−1◦T1ΛT1(x)JνΛν(z) = α(z)Jν◦α−1◦T1Λν◦α−1◦T1(x)
The formula about ΛT1(x)
∗ is an easy calculation, and then we get the formula about x′1,
x′2 if x
′
1 ∈ NT1 ∩Nν◦α−1◦T1 , and then for all x
′
1, x
′
2 by continuity, , which finishes the proof
of (i).
The formula about Λνo◦β−1◦T2(y) is just the definition of ΛT2 ; the other results of (ii)
are proved the same way as (i).
Using (i), we get that the scalar product is equal to :
(α(< Λνo◦β−1◦T2(y1),Λνo◦β−1◦T2(y2) >β,νo)Jν◦α−1◦T1Λν◦α−1◦T1(x1)|Jνo◦α−1◦T1Λνo◦α−1◦T1(x2))
which, using (ii), is equal to
(α ◦ β−1(T2(y∗2y1))Jν◦α−1◦T1Λν◦α−1◦T1(x1)|Jνo◦α−1◦T1Λν◦α−1◦T1(x2)) =
= (Jν◦α−1◦T1α ◦ β
−1(T2(y∗1y2))Jν◦α−1◦T1Λν◦α−1◦T1(x1)|Λν◦α−1◦T1(x2))
and, using (i) again, is equal to :
(ΛT1(x2)JνΛν(β
−1T2(y
∗
1y2))|Λν◦α−1◦T1(x2)) = (JνΛν(β
−1T2(y
∗
1y2))|ΛT1(x2)
∗Λν◦α−1◦T1(x2))
= (JνΛν(β
−1T2(y∗1y2))|Λν(α
−1T1(x∗2x1)))
This finishes the proof. 
2.3. Fiber product of von Neumann algebras [EVal]. If x ∈ β(N)′ and y ∈ α(N)′,
it is possible to define an operator x β⊗α
ν
y on K β⊗α
ν
H, with natural values on the
elementary tensors. As this operator does not depend upon the weight ν, it will be
denoted by x β⊗α
N
y.
If P is a von Neumann algebra onH with α(N) ⊂ P , and Q a von Neumann algebra on
K with β(N) ⊂ Q, then we define the fiber product Qβ∗α
N
P as {xβ⊗α
N
y : x ∈ Q′, y ∈ P ′}′.
This von Neumann algebra can be defined independently of the Hilbert spaces on which
P and Q are represented. If for i = 1, 2, αi is a faithful non-degenerate homomorphism
from N into Pi, and βi is a faithful non-degenerate anti-homomorphism from N into
Qi, and Φ (resp. Ψ) a homomorphism from P1 to P2 (resp. from Q1 to Q2) such that
Φ ◦ α1 = α2 (resp. Ψ ◦ β1 = β2), then, it is possible to define a homomorphism Ψ β1∗α1
N
Φ
from Q1 β1∗α1
N
P1 into Q2 β2∗α2
N
P2.
We define a relative flip ςN from B(K) β∗α
N
B(H) onto B(H) α∗β
No
B(K) by ςN (X) =
σψX(σψ)
∗ for any X ∈ B(K) β∗α
N
B(H) and any normal semi-finite faithful weight ψ on
N .
Let now U be an isometry from a Hilbert space K1 in a Hilbert space K2, which
intertwines two anti-representations β1 and β2 of N , and let V be an isometry from a
Hilbert space H1 in a Hilbert space H2, which intertwines two representations α1 and
α2 of N . Then, it is possible to define, on linear combinations of elementary tensors,
an isometry U β1⊗α1
ν
V which can be extended to the whole Hilbert space K1 β1⊗α1
ν
H1
with values in K2 β2⊗α2
ν
H2. One can show that this isometry does not depend upon the
weight ν. It will be denoted by U β1⊗α1
N
V . If U and V are unitaries, then U β1⊗α1
N
V is
an unitary and (U β1⊗α1
N
V )∗ = U∗ β2⊗α2
N
V ∗.
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If x ∈ D(σν−i/2), then it is possible to construct on elementary tensors an operator
β(x) β⊗α
ν
1 = 1 β⊗α
ν
α(σν−i/2(x)) ([S], 2.2b)
2.4. Definition of a Hopf-bimodule. A quintuple (N,M, α, β,Γ) will be called a Hopf-
bimodule, following ([Val2], [EVal] 6.5), if N , M are von Neumann algebras, α is a
faithful non-degenerate representation of N into M , β is a faithful non-degenerate anti-
representation ofN intoM , with commuting ranges, and Γ is an injective ∗-homomorphism
from M into M β∗α
N
M such that, for all X in N :
(i) Γ(β(X)) = 1 β⊗α
N
β(X),
(ii) Γ(α(X)) = α(X) β⊗α
N
1,
(iii) Γ satisfies the co-associativity relation :
(Γ β∗α
N
id)Γ = (id β∗α
N
Γ)Γ
This last formula makes sense, thanks to the two preceeding ones and 2.1. The von
Neumann algebra N will be called the basis of (N,M, α, β,Γ).
In ([DC1], chap. 11), De Commer has shown that, if N is finite-dimensional, the
Hilbert space L2(M) β⊗α
ν
L2(M) can be isometrically imbedded into the usual Hilbert
tensor product L2(M)⊗ L2(M) and the projection p on this closed subspace belongs to
M⊗M . Moreover, the fiber productM β∗α
N
M can be then identified with the reduced von
Neumann algebra p(M⊗M)p and we can consider Γ as an usual coproductM 7→M⊗M ,
but with the condition Γ(1) = p.
A co-inverse R for a Hopf bimodule (N,M, α, β,Γ) is an involutive (R2 = id) anti-
∗-isomorphism of M satisfying R ◦ α = β (and therefore R ◦ β = α) and Γ ◦ R =
ςNo ◦ (R β∗α
N
R) ◦Γ, where ςNo is the flip from M α∗β
No
M onto M β∗α
N
M . A Hopf bimodule
is called co-commutative if N is abelian, β = α, and Γ = ς ◦ Γ.
For an example, suppose that G is a measured groupoid, with G(0) as its set of units.
We denote by r and s the range and source maps from G to G(0), given by xx−1 = r(x)
and x−1x = s(x), and by G(2) the set of composable elements, i.e.
G(2) = {(x, y) ∈ G2 : s(x) = r(y)}
Let (λu)u∈G(0) be a Haar system on G and ν a measure on G
(0). Let us denote by µ the
measure on G given by integrating λu by ν,
µ =
∫
G(0)
λudν
By definition, ν is called quasi-invariant if µ is equivalent to its image under the inversion
x 7→ x−1 of G (see [R], [C2] II.5, [Pa] and [AR] for more details, precise definitions and
examples of groupoids).
In [Y1], [Y2], [Y3] and [Val2] was associated to a measured groupoid G, equipped
with a Haar system (λu)u∈G(0) and a quasi-invariant measure ν on G
(0), a Hopf bimodule
with an abelian underlying von Neumann algebra (L∞(G(0), ν), L∞(G, µ), rG, sG,ΓG), where
rG(g) = g ◦ r and sG(g) = g ◦ s for all g in L
∞(G(0)) and where ΓG(f), for f in L∞(G), is
the function defined on G(2) by (s, t) 7→ f(st). Thus, ΓG is an involutive homomorphism
from L∞(G) into L∞(G(2)), which can be identified with L∞(G)s∗rL∞(G).
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It is straightforward to get that the inversion of the groupoid gives a co-inverse for this
Hopf bimodule structure.
2.5. Definition of measured quantum groupoids ([L], [E4]). A measured quantum
groupoid is an octuple G = (N,M, α, β,Γ, T, T ′, ν) such that ([E4], 3.8):
(i) (N,M, α, β,Γ) is a Hopf bimodule,
(ii) T is a left-invariant normal, semi-finite, faithful operator-valued weight from M to
α(N) (to be more precise, from M+ to the extended positive elements of α(N) (cf. [T]
IX.4.12)), which means that, for any x ∈M+T , we have (id β∗α
ν
T )Γ(x) = T (x) β⊗α
N
1.
(iii) T ′ is a right-invariant normal, semi-finite, faithful operator-valued weight from M
to β(N), which means that, for any x ∈M+T ′, we have (T
′
β∗α
ν
id)Γ(x) = 1 β⊗α
N
T ′(x).
(iv) ν is normal semi-finite faithful weight on N , which is relatively invariant with
respect to T and T ′, which means that the modular automorphisms groups of the weights
ϕ = ν ◦α−1 ◦T and ψ = ν ◦β−1 ◦T ′ commute. The weight ϕ will be called left-invariant,
and ψ right-invariant.
For example, let G be a measured groupoid equipped with a left Haar system (λu)u∈G(0)
and a quasi-invariant measure ν on G(0). Let us use the notations introduced in 2.4. If
f ∈ L∞(G, µ)+, consider the function on G(0), u 7→
∫
G
fdλu, which belongs to L∞(G(0), ν).
The image of this function by the homomorphism rG is the function on G, γ 7→
∫
G
fdλr(γ),
and the application which sends f to this function can be considered as an operator-
valued weight from L∞(G, µ) to rG(L∞(G(0), ν)) which is normal, semi-finite and faithful.
By definition of the Haar system (λu)u∈G(0) , it is left-invariant in the sense of (ii). We
shall denote this operator-valued weight from L∞(G, µ) to rG(L∞(G(0), ν)) by TG. If we
write λu for the image of λ
u under the inversion x 7→ x−1 of the groupoid G, starting from
the application which sends f to the function on G(0) defined by u 7→
∫
G
fdλu, we define a
normal semifinite faithful operator-valued weight from L∞(G, µ) to sG(L∞(G(0), ν)), which
is right-invariant in the sense of (ii), and which we shall denote by T
(−1)
G
.
We then get that :
(L∞(G(0), ν), L∞(G, µ), rG, sG,ΓG, TG, T
(−1)
G
, ν)
is a measured quantum groupoid, which we shall denote again G.
It can be proved ([E5]) that any measured quantum groupoid, whose underlying von
Neumann algebra is abelian, is of that type.
Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid, then we denote by
Go the octuplet (No,M, β, α, ςNΓ, T
′, T, νo) (where σN is the flip from M β∗α
N
M onto
M α∗β
No
M); it is is another measured quantum groupoid, called the opposite measured
quantum groupoid of G.
If T is bounded, G is called ”of compact type”.
2.6. Pseudo-multiplicative unitary. Let G = (N,M, α, β,Γ, T, T ′, ν) be an octuple
satisfying the axioms (i), (ii) (iii) of 2.5. With ϕ = ν ◦ α−1 ◦ T , we shall write H = Hϕ,
J = Jϕ and β̂(n) = Jα(n
∗)J for all n ∈ N .
Then ([L], 3.7.3 and 3.7.4), G can be equipped with a pseudo-multiplicative unitary W
which is a unitary from H β⊗α
ν
H onto H α⊗β̂
νo
H ([E4], 3.6) that intertwines α, β̂, β in
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the following way: for all X ∈ N , we have :
W (α(X) β⊗α
N
1) = (1 α⊗β̂
No
α(X))W,
W (1 β⊗α
N
β(X)) = (1 α⊗β̂
No
β(X))W,
W (β̂(X) β⊗α
N
1) = (β̂(X) α⊗β̂
No
1)W,
W (1 β⊗α
N
β̂(X)) = (β(X) α⊗β̂
No
1)W.
Moreover, the operator W satisfies the pentagonal relation :
(1 α⊗β̂
No
W )(W β⊗α
N
1H) = (W α⊗β̂
No
1)σ23α,β(W β̂⊗α
N
1)(1 β⊗α
N
σνo)(1 β⊗α
N
W )
where σ23α,β goes from (H α⊗β̂
νo
H) β⊗α
ν
H to (H β⊗α
ν
H) α⊗β̂
νo
H , and 1 β⊗α
N
σνo goes from
H β⊗α
ν
(H α⊗β̂
νo
H) to H β⊗α
ν
H β̂⊗α
ν
H . The operators in this formula are well-defined
because of the intertwining relations listed above.
The operator W is defined by the following formula, for any a ∈ NT ∩ Nϕ, v ∈
D((Hϕ)β, ν
o), where (ξi)i∈I is a (β, νo) basis of Hϕ (in the sense of 2.1.1 ([L], 3.2.10)) :
W ∗(v α⊗β̂
νo
Λϕ(a)) =
∑
i∈I
ξi β⊗α
ν
Λϕ((ωv,ξi β∗α
ν
id)Γ(a)))
The operator W does not depend of the choice of the (β, νo) basis. Moreover, W , M and
Γ are related by the following results:
(i) M is the weakly closed linear space generated by all operators (id∗ωξ,η)(W ), where
ξ ∈ D(αH, ν) and η ∈ D(Hβ̂, ν
o) (see [E4], 3.8(vii)).
(ii) Γ(x) = W ∗(1 α⊗β̂
No
x)W for all x ∈M([E4], 3.6).
(iii) For any x, y1, y2 in NT ∩Nϕ, we have ([E4], 3.6):
(id ∗ ωJΛϕ(y∗1y2),Λϕ(x))(W ) = (id β∗α
N
ωJΛϕ(y2),JΛϕ(y1))Γ(x
∗)
(iv) for any a in NT ∩Nϕ, v in D(αH, ν) ∩ D(Hβ, ν
o), w in D(Hβ, ν
o), we have ([L],
3.3.3):
(ωv,w ∗ id)(W
∗)Λϕ(a) = Λϕ((ωv,w β∗α
ν
id)Γ(a))
If N is finite-dimensional, using the fact that the relative tensor products can be
identified with closed subspaces of the usual Hilbert tensor product (2.1), we get that
W can be considered as a partial isometry on the usual Hilbert tensor product, which is
multiplicative in the usual sense (i.e. such that W23W12 = W12W13W23.)
2.7. Lemma. Let W be an (α, βˆ, β)-pseudo-multiplicative unitary, ξ1 in D(Hβ, ν
o), ξ2 in
D(αH, ν), η in H; let ζi in D(Hβ, ν
o) and ζ ′i in H such that W
∗(ξ2 α⊗βˆ
νo
η) =
∑
i ζi β⊗α
ν
ζ ′i;
then we have : ∑
i
α(< ζi, ξ1 >β,νo)ζ
′
i = (ωξ1,ξ2 ∗ id)(W )
∗η
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Proof. Let θ in H; we have :
((ωξ1,ξ2 ∗ id)(W )
∗η|θ) = (W ∗(ξ2 α⊗βˆ
νo
η)|ξ1 β⊗α
ν
θ)
= (
∑
i
ζi β⊗α
ν
ζ ′i|ξ1 β⊗α
ν
θ)
= (
∑
i
α(< ζi, ξ1 >β,νo)ζ
′
i|θ)
from which we get the result. 
2.8. Lemma. Let W be an (α, βˆ, β)-pseudo-multiplicative unitary, ξ1, ζ1 in D(Hβ, ν
o),
ξ in D(αH, ν) and η1, η2 in H. Let us consider the flip σ
1,2
βˆ,α
from H β⊗α
ν
(H α⊗βˆ
νo
H) onto
H α⊗βˆ
νo
(H β⊗α
ν
H). Then, we have :
(σ1,2
βˆ,α
(1H β⊗α
N
W )(ξ1 β⊗α
ν
η1 β⊗α
ν
ξ)|η2 α⊗βˆ
νo
(ζ1 β⊗α
ν
ζ2)) =
(W (η1 β⊗α
ν
ξ)|η2 α⊗βˆ
νo
α(< ζ1, ξ1 >β,νo)ζ2)
Proof. The scalar product
(σ1,2
βˆ,α
(1H β⊗α
N
W )(ξ1 β⊗α
ν
η1 β⊗α
ν
ξ)|η2 α⊗βˆ
νo
(ζ1 β⊗α
ν
ζ2))
is equal to :
(ξ1 β⊗α
ν
W (η1 β⊗α
ν
ξ)|ζ1 β⊗α
ν
(η2 α⊗βˆ
νo
ζ2))
from which we get the result. 
2.8.1. Proposition. G = (N,M, α, β,Γ, T, T ′, ν) is a measured quantum groupoid in the
sense of 2.5, Let W be its pseudo-multiplicative unitary,, ξ in D(αH, ν), η in D(Hβˆ, ν
o).
Let ξ1, η1 in D(Hβ, ν
o), ξ2, η2 in D(αH, ν); then, we have :
(Γ((id ∗ ωξ,η)(W ))(ξ1 β⊗α
ν
η1)|ξ2 β⊗α
ν
η2) = ((ωξ1,ξ2 ∗ id)(W )(ωη1,η2 ∗ id)(W )ξ|η)
Proof. Using the 2.6(ii) we get that :
(Γ((id∗ωξ,η)(W ))(ξ1β⊗α
ν
η1)|ξ2β⊗α
ν
η2) = ((1α⊗βˆ
νo
(id∗ωξ,η)(W ))W (ξ1β⊗α
ν
η1)|W (ξ2β⊗α
ν
η2))
which is equal to :
((1 α⊗βˆ
No
W )(W β⊗α
N
1)(ξ1 β⊗α
ν
η1 β⊗α
ν
ξ)|(W α⊗βˆ
No
1)((ξ2 β⊗α
ν
η2) α⊗βˆ
νo
η)
which, using the pentagonal relation (2.6), is equal to :
(σ2,3α,β(W βˆ⊗α
N
1)(1H β⊗α
N
σνo)(1H β⊗α
N
W )(ξ1 β⊗α
ν
η1 β⊗α
ν
ξ)|(ξ2 β⊗α
ν
η2) α⊗βˆ
νo
η)
or, to :
((W βˆ⊗α
N
1)(1H β⊗α
N
σνo)(1H β⊗α
N
W )(ξ1 β⊗α
ν
η1 β⊗α
ν
ξ)|(ξ2 α⊗βˆ
νo
η) β⊗α
ν
η2)
which is equal to :
(σ1,2
βˆ,α
(1H β⊗α
N
W )(ξ1 β⊗α
ν
η1 β⊗α
ν
ξ)|η2 α⊗βˆ
νo
(W ∗(ξ2 α⊗βˆ
ν
η)))
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Defining now ζi, ζ
′
i as in 2.7, we get, using 2.8, that it is equal to :
(W (η1 β⊗α
ν
ξ)|η2 α⊗βˆ
νo
∑
i
α(< ζi, ξ1 >β,νo)ζ
′
i)
which, thanks to 2.7, is equal to :
(W (η1 β⊗α
ν
ξ)|η2 α⊗βˆ
νo
(ωξ1,ξ2 ∗ id)(W )
∗η)
and, therefore, to :
((ωη1,η2 ∗ id)(W )ξ|(ωξ1,ξ2 ∗ id)(W )
∗η)
which finishes the proof. 
2.9. Other data associated to a measured quantum groupoid ([L], [E4]). Suppose
that G = (N,M, α, β,Γ, T, T ′, ν) is a measured quantum groupoid in the sense of 2.5.
Let us write ϕ = ν ◦ α−1 ◦ T , which is a normal semi-finite faithful left-invariant weight
on M . Then:
(i) There exists an anti-∗-automorphism R on M such that :
R2 = id, R(α(n)) = β(n) for all n ∈ N, Γ ◦R = ςNo(R β∗α
N
R)Γ
and :
R((id ∗ ωξ,η)(W )) = (id ∗ ωJη,Jξ)(W ) for all ξ ∈ D(αH, ν), η ∈ D(Hβ̂, ν
o).
This map R will be called the co-inverse.
(ii) There exists a one-parameter group τt of automorphisms of M such that :
R ◦ τt = τt ◦R, τt(α(n)) = α(σ
ν
t (n)), τt(β(n)) = β(σ
ν
t (n)), Γ ◦ σ
ϕ
t = (τt β∗α
N
σϕt )Γ
for all t ∈ R and and n ∈ N . This one-parameter group will be called the scaling group.
(iii) The weight ν is relatively invariant with respect to T and RTR. Moreover, R and
τt are still the co-inverse and the scaling group of this new measured quantum groupoid,
which we shall denote by :
G = (N,M, α, β,Γ, T, RTR, ν),
and for simplification we shall assume now that T ′ = RTR and ψ = ϕ ◦R.
(iv) There exists a one-parameter group γt of automorphisms of N such that :
σTt (β(n)) = β(γt(n))
for all t ∈ R and n ∈ N . Moreover, we get that ν ◦ γt = ν.
(v) There exist a positive non-singular operator λ affiliated to Z(M) and a positive
non-singular operator δ affiliated with M such that :
(Dϕ ◦R : Dϕ)t = λ
it2/2δit,
and therefore
(Dϕ ◦ σϕ◦Rs : Dϕ)t = λ
ist.
The operator λ will be called the scaling operator, and there exists a positive non-singular
operator q affiliated to N such that λ = α(q) = β(q). We have R(λ) = λ.
The operator δ will be called the modulus. We have R(δ) = δ−1 and τt(δ) = δ for
all t ∈ R, and we can define a one-parameter group of unitaries δit β⊗α
N
δit which acts
naturally on elementary tensor products and satisfies for all t ∈ R :
Γ(δit) = δit β⊗α
N
δit.
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(vi) We have (DΦ ◦ τt : DΦ)s = λ
−ist, which proves that τt ◦ σϕs = σ
ϕ
s ◦ τt for all s, t in
R and allows to define a one-parameter group of unitaries by :
P itΛϕ(x) = λ
t/2Λϕ(τt(x)) for all x ∈ Nϕ.
Moreover, for any y in M , we get that :
τt(y) = P
ityP−it.
and it is possible to define one parameter groups of unitaries P it β⊗α
N
P it and P it α⊗βˆ
No
P it
such that :
W (P it β⊗α
N
P it) = (P it α⊗βˆ
No
P it)W
Moreover, for all v ∈ D(P−1/2), w ∈ D(P 1/2), p, q in D(αHΦ, ν) ∩D((HΦ)βˆ, ν
o), we have
(W ∗(v α⊗βˆ
νo
q)|w β⊗α
ν
p) = (W (P−1/2v β⊗α
ν
JΦp)|P
1/2w α⊗βˆ
νo
JΦq)
We shall say that the pseudo-multiplicative unitary W is manageable, with managing
operator P , which implies it is weakly regular in the sense of [E3], 4.1.
As τs ◦ σ
ϕ
t = σ
ϕ
t ◦ τs, we get that JϕPJϕ = P .
(vii) It is possible to construct a dual measured quantum groupoid
Ĝ = (N, M̂, α, β̂, Γ̂, T̂ , T̂ ′, ν)
where M̂ is equal to the weakly closed linear space generated by all operators of the form
(ωξ,η ∗ id)(W ), for ξ ∈ D(Hβ, ν
o) and η ∈ D(αH, ν), Γ̂(y) = σνoW (y β⊗α
N
1)W ∗σν for all
y ∈ M̂ , and the dual left operator-valued weight T̂ is constructed in a similar way as the
dual left-invariant weight of a locally compact quantum group. Namely, it is possible to
construct a normal semi-finite faithful weight ϕ̂ on M̂ such that, for all ξ ∈ D(Hβ, ν
o)
and η ∈ D(αH, ν) such that ωξ,η belongs to Iϕ :
ϕ̂((ωξ,η ∗ id)(W )
∗(ωξ,η ∗ id)(W )) = ‖ωξ,η‖2ϕ.
We can prove that σϕ̂t ◦α = α ◦σ
ν
t for all t ∈ R, which gives the existence of an operator-
valued weight T̂ , which appears then to be left-invariant.
As the formula y 7→ Jy∗J (y ∈ M̂) gives a co-inverse for the coproduct Γ̂, we get also
a right-invariant operator-valued weight. Moreover, the pseudo-multiplicative unitary Ŵ
associated to Ĝ is Ŵ = σνW
∗σν , its managing operator P̂ is equal to P , its scaling group
is given by τ̂t(y) = P
ityP−it, its scaling operator λ̂ is equal to λ−1, and its one-parameter
group of automorphisms γ̂t of N is equal to γ−t.
We write ϕ̂ for ν ◦α−1 ◦ T̂ , identify Hϕ̂ with H , and write Ĵ = Jϕ̂. Then R(x) = Ĵx∗Ĵ
for all x ∈M and W ∗ = (Ĵ α⊗β̂
No
J)W (Ĵ α⊗β̂
No
J).
Moreover, we have
̂̂
G = G.
For example, let G be a measured groupoid as in 2.5. The dual Ĝ of the measured
quantum groupoid constructed in 2.5 (and denoted again by G) is :
Ĝ = (L∞(G(0), ν),L(G), rG, rG, Γ̂G, T̂G, T̂G)
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where L(G) is the von Neumann algebra generated by the convolution algebra associated
to the groupoid G, the coproduct Γ̂G had been defined in ([Val1] 3.3.2), and the operator-
valued weight T̂G had been defined in ([Val1], 3.3.4). The underlying Hopf-bimodule is
co-commutative.
The peudo-multiplicative unitary W o associated to the opposite measured quantum
groupoid Go is :
W o = (Ĵ α⊗β̂
νo
Ĵ)W (Ĵ α⊗β
νo
Ĵ)
2.9.1. Lemma. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid, as
defined in 2.5, W the pseudo-multiplicative unitary associated by 2.6 ;
(i) we have, using the notations of 2.6 :
(W ∗ β⊗α
No
1)(1 α⊗β̂
N
W ∗)(W α⊗β̂
N
1) = (1 β⊗α
No
W ∗)(1 β⊗α
N
σνo)
∗(W ∗ β̂⊗α
No
1)(σ2,3α,β)
∗
(ii) let a, b in NT ∩N
∗
T ∩Nϕ ∩N
∗
ϕ; we have :
Γ((id ∗ ωΛϕ(b),JϕΛϕ(a)(W
∗)) = (ρβ,αJϕΛϕ(a))
∗(1 β⊗α
No
W ∗)(1 β⊗α
N
σνo)
∗(W ∗ β̂⊗α
No
1)(σ2,3α,β)
∗ρα,β̂Λϕ(b)
Proof. Result (i) is easily obtained from 2.6. Then, by 2.6(ii), we get (ii). 
2.9.2. Proposition. ([E5], 4.3). Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum
groupoid, as defined in 2.5, W the pseudo-mltiplicative unitary associated by 2.6, R the
co-inverse associated by 2.9; let us define An(W ) as the norm closure of the linear span
generated by all operators of the form (id ∗ωξ,η)(W ) for all ξ ∈ D(αH, ν), η ∈ D(Hβ̂, ν
o).
Then An(W ) is an algebra, An(W ) ∩ An(W )
∗ is a non degenerate sub-C∗-algebra of M ,
weakly dense in M , invariant by R, σϕt , σ
ϕ◦R
t , τt.
Proof. This is [E3], 3.6, [E4], 4.3 and 4.5. 
2.9.3. Theorem. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; let’s
use all notations introduced in 2.9. Then, for any ξ, η in D(αHΦ, ν), for all t in R, we
have :
(i) R((i ∗ ωξ,Jϕη)(W )) = (i ∗ ωη,Jϕξ)(W ); therefore R(An(W )) = An(W ).
(ii) τt((i ∗ ωξ,Jϕη)(W )) = (i ∗ ω∆−itϕ ξ,∆−itϕ Jϕη)(W )
(iii) σϕt ((i ∗ ωξ,Jϕη)(W )) = (i ∗ ωδitJϕδ−itJΦ∆−itϕ ξ,P itJϕη)(W )
σϕ◦Rt ((i ∗ ωξ,Jϕη)(W )) = (i ∗ ωP itξ,δitJϕδ−itJϕ∆−itϕ Jϕη)(W )
Proof. Results (i) and (ii) are ([L] 4.6).
Let us take ξ = JϕΛϕ(y
∗
1y2), and η = JϕΛϕ(x), with x, y1, y2 in NT ∩Nϕ; then, using 2.6
and 2.9, we get :
σϕt ((i ∗ ωJϕΛϕ(y∗1y2),Λϕ(x))(W )) = (id β∗α
N
ωJϕΛϕ(y2),JϕΛϕ(y1) ◦ σ
ϕ◦R
t )Γ(τt(x
∗))
which is equal to :
(id β∗α
N
ωJΦΛΦ(λt/2σΦ◦R−t (y2)),JΦΛΦ(λt/2σΦ◦R−t (y1)))Γ(τt(x
∗))
= (id β∗α
N
ωJΦΛΦ(σΦ◦R−t (y2)),JΦΛΦ(σΦ◦R−t (y1)))Γ(λ
tτt(x
∗))
which, using again 2.6 and 2.9, is equal to :
(i ∗ ωJϕΛϕ(σϕ◦Rt (y∗1y2)),Λϕ(λtτt(x))
)(W ) = (i ∗ ωJϕδ−itJϕδitJϕ∆itϕΛϕ(y∗1y2),P itΛϕ(x))(W )
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which gives the first result of (iii), using 2.6.
By similar calculations, we obtain :
σϕ◦Rt ((i ∗ ωJϕΛϕ(y∗1y2),Λϕ(x))(W )) = (id β∗α
N
ωJϕΛϕ(y2),JϕΛϕ(y1) ◦ τt)Γ(σ
ϕ◦R
t (x
∗))
which is equal to :
(id β∗α
N
ωJϕΛϕ(λt/2τt(y2),JϕΛϕ(λt/2τt(y1))Γ(σ
ϕ◦R
t (x
∗)) = (i ∗ ωJϕΛϕ(λtτt(y∗1y2)),Λϕ(σϕ◦R(x)))(W )
from which we obtain the second result of (iii). 
2.9.4. Lemma. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid, as
defined in 2.5, W the pseudo-multiplicative unitary associated by 2.6, R the co-inverse
associated by 2.9; let x and y in Mϕ ∩MT ; then, we have :
(i) (id ∗ ωJϕΛϕ(y),Λϕ(x))(W )
∗ = (id ∗ ωJϕΛϕ(y∗),Λϕ(x∗))(W )
(ii) R[(id ∗ ωJϕΛϕ(y),Λϕ(x))(W )] = (id ∗ ωJϕΛϕ(x),Λϕ(y))(W )
Proof. Using 2.6(iii), we have, for any x1, x2, y1, y2 in Nϕ ∩NT :
(id ∗ ωJϕΛϕ(y∗2y1),Λϕ(x∗2x1))(W ) = (id β∗α
N
ωJϕΛϕ(y1),JϕΛϕ(y2))Γ(x
∗
1x2)
from which we get :
(id ∗ ωJϕΛϕ(y∗2y1),Λϕ(x∗2x1))(W )
∗ = (id β∗α
N
ωJϕΛϕ(y2),JϕΛϕ(y1))Γ(x
∗
2x1)
and, using 2.6(iii) again, we get (i).
Using W ∗ = (Ĵ α⊗β̂
No
J)W (Ĵ α⊗β̂
No
J) (2.9), we get that :
R[(id ∗ ωJϕΛϕ(y),Λϕ(x))(W )] = Ĵ(id ∗ ωJϕΛϕ(y),Λϕ(x))(W )
∗Ĵ
= Ĵ(id ∗ ωJϕΛϕ(x),Λϕ(y))(W
∗)Ĵ
= Ĵ(id ∗ ωJϕΛϕ(x),Λϕ(y))[(Ĵ α⊗β̂
No
J)W (Ĵ α⊗β̂
No
J)]Ĵ
= (id ∗ ωJϕΛϕ(x),Λϕ(y))(W )
which is (ii).

2.9.5. Proposition. ([E5], 4.6). Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum
groupoid, as defined in 2.5, W the pseudo-mltiplicative unitary associated by 2.6, R the
co-inverse associated by 2.9; let x1, x2, y1, y2 in Nϕ ∩NT ; then :
(i) the operator (id ∗ ωJϕΛϕ(y∗2y1),Λϕ(x∗2x1))(W ) belongs to MT ∩ Mϕ if y
∗
2y1 belongs to
MRTR, and we have :
T ((id ∗ ωJϕΛϕ(y∗2y1),Λϕ(x∗2x1))(W ) = α(< RTR(y
∗
2y1)JϕΛϕ(x2), JϕΛϕ(x1) >
o
α,ν) =
= α(ΛT (x1)
∗JϕRTR(y∗2y1)JϕΛT (x2))
(ii) the operator (id ∗ ωJϕΛϕ(y∗2y1),Λϕ(x∗2x1))(W ) belongs to MRTR ∩Mϕ◦R if x
∗
2x1 belongs
to MRTR, and we have then :
RTR((id ∗ ωJϕΛϕ(y∗2y1),Λϕ(x∗2x1))(W ) = β(< RTR(x
∗
2x1)JϕΛϕ(y2), JϕΛϕ(y1) >
o
α,ν) =
= β(ΛT (y1)
∗JϕRTR(x∗2x1)JϕΛT (y2))
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Proof. Let x, y in NT ∩Nϕ; Using 2.6(iii), we have
(id ∗ ωJϕΛϕ(y∗y),Λϕ(x∗x))(W ) = (id β∗α
N
ωJϕΛϕ(y),JϕΛϕ(y))Γ(x
∗x)
(which is positive); applying the right-invariant operator valued weight RTR, we get :
RTR((id ∗ ωJϕΛϕ(y∗y),Λϕ(x∗x))(W )) = (id β∗α
N
ωJϕΛϕ(y),JϕΛϕ(y))(1 β⊗α
N
RTR(x∗x))
which is a bounded positive operator if x belongs to NRTR; it is then equal to :
β(< RTR(x∗x)JϕΛϕ(y), JϕΛϕ(y) >α,νo) = β(ΛT (y)∗JϕRTR(x∗x)JϕΛT (y))
by 2.2.2(i); then, we get (ii) by polarization and (i), by applying 2.9. 
3. Locally compact quantum groupoids
In this chapter, we first recall (3.1) the definition and basic properties of the C∗-relative
tensor product (3.1.3, 3.1.5) and the definition of the C∗-fiber product of two C∗-algebras,
as defined by T. Timmermann ([Ti2]). We then recall (3.2) the definition of a weight on
a C∗-algebra and the main properties : lower semi-continuous weights (3.2.4), and KMS
weights (3.2.5). In 3.3, we recall the definition of C∗-valued weights and lower semi-
continuous C∗-valued weights, as introduced by J. Kustermans ([K2]). We introduce
(3.3.2) the notion of a KMS pair (ν, T ), where ν is a lower semi-continuous weight on a
C∗-algebra B, and T a lower semi-continuous C∗-valued weight from a C∗-algebra A to
M(B). We then give another definition of a fiber product of two C∗-algebras (3.5, [Ti2])
and of a locally compact quantum groupoid (3.6.4).
3.1. C∗-relative product of Hilbert spaces and C∗-fiber product of C∗-algebras.
3.1.1. Definition. A C∗-base b is a triple b = (H, B, B†) where H is a Hilbert space,
and B, B† are commuting non degenerate sub-C∗-algebras of B(H). We denote b† =
(H, B†, B).
3.1.2. Definition. Be given a C∗-base b = (H, B, B†), a C∗-b-module is a pair (H,L),
where H is a Hilbert space, and L is a norm closed subspace of B(H, H), such that
[LH] = H , [LB] = L, [L∗L] = B, where [X ] means the closed linear space generated by
X (for X ⊂ H , or X ⊂ B(H, H), or X ⊂ B(H)).
Then ([Ti4], 2.5), there exists a non-degenerate normal representation ρL of B
′ on H ,
such that ρL(x)L1 = L1x, for all x ∈ B
′, L1 ∈ L. It is easy to check that, if B is non
degenerate on H , then ρL is faithful.
Be given a C∗-base b = (H, B, B†) and two C∗-b-modules (H,L) and (H˜, L˜), a mor-
phism from (H,L) to (H˜, L˜),, is an operator S ∈ B(H, H˜), such that SL ⊂ L˜ and
S∗L ⊂ L˜. Then, for all b† ∈ B†, we have SρL(b†) = ρL˜(b
†)S.
3.1.3. Definition. Be given a C∗-base b = (H, B, B†), a C∗-b-module (H,L) and a C∗-
b†-module (K,P ), the C∗-relative tensor product H L⊗P
b
K is the Hilbert space generated
by elements P1 ⊗ ξ ⊗ L1, where P1 ∈ P , ξ ∈ H, L1 ∈ L, with the inner product :
(L1 ⊗ ξ1 ⊗ P1|L2 ⊗ ξ2 ⊗ P2) = (ξ1|(P
∗
1P2)(L
∗
1L2)ξ2)
In this formula, note that, by 3.1.2, P ∗1P2 belongs to B
†, L∗1L2 belongs to B, and therefore,
by 3.1.1, commute.
The image of L⊗ ξ ⊗ P in H L⊗P
b
K will be denoted by L 5 ξ 4 P .
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If S is a morphism from the C∗-b-module (H,L) to the C∗-b-module (H˜, L˜), and T is
a morphism from the C∗-b†-module (K,P ) to the C∗-b†-module (K˜, P˜ ), then the formula
(S L⊗P
b
T )(L1 5 ξ 4 P1) = SL1 5 ξ 4 TP1
defines S L⊗P
b
T ∈ B(H L⊗P
b
K, H˜ L˜ ⊗P˜ K˜
b
).
It is clear that we can define σb : H L⊗P
b
K 7→ KK⊗L
b†
H by σb(L 5 ξ 4 P ) = P 5 ξ 4 L,
and its adjoint σb† . For X ∈ B(H L⊗P
b
K), we shall write ςX = σbXσb† , which belongs
to B(K K⊗L
b†
H).
3.1.4. Theorem. Be given a C∗-base b = (H, B, B†), a C∗-b-module (H,L), a C∗-b†-
module (K,P ), and the relative tensor product K P⊗L
b
H, we have :
(i) For any L1 ∈ L, there exists an element λL1 ∈ B(H,H L⊗P
b
K) such that, for any
P1 ∈ P and ξ ∈ H, we have λL1(P1ξ) = L1 5 ξ 4 P1.
(ii) For any P1 ∈ P , there exits an element ρP1 ∈ B(K,H L⊗P
b
K) such that, for any
L1 ∈ L and ξ ∈ H, we have ρP1(L1ξ) = L1 5 ξ 4 P1.
Proof. We have ‖L1 4 ξ 4 P1‖ = ‖|L1||P1|ξ‖ ≤ ‖L1‖‖|P1|ξ‖ = ‖L1‖‖P1ξ‖ from which
we get (i), by density (3.1.2). Result (ii) is obtained the very same way. 
3.1.5. Definition. Be given a C∗-base b = (H, B, B†) and a C∗-b-module (H,L), a C∗-
b-algebra on (H,L) is a non degenerate sub-C∗-algebra A of B(H), such that ρL(B†) ⊂
M(A), where ρL had been defined in 3.1.2.
If (H˜, L˜) is another C∗-b-module, and A˜ a C∗-b-algebra on (H˜, L˜), a b-morphism Φ
from A to A˜ is a strict morphism of C∗-algebras from A to M(A˜), such that, for all
b† ∈ B† and a ∈ A, we have ρL˜(b
†)Φ(a) = Φ(ρL(b†)a).
3.1.6. Definition([Ti2], 3.3). Be given a C∗-base b = (H, B, B†), a C∗-b-module (H,L),
a C∗-b†-module (K,P ), and the relative tensor product H L⊗P
b
K, let A1 be a a C
∗-b-
algebra on (H,L), and A2 a C
∗-b†-algebra on (K,P ); then the set of all elements X ∈
B(H L⊗P
b
K) such that, for all L1 ∈ L, all operators XλL1 and X
∗λL1 in B(H,H L⊗P
b
K)
belong to the norm closure of the linear set generated by
⋃
L2∈L
λL2A2, and such that, for all
P1 ∈ P , all operators XρP1 and X
∗ρP1 in B(K,H L⊗P
b
K) belong to the norm closure of
the linear set generated by
⋃
P2∈P
ρP2A1, is a C
∗-algebra, which will be denoted A1 L∗P
b
A2,
and called the C∗-fiber product of the C∗-b-algebra A1 and the C∗-b†-algebra A2. With
the notations of 3.1.3, we have ς(A1 L∗P
b
A2) = A2 P∗L
b†
A1.
If X belongs to A1 L∗P
b
A2, then, for any L1, L2 in L, λ
∗
L2
XλL1 belongs to A2, and, for
any P1, P2 in P , ρ
∗
P2
XρP1 belongs to A1 ([Ti2], 3.16(i)).
If (H˜, L˜) is another C∗-b-module, and A˜1 a C∗-b-algebra on (H˜, L˜), and Φ is a b-
morphism from A1 to M(A˜1), and if (K˜, P˜ ) is another C
∗-b†-module, and A˜2 a C∗-
b†-algebra on (K˜, P˜ ), and Ψ a b†-morphism from A2 to M(A˜2), then, there exists a
∗-homomorphism Ψ P∗L
b
Φ from A1 L∗P
b
A2 to M(A˜1) L˜∗P˜
b
M(A˜2) ⊂M(A˜1 L˜∗P˜
b
A˜2). ([Ti2],
3.20). This homomorphism may be degenerate.
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Let us remark that, if L1 ∈ L, and X ∈ B(H L⊗P
b
K), then XλL1 (and X
∗λL1) belongs
to B(H,H L⊗P
b
K), and, therefore, to the norm closure of the linear set generated by⋃
L2∈L
λL2B(H); we get also that XρP1 and X
∗ρP1 belong to the norm closure of of the
linear set generated by
⋃
R2∈R
λR2B(K); therefore B(H L⊗P
b
K) = B(H) L∗P
b
B(K).
Let us suppose now that all operators XλL1 and X
∗λL1 in B(H,H L⊗P
b
K) belong
to the norm closure of the linear set generated by
⋃
L2∈L
λL2A2; then, as XρP1 and X
∗ρP1
belongs to the linear set generated by
⋃
R2∈R
λR2B(H), we get that X ∈ B(H) L∗P
b
A2,
3.1.7. Example. t = (C,C,C) is a C∗-base. Then, if H , K are two Hilbert spaces, it is
clear that the C∗-relative tensor product H⊗
t
K is just the Hilbert tensor product H⊗K
([Ti2], 2.13); moreover, if A is a sub-C∗-algebra of B(H), and K is a sub-C∗-algebra
of B(K), then the C∗-fiber product A ∗
t
B contains the C∗-algebra M˜(A ⊗ B) = {X ∈
M(A ⊗ B), such that X(1 ⊗ b) ∈ A ⊗ B, for all b ∈ B, and X(a ⊗ 1) ∈ A ⊗ B, for all
a ∈ A}. ([Ti2], 3.20).
3.2. Weights on C∗-algebras ([C1], [C2], [K1]).
3.2.1. Notations. Let M be a von Neuman algebra, and α an action from a locally
compact group G on M , i.e. a homomorphism from G into AutM , such that, for all
x ∈ M , the function g 7→ αg(x) is σ-weakly continuous. Let us denote by C
∗(α) the
set of elements x of M , such that this function t 7→ αg(x) is norm continuous. It is
([Pe], 7.5.1) a sub-C∗-algebra of M , invariant under the αg, generated by the elements
(x ∈ N ,f ∈ L1(G)):
αf(x) =
∫
R
f(s)αs(x)ds
More precisely, we get that, for any x in M , αf(x) is σ-weakly converging to x when f
goes in an approximate unit of L1(G), which proves that C∗(α) is σ-weakly dense in M ,
and that x ∈M belongs to C∗(α) if and only if this file is norm converging.
If αt and γs are two one-parameter automorphism groups of M , such that, for all s, t in
R, we have αt ◦ γs = γs ◦ αt, by considering the action of R
2 given by (s, t) 7→ γs ◦ αt,
we obtain a dense sub-C∗-algebra of M , on which both α and γ are norm continuous, we
shall denote C∗(α, γ).
If ϕ is a normal semi-finite faithful weight on M , we shall write C∗(ϕ) for the norm
closure of Mϕ ∩C
∗(σϕ).
3.2.2. Definition. Let A be a C∗-algebra; a weight ν on A a is function A+ 7→ [0,+∞]
such that, for any x, y in A+, and λ ∈ R+, we have ν(x + y) = ν(x) + ν(y) and
ν(λx) = λν(x).
We note M+ν = {x ∈ A
+, ν(x) < ∞}, Nν = {x ∈ A, ν(x
∗x) < ∞} and Mν for the
linear space generated by M+ν (or by all products x
∗y, where x, y are in Nν).
As ν is an increasing function, we get that M+ν is an hereditary cone, Nν a left ideal (in
M(A)), and that Mν is a sub-∗-algebra of A, and that M
+
ν = Mν ∩A
+ (which justify the
notation). Moreover, ν can be extended to a linear map on Mν , we shall denote again ν.
We denote Nν the set of all x ∈ A, such that ν(x
∗x) = 0; it is clear that Nν is a left-ideal
of A.
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We shall say that ν is densely defined if M+ν is dense in A
+ (or if Mν (resp. Nν) is
dense in A), and that ν is faithful if, for x ∈ A+, ν(x) = 0 implies that x = 0 (and then
Nν = {0}).
3.2.3. Definition. Be given a C∗-algebra A and a weight ν on A, a GNS construction
for ν is a triple (Hν, πν ,Λν) such that :
(i) Hν is a Hilbert space,
(ii) Λν is a linear map from Nν in Hν , such that Λν(Nν) is dense in Hν , and, for any
x, y in Nν , we have (Λν(x)|Λν(y)) = ν(y
∗x),
(iii) πν is a representation of A on Hν , such that, for any a ∈ A, Λν(ax) = πν(a)Λν(x).
For a construction, we refer to ([C1], 2).
3.2.4. Definition. We shall say that a weight ν on a C∗-algebra A is lower semi-
continuous (l.s.c.) if, for all λ ∈ R+, the set {x ∈ A+, ν(x) ≤ λ} is closed.
Then, it is proved ([C1], 1.7) that, for any x ∈ A+, ν(x) = sup{ω(x), ω ∈ A∗+, ω ≤ ν}.
and ([K1], 2.3) that Λν is closed. Moreover, ν has then a natural extension to M(A).
3.2.5. Definition. Be given a C∗-algebra A, a densely defined lower semi-continuous
faithful weight ν on A, and a norm continuous one parameter group of automorphism σ
on A; we shall say par ν is a KMS weight on A (with respect to σ) if :
(i) for all t ∈ R, ν ◦ σt = ν;
(ii) for any x, y in Nν ∩N
∗
ν , there exists a bounded function f in the set {0 ≤ Imz ≤
1} ⊂ C, analytic in {0 < Imz < 1}, such that, for all t ∈ R, f(t) = ν(σt(x)y) and
f(t+ i) = ν(yσt(x)) (the so-called KMS conditions).
Then ([EVal],2.2.3; the proof is due to F. Combes), ν extends to a normal semi-finite
faithful weight on the von Neumann algebra πν(A)
′′, we shall denote by ν. Then σ is
unique and is the restriction to A of the modular group σν .
With the notations of 3.2.1, we get that, if ϕ is a normal semi-finite faithful weight on
a von Neumann algebra M , then ϕ|C∗(ϕ) is a KMS weight on C∗(ϕ).
3.2.6. Definition. Be given aC∗-algebraA, and a densely defined, lower semi-continuous,
faithful weight ν, KMS with respect to a one parameter group σ of automorphisms, we
shall say that x is analytic if the function t 7→ σt(x) extends to an analytic function.
If x ∈ Nν , then xn =
n√
pi
∫
e−n
2t2σt(x)dt is analytic, belongs to Nν and xn is norm
converging to x and Λν(xn) is norm converging to Λν(x). ([K1] 4.3)
3.3. C∗-valued weights ([K2]).
3.3.1. Definition. Be given two C∗-algebras A and B, with B ⊂M(A), and a hereditary
cone P in A+; let us write N = {a ∈ A, a∗a ∈ P} and M = spanP = N∗N; then a C∗-
valued weight from A into M(B) is a linear map T from M into M(B), such that, for
any b ∈ B and x ∈ P , b∗xb belongs to P and T (b∗xb) = b∗T (x)b.
Then, M will be denoted MT , N will be denoted NT , and P will be denoted M
+
T . We
shall say that T is densely defined if one of these sets is dense in A (or A+). T is faithful
if (x ∈ M+T ), Tx = 0 implies that x = 0. If T is faithful and densely defined, then it is
easy to get that T (MT ) is a dense ideal in M(B).
A definition of lower semi-continuity is given in ([K2], 3). More precisely, Kustermans
constructs a uprising set GT of bounded completely positive maps from A to M(B), and
T is then said lower semi-continuous if M+T is the set of x ∈ A
+ such that (ρ(x))ρ∈GT
is strictly convergent in M(B), and if this limit is then equal to T (x). So, when ν is a
lower semi-continuous weight on B, which then extends to M(B) (3.2.4), then ν ◦ T is a
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lower semi-continuous weight on A. More precisely, if ν and T are densely defined, lower
semi-continuous and faithful, so is ν ◦ T .
3.3.2. Definition. Be given twoC∗-algebrasA andB, with B ⊂ M(A), a faithful densely
defined lower semi-continuous C∗-weight T from A to M(B), and a faithful densely
defined lower semi-continuous weight ν on B, which then extends to M(B). We shall say
that the pair (ν, T ) is KMS if :
(i) there exists a one parameter automorphism group σν on B, such that ν is KMS
with respect to σν ;
(ii) there exists a one parameter automorphism group σν◦T on A, such that ν ◦ T is
KMS with respect to σν◦T ;
(iii) for all t ∈ R, the restriction of σν◦Tt to B is equal to σ
ν
t .
In that situation, considering the GNS constructions of ν and ν ◦ T , we define, for any
a ∈ NT , the linear map ΛT (a) ∈ B(Hν , Hν◦T ) by (b ∈ Nν) :
ΛT (a)Λν(b) = Λν◦T (ab)
Let us remark that ‖ΛT (a)‖
2 = ‖T (a∗a)‖.
3.3.3. Theorem. Be given two C∗-algebras A and B, with B ⊂M(A), a densely defined,
faithful, lower semi-continuous weight ν on B, a densely defined, faithful, lower semi-
continuous C∗-valued weight T from A into M(B), such that (ν, T ) is KMS, in the sense
of 3.3.2. Then :
(i) there exists a unique injective ∗-homomorphism Φ from πν(B)
′′ into B(Hν◦T ) such
that Φ ◦ πν = πν◦T , which allows to consider πν(B)′′ as a sub-algebra of πν◦T (A)′′.
(ii) moreover, there exists a normal faithful semi-finite operator-valued weight T from
πν◦T (A)′′ onto πν(B)′′ such that, for any a in MT , we have T (πν◦T (a)) = πν(T (a)).
Proof. For any b ∈ B and t ∈ R, we have :
σν◦Tt Φπν(b) = σ
ν◦T
t πν◦T (b) = πν◦T (σ
ν
t (b)) = Φπνσ
ν
t (b)
and, by continuity, we have σν◦Tt Φ = Φσ
ν
t . By identifying πν(B)
′′ with Φ(πν(B)′′), we
may consider πν(B)
′′ as a sub-algebra of πν◦T (A)′′; then the restriction of σν◦Tt to this sub-
algebra is equal to σνt . This gives the existence of a normal semi-finite faithful operator
valued weight T from πν◦T (A)′′ onto πν(B)′′. The fact that the restriction of T to πν◦T (A)
is equal to T is straightforward. 
Note that the existence of Φ can also be deduced from ([C3], 1.7 and 1.8). Thanks
to that result, we get, by restriction of T , that, for all t ∈ R, σν◦Tt = T ◦ σ
ν◦T
t , from
which we get that σν◦Tt (NT ) ⊂ NT ; if x ∈MT , then xn =
n√
pi
∫
e−n
2t2σν◦Tt (x)dt is analytic
with respect to σν◦T and belongs to MT ; moreover, if x1, x2 are in NT and analytic with
respect to σν◦T , then T (x∗2x1) is analytic with respect to σ
ν .
Moreover, we have clearly ν ◦ T = ν ◦ T .
3.3.4. Theorem. Let M be a von Neumann algebra, N a sub-von Neumann algebra of
M , and T a normal faithful semi-finite operator-valued weight from M to N , ν a normal
semi-finite faithful weight on N , and ϕ = ν ◦T ; let us define C∗(T, ν) as the norm closure
of MT ∩C
∗(ϕ); then :
(i) C∗(σν) is included into C∗(σϕ); if x ∈MT ∩C∗(σϕ), then T (x) belongs to C∗(σν);
(ii) C∗(T, ν) is equal to C∗(ϕ);
(iii) the restriction of T to C∗(T, ν) is a lower semi-continuous densely defined C∗-
valued weight from C∗(T, ν) to C∗(ν) and (ν|C∗(ν), T|C∗(T,ν)) is KMS.
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Proof. As σϕt |N = σ
ν
t , it is clear that C
∗(σν) is included into C∗(σϕ); let now x ∈ M+T ∩
C∗(σϕ). Using 3.2.1, we get that x is the norm limit of
∫
R
fi(t)σ
ϕ
t (x)dt, when fi is a
positive continuous approximate unit of L1(R).
Let ω ∈ N∗+, such that ω|C∗(σν ) = 0; as ω ◦ T is norm lower semi-continuous, we get
that ω ◦ T is equal to sup{ω′ ∈M+∗, ω′ ≤ ω ◦ T}; then, using the norm continuity of ω′,
we have :
ω′(x) = limi
∫
R
fi(t)ω
′(σϕt (x))dt ≤ ω ◦ T (
∫
R
fi(t)σ
ϕ
t (x)dt) =
= limiω ◦
∫
R
fi(t)σ
ν
t (Tx)dt = 0
because, by 3.2.1 again, all elements of the form
∫
R
f(t)σνt (y)dt, for any y ∈ N and
f ∈ L1(R), belong to C∗(σν); therefore, we get that ω ◦ T (x) = 0, and, then, that T (x)
belongs to C∗(σν).
(ii) If x ∈ MT ∩ C
∗(σϕ) and y ∈ Nν ∩ C∗(σν), using (i), we get that xy belongs to
MT ∩Mϕ ∩C
∗(σϕ) and that such elements are dense in both C∗(T, ν) and C∗(ϕ), which
is (ii).
(iii) as MT is invariant under σ
ϕ
t , we get that ϕ|C∗(ϕ) is KMS; as ν|C∗(ν) is also KMS,
we get easily the result. 
3.4. Basic construction for inclusion of C∗-algebras with KMS C∗-valued weights.
Let B, A be two C∗-algebras, with B ⊂ M(A). Let ν be a KMS weight on B, and T
a densely defined lower semi-continuous C∗-valued weight from A to M(B), such that
the pair (ν, T ) is KMS. We define ϕ = ν ◦ T which is a KMS weight on A. We shall
denote M0 = πν(B)
′′, M1 = πϕ(A)′′, ν the canonical extension of ν to M0 (which, by
3.2.5, is a normal semi-finite faithful weight on M0), ϕ the canonical extension of ϕ to
M1 (which, by 3.2.5 again, is a normal semi-finite faithful weight on M1). Using again
3.3.3, we get that M0 can be considered as a sub-von Neumann algebra of M1, and that
there exists T a canonical extension of T to M1 (which, by 3.3.3, is a normal semi-finite
faithful operator-valued weight from M1 to M0). Let M2 be the basic construction made
from the inclusion M0 ⊂M1, and let T2 be the normal faithful semi-finite operator-valued
weight constructed in 2.2.1(i) from M2 to M1.
3.4.1. Lemma. Let a, b in A ∩NT ∩Nϕ; then :
(i) T (b∗a) belongs to M(B).
(ii) The norm closure of the linear space generated by all elements of the form ΛT (a)ΛT (b)
∗
is a C∗-algebra A1 and A ⊂M(A1).
(iii) There exsits elements ai, bi in A∩NT ∩Nϕ ∩N
∗
T ∩N
∗
ϕ such that, for any y ∈ A1,
the sum yΣiΛT (ai)ΛT (bi)
∗ is norm converging to y.
Proof. The proof of (i) is trivial. For any a1, a2, b1, b2 in NT ∩Nϕ ∩N
∗
T ∩N
∗
ϕ, we have :
ΛT (a1)ΛT (b1)
∗ΛT (a2)ΛT (b2)∗ = ΛT (a1(T (b∗1a2)))ΛT (b2)
∗
By (i) T (b∗1a2) belongs to M(B) ⊂ M(A), so a1(T (b
∗
1a2)) belongs to A. Moreover, it is
easy to get that it belongs also to NT ∩Nϕ, which gives that the linear space generated
by all elements of the form ΛT (a)ΛT (b)
∗ is an algebra, and the first part of (ii). The
fact that A ⊂ M(A1) is trivial; which finishes the proof of (ii). Now, let us choose an
approximate unit of A1 of the form ΣiΛT (ai)ΛT (bi)
∗, and we get (iii). 
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3.4.2. Lemma. Let x ∈ NT ∩B
′, x analytic with respect to σϕt ; then σ
ϕ
−i/2(x
∗) belongs to
NT .
Proof. Let b in Nν , analytic with respect to σ
ν
t , such that σ−i/2(b
∗) belongs to Nν ; we
have :
(T (x∗x)JνΛν(b)|JνΛν(b)) = ν(σν−i/2(b
∗)∗T (x∗x)σν−i/2(b
∗)) = ϕ(σν−i/2(b
∗)∗x∗xσν−i/2(b
∗)) =
‖Λϕ(σ−i/2(b∗)x)‖2 = ‖JϕΛϕ(σ−i/2(b∗)x)‖2 = ϕ(b∗σ
ϕ
−i/2(x
∗)∗σϕ−i/2(x
∗)b)
We get then that σϕ−i/2(x
∗) belongs to NT . 
3.5. Fiber product of C∗-algebras. Here, using weights and C∗-valued weights on
C∗-algebras, we give another definition of the fiber product of two C∗-algebras; this
definition is completely inspired by Timmermann’s work, and, in that special situation,
is equivalent to ([Ti2], 3.3) .
3.5.1. Definition. Be given three C∗-algebras A1, A2 and B, α an injective strict ∗-
homomorphism from B into M(A1), β an injective strict ∗-antihomomorphism from B
into M(A2), T1 a densely defined faithful lower semi-continuous C
∗-valued weight from
A1 to M(B), T2 a densely defined faithful lower semi-continuous C
∗-valued weight from
A2 to M(B), ν a KMS weight on B such that both pairs (ν, T1) and (ν, T2) are KMS.
Let N = πν(B)
′′, ϕ1 = ν ◦ α−1 ◦ T1, ϕ2 = νo ◦ β−1 ◦ T1 M1 = πϕ1(A1)
′′, M2 = πϕ2(A2)
′′;
let α (resp. β) be the imbedding of N into M1 (resp. M2) given by 3.3.3. Then α (resp.
β) is an injective ∗-homomorphism (resp. anti-∗-homomorphism) of N into M1 (resp.
M2) and let M2 β∗α
N
M1 their fiber product in the sense of 3.5. Let ϕ1 (resp. ϕ2) be the
extension of ϕ1 (resp. ϕ2) to M
+
1 (resp. M
+
2 ). Then, we shall denote A2 T2∗T1
B
A1 the set
of all elements X ∈M2 β∗α
N
M1 such that :
- for all y ∈ A1 ∩NT1 ∩Nϕ1, Xρ
β,α
Jϕ1Λϕ1 (y)
and X∗ρβ,αJϕ1Λϕ1 (y) belong to the norm closure
of the linear set generated by :
∪z∈A1∩NT1∩Nϕ1ρ
β,α
Jϕ1Λϕ1 (z)
A2
- for all y′ ∈ A2∩NT2 ∩Nϕ2, Xλ
β,α
Jϕ2Λϕ2 (y
′) and X
∗λβ,αJϕ2Λϕ2 (y′) belong to the norm closure
of of the linear set generated by :
∪z′∈A2∩NT2∩Nϕ2λ
β,α
Jϕ2Λϕ2 (z
′)A1
It is clear that A2 T2∗T1
B
A1 is a sub-C
∗-algebra of M2 β∗α
N
M1, but it may be degenerate
([Ti2], 3.20).
3.5.2. Theorem. Let’s use the notations of 3.5.1; let X ∈ A2 T2∗T1
B
A1, x1, x
′
1 in NT1 ∩
Nϕ1, x2, x
′
2 in NT2 ∩Nϕ2; then :
(i) (ωΛϕ2 (x′2),Λϕ2 (x2) β∗α
ν
id)(X) belongs to A1;
(ii) (id β∗α
ν
ωJϕ1Λϕ1(x′1),Jϕ1Λϕ1 (x1)
)(X) belongs to A2;
Proof. By 3.5.1, we get that the operator XλΛϕ2 (x1) belongs to the norm closure of
∪x′′λ
β,α
Λϕ2 (x
′′)A1, for all x
′′ in Nϕ2, analytic with resect to ϕ2. Then, we get that the
operator (ωΛϕ2 (x′1),Λϕ2 (x1) β∗α
ν
id)(X) belongs to the norm closure of all operators of the
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form 1 β˜⊗α˜
ν
α ◦ σν−i/2 ◦ β
−1 ◦ T2(x
′∗
1 x
′′)A1, which is included in α(M(B))A1 ⊂ A1. From
which we get (i) by density. Result (ii) is proved the same way. 
3.6. Locally compact quantum groupoids.
3.6.1. Theorem. Be given three C∗-algebras A1, A2 and B, α an injective strict ∗-
homomorphism from B into M(A1), β an injective strict ∗-antihomomorphism from B
into M(A2), T1 a densely defined faithful lower semi-continuous C
∗-valued weight from
A1 to M(B), T2 a densely defined faithful lower semi-continuous C
∗-valued weight from
A2 to M(B), ν a KMS weight on B such that both pairs (ν, T1) and (ν, T2) are KMS.
Then, (Hν◦α−1◦T , LT1) is a C
∗-bν-module, (Hν◦β−1◦T2 , LT2) is a C
∗-boν-module, and the
application from Hνo◦β−1◦T2 β⊗α
ν
Hν◦α−1◦T1 to Hνo◦β−1◦T2 LT2⊗LT1
bν
Hν◦α−1◦T1 which sends
(for any x ∈ NT1 ∩Nν◦α−1◦T1, y ∈ NT2 ∩Nνo◦β−1◦T2, z ∈ Nν) :
Λνo◦β−1◦T2(β(z
∗)y) β⊗α
ν
Jν◦α−1◦T1Λν◦α−1◦T1(x) =
= Λνo◦β−1◦T2(y) β⊗α
ν
Jν◦α−1◦T1Λν◦α−1◦T1(xα(z))
on ΛT2(y) 5 JνΛν(z) 4 ΛT1(x) is an isomorphism of Hilbert spaces.
Proof. Note that the equality given up here is an easy corollary of 2.1. The second term
can be written also as Λνo◦β−1◦T2(y) β⊗α
ν
Jν◦α−1◦T1ΛT1(x)Λν(z)
Let x1, x2 in NT1 ∩Nν◦α−1◦T1 , y1, y2 in NT2 ∩Nνo◦β−1◦T2 , z1, z2 in Nν . Using 2.2.2, we
get that the scalar product :
(Λνo◦β−1◦T2(y1) β⊗α
ν
Jν◦α−1◦T1ΛT1(x1)Λν(z1)|Λνo◦β−1◦T2(y2) β⊗α
ν
Jν◦α−1◦T1ΛT1(x2)Λν(z2))
is equal to :
(α(< Λνo◦β−1◦T2(y1),Λνo◦β−1◦T2(y2) >β,νo)Jν◦α−1◦T1ΛT1(x1)Λν(z1)|Jν◦α−1◦T1ΛT1(x2)Λν(z2))
which can be written as :
(α ◦ β−1T2(y∗2y1)Jν◦α−1◦T1ΛT1(x1)Λν(z1)|Jν◦α−1◦T1ΛT1(x2)Λν(z2))
which is equal to :
(Jν◦α−1◦T1α ◦ β
−1T2(y∗1y2)Jν◦α−1◦T1ΛT1(x2)Λν(z2)|ΛT1(x1)Λν(z1)) =
= (ΛT1(x2)Jνβ
−1T2(y∗1y2)JνΛν(z2)|ΛT1(x1)Λν(z1) =
= (Jνβ
−1T2(y∗1y2)JνΛν(z2)|α
−1T1(x∗2x1)Λν(z1))
= (Λν(z2)|α
−1T1(x∗2x1)Jνβ
−1T2(y∗2y1)JνΛν(z1))
which, by definition (3.1.3), is equal to the scalar product :
(ΛT2(y1) 5 JνΛν(z1) 4 ΛT1(x1)|ΛT2(y2) 5 JνΛν(z2) 4 ΛT1(x2))
which proves the result. 
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3.6.2. Theorem. Be given three C∗-algebras A1, A2 and B, α an injective strict ∗-
homomorphism from B into M(A1), β an injective strict ∗-antihomomorphism from B
into M(A2), T1 a densely defined faithful lower semi-continuous C
∗-valued weight from
A1 to M(B), T2 a densely defined faithful lower semi-continuous C
∗-valued weight from
A2 to M(B), ν a KMS weight on B such that both pairs (ν, T1) and (ν, T2) are KMS.
Let A2 LT2∗LT1
bν
A1 be the C
∗-fiber product in the sense of 3.1.6; let N = πν(B)′′, M1 =
πν◦α−1◦T1(A1)
′′, M2 = πνo◦β−1◦T2(A2)
′′; let α (resp. β) be the imbedding of N into M1
(resp. M2) given by 3.3.3. Then α (resp. β) is an injective ∗-homomorphism (resp.
anti-∗-homomorphism) of N into M1 (resp. M2) and let M2 β∗α
N
M1 their fiber product in
the sense of 3.5. Using 3.6.1, we shall consider that A2 LT2∗LT1
bν
A1 is a sub-C
∗-algebra of
B(Hνo◦β−1◦T2 β⊗α
ν
Hν◦α−1◦T1). Let X ∈ A2 LT2∗LT1
bν
A1, x1, x
′
1 in NT1 ∩Nν◦α−1◦T1, x2, x
′
2
in NT2 ∩Nνo◦β−1◦T2 ; then :
(i) (ωΛνo◦β−1◦T2 (x
′
2),Λνo◦β−1◦T2
(x2) β∗α
ν
id)(X) belongs to A1;
(ii) (id β∗α
ν
ωJν◦α−1◦T1Λν◦α−1◦T1(x′1),Jν◦α−1◦T1Λν◦α−1◦T1 (x1)
)(X) belongs to A2;
(iii) The C∗-fiber product A2 LT2∗LT1
bν
A1 is a sub-C
∗-algebra of M2 β˜∗α˜
N
M1.
Proof. Let us suppose first that x′′ is analytic. By 3.1.6, we get that the operator
XλΛνo◦β−1◦T2 (x1)
belongs to the norm closure of ∪x′′λΛνo◦β−1◦T2 (x
′′)A1, for all x
′′ in NT2 ∩
Nνo◦β−1◦T2 , analytic with resect to ν
o ◦β−1◦T2. Using now 3.6.1, we get that the operator
(ωΛΛ
νo◦β−1◦T2
(x′1)
,Λνo◦β−1◦T2
(x1) β∗α
ν
id)(X) belongs to the norm closure of all operators of the
form 1 β˜⊗α˜
ν
α ◦ σν−i/2 ◦ β
−1 ◦ T2(x
′∗
1 x
′′)A1, which is included in α(M(B))A1 ⊂ A1. From
which we get (i) by density. Result (ii) is proved the same way. Then, it is straightforward
to get that X commutes with 1 β⊗α
N
y, for all y ∈ πν◦α−1◦T1(A1)
′, and with x β⊗α
N
1, for
all x ∈ πνo◦β−1◦T2(A2)
′; so X commutes with M ′2 β⊗α
N
M ′1, which gives (iii). 
3.6.3. Notations. Using 3.6.2, we define (idLT2∗LT1
bν
T1) as the restriction of (idβ∗α
N
T˜1) to
A2 LT2∗LT1
bν
A1; it is a faithful lower semi-continuous C
∗-valued weight from A2 LT2∗LT1
bν
A1
to A2 ∩ β(B)
′
LT2
⊗LT1
bν
1. The C∗-valued weight (T2 LT2∗LT1
bν
id) is defined the same way.
Let us write ϕ = ν ◦ α−1 ◦ T1, which is a KMS weight on A1, and ϕ its extension to
M1. Using again 3.6.2, we define also (id LT2∗LT1
bν
ϕ) as the restriction of (id β∗α
N
ϕ) to
A2 LT2∗LT1
bν
A1. As (id β∗α
ν
ν ◦α−1) is just the inclusion of M2 ∩ β(N)′ =M2 β∗α
N
α(N) into
M2 ([L], 2.5.1), we get that, for any positive X ∈ A2 LT2∗LT1
bν
A1, we have :
(id LT2∗LT1
bν
T1)(X) = (id LT2∗LT1
bν
ϕ)(X) β⊗α
ν
1
3.6.4. Definition. An octuple G = (B,A, α, β, ν, T, T ′,Γ) will be called a locally compact
quantum groupoid if :
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(i) A and B are C∗-algebras, α a strict ∗-homomorphism from B to M(A), β a strict
anti-∗-homomorphism from B to M(A);
(ii) ν is a densely defined faithful, lower semi-continuous KMS weight on B, in the
sense of 3.2.5;
(iii) T is a densely defined faithful lower semi-continuous C∗-valued weight from A to
α(M(B)), T ′ is a densely defined faithful lower semi-continuous C∗-valued weight from
A to β(M(B)), such that both pairs (T, ν ◦α−1) and (T ′, νo ◦β−1) are KMS, in the sense
of 3.3.2;
(iv) Γ is a strict ∗-homomorphism from A to A LT ′∗LT
bν
A such that, for all b ∈ B,
Γ(α(b)) = 1 LT ′⊗LT
bν
α(b), Γ(β(b)) = β(b) LT ′⊗LT
bν
1, and :
(Γ LT ′∗LT
b
id)Γ = (id LT ′∗LT
b
Γ)Γ
where Γ LT ′∗LT
b
id and id LT ′∗LT
b
Γ are defined using 3.1.6. Such an application is called a
coproduct.
Then, by definition of ALT ′∗LT
bν
A, for any x ∈ A, Λ1, Λ2 in LT , Λ
′
1, Λ
′
2 in LT ′ , ρ
∗
Λ2
Γ(x)ρΛ1
and λ∗Λ′2Γ(x)λΛ
′
1
belong to A. We suppose, moreover, that the two linear subsets generated
by these elements are dense in A. Then, Γ is called a non degenerate coproduct.
(v) the modular automorphism groups of the KMS weights ν ◦α−1 ◦T and νo ◦β−1 ◦T ′
on A commute;
(vi) T is left-invariant, which means that, for any x ∈ M+T , we have :
(id LT ′∗LT
bν
T )Γ(x) = T (x) LT ′⊗LT
bν
1
where (id LT ′∗LT
bν
T ) had been defined in 4.11;
(vii) T ′ is right-invariant, which means that, for any x′ ∈MT ′+ , we have :
(T ′ LT ′∗LT
bν
id)Γ(x) = 1 LT ′∗LT
bν
T ′(x′)
where (T ′ LT ′⊗LT
bν
id) had been defined in 4.11.
3.6.5. Example. Let us suppose that bν = t; then T and T
′ are KMS weights on A,
C∗-tensor product over bν is the usual tensor product of Hilbert spaces, then , thanks to
3.1.7, any reduced C∗-algebraic quantum group (A,Γ, T, T ′) in the sense of ([KV1], 4.1)
is a locally compact quantum groupoid (C, A, id, id, id, T, T ′,Γ).
4. From a locally compact quantum groupoid to a measured quantum
groupoid
In this chapter, to any locally compact quantum groupoid G = (B,A, α, β, ν, T, T ′,Γ),
we associate a measured quantum groupoid G = (N,M, α, β,Γ, T , T ′, ν) such that B is
weakly dense in N , A is weakly dense in M , α (resp. β, Γ, T , T ′, ν) is the restriction
of α, (resp. β, Γ, T , T ′, ν). The only problem is to extend the coproduct; this is done
by using [L], in which Lesieur associated a pseudo-multiplicative unitary to any quantum
measured groupoid; this construction was inspired by Kustermann-Vaes ([KV1]), who
associated a multiplicative unitary to the C∗-version of any locally compact group; so, it
is not a surprise that Lesieur’s construction can be extended to a C∗-context. Then, we
shall say that G is a locally compact sub-quantum groupoid of G (4.12).
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4.1. Notations. Let G = (B,A, α, β, ν, T, T ′,Γ) be a locally compact quantum groupoid,
as defined in 3.6.4; let us denote ν the canonical normal faithful semi-finite weight con-
structed on N = πν(B)
′′ in 3.2.5, and ϕ = ν ◦ α−1 ◦ T the canonical faithful semi-finite
weight constructed on M = πν◦α−1◦T (A)′′. Let α (resp. β) be the canonical injective
∗-homomorphism (resp. anti-∗-homomorphism) from N into M constructed in 3.3.3. Let
T (resp. T ′) be the normal faithful semi-finite operator-valued weight from M to α(N)
(resp. β(N)) constructed in 3.3.3. Finally, let us define, for all x ∈ N , β̂(x) = Jϕα(x
∗)Jϕ.
4.2. Theorem. Let G = (B,A, α, β, ν, T, T ′,Γ) be a locally compact quantum groupoid,
as defined in 3.6.4; let’s use the notations of 4.1; then,
(i) for any a ∈ NT ∩Nϕ, and any v, ξ, in D((Hϕ)β, ν
o), (ωv,ξ β∗α
ν
id)Γ(a) belongs to
NT ∩Nϕ;
(ii) there exists an isometry U from Hϕ α⊗β̂
νo
Hϕ to Hϕ β⊗α
ν
Hϕ, such that, for any
orthogonal (β, νo)-basis (ξi)i∈I of Hϕ, any a ∈ NT ∩ Nϕ and any v ∈ D((Hϕ)β, νo), we
have :
U(v α⊗β̂
νo
Λϕ(a)) =
∑
i∈I
ξi β⊗α
ν
Λϕ((ωv,ξi β∗α
ν
id)Γ(a))
Proof. The proof of (i) is identical to ([L], 3.2.7), and the proof of (ii) is identical to ([L],
3.2.9 and 3.2.10). 
4.3. Proposition. Let’s use the notations of 4.1 and 4.2; then, we have :
(i) for any x ∈ Nϕ, e ∈ Nϕ, ξ ∈ H, we have :
(1 β⊗α
N
JϕeJϕ)U(ξ α⊗β̂
ν
Λϕ(x)) = Γ(x)(ξ β⊗α
ν
JϕΛϕ(e))
(ii) for any a ∈ A, we have Γ(a)U = U(1 α⊗β̂
N
a).
Proof. The proof of (i) is identical to ([L], 3.3.1); then (ii) is a direct corollary of (i), as
in ([L], 3.4.5). 
4.4. Lemma. Let’s use the notations of 4.1 and 4.2; then, we have, for any a ∈ Nϕ :
(i) for any v ∈ D(αH, ν) ∩D(Hβ, ν
o), w ∈ D(Hβ, ν
o), we have :
(ωv,w ∗ id)(U)Λϕ(a) = Λϕ((ωv,w β∗α
N
id)Γ(a))
(ii) for any e ∈ Nϕ, η ∈ D(αH, ν), we have :
(id β∗α
N
ωJϕΛϕ(e),η)Γ(a) = (id ∗ ωΛϕ(a),Jϕe∗Jϕη)(U)
Proof. The proof of (i) is identical to ([L], 3.3.3) and the proof of (ii) is identical to ([L],
3.3.4). 
4.5. Theorem. Let’s use the notations of 4.1 and 4.2; the isometry U is a unitary
Proof. This is the difficult part of the result; moreover, the proof is identical to ([L],
3.5). 
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4.6. Theorem. Let’s use the notations of 4.1 and 4.2; for any x ∈ M , let’s define
Γ(x) = U(1 α⊗β
N
x)U∗; then, Γ(x) belongs to M β∗α
N
M , and (N,M, α, β,Γ) is a Hopf-
bimodule in the sense of 2.4.
Proof. For any a ∈ A, we have, thanks to 4.3(ii) and 4.5, Γ(a) = Γ(a), so, by continuity
and 3.6.2, we get that Γ(x) belongs to M β∗α
N
M . We get also that Γ is a coproduct by
continuity. 
4.7. Theorem. let G = (B,A, α, β, ν, T, T ′,Γ) be a locally compact quantum groupoid;
let’s use the notations of 4.1 and 4.6. Then, G = (N,M, α, β,Γ, T , T ′, ν) is a measured
quantum groupoid, we shall denote G(G), and we have α = α|B, β = β|B, Γ = Γ|A,
T = T |A, T
′ = T ′|A, ν = ν|B.
Proof. By normality of T , we easily get that T is left-invariant with respect to Γ; the
commutation property of σν◦α
−1◦T and σν
o◦β−1◦T ′ are clear, by continuity and 3.6.4(v). 
Using again ([L], 3.6) we get easily that the pseudo-multiplicative unitaryW associated
to G is equal to U∗.
4.8. Theorem. Let’s use the notations of 4.7. Then :
(i) let a, b, e in Nϕ ∩NT ; we heve :
(id ∗ ωJϕΛϕ(e∗b),Λϕ(a))(W ) = (id β∗α
N
ωJϕΛϕ(b),JϕΛϕ(e))Γ(a
∗)
(ii) the linear set generated by all elements of the form (id ∗ ωJϕΛϕ(b),Λϕ(a))(W ), for a,
b in Nϕ ∩ NT is norm dense in A. Moreover, A is a sub-C
∗-algebra of the C∗-algebra
An(W ) ∩An(W )
∗ introduced in 2.9.2.
(iii) the co-inverse R of G is such that R(A) = A.
(iv) the modulus δ and the scaling operator λ of the measured quantum groupoid G are
affiliated to A, in the sense of ([B], [W4]).
(v) The scaling group τt of G satisfies, for all t ∈ R, τt(A) = A, and τ|A is a norm
continuous one parameter group of automorphims of A.
Proof. Formula (i) is just an application of 4.4(ii) and 3.6.4(iv). Then, using the notations
of 2.9.2, we have A ⊂ An(W ), from which we get (ii).
We have, using ([E4], 3.10(v) and 3.11):
R((id ∗ ωJϕΛϕ(b),Λϕ(a))(W )) = J(̂ϕ)(id ∗ ωJϕΛϕ(b),Λϕ(a))(W )
∗J
(̂ϕ)
= (id ∗ ωJϕΛϕ(a),Λϕ(b))(W )
from which, using (ii), we get (iii). For the modulus, the proof of (iv) is completely
similar to ([KV1] 7.10); then, as λist = σϕt (δ
is)δ−is ([V1] 5.1), we get (iv).
Using ([E4], 3.8 (ii)), and (i), we get :
τt[(id ∗ ωJϕΛϕ(e∗b),Λϕ(a))(W )] = τt[(id β∗α
N
ωJϕΛϕ(b),JϕΛϕ(e))Γ(a
∗)]
= (id β∗α
N
ωJϕΛϕ(b),JϕΛϕ(e) ◦ σ
ϕ
−t)Γ(σ
ϕ
t (a
∗))
= (id β∗α
N
ωJϕΛϕ(σ
ϕ
t (b)),JϕΛϕ(σ
ϕ
t (e))
)Γ(σ
ϕ
t (a
∗))
= (id ∗ ωJϕΛϕ(σ
ϕ
t (e
∗b)),Λϕ(σ
ϕ
t (a))
)(W )
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from which we get that τt[(id ∗ωJϕΛϕ(b),Λϕ(a))(W )] = (id ∗ωJϕΛϕ(σ
ϕ
t (b)),Λϕ(σ
ϕ
t (a))
)(W ), which
gives that τt(A) ⊂ A, for any t ∈ R, and, therefore τt(A) = A. Moreover, as
‖Rα(JϕΛϕ(σ
ϕ
t (a))‖
2 = ‖σν◦α
−1
t (T (a
∗a))‖
we get (iv), because (σνt )|M(B) is norm continuous. 
4.9. Lemma. Let G = (N,M, α, β,Γ, T, RTR, ν) be a measured quantum groupoid. Let
A be a C∗-algebra, weakly dense in M , invariant by R, and B a C∗-algebra weakly dense
in N , such that T (MT ∩A) ⊂M(B) and let us suppose that (ν|B, T|A) is KMS. Moreover,
let us suppose that, for any a ∈ A, b, c in A ∩ Nϕ ∩ NT , (i β∗α
N
ωJϕΛϕ(b),JϕΛϕ(c))Γ(a)
belongs to A, and that A is equal to the closed linear set generated by these elements.
Then, for any c1, c2 in A ∩Nϕ ∩NT and c2 in A ∩MT ∩Mϕ, (id ∗ ωΛϕ(c1),JϕΛϕ(c2))(W
∗)
belongs to A, and A is the closed linear set generated by these elements. Moreover, if d1,
d2 belong to A ∩ Nϕ◦R, (ωJϕ◦RΛϕ◦R(d1),Jϕ◦RΛϕ◦R(d2) β∗α
N
id)Γ(a) belongs to A; it belongs to
A ∩NT ∩N
∗
T ∩Nϕ ∩N
∗
ϕ if a belongs to A ∩NT ∩N
∗
T ∩Nϕ ∩N
∗
ϕ.
Proof. Using 2.5(iii), we get that (id∗ωΛϕ(x),JϕΛϕ(y∗1y2))(W
∗) = (idβ∗α
N
ωJϕΛϕ(y1),JϕΛϕ(y2))Γ(x)
belongs to A, for any x, y1, y2 in A ∩NT ∩Nϕ; using now 2.9.4, we get the first result.
The second result of is given by the hypothesis R(A) = A. 
4.10. Definition. Let G = (N,M, α, β,Γ, T, RTR, ν) be a measured quantum groupoid.
Using 3.2.1, we can define C∗(σϕ, σϕ◦R, τ) as the weakly dense sub-C∗-algebra of M on
which the one-parameter groups σϕt , σ
ϕ◦R
t , τt are norm continuous, and C
∗(σν , γ) a the
weakly dense sub-C∗-algebra of N on which the one parameter groups σνt and γt are norm
continuous. Then α(C∗(σν , γ)) and β(C∗(σν , γ)) are included into C∗(σϕ, σϕ◦R, τ). With
the notations of 4.7, we get that A ⊂ C∗(σϕ, σϕ◦R, τ).
4.11. Notations. Using 3.6.2, we define (id T2∗T1
ν
T1) as the restriction of (id β∗α
N
T˜1) to
A2 T2∗T1
B
A1; it is a faithful lower semi-continuous C
∗-valued weight from A2 T2∗T1
B
A1 to
A2 ∩ β(B)
′
T2⊗T1
B
1. The C∗-valued weight (T2 T2∗T1
ν
id) is defined the same way.
Using again 3.6.2, we define also (idT2∗T1
ν
ϕ) as the restriction of (idβ∗α
N
ϕ) to A2T2∗T1
B
A1.
As (id β∗α
ν
ν ◦α−1) is just the inclusion of M2∩β(N)′ =M2 β∗α
N
α(N) into M2 ([L], 2.5.1),
we get that, for any positive X in A2 T2∗T1
B
A1, we have
(id T2∗T1
B
T1)(X) = (id T2∗T1
ν
ϕ)(X) β⊗α
ν
1
4.12. Definition. Let G = (N,M, α, β,Γ, T, RTR, ν) a measured quantum groupoid,
with ϕ = ν ◦ T ; let B be a weakly dense sub-C∗-algebra of N , A a sub-C∗-algebra of
M such that α(B) ⊂ M(A), R(A) = A (and, therefore, β(B) ⊂ M(A)), A ∩ MT is
dense in A, and T (A ∩MT ) ⊂ α(M(B)). Let us suppose that ν|B is a KMS weight on
B, T|A is a densely defined faithful lower semi-continuous C∗-valued weight from A to
α(M(B)), such that the pair (T|A, ϕ|A) is KMS in the sense of 3.3.2. Let us suppose that
Γ(A) ⊂ A RTR∗T
B
A (which implies that A RTR∗T
B
A is non degenerate). When, we shall
say that (B,A, α|B, β|B, ν|B, T|A, RTR|A,Γ|A) is a locally compact quantum groupoid, or,
more pricesely, a locally compact sub-quantum groupoid of G.
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4.12.1. Example. Let us suppose that B = C; then T and T ′ are KMS weights on A,
then any reduced C∗-algebraic quantum group (A,Γ, T, T ′) in the sense of ([KV1], 4.1)
is a locally compact quantum groupoid (C, A, id, id, id, T, T ′,Γ).
4.12.2. Example. Let (C, A, id, id, id, T, T ′,Γ) a locally compact quantum groupoid de-
scribed in 4.12.1 Then, using 4.7, we obtain that (C, πT (A)
′′, id, id,Γ, T , T ′, id) is aa
measured quantum groupoid. More precisely, (πT (A)
′′,Γ, T , T ′) is (the von Neumann
version) of a locally compact quantum group. Let now (A1,Γ|A1, T |A1 , T
′
|A1) be the the
C∗ version of this locally compact quantum group. Using 4.8(i) and ([KV2], 1.6), we get
that A = A1, and, therefore, that Γ(A) ⊂ M˜(A⊗A) and we get that that (A,Γ, T, T
′) is
(the C∗-version of) a locally compact quantum group. So, we get the converse of 4.12.1.
4.12.3. Example. Let A be a C∗-algebra. Let ν be a densely defined lower semi-
continuous faithful weight on A, which is KMS with respect to a norm continuous one
parameter group of automorphisms σ (3.2.5). Let us denote M = πν(A)
′′, and ν the
normal semi-finite faithful weight on M which extends ν. Lesieur had introduced in
([L], 14) a quantum space quantum groupoid associated to any von Neumann algebra
M , acting on the Hilbert space L2(M), we identify M ′ ∗
Z(M)
M with M ′ ⊗
Z(M)
M . Let
tr a normal semi-finite trace on Z(M), such that tr|Z(M(A)) is a densely defined faithful
lower semi-continuous KMS trace on Z(M(A)), and T the normal semi-finite operator-
valued weight from M to Z(M) such that ν = tr ◦ T . Let j be the anti-isomorphism
of L(Hν) given by j(x) = Jνx
∗Jν , for any x ∈ L(Hν), which will identify M ′ with Mo.
Let α (resp. β) be the representation (resp. anti-representation) of M into Mo ⊗
Z(M)
M ,
such that α(m) = 1 ⊗
Z(M)
m (resp. β(m) = j(m) ⊗
Z(M)
1). Let I be the isomorphism
from [L2(M)⊗
tr
L2(M)] β⊗α
ν
[L2(M)⊗
tr
L2(M)] onto L2(M)⊗
tr
L2(M)⊗
tr
L2(M) defined by
I[Λν(y) ⊗
tr
η] β⊗α
ν
Ξ = α(y)Ξ ⊗
tr
1. This isomorphism will allow us to identify the fiber
product (Mo ⊗
Z(M)
M) β∗α
M
(Mo ⊗
Z(M)
M) with Mo ⊗
Z(M)
M ; then we define Γ on Mo ⊗
Z(M)
M
by (n,m ∈M) :
Γ(no ⊗
Z(M)
m) = [1 ⊗
Z(M)
m] β⊗α
ν
[no ⊗
Z(M
1]
Using the previous isomorphism, Γ is just the identity.
The co-inverse R is then given by R(no ⊗
Z(M)
m) = mo ⊗
Z(M)
j(n). Then Lesieur proved
that (M,Mo ⊗
Z(M)
M,α, β,Γ, ν, R(id ∗
Z(M)
T )R, id ∗
Z(M)
T ) is a measured quantum groupoid
he called a ”quantum space quantum groupoid”.
Let us consider now (A,Ao ∗
b
A, α|A, β|A, tr|A, R(id ∗
Z(M)
T )R|A, id ∗
Z(M)
T|A,Γ|A), where b
is the C∗-base constructed using tr|Z(A). It is easy to verify that it is a locally compact
sub-quantum groupoid of Lesieur’s quantum space quantum groupoid.
4.12.4. Example. Let use again the notations of 4.12.3. Lesieur had introduced in ([L],
15) a measured quantum groupoid, called a ”pair quantum groupoid” associated to any
von Neumann algebra M ′ ⊗M (M ′ being the commutant of M in L2(M); let ν ′ be the
canonical weight on M ′ constructed from ν.).
The fiber product (M ′ ⊗M) β∗α
ν
(M ′ ⊗M) can be identified with M ′ ⊗ Z(M) ⊗M ;
then, with the nomal ∗-homomrphism Γ defined by Γ(n′⊗m) = (1⊗m) β⊗α
ν
(n′⊗ 1), we
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obtain a measured quantum groupoid (M,M ′ ⊗
Z(M)
M,α, β,Γ, ν, (ν ′⊗ id), (id⊗ν)). Then,
it is clear that :
(A, JνAJν ⊗
Z(M)
A, α|A, β|A,Γ|(JνAJν ⊗
Z(M)
A), ν, (ν
′ ⊗ id), (id⊗ ν))
is a locally compact sub-quantum groupoid of Lesieur’s pairs quantum groupoid.
5. From a measured quantum groupoid to a canonical locally compact
sub-quantum groupoid
5.1. Notations. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; we
shall use all notations of chapter 2; using 3.2.1, we can define C∗(σϕ, σϕ◦R, τ) as the
weakly dense sub-C∗-algebra of M on which the one-parameter groups σϕt , σ
ϕ◦R
t , τt are
norm continuous, and C∗(σν , γ) a the weakly dense sub-C∗-algebra of N on which the one
parameter groups σνt and γt are norm continuous. Then α(C
∗(σν , γ)) and β(C∗(σν , γ))
are included into C∗(σϕ, σϕ◦R, τ). Using 3.3.4, let us define the C∗-algebra C∗(G) as
C∗(T, ν)∩C∗(RTR, ν) ∩ C∗(σϕ, σϕ◦R, τ); using 3.3.4, we see that C∗(G) contains Mϕ ∩
Mϕ◦R ∩ C∗(σϕ, σϕ◦R, τ). As the modular groups σϕ and σϕ◦R commute, we know that
Mϕ ∩Mϕ◦R is weakly dense in M ; using now 3.2.1, we see that C∗(G) is weakly dense in
M . Moreover, it is clear that R(C∗(G))=C∗(G) and that T (MT ∩C∗(G)) ⊂ α(C∗(ν, γ))
(and RTR(MRTR ∩C
∗(G)) ⊂ β(C∗(ν, γ)), where C∗(ν, γ) = C∗(ν) ∩C∗(γ).
5.2. Lemma. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; we shall
use all notations of chapter 2; for any x, y in Nϕ ∩NT , we have :
Γ(x)ρβ,αJϕΛϕ(y) = (1 β⊗α
N
JϕyJϕ)W
∗ρα,γΛϕ(x)
Proof. Let z ∈ Nϕ ∩NT ; using 2.6(iii), we have :
(ρβ,αJϕΛϕ(z))
∗Γ(x)ρβ,αJϕΛϕ(y) = (id β∗α
N
ωJϕΛϕ(y),JϕΛϕ(z))Γ(x)
= (id ∗ ωΛϕ(x),JϕΛϕ(y∗z))(W
∗)
= (ρβ,αJϕΛϕ(z))
∗(1 β⊗α
N
JϕyJϕ)W
∗
Taking now a basis (ei)i∈I for T (2.2.1), we have :
Γ(x)ρβ,αJϕΛϕ(y) =
∑
i
ρβ,αJϕΛϕ(ei)(ρ
β,α
JϕΛϕ(ei)
)∗Γ(x)ρβ,αJϕΛϕ(y)
=
∑
i
ρβ,αJϕΛϕ(ei)(ρ
β,α
JϕΛϕ(ei)
)∗(1 β⊗α
N
JϕyJϕ)W
∗ρα,β̂Λϕ(x)
= (1 β⊗α
N
JϕyJϕ)W
∗ρα,β̂Λϕ(x)

5.3. Lemma. Let’s use the notations of 5.1.
(i) Let a, b in MT ∩ C
∗(G). The norm closure of the linear space generated by all
elements of the form ΛT (a)ΛT (b)
∗ is a C∗-algebra A and C∗(G)⊂ M(A).
(ii) we have A ⊂ Jϕα(N)
′Jϕ.
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Proof. For any a1, a2, b1, b2 in A ∩MT , we have :
ΛT (a1)ΛT (b1)
∗ΛT (a2)ΛT (b2)∗ = ΛT (a1(T (b∗1a2)))ΛT (b2)∗
By hypothesis, T (b∗1a2) belongs to M(C
∗(G)), so a1T (b∗1a2) belongs also to C
∗(G) ∩
MT. Then, it is easy to get that the linear space generated by all elements of the form
ΛT (a)ΛT (b)
∗ is an algebra. The fact that C∗(G)⊂ M(A) is trivial; which finishes the
proof of (i). Let now n ∈ Nν , analytic with respect to σ
ν , such that σν−i/2(n
∗) belongs to
Nν , and x ∈ Nϕ; we have ΛT (b)
∗Jϕα(n)JϕΛϕ(x) = T (b∗x)JνΛν(n) and, therefore,
ΛT (a)ΛT (b)
∗Jϕα(n)JϕΛϕ(x) = Λϕ(aT (b∗x)α(σν−/2(n
∗)))
= Jϕα(n)JϕΛT (a)ΛT (b)
∗Λϕ(x)
from which we get, by continuity, that, for any n ∈ N
ΛT (a)ΛT (b)
∗Jϕα(n)Jϕ = Jϕα(n)JϕΛT (a)ΛT (b)∗
which gives (ii). 
5.4. Proposition. Let’s use the notations of 5.1. Let x, y in C∗(G)∩NT ∩Nϕ; then the
operator (id ∗ ωJϕΛϕ(y),Λϕ(x))(W ) belongs to C
∗(G).
Proof. Using 3.4.1(i), we have < JϕΛϕ((y), JϕΛϕ(y) >α,ν= α
−1T (y∗y) ∈ C∗(ν, γ) and
< Λϕ(x),Λϕ(x) >
o
γ,νo= α
−1T (x∗x) ∈ C∗(ν, γ); therefore, using ([E4], 4.5 (ii), (iii) and
(iv)) we get the result. 
5.5. Proposition. Let’s use the notations of 5.1 and 5.3. Let x, y in C∗(G)∩NT ∩Nϕ,
and x1, x2 in C
∗(G)∩MT ; then, using again 5.3(i), ΛT (x1)ΛT (x2)∗y belongs to A; let now
ΣNΛT (an)ΛT (bb)
∗ be an approximate unit of A; then ΣNΛT (x1)ΛT (x2)∗yΛT (an)ΛT (bn)∗
is norm converging to ΛT (x1)ΛT (x2)
∗y. Then:
(i) (1 β⊗α
N
ΛT (x1)ΛT (x2)
∗)Γ(x)ρβ,αJϕΛϕ(y) is the norm limit of :∑
N
ρβ,αJϕΛϕ(x1T (x∗2yan))
(i ∗ ωJϕΛϕ(bn),Λϕ(x))(W )
∗
(ii) Let now z ∈ C∗(G) ∩MT ∩Mϕ and X , Y in A; then (1 β⊗α
N
X)Γ(x)(1 β⊗α
N
Y )
belongs to C∗(G) LRTR∗LT
bν
B(H).
(iii) Γ(C∗(G)) is included into C∗(G) LRTR∗LT
bν
B(H).
(iv) Γ(C∗(G)) is included into C∗(G) LRTR∗LT
bν
C∗(G)
Proof. Using 5.2 and 3.4.1(iii), we get that (1β⊗α
N
ΛT (x1)ΛT (x2)
∗)Γ(x)ρβ,αJϕΛϕ(y) is the norm
limit of :∑
N
(1 β⊗α
N
Jϕ(1 β⊗α
N
ΛT (x1)ΛT (x2)
∗)yΛT (an)ΛT (bn)∗)JϕW ∗ρ
α,β̂
Λϕ(x)
=
∑
N
(1 β⊗α
N
JϕΛT (x1T (x
∗
2yan))ΛT (bn)
∗Jϕ)W ∗ρ
α,β̂
Λϕ(x)
=
∑
N
ρβ,αΛϕ(x1T (x∗2yan))
(id ∗ ωΛϕ(x),JϕΛϕ(bn))(W )
∗
which is (i).
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Let now x3, x4 in C
∗(G) ∩MT; we have :
(1 β⊗α
N
ΛT (x1)ΛT (x2)
∗)Γ(z)(1 β⊗α
N
ΛT (x3)ΛT (x4)
∗)ρβ,αJϕΛϕ(y) =
(1 β⊗α
N
ΛT (x1)ΛT (x2)
∗)Γ(z)ρβ,αJϕΛϕ(x3T (x∗2y))
So, applying (i) and 3.1.6, we get that (1 β⊗α
N
ΛT (x1)ΛT (x2)
∗)Γ(z)(1 β⊗α
N
ΛT (x3)ΛT (x4)
∗)
belongs to C∗(G) LRTR∗LT
bν
B(H). Then, by norm continuity, we get (ii).
LetX be in A, invertible in α(N)′; then 1β⊗α
N
X−1 belongs toM(C∗(G) LRTR∗LT
bν
B(H));
and Γ(z) = (1β⊗α
N
X−1)(1β⊗α
N
X)Γ(z)(1β⊗α
N
X)(1β⊗α
N
X−1) belongs toC∗(G) LRTR∗LT
bν
B(H).
Then, by norm continuity, we get (iii).
Applying this result toGo, we obtain that Γ(C∗(Go))) is included into B(H)LRTR∗LT
bν
C∗(Go);
as C∗(Go) = C∗(G), we get (iv). 
5.6. Theorem. Let’s use the notations of 5.1. Then, the octuple
(C∗(ν, γ),C∗(G), α|C∗(ν,γ), β|C∗(ν,γ), ν|C∗(ν,γ), T|C∗(G), RTR|C∗(G),Γ|C∗(G))
is a locally compact quantum groupoid.
Proof. We have α(C∗(ν, γ))⊂ C∗(G), and β(C∗(ν, γ))⊂ C∗(G); by construction, ν|C∗(ν,γ)
is a KMS weight on C∗(ν, γ), and (T, ν ◦ α−1) (resp. (RTR, νo ◦ β−1)) are KMS, in the
sense of 3.3.2. And we have obtain in 5.5(iv) that Γ|C∗(G) is a coproduct in the sense of
3(iv).
It is then clear also that the restriction of T to C∗(G) is left-invariant, and the restric-
tion of RTR to C∗(G) is right-invariant, and that the modular groups of ν ◦α−1 ◦T|C∗(G)
and ν ◦ β−1 ◦RTR|C∗(G) commute, which finishes the proof. 
5.7. Proposition. Let’s use the notations of 5.1. The scaling operator λ of G (which is
a non singular positive operator affiliated to Z(M), of the form λ = α(q) = β(q), where
q is a non singular positive operator affiliated to Z(N) ([E3], 3.8 (vi))), is affiliated to
Z(C∗(G)) (and q is affiliated to Z(C∗(ν, γ)))) in the sense of ([B], [W4])
Proof. It is clear, using 4.8(iv) applied to C∗(G). 
5.8. Remark. The examples 4.12.3 and 4.12.4 show that, in general, a locally compact
sub-quantum groupoid of a given measured quantum groupoid is not unique.
6. Duality of locally compact groupoids
6.1. Notations. Let G = (B,A, α, β, ν, T, T ′,Γ) be a locally compact quantum groupoid,
as defined in 3.6.4; let G = (N,M, α˜, β˜, Γ˜, T˜ , T˜ ′, ν˜) be the measured quantum groupoid
constructed in 4.7. As B ⊂ N , A ⊂ M , α = α˜|B, β = β˜|B, ν = ν˜|B, Γ = Γ˜|A, T = T˜|A,
T ′ = T˜ ′|A, we shall use, for simplification of notations, α, β, ν, Γ, T , T ′, instead of α˜,
β˜, ν˜, T˜ , T˜ ′. Moreover, as indicated in 2.9(iii), we shall consider the measured quantum
groupoid G, and, therefore, assume that T ′ = RTR, where R is the co-inverse of G.
As recalled in 2.9(viii), we consider now the dual measured quantum groupoid Ĝ =
(N, M̂, α, β̂, Γ̂, T̂ , T̂ ′, ν), and we shall construct a dual locally compact quantum groupoid
Ĝ = (B, Â, α|B, β̂|B, ν|B, T̂|Â, T̂
′
|Â, Γ̂|Â), where Â is a sub-C
∗-algebra of M̂ .
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6.2. Lemma. Let x ∈ NT ∩Nϕ; then ĴJΛϕ(x) belongs to D(Hβ, ν
o).
Proof. Let n ∈ Nν ; we have :
β(n∗)ĴJΛϕ(x) = Ĵα(n)JΛϕ(x) = ĴJΛT (x)JνΛν(n)
which gives the result. 
6.3. Proposition. (i) let x, y, in A∩NT ∩Nϕ, and let z = (ωĴJΛϕ(x),JΛϕ(y)∗id)(W ); then
z belongs to NT̂ ∩Nϕ̂, and we have Λϕ̂(z) = ĴJR(y)Λϕ(x), and ΛT̂ (z) = ĴJR(y)ΛT (x).
(ii) for i = 1, 2, let xi, yi, in A∩NT ∩Nϕ, and let us write zi = (ωĴJΛϕ(xi),JΛϕ(yi)∗ id)(W );
then zi belongs to NT̂ ∩Nϕ̂, and T̂ (z
∗
2z1) belongs to α(M(B)).
Proof. Using ([E3], 3.10 (v)); we get that z belongs to Nϕ̂, and :
Λϕ̂(z) = aϕ(ωĴJΛϕ(x),JΛϕ(y)) = Jy
∗JĴJΛϕ(x) = ĴJR(y)Λϕ(x)
Moreover, for any n ∈ B ∩Nν , analytic with respect to σ
ν , and x analytic with respect
to σϕ, we get :
zα(n) = (ωβ(σν
i/2
(n))ĴJΛϕ(x),JΛϕ(y)
∗ id)(W )
= (ωĴα(σ−i/2(n∗))JΛϕ(x),JΛϕ(y) ∗ id)(W )
= (ωĴα(σ−i/2(n∗))Λϕ(σϕ−i/2(x∗),JΛϕ(y)
∗ id)(W )
= (ωĴJΛϕ(xα(n)),JΛϕ(y) ∗ id)(W )
which remains true for any x ∈ A ∩NT ∩Nϕ, and any n ∈ B ∩Nν , from which we get
that zα(n) belongs to Nϕ̂, and Λϕ̂(zα(n)) = ĴJR(y)Λϕ(xα(n)) = ĴJR(y)ΛT (x)Λν(n),
which finishes the proof of (i). Using (i), we get that T̂ (z∗2z1) = T (x
∗
2R(y
∗
2)R(y1)x1) which
belongs to α(M(B)), which finishes the proof. 
6.4. Proposition. Let x, y in A ∩NT ∩Nϕ; we have :
R̂((ωĴJΛϕ(x),JΛϕ(y) ∗ id)(W )) = (ωĴJΛϕ(y),JΛϕ(x) ∗ id)(W )
(ii) For all t ∈ R, δitĴJΛϕ(x) belongs to D(Hβ, ν
o), and :
δit((ωĴJΛϕ(x),JΛϕ(y) ∗ id)(W ))δ
−it = (ωδitĴJΛϕ(x),JΛϕ(y) ∗ id)(W )
(iii)
JδitJ((ωĴJΛϕ(x),JΛϕ(y) ∗ id)(W ))Jδ
−itJ = (ωĴJΛϕ(x),δitJΛϕ(y) ∗ id)(W )
(iv)
P it((ωĴJΛϕ(x),JΛϕ(y) ∗ id)(W ))P
−it = (ωĴJP itΛϕ(x),JP−itΛϕ(y) ∗ id)(W )
(v)
σϕ̂t ((ωĴJΛϕ(x),JΛϕ(y) ∗ id)(W )) = (ωĴJP itΛϕ(x),δitJP−itΛϕ(y) ∗ id)(W )
Proof. We have :
R̂((ωĴJΛϕ(x),JΛϕ(y) ∗ id)(W )) = J(ωĴJΛϕ(x),JΛϕ(y) ∗ id)(W )
∗J = (ωĴJΛϕ(y),JΛϕ(x) ∗ id)(W )
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which gives (i).
For all n ∈ N , we have :
β(n)δitĴJΛϕ(x) = δ
itσϕ◦Rt σ
ϕ
−t(β(n))ĴJΛϕ(x)
= δitβ(σνt γ−t(n))ĴJΛϕ(x)
= δitĴα(σνt γ−t(n))JΛϕ(x)
= δitĴJΛT (x)Jν∆
it
νH
−itΛν(n)
where H it is the canonical implementation of γt on Hν . Which gives that δ
itĴJΛϕ(x)
belongs to D(Hβ, ν
o). Moreover, using now that Γ(δit) = δit β⊗α
N
δit ([E3],3.8 (vi)),
we finish the proof of (ii). Then (iii) is obtained easily from (ii) and (i). Using then
W (P it β⊗α
N
P it) = (P it α⊗γ
No
P it)(W ) ([E3], 3.8 (vii)), we get (iv). Then (v) is obtained
using (iii), (iv) and [E3], 3.10 (vii). 
6.5. Proposition. Let’s use the notations of 5.1. Let A0 be the set of elements x in
A ∩MT ∩MRTR ∩Mϕ ∩Mϕ◦R, which are analytic with respect to σ
ϕ
t , σ
ϕ◦R
t and τt, and
such that, for any z, z′, z” in C, σϕz ◦σ
ϕ◦R
z′ ◦ τz”(x) belongs to A∩NT ∩NRTR∩Nϕ∩Nϕ◦R.
Then, A0 is a ∗-subalgebra of A, invariant by R, norm dense in A. Moreover, Λϕ(A0) is
dense in Hϕ. Moreover, if A
2
0 denotes the linear span generated b products xy, where x,
y belong to A0, then A
2
0 is a sub ∗-algebra of A0, invariant by R, norm dense in A, and
such that Λϕ(A
2
0) is dense in Hϕ. Moreover, if b ∈ B is analytic with respect to σ
ν
t and
γt, we get that α(b)A0 ⊂ A0 and A0β(b) ⊂ A0.
Proof. Let’s have a closer look at ([L], 6.0.10) and its proof. For any x ∈ A ∩ MT ∩
MRTR ∩Mϕ ∩Mϕ◦R, we obtain a sequence xn in A0, which is norm converging to x, by
similar arguments as in 3.2.1. Then, we can prove that A ∩MT ∩MRTR ∩Mϕ ∩Mϕ◦R
is norm dense in A, using 3.6.4 (iii) and (vi). 
6.6. Lemma. Let’s use the notations of 5.1 and 6.5. The linear set generated by all
elements of the form (ωĴJΛϕ(x),JΛϕ(y) ∗ id)(W ) with x, y in A0 is invariant by ∗.
Proof. We have, using 6.3, Λϕ̂((ωĴJΛϕ(x),JΛϕ(y) ∗ id)(W )) = ĴJR(y)Λϕ(x). Therefore,
(ωĴJΛϕ(x),JΛϕ(y) ∗ id)(W ) belongs to N
∗
ϕ̂ if and only if JR(y)Λϕ(x) belongs to D(∆̂
−1/2).
But, if x, y belong to A0, we get, using successively [E3]3.10(vii), [V1], [E3] 3.8(vii),
[E3]3.10(v) that :
∆̂−1/2JR(y)Λϕ(x) = P−1/2Jδ1/2R(y)Λϕ(x)
= P−1/2λ−i/4Λϕ(σ
ϕ
−i/2(x
∗R(y∗))δ1/2)
= Λϕ(τi/2σ
ϕ
−i/2(x
∗R(y∗))δ1/2)
= ĴΛϕ(R(τi/2σ
ϕ
−i/2(x
∗R(y∗))∗)
= ĴΛϕ(τ−i/2σ
ϕ◦R
i/2 (R(x)y)
= ĴJΛϕ(σ−i/2τi/2σ
ϕ◦R
−i/2(y
∗R(x∗))
which is equal to Λϕ̂(ωĴJΛϕ(x′),JΛϕ(y′) ∗ id)(W )), with x
′ = σϕ−i/2τi/2σ
ϕ◦R
−i/2(R(x
∗)) and y′ =
σϕ−i/2τi/2σ
ϕ◦R
−i/2(y
∗), which both belong to A0. Therefore, we get that :
(ωĴJΛϕ(x),JΛϕ(y) ∗ id)(W )
∗ = (ωĴJΛϕ(x′),JΛϕ(y′) ∗ id)(W )
∗
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which finishes the proof. 
6.7. Lemma. Let X in NT̂ ∩Nϕ̂ such that there exists Y ∈ A∩NT ∩Nϕ with ΛT̂ (X) =
ĴJΛT (Y ) and Λϕ̂(X) = ĴJΛϕ(Y ) (for instance, using 6.3, any linear combination of
operators of the form (ωĴJΛϕ(x1),JΛϕ(y1) ∗ id)(W ) with x1, y1, in A∩NT ∩Nϕ). Then, for
any x2, y2 in A∩NT ∩NRTR∩Nϕ∩Nϕ◦R, X(ωĴJΛϕ(x2),JΛϕ(y2) ∗ id)(W ) satisfies the same
property.
Proof. Let us suppose first that x2, y2 are analytics with respect to τt and that τ−i/2(x2)
and R(τi/2(y2)
∗) belong to Nϕ. Using ([E3]3.1.(iv) and 3.10.5), [V1] 5.1, we get that :
ĴJΛϕ(R(τi/2(y
∗
2))) = Jλ
i/4Λϕ(τ−i/2(y2)δ1/2) = δ1/2JΛϕ(τ−i/2(y2)) = λ−1/4δ1/2JP 1/2Λϕ(y2)
and, using [E3]3.8(vii) :
ĴJΛϕ(τ−i/2(x2)) = λ
1/2ĴJP 1/2Λϕ(x2)
Using then 6.4 (v), we get :
σϕ̂−i/2((ωĴJΛϕ(x2),JΛϕ(y2) ∗ id)(W )
∗) = λ−i/4(ωĴJΛϕ(τ−i/2(x2),ĴJΛϕ(R(τi/2(y∗))) ∗ id)(W )
∗
and, using [E3] 3.8 (ii) :
Λϕ̂(X(ωĴJΛϕ(x2),JΛϕ(y2) ∗ id)(W )) = Ĵσ
ϕ̂
−i/2((ωĴJΛϕ(x2),JΛϕ(y2) ∗ id)(W )
∗)ĴΛϕ̂(X)
= Ĵλ−i/4(ωĴJΛϕ(τ−i/2(x2)),ĴJΛϕ(R(τi/2(y∗2 ))) ∗ id)(W )
∗JΛϕ(Y )
= Ĵλ−i/4Λϕ(ωĴJΛϕ(R(τi/2(y∗2 ))),ĴJΛϕ(τ−i/2(x2))) β∗α
N
id)Γ(σϕ−i/2(Y
∗))
= ĴJΛϕ((ωĴJΛϕ(R(y∗2 )),ĴJΛϕ(x2) β
∗α
N
id)Γ(Y ))
and, thanks to 3.6.4 (v) and 4.8(iv), we get the result. 
6.8. Notations. Let us denote by Â the subalgebra of M̂ generated by elements of the
form (ωĴJΛϕ(x1),JΛϕ(y1) ∗ id)(W ) with x1, y1, in A0. Then, using 6.6, we get that Â is
invariant by ∗. Using now 2.9.4(ii), we get that Â is invariant by R̂. Let us now denote
by Â the norm closure of Â. It is clear that Â is a sub-C∗-algebra of M̂ , weakly dense in
M̂ , invariant by R̂.
6.9. Theorem. (i) We have α(B) ⊂ M(Â) and β̂(B) ⊂ M(Â). Moreover, we have
Â ⊂ C∗(ϕ̂, ϕ̂ ◦ R̂, τ̂).
(ii) For any X ∈ Â∩MT̂ , T̂ (X) belongs to α(M(B)); for any Y ∈ Â∩MR̂T̂ R̂, R̂T̂ R̂(Y )
belongs to β̂(M(B)).
(iii) for any x ∈ Â ∩ NT̂ , there exists xn in Â (as defined in 6.8), such that, for any
b ∈ B, ΛT̂ (xn)b is norm converging to ΛT̂ (x)b.
Proof. We have got in 6.3 that, for any x, y in A ∩NT ∩Nϕ, and n ∈ B ∩Nν , we have :
(ωĴJΛϕ(x),JΛϕ(y) ∗ id)(W )α(n) = (ωĴJΛϕ(xα(n)),JΛϕ(y) ∗ id)(W )
If now x ∈ A ∩ NT ∩ Nϕ ∩ NRTR ∩ Nϕ◦R, we get that R(xα(n)) = β(n)R(x) belongs
to A ∩ NT ∩ Nϕ, and, therefore, that xα(n) belongs to A ∩ NT ∩ Nϕ ∩ NRTR ∩ Nϕ◦R.
Moreover, if x belongs to A (as defined in 6.5), and if n is analytic with respect to σνt
and γt, then xα(n) belongs to A; therefore, if X belong to Â, then Xα(n) belongs to Â.
Using now the invariance of Â by ∗ and R̂, we get that α(n)X , γ(n)X , Xγ(n) belong
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to Â. Then, by continuity, we get the first results of (i). Using now 6.4(v), we get that
Â ⊂ C∗(ϕ̂, ϕ̂ ◦ R̂, τ̂), which, by density, finishes the proof of (i).
Using 6.7, we get that, for any X ∈ Â, X belongs to NT̂ ∩Nϕ̂, and T̂ (X
∗X) ∈ α(M(B)).
Moreover, as Â+ is norm dense in Â, for any x ∈ A ∩M+
T̂
, it is possible to construct a
sequence xn in Â
+, such that xn ≤ x and xn is norm converging to x. Then, using ([K2],
3.5) to the restriction of T̂ to C∗(ϕ̂, ϕ̂ ◦ R̂, τ̂), we get that T̂ (xn) is strictly converging to
T̂ (x); therefore, we get that T̂ (x) belongs to α(M(B)). Using the invariance of Â by R̂,
we finish the proof of (ii). The proof of (iii) is obtained by similar arguments.

6.10. Theorem. For any x ∈ Â, Γ̂(x) belongs to Â L
R̂T̂ R̂
∗L
T̂
bν
Â.
Proof. Let x, y in Â. Using 5.5(i) applied to Ĝ, and using the elements an and bn defined
such that ΣNΛT̂ (an)ΛT̂ (bn) is an approximate unit of Â, we get that :
(1 β̂⊗α
N
ΛT̂ (x1)Λ
∗
T̂ (x2
)Γ̂(x)ρβ̂,α
ĴΛϕ̂(y)
=
∑
N
ρβ̂,α
ĴΛϕ̂(x1T̂ (x
∗
2yan))
(ωΛϕ(x),ĴΛϕ̂(bn) ∗ id)(W )
As x and bn belong to Â, we get that Λϕ̂(x) belongs to ĴJΛϕ(A) and that ĴΛϕ(bn) belongs
to JΛϕ(A); therefore, (ωΛϕ(x),ĴΛϕ̂(bn) ∗ id)(W ) belongs to Â, and we get, by continuity,
that (1 β̂⊗α
N
ΛT̂ (x1)Λ
∗
T̂ (x2
)Γ̂(x) belongs to ÂL
R̂T̂ R̂
∗L
T̂
B(H). Which, by continuity, remains
true for any x in Â. Using now similar arguments as in 5.5, we obtain the result. 
6.11. Theorem. The octuple Ĝ = (B, Â, α|B, γ|B, ν|B, T̂|Â, R̂T̂ R̂|Â, Γ̂|Â) is a locally com-
pact quantum groupoid, we shall call the dual of G.
Proof. This is clear, using 6.9 and 6.10. 
6.12. Proposition. The octuple
̂̂
G, defined as the bidual of G, is equal to G.
Proof. Using 6.8, we see that
̂̂
A is the norm closure of the algebra
̂̂
A generated by all
elements of the form (id ∗ ωĴΛϕ̂(y),JĴΛϕ̂(x))(W ), where x, y belong to Â0, where Â0 is, by
6.5, the algebra of elements in Â ∩MT̂ ∩MR̂T̂ R̂ ∩Mϕ̂ ∩Mϕ̂◦R̂ which are analytic wit
respect to σϕ̂t , σ
ϕ̂◦R̂
t and τ̂t. As Â0 contains Â, the linear space Λϕ̂(Â0) contains Λϕ̂(Â),
which is equal, using 6.3(i), to ĴJΛϕ(A
2
0). Therefore,
̂̂
A contains all elements of the form
(id ∗ ωJΛϕ(y),Λϕ(x))(W ), where x, y belong to A
2
0. By continuity, we get that
̂̂
A contains
all elements of the form (id ∗ ωJΛϕ(y),Λϕ(x))(W ), where x, y belong to A0, from which we
get that A ⊂
̂̂
A. But, using 6.9(iii), we get that
̂̂
A is the norm closure of the set of all
elements of the form (id ∗ ωĴΛϕ̂(z2α(n2)),JĴΛϕ̂(z1α(n1)))(W ), where z1, z2 belong to Â and
n1, n2 belong to B and are analytc with respect to σ
ν
t and γt. Therefore, it is the norm
closure of the set of all elements of the form (id∗ωĴΛϕ̂(z2),JĴΛϕ̂(z1))(W ), where z1, z2 belong
to Â, which is, as we have seen, the norm closure of the set of all elements of the form
(id ∗ ωJΛϕ(y),Λϕ(x))(W ), where x, y belong to A
2
0, which is A. 
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7. Examples
7.1. Locally compact sub-quantum groupoid with finite dimensional basis.
When the basis is finite dimensional, the construction of locally compact quantum groupoids
had already been studied by De Commer ([DC1], chapter 11) and Baaj and Crespo ([BC]
2.2, [Cr]).
7.2. Continuous field of locally compact quantum groups [B2]. In this chapter, we
define a notion of continuous field of locally compact quantum groups (7.2.2), which was
underlying in [B2]. We show that these are exactly locally compact quantum groupoids
with central basis, and that the dual object is of the same kind (7.2.6). We finish by
recalling concrete examples (7.2.9, 7.2.10, 7.2.11) given by Blanchard, which are examples
of locally compact quantum groupoids.
7.2.1. Definition. A 6-uple (X,α,A,Γx, ϕx, ψx) will be called a continuous field of locally
compact quantum groups if :
(i) (X,α,A, ϕx) and (X,α,A, ψx) are measurable continuous fields of C∗-algebras;
(ii) for any x ∈ X , there exists a simplifiable coproduct Γx from Ax to M(Ax ⊗m A
x)
such that (Ax,Γx, ϕx, ψx) is a locally compact quantum group, in the sense of [KV1].
Simplifiable means that the closed linear set generated by Γx(Ax)(Ax ⊗m 1) is equal to
Ax ⊗m A
x (resp. Γx(Ax)(1⊗m A
x)).
7.2.2. Definition. ([L], 17.1.3) Let (X, ν) be a σ-finite standard measure space; let us
take {Mx, x ∈ X} a measurable field of von Neumann algebras over (X, ν) and {ϕx, x ∈
X} (resp. {ψx}) a measurable field of normal semi-finite faithful weights on {Mx} ([T],
4.4). Moreover, let us suppose that :
(i) there exits a measurable field of injective ∗-homomorphisms Γx fromMx intoMx⊗Mx
(which is also a measurable field of von Neumann algebras, on the measurable field of
Hilbert spaces Hϕx ⊗Hϕx).
(ii) for almost all x ∈ X , Gx = (Mx,Γx, ϕx, ψx) is a locally compact quantum group (in
the von Neumann sense ([KV2]).
In that situation, we shall say that (Mx,Γx, ϕx, ψx, x ∈ X) is a measurable field of locally
compact quantum groups over (X, ν).
7.2.3. Theorem. ([L], 17.1.3, [E5], 8.2) Let Gx = (Mx,Γx, ϕx, ψx, x ∈ X) be a measur-
able field of locally compact quantum groups over (X, ν). Let us define :
(i) M as the von Neumann algebra made of decomposable operators
∫ ⊕
X
Mxdν(x), and
α the ∗-isomorphism which sends L∞(X, ν) into the algebra of diagonalizable operators,
which is included in Z(M).
(ii) Φ (resp. Ψ) as the direct integral
∫ ⊕
X
ϕxdν(x) (resp.
∫ ⊕
X
ψxdν(x)). Then, the Hilbert
space HΦ is equal to the direct integral
∫ ⊕
X
Hϕxdν(x), the relative tensor product HΦα⊗α
ν
HΦ
is equal to the direct integral
∫ ⊕
X
(Hϕx ⊗Hϕx)dν(x), and the product M α∗α
N
M is equal to
the direct integral
∫ ⊕
X
(Mx ⊗Mx)dν(x).
(iii) Γ as the decomposable ∗-homomorphism
∫ ⊕
X
Γxdν(x), which sends M into M α∗α
N
M .
(iv) T (resp. T ′) as an operator-valued weight from M into α(L∞(X, ν)) defined the
following way : a ∈ M+ represented by the field {ax} belongs to M+T if, for almost all
x ∈ X, ax belongs to Mϕx (resp. Mψx), and the function x 7→ ϕ
x(ax) (resp. x 7→ ψx(ax))
is essentiallly bounded; then T (a) (resp. T ′(a)) is defined as the image under α of this
function.
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Then, (L∞(X, ν),M, α, α,Γ, T, T ′, ν) is a measured quantum groupoid, we shall denote by∫ ⊕
X
G
xdν(x).
7.2.4. Proposition. ([E5], 8.3) Let (X, ν) be a σ-finite standard measure space, and
{Gx, x ∈ X} a measurable field of locally compact quantum groups, as defined in 7.2.2;
let
∫ ⊕
X
G
xdν(x) be the measured quantum groupoid constructed in 7.2.3; then :
(i) we have α = β = βˆ;
(ii) the pseudo-multiplicative unitary of the the measured quantum groupoid is a unitary
on HΦ α⊗α
ν
HΦ, which is equal to the decomposable operator
∫ ⊕
X
W xdν(x), where W x is
the multiplicative unitary associated to the locally compact quantum group Gx.
(iii) we have :
̂∫ ⊕
X
Gxdν(x) =
∫ ⊕
X
Ĝxdν(x)
7.2.5. Proposition. ([E5], 8.4) Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum
groupoid and Ĝ = (N, M̂, α, βˆ, Γ̂, Tˆ , R̂Tˆ R̂, ν) its dual measured quantum groupoid. Then,
are equivalent:
(i) α(N) ⊂ Z(M) ∩ Z(M̂).
(ii) α = β = βˆ.
7.2.6. Theorem. ([E5], 8.5) Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum
groupoid and Ĝ = (N, Mˆ, α, βˆ, Γ̂, Tˆ , R̂Tˆ R̂, ν) its dual measured quantum groupoid; let W
and Ŵ be the pseudo-multiplicative unitaries associated, and Φ = ν ◦ α−1 ◦ T (resp. Φ̂ =
ν ◦α−1 ◦ Tˆ ); let us suppose that α(N) is central in both M and M̂ ; let X be the spectrum
of C∗algebra C∗(ν), we shall therefore identify with C0(X); for any x ∈ X, let Cx(X) be
the subalgebra of C0(X) made of functions which vanish at x; let An(W ) be the sub-C
∗-
algebra of M introduced in 2.9.2, which is, thanks to α|C0(X), a continuous field over X
of C∗-algebras ([T], 4.11); let ϕx be the desintegration of Φ|An(W ) over X; ϕ
x is a lower
semi-continuous weight on An(W ), faithful when considered on An(W )/α(Cx(X))An(W ),
and the representation πϕx form a continuous field of faithful representation of An(W ).
Then :
(i) the Hilbert space HΦ α⊗α
ν
HΦ is equal to
∫ ⊕
X
Hϕx ⊗Hϕxdν(x).
(ii) the von Neumann algebra M α∗α
N
M is equal to :
∫ ⊕
X
πϕx(An(W )/α(Cx(X))An(W ))”⊗ πϕx(An(W )/α(Cx(X))An(W ))”dν(x)
(ii) the coproduct Γ|An(W ) can be desintegrated in Γ|An(W ) =
∫ ⊕
X
Γxdν(x), where Γx is a
continuous field of coassociative coproducts on An(W )/α(Cx(X))An(W ).
(iii) Rx is a anti-∗-automorphism of An(W )/α(Cx(X))An(W ), and, for all x ∈ X,
(An(W )/α(Cx(X))An(W ),Γ
x, ϕx, ϕx ◦ Rx) is a locally compact quantum group (in the
C∗-sense), we shall denote Gx. We shall denote also Gx its von Neumann version.
(iv) we have, with the notations of 7.2.3, G =
∫ ⊕
X
Gxdν(x).
7.2.7. Theorem. ([E5], 8.6) Let (X, ν) be a σ-finite standard measure space, Gx be a
measurable field of locally compact quantum groups over (X, ν), ad defined in 7.2.2, and∫ ⊕
X
G
xdν(x) be the measured quantum groupoid constructed in 7.2.3. Then :
(i) there exists a locally compact set X˜, and a positive Radon measure ν˜ on X˜, such that
39
L∞(X, ν) and L∞(X˜, ν˜) are isomorphic, and such that this isomorphism sends ν on ν˜.
(ii) there exists a continuous field (Ax)x∈X˜ of C
∗-algebras, and a continuous field of
coassociative coproducts Γ˜x : Ax → Ax ⊗m Ax;
(iii) there exists left-invariant (resp. right-invariant) weights ϕ˜x (resp. ψ˜x), such that
(Ax, Γ˜x, ϕ˜x, ψ˜x) is a locally compact quantum group G˜
x
(in the C∗ sense).
(iv) we have :
∫ ⊕
X
G
xdν(x) =
∫ ⊕
X˜
G˜
x
dν˜(x).
7.2.8. Theorem. With the notations of 7.2.7, let us define A =
∫ ⊕
X˜
Axdν˜(x). Then,
(C0(X˜), A, α|C0(X˜), α|C0(X˜), , ν˜,Γ|A) is a locally compact quantum groupoid.
Proof. Let a =
∫ ⊕
X˜
axdν˜(x) in A, and b =
∫ ⊕
X˜
bxdν˜(x) in A, with bx ∈ NTx ∩Nϕx ; then,
we get that ρ
α|A,α|A
JϕΛϕ(b)
Γ(a) =
∫ ⊕
X˜
ραx,αxJϕx (bx)Γx(a
x)dν˜(x). 
7.2.9. Example. As in ([B1], 7.1), let us consider the C∗-algebra A whose generators α,
γ and f verify :
(i) f commutes with α and γ;
(ii) the spectrum of f is [0, 1];
(iii) the matrix
(
α −fγ
γ α∗
)
is unitary in M2(A). Then, using the sub C
∗-algebra
generated by f , A is a C([0, 1])-algebra; let us consider now A as a C0(]0, 1])-algebra.
Then, Blanchard had proved ([B2] 7.1) that A is a continuous field over ]0, 1] of C∗-
algebras, and that, for all q ∈]0, 1], we have Aq = SUq(2), where the SUq(2) are the
compact quantum groups constructed by Woronowicz and A1 = C(SU(2)).
Moreover, using the coproducts Γq defined by Woronowicz as
Γq(α) = α⊗ α− qγ∗ ⊗ γ
Γq(γ) = γ ⊗ α + α∗ ⊗ γ
and the (left and right-invariant) Haar state ϕq, which verifies :
ϕq(αkγ∗mγn) = 0, for all k ≥ 0, and m 6= n,
ϕq(α∗|k|γ∗mγn) = 0, for all k < 0, and m 6= n,
and ϕq((γ∗γ)m) = 1−q
2
1−q2m+2 ,
we obtain this way a continuous field of compact quantum groups (see [B2], 6.6 for a
definition); this leads to put on A a structure of locally compact quantum groupoid (of
compact type, in the sense of [E2], because 1 ∈ A).
This structure is given by a coproduct Γ which is C0(]0, 1])-linear from A to A ⊗
m
C0(]0,1])
A,
and given by :
Γ(α) = α ⊗m
C0(]0,1])
α− fγ∗ ⊗m
C0(]0,1])
γ
Γ(γ) = γ ⊗m
C0(]0,1])
α + α∗ ⊗m
C0(]0,1])
γ
and by a conditional expectation E from A on M(C0(]0, 1])) given by :
E(αkγ∗mγn) = 0, for all k ≥ 0, and m 6= n
E(α∗|k|γ∗mγn) = 0, for all k < 0, and m 6= n
E((γ∗γ)m) is the bounded function x 7→ 1−q
2
1−q2m+2 . Then E is both left and right-invariant
with respect to Γ. This example gives results at the level of C∗-algebras, which are more
precise than theorem 7.2.3.
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7.2.10. Example. One can find in [B2] another example of a continuous field of locally
compact quantum group. Namely, in ([B2], 7.2), Blanchard constructs a C∗-algebra A
which is a continuous field of C∗-algebras over X , where X is a compact included in ]0, 1],
with 1 ∈ X . For any q ∈ X , q 6= 1, we have Aq = SUq(2), and A
1 = C∗r(G), where G is
the ”ax+ b” group. ([B2], 7.6).
Moreover, he constructs a coproduct (denoted δ) ([B2] 7.7(c)), and ”the system of Haar
weights” Φ ([B2] 7.2.3), which bear left-invariant-like properties (end of remark after [B2]
7.2.3).
Finally, he constructs a unitary U in L(EΦ) ([B2] 7.10), with which it is possible to
construct a co-inverse R of (A, δ), which leads to the fact that Φ ◦R is right-invariant.
Clearly, the fact that we are here dealing with non-compact locally compact quantum
groups made the results more problematic at the level of C∗-algebra; at the level of von
Neumann algebra, 7.2.3 allow us to construct an example of measured quantum groupoid
from these data.
7.2.11. Example. Let us finish by quoting a last example given by Blanchard in ([B2],
7.4): for X compact in [1,∞[, with 1 ∈ X , he constructs a C∗-algebra which is a
continuous field over X of C∗ algebras, whose fibers, for µ ∈ X , are Aµ = Eµ(2), with a
coproduct δ and a continuous field of weights Φ, which is left-invariant. As in 7.2.10, he
then constructs a unitary U on L(EΦ), which will lead to a co-inverse, and, therefore, to
a right-invariant C∗-weight.
7.2.12. Example. ([L], 17.1) Let us return to 7.2.2; let I be a (discrete) set, and, for all
i in I, let Gi = (Mi,Γi, ϕi, ψi) be a locally compact quantum group; then the product
ΠiGi is a measured field of locally compact quantum groups, and can be given a natural
structure of measured quantum groupoid, described in ([L], 17.1).
7.2.13. Example. ([DC2]3.17)([E5], 9) Let (C2,M, α, β,Γ, T, RTR, ν) be a measured
quantum groupoid; let (e1, e2) be the canonical basis of C
2 et let us suppose that ν(e1) =
ν(e2) = 1/2; let us define Mi,j = Mα(ei)β(ej); then, the fiber product MνβαM can
be idetified with the reduces von Neumann algebra (M ⊗ M)β(e1)⊗α(e2)+β(e2)α(e1), and
Γ can be identified with an injective ∗-homomorphism from M to M ⊗ M , such that
(Γ⊗ id)Γ = (id⊗ Γ)Γ and :
Γ(1) = β(e1)⊗ α(e1) + β(e2)⊗ α(e2)
Γ(α(ei)β(ej) = α(ei)β(e1)⊗ α(e1)β(ej) + α(ei)β(e2)⊗ α(e2)β(ej)
Let Mi,j =Mα(ei)β(ej), we have M1,1 6= {0}, M2,2 6= {0}, and
Γ(Mi,j) ⊂ (Mi,1 ⊗M1,j)⊕ (Mi,2 ⊗M2,j)
There exist normal semi-finite faithful weights ϕi,j on Mi,j such that, for any X ∈ M
+
T ,
X =
∑
i,j xi,j , with xi,j ∈M
+
i,j, we get that T (X) is the image under α of
(ϕ1,1(x1,1 + ϕ1,2(x1,2)e1 + (ϕ2,1(x2,1) + ϕ2,2(x2,2)e2
For xi,j ∈ Mi,j, and k = 1, 2, let us define Γ
k
i,j(xi,j) = Γ(xi,j)[α((ei)β(ek) ⊗ α(ek)β(ej)]
Then, G1 = (M1,1,Γ
1
1,1, ϕ1,1, ψ1,1) and G
2 = (M2,2,Γ
2
2,2, ϕ2,2, ψ2,2) are two locally compact
quantum groups;
if α(C2) ⊂ Z(M̂), then β = α and G = G1 ⊕G2 (i.e. M1,2 = M2,1 = {0}).
If α(e1) /∈ Z(M̂), then M1,2 6= {0}, M2,1 = R(M1,2) 6= {0}, Γ
2
1,2 : M1,2 → M1,2 ⊗M2,2 is
a right action of G2 on M1,2, Γ
1
1,2 : M1,2 → M1,1 ⊗M1,2 is a left action of G
1 on M1,2,
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Γ12,1 : M2,1 → M2,1 ⊗M1,1 verify Γ
1
2,1 = ς(R
1 ⊗ R)Γ11,2R, and Γ
2
2,1 : M2,1 → M2,2 ⊗M2,1
verify Γ22,1 = ς(R ⊗ R
2)Γ21,2R. Moreover, these actions are ergodic and integrable.
7.3. Abelian measured quantum groupoid. We consider now the case of an ”abelian”
measured quantum groupoid (i.e. a measured quantum groupoidG = (N,M, α, β,Γ, T, T ′, ν)
where the underlying von Neuman algebra M is abelian); then we prove that it is pos-
sible to put on the spectrum of the C∗-algebra An(W ) a structure of a locally compact
groupoid, whose basis is the spectrum of C∗(ν) ([E5], 7.1). Starting from a measured
groupoid equipped with a left-invariant Haar system, we recover Ramsay’s theorem which
says that this groupoid is measure-equivalent to a locally compact one (7.3.3).
7.3.1. Theorem. Let G = (B,A, α, β, ν, T, T ′,Γ) be a locally compact quantum groupoid,
such that the C∗-algebra A (and, therefore, the C∗-algebra B) is abelian. Let G be the
spectrum of A, and G(0) be the spectrum of B. Then :
(i) there are two continuous open applications r, s from G to G(0) such that, for all
f ∈ C0(G
(0)), we have α(f) = f ◦ r and β(f) = f ◦ s.
(ii) there is a partially defined multiplication on G, which gives to G a structure of locally
compact groupoid, with G(0) as set of units. Then, for any f ∈ C0(G), Γ(f) ∈ Cb(G
(2)).
(iii) for all f ∈ K(G) and u ∈ G(0), the application f → α−1(T (f)))(u) defines a
positive Radon measure λu on G, whose support is Gu = {x ∈ G, r(x) = u}. The measures
(λu)u∈G(0) are a Haar system on G
(iv) the trace ν on C0(G
(0)) is a measure on G(0), which is quasi-invariant with respect
to this Haar system.
(v) we have G = (C0(G
(0)),C0(G), rG, sG,ΓG, (λ
u)u∈G(0), (λu)u∈G(0) , ν), where rG(f) =
f ◦ r, sG = f ◦ s, ΓG(f)(x1, x2) = f(x1x2), for any f in C0(G), (x1, x2) ∈ G
2), and λu is
the image of λu by x→ x−1.
Proof. Completely similar to ([E5], 7.1). 
7.3.2. Example. Let G be a locally compact groupoid, equipped with a left Haar system
(λu)u∈Go and a quasi-invariant Radon measure ν on Go. Then, using the same nota-
tions as in 2.5, we get that (C0(G
(o)),C0(G), rG, sG, ν, TG, T
−1
G
,ΓG) is a locally compact
quantum groupoid, and the measured quantum groupoid constructed by 4.7 is then
(L∞(G(o), ν), L∞(G, µl), rG, sG,ΓG, TG, T−1G , ν) where µl =
∫
G(o)
λudν and µr =
∫
G(0)
λudν.
The canonical locally compact quantum groupoid constructed by 5.6, is then :
(C∗(ν),C∗(µl), rG, sG, ν, TG, T−1G ,ΓG), where C
∗(ν) (resp. C∗(µl)) is the norm closure of
L1(G(0), ν) ∩ L∞(G(0), ν) (resp. L1(G, µ1) ∩ L1(G, µr) ∩ L∞(G, µl)) in L∞(G(0), ν) (resp. in
L∞(G, µl)), which is not, in general, the initial one.
Moreover, this example shows that there is no hope for a unicity theorem for a lo-
cally compact sub-quantum groupoid of a measured quantum groupoid. In particu-
lar, if X is a locally compact space, and µ a Radon measure on X with full sup-
port, then X (with X(0) = X and then X(2) = X) can be considered as a locally
compact groupoid (called space groupoid), which has id as left Haar system, and µ
as quasi-invariant measure. Therefore, (C0(X),C0(X), id, id, µ, id, id, id) is a locally
compact quantum groupoid. The measured quantum groupoid associated by 4.7 is
then (L∞(X, µ), L∞(X, µ), id, id, id, id, id, µ). But then, any dense sub-C∗-algebra A of
L∞(X, µ) such that A ∩  L1(, µ) is dense in A gives another locally compact quantum
groupoid.
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7.3.3. Ramsay’s theorem. [Ra] Let G be a measured groupoid, with G(0) as space of
units, and r and s the range and source functions from G to G(0), with a Haar system
(λu)u∈G(0) and a quasi-invariant measure ν on G
(0). Let us write µ =
∫
G(0)
λudν. Let ΓG,
rG, sG be the morphisms associated in 7.3.1. Then, there exists a locally compact groupoid
G˜, with set of units G˜(0), with a Haar system (λ˜u)u∈G˜(0), and a quasi-invariant measure ν˜
on G˜(0), such that, if µ˜ =
∫
G˜(0)
λ˜udν˜, we get that the abelian measured quantum groupoids
G(G) and G(G˜) are isomorphic.
7.4. Locally compact transformation groupoid. In [ET] had been defined the ”mea-
sured quantum transformation groupoids”, which are quantum groupoids constructed on
a crossed product of a von Neumann algebra N by a specific action of a quantum groupG;
more precisely, N must be a braided commutative Yetter-Drinfel’d algebra. Frank Taipe
([Ta]) had proved that, if the quantum group is constructed from an algebraic quantum
group, as defined by Van Daele in ([VD]), acting on a ∗-algebra, with appropriate axioms,
then the crossed product of the action of the quantum group on the norm closure of the
algebra is a locally compact quantum transformation groupoid. Here, mimicking this
thesis, we obtain the same result for appropriate action of a locally compact quantum
group on a C∗-algebra. I must thank Frank Taipe who gave me new ideas on the subject.
7.4.1. Definition. [ET](2.4) Let G= (M,Γ, ϕ, ϕ◦R) be (the von Neumann version of) a
locally compact quantum group, and Ĝ = (M̂, Γ̂, ϕ̂, ϕ̂ ◦ R̂) its dual. A G-Yetter-Drinfeld
algebra is a von Neumann algebra N , with a left action α of G on N , and a left action
α̂ of Ĝ on N , such that, for all x ∈ N :
(id⊗ α)α̂(x) = Ad(σW ⊗ 1)(id⊗ α̂)α(x)
7.4.2. Definition. [ET](2.5.3) For any action α of G on a von Neumann algebra N , we
define the action αc of Gc on No and the action αo of Go on No, where αc = (j ⊗ .o)α,
and αo = (R⊗ .o)α, where, for any x ∈M j(x) = Jx∗J .
If (N,α, α̂) is a G-Yetter-Drinfel’d algebra, then, are equivalent :
(i) αc(No) and α̂c(No) commute;
(ii)αo(No) and α̂o(No) commute.
In that case, we shall say that (N,α, α̂) is braided-commutative. Let ν be a normal
faithful semi-finite weight on N , and let Uαν = Jν˜(Ĵ⊗Jν) be the standard implememtation
of α on H ⊗Hν ([ET]2.2). Let us define an injective anti-∗-homomorphism β by β(x) =
Uαν α̂
o(xo)(Uαν )
∗; then (N,α, α̂) is braided-commutative if and only if β(N) is included in
the crossed product G⋉aN of N by α.
7.4.3. Definition. [ET] If (N,α, α̂) is a braided commutativeG-Yetter-Drinfel’d algebra,
we can construct on the crossed product G⋉aN a structure of Hopf bimodule ([ET], 4)
by the following way :
On the crossed-product G⋉aN , let α˜ be the dual action of Ĝ
o given, for X ∈ G⋉a N ,
by
α̂(X) = (Ŵ o∗ ⊗ 1)(1⊗X)(Ŵ o ⊗ 1)
For any η ∈ H and p ∈ Nν , the vector U
ν
α(η ⊗ JνΛν(p)) belongs to Dα(H ⊗ Hν)
([ET]4.3(i))and we can define a unitary V1 from (H⊗Hν) β⊗α
ν
(H⊗Hν) onto H⊗H⊗Hν
by (for all Ξ in H ⊗Hν) :
V1(Ξ β⊗α
ν
Uνα(η ⊗ JνΛν(p))) = η ⊗ β(p
∗)Ξ
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By ([ET], 2.2), we have that Uνα = Jν˜(Ĵ ⊗ Jν) and, for x ∈ Nν and y ∈ Nϕ̂, (y ⊗ 1)α(x)
belongs to Nν˜ , and Jν˜Λν˜((y ⊗ 1)α(x)) = U
α
ν (ĴΛϕ̂(y)⊗ JνΛν(x)).
For any X ∈ G⋉aN , let us define Γ˜(X) = V
∗
1 α˜(X)V1; then (N,G ⋉a N,α, β, Γ˜) is a
Hopf-bimodule ([ET], 4.4 ). This Hopf-bimodule can be equipped with a co-inverse R˜,
a left-invariant operator-valued weight Tα˜ and a right-invariant operator-valued weight
R˜ ◦ Tα˜ ◦ R˜ ([ET] 5.4) ; if the automorphism groups σ
ν˜
t and σ
ν˜◦R˜
s commute, for all s, t
in R, then (N,G⋉aN,α, β, Γ˜, Tα˜, R˜ ◦ Tα˜ ◦ R˜, ν) is a measured quantum groupoid ([ET],
5.9). If z ∈ M̂ and x ∈ N , we have
Γ˜[(z ⊗ 1)α(x)] = V ∗1 (Γ̂
o(z)⊗ 1)V1(α(x) β⊗α
ν
1)
7.4.4. Definition. Let α an action of a (von Neumann version of a) locally compact
quantum group G on a von Neumann algebra N ; let G= (A,Γ|A, ϕ|A, ϕ ◦ R|A) be the
C∗ version of G, and Ĝ = (Â, Γ̂|Â, ϕ̂|Â, ϕ̂ ◦ R̂|Â) its dual; let B a sub-C
∗-algebra of N ,
weakly dense in N ; then α|N is an action of G on B if α(B) ⊂M(A⊗ B).
The crossed-product G⋉a B is equal to norm closure of the linear space generated by
elements of the form (y ⊗ 1)α(b), for any y ∈ Â, and b ∈ B ([BS], 7.2).
Let us suppose that the weight ν|B is semi-finite; then Tα˜|G⋉aB is a semi-finite operator-
valued weight from G⋉aB to α(M(B)).
7.4.5. Definition. Let G= (M,Γ, ϕ, ϕ ◦ R) be (the von Neumann version of) a locally
compact quantum group, (A,Γ|A, ϕ|A, ϕ|A ◦R|A) its C∗-version, and Ĝ = (M̂, Γ̂, ϕ̂, ϕ̂ ◦ R̂)
its dual (von Neumann version) or (Â, ϕ̂|Â, ϕ̂|Â ◦ R̂|Â, Γ̂|Â) (C
∗ version). Let (N,α, α̂)
be a G-Yetter-Drinfeld algebra as defined in 7.4.1. Let B be sub-C∗-algebra of N , such
that α(B) ⊂ M(A ⊗ B), and α̂(B) ⊂ M(Â ⊗ B); then, we say that (B, α|B, α̂|B) is a
C∗-G-Yetter- Drinfel’d algebra. If (N,α, α̂) is braided-commutative (as defined in 7.4.2)
, we shall say that (B, α|B, α̂|B) is braided-commutative if β(B) ⊂ G⋉α B (as defined in
7.4.4). Then R(G⋉αB) = G⋉αB.
7.4.6. Lemma. Let x ∈ A, and y ∈ A ∩Mϕ; then, there exist xn ∈ A ∩Nϕ and yn ∈ A
such that, for all ξ ∈ H, Γ(x)(ξ⊗Λϕ(y)) is equal to the norm limit of Σn(ynξ⊗Λϕ(xn)).
Proof. Let us write y = y∗1y2, with y1 and y2 in A ∩Nϕ. We have then
Γ(x)(ξ ⊗ Λϕ(y)) = [Γ(x)(1 ⊗ y
∗
1)](ξ ⊗ Λϕ(y2))
By [KV1]4.4, we know that Γ(x)(1⊗ y∗1) belongs to A⊗A, and, therefore is a norm limit
of a sum Σn(yn ⊗ x
1
n), with x
1
n ∈ A and yn ∈ A; then, we get that Γ(x)(ξ ⊗ Λϕ(y)) is the
norm limit of Σn(ynξ ⊗ Λϕ(x
1
ny2)); writing xn = x
1
ny2, we get the result. 
7.4.7. Proposition. Let X ∈ G⋉αB, a in Nν, y ∈ Nϕ̂. Then Γ˜(X)ρ
β,α
Jν˜Λν˜((y⊗1)α(a)) is
equal to the norm limit of elements of the form ρβ,αJν˜Λν˜((zp⊗1)α(xp))(yp⊗1)α(ap) (with yp ∈ Â,
zp ∈ Â ∩Nϕ̂, ap ∈ B, xp ∈ B ∩Nν).
Proof. Using 7.4.3 , we get that Γ˜((z ⊗ 1)α(x))[Ξ β⊗α
ν
Jν˜Λν˜((y ⊗ 1)α(a))] is equal to
V ∗1 (Γ̂
o(z)⊗ 1)V1[α(x)Ξ β⊗α
ν
Uαν (ĴΛϕ̂(y)⊗ JνΛν(a))]
and to :
V ∗1 (Γ̂
o(z)⊗ 1)(ĴΛϕ̂(y)⊗ β(a
∗)α(x)Ξ) = V ∗1 (Γ̂
o(z)⊗ 1)(Λϕ̂(σ
ϕ̂
−i/2(y
∗))⊗ β(a∗)α(x)Ξ)
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Using 7.4.6 applied to the C∗-version of Ĝ and 7.4.3, there exist zp ∈ Â ∩ Nϕ̂ and
yp ∈ Â, such that it is equal to the norm limit of :
ΣpV
∗
1 Λϕ̂(zp)⊗ (yp ⊗ 1)β(a
∗)α(x)Ξ
Using 7.4.4, we get that (yp ⊗ 1)β(a
∗) = R˜[α(a∗)(R̂(yp)⊗ 1)] is the norm limit of a sum
ΣnR˜[(yn,p ⊗ 1)α(an)] = Σnβ(an)(R̂(yn,p)⊗ 1), with yn,p ∈ Â and an ∈ A ∩Nν such that
an is analytic and σ
ν
−i/2(a
∗
n) ∈ Nν and, therefore, we get that
Γ˜((z ⊗ 1)α(x))[Ξ β⊗α
ν
Jν˜Λν˜((y ⊗ 1)α(a))]
is equal to the norm limit of
Σp,nV
∗
1 Λϕ̂(zp)⊗β(an)(R̂(yn,p)⊗1)α(x)Ξ = Σp,n(R̂(yn,p)⊗1)α(x)Ξβ⊗α
ν
Uαν (Λϕ̂(zp)⊗Λν(an))
Therefore, we get that Γ˜((z ⊗ 1)α(x))ρβ,αJν˜Λν˜((y⊗1)α(a)) is the norm limit of
Σp,nρ
β,α
Jν˜Λν˜((zp⊗1)α(σν−i/2(a∗n))
(R̂(yn,p)⊗ 1)α(x)
By continuity of Γ˜, we obtain the result. 
7.4.8. Lemma. Let yn ∈ Â∩Mϕ̂, such that (Λϕ̂(yn))n is an orthonormal basis of H. Let
X ∈ G⋉α B ∩NTα˜ ∩Nν˜ (resp. X
′ ∈ A˜ ∩NTα˜ ∩Nν˜) and ǫ > 0.
(i) There exists N in N, and, for any n ∈ N, such that 1 ≤ n ≤ N , there exists
an,N ∈ B such that
||X − ΣNn=1(yn ⊗ 1)α(an,N)|| < ǫ
(ii) There exists N in N, and, for any n ∈ N, such that 1 ≤ n ≤ N , there exist
an ∈ B ∩Nν such that :
||Λν˜(X)− Σ
N
n=1Λϕ̂(yn)⊗ Λν(an)||
2 < ǫ
(iii) ΛTa˜(X) is the weak limit of ΣnΛϕ̂(yn) ⊗ an and Ta˜(X
∗X) is the weak limit of
α(Σna
∗
nan).
(iv) Let us suppose that Ta˜(X
∗X) belongs to α(B); then Ta˜(X∗X) is the norm limit of
α(a∗nan) and ΛTa˜(X) is the norm limit of ΣnΛϕ̂(yn)⊗ an.
Proof. Using 7.4.4, we get that, for all ǫ > 0, there exist zp ∈ Â ∩Nϕ̂ and bp ∈ B ∩Nν
such that
||X − ΣPp=1(zp ⊗ 1)α(bp)|| < ǫ
We have Λν˜(Σ
P
p=1(zp⊗ 1)α(bp)) = Σ
P
p=1Λϕ˜(zp)⊗Λν(bp). Using now the basis (Λϕ̂(yn)) we
get that there exists N and λp,n ∈ C such that, for all 1 ≤ p ≤ P , we have Λϕ̂(zp) =
ΣNn=1λp,nΛϕ̂(yn), and, therefore, Λν˜(Σ
P
p=1(zp ⊗ 1)α(bp)) = Σ
N
n=1Λϕ̂(yn) ⊗ Λν(Σ
P
p=1λp,nbp).
From which we get that ΣPp=1(zp ⊗ 1)α(bp) = Σ
N
n=1(yn ⊗ 1)α(Σ
P
p=1λp,nbp).
Writing an,N = Σ
P
p=1λp,nbp, we get (i).
There exists a family ξn in Hν such that Λν˜(X) = ΣnΛϕ̂(yn)⊗ ξn. We have ν˜(X
∗X) =
Σn||ξn||
2. Therefore, there exists N such that Σn>N ||ξn||
2 < ǫ/2. And, for all n ≤ N ,
there exist an ∈ B ∩Nν such that ||ξn − Λν(an)||
2 < ǫ/2N . From which we get that
||Λν˜(X)−Σ
N
n=1Λϕ̂(yn)⊗Λν(an)||
2 = ||ΣNn=1Λϕ̂(yn)⊗(ξn−Λν(an))||
2+||Σn>NΛϕ̂(yn)⊗ξn||
2 < ǫ
which is (ii).
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Let now x ∈ Nν ; we have, using (ii) :
ΛTα˜(X)Λν(x) = Λν˜(Xα(x)) = ΣnΛν˜((yn ⊗ 1)α(anx)) =
ΣnΛϕ̂(yn)⊗ Λν(anx) = ΣnΛϕ̂(yn)⊗ anΛν(x)
from which we get (iii). Let us suppose now that Ta˜(X
∗X) belongs to α(B); there
exists bn ∈ B ∩Nν such that Ta˜(X
∗X) is the norm limit of Σnb∗nbn. Let us define Y =
ΣnΛϕ̂(yn)⊗ bn ∈ B(Hν , Hν˜). We get that, for all ξ ∈ Hν , we have ||ΛTα˜(X)ξ|| = ||Y ξ||;
therefore, there exists an isometry U ∈ B(Hν˜) such that UY = ΛTα˜(X); so, we get that
an = (ωΛϕ˜(yn) ⊗ id)(U)bn; then, we have Σ
∞
n=Na
∗
nan ≤ Σ
∞
n=Nb
∗
nbn, and, therefore Σna
∗
nan
is norm converging to Tα˜(X
∗X), and, then, we deduce that ΛTα˜(X) is the norm limit of
ΣnΛϕ̂(yn)⊗ an, which is (iv). 
7.4.9. Proposition. Let X ∈ G⋉αB, and Y ∈ G⋉αB ∩NTα˜ ∩Nν˜; lhen :
(i) Let us suppose that Tα˜(Y
∗Y ) ∈ α(A); then there exist yp ∈ Â, zp ∈ Â∩Nϕ̂, ap ∈ B,
xp ∈ B ∩Nν such that Γ˜(X)ρ
β,α
Jν˜Λν˜(Y )
is the norm limit of ρβ,αJν˜Λν˜((zp⊗1)α(xp))(yp ⊗ 1)α(ap).
(ii) Let a in Nν. Then there exist yp ∈ Â, zp ∈ Â∩Nϕ̂, ap ∈ B, xp ∈ B ∩Nν such that
Γ˜(X)ρβ,αJν˜Λν˜(Y α(a)) is the norm limit of ρ
β,α
Jν˜Λν˜((zp⊗1)α(xp))(yp ⊗ 1)α(ap).
(iii) Let a in Nν, analytic with respect to σν. There exist yp ∈ Â, zp ∈ Â∩Nϕ̂, ap ∈ B,
xp ∈ B ∩Nν such that Γ˜(X)(β(a
∗) β⊗α
ν
1)ρβ,αJν˜Λν˜(Y ) is the norm limit of
ρβ,αJν˜Λν˜((zp⊗1)α(xp))(yp ⊗ 1)α(ap)
(iv) There exist ynp ∈ Â, z
n
p ∈ Â∩Nϕ̂, a
n
p ∈ B and x
n
p ∈ B∩Nν such that Γ˜(X)ρ
β,α
Jν˜Λν˜(Y )
is a norm limit of ρβ,αJν˜Λν˜((znp⊗1)α(xnp ))(y
n
p ⊗ 1)α(a
n
p )
Proof. Using 7.4.8(iv) applied to Y and 7.4.7, we get (i). Then, as
T ((Y α(a))∗(Y α(a)) = α(a∗)T (Y ∗Y )α(a)
belongs to α(A), using (i) applied to Y α(a), we get (ii). As we have :
Γ˜(X)(β(a∗) β⊗α
ν
1)ρβ,αJν˜Λν˜(Y ) = Γ˜(X)(1 β⊗α
ν
α(σ−i/2(a∗))ρ
β,α
Jν˜Λν˜(Y )
= Γ˜(X)ρβ,αJν˜Λν˜(Y α(a))
we get that (ii) implies (iii). Let Ξ ∈ Hν˜ ; then there exist an in B, analytic with respect
to σν , such that Ξ is the norm limt of β(a
∗
n)Ξ; then Γ˜(X)Ξ β⊗α
ν
Jν˜Λν˜(Y ) is the norm limit
of
Γ˜(X)β(a∗n)Ξ β⊗α
ν
Jν˜Λν˜(Y )
and, using (iii), there exist ynp , z
n
p , a
n
p and x
n
p such that it is the norm limit of elements of
the form (ynp ⊗ 1)α(a
n
p )Ξ β⊗α
ν
Jν˜Λν˜((z
n
p ⊗ 1)α(x
n
p )). So, we get (iv). 
7.4.10. Theorem. Let’s use the notations of 7.4.5; then :
(B,G⋉αB, α|B, β|B, Tα˜|G⋉αB , (R˜T R˜)|G⋉αB ,Γ|G⋉αB) is a locally compact quantum groupoid.
Proof. Using 7.4.9(iv), we get that Γ˜(G⋉αB) ⊂ G⋉αB β∗α
ν
B(Hν˜); as R˜(G⋉αB) =
G⋉αB (7.4.5), we get that Γ˜(G⋉αB) ⊂ G⋉αB β∗α
ν
G⋉αB. 
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