Introduction
The intractability of most stochastic network control problems has led to the development and testing of many kinds of heuristic control policies. Two of these, obtained from fluid and Brownian diffusion models, enjoy the additional justification of some form of asymptotic optimality-at least for certain problems. Many studies have demonstrated that policies based on diffusion models often outperform naive policies such as first-in-first-out (FIFO) or last-buffer-first-served (LBFS). Recent work has also shown how policies derived from fluids, sometimes augmented with buffers or corrections for stochasticity, perform well for certain problems [12] , [17] , [21] . However, little work has been done to directly compare diffusion policies with fluid policies. In this paper a network that lends itself to diffusion analysis-the state space collapses and performance of the diffusion policy is reasonable-is analyzed using a fluid approach and the resulting policies compared. As a benchmark, the optimal policy is also found for the examples using dynamic programming.
We consider a multiclass queueing network (MQNET) with two servers and n classes first studied by Wein [23] . In addition to the usual sequencing decisions of which class to serve, input into the network is controlled. For example, the acceptance of messages or the release of jobs into a system might be controlled. Unlike arrival control, input occurs essentially immediately. However, customers can arrive at more than one class and the mix of arrivals cannot be controlled. The objective is to minimize average holding cost subject to an average throughput constraint. Arrival and service processes are assumed to be Poisson. Wein finds the optimal policy for the associated diffusion model and gives an intuitive translation of the policy to the original network.
The fluid analysis is complicated by the fact that the average throughput constraint does not carry over to the fluid. We show that the standard fluid scaling gives a model without input. This model, and two ad hoc fluid models with input, are used to synthesize policies for the original network. For standard MQNETs, the fluid model can be solved using Potryagin's minimization principle [3] , perturbation analysis [24] , [26] , [22] , or separated continuous linear programming [15] , [27] . We solve the fluid model without input control for two examples and use a workload relaxation (see [13] for workload formulations and [18] for fluid workload relaxations) of the fluid model with input control. The fluid policy is translated back to the original network and the translation "tuned" by setting two or three parameters. Finally, the diffusion, tuned fluid, and optimal policies are compared numerically.
The diffusion and fluid-based policies both perform fairly well in the examples.
The diffusion provides more insight into the input policy, while the fluid provides more insight into the sequencing policy. In the balanced six-class example studied by Wein, both the fluid policy and the dynamic programming solution show that switching curves are unimportant. The optimal sequencing priorities are static and agree with a greedy rule on all but one of the regions analyzed. For this example the diffusion policy does remarkable well-within 1% of optimal. In an unbalanced threeclass example, the fluid policy is within 4% of optimal and outperforms the diffusion policy. One reason for the diffusion to be less accurate on this example is that one of the stations is not in heavy traffic. However, the fluid switching curves for the sequencing control are more prominant and have more cost impact. These examples suggest that the relative performance of the diffusion and fluid-based policies depends on whether the fluid control switches when some buffers are nonempty (in this case we say there are internal switching surfaces; such a policy is not greedy). One can check for these switching curves to see if the fluid policy has the potential to do well.
The importance of the fluid switching curves is also supported by their relationship with the switching curves in the original model [22] and other numerical results [21] .
For benchmarking, we optimize a six-class balanced network with a traffic intensity of 0.9 using dynamic programming. The dynamic program is made more efficient by finding a fairly small set of states that contain the recurrent class under the optimal control policy. Input control effectively limits the buffer sizes, making optimization of larger examples feasible.
Fluid models of queueing network control problems have received considerable attention recently for policy synthesis. Their fundamental justification is that the original network under a given policy converges to the fluid model with a similar policy when time and queue lengths are scaled by the same factor. This concept of fluid approximation holds in a very strict sense for homogeneous (Jackson) networks [9] and more loosely for MQNETs [8] , where fluid limits exist but may not be unique and the relationship between the policies is less straightforward. The optimal relative value function of the original network is also related to the optimal fluid cost function; see [17] and Meyn's earlier papers referenced therein. Using a fluid solution in the original network requires, at a minimum, buffering methods to compensate for the movement of fluid through empty buffers. Other adjustments to the fluid policy may also be desirable when translating it to the stochastic network. Target-tracking translation methods are presented in [4] and [16] . Some numerical examples where a translated fluid policy performs well are given in [12] and [21] . A greedy fluid policy is tested in [2] . Alternative fluid input control problems are formulated in [20] and [22] , but are not entirely satisfactory. [20] constrains the instantaneous output rate, inducing a smoothing of output over time that is not desirable in the original network.
Average throughput until draining is constrained in [22] ; our fluid analysis refines this approach, as discussed in Section 3.
The paper is organized as follows. The input control problem is formulated as a dynamic program in Section 2. Fluid formulations are developed and analyzed in 
A Two-Station Input Control Problem
As in [23] , consider an open multiclass network with controllable inputs, such as Figure   3 . There are n FIFO queues, or classes of customers, indexed by i = 1, . . . , n, and two stations, numbered 1 and 2. Class i is served by station s(i). Let P be the (transient) routing matrix, so that after service completion at class i a customer is routed to class j with probability p ij We assume Poisson arrivals and i.i.d. exponential service times for each class; however, more general processes also have fluid and heavy traffic limits. The uniformized discrete-time Markov chain has state Φ k ∈ Z n + , where [Φ k ] i denotes the number of class i customers in the system after k transitions. Exogenous arrivals have a long-run average probability q i of arriving to class i. Wein assumes that the arrival sequence cycles deterministically through the classes, but we assume independent arrivals to simplify the state space. In Wein's formulation, the time of each arrival is specified by the control. We approximate this impulse control in the MDP by a large potential arrival rate λ and a scalar input control v(k) = 1 if input is accepted and 0 otherwise. The tilda denotes the stochastic model. Let µ i be the service rate for class i customers and 0 ≤ u i (k) ≤ 1 the fraction of time server s(i)
allocates to class i. The transition probabilities are
where Λ = λ + n i=1 µ i is the uniformization constant, e i is the ith standard basis vector, and we use the class 0 and the convention e 0 = 0 to represent departures. In state Φ k = x the controls must satisfy the constraints lim inf
where E x denotes expectation given Φ 0 = x under some policy. Constraint (3) requires average throughput to be at least λ and (4) states that a server's allocations cannot exceed one. There is a linear holding cost c x in state x, with c > 0. The objective is to minimize average cost
Assuming a stable policy exists, an optimal policy will achieve the minimum average cost J * independent of x. The appropriate policy will use a stationary feedback
Instead of solving this constrained MDP, we will solve the Lagrangian problem that replaces (3) with a reward r > 0 per unit input accepted, minimizing
As r is varied, the (deterministic) optimal policy for the Lagrangian problem will achieve some throughput λ * (r) and will be optimal for the constrained problem with λ = λ * (r). The function λ * is piece-wise constant and nondecreasing. Optimal policies for values of λ not in the range of λ * can be constructed by randomizing the Lagrangian policy in a single state [1] ; however, the discontinuities in λ * are small in the examples, so randomization is not used.
and C be the 2 × n constituency matrix with c ji = 1 if s(i) = j and 0 otherwise.
Assuming P is irreducible, R −1 will exist and the vector of traffic intensities at each station needed to meet the throughput constraint is
Define the system load ρ • = max{ρ 1 , ρ 2 }. A stabilizing policy that achieves the throughput λ will exist if the usual load condition ρ • < 1 is met.
In Wein's formulation, input is only accepted when at least one entering class (a class i with q i > 0) is empty; this is also true in (3)-(8) when λ is large. To investigate how large a value is needed, we solved a symmetric two-class example with µ = (1, 1), c = (1, 1), q = (0.5, 0.5), and λ = 1.8. There is no routing; the two queues are parallel. Figure 1 shows that the optimal policy takes the correct form (accept input only when x 1 x 2 = 0) for λ = 43, which is about an order of magnitude greater than the combined service rate.
Fluid and Workload Formulations
A fluid model is obtained when all transitions are replaced by their mean rates and a continuous state is used; x i (t) is the length of the class i queue at time t, with x(t) ∈ R n + . We present three fluid models, differing in their treatment of the average throughput constraint (3).
The first model is obtained by taking the fluid limit of the Lagrangian problem (4) - (7) and (9) . The reward for input vanishes in the limit, leaving a fluid model with "zero input" as in [20] :
Hereẋ can be interpreted as a derivative to the right at nondifferentiable points.
Problem (ZI) is deterministic and transient; for each initial state we can choose a time horizon T such that x(t) = 0 for all t ≥ T for a suitable class of policies. The sequel assumes T is set large enough so that this is the case.
Intuitively, r vanishes because it is not optimal to accept input when queue lengths are large. More formally, consider a sequence of processes
and initial states Φ(0) = nx indexed by n and extend Φ, etc. to R + as piece-wise constant functions. Let
be the expected cost in (0, T ]. Then the expected cost for the scaled process is
The last term vanishes as n → ∞, leaving
i.e., the fluid limit is the same as for the sequencing control problem with no input.
For sequencing control problems, it is shown in [17] that this limiting cost under the optimal policy u * is equal to the optimal cost in (ZI):
where x * (t) is optimal for (ZI). Because of (12) we call (ZI) the fluid model associated with the original network. It will be used to construct a sequencing policy.
The second fluid model addresses input control by scaling the reward for input so that it does not vanish in the fluid limit. To make the total cost bounded, the minimum cost rate for any control such thatẋ = 0 must be zero. Define v * = min{λ/(λρ • ), 1}; λv * is the largest stable input rate. Call the system subcritical if λ/(λρ • ) > 1 and critical otherwise; i.e., a system is subcritical if it can drain while accepting input at the maximum rate. The "Lagrangian" fluid model is
For a suitable class of policies and a fixed x, the system drains by some T , then
x(t) = 0 and v(t) = v * for all t ≥ T , so that total cost is finite. The parameters λ and r must be chosen. For the numerical examples, we set λ = λ. This value just allows the throughput λ to be achieved after the system drains and makes any system with
Like (ZI), optimal trajectories for (FLGR) can be computed using separated continuous linear programming. In particular, [15] allows both the state and the control in the objective function. To apply [27] , one can fix T and convert state costs to control costs. However, analytic solutions are more difficult than for (ZI). We present results for simple systems and then consider approximations.
Proposition 1 Consider (FLGR) for a single class and station. The optimal policy is nonidling, has feedback form, v(x) = v(x(t)), and uses a threshold
In the subcritical case v * = 1 and z = (µ − λ)r/c. In the critical case, z = 0.
Proposition 2 Consider (FLGR) for the two-class parallel queue. The optimal policy is nonidling and has feedback form. In the subcritical case, v(x) = 1 if
See Appendix A.1 for proofs.
We have not solved larger examples to obtain an optimal sequencing policy, but note that when the optimal input region is absorbing, as in the examples above, (FLGR) is equivalent to a system with uncontrolled arrivals in this region. Outside of the input region, the optimal sequencing policy may be different than for (ZI) because of the different terminal costs when hitting the input region. However, as |x| → ∞, these differences become negligible, so that the "scaled" optimal (FLGR) control, u(x) = lim n→∞ u * (nx), must agree with the optimal (ZI) control, except for
x where the optimal (ZI) control is not unique. These similarities motivate our using (ZI) for sequencing.
Next we introduce a workload formulation to approximate (FLGR). It is similar to that occurring in diffusion models [13] where the state space collapses to a workload process; however, in the fluid model there is no time-scale separation and the workload version is a relaxation, introduced in [18] . It is shown there that fluid models (without input control) converge in a certain sense to their workload relaxations as ρ • → 1.
In light of (11), M ji is the expected time station j must devote to a class i customer before it exits the network. The workload vector
represents the total amount of work in the network for each station. Let W = {Mx :
x ≥ 0}. In terms of workload, the dynamics of (FLGR) reduce tȯ
Define the effective costc
i.e.,c(w) is the minimum cost of any state with workload w. If increasing a component of w always increasesc(w), thenc is said to be monotone and the optimal policy is nonidling. The workload model allows the station utilizations Cu(t) to be any value up to one when w j (t) > 0, i.e., there is no starvation. Denoting these utilizations ζ(t) and setting λ = λ as discussed above, the workload relaxation of (FLGR) is
Problem (WR) is a relaxation of (FLGR) becausec(Mx) ≤ c x and, for any (u, v)
feasible at x for (FLGR), ζ = Cu and v are feasible for (WR). We note that [18] further simplifies (WR) by allowing w j (t) to increase instantaneously, an approximation that does not appear useful for input control.
For the two-class parallel queue,c is linear and W = R
+ , so (WR) is equivalent to (FLGR). Whenc is not monotone, call the monotone region
∂c/∂w j ≥ 0}. In W + the optimal control is nonidling. In W \W + the optimal control may idle. Such a control is analyzed for one example in Section 5 and Appendix A.4.
Finally, we introduce a third fluid model which is less tractable but offers additional insight into the input control policy. For the fluid, the average throughput constraint is
Again setting λ = λ, the throughput will be λ after draining, so (15) enforces an average throughput until draining of λ. However, (15) has the undesirable effect that if the initial customers have high work content, input is needed to reduce the average work content of customers. To avoid this behavior, we consider the fluid input control
Note that if each station j is busy for a total time ρ j T , as needed to achieve the throughput λ in an empty system, the integral constraint will be tight. Because of the integral constraint, stationary feedback policies will not be optimal for (FIC).
We have only solved (FIC) for the two-class parallel queue. A connection with larger examples is suggested by again analyzing a workload relaxation. The dynamics are as in (WR). Using the flow balance equation
at station j = 1, 2 to rewrite the integral constraint, the workload relaxation is
Ifc is monotone, the optimal control is nonidling and has the same structure as the two-class parallel queue (FIC), but on the state space W .
Proposition 3
Ifc is monotone, the optimal policy for (WRIC) is nonidling. From initial states w 1 ≥ w 2 , v(t) = 0 for t < T 0 − y and v(t) = 1 otherwise, where the draining time T 0 and y satisfy
Input only occurs before draining if y > 0, i.e., if ρ 1 > 1/2 and
Symmetric results hold for w 1 < w 2 . Furthermore, input is only accepted on the boundary of W .
See Appendix A.1 for a proof. The structure of this policy is illustrated in Figure 2 .
For a given trajectory, input is accepted during the last y (possibly zero) time units before draining. No input is accepted before draining for trajectories starting in the shaded region; only the lower trajectory shown accepts input before draining.
Ifc is not monotone, the optimal policy uses idleness in parts of W \W + . The input policy is more complex, but still does not accept input in the interior of W + .
A Six-class "Greedy" Example
The example from [23] is shown in Figure 3 . The optimal fluid policy is nearly greedy in the sense described in Appendix A.2, allowing the diffusion policy in [23] to perform very well. Type A customers follow the routing 1 → 2 and type B are routed 
where the workload mapping w = Mx is
This policy can be understood by visualizing x i in the workload space ( Figure 4 ). to be instantaneously simultaneously reduced, but not rebalanced. The workload imbalance, w 1 (t)−w 2 (t), is the only independent quantity that cannot be immediately eliminated. It will be held in the class with the smallest cost per unit of workload imbalance by giving this class lowest priority. When w 1 >(<) w 2 , only class 1 (4) is held. This strategy explains the slopes in (18)- (19) and gives some of the sequencing priorities. The rest of the priorities are not specified by the diffusion. Table 1 shows the priorities resulting from Wein's workload balancing rule. Two other changes were made to translate the diffusion solution to the original network. As in [23] , the 0's in (18)- (19) were replaced by ε > 0 to allow for the discreteness of customers (ε = 1 in the numerical results). Secondly, we scaled the thresholds 19 and 62 until the throughput requirement was exactly met.
Now we turn to the fluid policy. For sequencing we use (ZI). The optimal policy is greedy in all but one of the regions analyzed in Appendix A.2. A greedy policy minimizes c ẋ(t). In our examples c = 1 and the greedy policy maximizes the current rate at which fluid leaves the system. However, the greedy criterion does not fully specify the policy. For example, when x 2 > 0 greedy requires u 2 = 1 but station 1 may idle. Table 3 in Appendix A.2 supplements greedy by using the priorities 1, 5, 3
(also, not shown in Table 3 , when only type B customers are present, last buffer first served is used). The station 1 controls not specified by the greedy rule are underlined.
These priorities match the priorities 2, 6, 4 of the station 2 classes that these classes feed; it is shown in Appendix A.2 that they are also optimal in most of the regions. In these cases effort is split between classes after a buffer empties to avoid starvation.
We translate this fluid behavior to the original network by switching between two classes when a safety stock level is reached. Thus, we use the priorities 1, 5, 3 unless x 2 + x 6 ≤ k, then use 5, 1, 3 2, 6, 4 unless {x 2 + x 6 ≤ k 2 and x 5 > 0}, then use 6, 2, 4
or {x 2 + x 6 ≤ k 2 and x 5 = 0}, then use 4, 6, 2
For input control, (WRIC) suggests that input should only be accepted outside of W + . Figure 4 shows that W + is bounded by the directions associated with x 3 and x 4 . Recognizing that the immediate effect of input is to prevent starvation at station 1, we focus on the upper part of W \W + , where typically x 1 , x 3 , and x 5 are small (x 1 = x 3 = x 4 = x 5 = 0 at w 1 = 0) and accept input when
The second condition limits the total work in the system. The parameter w * 2 is set to achieve the required throughput. Although the parameters k, k 2 , and c must be chosen, all represent "boundary thicknesses" and will be small integers. In our numerical tests k = 1, k 2 = c = 0 gave the lowest cost.
Average cost (8) is compared in Table 1 for the optimal, diffusion, and fluid policy. The optimal policy was computed using dynamic programming value iteration.
An accurate state space truncation was found by adjusting the truncation until the recurrent states did not touch the upper bound for any class. We found that the recurrent states satisfy x ≤ (2, 42, 1, 6, 6, 9). The algorithm converged to four significant figures within 4000 iterations (less if "warmed up" from a similar run) and ran in about 10 minutes on a 1.4 gigahertz Linux workstation. Cost of the other policies was computed using value iteration without minimizing, again checking the truncation, so that there is no simulation error. The throughput ofλ = 0.127 was achieved with parameter values of w * 2 = 70 for the diffusion and 62.3 for the fluid. The diffusion parameter of 70 is close to the predicted value of 62 in (19) , suggesting that the diffusion gives fairly accurate performance evaluation. Examination of the the diffusion input policy shows that it agrees with the optimal input policy in most states. The small set of recurrent states may seem surprising. In this example the immediate effect of accepting input is to avoid starvation at station 1 and it is used primarily when x 1 = x 3 = 0. The fluid heuristic does not perform as well, despite the three parameters used.
However, the sequencing priorities of the optimal policy appear similar to the fluid.
For example, station 1 switches from class 1 to class 5 when x 6 approaches 0. We conclude that the diffusion policy is effective because there is balanced heavy traffic and the optimal sequencing priorities are nearly static. 
A Three-class Example with Fluid Thresholds
An example in which sequencing control thresholds, or switching curves, will play a more important role is shown in Figure 5 
where
Wein's workload balancing rule gives priority to class 1 at station 1. As in the first example, the 0's are replaced by ε > 0 and the thresholds of 38 and 51 are scaled to meet the throughput requirement.
The fluid sequencing control for (ZI) uses the switching curve x 3 = 2/7x 1 when Give priority to class 3 if
Both adjustments can be thought of as buffering against variability. The buffering x 2 > 1 is also found to be effective for a re-entrant line variant of this problem with similar parameter values in [12] . We tuned the policy by searching for the best parameter values, resulting in b = 1 and c = 8. For input control, we use the upper boundary in Figure 7 , which is optimal for (WR), and extend it to larger w 1 , where the optimal control for (WR) is not known. Thus, (38) or (40) must hold to accept input.
Recognizing that in the original network starvation can be avoided by immediately accepting input, we also require the starvation condition
to accept input. Setting the parameter r = 491 achieves the required throughput and corresponds to the bound w 2 ≤ 27 in (38), while in the diffusion policy the bound (22) was scaled to w 2 ≤ 36. Table 2 shows that the diffusion policy is outperformed by the fluid heuristic.
The fluid and diffusion costs were interpolated to the throughput of 0.1058 achieved by the optimal policy Performance of the fluid heuristic is sensitive to the switching curve (23) . The optimal switching curve for station 1, shown in Figure 6 , exhibits a slope close to the 2/7 predicted by the fluid but with a large offset from the x 3 boundary. In contrast, the diffusion policy uses static priorities, so that the control only switches on the boundary. Presumably the imbalanced load also contributes to the poor performance of the diffusion policy. Figure 6 also shows the optimal input control. It is difficult to assess similarity with (38) and (40), but there is a clear similarity with (24) . 
Conclusion
We have demonstrated that fluid analysis of a two-station network with controllable inputs and sequencing control can provide useful information for constructing heuristic policies. Input vanishes in the fluid limit of the Lagrangian formulation, leaving a fluid control problem with no input (ZI) that is used to find a sequencing policy. Ad hoc fluid models were used to study the input policy, with the following results.
• In a two-class model with reward for accepting input (FLGR) and no sequencing control, input is accepted below a linear switching curve. For larger networks, a two-dimensional workload relaxation (WR) can be analyzed to find more complex input regions.
• In a workload model with a constraint on average station utilization (WRIC), input is accepted when the ratio of initial workloads at the two stations is sufficiently far from one.
• The workload models give some sequencing information via the concept of a minimum cost state for a given workload.
Our numerical results suggest that the diffusion policy performs well if the fluid model is greedy, but not as well if the fluid control switches when some buffers are nonempty (in this case we say there are interior switching curves; such a policy is not greedy). For example, the fluid version of Wein's six-class example is nearly greedy and the diffusion policy is within 1% of optimal. Developing a good heuristic policy requires considering each example individually; however, an important criterion for classifying them is to check whether the fluid sequencing policy is greedy. If it is greedy, there are no internal switching curves and there is little opportunity for the fluid policy to improve on the diffusion policy. If there are internal switching curves, particularly in important parts of the state space, the fluid sequencing policy may be valuable. For input control, the fluid-based policy performed reasonably well in the two examples but was somewhat ad hoc, making it difficult to generalize.
Appendix A Fluid Analysis for the Examples

A.1 Proof of Propositions 1-3
To state Bellman's equation for (FLGR), let
under the optimal policy. Recalling that the system drains by T and v(t) = v * for all t ≥ T , we have that ∂V/∂t = 0 and V (x, t) = V (x). The optimal policy and value function V satisfy Bellman's equation
Proof of Proposition 1: For a single class and station, dropping the subscripts,
is
which shows that input is accepted if V (x) ≤ r. If λ < µ the system is subcritical and v * = 1. Assuming a threshold policy, say at x = z,
For this policy we also have
It is easily verified that v(x) = 0, x > z, v(x) = 1, x ≤ z, u nonidling, and V satisfy (26) .
If λ ≥ µ the system is critical, v * = µ/λ, and
satisfies (26) with v(x) = 0, x > 0, v(0) = v * and u nonidling. In other words, the input threshold is 0.
Proof of Proposition 2:
For the two-class parallel queue system, (25) is
which shows that input is accepted if
In the subcritical case λq i < µ i for i = 1, 2. If input is accepted at all t from some initial x and u is nonidling, then
Using (29) in (28) gives
Any trajectory that starts in the region defined by (30) remains there, verifying (29).
Also, (27) holds in this region with v = 1 and u nonidling. It can be shown that V is convex, implying that outside of this region (28) is false and (27) holds with v = 0 and u nonidling. Hence, the optimal policy accepts input in region (30) and is nonidling.
In the critical case, consider the policy v(x) = 0, x = 0, v(0) = v * , and u
and symmetrically for x 1 /µ 1 < x 2 /µ 2 . This policy and V satisfy (27) .
A similar result is that if station 1 is critically loaded but station 2 is not, i.e., λ/(λρ 1 ) ≤ 1 < λ/(λρ 2 ), the optimal policy accepts input when
Proof of Proposition 3: Consider (WRIC) withc monotone. A standard interchange argument shows that the optimal policy is nonidling. Then the draining time satisfies
After draining, v(t) = 1 is optimal. Hence, the integral constraint holds with T 0 in place of T , namely
The objective function is increasing in y, as is the surplus in (31), implying that the optimal y is either zero or makes (31) tight.
From an initial state with w 1 ≥ w 2 , the optimal y is small enough that the maximum in (31) is achieved by the first term, i.e., there is no idleness at station 1 before T 0 and (16) holds. Under these conditions, solving (31) for y gives (17) . We see from (17) that y = 0 if w 2 /w 1 ≥ (ρ 2 /ρ 1 )(2ρ 1 − 1), which always holds if ρ 1 ≤ 1/2.
The same argument applies if w 1 < w 2 .
Becausec(w(t)) is decreasing, it is optimal to time the input as late as possible, namely, v(t) = 0, t < T 0 − y and v(t) = 1 otherwise. To show that input is only accepted on the boundary of W , write the integral constraint as
Observe that ζ j (t) = 1 when w(t) is in the interior of W and ζ j (t) ≥ ρ j when v(t) = 1. Setting y equal to the time spent on the boundary of W before T 0 , so that input is accepted exactly when on the boundary, the integrand is at least one and the constraint holds. Hence, the optimal y is no larger than this value.
A.2 Sequencing Control for the Six-Class Example (ZI)
We will construct an optimal policy for (ZI) that is greedy in the six-class example of Section 4. First we make some general observations about greedy policies. A greedy control in state x is one that minimizes c ẋ. It depends on x only through the set of nonempty buffers N = {i : x i > 0}. Usingẋ = −Ru, for each N a greedy control is a solution of
For networks with c = 1 and deterministic routing, the following reformulation is helpful. Let M (N) denote the columns of M in the set N and similarly for x (N) .
( Returning to the six-class example, the greedy policy, supplemented by the (nonidling) priorities 1, 5, 3 at station 1, is shown in Table 3 ; "·" denotes an x i that can be zero or positive. Controls that are not uniquely determined by the greedy criterion are underlined. The control depends only on which x i are zero. We use this supplemented greedy policy in Section 4 to construct a heuristic.
To show the similarity with the optimal policy, we further divide the cases in Table 3 . When only type A customers (classes 1 and 2) are present, there is no sequencing control and the nonidling policy in Table 3 is optimal.
When x 1 = 0 (cases 2, 3, and 4 plus the case where only type B are present, not shown in Table 4 ) station 2 can be treated in isolation. To see this, assume that station 1 uses priorities 5, 3. Then because 1/µ 5 < 1/µ 6 and 1/µ 3 + 1/µ 5 < 1/µ 4 + 1/µ 6 , station 2 is never starved. The optimal fluid solution for a single station with feedback (known as Klimov's problem) is greedy; see [10] . Hence, the greedy solution for station 2 in isolation-namely, priorities 2, 6, 4, combined with priorities 5, 3 at station 1-is optimal. Note that when only type B are present, this policy is last buffer first served (LBFS). it cannot be entered. The trajectories use the available departure rates in decreasing order, station 2 is never starved, and station 1 is never starved until x 1 = 0 (after which station 2 can be treated in isolation). Hence, they minimize the time to drain as well, suggesting that they are (pathwise) optimal. A case-by-case proof of optimality appears possible but tedious.
In case 8 the optimal control has a switching curve: The switching curve must satisfy the first order condition
which yields x 3 = 3x 1 . Convexity of total cost under an optimal policy implies that this is the unique switching curve and (32) is optimal.
Finally, consider cases 1 and 5-7 when w 2 /w 1 < 13/10. Some of these trajectories will enter case 8 with x 3 > 0; for these trajectories a greedy policy is not optimal.
It is conceivable that the optimal control on these trajectories differs from Table 3 before reaching case 8, due to the terminal cost upon reaching case 8. However, after checking some of the cases, we conjecture that Table 3 is optimal for these cases. For example, in case 1 class 2 has priority over class 6 because it has a larger departure rate and, as exit classes, they do not influence starvation of other classes.
Although not every case has been verified, we suspect that the supplemented greedy policy is optimal except when x 3 > 3x 1 > 0 and all other x i = 0 (part of case 8). We expect that the supplemented greedy policy will perform very similar to the optimal fluid policy when used to construct a heuristic for the original network.
A.3 Sequencing Control for the Three-Class Example
Consider the three-class example of Section 5. The fluid policy for (ZI) is given in [25] with a proof of optimality using duality. Adding uncontrolled arrivals at class 1, the network becomes a re-entrant line; Weiss gives the fluid policy in [24] and points out that it can be found by perturbation analysis. Our example is more general in that there are arrivals at class 2. For uncontrolled arrivals and parameters 1/µ 2 > 1/µ 1 + 1/µ 3 , the fluid policy is nonidling and has a switching curve. Station 1 gives priority to class 3 if
otherwise it serves class 1 just enough to avoid starving station 2, i.e.,
using perturbation analysis, we first write the fluid cost (with uncontrolled arrivals) assuming the latter control is used:
If switching at state x is optimal, then an infinitesimal delay in switching must not affect cost, so
follows after some algebra. For our parameter values and uncontrolled arrivals at the rate λ, the switching curve is x 3 > 3.33x 1 . However, for the fluid heuristic, we used the switching curve for (ZI), which is obtained by setting λ 1 = λ 3 = 0 in (33), giving
A general rationale for using (ZI) is given in Section 3.
A.4 Input Control for the Three-class Example (WR)
We will use (WR) to approximate the input policy in (FLGR) for the three-class example of Section 5. Set λ = λ = 0.105. The effective cost is found by solving the LP (14) in the directions corresponding to x 1 , x 2 , and x 3 in Figure 7 ; it is linear between these directions. The result is 
One can check that u = 1, v = 1, andV satisfy (36) in the part of W + given by (38). In fact, in W +c depends only on w 2 , andẇ 2 = −1 + ρ 2 v, w 2 > 0. Since this is equivalent to the one-dimensional problem in Appendix A.1, that analysis shows that accepting input in W + when (38) holds is optimal. Now consider a trajectory from w ∈ W \W + . Assuming nonidling, that input is always accepted and that station 2 drains last, so that u 2 (t) = 1 until draining, the cost isV (w) = and substitution into (37) yields w 2 ≤ 0.04625w 1 + 0.05302r.
Note that (40) is consistent with (38), meeting at the boundary w 2 = 9/7w 1 of W + , as shown in Figure 7 . However, (40) assumes nonidling, when in fact station 2 idles in part of W \W + becausec 2 < 0. Thus, it must be intersected with a nonidling region to give a valid input region.
For simplicity, we only find the station 2 idling curve for trajectories where input is always accepted. From (36), it is optimal for station 2 to work if ∂V /∂w 2 ≥ 0.
Again using (39), this condition yields
Recall that (40) assumes nonidling, i.e., (41), and (41) assumes input, i.e., (40). In fact, (36) is satisfied by u = 1, v = 1, andV in the part of W \W + satisfying (40) and (41). For these trajectories station 2 drains last, as assumed. Furthermore, we claim that u = 1, v = 1 is not optimal outside of this region because a first order condition is met on the boundary of the region andV is convex.
In summary, accepting input and not idling is optimal in the shaded region in are shown. We also checked the behavior at large w, where input can be neglected, and found that for the problem without input, it is optimal for station 2 to work if w 2 ≥ 1.0037w 1 . Thus, the asymptotic slope of the station 2 switching curve should be 1.0037.
Here n is a scaling parameter used by convention in the exposition of diffusion limits (a and b are actually limits of a scaled workload imbalance); it does not affect the results. As explained in Section 4, the controlled process lives on the x 1 and x 2 directions. Mapping the workload imbalance interval [a, b] onto these directions (and unscaling) gives the control limits w *
