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Abstract
The current world’s energy consumption relies heavily on the utilisation of the Earth’s
subsurface. Coal, oil and natural gas together account for 81-85% of the world’s primary
energy consumption in 2017 (IEA, 2018; BP, 2018). Often the extraction of these raw materials
requires fluid injections into the subsurface, be it in the context of the production of shale
gas through hydraulic fracturing or in form of the disposal of waste-water from conventional
and unconventional oil and gas production. Furthermore, geothermal power generation or
the storage of carbon dioxide also involve the injection of fluids. Such injections have an
effect on the pressure field of the fluids present in the subsurface as well as on the stress and
the deformation of the reservoir rocks. Examples where this could become a critical issue
are when earthquakes are induced or when deformation compromises the integrity of sealing
layers. Thus, it is important to understand the interaction of the hydraulic and geomechanical
processes.
Numerical simulations are a powerful tool for this purpose but require to choose an appropriate
modelling approach. This work addresses the issue by comparing different approaches to
model coupled fluid flow and geomechanics. This is far from being trivial since sophisticated
mathematical methods compete with pragmatic approaches optimized for practicability. In
addition, a new volume-based approach for modelling the reactivation of faults and the
resulting earthquakes is presented.
Modelling flow and geomechanics in porous media When modelling coupled flow and
geomechanics, one is faced with the decision whether the balance equations are solved si-
multaneously (referred to as fully-coupled) or one after another in a sequential scheme. The
accuracy and stability of the fully-coupled approach are set against its computational cost,
which becomes crucial when application-based scenarios of high complexity and large spatial
and temporal scales ought to be simulated. Solving the coupled equations for flow and
geomechanics separately could be computationally beneficial, but poses the challenge in what
way the equations are split up and which information has to be transferred between them. In
addition, the question arises whether solving the equations for flow and geomechanics just once
is sufficient or whether one needs to repeat the process several times, resulting in an iterative
XV
scheme. These considerations set the scope of the provided analysis: A fully-coupled approach,
a simple sequential scheme and a sophisticated iterative sequential scheme (realised using the
fixed-stress split) are compared with respect to accuracy and efficiency. All approaches were
implemented within the open-source simulator DuMux.
The comparison for different numerical test cases reveals that several iterations are needed
for the sequential scheme to match the accuracy of the fully-coupled approach. Not iterating
causes deviations that are especially prominent when transient effects dominate the simulation.
Beside this, confidence in the achieved results was raised since the ones calculated with
the non-iterative sequential scheme in DuMux matched the ones obtained by the sequential
TOUGH-FLAC software package. In addition, an analysis of the computational effort needed
to solve the linear system of equations for the sequential and the fully-coupled scheme was
performed. It allows the conclusion that the advantage of solving two smaller systems of
equations for the sequential scheme is used up by the need to perform several iterations to
achieve a similar accuracy as the fully-coupled approach. Thus, the fully-coupled scheme is the
preferable choice if one intends to achieve the most accurate results. Relative to fully-coupled
approach, a sequential scheme can offer more efficiency for the price of accuracy.
Fault reactivation The interaction of raised pressures and a changed stress field can lead to
shear failure on a fault and, as a consequence, to earthquakes. Whether shear failure happens
is evaluated in this work using the Mohr Circle and the Mohr–Coulomb failure criterion. While
this process is fairly undisputed, different representations of the fault (e.g. by phase-field
models, discrete surfaces or finite-thickness elements) and the physics during a seismic event
(e.g. a friction coefficient dependent or independent of the slip rate) compete with each other.
The complex structure of a fault zone is represented by finite-thickness elements here since this
captures the mechanical behaviour accurately, offers a broad applicability and fits well into
the existing implementation. Based on the conception that during an earthquake previously
accumulated seismic energy is released, we propose to model a seismic event by a characteristic
drop in shear stress on the fault. The volume-based stress-drop approach produces consistent
and plausible results, is applicable to field-scale scenarios and capable of capturing effects
observed in reality. The most interesting finding with respect to the processes that lead to
fault reactivation is that a higher permeability of the fault zone could possibly result in a
larger earthquake.
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Zusammenfassung
Der gegenwärtige weltweite Energieverbrauch ist auf eine Nutzung des Untergrunds der Erde
angewiesen: Kohle, Öl und Gas machten im Jahr 2017 zusammen 81-85% des weltweiten En-
ergieverbrauchs aus (IEA, 2018; BP, 2018). Häufig erfordert die Förderung dieser Rohstoffe die
Injektion von Fluiden in den Untergrund, sei es im Zusammenhang von Schiefergasförderung
mittels Hydraulic Fracturing oder wenn bei konventioneller wie unkonventioneller Öl- und
Gasfördung anfallendene Abwässer im Untergrund entsorgt werden. Des Weiteren spielen
Fluidinjektionen auch bei der Stromerzeugung aus Erdwärme und bei der Speicherung von
Kohlenstoffdioxid unter der Erdoberfläche eine Rolle. Solche Injektionen beeinflussen das
Druckfeld der im Untergrund befindlichen Fluide genauso wie die Spannung und Verformungen
der Reservoirgesteine. Dies kann kritische Ausmaße annehmen, wenn dadurch Erdbeben aus-
gelöst werden oder wenn die Verformungen die Intaktheit von abdichtenden Gesteinsschichten
beeinträchtigen. Ein Verständnis der interagierenden hydraulischen und geomechanischen
Prozesse ist daher wichtig.
Numerische Simulationen sind hierfür ein leistungsstarkes Instrument, erfordern aber die
Auswahl eines geeigneten Modellansatzes. Diese Arbeit beschäftigt sich mit dieser Prob-
lematik, indem verschiedene Ansätze zur gekoppelten Modellierung von Strömung und Ge-
omechanik verglichen werden. Ein solcher Vergleich ist keineswegs trivial, denn hier konkur-
rieren anspruchsvolle mathematische Methoden mit pragmatischen und auf Anwendbarkeit
optimierten Ansätzen. Darüber hinaus präsentiert die Arbeit einen neuen, volumenbasierten
Ansatz zur Modellierung der Reaktivierung von Störungen und den sich daraus entwickelnden
Erdbeben.
Modellierung von Strömung und Geomechanik in porösen Medien Bei der Modellierung
von gekoppelter Strömung und Mechanik muss entschieden werden, ob die zugehörigen Bi-
lanzgleichungen gleichzeitig (voll-gekoppelt genannt) oder nacheinander im Rahmen einer
sequentiellen Vorgehensweise gelöst werden sollen. Der Genauigkeit und Stabilität des voll-
gekoppelten Ansatzes steht dessen Rechenaufwand gegenüber, was besonders dann entscheidend
ist, wenn Szenarien von hoher Komplexität und großem räumlichen und zeitlichen Ausmaß
simuliert werden sollen. Die gekoppelten Gleichungen für Strömung und Geomechanik separat
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voneinander zu lösen, kann bezogen auf den Rechenaufwand vorteilhaft sein. Die Auftrennung
der Gleichungen und die Art der Informationsweitergabe zwischen den Teilen stellt jedoch
eine Herausforderung dar. Darüber hinaus ist zu beantworten, inwieweit das einfache Lösen
der Gleichungen ausreichend ist oder ob dies mehrfach im Rahmen eines Iterationsverfahrens
durchgeführt werden muss. Diese Überlegungen stecken den Rahmen für die vorgestellte
Analyse ab: Ein voll-gekoppelter Ansatz, eine einfache sequentielle Vorgehensweise und ein
ausgeklügeltes iteratives Verfahren (realisiert mithilfe des fixed-stress split) werden bezüglich
Genauigkeit und Effizienz verglichen. Alle Ansätze sind dabei in der frei verfügbaren Simula-
tionssoftware DuMux implementiert.
Beim Vergleich der verschiedenen numerischen Testfälle wird deutlich, dass im Fall des sequen-
tiellen Verfahrens mehrere Iterationen notwendig sind, um die Genauigkeit des voll-gekoppelten
Ansatzes zu erreichen. Ein Nicht-Iterieren führt zu Abweichungen, die besonders auffällig
sind, wenn transiente Effekte die Simulationen dominieren. Da die nicht-iterierten Ergebnisse
aus DuMux und die mithilfe des sequentiellen Softwarepakets TOUGH-FLAC berechneten
Resultate miteinander übereinstimmen, konnte das Vertrauen in die erzielten Ergebnisse
erhöht werden. Darüber hinaus wurde eine Analyse des Rechenaufwands für das Lösen des
linearen Gleichungssystems jeweils für den sequentiellen und den voll-gekoppelten Ansatz
durchgeführt. Daraus lässt sich folgende Schlussfolgerung ziehen: Der Vorteil, zwei kleinere
Gleichungssysteme statt eines großen zu lösen, wird dadurch zunichte gemacht, dass mehrere
sequentielle Iterationen benötigt werden, um die Genauigkeit des voll-gekoppelten Ansatzes zu
erreichen. Dementsprechend sollte dem voll-gekoppelten Ansatz der Vorzug gegeben werden,
wenn genaue Ergebnisse benötigt werden. Relativ dazu bietet ein sequentielles Verfahren mehr
Effizienz zum Preis geringerer Genauigkeit.
Reaktivierung von Störungen Die Interaktion von erhöhten Drücken und einem geänderten
Spannungsfeld kann zur Reaktivierung von Störungen und somit auch zu Erdbeben führen. Ob
Scherversagen auftritt, wird in dieser Arbeit über den Mohrschen Spannungskreis und das Mohr-
Coulombsche Versagenskriterium bestimmt. Während dieser Prozess recht unumstritten ist,
konkurrieren unterschiedliche Modellvorstellungen der Störung (zum Beispiel als Phasenfeld,
als diskrete Fläche oder als Element mit endlicher Dicke) und der Physik während eines
seismischen Ereignisses (zum Beispiel ein von der Versatzgeschwindigkeit unabhängiger oder
abhängiger Reibungskoeffizient) miteinander. Die komplexe Struktur einer Störungszone
wird über Elemente endlicher Dicke abgebildet, da dies das mechanische Verhalten korrekt
beschreibt, eine breite Anwendbarkeit bietet und gut in die bestehende Implementierung passt.
Ein Erdbeben kann als Freisetzung zuvor gespeicherter seismischer Energie aufgefasst werden.
Entsprechend wird in dieser Arbeit ein seismisches Ereignis als charakteristischer Abfall der
Scherspannung in der Störungszone modelliert. Der volumenbasierte Ansatz produziert dabei
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konsistente und plausible Ergebnisse, ist auf Szenarien auf der Feldskala anwendbar und kann
in der Realität beobachtete Prozesse abbilden. In Bezug auf das Verständnis für die Prozesse,
die zur Reaktivierung von Störungen führen, ist die interessanteste Erkenntnis, dass in einer
besser durchlässigen Störungszone potentiell stärkere Erdbeben ausgelöst werden können.
XIX

1 Introduction
In 2017, the global consumption of energy has increased by 2.1-2.2 %, more than twice the
growth rate in 2016 and the fastest since 2013. At the same time, the CO2 emissions grew
by 1.4-1.6% after three years with no or little change from 2014 to 2016 according to the
Statistical Review of World Energy by BP and the Global Energy & CO2 Status Report by
the International Energy Agency (IEA) (BP, 2018; IEA, 2018). Global economic growth, lower
fossil-fuel prices and weaker energy efficiency efforts contributed to that increase. Both reports
also note that 2017 has seen a record high of natural gas consumption with 22-23.4% of the
global primary energy consumption.
A key development in this context has been the combination of horizontal drilling and hydraulic
fracturing, allowing an economically feasible gas production from very low permeable shale
formations. The United States have been the focal point of this shale gas revolution. As a
consequence, the United States transformed from one of the world’s biggest importers of gas into
being self-sufficient in less than a decade, with a 12-fold increase in shale gas production from
2000 to 2010 (Wang et al., 2014). Beside the increased portion of renewables-based electricity
generation, the switch from burning natural gas instead of coal has considerably contributed
to the third consecutive year of decline in CO2 emissions in the United States (IEA, 2018).
Nonetheless, the boom of shale-gas production has also given rise to environmental concerns.
Water use and management present challenges for shale-gas production (e.g. Nicot and Scanlon,
2012; Gregory et al., 2011). The potential for drinking and groundwater contamination has
been a commonly raised concern, too (e.g. Jackson et al., 2013; Osborn et al., 2011). Shale-gas
production has also been made responsible for an increased seismic activity. It is important
to distinguish here between earthquakes that occurred in the vicinity of hydraulic fracturing
operations (e.g. Holland, 2013; Skoumal et al., 2015) and earthquakes that have been linked
to the disposal of fluid waste into deep formations (e.g. Horton, 2012). The latter is a practice
not limited to shale gas, but also used in the context of conventional oil and gas production.
The most prominent example is the Mw 5.7 earthquake in November 2011 in Oklahoma, which
has been linked to waste-water injections from the oil production in the Wilzetta North field
(Keranen et al., 2013).
The process of fluid injections altering the stress state in the subsurface has also been a
topic of discussion in the context of carbon capture and storage, where one intends to inject
2 1 Introduction
CO2 instead of emitting it into the atmosphere. For this technology, the question whether
the injection could trigger earthquakes, which, even if small, could threaten the integrity of
sealing rock formations has been the subject of some controversy (Zoback and Gorelick, 2015;
Vilarrasa and Carrera, 2015; Juanes et al., 2012; Zoback and Gorelick, 2012). Furthermore,
Verdon et al. (2013) provide a comparison for three large-scale sites, namely the Sleipner,
Weyburn, and In Salah field, where CO2 is injected at rates of ∼1 megatonne/year or more.
They conclude that increased pore pressures can induce significant deformation (In Salah) and
that the pore pressure-deformation interaction can be complex (Weyburn).
It becomes clear that current developments in the world’s energy production and consumption
are intertwined with technologies where fluid injections into the subsurface play a key role. Be
it waste-water disposal, hydraulic fracturing or CO2 injections, the occurring processes cannot
be fully understood if the interaction of fluid flow and geomechanics is left out of consideration.
Numerical models can provide valuable contributions in this respect and will be discussed in
this thesis. In detail, this work presents volume-based conceptual approaches for the analysis
of coupled hydraulic and geomechanical processes.
1.1 Hypotheses
When models are used to represent aspects of the real world, the scientific debate often revolves
around the question, which model is better suited or more accurate for the intended purpose.
In addition, the mentioned applications can exhibit large temporal and spatial scales as well
as complex geometries, so the corresponding simulations become computationally demanding.
Thus, a comparison of different model approaches should consider (a) how accurate the relevant
physics are represented and (b) how computationally efficient the scheme is as decision criteria.
This is also true here, where the question whether the equations for flow and geomechanics are
solved simultaneously (referred to as fully-coupled) or sequentially is a central issue. The latter
poses the challenge of splitting the two coupled equations in a way that they can be solved
one after another. To compensate the loss of information regarding the coupling, schemes that
iterate the sequential solutions of the equations have been developed.
During an earthquake, previously built-up stress is released. The difference in stress before
and after the earthquake is referred to as the stress drop. For the process of this release, the
question for an appropriate conceptual model arises again.
These two questions inspire the two hypotheses which will be tested in this work:
Hypothesis 1 If one aims to perform efficient simulations of coupled flow and ge-
omechanics without sacrificing accuracy, the balance equations should
be solved in a fully-coupled way.
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This requires to test approaches on the efficient and rather pragmatic end of the spectrum as
well as mathematically sophisticated alternatives to the fully-coupled approach.
Hypothesis 2 The process of fault reactivation can be represented in a meaningful
way by the stress drop as the characteristic parameter.
Where such an approach is situated relative to existing approaches provides first insight into
whether it is justified. The hypothesis will be further tested by applying the implementation
to a set of numerical scenarios.
1.2 Structure of the thesis
The motivation and two hypotheses were outlined in this chapter. The second chapter will
present the fundamental physical definitions and concepts. First, it will cover fluid flow in
porous media and continue with a section on rock mechanics. The last section of the chapter
will bring both together by introducing the theory of poroelasticity. The third chapter will
focus on modelling flow and geomechanics in porous media. The mathematical equations,
the numerical models and the solution strategies will be explained. A set of numerical test
cases allows to compare the different approaches. The forth chapter contains a new proposed
modelling concept for fault reactivation and numerical test cases illustrating its capabilities.
The fifth chapter will give a summary and an outlook beyond the scope of this thesis.

2 Fundamentals
2.1 Fluid flow through porous media
2.1.1 The porous medium
The applications covered in this work involve the injection of fluids into rock formations. The
material of these rock formations comprises not only the rock itself, but also the voids within
the rock. The rock itself, in turn, is made up of smaller pieces called rock grains. They form a
skeleton around the voids and are referred to as the matrix while the voids are called pores.
Both taken together are a porous medium. The pores can vary greatly in size and thus, they
are subdivided into macro-pores (>50 nm), meso-pores (2–50 nm), and micro-pores (<2 nm)
(Rouquerol et al., 1994).
(a) Back-scattered electron image of a thin sec-
tion from a Berea Sandstone sample. The
grains are composed of feldspar (light grey),
quartz (medium grey), and clays (dark
grey). The pore space is black.
Reprinted from Øren and Bakke (2003),
Copyright c©2003, with permission from
Elsevier.
(b) Image of a thin section from a Berea Sandstone
obtained with cathode luminescence scanning
electron microscopy. Quartz grains and cement
(Qtz Gn, Qtz cm) are shown again in medium
grey, feldspar in light grey and the pores in
black.
Reprinted from Kareem et al. (2017), Copy-
right c©2017, with permission from Elsevier.
Figure 2.1: Images of a Berea Sandstone sample obtained with different techniques.
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A typical example for a porous medium is sandstone. The Berea Sandstone has become the
standard sandstone used by the petroleum industry due to its relatively uniform physical
properties. It contains mainly quartz, but also minor amounts of clay and feldspar (Lesmes
and Frye, 2001; Churcher et al., 1991). Images of thin sections from Berea Sandstones samples
are shown in Figure 2.1a and 2.1b.
The Barnett Shale, which is United States’ oldest shale gas play (Patzek et al., 2013) and
was the country’s leading shale gas producer for a decade until 2011 (EIA, 2001), can also be
described as a porous medium. But when compared to the Berea Sandstone, the field emission
scanning electron microscope (FE-SEM) images in Figure 2.2a and 2.2b illustrate that the
scale of the Barnett’s structures is very different: While pores and rock grains in case of the
Berea Sandstone are in the order of few hundreds to several tens of microns, long fibrous
aggregates of clay and residual kerogen of the Barnett form macro- and meso-pores ranging
from a few hundred down to a few nanometres.
(a) FE-SEM image of a Barnett sample. Macro-
pores are found within kerogen and clay ag-
gregates. OM = organic matter. Close-up of
Panel G in Fig. 2.2b.
Taken from Chalmers et al. (2012), Fig. 11 F.
Copyright c©2012. The American Asso-
ciation of Petroleum Geologists (AAPG).
Reprinted by permission of the AAPG whose
permission is required for further use.
(b) Close-up of the long fibrous aggregates of clay
and residual kerogen in Fig. 2.2a, which form
a network of macro-pores. OM = organic
matter.
Taken from Chalmers et al. (2012), Fig. 11 G.
Copyright c©2012. The American Association
of Petroleum Geologists (AAPG). Reprinted
by permission of the AAPG whose permission
is required for further use.
Figure 2.2: Structure of a Barnett Shale sample on different spatial scales.
2.1.2 Scales
The observation of significant differences between the two examples of a porous medium
leads to the subject of this section: The scale of the processes that ought to be described
is important. The following definitions and concepts have been outlined by several authors
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(e.g. Bear, 1988; Helmig, 1997) and will be summarized here to lay the ground for all further
derivations.
It might be tempting to model the collision of individual molecules and the surrounding walls
by classical mechanics, but the large amount of molecules required to model a meaningful
volume of fluid (assuming a mass of 18.02 u per water molecule and that 1 mL weighs 1 g,
1 mL water would contain 3.343 · 1022 water molecules) renders such an approach on the
molecular level not feasible for the modelling of flow and transport.
By taking information about molecular properties and interactions such as the molecular
mass or dipole moments into account and by transferring them into properties averaged for a
large number of molecules, one can treat matter as continua and neglect the actual molecular
structure. It is important to choose the number of molecules (or the volume, respectively)
over which is averaged large enough to exclude molecular effects but also small enough to
capture the relevant processes. Bear (1988) calls such an ensemble of many molecules particle
and, in order to distinguish this approach from a consideration on a molecular level, Bear
(1988) introduced the term microscopic level.
The work of Bousige et al. (2016) is an example of how the transfer from the molecular
to the microscopic level for materials such as the kerogen fibers in Figure 2.2b with only a
few nanometres of thickness can be tackled: By using advanced molecular reconstruction
methods and statistical mechanics molecular modelling, they are able to gain insight into
the nanostructure of kerogen, which is a first step towards determining the transport and
mechanical properties of a shale on a microscopic level.
On the microscopic level, we can now consider fluid and solid as continua and model the
flow of the fluid through the pores. But when looking at the Berea and Barnett samples, it
becomes apparent that this would only work for simple examples, but not for realistic cases as
geometries of the pores are too difficult to describe. This leads to an even coarser continuum
approach on a macroscopic level (Bear, 1988). This time we need to find a representative
elementary volume (REV) for our porous medium that encompasses enough pores so the
average gives a meaningful value but at the same time is small enough to represent the relevant
processes. Figure 2.3 illustrates this dependency: We define the portion, which the volume of
the pore space Vpores takes up within the total volume Vtot as the ratio rpores = Vpores/Vtot.
For Vpores Ñ 0, rpores becomes 0 for a point within the matrix and 1 for a point within a pore.
For small values of Vtot, rpores will vary greatly, but the oscillations become less pronounced
with increasing values of Vtot. After surpassing a certain threshold value V0, rpores can be
considered as constant and V0 as an REV. For values greater than V0, we can switch from
microscopic to macroscopic parameters.

2.1 Fluid flow through porous media 9
(a) Schematic microscopic structure of the Berea
Sandstone sample from Figure 2.1a. All
minerals are lumped together as the matrix,
which is coloured grey. The pores displayed
in black. The picture is split into four parti-
tions.
(b) Averaged structure of the Berea Sandstone
sample on the macro scale. Four representa-
tive elementary volumes (REVs) are defined,
where pores (black) and matrix (grey) can
be considered as volume fraction of the total
volume.
Figure 2.4: Example for the transfer from the micro-scale to the macro-scale.
2.1.4 Phases
The matrix and the pore space can be further subdivided into different phases. One dis-
tinguishes between solid, liquid and gaseous phases. Phases form distinct interfaces, where
discontinuities in their otherwise uniform chemical and physical properties occur. Thus, only
one gaseous phase, but several liquid and solid phases can be present within our porous
medium. But a certain degree of ambiguity exists: Depending on the spatial resolution and
the considered processes, a material can be divided into a different number of phases. For
instance, the matrix can be treated as one phase for the flow of fluids through the Berea
Sandstone sample, but if chemical processes are taken into account, this could necessitate a
distinction between the different minerals of the matrix. For mechanical deformation, in turn,
the relevant properties could be similar or at least treated as such on the REV-scale.
2.1.5 Saturation
Similar to the concept of the porosity, we define the volume fraction of the pore space occupied
by a fluid phase α within the REV as the saturation Sα:
Sα =
Vα
Vpores,REV
. (2.2)
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The sum of the saturations of all fluid phases present within an REV must equal 1:
∑
α
Sα = 1. (2.3)
2.1.6 Permeability
For moving fluids, the ability of the porous medium to let these fluids pass through its pores
is decisive. The parameter describing this property is the permeability K. The porosity as
a measure for the pore volume influences the permeability, as well as the size, shape and
connectivity of the pores. How well a fluid moves through the porous medium also depends
on the fluid’s properties. To emphasise that the K is a characteristic property of the porous
medium and only describes its contribution, we will refer to it as the intrinsic permeability.
In contrast, the hydraulic conductivity Kf also contains the fluid’s contribution, namely the
density ̺ and the dynamic viscosity µ of the fluid, and the acceleration due to gravity g:
Kf = K
̺ g
µ
. (2.4)
The connectivity and the pore shape can vary with the spatial direction, thus K and Kf are
defined as tensors.
2.1.7 Capillary pressure
At the interface of two immiscible fluids in a pore throat a pressure difference is observable.
This capillary pressure pc results from the different tendency of the fluids to cling to the solid
phase: If adhesive forces outweigh the cohesive forces, the fluid will tend to spread on the
surface of the solid. The fluid is then termed the wetting phase. If, vice versa, the cohesive
forces are greater than the adhesive forces, the fluid will tend to form drops and is thus called
the non-wetting phase. The capillary pressure pc is then defined as the difference between the
pressure of the non-wetting phase pn and the wetting phase pw:
pc = pn − pw. (2.5)
On the REV-Scale, the dependency on the micro-scale forces has to be replaced by an REV-
scale quantity. Commonly, such formulations use the previously introduced saturation, such
as the one by Brooks and Corey (1964):
pc = pe
(
Sw − Srw
1− Srw
)
−1/λBC
. (2.6)
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Here, pe is the entry pressure, which represents the pressure the non-wetting phase has to
overcome to enter an REV fully saturated with the wetting phase. Srw and Srn are the
residual saturations of the wetting and non-wetting phase. The parameter λBC is related to
the grain-size distribution and used to fit the curve to experimental data. The term containing
the phase saturations can be condensed into the effective saturation Se:
Se =
Sw − Srw
1− Srw (2.7)
Another common formulation is the one by Van Genuchten (1980), which uses α, n and m
instead of αVG, mVG and nVG:
pc =
1
αVG
(
S−1/mVGe − 1
)
.1/nVG (2.8)
The parameters αVG, mVG and nVG are again used to fit the curves to experimental data.
Relations to transfer them into their respective Brooks-Corey counterparts exist (e.g. Lenhard
et al., 1989). Conceptionally, the Van-Genuchten-relation converges to a capillary pressure
value pc = 0 for Sw Ñ 1. This makes it smoother and more continuous in comparison to the
Brooks-Corey relation, but at the expense of a representation of the entry pressure.
Krevor et al. (2012) used mercury injection capillary pressure (MICP) measurements to
derive the pc - Sw relationship in a Berea Sandstone sample. The experimental capillary
pressure pc,Hg/air obtained for the mercury/air system was converted to the corresponding
capillary pressure pc, CO2/water in a CO2/water system using
pc, CO2/water
pc,Hg/air
=
γCO2/water cos θCO2/water
γHg/air cos θHg/air
(2.9)
with γ as the interfacial tension and θ as the contact angle measured in the wetting fluid.
Krevor et al. (2012) assumed γCO2/water = 32 mN m
−1 and γHg/air = 485 mN m
−1 and that
the contact angles are equal.
Afterwards, they fitted the parameters of Equation 2.6 to the experimental data. Both the
experimental data and the fitted Brooks-Corey curve are shown in Figure 2.5 in grey. The
course of the curve becomes clear, if one visualises how such an experiment would be realized:
Starting with a sandstone sample fully saturated with water as the wetting phase, one would
try to gradually replace the wetting phase by the non-wetting phase. For this, the non-wetting
pressure needs to be raised relative to the wetting pressure or, in other words, an increase in
capillary pressure is required. Up to certain point, no wetting fluid would enter the pores,
but if the entry pressure is surpassed, the non-wetting phase will replace some of the wetting
phase, so Sw is becomes smaller than 1. This interplay of a decreasing wetting saturation with
a rising capillary pressure continues until a lower limit for Sw is reached, where an increase in
12 2 Fundamentals
pc causes no change in Sw. This remaining wetting-phase saturation is then equivalent to the
residual saturation of the wetting phase Srw.
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Figure 2.5: Capillary pressure-saturation relationship for a Barnett Shale sample from Moghaddam and
Jamiolahmady (2016) and for a Berea Sandstone sample from Krevor et al. (2012). For
the Berea Sandstone sample, Krevor et al. (2012) also provide a fit of Equation 2.6 to the
experimental data: pe = 2.5 kPa, Srw = 0.11, Srn = 0.0 and λBC = 0.67.
The black data points are taken from Moghaddam and Jamiolahmady (2016) for a Barnett
Shale sample. The experimental data was also obtained with MICP and afterwards converted
with the method by Krevor et al. (2012) described above. Compared to the data obtained for
Berea Sandstone, a significantly higher capillary pressure is required to replace the non-wetting
fluid. The differences in the pore structure of the two rocks described previously provide an
explanation for the varying behaviour.
2.1.8 Relative permeability
The presence of other phases within the pores creates an additional resistance for the flow
of each phase, as in comparison to a case where only one phase is present, less pore space is
available for flow. This is taken into account by defining a dimensionless relative permeability
term krα of a phase α, which multiplied with the intrinsic permeability K results in the
phase permeability Kα. Brooks and Corey (1964) provide one of the most commonly used
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formulations, where the relative permeability is a function of the phase saturations:
krw = S
2+3λBC
λBC
e , (2.10)
krn = (1− Se)2
(
1− S
2+λBC
λBC
e
)
. (2.11)
In Figure 2.5, examples for relative permeability curves are shown. On the left, experimental
data for CO2 (grey) and water (black) in a Berea Sandstone sample are displayed, while the
data on the right was obtained for CH4 (grey) and water (black) in a Barnett Shale sample.
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(a) Relative permeability for CO2 (grey) and wa-
ter (black) in a Berea Sandstone sample, data
obtained by Krevor et al. (2012).
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(b) Relative permeability for CH4 (grey) and wa-
ter (black) in Barnett Shale sample, data
obtained by Penny et al. (2006).
Figure 2.5: Examples for relative permeability curves.
Corresponding to the Van-Genuchten formulation of the capillary pressure-saturation rela-
tionship by van Genuchten (1980), the relative permeability can be alternatively calculated
with
krw =
√
Se
(
1−
(
1− S1/me
)m)2
, (2.12)
krn = (1− Se)1/3
(
1− S1/me
)2m
(2.13)
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2.1.9 Advection
If fluids are injected into the subsurface, fluxes driven by pressure gradients and gravitation
will occur. Such fluxes are called advective fluxes. Based on experiments, the French engineer
Henry Darcy formulated the following relationship for a flux q through a porous medium:
q = −K
µ
· grad p. (2.14)
In honour of its spiritual father, this relationship is today called Darcy’s Law. It expresses
that a fluid will flow from a location with a higher pressure to one with a lower pressure, in
opposite direction of the pressure gradient grad p, hence the negative sign. The flux q can be
calculated from the discharge per area and thus represents a specific discharge. As it has the
unit of a velocity, it is often referred to as the Darcy velocity vD. Nonetheless, for the velocity
v within the pores, one has to divide q, or vD, respectively, by the porosity φ to account
for the fact that the fluid only passes through the cross-sectional area of the pores and not
through the total cross-sectional area:
v =
vD
φ
=
q
φ
(2.15)
Darcy’s Law has been extended to multi-phase flow (e.g. Helmig, 1997). The Darcy velocity
vD, α of a phase α is then expressed as
vD, α = −krα
µα
K (grad pα − ̺α g) (2.16)
with ̺α as the density, µα the dynamic viscosity of a phase α and g as the gravity vector. As
outlined in Subsection 2.1.8, the intrinsic permeability is scaled with the relative permeability
krα. The term
krα
µα
is often referred to as the mobility λα of a phase α.
Whether Darcy’s law is applicable can be checked with the Reynolds number. This dimension-
less quantity describes the ratio of inertial forces to viscous forces. It is calculated from the
characteristic length L, the velocity v, the dynamic viscosity µα and the fluid’s density ̺. In
case of a porous medium, for L a characteristic pore diameter d is chosen, and vD is used for
the velocity:
Re =
d vD ̺
µ
(2.17)
Bear (1988) reports that Darcy’s law is a valid assumption for Reynolds numbers between 1
and 10.
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2.2 Rock mechanics
Injecting fluids into geologic formations will not only result in advective fluxes, but also induce
mechanical deformation of the rocks. Thus, this section will cover the fundamentals of rock
mechanics.
2.2.1 Rock classification
Rocks are typically defined as naturally occurring aggregates of minerals. Minerals, in turn,
are characterised by their solid crystalline structure, have a specific chemical composition and
occur in nature (Grotzinger and Jordan, 2010; Skinner and Porter, 2000). Furthermore, a
mineral is usually defined as being inorganic (Grotzinger and Jordan, 2010). Rocks sometimes
contain non-crystalline glassy materials, such as obsidian or pumice, and organic matter, such
as kerogen in coal and oil shales.
Rocks can form in different geologic environments and by different geologic processes. Thus,
rocks are divided into different groups: When molten rock solidifies, the resulting rocks are
called igneous. Depending on whether these rocks crystallise in the Earth’s crust slowly,
or are erupted at the Earth’s surface and cool quickly, one distinguishes between intrusive
and extrusive igneous rocks. More time allows the crystals to grow larger, which allows to
distinguish intrusive and extrusive igneous rocks by the size of their minerals. A typical
intrusive igneous rock is granite, while basalt is probably the best known extrusive igneous
rock.
The Berea Sandstone and the Barnett Shale described in Section 2.1 belong to a different group:
The sedimentary rocks. As these rocks are the most relevant rock types for the applications in
this work, their genesis will be described in more detail: Sedimentary rocks are a result of loose
particles like sand grains, mud or calcareous shells of marine organisms being deposited. These
building materials of sedimentary rocks are called sediments. They can form when chemical
and physical processes degrade existing rocks (so-called weathering) and are then transported
by wind, rivers, glaciers, ocean currents etc. (commonly known as erosion). Derived from
the greek word klastos meaning “broken”, these sediments are referred to as clastic sediments
(Grotzinger and Jordan, 2010; Skinner and Porter, 2000). But sediments can also form in other
ways, for instance when marine organisms precipitate calcite or when evaporation causes halite
precipitation from seawater. Accordingly, one calls these sediments biological and chemical
sediments.
Sediments become sedimentary rocks in two ways (Grotzinger and Jordan, 2010; Skinner and
Porter, 2000): Continued deposition can bury older sediments, which causes a decrease in
volume, porosity and water content as the particles are squeezed closer together due to the
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increased lithostatic pressure. Moreover, precipitation of minerals from groundwater can bind
the particles together and decrease the porosity, too, which is referred to as cementation. These
hardening processes convert sediments like mud and sand into shales and sandstone and are
summarized under the term lithification (Grotzinger and Jordan, 2010). The characteristics
of lithification matter for the rock’s mechanical response: For instance, Chang et al. (2006)
list several empirical relationships between the rock’s strength and its porosity. Regarding
cementation, Dyke and Dobereiner (1991) report that that silica holding the grains together
enhances the rock’s strength while clay is considered a rather weak cement.
The third rock group are metamorphic rocks, which are formed deep within the Earth. Under
the influence of high pressures and temperatures, sedimentary, igneous or other metamorphic
rocks experience changes in mineralogy, texture or chemical composition, but maintain their
solid form (Grotzinger and Jordan, 2010). As an example, a shale can become a shist or a
gneiss.
All three rock types can evolve from one another, thus the term rock cycle is commonly
used: As an example, this cycle could start with sediments being deposited in a basin or an
ocean. Buried under subsequent layers of sediment, lithification turns them into sedimentary
rocks. Under the influence of tectonic plate collisions, these sediments could experience
higher pressures and temperatures and become metamorphised. Even higher temperatures
and pressures would cause melting, and the resulting magma would be the source material
for new igneous rocks. If these rocks are uplifted and exposed to weathering and erosion,
new sediments form and the cycle is completed. Obviously, this is just one possible variant
of the cycle and many more exist. Furthermore, not all stages have to be completed. For
instance, metamorphic rocks could become exposed and weathered without being melted first
or sedimentary rocks could be eroded without being turned into other rocks.
2.2.2 Definition of stress
The characterisation of a rock’s mechanical behaviour is inconceivable without the physical
quantity stress. Thus, the definition of stress will be covered in the following using the notation
of Jaeger and Cook (1976). For the description of the internal forces acting at a point O inside
a body, an arbitrarily chosen, small cross-sectional area δA and a direction
−→
OP orthogonal to
this area is assumed (see Figure 2.6, left).
The internal forces acting on the area δA within the body are equivalent to a force δF exerted
by the material above this area onto the material below this area (or an equal force in the
opposite direction exerted by the material below onto the material above). The stress vector
t−→
OP
at point O and with respect to the plane orthogonal to the direction OP is defined as the
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of the axes, as positive. This sign convention will be used in this work. The stress components
shown in Figure 2.7 are accordance with this sign convention.
x
y
z
τyz
τyx
σy
τxy
τxz
σx
τzy
τzx σz
Figure 2.7: Visualisation of stress components on a cube in three dimensions.
2.2.3 Displacement and strain
To describe the deformation of rock, the initial position x with the components x, y and z of
every rock particle is compared to its final position x∗ = (x∗, y∗, z∗) resulting from the acting
forces (see Figure 2.8a). The components u, v, w of the displacement vector u are then defined
as
u = x− x∗, v = y − y∗, and w = z − z∗. (2.21)
Positive displacements are oriented in negative direction of the axes, so positive displacements
correspond with positive stresses in the sense of the rock mechanics sign convention introduced
in Subsection 2.2.2.
If movement as a rigid body cannot account for the changed positions of the material particles,
the body is strained. The state of strain can be measured as the change in length and as the
change of the angle. If the distance l between two material points in the unstrained state
becomes the distance l∗ in the strained state, the elongation or contraction e is defined as
e =
l − l∗
l
. (2.22)
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Figure 2.8: Visualisation for the definitions of displacement and strain.
Considering two infinitesimally close points P (x, y) and Q(x+ x′, y + y′) and a continuous
displacement field, the components of the displacement of Q∗ are u+u′ and v+v′ (Figure 2.8b).
Using Taylor’s theorem, u′ and v′ can be approximated as
u′ ≈ x′∂u
∂x
+ y′
∂u
∂y
(2.23)
v′ ≈ x′ ∂v
∂x
+ y′
∂v
∂y
. (2.24)
The squares, products, etc. of x′, y′ can be neglected as P and Q are infinitesimally close.
Furthermore, the derivatives ∂u/∂y and ∂v/∂y are zero as the displacements are constant in
the y-direction here.
The elongation or strain within this infinitesimal element can then be expressed as
ǫx =
P ∗Q∗ − PQ
PQ
=
x′ − (x′ − u′)
x′
=
u′
x′
=
∂u
∂x
. (2.25)
and as
ǫy =
∂v
∂y
(2.26)
and
ǫz =
∂w
∂z
(2.27)
in the y- and z-direction. Consistent with the concept of normal stresses, ǫx, ǫx and ǫz are
called the normal strain components.
Figure 2.8c shows a case where an infinitesimal element is subjected to both normal and shear
forces. The points R,P and Q become R∗, P ∗ and Q∗. The shear strain describes the angular
change. To better illustrate this, the line segments P ∗S and P ∗T represent parallel projections
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of P ∗Q∗ and P ∗R∗ onto lines parallel to PQ and PR. The tangent of Ψ1 is then given by
tanΨ1 =
SQ∗
P ∗S
=
(v′/x′)x′
x′ + (u′/x′)x′
=
∂v/∂x
1 + ∂u/∂x
. (2.28)
Following the derivation of Kutz (2015), small displacement gradients are assumed for the
infinitesimal element, so the denominator is very close to unity. Thus, Equation 2.28 can be
approximated by
tanΨ1 ≈ ∂v
∂x
. (2.29)
In a similar fashion, the angle Ψ2 between the line segments P ∗T and P ∗R∗ can be approxi-
mated as
tanΨ2 ≈ TR
∗
P ∗T
=
∂u
∂y
1 + ∂v∂y
, (2.30)
which again becomes
tanΨ2 ≈ ∂u
∂y
. (2.31)
Using the assumption of small displacements, small displacement gradients and small angles
Ψ1 and Ψ2, which are expressed in radians here, Equation 2.29 and 2.31 can be simplified to
tanΨ1 ≈ Ψ1 and tanΨ2 ≈ Ψ2. (2.32)
The shear strain γ describing the angular change can be defined as the sum of the angles Ψ1
and Ψ2:
γxy = γyx = Ψ1 +Ψ2. (2.33)
Combining this with Equation 2.29, 2.31 and 2.32 leads to
γxy = γyx =
∂v
∂x
+
∂u
∂y
. (2.34)
Alternatively, the shear strain can be defined as the average of the angles Ψ1 and Ψ2:
Γxy = Γyx =
1
2
(
∂v
∂x
+
∂u
∂y
.
)
. (2.35)
To distinguish the two definitions, for Γxy the term tensoral shear strain is often used, while
γxy is usually called engineering shear strain.
Both normal and shear strain can be written as components of the stress tensor ǫ, similar to
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normal and shear stresses making up the stress tensor σ in Equation 2.19:
ǫ =


ǫx Γxy Γxz
Γyx ǫy Γyz
Γzx Γzy ǫz

 = 12(gradu+ gradTu). (2.36)
2.2.4 Linear Elasticity
A common way to analyse the mechanical behaviour of rock is to compress a cylindrical sample
while measuring the axial strain ǫz = ∂w/∂z can be determined (see Figure 2.10a). Such
experiments are often performed for two principal stresses to be equal (usually σ1 > σ2 = σ3),
therefore this experimental set-up is usually referred to as the triaxial test. Plotting stress
against strain results in the stress-strain curve. Experimental data such as shown in Figure 2.9
for a Berea Sandstone sample indicates a linear correlation between stress and strain in the
regions of interest. In the same sense, Jaeger and Cook (1976) conclude that the assumption
of a linear relationship between stress and strain is reasonable for most rocks until failure
occurs.
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Figure 2.9: Laboratory measurements for stress and strain of a cylindrical Berea Sandstone sample from
Hart and Wang (1995), performed under undrained conditions.
For the uniaxial case, i.e. σ2 = σ3 = 0, the rock’s mechanical response can then be described
by
σ = E ǫ (2.37)
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with E as the Young’s modulus describing the rock’s stiffness. When Equation 2.37 is applicable,
the material is characterised as linearly elastic. The equation is also known as Hooke’s law
after the British physicist Robert Hooke.
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Figure 2.10: Illustration of the different elastic moduli.
If this one-dimensional definition of linear elasticity is extended to three dimensions, the
stress and strains tensors with 9 entries each require a fourth order tensor with 81 entries
so that each stress component is a linear function of the strain components. Symmetry and
energetic considerations together with the assumption of isotropy reduce the number of entries
to two (Jaeger and Cook, 1976). Regarding the experiment described above, the contraction
of the cylindrical rock sample due to a compressive stress σz will be accompanied by lateral
expansion and thus cause negative strain −ǫx normal to σz (see Figure 2.10a). Consequently,
the Poisson’s ratio
ν = −ǫx
ǫz
= − ∂u/∂x
∂w/∂z
(2.38)
describing this effect is commonly used as the second elastic constant (Jaeger and Cook, 1976).
This leads to the following relationship for stress and strain in three dimensions:


ǫx
ǫy
ǫz
γyz
γxz
γxy


=
1
E


1 −ν −ν 0 0 0
−ν 1 −ν 0 0 0
−ν −ν 1 0 0 0
0 0 0 2(1 + ν) 0 0
0 0 0 0 2(1 + ν) 0
0 0 0 0 0 2(1 + ν)




σx
σy
σz
τyz
τxz
τxy


(2.39)
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Beside the Young’s modulus and Poisson’s ratio, three more elastic constants are commonly
used. If the rock sample is subjected to equal stresses in all direction (σ1 = σ2 = σ3 = σv,
the so-called volumetric stress, Figure 2.10b), the bulk modulus K describes its resistance to
compression:
K =
σv
ǫv
(2.40)
with ǫv = ǫx + ǫy + ǫz as the volumetric strain. The ratio of shear stress and shear strain
defines the shear modulus (see Figure 2.10c):
G =
τxy
Γxy
(2.41)
Lamé’s first parameter λ has no obvious physical interpretation but can be calculated from
any two of the elastic moduli previously described. This is true for all moduli, as Table 2.1
shows.
Table 2.1: Conversion of elastic moduli for homogeneous isotropic linear elastic materials: Given any two
elastic moduli, any other of the elastic moduli can be calculated according to these formulas.
The formulas are taken from Mavko et al. (1998). ∗X =
√
E2 + 9λ2 + 2Eλ
K E λ G ν
K, E K E 3K(3K−E)9K−E
3KE
9K−E
3K−E
6K
K, λ K 9K(K−λ)3K−λ λ
3(K−λ)
2
λ
3K−λ
K, G K 9KG3K+G K − 2G3 G 3K−2G2(3K+G)
K, ν K 3K(1− 2ν) 3Kν1+ν 3K(1−2ν)2(1+ν) ν
E, λ E+3λ+X
∗
6 E λ
E−3λ+X
∗
4
2λ
E+λ+X
∗
E, G EG3(3G−E) E
G(E−2G)
3G−E G
E
2G − 1
E, ν E3(1+ν) E
Eν
(1+ν)(1−2ν)
E
2(1+ν) ν
λ, G λ+ 2G3
G(3λ+2G)
λ+G λ G
λ
2(λ+G)
λ, ν λ(1+ν)3ν
λ(1+ν)(1−2ν)
ν λ
λ(1−2ν)
2ν ν
G, ν 2G(1+ν)3(1−2ν) 2G(1 + ν)
2Gν
1−2ν G ν
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2.3 Poroelasticity
Up to this point, the considerations on the mechanical behaviour of rock treated the rock as a
solid. However, many rocks are in fact porous and contain fluid-filled pores (see Section 2.1).
The contribution of those fluids to the mechanical response of a rock is taken into account
within the theory of poroelasticity. Detouray and Cheng (1993) provide a comprehensive study
of the theory. The relationships presented in the following are taken from their work.
Beside the solid and the fluid, the pore space also controls the strength of the porous rock
through properties such as the distribution of the pores and their size, shape and orientation.
This becomes apparent if one imagines a pile of loose sand, where the individual grains’
contribution to the strength is negligible in comparison the packing density of the grains.
Consequently, the total resistance of a porous material to compression denoted with the bulk
modulus K can be split into the contribution of the solid Ks, the fluid Kf and the pore
volume Kp.
The total bulk modulus K can be measured in two ways: One can either determine the
resistance to compression while allowing the fluid to escape (so-called drained conditions) or
seal the surface to keep the fluid inside the sample (so-called undrained conditions). The
drained bulk modulus Kdr is a measure for the porous solid frame without fluid and can be
expressed as function of Ks, Kp and φ:
Kdr =
Kp
φ
(
1− Kp
Kp + φKs
.
)
(2.42)
For relatively rigid solid grains, Ks Ñ∞, so only Kp and φ control the compressibility:
Kdr =
Kp
φ
(2.43)
The undrained bulk modulus Ku takes the effect of the fluid’s compressibility Kf into account:
Ku = Kdr

1 +
(
1− KdrKs
)2
Kdr
Ks
(
1− KdrKs
)
+ φ
(
Kdr
Kf
− KdrKs
)

 (2.44)
If again the solid grains are assumed to be incompressible (i.e. Kdr/Ks Ñ 0 ), this becomes:
Ku = Kdr +
Kf
φ
(2.45)
Comparing the Equation 2.45 and 2.43 reveals that the undrained bulk modulus is the sum of
the drained bulk modulus and fluid’s contribution. This coincides with the intuition that a
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porous material behaves more stiff under undrained conditions than under drained conditions.
In similar line of thinking, Karl von Terzaghi formulated in 1923 that the pore pressure reduces
the acting stress under loading. For this reduced stress, he coined the term effective stress σ′,
which he defined as
σ′ = σ − p I. (2.46)
Here, the pore pressure p counteracts the compressive stress σ. In 1941, Maurice Anthony
Biot reformulated this to
σ′ = σ − αp I (2.47)
with α as the Biot coefficient, which is defined as
α = 1− Kdr
Ks
(2.48)
For Ks Ñ∞, Biot’s formulation coincides with Terzaghi’s definition of the effective stress.
In the two-phase system, instead of the pore pressure p, the effective pore pressure peff is used,
which is calculated from pressure of each phase weighted by the respective saturations:
peff = Swpw + Snpn. (2.49)
2.3.1 Effective Porosity
The components of the porous medium exhibit different responses to stress and pressure changes.
To describe this, the different bulk moduli were introduced. This has also consequences for
the porosity φ. Its change is defined as:
dφ = d
(
Vp
Vb
)
=
dVp
Vb
− φdVb
Vb
(2.50)
with the pore volume Vp and the bulk volume Vb. With Equation 2.47 and 2.40, the change
in bulk volume Vp can be described as a function of the volumetric stress σv and the pore
pressure p
dVb
Vb
= − 1
Kdr
(dσv − α dp) (2.51)
By introducing an effective stress coefficient
β = 1− Kp
Ks
(2.52)
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for the pore volume Vp (equivalent to the Biot coefficient α for the bulk volume Vb), the
change in the pore volume Vp can be expressed as
dVp
Vp
= − 1
Kp
(dσv − β dp) (2.53)
as described in Detouray and Cheng (1993). By using Equation 2.51 and 2.53 and by exploiting
Vp = φVb, dφ becomes
dφ = − 1
Kp
φdσv +
β
Kp
φdp
+
1
Kdr
φdσv − α
Kdr
φdp (2.54)
or
dφ = − 1
Kp
φdσv +
1− KpKs
Kp
φdp
+
1
Kdr
φdσv −
1− KdrKs
Kdr
φdp (2.55)
which simplifies to
dφ =
(
− φ
Kdr
+
φ
Kp
)
(−dσv + dp) . (2.56)
Using Kp =
φ
αKdr (Detouray and Cheng, 1993), one obtains
dφ =
(
− φ
Kdr
+
α
Kdr
)
(−dσv + dp) . (2.57)
Finally, with 1Ks =
1−α
Kdr
, the change in porosity can be expressed as
dφ =
(
1
Kdr
(1− φ)− 1
Ks
)
(−dσv + dp) . (2.58)
This is in agreement with the relationship published in Han and Dusseault (2003), which
was derived from the different compressibilities defined in Zimmerman (1991) instead of the
different bulk moduli. Han and Dusseault (2003) further replace the stress with volumetric
strain, so Equation 2.58 becomes
dφ =
(
1− Kdr
Ks
− φ
)(
−dǫv + 1
Ks
dp
)
. (2.59)
For the assumption of very rigid grains (Ks Ñ∞), this reduces to
dφ = − (1− φ) dǫv. (2.60)
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This allows to calculate an effective porosity φeff from the volumetric strain ǫv and the initial
porosity φ0 (assuming ǫv,0 = 0):
φeff =
φ0 − ǫv
1− ǫv (2.61a)
or as a function of the displacements by referring to the volumetric strain ǫv as div u:
φeff =
φ0 − div u
1− div u (2.61b)
Some of the steps of this derivation are explained in more detail in the appendix.
One could also argue that the change in the denominator in Equation 2.61a and 2.61b is
negligible, so it becomes
φeff = φ0 − ǫv. (2.62)
Instead of deriving the porosity change from the interacting components of the porous material
and their respective bulk moduli, one can also define a pore compressibility
cp =
dVp
Vp
1
dp
=
1
φ
dφ
dp
(2.63)
which just depends on the changes in pore pressure. By comparing this equation with
Equation 2.53, it becomes apparent that the definition of the pores compressibility ignores
the stress contribution and assumes incompressible grains (α = β = 0). Thus, the pore
compressibility is related to Kp and Kdr by
cp =
1
Kp
=
1
φKdr
. (2.64)
In a linearised form, the effective porosity is then obtained from the difference between the
initial pressure p0 and the current pressure p:
φeff = φ0 +
1
Kdr
(p− p0). (2.65)
2.3.2 Effective Permeability
The change in porosity will also have an effect on the permeability tensor. To distinguish it
from the intrinsic permeability tensor K, is will be referred to as the effective permeability
tensor Keff . A classical model to the determine the effective permeability is the Kozeny-Carman
relationship (Carman, 1937; Kozeny, 1927). The relationship idealizes the porous medium as
circular pipes of constant cross-section. The diagonal entries keff of the permeability tensor
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are then calculated from the porosity φ with
keff = B
φ3
S2
, (2.66)
where B is a geometric factor and S the pore surface area per volume of rock. It is common
to express S in terms of the average diameter of the grains d (e.g. Mavko and Nur, 1997):
S =
3
2
1− φ
d
, (2.67)
so Equation 2.66 becomes
keff = B
φ3
(1− φ)2d
2. (2.68)
Here, the factor 3/2 is included in the constant B.
Mavko and Nur (1997) argue that the relationship should be expanded by a percolation
porosity φc representing the threshold porosity at which pores become disconnected:
keff = B
(φ− φc)3
(1 + φc − φ)2d
2 ≈ B(φ− φc)3d2 (2.69)
This accounts for effects such as cementation in sedimentary rocks. B and φc can be chosen
to give a good fit with experimental data.
Beside the Kozeny-Carman relationship and its derivatives, many other empirical relationships
for porosity and permeability exist. As an example, Rutqvist and Tsang (2002) modified an
exponential relationship obtained for experimental data by Davies and Davies (1999):
keff = k0 exp
(
22.2
(
φeff
φ0
− 1
))
(2.70)
It is listed here as it is commonly used for some of the scenarios that will be covered in this
work.
2.3.3 Transformation of the stress tensor
Changing the orientation of the coordinate system will have an effect on the respective stress
tensor. A common way to derive the transformation for a two-dimensional case is based on the
equilibrium of forces such as described in Jaeger and Cook (1976) and Hudson and Harrison
(1997): A square element is rotated in a way, so that the corners A and B touch two sides of
the original square (see Figure 2.11, left). Everything except the triangle OAB is now cut off
and the stress components acting on the sides are examined. The length of sides are: AB = d,
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OB = d cos θ and OA = d sin θ. Thus, the equilibrium of forces in direction of x′ gives
ΣFx′ = (σx d cos θ) cos θ + (σy d sin θ) sin θ
+ (τxy d cos θ) sin θ + (τyx d sin θ) cos θ + σx′ d
= 0. (2.71)
Using τxy = τyx, this simplifies to
σx′ = σx cos
2 θ + σy sin
2 θ + 2 τxy sin θ cos θ. (2.72)
Evaluating the forces in y′-direction gives
ΣFy′ =− (σx d cos θ) sin θ + (σy d sin θ) cos θ
+ (τxy d cos θ) cos θ − (τyx d sin θ) sin θ − τx′y′ d = 0, (2.73)
which again simplifies to
τx′y′ = τxy (cos
2 θ − sin2 θ)− (σx − σy) sin θ cos θ. (2.74)
To determine σy′ , θ can be replaced by θ + π/2, as σy′ is perpendicular to σx′ :
σy′ = σx sin
2 θ + σy cos
2 θ − 2 τxy sin θ cos θ (2.75)
Altogether, the stress transformation can be summarised in matrix form as
(
σx′ τx′y′
τx′y′ σy′
)
=
(
cos θ sin θ
−sin θ cos θ
)(
σx τxy
τxy σy
)(
cos θ −sin θ
sin θ cos θ
)
. (2.76)
When Equation 2.72 and 2.75 are added, it becomes apparent, that the sum of the respective
normal stresses is invariant to a rotation of the axis:
σx′ + σy′ = σx + σy (2.77)
Furthermore, from Equation 2.74 it can be derived that τx′y′ = 0 if
tan 2θ =
2 τxy
σx − σy . (2.78)
In other words: There exists a value for θ for which the shear stress becomes zero. The
directions x′ and y′ are then the principal directions and σx′ and σy′ the principal stresses.
The larger of the two is denoted as σ1 and the smaller one as σ2.
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Beside the derivation from the equilibrium of forces on a triangle, the principal stresses also
represent the eigenvalues of the stress tensor and thus can be determined by solving an
eigenvalue problem. This allows for an easy calculation of the principal stresses in two and
three dimensions.
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Figure 2.11: Stress components in different coordinate systems.
2.3.4 Mohr’s circle
Up to this point, the question of how to deal with rotated stresses lead to the concept of
principal stresses. But a slight adaption of the previously derived equations provides an easy
visualisation of the transformed stress tensor: Using trigonometric formulae, Equation 2.72
may be written as
σx′ =
1
2
(σx + σy) +
1
2
(σx − σy) cos 2θ + τxy sin 2θ (2.79)
and Equation 2.74 becomes
τx′y′ = τxy cos 2θ − (σx − σy) sin 2θ. (2.80)
For the x- and y-axis oriented in the direction of the principal stresses, the normal and shear
stresses on plane inclined by the angle θ are then
σ =
1
2
(σ1 + σ2) +
1
2
(σ1 − σ2) cos 2θ (2.81)
τ = −1
2
(σ1 − σ2) sin 2θ. (2.82)
2.3 Poroelasticity 31
This dependence of the normal and shear stresses can be visualised with Mohr’s circle, named
after the German civil engineer Christian Otto Mohr, as Equation 2.81 describes a circle with
the centre
σm =
1
2
(σ1 + σ2) (2.83)
and the radius
τm =
1
2
(σ1 − σ2). (2.84)
Figure 2.12 displays a coordinate system with σ as the x-axis and the absolute value of τ as
the y-axis (also known as the Mohr diagram). Normal and shear stress of any orientation
inclined by θ with respect to the direction of the principal stresses can then be determined
from the x- and y-coordinate of the corresponding point on the (semi-)circle. Please note that
an angle θ in the physical space corresponds with 2θ for Mohr’s circle.
P
σP
|τP|
2θ
σ1σ2 σm
τm
σ
|τ |
Figure 2.12: The Mohr circle graphically illustrates the stress components acting on a plane inclined by
an angle θ. The x-coordinate of a point on the circle corresponds the normal stress σP , while
the y-coordinate represents the absolute value of the shear stress τP .
The pore pressure p reduces the compressive normal stresses (see Equation 2.47). For Mohr’s
circle, this means that it is shifted to the left (see Figure 2.13).
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Figure 2.13: The pore pressure p reduces the compressive normal stresses and thus, the Mohr circle is
shifted to the left. The stress state P becomes the effective stress state P′ with effective
normal stress σ′P and shear stress τP , which is not affected by the pore pressure.
2.3.5 Rock Failure
In Subsection 2.2.4, the concept of elasticity was introduced. A linear relationship between
stress and strain was assumed, which lead to a description of the rock’s behaviour as linearly
elastic. This assumption is of course not unconditionally valid, but restricted to certain stress
states. The limit of elastic behaviour is referred to as the yield point and above it, loading
will cause irreversible changes in the rock’s structure or properties. Here, one can distinguish
between ductile and brittle deformation. During ductile behaviour, the rock experiences
permanent deformation while maintaining its ability to resist load. In contrast, the rock’s
ability to resist a load will decrease with increasing deformation in a brittle state (Jaeger and
Cook, 1976).
When the point of brittle behaviour is reached during testing, e.g. during the compression
experiment of a cylindrical sample described in Subsection 2.2.4, a visible plane of separation –
a fracture – will most likely occur. If this happens suddenly and without any previously visible
irreversible deformation, it is referred to as a brittle fracture, whereas a visible irreversible
deformation before separation will result in a ductile fracture.
A typical orientation of a fracture resulting from compression is shown in Figure 2.14a. Jaeger
and Cook (1976) denote such a fracture, which developed in an experimental context, as a
shear fracture. Nonetheless, its characteristic relative movement along a surface would justify
the designation fault if viewed from a geologist’s perspective. In any case the feature is a
result of shear failure and can be clearly distinguished from an extensional fracture resulting
from tensile forces Figure 2.14b. In the following, criteria to estimate the onset of shear and
tensile failure will be presented.
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(a) Shear Fracture (b) Extensional Fracture
Figure 2.14: Examples for different types of fractures, modified after Jaeger and Cook (1976).
2.3.6 Failure evaluation
A widely used criterion to determine whether shear failure would occur makes use of the
Mohr diagram: The Mohr–Coulomb failure criterion (after Charles-Augustin de Coulomb and
the already mentioned Christian Otto Mohr) states that shear failure occurs when the shear
stress τ of the rock surpasses its shear strength τs. The shear strength depends linearly on the
effective normal stress σ′
τs = σ
′ tan βfrict + c = σ
′µfrict + c (2.85)
with βfrict as the angle of internal friction, µ = tan βfrict as the friction coefficient and c
accounting for internal cohesive forces. So the higher the effective compressive normal stresses
are, the less likely shear failure occurs. Reducing the effective normal stresses while keeping
the shear stress constant however bears the risk of shear failure, which is exactly what occurs
when the pore pressure p is raised. In the Mohr diagram, Equation 2.85 is represented by
a straight line. This failure curve is displayed in Figure 2.15 for a case with no cohesion.
Increasing the pore pressure brings Mohr’s circle closer to the failure curve until the circle
touches the failure curve. It can be shown that one has
τm = σ
′
m sin βfrict + c cosβfrict = (σm − p) sin βfrict + c cosβfrict (2.86)
for the intersection point P′ (e.g. Jaeger and Cook, 1976). With this equation, a critical
pressure for the onset of shear failure is defined as:
pcrit =
τm
sin βfrict
+
c
tan βfrict
+ σ′m (2.87)
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As long as the pressure difference
pshear = peff − pcrit (2.88)
between the effective pore pressure peff and critical pressure pcrit is negative, the compressive
normal stresses are high enough to prevent shear failure. Similar definitions of a pressure
margin were used by Rutqvist et al. (2002) and within the thesis of Darcis (2013).
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Figure 2.15: For a critical pore pressure pcrit, the Mohr circle touches the failure curve defined by the
Mohr–Coulomb failure criterion (Equation 2.85).
On closer inspection, one notices that the definition of pcrit requires a plane in the orientation
of point P′ to be present. In other words, this is a worst case assumption for the onset of
shear failure.
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Figure 2.16: If only a failure plane in orientation R′ is present, the Mohr circle has to be shifted further to
the left until the effective normal stress σ′R′ of stress state R
′ is equal to the effective normal
stress of the failure curve σ′R′, fc for the same τ .
If only a failure plane in the orientation of point R′ in Figure 2.16 is present, a higher increase
2.3 Poroelasticity 35
in pore pressure is required to initiate shear failure (i.e. the Mohr Circle has to be shifted
further to the left). For such a case, the pressure margin pshear can be defined as the difference
between the effective normal stress σ′R′ for the orientation R
′ and the corresponding σ′R′, fc of
the failure curve for the same τ :
pshear = σ
′
R′ − σ′R′, fc (2.89)
with
σ′R′ = σ
′
m + τm cos 2θ (2.90)
and
σ′R′, fc =
τs − c
tan βfrict
=
τm sin 2θ − c
tan βfrict
(2.91)
Please note that this criterion depends both on the friction angle βfrict and the fault angle θ.
For the worst case assumption however the criterion is only a function of the friction angle
βfrict and fault angle θ in the orientation P can be calculated from
θ = (90 + βfrict)/2. (2.92)
One could increase the pore pressure to a point where it matches or even surpasses the least
compressive principal stress σ2. Thus, the stress state in this direction would shift from
compressive to tensile. Most rocks have a rather low tensile strength of only a few Megapascals
(in contrast to a compressive strength in the order of several hundred Megapascals) (Lockner,
2013). In combination with the fact, that a reasonably sized rock volume will contain pre-
existing flaws that have a tensile strength near zero (Zoback, 2007), it is safe to assume
that tensile failure would occur as soon as the effective pore pressure peff surpasses the least
compressive principal stress σ2. Similar to shear failure, a pressure margin calculated from
the difference of the two can be formulated:
ptensile = peff − σ2. (2.93)
Tensile failure occurs, when this pressure margin becomes positive. Rutqvist et al. (2008) used
such a formulation to evaluate the potential of tensile failure for a CO2 injection scenario.
The answer to the question of how these derivations have to be adapted to use them in three
dimensions is remarkably simple: Figure 2.17 illustrates that for the considerations on shear
failure, only the maximal and minimal shear stress σ1 and σ3 matter. The intermediate
principal stress σ2 is irrelevant for the failure evaluation. Thus, in three dimensions all
previously derived equations are applicable, if σ2 is replaced by σ3.
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Figure 2.17: The Mohr circle in three dimensions: It becomes clear that for the previously presented
considerations, the intermediate principal stressσ2 is irrelevant and all previously derived
equations are applicable, if σ2 is replaced by σ3.
2.4 Summary
This chapter described the fundamental physical concepts needed for the description of flow and
mechanics in porous media. The introduction of terms and concepts for the characterisation of
porous media and the flow processes occurring within them was followed by a section on rock
mechanics. These concepts were then combined in the section on poroelasticity, where the
focus lay on how fluids and their movement within the pores affects the mechanical behaviour
of a rock and vice versa.
The next chapter will cover how these physical concepts can be transferred into a mathematical
model and discuss different solution strategies for the derived coupled balance equations for
flow and geomechanics in porous media.
3 Modelling flow and geomechanics in porous
media
Numerical simulations are a powerful tool to study the processes of flow and geomechanics in
porous media. This is especially true for problems where no analytical solutions exist. First,
this chapter will outline how the physical concepts described in the previous section can be
incorporated into a mathematical model to allow for such simulations. This is done by means
of balancing the quantities mass and momentum.
The resulting system of non-linear partial differential equations will be tackled numerically.
The sections on the spatial and temporal discretisation will cover how the continuous variables
and equations can by approximated by their discrete counterparts.
This lays the groundwork to discuss different strategies for solving the coupled discrete
equations of flow and geomechanics within porous media, which will be the focus of this
chapter. The classical approaches fall into two categories: Fully-coupled and sequential
methods. While different labels for these schemes exist, as stated in White et al. (2016), the
differences are clear: The unknowns of flow and geomechanics are either solved simultaneously
for one time-step (also termed fully-coupled or monolithic) or iteratively by splitting up the
coupled problem into two (or more) sub-problems, which are then solved sequentially.
Stability and accuracy of the fully-coupled scheme are set against its higher computational cost
(Settari et al., 2001). The ill-conditioned nature of the fully-coupled system has been tackled by
using pre-conditioning (White and Borja, 2011), but the efficiency gain remains a key argument
for the use of sequential methods. In addition, the ability to combine separate simulators
for flow and geomechanics often serves as a motivation for applying such schemes. e.g. by
linking the TOUGH multi-phase fluid and heat transport codes with the commercial FLAC3D
geomechanical simulator as described in Rutqvist et al. (2002). But to ensure stability and
convergence, an elaborate splitting scheme for flow and geomechanics is needed. Kim et al.
(2011a), Kim et al. (2011b) and Mikelić and Wheeler (2013) studied the different splitting
schemes in detail. Among the investigated strategies, the undrained split and the fixed-stress
split are preferable due to their convergence behaviour and stability. The fixed-scheme has also
been applied to couple flow in unsaturated porous media modelled by the Richards equation
with linear elasticity (Both et al., 2018).
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Beside the fully-coupled and sequential schemes, simplified representations of the flow and
geomechanics interaction exist, where the pore compressibility (see Equation 2.63-2.65) is used
to account for the increase in pore volume as a result of increased pore pressures. With this
simplification, the pressure evolution and the storage capacity for CO2 injections has been
studied using the TOUGH2 simulator (e.g. Birkholzer et al., 2009; Zhou et al., 2008) as well
as the geomechancial impact of injections in the context hydraulic fracturing (Rutqvist et al.,
2013) and CO2 storage (Rinaldi et al., 2014) with the TOUGH-FLAC code.
In summary, quite a selection of simulation strategies is available, which were developed with
different mind-sets: Methods like the fixed-stress split certainly belong to the elaborate end
of the spectrum requiring mathematical and numerical complexity in the solution approach
while software tools such as TOUGH-FLAC certainly were designed rather pragmatically and
optimized for practicability. This leads to the question that drives the numerical examples of
the chapter: How would a sophisticated sequential method such as the fixed-stress scheme
compare against a fully-coupled implementation and a TOUGH-FLAC-like model using the
pore compressibility? Test cases of relevance for practical applications will be presented to
test whether the fully-coupled approach is preferable in terms of efficiency and accuracy as
stated in the first hypothesis in the introduction of this work.
3.1 Balance equations
3.1.1 Mass balance equations
A mass balance equation describes mathematically that the mass within a system is conserved.
With respect to fluid flow in porous media, the mass balance equation expresses that the mass
in the system can only change by fluxes over the system’s boundaries or by sources or sinks
within the system. In other words: The sum of the mass stored in the system, the accumulated
fluxes over the boundaries and the contribution by sources and sinks equals zero. For a phase
in a two-phase flow system, this can be expressed as:
∂ (φSα̺α)
∂t
+ div(̺αvα) + qα = 0, α ∈ {w,n}. (3.1)
The first term with φ as the porosity, ̺α as the density and Sα the saturation of a phase α
represents the storage term, the second term with vα as the velocity of a phase α is the flux
term and the sources and sinks of a phase α are denoted by qα. For the velocity of a phase α,
Darcy’s Law (see Subsection 2.1.9) is used:
vD, α = −krα
µα
K (grad pα − ̺α g) (2.16 revisited)
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Inserting this for the velocities in the mass balance equation gives
∂(φραSα)
∂t
− div
{
ρα
krα
µα
K (grad pα − ρα g)
}
+ qα = 0 , α ∈ {w,n}. (3.2)
Strictly speaking, by inserting Darcy’s law, the equation became a combined mass and
momentum balance equation since Darcy’s law is a momentum balance equation.
Furthermore, Section 2.3 outlined how porosity and permeability change for deformable porous
media. Using these considerations, a balance equation that takes the effect of poroelasticity
into account can be formulated for each phase:
∂(φeffραSα)
∂t
− div
{
ρα
krα
µα
Keff (grad pα − ̺α g)
}
+ qα = 0 , α ∈ {w,n}. (3.3)
If the porosity is considered to be a function of the pressure, the effective porosity φeff can be
calculated from Equation 2.65 and the change in porosity in turn determines the change in
permeability (e.g. Equation 2.69 or 2.70).
In contrast, a dependence of the porosity on the volumetric strain (Equation 2.61b) introduces
the displacements as additional unknowns. This necessitates the formulation of a momentum
balance equation for the rock matrix, which will be derived in the following.
3.1.2 Momentum balance equation
The conservation of momentum can be expressed as
divσ + ̺g = 0 (3.4)
under the assumption that all time derivatives are negligibly small as a result of quasi-static
conditions. In general, g accounts for all of the body forces but is simplified to the gravity
vector here.
For a porous medium, a bulk density ̺b can be calculated from the weighted densities of the
wetting and non-wetting phases ̺w and ̺n and the rock matrix ̺rm:
̺b = φ (Swpw + Snpn) + (1− φ) ̺rm (3.5)
Section 2.3 defined the effective stress tensor σ′ taking the contribution of the pore pressure p
into account:
σ′ = σ − p I (2.47 revisited)
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For the pore pressure p, the effective pore pressure peff is used:
peff = Swpw + Snpn (2.49 revisited)
With this, Equation 3.4 becomes
div
(
σ′ + peff I
)
+ ̺b g = 0 (3.6)
This momentum balance equation can be linearised by subtracting the initial state (denoted
by the subscript 0) for effective stress, effective pressure and the bulk density:
∆σ′ = σ′ − σ′0 (3.7)
∆peff = peff − peff,0 (3.8)
∆̺b = ̺b − ̺b,0 (3.9)
This gives
div(∆σ′ +∆peff I)−∆̺bg = 0. (3.10)
Under the assumption of small porosity changes (∆φ ≈ 0, ∆(1 − φ) ≈ 0 ) and a constant
density of the rock matrix (∆̺rm ≈ 0), the bulk density change becomes
∆̺b = ∆φ(Sw̺w + Sn̺n) + φ∆(Sw̺w + Sn̺n)
+ ∆(1− φ)̺s + (1− φ)∆̺s
≈ φ∆(Sw̺w + Sn̺n) (3.11)
and further simplifies to
∆̺b ≈ φ (∆Sn(̺n − ̺w) + Sn∆̺n) . (3.12)
assuming small changes in ̺n while ∆̺w of a possibly compressible non-wetting phase is taken
into account. With these simplifications, one arrives at
div(∆σ′ +∆peff I) + φ (∆Sn(̺n − ̺w) + Sn∆̺n) .g = 0. (3.13)
for the momentum balance of the solid. Darcis (2013) states that the use of the linearised
momentum balance equation over the full momentum balance allows for an easier application
of initial and boundary conditions.
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3.1.3 Constitutive equations and supplementary constraints
To close the system, the following constitutive equations and constraints are used:
• The strain ǫ is derived from the displacement vector u as follows
ǫ =
1
2
(gradu+ gradTu). (2.36 revisited)
• Linear elastic behaviour of the rock is assumed. The Young’s modulus E and Poisson’s
ratio ν are used as elastic constants (for details, see Equation 2.39).
• The sum of the fluid saturations adds up to one
∑
α
Sα = 1. (2.3 revisited)
• The pressures are connected via the capillary pressure (calculated here according to the
relation by van Genuchten (1980))
pc =
1
αVG
(
S−1/mVGe − 1
)
.1/nVG
with Se =
Sw − Srw
1− Srw (2.7, 2.8 revisited)
• The Van-Genuchten formulation is also used for the relative permeability:
krw =
√
Se
(
1−
(
1− S1/me
)m)2
,
krn = (1− Se)1/3
(
1− S1/me
)2m
(2.13 revisited)
The balance equations of the two fluid phases describe the fluid phases’ pressure and satu-
ration distribution, but also depend on the deformation of the rock matrix by means of the
effective porosity and permeability. The momentum balance equation allows to determine the
deformation resulting from a given pore pressure. Together with the constitutive equations
and supplementary constraints, these balance equations give a system of non-linear partial
differential equations (PDEs) that describe the interaction of flow and geomechanics in porous
media.
For two phases, using the sum of the saturations and capillary pressure-saturation relationship
(Equation 2.3 and Equation 2.8) allow to reduce the unknowns of the balance equations of the
fluid phases to the pressure of the wetting phase pw and the saturation of the non-wetting
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phase Sn. Other combinations, e.g. pw-pn or Sw-Sn are also possible. Disadvantages and
restrictions of these combinations are discussed in Helmig (1997).
The displacement vector field u is chosen as the primary variable of the momentum balance
equation.
The complexity of the intended applications requires to tackle these equations numerically. The
following sections will cover the spatial and temporal discretisation of the balance equations.
3.2 Spatial discretisation
The balance equations presented in the previous section have the form
∂s(w)
∂t
+ div (f(w)) + q(w) = 0 (3.14)
accounting for the storage s(w), the fluxes f(w) and the sources and sinks q(w) for a vector of
primary variables w. Boundary conditions can be applied in the form of Neumann boundary
conditions prescribing a flux or by Dirichlet boundary conditions setting the unknown w to a
specific value. The model domain is then subdivided into a mesh of discrete, non-overlapping
elements. The sum of the discrete values wˆi at the nodes of the mesh multiplied with the
corresponding basis functions Ni give the trial solution w˜
w˜ =
m∑
i=0
Ni wˆi (3.15)
with m as the number of nodes. One can also define the gradient of a primary variable w˜ as
grad w˜ =
m∑
i=0
gradNi · wˆi. (3.16)
In Equation 3.14, w is replaced by the interpolated w˜ and the equation is multiplied with any
weighting function Wj . After integrating over the model domain Ω, one obtains
∫
Ω
Wj
∂s(w˜)
∂t
dΩ +
∫
Ω
Wj div (f(w˜)) dΩ +
∫
Ω
Wj q(w˜) dΩ = 0 (3.17)
With the box method and the standard Galerkin finite element method, two variants of the
general balance equation, that exhibit different combinations of the basis functions Ni and
the weighing functions Wj , will be presented in the following.
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3.2.1 Box method
For the box method described in Helmig (1997), a control volume is assigned to each node of
the mesh. The edges of these boxes are defined by the centre of gravity of the elements and
by the midpoint of the elements’ faces. First-order Lagrangian polynomials are used for the
basis functions Ni. The weighting functions are chosen as piecewise constant functions, being
1 within the associated box and 0 everywhere else (see also Figure 3.1a):
Wj(x) =

1 if x ∈ Bj0 if x /∈ Bj (3.18)
As a result, the integrals over Ω in Equation 3.17 become integrals evaluated for each of the
boxes Bj . Additionally applying the divergence theorem transforms Equation 3.17 into
∫
Bj
∂s(w˜)
∂t
+
∫
ΓBj
f(w˜) · ndΓBj +
∫
Bj
q(w˜) = 0 (3.19)
with ΓBj as the surface of a box Bj .
Wj
xi xi+1xi−1
Ni
Bj
(a) Box method: Linear basis function and piecewise
constant weighting functions for a box Bj .
xi xi+1xi−1
Ni = Wj
(b) Standard Galerkin finite element method: The
basis functions and weighting functions are cho-
sen to be equal.
Figure 3.1: Weighting functions and basis functions for the presented methods.
For the storage term and the source and sink term in Equation 3.19, the mass is lumped to
the node, which helps to avoid non-physical oscillations (Celia and Binning, 1992). In detail,
these terms are considered to be only a function of the primary variable wˆj at the respective
node and independent of the contribution of all neighbouring nodes. Thus, the integrals can
be simplified to the volume of the box Vj :
∫
Bj
∂s (
∑n
i=0Ni wˆi)
∂t
dBj = Vj
∂s(wˆj)
∂t
(3.20)
and ∫
Bj
q
(
n∑
i=0
Ni wˆi
)
dBj = Vj q(wˆj), for all j ∈ {0, ...,m}. (3.21)
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The balance equation for a box Bj at the node i has then the form
Vj
∂s(wˆj)
∂t
+
∫
ΓBj
f(w˜) · ndΓBj + Vj q(wˆj) = 0 (3.22)
When the flux at a face is calculated, the upwind scheme takes the direction of the velocity
vi,i−1 into account to determine a quantity ω
upw
i,i−1 at interface between xi−1 and xi, increasing
the stability of the scheme:
ωupwi,i−1 =

ωi−1 if vi,i−1 · (xi−1 - xi) < 0ωi if vi,i−1 · (xi−1 - xi) ≥ 0 (3.23)
3.2.2 Standard Galerkin finite element method
For the standard Galerkin finite element method, the weighting functions are chosen to be
equal to the basis functions (displayed in Figure 3.1b):
Ni =Wj (3.24)
Combined with the divergence theorem, Equation 3.17 becomes
∫
Ω
Ni
∂s(w˜)
∂t
dΩ +
∫
ΓΩ
Ni f(w˜) · ndΓΩ +
∫
Ω
gradNi f(w˜) dΩ +
∫
Ω
Ni q(w˜) dΩ = 0 (3.25)
where ΓΩ is the surface of the Ω. The integrals are solved using the Gauss quadrature rule.
Mass lumping can be applied here, too, resulting in a Control Volume Finite Element Approach
(CVFEM) (Forsyth, 1991).
Using an equal-order approximation of the pressure and the solid displacement is known to
create stability problems (Kim, 2010). To tackle this issue, a staggered grid approach was
proposed by Kim (2010). Darcis (2013) avoided the encountered spurious pressure oscillations
by discretising the balance equation of the fluid phases with the box method and the momentum
balance equation with the standard Galerkin finite element method. This quasi-staggered
approach allows for a nodal based approach without explicitly using staggered grids.
The upwind scheme is used for the mobility λα and the density ̺α in the balance equation for
fluid phases.
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3.3 Temporal discretisation
A fully implicit Euler scheme is used to replace the time differential ∂t by a backward difference
approximation. With this, the balance equation discretised with the box method takes the
form
Vj
s(wˆnj )− s(wˆn−1j )
∆tn
+
∫
ΓBj
f(w˜n) · ndΓBj + Vj q(wˆnj ) = 0 (3.26)
with n− 1 and n denoting time-step indices of two subsequent time-steps tn−1 and tn.
3.4 Solution strategies
The combined mass and momentum balance equation for the fluid phases (Equation 3.2)
contain the pressure of the wetting phase pw and the saturation Sn of the non-wetting phase
as unknowns. For convenience, the suffix “2p” will be used when referring to the two-phase
equations.
The momentum balance equation of the solid (Equation 3.13) is solved for the displacement
vector uˆ and referred to as “el”.
One can combine both balance equations and construe their left side as a residual vector
r(wˆn−1, wˆn) with the components r2p and rel for the two-phase flow and the elastic momentum
balance equation:
r(wˆn−1, wˆn) =
[
r2p
rel
]
= 0 (3.27)
Here, the residual vector r(wˆn−1, wˆn) is a function of the solution vectors wˆn−1 and wˆn of
two subsequent time-steps tn−1 and tn. Both solution vectors (exemplarily written here for
wˆn) encompass a 2p-portion wˆn2p with pˆ
n
w and Sˆ
n
n and an elastic portion wˆ
n
el with uˆ
n:
wˆn =
[
wˆn2p
wˆnel
]
(3.28)
with
wˆn2p =
[
pˆw
Sn
]n
and wˆnel = uˆ
n. (3.29)
As this system of residual equations exhibits a non-linear behaviour, a Newton scheme is used
to drive the residual to zero. For the k-th iteration, wˆn,k is the k-th estimate of the solution
at time tn. To determine the new solution for k + 1, the Jacobian matrix Jk is used. Here, Jk
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is the matrix of all first-order derivatives of the residual vector at the k-th iteration:
Jk =
(
∂r
∂wˆ
)k
(3.30)
The new solution vector wˆn,k+1 is then determined by solving
Jk∆wˆ = −rk (3.31)
and by adding the update ∆wˆ to the previous solution vector wˆn,k
wˆn,k+1 = wˆn,k +∆wˆ. (3.32)
Equation 3.27 describes the block-wise structure of residual vector r. In the same sense, the
Jacobian system solved in each Newton update can be expressed as
[
J2p,2p J2p,el
Jel,2p Jel,el
]k [
∆wˆ2p
∆wˆel
]
= −
[
r2p
rel
]k
, (3.33)
where Ja,b is balance equation a differentiated with respect to solution vector b. As an
example, J2p,2p is the derivative of the mass and momentum balance equation for the fluid
with respect to pˆw and Sn. The components J2p,el and Jel,2p account for the flow-geomechanics
coupling.
3.4.1 Fully-coupled scheme
Within the fully-coupled scheme, the unknowns pw and Sn for the two-phase flow and uˆ for
the geomechanics are solved simultaneously for each time-step. This means that each Newton
update is computed from the linear system in Equation 3.33. The use of the full matrix J
explains why this scheme is also often referred to as monolithic.
3.4.2 Fixed-stress scheme
A scheme where the unknowns for flow and geomechanics are solved sequentially requires to
split up the full problem into a flow and geomechanics sub-problem. One starts with the flow
problem and then continues with solving the geomechanics. This routine will be referred to as
a coupling step. Several of these coupling steps make up an iterative scheme.
The simplest version of such an iterative coupling would be to just transfer pw and Sn to
the mechanics, and to insert the stresses and strains back into the flow problem in the next
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iteration. Unfortunately, this drained-split scheme is only conditionally stable while the
fixed-stress split, in turn, is an unconditionally stable scheme (Kim et al., 2011a; Mikelić
and Wheeler, 2013). As the name implies, the stress is assumed to be constant, or, to be
more precise, the difference between the volumetric stress of the flow problem σn,iv, 2p and the
volumetric stress σn, i−1v, el of the previous geomechanical solution is zero:
σn, i−1v, el − σn, iv, 2p = 0. (3.34)
Here, i is the index of the coupling step. Since such a coupling step was defined to start with
the flow problem, the last geomechanical solution was obtained in the previous coupling step
and thus is denoted with the index i− 1.
For the geomechanical problem, the pressure of the previous flow problem is prescribed, so
pn, iel and p
n, i
2p are equal within a coupling step i:
pn, iel = p
n, i
2p . (3.35)
Thus, one can express Equation 3.34 by the pressures pn, i2p and p
n, i−1
2p and the volumetric
strains ǫn, iv, 2p and ǫ
n, i−1
v, el ,
(Kdr ǫ
n, i−1
v, el − pn, i−12p )− (Kdr ǫn, iv, 2p − pn, i2p ) = 0. (3.36)
Here, Kdr is the drained bulk modulus and the Biot coefficient α is assumed to be 1.
The coupling within the flow part arises from the dependence of the porosity on the volumetric
strain (Equation 2.61b). With Equation 3.36 one can formulate the flow problem independent
of the current displacement vector u by calculating the volumetric strain ǫn, iv,2p of the flow
problem in the current coupling step i from the pressure difference pn, i2p − pn, i−12p of the current
and the previous coupling step of the flow problem and from the volumetric strain ǫn, i−1v,el
determined in the previous coupling step for the geomechanics:
ǫn, iv, 2p = −
1
Kdr
(pn, i2p − pn, i−12p ) + ǫn, i−1v, el . (3.37)
For the two-phase system, the mass and momentum balance then depends on the primary
variables pn, iw and S
n, i
n , as the pressure p becomes the effective pressure peff
peff = Swpw + Snpn. (2.49 revisited)
After solving the flow problem altered by the fixed-stress assumption, pn, iw and S
n, i
n are inserted
into the momentum balance of the geomechanics, where only the displacement vector un, i
remains as the primary variable. With this, two separate Jacobian systems can be formulated,
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which are solved sequentially:
[
J˜2p,2p
]k [
pˆw
Sˆn
]
= −
[
r2p
]k
. (3.38)
[
J˜el,el
]k
[uˆ] = − [rel]k . (3.39)
Here, J˜2p,2p and J˜el,el denote the derivatives of the modified balance equations: J˜2p,2p contains
the fixed-stress assumption, so the volumetric strain of the current coupling step i and the
current Newton iteration k for a time-step n is calculated from
ǫn, i, kv, 2p = −
1
Kdr
(pn, i, keff, 2p − pn, i−1eff, 2p) + ǫn, i−1v, el (3.40)
and the effective pressure values from the flow problem are prescribed within J˜el,el. When
the porosity update is calculated using Equation 2.62, it is worth noting that a fixed-stress
split with just one coupling step is identical to a calculation of the porosity change from the
pore compressibility (cf. Equation 2.65): The previous coupling step becomes the previous
time-step for zero iterations. Thus, ǫi−1v is equal to zero for the first time-step and dependent
only on the pressure difference between the previous and the current time-step for all following
time-steps. As these collapse to the difference between the initial and the current pressure,
this simplified sequential scheme becomes equivalent to using the pore compressibility or the
drained bulk modulus, respectively:
φneff = φ0 − ǫv
= φ0 +
1
Kdr
(pneff, 2p − pn−1eff, 2p)− ǫn−1v, el
= φ0 +
1
Kdr
(pneff, 2p − pn−1eff, 2p) +
1
Kdr
(pn−1eff, 2p − pn−2eff, 2p)− ǫn−2v, el
= φ0 +
1
Kdr
(pneff, 2p − pn−2eff, 2p)− ǫn−2v, el
...
= φ0 +
1
Kdr
(pneff, 2p − p0eff, 2p) (3.41)
Figure 3.2 further illustrates the differences between the presented numerical coupling schemes.
The top panel shows the numerical routine for the original version of TOUGH-FLAC (a
sequential combination of the TOUGH2 multi-phase fluid and heat transport code with the
commercial FLAC3D geomechanical simulator as described in Rutqvist et al., 2002), where
the pore compressibility is used to calculate the porosity changes within the flow problem. At
time tn, the porosity is thus a function of the current effective pore pressure pneff . Next, p
n
w
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and Snn are transferred to the momentum balance equation to calculate the solution at time t
n.
A feedback of the mechanics onto the flow can be achieved via the transfer of a permeability
change ∆k, which is used in the next flow time-step. If the permeability is constant, the
mechanics are just a post-processing and the scheme will be referred to as a zero-iteration
case in this work.
A more recent version of TOUGH-FLAC (Blanco-Martín et al., 2017) transfers a correction
term for the porosity calculated using the fixed-stress assumption back into the flow problem
(see Figure 3.2, middle). Again, this correction becomes active in the next time-step of the flow
problem. Thus, the porosity within each flow time-step is a function of the current effective
pore pressure pneff and the volumetric strain of the previous time-step ǫ
n−1
v, el .
An iterative fixed-stress scheme repeats the coupling steps several times until convergence (see
Figure 3.2, bottom). Within the flow problem, the volumetric strain ǫnv, 2p is calculated from
Equation 3.37. This implies two things: First, the porosity depends on the values of pneff and
ǫnv, 2p of the current time-step (given at least one iteration is performed). And second, the
approximated ǫnv, 2p becomes ǫ
n
v, el of the geomechanics when the iteration is continued until
convergence.
In summary, the use of the pore compressibility and the subsequent solution of the mechanics
represents the simplest scheme. It can be enriched by a feedback of the mechanics back onto
the flow for the next time-step, be it via a permeability or a porosity update. A sophisticated
iterative scheme requires to repeat the coupling step several times for each time-step. In this
work, we will examine the end-members of the spectrum, so the first and the last scheme.
In contrast to the discretisation of the balance equations for two-phase flow in the fully-
coupled approach by the box method, many well-established software codes such as Eclipse
by Schlumberger or TOUGH2 by the Lawrence Berkeley National Laboratory (Pruess et al.,
1999) use the cell-centered finite volume method (see e.g. Chen et al., 2006). The fixed-stress
approach in this work can use both the box method and cell-centred finite volume method for
the discretisation of the two-phase flow equations.
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n
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Figure 3.2: Numerical routine for the original version of TOUGH-FLAC using the pore compressibility
(top), for the recent version using the fixed-stress assumption (middle) and for the iterative
fixed-stress scheme as implemented in DuMux (bottom).
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3.5 Simulation software
The simulations presented in the following were performed with the numerical toolbox DuMux
(Flemisch et al., 2011; Ackermann et al., 2017; Fetzer et al., 2017). This open-source simulator
for flow and transport processes in porous media is based on the Distributed and Unified
Numerics Environment DUNE (Blatt et al., 2016; Blatt and Bastian, 2007; Bastian et al.,
2008b,a). Except for the fully-coupled model, which was already implemented within the
doctoral thesis of Darcis (2013), all models on top of DuMuxand DUNE were developed within
the scope of this work.
In the following, different numerical test cases will be presented to explore the applicability of
the different modelling approaches for flow and geomechanics in porous media.
3.6 Homogeneous one-phase numerical test case
3.6.1 Scenario description
The first scenario is a water injection into a homogeneous, two-dimensional domain fully
saturated with water. The domain is 2 km× 2 km in size and located at a depth of 500 m to
2500 m (see Figure 3.3, left).
The pressure distribution is hydrostatic, so it increases by 9.81 MPa per kilometre. For an
atmospheric pressure of 0.1 MPa at the ground surface, this results in a pressure of 5 MPa at
the top of the domain and 24.6 MPa at the bottom.
Assuming the injection takes place into an aquifer composed of sedimentary rock, e.g. of Berea
Sandstone, the porosity is 0.1, the permeability is 1 · 10−14 m2 and the density is 2260 kg/m3.
For the porosity, it is certainly a value at the lower end of the range, but the density and
permeability lie well within the reported data (e.g Churcher et al., 1991; Manger, 1963).
The Young’s modulus is 5 GPa and the Poisson ratio 0.25. Compared to experimental values
for Berea Sandstone published by Hart and Wang (1995), this represents a rather low Young’s
modulus. The Poisson ratio is in agreement with the experimental data.
The vertical stress gradient is calculated from the overburden density, for which 2260 kg/m3
were chosen, too. A horizontal-over-vertical stress ratio of R = σh/σv = 0.6 is used consistent
with observations by Cipolla et al. (2010). The temperature has a constant value of 35 ◦C. As
visible in Figure 3.3 (right), the domain is refined horizontally around the injection. As this
grid is later used to include a fault in the scenario, the grid already contains this feature and
the according refinement. The injection of 0.2 kg/s takes place into the two cells with the
centres (6.25, 2.5) and (6.25, -2.5) on the left of the domain.
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(a) t = 1 day (b) t = 15 days
(c) t = 90 days (d) t = 500 days
Figure 3.6: Deviation in percent of the zero-iteration fixed-stress scheme relative to the fully-iterate scheme
at different points in time.
Plotting the pressure for each of the fixed-stress iterations illustrates how the underestimation
decreases over the course of the iterations: Figure 3.7a shows the evolution of the pressure
over the iterations for the first time-step. The zeroth iteration underestimates the pressure
in comparison to the fully-coupled value. One could also describe this as an overestimation
of porosity change calculated from just the pressure difference. As soon as this is corrected
in the first iteration by the volumetric strain value obtained from the previous solution of
the geomechanics, the estimate of the pressure value improves significantly. After the fourth
iteration, the results become undistinguishable. Here, more iterations than necessary were
performed to better illustrate the convergence against the fully-coupled result.
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iterated fixed-stress scheme and the fully coupled implementation are indistinguishable and
the zero-iteration fixed-stress produces lower values.
3.6.4 Conclusions
The results of the homogeneous one-phase test case enable a direct comparison of the results
for geomechanics and flow calculated with DuMux with the results from TOUGH-FLAC. As
the results match each other, this increases the confidence in the used models.
In addition, the test case simulated with the iterated fixed-stress and the fully-coupled scheme
allows two more conclusions: First, the comparison confirms that two implemented approaches
produce identical results for a sufficient number of fixed-stress iterations. And second, that
the observed underestimation of the fixed-stress scheme with zero iterations is a result of the
imperfect approximation of the porosity change by the pore compressibility and significantly
improves for four iterations in this example.
The initial hypothesis that a fully-coupled approach is required for an accurate solution has to
be extended by recognising the fixed-stress scheme with a sufficient number of iterations as a
suitable alternative.
In the following, a test case with more complex physics will be presented to further test the
applicability of the different solution strategies.
3.7 CO2 injection numerical test case
3.7.1 Scenario description
The heterogeneous test case discussed in this section is inspired by a CO2-injection scenario.
The simulation set-up becomes more complex since layers of different properties and a fault is
added (see Figure 3.9). The CO2-injection is located in the centre of a sandstone reservoir
with a permeability of 1 · 10−13 m2 and a thickness of 100 m. Above the target reservoir is a
150 m thick shale layer with permeability of 1 · 10−19 m2, which serves as a caprock. A layer
of the same thickness and properties is located below the reservoir. A 1 km long fault zone
inclined by an angle of 80◦ cuts through the reservoir and the shale layers. Its midpoint is
located at a depth of 1500 m and at a horizontal distance of 500 m from the injection well.
With a permeability of 1 · 10−15 m2, it is less permeable than the target reservoir but more
permeable than the shale layers. The parameters assigned to the different layers are listed in
Table 3.1.
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Table 3.1: Material properties of the CO2-injection scenario.
Parameters Shale layers Fault zone Reservoir
Porosity, φ (-) 0.01 0.1 0.1
Rock density, ̺s (kg/m3) 2260 2260 2260
Permeability, k (m2) 1 · 10−19 1 · 10−15 1 · 10−13
Young’s modulus, E (GPa) 10 5 10
Poisson’s ratio, ν (-) 0.25 0.25 0.25
Residual wetting saturation, Srw (-) 0.20 0.20 0.20
Residual non-wetting saturation, Srn (-) 0.05 0.05 0.05
Van Genuchten αVG (-) 5.025 · 10−5 5.025 · 10−5 5.025 · 10−5
Van Genuchten mVG (-) 0.457 0.457 0.457
Van Genuchten nVG (-) 1.842 1.842 1.842
3.7.2 General results
In Figure 3.10a, the evolution of the wetting-phase pressure pw over time is shown at the
injection and in the fault. At both locations, the pressure rises, reaches a peak value at around
100 to 200 days and then decreases again. From the plot of the CO2 saturation Sn over time
in Figure 3.10b, it becomes visible that the CO2 reaches the boundary between the reservoir
and the overlying shale above the injection fairly quick (after around 15 days). After 155 days,
it also arrives at the location where the fault cuts through the shale caprock at x = 500 m
and a depth of -1450 m. After a very high initial increase, the saturation change becomes
smaller and smaller over time at both locations. The maximum values reached at the end of
the simulation after 1800 days are Sn = 0.56 above the injection and Sn = 0.54 in the fault.
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(a) Sn, t = 1 day (b) pw, t = 1 day
(c) Sn, t = 100 days (d) pw, t = 100 days
Figure 3.11: Spatial distribution of the CO2 saturation Sn and the wetting pressure pw for two points
in time during the pressure build-up phase of the simulation. The image for the saturation
distribution are overlain by a grey filter where a permeability of 1 · 10−19 corresponds with
an opacity of 1.0 and k = 1 · 10−13 with an opacity of 0.0.
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(a) Sn, t = 200 days (b) pw, t = 200 days
(c) Sn, t = 1800 days (d) pw, t = 1800 days
Figure 3.12: Spatial distribution of the CO2 saturation Sn and the wetting pressure pw at two points in
time during the pressure decrease of the simulation. The image for the saturation distribution
is again overlain by a grey filter where a permeability of 1 · 10−19 corresponds with an opacity
of 1.0 and k = 1 · 10−13 with an opacity of 0.0.
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the CO2-front. The maximum values of 0.20 are in the same order as the values for saturation.
(a) Relative difference in pw for the zero-iteration
fixed-stress scheme with respect to the fully cou-
pled solution at t = 100 days.
(b) Absolute difference in the CO2-saturation Sn
for the zero-iteration fixed-stress scheme with
respect to the fully coupled solution at t =
200 days. The shale layers are depicted in grey.
Figure 3.18: Comparison of the spatial distribution of pw and Sn obtained using the fully-coupled and the
fixed-stress scheme with zero iterations in an early stage of the simulation (t = 100 days for
pw, t = 200 days for Sn).
(a) Relative difference in pw for the zero-iteration
fixed-stress scheme with respect to the fully
coupled solution at t = 900 days.
(b) Absolute difference in the CO2-saturation Sn
for the zero-iteration fixed-stress scheme with re-
spect to the fully coupled solution at t = 900 days.
Figure 3.19: Comparison of the spatial distribution of pw and Sn obtained using the fully-coupled and the
fixed-stress scheme with zero iterations at t = 900 days.
Figure 3.19 shows the same set of charts for t = 900 days. The effects are similar to the ones
described for the results at an earlier stage of the simulation: Not iterating causes deviations
especially at the front between water and CO2 and around the interfaces between caprock,
reservoir and fault.
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3.7.4 Conclusions
The homogeneous numerical test case successfully tested the results for plausibility by com-
paring them to the ones obtained using the TOUGH-FLAC software and thus increased the
confidence in the models implemented in DuMux. It also proves the equivalence of the zero-
iterations fixed-stress scheme and the approach using the pore compressibility and allows the
conclusion, that errors made by using such a simplified representation of the flow-geomechanics
interaction are especially relevant for the transient parts of the simulation.
A further comparison of the results from the more complex CO2 scenario with results from
TOUGH-FLAC was not conducted as a benchmark study for a CO2 scenario including the both
DuMuxand TOUGH2 has already been performed by Class et al. (2009). Instead, the CO2
scenario’s analysis focusses on expanding the comparison of the different solution approaches
by introducing additional effects as different layers, a fault zone and two fluid phases are
included. This further tests the posed question of the best-suited approach to represent the
coupled processes of flow and geomechanics in porous media. It turns out that the differences
between a fixed-stress scheme without iterations (equivalent to a pore compressibility scheme)
become more pronounced for this scenario as effects of the relative-permeability and the
capillary pressure-saturation relationship in multi-phase systems increase the significance
of the transient effects. Depending on the perspective one has on the extent of tolerable
derivations, one could justifiably conclude that the fixed-stress scheme without iterations is
not suited to model this scenario accurately.
In addition, it could be shown that over the course of the fixed-stress iterations, the scheme
converges to the fully-coupled solution for this scenario, too. So including the fixed-stress
scheme into the scope of the hypothesis is also valid for two phases.
3.8 Efficiency comparison
3.8.1 Theoretical considerations
The last paragraphs have covered the accuracy of the different solutions strategies in detail by
comparing the results for different scenarios. But one is often forced to strike a balance between
accuracy and computational costs, so a thorough investigation of the different approaches also
has to take the computational effort to achieve these results into account.
The key difference between the approaches in this respect is the size of the linear systems,
that ought to be solved. Golub and van Loan (2012) state that it should require 2 ·N · p · q
70 3 Modelling flow and geomechanics in porous media
floating-point operations per second to solve a linear system of N unknowns with a direct
solver. p and q are upper and lower limits of the bandwidth. In our two-dimensional case the
ideal bandwidth would be
√
n. Following this, the required operations O for a linear system
of n unknowns should be proportional to 2 N2 in an asymptotic consideration:
O = C ·N2 (3.42)
with C as the unknown proportionality constant, which includes the factor 2.
So ideally, one would expect that for a direct solver in a two-dimensional case, the computational
cost of the fully-coupled scheme with twice the number of unknowns is four-fold compared
to just solving for pw and Sn using the fixed stress scheme. The same is true for solving just
the geomechanics for the two components of the displacement. But since a coupling step
requires to solve both flow and geomechanics, its cost is the sum of solving the flow and
the geomechanics, so it is computation-wise half as expensive as the fully-coupled scheme.
This means that in theory, one can perform two coupling steps (i.e. one iteration) until this
advantage is used up. Taken into account the results provided for the convergence of the
fixed-stress scheme over the iterations, one iteration can be hardly considered as sufficient in
terms of accuracy.
3.8.2 Numerical test case
To test this for our implementation, a scenario where the grid can be easily refined was set
up. This allows to measure the computational effort for different numbers of unknowns. The
scenario consists of a 1 km× 1 km domain in a depth of 1 to 2 km. The lateral displacements
are fixed on the bottom as well as on the left and right side. The pressure is fixed on both
sides and on the top using a hydrostatic pressure distribution assuming a wetting-fluid density
of 1059 kg/m3. The initial stress on the top of the domain is calculated from the overlying
rock formations, for which a density of 2650 kg/m3 is assumed. The Young’s modulus is 6 GPa
and the Poisson ratio 0.2. The rock has a porosity of 0.2 and a permeability of 1 · 10−14 m2.
All this can be found in Figure 3.20, too. The figure also shows the location of the injection
point in the centre of the domain, where CO2 at a rate of 0.0025 kg/s is injected.
To quantify the computational effort, the Callgrind profiling tool available in the Valgrind’s
tool suite was used to measure the number of instructions fetched (NoI).
Table 3.2 lists the instructions performed for one Newton update by a direct solver for the
fully-coupled model in comparison to the number of instructions performed for solving the
2p- and the el-part of the fixed-stress scheme once. The table also specifies the elements of
the discretisation and the number of unknowns for the two schemes. This allows to check
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similar accuracy. With factors ranging between 1.42 and 4.66, there is hardly any gain in
computational effort without sacrificing accuracy for the studied domain sizes.
Table 3.2: Instructions fetched by a direct solver (SuperLU) for different discretisations to solve one
Newton update for the fully-coupled scheme (FC) and for one iteration of the fixed-stress
approach (FS). FS(2p) and FS(el) denote the respective sequential sub-problems for flow and
geomechanics.
discretisation No. of unknowns Instructions per Newton solve Speed-up
(elements) FC FS (el & 2p) FC FS(2p) FS(el) factor
2 x 2 36 18 6.78 ·105 2.38 · 105 2.37 · 105 1.42
4 x 4 100 50 3.47 ·106 8.05 · 105 8.48 · 105 2.10
8 x 8 324 162 1.60 ·107 3.78 · 106 4.01 · 106 2.05
16 x 16 1156 578 9.95 ·107 2.03 · 107 2.13 · 107 2.40
32 x 32 4356 2178 5.89 ·108 1.20 · 108 1.29 · 108 2.36
64 x 64 16900 8450 4.24 ·109 9.19 · 108 9.98 · 108 2.21
128 x 128 66564 33282 4.00 ·1010 5.09 · 109 5.54 · 109 3.78
182 x 182 133956 66978 1.16 ·1010 1.13 · 1010 1.36 · 1010 4.66
256 x 256 264196 132098 2.39 ·1011 2.90 · 1010 3.08 · 1010 4.00
364 x 364 - 266450 - 6.59 · 1010 7.31 · 1010 -
The comparison here was solely based on the number of instructions per Newton step, so it
is as independent as possible from effects introduced by the implementation. Nonetheless,
it has to be noted that the fixed-stress scheme uses line search algorithm for the Newton
scheme. This means that before the update suggested by the Newton method is applied, the
algorithm checks whether the new update leads to a smaller residual in comparison to the
previous Newton iteration. If this is not the case, the update is divided by constant factor
until this condition is met. Without this modification, the Newton method for the fixed-stress
scheme did not converge. In contrast, the fully-coupled model could handle the full update as
suggested by the Newton algorithm. This has the effect that the fixed-stress approach needs
more Newton iterations per time-step than the fully-coupled scheme, which further reduces
the speed-up.
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using the fully-coupled model. Regarding accuracy, this has to be expanded by the iterative
sequential fixed-stress scheme, which produces results of the same quality as the fully-coupled
approach. Whether the pore compressibility and the zero-iteration fixed-stress scheme are
accurate enough lies in the eye of the beholder. One could argue that the uncertainty in the
geologic parameters (e.g. permeability, porosity, elastic constants etc.) dominates over the
error introduced by solving flow and geomechanics only once. While this might be true in
many cases, the CO2 injection scenario provided the point that pressure differences between
the approaches were at times in the same order as the geologic uncertainty (cf. Walter et al.,
2012), in this case shown by means of fault, existing or not. In addition, the following chapter
on fault reactivation provides evidence that a difference in pressure of 1 MPa might be small
relative to the total pressure of several tens of Megapascals, but could be decisive for the
magnitude of the possible earthquake.
The assumption that splitting up the Jacobian results in a decreased computational effort in
comparison to solving for all unknowns at same time was confirmed by measuring the number
of instructions a direct solver performs during a Newton step. But as several iterations are
required for the fixed-stress scheme to achieve similar accuracy as the fully-coupled scheme,
this gain is mostly used up. While not realised in this work, in theory replacing the direct
solver by an iterative solver such as the algebraic multigrid (AMG, Stüben, 1999) should
further reduce this gain, as the computational effort per degree of freedom becomes constant,
or, in other words, the required operations to solve the linear system then increases only
linearly with the number of unknowns.
At this point, one has to mention that in-between the pore compressibility scheme and the
iterated fixed-stress scheme, hybrid schemes exist. Instead of not feeding the geomechanical
results back into the flow part in any way, one could update for instance porosity and
permeability of the next time-step using the result of the geomechanics from the previous one.
Nonetheless, these approaches are possibly the worst of both worlds: Less efficient and still
not accurate enough.
All things considered, the accuracy of the fully-coupled approach cannot be achieved efficiently
with any other scheme. Schemes requiring less computational effort exist, but come at the
cost of reduced accuracy. Furthermore, implementing an algebraic multigrid solver (Stüben,
1999)) or applying the fixed-stress as a pre-conditioner as suggested by (White and Borja,
2011) could increase the efficiency of the fully-coupled model even more.
4 Fault reactivation
The previous chapters have covered the combined modelling of multi-phase flow and geome-
chanics. The focus of this chapter will be on fault reactivation.
As outlined in Subsection 2.3.6, shear failure occurs when the shear stress τ surpasses the
shear strength τs, which can be determined from τs = (σ − p)µfrict + c. The criterion can be
reached and exceeded if the shear stress τ is increased, if the normal stress σ is reduced or if
the pore pressure p is raised. This is relevant as shear failure on a fault can be the starting
point for an earthquake.
While the majority of all earthquakes happen naturally, some have been linked to human
activities, especially in regions were earthquakes are unusual. Following the definition of
Ellsworth (2013), such earthquakes will be labelled induced without discriminating between
earthquakes that primarily release stresses caused by human activities and earthquakes that
release naturally existing stresses but are triggered by anthropogenic activities. In his paper,
Ellsworth (2013) reviews injection-induced seismicity and concludes that only earthquakes
linked to long-term and high volume injections reach moment magnitudes (Mw) that could
seriously damage buildings. Such injection schemes are common for deep waste-water injections.
The most prominent examples are theMw 5.7 November 6, 2011, central Oklahoma earthquake
(Keranen et al., 2013) and the Mw 4.9 May 17, 2012, east Texas earthquake (Frohlich et al.,
2014). In these cases, the respective epicenters were located close to the waste-water injection
wells, but this is not necessarily always the case. In 2013, a long-term, high-volume salt water
injection in the Paradox Valley, Colorado, lead to a Mw 3.9 earthquake 8 km away from the
well, 15 years after the initial seismic response was observed (Ellsworth, 2013). This example
illustrates that a detailed understanding of the pore pressure and stress evolution in time and
space is essential to avoid the risk of unexpected seismicity. In this sense, Ellsworth (2013)
argue that legislation should require to report characteristic data such as volume, peak and
mean injection pressures and the measurement of pre-injection formation pressure.
In contrast to shear failure induced by waste-water injections, the pore pressure is increased
during hydraulic fracturing operations with the intention to induce tensile failure due to
surpassing the least principal stress σ3 (see Subsection 2.3.6 Equation 2.93). Nonetheless, the
operation can sometimes cause shear failure, too. Although intended, the induced seismicity
is characterised by low magnitudes (Ellsworth, 2013). Nonetheless, small felt earthquakes
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proved to be critical for the public acceptance of hydraulic fracturing projects (De Rijke,
2013; Williams et al., 2017). The development of a geothermal system under the city of Basel,
Switzerland, can be taken as a deterrent example in this respect: Four Mw 3 events, including
the Mw 3.4 mainshock of December 8, 2006 (Deichmann and Giardini, 2009), ultimately lead
to the termination of the project.
Altogether, these events and findings highlight the need to expand existing model concepts
capable of modelling coupled multi-phase flow and poro-mechanics towards the simulation of
fault reactivation. As stated in the introduction, the hypothesis that fault reactivation can
be modelled by using the stress-drop as the characteristic parameter will be tested. Such an
approach was presented in Beck et al. (2016) and the following sections will be based on this
paper and subsequent developments.
4.1 Modelling concepts
Different approaches for modelling fault reactivation have been developed: Phase-field models
represent a fault interface by describing the transition from broken to intact rock diffusely
with an order parameter (e.g. Mikelic et al., 2015). Other approaches include faults as discrete
surfaces using tail-interface (Ferronato et al., 2008) or zero-thickness elements (Jha and Juanes,
2014; Segura and Carol, 2008). Accounting for the fact that fault zones are complex features
consisting of a fault core and a damage zone, Rutqvist et al. (2013) choose to model the fault
not as a surface but as a fault zone instead, using a ubiquitous joint model. A comparison
between different fault modelling approaches by Cappa and Rutqvist (2011) revealed that
both a mechanical interface and finite-thickness solid elements produce similar results. Thus,
the latter approach using finite thickness elements is chosen for representing faults, as this fits
well into the existing implementation and is also applicable to a variety of fault architectures
ranging from single surfaces to complex fault zones (Cappa and Rutqvist, 2011).
In a similar fashion, the description of the relevant physics during a seismic event varies: It
remains under discussion, whether the coefficient of friction µfrict is a function of the slip rate
and a state variable (accounting average maturity of contact asperities) such as used by Jha
and Juanes (2014) or the slip weakening is rate-independent (e.g. Garagash and Germanovich,
2012) and can be modelled by transferring no normal and shear stresses (e.g. Ferronato et al.,
2008) or by a sudden reduction of the coefficient of friction (e.g. Cappa and Rutqvist, 2011;
Rutqvist et al., 2013).
We propose a different approach based on energetic considerations: During an earthquake,
previously built-up stress is released and transformed into seismic wave energy, thermal energy
resulting from friction on the fault plane and energy required to cause fracture (Kanamori,
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2001). Thus, the shear stress on the fault plane is reduced. Following this, we can define
the stress-drop ∆σfailure, that denotes the difference in stress before and after a slip event.
Generally, this ∆σfailure is considered to range from 0.1 - 1 MPa. Such a confined range of
values for the stress-drop is not only assumed for large earthquakes (Aki, 1972; Thatcher and
Hanks, 1973; Kanamori and Anderson, 1975) but observational data indicates that this is also
true for small events (Abercrombie and Leary, 1993). This leads to a new conceptual idea
for modelling shear failure on an existing fault: If the pressure margin psm for shear failure is
surpassed, slip on the fault reduces the stress by a certain value. For simplicity, this might
be assumed to be constant. The energies, into which the elastic energy is transformed, are
either dissipated or negligible for the stress redistribution and thus they are considered as not
relevant for the phenomena described by our model. Accordingly, it is proposed to model
shear failure simply as a sink of elastic energy.
The onset of shear failure is defined by the respective criterion (Equation 2.89, 2.87) and will
happen on a specific plane and almost instantly. To account for an instantaneous event, this
is approximated by reducing the time-step size to a very small values, e.g. 0.01 seconds. The
plane can be either be a predefined fault plane or alternatively determined from the friction
angle using the worst case assumption (Equation 2.92). Equation 2.76 allows to transform the
stress tensor σ, which is formulated in the model with respect to Cartesian coordinates, into
the stress state σfault in the direction of the fault plane:
(
σx′ τx′y′
τx′y′ σy′
)
=
(
cos θ sin θ
−sin θ cos θ
)(
σx τxy
τxy σy
)(
cos θ −sin θ
sin θ cos θ
)
. (2.76 revisited)
Shear failure and the corresponding reduction in shear stress happens on these planes, so a
predefined stress-drop value ∆τ is subtracted from the shear stress:
σfault, reduced =
(
σx′ τx′y′ −∆τ
τx′y′ −∆τ σy′
)
(4.1)
The reduced stress tensor is then rotated back into Cartesian coordinates and replaces the
original stress tensor. One could also think of this as a weakening of the shear modulus, as
the element can carry less shear stress now. This results in a new deformation state, which
is calculated using linear elasticity. Beck et al. (2016) put this weakening in the context of
visco-elastic behaviour. While this can be helpful in describing the phenomenological effect
of the stress-drop, testing experience has shown that the visco-elastic concept can also be
limiting. This will be discussed for one of the test cases presented in the following.
Using a reduction in the excess shear stress to represent failure is a concept that is shared with
recent approaches by Berge et al. (2017), Ucar et al. (2017) and Gómez Castro et al. (2017).
These approaches all use linear elasticity, too, to calculate the deformation during failure.
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When the shear failure criterion is surpassed, the shear stress is reduced until equilibrium is
reached. That means that the reduction is equal to the amount of the excess shear stress.
This is different from the approach presented here, where the constant stress-drop determines
the reduction in shear stress. The difference comes down to the question whether one believes
it is more realistic that fault reactivation stops as soon as equilibrium is reached or whether it
reaches a stable state beyond the equilibrium after the stress dropped by a certain value.
The other notable difference is that the approach presented here describes failure as a subsequent
process: Failure starts where the fault criterion is surpassed and the stress-drop is applied
during the 0.01 seconds mentioned above. If this leads to further shear failure, the process
is repeated at these locations. Alternatively, one could determine the extent of the fracture
within one time-step iteratively or by formulating a minimisation problem as used in the works
of Berge et al. (2017), Ucar et al. (2017) and Gómez Castro et al. (2017). In contrast to the
question whether a constant stress drop or the equilibrium state determines the end of the
fault reactivation, this variation of failure as an instantaneous and quasi-instantaneous process
should not produce big differences.
4.2 Lab-scale numerical test cases
4.2.1 Homogeneous rock sample
The first scenario is inspired by the triaxial test case described in Subsection 2.2.4. A square
rock sample with the dimension of 1 m x 1 m is compressed in the y-direction until shear
failure occurs while being allowed to move freely in x-direction. The sample has homogeneous
elastic properties (E= 1.0 GPa, ν = 0.2). The example is intended to illustrate the mechanical
behaviour during shear failure. For an easier interpretation, any hydraulic feedback onto
the geomechanics is switched off by fixing the porosity to a constant value. So the pressure
stays constant during the simulation, although the scenario uses the multi-phase flow and
geomechanical model.
During the simulation, the increasing compression in the y-direction leads to higher normal
stresses in y-direction, but does not induce any shear stresses in the x-y-direction. This means
that the orientation of maximum principal stress σ1 coincides with the y-axis and the one of the
minimum principal stress σ2 with the x-axis and both orientations stay constant. As the worst
case assumption is used here, the friction angle of 10◦ gives an angle of 55◦ (= 1/2 · (90◦ + 10◦),
see Equation 2.92) for the failure plane respect to the y-axis (or σ1, respectively).
Because of the assigned deformation rate at the top of 1.0 · 10−6 m/s, the stresses on the
fault plane increase and so does the potential for shear failure. At 4700 seconds, the shear
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(a) Initial conditions (t = 0 s) (b) Before failure (t = 4700 s) (c) After failure (t = 4700.01 s)
Figure 4.1: Compression of a homogeneous rock sample: The deformation, multiplied by a factor of 50, is
shown at initial conditions (a), before (b) and after shear failure (c) occurs at 4700 s.
failure criterion is surpassed. This happens for all elements at the same time as a result of
the homogeneous boundary conditions and material parameters. The prescribed reduction of
1 MPa stress-drop shears the whole model domain (see Figure 4.1c) as each element is offset
by small, similar-oriented faults.
While within itself plausible, it seems obvious that such a behaviour can be hardly observed
for a realistic rock sample. This can be attributed to the fact that such a rock sample would
contain impurities that would cause a locally confined failure nucleation.
4.2.2 Heterogeneous rock sample with a fault
This leads to our next scenario: Instead of homogeneous properties, the rock sample now
contains a fault inclined by 55◦ with a higher Young’s modulus of 5.0 GPa. The fault’s Poisson
ratio is 0.2. The properties of the surrounding matrix and the deformation rate stay the same.
Again, the porosity is constant and the sample can move freely in x-direction. Similar to
the homogeneous test case, Dirichlet boundary conditions fix the displacement in y-direction
to zero at the bottom and the prescribed deformation rate of 1.0 · 10−6 m/s at the top.
Whether the grid has to factor in the fault’s orientation, which would in turn require the fault’s
orientation to be known a priori, is tested: An equi-dimensional Cartesian grid is used, so the
fault has to be represented by step-like material properties (see Figure 4.2a). As the fault is
stiffer, the stress concentrates on the fault elements. As a result of the step-wise elements and
the influence of the boundary conditions, the stress also varies within the fault. The fixed
displacement at the top and bottom leads to the failure of the two elements at the fault tips
(see Figure 4.2b) at t = 1500 seconds. As the stress-drop reduces the ability of these ruptured
elements to carry the applied load, other elements of the fault are pushed towards failure.
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Because of this stress redistribution and the continued compression, the rupture spreads from
the tips towards the center (see Figure 4.2c and 4.2d). After t = 1900.04 seconds of simulation
time, the central elements of the fault fail before their neighbours (see Figure 4.2e and 4.2f),
which can be attributed to the stress redistribution within the step-like element of the fault.
In summary, the rock sample experiences successive shear failure along the fault. When the
fault has fully ruptured, the simulation stops.
4.2.3 Conclusions
The two examples illustrate the general capabilities of the approach and allow to check whether
it produces plausible results. When elements surpass the shear failure criterion, their failure
is represented by a stress-drop on the fault plane. This leads to a slip, similar to the effect
a reduced friction angle would have. For a rather simple test case in the first scenario, the
model produced a result that matches what one would expect from shear failure as a result
of compression. The second example further tested the approach for plausibility: The stress
concentrates on the fault within the sample, which then slips and offsets the sample. This
even works for a fault that is represented rather crude with step-wise elements.
As pointed out in the introduction to this chapter, the aim of the approach is to model fault
reactivation due to injections in the subsurface. The two examples offer little insight in this
respect and one could even question whether the concept of finite-thickness elements for
representing complex fault geometries is applicable to the scale of the presented test cases. But
the intention of these examples was never to provide quantitative predictions on the laboratory
scale. Nonetheless, the obtained results for these test cases are consistent and plausible and
thus allow to confidently apply the approach to field-scale scenarios. In the following, we will
present such a scenario of relevance for the previously mentioned applications and analyse the
interaction of flow and geomechanics.
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(a) Elastic properties of the rock sample:
Ematrix = 1.0 GPa, νmatrix = 0.2, (light grey)
Efault = 5.0 GPa, νfault = 0.2, (dark grey)
(b) Deformation, multiplied by a factor of 100, at
the onset of failure at t = 1500.01 s. The failed
elements are displayed in black.
(c) Deformation, multiplied by a factor of 100, and
failed elements (black) at t = 1500.02 s.
(d) Deformation, multiplied by a factor of 100, and
failed elements (black) at t = 1700.03 s.
(e) Deformation, multiplied by a factor of 100, and
failed elements (black) at t = 1900.04 s.
(f) Deformation, multiplied by a factor of 100, and
failed elements (black) at t = 1900.05 s.
Figure 4.2: Compression of a heterogeneous rock sample.
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For the in situ stress field, the vertical stress is assumed to be the maximum principal stress
corresponding with the significant depth of the domain, and the minimum principal stress is
oriented horizontally and parallel to the injection well. The vertical stress gradient is calculated
from the overburden density of 2700 kg/m3 based on the assumed density of all formations
overlying the shale formation. A horizontal-over-vertical stress ratio of R = σh/σv = 0.6 is
used consistent with observations by Cipolla et al. (2010).
The material properties are listed in Table 4.1 and will be quickly summarised in the following:
For the rock formations in the domain, a Young’s modulus of 30 GPa and a Poisson ratio of
0.2 is chosen. These values are derived from laboratory measurements of the Barnett Shale
from Tutuncu et al. (2010). The fault itself comprises of the elements marked in dark grey in
Figure 4.3. Its Young’s modulus is set to a significantly lower value of 5 GPa and zero cohesion
was assigned. For the fault’s coefficient of friction, the value of 0.6 assumed by Rutqvist et al.
(2013) is taken. For the rock matrix, an initial porosity of 0.01 and a permeability 1 · 10−19
m2 is used. The fault’s permeability is 1 · 10−16 m2 and has the same porosity.
Table 4.1: Material properties of the hydraulic fracturing scenario.
Parameters Shale Fault
Porosity, φ (-) 0.01 0.01
Rock density, ̺s (kg/m3) 2700 2700
Permeability, k (m2) 1 · 10−19 5 · 10−13
Young’s modulus, E (GPa) 30 5
Poisson’s ratio, ν (-) 0.20 0.25
Biot’s coefficient α (-) 1 1
Cohesion (MPa) - 0
Coefficient of friction, µfrict (-) - 0.6
stress-drop, ∆σ (MPa) - 1.0
To simulate the effect of the hydraulic fracturing operations, water is injected into the fault at
rate of 0.0033 kg/m3/s at 1475 m depth. When shear failure occurs, the injection is stopped.
The injection rate lies well within the range of plausible injection rates: As an example, Myers
(2012) used a rate of 0.04 kg/m3/s for modelling contaminant pathways while the original fault
reactivation test case of Rutqvist et al. (2013) injected at rates between 1.0 - 3.5 · 10−3 kg/m3/s.
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Kanamori and Brodsky (2004) provide a convenient measure for the size of an earthquake:
First, one determines the seismic moment M0
M0 = GAs (4.2)
from the shear modulus G, the mean slip s and the rupture area A. The moment magnitude
M can then be determined using
M = (log10M0 − 9.1)/1.5. (4.3)
Following Rutqvist et al. (2013), the area A is calculated from the rupture length using the
assumption of a circular rupture patch. A rupture length of 200 m, a shear modulus of 2.0 GPa
and a mean slip of 0.0026 m then gives a moment magnitude M = 1.41.
4.3.3 Effect of the permeability
The mechanism that leads to fault reactivation in the scenario is the pressure increase and
corresponding reduction in normal stress. The permeability of the fault will highly affect the
shape of the pressure peak. Thus, two sub-scenarios, one with a higher and another with a
lower fault permeability, namely kfault = 1.0 · 10−13 m2 and kfault = 1.0 · 10−12 m2, will be
presented in what follows.
Figure 4.9 displays the pressure evolution over time for these scenarios in comparison to the
already presented case with kfault = 5.0 · 10−13. Again, the injection is switched off when shear
failure starts. This happens at different times for the scenarios: For the low permeability case,
the criterion for shear failure is surpassed after only 1600 s of injection, while the injection
phase lasts for 4100 s seconds for the high permeability case. This is related to the permeability
controlling the pressure increase in the fault. The less permeable the fault is, the faster the
pressure increases.
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an unrealistic and artificial scenario: A report on the observed seismicity in the area of the
Horn River Basin in British Columbia, Canada by the BC Oil and Gas Commission covers
the series of 38 seismic events in range of magnitude 2.2 to 3.8 on the Richter scale between
2009 and 2011. It comes to the conclusion that the events “were caused by fluid injection
during hydraulic fracturing in proximity to pre-existing faults” (British Columbia Oil and Gas
Commission, 2012), a description that sounds remarkably similar to what happened in our
test case.
The variation of the fault’s permeability offers another notable finding: Despite the slower
pressure increase and a lower maximum pressure, injecting into a higher permeable fault is
actually worse in terms of the resulting seismicity. This supports the claim of Ellsworth (2013)
(mentioned in the introduction of this chapter) to improve the reporting of hydraulic data, as
for instance a simple threshold value for the maximum pressure would not allow a detection of
the imminent potential of fault reactivation in such a case.

5 Summary
As pointed out in the introduction, the interaction of flow and geomechanics in porous media
is relevant for several applications that inject fluids into the subsurface, for example for the
disposal of waste-water, for hydraulic fracturing and for CO2 injections. In this context, this
work presents volume-based conceptual approaches for the analysis of coupled hydraulic and
geomechanical processes.
The individual physical concepts to describe flow in porous media and rock mechanics are
described in the second chapter and can be linked using the theory of poroelasticity. This
framework takes the contributions of the solid, the fluid and the pore space to the hydraulic
and geomechanical processes into account by defining effective parameters such as the effective
stress, the effective porosity, the effective permeability and the effective pressure. Furthermore,
the Mohr circle and the Mohr–Coulomb failure criterion allow an evaluation of how prone a
system is to failure.
The chapter on modelling flow and geomechanics outlined how the physical concepts can be
incorporated to formulate balance equations for flow and geomechanics. The resulting partial
differential equations were transformed into their discretised form to tackle them numerically.
Different solution strategies can be then employed to solve these discretised balance equations.
The following key questions were identified: Is it advantageous in terms of accuracy and
efficiency to solve the coupled system all at once in a fully-coupled manner? And, if one decides
to do the contrary, namely splitting the coupled system and solving flow and geomechanics
one after another, i.e. sequentially, how is this split to be realised and what is a suitable way
to transfer information between the parts? Does one need to perform several iterations of the
sequential solutions?
In this sense, a fully-coupled approach, a pragmatic sequential approach without iterations
conceptually similar to a scheme realised in the TOUGH-FLAC software and a sophisticated
iterative sequential approach – the fixed stress scheme – are implemented within the open-
source software DuMux. This allows to study the questions posed above and to test the
hypothesis formulated in the introduction of this work that the fully-coupled approach is the
only approach that combines accuracy and efficiency.
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The following chapter further expands the scope of this thesis to the reactivation of faults
and resulting earthquakes. Recently, earthquakes have occurred in unusual locations and have
been linked to fluid injections, thus a better understanding of the interacting hydraulic and
geomechanical processes that could lead to such earthquakes is key to avoid them in the first
place. This work contributes to that by proposing a new volume-based approach to model
the shear failure process in a fault zone. This involves two aspects: The way the fault zone is
discretised and how the failure process is modelled. Regarding the latter, it is undisputed that
during an earthquake, previously stored shear stress is released. There is also evidence that the
reduction in shear stress – the stress drop – is bounded and does not depend on the scale of the
earthquake. Thus, the proposed approach uses the stress drop as a characteristic parameter
to model the reactivation of the fault. With respect to the discretisation, a volume-based
representation is given preference over a representation as a surface. The corresponding
hypothesis formulated in the introduction has been tested by discussing in which respect the
approach is similar or not to other existing concepts. Several numerical test cases also test the
hypothesis for plausibility and allow insights into the mechanisms that lead to shear failure in
the fault zone.
5.1 Conclusions and Outlook
Modelling flow and geomechanics in porous media Solving the flow and then the mechanics
once for each time-step and approximating the porosity change within the flow problem by
the pore compressibility gives an efficient and easily implementable scheme. The results for
the different implementations of this conceptual model in DuMux and TOUGH-FLAC match
each other for the presented numerical test case, which serves as a model verification in the
sense of Oberkampf and Trucano (2002).
This scheme can be expanded by the fixed-stress split, which allows to transform the approach
into an iterative sequential scheme. In addition, one can show that a fixed-stress scheme with
zero iterations is identical to pore compressibility implementation described above. Applying
this zero-iteration fixed-stress scheme and the iterated one to different numerical test cases
also simulated with the fully-coupled approach revealed that several iterations are needed for
the iterated fixed-stress scheme to converge to the fully-coupled solution. Performing only one
coupling-step – alias the zero-iteration fixed-stress scheme – leads to considerable deviations
relative to the fully-coupled solution as transient effects are not captured accurately.
A comparison of the computational effort of the direct linear solver for each scheme showed
that the advantage of the sequential scheme by solving two smaller linear systems of equations
instead of a large one in the fully-coupled case is used up by the fact, that several iterations
need to be performed to achieve the same accuracy. In this sense, the hypothesis stated
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in the introduction, namely that efficient simulations of coupled flow and geomechanics
without sacrificing accuracy require to solve the balance equations in a fully-coupled way, is
corroborated. Which model is truly best suited is hard to answer unambiguously. Nonetheless,
depending on one’s need for accuracy, using the zero-iteration fixed-stress scheme might be
sufficient. Since the gain in accuracy with just one iteration is considerable, running the
fixed-stress scheme with one iteration could be a good compromise.
Future work could focus on improving the existing solution strategies. By replacing the direct
solver with an iterative solver such as the algebraic multigrid (Stüben, 1999), the sequential
scheme’s advantage by solving a smaller system of linear equations would vanish in theory.
Applying the fixed-stress as a pre-conditioner as proposed by White and Borja (2011) could
increase the efficiency of the fully-coupled approach even more.
Both et al. (2018) applied the fixed-stress scheme to a sequential scheme coupling linear
elasticity and flow in unsaturated porous media modelled by the Richards equation. As they
encountered difficulties when using Newton’s method, they propose to use the L-scheme for
the Richards equation, which can be described as a standard Picard iteration with additional
diagonal stabilisation, resulting in an efficient and robust decoupling of the equations for
geomechanics and flow. The same group also developed an optimized tuning parameter, which
depends on all mechanical parameters and replaces the classically used drained bulk modulus
in the fixed-stress scheme Both et al. (2017). These are promising new developments that
could be incorporated into the existing approaches.
Fault reactivation The hypothesis, that the process of fault reactivation can be represented
in a meaningful way by the stress drop as the characteristic parameter is backed up by that fact
that observations indicate a stress drop confined to a small range for earthquakes of various
sizes (Aki, 1972; Thatcher and Hanks, 1973; Kanamori and Anderson, 1975; Abercrombie
and Leary, 1993). Incorporating this into the existing fully-coupled approach for flow and
geomechanics produces consistent and plausible results and allows for a detailed analysis
of the processes leading to fault reactivation. A key finding in that respect is that the
fault’s permeability strongly affects the final rupture length and thus the seismic magnitude:
Expectedly, the pressure increase is less pronounced the higher the fault zone’s permeability
is for the presented numerical test case. But this could lull an operator into a false sense of
security, since for a higher permeability a larger portion of the fault is pressurised and prone
to rupture, leading to a larger earthquake.
The scenario was inspired by a set-up published by Rutqvist et al. (2013). A comparison with
their results could not be realized since they were obtained using a sequential coupling of
TOUGH2 and FLAC3D with zero iterations and thus different from the fully-coupled approach.
Modularising the fault reactivation implementation to make also available for the sequential
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scheme would be desirable. Equally as promising would be a comparison with other recent
approaches by Berge et al. (2017), Ucar et al. (2017) and Gómez Castro et al. (2017), which
share the concept of using a reduction in the excess shear stress to represent failure. For
these models, the shear stress is decreased until equilibrium is reached and not by a constant
value as in our proposed approach. Nonetheless, the implementation in DuMux certainly
allows to adapt the model conceptionally in this regard to enable a comparison and possibly a
verification of the implementations.
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A Derivation of the effective porosity
The components of the porous medium exhibit different responses to stress and pressure changes.
To describe this, the different bulk moduli were introduced. This has also consequences for
the porosity φ. Its change is defined as:
dφ =d
(
Vp
Vb
)
(A.1)
The quotient rule gives:
=
dVpVb − VpdVb
V 2b
(A.2)
=
dVpVb
V 2b
− VpdVb
V 2b
(A.3)
=
dVp
Vb
− φdVb
Vb
(A.4)
with the pore volume Vp and the bulk volume Vb. With Equation 2.47 and 2.40, the change
in bulk volume Vp can be described as a function of volumetric stress σv and pore pressure p
dVb
Vb
= − 1
Kdr
(dσv − α dp) (A.5)
By introducing an effective stress coefficient
β = 1− Kp
Ks
(A.6)
for the pore volume Vp (equivalent to the Biot coefficient α for the bulk volume Vb), the
change in the pore volume Vp can be expressed as
dVp
Vp
= − 1
Kp
(dσv − β dp) (A.7)
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as described in Detouray and Cheng (1993). By using Equation A.5 and A.7 and by exploiting
Vp = φVb, dφ becomes
dφ = − 1
Kp
φdσv +
β
Kp
φdp
+
1
Kdr
φdσv − α
Kdr
φdp (A.8)
or
dφ = − 1
Kp
φdσv +
1− KpKs
Kp
φdp
+
1
Kdr
φdσv −
1− KdrKs
Kdr
φdp
which can be transformed into
dφ = − 1
Kp
φdσv +
(
1
Kp
− 1
KS
)
φdp
+
1
Kdr
φdσv −
(
1
Kdr
− 1
KS
)
φdp
= − 1
Kp
φdσv +
1
Kp
φdp (A.9)
+
1
Kdr
φdσv − 1
Kdr
φdp (A.10)
which simplifies to
dφ =
(
− φ
Kdr
+
φ
Kp
)
(−dσv + dp) . (A.11)
Using Kp =
φ
αKdr (Detouray and Cheng, 1993), one obtains
dφ =
(
− φ
Kdr
+
α
Kdr
)
(−dσv + dp) . (A.12)
Finally, with 1Ks =
1−α
Kdr
, the change in porosity can be expressed as
dφ =
(
1
Kdr
− φ
Kdr
− 1
Kdr
+
α
Kdr
)
(−dσv + dp) . (A.13)
=
(
1
Kdr
(1− φ)− 1
Ks
)
(−dσv + dp) .
This is in agreement with the relationship published in Han and Dusseault (2003), which
was derived from the different compressibilities defined in Zimmerman (1991) instead of the
different bulk moduli. Han and Dusseault (2003) further replace the stress the with volumetric
strain defined by
dǫv =
1
Kdr
(σv − αdp) (A.14)
111
so σv can be expressed as
dσv = Kdrǫv + αdp (A.15)
= Kdrǫv +
(
1− Kdr
KS
)
dp,
(A.16)
so Equation A.13 becomes
dφ =
(
1− Kdr
Ks
− φ
)(
−dǫv + 1
Ks
dp
)
. (A.17)
For the assumption of very rigid grains (Ks Ñ∞), this reduces to
dφ = − (1− φ) dǫv. (A.18)
This allows to calculate an effective porosity φeff from the volumetric strain ǫv and the initial
porosity φ0 (assuming ǫv,0 = 0):
φeff =
φ0 − ǫv
1− ǫv (A.19)
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