Geometrical methods in concurrency theory (and in distributed systems theory) have appeared recently for modelling and analyzing systems' behaviours and also for solving computability and complexity issues. We identify some of the main directions of research and survey some of the major ideas on which all this is based on (some of which are more than thirty years old).
Introduction \Geometry and Concurrency"
is not yet a well-established domain of research, but is rather made of a collection of seemingly related techniques, algorithms and formalizations, coming from di erent application areas, accumulated over a long period of time. There is currently a certain amount of e ort made for unifying these (in particular see the article (Gunawardena, 1994) ), following the workshop \New Connections between Computer Science and Mathematics" held at the Newton Institute in Cambridge, England in November 1995 (and sponsored by HP/BRIMS). More recently, the rst workshop on the very same subject has been held in Aalborg, Denmark (see http://www.math.auc.dk/~raussen/admin/workshop/workshop.html where the articles of this issue, among others, have been rst sketched.
But what is \Geometry and Concurrency" composed of then? It is an area of research made of techniques which use geometrical reasoning for describing and solving problems appearing in concurrent systems. Here geometrical reasoning means mostly using techniques from algebraic topology y , therefore involving an idea of \topological invariance" under some form of homotopy, as will be explained in next section. Graphs and partial orders do include some form of geometric reasoning indeed, but these are now standard techniques in computer science, to which quite a few conferences and journals are devoted, whereas we will be more interested in \higher-dimensional" phenomena here.
These techniques have cropped up in di erent areas of computer science for over thirty y Work partly done when the author was at Ecole Normale Sup erieure, Paris. y More or less abstract, from simple topological notions like connectedness (Spanier, 1966) , simplicial complexes (May, 1967; Gabriel and Zisman, 1967) etc. to abstract homotopy categories (Baues, 1989) .
years now. We have somewhat arti cially subdivided them into three main strands. One is concerned with giving semantics to concurrent machines and languages, for formalizing and analyzing their properties. Another one has been mostly concerned with distributed databases and the scheduling of transactions (with a view to their correctness). Finally, the most recent one is in the eld of fault-tolerant protocols for distributed systems, where the main application is the determination of the computability (and then complexity) of some \functions" on given distributed architectures. After a brief history in Section 2, we review the main contributions to date in all three directions. In Sections 3, 4 and 5, we present the articles of this issue and how they naturally fall into one of these pre-existing strands. Finally in Section 6 we give a few directions for future work, in particular some areas of research for which these techniques seem also to have appeared or might be useful.
A brief history
The rst \algebraic topological" model I am aware of is called progress graph and has appeared in operating systems theory, in particular for describing the problem of \deadly embrace" z in \multiprogramming systems". Progress graphs are introduced in (Co man et al., 1971) , but attributed there to E. W. Dijkstra. In fact they also appeared slightly earlier (for editorial reasons it seems) in (Shoshani and Co man, 1970) . The basic idea is to give a description of what can happen when several processes are modifying shared ressources. Given a shared resource a, we see it as its associated semaphore that rules its behaviour with respect to processes. For instance, if a is an ordinary shared variable, it is customary to use its semaphore to ensure that only one process at a time can write on it (this is mutual exclusion). Then, given n deterministic sequential processes Q 1 ; : : :; Q n , abstracted as a sequence of locks and unlocks on shared objects, Q i = R 1 a 1 i :R 2 a 2 i R ni a ni i (R k being P or V x ), there is a natural way to understand the possible behaviours of their concurrent execution, by associating to each process a coordinate line in IR n . The state of the system corresponds to a point in IR n , whose ith coordinate describes the state (or \local time") of the ith processor.
Consider a system with nitely many processes running altogether. We assume that each process starts at (local time) 0 and nishes at (local time) 1; the P and V actions correspond to sequences of real numbers between 0 and 1, which re ect the order of the P's and V 's. The initial state is (0; : : :; 0) and the nal state is (1; : : :; 1). An example consisting of the two processes T 1 = Pa:Pb:V b:V a and T 2 = Pb:Pa:V a:V b gives rise to the two dimensional progress graph of Figure 1 .
The shaded area represents states which are not allowed in any execution path, since they correspond to mutual exclusion. Such states constitute the forbidden area. An execution path is a path from the initial state (0; : : :; 0) to the nal state (1; : : :; 1) avoiding the forbidden area and increasing in each coordinate -time cannot run backwards. We z as E. W. Dijkstra originally put it in (Dijkstra, 1968) , now more usually called deadlock.
x Using E. W. Dijkstra's notation P and V (Dijkstra, 1968) Similarly, by reversing the direction of time, the states in the square above the forbidden region, marked \unreachable", cannot be reached from the initial state, which is (0; 0) here. Also notice that all terminating paths above the forbidden region are \equivalent" in some sense, given that they are all characterized by the fact that T 2 gets a and b before T 1 (as far as resources are concerned, we call this a schedule). Similarly, all paths below the forbidden region are characterized by the fact that T 1 gets a and b before T 2 does. On this picture, one can already recognize many ingredients that are at the center of the main problem of algebraic topology, namely the classi cation of shapes modulo \elastic deformation". As a matter of fact, the actual coordinates that are chosen for representing the times at which Ps and V s occur are unimportant, and these can be \stretched" in any manner, so the properties (deadlocks, schedules etc.) are invariant under some notion of deformation, or homotopy. This is a particular kind of homotopy though, and this will be at the center of many di culties in later work. We call it (in subsequent work) directed homotopy or dihomotopy in the sense that it should preserve the direction of time. For instance, the two homotopic shapes, all of which have two holes, of Figure 3 and Figure 4 have a di erent number of dihomotopy classes of dipaths. In Figure 3 there are essentially four dipaths up to dihomotopy (i.e. four schedules corresponding to all possibilities of accesses of resources a and b) whereas in Figure 4 , there are essentially three dipaths up to dihomotopy.
There is another method to determine deadlocks in such situations, which was of course known long ago and was entirely graph-theoretic, known as the request graph. Figure 2 depicts the request graph corresponding to the progress graph of Figure 1 . Nodes of this graph are resources of the concurrent system, i.e. here, semaphores. There is an oriented edge from a resource x to a resource y if there is a process which has locked x and needs to lock y at a given time. A su cient condition for such systems to be deadlock- free is that their corresponding request graphs be acyclic { . Unfortunately, this is not a necessary condition in general. For instance a request graph cannot capture the notion of n-semaphores, i.e. resources that can be shared by up to n processes but not n + 1 (for instance, asynchronous bu ers of communication of size n which can be \written" on by at most n processes). This in fact really calls for some higher-dimensional versions of graphs.
Starting from progress graphs, the article (Co man et al., 1971) developed an algorithm in O(n 2 ) (n is the number of tasks) to determine freedom from deadlocks. The notion of unsafe state was also introduced with the hope to determine automatically the right schedulers that would prevent the whole system from running into a deadlock situation. This was limited to binary semaphores only though k . A fully worked out deadlock detection algorithm on progress graphs (including the determination of the unsafe region) is described in (Carson and Reynolds Jr, 1987) which takes care of this limitation. This was unfortunately not an optimal algorithm.
Semantics and Analysis of Concurrency
The semantics community came back to these geometric considerations with the development of \truly-concurrent" semantics, as opposed to \interleaving" semantics. The base of the argument was that interleaving semantics, i.e. the representation of parallelism by non-determinism ignores real asynchronous behaviours that actually exist yy : a j b where a and b are atomic is represented by the same transition system as the non-deterministic choice a then b or b then a (see Figure 5 ).
This fact creates problems in particular in static analysis of (asynchronous) concurrent systems in that interleaving builds a lot of uninteresting states in the modelisation, { Note that this is a very geometric condition indeed. k There is a way to translate general semaphores into binary semaphores, see (Dijkstra, 1968) , but this uses an encoding with integers which cannot be represented in progress graphs. yy For instance a distributed system which does not have a global clock is such a system. hence inducing a high cost in veri cation. This is called the state-space explosion problem. Some techniques exist now to circumvent part of the problem, actually mostly derived from truly-concurrent considerations (originally Petri nets in (Valmari, 1990) and Mazurkiewicz trace theory in (Godefroid and Wolper, 1991) ). Another problem is that re nement, which is a very convenient technique in program analysis, is very di cult to apply in interleaving semantics, see (van Glabbeek and Goltz, 1989) for instance: suppose that action a is in fact non-atomic and is composed of two subactions c then d, then a j b in interleaving semantics is no longer equivalent to a then b or b then a. The path c then b then d is missing there (see Figure 6 , the missing part is represented by the dashed line). This implies that interleaving semantics is bound to describe all atomic actions for the derived analyses to be correct, hence incurring a great complexity. Quite a few models for true-concurrency have appeared (see in particular the account of ) but it is only in 1991 that geometry is proposed to solve the problem, in (Pratt, 1991) . The diagnosis is that interleaving is only the boundary of the real picture. a j b is really the lled-in square whose boundary is the non-deterministic choice a then b or b then a (the hollow square). The natural combinatorial notion, extension of transition systems, is that of a cubical set, which is a collection of points (states), edges (transitions), squares, cubes and hypercubes (higher-dimensional transitions representing the truly-concurrent execution of some number of actions). This is introduced in (Pratt, 1991) as well as possible formalizations using n-categories, and a notion of homotopy zz . This is actually a combinatorial view of some kind of progress graph. Look back to Figure 1 . Consider all interleavings of actions Pa, Pb, V a and V b: they form a subgrid of the progress graph. Take as 2-transitions (i.e. squares in the cubical set we are building) the lled-in squares. Only the forbidden region is really interleaved. Cubical sets generalize progress graphs, in that they allow any amount of non-deterministic choices as well as dynamic creation of processes. These cubical sets are called HigherDimensional Automata (HDA) following (Pratt, 1991) because it really makes sense to consider a hypercube as some form of transition. Actually at about the same time, a bisimulation semantics was given in (van Glabbeek, 1991) . Notice that 2-transitions or squares are nothing but a local commutation relation as in Mazurkiewicz trace theory (), independence relation as in asynchronous transition systems, see (Bednarczyk, 1988) and (Shields, 1985) , as in trace automata (as used in e.g. (Kahn, 1974; Kahn and MacQueen, 1977) ), as in transition systems with independence (Sassone et al., 1994) , or (indirectly) as with the \con uence" relation of concurrent transition systems (Stark, 1989) . There zz Which appeared later, see (Fajstrup et al., 1999) , not to be completely adequate.
are two more ingredients with HDA: the elegance and the power of the tools of geometric formalisations, and the natural generalisation to higher-dimensions (i.e. \higher-order independence relation" or n-ary independence relations).
The later semantic papers on the subject were very much in uenced by (Pratt, 1991) . In 1992, homological methods (see (Mac Lane, 1963 ) for a start) for studying the properties of Higher-Dimensional Automata were advocated in (Goubault and Jensen, 1992) given that they provide computable invariants of homotopy (at least in the usual case). A semantics of CCS was also discussed in a suitable category of HDA (also studied in (Lanzmann, 1993) ) together with a notion of bisimulation xx . This homology theory is not the de nitive one, in particular it cannot distinguish some situations which are quite simple. Some further work was needed and began in (Gaucher, 1997a) and (Gaucher, 1997b) . In \Homotopy invariants of higher-dimensional categories and concurrency in computer science (I) and (II)" in this issue, P. Gaucher extends his work in using strict globular !-categories (generalizing (Pratt, 1991) ) to formalize the execution paths of a parallel automaton. He also de nes three new homology theories which are more adequate than the one proposed in (Goubault, 1995a) . The rst properties of these theories are proven, in particular Hurewicz morphisms, are constructed, relating homotopy and homology. It is to be noted that at the very time this was written up, R. Brown from Bangor University and R. Steiner from Glasgow University made an important contribution very much related to this, in showing that the category of !-categories is equivalent to the category of cubical sets with connections and compositions (see (Brown and Higgins, 1981a) and (Brown and Higgins, 1981b) for an introduction).
More general languages were modeled in (Goubault, 1993) with HDAs. Then a few analyses of programs by abstract interpretation (see (Cousot and Cousot, 1977) for a start) were designed: some earlier steps in (Cridlig and Goubault, 1993) , then the automatic determination of a superset of possible schedules from the geometry of executions (i.e. histories of resource usage) in (Goubault, 1995a) and (Goubault, 1995b) , some applications to model-checking in 1995 in (Cridlig, 1995) (for shared-memory programming languages), and in (Cridlig, 1996) (on CML, i.e. message-passing languages). A prototype Parallel Pascal Analyser has been implemented along these lines by R. Cridlig, see http://www.dmi.ens.fr/~cridlig.
In \On the classi cation of dipaths in geometric models of concurrency" in this issue, M. Raussen focusses on the determination of the dihomotopy classes in cubical complexes, deadlock detection and serializability (see next section) being only special cases. An algorithm is given for the 2-dimensional case and some ideas are given for solving the general case. In \Loops, Ditopology and Deadlocks" in this issue, L. Fajstrup gives a geometric model of a truly-concurrent PV system of n processes with nitely many (nested) loops and proves that it su ces to study a nite number of deloopings of each loop to determine the unsafe region and the deadlocks. Hence the previous algorithm on deadlock detection of (Fajstrup et al., 1998) can be applied to these nitely many deloopings and give the precise unsafe area in concurrent systems with loops.
xx Also there is a way to fully compute the branchings, mergings and deadlocks inductively on this language.
Some proposals have been made to use the scheduling information obtained from the HDA semantics to derive automatic parallelization algorithms.This has been fully treated for CCS in (Takayama, 1995) , (Takayama, 1996) .
Most of the models used since V. Pratt's article were based on some form of cubical set. Some more recent work, in (Fajstrup and Raussen, 1996) and (Fajstrup et al., 1998) in particular, introduced topological models, the local po-space models, generalizing the previous models, for being able to reason in a similar way as in ordinary algebraic topology, i.e. by reasoning directly on \continuous" shapes and not through their combinatorial representations (simplicial sets in general). Of course, as in the standard case, there is, as shown in (Fajstrup et al., 1999) again, a natural relationship between combinatorial and topological representations through a pair of adjoint functors, geometric realization and singular cube functors. The expected applications of this modelization, as well as some of the basic notions about \directed homotopy" and schedules are described in (Fajstrup et al., 1999) . More recently, V. Pratt proposed Chu Spaces (see for instance (Pratt, 1999) ) as a model for concurrency, starting back to the failure identied in (Pratt, 1991) of the natural duality event/schedule, in interleaving semantics. V. Pratt in \Higher-Dimensional Automata Revisited" in this issue, develops this idea and expresses the HDA geometric model in terms of Chu spaces.
Some potentially related semantic models are the n-categorical formulations of (Buckland and Johnson, 1996) and some other recent combinatorial or categorical formulations in (Fiore et al., 1997) , (Sassone and Cattani, 1996) , (Sokolowski, 1998a) , (Sokolowski, 1998b) , (Sokolowski, 1998c) .
Correctness of Distributed Databases
Another strand of research is concerned with distributed databases and in fact, this is very much related to the \multiprogramming" and \semaphore" strand described before. But the kind of properties which have been studied are slightly di erent, and the focus has been put on devising optimal algorithms for the analysis of simple transaction models. As a matter of fact, a distributed database can be seen as a shared-memory machine (containing items) on which processes (called transactions) act by reading and writing, getting permissions to do so by using the appropriate functions on attached semaphores. One of the main purposes of this area is to ensure coherence of the distributed database while ensuring good performance, through a de nition of suitable policies (protocols) for transactions to perform their own actions (with P and V ). This entails that deadlockfreedom of transactions is of importance. Correctness of a distributed database is itself very often expressed by some form of a serializability condition. Look for instance at Figure 4 . This could describe a database with two transactions T 1 = Pb:V b:Pa:V a and T 2 = Pa:V a:Pb:V b trying to modify two items a and b. All paths of execution above the left hole are equivalent to a serial execution of transaction T 2 then transaction T 1 . All paths of execution below the right hole are equivalent to the serial execution of transaction T 1 then T 2 . The third type of dipath is not a serial dipath: it describes several equivalent cases, for instance: T 1 acquires b, T 2 acquires a, then T 1 acquires a and T 2 acquires b. Think of the database to represent airplane tickets (for instance b is the return ticket corresponding to the one-way ticket a), and the two transactions to represent remote booking booths, the action between a P and its corresponding V is writing a name on the ticket. The situation here is that T 1 will have reserved its one-way ticket and T 2 will have reserved its return ticket only. This is not an allowed behaviour. It is not equivalent to a purely serial schedule which are the only ones that are speci ed as correct (only one of T 1 or T 2 gets the whole lot of tickets).
Testing serializability is unfortunately known to be a NP-complete problem (in (Papadimitriou, 1979) ), even when the model is only based on simple binary semaphores.
The progress graph approach to the study of distributed databases was really initiated in (Yannakakis et al., 1979) and then in (Papadimitriou, 1983) . In (Lipski and Papadimitriou, 1981) an algorithm for proving the safety through serializability of distributed databases with only two transactions expressed as progress graphs was described. The underlying algorithmics is relying on proving the connectedness of the closure of the set of forbidden rectangles {{ . Of course the real problem in our previous example was that the forbidden region was disconnected, allowing dipaths to interleave some of the requests of di erent transactions. Another algorithm, for proving freedom from deadlock for two transactions synchronizing with binary semaphores only was also described. It was shown to have O(n logn loglog n) (where n is the number of forbidden rectangles) time complexity. A notion of \directed homotopy" was also de ned. The generalization of safety conditions to higher-dimensions through the method of (Yannakakis et al., 1979) reducing to 2-dimensional problems, was shown to be in O(nd2 d +d 2 log n loglog n) time complexity (d is the dimension, i.e. the number of transactions). Much work has been done in algorithmics of these geometric problems and the algorithm above for safety is improved (actually it is optimal then) in (Soisalon-Soininen and Wood, 1985) achieving O(n logn) time and O(n) space complexity for 2 transactions, then relying on M. Yannakakis result for the extension to any dimension. This is not the best that can be done in higher dimensions: the next step is achieved in (Fajstrup et al., 1998) where a direct method for unsafe regions is described and where it is shown that the closure of the forbidden region in higher-dimension is not a strong enough condition for serializability in general. An application to proving the 2-phase locked protocol is given in (Gunawardena, 1994) , and, using dihomotopy, in (Fajstrup et al., 1999) .
Computability and Complexity of Fault-Tolerant Distributed Protocols
The strand of work here is concerned with the robust or fault-tolerant implementation of distributed programs. More precisely, the interest here is in wait-free or t-resilient (0 t n ? 1 where n is the number of processors involved, wait-free being n ? 1-resilient) implementations on a distributed machine composed of several units communicating through a shared memory via atomic read/write or FIFO queues etc. or through synchronous/asynchronous message passing. This means that the processes executed on the n processors must be as loosely coupled as possible so that even if t processors fail {{ Also cited in chapter \The geometry of rectangles" in (Preparata and Shamos, 1993) . 00 00 11 11 0 1 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 0000 1111 00 00 00 00 00 00 to terminate, the others will carry on their computation and nd a correct partial result (as observed on the non-faulty ones).
Consider as an example a machine with two processors, P 1 and P 2 , communicating by atomic reads and writes on a shared memory. Each of these processes has a local binary variable x 1 (for P 1 ) and x 2 (for P 2 ) respectively. The binary consensus problem is to design an algorithm for having P 1 and P 2 agree on one value, which, moreover, has to be a value that one of them started with. Therefore if x 1 = 0 and x 2 = 1 at the beginning, we want them to be x 1 = 0 and x 2 = 0 or x 1 = 1 and x 2 = 1 at the end. Of course this is complicated by the fact that we ask the solution to be wait-free. If one of the two processes fails (the other process being unable to know whether this process is dead or just very slow) then the non-faulty one must terminate with one of the values P 1 or P 2 started with originally.
It is unfortunately proved in (Fisher et al., 1985) that this is not possible { in fact it was proven for the equivalent case of an asynchronous message-passing system, in the general 1-resilient case. The article used an argument from graph theory (but already quite geometric in nature). It has in fact originated the geometric point of view on this eld of research as we are going to explain kk . The main argument can be understood in broad terms (\similarity chain") as a connectedness result. If we represent the local states of each processor P i (i = 1; 2), at some point of the execution of a program, by a vertex (P i ; x i ) and the global states of the system by an (un-oriented) edge linking the two local states which compose them, then it is easy to see that the semantics of atomic reads and writes imposes that the reachable global states starting from one initial global state have to form a connected graph. There is no way a program on such a machine can \break" connectivity. This implies that the binary consensus cannot be implemented here since we must be able to reach from the global state ((P 1 ; 0); (P 2 ; 1)) two disconnected global states ((P 1 ; 0); (P 2 ; 0)) and ((P 1 ; 1); (P 2 ; 1)) as shown on Figure 7 .
Further work generalizes this simple geometric argument to the needed higher-dimensional cases. In (Biran et al., 1988 ) a characterization of a class of problems solvable in kk We refer the reader to the book (Lynch, 1996) to have a avour of the vast amount of results that have been proven in the eld of fault-tolerant distributed protocols.
asynchronous message-passing systems in the presence of a single failure was given. No generalization to more failures has since been solved using the same kinds of graph techniques. It was then a rather shared belief that one would have to use more powerful techniques in that case. The conjecture (Chaudhuri, 1990 ) that the k-set agreement problem (a kind of weak consensus; all is required is that the non-faulty processes eventually agree on a subset of at most k values taken from the input values) cannot be solved in certain asynchronous systems was nally proven in three di erent papers independently, (Borowsky and Gafni, 1993) , (Saks and Zaharoglou, 1993) and (Herlihy and Shavit, 1993) . The basic idea of (Herlihy and Shavit, 1993) is to generalize such pictures as the one of Figure 7 using simplicial sets instead of graphs (which are special cases of the former). Simplicial sets are made up of vertices, edges but also triangles, simplexes in general glued altogether. A simplex of dimension n represents the global state, at some point of the execution, of n processes. Vertices are still pairs composed of the name of the process, together with its local state. Again, given an initial global state, the semantics of the operations of the distributed machine we want to study is de ned by the reachable global states, at any time. For instance, Figure 8 shows the simplicial set, called protocol complex, after one round of communication on a synchronous message-passing machine, which broadcasts the local states to all processes at each step. If there is a simplicial map from it to some suitable set of global states, respecting the speci cation of the problem, then there exists a corresponding wait-free protocol. This enables us also to compute how many rounds of communication might be necessary to solve a given problem. Notice that the simplexes of the protocol complex are really the schedules, and this should be related to the directed homotopy approach of Section 3. This has been hinted in (Goubault, 1996a) , (Goubault, 1996b) , (Goubault, 1997) for simple cases only.
It was also proved in (Herlihy and Shavit, 1993 ) that in a shared-memory model with single reader/single writer registers providing atomic read and write operations, k-set agreement requires at least bf=kc + 1 rounds where f is the number of processes that can fail.
The renaming task (processes must try to agree on a smaller set of names between each other than the original set of names), rst proposed in (Attiya et al., 1990) was also nally solved in (Herlihy and Shavit, 1993) . There is a wait-free protocol for the renaming task in certain asynchronous systems if the output name space is su ciently large. It was already known that there is a wait-free solution for the renaming task for 2n + 1 or more output names on a system of n + 1 asynchronous processors and none for n + 2 or fewer output names. M. Herlihy and N. Shavit re ned this result and showed that there was no solution for strictly less that 2n + 1 output names.
Not only impossibility results can be given but also constructive means for nding algorithms follow from this work (see for instance (Herlihy and Shavit, 1994) ).
More generally, datatypes do matter for computability results. It is known for quite a long time that consensus for two processes can be solved with shared memory with atomic reads and writes plus a FIFO queue, or plus an atomic test&set operation. If we de ne the consensus number of a data type as the maximal number of asynchronous processors (having atomic read and write) on which it can implement wait-free consensus, then, | atomic read/write registers have consensus number 1, | test&set and fetch&add registers, queues, and stacks have consensus number 2, | n-register assignment has consensus number 2n ? 2, | load-locked, store-conditional and compare-and-swap registers have consensus number 1.
These facts motivated the introduction of the following general problem, dealing with the power of the architecture of distributed machines. We say that a datatype, or object, is an (m; j)-consensus object if it allows any set of m processes to solve j-set agreement tasks. Herlihy and Rajsbaum in (Herlihy and Rajsbaum, 1994 ) (see also (Borowsky and Gafni, 1993) ) proved that is is impossible to implement (n+1; k)-consensus using (m; j)-consensus objects if n=k > m=j.
Further work on this can be found in (Jayanti, 1993) , (Jayanti, 1997) and (Schenk, 1997) . In particular, the problem identi ed in (Jayanti, 1997) is that the hierarchy of data objects as brie y sketched above is not robust, in the sense that it is possible to implement some datatypes with consensus number k using several datatypes with consensus numbers strictly less than k.
This of course is due to some subtle interactions between the use of these data objects and we could hope that the more general study of the schedules with such datatypes could lead to some better classi cations.
In \Algebraic Spans" in this issue, M. Herlihy and S. Rajsbaum introduce a new tool (related to the one described in (Herlihy and Rajsbaum, 1995) for proving impossibility results, based on a core theorem of algebraic topology, the acyclic carrier theorem, which uni es, generalizes and extends earlier results.
Some perspectives
There are numerous perspectives in static analysis of concurrent programs, computability and complexity issues in fault-tolerant distributed systems as well as in concurrent database theory, as I have been trying to explain in the previous sections. The aim here is not to list the possible research that could be carried on in these directions (good references for this are (Fajstrup et al., 1999) and (Herlihy and Rajsbaum, 1999) ), but to look at other possible use of these techniques. For instance, Squier's theorem in rewriting systems theory, which gives a necessary condition for the existence of a presentation of a given monoid by a nite canonical rewriting system in terms of its homology (must be of nite dimension), seems very much related to the techniques presented above. It is de nitely a computability result, as we have in fault-tolerant distributed systems theory, but for something which looks sequential (rewriting). As hinted in (Goubault, 1995a) , this can be understood as a problem of concurrency theory in that the study of the con uence of rewriting systems is related to parallel reduction techniques (as in (L evy, 1978) for instance). The resolutions used in most of the proofs of this theorem, like in (Kobayashi, 1990) , (Groves, 1991) , (Anick, 1986) , (Farkas, 1992) and (Lafont and Prout e, 1990) are very much like a Knuth-Bendix completion procedure, where higherdimensional objects are lling in possible defects of local con uence. This looks like building higher-dimensional transitions implementing the parallel (con uent) reductions (see in particular (Groves, 1991) where the resolution is a cubical complex and in dimension one it is generated by the transition system coming from the reduction relation). Some other proof techniques use something which is very much like some kind of directed homotopy, as in (Squier et al., 1994) for instance. Other interesting relations should be studied concerning \higher-dimensional" word problems, as in (Burroni, 1991) . A hope is that geometry can also give some insight in logics, especially modal logics as in (GoubaultLarrecq and Goubault, 1999) . Finally, there is some intuition from theoretical physics that seems relevant to semantics, in particular concerning time and dynamical systems. Some of the concepts of M. Raussen's and L. Fasjtrup's articles in this issue are based on similar notions as in (Penrose, 1972) : some areas of physics (not classical mechanics though) have to consider time as non-reversible, hence have to construct some kind of directed topology.
