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ABSTRACT 
An n x n real matrix A is an STP (strictly totally positive) matrix if all its minors 
are strictly positive. An n x n real triangular matrix A is a ASTP matrix if all 
its nontrivial minors are strictly positive. It is proved that A is an STP matrix 
iff A = LU where L is a lower triangular matrix, U is an upper triangular matrix, 
and both L and U are ASTP matrices. Several related results are proved. These 
results lead to simple proofs of many of the determinantal properties of STP matrices. 
I. INTRODUCTION 
Let A = (Q) be an n x n real matrix. The minor of A formed from 
rows u1 < u2 < . * . < up and columns PI < fi2 < . * * < 8, will be denoted 
bY 
aI>. . , ql 
A Pl,. . .,Ps . i ) (1.1) 
Following Karlin [6, p. 46 and p. 871 we say: (i) that A is TP (totally 
$ositive) if all the minors of A are nonnegative; (ii) that A is NTP if A 
is nonsingular and TP; (iii) that A is STP (strictly totally positive) if all 
the minors of A are strictly positive; (iv) that A is oscillatory if A is TP 
and Am is STP for some positive integer m. 
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Following Gantmacher and Krein [4, p. 861 we say: (i) that A is ZR 
(zeichenreguliir) if all the signed minors of A, namely 
P 
z (ak+Pk) 
(- l)k=l 
are nonnegative; (ii) that A is NZR (nichtsingul& and zeichenreguliir) 
if A is nonsingular and ZR; (iii) that A is SZR (streng zeichenreguliir) if 
all the signed minors of A are strictly positive. It should be noted that 
the English equivalent of “zeichenregular,” namely “signregular,” is used 
in a slightly different sense by Karlin [6, p. 471. 
If A is a lower triangular (upper triangular) matrix, the minors (1.1) 
for which PI, < ak (p, > ah) for 1 < k < p will be called the nontrivial 
minors of A. The remaining minors of A, the trivial minors, are obviously 
equal to zero. We say that A is ATP, ANTP, ASTP, A-oscillatory, AZR, 
ANZR, or ASZR, if A is a triangular matrix and the appropriate inequalities 
are satisfied by the nontrivial minors of A. 
We will say that A has an LU-factorization (UL-factorization) if 
A = LU (A = UL) where L is a lower triangular matrix and U is an upper 
triangular matrix. 
The main result of the present paper is the following theorem which 
can be proved using the results in Sets. 3, 4, and 5? 
THEOREM 1.1. Let P denote one of the following properties: NTP, 
STP, oscillatory, NZR, SZR. Then A has property P iff A has an LU- 
factorization such that L and U have property AP. Also, A has property P 
iff A has a UL-factorization such that L and U have property AP. 
2. PRELIMINARIES 
To simplify the notation we will use multisubscripts (Marcus and Mint 
[8, p. 91). If 1 < $ < n then Q(prn) will denote the set of strictly increasing 
sequences a = {al,. . . , a,> of $ integers chosen from 1,. . . , n. If a E Q(psn) 
we set l(a) = p, (al = Ckp=l ak, and d(a) = C$:t (ak+i - ak - 1) = 
1 The present paper is based upon a technical report (Cryer [l]) where the interested 
reader will find the details which are here omitted. The referee is thanked for his 
helpful comments which led, in particular, to a much improved proof of Theorem 5.3. 
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% - cc1 - ($ - 1). The elements of Q(prn) are partially ordered as follows : 
if t(, p E Q(p,n) then M < p if cllc < PI, for 1 < k < $. The infinum of the 
lattice Q(psn) is denoted by o(p) = (1, 2,. . ., $). 
Using multisubscripts the minor (1.1) will be written as A(cc; /3). Thus, 
if A is a lower triangular (upper triangular) matrix, the nontrivial minors 
A(cr; p) are those for which a > B (E < 8). In particular, if A has an 
LU-factorization the Binet-Cauchy expansion (Marcus and Mint [S, p. 141) 
takes the form 
A(cr; P) = 2 L(cr; y)U(y; 8). (2.1) 
y~Q(h”) 
Y<%P 
The following important theorems (or variants thereof) are proved 
by Gantmacher and Krein [4; p. 299, p. 115, and p. 3081 and Karlin 
[S; p. 85, p. 93, and p. 881. 
THEOREM 2.1. A is STP iff A(a; /I) > 0 for all u, fi E Q(psn), 1 < @ < n, 
such that d(cc) = d(B) = 0. 
THEOREM 2.2. Let A be TP. Then A is oscillatory iff (i) A is non- 
singular, (ii) ai,i+l > 0 and ai+l,i > 0 for 1 <i<n-l. 
THEOREM 2.3. Let A be a TP matrix. 
arbitrarily closely by STP matrices. 
Then A cart be approximated 
3. ASTP MATRICES 
In the present section we discuss the equivalent of Theorem 2.1 for 
triangular matrices. 
Restating the results of Karlin [6, p. 851 we immediately obtain the 
equivalent of Theorem 2.1: 
THEOREM 3.1. Let A be a lower triangdar (upper triangular) matrix. 
Then A is ASTP iff A(x; u(p)) > 0 (A(dp); CC) > 0) for all a E Q(psn), 
1 < p < n, swh that d(x) = 0. 
Theorem 3.1 cannot be generalized to ATP matrices as is shown by the 
matrix 
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which is nonsingular and for which the minors mentioned in Theorem 3.1 
are nonnegative, but for which 
A(; :)=A(; ;)=-I- 
However, one might try 
the above counterexample. 
jecture. 
to strengthen the hypotheses so as to exclude 
In this way we arrive at the following con- 
CONJECTURE. 3.1. Let A be a nonsingular lower triaqydar (upper 
triangular) matrix. Then A is ATP iff A(a; a(*)) 3 0 (A(o(n); CX) 3 0) for 
all GC E Q(psn), 1 < p < n. 
We have tried hard, without success, to prove this conjecture, and 
incline to the view that the conjecture is false. However, the conjecture 
appears to be true if n < 5, so that the construction of a counterexample 
is nontrivial. 
4. A-O~CILLATORY ivw~xuxs 
The equivalent of Theorem 2.2 for triangular matrices is the following. 
THEOREM 4.1. Let A = (a,,) be a ATP lower triangular (uppeT triangular) 
matrix. Then A is A-oscillatory iff (i) A is nonsingular and (ii) a,+l,i > 0 
(a~,~+,>0)for1fi~rt-l. 
Proof. The proof of Theorem 4.1, which is lengthy, is a straightforward 
modification of the proof of Theorem 2.2 given by Gantmacher and 
Krein [4, p. 1141. n 
5. THE LU-FACTORIZATION OF NoNsIKGUL.~RMATRICES 
First we recall the basic result on LU-factorization (Gantmacher [3, 
p. 351) : 
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LEMMA 5.1. Let A (u(p); (T(P)) # 0 for 1 < p < n. Then A has a unique 
LU-factorization such that L has a unit diagonal. The matrices L = (lij) 
and U = (uii) are defined as follows. 
and 
where, by convention, A (a(O) ; CT(O)) = 1. 
Next we prove a special case of Theorem 1.1. 
THEOREM 5.1. Let A be STP. Then A has an LU-factorization such 
that L and U aye ASTP. 
Proof. Since A is STP, A is nonsingular. Consequently A (CT(“) ; o(p)) > 
0 for 1 < p < n (Karlin [6, p. 891) so that, by Lemma 5.1, A has an LU- 
factorization such that L has a unit diagonal. 
Since L has unit diagonal, L(a(Y); u(p)) = 1 for 1 < p < n. Applying 
the Binet-Cauchy expansion (2.1) we find that if a E Q(psn) then 
A (&” ; cc) = 2 L(o’“‘; y)U(y; a), 
yGx,o(P) 
= L(a(“); a’“‘)U(l+‘; CC), 
from which it follows that U(o(P); CC) > 0. Similar arguments show that 
L(cr; u(P)) > 0. Using Theorem 3.1 we see that L and U are ASTP, and 
the proof of the theorem is complete. n 
Next we obtain the equivalent of Theorem 2.3 for ANTP matrices. 
THEOREM 5.2. Let A be a ANTP matrix. Then A can be a@roximated 
arbitrarily closely by ASTP matrices. 
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Proof. We only consider the case when A is lower triangular. Let 
F, = (exp[- s(i - j)2]), 1 < i, j < n, where s > 0. It is known (Karlin 
[S, p. 881) that F, is STP and that F,y ---f I (the identity matrix) as s + co. 
From Theorem 5.1 it follows that F, = L,U,? where L, and U,7 are ASTP. 
The elements of L, and U, are of the form M,/F,(a(“) ; o(p)) where M,? is a 
minor of F, (see Lemma 5.1). Since F,q(o(n); o(p)) + 1 as s --, co, it follows 
thatL,-+IandU,+Iass+co. 
Set A, = L,A. Then A, is a lower triangular matrix and A, 4 A as 
s + co. Using the Binet-Cauchy expansion it is seen that A, is ASTP. 
Using the same arguments as in Theorem 5.1 but appealing to Theorem 
9.1 of Karlin [6, p. 851, instead of to Theorem 3.1, we obtain: 
THEOREM 5.3. Let A be an NTP matrix. Then A has a LU-factorization 
such that L and U aye ANTP matrices. 
The necessary machinery has now been assembled and the proof of 
Theorem 1.1 is now quite straightforward. 
We conclude this section with two remarks on LU-factorization. 
First, it seems to the author that the representation of an NTP matrix 
as an LU product makes most of the “determinantal” properties of an 
NTP matrix quite obvious. For example, an important property of 
NTP matrices is the inequality 
A(+‘; &) < A(@‘; @))A(&‘); c&‘)) 
where c((p) = o(n) - a(“). Using the LU-factorization of A we obtain the 
following trivial proof: 
A (&t) ; ,+)) = L(g’“’ ; g(n)) U(g’“’ ; a(n)), 
= L(&); (+qqa’P’; &d)U(&d; &))U(&); &d), 
= A(@, ,+)A(&); &d) 
The following result due to Karlin [6, p. 891 can be proved in the same way. 
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THEOREM 5.4. Let A be a NTP matrix. Then all the principal minors 
of A are strictly positive. 
Second, it seems to the author that the LU-factorization will lead to 
more efficient algorithms for determining whether or not a matrix A with 
given numerical coefficients is an STP matrix. Using Theorem 2.1 requires 
that ~~=I i2 = n(n + 1)(2n + 1)/S minors be evaluated and checked for 
sign. On the other hand, the LU-factorization of A requires only n3/3 
multiplications and additions (Fox [2, p. 1751) and using Theorem 3.1 
to check whether L and U are ASTP requires that only 2 cz, i = 
n(n + 1) minors be evaluated and checked for sign. 
6. SINGULAR TP MATRICES 
THEOREM 6.1. Let A be TP. Then A has an LU-factorization. 
Proof. The theorem is trivially true if n = 1. It therefore suffices 
to show that there exist matrices L, and U, such that, 
A = L1 U,, (6.1) 
where A, is a TP (N - 1) x (n - 1) matrix. 
Set 
A= 
where Y = (a12,. . . , al,) and c = (azl,. . , a,JT and A is the (n - 1) x 
(PZ - 1) submatrix of A obtained by deleting the first column and first 
row of A. Two cases must be considered depending on whether aI1 is equal 
to zero or greater than zero. 
First let all = 0. Since 
1 i 
A ( ) 1 i = - ailalj 3 0, for 2 < i, j < gz, 
it follows that either c = 0 or I = 0. If c = 0 set L1 = I, and 
0 Y 
u1 = 0 I,__1 ; (  
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if Y = 0 set U1 = I, and 
0 0 
L, = 
i ) c I,_, ; 
and in either case set A, = A”. Then A, is TP and Eq. (6.1) holds. 
Next consider the case when a,r # 0. We apply one step of the usual 
LU-factorization process. That is, we set 
and A, = A - u/a,,. To see that A, is a TP matrix, we note (Gantmacher 
13, p. 261) that Al = B/all where B is the (n - 1) x (FZ - 1) matrix 
with elements 
From Sylvester’s identity (Gantmacher and Krein 14, p. 15]), or from 
first principles, it follows that B, and hence A,, is TP. The proof is thus 
complete. n 
We conclude this section with some remarks and conjectures concerning 
singular TP matrices. 
First we draw the reader’s attention to the work of Koteljanskii [7] 
which may be of use in the study of such matrices. Next we note that 
Conjecture 3.1 is not true if A is allowed to be singular, as is shown by 
the matrix 
0 0 0 0 
0 0 0 0 
i 1 0010. 1 0 0 0 
Thirdly, corresponding to Theorems 5.2 and 5.3 we have: 
CONJECTURE 6.1. Let A be a ATP matrix. Then A can be approximated 
arbitrarily closely by ASTP matrices. 
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CONJECTURE 6.2. Let A be a TP matrix. Then A has an LU-Jactoriza- 
tion sadz that L and U aye ATP matrices. 
Regarding Conjecture 6.2 it should be pointed that the matrices 
L and U constructed in Theorem 6.1 are not necessarily ATP matrices. 
For example, if 
then Theorem 6.1 leads to the factorization 
for which L is not TP. This does not disprove Conjecture 6.2, however, 
since for singular matrices the LU-factorization is not unique. Indeed, 
the above matrix A possesses several other LU-factorizations including 
and 
for both of which L and U are ATP matrices. 
Finally, we observe that Markham [9, lo] has obtained necessary and 
sufficient conditions for the LU-factorization of a matrix A into the 
product of nonnegative triangular matrices. 
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