Fractional calculus has become widely studied and applied to physical problems in recent years [2, 3] . As a result, many methods for the numerical computation of fractional derivatives and integrals have been defined. However, these algorithms are often programmed in an ad hoc manner, requiring researchers to implement and debug their own code.
Introduction
Fractional calculus is a generalization of the differential and integral calculus. This field of study has seen a recent rise in popularity do to its applications for the solution of fractional ordinary differential equations and fractional diffusive equations [6] . Several definitions of fractional derivatives and integrals exist, including the Grünwald-Letnikov, the 'improved' Grünwald-Letnikov [1] , the Riemann-Liouville, and the Caputo. For the purposes of this work, the fractional derivative and integral will be combined into one term using the nomenclature of Oldham and Spanier [1] , and will henceforth be referred to as 'differintegrals'. This term unites the concepts of differentiation and integration in very much the same way as the fractional calculus itself.
Many algorithms have been proposed for the numerical evaluation of the various definitions of the differintegral [6, 1, 5, 9, 10] . In this paper, the differint package is presented. All code for this package is written in the Python programming language [11] . Python was chosen as the language of implementation due to its ease of use, wealth of available support, and the NumPy package, which makes use of BLAS level 3 algorithms for numerical linear algebra [3] . The differint package contains three algorithms for the respective numerical computation of the Grünwald-Letnikov (GL) backward finite difference method, the improved GL centered difference method, and the Riemann-Liouville (RL) quadrature method. Section 2 introduces each algorithm and its computational complexity. In section 3, the core and auxiliary functions of the differint package are described, with some examples of the differint package in action. Finally, section 4 concludes with a discussion of the package and suggestions for its application.
Fractional Differentiation and Integration

The GL Algorithm
Our first finite difference algorithm for calculating the GL differintegral was presented in [1] and refers directly to the following definition. Definition 2.1. Let f (x) be an analytic function, bounded on the domain [0, x], and divide the domain into N + 1 equally spaced grid points with step size h. The Grünwald-Letnikov differintegral of order α ∈ R on the domain [0, x] is defined as:
where the coefficients b k are given as a(a+1)···(a+k−1)
Note that we have used the Pochhammer symbol (a) 0 = 1, (a) k = (a) · (a + 1) · · · (a + k − 1)
in Definition 2.1 (see [8] ). Definition 2.1 need not be restricted to real values of α, and is valid for orders of differintegration α ∈ C. However, we restrict our attention at present to real orders. Furthermore, in general practice, α is most often restricted to the interval (−1, 2), as in [5, 6, 7] . The numerical algorithm simply ignores the limit as h → 0, giving us the first GL algorithm.
As it stands, this algorithm is useful for differintegrating a function at the right endpoint of the function domain, x. However, the algorithm is adapted in order to differintegrate an entire array of function values. There are two attractive options for differintegrating arrays of function values: matrix methods and discrete convolutions.
Matrix Method:
The matrix method simply considers the task of differintegrating an array of function values by computing the differintegral at each function value, and saving each result as an element in a new array. To facilitate this, the array of function values may be expressed as a column vector and multiplied by a lower triangular differintegration matrix.
Let
. . , f (kh), . . . , f (Nh)] T be a vector of N + 1 function values defined on a grid with step size h. The GL method may be applied to this vector by the following matrix multiplication.
This method takes advantage of the efficient algorithms for matrix multiplication contained in the NumPy package [3] . The computational complexity is the same as for multiplying an (N +1)×(N +1) lower triangular matrix by a vector of length N + 1, and is O(N 2 ). For computational complexity, we follow the convention of including only floating point multiplications.
Discrete Fourier Transform Method:
In the problem of numerical differintegration, we define the discrete convolution filter with the entries as the b k coefficients from Definition 2.1. Thus, the differintegration filter for the GL algorithm is given by
where N + 1 is the number of function values. If f is an array of function values, then the GL differintegration algorithm can be represented by the convolution
taken at each function value f j , with 0 ≤ j ≤ N. The convolution operation is identical in speed to the matrix multiplication method, O(N 2 ). Note that to perform the convolution, the coefficient filter is padded with zeros to ensure it is the same length as the function array. For large enough N, it is possible to speed up the convolution operation by first computing the discrete Fast Fourier Transforms (DFTs) of the padded convolution filter and the function values, and then multiplying them together element-wise using the Fourier Transform property of the convolu-
. To obtain the result, the inverse DFT is then computed (see [4] ). Let F [·] represent the DFT of the function f and F −1 [·] represent its inverse DFT. Thus, the GL algorithm can be represented as
The method of differintegrating with the DFT convolution has complexity of order O(N log N), which represents a significant computational speed-up for large N. If N is not a multiple of 2, both the convolution filter and the function array can be padded with zeros to fully take advantage of this improvement in speed.
The GLI Algorithm
To improve the convergence properties of the GL definition, the following definition was proposed in [1] . Definition 2.2. Let f (x) and its domain be defined as in Definition 2.1. The improved Grünwald-Letnikov (GLI) differintegral of order α ∈ R is defined as:
The GLI algorithm begins from the same point as the GL algorithm, ignoring the limit as h → 0. However, the GLI algorithm uses 3-point Lagrange interpolation to approximate the function values f x + αh 2 − kh . To simplify the notation, let f be an array of N + 1 function values on the interval [0, x], and let f j be the function value defined at the j th grid point, 0 ≤ j ≤ N. We will make use of the approximation from [1] , given by
We thus obtain the GLI algorithm as follows.
[
Note that this algorithm requires N + 2 function values for the differintegral to be computed at the N th data point. This is not a problem if we have an explicit expression for the function, as the additional data point can simply be calculated. However, if the data comes from real measurements, there are two options. First, the point can be extrapolated after fitting an approximating function, such as a Lagrange polynomial, to the data. Second, if the step size h is very small, the algorithm can be stopped at the N − 1 th data point, and the resulting numerical result can be used to estimate the value of the differintegral at the right endpoint.
By some factoring of the expression in (9), we can see that there are three separate objects being used to compute the differintegral at the point x j . First, we define an array of 3 coefficients
which represents the coefficients for the previous, current, and next function values, respectively (f j−1 , f j , f j+1 ).
In practice, it is convenient to compute the GLI algorithm using the following steps.
• Compute the array of previous, current, and next coefficients A as above.
• Obtain the function array F = [f 0 , f 1 , . . . , f j ].
• Obtain the coefficient array
• Perform the convolution F * B.
• Multiply element-wise D = A · (F * B).
• Sum the elements of D and multiply the result by h −α .
Using the above steps, the GLI algorithm has complexity of order O(N 2 ).
The RL Algorithm
The RL algorithm, stated in [6] , uses a quadrature rule to approximate the value of the RL differintegral, defined as follows. 
where Γ(·) is the gamma function.
The numerical algorithm for the RL definition, as defined by Diethelm in [9] , uses piecewise linear interpolation to define the quadrature rule for the RL differintegral at the point f (x j ) as follows.
where the coefficients A k,j are given in [6] as 
(13) To code this algorithm, the A k,j coefficients are placed into an N × N lower triangular matrix shown in (14).
The matrix-vector product is then computed with the matrix R and the array of N + 1 function values, F . This operation has computational complexity O(N 2 ). Thus, the RL algorithm can be condensed to the following matrix-vector product.
The differint Package
This package is used for numerically computing the algorithms described in section 2. Through the API, the user can compute the various differintegrals at a point or over an array of function values. At present, there
Auxiliary function Usage Gamma
Computes the Gamma function to 15 decimal points. isInteger
Determines if an input number is an integer. checkValues
Used for algorithm input type-checking. GLIinterpolat
Class to define the interpolating coefficients in (10) . functionCheck
Determines if algorithm function input is callable or an array, defines function array, and sets step size. poch
Computes the Pochhammer symbol.
GLcoeffs
Defines the convolution filter for the GL algorithm.
RLcoeffs
Computes the RL coefficients A k,j from (13).
RLmatrix
Defines the matrix R as in (14). is little in the way of readily available, easy-to-use code for numerical fractional calculus. What is currently available are functions that are generally either smart parts of a much larger package, or only offer one numerical algorithm. The differint package offers a variety of algorithms for computing differintegrals and several auxiliary functions relating to generalized binomial coefficients.
The full list of core functions is included in Table 1 , and the list of auxiliary functions is included in Table 2 .
Examples
To test the accuracy of the algorithms in the differint package, three elementary functions were differentiated with order α = 1/2/. To simplify the hand calculations, all example functions were differentiated on the interval [0, 1], with 120 grid points. The results of the computations are presented in Table 3 .
The exact values of the 1/2-order derivative for each of the candidate functions are listed as follows: 
where erf(·) is the error function (see [8, p.14] ).
Discussion and Conclusion
For all of the elementary functions tested in section 3.1, the RL algorithm was consistently more accurate than both the GL and the GLI algorithms in terms of absolute error. The GLI algorithm suffered a loss in accuracy for the polynomial function and the exponential function. This loss in accuracy is due to the relatively large changes in function value over a small interval. Since the GLI algorithm is using the differintegral at the N − 1 th function value to estimate the true value, this method is prone to exaggerated error for functions with large first derivatives. In the case of the square root function, the GLI algorithm performed as well as the RL algorithm and far better than the GL algorithm.
In this work, the differint package was introduced. This package allows for the convenient computation of fractional derivatives and integrals in the Python programming language. Full source code and documentation for the differint package can be found at https://github.com/differint/differint.
The code base for this project can be used for many applications, such as fractional edge detection, as in [5, 7] , and for computing the coefficients for series solutions to fractional differential equations as in [6, 9] . Future iterations of this package will include the high-order Caputo approximation presented by Li, Cao, and Li [10] .
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