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DIRECTIONAL SEARCH-AND-CAPTURE MODEL OF
CYTONEME-BASED MORPHOGENESIS∗
PAUL C. BRESSLOFF†
Abstract. In this paper we develop a directional search-and-capture model of cytoneme-based
morphogenesis. We consider a single cytoneme nucleating from a source cell and searching for a set
of N target cells Ωk ⊂ R
d, k = 1, . . . , N , with d ≥ 2. We assume that each time the cytoneme
nucleates, it grows in a random direction so that the probability of being oriented towards the k-th
target is pk with
∑N
k=1 pk < 1. Hence, there is a non-zero probability of failure to find a target
unless there is some mechanism for returning to the nucleation site and subsequently nucleating in
a new direction. We model the latter as a one-dimensional search process with stochastic resetting,
finite returns times and refractory periods. We use a renewal method to calculate the splitting
probabilities and conditional mean first passage times (MFPTs) for the cytoneme to be captured
by a given target cell. We then determine the steady-state accumulation of morphogen over the set
of target cells following multiple rounds of search-and-capture events and morphogen degradation.
This then yields the corresponding morphogen gradient across the set of target cells, whose steepness
depends on the resetting rate. We illustrate the theory by considering a single layer of target cells,
and discuss the extension to multiple cytonemes.
AMS subject classifications. 92C15, 92C37, 60K20
1. Introduction. Cytonemes are thin, actin-rich filaments that can dynamically
extend up to several hundred microns to form direct cell-to-cell contacts. There is
increasing experimental evidence that these direct contacts allow the active transport
of morphogen to embryonic cells during development [23, 13, 16, 25, 28]. The precise
biochemical and physical mechanisms underlying how cytonemes find their targets,
form stable contacts and deliver their cargo to target cells are currently unknown.
However, it has been hypothesized that cytonemes find their targets via a random
search process based on alternating periods of retraction and growth [16]. Indeed,
imaging studies in Drosophila [1] and chick [24] show that cytonemes actively expand
and contract. In the particular case of Wnt signaling in zebrafish [25], the morphogen
Wnt is clustered at the membrane tip of a cytoneme, which nucleates from a source
cell and dynamically grows until making contact with a target cell and delivering its
cargo. However, a cytoneme can also switch to a shrinkage phase and rapidly retract
(reset), which is analogous to a microtubule catastrophe [19, 6].
It has been hypothesized that contact-mediated transport of morphogen by cy-
tonemes provides an alternative to diffusion as a mechanism for setting up morphogen
concentration gradients in embryonic tissue [16, 28]. These gradients then instruct
a spatial pattern of distinct cell differentiation pathways according to the local mor-
phogen level. The latter could depend on a number of factors. For example, in the
case of Hedgehog (Hh) protein gradients in the Drosophila wing disc, these could
include the lengths and number of contact points between pairs of cytonemes from
different cells. On the other hand, Wnt signaling gradients in the zebrafish neural
plate could depend on cytoneme lengths and the frequency of contacts by cytonemes.
Another complicating factor is the expansion of the neural plate during development,
which means that cells are continuously moving out of the cytonemal area of influence
[25].
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In contrast to diffusion-based morphogenesis, there have been a relatively small
number of mathematical modeling studies of cytoneme-based morphogenesis [27, 2,
14, 3, 15]. These have focused on 1D models in which cytonemes grow and shrink in
a fixed direction along a 1D array of target cells. Transport occurs via two distinct
mechanisms. The first involves active motor-driven transport of morphogen packets
(vesicles) along static cytonemes with fixed contacts between a source cell and a
target cell [27, 2, 14, 15]. The second, which is the one considered further here, is
based on nucleating cytonemes from a source cell dynamically growing and shrinking
until making contact with one of the partially absorbing target cells [3]. Morphogen
is assumed to be localized at the tip of a growing cytoneme, which is delivered as
a “morphogen burst” when the cytoneme makes temporary contact with the target
cell before subsequently retracting. The delivery of a single burst can be analyzed in
terms of a first passage time (FPT) problem with a sticky boundary at the source
cell. The latter takes into account the exponentially distributed waiting time required
for nucleation of a new growing filament, following any return to the source cell.
After delivery of a morphogen burst, the cytoneme retracts and a new search-and-
capture process is initiated. This then leads to a sequence of search-and-capture
events, whereby morphogen accumulates in the target cells. Assuming that the build
up of resources within each target is counterbalanced by degradation, there will exist
a steady-state morphogen distribution in the long-time limit, which takes the form of
a morphogen gradient. One way to calculate the statistics of resource accumulation
is to formulate multiple search-and-capture events as a G/M/∞ queue [3].
Recently, we have shown how the search-and-capture model of cytoneme-based
morphogenesis can be mapped onto a search process with stochastic resetting [4, 5].
The latter type of process provides a general theoretical framework for understanding
a wide range of naturally occurring search processes. The basic idea is that the
position of a particle performing a stochastic search for some target is reset to a
fixed location at a random sequence of times, which is typically (but not necessarily)
generated by a Poisson process. In many cases there exists an optimal resetting rate
for minimizing the mean first passage time (MFPT) to reach a target. This was
originally established for Brownian motion in an unbounded domain [7, 8, 9], but
has subsequently been observed in a wide range of stochastic processes (For a recent
review see Ref. [11].) Most models of stochastic resetting assume that resetting is
instantaneous and that the search process is restarted immediately. However, in the
particular application to cytoneme-based search-and-capture, retraction (resetting)
of the cytoneme occurs at a finite speed, and once the cytoneme has returned to the
source cell, there is a nucleation time before a new search process begins. In other
words, one has to consider stochastic resetting with finite return times and refractory
periods [10, 21, 22, 5]. The advantage of formulating cytoneme dynamics in terms of
a process with stochastic resetting is that one can apply various probabilistic methods
such as renewal theory and conditional expectations.
There are a few cases where an effective 1D model is relevant. For example, in the
Drosophila wing disc Hh is transported by cytonemes that are distributed along the
basal side of the wing disc columnar epithelium [16]. In particular, Hh is moved from
source cells in the posterior compartment to target cells in the anterior compartment,
resulting in a morphogen gradient along the anterior-posterior axis. However, a more
common geometric configuration is the transverse projection of cytonemes from source
cells into a 2D or 3D region of target cells [28]. This requires allowing cytonemes to
search in different directions.
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Therefore, in this paper we significantly extend our previous work by considering
a directional search-and-capture model of cytoneme-based morphogenesis, which is
introduced in §2. We consider a single cytoneme nucleating from a source cell and
searching for a set of N target cells Ωk ⊂ Rd, k = 1, . . . , N , with d ≥ 2. We assume
that each time the cytoneme nucleates, it grows in a random direction so that the
probability of being oriented towards the k-th target is pk with
∑N
k=1 pk < 1. Hence,
there is a non-zero probability of failure to find a target unless there is some mechanism
for returning to the nucleation site and subsequently nucleating in a new direction.
We model the latter as a one-dimensional search process with stochastic resetting,
finite returns times and refractory periods. In §3 we use a renewal method [21, 22, 5]
to calculate the mean first passage time (MFPT) for the cytoneme to be captured
by a single target cell, and determine its dependence on cytoneme length and the
resetting rate. Allowing for the possibility of failure in the absence of resetting leads
to the existence of an optimal resetting rate at which the MFPT is minimized. In §4
we consider the full multi-target problem. Again using renewal theory, we calculate
the splitting probabilities and conditional MFPTs for capture by a target cell. In
§5 we consider the steady-state distribution of morphogen over the set of target cells
following multiple rounds of search-and-capture events combined with morphogen
degradation. Finally, in §6 we illustrate the theory by considering the example of
a single layer of target cells. We also indicate how to extend the model to include
multiple nucleation sites on the source cell or on a local cluster of source cells, provided
that each nucleation site is independent and described by the same statistics.
2. Directional search-and-capture model. Consider a source cell with a
single nucleation site from which a cytoneme grows towards one of N target cells,
i = 1, . . . , N , that are distributed in some bounded domain Ω ⊂ Rd, see Fig. 2.1. We
will assume that the cytoneme nucleates in a random direction such that the proba-
bility of being oriented towards the i-th target cell at position xi ∈ Ω ⊂ Rd is given by
a fixed value pi. (The source cell is taken to be at the origin.) The specific value of pi
will depend on the angle subtended by the i-th target cell with respect to the source
cell, which itself will depend on the cell size and its distance from the source cell.
Given that there is a non-zero probability of the cytoneme searching in a “wrong”
source cell
cytoneme
target cell
xi
Ω
pi
Fig. 2.1. Schematic diagram of a single cytoneme nucleating from a source cell and penetrating
a domain Ω ⊂ Rd consisting of N target cells labeled i = 1, . . . , N . The center of the i-th target cell
is at xi ∈ Ω. Each time a new cytoneme nucleates, it grows in a random direction such that the
probability of being oriented towards the i-th target cell is pi with ptot =
∑N
i=1 pi < 1. The dashed
line represents an orientation in which the cytoneme fails to find a target cell.
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Fig. 2.2. Search-and-capture model of cytoneme-based morphogen transport. A single cytoneme
nucleates from a source cell and grows at a speed v+. Each time it nucleates, the cytoneme is
oriented towards the k-th target cell with probability pk (pathway (i)) or oriented away from the cell
with probability 1 − pk (pathway (ii)). During a growth phase the cytoneme may randomly switch
to a retraction phase (resetting) and return to the origin at speed v−. After a refractory period
(nucleation waiting time), a new cytoneme starts to grow and the process repeats. The distance of
the target cell from the source cell is Lk = |xk|.
direction, that is, in a direction without a target, we take ptot =
∑N
i=1 pi < 1. Once a
cytoneme has nucleated in a particular direction, it grows according to a dynamical
process with stochastic resetting. Taking one end of the cytoneme to be fixed at x = 0
(the nucleation site), the other end is represented by a stochastic variable X(t), which
can also be identified as the length of the cytoneme. Suppose that the cytoneme can
exist in one of two discrete states: a right-moving (anterograde) state with speed v+
or a left-moving (retrograde) state with speed v−. The cytoneme undergoes the state
transition v+ → v− at a resetting rate r, after which it returns to the origin. At the
origin the particle enters a refractory state for an exponentially distributed waiting
time with rate η, prior to re-entering the anterograde state at a new, randomly se-
lected orientation. The different stages of the search process for the k-th target cell
is shown in Fig. 2.2.
Let us begin by considering a single target cell (N = 1) at a distance L from
the source cell. Suppose that each time the cytoneme nucleates it grows towards the
target cell with probability p < 1 and grows in the wrong direction with probability
1 − p. (This is a simplified representation of the effects of other targets or failure to
find a target, see §4.) In both cases, the cytoneme may switch to a shrinking phase
at a resetting rate r and return to the origin (nucleation site) at a speed v−. It is
convenient to partition the set of cytoneme states Σ according to Σ = N ∪ A ∪ A,
where N is the nucleation state, A are the growing/shrinking states oriented in the
direction of the target, and A are the corresponding states when the cytoneme is
oriented in another direction. We denote the state of the cytoneme at time t by K(t).
During each growth/shrinkage phase, let pn(x, t) be the probability density that at
time t the cytoneme tip is at a distance X(t) = x from the nucleation site and in
either the anterograde state (n = +) or the retrograde state (n = −). Similarly, let
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Fig. 2.3. Schematic illustration of different cytoneme states when p < 1.
P0(t) denote the probability that the particle is in the refractory state at time t. If
K(t) ∈ A then X(t) ∈ (0, L) evolves according to the Chapman-Kolmogorov (CK)
equation
∂p+
∂t
= −v+
∂p+
∂x
− rp+ x ∈ (0, L), (2.1a)
∂p−
∂t
= v−
∂p−
∂x
+ rp+, (2.1b)
dP0
dt
= v−p−(0, t)− ηP0(t), (2.1c)
together with the boundary conditions
v+p+(0, t) = ηP0(t), p−(L, t) = 0. (2.1d)
If the cytoneme hits x = 0 (x = L) first then it enters the state N (is captured by the
target cell). On the other hand, if K(t) ∈ A then one simply waits a time σ before
the cytoneme returns to the state N . The waiting time σ is a random variable with
mean E[σ] = σ¯. We will assume that the cytoneme keeps growing until it resets so
that
σ¯ =
1
r
(
1 +
v+
v−
)
. (2.2)
(For simplicity, we ignore the possibility that the cytoneme hits another obstacle (not
a target) and then retracts.) Finally, if K(t) = N then the cytoneme transitions to
a growing state, which either belongs to A with probability p or belongs to A with
probability 1−p. The time τ spent in state N is exponentially distributed with mean
time η−1. A schematic diagram of the different states is shown in Fig. 2.3.
Note that the nucleation boundary condition at x = 0 is mathematically identical
to the so-called sticky boundary condition used in models of bidirectional transport
and microtubular catastrophes [12, 20, 3]. The absorbing boundary condition at x = L
means that once the cytoneme reaches its target, it delivers its packet of morphogen
and the search process ends. We also impose the initial conditions
P0(0) = 0, pn(x, 0) = δn,+δ(x).
That is, the cytoneme starts in the growth phase at x = 0. Summing equations (2.1a)
and (2.1b) and then integrating with respect to x over the interval [0, L] shows that
d
dt
∫ L
0
p(x, t)dx = − [v+p+(x, t)− v−p−(x, t)]|
L
0 ,
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where p = p+ + p−. Given the boundary conditions (2.1d), it follows that
d
dt
∫ L
0
p(x, t)dx +
dP0
dt
= −v+p+(L, t) ≡ −J(t),
where J(t) is the probability flux into the target.
3. Mean first passage time for a single target. Introducing the survival
probability
Q(t) =
∫ L
0
p(x, t)dx + P0(t), (3.1)
we see that the first passage time density f(t) is
f(t) = −
dQ(t)
dt
= J(t).
Hence, the mean first passage time T for the cytoneme to be captured by the target
when K(t) = A, assuming that it starts at x = 0 is given by
T = −
∫ ∞
0
t
dQ(t)
dt
dt =
∫ ∞
0
Q(t)dt. (3.2)
We now calculate the MFPT to find the target in the two cases p = 1 and p < 1.
3.1. Case p = 1. As we have recently highlighted elsewhere [5], when p = 1
(zero probability of failure) the above model can be mapped onto a stochastic resetting
process for a particle with a refractory (nucleation) period [10] and a finite return time
[21, 22]. This is illustrated in Fig. 3.1, which shows a sample particle trajectory prior
to capture by the target at x = L. We can thus use renewal theory to determine the
mean first passage time T in terms of the Laplace transform of the survival probability
without reset, which we denote by Q0(t). For the given system, the latter is defined
according to Q0(t) =
∫ L
0
p+(x, t)dx, with
∂p+
∂t
= −v+
∂p+
∂x
x ∈ (0, L). (3.3)
This has the solution p+(x, t) = δ(x − v+t), which means that Q0(t) = H(L/v+ − t)
where H is the Heaviside function. Moreover, the Laplace transform is
Q˜0(s) =
∫ ∞
0
e−stH(L/v+ − t)dt =
∫ L/v+
0
e−stdt =
1
s
(
1− e−sL/v+
)
. (3.4)
Here we use the particular formulation introduced in Ref. [5]. This exploits the
fact that resetting eliminates any memory of previous search stages. Consider the
following set of first passage times;
T = inf{t > 0;X(t) = L},
S = inf{t > 0;X(t) = 0}, (3.5)
R = inf{t > 0;X(t+ S + τ) = L}.
Here T is the FPT for finding the target irrespective of the number of resettings, S is
the FPT for the first resetting and return to the origin, τ is the first refractory period,
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Fig. 3.1. Mapping of cytoneme search-and capture to a first passage time problem for a particle
under stochastic resetting. Resetting events are Poissonian with a rate r. The nucleation intervals
are generated by an exponential waiting time density ψ(τ) = ηe−ητ with rate η. There is an
absorbing boundary at x = L. Also shown is the decomposition of the first passage time according
to the sum T = S + τ +R.
and R is the FPT for finding the target given that at least one resetting has occurred.
Next we introduce the sets Ω = {T <∞} and Γ = {S < T <∞} ⊂ Ω. That is, Ω is
the set of all events for which the particle is eventually absorbed by the target (which
has measure one), and Γ is the subset of events in Ω for which the particle resets at
least once. It immediately follows that Ω\Γ = {T < S = ∞}. In other words, Ω\Γ
is the set of all events for which the particle is captured by the target without any
resetting. We now use a probabilistic argument to calculate the MFPT T = E[T ] in
the presence of resetting (r > 0).
Consider the decomposition
E[T ] = E[T 1Ω\Γ] + E[T 1Γ]. (3.6)
The first expectation on the right-hand side can be evaluated by noting that it is the
MFPT for capture by the target without any resetting, and the probability density
for such an event is −e−rt∂tQ0(t). Hence,
E[T 1Ω\Γ] = −
∫ ∞
0
te−rt
dQ0(t)
dt
dt =
(
1 + r
d
dr
)
Q˜0(r), (3.7)
where Q˜0(r) is the Laplace transform of Q0(t) with s = r. The second expectation
can be further decomposed as
E[T 1Γ] = E[(S + τ +R)1Γ] = E[S1Γ] + τP[Γ] + E[R1Γ]
= E[S1Γ] + (τ + T )P[Γ]. (3.8)
Here E[τ ] = τ = η−1 is the mean refractory period, and we have used the result
E[R1Γ] = TP [Γ]. The latter follows from the fact that return to the origin restarts
the stochastic process without any memory.
In order to calculate E[S1Γ], it is necessary to incorporate the time to return to
the origin following the first return event. The first resetting occurs with probability
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re−rtQ0(t)dt in the interval [t, t + dt]. At time t the particle is at position v+t and
thus takes an additional time v+t/v− to return to x = 0. We thus find
E[S1Γ] =
∫ ∞
0
re−rtt
(
1 +
v+
v−
)
Q0(t)dt = −r
(
1 +
v+
v−
)
d
dr
Q˜0(r). (3.9)
Moreover, from the definitions of the first passage times and the effect of resetting,
P[Γ] = P[S <∞]P[R <∞], (3.10)
with P[R <∞] = 1 and
P[S <∞] =
∫ ∞
0
re−rtQ0(t)dt = rQ˜0(r). (3.11)
Combining equations (3.7)–(3.11) yields the implicit equation
T =
(
1 + r
d
dr
)
Q˜0(r) + rτQ˜0(r) − r
(
1 +
v+
v−
)
d
dr
Q˜0(r) + rQ˜0(r)T. (3.12)
Rearranging this equation yields the result
T =
Q˜0(r) + rτ Q˜0(r) − r
v+
v− Q˜
′
0(r),
1− rQ˜0(r)
. (3.13)
Note that this is a general formula for a dynamical process with stochastic resetting,
finite return times and refractory periods [21, 22, 5]. For our particular model, we
substitute equation (3.4) into equation (3.13) to give
T = T (L) :=
1
r
[
(erL/v+ − 1)(1 + rτ + v+/v−)−
rL
v−
]
. (3.14)
In the limit r → 0, T (L) → L/v+, which is simply the deterministic time for the
cytoneme tip to travel the distance L.
3.2. Case p < 1. In order to include the effects of failure in the absence of
resetting, it is necessary to generalize the FPTs defined by equations (3.5). Let I(t)
denote the number of resettings in the interval [0, t]. Assuming that the cytoneme
starts out in the growing state, we set
T = inf{t ≥ 0;X(t) = L, I(t) ≥ 0},
TA = inf{t ≥ 0;X(t) = L, I(t) ≥ 0|K(0) ∈ A},
SA = inf{t ≥ 0;X(t) = 0, I(t) = 1|K(0) ∈ A}, (3.15)
RA = inf{t ≥ 0;X(t+ τ + σ) = L, I(t+ τ + σ) ≥ 1|K(0) ∈ A},
RA = inf{t ≥ 0;X(t+ τ + SA) = L, I(t+ τ + SA) ≥ 1|K(0) ∈ A}.
These are the natural extensions of the FPTs defined in equation (3.5), which keep
track of whether or not the nucleating cytoneme is oriented towards the given target.
Next we define the sets
Ω = {T <∞}, ΩA = {T <∞} ∩ {K(0) = A} ⊂ Ω,
Γ = {SA < TA <∞} ⊂ ΩA, Γ = {T <∞} ∩ {K(0) = A} ⊂ Ω (3.16)
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where Ω is the set of all events for which the cytoneme is eventually absorbed by the
target (P[Ω] = 1), ΩA is the subset of events conditioned on starting in the state A,
and Γ (Γ) is the subset of events in ΩA (Ω) conditioned on starting in the state A
(A). It follows that Ω = ΩA ∪ Γ, and
ΩA\Γ = {T < SA =∞},
where ΩA\Γ is the set of all events for which the cytoneme is captured by the target
without any resettings.
For p < 1 we have
Tp := E[T ] = pE[TA1ΩA ] + (1− p)E[(RA + τ + σ)1Γ]
= pE[TA1ΩA ] + (1− p)(τ¯ + σ¯ + E[RA1Γ])
= (1 − p)(σ¯ + τ¯ ) + pE[TA1ΩA ] + (1− p)E[T ], (3.17)
where σ¯ = r−1(1 + v+/v−), and we have again used the fact that return to the origin
restarts the stochastic process without any memory so E[RA] = E[T ]. Rearranging,
Tp =
(1− p)[τ¯ + σ¯]
p
+ E[TA1ΩA ]. (3.18)
The analysis of E[TA1ΩA ] proceeds along similar lines to the case p = 1 by performing
the decomposition
E[TA1ΩA ] = E[TA1ΩA\Γ] + E[TA1Γ] = E[TA1ΩA\Γ] + E[(SA + τ +R)1Γ]
= E[TA1ΩA\Γ] + E[SA1Γ] + (τ¯ + Tp)P[Γ], (3.19)
with P [Γ] = rQ˜0(r), see equations (3.10) and (3.11). The term E[TA1ΩA\Γ] is the
MFPT for capture by the target without any resetting, given that the cytoneme is
oriented in the correct direction, and is thus given by equation (3.7):
E[TA1ΩA\Γ] =
(
1 + r
d
dr
)
Q˜0(r). (3.20)
Similarly, E[SA1Γ] is given by equation (3.9):
E[SA1Γ] = −r
(
1 +
v+
v−
)
d
dr
Q˜0(r). (3.21)
Finally, combining equations (3.18)–(3.21) yields the implicit equation
Tp =
(1− p)[τ¯ + σ¯]
p
+
(
1 + r
d
dr
)
Q˜0(r) + rQ˜0(r)(τ + Tp))− r
(
1 +
v+
v−
)
d
dr
Q˜0(r).
(3.22)
Rearranging this equation yields the result
Tp =
1
1− rQ˜0(r)
{
(1 − p)[τ¯ + σ¯]
p
+ Q˜0(r) + rτQ˜0(r) − r
v+
v−
Q˜′0(r)
}
. (3.23)
The first term in {·} has a simple interpretation, as can be seen by noting that
(1− p)[τ¯ + σ¯]
p
=
(1 − p)[τ¯ + σ¯]
1− (1− p)
= [τ¯ + σ¯]
∞∑
m=1
(1− p)m.
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Fig. 3.2. Plots of MFPT Tp(L) as a function of the resetting rate r. (a) Various cytoneme
lengths L and p = 0.5. (b) Various probabilities p and L = 5. Dimensionless units with v+ = 1, τ¯ =
1, v− = 5. Optimal resetting rates are indicated by the filled circles.
That is, each time there is an excursion in the wrong direction, which occurs with
probability (1 − p), an additional mean time penalty of τ¯ + σ¯ is incurred. Finally,
substituting for Q˜0(r) using equation (3.4) and setting σ¯ = r
−1(1+v+/v−), we obtain
the result
Tp = Tp(L) :=
(1− p)[τ¯ + r−1(1 + v+/v−)]
p
erL/v+ + T (L), (3.24)
with T (L) given by equation (3.13).
It is clear from equation (3.24) that Tp(L) → ∞ as r → 0, since σ¯ → ∞, which
is a consequence of the possible failure of the search process in the absence of reset-
ting. This suggests that there exists an optimal resetting rate at which the MFPT is
minimized, which is indeed found to be the case. In Fig. 3.2 we show plots of Tp as
a function of the resetting rate for various distances L and probabilities p. It can be
seen that the optimal resetting rate ropt at which each curve has a minimum is an
increasing function of L and a decreasing function of p, with ropt → 0 as p→ 1.
4. Splitting probabilities and conditional MFPTs for multiple targets.
We now extend the analysis of §3 in order to calculate the splitting probability pij
and conditional MFPT Tj to be captured by the j-th target cell, j = 1, . . . , N , with-
out previously being captured by any other target. The set of cytoneme states is
partitioned as Σ = N ∪ A ∪Nj=1 Aj , where N is the nucleation state, Aj are the
growing/shrinking states oriented in the direction of the j-th target for j = 1, . . . , N ,
and A is any state oriented away from all of the targets. Let K(t) denote the state
of the cytoneme at time t. If K(t) ∈ Aj then X(t) ∈ (0, Lj) evolves according to
equations (2.1) with L = Lj. If the cytoneme hits x = 0 first then it enters the state
N , otherwise it is captured by the j-th target cell. If K(t) = N then the cytoneme
transitions to a new growing state in one of the states Ak with probability pk or the
state A with probability p¯ = 1−
∑N
i=1 pi, after a waiting time τ . Again let I(t) denote
the number of resettings in the interval [0, t]. Assuming that the cytoneme starts out
in the growing state, we introduce a set of FPTs, which are the multi-target analogs
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of equation (3.15):
Tj = inf{t ≥ 0;X(t) = Lj , I(t) ≥ 0},
T̂j = inf{t ≥ 0;X(t) = Lj , I(t) ≥ 0|K(0) = Aj},
Sj = inf{t ≥ 0;X(t) = 0, I(t) = 1|K(0) ∈ Aj}, (4.1)
Rji = inf{t ≥ 0;X(t+ τ + Si) = Lj, I(t+ τ + Si) ≥ 1|K(0) ∈ Ai},
Rj = inf{t ≥ 0;X(t+ τ + σ) = Lj , I(t+ τ + σ) ≥ 1|K(0) ∈ A},
Here Tj is the FPT for finding the j-th target irrespective of the number of resettings,
T̂j is the corresponding FPT conditioned on starting in the state Aj , Sj is the FPT
for the first resetting and return to the origin starting from the state Aj , Rji is the
FPT for finding the j-th target after at least one resetting conditioned on starting
from the state Ai, and Rj is the analogous FPT starting from the failure state A.
Next we define the sets
Ωj = {Tj <∞}, Ωji = {Tj <∞} ∩ {K(0) = Ai} ⊂ Ωj ,
Γj = {Sj < Tj <∞} ⊂ Ωjj , Γj = {Tj <∞} ∩ {K(0) = A} ⊂ Ωj (4.2)
where Ωj is the set of all events for which the cytoneme is eventually absorbed by the
j-th target cell without being absorbed by any other target, Ωji (Γj) is the subset
of events in Ωj conditioned on starting in the state Ai (A), and Γj is the subset of
events in Ωjj that reset at least once. It follows that Ωj = ∪
N
i=1Ωji ∪ Γj , and
Ωjj\Γj = {Tj < Sj =∞},
where Ωjj\Γj is the set of all events for which the cytoneme is captured by the j-th
target without any resettings. During each search phase directed towards the j-th
target, we denote the survival probability without resetting by Qj(t), whose Laplace
transform is
Q˜j(s) =
1
r
(
1− e−sLj/v+
)
. (4.3)
The splitting probability pij can be decomposed as
pij := P[Ωj] = pjP[Ωjj ] +
∑
i6=j
piP[Ωji] + pP[Γj ], (4.4)
We have the further decomposition
P[Ωjj ] = P[Ωjj\Γj] + P[Γj] (4.5)
Let us consider the latter decomposition first. The probability that the cytoneme is
captured by the j-th target in the interval [t, t+ dt] without any resettings is
P[Ωjj\Γj ] = −
∫ ∞
0
e−rt
dQj(t)
dt
dt =
(
1− rQ˜j(r)
)
. (4.6a)
Next, from the definitions of the first passage times, we have
P[Γj ] = P[Sj <∞]P[Rjj <∞] = P[Sj <∞]pij . (4.6b)
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We have used the renewal property of resetting to set P[Rjj < ∞] = pij . The prob-
ability P[Sj < ∞] is determined by noting that during a growth phase in the j-th
direction, we require that the cytoneme returns to the origin before reaching the tar-
get at Lj. The probability of first switching to the return phase in the time interval
[t, t + dt] is equal to the product of the reset probability re−rtdt and the survival
probability Qj(t). Hence,
P[Sj <∞] =
∫ ∞
0
re−rtQj(t)dt = rQ˜j(r). (4.6c)
Finally, turning to the decomposition (4.4), we have
P[Ωji] = P[Si <∞]P[Rji <∞] = rQ˜i(r)pij , (4.6d)
and
P[Γj] = P[Rj <∞] = pij (4.6e)
Combining equations (4.6a)–(4.6e) yields the implicit equation
pij = pj
(
1− rQ˜j(r)
)
+ rpij
N∑
l=1
plQ˜l(r) + ppij ,
which on rearranging gives
pij =
pj
(
1− rQ˜j(r)
)
1− r
∑N
l=1 plQ˜l(r)− p¯
=
pj
(
1− rQ˜j(r)
)
∑N
l=1 pl
(
1− rQ˜l(r)
) . (4.7)
Summing both sides of equation (4.7) with respect to j implies that
N∑
j=1
pij = 1. (4.8)
That is, in the presence of resetting, the probability of eventually finding a target is
unity.
Similarly, we decompose the MFPT E[Tj1Ωj ] := pijTj as
E[Tj1Ωj ] = pjE[T̂j1Ωjj\Γj ] + pjE[T̂j1Γj ] +
∑
i6=j
piE[Tj1Ωji ] + pE[Tj1Γj ]. (4.9)
The first expectation can be evaluated by noting that it is the MFPT for capture by
the j-th target without any resetting. From equation (3.7), we thus have
E[T̂j1Ωjj\Γj ] =
[
1 + r
d
dr
]
Q˜j(r). (4.10a)
The second expectation is further decomposed as
E[T̂j1Γj ] = E[(Sj + τ +Rjj)1Γj ] = E[Sj1Γj ] + τ¯P[Γj] + E[Rjj1Γj ]. (4.10b)
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In order to calculate E[Sj1Γj ], we need to calculate the mean time that the cytoneme
returns to the origin before reaching the target at Lj . Following along analogous lines
to equation (3.9), we have
E[Sj1Γj ] = P[Rjj <∞]
∫ ∞
0
re−rtt
(
1 +
v+
v−
)
Qj(t)dt
= −rpij
(
1 +
v+
v−
)
d
dr
Q˜j(r). (4.10c)
Hence,
E[T̂j1Γj ] = −rpij
(
1 +
v+
v−
)
d
dr
Q˜j(r) + rQ˜j(r)pij(τ¯ + Tj). (4.10d)
In addition,
E[Tj1Ωji ] = E[(Si + τ +Rji)1Ωji ] = E[Si1Ωji ] + τ¯P[Ωji] + E[Rjj1Ωji ] (4.10e)
= −rpii
(
1 +
v+
v−
)
d
dr
Q˜i(r) + rQ˜i(r)pij(τ¯ + Ti).
Finally,
E[Tj1Γj ] = E[(σ + τ +Rj)1Γj ] = (σ¯ + τ¯ )P[Γj ] + E[Rj1Γj ] (4.10f)
= pij(σ¯ + τ¯ + Tj).
Combining equations (4.10a)–(4.10f) yields the implicit equation
pijTj = pj
[
1 + r
d
dr
]
Q˜j(r) − rpij
(
1 +
v+
v−
)[ N∑
l=1
pl
d
dr
Q˜l(r)
]
+r (τ¯ + Tj)pij
[
N∑
l=1
plQ˜l(r)
]
+ p¯pij(σ¯ + τ¯ + Tj), (4.11)
which can be arranged to give the general result
pijTj =
{
pj
[
1 + r
d
dr
]
Q˜j(r) + rpij
N∑
l=1
pl
[
τ¯ Q˜l(r) −
(
1 +
v+
v−
)
d
dr
Q˜l(r)
]
+ p¯pij(σ¯ + τ¯ )
}
×
{
1
1− r
∑N
l=1 plQ˜l(r) − p¯
}
. (4.12)
Substituting for Q˜j(r) using equation (4.3), equations (4.7) and (4.12) become
pij =
pje
−rLj/v+∑N
l=1 ple
−rLl/v+
, (4.13)
and
pijTj =
{
1∑N
l=1 ple
−rLl/v+
}{
pjLj
v+
e−rLj/v+ + p¯pij(σ¯ + τ¯ ) (4.14)
+pij
N∑
l=1
pl
[(
τ¯ +
1
r
(
1 +
v+
v−
))(
1− e−rLl/v+
)
−
Ll
v+
(
1 +
v+
v−
)
e−rLl/v+
]}
.
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As in the single target case, Tj → ∞ in the limit r → 0 due to the presence of the
term σ¯. Finally, summing both sides of equation (4.14) with respect to j yields the
unconditional MFPT
T =
N∑
j=1
pijTj =
{
1∑N
l=1 ple
−rLl/v+
}{ N∑
j=1
pjLj
v+
e−rLj/v+ + τ¯
(
1−
N∑
l=1
ple
−rLl/v+
)
+
1
r
(
1 +
v+
v−
)[
p¯+
N∑
l=1
ple
−rLl/v+
(
erLl/v+ −
[
1 +
rLl
v+
])]}
. (4.15)
5. Multiple search-and-capture events. We now consider the statistics of
morphogen accumulation in the target cells in response to multiple rounds of search-
and-capture events. We assume that the build up of resources within each target is
counterbalanced by degradation, so that there is a steady-state amount of morphogen
in the long-time limit. The various stages are illustrated in Fig. 5.1, where morphogen
localized at the tip of a growing cytoneme is delivered as a “morphogen burst” when-
ever the cytoneme makes temporary contact with a target cell before subsequently
retracting. We will assume that the total time for the particle to unload its cargo,
return to the nucleation site and start a new search process is given by the random
variable τ̂ , which for simplicity is taken to be independent of the location of the tar-
gets. (This is reasonable if the sum of the mean loading and unloading times is much
larger than a typical return time.) Let n ≥ 1 label the n-th capture event and denote
the target that receives the n-th packet by jn. If Tn is the time of the n-th capture
event, then the inter-arrival times are
∆n := Tn − Tn−1 = τ̂n + Tjn , n ≥ 1, (5.1)
with E[Tj ] = pijTj . Here pij is the splitting probability of being captured by the j-th
target and Tj is the corresponding conditional MFPT, see equations (4.7) and (4.12),
respectively. Finally, given an inter-arrival time ∆, we denote the identity of the
target that captures the particle by K(∆). We can then write for each target j,
Fj(t) = P[∆ < t,K(∆) = j] = P[∆ < t, |K(∆) = j]P[K(∆) = j] (5.2)
= pij
∫ t
0
Fj(∆)d∆,
where Fj(∆) is the conditional inter-arrival time density for the j-th target. Let ρ(τ̂ )
denote the waiting time density of the delays τ̂n. Then
Fj(∆) =
∫ ∆
0
dt
∫ ∆
0
dτ̂δ(∆− t− τ̂)fj(t)ρ(τ̂ ) =
∫ ∆
0
fj(t)ρ(∆− t)dt,
where fj(t) is the conditional first passage time density for a single search-and-capture
event that delivers a packet to the j-th target. In particular,
Tj =
∫ ∞
0
tfj(t)dt. (5.3)
Laplace transforming the convolution equation then yields
F˜j(s) = f˜j(s)ρ˜(s). (5.4)
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Fig. 5.1. Multiple search-and-capture events. Alternating periods of growth, shrinkage, nu-
cleation and target capture generates a sequence of morphogen bursts in a given target cell that
is analogous to the arrival of customers in a queuing model. This results in the accumulation of
morphogen within the cell, which is the analog of a queue. Degradation corresponds to exiting of
customers after being serviced by an infinite number of servers.
As we have previously shown elsewhere [3, 5], the steady-state distribution of
resources accumulated by the targets can be determined by reformulating the model
as a G/M/∞ queuing process [26, 17]. Here we simply state the results for the steady-
state mean and variance. Let Mk be the steady-state number of resource packets in
the k-th target. The mean is then
Mk =
pik
γ
∑N
j=1 pij(Tj + τcap)
=
pik
γ(T + τcap)
, (5.5)
where τcap =
∫∞
0
ρ(τ)dτ is the mean loading/unloading time and T =
∑N
j=1 pijTj is
the unconditional MFPT (4.15). Equation (5.5) is consistent with the observation
that T +τcap is the mean time for one successful delivery of a packet to any one of the
targets and initiation of a new round of search-and-capture. Hence, its inverse is the
mean rate of capture events and pik is the fraction that are delivered to the k-th target
(over many trials). (Note that equation (5.5) is known as Little’s law in the queuing
theory literature [18] and applies more generally.) The dependence of the mean Mk
on the target label k specifies the steady-state allocation of resources across the set
of targets. Similarly, the variance of the number of resource packets is [3, 5]
Var[Mk] =Mk
[
pikF˜k(γ)
1−
∑N
j=1 pijF˜j(γ)
+ 1−Mk
]
. (5.6)
It can be seen that although the mean Mk only depends on the quantities pik and
Tk calculated in §4, higher-order moments involve the Laplace transform of the full
first passage time density fj(t), see equation (5.4), which is non-trivial to calculate.
Here we will focus on the mean distribution of resources, which can be interpreted as
the averaged morphogen gradient. We hope to develop the analysis of higher-order
moments elsewhere.
6. Example: single-layer of target cells. Consider a single layer of target
cells as shown in Fig. 6.1(a). We assume that there is a single source cell that
extends a cytoneme in a random direction θ ∈ [0, pi/2] in the plane as illustrated in
the diagram. (For the sake of illustration, we take the maximum orientation to be pi/2;
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Fig. 6.1. (a) Single 1D layer of target cells and a single source cell that extends a cytoneme at
a random orientation θ ∈ [0, pi/2]. (b) Single 2D layer of target cells.
however, this is not a necessary condition.) If the layer subtends an angle Θ < pi/2
with respect to the source cell, then the cytoneme will extend in the wrong direction
whenever θ > Θ. We also take the target cells to be sufficiently close together so
that there are no “gaps” between them. A simple trigonemetric calculation can be
used to estimate the probability that the cytoneme extends towards the k-th target.
Suppose that the k-th target cell subtends an angle ∆φk and that the distribution of
cytoneme directions is uniform on [0, pi/2]. It follows that pk ≈ 2∆φk/pi. Moreover,
∆φk+1 ≈ φ(xk+∆x)−φ(xk), where tanφ(x) = x/L0, L0 is the perpendicular distance
of the source cell from the target layer, and xk = k∆x. That is,
∆φk+1 ≈ sec
−2(φk)
∆x
L0
=
(
1 +
x2k
L20
)−1
∆x
L0
.
Hence
pk+1 ≈
2∆xL0
piL2k
, L2k = L
2
0 + x
2
k, k = 0, . . . , N − 1. (6.1)
In the following we will fix the length scale by taking the total size of the target
array to be Ltarget = 1 and set ∆x = Ltarget/N . Similarly, the time scale is fixed
by setting v+ = 1. Experimental studies of cytoneme-mediated transport of Wnt
2 4 8 10 14 16 20
ta
rg
e
t p
ro
ba
bi
lit
y 
p k
target k
6 12 18
le
n
gt
h 
L k
2 4 8 10 14 16 20
target k
6 12 18
(a) (b)
L0 = 0.2
L0 = 0.3
L0 = 0.4
L0 = 0.5
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
Fig. 6.2. Plots of (a) probability pk and (b) distance Lk as a function of k for N = 20 and
various lengths L0.
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Fig. 6.3. Plots of splitting probability pik as a function of k for N = 20: (a) various L0 and
r = 1; (b) various L0 and r = 10; (c) various resetting rates r and L0 = 1.
morphogen in zebrafish [25] and Shh in chicken [24] indicate that the growth rate of
a cytoneme is of the order v+ ∼ 0.1 µm/s. Cytoneme lengths vary from 10− 100 µm
so if we take Ltarget = 1 to correspond to a length of 25 µm (around 20 cells), then
the fundamental time-scale is 250 s (around 4 minutes). We will mainly focus on
the dependence of the morphogen distribution on L0, N, r by taking v− ≫ v+ (fast
return speed). Finally, a new cytoneme can be formed approximately twice every
minute. Therefore, we take τref = τcap = 0.1 and assume that degradation occurs on
a time-scale of hours by setting γ−1 = 100.
In Fig. 6.2 we plot the target probability pk and target-source separation Lk as a
function of k for various choices of L0 and N = 20. As expected, reducing the perpen-
dicular distance of the source cell from a target array of fixed length leads to a greater
variation of pk and Lk with k. In addition, the total probability ptot =
∑N
k=1 pk
increases as L0 decreases. In Fig. 6.3 we show plots of the splitting probability pik as
a function of k, which is obtained by substituting equation (6.1) into (4.13). It can
be seen that reducing L0 for fixed resetting rate sharpens the spatial (k-dependent)
variation of pik along the target array, as does increasing r for fixed L0. Note in par-
ticular that fast resetting significantly amplifies the spatial variation of pik compared
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Fig. 6.4. Steady-state mean number of resources Mtot delivered to all of the targets as a function
of the resetting rate r for L0 = 0.25, 0.5. Other parameters are τref = τcap = 0.1, γ = 0.01, v+ = 1
and v− = 100v+
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to pk, see Figs. 6.3(a) and 6.2(a).
It follows from equation (5.5) that pik determines the corresponding steady-state
mean distribution of resources Mk up to the normalization factor
M tot :=
N∑
k=1
Mk =
1
γ(T + τcap)
, (6.2)
where T is the unconditional MFPT. The latter is determined by substituting equation
(6.1) into (4.15). Hence, while pik specifies the relative distribution of resources to the
target cells, that is the shape and steepness of the morphogen gradient, T fixes the
total amount delivered to all the target cells. As in the case of a single target, see Fig.
3.2, T has a minimum at an optimal resetting rate rtot, which implies that Mtot has a
maximum at the same value of r. This is illustrated in Fig. 6.4. Our analysis suggests
that although varying the rate of resetting controls the steepness of the gradient, r
should lie in an interval around ropt in order to ensure sufficient resources are delivered
to the targets. Finally, note that a similar construction can be applied to a 2D layer
of target cells as illustrated in Fig. 6.4(b). To a first approximation, the probability
pk and distance Lk of the k-th target cell will depend on the in-plane radial distance
of the target cell from the point O where the perpendicular projection from the source
cell intersects the layer.
7. Discussion. In this paper we generalized our previous search-and-capture
model of cytoneme-based morphogenesis [3, 5] in order to take into account the di-
rection of cytoneme growth. Assuming that each time the cytoneme nucleates from a
source cell it grows in a random direction means that a single source cell can explore a
two- or three-dimensional domain containing a distribution of target cells. However,
it also implies that the cytoneme can grow in a direction that misses any target cell
(search failure). This would lead to unrealistically large search times in the absence
of a resetting mechanism that allows the cytoneme to retract and nucleate in a dif-
ferent direction. Using renewal theory we showed that the distribution of morphogen
(morphogen gradient) generated by a single source cell is determined by the split-
ting probabilities pik for the cytoneme capture to be captured by the k-th target cell,
k = 1, . . . , N and the unconditional MFPT for target capture. The splitting prob-
ability pik depends on the probability pk that the cytoneme is oriented towards the
given cell, which itself depends on the distance Lk of the target cell from the source
cell and its size.
One obvious extension of the current theory is to consider a population of source
cells or a single source cell with multiple nucleation sites, see Fig. 7.1, or a combination
of the two. Multiple source cells clearly complicates the analysis because one now has
to take into account the different positions of the source cells relative to the population
of target cells. In other words, the probabilities pk for each source cell would differ.
For simplicity, suppose that the source cells are clustered in a sufficiently localized
spatial region so that the pk are taken to be source-independent, and assume that
the nucleation of each cytoneme occurs independently. In that case, one can directly
carry over the analysis of this paper. In particular, suppose that there is a total of
Nc independently nucleating cytonemes with the same mean nucleation time. Let
Mµk (t) be the number of morphogens present in the k-th target cell at time t that
were delivered by the µ-th cytoneme and set MΣk (t) =
∑M
µ=1M
µ
k (t). Since the M
µ
k (t)
are independent identically distributed random variables, we have the steady-state
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Fig. 7.1. Parallel search-and-capture events due to (a) multiple nucleation sites and (b) multiple
source cells.
mean and variance
〈MΣk 〉 = Nc〈Mk〉, Var[M
Σ
k ] = NcVar[Mk].
Thus multiple independent cytonemes scale up the morphogen concentration gradient
by a factor of Nc, and reduce fluctuations according to Nc.
There are a number of other possible details that could be included in future
work. First, we treated each cytoneme as a rigid filament, whereas it is likely that
they are semi-flexible, which means that the orientation of the morphogen tip could
change as the cytoneme grows. Second, in certain developmental systems, one finds
that both target and source cells extend cytonemes that make contact at intermediate
locations between the cells. Third, in systems such as the neural plate of zebrafish [25],
morphogenesis occurs in a growing tissue domain. The directional search-and-capture
model presented in this paper provides a mathematical framework for investigating the
role of these various factors as well as tissue geometry on the formation of cytoneme-
based morphogen gradients.
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