In 1969, Veech introduced two subsets K 1 (θ), K 0 (θ) of R/Z which are dened in terms of the continued fraction representation of θ ∈ R/Z. These subsets are known to give information about the dynamics of certain skew products of the unit circle. We show that the Hausdor dimension of the sets K i (θ) can achieve any value between 0 and 1, inclusive.
for k ∈ N, with n 0 := 1 and n 1 = a 1 . Let (b k ) k∈N be a sequence of even integers satisfying |b j | ≤ a j+1 for each j ∈ N. Given any integer m,
denes a point of {x : 0 ≤ x < 1}. We call such a representation · θ a θ−expansion.
From now on, we omit the mod 1 notation. Veech [7] denes the sets
where · denotes the distance to the nearest integer. Clearly, K 1 (θ) ⊂ K 0 (θ). In Section 2 we nd an upper bound formula for the Hausdor dimension of K 0 (θ).
In Section 4.1 we apply a result from [5] to obtain a lower bound formula for the Hausdor dimension of K 1 (θ). Using these formulas, in Section 5 we show that for any δ ∈ [0, 1] we can construct a number θ such that the Hausdor dimension of K i (θ) equals δ, where i = 0, 1.
Veech's Examples and a Billiard Interpretation of these Examples
In [7] , Veech constructs examples of minimal and not uniquely ergodic dynamical systems as follows (see [6] ). Take two copies of the unit circle and mark o segment a J of length 2πα in the counterclockwise direction on each one with endpoint at 0. A standard unfolding of this billiard table is shown in Figure 2 . We can view the new gure as having two (identied) barriers of length 2α. Moreover, the sets K 1 (θ) and K 0 (θ) are known to give information (see [3] ) about the dynamics of Veech's examples described above.
UPPER BOUND ON HAUSDORFF DIMENSION
For A ⊂ R n , we denote by HdimA the Hausdor dimension of A (see [4] 
In particular, the self-similar covering will give an upper bound for HdimK i 0 (θ), and we show that this upper bound is also an upper bound for HdimK 0 (θ).
The following denition is motivated by the fact that (i) Veech showed in [7] that if θ has bounded partial quotients (i.e., sup j∈N a j < ∞) then HdimK 0 (θ) = 0, and (ii) Lothar Narins conjectured that HdimK 1 (θ) = 1 when a j → ∞.
Denition. Let M ∈ N. An irrational θ with unbounded partial quotients is divergent relative to [1, M ] if the sequence of partial quotients formed by the terms that are greater than M diverges to ∞.
Reduction
We reduce computing an upper bound of HdimK 0 (θ) directly by introducing new sets K i 0 (θ) for nonnegative integers i. We will show that this suces for nding an upper bound of HdimK 0 (θ).
Denition. Suppose θ is divergent relative to [1, M ] .
The sets K i 0 (θ) are nonempty for all suciently large i since, by denition of
Further, the next three lemmas along with the fact that we can nd an upper bound for HdimK i 0 (θ) that does not depend on i will furnish an upper bound for HdimK 0 (θ).
Lemma 1.
Proof. For any set F ⊂ R n and s ≥ 0, denote by H s (F ) the s-dimensional Hausdor measure of F (see [5] ). HdimK 
Lemma 3. There exists an
, then
Proof. Take i 0 large enough such that
Specication of Self-Similar Cover
Given |b i | ≤ a i+1 and an even b satisfying |b| ≤ a k+1 , dene by
the interval of length
We also note that since n k+2 > 2n k we have
.
, which is a geometric series that simplies to 2 n k+1
. Similarly,
Without loss of generality, suppose m = 0. Then
Denition. (Section 3 of [2] ) Let X be a metric space and J a countable set. Given σ ⊂ J × J and α ∈ J we let σ (α) denote the set of all α ∈ J such that (α, α ) ∈ σ.
We say a sequence (α j ) j∈N of elements in J is σ-admissible if α j+1 ∈ σ (α j ) for all j ∈ N; and we let J σ denote the set of all σ-admissible sequences in J. By a selfsimilar covering of X we mean a triple (B, J, σ) where B is a collection of bounded subsets of X, J a countable index set for B, and σ ⊂ J × J such that there is a map E : K 0 (θ) → J σ that assigns to each x ∈ X a σ-admissible sequence α 2.3 A Self-similar covering of
We have access to a self-similar covering of K
1 Let J σ denote the set of all σ-admissible sequences in J. By Lemma 4 we can
Our triple satises (i) of the denition of a self-similar covering; apply Lemma 4 to 1 As mentioned immediately after Theorem 3.1 of [2] , we can take elements of B to be subsets of the ambient space X. Lemma 5. Let α ∈ J and k = |α|.
Proof. Let α be a sequence in J of length k i . Then α = (m; b 1 , . . . , b k i −1 ) where both j > k i 0 and j ∈ κ θ imply b j = 0. Since |α| = k, α corresponds to an interval belonging to E i . Hence, the centers determined by the children of the intervals comprising E i are determined by all even integers b k satisfying b k ≤ a k i +1 .
For s ≥ 0, since the value of |I (β)| does not depend on the choice of β ∈ σ (α), a direct consequence of equation (3) is
Further, for β ∈ σ (α)
The critical value of s is s = log #σ(α) log n k i+1 −log n k i . Let ε > 0, and let s = s + ε. Then 
In [7] , Veech showed that the Hausdor dimension of K i (θ) vanishes when θ has bounded partial quotients. Using our upper bound formula (2), we give an example for which sup j a j = ∞ and HdimK 0 (θ) = 0. Let 0 < δ ≤ 1 be given and x M = 2 1 δ . We specify the continued fraction representation of θ recursively. We choose a 1 , a 2 , . . . , a k 0 = M , where k 0 is the smallest index for which n δ k 0 > max 2M,
Note that there exists an integer in between n
This completes the recursive denition of the sequence (a k i ) i≥0 . Moreover, a direct consequence of the denition of (5) is
Claim. Under the above construction, θ is divergent relative to [1, M ] .
Proof. By construction of (a k i +1 ) i≥0 , we have, for each i ≥ 0, a k i +1 > M and n
Theorem 2. Let θ be constructed as above. Then HdimK 0 (θ) = 0.
Therefore, log n k i+1 > (δi + 1) log n k i , and this implies
Since θ is half-divergent,
log n k i 
or L k−1 the interval of length n k−1 θ concentric with I (m; b 1 , . . . , b k−1 ). We require that for each k the length of the gaps between the intervals L k is constant. Hence, we have the following lemma.
Lemma 6. The gaps between consecutive children intervals of L k are of length n k θ .
Proof. The distance between the centers of adjacent intervals of L k+1 is 2 n k θ .
Between these centers is the gap between them as well as two half intervals of L k+1 .
Hence, the size of the gap is n k θ .
The following lemma gives a sucient condition for L k+1 ⊂ L k .
Lemma 7. Suppose we are given m,
Proof. We may suppose a k+1 ≥ 9 since the claim is vacuously true otherwise. Let Then |x − y| ≤ |x − x| + |x − y|
The following result was anticipated by Lothar Narins.
Theorem 3. The number θ, as constructed in 4.2, satises the following:
Proof. Dene
where the union is over all nite sequences such that
so that, by Lemma 7, b k is even. We show that y satises the constraints imposed on elements of K 1 (θ).
Using the Ratio Test on the latter series, we have
For convenience, dene k j := k 0 + j. We show that F (k 0 , ε) satises ( * ). Denote by m j the number of children intervals L k j of F so that m j counts the number of even integers b satisfying |b| < n
Denote by γ j the length of the gaps between children intervals of L k j so that, by Lemma 6,
From basic continued fraction theory,
Since we have 1
for each j, we have 0 < γ k j +1 < γ k j for each j. By (9), lim j→∞ γ j = 0. It is the case that each interval L m; b 1 , . . . , b k j −1 contains at least 3 intervals of L k j and the gaps γ j decrease monotonically to 0 as j → ∞. Hence, the conditions for Falconer's lower bound formula (inequality 4.7 of [4] ) are satised.
To simplify our calculation of the lower bound of HdimF (k 0 , ε), we use the fact
Taking log of both sides of the expression n k+1 < 3n 1+δ k gives log n k+1 < 1 + δ + log 3 log n k 0 log n k
Further,
(by (9)) Let us choose δ ∈ (0, 1). Our strategy is to construct a half-divergent θ in terms of δ in a particular way which gives
Proof. Suppose M ∈ N ≥3 . We construct a θ divergent relative to [1, M ] . In what follows we construct integers a k in terms of the indices k i by taking
Suppose we are given k i and that a 1 , a 2 , . . . , a k i , n 1 , n 2 , . . . , n k i +1 are dened according to (12). Choose k i+1 to be the smallest k ≥ k i + 1 such that
, and set a k+1 ∈ n δ k , 2n
By this recursive denition, n k i+1 ≥ n
is not of the form k j + 1 for any j > i; for if j > i, then
and
Further, it will be used in the upper and lower bound calculations that (13) implies
Upper Bound
As construction in Section 5, θ is divergent relative to [1, M ] since the subsequence (a k i +1 ) i≥0 of terms of (a k ) k≥1 which are larger than M also satisfy n
Therefore, lim i→∞ a k i +1 = ∞. Hence, HdimK 0 (θ) ≤ lim sup j→∞ log a k j +1 log n k j+1 − log n k j (by (2) Therefore, HdimK 0 (θ) ≤ δ.
Lower Bound
Let ε ∈ (0, 1). Choose k 0 ≥ k 0 suciently large such that k i ≥ k 0 implies a 
Lemma 9. 
= 0
Therefore, ∞ j=1 |b j | n j n j θ < ∞. Hence y ∈ K 1 (θ).
so that M j is a lower bound on the number of intervals in F j+1 contained in intervals of F j .
Dene
Γ j := n k j θ so that, by Lemma 6, Γ j is a lower bound on the gaps between the intervals of F j+1 .
Since we have 1 n k j+2
for each j, we have 0 < Γ j+1 < Γ j for each j. Since
for each j, lim j→∞ Γ j = 0. It is the case that each interval L m; b 1 , . . . , b k j −1 contains at least 3 intervals of F k j+1 and the gaps Γ j decrease monotonically to 0 as j → ∞. The conditions for Falconer's lower bound formula are satised.
