Abstract. The Boussingesq equations was introduced in understanding the coupling nature of the thermodynamics and the fluid dynamics. We show the existence of continuous periodic weak solutions of the Boussinesq equations which satisfies the prescribed kinetic energy or some other prescribed property. Our results represent the conversions between internal energy and mechanical energy.
Introduction
In this paper, we consider the following Boussinesq equations
where T 3 denote the 3-dimensional torus, i.e. T 3 = S 1 × S 1 × S 1 and e 3 = (0, 0, 1) T . Here in our notations, v is the velocity vector, p is the pressure, θ denotes the temperature or density which is a scalar function and h is the heat sources. The Boussinesq equations model many geophysical flows, such as atmospheric fronts and ocean circulations (see, for example, [22] , [24] ). A recurrent issue in the modern theory of PDEs is that one needs to go beyond classical solutions. The pair (v, θ) on T 3 × [0, 1] is called a weak solution of (1.1) if they solve (1.1) in the following sense:ˆ1 (2) For any α < 1 3 , there exist dissipative solutions with C 0,α regularity . For this conjecture, the part (a) has been proved by P. Constantin, E, Weinan and E. Titi in [10] . Slightly weak assumption on the solution was subsequently shown to be sufficient for energy conservation by P. Constantin, etc. in [5, 17] , also see [28] . More recently, P. Isett and Sung-jin Oh give a proof to this part of Onsager's conjecture for the Euler equations on manifolds by heat flow method in [18] .
The part (b) has been treated by many authors. For weak solutions, there are some results by V. Scheffer ([25] ), A. Shnirelman ([26, 27] ) and Camillo De Lellis, László Székelyhidi ( [12, 13] ). In recent year, a great progress in the construction of continuous and Hölder solution was made by Camillo De Lellis, László Székelyhidi, P. Isett and T. Buckmaster. Camillo De Lellis and László Székelyhidi developed an iterative scheme (some kind of convex integration) in [15] . Together with the aid of Beltrami flow on T 3 and Geometric Lemma, they constructed a continuous periodic solution on T 3 which satisfies the prescribed kinetic energy. The solution is a superposition of infinitely many (perturbed) and weakly interacting Beltrami flows. Building on the iterative techniques in [15] and Nash-Moser mollify techniques, they constructed Hölder continuous periodic solution with exponent θ, for any θ < 1 10 , which satisfies the prescribed kinetic energy in [16] . Later, in his PhD Thesis [20] , P. Isett introduced some ideas and construct Hölder continuous periodic solutions with any θ < 1 5 , and the solution has compact supports in time. Adhering more to the original scheme and introducing some new devices in [3] , Camillo De Lellis, László Székelyhidi and T. Buckmaster constructed Hölder continuous weak solutions with any θ < 1 5 , which satisfies the prescribed kinetic energy, also see [2] . Also, in whole space R 3 , P. Isett and Sung-jin Oh in [19] constructed Hölder continuous solutions with any θ < 1 5 , which satisfies the prescribed kinetic energy or is a perturbation of smooth Euler flow.
For the Onsager critical spatial regularity (Hölder exponent θ = 1 3 ), there are also some interesting results. In line with previous scheme, by keeping track of sharper, time localized estimates in [1] , T. Buckmaster constructed Hölder continuous(with exponent θ < 1 5 − ε in time-space) periodic solutions which for almost every time belongs to C θ x , for any θ < 1 3 , and is compactly temporal supported. By the subdivision of the time interval and careful smoothing Reynolds stress for some time intervals in [4] , Camillo De Lellis, László Székelyhidi and T. Buckmaster constructed Hölder continuous periodic solution which belongs to L 1 t C θ x , for any θ < 1 3 , and has compact support in time. Recently, S. Daneri consider the Cauchy problem for dissipative Hölder Euler flow in [11] .
Motivated by Onsager's conjecture of Euler equation and the above earlier works, we consider the Boussinesq equations and want to know if the similar phenomena can also happen when considering the temperature effects. The difference is that there are conversions between internal energy and mechanical energy. What we need is to overcome the difficulty of interactions between velocity and temperature. To this end, we first consider the existence of continuous periodic solution of Boussinesq equations which satisfies the prescribed kinetic energy. We follow the general scheme in the construction of Euler equations. By establishing the corresponding geometric lemma and improving the iteration scheme, we obtained some existence results. Besides, our results represent some conversions between internal energy and mechanical energy.
Before presenting our theorem, we introduce some notations and a positive number M = M (e) such that they solve the system (1.1) with h = 0 in the sense of distribution and
where f 0 = sup x,t |f (x, t)|. 
such that they solve the system (1.1) in the sense of distribution and
Furthermore, to explore the possible effect of temperature on the velocity field, we can also prove the following theorem for Boussinesq equations without heat source. 
such that they solve the system (1.1) in the sense of distribution and The result of last theorem coincide with some nature observations and may be helpful in understanding some nature phenomenon. Finally, we brief some main ideas in our proof. In [15] , they make use of a special families of stationary, plane wave solutions of Euler equation-Beltrami flow-which allows for the control of interference terms between different waves in the construction. For the Boussinesq equations, we don't know the existence of the analogous families of stationary, plane wave solutions. Following an idea in [23, 21] , we make use of a multi-steps iteration scheme and one-dimensional oscillation. That is, in each step, we add several plane waves which oscillate along the same direction with different frequency. Thus we can remove one component of stress error in each step. To reduce the whole stress errors, we then divide into several steps and finish it one by one. Moreover, in Boussinesq equations, the velocity and temperature are coupled together, so we need to reduce two stress errors simultaneously. To achieve this, we first extend the geometric lemma proved in [15] and add an associated plane wave in the velocity and temperature simultaneously in each step. The consistence is important for us to reduce the temperature stress errors in our construction of continuous temperature.
Proof of main result and Plan of the paper
As [15] , the proof of Theorem 1.1, Theorem 1.2 and Theorem 1.3 will be achieved through an iteration procedure. In this and subsequent section, S 3×3 0 denotes the vector space of symmetric trace-free 3 × 3 matrices. 
We now state the first main proposition of the paper, of which Theorem 1.1 and Theorem 1.2 are implied directly. The proposition is also an extension of the corresponding result given in [15] . 
, they also solve BoussinesqReynolds system (2.2) and satisfy
We will prove Proposition 2.1 in the subsequent sections. First, we give a proof of Theorem 1.1 and Theorem 1.2 by using this proposition.
Proof of Theorem 1.1. In this case, h = 0. We first set v 0 := 0, θ 0 ∈ Θ, p 0 :=ˆx 3 0 θ 0 (y)dy,R 0 := 0, f 0 := 0 and δ = 1. Obviously, they solve Boussinesq-Reynolds system (2.2) and satisfy the following estimates 3δ 4 e(t) ≤ e(t) −ˆT
Then using Proposition 2.1 iteratively, we can construct a sequence (v n , p n , θ n ,R n , f n ), which solve (2.2) and satisfy
Therefore from (2.13)-(2.17), we know that (v n , p n , θ n ,R n , f n ) are Cauchy sequence in
Moreover, by (2.12),
By (2.16),
Passing into the limit in (2.2), we conclude that v, p, θ solve (1.1) in the sense of distribution.
Proof of Theorem 1.2. For any h ∈ Ξ, there are two functions a ∈ C ∞ and b ∈ C ∞ such that h(t, x 3 ) = a(t)b(x 3 ). Thus if we set
b(y)dy,R 0 := 0, f 0 := 0 and δ = 1. Then they solve (2.2) and satisfy the following estimates 3δ 4 e(t) ≤ e(t) −ˆT
Then we can complete our proof by following the proof of Theorem 1.1 line by line. We omit the detail here. 
, they also solve (2.2) and satisfy
Proof of Theorem 1.3. First, we set
and δ = 1. Then they solve (2.2). If we take N ≥ 2 η , then they satisfy the following estimates sup
By using Proposition 2.2 iteratively, we can construct a sequence (v n , p n , θ n ,R n , f n ), which solve (2.2) and satisfy
By (2.27) and (2.28), we have
Finally, let λ be as in Theorem 1.3 and take N = max{
Moreover, since v 0 (x, 0) = 0 , we have
A direct calculation gives,ˆ1
Passing into the limit in (2.2) we conclude that v, p, θ solve (1.1) in the sense of distribution.
Outline of the proof of propositions.
The constructions of the functionsṽ,θ consist of several steps. In the first steps, we add perturbations to v 0 , θ 0 and get new functions v 01 , θ 01 as
where w 1o , w 1oc , χ 1 are highly oscillated functions and given by explicit formulas. We introduce two parameters µ 1 , λ 1 in the construction of perturbation, which satisfy µ 1 , λ 1 ,
After the construction of v 01 , θ 01 , we then focus on constructing functions R 01 , p 01 and f 01 which satisfies the desired estimate and solves the system (2.2). After the first step, the stress becomes smaller in the following sense: if
where δR 01 , δf 0 can be arbitrary small through the appropriate choice on µ 1 and λ 1 . Repeating the above process, finally we can obtain the needed functions (ṽ,p,θ,R,f ).
The rest of paper is organized as follows. In section 3, we do some preliminaries. We extend the Gemmetric Lemma in [15] and construct a new operator G which will be be used in order to deal the stresses arising from iteration scheme. Then we perform the first step in next several sections. In section 4, we not only define the perturbations w 1o , w 1oc , χ 1 and new stresses R 01 , f 01 , but also determine the constants η and M appeared in the estimates in Proposition 2.1. In section 5 and section 6, we calculate the main parts of R 01 , f 01 and prove the relevant estimates of the various terms involved in the construction separately. After completing the first step, in section 7, section 8 and section 9 we then construct v 0n , p 0n , θ 0n , R 0n , f 0n and prove relevant estimates by inductions. The construction in section 7 is quite similar to that of the first step given in section 4. We calculate the main error parts R 0n , f 0n in section 8 and obtain various error estimates in section 9 respectively. Those two sections are also similar to that of section 5 and section 6 respectively. And we obtain the energy estimates in section 10. Finally, in section 11, we give a proof of proposition 2.1 by choosing appropriate parameters µ n , λ n for 1 ≤ n ≤ L. After the proof of proposition 2.1, we give a proof of proposition 2.2 and this is done in section 12.
Preliminaries
As [15] , we introduction some notations: R 3×3 denotes the space of 3 × 3 matrices; S 3×3 denotes the spaces of 3 × 3 symmetric matrices and Id denotes 3 × 3 identity matrix . The matrix norm
The following lemma is an extension of geometric lemma given in [15] to our case. Within it, we not only represent a prescribed symmetric matrix R, but also a prescribed vector simultaneously.
Lemma 3.1 (Geometric Lemma). For every N ∈ N, we can choose r 0 > 0 andλ > 1 such that the following property holds: There exist pairwise disjoint subsets
smooth positive functions
and smooth functions
for every R ∈ B r 0 (Id), the following identity holds:
Proof. The proof is essentially an extension of it given in [15] . The choosing of r 0 , λ 0 , Λ j , γ j k and the results (1), (2) are due to Camillo De Lellis and László Székelyhidi and can be found in [15] . We only give the proof on existence of A j k , g j k and the related property. For the given j ∈ {1, · · ·, N }, we can choose k
in Λ j such that they are linearly independent, and then we can choose 3-dimensional vectors A
Then, we can choose g
). Thus, the linear functionals g
Then we finished the proof of the geometric lemma.
The operator R and G.
We introduce some operators in order to deal with the Reynolds stresses. The operator R was introduced in [15] and the operator G is given by us.
3.2.1. The operator R. The following lemma is taken from [15] , we copy it here for the completeness of the paper (the proof refers to [15] ).
Here and subsequent, we use the natation ffl
smooth function. We define a vector-valued periodic function Gb by
Proof. The proof is elementary. In fact, we calculate directly
Some estimates related to the operators R and G can be founded in the Appendix A.
the constructions of v
The constructions ofṽ,p,θ,R,f from v, p, θ,R, f consist of several steps. The main idea is to decompose the stress error into blocks with the help of geometric lemma and to remove one block in one step. In this section, we perform the first step.
For convenience, we set
4.1. The main perturbation w 1o . We first introduce some notations. From [15] , we have the following partition of unity: for two constants c 1 and c 2 such that
We apply the geometric Lemma 3.1 with N = 1 and obtainλ > 1, r 0 > 0 , subset Λ = {±k 1 , ..., ±k L } and vectors {A ±k j , j = 1, · · ·, L} together with corresponding functions
where L is a fixed integer. Thus the result can be restated as following: For any R ∈ B r 0 (Id), we have the identity
and for any f ∈ C (∞) (R 3 ), we have
In fact, from the construction of g k i , after possibly relabel the index, we have
Next, as in [15] , to define the amplitude of the perturbation, we set
and
and define
Then we define l-perturbation
where we set
Finally, we define 1-th perturbation
Obviously, w 1ol , w 1o are all real 3-dimensional vector functions. According to (4.30), we have suppα l ∩ suppα l ′ = ∅ if |l − l ′ | ≥ 2, therefore the above summation is meaningful.
The constants η and M .
From [15] , we known that there exist constant η = η(e) (independent on δ) such that
so b 1l is well-defined, where f 0 = sup x,t |f (x, t)|. Also from [15] , there exists a constant M = M (e) > 1 (in particular independent of δ) such that
where L is fixed constant from geometric lemma. Moreover, from the property (4.30) of α l , we know that
4.3. The correction w 1oc and the perturbations w 1 and χ 1 .
We denote the l-correction
then denote 1-th correction
Finally, we denote 1-th perturbation
Thus, if we denote w 1l by Moreover, if we set
Thus we complete the construction of perturbation w 1 .
To construct χ 1 , we first denote β 1l by
then denote the l-perturbation
Finally, we define the perturbation
Thus, χ 1l and χ 1 are both real scalar functions, and as the perturbation of w 1 , the summation in the definition of χ 1 is meaningful.
Moreover, since
2 , there exist two positive constants c 11 and c 21 such that
Thus, from (4.45) on β 1l and the assumption (2.5) on f 0 , after possibly taking a bigger number M (still is a absolute constant only depend on e), we know that
therefore, we have
First, we denote M 1 by 50) and N 1 , K 1 by
Notice that N 1 is a symmetric matrix. Then we define
where
From the property (3.1) of R, we know that δR 01 is a symmetric and trace-free matrix. Obviously,
Moreover, by the definition of w 1o , w 1oc , δR 01 as well as v 01 , p 01 and notice that v 0 , p 0 , θ 0 ,R 0 , f 0 are solutions of the system (2.2), together with Lemma 3.1, we know that
Where we used
Furthermore, from the definition of w 1o , χ 1 , we know that
Therefore, by the fact that v 0 , p 0 , θ 0 ,R 0 , f 0 are solutions of the system (2.2)and by Lemma 3.3
Thus the functions v 01 , p 01 , θ 01 , R 01 , f 01 solve the system (2.2).
The representations
In this section, we will calculate the form of
We will use the following basic fact.
Proposition 5.1. We have the following identity
Proof. We refer the proof to [15] .
where we used l∈Z 3 α 2 l = 1. Moreover, from the identity (4.31) and estimate (4.39), we can decompose R 0
Meanwhile, we have
Next section, we will prove that δR 01 is small.
5.2.
The representation of f 0 + 2
From the definition (4.35) of b 1l (x, t) and (4.45) of β 1l (x, t), we have
where we used the fact that g k 1 is a linear operator. Moreover, using the identity (4.32), we can decompose f 0
Again in next section, we will prove that δf 01 is small.
Estimates on δR 01 and δf 01
First, we introduce some Hölder (semi)norm:
where m = 0, 1, 2, ... and α ∈ (0, 1), β is a multi index. When f (t, x) = f (x), the above Hölder(semi) norm denote usual spatial Hölder(semi) norm. Moreover, in the subsequent estimate, unless otherwise stated, α ∈ (0, 1) and C 1 denotes a constant which depends on v 0 ,R 0 , e(t) as well as λ 0 , α, δ, but does not depend on µ 1 , λ 1 , and can change from line to line. Furthermore, we assume that 1 ≪ µ 1 ≪ λ 1 .
In the following, we frequently use the elementary inequalities
for any r ≥ 0 and 0 ≤ s < r. These inequalities can be found in [15] . We summarize the main properties of b 1l and β 1l .
Lemma 6.1. For any |l| ≤ C 1 µ 1 and r ≥ 0, we have
Proof. We only need to prove them when r is integer, others can be derived by inequality (6.58).
Recall that
Then it is easy to check the first inequality in Lemma 6.1. Other three estimates are similar.
Then from the definition (4.42) on w 10c , we have the following estimates Lemma 6.2 (Estimates on corrections).
Proof. From the definition (4.41), inequality (6.57) and Lemma 6.1
Then, from the property (4.30) of α l , we have
6.1. Estimates on δR 01 . As in [15] , we also split the stresses into three parts, they are (1) the oscillation part
(2) the transportation part
the error part
In the following, we will estimate each part separately.
Lemma 6.3 (The oscillation part).
60)
Proof. We start with the fact that
By the Lemma 6.1 and property (A.146) on R,
, where we used the following inequality which deduced from Lemma 6.1, for µ 1 ≪ λ 1 and m a fixed large number,
This fact will be used frequently in the subsequence estimates.
By direct calculations,
then using Lemma 6.1 and property (A.146) on R, we have
Then we obtain the estimate (6.60).
From Lemma 6.1 and the property (A.146) of R, similarly we obtain
where we used R(f (t)) = 0 which can be easily proved from the definition of R and then we complete the proof of this lemma.
Lemma 6.4 (The transportation part)
.
Proof. Recall that
From the identity
we have
By the property (A.146) of R and Lemma 6.1, we have
We obtained the proof the Lemma 6.4.
Lemma 6.5 (Estimates on error part I)
Proof. From the definition of N 1 , we have
For the term N 11 , using the definition (4.37) of w 1ol , we have
Obviously, b 1l (x, t) = 0 if and only if |µ 1 v 0 − l| ≤ 1. By (4.30), it's easy to check
Then, we have
Similarly, by Lemma 6.2, we have
Then we obtain (6.66), in particular,
and we complete our proof of this lemma.
Lemma 6.6 (Estimates on error part II).
Proof. From the estimate (4.40) and Lemma 6.2, we have
Finally, by Lemma 6.3, Lemma 6.4, Lemma 6.5 and Lemma 6.6, we conclude that
Furthermore, from the above estimates and constructions of v 01 , p 01 , we conclude that 
the transportation part
Lemma 6.7 (The Oscillation Part).
Proof. From (4.53) and the definition of K 1 , we may rewrite
By Lemma 6.1 and the property (A.146) of G , we have
Where we used the following inequality which deduced from Lemma 6.1, for µ 1 ≪ λ 1 and m a fixed large number,
thus from Lemma 6.1 and the property (A.146) of G , we have
Then we complete the proof of this lemma.
Lemma 6.8 (The transportation Part).
Proof. From (4.48), (4.49) and the definition of χ 1 , we have
By Lemma 6.1 and the property (A.146) of G, we have
Lemma 6.9 (The error Part).
Proof. First, from Lemma 6.2, we have
Obviously, β 1l (x, t) = 0 if and only if |µ 1 v 0 − l| ≤ 1, therefore,
Then we conclude that
Furthermore, from (4.49), we have
Where we used the fact
In conclusion, we have
f 01 := and the estimates
,
Thus we complete the first step.
In this section, we assume 2 ≤ n ≤ L and we will construct v 0n , p 0n , θ 0n , R 0n , f 0n by inductions. Suppose that for 1 ≤ m < n ≤ L, we have constructed v 0m , p 0m , θ 0m , R 0m , f 0m and they are the solutions of the system (2.2). Furthermore, we have
where parameters µ m and λ m will be chosen sufficiently large, which satisfies
and the constant C m denotes a constant which depends on v 0(m−1) ,R 0 , e(t) as well as λ 0 , α, δ, but doesn't depend on µ m , λ m , and can change from line to line.
Next, we construct n-th steps by induction.
7.1. The perturbations w n and χ n . For 2 ≤ n ≤ L and any l ∈ Z 3 , we denote b nl , B kn by
And define l-perturbations
where the parameters µ n and λ n will be chosen sufficiently large, which satisfies the following conditions
Then, we define the n-th perturbation
Similar as in the first step, the l-corrections is denoted by
and the n-th correction
Finally, we define n-th perturbation w n :=w no + w noc .
If we denote w nl by
and they are all real vector functions. Moreover,
We set
Then we complete the construction of n-th perturbation w n .
To construct χ n , we denote β nl by
and the n-th perturbation
2 , there exist two positive constants c 1n and c 2n such that
Then, from (7.82) the definition of β nl , we have
and N n , K n by
Notice that N n is a symmetric matrix. Then we define
From Lemma 3.1, we know that δR 0n is a symmetric and trace-free matrix. And
By definition, w no , w noc , δR 0n together with v 0n , p 0n and v 0(n−1) , p 0(n−1) , θ 0(n−1) , R 0(n−1) , f 0(n−1) are solutions of the system (2.2), we have
χ n dx e 3 + div(w no ⊗ w no + w n ⊗ v 0(n−1)
Furthermore, from the definition of w no , χ n , we know that
Thus, for n = 2, 3, we have
For n ≥ 4, we have
where θ 0(n−1) = θ 03 for n ≥ 4.
So the functions v 0n , p 0n , θ 0n , R 0n , f 0n solve the system (2.2).
The representations
In this section, we will calculate the forms of
As in (5.54), we have the following identity:
TAO TAO AND LIQUN ZHANG
Moreover, by (7.75),
In particular,
In next section, we will prove that δR 0n is small.
The representation of
From the definition of b nl (x, t) and β nl (x, t), we have
Where we used the fact that g kn is a linear functional. Moreover, by (7.75), for n = 2, 3,
And
for n ≥ 3.
9.
Estimates on δR 0n and δf 0n
In this section, as before, C n denotes a constant which depends on v 0(n−1) ,R 0 , e(t) as well as λ 0 , α, δ, but doesn't depend on µ n , λ n , and can change from line to line. Furthermore, we will set 1 ≪ µ n ≪ λ n .
First, we summarize some of the estimates of b nl and β nl .
Lemma 9.1. For any |l| ≤ C n µ n and r ≥ 0,
Proof. The proof is similar to that of Lemma 6.1, we omit it here.
From the definition of w noc , we have the following estimates Lemma 9.2 (Estimates on the n-th correction).
Proof. The proof is similar to that of Lemma 6.2, we omit it here.
9.1. Estimates on δR 0n . As in (4.54), we have
We again split the stresses into three parts, (1) the oscillation part
As before, we will estimate each term separately.
Lemma 9.3 (The oscillation part).
Lemma 9.4 (The transportation part).
Lemma 9.5 (Estimates on error part I).
Lemma 9.6 (Estimates on error part II).
The proof of the above four lemmas are similar to that of Lemma 6.3, Lemma 6.4, Lemma 6.5 and Lemma 6.6 respectively, we omit it here.
For n ≥ 4, χ n = 0, then
χ n dx e 3 = 0.
Finally we obtain
From the above estimates and constructions of v 0n , p 0n , we also conclude that
9.2. Estimates on δf 0n .
Recall that when n = 2, 3, we have
where we used the fact G(f (t)) = 0. As before, we split δf 0n into three parts: (1) the Oscillation Part:
(2) the transportation part:
(3) the error part:
When n ≥ 4, we have
First, we estimate δf 0n for n = 2, 3.
Lemma 9.7 (The Oscillation Part).
Lemma 9.8 (The transportation Part).
Lemma 9.9 (The error Part).
The proof of the above four lemmas are similar to that of Lemma 6.7, Lemma 6.8, Lemma 6.9 respectively, we omit it here. Then we conclude that for n = 2, 3
For n ≥ 4, since
Therefore, for any 2 ≤ n ≤ L, we have
Furthermore, as in (6.74), we have
As before, we have
105)
In particular, we conclude that
We rewrite R 0L asR 0L , then it's a symmetric and trace-free matrix.
Energy Estimate
In this section, we assume that λ n ≪ λ n+1 and C n < C n+1 , then the functions v 0(n−1) , w n oscillate very slowly compared with w n+1 .
Lemma 10.1 (Estimates on the energy).
Proof. First we have
We estimate each terms separately. From the stationary phase estimates (A.145), we have
where we used the fact that for i < j, the oscillation of w j is faster than that of w i and then,
From the smallness of w ioc , we have
To estimate I, we first compute the term tr
is the oscillatory part.
Then, from (4.31) and trR 0 = 0, we have
From the definition (4.33) ofρ(t), we have
By Lemma 6.1 and stationary phase estimate (A.145), we have
Finally, from the estimates (10.117), (10.115), and (10.116), we conclude that
Proof of proposition 2.1
In this section, we collect the estimates from the preceding sections. From these estimates , we can prove Proposition 2.1 by choosing the appropriate parameters µ n , λ n for 1 ≤ n ≤ L.
Proof. By the definition (9.112), (9.113) and the estimates (9.107)-(9.111), (10.114), we have v 0N , p 0N , θ 0N ,R 0N , f 0N , which solve system (2.2) and satisfy
We let µ n = 5 √ λ n , then we have
Finally, we setṽ
thenṽ,p,θ,R,f are what we need in our Proposition (2.1).
12. Proof of proposition 1.2
In this section, we prove Proposition 2.2. The constructions ofṽ,p,θ,R,f are similar to the construction in Propositions 2.1. Again, we need multi-steps iterations. We only give the first step, the others could be constructed by inductions as in proposition 2.1. For convenience, we use the same notations as in Proposition 2.1.
12.1. The main perturbation w 1o .
The construction is very similar to that of given in subsection 4.1, beside the choice of amplitude. First, the functions α l , γ k 1 , g k 1 are same as before. We set R 0 (x, t) := δId −R 0 (x, t).
For any l ∈ Z 3 , we set
118)
and l-perturbations
Obviously, w 1ol , w 1o are all real 3-dimensional vector function.
We remark that suppα l ∩ suppα l ′ = ∅ if |l − l ′ | ≥ 2, thus the above summation is meaningful.
12.2. The constants η and M . First, b 1l is well-defined only if R δ ∈ B r 0 (Id) where r 0 is given in geometric Lemma 3.1. However, since R 0
so it suffices to set
Next notice that there exist two positive constants c 10 and c 20 such that
Thus there exists an absolute constant M > 1 such that
Moreover, from the constructions of α l , we know that
12.3. The correction w 1oc and the perturbation w 1 and χ 1 .
The following constructions are same as in subsection 4.3. We define the l-corrections
then define 1-th correction
Thus, if we denote w 1l by
then
Moreover, if we set
Thus, we complete the constructions of perturbation w 1 .
To construct χ 1 , we first denote β 1l by Thus, χ 1l and χ 1 are both real scalar functions, and as the perturbation w 1 , the summation in the definition of χ 1 is meaningful. Thus, from the assumptions of proposition 2.2, we know that
. 
12.4.
Where we used l∈Z 3 α 2 l = 1. Moreover, from the Lemma 3.1 and estimate (12.122), we can decompose R 0
12.6. The representation of f 0 + 2
This subsection is similar to that of subsection 5.2, we omit the detailed proof, only give results. We have
Meanwhile, we have 
12.7.
Estimates on δR 01 and δf 01 .
We summarize the main properties of b 1l and β 1l . Proof. The proof is same as in Lemma 6.1, we omit it here.
Lemma 12.2 (Estimates on corrections).
For any α ∈ [0, 1), Then we complete the first step.
As the constructions ofṽ,p,θ,R,f in Proposition 2.1, we can also constructṽ,p,θ,R,f by inductions which satisfies the Proposition 2.2. We omit the detail here.
Appendix A. Stationary phase lemma
We recall here the following facts about operator R and G, where the operator R is defined in [15] .(for a proof we refer to [15] where C = C(α, m).
Proof. (i),(ii) and the estimate of R in (iii) can be found in [15] . From the definition of G and (ii), we directly arrive at the estimate (A.147).
