insights about the phenomena under investigation. One strategy for combining the results of research studies has been the use of quantitative methods of research synthesis. Glass (1976) proposed a method for combining the results of a series of studies by calculating a quantitative estimate of effect magnitude for each study. The estimates of effect magnitude from the series are then averaged to obtain an overall estimate of effect magnitude. Hedges (1981) has provided a formal statistical model for a series of studies when each study makes a between-group comparison and the index of effect magnitude is a standardized mean difference. Hedges (1982) also studied the properties of estimators of effect size when the studies in a collection share a common (population) effect size.
It is clear that representation of the results of a collection of studies by a single estimate of effect magnitude can be misleading if the underlying (population) effect sizes are not identical in all the studies. For example, suppose a treatment produces large positive (population) effects in half a collection of studies, and large negative (population) effects in the other half of a collection of studies. Then representation of the overall effect of the 119 treatment as zero is misleading, because all the studies actually have underlying effects that are different from zero. Hedges (1982) developed tests of homogeneity of effect size to detect situations in which underlying (population) effect sizes are not homogeneous. Hedges indicated that in many real data sets, the assumption of homogeneity of effect size is not met.
Some writers in the area of research synthesis have cited substantive reasons for the position that different studies of the effects of the same treatment might yield quite different results. Light and Smith (1971) argued that many contradictions in research evidence can be resolved by grouping studies with similar characteristics. They asserted that studies with the same characteristics are more likely to yield similar results, and therefore many apparent contradictions among research results arise from differences in the characteristics of studies. Pillemer and Light (1980) have argued that grouping of studies according to their characteristics is an essential step in assessing the range of generalizability of a research finding. For example, if a treatment produces essentially the same effect in a wide variety of settings with a variety of people, we are more confident in the generalizability of the finding of a treatment effect.
Some investigators in quantitative research synthesis (e.g., Kulik, Kulik & Cohen, 1979) have recognized the potential for heterogeneous effect sizes and have grouped studies that share common characteristics into classes. The usual approach is then to treat the effect size estimates as data and calculate an analysis of variance to determine if these classes have different mean effect sizes. There are two problems with this procedure. First, the assumptions of the analysis of variance might not be met because the effect size estimates might not have the same distribution within cells. The variance of an individual observation (effect size estimate) is proportional to 1/n, where n is the number of subjects in the study. When studies have different sample sizes, the individual "error" variances might differ by a factor of 10 to 20. Second, even if the between-classes test were accurate, the use of ANOVA does not provide any indication of whether or not studies within the classes share a common effect size. Thus, even if ANOVA correctly detects that two classes of studies have a different average effect size, there is no guarantee that the average effect size within each class is a reflection of a common underlying effect size for that class.
This paper presents an alternative technique for fitting models to effect sizes from a series of studies. We assume the investigator has an a priori grouping of studies, that is, a scheme for classifying studies that are likely to produce similar results. Often this will take the form of a set of categories into which studies can be placed. Studies can be cross classified by two or more sets of categories. The technique presented in this paper is straightforward. Conceptually the investigator begins by asking whether all studies (regardless of category) share a common effect size. A statistical test (fit statistic) is provided. If the hypothesis of fit to a single effect size is rejected, the experimenter then breaks the series of studies into classes, and asks whether the model of a different effect size for each class fits the data. It is interesting to note that the fit statistic calculated at the first stage is partitioned into stochastically independent parts corresponding to between-class and within-class fit, respectively. The between-class fit is an index of the extent to which effect sizes in the classes are different. If the within-class fit (fit to a single effect size within each class) is not rejected, the investigator can stop. If the within-class fit is rejected, the investigator might want to further subdivide the classes. The process of subdividing and testing for between-and within-class fit continues until an acceptable level of within-class homogeneity is achieved. The procedure provides valid asymptotic tests for the effects of classifications as well as an indication that the final classes are internally homogeneous with respect to effect size.
The first section is an exposition of the specific model used in this paper. Then, some basic results on estimation of effect size are presented. These results are used in subsequent sections. Some tests of homogeneity based on asymptotic theory for weighted estimators are discussed. An explanation follows of the use of this paper's results for fitting models to a series of studies. Next, the results of a simulation study of the small sample behavior of the asymptotic tests given here are presented. The last section is an example of the application of the techniques presented. Model The statistical procedures described in this paper depend on the structural model for the results of a series of experiments. A conceptual requirement of the structural model used is that each experiment measure a dependent variable from a collection of congeneric measures, that is, each response scale is a linear transformation of a response scale with unit variance within groups. This requirement on the dependent variables is satisfied, for example, if all the studies use psychological tests that are linearly equatable. We will also assume that the studies are sorted into p disjoint classes that are determined a priori. 
Estimating Effect Size
This section includes some facts about estimators of effect size that will be used in subsequent sections. Each of these facts is proven or is easily obtained from results given in Hedges (1981 Hedges ( , 1982 . First define the estimator gij of ai; by S1...m, 1...p, 
where gij is given in (6), gi. is given in (8), o2 (gi) is given in ( 
Fitting Effect Size Models to a Series of Studies
The statistical results of this paper can be used as part of a general strategy for fitting models to the effect sizes from a series of studies. Start with a series of studies where each study assesses the effect of a particular treatment via a two-group experimental group/control group design. Suppose that the dependent variables measure the same construct and are (approximately) linearly equatable. We assume that the studies are classified according to one of the classification dimensions. The classes obtained by one partitioning can be further partitioned according to a second classification dimension, and in turn partitioned according to other dimensions.
One strategy for fitting models to effect sizes for each class is analogous to the strategy used to fit hierarchical log-linear models to contingency tables. The strategy can be described as follows:
Step 1 Step 2. A large value of the fit statistic HT indicates that effect sizes are not homogeneous across all studies, so partition the studies into classes along one dimension. One should choose the most important dimension first, that is, the dimension believed to be most related to effect size.
Calculate the between-class fit statistic HB and the within-class fit statistic H,. If the value of the within-class statistic HW is small or is statistically insignificant, the investigator can stop, because the model of a different effect size for each class is consistent with the data. In this case, gi. given in (8) is the estimate of effect size for the i th class and HB represents the extent to which the effect sizes differ among classes. If HW is large or statistically significant, then go on to Step 3.
Step 3 
i= 2(iE + Ci + i87pj1ij
These results are used in practice by substituting the consistent estimator gi.
for 8i in expression (18) or gi for 8ij in expression (19) for the variance of C.
Small Sample Behavior of the H Statistic
The statistical procedures described in this paper depend on large sample approximations to the distributions of gi., and the H statistics. Although large sample approximations are sometimes reasonably accurate in small samples, the uncritical use of large sample statistical procedures is seldom justified. Therefore simulation studies were conducted to assess the accuracy of the large sample approximations used here. In each simulation the experimental and control group sample sizes were set equal, that is, nE = nj, and four representative effect sizes were used: 8 = .25, 8 = .50, 8 = 1.00, and 8 = 1.50. The values of gi were generated using the identity g = X/ S/, where X is normal with mean 8 and variance 2/n and S is a chi-square random number with m = 2n -2 degrees of freedom. The required standard normal and chi-square random numbers were generated using the International Mathematical Statistical Libraries, Inc. (1977) library subroutines GGNML and GGCHS.
The statistics HT and Hw are very similar, as are their large sample approximations. Thus we simulated only the distribution of HT. Two thousand sets of effect sizes were generated for a large number of different configurations of sample sizes. We then calculated the proportion of obtained H7 statistics that exceeded various critical values of the appropriate chi-square distribution. Table I presents some representative results for M =2 and M = 5. The chi-square approximation to the distribution of the H, statistic appears to provide reasonably accurate significance levels whenever sample sizes exceed 10 per group. Most applications of these methods are likely to involve sample sizes much larger than 10 per group, therefore the significance levels obtained by the procedures used here are not likely to be grossly inaccurate.
We studied the distribution of Hf by examining the distribution of gi. This method has the advantage of providing information on the accuracy of the large sample approximation to the distribution of contrasts among the gi.. Two thousand sets of effect sizes were generated for each of a large number of sample size combinations. The large sample approximation to the distribution of g,. was used to calculate confidence intervals for Si. The proportion of these confidence intervals that contained 6i was then calculated. Some representative results are given in Table II . These results suggest that the bias of gi. is small and that the large sample approximation gives reasonably accurate significance levels.
One might argue that the small sample accuracy of the approximation to the distributions of g,. and HT could be improved by replacing gij with Hedges' (1981) unbiased estimator or by using the exact variance of gj in place of the asymptotic variance. Simulation studies using these alternative methods did not yield demonstrably better results than the methods suggested here.
Example
It has been asserted that open education programs, which emphasizes student interaction and self-direction, would enhance the cooperativeness of students (Horwitz, 1979) . In a recent review of the research studies on the effectiveness of open education programs, Hedges, Giaconia, and Gage (1981) found several studies assessing the effects of open education on cooperativeness. Six of the studies that they examined provided summary statistics on measures of cooperativeness that were thought to be linearly equatable. Each of these studies compared the mean cooperativeness score of a group of children from an open education program with that of a group of children from a conventional educational setting. Table III is a summary of the effect size data from these six studies. Estimates of the reliability of the dependent variables were not available, so the value 1 was used for pij for all studies.
One dimension on which the studies differ is the definition of the independent variable "openness. Note. These data are from Hedges, Giaconia, & Gage (1981).
treatment was unclear. Thus the studies using systematic observations were believed to have greater treatment fidelity than the other studies. The methods described in this paper were applied to the data in Table III 
