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RFS Hochfrequenz-Selbstmischungsprodukt (engl. RF-self-mixing product)
RFS2 Hochfrequenz-Selbstmischungsprodukt zweiter Ordnung
(engl. second-order-type RF-self-mixing product)
RLS engl. recursive least squares
RMS-EVM mittlere, relative Amplitude des Fehlervektors
(engl. root mean square - error vector magnitude)
SAW Oberflächenwelle (engl. surface acoustic wave)
SDR programmierbarer Empfänger (engl. software defined radio)
UMTS engl. Universal Mobile Telephone Service
UTRA Funknetz für UMTS (engl. UMTS Terrestrial Radio Access)
u.a. unter anderem
u.U. unter Umständen
UWB extrem Breitband (engl. Ultra Wideband)
MB-OFDM engl. Multi-Band Orthogonal Frequency Division Multiplex
W-CDMA Breitband-Codemultiplexverfahren
(engl. Wideband Code-Division Multiple Access)
WLAN kabelloses, lokales Netzwerk (engl. Wireless Local Area Network)
ZF Zwischenfrequenz (engl.intermediate frequency , IF)
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Formelzeichen
a i hinlaufende Welle
AI(f), AQ(f) Übertragungsfunktionen zur IQ-Imbalance-Modellierung
An Modellierungsparameter der Six-Port-Metrologie
b i rücklaufende bzw. reflektierte Welle
B n Modellierungsparameter der Six-Port-Metrologie
B, B̌ Mischmatrizen zur Modellierung der Five-/Six-Port-Übertragung
(Elemente: Ai, Bi, Ci bzw. Či )
BW Bandbreite eines einzelnen Nutzsignals
B̃W Bandbreite von Nutzsignal und zugehöriger Frequenzlücke
BWHF Bandbreite des empfangenen Frequenzbandes
ci Koeffizienten der Taylorreihe zur Modellierung von Nichtlinearitäten
CF Scheitel- oder Crest-Faktor
Cs Frequenzlücke zwischen zwei benachbarten Signalen
C(n) Übertragungsmatrix eines kompletten Misch-Entmisch-Systems im
n-ten Iterationsschritt
d(k) ZF-Beobachtung: ,,Nutzsignal”
D Vektor zur Modellierung statischer DC-Offsets
Ďi Kompensationswert für statischen DC-Offset
DRRES zusätzliche Aussteuerungsreserve im ADU
eDC,i Restfehler der statischen DC-Offset-Kompensation
eI , eQ Orthonormalbasis von IQ-Signalen (in s(t))
e(r) Kriterium zur adaptiven Ermittlung von M ′ri
erf(x), erfc(x) Fehlerfunktionen zur Berechnung von Bit- & Symbolfehlerraten
Eb mittlere Energie pro Bit
E
{
•
}
Erwartungswert
f Frequenz in Hz
fHF Mitten- bzw. Trägerfrequenz
fIMP Mittenfrequenz von Intermodulationsproukten
fLO LO-Frequenz
fres resultierende Frequenz des Mischungsergebnisses nach k-ter NL
fST Mittenfrequenz potenzieller Signale, die Intermodulation verursachen
fZF Zwischenfrequenz (fZF = |fHF − fLO|)
f(•) beliebige Funktion zur Reduzierung von Rauscheinflüssen
f(y) nichtlineare Kernfunktion der Änderungsregel in BSS-Algorithmen
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F
{
•
}
unspezifisches Filter (z.B. LPF oder BPF)
F
{
•
}
Fouriertransformation des jeweiligen Arguments
g relativer Imbalance-Amplitudenfehler
gopt idealer Amplitudenwert (i.d.R. gopt = 1)
g(y) nichtlineare Kernfunktion der Änderungsregel in BSS-Algorithmen
Gi absolute (Imbalance-)Amplitude eines LO-Teilsignals
G1(f), G2(f) Übertragungsfunktionen zur Modellierung der Imbalance-
Beeinflussung des Originalsignals s(t) bzw. S(f) durch einen
Empfänger
G̃i erweiterte LO-Amplitude bei LO-HF-Übersprechen
HI(f), HQ(f) frequenzabhängige Fehlanpassung in den IQ-Pfaden von Empfängern
H(y) allgemeine Änderungsregel in BSS-Algorithmen
i(t) Strom(-signal)
iz(t) nichtlinear verarbeitetes, gefiltertes Stromsignal
I, I(t) Inphasenkomponente
I Einheitsmatrix
Ĩ(t) skalierte I-Komponente im Basisband in einem Six-Port
IS Sättigungsstrom (bei Dioden)
k diskrete Zeit (t = k · TADU)
kB Boltzmannkonstante (kB = 1, 380662 · 10−23Ws/K)
L Anzahl an potenziellen Nutzsignalen im Empfangssignal sHF (t)
LB Batch-Länge
LFilter Anzahl der Filterkoeffizienten eines adaptiven Filters
Lw Länge des Rekonstruktionsfilters bei faltungsgemischten Signalen
LPF{•} Tiefpassfilterfunktion
LPFNOM{•} nominale Übertragungsfunktion im Empfänger
(nach der ersten Mischung)
Mi Skalierungswert (Verstärker) zur Kompensation von Pfadfehl-
anpassungen M ′i
M ′i unspezifischer Amplitudenfehler bzw. Fehlanpassung (Mismatch)
Mri, M
′
si Skalierungswerte (Verstärker) zur Kompensation von Pfadfehl-
anpassungen M ′ri bzw. M
′
si
M ′ri Fehlanpassung im Messpfad des statischen DC-Offsets
M ′si Fehlanpassung im Messpfad für das RFS
∆Mi Restfehlanpassung nach der Fehlanpassungskompensation
n(t), ni(t) Musterfunktion / Realisierung eines stochastischen Prozesses N(t)
(n) n-ter Iterationsschritt bei der Ermittlung von W
nkonv Zeit bis zur Konvergenz eines BSS-Algorihmus
N(t) stochastischer Prozess, Rauschprozess
N0/2 AWGN-Rauschleistungsdichte
NL höchste Ordnung einer Nichtlinearität
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ÑL höchste Ordnung einer NL bei gleichzeitiger Verwendung einer
anderen Nichtlinearität mit maximaler Ordnung NL
Ns Anzahl an statistisch unabhängigen Quellsignalen
Nx Anzahl an Beobachtungssignalen einer Signalmischung
NCC Anzahl kodierter Sprach- oder Datenkanäle innerhalb des
Nutzsignals
pn Signalleistung am n-ten Tor eines N-Port-Netzwerkes
pn(t) ,,Leistungssignal” am n-ten Tor
ps(•) geschätzte Wahrscheinlichkeitsdichte des Quellsignals
px(x) Wahrscheinlichkeitsdichte der Beobachtungssignale
py(y) Wahrscheinlichkeitsdichte der BSS-Ausgangssignale
P Leistung in W
P Permutationsmatrix
PRestRFS,BB mittlere Leistung von x
RFS,BB
Rest (t)
PRFS,DC Leistung des dynamischen DC-Offsets im RFS
PRestRFS,DC mittlere Leistung von x
RFS,DC
Rest (t)
Ps Nutzsignalleistung
Pν mittlere Leistung des ν-ten Basisbandsignals
P̂HF maximal mögliche, mittlere Leistung eines HF-Signals
P̂s Nutzsignalleistung inklusive Crest-Faktor
PI Leistungsindex für BSS-Konvergenz
∆P Übertragungsgewinn im Empfänger (vor der Mischung)
q Anzahl der leistungsstärksten Signale im HF-Empfangsband
Q, Q(t) Quadraturphasenkomponente
Q(x) komplementäre Fehlerfunktion
Q̃(t) skalierte Q-Komponente im Basisband in einem Six-Port
rNN(τ) Autokorrelationsfunktion des Prozesses N(t)
R (Nominal-)Widerstand
RFG, Rfg Schätzung für die Korrelationsmatrix Ryψ(W)
Rψx Korrelationsmatrix zwischen x und ψ(y)
Re{•} Realteilabspaltung vom jeweiligen Argument
s(t) allgemeines, komplexes Basisbandsignal
s 0(t), s IM(t) Nutzsignal und dazugehöriges Spiegelsignal
sBP (t) allgemeines, reelles Bandpasssignal
sHF (t) HF-Empfangssignal (am Empfänger)
s′HF (t) Modellsignal mit drei einander benachbarten Nutzsignalen
sLO(t), sLO,i(t) Lokaloszillatorsignal
s′LO(t) komplexes LO-Signal mit relativen Amplituden- und Phasenfehlern
s̃LO(t) komplexes Imbalance-LO-Signal
s̆LO,i(t),s̆HF (t) mit
√
2 erweiterte Signale: sLO,i(t) und sHF (t)
sZ(t) gefiltertes Signal nach der ersten Frequenzumsetzung
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sIQ Vektor mit originalen IQ-Komponenten und RFS
š Vektor mit originalen IQ-Komponenten und Kompensationsrest der
gleichgerichteten Welle
ŝ IQ-Schätzwerte nach der IQ-Regenerierung
suHF (t), s
u
LO,I(t) Signale bei LO-HF- und HF-LO-Übersprechen
S ij komplexe Streuparameter, kurz: S-Parameter
SNN(jω) Leistungsdichtespektrum des Prozesses N(t)
SER Symbolfehlerrate
SIR Signal-Stör-Verhältnis
SIRIQ SIR bei Störung durch IQ-Imbalance
SIRRFS SIR vom Nutzsignal bezogen auf den verbleibenden Anteil des RFS
SNRi Signal-Rausch-Abstand vom Störsignal bei der Ermittlung von
Kompensationssignalen
t Zeit in s
TADU Abtastperiode der Analog-Digital-Umsetzung
Temp Temperatur
u(t) nichtlinear verarbeitetes Signal oder Spannung
ueff Effektivwert einer Spannung
v(k) ZF-Beobachtung: ,,Spiegelsignal”
VT Temperaturspannung
wi(k) Koeffizienten eines Filters
W Separationsmatrix
Wopt bestmögliche Separationsmatrix bei BSS-Algorithmen
x Vektor reeller Basisbandsignale nach Imbalance-Empfang
x1, x2 IQ-Komponenten von x(t)
xi(t), x(t) reelles bzw. komplexes, gefiltertes Basisbandsignal
xRFS,BBi (t) wirksamer RFS-Anteil ohne DC-Offset (nach Basisbandfilter)
x̃ i(t) heruntergemischtes Signal in einem Empfänger
nach der Nominalfilterung
x̆i(t)
k Teilsignal in x̃i(t) oder xi(t), verursacht durch
die k-te Nichtlinearität bei additiver Frequenzumsetzung
xC(t) Kompensationssignal
xRFS(t) Hochfrequenz-Selbstmischungsprodukt (im Basisband)
xRFS,DCRest (t) nach Kompensation, im Nutzsignalband verbleibender Rest des
dynamischen DC-Offsets
xRFS,BBRest (t) Basisbandanteil des RFS nach Kompensation (ohne
dynamischen DC-Offset)
y Ergebnisvektor der Signalseparation (y = Wx)
z(t) ungefiltertes Signal nach der ersten Mischung
zi(t) ungefiltertes, heruntergemischtes Signal im i-ten N-Port-Pfad
zRFS2,DCi (t) Gleichanteil des ungefilterten HF-Selbstmischungsproduktes
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zweiter Ordnung
z̆i(t) sich aus s̆LO,i(t) und s̆HF (t) ergebendes Teilsignal
z̆Freq,i(t)
k amplitudennormiertes, durch k-te NL erzeugtes Teilsignal
(beinhaltet nur Frequenzterme)
z̆DCi (t)
k Anteil des statischen DC-Offsets, verursacht durch die k-te NL im
i-ten N-Port-Ausgangspfad
z̆RFSi (t)
k Anteil des RFS, verursacht durch die k-te NL im i-ten
N-Port-Ausgangspfad
z̆RFS,DCi (t)
k Anteil des dynamischen DC-Offsets, verursacht durch die k-te NL
im i-ten N-Port-Ausgangspfad
z̆RFS,BBi (t)
k Anteil des RFS ohne dynamischen DC-Offset, verursacht durch die
k-te NL im i-ten N-Port-Ausgangspfad
z̆IQi (t)
k Nutzsignalanteil im Signalgemisch k-ter Ordnung im i-ten
N-Port-Ausgangspfad
z̆NLi (t)
k nicht kategorisierte, nichtlineare Störprodukte, verursacht durch die
k-te NL im i-ten N-Port-Ausgangspfad
α, γ Modellierungsparameter im GDB-Algorithmus
Γj Reflexionsfaktor des Tores j
ε Schrittweitenparameter
ζ
x
komplexer Parameter zur Modellierung von Übersprechen
(x ∈ {LO; HF})
ζx Amplitude von ζ x (x ∈ {LO; HF})
θ Modellierungsparameter in Hesse-Kernfunktionen
µ Adaptionsschrittweite
σPI Standardabweichung von PI
ςx Phase von ζ x (x ∈ {LO; HF})
Φ nicht singuläre Diagonalmatrix
ϕ, ϕi relativer und absoluter Phasenfehler der Lokaloszillator-Teilsignale
ϕopt idealer Phasenfehler (ϕopt = 0
◦)
ψ(y) komponentenweise agierende, nichtlineare Funktion
Ψ(•) BSS-Optimierungskriterium
ω Kreisfrequenz, ω = 2πf
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Kapitel 1: Einleitung
1 Einleitung
1.1 Motivation und Ziele
In den letzten fünfzehn Jahren hat der digitale Mobilfunk eine rasante Entwicklung ge-
nommen. Mobile Kommunikation hat sich in vielen Bereichen des privaten und beruflichen
Alltags durchgesetzt. Während die Anforderungen an die Sprachübertragung quasi un-
verändert geblieben sind, wachsen die Anforderungen an die mobile Datenübertragung
stetig weiter. Insbesondere die zu übertragenden Datenmengen werden immer größer und
sollen immer schneller mit möglichst reduziertem Energieverbrauch übertragen werden.
Ein Problem besteht diesbezüglich bei der mobilen Strom- bzw. Leistungsspeicherung in
Akkumulatoren. Auf der einen Seite sollen mobile Endgeräte neben den Standardanwen-
dungen der Sprach- und Datenübertragung immer mehr Funktionen besitzen (z.B. digi-
tale Fotografie, Spiele, Video, Bluetooth Headset, etc.) auf der anderen Seite ist die dafür
benötigte elektrische Energie begrenzt. Typische, in Mobiltelefonen verbaute Lithium-
Ionen-Akkumulatoren besitzen eine Kapazität1 von (700. . . 1100)mAh bei Batteriespan-
nungen im Bereich von 4V [1]. Unglücklicherweise führen die Weiterentwicklungen auf
dem Sektor der mobilen Energiespeicher zu einer nur langsamen Erhöhung der Batterie-
kapazitäten [2], [3]. Währenddessen soll aber eine möglichst lange Betriebszeit der Geräte
bei steigendem Energieverbrauch garantiert werden. Das an dieser Stelle zu Tage tretende
Problem zwischen sich rasant erhöhendem Energiebedarf bei gleichzeitig nur langsam stei-
gendem Energieangebot muss gelöst oder zumindest verringert werden. Eine eventuelle
Möglichkeit zur Lösung dieser Diskrepanz könnten Miniaturbrennstoffzellen liefern. Zwar
existieren bereits experimentelle Prototypen solcher Brennstoffzellen, welche sogar bei
Raumtemperatur arbeiten, jedoch sind sowohl die Probleme der Massenfertigung sowie
der Infrastruktur zur benötigten Wasserstoffversorgung völlig ungeklärt [4], [5].
Ein weiterer, nahe liegender Ansatz zur Verringerung der Energiediskrepanz ist die Re-
duzierung des Energieverbrauchs des analogen Funkempfängers (engl. front end) [6]. Dabei
besteht eine Möglichkeit darin, entsprechende ,,Low-power”-Technologien zur Reduzie-
rung des Energieverbrauchs zu verwenden [7], [8]. Eine andere Möglichkeit in Hinblick auf
einen verringerten Energieverbrauch ist, bereits auf der Systemebene eines Empfängers
Baugruppen zu verändern, umzugruppieren oder zu entfernen wie z.B. in [9]. Folglich ist
es durchaus zweckmäßig, Empfängerarchitekturen hinsichtlich ihres potenziellen Energie-
verbrauchs zu verbessern oder sogar vollkommen neue Architekturen zu entwickeln.
1Batteriekapazität [Ah]: in einer Batterie speicherbare Ladungsmenge; nicht zu verwechseln mit der
Kapazität von Kondensatoren.
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Einen weiteren wichtigen Grund zur Weiterentwicklung und Verbesserung von Funk-
empfängern bilden die Übertragungsstandards an sich. Die momentane technologische
Entwicklung in der mobilen Nachrichtenübertragung zielt auf immer breitbandigere Sys-
teme mit höchstmöglichen Übertragungsraten wie z.B. WLAN [10] und UWB ab [11], die
zum Teil sogar bei Frequenzen im Millimeterwellenbereich (bis hin zu Übertragungsfre-
quenzen bei 60GHz) arbeiten sollen [12]. Während im zellularen Mobilfunk Bandbreiten
von 200kHz bis 5MHz für ein einzelnes Nutzsignal verarbeitet werden, erfordern Breit-
bandübertragungen den Umgang mit bis zu 528MHz breiten Signalen. Motiviert wird die-
se Entwicklung hin zu Breitbandübertragungen durch den steigenden Bedarf an immer
höheren Übertragungsraten zur letztlich schnelleren Übermittlung sehr großer Datenmen-
gen. Heutige Funkempfängerkonzepte lassen sich nur noch schwer realisieren, wenn es dar-
um geht, zukünftig zu erwartende, hohe Übertragungsfrequenzen im Millimeterwellenbe-
reich [12] verarbeiten zu können. Das wirft die Frage auf, ob es geeignetere, möglicherweise
komplett neuartige Empfängertechnologien und folglich auch neue Funkempfängerarchi-
tekturen gibt, welche das Potenzial besitzen, den Anforderungen der Breitbandübertra-
gung im Millimeterwellenbereich gewachsen zu sein.
Darüber hinaus besteht immer noch ein enormes Interesse daran, sowohl verschiedene
bestehende als auch zukünftige Übertragungsstandards mit ein und dem selben Endgerät
empfangen und verarbeiten zu können [13]. Die optimale Funktionsweise dafür benötig-
ter, einstellbarer oder programmierbarer Empfänger (engl. software defined radio, SDR)
wäre ein direktes Abtasten des Empfangssignals an der Antenne. Dieses direkte Abtas-
ten ist allerdings mit heutigen Technologien für bestehende Übertragungsstandards nicht
möglich. Dabei besteht zum einen das Problem, dass es keine Analog-Digital-Umwandler
(ADU) mit geringem Energieverbrauch, kleiner Baugröße und geringen Kosten gibt, die
bei Frequenzen heutiger Standards arbeiten und in mobilen Endgeräten eingesetzt wer-
den könnten. So bräuchte man für die komplette Digitalisierung des heute verwendeten
Mobilfunkbandes von 800MHz bis 5,5GHz einen 12-Bit-ADU mit einer Abtastrate von ca.
10GHz [14]. Zum anderen ist es defacto unmöglich, die notwendigen digitalen Signalpro-
zessoren (DSP) zu realisieren [13]. Es wird beispielsweise ein für den Mobilfunk typisches
Empfangssignal bei 2GHz angenommen. Dieses wird mit 5GHz abgetastet und jeder Ab-
tastwert mit 16 Bit quantisiert. Unter der optimistischen Schätzung, dass die Filterung,
das Umsetzen ins Basisband, etc. etwa 50 digitale Befehle pro Abtastwert innerhalb eines
speziell angepassten DSP bedürfen, ergibt sich ein Aufwand von ca. 250GOPS und damit
Taktfrequenzen von weit mehr als 10GHz [15]. Derart hohe Taktfrequenzen sind heutzu-
tage in keiner Weise technologisch umsetzbar. Dieses konstruierte Beispiel zeigt, dass ein
direktes Abtasten an der Antenne bei heutigen Mobilfunksystemen unmöglich ist. Zusätz-
lich ist für den einzelnen Nutzer i.d.R. ohnehin nur eine begrenzte Anzahl von Signalen zur
gleichen Zeit von Interesse, wodurch die Wandlung der kompletten Übertragungsbänder
nicht zwingend erforderlich ist [14].
Demzufolge wird der SDR-Ansatz dahingehend erweitert, dass ein analoger Funk-
empfänger verwendet wird. Dieser soll dann zumindest in der Lage sein, eine Vielzahl von
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mobilen Übertragungsstandards verarbeiten zu können. Häufig wird dabei die zusätzliche
Forderung nach der Fähigkeit des gleichzeitigen Empfangs von bis zu drei verschiedenen
Standards hinzugefügt. Dabei zeigt sich, dass bestehende Architekturen nur im begrenzten
Maße den Anforderungen eines derartigen, SDR-ähnlichen Systems gewachsen sind. In [15]
werden bekannte Empfängerarchitekturen bezüglich ihrer SDR-Tauglichkeit untersucht
und festgestellt, dass es zwar einen Lösungsraum für eine mögliche SDR-Funkempfänger-
architektur gibt, dass allerdings keine bekannte optimale Lösung existiert und somit unter
Umständen nur gänzlich neuartige Architekturansätze zu einem SDR-ähnlichen System
führen können. Ein Funkempfänger, welcher die Anforderungen an einen Mehrfachstan-
dardempfang im Frequenzbereich von 800MHz bis 5GHz realisiert und Signalbandbreiten
von 200kHz bis 20MHz verarbeiten kann, wird in [16] vorgestellt.
Neben der Spezifikation neuer Übertragungsstandards und der damit verbundenen Ent-
wicklung neuer Protokolle, Zugriffsmethoden, etc. sowie digitaler Verfahren zur Signal-
verarbeitung spielt folglich die Verbesserung des Funkempfängers, als Brücke zwischen
digitaler Verarbeitung und dem Funkkanal, eine herausragende Rolle. Um nun den not-
wendigen Empfang ermöglichen zu können, für z.B. Breitbandempfang im Millimeter-
wellenbereich, etc., bedarf es innerhalb des Funkempfängers breitbandiger Komponenten,
einstellbarer Elemente oder einer Mischung aus beidem. Eine diesbezüglich wünschens-
werte Architektur eines Funkempfängers würde die Anforderungen an Breitbandigkeit
sowie an Programmierbarkeit mit möglichst geringem Schaltungsaufwand bei minimalem
Leistungsverbrauch erfüllen.
Außerdem ist es unerlässlich, die zu erwartenden Störeffekte des analogen Funk-
empfängerteils beim Entwurf und der Analyse von Empfängerarchitekturen zu beachten.
So sind u.U. Kompensationsverfahren für nichtlineare Verzerrungen, Gleichspannungs-
Offsets (engl. direct-current-offset , DC-Offset), Pfadfehlanpassungen, etc. in der
Empfängerarchitektur vorzusehen [17].
Aus diesen Gründen sollen im Rahmen dieser Arbeit alternative, Six-Port basierte Funk-
empfängerarchitekturen entwickelt und untersucht werden, welche das Potenzial haben,
die aufgeworfenen Problemstellungen der Breitbandigkeit und der Extrem-Hochfrequenz-
Tauglichkeit lösen zu können. Da die Six-Port-Technologie der Hochfrequenzmesstech-
nik entstammt, existieren verschiedene, verwendbare, schaltungstechnische Ansätze, mit
Hilfe derer die Realisierbarkeit Six-Port basierter Funkempfängerarchitekturen auch für
Übertragungsfrequenzen im Millimeterwellenbereich gesichert ist. Auch die potenzielle
Verwendbarkeit als Empfänger in einem SDR-ähnlichen System soll in die Untersuchung-
en mit einfließen. Dazu werden die untersuchten Architekturen mit bereits implementier-
ten Five-Port- und Six-Port-Testsystemen [18] verglichen, für welche die Tauglichkeit als
Empfänger in SDR-ähnlichen Systemen bereits aufgezeigt wurde [19].
Eine ausreichende Empfangsqualität bei der Verwendung von Six-Port basierten Funk-
empfängern konnte bisher nur unter Laborbedingungen nachgewiesen werden. Dies-
bezüglich ist die Frage zu klären, ob es System bedingte Gründe dafür gibt, dass Six-Port
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basierte Empfänger für den Mobilfunk in der Praxis bisher keinerlei Relevanz erlangt ha-
ben. Dazu müssen u.a. genaue Einblicke in das systematische Mischungsverhalten derar-
tiger Empfänger gewonnen werden. Um dies zu erreichen, ist es notwendig, eine allgemein
gültige Beschreibung der erwünschten und unerwünschten Teilsignale nach der additiven
Mischung zu entwickeln und diese geeignet auszuwerten.
Darüber hinaus sind die neuen Architekturen den bisher im Mobilfunk verwendeten
(z.B. Homodyn- und Heterodynempfänger) gegenüber zu stellen. Der zu erwartende Schal-
tungsaufwand sowie der potenzielle Energieverbrauch der neuen Architekturen sind ab-
zuschätzen. Außerdem ist besonders darauf zu achten, inwieweit Architektur bedingte
analoge Störeffekte minimiert bzw. kompensiert werden können. Das Hauptaugenmerk
liegt dabei auf dem Analogteil der Empfänger und den dort zu Tage tretenden Eigen-
schaften und Effekten.
Basierend auf den Untersuchungen vorwiegend systematischer Eigenschaften Six-Port
basierter Funkempfänger und ihrer charakteristischen Störsignale sind die bestehenden
Empfängerarchitekturen zu erweitern. Gegebenenfalls ergibt sich die Notwendigkeit, neue
Empfängerarchitekturen zu entwickeln. Neben der generellen, korrekten Funktionsweise
im Sinne eines Funkempfängers müssen die Eigenschaften dieser weiterentwickelten Six-
Port-Empfängerarchitekturen derart sein, dass sie auch unter realen Bedingungen arbeiten
können. Die Verwendbarkeit der zu entwickelnden Funkempfänger ist zu überprüfen, für
bestehende Mobilfunksysteme und in besonderem Maße in Hinblick auf zukünftige, extrem
breitbandige Übertragungsverfahren, wie z.B. UWB.
1.2 Vorgehensweise in der Arbeit
Zur Erfüllung der im vorangegangenen Abschnitt umrissenen Ziele werden in Kapitel 2
zunächst die Grundaufgaben von Empfängern dargelegt. Verschiedene analoge Störeffek-
te werden kurz vorgestellt, die von der Empfängerarchitektur unabhängig sind. Diese
sollen im dann folgenden Verlauf dieser Arbeit von untergeordnetem Interesse sein, da es
die spezifischen Eigenschaften der verschiedenen Architekturen zu untersuchen gilt. Dar-
aufhin werden die zwei grundlegenden Mischungsprinzipien, multiplikative und additive
Mischung, erläutert sowie die damit realisierbaren Empfängertypen vorgestellt. Im Vor-
dergrund steht dabei die grundlegende Beschreibung der Herkunft und der Eigenschaften
von Five-Port- und Six-Port-Empfängerarchitekturen.
Weiterführend werden in Kapitel 3 die einzelnen, sich ergebenden Teilsignale der ad-
ditiven Mischung kategorisiert und eruiert. Dieses basiert auf einer allgemein gültigen,
analytischen Beschreibung eines aus beliebig vielen Einzelsignalen bestehenden Emp-
fangssignals bei additiver Frequenzumsetzung mittels einer beliebigen Nichtlinearität.
Über den direkten Zusammenhang der HF-Eingangssignalsituation am Empfänger mit
der Art der Frequenzumsetzung wird ein möglicher Grund für die bislang ausgebliebene,
praktische Anwendung von Six-Port basierten Empfängern aufgezeigt. Das dabei iden-
tifizierte Problem resultiert aus der System bedingten Signalverarbeitung bei additiver
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Mischung und führt zu bisher unerwartet starker Beeinträchtigung von üblichen, aktiven
Basisbandbaugruppen durch die entsprechenden Störsignalkomponenten. Des Weiteren
werden aus der Systematik der Erzeugung unerwünschter Störsignale bei der additiven
Mischung verschiedene, analoge Kompensationsverfahren abgeleitet. Für diese werden ei-
nerseits die Funktionsweise und andererseits die Kalibrierungsmöglichkeiten dargelegt.
Über die Kombination aus der allgemein gültigen Signalbeschreibung und den erläuter-
ten Kompensationsverfahren wird eine Beziehung zur Abschätzung des Kompensations-
bedarfs der systematischen Störsignale bei der Kenntnis der HF-Eingangssignalsituation
entwickelt. Mittels dieser Beziehung kann bereits beim Systementwurf die Realisierbarkeit
Six-Port basierter Empfänger abgeschätzt werden.
Kapitel 4 beschäftigt sich daraufhin mit IQ-Imbalance. Sie ist ein analoger Störeffekt,
der zwar mit der Frequenzumsetzung in unmittelbarem Zusammenhang steht, von seiner
Art her jedoch nicht System bedingt ist. Das heißt, dass IQ-Imbalance in einem idealen
(theoretischen) Funkempfänger nicht auftritt, im Gegensatz z.B. zu den systematischen
Störsignalen der additiven Mischung. Basierend auf einem geeigneten, verallgemeinerten
Signalmodell wird das für beide Mischungsarten, multiplikative sowie additive Mischung,
gültige, äquivalente IQ-Imbalance-Empfängermodell abgeleitet. Verschiedene, aus der Li-
teratur bekannte, vornehmlich digitale IQ-Regenerierungsmethoden werden vorgestellt,
wobei den so genannten blinden Signalseparationsalgorithmen (BSS) besondere Aufmerk-
samkeit zukommt. Mit der Kenntnis der Wahrscheinlichkeitsdichteverteilung digital mo-
dulierter Signale werden neue Kernfunktionen für die BSS-Algorithmen ermittelt, welche
im Vergleich zu anderen, bekannten Methoden zu besseren Separationsergebnissen für die
IQ-Imbalance verfälschten Nutzsignale führen.
Im Kapitel 5 werden die Resultate der vorangegangenen Kapitel miteinander verknüpft.
Auf diesem Wege werden neue Six-Port basierte Empfängerarchitekturen entwickelt. Da-
bei sind die potenzielle, verbesserte Realisierbarkeit sowie der konventionellen Empfängern
(mit multiplikativer Mischung) vergleichbare Aufwand hervorzuhebende Eigenschaften der
neuen Six-Port basierten Empfänger. Die Rekalibrierbarkeit der neuen Empfängertypen
wird erläutert. Diese ermöglicht es, die Funkempfänger auch noch nach dem Einbau in
ein Endgerät, im Rahmen ihrer schaltungstechnischen Konventionen möglichen Arbeits-
bereiche an neue Empfangsaufgaben anzupassen. Diesbezüglich wird angenommen, dass
die notwendigen Basisbandbaugruppen ebenfalls entsprechend rekalibrierbar sind. Durch
Simulationen wird die korrekte Arbeitsweise der Empfänger belegt, wobei zum einen der
Empfang von UTRA-FDD und zum anderen von MB-OFDM-UWB untersucht wird.
Abschließend werden in Kapitel 6 die Ergebnisse dieser Arbeit zusammengefasst.
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2 Empfängerarchitekturen für
Mobilfunkgeräte
Der Funkempfänger ist das notwendige Bindeglied zwischen den übertragenen, elektro-
magnetischen Wellen des Funkkanals und den digitalen Verarbeitungseinheiten des End-
gerätes, Abb. 2.1. Als Empfänger wird im Weiteren der Teil eines Endgerätes bezeichnet,
der die analogen, elektromagnetischen Wellen ins Basisband umsetzt, digitalisiert und ge-
gebenenfalls dabei aufgetretene Störeffekte kompensiert. Er setzt sich aus dem analogen
Funkempfänger und einer digitalen Verarbeitungseinheit zusammen.
Die wichtigste Aufgabe eines Empfängers besteht in der Auswahl des gewünschten Sig-
nals aus einer Vielzahl von Nachrichtensignalen, die den Empfänger gleichzeitig aber in
unterschiedlichen Frequenzlagen erreichen [20]. Für die Erfüllung dieser Grundaufgabe
benötigte man ein entsprechendes Filter der Bandbreite BW des gewünschten Signals.
Dieses Filter hat neben der Rausch-Bandbegrenzung die Aufgabe, möglichst gute Selekti-
vität gegenüber den Nachbarsignalen zu realisieren. Um innerhalb der empfangenen Sig-
nale das gewünschte auswählen zu können, ist neben der eigentlichen Selektionsfunktion
auch eine Abstimmbarkeit des Filters zu realisieren.
Informations-
Quelle
Informations-
SenkeÜbertragungskanal Empfänger
Störungendigital digitalanalog analog
Sender
Funk-
empfänger
Digitale 
Verarbeitungs-
einheit
Abbildung 2.1: Allgemeines, gestörtes Nachrichtenübertragungssystem.
Des Weiteren muss das Empfangssignal in der Regel variabel verstärkt werden können,
um die großen Dämpfungsunterschiede auf den verschiedenen Übertragungswegen auszu-
gleichen. Üblicherweise verwendet man dafür einstellbare, mehrstufige Verstärker (engl.
automatic gain control , AGC) [20]. Da das Hauptaugenmerk dieser Arbeit auf Emp-
fängerarchitekturen für den Mobilfunk liegt, sei darauf hingewiesen, dass in Empfängern
für digitale Übertragungsverfahren neben den angesprochenen Filtern häufig noch Ent-
zerrernetzwerke zum Einsatz kommen. Diese haben die Aufgabe, lineare Verzerrungen des
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Übertragungskanals zu kompensieren. Schließlich ist das Empfangssignal zu demodulie-
ren. Das bedeutet, dass das empfangene, selektierte Bandpass-Signal in den Basisband-
bereich verschoben und daraufhin eine Detektion des im empfangenen Signal enthaltenen
Nachrichtensignals durchgeführt wird. Demodulatoren können je nach gewählter Modula-
tionsart aus linearen oder nichtlinearen Systemen bestehen [20], worauf jedoch im weiteren
Verlauf der vorliegenden Arbeit nicht weiter eingegangen werden soll.
Zusätzlich wird für die digitale Nachrichtenübertragung (z.B. im Mobilfunk) ein Analog-
Digital-Umsetzer (ADU) benötigt, der an einer geeigneten Stelle des Empfängers die ana-
logen Signale in digitale umwandelt. Prinzipiell wird diese Wandlung nach dem Umsetzen
des gewünschten Signals in eine Zwischenfrequenz bzw. ins Basisband, jedoch vor der
eigentlichen Detektion durchgeführt.
Die allgemeinen Aufgaben eines Funkempfängers für Mobilfunkgeräte sind daher:
• die Auswahl eines gewünschten Signals aus einer Vielzahl gleichzeitig empfangener
Signale,
• eine rauscharme Verstärkung des gewünschten Signals und somit eine große Emp-
findlichkeit,
• u.U. die Beseitigung von Verzerrungen oder anderweitigen Störungen innerhalb des
Nutzsignals,
• die Umsetzung des gewünschten Signals ins Basisband,
• eine Umwandlung des analogen Signals in ein digitales sowie
• die Detektion des eigentlichen Nachrichtensignals.
LNA BPF
ADU
Ent-
zerrer
AGC
Basisband-
umsetzung
Detektor 
(Decoder) DSV
analog digital
Abbildung 2.2: Blockschaltbild eines theoretischen Geradeausempfängers für digitale
Signale.
Diese grundlegenden Anforderungen an einen Empfänger für digitale Signale sind in
Abb. 2.2 dargestellt. Die Verwendung des ADU nach der Umsetzung ins Basisband ist
an dieser Stelle willkürlich, um, lediglich der Vollständigkeit halber, die Funktion der
Analog-Digital-Wandlung abzubilden. An den Empfang des gewünschten Signals schließt
sich bei Mobilfunksystemen in der Regel spezielle digitale Signalverarbeitung (DSV) an.
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Diesbezüglich wird in den folgenden Kapiteln noch gesondert auf Algorithmen zur Kom-
pensation von Störeffekten eingegangen, welche vorzugsweise digital zu realisieren sind.
Da bei höheren, im Mobilfunk üblichen Frequenzen (mehrere hundert MHz bis hin zu
einigen GHz) die Güten der Filter für eine ausreichende Selektion zu klein sind, ist der
praktische Einsatz eines Geradeausempfängers (Abb. 2.2) bei höheren Frequenzen nicht
möglich [21]. Würde man zusätzlich variable Einstellbarkeit der Empfangsfilter benöti-
gen, so müssten sämtliche Teilfilter nachgestimmt und beim Frequenzwechsel umgeschal-
tet werden. Dadurch entstünden zusätzliche Verschlechterungen der Trennschärfe bzw. der
Selektivität. Zur praktischen Anwendung kommen rein analoge Geradeausempfänger ohne
Entzerrer, ADU und DSV eigentlich nur im Lang- und Längstwellenbereich (bis maximal
300kHz), [21]. Zusätzlich weisen Geradeausempfänger eine nur geringe Empfindlichkeit
auf, so dass schwache Signale unter Umständen nicht mehr empfangen werden können.
Der in Abb. 2.2 dargestellte Empfänger ist deshalb eher eine theoretische, alle wesentlichen
Grundfunktionen beinhaltende Architektur für den Mobilfunkempfang. Aus den voran ge-
nannten Gründen wurde der Geradeausempfänger vom Überlagerungsempfangskonzept in
Hinblick auf höherfrequente Übertragungen verdrängt. Der Überlagerungsempfang ist das
vorherrschende Empfängerkonzept im Mobilfunk.
Komplexe Basisbandsignale und IQ-Empfang
In der Regel wird in heutigen, standardisierten, digitalen Mobilfunksystemen (z.B. GSM-
PCS1900 [22], UMTS [23]) die so genannte IQ-Übertragung verwendet. Dabei liegt das
Basisbandsignal in komplexer Form vor:
s(t) = I(t) + j ·Q(t) . (2.1)
I(t) wird als Inphasenkomponente (I) und Q(t) als Quadraturphasenkomponente (Q)
bezeichnet. Durch die Verwendung komplexer Basisbandsignale, auch Quadratursignale
genannt, lassen sich einem reellwertigen Bandpasssignal zwei von einander unabhängige,
reellwertige Basisbandsignale aufprägen:
sBP (t) =
√
2 · Re
{
s(t) · ej2πfHF t
}
=
√
2 ·
[
I(t) · cos
(
2πfHF t
)
−Q(t) · sin
(
2πfHF t
)]
,
(2.2)
wobei fHF die hochfrequente Übertragungsfrequenz des Bandpasssignals ist. Der Faktor√
2 wird hier eingeführt, um sowohl im Basisband als auch im Bandpassbereich die gleiche
Leistung der Signale zu erhalten [20]1. Die Basisvektoren von IQ-Signalen sind zueinander
1Verschiedentlich wird in der Literatur der Faktor
√
2 auch weggelassen. In diesem Falle verdoppelt
sich die Leistung beim Übergang vom Bandpass- in den Basisband- bzw. Tiefpassbereich [20]. Da
im weiteren Verlauf dieser Arbeit jedoch nicht nur Signal-Stör-Verhältnisse sondern auch absolute
Leistungen der Signale sowohl im Bandpass- als auch im Basisbandbereich eine Rolle spielen, ist es
zweckmäßig, eine derartige Leistungsnormierung durchzuführen.
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f0
|S(f )|
f0
|SBP(f )|
fHF- fHF
(a) (b)
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1
Abbildung 2.3: Spektren des (a) komplexen Basisbandsignals mit der maximalen
Amplitude 1 und (b) des dazugehörigen reellen Bandpasssignals bei der
Frequenz fHF .
orthonormal, d.h.: ‖eI‖ = ‖eQ‖ = 1 und 〈eI , eQ〉 = 0.
Das Signal sBP (t) ist reellwertig, wodurch dessen Spektrum symmetrisch bezüglich der
Frequenz f = 0 ist. In Abb. 2.3 ist die spektrale Zusammensetzung eines allgemeinen,
komplexen Basisbandsignals und dem dazu gehörigen reellen Bandpasssignal dargestellt.
Der wesentliche Grund zur Verwendung komplexer Basisbandsignale liegt in der Erhöhung
der Bandbreiteneffizienz. Das bedeutet, dass mit IQ-Signalen mehr Bits pro Sekunde und
Hz übertragen werden können [24] als bei einer vergleichbaren Übertragung eines ur-
sprünglich nur reellen Basisbandsignals.
Nichts desto trotz gibt es auch Mobilfunkverfahren, die nur die I-Komponente, d.h. ein
reelles Basisbandsignal zur Übertragung vorsehen, z.B. bei UWB [11]. Da beim Übergang
von komplexen zu reellen Basisbandsignalen lediglich die Quadraturphasenkomponente
Null zu setzen bzw. wegzulassen ist, wird im Sinne der Allgemeingültigkeit im weiteren
Verlauf dieser Arbeit generell vom Empfang eines komplexen IQ-Signals ausgegangen.
2.1 Ausgewählte, unspezifische, analoge Störeffekte
In jedem schaltungstechnisch implementierten Funkempfänger treten Störeffekte auf. Aus
der Vielzahl existierender Störungen werden hier die wichtigsten ausgewählt und kurz
erläutert, die unspezifisch in allen Empfängerarchitekturen auftreten können. Auf spezi-
fische, den verschiedenen Architekturen eigene, analoge Störeffekte wird im späteren Teil
der Arbeit an geeigneter Stelle eingegangen.
2.1.1 Intermodulation
An den nichtlinearen Kennlinien von Übertragungsgliedern (z.B. reale Verstärker, etc.)
u(t) = c0 + c1 s(t) + c2 s
2(t) + c3 s
3(t) + · · · =
NL∑
k=0
ck s
k(t) (2.3)
werden aus mehreren anliegenden Signalen sj(t) (mit s(t) =
∑
j sj(t)) neue, unerwünschte
Signale erzeugt [21]. Dieser Vorgang wird Intermodulation und die entstehenden Signale
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Intermodulationsprodukte (IMP) genannt. Üblicher Weise werden bei Empfängern nur
IMP 2. und 3. Ordnung betrachtet [25], für deren Frequenzen gilt [21]:
fIMP2 = |fST1 ± fST2| IMP 2. Ordnung, IMP2 (2.4)
fIMP3 = |2 fST1 ± fST2| IMP 3. Ordnung, IMP3. (2.5)
Dabei sind fST1 und fST2 Frequenzen beliebiger Signale, die zum potenziellen Störsignal
der Frequenz fIMP2 oder fIMP3 führen. Ein Intermodulationsprodukt stört dann, wenn
es in das Nutzband des Empfängers fällt, z.B. die Teilsignale bei den Frequenzen f = 0
und f = f2− f1 (Teile der IMP 2. Ordnung) in Abb. 2.4 für den Fall, dass das Nutzsignal
ebenfalls im Basisbandbereich liegt (Direktmischerempfang oder Zwischenfrequenzemp-
fang mit niedriger Zwischenfrequenz). Jedes Teilsignal mindestens 2. Ordnung führt zu
einem IMP. Weil jeweils eine Multiplikation im Zeitbereich durchgeführt wird, lassen sich
die Intermodulationsprodukte auch als Ergebnis einer Faltung im Frequenzbereich verste-
hen.
f0
Amplitude
 f1  f22f1-f2 2f2-f1 f2-f1 2f1 2f2 3f1 2f1+f2f1+f2
ursprüngliche 
Signale
Kreuzmodu-
lationsprodukte
3f22f2+f1
Abbildung 2.4: Schematische Darstellung von Intermodulationsprodukten zweier Harmo-
nischer ({c1, c2, c3} 6= 0 in (2.3) mit s(t) = sin(2πf1t) + sin(2πf2t)).
In diesem Sinne entspricht beispielsweise die Intermodulation 2. Ordnung der Gleich-
richtung der Eingangssignale durch eine nichtlineare Baugruppe. Zur weitestgehenden
Vermeidung von IMP 2. Ordnung werden häufig symmetrische, differenzielle Schaltungen
eingesetzt, bei denen sich im Idealfall die Effekte aller Nichtlinearitäten gerader Ordnung
aufheben [26].
Darüber hinaus können in symmetrischen, differenziellen, nichtlinearen Schaltungen
kleine Offset-Spannungen trotzdem zu Intermodulation 2. Ordnung führen, welche sich
aus Nichtlinearitäten 3. Ordnung ergeben. Es ist allerdings möglich, diesen Effekt mit
geeigneten Rückkopplungen zu verringern [27].
Einen Sonderfall der Intermodulation 3. Ordnung stellen die Kreuzmodulationsprodukte
dar [21]. Dabei entstehen die IMP direkt bei den Frequenzen des ursprünglichen Nutzsi-
gnals, indem die Modulation des amplitudenmodulierten Störsenders auf den Nutzsender
übertragen wird.
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In Kapitel 3 wird gesondert auf den Einfluss systematischer Intermodulationsprodukte
bei der additiven Frequenzumsetzung eingegangen. Anderweitige Intermodulationspro-
dukte, die direkt bei der Mischung bzw. Frequenzumsetzung im Empfänger entstehen,
sind wiederum von der verwendeten Empfängerarchitektur abhängig (insbesondere von
der Art der Frequenzumsetzung und der Wahl der Zwischenfrequenz(en)) und sollen an
dieser Stelle nicht weiter untersucht werden. Diesbezügliche Erläuterungen, Analysen und
Zusammenfassungen sind u.a. in [25], [28], [29] und [30] zu finden.
2.1.2 Rauschen
Ein Rauschsignal ist nicht deterministisch, d.h. dass sein zeitlicher Verlauf durch eine ma-
thematische Beschreibung nicht vollständig festgelegt werden kann [20]. Aus diesem Grund
spricht man bei Rauschsignalen auch von Realisierungen stochastischer Prozesse. Rausch-
prozesse nennt man stationär, wenn ihre statistischen Eigenschaften zeitunabhängig sind.
s(t) y(t) = s(t) + n(t)
n(t)
Originalsignal
Rauschen
rausch-gestörtes
Signal
Abbildung 2.5: Störung eines Nutzsignals s(t) durch eine additive Rauschquelle n(t), z.B.
thermisches Rauschen an einem Widerstand R.
Führt man an einem stochastischen Prozess eine individuelle Messung durch, so erhält
man eine so genannte Musterfunktion bzw. Realisierung n(t) des stochastischen Prozesses
N(t). Ein Rauschsignal ist stets eine solche Musterfunktion eines stochastischen Prozesses.
Auch wenn alle, einem Rauschprozess entnommenen Musterfunktionen einen voneinander
unterschiedlichen, zeitlichen Verlauf aufweisen, liegen ihnen jedoch die gleichen statisti-
schen Eigenschaften des Prozesses zugrunde.
Neben den eigentlichen Ursachen klassifiziert man Rauschen insbesondere nach den Pa-
rametern stochastischer Prozesse, die zum Teil messtechnisch erfassbar sind. Dazu gehört
beispielsweise das Leistungsdichtespektrum SNN(jω), welches die Änderung der Leistung
pro Bandbreite beschreibt. SNN(jω) ergibt sich aus der Fouriertransformation F{•} der
Autokorrelationsfunktion rNN(τ) des Prozesses N(t), [20]:
SNN(jω) = F
{
rNN(τ)
}
=
∫ ∞
−∞
rNN(τ) · e−jωτdτ (2.6)
mit rNN(τ) = E
{
N(t) ·N(t+ τ)
}
. (2.7)
E{•} bezeichnet den Erwartungs- bzw. Mittelwert [31]. So eignen sich auch bestimmte Er-
wartungswerte oder Wahrscheinlichkeiten zur mathematischen Beschreibung von Rausch-
prozessen und deren Auswirkungen. Z.B. erhält man die mittlere Leistung eines Prozesses
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über
E
{
|N(t)|2
}
= rNN(0) =
1
2π
∫ ∞
−∞
SNN(jω) dω . (2.8)
In elektronischen Schaltungen existiert eine Vielzahl an Rauschquellen, die allgemein
mit dem Sammelbegriff des elektronischen Rauschens umschrieben werden [21]. Elektro-
nisches Rauschen überlagert sich additiv den erwünschten Signalen in praktisch allen
schaltungstechnischen Systemen. Die Nutzsignale werden daher mehr oder weniger stark
durch die Rauschsignale gestört. Im Folgenden werden die wesentlichen elektronischen
Rauschquellen kurz erläutert.
Thermisches Rauschen
Das thermische Rauschen ist in der Schaltungstechnik allgegenwärtig. Es entsteht durch
die zufällige Schwirr- bzw. Wimmelbewegung quasifreier Ladungsträger in einem Leiter
[21]. Die Rauschleistungsdichte des thermischen Rauschens im interessierenden Frequenz-
bereich wird mit der Näherung
N(f) = kB · Temp (2.9)
angegeben, [32]. Das Spektrum der Rauschleistung eines ohmschen Widerstandes ist da-
mit weiß.
So lässt sich unter anderem jeder Widerstand (mit Temp > 0K) als Nominalwiderstand
R der Temperatur 0K mit einer in Reihe geschalteten Rauschspannungsquelle mit dem
Effektivwert ueff =
√
4 kB TempR∆f im betrachteten Frequenzintervall ∆f auffassen,
[21]. Ist s(t) ein Spannungssignal, so kann der Einfluss des thermischen Rauschens eines
Widerstandes wie in Abb. 2.5 modelliert werden.
Schrotrauschen
Während das thermische Rauschen bereits ohne makroskopische Bewegung von Ladungs-
trägern auftritt, entsteht das Schrotrauschen in einem Stromfluss i(t), wenn Ladungs-
träger in zufälliger Weise Grenzflächen zwischen zwei Leitungsmedien überschreiten [21].
Dieser Effekt tritt in besonderem Maße bei aktiven Halbleiterbauelementen auf (z.B. in
Verstärkern oder aktiven Mischern).
1/f-Rauschen
Das allgemeine Kennzeichen dieses Rauschens ist, dass es typischerweise bei Frequenzen
von 1Hz bis 10kHz beobachtet werden kann. Die Rauscheinflüsse verhalten sich hier in-
direkt proportional zur Frequenz, so dass sehr starke Rauscheinflüsse bei sehr niedrigen
Frequenzen und sehr schwache Einflüsse bei hohen Frequenzen zu verzeichnen sind [32].
Als Ursache kommen Oberflächenwellen- und Volumeneffekte z.B. bei Halbleitern in
Betracht, wobei die genauen Ursachen des 1/f -Rauschens noch ungeklärt sind, [21].
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Generations-Rekombinationsrauschen
Des Weiteren trägt in Halbleitern die Generation und Rekombination von Ladungsträger-
paaren zum Rauschen bei. Dieses Generations-Rekombinationsrauschen lässt sich ähnlich
wie das Schrotrauschen beschreiben, führt jedoch zu stärkeren, zufälligen Amplituden-
schwankungen, da immer zwei verschiedene Ladungsträgerarten an der Erzeugung des
Rauschens beteiligt sind, [32].
Empfangsrauschen
Eine in der Hochfrequenztechnik wichtige Rauschquelle ist das Empfangsrauschen, welches
von den Antennen neben den Nutzsignalen aus dem Übertragungsmedium aufgenommen
wird [32].
Bei Betrachtungen im Mobilfunk werden diesbezügliche Rauscheinflüsse den Eigenschaf-
ten des Übertragungskanals und nicht des Empfängers zugeordnet. Man kommt bei die-
ser Sichtweise u.a. zum so genannten AWGN-Kanal (engl. additive white gaussian noise,
AWGN; additives, weißes, gaußsches Rauschen), bei dem alle Störsignale in einem Rausch-
prozess der konstanten Rauschleistungsdichte:
SNN,AWGN(f) =
N0
2
(2.10)
zusammengefasst werden, [20]. Die Amplituden der Musterfunktionen des Rauschprozes-
ses sind dabei Gauß-verteilt. Die Modellierung der Wirkung des AWGN-Rauschens auf
ein Nutzsignal kann hier entsprechend Abb. 2.5 erfolgen.
Die in diesem Abschnitt erläuterten Rauscheinflüsse können i.d.R. zusammengefasst, als
einzelne zufällige Störgröße betrachtet werden. Generell soll jedoch die explizite Rausch-
analyse der untersuchten Empfängerarchitekturen nicht im Vordergrund stehen. In Hin-
blick auf ein besseres Verständnis der systematischen Zusammenhänge in Funkempfänger-
architekturen wird im weiteren Verlauf der Arbeit weitestgehend auf die Modellierung und
Beschreibung von Rauschprozessen innerhalb der betrachteten Systeme verzichtet.
2.1.3 Fehlanpassung und Bauelementetoleranzen
In analogen Schaltungen resultiert eine Vielzahl von Störeffekten daraus, dass die
tatsächlichen Bauelementewerte von ihren idealen Nominalwerten abweichen. Dies ist
darauf zurück zu führen, dass es insbesondere bei der Herstellung integrierter analo-
ger Schaltungen nicht möglich ist, den Produktionsprozess mit allen systematischen und
zufälligen Einflussfaktoren identisch zu reproduzieren [33]. Zusätzlich sind die elektrischen
Eigenschaften der Bauelemente von ständig präsenten Umweltfaktoren (z.B. Temperatur)
abhängig, so dass Änderungen der Umgebungsparameter Änderungen der Bauelemente-
werte nach sich ziehen.
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Folglich muss beim Entwurf analoger Systeme und Schaltungen davon ausgegangen
werden, dass im Systementwurf ideal gleichartige, einander angepasste Pfade in einem
implementierten, analogen System unterschiedliche, frequenzunabhängige Amplituden-
und Phasenfehler in den verarbeiteten Signalen hervorrufen. Die Bauelementetoleranzen
führen damit u.a. zu einer Fehlanpassung verschiedener Signalpfade zueinander.
Bei der Verwendung komplexer Subsysteme, wie z.B. Filter, führen die Schwankungen
der Bauelementewerte sogar zur Veränderung der frequenzabhängigen Übertragungsfunk-
tion. In Abhängigkeit von der Stärke des unerwünschten Einflusses auf die durch das
komplexe Subsystem verarbeiteten Signale können frequenzabhängige bzw. frequenzse-
lektive Fehlanpassungen u.U. nicht vernachlässigt werden. Solche Störeinflüsse führen zu
einer komplexen Skalierung (Veränderung von Amplituden und Phasen) der verarbeiteten
Teilsignale verschiedener Frequenzen.
Beim Empfang von IQ-Signalen verlieren die ursprünglich orthogonalen Signale mit ei-
nem definierten Amplitudenverhältnis (wie in (2.1) und (2.2) wenn |I(t)| = a |Q(t)|) ihre
Proportionalität bzw. ihre Orthogonalität durch Amplituden- bzw. Phasenfehler. Dies
lässt sich durch entsprechende absolute oder normierte, frequenzunabhängige oder fre-
quenzselektive Pfadfehlanpassungen modellieren.
2.1.4 Signalübersprechen (HF ↔ LO)
HF-Einkopplung bzw. das Übersprechen (engl. crosstalk) entsteht durch unzureichende
Isolation und ungünstige Platzierung einzelner Leitungen [32]. Im Weiteren wird das Über-
sprechen vom HF-Signal auf das LO-Signal mit dem komplexen Faktor ζ
HF
= ζHF e
jςHF
modelliert und der umgekehrte Fall mit ζ
LO
= ζLO e
jςLO .
Als Folge des Übersprechens ergeben sich je nach Architektur multiplikative oder addi-
tive Überlagerungen des HF-Signals mit sich selbst oder des LO-Signals mit sich selbst.
Eine genaue Analyse der Art und des Einflusses dieser Störungen auf das Nutzsignal bei
der Anwendung der additiven Frequenzumsetzung wird in Kapitel 3 durchgeführt.
sHF (t)
LO
ζ HF ζ LO
+
+
Mischelement
(    oder +)
Abbildung 2.6: Modellierung von HF- bzw. LO-Übersprechen (Parameter ζHF bzw. ζLO)
Bei der Verwendung der multiplikativen Frequenzumsetzung hat das Übersprechen be-
sonders in Empfängern mit niedriger Zwischenfrequenz (ZF) oder direkter Umsetzung ins
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Basisband erheblichen Einfluss. Da derartige Architekturen jedoch nicht im Mittelpunkt
dieser Arbeit stehen, sei hierzu auf weiterführende Fachliteratur verwiesen [26], [34], [35].
2.2 Empfänger mit multiplikativer Frequenzumsetzung
Zur Vermeidung der Nachteile des Geradeausempfängers werden im Mobilfunk
Empfängerarchitekturen mit einfacher oder mehrfacher Frequenzumsetzung2 verwendet.
Generell wird dabei das gewünschte Signal, das bei einer hohen Frequenz fHF über-
tragen wurde, zu einer niedrigeren Frequenz umgesetzt. Die Frequenzabstimmung des
Empfängers erfolgt durch eine geeignete Einstellung der Oszillatorfrequenz.
Im Vergleich zur additiven ist bei der multiplikativen Frequenzumsetzung einerseits zwar
der Schaltungsaufwand höher, andererseits ist die Prinzip bedingte Signalaufbereitung am
Ausgang des Mischers geringer. Ebenfalls von Vorteil ist die direkt in der Multiplizierer-
schaltung bzw. im Mischer realisierbare Verstärkung, welche zu einem hohen Mischgewinn
führt. Dadurch lassen sich Leistungsverluste, z.B. durch die Filterung, kompensieren. Der
Rauscheinfluss angeschlossener Empfängerkomponenten wird verringert [36].
Bei einer IQ-Abwärtsmischung wird dem aus L verschiedenen Nutzsignalen bestehenden
Empfangssignal:
sHF (t) =
√
2
L∑
ν=1
Re
{
s ν(t) · ej 2πfνt
}
=
1√
2
L∑
ν=1
[
s ν(t) · ej 2πfνt + s∗ν(t) · e−j 2πfνt
] (2.11)
ein komplexes Lokaloszillatorsignal:
sLO(t) =
√
2 ·
(
cos
(
2πfLOt
)
− j sin
(
2πfLOt
))
=
√
2 · e−j2πfLOt (2.12)
der Frequenz fLO multiplikativ überlagert [20], [21], [37] und man erhält das herunterge-
mischte Signal:
z(t) = sHF (t) ·
√
2 e−j2πfLOt (2.13)
=
L∑
ν=1
([
s ν(t) e
j 2πfνt + s∗ν(t) e
−j 2πfνt
]
· e−j 2πfLOt
)
(2.14)
=
L∑
ν=1
(
s ν(t) · ej 2π(fν−fLO)t + s∗ν(t) e−j 2π(fν+fLO)t
)
. (2.15)
2Der Autor ist sich bewusst, dass ein Frequenzumsetzer in seiner Grundform ein Zweitor ist, welches als
Subsystem ein Mischer-Dreitor mit weiteren Subsystemen enthält. Da schaltungstechnische Details
jedoch nicht im Vordergrund dieser Arbeit stehen sollen, werden die Begriffe Frequenzumsetzer und
Mischer im Weiteren synonym benutzt.
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Es ist dabei jedes komplexe Signal s∗ konjugiert komplex zu s. Der Faktor
√
2 des Oszilla-
torsignals in (2.12) wird hier wiederum eingeführt, um ebenfalls eine Leistungsanpassung
des heruntergemischten mit dem empfangenen Signal zu erzielen. Dies resultiert daraus,
dass sich nach dem Umsetzen des Signals zur niedrigeren Frequenz eine entsprechende
Filterung F{•} zur Unterdrückung der hochfrequenten Teilsignale (bei −(fν + fLO)) an-
schließt. Somit bleibt letztlich nur die Hälfte der Leistung des heruntergemischten Signals
übrig, welche wiederum der anfänglichen Sendeleistung des ursprünglichen Basisbandsig-
nals entsprechen soll. Der genutzte Anteil des heruntergemischten Signals ist demzufolge:
sZ(t) = F
{
z(t)
}
=
L̃∑
ν=1
(
s ν(t) · ej 2π(fν−fLO)t
)
mit: L̃ ≤ L . (2.16)
Im hier angenommenen spektralen Szenario (Abb. 2.7) hat jedes einzelne Signal die Band-
breite BW . Darüber hinaus entspricht eine willkürlich gewählte Trägerfrequenz fm = fHF
der LO-Frequenz fLO. Unabhängig von dieser Vereinbarung können aus dieser Darstel-
f0
|SHF(f )|(a)
1/√2
 fm = fHF
BW
f0
|Z(f )|(b)
1
– ( fHF + fLO)
– fm =  – fHF
F{●}
|SZ(f )|
Vorselektion:
HF-Band-Filter
Abbildung 2.7: Spektren des (a) allgemeinen, reellen Empfangssignals und (b) der
heruntergemischten Signale.
lung der multiplikativen Quadratur- bzw. IQ-Abwärtsmischung bekannte Empfängerar-
chitekturen abgeleitet werden. Bei der Festlegung der LO-Frequenz führt die Lage des
gewünschten Nutzsignals innerhalb von s
¯
(t) dabei entweder zum so genannten Homodyn-
empfang oder zum Heterodynempfang. Eine gute Übersicht bekannter Funkempfänger-
architekturen mit multiplikativer Frequenzumsetzung inklusive einer Abschätzung ihrer
Verwendbarkeit für ein SDR-ähnliches System ist z.B. in [38] zu finden.
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Mit der Erzeugung eines Frequenzfehler freien LO-Signals (fLO = fHF ) und der Reali-
sierung einer Multiplikation in Verbindung mit Filterung lässt sich hier das gewünsch-
te Signal störungsfrei in den Basisbandbereich verschieben. Die LO-Signalgenerierung
und die Multiplikation sind zumindest in der ersten Stufe (bei mehrstufiger Frequenz-
umsetzung über Zwischenfrequenzen) in analoger Schaltungstechnik auszuführen. Da je-
doch bei der Herstellung analoger Schaltungen in der Regel Abweichungen der tatsächli-
chen Bauelementewerte von ihren Nominalwerten zu verzeichnen sind [33], [39], weichen
auch die damit zu implementierenden Signaloperationen von ihrem idealen Verhalten ab.
Zusätzlich wird es Signalübertragungswege geben, die in der jeweiligen Systemarchitektur
nicht vorgesehen waren, z.B. additive Überlagerungen des LO-Signals auf das Empfangs-
signal im Signalpfad vor dem Mischer und umgekehrt, Abb. 2.6.
Als Folge treten unerwünschte Teilsignale und Effekte auf, welche die Empfangssignal-
qualität verschlechtern. Bei einer technischen Realisierung der multiplikativen Frequenz-
umsetzung wird dadurch der systemtheoretische Vorteil, Prinzip bedingt keine Störsignale
zu erzeugen, zum Nachteil. Alle auftretenden Störungen (z.B. Gleichspannungsoffsets, IQ-
Imbalance, etc.) bei der Mischung sind dann nicht systematisch. Deshalb ist es nur mit
großem Aufwand möglich, die Störeinflüsse direkt innerhalb des Empfängers zu messen
und zu kompensieren. Diesbezüglich wird beispielsweise in [40] auf ausgewählte Störeffekte
und mögliche Kompensationsalgorithmen bei der Verwendung von Homodynempfängern
für ein SDR-ähnliches System eingegangen.
In den folgenden Abschnitten werden die wichtigsten Empfängerarchitekturen der mul-
tiplikativen Frequenzumsetzung vorgestellt, die im Mobilfunk Verwendung finden.
2.2.1 Homodynempfang
Das Homodynprinzip (oft auch: Direktmischprinzip) beruht darauf, das hochfrequente
Empfangssignal (2.11) mittels genau einer Frequenzverschiebung ins Basisband umzuset-
zen. Dies entspricht der Situation des Nutzsignals mit der Mittenfrequenz fm = fHF = fLO
in Abb. 2.7. Es wird also das Lokaloszillatorsignal auf die Trägerfrequenz des gewünschten
Signals eingestellt. Weicht die LO-Frequenz leicht von der Trägerfrequenz des gewünsch-
ten Signals ab, so spricht man auch vom Zero-IF-Empfang, d.h. Umsetzung zu einer
Zwischenfrequenz (engl. intermediate frequency) die nahezu Null ist. Nichts desto trotz
werden Architekturen dieses Umsetzungsschemas hier und in der Literatur [26] dem Di-
rektmischempfang zugeordnet, da sowohl der analoge Empfängerteil sowie die wichtigsten,
erwünschten und unerwünschten Effekte die gleichen sind.
Über die bisher dargestellten Zusammenhänge hinausgehend, wird die allgemeine Filter-
funktion nach dem Heruntermischen F(•) als Tiefpassfilter (engl. low pass filter , LPF) der
Grenzfrequenz BW/2 ausgeführt, wodurch alle Nachbarsignale bezüglich des Nutzsignals
gedämpft werden und letztlich die Signal- bzw. Kanalselektion realisiert wird. Unter der
Annahme eines idealen, komplexen LO-Signals (2.12) erhält man das Basisbandsignal
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LNAHF-Band-
Filter
HF-Signal 
sHF (t)
LO
s LO(t)
LPF
LPF
x1(k)
x2(k)
M1
φ1G1
φ2G290°
M2 ADU
ADU
AGC
AGC
~
’
’
Abbildung 2.8: Architektur eines Homodynempfängers für digitale IQ-Signale mit
Modellierung von Amplituden(Gi)- und Phasenfehlern(ϕi) des LO-Signals
und Pfadanpassungsfehlern M ′i in den Basisbandpfaden.
nach dem Heruntermischen und dem LPF als:
x(t) = x1(t) + j x2(t) = LPF
{
sHF (t) · sLO(t)
}
f ≤BW
2
= sm(t) . (2.17)
In Mobilfunkempfängern und so auch in der hier betrachten Homodynempfängerarchi-
tektur (Abb. 2.8) werden nach der Antenne zunächst eine Hochfrequenz-Systemfilterung
sowie eine rauscharme Vorverstärkung durchgeführt. HF-Systemfilter (oft auch: HF-
Band-Filter) werden in der Regel als externe, passive Keramik-, Kristall- oder Ober-
flächenwellen(SAW)-Komponenten realisiert [21], [41]. Sie sorgen für eine Vorselektion
(Abb. 2.7(a)) des Hochfrequenzbandes, in welchem das gewünschte Nutzsignal liegt. Sig-
nale außerhalb des Nutzbandes werden durch das Systemfilter gedämpft. In Abb. 2.7(a)
besteht das Nutzband aus den fünf hervorgehobenen, reellen Signalen. Der Vorverstärker
(engl. low noise amplifier , LNA) ist besonders für den Empfang sehr schwacher Signale
notwendig, was im Mobilfunk häufig der Fall ist. Frühe Verstärkungen können Rausch-
quellen im Empfangssystem darstellen, die sich in ihrem Einfluss vergleichsweise stark
fortpflanzen. Deshalb muss der LNA so rauscharm wie möglich sein. Des Weiteren sollte
die Verstärkung des LNAs einstellbar sein, um bei guten Empfangsverhältnissen nach-
folgende, aktive Bauelemente nicht zu übersteuern bzw. die Signalqualität nicht zu ver-
schlechtern [42].
Nach dem LNA wird das HF-Signal aufgesplittet und zwei Mischern zugeführt. Der
Splitter3 oder auch Koppler sorgt dabei für die Leistungsaufteilung des HF-Signals,
wobei idealer Weise eine eingangs- und ausgangsseitige Impedanz-Anpassung realisiert
wird. Die anderen Eingangssignale der Mischer sind entweder das reelle Oszillatorsignal:
Re{sLO(t)} =
√
2 cos(2πfLOt) für das Heruntermischen der Inphasenkomponente oder
3Im weiteren Verlauf dieser Arbeit wird auf die gesonderte Darstellung des Splitters in den erläuterten
Systemarchitekturen verzichtet.
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Im{sLO(t)} = −
√
2 sin(2πfLOt) für die Quadraturphasenkomponente. Aufgrund von Bau-
elemtetoleranzen treten Amplituden- und Phasenfehler in den einzelnen LO-Pfaden auf
(Gi und ϕi), welche in Abb. 2.8 grau unterlegt, mit modelliert wurden. Das idealisier-
te Spektrum des Imbalance-LO-Signals ist in Abb. 2.9(a) abgebildet. Insbesondere diese
Fehler führen zur so genannten IQ-Imbalance, die in Direktmischerempfängern zur Über-
lagerung des Nutzbandes und folglich auch des erwünschten Signals mit deren jeweils kon-
jugiert komplexer Version führt, Abb. 2.7(b). Während in Abb. 2.7(b) alle Signale jenseits
des Basisbandes durch ein entsprechendes Spiegelsignal gestört werden, widerfährt dem
Basisbandsignal bzw. dem Nutzsignal beim Homodynempfang eine Beeinflussung durch
sich selbst. Die genaueren Ursachen und insbesondere die Kompensationsmöglichkeiten
von IQ-Imbalance werden ausführlich in Kapitel 4 erörtert.
f0
|SHF(f )|
fHF= fLO- fHF = -fLO
(a) (b)
Imbalance-
LO-Signal, SLO
HF-Band-
Filter
f
|X(f )|
F{●}=LPF
~
BW
2
BW
2
-
Abbildung 2.9: Spektren (a) vor und (b) nach dem direkten Heruntermischen ins
Basisband mittels eines fehlerbehafteten Imbalance-LO-Signals.
An die Umsetzung der Signale ins Basisband schließen sich die Kanalselektion mittels
der Tiefpassfilter (LPF) sowie eine automatische Verstärkungsregelung (AGC) an. Bei
der Implementierung werden die LPF und die AGC häufig stufenweise gestaffelt aus-
geführt, um die Rauscheinflüsse auf das Nutzsignal zu verringern [37]. Zusätzlich wurden
in Abb. 2.8 absolute Pfadfehlanpassungen M ′i mit in das Modell übernommen, die un-
terschiedliche Verstärkungs- oder Dämpfungswerte in den IQ-Basisbandpfaden darstellen.
Unter Berücksichtigung der in Abb. 2.8 beachteten Störungen ergibt sich das Imbalance4-
LO-Signal:
s̃LO(t) =
√
2 ·
(
G1 cos(2πfLOt+ ϕ1)− j G2 sin(2πfLOt+ ϕ2)
)
. (2.18)
Im Ergebnis weicht das ins Basisband umgesetzte Signal von seiner idealen Form (2.17)
ab.
Schließlich wird das selektierte, gewünschte Signal im Analog-Digital-Umwandler
(ADU) mit der Periode TADU abgetastet und quantisiert und steht dann zur weiteren digi-
4Imbalance bedeutet hier und im weiteren Verlauf der Arbeit, dass ein Signal in der Amplitude und/oder
in der Phase verfälscht wurde und somit von seinen idealen Amplituden- und Phasenwerten abweicht.
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talen Verarbeitung zur Verfügung (aufgeteilt in reelle Teilsignale entsprechend Abb. 2.8):
x1(k) =
[
M ′1 · LPF
{
sHF (t) · Re
{
s̃LO(t)
}}
f ≤BW
2
]
t=k TADU
(2.19)
=
[
M ′1G1
2
·
(
Im(t) cos(ϕ1) +Qm(t) sin(ϕ1)
)]
t=k TADU
(2.20)
x2(k) =
[
M ′2 · LPF
{
sHF (t) · Im
{
s̃LO(t)
}}
f ≤BW
2
]
t=k TADU
(2.21)
=
[
M ′2G2
2
·
(
−Im(t) sin(ϕ2) +Qm(t) cos(ϕ2)
)]
t=k TADU
. (2.22)
Zur vereinfachten Darstellung werden alle mit einer beliebigen Periode T abgetasteten,
digitalen Signale (t = k T mit k ∈ Z) durch x(k) repräsentiert (das entsprechende analoge
Signal sei x(t)). In (2.19)-(2.22) wurde der Einfluss der Quantisierung mit dem sich dar-
aus ergebenden Quantisierungsfehler bzw. -rauschen vernachlässigt. Dieser Einfluss bleibt
im Laufe der Arbeit auch bei anderen Übergängen (Analog-Digital bzw. Digital-Analog)
unberücksichtigt, da hier davon ausgegangen wird, dass einerseits ein ausreichender Dyna-
mikbereich bei der jeweiligen Umwandlung vorhanden ist und dass andererseits das ent-
stehende Quantisierungsrauschen klein genug ist, keinen herausragenden, systematischen
Störeinfluss zu haben.
Vor- und Nachteile des Homodynempfängers
Der Homodynempfänger (Abb. 2.8) wird vornehmlich im Mobilfunkbereich eingesetzt [20].
Ein sehr wesentlicher Vorteil direktmischender Architekturen besteht in der zu Heterodyn-
empfängern vergleichsweise guten Eignung zur monolithischen Integration des gesamten
Empfängers [21]. Ein weiterer Vorteil ist die Verwendung von nur einer Mischstufe so-
wie sich anschließender Tiefpassfilter, wodurch nur wenige Systemkomponenten benötigt
und folglich Energie sparende Realisierungen denkbar werden. Außerdem lassen sich ak-
tive Tiefpassfilter höherer Ordnung zur Kanalselektion verwenden, die besser integrierbar
sind als Bandpassfilter, welche die gleiche Selektivität aufweisen. Da ein Großteil der
Verstärkung im Basisband realisiert wird, kann auch dabei Energie eingespart werden
[26].
Im Sinne der Programmierbarkeit der Komponenten in Hinblick auf eine Verwendung
des Empfängers für verschiedene Mobilfunkstandards bietet das Homodynprinzip eben-
falls Vorteile. Da die analoge Filterung und Verstärkung vorwiegend im Basisband statt-
finden, ist es möglich, Baugruppen mit diesen Funktionen integriert auszuführen und sie
dennoch programmierbar und energiesparend zu implementieren [43]. Außerdem lassen
sich Frequenzteiler und Mischer derart aufbauen, dass ein Empfänger zur Realisierung
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eines SDR-ähnlichen Systems möglich wird. Dies ist nicht mit einem idealen SDR zu ver-
wechseln, welches das gesamte HF-Band abtastet. In [44] wurde z.B. ein Schaltkreis zur
Quadraturmischung aufgebaut, welcher in der Lage ist, HF-Signale im Frequenzbereich
von 800MHz bis 5,2GHz mit annähernd gleich guter Qualität ins Basisband umzusetzen.
Unter der Annahme, dass das an der Antenne anliegende HF-Signal einer angemessenen
HF-Band-Filterung sowie einer adäquaten Vorverstärkung unterzogen wurde, ließe sich
mit der Verknüpfung des Mischers in [44] und des kombinierten Filter-AGC-Konzeptes
in [43] eventuell ein programmierbarer Multimode-Empfänger für existierende Mobilfunk-
standards (z.B. GSM900, PCS1900, UTRA-FDD, WLAN 802.11a,b,d) verwirklichen. Die-
ser wäre zwar in der Lage, Signale verschiedenster Übertragungsstandards zu empfangen,
jedoch immer nur ein oder wenige Nutzsignale zur selben Zeit. Bei einem solchen Konzept
können verschiedene Standards nicht zur gleichen Zeit empfangen werden, d.h. dass dies
ein einem SDR nur ähnliches Empfängerkonzept ist. Ein Homodynempfänger, der unter
Verwendung derartig geeigneter Techniken ein SDR-ähnliches System darstellt, wird in
[16] beschrieben.
Andererseits birgt der Homodynempfänger auch eine Reihe von Nachteilen. So sind hier
u.a. unerwünschte Gleichspannungskomponenten (DC-Offsets) sowie das 1/f -Rauschen
nicht zu vernachlässigende Störeinflüsse [45]. Es gibt statische und dynamische DC-
Offsets. Sie entstehen in allen Architekturen der multiplikativen Frequenzumsetzung, wenn
die Hochfrequenz- und Lokaloszillatorpfade unzureichend voneinander isoliert sind (vgl.
Abschnitt 2.1.4). Als Folge mischen sich die Eingangssignale der Multiplizierer (Abb. 2.6)
jeweils mit sich selbst. Beispielsweise ergibt sich mit
suHF (t) = sHF (t) + ζLO · Re
{
sLO(t)
}
(2.23)
suLO, I(t) = Re
{
sLO(t)
}
+ ζHF · sHF (t) (2.24)
für die Inphasenkomponente des Nutzsignals das gestörte Signal:
I(t) 6= xu1(t) = LPF
{
suHF (t) · suLO, I(t)
}
f≤BW
2
= I(t) ·
(
1 + ζHF ζLO
)
+ ζLO︸︷︷︸
statischer DC-Offset
+ ζHF ·
(
I(t)2 +Q(t)2
)︸ ︷︷ ︸
dynamischer DC-Offset
(2.25)
Im Sinne der Übersichtlichkeit wurden in (2.23) bis (2.25) die Imbalance- und Pfad-
fehlanpassungseinflüsse aus Abb. 2.8 sowie die Phasenanteile ς des Übersprechens ver-
nachlässigt. Eine umfangreiche Analyse der Fehlerquellen und -auswirkungen in Direkt-
mischerempfängern ist in [34] gegeben, wo z.B. auch die Einflüsse der Phasenanteile des
Übersprechens berücksichtigt werden. Wie man sieht, entstehen Selbstmischungsproduk-
te im Basisband. Der statische DC-Offset ist ein einzelner Ton der Frequenz Null und
kann z.B. zur Sättigung aktiver Basisbandschaltungen führen. Noch problematischer ist
der dynamische DC-Offset, dessen Bezeichnung den Effekt nur unzureichend charakte-
risiert. Der dynamische DC-Offset ist nämlich vielmehr ein nichtlineares Störsignal mit
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einer spektralen Breite von 2BW (wenn s(t) eine Bandbreite von BW besitzt) und somit
nicht nur eine Gleichspannungskomponente. Da dieses Störsignal gänzlich von den Ein-
gangssignalen abhängt, ist es stark veränderlich und i.d.R. nur schwer kompensierbar [46].
Vorzugsweise wird deshalb versucht, das Übersprechen der HF-Signale auf die LO-Signale
durch schaltungstechnische, isolierende Maßnahmen zu verhindern (ζHF → 0).
Bei Homodynempfängern existiert zusätzlich noch das Problem, dass der Lokaloszil-
lator Schwingungen erzeugt, die im Durchlassbereich der Antennencharakteristik liegen
(eben: fLO = fHF ). Dies kann dazu führen, dass bei ungenügender Isolation das Oszilla-
torsignal über die Antenne abgestrahlt wird. Um dadurch keine unerwünschten Signale
im Nutzband zu erzeugen, sind in den jeweiligen Mobilfunkstandards strenge Richtlinien
bezüglich dieser störenden Emission festgelegt, z.B. in [22] oder [23]. Anders als bei Hete-
rodynempfängern müssen deshalb beim Homodynempfang häufig besondere schaltungs-
technische Maßnahmen zur Vermeidung der störenden LO-Emissionen getroffen werden
[47].
Als ebenfalls schwierig gestaltet sich die Implementierung des Lokaloszillators. Das
grundlegende Problem besteht dabei darin, einen sehr präzisen Hochfrequenzschwing-
kreis aufzubauen, der bei den hohen Übertragungsfrequenzen noch sehr fein gerastert
einstellbar ist. Z.B. muss ein LO eines Homodynempfängers für den Standard PCS1900
Frequenzen von 1930MHZ bis 1990MHZ in einem 200kHz-Raster erzeugen können [48].
Zusätzlich müssen die Frequenzfehler bei der LO-Signal-Erzeugung unter einem Prozent
liegen.
Da das 1/f -Rauschen besonders bei niedrigen Frequenzen starke Einflüsse liefert, kommt
es bei der analogen Basisbandverarbeitung in einem Homodynempfänger zu daraus resul-
tierenden Störungen. Diese lassen sich jedoch mit geeigneten Maßnahmen mindern, [49].
Diesbezüglich ist ein Empfänger mit bipolaren Transistoren einem mit Feldeffekttransis-
toren (engl. field effect transistor , FET) vorzuziehen, weil in letzterem das 1/f -Rauschen
vergleichsweise verstärkt auftritt [26].
Weitestgehend ungeklärt ist bisher auch die schaltungstechnische Umsetzbarkeit des
multiplikativen Homodynprinzips beim Empfang von Signalen im Millimeterwellenbe-
reich, d.h. bei Übertragungsfrequenzen von weit mehr als 10GHz.
2.2.2 Heterodynempfang
Beim Heterodynempfang wird das gewünschte Signal durch die erste Mischstufe nicht
direkt ins Basisband sondern zu einer Zwischenfrequenz (ZF) umgesetzt.
fZF = |fHF − fLO| 6= 0 (2.26)
Man unterscheidet generell den Empfang mit niedriger und hoher ZF. Die Filterfunktion
F{•} nach dem Heruntermischen zur Zwischenfrequenz wird als Bandpassfilter (BPF) rea-
lisiert. Bei der Wahl einer niedrigen ZF (engl. low intermediate frequency , Low-IF) wird
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Abbildung 2.10: Spektrale Darstellung der Frequenzumsetzung zu einer (a) niedrigen ZF
und (b) hohen ZF mittels eines komplexen, fehlerbehafteten Imbalance-
LO-Signals (zur Übersichtlichkeit wurden alle unwesentlichen Nachbar-
signale sowie die HF-Signale bei negativen Frequenzen nicht dargestellt).
die Zwischenfrequenz derart gewählt, dass das gewünschte Signal nach der Frequenzum-
setzung nahe der Frequenz f = 0 liegt. Einerseits ist es dann möglich das ZF-Filter
F{•} als Tiefpass mit guter Selektivität zu realisieren, wobei darauf zu achten ist, dass
das Filter zumindest eine Nullstelle bei f = 0 aufweist (zur Unterdrückung evtl. DC-
Offsets). Andererseits muss man dabei genau wie beim Homodynempfang mit verstärktem
Störeinfluss durch das 1/f -Rauschen rechnen. Der schaltungstechnische Gesamtaufwand
von Empfängern mit niedriger ZF für nur einen Mobilfunkstandard gestaltet sich bezüglich
der Funktionseinheiten nach der ersten Frequenzumsetzung einfacher als bei Empfängern
mit hoher ZF [50]. In Abb. 2.7(a) und in (2.11) würden beispielsweise die Signale sm(t)
und sm+1(t) (bei fLO =
1
2
(fm+fm+1)) die Nutz- und Spiegelsignale beim Low-IF-Empfang
sein. Dies entspricht der Darstellung in Abb. 2.10(a).
Beim Heterodynempfang mit hoher Zwischenfrequenz wird das gewünschte Signal hinge-
gen zu einer ZF weit jenseits des Basisbandes umgesetzt, Abb. 2.10(b). Dadurch werden
sowohl die Einflüsse des 1/f -Rauschens gemindert als auch Selektivitätsanforderungen
an das ZF-Filter. Letzteres ist insbesondere dann der Fall, wenn sich vor der Analog-
Digital-Umsetzung eine zweite Mischer-Filter-Stufe anschließt, wie z.B. beim so genann-
ten Weaver-Doppel-Quadraturempfänger [51]. Bei der Wahl einer hohen Zwischenfrequenz
ergibt sich allerdings das Problem, dass ein programmierbares Bandpassfilter für die Ka-
nalselektion nur schwierig schaltungstechnisch integrierbar ist [43].
Ein spezifisches Problem beim Heterodynempfang rührt vom Spiegelsignal (engl. image
signal , IM) her. Dieses befindet sich innerhalb der Hochfrequenzlage genau wie das Nutzsi-
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gnal im Abstand von fZF zum LO-Signal, Abb. 2.10. Das auf das Nutz- und Spiegelsignal
reduzierte HF-Signal ist dann
sHF (t) =
√
2 ·
[
Re
{
s0(t) e
2πf0t
}
+ Re
{
s IM(t) e
2πfIM t
}]
=
1√
2
·
[
s0(t) · ej 2πf0t + s∗0(t) · e−j 2πf0t
+ s IM(t) · ej 2πfIM t + s∗IM(t) · e−j 2πfIM t
]
.
(2.27)
Dabei sei s 0(t) das Nutzsignal auf der Trägerfrequenz f0 = fLO − fZF und s IM(t) das
Spiegelsignal mit der Trägerfrequenz fIM = fLO + fZF . Das Spiegelsignal muss inner-
halb des Heterodynempfängers unterdrückt werden, da es sich sonst u.U. dem Nutzsignal
überlagert [52].
Anders als beim Homodynempfang von IQ-Signalen bietet das Heterodynprinzip zwei
grundlegende Mischoptionen: das Mischen mittels eines reellen oder eines komplexen LO-
Signals.
Heterodynempfänger mit reellem LO-Signal
LNAHF-Band-
Filter + Spiegel-
unterdrückung
HF-Signal 
sHF (t)
LO
cos(2πfLO t)
BPF
x1(k)
x2(k)
ADU
AGC
Umsetzung 
ins 
Basisband
analog digital
sZ(t)
Abbildung 2.11: Heterodynempfänger mit reellem LO-Signal.
Der Heterodynempfänger mit reellem LO-Signal ist die klassische Architekturvariante
des Zwischenfrequenzempfangs [21] mit
sLO(t) = Re
{
sLO(t)
}
=
√
2 cos
(
2πfLOt
)
. (2.28)
Aus der Mischung des HF-Signals in (2.27) mit (2.28) ergibt sich
sZ(t) = F
{
sHF (t) · sLO(t)
}
=
1
2
(
s0(t) · e−j 2πfZF t + s∗0(t) · ej 2πfZF t + s IM(t) · ej 2πfZF t + s∗IM(t) · e−j 2πfZF t
)
= Re
{
s0(t) · e−j 2πfZF t
}
+ Re
{
s IM(t) · ej 2πfZF t
}
.
(2.29)
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Augenscheinlich überlagern sich das Nutzsignal und das Spiegelsignal Prinzip bedingt
in der Zwischenfrequenzlage. Nur wenn s IM(t) bereits vor der Frequenzumsetzung aus-
reichend gedämpft bzw. weggefiltert wurde, hat es auf das gewünschte Signal keinen
störenden Einfluss. Zur Dämpfung eignen sich sowohl Bandpässe als auch Polyphasenfil-
ter (PPF) [53]. Bei der Verwendung eines PPF werden allerdings zwei Mischer benötigt,
um die zueinander Hilbert-transformierten [20] Teilsignale am Ausgang des PPF in die
ZF-Lage umzusetzen. Aufgrund der benötigten Präzision bei der schaltungstechnischen
Implementierung findet der Heterodynempfänger mit reellem LO-Signal im Mobilfunk
jedoch keine Verwendung [35]. Denn es muss entweder ein einstellbares BPF oder ein
PPF mit sehr gut angepassten ZF-Übertragungspfaden verwendet werden, wobei je-
weils ein ADU geringen Energieverbrauchs und kleiner Baugröße benötigt wird. Dies
ist aus verschiedenen, in [35] und [43] erläuterten Gründen mit heutigen Schaltkreis-
Produktionstechnologien nicht aufwandsgünstig umsetzbar.
Heterodynempfänger mit komplexem LO-Signal
Der Heterodynempfänger mit komplexem LO-Signal ist die am häufigsten verwendete
Empfängerarchitektur sowohl im zellularen als auch im nicht-zellularen Mobilfunk [6],
[54]. Die Generierung des LO-Signals entspricht der des Homodynempfängers, d.h. dass
LNAHF-Band-
Filter
HF-Signal 
sHF (t)
LO
s LO(t)
BPF
BPF
sZI(k)
M1
φ1G1
φ2G290°
M2 ADU
ADU
AGC
AGC
~
Umsetzung 
ins 
Basisband, 
Kanalfilter
analog digital
IQ-Regenerierung, 
Demodulation, 
Dekodierung
I (k)
Q (k)
sZQ(k)
’
’
Abbildung 2.12: Heterodynempfänger mit komplexem, fehlerbehaftetem Imbalance-LO-
Signal und Pfadfehlanpassungen der analogen ZF-IQ-Pfade.
eine Grundschwingung sowie eine davon 90◦ phasenverschobene Schwingung erzeugt wer-
den. Zusammen bilden diese das komplexe LO-Signal sLO(t) entsprechend der Gleichung
(2.12). Da jedoch auch hier Abweichungen der analogen Bauelementewerte zu erwarten
sind, muss man ebenfalls mit Amplituden(Gi)- und Phasenfehlern(ϕi) sowie mit Pfad-
fehlanpassungen (M ′i) rechnen. Diese wurden in Abb. 2.12 als Störkomponenten (grau
unterlegt) modelliert. Das erweiterte Imbalance-LO-Signal s̃LO(t) (2.18) wird auch beim
Heterodynempfang mittels komplexem Lokaloszillatorsignal zur Analyse herangezogen.
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Durch das Umsetzen in die ZF-Lage sowie die anschließende Bandpassfilterung, welche
auch als PPF realisierbar ist [53], erhält man das Signalgemisch:
sZ(t) = F
{
sHF (t) · s̃LO(t)
}
= sZI(t) + j · sZQ(t)
= G′1 I0(t) cos(2πfZF t+ ϕ1) +G
′
1Q0(t) sin(2πfZF t+ ϕ1)
+ j
(
G′2 I0(t) sin(−2πfZF t− ϕ2) +G′2Q0(t) cos(−2πfZF t− ϕ2)
)
+G′1 IIM(t) cos(−2πfZF t+ ϕ1) +G′1QIM(t) sin(−2πfZF t+ ϕ1)
+ j
(
G′2 IIM(t) sin(2πfZF t− ϕ2) +G′2QIM(t) cos(2πfZF t− ϕ2)
)
(2.30)
mit G′i = Gi ·M ′i | i∈{1, 2} und somit eine Überlagerung von Spiegel- und Nutzsignal bei
der Zwischenfrequenz ±fZF , wie es in Abb. 2.10 dargestellt ist.
Sind die störenden Einflüsse der Imbalance-Mischung zu stark, so müssen sie nach der
ZF-Umsetzung wieder entfernt werden. Dies ist sowohl mit analoger als auch digitaler
Signalverarbeitung möglich. Es sei dazu auf Kapitel 4 verwiesen.
Neben der in Abb. 2.12 dargestellten gibt es noch eine Reihe weiterer Architekturen,
welche die Zwischenfrequenzumsetzung mittels eines komplexen LO-Signals verwenden.
Dabei führt die Verwendung von BPF zu Empfängern mit reellen und die Verwendung
von PPF zu komplexen ZF-Signalen [50].
Vor- und Nachteile des Heterodynempfängers
Der Heterodynempfänger wird ebenso wie der Homodynempfänger im Mobilfunk ein-
gesetzt [35]. Der Heterodynempfänger hatte sich bis in die 1980er Jahre zur Standard-
Empfängerarchitektur entwickelt [21]. So wurde ausschließlich dieser in den Anfängen des
digitalen Mobilfunks verwendet. Zum einen waren die Systemkonzepte ausgereifter und
zum anderen ließen sich die benötigten, einstellbaren Oszillatoren niedrigerer Frequenzen
besser in einem Schaltkreis integrieren.
Solange man beim Heterodynempfang nur eine Zwischenfrequenz vor der Digitalisie-
rung verwendet, entspricht der Schaltungsaufwand etwa dem eines Homodynempfängers.
Der Energieverbrauch sowie die Baugröße können somit gering gehalten werden. Aller-
dings besteht ein enormes Problem darin, präzise einstellbare Bandpassfilter oder Poly-
phasenfilter monolithisch zu integrieren, um den Empfang mehrerer Mobilfunkstandards
(im Sinne eines SDR-ähnlichen Systems) zu ermöglichen [43]. Es ist nahezu unmöglich,
programmierbare BPF zu implementieren, die sowohl den Spezifikationen der einzelnen
Standards eines SDR-Systems entsprechen und gleichzeitig den Forderungen nach: ge-
ringer Baugröße, hoher Güte und niedrigem Energieverbrauch genügen. Üblicher Weise
werden bisher externe SAW-Filter eingesetzt, um bei hohen Frequenzen die notwendige
Selektivität hoher Güte zu erreichen [15]. Ähnliche Probleme bestehen beim Aufbau der
benötigten Oszillatoren. Das führt dazu, dass der Analogteil eines Multimode-Empfängers
aus einer Reihe von separaten Empfängern zusammengesetzt wird, die jeweils an die ein-
zelnen Mobilfunkstandards angepasst sind [15]. Als Folge erhält man sehr große, auf dem
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Heterodynprinzip beruhende SDR-ähnliche Empfänger mit u.U. sehr hohem Energiever-
brauch [55].
Wird mehr als eine Mischerstufe analog implementiert, steigen der Schaltungsaufwand
und der Energieverbrauch des Empfängers (insbesondere durch den zweiten LO hervor-
gerufen), was nicht wünschenswert ist.
Des Weiteren birgt das Heterodynprinzip die Möglichkeit, die Empfangsaufgaben zwi-
schen dem analogen und dem digitalen Teil des Empfängers zu verteilen, so dass z.B. die
Umsetzung ins Basisband, die Basisbandverstärkung sowie die Kanalselektion digital er-
folgen können. Dadurch wird eine weitere Reduzierung des analogen Schaltungsaufwands
denkbar. Es ist ebenfalls möglich, eine feste Zwischenfrequenz zu wählen, was den Schal-
tungsaufwand für den Lokaloszillator sowie für die ZF-Bandpassfilter reduziert [56].
Ein offensichtlicher Nachteil ist das Spiegelfrequenzproblem. Dieses erfordert den Ein-
satz entweder komplizierter Filtersysteme oder die Verwendung von Analog-Digital-
Umsetzern mit sehr hohem Dynamikbereich, damit eine IQ-Regenerierung (die Beseiti-
gung der Überlagerung von Nutz- und Spiegelsignal) nach der Digitalisierung noch möglich
ist [57]. In Kapitel 4 sind diesbezüglich weiterführende Analysen zu finden.
Hinsichtlich der Realisierbarkeit ebenfalls ungünstig ist es, komplette Übertragungs-
bänder in die ZF-Lage umsetzen und anschließend digitalisieren zu wollen [58]. Dazu
benötigte man Breitband-ADUs, welche wiederum nur schwierig energieverbrauchs- und
schaltungsaufwandsgünstig implementierbar sind.
Empfänger mit multiplikativer Frequenzumsetzung können zwar prinzipiell dazu ver-
wendet werden, den Analogteil eines SDR-ähnlichen Systems zu realisieren, doch führen
die verschiedenartigen schaltungstechnischen und energetischen Probleme dazu, dass die-
se Empfänger nicht aufwandseffizient und somit nicht kostengünstig umgesetzt werden
können. Zusätzlich ist die Anwendbarkeit multiplikativer Architekturen für den Millime-
terwellenbereich noch weitestgehend ungeklärt. Es ist daher zweckmäßig, nach alternati-
ven Mobilfunkempfängerarchitekturen zu suchen, die das Potenzial besitzen, sowohl die
Aufgaben des Analogteils eines Multimode-Empfängers als auch die Anforderungen neuer
Breitbandübertragungsstandards im Millimeterwellenbereich zu erfüllen.
2.3 Empfänger mit additiver Frequenzumsetzung
Als Alternative zur multiplikativen Mischung existiert die so genannte additive Frequenz-
umsetzung. Diese realisiert die eigentlich beabsichtigte Multiplikation zweier Signale über
den Umweg einer Addition, an welche sich eine Signalumwandlung über einer Nichtlinea-
rität (z.B. der nichtlinearen Kennlinie eines Bauelements) anschließt.
Empfänger, welche Mischer mit einer derartigen Funktionalität verwenden, wurden in
den Anfängen der Hochfrequenz-Funkübertragung (ab ca. 1960) eingesetzt. Mit der Wei-
terentwicklung der Halbleitertechnologie wurden additive Mischer aufgrund ihrer sys-
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tematisch schlechteren Qualität bei der Frequenzumsetzung von reinen Multiplizierer-
schaltungen verdrängt.
sHF(t)
sLO(t)
NL z(t)
(b)
Nicht-
Linearität
ZL
iZ(t)
uLO(t)
uHF(t)
u(t)
i
u
(a)
Abbildung 2.13: Prinzip der additiven Mischung (a) zweier Spannungen über einem
nichtlinearen Element und (b) äquivalente Darstellung der additiven
Mischung zweier allgemeiner Signale.
Es bildet beispielsweise die Summe der Spannungen uHF (t) und uLO(t) in Abb. 2.13(a)
die Eingangsspannung u(t) = uHF (t) + uLO(t) einer nichtlinearen Baugruppe (z.B. einer
einzelnen Diode). Diese erzeugt das nichtlinear verarbeitete Stromsignal gemäß [59]5
iZ(t) =c0 + c1 u(t) + c2 u(t)
2 + c3 u(t)
3 + . . . =
NL∑
k=0
ck u(t)
k bzw. (2.31)
z(t) =
NL∑
k=0
ck s(t)
k mit : s(t) = sHF (t) + sLO(t) . (2.32)
Daraus ergeben sich die Zusammenhänge, wie sie in Abschnitt 2.1.1 zur Intermodula-
tion dargelegt wurden. Für die im Weiteren abgebildeten Empfängerarchitekturen wird
unabhängig von der Signalart (z.B. Stromsignal, Spannungssignal, etc.) eine äquivalente
Systemdarstellung entsprechend Abb. 2.13(b) verwendet.
Unter der Annahme, dass die Eingangssignale reell und voneinander verschieden sind,
z.B. ein Nutz- und ein LO-Signal mit:
sHF (t) = A · cos(2πfHF t) und sLO(t) = B · cos(2πfLOt) (2.33)
und dass diese durch eine Nichtlinearität mit einem Polynom 3. Ordnung (2.32) mit
NL = 3 verarbeitet werden, ergibt sich eine Vielzahl von Mischprodukten (2.34) verschie-
5c0 entspricht nach Abb. 2.13(a) einem Gleichstrom I0.
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dener Frequenzen (siehe auch Abs. 2.1.1).
z(t) = c0 +
1
2
c2A
2 +
1
2
c2B
2︸ ︷︷ ︸
Gleichsignal mit f=0
+
(
c1A+
3
4
c3A
3 +
3
2
c3AB
2
)
· cos(2πfHF t)︸ ︷︷ ︸
Signalanteil bei fHF
+
(
c1B +
3
4
c3B
3 +
3
2
c3A
2B
)
· cos(2πfLOt)︸ ︷︷ ︸
Signalanteil bei fLO
+
1
2
c2A
2 · cos
(
2π(2fHF )t
)
+
1
2
c2B
2 · cos
(
2π(2fLO)t
)︸ ︷︷ ︸
Oberwellen je 2. Ordnung
+
1
4
c3A
3 · cos
(
2π(3fHF )t
)
+
1
4
c3B
3 · cos
(
2π(3fLO)t
)︸ ︷︷ ︸
Oberwellen je 3. Ordnung
+ c2AB · cos
(
2π(fLO ± fHF )t
)︸ ︷︷ ︸
Signal-Kombinationen 2. Ordnung
+
3
4
c3A
2B · cos
(
2π(fLO ± 2fHF )t
)
+
3
4
c3AB
2 · cos
(
2π(2fLO ± fHF )t
)︸ ︷︷ ︸
Signal-Kombinationen 3. Ordnung
(2.34)
Bei einer beabsichtigten Abwärtsmischung entsprechen in (2.34) die Signal-Kombination
2. Ordnung bei f = fLO − fHF den Nutzsignalen. Alle anderen Teilsignale stellen dies-
bezüglich Störungen dar. Damit das Nutzsignal korrekt detektiert werden kann, müssen
alle systematischen Störsignale in (2.34) vernachlässigbar geringen Störeinfluss haben oder
entfernt werden, z.B. durch Filterung. Ersteres ist beispielsweise der Fall, wenn alle un-
geraden Koeffizienten des Polynoms der Nichtlinearität sehr viel kleiner sind als c2. Au-
ßerdem repräsentieren die Gleichsignalanteile 1
2
c2A
2 + 1
2
c2B
2 einen der Leistung des Ein-
gangssignals s(t) proportionalen Messwert. Dieser Umstand führt zur Verwendung der
additiven Mischung in der Hochfrequenzmesstechnik [60].
Bei der Realisierung additiver Mischung können sehr einfache Baugruppen verwendet
werden. Die schaltungstechnische Addition zweier Signale lässt sich sehr einfach erreichen,
z.B. wie in Abb. 2.13(a). Die Nichtlinearität kann durch eine einzelne Diode realisiert wer-
den [18]. Es sind also komplett passive Implementierungen möglich. Da dabei Schaltungen
benutzt werden können, die ohne Versorgungsspannungen o.Ä. auskommen, lässt sich auf
diese Weise beim Mischerelement im Vergleich zur multiplikativen Frequenzumsetzung
Energie einsparen. Andererseits ist bei einer rein passiven Realisierung zu bedenken, dass
die Rauscheigenschaften des Mischers möglicherweise verschlechtert werden [61].
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2.3.1 Ursprung und Entwicklung von Six-Port-Empfängern
Während das Prinzip der additiven Mischung im Bereich der Funk-Nachrichtenüber-
tragung an Bedeutung verlor, wurde das gleiche Verfahren zu einer weit verbreiteten
Standardmethode bei einfachen Leistungsmessungen in der Hochfrequenzmesstechnik .
Das Grundproblem der HF-Messtechnik liegt darin, dass sich die Charakteristik, z.B. der
Ausgangs-Reflexionsfaktor, eines Messobjektes in Abhängigkeit von der Verbindung mit
dem Messgerät ändert [59]. In den 1970er Jahren wurde ein Messverfahren entwickelt, wel-
ches diesen Zusammenhang berücksichtigt und die Messung der Reflexionsfaktoren oder
der S-Parameter eines Objekts ermöglicht [60]. Dazu wird ein lineares, passives Netzwerk
LO
Messobjekt
lineares, 
passives Netzwerk
b 1
a 1
bnan
b 2
a 2
a
3
b
3
an-1bn-1
Messtore
Abbildung 2.14: HF-Metrologie zur Bestimmung von Reflexionsfaktoren eines
Messobjektes unter der Verwendung vom Messobjekt unabhängiger,
entfernt liegender Einzelmessungen (nach [60]).
mit n Ein-/Ausgängen (n-Tor) zwischen das Messobjekt, den Signalgenerator und das
Messgerät geschaltet, Abb. 2.14. Alle hinlaufenden Wellen a i = |a i| ej ϕai des linearen
Netzwerks sind über dessen komplexe Streuparameter S ij (kurz: S-Parameter) mit den
rücklaufenden Wellen b i = |b i| ej ϕbi verknüpft,
b i =
n∑
j=1
S ij a j i = 1, 2, . . . , n . (2.35)
Es seien dabei m Reflexionsfaktoren
Γj = S jj = b j/a j mit: j = 1, 2, . . . ,m und m < n− 1 (2.36)
bekannt [60]. Die Gleichungen (2.35) und (2.36) bilden ein Gleichungssystem aus n + m
Gleichungen mit 2n Unbekannten a i und b i. Es können somit n +m Unbekannte durch
die restlichen n − m Unbekannten beschrieben werden. Für den Fall, dass m = n − 2
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ist sowie an und bn die Unbekannten sind, lässt sich für die reflektierten Wellen b i (mit
1 < i < m) das Gleichungssystem
b 1
b 2
...
bn−2
 =

A 1 B 1
A 2 B 2
...
An−2 B n−2

[
an
bn
]
(2.37)
aufstellen. Bei Kenntnis genau zweier Variablen, z.B. b 1 und b 2, können an und bn des
Messobjektes bestimmt werden. A i und B i sind dabei bekannte, komplexe Funktionen
in Abhängigkeit der bekannten S-Parameter S ij und Reflexionsfaktoren Γj des linearen,
passiven Netzwerkes.
Allerdings zeigt sich in der Praxis das Problem, dass die komplexen, reflektierten Wel-
len b i nicht ohne Weiteres direkt bestimmbar sind [62]. Deshalb geht man dazu über, die
Leistung der entsprechenden Wellen zu messen. Mit der Gleichrichtung der zu messenden
Wellen über einer Nichtlinearität, auch Leistungsdetektor genannt, erhält man einen der
Leistung der Welle proportionalen Messwert bei der Frequenz f = 0 (entsprechend (2.34)
mit cυ = 0 ∀ υ 6= 2). Auf die Messung von b 1 angewendet, ergibt sich aus der ersten Zeile
in (2.37)
P1 =
1
2
|b 1|2 =
1
2
|A 1 an +B 1 bn|2
=
1
2
(
|A 1|2|an|2 + |B 1|2|bn|2 + A 1B∗1anb∗n + A∗1B 1a∗nbn
)
.
(2.38)
Die Gleichung (2.38) ist linear bezüglich |an|2, |bn|2, anb∗n und a∗nbn, weshalb letztlich
mindestens vier Messwerte (z.B. P1 bis P4) benötigt werden, um diese Parameter zu be-
stimmen [62]. Die vier Tore (engl. ports) des linearen, passiven Netzwerkes zusammen
mit den zwei Toren für das Messobjekt und den Signalgenerator (LO in Abb. 2.14), d.h.
n = 6, sind der Grund für die Bezeichnung Six-Port (Sechs-Tor).
Damit das Gleichungssystem (2.37) lösbar ist, muss gewährleistet sein, dass alle Paare
A i, B i untereinander linear unabhängig sind sowie, dass wenigstens ein Term A iB
∗
i nicht
reell ist [60].
Wurden |an|2, |bn|2, anb∗n und a∗nbn bestimmt, hat man jedoch trotzdem nicht die
Möglichkeit an und bn komplett zu ermitteln. Dies liegt daran, dass anb
∗
n und a
∗
nbn
zueinander konjugiert komplex sind und somit dieselben zwei Parameter: |an||bn| und
∆ϕn = ϕan − ϕbn enthalten. Üblicher Weise werden mit diesem Messverfahren die Am-
plituden der hin- und rücklaufenden Wellen, |an| bzw. |bn|, deren Phasenunterschied ∆ϕn
sowie die verbrauchte Wirkleistung und der Eingangsreflexionsfaktor Γn des Messobjek-
tes ermittelt [60], [62]. Es ist mit diesem Verfahren jedoch nicht möglich, die absoluten
Phasen von an und bn zu bestimmen.
Weil nur drei Parameter zu bestimmen sind (|an|, |bn| und ∆ϕn), erscheint es ausrei-
chend, auch nur drei Messtore, also einen Five-Port zu verwenden [63]. Dabei erhält man
Seite: 45
Kapitel 2: Empfängerarchitekturen ... Abschnitt 2.3
jedoch zwei mögliche Phasendifferenzen und somit keine eindeutige Lösung [60], weshalb
sich letztendlich die Six-Port-Metrologie durchgesetzt hat.
Im Folgenden seien die zwei interessierenden Wellen zwei Signale der Frequenzen fa und
fb:
an(t) = |an| ej(2πfat+ϕa n ) und bn(t) = |bn| ej(2πfbt+ϕb n ) . (2.39)
Das gemessene Leistungssignal, welches im Prinzip P1 in (2.38) entspricht, ist ([64]):
p1(t) =
(
Re
{
b 1(t)
})2
=
(
|A 1||an(t)| · cos(2πfat+ ϕA 1 + ϕan) + |B 1||bn(t)| · cos(2πfbt+ ϕB 1 + ϕbn)
)2
=
1
2
|A 1|2|an(t)|2
(
1 + cos(2π 2fa t+ 2ϕA 1 + 2ϕan)
)
(2.40)
+
1
2
|B 1|2|bn(t)|2
(
1 + cos(2π 2fb t+ 2ϕB 1 + 2ϕbn)
)
+
+ |A 1||B 1||an(t)||bn(t)| ·
(
cos
(
2π(fa − fb)t+ ϕA 1 − ϕB 1 + ϕan − ϕbn
)
+ cos
(
2π(fa + fb)t+ ϕA 1 + ϕB 1 + ϕan + ϕbn
))
.
Für den Fall, dass fa = fb ist, entspricht p1(t) dem Messwert P1. Entfernt man nun die
Hochfrequenzterme der Frequenzen f ∈
{
fa, fb, 2fa, 2fb, (fa+fb)
}
in (2.40) mittels eines
LPF, erhält man das Signal
sZ(t) = LPF
{
p1(t)
}
= F
{
p1(t)
}
=
1
2
(
|A 1|2|an(t)|2 + |B 1|2|bn(t)|2
)
(2.41)
+ |A 1||B 1||an(t)||bn(t)| · cos
(
2π(fa − fb)t+ ϕA 1 − ϕB 1 + ϕan − ϕbn
)
.
Offensichtlich entspricht das Ergebnis der Six-Port-basierten Messung dem der allgemei-
nen additiven Mischung (2.34) (mit cυ = 0 ∀ υ 6= 2). Sind also an(t) und bn(t) das HF-
Signal bzw. das LO-Signal, so lassen sich unter Verwendung eines Six-Ports als Mische-
reinheit eines Empfängers vier Beobachtungen bei der Zwischenfrequenz fZF = fa − fb
erzeugen. Je nachdem, wie gut die Kanalselektion vor dem Six-Port war und wie hoch die
Zwischenfrequenz gewählt wird, können die Signalterme 1
2
(
|A 1|2|an(t)|2 + |B 1|2|bn(t)|2
)
(auch als Gleichkomponenten bezeichnet) nicht vernachlässigbare Störsignale darstellen.
Aus der Hochfrequenzmesstechnik kommend, wurden die ersten Five-Port- bzw. Six-
Port-Empfänger bei optischen Übertragungen eingesetzt [65]. Bei den betrachteten opti-
schen Systemen wurde nur das gewünschte Signal übertragen. Der Störeinfluss der Gleich-
komponenten wurde als tolerierbar erachtet [66]. Die systematischen Gleichkomponenten,
insbesondere jene, die vom Oszillator herrührten, wurden mittels extrem schmalbandiger
Tiefpassfilter unter Verwendung einfacher Kapazitäten entfernt. Eingesetzt wurden die-
se Empfänger zum einen ihres einfachen Aufbaus und zum anderen der Möglichkeit zur
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aufwandsarmen Signalverstärkung wegen. Letzteres erreichte man, indem die einzelnen
Signale nach der Umsetzung ins Basisband sowie der Tiefpassfilterung aufaddiert wurden
[65].
2.3.2 Klassische Five-Port- und Six-Port-Empfänger
In der Mitte der 1990er Jahre wurde die additive Mischung in der Anwendung von Six-
Port-Netzwerken für den Mobilfunk wiederentdeckt. Die Six-Port-Architektur wurde da-
mals für den Empfang von Signalen im Millimeterwellenbereich (z.B. 26.5GHz) vorge-
schlagen [67]. Die Verwendung eines Six-Ports birgt eine Reihe von Vorteilen im Vergleich
zu konventionellen Empfängerarchitekturen, die auf multiplikativer Frequenzumsetzung
basieren, [19], [64], [67], [68], [69]:
• der Hardwareaufwand sowie die Anforderungen an den Herstellungsprozess können
verringert werden;
• da sowohl das Six-Port-Netzwerk als auch die Leistungsdetektoren (z.B. Dioden)
passiv realisiert werden können, reduziert sich der Energieverbrauch des Empfängers
bei der Mischung;
• die Phasen- und Amplitudenwerte der vom LO herrührenden Mischsignale müssen
nicht zwingend bestimmte Werte aufweisen;
• der Dynamikbereich des Empfängers wird bei der Verwendung passiver Six-Ports
hauptsächlich durch den Analog-Digital-Umsetzer bestimmt und nicht zusätzlich
durch die Mischerstufe;
• der Empfänger ist robust gegenüber schnellen Leistungsschwankungen des HF-
Eingangssignals;
• die Verarbeitung extrem breitbandiger Signale ist möglich und einfach zu erreichen,
da das Six-Port-Netzwerk passiv realisiert werden kann;
• in Kombination mit einem digitalen Signalprozessor (DSP) sind einfache Kalibrie-
rungs- und Störsignalkompensationsverfahren realisierbar, bei gleichzeitiger Repro-
grammierbarkeit des gesamten Empfängersystems;
• Störsignale treten zum Teil systematisch auf und können deshalb auch systematisch
kompensiert werden;
• es besteht eine sehr gute Eignung der Empfängerarchitektur für den Einsatz in
Mehr-Antennen-Systemen (engl. multiple-input-multiple-output , MIMO), aufgrund
der Fähigkeit, auf einfache Weise Phasenunterschiede zwischen zwei Wellen bzw.
Signalen zu messen;
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• der Einsatz in Software-Defined-Radio-Systemen ist möglich und wurde bereits ex-
perimentell nachgewiesen.
Auf die verschiedenen Vorteile wird im weiteren Verlauf der Arbeit noch genauer einge-
gangen werden.
HF-Band-
Filter
LNA
LPF
NL
HF-Signal 
sHF (t)
Q (t)
π / 2 π / 2 π / 2
LPF
NL
LPF
NL
LPF
NL
I (t)
LO
sLO (t)
Six-Port-Netzwerk
mit π/2-Hybriden
x2 (t)
x4 (t)
x3 (t)
x1 (t)
G
−
−
Abbildung 2.15: Typische Six-Port-Empfängerarchitektur mit analoger IQ-
Regenerierung, nach [64] und [68].
Neben dem prinzipiellen Einsatz eines Six-Ports beim Empfang von digital modulierten
Signalen, wurden in [67] auch ein Kalibrierungsverfahren für den Empfänger dargelegt so-
wie verschiedene Störeinflüsse analysiert, wie z.B. Bauelementeabweichungen, DC-Offsets,
IQ-Imbalancen und Nachbarsignalstörer. Schon 1994 war die konkurrenzfähige Verwen-
dung des Six-Port-Empfängers in mobilen Endgeräten die erklärte Zielstellung [67]. In
Hinblick auf die bestmögliche Ausnutzung des Six-Port-Konzeptes wurde in allen bishe-
rigen Six-Port-Empfängersystemen der Homodynempfang realisiert, auch wenn der Hete-
rodynempfang grundlegend ebenfalls möglich ist, wie (2.41) zeigt.
Mit dem zunächst aus nur dem Nutzsignal bestehendem HF-Signal sHF (t) = sBP (t)
nach (2.2) und dem reellen LO-Signal
sLO, i(t) =
√
2Gi · cos
(
2πfLOt+ ϕi
)
mit i ∈ {1, 2, 3, 4}
=
1√
2
Gi ·
(
ej(2πfLOt+ϕi) + e−j(2πfLOt+ϕi)
) (2.42)
ergeben sich für fHF = fLO die vier Beobachtungen im Basisband nach der Tiefpassfilte-
rung
xi(t) = LPF
{
c2 ·
(
sHF (t) + sLO, i(t)
)2}
= c2 ·
(
G2i + I(t)
2 +Q(t)2︸ ︷︷ ︸
gleichgerichtete Welle
+ 2Gi ·
(
I(t) cos(ϕi) +Q(t) sin(ϕi)
)︸ ︷︷ ︸
erwünschte Nutzsignale
)
.
(2.43)
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√
2Gi ist die erweiterte, beliebige Amplitude
6 des LO-Signals. Die Nichtlinearitäten (NL
in Abb. 2.15) werden zunächst als gleichartige, rein quadratische Funktionen mit jeweils
dem Koeffizienten c2 (gemäß (2.32)) angenommen.
f0
|SHF(f )|
fHF= fLO- fHF = -fLO
(a) (b)HF-Band-
Filter
f
|Xi(f )|
F{●}=LPF
-BW BW
SLO,i(f )
DC-Offset
RFS2
erwünschte 
Nutzsignale
0
Abbildung 2.16: Spektrum (a) des HF-Eingangssignals und des reellen LO-Teilsignals
sLO, i(t) und (b) der Mischprodukte im Basisband bei der additiven
Frequenzumsetzung genau nur eines Nutzsignals.
Augenscheinlich enthält jede Basisbandbeobachtung (2.43) systematisch die gewünsch-
ten Signale I(t) und Q(t). Abweichend von der messtechnischen Anwendung eines Six-
Port-Netzwerkes ist die gleichgerichtete Welle nun ein unerwünschtes, störendes Misch-
produkt [64]. G2i kann als reiner DC-Offset angesehen werden. Das Teilsignal I(t)
2 +Q(t)2
entspricht einem Intermodulationsprodukt zweiter Ordnung. Weil es allerdings systema-
tisch während der Frequenzumsetzung entsteht, wird es zur Unterscheidung von zufälligen,
unsystematischen IMP auch als Hochfrequenz-Selbstmischungsprodukt zweiter Ordnung
(engl. second-order-type RF-self-mixing product , RFS2) bezeichnet [69]. Häufig wird in der
Literatur inkorrekter Weise für das RFS2 der Begriff: dynamischer DC-Offset7 verwendet
[8]. Unter der Annahme, dass nur das Nutzsignal nach dem HF-Band-Filter ungedämpft
vorliegt, sind in Abb. 2.16(b) die erwünschten und unerwünschten, systematischen Teil-
signale dargestellt. Die Nutzsignalkomponenten I(t) und Q(t) sind in jeder Basisband-
beobachtung einander überlagert, insofern nicht spezielle Phasenwerte (ϕi = n · π/2 mit
n ∈ Z) im Five- oder Six-Port implementiert wurden. Dies resultiert aus der systema-
tischen Imbalance-Mischung, welche sowohl die Nutzsignale bei positiven als auch deren
konjugiert komplexe Version bei negativen Frequenzen ins Basisband mischt. Der vom Lo-
kaloszillator herrührende DC-Offset (Abb. 2.16(b)) kann als statisch angesehen werden.
6Der Amplitudenfaktor Gi des im Six-Port-Empfänger verwendeten LO-Signals wird, neben dem in
Abs. 2 eingeführten Skalierungsfaktor:
√
2, separat eingeführt und verwendet, um sowohl beliebig
fehlerbehaftete Amplituden und deren Einflüsse zu modellieren, als auch die gleiche Leistung der
Nutzsignale im Bandpass- bzw. HF-Bereich und im Basisband zu gewährleisten.
7Dynamischer DC-Offset : Während der Begriff dynamisch korrekter Weise die Abhängigkeit des Stör-
signals von den zeitlich veränderlichen Eingangssignalen beschreibt, vermittelt die Bezeichnung DC-
Offset an dieser Stelle den irreführenden Eindruck, dass es sich um ein reines Gleichsignal der Frequenz
f = 0 handelt; letzteres ist jedoch nicht der Fall (Abb. 2.16 bzw. Gleichung (2.43)).
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Das RFS2 hängt von den Hochfrequenz-Eingangssignalen der Mischung ab und ist zeitlich
starken Leistungsschwankungen unterworfen.
Werden die Amplituden und Phasen der einzelnen LO-Teilsignale wie in Abb. 2.15
gewählt, d.h. c2G1 = c2G2 = c2G3 = c2G4 = G sowie ϕ1 = 0, ϕ2 = π, ϕ3 = π/2
und ϕ4 = 3/2π, kann die komplexe Basisbandumsetzung sowie die Kompensation der
gleichgerichteten Welle nach der Tiefpassfilterung erfolgen. Indem die einzelnen Basis-
bandbeobachtungen geeignet voneinander abgezogen werden, erhält man (nach Abb. 2.15
und (2.43)):
Ĩ(t) = x1(t)− x2(t) = 4G · I(t) und Q̃(t) = x3(t)− x4(t) = 4G ·Q(t) . (2.44)
Zusätzlich kann damit auch eine Verstärkung des Nutzsignals erreicht werden. Die
Architektur in Abb. 2.15 ist der so genannte Six-Port-Empfänger mit analoger IQ-
Regenerierung [67], [68].
Die analoge IQ-Regenerierung (2.44) erfordert jedoch, dass die einzelnen vier Pfade
nach dem Six-Port-Netzwerk keinerlei Fehlanpassungen aufweisen und dass keine Abwei-
chungen der Amplituden und Phasen der LO-Teilsignale auftreten [64]. Da dies technisch
nicht erreichbar ist, sind Empfänger wie in Abb. 2.15 nur begrenzt einsetzbar. Ebenfalls
von Nachteil ist der erhöhte analoge Schaltungsaufwand von vier programmierbaren Tief-
passfiltern, insbesondere wenn der Empfänger in einem SDR-ähnlichen System eingesetzt
werden soll. Wünschenswert wäre es, wenn diese Empfängerarchitektur so verbessert wer-
den könnte, dass die systematische Kompensation der gleichgerichteten Welle sowie der
Mischungsgewinn erhalten blieben und gleichzeitig Schaltungsaufwand sowie Präzisions-
anforderungen an die Pfadanpassung, Phasen- und Amplitudenwerte gemindert würden
(Abs. 5.2).
Werden Gi, ϕi und c2 als im Empfänger bekannt angenommen, ist das Gleichungssystem
(2.43) überbestimmt. Nur I(t)2 +Q(t)2 sowie I(t) und Q(t) sind unbekannt und müssen
ermittelt werden. Es ist daher nicht zwingend notwendig, vier Signalbeobachtungen wie
im Empfänger in Abb. 2.15 zu erzeugen. Folglich lässt sich, basierend auf (2.43), ein auf
drei Signalbeobachtungen reduziertes Gleichungssystem zur Ermittlung der gewünschten
Signale I(t) und Q(t) angeben [64]:x1(t)x2(t)
x3(t)

︸ ︷︷ ︸
x
= c2
2G1 · cos(ϕ1) 2G1 · sin(ϕ1) 12G2 · cos(ϕ2) 2G2 · sin(ϕ2) 1
2G3 · cos(ϕ3) 2G3 · sin(ϕ3) 1

︸ ︷︷ ︸
B
 I(t)Q(t)
I(t)2 +Q(t)2

︸ ︷︷ ︸
sIQ
+ c2
G21G22
G23

︸ ︷︷ ︸
D
(2.45)
bzw.
x = BsIQ + D (2.46)
mit B =
A1 B1 C1A2 B2 C2
A3 B3 C3
 und D =
D1D2
D3
 .
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I(t) und Q(t) sind aus den Beobachtungen xi(t) bestimmbar, wenn die Matrix B in (2.45)
bzw. (2.46) nicht singulär ist. Dies kann durch eine geeignete Wahl der Parameter ϕi und
Gi erzwungen werden. Darüber hinaus werden in (2.45) und (2.46) alle Abweichungen
und Nichtidealitäten modelliert (z.B. Abweichungen von bestimmten Sollwerten von Gi
und ϕi).
Abbildung 2.17 zeigt die Empfängerarchitektur des Superpositions-Homodynempfängers,
kurz Superhomodynempfängers [64], der (2.45) bzw. (2.46) umsetzt. Auch der erste be-
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Abbildung 2.17: Five-Port-Empfängerarchitektur, auch Superhomodynempfänger
genannt, mit digitaler IQ-Regenerierung, [64].
kannte Six-Port-Empfänger [67] war ähnlich der Architektur in Abb. 2.17 aufgebaut. Dort
wurde lediglich ein vierter, zusätzlicher Basisbandpfad (als Mischereinheit somit ein Six-
Port) implementiert. Im Vergleich zu Direktmischerempfängern mit multiplikativer Fre-
quenzumsetzung wird hier ein Nachteil der Six-Port basierten Empfänger deutlich. Durch
die Generierung von mehr als zwei Basisbandsignalen, werden gleichzeitig mehr als zwei
Basisbandpfade mit zumindest einem Teil ihrer analogen Signalverarbeitung (Kanalfil-
terung, Verstärkung, Analog-Digital-Umsetzung) benötigt (Abb. 2.15, Abb.2.17). Die-
ses erhöht den Schaltungsaufwand sowie den Energie- und Platzverbrauch des gesamten
Empfängers, auch wenn durch den Five- oder Six-Port diesbezügliche Einsparungen in
der Mischereinheit erzielt werden.
Ein Signalqualitätsproblem derartiger Empfänger liegt in den DC-Offsets und den HF-
Selbstmischungsprodukten (RFS2) begründet. Besonders die RFS2 können dazu führen,
dass die aktiven Baugruppen der Analog-Digital-Umwandler in die Sättigung getrie-
ben und die Nutzsignale verfälscht werden. Zur Verhinderung solcher Störeinflüsse ist
es zweckmäßig, analoge Kompensationsverfahren für die DC-Offsets: G2i und die RFS2:
I(t)2+Q(t)2 in der Empfängerarchitektur vorzusehen [70]. Auf diesbezügliche, im Rahmen
dieser Arbeit neu erworbene, Einblicke und neu entwickelte Methoden wird in Kapitel 3
noch genauer eingegangen.
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Um die Ermittlung der Nutzsignale I(t) und Q(t) zu gewährleisten, sind B und D in
(2.46) i.d.R. vor der Inbetriebnahme des Empfängers zu ermitteln. Die Elemente der Ma-
trix B und des Vektors D resultieren aus schaltungstechnisch vorgegebenen Werten. Diese
lassen sich z.B. durch Messung oder Kalibrierungsverfahren bestimmen [71], [72], [73].
Bei der messtechnischen Ermittlung der Empfängerparameter werden geeignete Testsig-
nale (z.B. einzelne Sinustöne [74] verschiedener Amplitude und nahezu gleicher Frequenz
[71]) eingesetzt. Prinzipiell können mit einer ausreichenden Anzahl an Messungen die
unbekannten Five-/Six-Port-Parameter ermittelt werden. Bei der Ermittlung der entspre-
chenden Parameter ist allerdings darauf zu achten, dass die Frequenzen der eingespeisten
Testsignale so gewählt werden, dass sich das Verhalten des Five-/Six-Ports nicht ändert.
Um ein Kalibrierungsverfahren zu realisieren, das auf Testsignalen basiert, werden sowohl
entsprechende Testsignalgeneratoren als auch entsprechende Messgeräte und Algorithmen
benötigt. Diese sind mit vertretbarem Aufwand i.d.R. nicht in einem mobilen Endgerät
unterzubringen. Das bedeutet, dass die messtechnische Parameterermittlung nur vor dem
Einbau des Six-Port basierten Empfängers in das jeweilige Endgerät durchgeführt werden
kann. Als Folge können nach der Implementierung des Empfängers Abweichungen der
Parameter des Five- oder Six-Ports von den ursprünglichen Messwerten nicht berücksich-
tigt werden. Legt man die Verwendung eines Five-/Six-Ports in einem mobilen Endgerät
zugrunde, welches u.U. reprogrammierbar sein soll, so stellt eine derartige messtechnische
Ermittlung der benötigten Parameter des Five-/Six-Ports eine starke Einschränkung dar.
Eine Alternative zur Parameterermittlung mit definierten Testsignalen stellen Kalibrie-
rungsverfahren mit adaptiven, digitalen bzw. digital-analogen Signalverarbeitungsalgo-
rithmen dar [70], [72], [73], [75]. Dabei gibt es zwei grundlegende Ansätze.
Ein Konzept beruht darauf, zunächst das gesamte Signalgemisch (gemäß (2.43) oder
(2.45)-(2.46)) zu digitalisieren und anschließend eine Unterdrückung der DC-Offsets und
RFS2 durchzuführen, worauf die eigentliche Rückgewinnung der gewünschten IQ-Signale
I(t) und Q(t) folgt. Im zweiten Ansatz wird davon ausgegangen, dass die unerwünsch-
ten, systematischen Teilsignale (DC-Offset, RFS2) bereits im Analogteil des Empfängers
beseitigt oder zumindest teilweise gedämpft wurden.
In [72] wird diesbezüglich die Annahme getroffen, dass (2.45) und (2.46) durch ein
irgendwie geartetes, vorzugsweise analoges Kompensationsverfahren in
x = B̌ š (2.47)
mit x =
x1(t)x2(t)
x3(t)
 B̌ =
A1 B1 Č1A2 B2 Č2
A3 B3 Č3
 š =
 I(t)Q(t)
sR(t)

übergehen. Dabei ist
sR(t) =
(
I(t)2 +Q(t)2 +Di
)
− E
{
I(t)2 +Q(t)2 +Di
}
(2.48)
Seite: 52
Abschnitt 2.3 Kapitel 2: Empfängerarchitekturen ...
das nach der analogen Kompensation verbleibende, systematische Reststörsignal. Die IQ-
Regenerierung, d.h. die Ermittlung von š, kann nun dadurch erfolgen, dass die Matrix B̌
durch z.B. ein adaptives Filter oder einen blinden Separationsalgorithmus bestimmt und
(2.47) von links mit der Inversen B̌−1 multipliziert wird. In [72] wird darauf hingewiesen,
dass die Matrix B̌ nicht zwangsläufig orthogonal ist. Deshalb können Methoden, die auf
der Bestimmung der Eigenwerte der Kovarianzmatrix von x basieren, wie in [76], zu feh-
lerhaften Ergebnissen führen. Um nun die Elemente von B̌ zu bestimmen, empfiehlt sich
ein gestaffeltes Vorgehen. Im ersten Teil wird eine Kalibrierung vorgenommen, die dazu
führt, dass sich mit sehr einfachen Messverfahren die systematischen Reststörsignalanteile
bzw. die Koeffizienten Či bestimmen lassen. Dafür werden keinerlei spezifische Testsignale
benötigt. Es müssen lediglich entweder der Lokaloszillator oder das HF-Signal abgeschal-
tet und dann die resultierenden Basisbandsignale geeignet ausgewertet werden [70], [72].
Danach ist der Hauptteil der systematischen Störsignale beseitigt und I(t) und Q(t) lie-
gen in miteinander vermischter Form vor. Aus dem Signalgemisch können I(t) und Q(t)
nun über adaptive [77] oder blinde Separationsverfahren [78] zurückgewonnen werden [72].
Dabei kommen häufig Verfahren zum Einsatz, die auf der Gram-Schmidt Orthonormie-
rung [31] basieren, z.B. [75]. Letztendlich sind die separierten, erwünschten Signale I(t)
und Q(t) mittels üblicher Phasensynchronisationstechniken in ihre ursprüngliche Phasen-
lage zurückzuversetzen. Genauere Einblicke in diesbezügliche, im Rahmen dieser Arbeit
teilweise neu entwickelte Verfahren und Algorithmen werden in den folgenden Kapiteln
gegeben.
Wie bereits erwähnt, wurden unter Verwendung von Five-Port- und Six-Port-Netz-
werken Empfänger aufgebaut, die unter Laborbedingungen den Empfang von Signalen
verschiedener Mobilfunkstandards ermöglicht haben. In [79] konnten mittels eines Six-
Ports QPSK-Signale mit Bandbreiten bis zu 5MHz bei Trägerfrequenzen zwischen 2GHz
und 10GHz empfangen und demoduliert werden. Die maximale Basisbandsignalbandbrei-
te ergab sich dabei aus der Verwendung eines 10MHz ADU, wobei mit einem anderen
Analog-Digital-Umsetzer u.U. auch höhere Bandbreiten verarbeitbar gewesen wären. Des
Weiteren wurde eine Isolation des HF-Eingangs vom LO-Ausgang von weniger als -22dB
im interessierenden Frequenzbereich festgestellt. Bis auf ausreichende Empfindlichkeit so-
wie hinreichende Dynamikeigenschaften wurde in [79] die Einsetzbarkeit eines Six-Ports
in einem SDR-ähnlichen Empfänger experimentell nachgewiesen. Als limitierende Bau-
gruppe identifizierte man den verwendeten ADU. Als zukünftige Verbesserung wurde die
Verwendung weiterer LNAs nach den Nichtlinearitäten bzw. Leistungsdetektoren vorge-
schlagen [79]. Damit ließe sich ein verbesserter Dynamikbereich des gesamten Empfängers
erreichen. Bezüglich des Energieverbrauchs wurden in [79] keine Aussagen getroffen.
In einem zweiten, experimentellen Konzept für einen Multimode-Empfänger mit addi-
tiver Frequenzumsetzung namens ,,SOPRANO” wurde ein Five-Port verwendet [80], [81].
Dort konnte der korrekte Empfang von QAM-Signalen mit Trägerfrequenzen im Bereich
von 2,45GHz und 5,25GHZ gezeigt werden. Bemerkenswert war dabei u.a. das Ergebnis,
dass keinerlei Anpassung des analogen Empfängers bei der Umschaltung von einer Mo-
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dulationsart zu einer anderen notwendig war (abgesehen von der Einstellung der neuen
Oszillatorfrequenz). Darauf aufbauend wurde die Robustheit von Five-Port- bzw. Six-
Port-Empfängern gegenüber Leistungsschwankungen des Eingangssignals experimentell
nachgewiesen [80]. Auch wenn keine expliziten Aussagen über den Energieverbrauch ge-
troffen wurden, konnte in [81] konstatiert werden, dass der Energiebedarf des Five-Ports
und der angeschlossenen FET-Leistungsdetektoren potenziell geringer ist als bei der Ver-
wendung üblicher Multiplikativmischer.
Parallel zur Entwicklung der SOPRANO-Plattform wurde in [19] über die Verwendung
eines schaltungstechnisch vergleichbaren Five-Ports in einem SDR-ähnlichen System be-
richtet. Mit diesem wurden sowohl standardisierte Mehrträgersignale (HIPERLAN/2) als
auch Einzelträgersignale (UTRA-FDD) in einer Laborumgebung empfangen und korrekt
demoduliert. Es wurde dabei von der Fähigkeit des Empfängers berichtet, bis zu 20MHz
breite Signale mit Trägerfrequenzen bei 2GHz und 5GHz verarbeiten zu können.
Es bleibt festzuhalten, dass unter Verwendung von Six-Port basierten Architekturen
sowohl breitbandige Mehrfachstandardempfänger im Sinne eines SDR-ähnlichen Systems
aufgebaut werden können [19], [79], [80], [81], als auch Empfänger für die Verarbeitung
von Signalen mit Frequenzen im Millimeterwellenbereich [68], [71]. Zusätzlich bietet die
schaltungstechnische Umsetzung dieser Architekturen das Potenzial zur Energieeinspa-
rung bei der Frequenzumsetzung und u.U. bei der sich daran anschließenden analogen
Signalverarbeitung im Basisband.
Six-Port basierte Mobilfunkempfänger weisen unter Laborbedingungen folglich sehr gute
Eigenschaften auf. Daraus leitet sich allerdings die Frage ab, aus welchen Gründen derar-
tige Empfänger in der Praxis bisher keine Anwendung finden.
Seite: 54
Kapitel 3: Analyse der Mischprodukte...
3 Analyse der Mischprodukte in
Six-Port basierten Empfängern
Neben der Darstellung der prinzipiellen Funktionsweise eines Six-Port basierten Funk-
empfängers ist eine detaillierte Analyse der systematisch erzeugten Störsignale für das
Verständnis derartiger Empfängerarchitekturen unerlässlich. Diesbezüglich nimmt die
gleichgerichtete Welle (siehe (2.43)) eine herausragende Stellung ein. Unabhängig jeglicher
Bauelementeabweichungen einer konkreten Implementierung und auch sonstiger stören-
der Einflussfaktoren, wird bei jedweder Anwendung der additiven Frequenzumsetzung
eine gleichgerichtete Welle erzeugt, Abs. 2.3. Folglich ist es unumgänglich, diese mit in
die Systembetrachtung von Five-Port- und Six-Port-Empfängern einzubeziehen.
*
*
*
*
f
Amplitude
- BWHF
BWHF
fHF
HF-Band-Filter
dynamischer 
DC-Offset
BWHF
BW
Faltung  
 HF-Band, RFS: .
SHF(f)*SHF(f) .
Nutzsignal
*
*
*
*
LO-Signal
statischer 
DC-Offset
Abbildung 3.1: Schematische Darstellung der Entstehung und Zusammensetzung der
gleichgerichteten Welle aus einem HF-Signal sHF (t) der Bandbreite
BWHF ; die Nichtlinearität bei der Mischung sei hier rein quadratisch.
Die gleichgerichtete Welle (bei Verwendung einer rein quadratischen NL) besteht zum
Einen aus einem statischen DC-Offset und zum Anderen aus einem Intermodulations-
produkt zweiter Ordnung des Hochfrequenzsignals, dem so genannten Hochfrequenz-
Selbstmischungsprodukt zweiter Ordnung (RFS2), Abb. 3.1. In Letzterem ist neben
dem Spektrum des quadrierten HF-Eingangssignals eine Gleichsignalkomponente ent-
halten. Der dynamische DC-Offset stellt einen Messwert proportional zur Leistung des
HF-Signals dar. Dieser Zusammenhang ergibt sich auch intuitiv aus der ursprüngli-
chen Verwendung von Six-Ports zur Leistungsmessung in der HF-Technik, Abs. 2.3.1.
Darüber hinaus ist davon auszugehen, dass durch entsprechendes Signalübersprechen
(Abs.2.1.4) weitere, störende DC-Offsets auftreten, welche sich den systematisch, inner-
halb der gleichgerichteten Welle erzeugten Gleichsignalkomponenten überlagern. In der
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Regel sind der statische und der dynamische DC-Offset die stärksten Störsignale. In
Abb. 3.1 ist diesbezüglich der Zusammenhang zwischen dem HF-Signal nach der HF-
Band-Filterung sHF (t), dem LO-Signal sLO(t) (hier: fHF = fLO) und den einzelnen Be-
standteilen der gleichgerichteten Welle dargestellt. Es sei besonders darauf hingewiesen,
dass das HF-Selbstmischungsprodukt (bei rein quadratischer Nichtlinearität) als Kom-
ponente der gleichgerichteten Welle durch die Faltung des HF-Signals mit sich selbst
im Frequenzbereich entsteht und sich somit im Basisbandbereich über die doppelte HF-
Bandbreite 2BWHF erstreckt (siehe Abb. 3.1).
Die in diesem Kapitel durchgeführten Untersuchungen zur gleichgerichteten Welle wer-
den eine durch die Architektur begründete Ursache dafür aufzeigen, dass Six-Port basierte
Empfängersysteme bisher keine praxisrelevante Bedeutung im Mobilfunk erlangt haben.
Im Folgenden wird von einer Six-Port basierten Architektur gemäß Abb. 2.17 ausge-
gangen, mit welcher Homodynempfang realisiert werden soll, d.h. fHF = fLO. Es wird
angenommen, dass keine Frequenzfehler ∆f auftreten (fLO = fHF ± ∆f), die zu einem
Zero-IF-Empfang führen würden. Die genaue Struktur des N-Ports1 sei hier unerheblich,
da die Ursachen und Effekte der betrachteten Teilsignale, dem Prinzip der additiven Mi-
schung geschuldet, in jedem Einzelpfad eines N-Ports entsprechend der Abbildung 2.13(b)
zu Tage treten.
3.1 Einfluss beliebiger Nichtlinearitäten bei der additiven
Frequenzumsetzung
Bei der technischen Umsetzung eines N-Port-Empfängers wird man keine Leistungsde-
tektoren bzw. Nichtlinearitäten (NL) implementieren können, die Polynome rein quadra-
tischer Ordnung realisieren. Dies wäre hinsichtlich verschiedener Störeinflüsse (z.B. HF-
Selbstmischungsprodukte, etc.) von Vorteil, würde jedoch zu vermehrtem, unerwünschten
Schaltungsaufwand und u.U. auch zu erhöhtem Energieverbrauch führen. Eine schaltungs-
technisch einfache Lösung, wie beispielsweise die Verwendung einzelner Dioden, ist hier
wünschenswert. Da derartig vereinfachte Leistungsdetektoren jedoch keine rein quadrati-
sche Nichtlinearität darstellen, muss untersucht werden, inwieweit NL höherer Ordnung
Einfluss auf das Mischungsergebnis inklusive der systematischen Störsignale der gleichge-
richteten Welle haben.
Zur Analyse wird ein beliebiges Signal sLO,i(t) aus einem der LO-Pfade innerhalb des
N-Ports als Oszillatorsignal herangezogen (2.42). Das empfangene HF-Signal sHF (t) be-
stehe aus L verschiedenen Einzelsignalen entsprechend (2.11). Das ν-te Signal habe die
Trägerfrequenz
fν = fLO + (ν − 1) · B̃W , (3.1)
1Stellvertretend für Five-Port-, Six-Port- oder gar Seven-Port-Netzwerke in einem analogen Mobilfunk-
empfänger wird der Begriff N-Port eingeführt und verwendet. Dies ist insbesondere der Fall, wenn
es thematisch um generelle Zusammenhänge von N-Port-Empfängern geht, die von einer konkreten
Implementierung, d.h. von der tatsächlichen Anzahl an Eingangs- und Ausgangstoren des jeweiligen
Netzwerks unabhängig sind.
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wobei B̃W = BW + Cs die um eine beliebig große Frequenzlücke Cs (engl. channel
spacing) erweiterte Signalbandbreite sei. Die einzelnen Hochfrequenzsignale bzw. deren
Trägerfrequenzen liegen daher B̃W voneinander entfernt. Das gewünschte Signal sei jenes
mit ν = 1 und somit f1 = fLO. Diese Wahl ist beliebig und hat keinerlei Einfluss auf die
Ergebnisse der weiteren Analyse. Ferner wird angenommen, dass die Leistungsdetektoren
nach dem N-Port Nichtlinearitäten beliebiger Ordnung gemäß (2.32) sind. Das Ausgangs-
signal der additiven Mischung nach der Nichtlinearität für den i-ten Pfad des N-Ports ist
dann:
zi(t) =
NL∑
k=0
ck s(t)
k =
NL∑
k=0
ck
(
sLO,i(t) + sHF (t)
)k
(3.2)
=
NL∑
k=0
ck ·
[
1√
2
Gi
(
ej(2πfLOt+ϕi) + e−j(2πfLOt+ϕi)
)
︸ ︷︷ ︸
s̆LO,i(t)
(3.3)
+
1√
2
L∑
ν=1
(
s ν(t) e
j2πfνt + s∗ν e
−j2πfνt
)
︸ ︷︷ ︸
s̆HF (t)
]k
(3.4)
zi(t) =
NL∑
k=0
ck 2
− k
2 ·
(
s̆LO,i(t) + s̆HF (t)
)k
=
NL∑
k=0
ck 2
− k
2 · z̆i(t)k . (3.5)
Das tiefpass- bzw. kanalgefilterte Basisbandsignal xi(t) ist:
xi(t) = LPF
{
zi(t)
}
= LPF
{
NL∑
k=0
ck 2
− k
2 · z̆i(t)k
}
. (3.6)
Diese Beziehung (3.6) gilt im Weiteren für alle Teilsignale zi(t) bzw. z̆i(t).
Durch Anwendung der binomischen Reihe für reelle Exponenten erhält man für die k-te
Nichtlinearität:
z̆i(t)
k =
(
s̆LO,i(t) + s̆HF (t)
)k
=
k∑
l=0
(
k
l
)
· s̆HF (t)k−l · s̆LO,i(t)l (3.7)
=
k∑
l=0
(
k
l
)
Gli ·
[
l∑
w=0
(
l
w
)
ej(2πfLOt+ϕi)·(l−2w)
]
︸ ︷︷ ︸
s̆LO,i(t)l
· (3.8)
[
k−l∑
r=0
((
k − l
r
)( L∑
ν=1
s ν(t) e
j2πfνt
)k−l−r
·
( L∑
ν=1
s∗ν(t) e
−j2πfνt
)r)]
︸ ︷︷ ︸
s̆HF (t)k−l
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Wendet man nun den polynomischen Lehrsatz (der verallgemeinerte, binomische Lehrsatz
nach [31]) für mehrere Summanden auf die inneren Teilsummen von s̆HF (t)
k−l in (3.8) an,
ergibt sich das Signalgemisch nach additiver Frequenzumsetzung und einer Nichtlinearität
beliebig hoher Ordnung k:
z̆i(t)
k =
k∑
l=0
(
k
l
)
Gli ·
[
l∑
w=0
(
l
w
)
ej(2πfLOt+ϕi)·(l−2w)
]
·[
k−l∑
r=0
(
k − l
r
)( ∑
m1+m2+···+mL=k−l−r
(k − l − r)! ·
L∏
ν=1
s ν(t)
mν ej2π(mν ·fν)t
mν !
)
·
( ∑
p1+p2+···+pL=r
r! ·
L∏
ν=1
s∗ν(t)
pν e−j2π(pν ·fν)t
pν !
)]
.
(3.9)
In den Summen
∑
m1+m2+···+mL=%
· · · mit % ∈ {k − l − r, r} wird über alle L-Tupel
(m1, . . . , mL) bzw. (p1, . . . , pL) addiert. Dabei sind die einzelnen Einträge der L-Tupel
jeweils Elemente natürlicher Zahlen, die von Null bis % laufen. Zusätzlich muss die Summe
über die Einträge jedes L-Tupels gleich % sein [31], d.h.:
L∑
ν=1
mν = k − l − r und
L∑
ν=1
pν = r . (3.10)
Daraus ergibt sich die Anzahl aller möglichen L-Tupel:
NL-Tupel =
(
L+ %− 1
L− 1
)
mit: % ∈ {k − l − r, r} . (3.11)
Der Übergang von (3.2) hin zu (3.9) ist zweckmäßig, da in (3.9) alle einzelnen Terme
(ej·...), welche die Trägerfrequenzen der entsprechenden Teilsignale beinhalten, mit jeweils
voneinander verschiedenen Faktoren auftreten. Die im Rahmen dieser Arbeit neu entwi-
ckelte, allgemeine Beschreibung (3.5) und (3.9) des gesamten Signalgemisches nach additi-
ver Frequenzumsetzung mit einem beliebig nichtlinearen Bauelement für eine beliebig hohe
Anzahl an HF-Eingangssignalen beinhaltet folglich sowohl alle systematischen Störsignal-
komponenten (z.B. DC-Offsets, HF-Selbstmischungsprodukte, evtl. Spiegelsignale, etc.)
als auch die Nutzsignale. Die Fourier- oder Laplace-Transformation von (3.2) in den Bild-
bereich ist für die Auswertung des Signalgemisches nach einer additiven Frequenzum-
setzung nicht sinnvoll, da die Multiplikation von (sLO,i(t) + sHF (t)) mit sich selbst zu
einer k − 1-fachen Faltung würde. Diese Faltung wäre, wenn überhaupt, ungleich schwie-
riger durchzuführen und auswertbar.
Ist man nun auf der Suche nach allen Teilsignalen einer bestimmten Trägerfrequenz
(z.B. f = 0) bzw. nach den zu diesen Signalen gehörenden Indizes (z.B. w oder r, etc.),
so kann jede Teilsumme in (3.9) durch einen einzelnen Faktor mit dem entsprechenden
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Index (gemäß der jeweiligen Teilsumme) repräsentiert werden. Als Ergebnis erhält man
ein Produkt aus den verschiedenen Teilsignalen der jeweiligen Trägerfrequenzen, welches
aufwandsgünstig auswertbar ist. Im Sinne der Übersichtlichkeit und praktischen Anwend-
barkeit wird im Folgenden jeweils nur auf ausgewählte Signale (DC-Offsets, Nutzsignale,
etc.) eingegangen und es werden Vereinfachungen, wie eine Reduzierung der Signalanzahl
vorgenommen.
Für die direkte Umsetzung ins Basisband und die dort zu Tage tretenden DC-Offsets,
HF-Selbstmischungsprodukte und Nutzsignalanteile gilt allgemein, dass deren jeweilige
Trägerfrequenz gleich Null in z̆i(t)
k aus (3.9) ist. Zur Ermittlung der entsprechenden Sig-
nalanteile werden vorläufig nur die Terme der Trägerfrequenzen und Phasen betrachtet
und (3.9) wird um alle Amplituden-, Basisbandsignalterme, etc. reduziert:
z̆Freq, i(t)
k =
(
l∑
w=0
ej(2πfLOt+ϕi)(l−2w))
)
· (3.12)(
k−l∑
r=0
( ∑
m1+···+mL=k−l−r
L∏
ν=1
ej2π(mν ·fν)t
)( ∑
p1+···+pL=r
L∏
ν=1
e−j2π(pν ·fν)t
))
.
In (3.12) lassen sich nun für beliebige L-Tupel (m1, . . . , mL) und (p1, . . . , pL) die Mitten-
bzw. Trägerfrequenzen identifizieren.
Statische, vom LO herrührende Signalanteile entstehen ausschließlich durch die nicht-
lineare Mischung des LO-Signals mit sich selbst. Deshalb werden alle derartigen Misch-
produkte im Basisband (f = 0) keine von Null verschiedene Phasenlage aufweisen, d.h.
ejϕi·... = e0. Bei den HF-Selbstmischungsprodukten erhält man ebenfalls keine, von der
ursprünglichen Phasenlage der HF-Eingangssignale s ν(t) verschiedene Phase der Basis-
bandkomponente, weil für die HF-Selbstmischungsprodukte nur das HF-Signal mit sich
selbst gemischt wird. Auch hier gilt ejϕi·... = e0.
Mit der Mittenfrequenz der Gleichsignalanteile und HF-Selbstmischungsprodukte
fres = 0 bzw. e
jfν ·... = 1 und der von der Phase des LO-Signals unabhängigen Phasen-
lage ϕres = 0 kann man aus (3.12) Folgendes ableiten:
0 = j2πt fres + j ϕres = j ·
(
2πfLOt+ ϕi
)
·
(
l − 2w
)
+
L∑
ν=1
j2πfνt
(
mν − pν
)
. (3.13)
Unter Verwendung von (3.1) und (3.10) ergibt sich
0 =
(
2πfLOt+ ϕi
)
·
(
l − 2w
)
+ (3.14)
2πt ·
((
fLO + B̃W
)
·
(
k − l − 2r
)
+ B̃W ·
L∑
ν=1
(
mν − pν
)
· ν
)
.
Die Partialsumme
γ =
L∑
ν=1
(
mν − pν
)
ν (3.15)
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in (3.14) führt zu keinem eindeutigen, konstanten Ergebnis und kann nicht weiter verein-
facht werden. Allerdings ist diese Summe für je zwei beliebige L-Tupel endlich und liegt
im Bereich (k − l − 2r) ≤ γ ≤ L · (k − l − 2r).
Für die weitere Analyse wird angenommen, dass das HF-Signal sHF (t) nur genau ein
Signal beinhaltet, das das Nutzsignal ist. Diese Vereinfachung wird vorgenommen, um
die Zusammensetzung der DC-Offsets und Hochfrequenz-Selbstmischungsprodukte (engl.
RF-self-mixing products , RFS) weiter analysieren zu können, trotz der unzureichenden
Bestimmtheit von (3.14) aufgrund der Eigenschaften von γ. Da die Unbestimmtheit von
(3.14) aus der detaillierten mathematischen Modellierung der HF-Eingangssignale resul-
tiert, stellt die Vereinfachung mit L = 1 letztlich nur eine Vereinfachung der Model-
lierungsgenauigkeit bezüglich des HF-Signals dar. Das heißt, dass die Analyseergebnisse
unter der Annahme: L = 1 auch für mehr als nur ein HF-Teilsignal zutreffend sind. Da-
bei entspricht dann
√
2 Re{s 1(t) ej2πf1t} bereits dem Verbundsignal mehrerer einzelner
Signale.
Mit L = 1 und folglich γ = k − l − 2r gehen (3.13) bzw. (3.14) über in
0 = j ·
(
2πfLOt+ ϕi
)
·
(
l − 2w
)︸ ︷︷ ︸
Kombinationsfrequenzen/-phasen des LO-Signals
+j · 2πfLOt
(
k − l − 2r
)︸ ︷︷ ︸
Kombinationsfrequenzen des HF-Signals
(3.16)
bzw.
0 = 2πtfLO ·
(
k − 2w − 2r
)
+ ϕi ·
(
l − 2w
)
. (3.17)
Man erhält dadurch aus (3.17) die Bedingungen:
0 = k − 2 (r + w) ⇒ k = 2(r + w) (3.18)
0 = l − 2w ⇒ l = 2w . (3.19)
Des Weiteren führen die Terme mit dem Faktor ejηϕi , d.h. ϕres = η ·ϕi, zu Nutzsignalan-
teilen beliebiger Phasenlage im Basisband. Dies wird z.B. auch für den Spezialfall einer nur
rein quadratischen Nichtlinearität (k = 2) in (2.43) angedeutet. Für die Nutzsignalanteile
sind somit die sich aus der folgenden Gleichung ergebenden Koeffizienten von Interesse:
j2πt fres + j ϕres = jηϕi = j2πfLOt
(
k − 2r − 2w
)
+ jϕi
(
l − 2w
)
. (3.20)
Es folgt somit:
0 = k − 2 (r + w) ⇒ k = 2(r + w) (3.21)
η = l − 2w . (3.22)
Da k, l, r, w ∈ N0 gilt, sowie die Bedingungen (3.18) und (3.21) erfüllt sein müssen,
resultieren alle DC-Offsets, HF-Selbstmischungsprodukte und Nutzsignalanteile aus ge-
raden Frequenzvielfachen von fLO, wie es bereits in Abs. 2.1.1 und Abs. 2.3 angedeutet
wurde. Es tragen daher nur Terme zum Störsignal-/Nutzsignalgemisch im Basisband bei,
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deren Mittenfrequenzen sich aus den Bedingungen (3.18), (3.19) und (3.22) ergeben. Im
weiteren Verlauf der Analyse der einzelnen Mischprodukte wird i.d.R. auf den Index i
zur Kennzeichnung des i-ten Signalpfades im N-Port-Empfänger verzichtet, da die sich
ergebenden Zusammenhänge zunächst für alle Pfade gleich sind.
3.1.1 Statische DC-Offsets
Gleichsignalanteile bzw. DC-Offsets führen in analogen Systemen häufig zu starken Beein-
trächtigungen. Da durch sie die Gesamtleistung eines Signals erhöht wird, kommt es oft
dazu, dass aktive Bauelemente (in z.B. Verstärkern, Filtern oder ADUs) in die Sättigung
getrieben werden. Dieses wiederum führt zu oft nur schwierig kompensierbaren Signalver-
zerrungen. Außerdem haben (z.B. in Funkempfängern für ,,digitale Signale”) DC-Offsets
eine ebenfalls nachteilige Wirkung, indem der zur Digitalisierung benötigte Dynamik-
bereich der Analog-Digital-Umsetzer eine zusätzliche Aussteuerungsreserve benötigt, um
ein mit einem Gleichsignal beaufschlagtes Nutzsignal ausreichend genau digitalisieren zu
können.
Empfänger
(Front-End) Digitale Signal-
verarbeitungADU
digitalanalog
Schätze DC-
offset
Verringere 
DC-offset
- Schätze DC-offset
Sage DC-offset in 
nächstem Sample voraus
DAU
-
Abbildung 3.2: Grundlegende Systematisierung der Bestimmungs- und Kompensations-
möglichkeiten von DC-Offsets in einem Empfänger
Bei der digitalen Verarbeitung und Demodulation können DC-Offsets zu einer falschen
Detektion führen. So wird beispielsweise die IQ-Konstellation eines digital modulierten
Signals im Zeitbereich durch den DC-Offset aus ihrer ursprünglichen Lage in der IQ-
Ebene an eine andere Stelle verschoben, was wiederum fehlerhafte Detektionsergebnisse
nach sich zieht.
Unter anderem aus diesen Gründen ist es notwendig und zweckmäßig, unerwünschte
Gleichsignalanteile zu kompensieren. Es gibt sowohl rein analoge [82] und rein digitale [83]
als auch kombiniert analog-digitale Methoden [46], [69] zur Kompensation von DC-Offsets
in Funkempfängern. In Abb. 3.2 sind die prinzipiellen analogen und digitalen Methoden
zur Kompensation von störenden Gleichsignalanteilen dargestellt. Im Weiteren werden ins-
besondere analoge und teilweise analog-digitale Verfahren zur DC-Offset-Kompensation
in N-Port-Empfängern untersucht.
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ζLO
sHF (t)
LO
+
φi
Gi
NL . . .
ςLO
Abbildung 3.3: Für die Analyse angenommenes LO-Übersprechen bei der additiven
Mischung in einem N-Port (nur ein Pfad dargestellt).
Zunächst sollen die statischen DC-Offsets betrachtet werden, welche nur von den einzel-
nen LO-Teilsignalen herrühren. Wie man aus (3.3) und (3.8) ableiten kann, entsprechen
alle Terme mit dem Amplitudenfaktor Gli einer Teilkomponente des statischen DC-Offsets.
Über (3.18) und (3.19) erhält man aufgrund der Bedingung, dass die Mittenfrequenz und
die Phase des statischen DC-Offsets gleich Null sind:
k = 2r + l . (3.23)
Aus (3.7) erkennt man, dass genau nur dann keine HF-Signalkomponente in z̆i(t)
k ent-
halten ist, wenn gilt:
0 = k − l bzw. k = l . (3.24)
Damit nur statische und nicht dynamische DC-Offsets beschrieben werden, dürfen keiner-
lei HF-Signalanteile im Teilsignalgemisch der statischen DC-Offsets enthalten sein. Mit
(3.23) und (3.24) ergibt sich somit r = 0 und über (3.19) folgt:
w =
k
2
. (3.25)
Damit lässt sich nun der statische DC-Offset, der bei additiver Mischung durch die Nicht-
linearität k-ter Ordnung hervorgerufen wird, mittels (3.8) oder (3.9) bestimmen:
z̆DCi (t)
k =
(
k
k
2
)
·Gki . (3.26)
Neben den systematisch erzeugten, statischen DC-Offsets ist bei der technischen Reali-
sierung von Six-Port basierten Direktmischerempfängern damit zu rechnen, dass unzurei-
chende Isolation letztlich zu einem Übersprechen des LO-Signals in den HF-Eingangspfad
des Additionsgliedes innerhalb der additiven Mischung führt, wie es in Abs. 2.1.4 dargelegt
ist. An dieser Stelle wird stellvertretend für alle beliebigen Varianten des Übersprechens
eines LO-Teilsignals in den HF-Eingang des Addiergliedes in einem N-Port-Empfänger,
ein Signalpfad entsprechend Abb. 3.3 angenommen. Dies führt zu einer Veränderung des
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eigentlichen LO-Signals, welches sich dann (abweichend von (2.42)) folgendermaßen zu-
sammensetzt:
sLO, i(t) =
√
2Gi ·
(
cos
(
2πfLOt+ ϕi
)
+ ζLO · cos
(
2πfLOt+ ϕi + ςLO
))
(3.27)
≈
√
2 ·Gi
(
1 + ζLO
)︸ ︷︷ ︸
G̃i
· cos
(
2πfLOt+ ϕi
)
mit: |ςLO|  |ϕi| . (3.28)
Kann die durch das Übersprechen verursachte Phasendrehung nicht vernachlässigt wer-
den, d.h. |ςLO| 6 |ϕi|, entstehen LO-Teilsignale mit jeweils zwei verschiedenen Phasen (ϕi
und ϕi+ςLO) in einem Mischungspfad. Diese führen zu verstärkten IQ-Imbalance-Effekten,
welche durch (2.46) beschrieben werden. Im Sinne der Allgemeingültigkeit wird bei der
Analyse Six-Port basierter Empfänger jedoch ohnehin davon ausgegangen, dass auch bei
den ursprünglichen LO-Teilsignalen (2.42) die Einflüsse der IQ-Imbalance berücksichtigt
werden müssen. Es ist daher an dieser Stelle ausreichend, von der Beziehung |ςLO|  |ϕi|
auszugehen.
Das Hauptaugenmerk bezüglich des LO-Signalübersprechens bei der additiven Mischung
ist auf die nach dem Übersprechen resultierende Amplitude G̃i in (3.28) zu richten. Of-
fensichtlich führt das Übersprechen nicht zu einem weiteren Störsignal, sondern nur zu
einer Veränderung der Amplitude, aufgrund der prinzipiellen Funktion der additiven Mi-
schung. Definiert man nun, dass der neue Amplitudenterm G̃i wieder mit Gi bezeichnet
wird, so zeigt sich, dass das LO-Übersprechen (mit vernachlässigbar kleiner Phase) keinen
weiteren Einfluss auf die Beschreibung der Funktion eines N-Port-Empfängers hat. Der-
artige Empfänger sind somit robust gegenüber LO-Signalübersprechen. Prinzip bedingt
entstehen die resultierenden statischen DC-Offsets systematisch.
3.1.2 Hochfrequenz-Selbstmischungsprodukte und dynamischer
DC-Offset
Hochfrequenz-Selbstmischungsprodukte entstehen wie statische DC-Offsets ebenfalls sys-
tematisch während der additiven Frequenzumsetzung. Geht man von einer rein quadra-
tischen Nichtlinearität bei der additiven Mischung aus, so erhält man auch nur HF-
Selbstmischungsprodukte (engl. RF-self-mixing products , RFS) zweiter Ordnung, wie sie
in Abs. 2.3.2 eingeführt wurden. Die Betrachtung nur quadratischer RFS ist in den meisten
Fällen auch hinreichend, da Nichtlinearitäten höherer Ordnung in praktischen Implemen-
tierungen häufig sehr viel kleinere Koeffizienten ck, d.h. sehr viel geringeren Störeinfluss
haben. Zusätzlich liefern gemäß (3.18) alle NL ungerader Potenz keinen Anteil am Basis-
bandsignal. Wie (2.43) für den quadratischen Fall bei nur einem HF-Signal, d.h. L = 1
zeigt, haben alle HF-Selbstmischungsprodukte (als Basisbandkomponenten) die Form
sHF (t)
µ bzw.
( L∑
ν=1
s ν(t)
)µ ( L∑
ν=1
s∗ν(t)
)µ
=
( L∑
ν=1
s ν(t) ·
L∑
ν=1
s∗ν(t)
)µ
. (3.29)
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Darüber hinaus hat das LO-Signal keinerlei Anteil am RFS, wodurch Folgendes gelten
muss:
Gli = 1 ⇒ l = 0 . (3.30)
Es liegt hier kein für den i-ten Pfad spezifisches Signal vor (keinerlei Einfluss von Gi
oder ϕi). Das letztliche Ergebnis für die RFS wird sich deshalb in allen N-Port-Pfaden
gleichartig wiederfinden lassen.
Mit l = 0 folgt, dass
(
l
w
)
= 0 ∀ (w ∈ N) > 0 gilt. Nach (3.8) und (3.9) gilt daher:( L∑
ν=1
s ν(t)
)µ
·
( L∑
ν=1
s∗ν(t)
)µ
=
( L∑
ν=1
s ν(t)
)k−l−r ( L∑
ν=1
s∗ν(t)
)r
(3.31)
⇒ k − l − r = r mit: l = 0 (3.32)
⇒ r = k
2
. (3.33)
Demzufolge erhält man den Anteil des HF-Selbstmischungsproduktes, der durch die (ge-
rade) Nichtlinearität k-ter Ordnung erzeugt wird (abgeleitet aus (3.9)):
z̆RFSi (t)
k =
(
k
k
2
)
·
( L∑
ν=1
s ν(t) ·
L∑
ν=1
s∗ν(t)
) k
2
. (3.34)
Für L = 1 gilt hier der Sonderfall:
z̆RFSi (t)
k =
(
k
k
2
)
· | s 1(t) |k . (3.35)
Es gibt zwei grundlegende Störeinflüsse durch Hochfrequenz-Selbstmischungsprodukte.
Einerseits wird innerhalb der RFS ein starkes Gleichsignal erzeugt, welches aus dem Wert
der spektralen Faltung des HF-Signals bei kompletter Überlappung (fτ = 0) resultiert.
Andererseits wird ein HF-Signal, welches durch das HF-Band-Filter auf eine Bandbreite
von BWHF spektral begrenzt wurde, ein Mischsignal der Bandbreite 2NL ·BWRF erzeu-
gen2, welches ebenfalls dem Nutzsignalgemisch überlagert ist. Darüber hinaus sind beide
Teilsignale abhängig von der HF-Signalsituation zu jedem Zeitpunkt. Dies führt dazu,
dass bei jeder äußerlichen, vom Empfänger unbeeinflussbaren Änderung des HF-Signals
(z.B. Leistungsänderung in Nutz- oder Nachbarsignalen, Hinzukommen/Abschalten von
Nachbarsignalen, zeitliche Invarianz des Übertragungskanals, etc.) auch eine Änderung
der Leistung des dynamischen DC-Offsets sowie des gesamten Spektrums des RFS zu
verzeichnen ist.
Der dynamische DC-Offset einer NL k-ter Ordnung ergibt sich aus allen Teilsignalen in
(3.34), die aus der direkten Mischung mit jeweils sich selbst resultieren:
z̆RFS,DCi (t)
k =
(
k
k
2
)
·
( L∑
ν=1
s ν(t) · s∗ν(t)
) k
2
=
(
k
k
2
)
·
( L∑
ν=1
| s ν(t) |2
) k
2
. (3.36)
2NL bezeichne die Ordnung der höchsten, im Leistungsdetektor wirksamen Nichtlinearität.
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Dies kommt daher, dass die Gleichsignalkomponente genau dann entsteht, wenn das Über-
lappungsintegral (der Faltung im Frequenzbereich) des µ-fachen Produktes des spektral
unverschobenen HF-Signals mit sich selbst gebildet wird. Des Weiteren gilt für MQAM-
modulierte Signale i.d.R., dass
E
{
Iν(t)
}
= E
{
Qν(t)
}
= 0
E
{
Iν(t)
2 +Qν(t)
2
}
= E
{
| s ν(t) |2
}
= Pν ,
(3.37)
wobei sowohl I(t) und Q(t) voneinander statistisch unabhängig sind als auch alle s ν(t). Pν
ist die Leistung des ν-ten Signals im Basisband. Es lässt sich damit über (3.5) die Leistung
des dynamischen DC-Offsets innerhalb des HF-Selbstmischungsproduktes bestimmen:
PRFS,DC = E
{
| zRFS,DCi (t)− E
{
zRFS,DCi (t)
}
|2
}
= E
{
|
NL∑
k=0
ck · 2−
k
2 · z̆RFS,DCi (t)k |2
}
.
(3.38)
Für den Spezialfall, dass der Leistungsdetektor eine nahezu rein quadratische Nichtlinea-
rität3 realisiert, d.h. c2 6= 0 und ck ≈ 0 ∀ k 6= 2 ergibt sich aus (3.36)
zRFS2, DCi (t) = c2 ·
L∑
ν=1
| s ν(t) |2 ∼
L∑
ν=1
Pν . (3.39)
Die Amplitude des Gleichsignals liefert also einen Messwert für die Leistung des HF-
Signals. Dieser Umstand entspricht wiederum dem Ursprung der Six-Port-Technologie in
der Anwendung zur Leistungsmessung von Hochfrequenzsignalen (siehe Abs.2.3.1). Für
die Leistung P in dB eines Signals mit der Amplitude A gilt generell:
P [dB] = 10 · log10
(
P
)
= 20 · log10
(
A
)
. (3.40)
Die Leistung des dynamischen DC-Offsets in dB bei quadratischer Nichtlinearität (mit
c2 = 1) ist dann
PRFS2, DC [dB] = 10 log10
(
E
{∣∣ L∑
ν=1
| s ν(t) |2
∣∣2}) = 10 log10(( L∑
ν=1
Pν
)2)
≈ 10 log10
(
q2 · P̂ 2HF
)
= 2 · P̂HF [dB] + 20 log10
(
q
)
.
(3.41)
Dabei ist P̂HF die Leistung der q stärksten Teilsignale im HF-Empfangssignalband (z.B.
für sHF (t) in Abb. 3.4: P̂HF = −25dBm bei q = 7).
3Die Annahme, dass die NL rein quadratisch ist, stellt zwar eine Einschränkung dar, ist jedoch für die
praktische Verwendbarkeit der Ergebnisse hinreichend genau und führt zusätzlich zu einfachen und
handhabbaren Beschreibungsgleichungen, die den Ingenieur in die Lage versetzen, bereits im Entwick-
lungsstadium von N-Port-Empfängern Abschätzungen zu erwartender Störsignaleinflüsse vornehmen
zu können.
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Abbildung 3.4: Anteil des Leistungsspektrums des HF-Eingangssignals eines N-Port-
Empfängers für UTRA-FDD bei positiven Frequenzen.
Das Spektrum eines HF-Eingangssignals für den Mobilfunkstandard UTRA-FDD nach
[23] ist in Abb. 3.4 dargestellt. Der vom Standard als maximaler Empfangsleistungs-
pegel festgelegte Wert von P̂HF = −25dB entspricht hier der Leistung der äußeren
Teilsignale. Dabei ist zu beachten, dass das HF-Signal in Abb. 3.4 nur den Signalan-
teil bei positiven Frequenzen zeigt, weshalb die in Abb. 3.4 ablesbare Empfangsleistung
(P̂messHF = −28dBm) 3dB tiefer ist als die tatsächlich vorhandene, mittlere Leistung pro
Signal, d.h. P̂HF = P̂
mess
HF + 3dB = −25dB. Die weiteren Leistungspegel ergeben sich ent-
sprechend aus der Blockercharakteristik des Standards [23]. Das Nutzsignal sei jenes mit
der geringsten mittleren Leistung von ca. Ps = −84, 7dB = Pmesss + 3dB. Somit stellt das
Empfangsszenario in Abb. 3.4 einen Extremfall von empfangener absoluter Signalleistung
in Bezug auf die Nutzsignalleistung dar.
Die mittlere Leistung pro FFT-Bin des HF-Selbstmischungsproduktes zweiter Ordnung
des HF-Signals (Abb. 3.4) ist in Abb. 3.5 zu sehen. Der dynamische DC-Offset hat dort
eine Leistung von etwa −33dB (bei einer Auflösungsbandbreite der FFT von 560Hz für
Abb. 3.5). Der Leistungspegel des dynamischen DC-Offsets der gleichgerichteten Welle
ergibt sich näherungsweise auch aus (3.41):
PRFS2, DC ≈ 2 · (−25dB) + 20 log10
(
7
)
dB = −33, 1dB . (3.42)
Wie Abb. 3.1 andeutet, stellt jedoch nicht das gesamte HF-Selbstmischungsprodukt
einen direkten Nutzsignalstörer dar. Lediglich der Anteil des RFS, der spektral dem Nutz-
signal überlagert ist, hat einen störenden Einfluss. Das sind für den hier angenommenen
Direktmischerempfang einerseits der dynamische DC-Offset und andererseits der Anteil
des RFS im Bereich von ±BW
2
. Letzteres ist allerdings analytisch nicht direkt erfassbar, da
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Abbildung 3.5: Mittlere Leistung pro FFT-Bin des aus dem HF-Signal aus Abb. 3.4
resultierenden HF-Selbstmischungsproduktes (bei rein quadratischer NL);
FFT-Auflösungsbandbreite: 560Hz.
das RFS von der jeweiligen Eingangssignalsituation (z.B. Anzahl, spektrale Lage, Leistung
der Signale, Modulationsart, etc.) abhängt. Nichts desto trotz kann diese störende Kom-
ponente über die Kenntnis der Zusammensetzung des RFS sowie des darin enthaltenen
Gleichsignalanteils wie folgt beschrieben werden:
xRFS,BBi (t) = LPF
{
NL∑
k=0
ck 2
− k
2 ·
(
z̆RFSi (t)
k − z̆RFS,DCi (t)k
)
︸ ︷︷ ︸
z̆RFS, BBi (t)
k
}
. (3.43)
Im Weiteren und speziell in der Untersuchung möglicher Kompensationsmethoden für die
HF-Selbstmischungsprodukte bleibt der Einfluss von xRFS,BBi (t) vorwiegend unberück-
sichtigt, da sich zeigen wird, dass mittels bestimmter, im Rahmen dieser Arbeit neu ent-
wickelter Methoden der Störeinfluss des RFS ohne dynamischen DC-Offset vernachlässig-
bar gering ist.
Zur Analyse bzw. Abschätzung des Einflusses der Nichtlinearitäten auf die Empfangs-
qualität ist es zweckmäßig, ,,Worst-Case”-Situationen anzunehmen (wie in Abb. 3.4).
Daraus lassen sich Aussagen darüber gewinnen, in welchem Maße die systematischen
Störsignale den Empfang verfälschen oder inwieweit Kompensationsbedarf bezüglich der
Störsignale besteht, um einen Empfang angemessener Qualität überhaupt gewährleisten
zu können.
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3.1.3 Nutzsignalanteile im Basisband bei beliebig nichtlinearen
Leistungsdetektoren
Neben der systematischen Erzeugung von Störsignalen liefern Nichtlinearitäten höherer
Ordnung (beliebig nichtlineare Leistungsdetektoren) auch jeweils einen Nutzsignalanteil
im Basisband. Diese Anteile für eine NL der Ordnung k lassen sich wiederum über die Be-
schreibung (3.9) des Gesamtsignalgemisches bei additiver Frequenzumsetzung gewinnen.
Auch für ein aus L verschiedenen Signalen bestehendes HF-Signal müssen die notwendigen
Bedingungen (3.21) und (3.22) erfüllt sein, damit (3.8) und (3.9) genau nur erwünschte
IQ-Komponenten beschreiben, die durch die k-te Nichtlinearität hervorgerufen werden.
Daraus ergeben sich für die Nutzsignalanteile zwei grundlegende Möglichkeiten:
Fall 1:
( L∑
ν=1
s ν(t)
)k−l−r
·
( L∑
ν=1
s∗ν(t)
)r
=
L∑
ν=1
s ν(t)
⇒ r = 0 und l = k − 1 (3.44)
Fall 2:
( L∑
ν=1
s ν(t)
)k−l−r
·
( L∑
ν=1
s∗ν(t)
)r
=
L∑
ν=1
s∗ν(t)
⇒ r = 1 und l = k − 1 . (3.45)
Des Weiteren ist aus (3.21) bekannt:
w =
k
2
− r . (3.46)
Benutzt man nun die Gleichungen (3.44), (3.45) und (3.46) zur Ermittlung der resultie-
renden Phase ϕres = η · ϕi bzw. von η in (3.22) erhält man:
η = l − 2 · w = 2 · r − 1 (3.47)
⇒ η|r=0 = −1 und η|r=1 = 1 . (3.48)
Die IQ-Komponente, die durch die NL der Ordnung k bei einem bestimmten Parameter
r entsteht, ist (nach (3.8)):
z̆IQr (t)
k =
(
k
k − 1
)
Gk−1i
(
1
r
)
·
( L∑
ν=1
s ν(t)
)1−r ( L∑
ν=1
s∗ν(t)
)r
·
(
k − 1
k
2
− r
)
· ej η ϕ . (3.49)
Da r ∈ {0, 1} ist und generell gilt(
k − 1
k
2
− 0
)
=
(
k − 1
k
2
− 1
)
, (3.50)
ergibt sich folglich der durch die k-te Nichtlinearität verursachte Beitrag zu den erwünsch-
ten Nutzsignalanteilen:
z̆IQi (t)
k = z̆IQ0 (t)
k + z̆IQ1 (t)
k
= k Gk−1i
(
k − 1
k
2
)
·
( L∑
ν=1
s ν(t) · e−jϕi +
L∑
ν=1
s∗ν(t) · ejϕi
) . (3.51)
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Wie bereits erläutert, führen auch hier nur NL gerader Ordnung zu Basisbandteilsignalen.
Die Betrachtung von L verschiedenen Signalen stellt eine erweiterte Analyse beliebiger
Nichtlinearitäten dar, die über die in [84] erläuterten Ergebnisse hinausgeht.
3.1.4 Nicht kategorisierte Störsignale durch Nichtlinearitäten
höherer Ordnung
Neben den aufgezeigten systematischen Teilsignalen der additiven Frequenzumsetzung
unter Verwendung beliebiger Nichtlinearitäten: statischer DC-Offset (3.26), HF-
Selbstmischungsprodukt (3.34) inklusive dynamischem DC-Offset (3.36) sowie Nutzsi-
gnalanteile (3.51), entstehen zusätzlich noch weitere systematische Störsignale. Diese In-
termodulationsprodukte sind jedoch in Bezug auf ihre Eigenschaften nicht sinnvoll kate-
gorisierbar. Außerdem treten derartige Teilsignale erst bei (geraden) Nichtlinearitäten der
Ordnung k ≥ 4 auf. Weil allerdings der Hauptanteil aller NL der Leistungsdetektoren ei-
nes implementierten N-Port-Empfängers auf die quadratische Komponente entfällt (d.h.:
es gilt c2  ci ∀ i 6= 2) [64], [68], [70], ist es ausreichend, nur die bis hierher beschriebenen,
systematischen Teilsignale (DC-Offsets, RFS(2) und IQ-Komponenten) in eine System-
analyse mit einzubeziehen. Dies ist eine übliche Vorgehensweise bei der Untersuchung von
N-Port-Empfängern und wurde beispielsweise auch in Abs. 2.3.2 zu Grunde gelegt.
Allerdings sind die verbleibenden, nicht kategorisierten Störsignale indirekt analytisch
erfassbar. Mit der Kenntnis aller analysierten Teilsignale ((3.26), (3.34), (3.51)) und der
Beschreibung des kompletten Signalgemisches bei einer beliebigen Nichtlinearität der ad-
ditiven Frequenzumsetzung ergeben sich die verbleibenden Störsignalanteile:
z̆NLi (t)
k = z̆i(t)
k − z̆DCi (t)k − z̆RFSi (t)k − z̆
IQ
i (t)
k . (3.52)
3.2 Kompensation der systematisch erzeugten
Störsignale
Unter Verwendung der neuen analytischen Einblicke in das systematische Verhalten Six-
Port basierter Empfängerarchitekturen lassen sich Techniken und Strategien zur Verrin-
gerung und Kompensation der einzelnen Störsignale ableiten.
Die Entstehung der systematischen Mischprodukte bei der additiven Frequenzum-
setzung ist unabhängig von der Architektur des kompletten N-Port-Empfängers. Daher
sind auch alle Kompensationsmethoden für Störsignale, die auf deren systematischen Ei-
genschaften aufbauen, prinzipiell architekturunabhängig. Es wird folglich bei der Herlei-
tung und Erläuterung der neu entwickelten Verfahren zur Verringerung der störenden
Einflüsse der gleichgerichteten Welle nur ein beliebiger Pfad i betrachtet, entsprechend
Abb. 3.6. Zusätzlich zu den bisher benutzten Parametern beinhaltet das hier zu Grunde
liegende Modell eine (zu einem zunächst beliebigem Nominalwert) relative Pfadfehlan-
passung M ′i sowie ein allgemeines Kompensationssignal x
C(t). Letzteres werde aus später
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Abbildung 3.6: Einzelner Pfad eines N-Port-Empfängers mit Modellierung der Pfadfehl-
anpassung M ′i und der Einspeisung eines Kompensationssignals.
noch zu erläuternden Gründen vor dem Basisbandtiefpass additiv in den i-ten Pfad ein-
gespeist.
Für den hier vorliegenden Fall der Verwendung von N-Port-Empfängern wird vorran-
gig auf analoge Kompensationsmethoden eingegangen, die u.U. digital gesteuert werden.
Das Ziel besteht dabei darin, die systematischen Störsignale noch vor der Analog-Digital-
Umsetzung so weit wie möglich zu verringern. Diesbezüglich werden hauptsächlich im
Rahmen der Arbeit entwickelte Methoden erläutert, die größtenteils auch in [69] zusam-
menfassend dargelegt wurden.
3.2.1 Beseitigung des statischen DC-Offsets
Das statische Gleichsignal, welches nur vom Lokaloszillator herrührt, ist das am einfachs-
ten kompensierbare, systematische Störsignal. In der Literatur wird diesbezüglich (wenn
überhaupt) nur davon gesprochen, dass der durch die quadratische Nichtlinearität er-
zeugte DC-Offset in irgendeiner unbestimmten Art, vorzugsweise vor der Analog-Digital-
Umsetzung, aus dem Basisbandsignalgemisch entfernt werden sollte [64], [68]. Dabei wird
u.U. sogar von nur einem allgemeinen DC-Offset gesprochen, der letztlich auch den dy-
namischen Gleichsignalanteil des HF-Selbstmischungsproduktes beinhaltet.
Grundlegende, vorwiegend analoge Methoden zur Beseitigung von DC-Offsets werden
z.B. in [85] und [86] erörtert. Häufig erfordern Kompensationsverfahren einen vergleichs-
weise hohen Schaltungsaufwand, was wiederum zu erhöhtem Energieverbrauch führt. An-
dererseits gibt es die Möglichkeit, den gesamten Gleichanteil mittels extrem schmalbandi-
ger Hochpassfilter zu entfernen. Dieses führt zum Einen zu benötigten Kondensatoren mit
sehr hoher Kapazität, welche nur als externe, nicht integrierte Bauelemente ausführbar
sind. Zum Anderen wird bei einer derartigen Methode nicht nur der DC-Offset entfernt,
sondern auch der Nutzsignalanteil bei der Frequenz Null. Um diese zusätzliche Beein-
trächtigung des Nutzsignals zu vermeiden, sollte auch dieses einfache Kompensationsver-
fahren möglichst vermieden werden.
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Das in diesem Abschnitt betrachtete Störsignal weist eine zeitlich unveränderliche Am-
plitude auf bzw. kann davon ausgegangen werden, dass Veränderungen der Amplitude
des LOs und somit auch des statischen DC-Offsets nur sehr langsam und in geringem
Maße auftreten, im Vergleich mit den zu erwartenden schnellen Veränderungen im HF-
Empfangsband. Bewusst durch eine äußere, gewünschte Regelung herbeigeführte Ände-
rungen der LO-Amplitude (z.B. während des Wechsels zu einer anderen Schwingfrequenz)
werden nicht als dynamische Einflüsse deklariert.
Methode DC-1
Das erste Verfahren zur Kompensation des statischen DC-Offsets wird im Folgenden als
Methode DC-1 bezeichnet. Es basiert auf der Messung der statischen DC-Offsets vor der
Inbetriebnahme des Empfängers.
Zunächst wird die Antenne des Empfängers weitestgehend abgeschirmt, wodurch im
Idealfall keine HF-Eingangssignale am N-Port anliegen. Eine Trennung der Eingangssig-
nale vom N-Port durch z.B. einen Schalter nach der Antenne sollte vermieden werden,
da in einem derartigen Fall der Anteil des statischen DC-Offsets, welcher eventuell durch
das LO-Signalübersprechen erzeugt wird, unberücksichtigt bleibt. Letztlich muss die Be-
dingung: sHF (t) = 0 erfüllt sein. Das LO-Signal sei eingeschaltet. Daraus ergibt sich das
Basisbandsignal vor der Tiefpassfilterung (über (3.2) und (3.26))
zi(t) = M
′
i ·
NL∑
k=0
ck sLO,i(t)
k + n(t) = M ′i ·
NL∑
k=0
ck 2
− k
2 · z̆DCi (t)k + n(t) . (3.53)
Der Term n(t) repräsentiert verschiedentliche Rauscheinflüsse (thermisches Rauschen,
etc.) innerhalb des analogen Empfängers. Das LO-Signalübersprechen wird aus den in
Abs. 3.1.1 erläuterten Gründen nicht explizit betrachtet.
Es liegt somit als Basisbandsignal alleinig der statische DC-Offset vor, der direkt in-
nerhalb des Empfängers digitalisiert und gespeichert werden kann. Dies wird für alle
einstellbaren LO-Frequenzen u.U. bei verschiedenen Temperaturen (um auch deren Ein-
flüsse zu berücksichtigen) durchgeführt, womit im Digitalteil des Empfängers ausreichend
viele statische DC-Offsets hinterlegt werden können.
Damit können nun während des Betriebs des Empfängers die statischen DC-Offsets
über eine digitale Regelung im Analogteil des Empfängers weitestgehend entfernt wer-
den, Abb. 3.7. Ungenauigkeiten entstehen dabei durch z.B. thermisches Rauschen, die
Quantisierung des DC-Offsets im ADU während der Messphase sowie durch eventuelle
Abweichungen im analogen Verstärker, welcher das gewünschte Kompensationssignal Ďi
erzeugen soll. Letzterer Effekt kann jedoch zu fast jeder Zeit (bis auf den Betrieb im
Empfang) minimiert werden, d.h. beispielsweise auch während der Stand-by-Phase des
Empfängers. Dafür muss lediglich der Stellwert für den Verstärker so lange nachgeregelt
werden, bis ein Minimum für den DC-Offset im Digitalteil des Empfängers gemessen bzw.
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Abbildung 3.7: Systemarchitektur zur Methode DC-1 für die Kompensation statischer
DC-Offsets in N-Port-Empfängern.
festgestellt wird. Das sich ergebende Kompensationssignal wird dann hauptsächlich durch
Rauschen (z.B. thermisches Rauschen, Quantisierungsrauschen, etc.) verfälscht:
xCi (t) = Ďi = M
′
i ·
NL∑
k=0
ck 2
− k
2 · z̆DCi (t)k + n(t) ≈M ′i ·
NL∑
k=0
ck 2
− k
2 · z̆DCi (t)k
mit: E
{
N(t)
}
≈ 0 ,
(3.54)
wobei in n(t) alle additiven Rauscheinflüsse inkl. des Quantisierungsrauschens zusammen-
gefasst seien.
Methode DC-2
Das zweite vorgeschlagene Verfahren: Methode DC-2 macht sich die Systematik bei der
Entstehung des statischen DC-Offsets während der additiven Mischung zu Nutze. Abbil-
dung 3.8 zeigt die Architektur, mit der diese Methode realisiert werden kann.
Anders als beim vorangegangenen Verfahren (Methode DC-1) wird hier zu jedem belie-
bigen Zeitpunkt systematisch ein analoger Messwert des statischen DC-Offsets über einen
zusätzlichen Ausgang des N-Ports generiert. Wie für den eigentlichen Nutzsignalpfad wird
auch für den Kompensationspfad eine zu einem (beliebigen) Nominalwert relative Pfad-
fehlanpassung M ′si angenommen. Vor der Initialisierung des Kompensationswertes Msi,
der über einen entsprechenden Verstärker eingestellt wird, sei dieser ausgeschaltet, d.h.
Msi = 0. Das HF-Eingangssignal soll idealerweise wieder ausgeschaltet sein, sHF (t) = 0.
Dieses ist allerdings nur vor der Inbetriebnahme des Empfängers im jeweiligen Endgerät
zu gewährleisten. Als Basisbandsignal liegt für sHF (t) = 0 und Msi = 0 wie bei der
Methode DC-1 nur das statische Gleichsignal vor:
zi, 1(t) = M
′
i ·
NL∑
k=0
ck sLO,i(t)
k + n1(t) = M
′
i ·
NL∑
k=0
ck 2
− k
2 · z̆DCi (t)k︸ ︷︷ ︸
xDCi, 1 (t)
+n1(t) . (3.55)
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Abbildung 3.8: Systemarchitektur zur Methode DC-2 für die Kompensation statischer
DC-Offsets in N-Port-Empfängern.
Daraufhin wird nun der Kompensationsverstärker Msi überbrückt, so dass Msi = 1 gilt.
Das neuerliche Basisbandsignal ist dann
zi, 2(t) =
(
M ′i −M ′si
)
·
NL∑
k=0
ck sLO,i(t)
k + n2(t) =
(
M ′i −M ′si
)
·
NL∑
k=0
ck 2
− k
2 · z̆DCi (t)k︸ ︷︷ ︸
xDCi, 2 (t)
+n2(t) .
(3.56)
Während der Ermittlung der Messwerte zi, 1(t) und zi, 2(t) ist sicher zu stellen, dass das
LO-Signal unverändert bleibt.
An dieser Stelle wird eine beliebige Funktion f(•) eingesetzt, die den Rauscheinfluss von
ni(t) auf den Messwert weitestgehend vermindern soll. In [70] und [72] wird diesbezüglich
die Verwendung der Standardabweichung als Funktion f vorgeschlagen, womit sich für
(3.55), (3.56)
√
E
{
zi(t)2
}
=
√
E
{(
xDCi (t) + ni(t)
)2}
=
√
E
{
xDCi (t)
2
}
+ E
{
ni(t)2
}
(3.57)
= M ′ ·
√
1 +
E
{
ni(t)2
}
E
{
xDCi (t)
2}
= M ′ ·
√
1 +
1
SNRi
(3.58)
ergibt. Die Signale xDCi (t) und n(t) werden dabei als statistisch unabhängig angenommen,
da xDCi (t) ein reines Gleichsignal ist und E{n(t)} ≈ 0 gelte. SNRi sei das Signal-Rausch-
Verhältnis des jeweiligen Messwertes im i-ten Pfad. Über den Quotienten der Messwerte
(3.55) und (3.56), in denen durch die Funktion f(•) der Rauscheinfluss reduziert wurde,
erhält man dann
f
(
zi, 1(k)
)
f
(
zi, 1(k)
)
− f
(
zi, 2(k)
) ≈ M ′i
M ′si
. (3.59)
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Der Kompensationsverstärker Msi ist nun auf genau diesen Wert einzustellen, wodurch
sich das Kompensationssignal
xCi (t) = M
′
si
M ′i
M ′si
·
NL∑
k=0
ck sLO,i(t)
k + n3(t) = M
′
i ·
NL∑
k=0
ck 2
− k
2 · z̆DCi (t)k + n3(t) ≈ zi, 1(t) .
(3.60)
ergibt (mit zi, 1(t), (3.55)). Während des Betriebs des Empfängers ist es wiederum möglich,
auftretenden Abweichungen entgegenzuwirken. Zu diesem Zweck ist (i.d.R. während der
Stand-by-Phase) der Stellwert für den Verstärker so lange nachzuregeln, bis ein Minimum
für den DC-Offset im Digitalteil des Empfängers gemessen wird.
Die Methode DC-2 ist besonders zu bevorzugen, wenn bei der Implementierung des
Empfängers gewährleistet werden kann, dass die relativen Fehlanpassungen vom Signal-
zum Kompensationspfad vernachlässigbar gering sind, d.h. M ′i/M
′
si ≈ 1. In diesem Fall
liefert der zusätzliche N-Port-Ausgang systematisch den korrekten Messwert für den sta-
tischen DC-Offset des i-ten Signalpfades. Dadurch werden der Kompensationsverstärker
und dessen Regelung überflüssig und können somit eingespart werden. Dies reduziert so-
wohl den Kalibrierungsaufwand als auch den Schaltungsaufwand und Energiebedarf des
Empfängers mit Kompensation statischer DC-Offsets.
3.2.2 Beseitigung der HF-Selbstmischungsprodukte
Die Möglichkeiten zur Kompensation oder Dämpfung der HF-Selbstmischungsprodukte
(RFS) sind sehr begrenzt. In den in Abs. 3.1.2 erläuterten Zusammenhängen sowie mit
der Gleichung (3.34) wurde dargelegt, dass die RFS Störsignale sind, welche von der je-
weiligen aktuellen Signalsituation des gesamten empfangenen HF-Bandes abhängen. Sie
sind deshalb sehr dynamisch und können sich ständig in der spektralen Breite und Ampli-
tude (insbesondere des enthaltenen dynamischen DC-Offsets) ändern. Alle Methoden, die
darauf aufbauen, die RFS über einen gewissen Zeitraum zu messen, um daraus ein mehr
oder weniger zeitinvariantes Kompensationssignal zu generieren, sind daher zum Schei-
tern verurteilt. Der Versuch der Kompensation durch adaptive Verfahren ist ebenfalls
nicht vielversprechend, da sich die statistischen Eigenschaften des HF-Eingangssignals
mit dem Hinzukommen oder Wegfallen einzelner Signale ändern. Dadurch kann nicht da-
von ausgegangen werden, dass es unveränderliche statistische Eigenschaften (Momente,
Kumulanten, o.Ä.) gibt, auf Basis welcher ein adaptives Verfahren die jeweils zeitlich
nächsten Störeinflüsse schätzen könnte.
Unter anderem aus diesen Gründen wurde deshalb bei den aus der Literatur bekannten
Untersuchungen und Realisierungen Six-Port basierter Funkempfänger [19], [64], [67] dar-
auf verzichtet, die HF-Selbstmischungsprodukte noch vor der Analog-Digital-Umsetzung
zu kompensieren. Einzig Methoden, die Kompensationsarchitekturen entsprechend denen
in [69] oder [70] verwenden, scheinen den Einfluss der störenden RFS schon im Analogteil
des Empfängers verringern oder gar beseitigen zu können. Die vorgeschlagene Kompensa-
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Abbildung 3.9: Systemarchitektur zur Kompensation von HF-Selbstmischungsprodukten
in N-Port-Empfängern.
tionsarchitektur [69] für einen Signalpfad eines N-Port-Empfängers ist in Abb. 3.9 darge-
stellt. Wie bei der Methode DC-2 zur Kompensation der statischen DC-Offsets wird das
Kompensationssignal direkt aus dem Empfangssignal generiert. Der entscheidende Un-
terschied besteht darin, dass der zusätzliche N-Port-Pfad I (inklusive der entsprechenden
Nichtlinearität) nicht das LO-Signal sondern das HF-Eingangssignal sHF (t) des N-Ports
entsprechend (2.11) verarbeitet. Zur verbesserten Beschreibung werden in Abb. 3.9 die
Ausgangspfade des N-Ports mit I, II und III bezeichnet. Die relativen Fehlanpassungen
M ′ri der Pfade II und III beziehen sich dabei auf den mittleren Pfad I.
Zur Kalibrierung des Kompensationspfades ist das LO-Signal abzuschalten, d.h.
sLO(t) = 0. Dabei ist anzumerken, dass dann auch Störungen unbeachtet bleiben, die
durch ein mögliches LO-Übersprechen erzeugt werden. Des Weiteren werde der Kom-
pensationsverstärker des Pfades III (wie bei der Methode DC-1) zunächst ausgeschaltet,
womit Mr2 = 0 gilt. Der Kompensationsverstärker im oberen Signalpfad II werde hinge-
gen überbrückt, d.h. Mr1 = 1. Bezüglich des HF-Eingangssignals besteht keine gesonderte
Forderung, nur dass es zweckmäßiger Weise ungleich Null sein muss4.
Es werden infolgedessen gleichzeitig zwei verschiedene Basisbandsignale erzeugt. Aus
(3.2) und (3.34) erhält man für den oberen Pfad II:
zi, 1(t) =
(
M ′r1−1
)
·
NL∑
k=0
ck sHF (t)
k+n1(t) =
(
M ′r1−1
)
·
NL∑
k=0
ck 2
− k
2 · z̆RFSi (t)k+n1(t) (3.61)
4Für dieses Verfahren günstige Kalibrierungssignale sind jene, deren Gesamtleistung im mittleren Dyna-
mikbereich erlaubter HF-Eingangssignale liegt. Damit kann gewährleistet werden, dass kein Übersteu-
ern der Basisbandbaugruppen sowie des ADUs hervorgerufen wird. HF-Eingangssignale zu geringer
Leistung würden hingegen u.U. nicht ausreichend genau quantisiert werden können, was letztlich
wieder zu erhöhten Verfälschungen bei der Regelung des Kompensationsverstärkers führte.
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und für den unteren Signalpfad III:
zi, 2(t) = −
NL∑
k=0
ck sHF (t)
k + n2(t) = −
NL∑
k=0
ck 2
− k
2 · z̆RFSi (t)k + n2(t) . (3.62)
Für das zweite Messwertpaar werden nun Mr1 = 0 und Mr2 = 1 eingestellt, was für den
Pfad II zu
zi, 3(t) = −
NL∑
k=0
ck sHF (t)
k + n3(t) = −
NL∑
k=0
ck 2
− k
2 · z̆RFSi (t)k + n3(t) . (3.63)
und für den Pfad III zu
zi, 4(t) =
(
M ′r2−1
)
·
NL∑
k=0
ck sHF (t)
k+n4(t) =
(
M ′r2−1
)
·
NL∑
k=0
ck 2
− k
2 · z̆RFSi (t)k+n4(t) (3.64)
führt. Wie schon bei der Kalibrierung der Kompensationsarchitektur des statischen DC-
Offsets ist auch hier von der Beeinträchtigung der Messwerte durch Rauschen ni(t) auszu-
gehen. Aus diesem Grund wird der Rauscheinfluss ebenfalls über eine geeignete Funktion
f(•) reduziert (vgl. Abs. 3.2.1, z.B. (3.57)). Die Auswertung der beiden Messwertpaare
ergibt dann:
−
f
(
zi, 1(t)
)
f
(
zi, 2(t)
) + 1 ≈M ′r1 (3.65)
und
−
f
(
zi, 4(t)
)
f
(
zi, 3(t)
) + 1 ≈M ′r2 . (3.66)
Anstelle der Verwendung einer expliziten Funktion f(•) ist auch die Verwendung adapti-
ver Verfahren zur Ermittlung von M ′ri denkbar [70]. Diesbezüglich ist eine Fehlerfunktion
e(r) zu definieren, beispielsweise
e(r) = E
{(
−zi, 1(t)
zi, 2(t)
− r
)2}
mit: r = M ′r1 − 1 , (3.67)
und mit einem geeigneten Algorithmus (z.B. Methode der kleinsten Fehlerquadrate, etc.)
zu minimieren. Daraus ergibt sich dann der gesuchte Wert für M ′ri.
Mittels der Kompensationsverstärker sind nun die entsprechenden Kehrwerte der Pfad-
fehlanpassungen zu realisieren, d.h. Mr1 = 1/M
′
r1 und Mr2 = 1/M
′
r2. Als Folge besteht
im Idealfall keinerlei Fehlanpassung mehr zwischen dem Kompensationspfad I mit dem
Kompensationssignal
xC(t) =
NL∑
k=0
ck sHF (t)
k =
NL∑
k=0
ck 2
− k
2 · z̆RFSi (t)k (3.68)
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und den Pfaden II und III, in welchen im Empfangsfall das Nutzsignalgemisch vorliegt.
Pfad I liefert dann zu jedem Zeitpunkt systematisch das korrekte Kompensationssignal
bzw. das RFS, welches in gleicher Weise in den Pfaden II und III als Störkomponente
enthalten ist. Eventuell notwendige Aktualisierungen der Verstärkerwerte sind auch hier
zu jedem Zeitpunkt möglich, in dem kein Nutzsignalempfang stattfindet, da im Praxisfall
davon ausgegangen werden kann, dass irgendein HF-Signal im empfangbaren HF-Band
vorliegt, mit dem eine neuerliche Kalibrierung im eben beschriebenen Sinne möglich ist.
Kann die Pfadfehlanpassung nicht vollständig beseitigt werden, d.h. Mri 6= 1/M ′ri, so
ergibt sich eine Restfehlanpassung
∆Mi = M
′
ri ·Mri (3.69)
der Pfade II und III bezüglich des Pfades I. In diesem Fall wird das RFS nur um den Anteil
∆Mi − 1 gedämpft, jedoch nicht vollständig aus dem Basisbandsignalgemisch entfernt.
Nicht kompensiert werden alle Misch- bzw. Intermodulationsprodukte von sLO,i(t) und
sHF (t) höherer als zweiter Ordnung. Das sind jene, die in Abs. 3.1.4 als nicht kategorisierte
Störsignale, z̆NLi (t)
k bezeichnet wurden.
3.2.3 Beseitigung der gesamten gleichgerichteten Welle
Die Kombination der Methode DC-2 mit dem Verfahren zur RFS-Kompensation des vor-
herigen Abschnitts führt zur hier aufgeführten Systemarchitektur (Abb. 3.10). Diese nutzt
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Abbildung 3.10: Systemarchitektur zur direkten Kompensation der kompletten
gleichgerichteten Welle.
abermals die Systematik bei der Erzeugung der gleichgerichteten Welle in additiv mi-
schenden Empfängerarchitekturen zur Gewinnung der benötigten Kompensationssignale
aus. Im kalibrierten Zustand liefert der Kompensationspfad systematisch das Kompen-
sationssignal, sowohl für den statischen DC-Offset als auch für einen Großteil der HF-
Selbstmischungsprodukte. Gleichzeitig wird eine Verstärkung der Nutzsignale realisiert.
Auch hier wird von einer bezüglich des Kompensationspfades relativen Fehlanpassung
M ′ri sowie von gleichartigen Nichtlinearitäten ausgegangen. Zur Kalibrierung sei zunächst
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das HF-Signal ,,abgeschaltet” (sHF (t) = 0) und das LO-Signal eingeschaltet. Das LO-
Signal kann als zeitlich invariant angesehen werden. Der Kompensationsverstärker wird
im ersten Schritt überbrückt, so dass Mri = 1 gilt. Aus (3.2) folgt damit für das Basis-
bandsignal:
zi, 1(t) =
(
M ′ri−1
)
·
NL∑
k=0
ck sLO,i(t)
k+n1(t) =
(
M ′ri−1
)
·
NL∑
k=0
ck 2
− k
2 z̆DCi (t)
k+n1(t) . (3.70)
Danach sei Mri = 0, d.h. ausgeschaltet, womit sich das zweite Beobachtungssignal
zi, 2(t) = −
NL∑
k=0
ck sLO,i(t)
k + n2(t) = −
NL∑
k=0
ck 2
− k
2 z̆DCi (t)
k + n2(t) (3.71)
ergibt. Um die Rauscheinflüsse (z.B. thermisches Rauschen, Quantisierungsrauschen, etc.)
bei der Ermittlung von Mri zu reduzieren, werden bei der hier vorgestellten Methode
ebenfalls geeignete Funktionen f(•) (siehe Abs. 3.2.1) verwendet. Über die Berechnung
der Pfadfehlanpassung
−
f
(
zi, 1(t)
)
f
(
zi, 2(t)
) + 1 ≈M ′ri (3.72)
kann der Kompensationsverstärker (bis auf einen evtl. Fehler ∆Mi = M
′
ri ·Mri 6= 1) so ein-
gestellt werden (Mri = 1/M
′
ri), dass fast die gesamte gleichgerichtete Welle systematisch
kompensiert und das Nutzsignal verstärkt wird. Eine iterative Methode zur Ermittlung
von M ′ri wie in (3.67) ist auch hier als Alternative denkbar.
Wurde die Architektur kalibriert, liefert der Kompensationspfad gemäß (3.5) das Signal:
xC(t) =
NL∑
k=0
ck
(
sHF (t)− sLO,i(t)
)k
=
NL∑
k=0
ck 2
− k
2 ·
(
s̆HF (t)− s̆LO(t)︸ ︷︷ ︸
z̄i(t)
)k
=
NL∑
k=0
ck 2
− k
2 ·
(
z̄NLi (t)
k + z̆RFSi (t)
k + z̆DCi (t)
k − z̆IQi (t)k
)
.
(3.73)
Der Term
z̄NLi (t)
k = z̄i(t)
k − z̆DCi (t)k − z̆RFSi (t)k + z̆
IQ
i (t)
k (3.74)
unterscheidet sich nur teilweise von z̆NLi (t)
k aus (3.52) und dies auch nur für k ≥ 4. Die
einzelnen Terme für z̄i(t) = s̆HF (t)− s̆LO(t) in (3.73) erhält man aus dem Vergleich von
(3.7) bis (3.51) mit den Ergebnissen für (3.7) bis (3.51), wenn dort Gi → −Gi gesetzt
wird. Für die NL-Koeffizienten kann: ck  c2 ∀ k > 2 angenommen werden. Die Differenz
der nicht kategorisierten Störsignale ist
NL∑
k=0
ck 2
− k
2 ∆
Mi
z̆NLi (t)
k = ∆Mi ·
NL∑
k=0
ck 2
− k
2 z̆NLi (t)
k −
NL∑
k=0
ck 2
− k
2 z̄NLi (t)
k . (3.75)
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Daraus ergibt sich das Basisbandsignal vor der Analog-Digital-Umsetzung als
xi(t) = LPF
{
∆Mi
NL∑
k=0
ck
(
sHF (t) + sLO,i(t)
)k − NL∑
k=0
ck
(
sHF (t)− sLO,i(t)
)k}
= LPF
{ NL∑
k=0
ck ·
(
∆Mi
(
sHF (t) + sLO,i(t)
)k − (sHF (t)− sLO,i(t))k)}
= LPF
{ NL∑
k=0
ck 2
− k
2
((
∆Mi − 1
)
·
(
z̆DCi (t)
k + z̆RFSi (t)
k +
∆Mi + 1
∆Mi − 1
z̆IQi (t)
k
)
+ ∆
Mi
z̆NLi (t)
k
)}
.
(3.76)
Neben der Restfehlanpassung ∆Mi, welche auch bei der Methode DC-2 und der RFS-
Kompensation in Abs. 3.2.2 auftreten kann, bleibt hier ebenfalls eine weitere Störquelle
bestehen: Intermodulationsprodukte höherer Ordnung - die nicht kategorisierten Stör-
signale
NL∑
k=0
ck 2
− k
2 ∆
Mi
z̆NLi (t)
k. Letztere hängen in besonderem Maße von der Qualität der
Leistungsdetektoren ab. So ist z.B. ∆
Mi
z̆NLi (t)
k = 0, wenn die Nichtlinearität Terme höchs-
tens dritter Ordnung beinhaltet (k ≤ 3).
Im Vergleich zu den Kompensationsverfahren der vorangegangen Abschnitte wird hier
jedoch ein Teil der nicht kategorisierten Störsignale ebenfalls systematisch beseitigt. In
Zusammenhang mit der zusätzlichen Verdopplung (bei ∆Mi = 1) der Nutzsignalanteile
z̆IQi (t)
k kann davon ausgegangen werden, dass diese Methode zur Kompensation der ge-
samten gleichgerichteten Welle den möglichen Kombinationen der separaten Beseitigung
von statischem DC-Offset (Abs. 3.2.1) und RFS (Abs.3.2.2) bezüglich der erzielbaren
Signalqualität überlegen ist.
Der Aufwand für dieses Verfahren ist nur geringfügig höher als der Aufwand der Me-
thode DC-2 aus Abs. 3.2.1 zur ausschließlichen Kompensation der statischen DC-Offsets.
Lediglich das Subtraktionsglied innerhalb des N-Ports in Abb. 3.10 stellt eine zusätzliche
Baugruppe dar, wobei diese z.B. über eine um 180◦ erweiterte Phasendrehung des LO-
Signals realisierbar ist. Hervorzuheben ist der Umstand, dass mit der hier vorgestellten
Methode die statischen DC-Offsets sowie ein Großteil der HF-Selbstmischungsprodukte
(d.h. nahezu die gesamte gleichgerichtete Welle) mit nur einem Kompensationssignal be-
seitigt werden können. Folglich ist der Gesamtaufwand zur Kompensation der gleichge-
richteten Welle mit diesem Verfahren geringer als bei der kombinierten Verwendung der
Methoden der vorangegangenen Abschnitte 3.2.1 und 3.2.2.
3.2.4 Kompensationsbedarf für HF-Selbstmischungsprodukte bei
gegebenen Übertragungsstandards
Bereits bei der Untersuchung der Zusammensetzung der Mischprodukte in einem N-Port
(Abs.3.1) wurde deutlich, dass die HF-Selbstmischungsprodukte in ungünstigen Emp-
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fangssituationen (d.h. viele starke Nachbarsignale bei vergleichsweise schwachem Nutzsi-
gnal) ein sehr starkes Störsignal darstellen. Aus diesem Grund wurde im vorangegangenen
Abschnitt 3.2.2 ein Verfahren zur systematischen, analogen Kompensation der RFS vor-
geschlagen. Ohne eine entsprechende Verringerung des Störeinflusses der RFS entstehen
u.U. unerfüllbare Anforderungen an die Analog-Digital-Umsetzung.
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Abbildung 3.11: Mittlere Leistung pro FFT-Bin des aus dem HF-Signal aus Abb. 3.4 re-
sultierenden HF-Selbstmischungsproduktes (bei rein quadratischer NL)
sowie des Nutzsignals; der Übersichtlichkeit halber werden die Nachbar-
signale nicht dargestellt; FFT-Auflösungsbandbreite: 560Hz.
Dies werde zunächst an dem Beispiel des Empfangs eines UTRA-FDD-Signals (ent-
sprechend Abb. 3.4) verdeutlicht. Wie bereits in Abs. 3.1.2 erläutert wurde, stellt die
Situation in Abb. 3.4 ein Worst-Case-Szenario bezüglich der empfangenen Signalleistung
dar. Geht man davon aus, dass ein N-Port-Empfänger eingesetzt wird, welcher nur das
Verfahren (Methode DC-2) aus Abs. 3.2.1 zur Kompensation des statischen DC-Offsets
verwendet und dem ansonsten die Architektur aus Abb. 2.17 mit nahezu rein quadrati-
scher NL zugrunde liegt, so erhält man vor jedem ADU das nur durch das RFS gestörte
Nutzsignal, Abb. 3.11. Für eine ausreichend genaue Quantisierung benötigt man neben
dem ohnehin bereitzustellenden Dynamikbereich im ADU (abgeleitet aus: dem Quan-
tisierungsrauschabstand, dem zur Detektion nötigen minimalen Signal-Rausch-Abstand,
etc. [57]) eine zusätzliche Aussteuerungsreserve DRRES. Diese ergibt sich hauptsächlich
aus dem Abstand zwischen dem Nutzsignal und dem dynamischen DC-Offset des HF-
Selbstmischungsproduktes (unter der Voraussetzung, dass der statische DC-Offset bereits
entfernt wurde). Im vorliegenden Beispiel erhält man
DRRES = PRFS2, DC − P̂s ≈ −33dB−
(
−84, 7dB + 4, 5dB
)
= 47, 2dB . (3.77)
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In P̂s wird bereits das Verhältnis von Spitzen- und Effektivwert des Nutzsignals durch die
Verwendung des Scheitel- oder Crest-Faktors (CF ) beachtet [87],
P̂s[dB] = Ps[dB] + CF [dB] . (3.78)
Für den Crest-Faktor des verwendeten UTRA-FDD-Signals wurde CF = 4, 5dB angenom-
men. An dieser Stelle sei angemerkt, dass die Crest-Faktoren für W-CDMA-Signale mit
der Anzahl NCC kodierter Daten-/Sprachkanäle innerhalb eines Signals variieren (z.B.
CF ∈ {4, 5dB|NCC=1, 9dB|NCC=4, 10dB|NCC=16, 11dB|NCC=128}) [88]. Die tatsächlichen
Werte für Ps und PHF (gleichsam beeinflusst durch z.B. HF-Band-Filter, LNA, etc.) wer-
den bei einer konkreten Realisierung von den in den Standards spezifizierten Werten um
∆P abweichen. Dabei gilt:
P̂ ′HF [dB] = P̂HF [dB] + ∆P [dB] und P
′
s[dB] = Ps[dB] + ∆P [dB] . (3.79)
Es wird im Weiteren jedoch angenommen, dass sich für Ps und PHF alle Einfügeverluste
und Übertragungsgewinne bis zur NL des N-Ports in erster Näherung ausgleichen, d.h.
∆P ≈ 0dB.
Folgt man den Ausführungen in [57], erhält man einen benötigten Dynamikbereich für
UTRA-FDD von maximal ca 82,1dB. Zu diesen kämen bei dem hier verwendeten N-Port
im schlimmsten Fall weitere 47,2dB, womit letztlich ein ADU mit einem Dynamikbereich
von DR = 129, 3dB verwendet werden müsste. Es steht dabei außer Frage, dass heutzu-
tage, insbesondere für die Implementierung in einem mobilen Endgerät, kein derartiger
ADU sinnvoll realisierbar ist. Dies ist eine mögliche Ursache, weshalb Six-Port basier-
te Mobilfunkempfänger zwar sehr gute Empfangseigenschaften unter Laborbedingungen
aufweisen5, jedoch in der Praxis bisher keinerlei Relevanz erlangt haben. Die Kompen-
sation der HF-Selbstmischungsprodukte vor der Digitalisierung ist unumgänglich, wenn
ein N-Port-Empfänger in einem mobilen Endgerät Verwendung finden soll. Existierende
Six-Port basierte Funkempfängerprototypen (wie in z.B. [79], [80] oder [81]) verwenden
jedoch keine analogen RFS-Kompensationsverfahren und haben deshalb auch keine kon-
kurrenzfähige Praxistauglichkeit erlangt.
Aus diesem Grund wird im Folgenden von einer N-Port-Architektur ausgegangen, die
sowohl die Kompensation der statischen DC-Offsets als auch die der RFS nach Abs. 3.2.2
umsetzt. Die Beseitigung der statischen DC-Offsets wird dabei als ideal angenommen, so
dass nur noch Anteile der RFS als systematische Störprodukte im Signalgemisch verblei-
ben. Entsprechend der Systemarchitektur in Abb. 3.9 ergibt sich über (3.36) und (3.69)
der verbleibende Anteil des dynamischen DC-Offsets der RFS:
xRFS,DCRest (t) = M
′
riMri · x
RFS,DC
i (t)− x
RFS,DC
i (t)
=
(
∆Mi − 1
)
· xRFS,DCi (t) ,
(3.80)
5Unter Laborbedingungen werden i.d.R. nur die in den entsprechenden Standards geforderten Kenn-
werte ermittelt. Dabei werden üblicher Weise nur ausgewählte Empfangssignale bezüglich speziel-
ler Empfängereigenschaften herangezogen. Tests mit komplett gefüllten Empfangsbändern sind i.d.R.
nicht vorgeschrieben und werden daher auch nicht durchgeführt. Jedoch führen für N-Port-Empfänger
u.a. gerade diese Szenarios zu einer Aussage über die Praxistauglichkeit.
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wobei die Terme xRFS,DCi (t) durch Filterung von z
RFS,DC
i (t) bzw. z̆
RFS,DC
i (t) entspre-
chend (3.6) entstehen. Die Leistung des resultierenden dynamischen DC-Offsets unter
Verwendung von (3.36) und (3.38) ist dann
PRestRFS,DC [dB] = 10 log10
(
PRFS,DC
)
+ 20 log10
(
|∆Mi − 1|
)
. (3.81)
Da der Hauptanteil der Nichtlinearität quadratisch ist und auch aus Gründen der Über-
schaubarkeit der Ergebnisse, kann angenommen werden, dass das HF-Selbstmischungspro-
dukt vornehmlich aus dem RFS2 besteht. Daraus folgt: xRFS,DC(t) ≈ xRFS2, DC(t). Des-
halb lässt sich die Gleichung für die verbleibende Leistung des dynamischen DC-Offsets
nach der Kompensation der RFS bzw. RFS2 (mittels (3.41)) vereinfachen:
PRestRFS,DC [dB] = 20 log10
( L∑
ν=1
Pν
)
+ 20 log10
(
|∆Mi − 1|
)
(3.82)
≈ 2 · P̂HF [dB] + 20 log10
(
q
)
+ 20 log10
(
|∆Mi − 1|
)
. (3.83)
Unter Berücksichtigung typischer, praktischer Implementierungsgenauigkeiten6 ergibt
sich aus diesen Zusammenhängen (3.81), (3.83), dass auch bei Verwendung einer analo-
gen Kompensationsmethode eine zusätzliche Aussteuerungsreserve
DRRES[dB] ≈ 2 · P̂HF [dB] + 20 log10
(
q
)
+ 20 log10
(
|∆Mi − 1|
)
− P̂s[dB] (3.84)
für den ADU vorzusehen ist. So führt eine sehr genaue Pfadanpassung von 99%
(∆Mi = 0, 99) zu einer Dämpfung der RFS mit ihrem dynamischen DC-Offset von -40dB.
Bezüglich des UTRA-FDD-Beispiels bedeutet dies, dass eine zusätzliche Aussteuerungsre-
serve für die Analog-Digital-Umsetzung von ca. DRRES = 7, 2dB benötigt wird. Der ADU
müsste daher einen Dynamikbereich von DR ≥ 89, 3dB aufweisen. Dies stellt eine erhöhte
Forderung an den zu verwendenden ADU dar. Jedoch ist diese mit realistischem Aufwand
noch erfüllbar, im Gegensatz zur N-Port-Realisierung ohne analoge RFS-Kompensation
(DRRES = 47, 1dB ⇒ DR ≥ 129, 3dB).
Neben dem dynamischen DC-Offset stellt auch der Basisbandanteil des HF-Selbst-
mischungsproduktes eine potenzielle, dynamische Störkomponente dar (z.B. Anteil des
RFS ohne DC-Offset innerhalb des Kanalfilters in Abb. 3.11). Eine praktische Nut-
zung eines N-Port-Empfängers erscheint allerdings nur mit analoger RFS-Kompensation
zweckmäßig. Dabei wird neben dem dynamischen DC-Offset auch gleichsam das kom-
plette RFS um 20 log10(|∆Mi − 1|)dB gedämpft, wodurch letztlich die Amplitude des
Basisbandanteils des RFS (ohne Signalkomponente bei f = 0) auch im schlimmsten Fall
deutlich geringer wird als die Amplitude des Nutzsignals. Eine komprimierte Darstellung
6Bei der Herstellung integrierter, analoger Empfänger muss mit Abweichungen von mehreren Pro-
zent bezüglich des Nominalwertes der Pfade der idealen Schaltung gerechnet werden. Genauere
Abschätzungen können erst bei Kenntnis des Schaltungslayouts und insbesondere des technologischen
Herstellungsprozesses getroffen werden.
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Amplitude
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Abbildung 3.12: Zusammenhang zwischen den Amplituden von: Nutzsignal (xIQ) mit
Crest-Faktor (CF ), dynamischem DC-Offset (xRFS,DC), den verbleiben-
den Basisbandanteilen des RFS (xRFS,BB), der Dämpfung (∆Mi−1) der
RFS und des verbleibenden Dynamikbereichs (DRRES).
der Zusammenhänge zwischen Nutzsignal, dynamischem DC-Offset und dem Basisband-
anteil des RFS ohne dynamischen DC-Offset mit und ohne RFS-Kompensation ist in
Abb. 3.12 gegeben.
Die neu erhaltene Näherungsformel (3.84) ermöglicht es nun auf leichte Art und Weise,
bereits beim Systementwurf Six-Port basierter Empfänger, den Zusammenhang zwischen
der Notwendigkeit und Genauigkeit der Kompensation der HF-Selbstmischungsprodukte
und dem zu realisierenden Dynamikbereich des ADUs einfließen zu lassen. Gleichen sich
die Einfügeverluste und -gewinne des analogen Empfängerteils bis zur Nichtlinearität nicht
aus (∆P 6≈ 0dB), ist an Stelle von (3.84) mit
DRRES[dB] ≈ 2 · P̂HF [dB] + 20 log10
(
q
)
+ 20 log10
(
|∆Mi − 1|
)
− P̂s[dB] + ∆P [dB]
(3.85)
zu arbeiten.
Zusätzlich lassen sich auf Basis von DRRES Abschätzungen für den Störeinfluss des
RFS auf die Nutzsignalkomponenten treffen. Der dynamische DC-Offset besitzt immer
die höchste Amplitude des RFS-Spektrums und DRRES liefert einen Messwert dafür,
wie viel stärker oder schwächer diese Amplitude bezüglich des Nutzsignals ist. Wird nun
im ADU eine ausreichende Aussteuerung gewährleistet, bleibt der Störeinfluss des HF-
Selbstmischungsproduktes zunächst bestehen. Das Verhältnis der Nutzsignalleistung zur
verbleibenden Leistung des RFS im Basisband
SIRRFS[dB] = 10 log10
( Ps
PRestRFS,DC + P
Rest
RFS,BB
)
(3.86)
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SIRRFS[dB] ≈ 10 log10
( P̂s
PRestRFS,DC
)
︸ ︷︷ ︸
−DRRES
−CF [dB] (3.87)
gibt dabei den Signal-Stör-Abstand an. Die Leistung des Basisbandanteils des RFS (aus
(3.43)) ohne DC-Offset
PRestRFS,BB =
(
|∆Mi − 1|
)2 · E{| NL∑
k=0
ck · 2−
k
2 · z̆RFS,BBi (t)k |2
}
(3.88)
ist immer deutlich geringer als die DC-Offset-Leistung, d.h. PRFS,BB  PRFS,DC . Of-
fensichtlich entspricht aber die Näherung in (3.87) in etwa der Beziehung (3.84) für die
zusätzliche Aussteuerungsreserve: DRRES = −(SIRRFS + CF ). Demzufolge bedeuten
beispielsweise positive Werte für DRRES neben der zusätzlich benötigten Aussteuerungs-
reserve des ADUs auch einen bezüglich des Nutzsignals stärkeren Störer.
Tabelle 3.1: Zusätzlich bereit zu stellende Aussteuerungsreserve DRRES für N-Port-
Empfänger mit analoger RFS-Kompensation für verschiedene Mobilfunkstan-
dards (Mobile Station); Annahme: ∆P = 0dB.
Standard UTRA FDD GSM 900 PCS 1900 UWB-MB-OFDM7
(53,3Mb/s)
P̂RF [dBm] −25 −15 −23 −40
Ps [dBm] −84.7 −64 −72 −80, 8
CF [dB] 4.5 3 3 15
q 7 7 11 12 | 2
DRRES [dB] (∆Mi = 0, 99) 7.3 11.8 3.9 −32, 6 | −48, 2
DRRES [dB] (∆Mi = 0, 98) 13.2 17.7 9.8 −26, 6 | −42, 2
DRRES [dB] (∆Mi = 0, 95) 21.3 25.8 17.9 −18, 6 | −34, 2
Für verschiedene, praxisrelevante Mobilfunkstandards sind in Tabelle 3.1 die notwen-
digen Kennwerte sowie verschiedene, zusätzliche Dynamikbereichanforderungen für die
jeweiligen ADUs angegeben. Die Werte für P̂HF , Ps, etc. können für jeden Standard aus
den jeweiligen Übertragungsspezifikationen entnommen werden, z.B. [22], [23]. Die Werte
der ersten Teilspalte der zusätzlichen Aussteuerungsreserve für UWB resultieren aus der
Annahme, dass L = 13 von insgesamt 14 überhaupt möglichen Frequenzbändern belegt
sind und dabei q = 12 maximale Leistung aufweisen. Den Diskussionen und Planungen
zur Standardisierung von UWB-MB-OFDM ist jedoch der Trend zu entnehmen, dass
7Es existiert noch kein definierter UWB-Standard. P̂RF , Ps, etc. wurden den Standardisierungsvor-
schlägen in [89] sowie [90], [91] und [92] entnommen. Zusätzlich wird hier davon ausgegangen, dass
Teilbänder mit koexistenten Funkübertragungen im (3,1-10,6)GHz-Band mit höheren, erlaubten Sig-
nalleistungen (z.B. HIPERLAN 802.11a) nicht verwendet werden bzw. inaktiv sind.
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im Übertragungssystem jeweils nur wenige Frequenzbänder zum Einsatz kommen sollen.
Zusätzlich ist die Annahme in schaltungstechnischer Hinsicht unrealistisch, dass der ana-
loge Empfänger (insbesondere das HF-Band-Filter) das komplette 7,5GHz-breite Band
empfangen und verarbeiten kann. Geht man realistischer Weise davon aus, dass jeweils
höchstens L = 3 Signale (d.h. ein Subband) empfangen werden können bzw. q ≤ 2 ist,
erhält man Werte für DRRES  0dB, welche aufzeigen, dass sogar bei schlechter Schal-
tungsanpassung des RFS-Kompensationspfades an die IQ-Signalpfade keinerlei zusätzliche
Aussteuerungsreserve im ADU benötigt wird. Darüber hinaus wird dort auch der Störein-
fluss durch die RFS vernachlässigbar sein (SIRRFS > 0dB bei ∆Mi > 0, 55). Verbindliche
Aussagen zu UWB-MB-OFDM lassen sich jedoch erst mit der Kenntnis des endgültigen
Standards treffen.
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4 IQ-Imbalance
Neben den systematischen Störsignalen (statischer DC-Offset und RFS) stellt die IQ-
Imbalance ein nicht vernachlässigbares Problem in jeglichen Quadratur-Funkempfängern
dar. Obwohl im Idealfall sowohl bei Architekturen mit multiplikativer als auch mit addi-
tiver Frequenzumsetzung IQ-Imbalance-Störungen durch die geeignete Wahl von Phasen-
und Amplitudenwerten (z.B. der LO-Teilsignale, etc.) ausgeschlossen werden können, sind
sie dennoch im implementierten Empfänger vorhanden. Die Gründe dafür liegen in den
Abweichungen der tatsächlichen, realisierten Bauelementewerte von ihren idealen No-
minalwerten [26], [93]. IQ-Imbalance ist ein nicht systematischer Störeffekt. Bei einer
ausführlichen Analyse der allgemeinen Quadratur-Mischungsergebnisse (2.47) der additi-
ven Frequenzumsetzung (nach der Anwendung eines geeigneten Kompensationsverfahrens
für die gleichgerichtete Welle, z.B. wie in Abs. 3.2) im Rahmen dieser Arbeit dürfen somit
die Imbalance-Effekte nicht vernachlässigt werden.
In diesem Kapitel werden einerseits allgemeine und N-Port spezifische Zusammenhänge
zur IQ-Imbalance analysiert. Andererseits wird darauf eingegangen, welche Kompen-
sationsmöglichkeiten diesbezüglich existieren bzw. vorzugsweise Verwendung finden soll-
ten.
4.1 Architekturanalyse bei IQ-Imbalance
In dieser Arbeit stehen Six-Port basierte Direktmischempfänger im Mittelpunkt. Deshalb
werden im Folgenden hauptsächlich Imbalance-Effekte für Architekturen mit direkter Fre-
quenzumsetzung ins Basisband untersucht. Jedoch können die Ergebnisse, insbesondere
des erweiterten Imbalance-Empfängermodells (Abb. 4.4) und zur digitalen Kompensation
(Abs. 4.3) auch bei Empfängerarchitekturen mit Zwischenfrequenzempfang angewandt
werden [73], [78], [94]. Bei Letzterem führt die IQ-Imbalance zum Spiegelfrequenzproblem
[58] (siehe Abs. 2.2.2).
Für die Analyse des Direktmischempfangs wird das allgemeine, in der Amplitude Gi
und/oder in der Phase ϕi verfälschte LO-Signal nach (2.18) verwendet. Weiterhin wird hier
davon ausgegangen, dass die Basisbandpfade zueinander fehlangepasst sind. Daraus resul-
tieren in der Fehlermodellierung zunächst beliebige, frequenzunabhängige Verstärkungs-
bzw. Dämpfungswerte M ′i . Bei der Detektion von IQ-Signalen wird davon ausgegan-
gen, dass die Basisvektoren (eI , eQ) des komplexen Empfangssignals orthonormiert sind,
wie es im ursprünglich gesendeten Signal der Fall war. Die Abbildung 4.1 zeigt dies-
bezüglich für ursprünglich orthonormierte IQ-Basisvektoren (Kreis in Abb. 4.1(a)) den
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Abbildung 4.1: Generelle IQ-Konstellationen: (a) ideal und mit Amplitudenfehler sowie
(b) ideal und mit Phasenfehler.
Effekt, dass Amplitudenfehler bzw. -imbalancen generell zu einer Verzerrung der Basis-
vektoren und damit der IQ-Konstellation führen. Währenddessen verursachen Phasenim-
balancen (Abb. 4.1(b)) bei jedem Basisvektor eine Rotation (um ϕi), so dass sich die IQ-
Konstellation verzerrt und gedreht im Raum orthonormierter Basen darstellt. Der direkte
Einfluss der Imbalancen auf die IQ-Konstellation tritt in derartiger Form nur beim Direkt-
mischempfang auf, da dort Inphasen- und Quadraturphasenkomponente des komplexen
Signals einander überlagert werden. Beim ZF-Empfang wird hingegen das Nutzsignal mit
dem Frequenzabstand fZF zum LO-Signal (mit fHF = fLO+fZF ) durch das Spiegelsignal
gestört, welches bei der Spiegelfrequenz fLO − fZF liegt (Abb. 2.10).
Die frequenzabhängigen Übertragungsfunktionen z.B. von Verstärkern und Filtern in
den einzelnen Signalpfaden nach der Frequenzumsetzung werden vorläufig als ideal, ein-
ander angepasst angenommen. Störeinflüsse, die nicht der IQ-Imbalance zugeordnet wer-
den können, werden in den Analysen dieses Kapitels vernachlässigt. Daraus leiten sich
zunächst die Zusammenhänge zur frequenzunabhängigen, so genannten quasi-linearen IQ-
Imbalance ab [95], [96].
4.1.1 IQ-Imbalance bei Additiver Frequenzumsetzung
Wie bereits in den vorangegangenen Kapiteln erläutert wurde, enthält das Mischungs-
ergebnis der additiven Frequenzumsetzung für jeden regulären1 Ausgangspfad eines
N-Ports ein IQ-Signalgemisch. Die zur Störsignalmodellierung verwendete Architektur
1Als regulär werden hier jene Ausgangspfade des N-Port-Netzwerkes bezeichnet, welche Signale führen,
die aus der additiven Überlagerung von LO- und HF-Signal hervorgegangen sind. Pfade zur systema-
tischen Erzeugung von Kompensationssignalen xCi (t) (wie bei Methode DC-2 oder in Abs. 3.2.2) seien
nicht regulär.
Seite: 87
Kapitel 4: IQ-Imbalance Abschnitt 4.1
LNA
φ1 φ2
NL
NL
LPF
LPF
ADU
ADU
D
ig
ita
le
 
IQ
-R
eg
en
er
ie
ru
ng
+
-
LO-Signal
M1'
M2' -+
HF-Signal
G1 G2
xC (t)
N-Port
Q (k)^
I (k)^
x1(t)
x2(t)
Abbildung 4.2: Systemarchitektur zur Modellierung frequenzunabhängiger IQ-Imbalance
bei additiver Frequenzumsetzung in einem N-Port-Empfänger.
ist in Abb. 4.2 zu sehen. Das Kompensationssignal xC(t) sei derart, dass es die gesamte
gleichgerichtete Welle aus den Signalgemischen der zwei Basisbandpfade entfernt.
In Hinblick auf eine allgemein gültige IQ-Imbalance-Modellierung wird das basisband-
bzw. kanalgefilterte IQ-Signal im Weiteren mit x(t) bzw. xi(t) bezeichnet (vergleichbar
der Vereinbarung (2.17) für den Homodynempfang mittels multiplikativer Mischung). Mit
den Ausführungen in Abs. 2.3.2 erhält man aus (2.47) das IQ-Signalgemisch nach Fre-
quenzumsetzung, Kompensation der gleichgerichteten Welle sowie Kanalfilterung:
x = Bs
mit x =
[
x1(t)
x2(t)
]
B =
[
A1 B1
A2 B2
]
s =
[
I(t)
Q(t)
]
.
(4.1)
Ist die Nichtlinearität rein quadratisch (c2 = 1 und cn = 0 ∀n 6= 2) gilt:
Ai = 2M
′
i Gi · cos
(
ϕi
)
und Bi = 2M
′
i Gi · sin
(
ϕi
)
, (4.2)
was aus (2.45) in Verbindung mit Abb. 4.2 abgeleitet werden kann. Die Gleichung (4.1) be-
schreibt die quasi-lineare IQ-Imbalance-Mischung bei additiver Frequenzumsetzung [95].
Für die Phasenwerte: ϕi ∈ [0, 360◦) muss gewährleistet werden, dass sie voneinander
verschieden sind (ϕ1 6= ϕ2), damit B in (4.1) nicht singulär ist. Ziel jeder Realisierung
eines N-Port-Empfängers sollten konstante Phasenwerte mit einer Differenz von π/2 sein,
wodurch die Orthogonalität der Komponenten in x sichergestellt würde. Ließe sich zusätz-
lich erreichen, dass M ′1G1 = M
′
2G2 ist, läge das Originalsignal s nur in skalierter (Faktor:
M ′1G1) und um ϕ1 gedrehter Form vor. Die IQ-Komponenten könnten in diesem Fall di-
rekt nach einer einfachen Phasensynchronisation [97] korrekt detektiert werden. Generell
ist jedoch davon auszugehen, dass die tatsächlichen Phasen- und Amplitudenwerte diese
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optimalen Zusammenhänge nicht erfüllen. Die in diesem und im folgenden Abschnitt 4.1.2
verwendeten, absoluten Fehlerwerte beinhalten zusätzlich die eben erwähnte Skalierung
und Rotation der gesamten IQ-Konstellation, während mit IQ-Imbalance nur die Ska-
lierung und Verzerrung der einzelnen Komponenten der IQ-Konstellation zueinander be-
trachtet werden. Die absoluten Fehlerwerte werden zunächst deshalb verwendet, um den
Zusammenhang zu den Modellen der vorangegangenen Kapitel klarer verständlich zu ma-
chen. Da nur der Einfluss der Imbalancen beschrieben werden soll, wird das Verhältnis
der mittleren Leistungen von I(t) und Q(t) vernachlässigt.
An dieser Stelle sei darauf hingewiesen, dass die Fehlermodellierung mit relativen
Amplituden(g)- und Phasenfehlern(ϕ) [73] für die Analyse von IQ-Imbalance zweckmäßig
ist. Dabei kann stets angenommen werden, dass z.B. die (im Basisband) vorliegende In-
phasenkomponente x1(t) korrekt skaliert ist. Währenddessen befindet sich bei wirksamer
IQ-Imbalance der Basisvektor der Quadraturphasenkomponente x2(t) zum Basisvektor
von x1(t) in einer nicht orthonormierten Lage. Die absoluten Amplitudenwerte und Pha-
senlagen sind damit für die IQ-Imbalance unerheblich. Deshalb wird in Abs. 4.2.2 eine
allgemein gültige Beschreibung der IQ-Imbalance auf der Grundlage relativer Amplituden-
und Phasenfehler eingeführt.
Ist nun eine Matrix W (Separationsmatrix) bekannt, die das Signalgemisch x wieder
auf zwei annähernd orthonormierte Basisvektoren abbildet, so dass gilt:
Wx = ŝ =
[
Î(t)
Q̂(t)
]
, (4.3)
kann die originale IQ-Konstellation näherungsweise wieder hergestellt werden. ŝ stellt da-
bei die Näherung des eigentlichen, gewünschten IQ-Signals s dar. Ist es möglich, die Sepa-
rationsmatrix exakt zu ermitteln (d.h. W = B−1), wird eine optimale IQ-Regenerierung
möglich (man erhält ŝ = s). Ausgewählte Verfahren zur Bestimmung der Separations-
matrix werden in Abs. 4.3 erläutert.
4.1.2 IQ-Imbalance bei Multiplikativer Frequenzumsetzung
Der Vollständigkeit halber sei hier kurz die konventionelle Methode der multiplikativen
Mischung zur Implementierung der direkten Frequenzumsetzung bezüglich IQ-Imbalance
untersucht. Entsprechend der Architektur in Abb. 2.8 entstehen die reellen Basisband-
signale x1(t), (2.20) und x2(t), (2.22) nach der Basisbandfilterung, welche jeweils eine
Mischung aus der Inphasen- und Quadraturphasenkomponente des Eingangssignals ent-
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halten:
x = Bs (4.4)
mit x =
[
x1(t)
x2(t)
]
s =
[
I(t)
Q(t)
]
und
B =
[ M ′1G1
2
cos(ϕ1)
M ′1G1
2
sin(ϕ1)
−M
′
2G2
2
sin(ϕ2)
M ′2G2
2
cos(ϕ2)
]
=
[
A1 B1
A2 B2
]
.
Für die näherungsweise Wiedergewinnung der originalen IQ-Konstellation ist es auch
bei der multiplikativen Frequenzumsetzung notwendig, das Mischungsergebnis x mit einer
geeigneten Separationsmatrix zu multiplizieren (siehe Abs. 4.3).
Auch wenn sich die einzelnen Koeffizienten der Mischmatrix B anders zusammen-
setzen als bei der additiven Mischung, entspricht die generelle Beschreibung der IQ-
Imbalancemischung jener der additiven Frequenzumsetzung [95], [98]. Die Terme− sin(ϕ2)
und cos(ϕ2) der zweiten Zeile von B in (4.4) ergeben sich auch bei der additiven Mi-
schung (4.1), wenn dort ein Sollwert der Phase ϕ2 von 90
◦ zugrunde gelegt wird, d.h.
ϕ2, neu = ϕ2, alt + 90
◦.
Deswegen kann man ein äquivalentes Empfängermodell zur Modellierung von IQ-
Imbalancen ableiten, welches sowohl für die additive als auch für die multiplikative Mi-
schung Gültigkeit besitzt [95], [99]. Dieses ist Gegenstand des folgenden Abschnitts 4.2.
Zusätzlich ist eine Vielzahl digitaler IQ-Kompensationsmethoden Empfänger unspezifisch.
Das heißt, dass die genaue Zusammensetzung der Koeffizienten der Mischmatrix B für
die Gewinnung der Separationsmatrix W von untergeordneter Rolle sein kann. Eine Aus-
nahme bildet z.B. das Verfahren in [78].
4.2 Erweiterung der Modelle für frequenzselektive
Einflüsse
Wie bereits festgestellt wurde, entsprechen die grundlegenden Quadraturmischungsergeb-
nisse (4.1) und (4.4) bei quasi-linearer IQ-Imbalance für den Direktmischempfang einan-
der, unabhängig von der Art der Frequenzumsetzung. Allerdings wurde bisher die Fre-
quenzabhängigkeit der Imbalance-Fehlerquellen vernachlässigt. Bei breitbandigen Nutz-
signalen sowie in Multiträger-Übertragungssystemen (z.B. WLAN, UWB, etc.) dürfen
jedoch die frequenzselektiven Einflüsse z.B. unangepasster Basisbandfilter, etc. unter
Umständen nicht außer Acht gelassen werden [100]. Außerdem zeigt sich, dass ein geeig-
netes Signalmodell die einheitliche Beschreibung der IQ-Imbalance für den Direktmisch-
empfang und den ZF-Empfang ermöglicht [95].
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4.2.1 Signalmodell
f
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fHF fHF+fZFfHF - fZF
SZFSIM S0SIMS0
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-fHF -(fHF – fZF)-(fHF + fZF)
SHF( f )’
Abbildung 4.3: Schematisches Spektrum des reellen HF-Signals s′HF (t) zur allgemeinen
Modellierung von IQ-Imbalance.
Für die Herleitung eines allgemein gültigen IQ-Imbalance-Modells wird ein aus drei ein-
zelnen Signalen bestehendes Hochfrequenzquadratursignal (Abb. 4.3) zu Grunde gelegt:
s′HF (t) =
√
2 Re
{
s(t) · ej 2πfHF t
}
=
1√
2
[
s(t) · ej 2πfHF t + s∗(t) · e−j 2πfHF t
]
,
(4.5)
das eine Mittenfrequenz fHF und eine Bandbreite BWHF hat. Das allgemeine Basisband-
signal ist hier:
s(t) = s 0(t) + sZF (t) e
j 2πfZF + s IM e
−j 2πfZF
= sI(t) + j sQ(t) .
(4.6)
In Abb. 4.3 ist das diesbezügliche, schematische Spektrum dargestellt.
4.2.2 Allgemeines Imbalance-Empfängermodell
Es lässt sich nun ein allgemein gültiges Imbalance-Empfängermodell auf Basis der ad-
ditiven Mischung ableiten. Die gleichgerichtete Welle sei hierbei komplett kompensiert,
[95]. Das Modell ist jedoch ebenfalls für multiplikativ mischende Architekturen gültig.
In Anhang A.1 wird die Äquivalenz zwischen den beiden Frequenzumsetzungsmethoden
bezüglich der allgemeinen IQ-Imbalance-Einflüsse nochmals verdeutlicht. Abbildung 4.4
zeigt das allgemeine Imbalance-Empfängermodell. Das Kompensationssignal
xC(t) = s′HF (t)
2 + s′LO(t)
2 (4.7)
Seite: 91
Kapitel 4: IQ-Imbalance Abschnitt 4.2
90°
ADU
ADU
Î(k)
analog digital
DSV
LO
HNOM(f )
HNOM(f ) HQ(f )
HI(f )
φ
g
N-Port
xI(t)
xQ(t)
sHF(t)’
xQ(t)
xI(t)
Q(k)
~
~
 (·)² +
-
Kompensations-
Signal:  xC (t)
-
+ (·)²
Abbildung 4.4: Systemarchitektur zur Modellierung frequenzselektiver IQ-Imbalance bei
additiver Frequenzumsetzung.
sei derart, dass es die komplette gleichgerichtete Welle aus dem Resultat der Mischung
entfernt. Die Nichtlinearität wird als ideal, d.h. rein quadratisch, angenommen. HNOM(f)
repräsentiert die nominalen Funktionen der Basisband- oder ZF-Signalverarbeitung nach
der Frequenzumsetzung (z.B. Verstärkung, Filterung, etc.). Die nominalen Funktionen
sind für alle Pfade nach der Mischung (bis zur Digitalisierung) gleich und werden ohne
Beschränkung der Allgemeinheit als Tiefpassfilter (LPFNOM(f)) angenommen. Entspre-
chend [73] wird nun ein komplexes LO-Signal
s′LO(t) =
√
2 ·
(
cos(2πfHF t)− j g sin(2πfHF t+ ϕ)
)
(4.8)
mit nur noch relativen Fehlern in der Amplitude (g) und der Phase (ϕ) verwendet. Im
Vergleich zum bisher verwendeten LO-Signal mit absoluten Amplituden- und Phasenfeh-
lern (z.B. (2.18)) ergibt sich (4.8) durch eine Normierung der Amplitudenwerte auf G1
und der Phasen auf ϕ1, d.h. g = G2/G1 und ϕ = ϕ2 − ϕ1. Das komplexe Signal nach der
Nominalfilterung ist
x̃(t) =
1
2
LPFNOM
{(
s′HF (t) + s
′
LO(t)
)2 − xC(t)}
= sI(t) + j ·
(
g cos(ϕ) sQ(t)− g sin(ϕ) sI(t)
)
= x̃I(t) + j · x̃Q(t) .
(4.9)
Der Faktor 1
2
sorgt dabei lediglich für eine in den Koeffizienten vereinfachte Darstellung
der weiteren Gleichungen und erleichtert gleichfalls die Vergleichbarkeit der Ergebnisse
mit jenen (Anhang A.1), die aus dem Modell mit multiplikativer Mischung hervorgehen.
Die Gleichung (4.9) korrespondiert mit (4.1) und (4.4), wenn man für die in (4.1) und
(4.4) verwendeten absoluten Fehlerwerte Ai und Bi ebenfalls eine Normierung in der Form
vornimmt, dass ϕi ersetzt wird durch ϕi − ϕ1 und Gi durch Gi/G1.
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Unterschiede bzw. Fehlanpassungen werden durch die Übertragungsfunktionen HI(f)
und HQ(f) modelliert. Diese beinhalten alle frequenzselektiven Imbalancen des jeweiligen
Signalpfades. Darüber erhält man das durch IQ-Imbalance beeinflusste Signalgemisch im
Frequenzbereich [95]:
X(f) = HI(f) X̃I(f) + j ·HQ(f) X̃Q(f)
= XI(f) + j ·XQ(f) (4.10)
= HI(f)SI(f) + j ·HQ(f) ·
(
g cos(ϕ)SQ(f)− g sin(ϕ)SI(f)
)
=
(
HI(f)− j HQ(f) g sin(ϕ)
)
· SI(f) + j ·
(
HQ(f) g cos(ϕ)
)
SQ(f)
= AI(f) · SI(f) + j · AQ(f) · SQ(f) . (4.11)
Dies stellt sich in Matrixform (im Zeitbereich) wie folgt dar:
x =
[
xI(t)
xQ(t)
]
= B[∗]s =
[
hI(t) 0
−hQ(t) g sin(ϕ) hQ(t) g cos(ϕ)
]
[∗]
[
sI(t)
sQ(t)
]
, (4.12)
wobei [∗] ein Operator sei, der die Faltung der Einzeleinträge der Matrizen realisiert,
jedoch dabei dem Ordnungsschema der Matrixmultiplikation folgt (siehe Anhang B.2).
Gleichung (4.11) ist demzufolge die (bezüglich Frequenzabhängigkeit und Mischerstruk-
tur) verallgemeinerte Version der Beziehungen (4.1) und (4.4). Das ursprüngliche Basis-
bandsignal s(t) bildet sich somit wie folgt auf das Basisbandsignal im Empfänger ab:
X(f) = G1(f) · S(f) +G2(f) · S∗(f) . (4.13)
Dabei gilt:
G1(f) =
1
2
·
(
AI(f) + AQ(f)
)
=
1
2
·
(
HI(f) +HQ(f) g exp(−j ϕ)
) (4.14)
und
G2(f) =
1
2
·
(
AI(f)− AQ(f)
)
=
1
2
·
(
HI(f)−HQ(f) g exp(j ϕ)
)
.
(4.15)
In Abb. 4.5 ist der Übergang vom originalen Signal s(t) zum frequenzselektiv, IQ-
Imbalance gemischten Basisbandsignal im Empfänger: x(t) spektral dargestellt. Die aus
frequenzunabhängigen und frequenzabhängigen Termen bestehenden Übertragungsfunk-
tionen des Empfängers sorgen dafür, dass zum Einen das Originalsignal frequenzselektiv
verzerrt wird und zum Anderen eine Überlagerung des verzerrten Originalsignals mit
einer verzerrten, konjugiert komplexen Version von sich selbst entsteht (Abb. 4.5(b) und
(4.13)). Dies lässt sich allerdings noch in zwei verschiedene, durch IQ-Imbalance beein-
flusste Empfangsszenarien unterteilen:
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Abbildung 4.5: Spektrum (a) des Basisbandsignals und (b) der daraus resultierenden IQ-
Imbalance-Signalmischung.
• für den Fall, dass man die HF-Signale zunächst mit einem komplexen LO-Signal
zu einer Zwischenfrequenz umsetzt, werden zwei verschiedene Signale (z.B. SZF (f)
als Nutzsignal und SIM(f) als Spiegelsignal) frequenzselektiv skaliert einander
überlagert; es entsteht das so genannte Spiegelfrequenzproblem, [52], [58];
• wird hingegen das HF-Signal direkt ins Basisband umgesetzt (in Abb. 4.5 ist dann
S0(f) das Nutzsignal), so entsteht eine Überlagerung des Nutzsignals mit einer kon-
jugiert komplexen Version von sich selbst (beide wiederum frequenzabhängig ver-
zerrt).
Ferner erlaubt (4.13) eine allgemein gültige Definition des Signal-Stör-Verhältnisses
(engl. signal to interferer ratio) durch IQ-Imbalance:
SIRIQ = 10 · log
|G1(f)|2
|G2(f)|2
. (4.16)
Für frequenzunabhängige, relative Amplituden- und Phasenfehler des komplexen LO-
Signals ergibt sich [73]:
SIRIQ = 20 · log
|1 + g e−j ϕ|2
|1− g ej ϕ|2
. (4.17)
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Ohne Fehlanpassung in den Signalpfaden nach der Frequenzumsetzung, d.h. HI(f) =
HQ(f) entspricht (4.16) erwartungsgemäß dieser Beziehung für quasi-lineare Imbalance-
Einflüsse. Implementierte Funkempfänger weisen häufig SIRIQ-Werte im Bereich von
30dB...40dB auf [78]. Es sind mit geeigneten Analogimplementierungen aber auch Werte
von über 50dB erreichbar [101].
Für viele Empfängerarchitekturen und Empfangsszenarien liegen diese Signal-Stör-
Abstandswerte im Bereich des gerade noch Tolerierbaren oder sind u.U. sogar unzurei-
chend. Die Effekte der IQ-Imbalance sind in diesen Fällen durch zusätzliche Kompensa-
tionsverfahren zu mindern.
4.3 Digitale Kompensationsmethoden
Die Auswirkungen von IQ-Imbalance, besonders das Spiegelfrequenzproblem, sind seit
langem bekannt. Um in Anwesenheit dieses unsystematischen Störeffekts dennoch ausrei-
chende Signalqualität erreichen zu können, werden verschiedene Kompensationsmethoden
angewandt.
Zur analogen Reduzierung der Imbalance-Störeinflüsse existieren zum Einen dem
Problem entsprechend angepasste Empfängerarchitekturen, z.B. erweiterte Weaver-
Empfänger [51], welche systembedingt etwa 5dB höhere SIRIQ besitzen. Zum Anderen
gibt es Ansätze, adaptive Algorithmen komplett auf analoge Schaltungstechnik abzubilden
[102], bei welchen eines der beiden IQ-Basisbandsignale, z.B. xI(t) als Referenzsignal ver-
wendet wird. Das zweite Signal wird dann durch das adaptive Filter so manipuliert, dass
das resultierende Signal im Idealfall orthogonal zum Referenzsignal ist. Diese analogen
Methoden sorgen allerdings für einen deutlich erhöhten analogen Schaltungsaufwand, mit
einer Vielzahl aktiver Bauelemente. Das führt wiederum zu deutlich erhöhtem Energiever-
brauch des analogen Empfängers (in besonderem Maße bei der Analogimplementierung
adaptiver Algorithmen). Zusätzlich erfordert die Reprogrammierbarkeit bei Verwendung
des Empfängers in einem SDR-ähnlichen System weiteren Schaltungsaufwand und ist
häufig nur schwierig zu realisieren [43]. Aus diesen Gründen werden im Rahmen dieser
Arbeit digitale Verfahren zur Kompensation von IQ-Imbalance favorisiert.
In den vorherigen Abschnitten (Abs. 4.1.1 und Abs. 4.1.2) wurde bereits festgestellt,
dass die Regenerierung der ursprünglichen IQ-Konstellation über die Verwendung einer
geeigneten Separationsmatrix W möglich ist. Im allgemeinen Fall (4.12) kann das Origi-
nalsignal s durch Rückfaltung des Signalgemisches x mit der Separationsmatrix erhalten
werden. Für nur quasi-lineare IQ-Imbalance geht (4.12) in das Produkt aus Mischma-
trix und Originalsignal (4.1) und (4.4) über. Dadurch vereinfacht sich die Separation zur
Multiplikation mit der Inversen der Mischmatrix B.
Die Hauptaufgabe eines IQ-Imbalance-Kompensationsverfahrens ist es, die Entmisch-
bzw. Separationsmatrix W so zu bestimmen, dass das entstehende Signal im Idealfall
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dem ursprünglichen Quellsignal entspricht:
ŝ =
[
Î
Q̂
]
= Wx = WBs ≈ s . (4.18)
Ohne Einschränkung der Allgemeingültigkeit wird bei der Beschreibung der Kompensa-
tionsverfahren zunächst jeweils von einer quasi-linearen Mischung ausgegangen.
IQ-Imbalance wird gänzlich durch Fehler im Empfänger verursacht, die aus schaltungs-
technischen Ungenauigkeiten resultieren. Das hat zur Folge, dass während des Betriebs,
nur sehr langsame Änderungen dieser Fehler auftreten (z.B. infolge von Temperaturände-
rungen, Alterungseffekten, etc.), im Vergleich zu Veränderungen im Signal und Empfangs-
szenario. Deshalb kann bei der IQ-Imbalance von zeitlich invarianten Einflüssen ausge-
gangen werden. Es ist deshalb ausreichend, W bei der Inbetriebnahme sowie während der
Empfangspausen bzw. Stand-by-Phasen des analogen Empfängers zu bestimmen bzw. zu
aktualisieren. Im Empfangsfall sind die Beobachtungen x dann lediglich über die aktuelle
Multiplikation mit der Separationsmatrix wiederherzustellen. Eine ständige Anpassung
der Werte in W ist nicht notwendig.
In den folgenden Abschnitten wird eine Reihe bekannter, digitaler (teilweise analog-
digitaler) IQ-Regenerierungsverfahren vorgestellt.
4.3.1 Kalibrierungs- und Messmethoden
Eine sehr einfache Methode zur Bestimmung der Empfängerparameter, die zu IQ-
Imbalance führen, bzw. die direkte Ermittlung der Mischmatrix B basiert auf der Aus-
wertung von Messergebnissen unter Verwendung geeigneter, bekannter (in Leistung,
Frequenz- und Phasenlage) Eingangssignale [71], [103]. Diese Methode wird besonders bei
Six-Port basierten Empfängern benutzt [81], ist aber durchaus auch bei Empfängern mit
multiplikativer Mischung anwendbar. Außerdem gibt es Verfahren, die mittels geeigneter
Stimuli Messergebnisse erzeugen, welche es ermöglichen, die nichtlinearen Verzerrungen
(verursacht durch z.B. nichtlineare Leistungsdetektoren in N-Port-Empfängern) gemein-
sam mit den auftretenden IQ-Imbalance-Einflüssen zu kompensieren [104]. Häufig werden
bei den Kalibrierungsmethoden nur die frequenzunabhängigen Einflüsse der Empfänger-
imbalancen berücksichtigt.
Kalibrierungs- und Messverfahren sind nicht gänzlich digital, da die jeweiligen deter-
minierten Eingangssignale (die einen wesentlichen Bestandteil der Methoden darstellen)
analog sind. Dennoch werden sie in dieser Arbeit zu den digitalen Kompensationsverfahren
gezählt, da die Wiederherstellung der Orthonormalität der Inphasen- und Quadraturpha-
senkomponenten durch die Multiplikation mit W im Digitalteil des Empfängers realisiert
wird [81].
Bei Kalibrierungsmethoden wird folgender Maßen vorgegangen:
• Der Lokaloszillator des analogen Empfängerteils wird auf eine bestimmte, bekannte
Frequenz eingestellt. Dabei ist die Leistung des LO-Signals PLO ebenfalls bekannt.
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• Das HF-Signal wird über einen Signalgenerator in den HF-Eingang eingespeist. Auch
dabei sind die Trägerfrequenz und die Signalleistung PHF bekannt sowie die u.U.
aufmodulierten Nutzinformationen.
• Nach der Digitalisierung durch die ADUs werden die einzelnen Empfangswerte ent-
sprechend der Empfängerarchitektur und der Kalibrierungsmethode mathematisch
im Empfänger (z.B. mittels DSP) oder über externe Mess- und Analysegeräte aus-
gewertet.
• Die ermittelten Kompensationswerte werden im Digitalteil des Empfängers hinter-
legt und im Empfangsfall zur Regenerierung der IQ-Signale herangezogen.
• Diese Prozedur wird für eine Vielzahl möglicher Empfangsfrequenzen und Empfangs-
leistungen wiederholt, um die frequenzabhängigen Änderungen der Phasen- und
Amplitudenfehler im Empfänger zu berücksichtigen. Dies bezieht sich jedoch häufig
nur auf frequenzabhängige Veränderungen der Mittelwerte der Fehlereinflüsse bei
der Umschaltung von einer Trägerfrequenz auf eine andere. Die Frequenzselektivität
der IQ-Imbalance innerhalb einer Trägerfrequenzeinstellung (wie in Abs. 4.2.2) wird
meist nicht berücksichtigt.
Wird beispielsweise ein entsprechend (4.1) oder (4.4) modellierbarer Empfänger zu-
grundegelegt, so müssen zumindest für jede Trägerfrequenz die vier Werte Ai
und Bi der Mischmatrix bestimmt werden. Da diese für den hier betrachteten
Direktmischempfang reell sind, genügen jeweils zwei verschiedene HF-Eingangssignale
sκ(t) = sI,κ(t) + j sQ,κ(t) = Iκ(t) + j Qκ(t). Die Lösung des Gleichungssystems
x1,1(t)
x2,1(t)
x1,2(t)
x2,2(t)
 =

A1 B1 0 0
A2 B2 0 0
0 0 A1 B1
0 0 A2 B2


I1(t)
Q1(t)
I2(t)
Q2(t)
 (4.19)
führt dann zu den gesuchten Elementen der Mischmatrix. Auf diese Weise wird unter
anderem in [81], [103] und [104] vorgegangen.
Ein wesentlicher Nachteil dieser Kalibrierungsmethoden ist die Inflexibilität der Ver-
fahren. Um HF-Signale bekannter Zusammensetzung und Leistung zu erzeugen, bedarf
es eines Signalgenerators, der an den Empfänger anzuschließen ist. Dies kann häufig nur
vor der Auslieferung des Empfängers an den Kunden geschehen. Nachträgliche Einstel-
lungen oder Messungen sind dann nicht mehr möglich. Das bedeutet, dass einerseits z.B.
etwaigen Temperatur- und Alterungseffekten oder neuen Anforderungen in einem SDR-
ähnlichen System keine Rechnung getragen werden kann. Ferner entsteht ein erhöhter
Zeit- und Arbeitsaufwand durch das Anschließen der Messapparaturen bei der Produk-
tion. Wird diesem Zusatzaufwand durch die Implementierung der Messwerterfassung und
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-auswertung innerhalb des Empfängers entgegengewirkt, erhöht sich im Gegenzug der
Rechen- und Speicheraufwand im Empfänger.
Aus diesen Gründen werden häufig adaptive Verfahren bevorzugt, welche ohne externe
Signalgeneratoren und Messgeräte arbeiten.
4.3.2 Adaptive Filter
Ein rein digitales Verfahren zur IQ-Imbalance-Kompensation verwendet adaptive Filter.
Überwiegend finden diese Filter Anwendung bei der Verringerung des Spiegelfre-
quenzproblems beim ZF-Empfang mittels Quadraturempfängern [73]. Diesbezüglich
enthält Anhang A.2 weiterführende Erläuterungen zur IQ-Imbalance-Kompensation mit
adaptiven Filtern beim ZF-Empfang. Bei Direktmischempfängern ist die Anwendung
klassischer adaptiver Filter (z.B. LMS-, RLS-Algorithmus) nur begrenzt geeignet,
um IQ-Imbalance-Effekte zu reduzieren. Dies liegt in den Adaptionsalgorithmen zur
Aktualisierung der Filterkoeffizienten begründet [105].
Bei klassischen adaptiven Filtern ist die im Optimalfall erreichbare Separation durch
das Signal-Stör-Verhältnis (SIR) im Referenzsignal2 begrenzt [105]. Dort geht neben der
IQ-Imbalance die Leistung von Nutz- und Störsignal ein. Dieses Verhältnis beinhaltet ei-
nerseits die IQ-Imbalance-Effekte (SIRIQ nach (4.16)) und andererseits das Verhältnis
der Leistung des gewünschten Nutzsignals Ps sowie des Störers PN :
SIR = SIRIQ + 10 log
Ps
PN
dB . (4.20)
Für den Direktmischempfang kann festgestellt werden, dass die mittleren Signal-
leistungen der Inphasen(PI)- und Quadraturphasenkomponente (PQ) (als Nutz- bzw.
Störsignal) einander nahezu entsprechen, so dass gilt: PI [dB] ≈ PQ[dB]. Gleichung (4.20)
geht dann über in:
SIRIIQ[dB] = SIRIQ[dB] + PI [dB]− PQ[dB] ≈ SIRIQ[dB]
SIRQIQ[dB] = SIRIQ[dB] + PQ[dB]− PI [dB] ≈ SIRIQ[dB] .
(4.21)
Werden weiterhin realistische Phasen- und Amplitudenfehler im Empfänger angenommen,
welche ein SIRIQ ≥ 20dB erzeugen [78], ist im Inphasen-Basisbandsignal xI(t) die Ori-
ginalkomponente sI(t) bzw. I(t) dominant (leistungsstärker) und im Quadraturphasen-
Basisbandsignal xQ(t) die Komponente sQ(t) bzw. Q(t). Das bedeutet, dass keine der bei-
den Basisbandbeobachtungen in x für die jeweils andere als sinnvolles Referenzsignal fun-
gieren kann. Ein klassisches adaptives Filter wird in diesen Fällen keinerlei Verbesserung
der Signalgemische erzielen. Die Verwendung adaptiver Filter mit diesen Eigenschaften zur
Kompensation von IQ-Imbalance in Direktmischempfängern ist folglich unzweckmäßig.
2Hier wird angenommen, dass das Nutzsignal s(t) genau nur durch das Spiegelsignal s∗(t) (und umge-
kehrt) gestört wird, d.h. weder Rauschen noch anderweitige Störeinflüsse liegen vor.
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Eine Ausnahme bildet das in [106] vorgestellte adaptive Filter: die Methode des aus-
geglichenen Gradientenabstiegs (engl. gradient descent balancing , GDB). Auch hier wird
eine der beiden Basisbandbeobachtungen als Referenzsignal verwendet. So nimmt man
z.B. an, dass xI(k) dem Quellsignal sI(k) bzw. I(k) entspricht. Der GDB-Algorithmus
erzeugt damit ein Ausgangssignal, dass zum Referenzsignal orthogonal ist. Es wird also
von einer Signalmischung
x =
[
1 0
α 1/γ
]
︸ ︷︷ ︸
B
s (4.22)
ausgegangen (mit α und γ als zu bestimmende Koeffizienten). Diese Annahme entspricht
dem Szenario frequenzunabhängiger IQ-Imbalance mit relativen Phasen- und Amplituden-
fehlern (4.12). B wird als Mischmatrix bezeichnet. Durch die Zerlegung der invertierten
Mischmatrix in (4.22)
ŝ =
[
1 0
0 γ
] [
1 0
−α 1
]
︸ ︷︷ ︸
W
x , (4.23)
wird es möglich, das Problem der Bestimmung der gesamten Separationsmatrix W (im
Idealfall gilt: W = B−1) in die Ermittlung der Parameter α und γ zu überführen. In
[106] wird der sich ergebende Adaptionsalgorithmus mit folgenden Iterationsvorschriften
angegeben:
ŝI(k) = xI(k) (4.24)
ŝ′Q(k) = xQ(k)− α(k)xI(k) (4.25)
α(k + 1) = α(k) + µ1 · xI(k) ŝ′Q(k) (4.26)
ŝQ(k) = γ(k) ŝ
′
Q(k) (4.27)
γ(k + 1) = γ(k) + µ2 · (|xI(k)| − |ŝQ(k)|) . (4.28)
In [77] und [106] wurde die korrekte Funktionsweise des Verfahrens zur Kompensation
von IQ-Imbalance bei Direktmischempfängern anhand von Simulationsergebnissen ge-
zeigt. Ein Einfluss des Signal-Stör-Verhältnisses vor dem adaptiven Filter auf das Se-
parationsergebnis (wie beim LMS- oder RLS-Algorithmus) konnte dabei nicht festgestellt
werden. Jedoch sind weder Aussagen zum Konvergenz- und Stabilitätsverhalten, zur Er-
weiterbarkeit für frequenzselektive Signalmischungen noch eine analytische Herleitung des
GDB-Algorithmus bekannt3, welche die exemplarischen Ergebnisse untermauern könnten.
4.3.3 Blinde Separationsverfahren
Ein weiteres, rein digitales Verfahren, mit dem die Regenerierung verfälschter IQ-
Konstellationen möglich ist, stellt die blinde Quellenseparation (engl. blind source se-
paration, BSS) dar. ,,Blind” bedeutet dabei, dass über die voneinander zu trennenden
3Es bietet sich diesbezüglich an, genauere, analytische Untersuchungen des GDB-Algorithmus im
Rahmen anknüpfender Arbeiten durchzuführen.
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Mischsystem 
B
y=ŝSeparationssystem 
W
xs
Zusätzliches 
Rauschen, n
Abbildung 4.6: System der Mischung und Separation von Quellsignalen.
Quellsignale keine konkreten Eigenschaften bekannt sind [107]. Im Rahmen dieser Ar-
beit werden alle Verfahren bzw. Algorithmen als ,,blind” kategorisiert, welche keines der
Eingangssignale als Referenz verwenden. Die Eigenschaften, die den Quellsignalen (hier:
sI(t) und sQ(t) bzw. I(t) und Q(t)) für eine korrekte Arbeitsweise der BSS-Algorithmen
zu eigen sein müssen, sind [107]:
• Mittelwertfreiheit,
• statistische Unabhängigkeit sowie
• dass sie nicht gaußverteilt sein dürfen.
Des Weiteren geht man häufig davon aus, dass die verschiedenen Quellsignale identisch
statistisch verteilt sind [107]. Dies stellt jedoch keine notwendige Bedingung dar. Zusätz-
lich muss das Mischsystem invertierbar sein. Das bedeutet, dass Matrix B nicht singulär
sein darf. Hauptsächlich werden in diesem Abschnitt BSS-Algorithmen zur IQ-Imbalance-
Kompensation erläutert, welche aus der Verwendung der Optimierungskriterien: Kullback-
Leibler-Divergenz (KL), Maximum Likelihood (ML) bzw. INFOMAX resultieren (An-
hang A.3) [107], [108]. Diese Kriterien sind jeweils so beschaffen, dass sie genau dann ein
Extremum bzw. eine Nullstelle besitzen, wenn die mit dem Kriterium bewerteten Teil-
signale voneinander statistisch unabhängig sind. Eine gelungene Zusammenfassung über
Annahmen, Herleitungen, Methoden und Anwendungen von BSS-Algorithmen ist in [109]
zu finden.
Für das IQ-Imbalance-Mischproblem kann darüber hinaus festgehalten werden, dass
die Anzahl der Quellen (Ns = 2) der Zahl der Beobachtungen (Nx = 2) entspricht. Als
Folge davon sind Misch- und Separationsmatrix quadratisch, d.h. B ∈ Mat(2, 2) und
W ∈ Mat(2, 2). Verfahren, die auf der Auswertung von Kumulanten aufbauen [110], wer-
den nicht betrachtet.
Die generelle Problemformulierung für den BSS-Ansatz entspricht der verallgemeinerten
Beschreibung der IQ-Imbalance (4.1), (4.4) bzw. (4.12):
s = B−1 Bs + n︸ ︷︷ ︸
x
≈ ŝ = y = Wx , (4.29)
wobei vorläufig nur frequenzunabhängige IQ-Imbalance betrachtet wird (Abb. 4.6).
Zusätzliches, den Quellsignalen s sowie dem Signalgemisch x überlagertes Rauschen wird
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als äquivalente Rauschquelle n modelliert [108]. Diese soll aber in den weiteren Ausführun-
gen vernachlässigt werden. Das gesamte Misch- und Separationssystem im n-ten Zeitpunkt
ergibt sich als: C(n) = W(n) B. Die zeitliche Schrittweite ∆n = |ni+1 − ni| bezieht sich
dabei auf die Dauer für einen Iterationsschritt zur Aktualisierung der Separationsmatrix
und ist nicht zu verwechseln mit der Abtastperiode ∆k = |ki+1 − ki| der digitalisierten
Beobachtungssignale y(k).
Ungeachtet der unterschiedlichen Besonderheiten wird in jedem BSS-Algorithmus eine
iterative Anpassung der Separationsmatrix für den jeweils folgenden Zeitpunkt n+ 1:
W(n+1) = W(n) − µ(n)H
(
y(n)
)
W(n) (4.30)
in Abhängigkeit der aktuellen Separationsmatrix und der Ausgangssignale y(n) vorgenom-
men. Hierbei (4.30) ist µ(n) die zum n-ten Zeitpunkt verwendete Adaptionsschrittweite
[98]. H
(
y(n)
)
ist nun eine geeignete Änderungsregel, nach der die Ausgangssignale derart
auf eine Matrixform (Dimension: Mat(2, 2)) abgebildet werden (y → H(y)), dass damit
eine Verbesserung der Separationsmatrix ermöglicht wird. Diese Änderungsregel beinhal-
tet häufig nichtlineare Funktionen (f(y), g(y) siehe (4.43) bzw. (4.44) ), die statistische
Momente höherer Ordnung erzeugen. Für mittelwertfreie Signale ist es dadurch den BSS-
Verfahren im Vergleich zu klassischen adaptiven Filtern möglich, mehr als nur die Korre-
lation der Beobachtungssignale x auszuwerten und eine verbesserte Signalseparation zu
ermöglichen. Die Verbesserung resultiert dabei aus dem Umstand, dass statistisch un-
abhängige Signale nicht nur unkorreliert sind (d.h. dass die Kovarianz gleich Null ist),
sondern dass alle i-j-ten gemeinsamen zentralen Momente [111] gleich Null sind. Eine
diesbezügliche Ausnahme bilden BSS-Algorithmen, die ausschließlich lineare Funktionen
f(y) bzw. g(y) verwenden und somit wiederum nur die Korrelation der Beobachtungssig-
nale auswerten.
Ohne zusätzliche Kenntnisse kann die Separationsmatrix nur bis auf eine Permutations-
matrix P und eine unbekannte Skalierung Φ (nicht singuläre Diagonalmatrix) bestimmt
werden, selbst bei korrekter Konvergenz ohne jeglichen Restfehler [107]. Daher ist die
bestmögliche Separationsmatrix Wopt mit der idealen (der Inversen der Mischmatrix B)
wie folgt verknüpft:
Wopt = PΦB
−1 . (4.31)
Es kann demzufolge nach der Separation mittels eines BSS-Algorithmus weder festgestellt
werden, welches der voneinander getrennten Signale welcher Quelle entspricht, noch in-
wieweit eine Skalierung des jeweiligen Ausgangssignals bezüglich der ihm zuzuordnenden
Quelle vorliegt.
Ausgehend von den verschiedenen Optimierungskriterien (KL, ML, INFOMAX, etc.)
sind verschiedene Ansätze zur Herleitung der Änderungsregel H(y) zielführend [107].
Seite: 101
Kapitel 4: IQ-Imbalance Abschnitt 4.3
Iterative Inversion
Exemplarisch sei hier kurz die Verwendung des Newton Verfahrens zur Auswertung des
Maximum-Likelihood-Kriteriums (A.4) dargelegt [108]. Durch Logarithmierung des ML-
Kriteriums sowie das näherungsweise Abbilden der Wahrscheinlichkeitsdichte px der ge-
messenen Mischsignale auf die geschätzte Wahrscheinlichkeitsdichte ps̃ der Quellsignale
erhält man, [108]:
ΨML(W) = ln
(
ps̃
(
Wx(t)
))
+ ln | det(W)| . (4.32)
Nach geeigneten Vereinfachungen [107], [108] lässt sich das Kriterium ausschließlich in
Abhängigkeit der Ausgangssignale y (bzw. deren Eigenschaften) darstellen
ΨML(W) = −D
(
py(y)
∥∥∥ n∏
i=1
pyi(yi)
)
, (4.33)
was gleichzeitig der negativen Kullback-Leibler-Divergenz (A.3) entspricht. Ein notwen-
diges Kriterium für ein Extremum des Separationskriteriums ist eine Nullstelle der ersten
Ableitung:
∂Ψ(W)
∂W
∣∣∣
W=Wopt
= −Rψx + W−T = 0 . (4.34)
Die partielle Ableitung nach W ist als Multiplikation mit einer Matrix zu verstehen, de-
ren Elemente 1/∂wij sind [108]. W
−T ist die transponierte Inverse von W und Rψx die
Korrelationsmatrix zwischen x und ψ(y) [108], [112]. Durch die Anwendung z.B. des New-
tonverfahrens zur Ermittlung der Nullstellen der ersten Ableitung des Kriteriums Ψ(W)
und weiterer geeigneter Vereinfachungen erhält man zwei allgemeine, iterative Algorith-
men zur Bestimmung der Separationsmatrix [108]:
W−1(n+1) = (1− µ(n))W−1(n) + µ(n)Rxψ
(
W−1(n)
)
(4.35)
W(n+1) = W(n) − µ(n)
(
Ryψ
(
W(n)
)
− I
)
W(n) . (4.36)
I ist die Einheitsmatrix gleicher Dimension wie W und
ψ(y) =
[
−d ln(ps̃1(y1))
dy1
. . . − d ln(ps̃n(yn))
dyn
]T
(4.37)
eine komponentenweise nichtlineare Funktion der Ausgänge y = [y1 . . . yn]
T des Separa-
tionssystems [112]. Zur weiteren Vereinfachung wird die, für jede Iteration zu berechnende,
Korrelationsmatrix Rxψ = B̂ bzw. Ryψ durch zwei so genannte Kernfunktionen genähert:
Ryψ(W) ≈ E
{
F (y) · gT(y)
}
= RFg(W) , (4.38)
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wobei F (y) durch F (y) = W−1 f(y) definiert ist [108]. f(y) und g(y) sind frei wählbare
Funktionen, die lediglich die Bedingungen∫ ∞
−∞
f(y)dy = 0 und
∫ ∞
−∞
g(y)dy = 0 (4.39)
erfüllen müssen, um der Forderung nach Mittelwertfreiheit Genüge zu tun. Setzt man nun
die Schätzung RFg für die Mischmatrix B in (4.36) ein und vereinfacht erneut, ergibt sich
die Iterationsvorschrift
W(n+1) = W(n) − µ(n)
(
W(n)E
{
W−1(n)f(y)gT(y)
}
− I
)
W(n) (4.40)
= W(n) − µ(n)
(
E
{
f(y)gT(y)
}︸ ︷︷ ︸
R
(n)
fg
−I
)
W(n) (4.41)
W(n+1) = W(n) − µ(n)
(
R
(n)
fg − I
)
︸ ︷︷ ︸
H
(
y(n)
) W
(n) (4.42)
für die näherungsweise Ermittlung der Separationsmatrix [108].
Es existieren zwei grundlegende Lernvorschriften für aus (4.42) abgeleitete BSS-
Algorithmen. Beim Online-Learning wird die Separationsmatrix für jeden neuen Messwert
y(k) aktualisiert, während beim Block- bzw. Batch-Learning W erst bestimmt wird, wenn
alle oder zumindest ein Großteil der Messwerte y bekannt sind. Die neuerliche Schätzung
für Rfg ist dann für das Online-Learning (der Erwartungswert von f · gT wird durch den
Momentanwert genähert):
R
(n)
fg = f
(
y(n)
)
gT
(
y(n)
)
(4.43)
und für das Block- oder Batch-Learning:
R
(n)
fg =
1
LB
LB∑
k=0
f
(
y(k)
)
gT
(
y(k)
)
, (4.44)
wobei LB hier die so genannte Batch-Länge ist, mit welcher die Genauigkeit der zweiten
Lernmethode beeinflusst werden kann, [107], [112].
Die Schrittweite
µ(n) ≤ 1
‖R(n)fg − I‖
(4.45)
erhält man über das Bannach-Lemma [113], über welches die notwendige Invertierbarkeit
von I− µ(n)
(
R
(n)
fg − I
)
gewährleistet bleibt [108]. Mit einem Skalierungsfaktor 0 < ε < 1
ergibt sich die normierte Schrittweite
µ(n) =
ε
1 + ε‖R(n)fg ‖
, (4.46)
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bei der ‖ • ‖ eine geeignete Matrixnorm ist.
Unter der Annahme, dass neben der räumlichen, statistischen Unabhängigkeit der Quell-
signale auch die zeitliche, statistische Unabhängigkeit sicher gestellt ist, kann der allgemei-
ne BSS-Algorithmus (4.42) für quasi-lineare Mischung in einen erweiterten Algorithmus
für frequenzselektive Quellsignalüberlagerungen überführt werden [108], [112]:
W(n+1)(k) = W(n)(k)− µ(n)
(
R
(n)
fg (k)− Iδ(k)
)
∗W(n)(k)
= W(n)(k)− µ(n)
lw∑
i=−lw
(
Rf(y(k))gT(y(k+i))(k + i)− Iδ(i)
)
·W(n)(−i)
.
(4.47)
Dabei wird für die Rekonstruktion der miteinander faltungsgemischten Quellsignale ein
Filter der Länge Lw = 2lw + 1 verwendet. Rfg(k+ i) stellt die zeitliche Abhängigkeit von
um k+i Werte verschobenen Ergebnisvektoren ( E{f(y(k))g(y(k + k + i))T} ), dar, [108].
In [112] wird für die hier erhaltenen Algorithmen (4.42) und (4.47 ) dargelegt, dass aus
ihnen eine Vielzahl bekannter BSS-Verfahren abgeleitet werden kann. Dafür sind jeweils
nur die Kernfunktionen f(y) und g(y) geeignet anzupassen. In [114] wird gezeigt, dass
bei BSS-Algorithmen optimales, lokales Konvergenzverhalten erreicht wird, wenn eine der
beiden Kernfunktionen linear ist. Aussagen über die globale Konvergenz können nicht ge-
troffen werden. Häufig wird in Bezug darauf in der Literatur [107] davon ausgegangen,
dass die Startwerte W(0) für die Separationsmatrix ausreichend nah am globalen Opti-
mum für die Separation liegen. Andererseits wird in [112] darauf hingewiesen, dass die
Verwendung einer zweiten Nichtlinearität, zum Einen u.U. die Konvergenzgeschwindigkeit
und zum Anderen die Robustheit der Verfahren gegenüber Rauscheinflüssen verbessern
kann.
Für eine Reihe bekannter BSS-Algorithmen sind die Kernfunktionen in Tabelle 4.1 auf-
geführt. Darüber hinaus existieren noch viele weitere BSS-Verfahren, auf die allerdings
im Weiteren nicht weiter eingegangen wird. Die Auswahl und die folgende Analyse der in
Tabelle 4.1 angegebenen Algorithmen soll insbesondere verdeutlichen, dass BSS-Verfahren
generell zur rein digitalen Kompensation von IQ-Imbalance geeignet sind. Die Funktionen
fH1(yi) =
4∑
j=1
2(yi − 2/3j + 5/3)
θ2
exp
(
−(yi − 2/3j + 5/3)
2
θ2
)
4∑
i=1
exp
(
−(yi − 2/3j + 5/3)
2
θ2
) , (4.48)
fH2(yi) =
4∑
j=1
2(yi − 2/3j + 5/3)
(θ2 + (yi − 2/3j + 5/3)2)2
4∑
j=1
1
θ2 + (yi − 2/3j + 5/3)2
und (4.49)
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Tabelle 4.1: Zusammenstellung verschiedener BSS-Algorithmen bzw. der dafür verwende-
ten Kernfunktionen, jeweils bezüglich eines yi des Ausgangssignalvektors.
Algorithmus f(yi) g(yi)
EASI, [115] beliebige NL-Funktion,
i.d.R. y3i
yi
Dekorrelation, [116] yi yi
Natürlicher Gradient, [117] 3
4
y11i +
25
4
y9i −
14
3
y7i
−47
4
y5i +
29
4
y3i
yi
INFOMAX-G4, [118] yi + tanh(yi), supergauß
yi − tanh(yi), subgauß
yi
Hesse-Gauß, [108] fH1(yi) yi
Hesse-Cauchy, [108] fH2(yi) yi
Hesse-SimpleCauchy, [108] fH3(yi) yi
fH3(yi) =

−0, 5yi + 1, 373
θ
, yi < −1, 12
−0, 815
θ
· sin
(
3, 136π · yi
)
, − 1, 12 ≤ yi ≤ 1, 12
−0, 5yi − 1, 373
θ
, yi > 1, 12
(4.50)
wurden unter der Annahme entwickelt, dass die gemischten Quellsignale digital moduliert
4Beim INFOMAX-G Algorithmus werden mittels der zusätzlichen Multiplikation mit einer
Diagonalmatrix K mit den Elementen kii = sign
(
kurt(xi)
)
(Kurtosis; kurt(•), siehe Anhang B.3)
die Ausgangssignale y in super- und sub-gaußförmig unterteilt; dementsprechend wird die jeweilige
Kernfunktion realisiert.
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sind und einer dementsprechenden Verteilung unterliegen [108]. θ ist bei diesen Kern-
funktionen ein zusätzlich einstellbarer Parameter zur Modellierung des Lösungsraums der
Separation. Er hat teilweise ähnliche Eigenschaften wie die Schrittweite eines Adaptions-
algorithmus [108].
Zusätzlich sei angemerkt, dass jeder BSS-Algorithmus in einen blinden Entfaltungsal-
gorithmus überführt werden kann, unter der Annahme nicht nur räumlicher sondern auch
zeitlicher statistischer Unabhängigkeit der Quellen [119].
4.3.4 Vergleich digitaler Kompensationsmethoden
Zur Auswahl eines geeigneten Kompensationsverfahrens für IQ-Imbalance sind die ver-
schiedenen Methoden geeignet untereinander zu vergleichen. Gegenstand dabei seien hier
die rein digitalen Verfahren der vorangegangenen Abschnitte. Einerseits sind die Konver-
genzgenauigkeit sowie die zur Konvergenz benötigte Zeit (nkonv) zu vergleichen. Anderer-
seits stellt sich in Hinblick auf die spätere Implementierung insbesondere die Frage nach
dem Rechenaufwand. Es wird hier davon ausgegangen (durch geeignete Startwerte W(0)
abgesichert), dass die Verfahren gegen ein globales Extremum der (optimalen) Separation
konvergieren.
Zum Vergleich der Konvergenzeigenschaften wird das folgende Testszenario verwendet:
• die Quellsignale s sind die Inphasen- bzw. Quadraturphasenkomponente (sI bzw. sQ)
eines 16QAM-modulierten Trägersignals; sI und sQ unterliegen damit jeweils einer
diskreten Verteilung entsprechend einer 4-Puls-Amplituden-Modulation (PAM);
• das Trägersignal wird mit einem N-Port-Empfänger mit idealer LO-Grundfrequenz
und idealer Kompensation der gleichgerichteten Welle ins Basisband herunterge-
mischt;
• es liegen nur frequenzunabhängige (relative) Imbalancestörungen vor: Phasenfehler
ϕ = π/18 bzw. 10◦ und Amplitudenfehler g = 0.85 bzw. 15%; die Mischmatrix nach
(4.12) ist somit
B =
[
1 0
−0.148 0, 837
]
;
• Rauscheinflüsse durch den Übertragungskanal, die Analog-Digital-Umsetzung, etc.
werden mittels eines AWGN-Rauschsignals mit einem Signal-Rausch-Abstand von
12dB modelliert;
• alle anderen Signalbeeinflussungen seien ideal und verursachen keine Störungen.
Der Einfluss der IQ-Imbalance auf die IQ-Konstellation eines 16QAM modulierten Qua-
dratursignals sowie die Wiederherstellung der Konstellation durch eine geeignete Matrix
W sind in Abb. 4.7 dargestellt.
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Abbildung 4.7: IQ-Konstellationen (a) vor der IQ-Imbalance-Mischung (Empfangssignal),
(b) nach der IQ-Imbalance-Mischung und (c) nach der Regenerierung mit-
tels einer aus dem Hesse-SimpleCauchy-Algorithmus erhaltenen Separa-
tionsmatrix.
Eine Erweiterung der IQ-Imbalance-Kompensation auf die Beseitigung der frequenz-
abhängigen Mischungseffekte ist zwar möglich und wurde beispielsweise in [108], [112]
nachgewiesen, soll jedoch an dieser Stelle nicht weiter untersucht werden. Dies liegt nicht
zuletzt darin begründet, dass als realistisch anzunehmende frequenzselektive Einflüsse
nur geringe Verschlechterungen der Empfangsqualität mit sich führen [95] und dabei der
Rechenaufwand für einen Entfaltungsalgorithmus (im Vergleich zu einem quasi-linearen
Separator) enorm erhöht ist [108].
Leistungsindex (PI)
Zum Vergleich der Konvergenzgenauigkeit wird ein für BSS-Algorithmen üblicher Leis-
tungsindex (engl. performance index , PI) verwendet [108], [112]:
PI(n) =
N∑
i=1
( N∑
j=1
∑
k
|C(n)ij (k)|2
max
l,m
{
|C(n)il (m)|2
}−1)+ N∑
j=1
( N∑
i=1
∑
k
|C(n)ij (k)|2
max
l,m
{
|C(n)lj (m)|2
}−1) . (4.51)
Er gibt die quadratische Abweichung der Übertragungsmatrix (C(n) = W(n)B) der n-ten
Iteration zur idealen Gesamtübertragungsmatrix (C = B−1B) von Misch- und Entmisch-
system an. Die Abweichung wird für jede Zeile und jede Spalte getrennt berechnet. Im
Falle idealer Separation wird jedes Quellsignal si(k1) auf genau nur ein Ergebnissignal
ŝi(k2) = yi(k2) abgebildet. Alle anderen zeitlichen und räumlichen Übertragungen sind
dann gleich Null [108]. Für die Gesamtübertragungsmatrix C bedeutet das, dass im Ide-
alfall in jeder Spalte und jeder Zeile für alle Zeitpunkte nur ein Wert von Null verschieden
sein darf. Der Leistungsindex ist dann ebenfalls gleich Null. Die Normierung auf das
Maximum einer Zeile oder Spalte gewährleistet, dass der Hauptübertragungsweg jeweils
gleich Eins ist [108], [112]. Für das hier betrachtete IQ-Imbalance-Beispiel gilt, dass die
Anzahl der Quellen si gleich der Anzahl der Beobachtungen xi ist sowie keinerlei zeitlich
Mischung vorliegt, d.h. N = 2.
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Abbildung 4.8: Leistungsindex (PI) in Abhängigkeit der Iteration (n) sowie PI,±σPI und
nkonv für (a) Konvergenz gegen ein globales Extremum (sinnvolle Separa-
tionsmatrix) und (b) Fehlkonvergenz gegen ein lokales Extremum (keine
Separation).
Als Kenngröße wird im Folgenden der Mittelwert der PIs nach der Konvergenz (zum
Zeitpunkt nkonv) verwendet [108]:
PI =
1
T − nkonv
T∑
k=nkonv
PI(n) . (4.52)
Die Standardabweichung des Leistungsindex nach dem Konvergenzzeitpunkt nkonv wird
wie folgt berechnet:
σPI =
√√√√ 1
T − nkonv
T∑
n=nkonv
(
PI(n) − PI
)2
. (4.53)
Konvergenzzeit
Die Konvergenzzeit nkonv gibt an, nach wie vielen Iterationen der jeweilige Algorithmus
konvergiert ist [108]. Aufgrund des sehr unterschiedlichen Monotonie- und Konvergenz-
verhaltens lässt sich dieser Zeitpunkt nur näherungsweise ermitteln.
Zur Bestimmung von nkonv wird (beginnend bei der κ-ten Iteration) getestet, ob der
erzielte PI der aktuellen Iteration (n) kleiner ist als die Summe aus Mittelwert PI und
Standardabweichung σPI [108], welche jeweils von der aktuellen Position (n) bis zum Ende
der Messwerte berechnet werden. Für schnell konvergierende Systeme mit vergleichsweise
großer Standardabweichung liefert nkonv sehr gute Werte (Abb. 4.8(a)), wobei sehr lang-
sam konvergierende Systeme mit kleinem σPI häufig zu große Werte für nkonv (im Ver-
gleich zu manuell bestimmten) liefern [108]. Konvergiert ein Algorithmus gegen eine falsche
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Abbildung 4.9: Leistungsvergleich ausgewählter Separationsverfahren.
Lösung, wodurch sich der PI kontinuierlich verschlechtert bzw. vergrößert (Abb. 4.8(b)),
liegt bereits der erste ermittelte Wert PIκ unter dem Mittelwert PI, d.h. nkonv = κ, [108].
Man kann daher nkonv auch als Indikator für die Konvergenz eines Algorithmus gegen ei-
ne sinnvolle Separationslösung verwenden. Eine monotone Konvergenz ist allerdings nicht
notwendig, um korrekte Konvergenzzeitpunkte zu ermitteln (Abb. 4.8(a)).
Für die Kernfunktionen fH1, fH2 und fH3 wurde für den Vergleich jeweils der gleiche
Strukturparameter θ = 0, 1 gewählt. In Abb. 4.9 ist die Konvergenzzeit der in den voran-
gegangenen Abschnitten aufgeführten, rein digitalen Algorithmen in Abhängigkeit vom
erreichten Leistungsindex angegeben. Die ,,Sättigung” des PI, welche besonders bei den
schlecht konvergierenden Verfahren (z.B. Dekorrelation, INFOMAX-G) auftritt, ist auch
durch die weitere Senkung der Schrittweite ε nicht zu verhindern. Das heißt, dass der je-
weilige Algorithmus das gegebene Separationsproblem nicht weiter als bis zum Sättigungs-
wert PImin lösen kann. Bezüglich der Leistungsfähigkeit sind augenscheinlich die speziell
an die Wahrscheinlichkeitsdichteverteilung der digital modulierten Signale angepassten
Verfahren (Hesse-Gauß (H-G), Hesse-Cauchy (H-C) und Hesse-SimpleCauchy (H-SC))
für die Kompensation der IQ-Imbalance im vorliegenden Beispiel die geeignetsten. Durch
ähnliche Vergleiche kann für jeden Mischungsfall bzw. jegliche IQ-Imbalance-Einflüsse ein
geeigneter Kompensationsalgorithmus gefunden werden.
Da PI und alle weiteren, daraus abgeleiteten Werte nur mit der Kenntnis der Ge-
samtübertragungsmatrix C und somit der exakten Mischmatrix B gewonnen werden, sind
diese Kenngrößen ausschließlich bei der theoretischen Bewertung von BSS-Algorithmen
verwendbar. Deshalb können diese Kenngrößen in der praktischen Umsetzung der Algo-
rithmen nicht zur Bestimmung eines Abbruchkriteriums dienen.
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Abbildung 4.10: Benötigte Anzahl an Operationen für einen Iterationsschritt
ausgewählter Separationsverfahren.
Rechenaufwand
Der Aufwand an Rechenoperationen wird bezüglich der Aktualisierung der Separations-
matrix pro Iteration sowie der Ermittlung der aktuellen Ausgangssignale verglichen. Un-
terteilt wird der Rechenaufwand in die vier Kategorien:
• Logische Elementaroperationen (und, oder, etc.): AND/OR,
• Addition/Subtraktion: ADD/SUB,
• Multiplikation/Division: MUL/DIV sowie
• höhere Funktionen: f(x).
Fallunterscheidungen werden dabei in Subtraktion mit anschließender logischer Elemen-
taroperation zerlegt. Höhere Funktionen sind z.B. sin(x), tanh(x), ex, etc. Polynome und
gebrochen rationale Funktionen werden weitestgehend in ADD/SUB und MUL/DIV zer-
legt.
Der GDB-Algorithmus weist unter den aufgeführten mit Abstand den geringsten Re-
chenaufwand auf (Abb. 4.10). Alle BSS-Algorithmen haben durch die Matrixmultiplika-
tion bei der Aktualisierung der Separationsmatrix (4.30) einen im Vergleich zum GDB-
Verfahren systematisch erhöhten Aufwand an ADD/SUB- und MUL/DIV-Operationen.
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Der besonders hohe Rechenbedarf beim Natürlichen Gradientenverfahren, beim Hesse-
Gauß- (H-G) und Hesse-Cauchy-Algorithmus (H-C) ergibt sich jeweils daraus, dass die
aufwendigen Kernfunktionen weitestgehend in Grundoperationen zerlegt wurden. Ist es
für die Implementierung ausreichend, die entsprechenden Kernfunktionen aufwandsärmer
(z.B. als Wertetabelle) umzusetzen, reduziert sich der Aufwand für diese Algorithmen auf
ungefähr den des EASI- oder Hesse-SimpleCauchy-Verfahrens (H-SC).
Mit den im Rahmen dieser Arbeit durchgeführten Untersuchungen zur Kompensation
von IQ-Imbalance konnte kein rein digitales Verfahren gefunden werden, welches sich so-
wohl in der Konvergenzgenauigkeit und Konvergenzgeschwindigkeit als auch in Bezug auf
den Rechenaufwand als Bestes erweist. In Abhängigkeit der Anforderungen eines konkre-
ten, implementierten Empfängers kann jedoch auf Basis der hier durchgeführten Analysen
ein jeweils passender Algorithmus ausgewählt werden.
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5 Verbesserte, Six-Port basierte
Empfängerarchitekturen
Die Untersuchungen der vorangegangenen Kapitel ermöglichen es nun, neue Six-Port ba-
sierte Funkempfängerarchitekturen abzuleiten. Das erklärte Ziel dabei ist es, die Vorteile
von N-Port-Empfängern (wie z.B. geringer Schaltungsaufwand und Energiebedarf, Imple-
mentierbarkeit im Millimeterwellenbereich, etc.) zu erhalten und gleichzeitig die spezifi-
schen Nachteile zu minimieren. Die zwei wesentlichsten Nachteile von N-Port-Empfängern
(mit direkter Frequenzumsetzung ins Basisband) gegenüber der herkömmlichen Direkt-
mischarchitektur (Abs. 2.2.1) sind: das systematische Erzeugen von teilweise nichtlinearen
Mischungsprodukten (Abs.3.1.2) sowie der erhöhte Schaltungsaufwand im Basisband nach
der Frequenzumsetzung (Abs. 2.3.2, z.B. Abb.2.17 mit je drei LPF, AGC, ADU).
Die sich ergebenden Architekturen sollen einerseits für bestehende Mobilfunkstandards
geeignet sein und andererseits das Potenzial haben, zukünftige Breitbandübertragungs-
verfahren (wie UWB) verarbeiten zu können.
5.1 Five-Port-Empfänger
Um den Aufwand für die ADUs nicht unnötig zu erhöhen und gleichzeitig in der Lage zu
sein, die Nutzsignalkomponenten korrekt zu demodulieren, wurde in Kapitel 3 herausge-
arbeitet, dass die Kompensation der HF-Selbstmischungsprodukte (inklusive des dynami-
schen DC-Offsets) vor der Analog-Digital-Umsetzung geschehen sollte. Dies wird in der
Architektur in Abb. 5.1 systematisch über die einstellbaren Verstärker Mri realisiert. Die-
se werden während der Kalibrierungsphase(n) des Empfängers über die im Rahmen dieser
Arbeit neu entwickelte Auswertungsmethode (Abs. 3.2.2) eingestellt. In Abhängigkeit vom
unterstützten Übertragungsstandard und der Präzision bei der Herstellung des analogen
Empfängers werden die Kompensationsverstärker Mri möglicherweise unnötig. In solchen
Fällen entspricht die Fehlanpassung M ′ri der Restfehlanpassung (3.69): ∆Mi, welche dann
gering genug ist, damit keine weitere Aussteuerungsreserve (Abs. 3.2.4: DRRES < 0dB) im
ADU benötigt wird. Daraufhin können die analog-digitale Kalibrierung, die Steuerpfade
(über den DAU) sowie die Verstärker Mri weggelassen werden. Die Kompensationspfade
für die RFS entfallen jedoch nicht.
Des Weiteren wird bei der vorgeschlagenen Five-Port-Empfängerarchitektur die Metho-
de DC-1 (Abs. 3.2.1) zur Kompensation der statischen Gleichsignalanteile der gleichge-
richteten Welle eingesetzt.
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Abbildung 5.1: Five-Port-Empfängerarchitektur mit: direkter, analoger RFS-
Kompensation und indirekter, analoger Kompensation der statischen
DC-Offsets.
Anders als in bisherigen Six-Port basierten Empfängern [81] verwendet der hier vor-
geschlagene einen rein digitalen IQ-Imbalance-Kompensator ohne zusätzlich benötigte
Kalibrierungssignale oder -einstellungen. Dieser nutzt ein geeignetes adaptives oder blin-
des Separationsverfahren (siehe Kapitel 4). Der besondere Vorteil liegt dabei in der Re-
kalibrierbarkeit des Kompensators, welcher äußeren, sich verändernden Beeinflussungen
der Imbalance-Fehlerquellen (z.B. Temperaturänderungen, Alterungseffekte, neue LO-
Frequenzen, etc.) jederzeit Rechnung tragen kann. Dies ist nicht zuletzt in Hinblick auf
den Einsatz des Empfängers in einem Multimode-System von enormem Vorteil.
Der in Abb. 5.1 dargestellte, sich aus den Analysen dieser Arbeit ergebende Empfänger
wurde erstmals in [70] vorgestellt und grundlegend erläutert. Die Umsetzung der HF-
Signale sHF (t) ins Basisband (vor den ADUs) stellt sich (mit sLO,i(t) aus (2.42) und Ďi
entsprechend (3.54)) für einen einzelnen Pfad wie folgt dar:
xi(t) = LPF
{
∆Mi ·
NL∑
k=0
ck
(
sLO,i(t) + sHF (t)
)k − ÑL∑
k=0
c̃k sHF (t)
k − Ďi
}
≈ LPF
{ NL∑
k=0
ck
(
∆Mi ·
(
sLO,i(t) + sHF (t)
)k − sHF (t)k)− Ďi} (5.1)
Seite: 113
Kapitel 5: Verbesserte Six-Port-Empfänger . . . Abschnitt 5.1
≈ LPF
{ NL∑
k=0
ck 2
− k
2
((
∆Mi − 1
)
· z̆RFSi (t)k
+ ∆Mi ·
(
z̆NLi (t)
k + z̆IQi (t)
k + z̆DCi (t)
k
))
− Ďi
}
, (5.2)
wobei davon ausgegangen wird, dass die Nichtlinearitäten näherungsweise einander glei-
chen, d.h. es gelte ck ≈ c̃k ∀ k ∈ [0, NL] | k ∈ N mit NL = ÑL. In der Regel kann hierbei
angenommen werden, dass das Kompensationssignal Ďi bis auf einen geringen Restfehler
eDC,i = E
{
∆Mi ·
NL∑
k=0
ck 2
− k
2 z̆DCi (t)
k − Ďi
}
(5.3)
dem statischen DC-Offset entspricht. Damit vereinfacht sich (5.1) zu:
xi(t) ≈ LPF
{ NL∑
k=0
ck 2
− k
2
((
∆Mi−1
)
·z̆RFSi (t)k+∆Mi·
(
z̆NLi (t)
k+z̆IQi (t)
k
))}
+eDC,i . (5.4)
Die verbleibenden Hauptstöranteile resultieren damit aus der Restfehlanpassung ∆Mi bei
der RFS-Kompensation sowie aus den nicht kategorisierten Störsignalen z̆NLi (t)
k. Für ei-
ne ideal quadratische NL (ck = 1 bei k = 2 und ck = 0∀ k 6= 2 | k ∈ N) erhält man als
Basisbandbeobachtung:
xi(t) = LPF
{(
∆Mi − 1
)
· sHF (t)2 + ∆Mi sLO,i(t)2 − Ďi︸ ︷︷ ︸
eDC,i
+2 ∆Mi sHF (t) sLO,i(t)
}
= LPF
{(
∆Mi − 1
)
·
(
I(t)2 +Q(t)2
)
+ eDC,i︸ ︷︷ ︸
Rest der gleichgerichteten Welle
+ 2 ∆MiGi ·
(
I(t) cos(ϕi)−Q(t) sin(ϕi)
)︸ ︷︷ ︸
Nutzsignalanteile
}
.
(5.5)
Die Mischprodukte bei Vielfachen der HF-Frequenz wurden in (5.5) zum Zwecke der Über-
sichtlichkeit nicht angegeben, da diese i.d.R. komplett durch die Tiefpassfilterung (LPF)
unterdrückt werden.
Im Vergleich zu anderen N-Port-Empfängern fällt sofort ein Vorteil dieser Architektur
ins Auge. Bisherige Six-Port- bzw. Five-Port-Empfänger benötigten je vier [79] bzw. drei
[80] analoge Basisbandpfade (mit LPF, AGC, ADU), um über geeignete Kalibrierungs-
Separationsverfahren die Einflüsse der gleichgerichteten Welle und der IQ-Imbalance
im Digitalteil des Empfängers kompensieren zu können. Die Five-Port-Architektur in
Abb. 5.1 kommt dahingegen mit nur zwei analogen Basisbandpfaden aus. Die Kompen-
sation der gleichgerichteten Welle als systematisches Störprodukt der additiven Mischung
wird (bis auf einen evtl. Fehler von ∆Mi − 1, siehe Abs. 3.2.2 und Abs. 3.2.4) noch vor
der Kanalfilterung durchgeführt. Dadurch können der Schaltungsaufwand und Energiever-
brauch des gesamten Empfängers gesenkt werden. Stellt man diesem einen herkömmlichen
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Direktmischerempfänger gegenüber [26] so entspricht der Aufwand für den multiplikati-
ven Mischer schätzungsweise dem des Five-Port-Netzwerkes mit der RFS-Kompensation.
Diesbezüglich besitzt keine der beiden Architekturen einen Vorteil. Jedoch kann mit ad-
ditiv mischenden Architekturen aufwandsarm, breitbandiger Empfang im Millimeterwel-
lenbereich (z.B. Empfangsfrequenzen im Bereich (23-31)GHz, [18]) erreicht werden, ins-
besondere bei einer passiven Implementierung des Five-Port-Netzwerkes und der Nicht-
linearitäten bzw. Leistungsdetektoren [121]. Darüber hinaus wird auch die Eignung der-
artiger Empfänger für den Empfang verschiedener Mobilfunkstandards mit nur einem
Funkempfänger in Anlehnung an ein SDR-ähnliches System in Aussicht gestellt (z.B. mit
verarbeitbaren Signalbandbreiten von bis zu 20MHz bei Trägerfrequenzen von (2-5)GHz,
[19]).
5.2 Six-Port-Empfänger
Die konsequente Anwendung der im Rahmen dieser Arbeit neu entwickelten, kombinier-
ten, analogen Kompensationsmethode aus Abs. 3.2.3 führt zu einer weiteren, neuen Funk-
empfängerarchitektur, welche auf einem Six-Port-Netzwerk beruht, Abb. 5.2. Die NL wer-
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Abbildung 5.2: Six-Port-Empfängerarchitektur mit: direkter, kombinierter Kompensation
der gleichgerichteten Welle und Verstärkung der Nutzsignalanteile.
den hier wiederum als nahezu gleichartig angesehen. Nach der Kalibrierung der Kompen-
sationspfade (Abs. 3.2.3) ist das ins Basisband umgesetzte Signal vor den ADUs, nach
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(3.76):
xi(t) ≈ LPF
{ NL∑
k=0
ck 2
− k
2
((
∆Mi − 1
)
·
(
z̆DCi (t)
k + z̆RFSi (t)
k +
∆Mi + 1
∆Mi − 1
z̆IQi (t)
k
)
+ ∆
Mi
z̆NLi (t)
k
)}
.
(5.6)
Die verbleibenden, störenden Signalanteile resultieren einerseits aus der Restfehlan-
passung ∆Mi und andererseits aus den restlichen, nicht kategorisierten Störsigna-
len ∆
Mi
z̆NLi (t)
k. Die verbleibenden Intermodulationsprodukte haben (entsprechend den
Erläuterungen in Abs. 3.2.3) jedoch geringeren Einfluss als die bei der Five-Port-
Architektur des vorangegangenen Abschnitts. Nimmt man jeweils ideal eingestellte Kom-
pensationsverstärker an (∆Mi = 1), so beinhalten die Basisbandsignale xi(t) dieser
Six-Port-Architektur weniger Störungen als die vergleichbaren Signale des Five-Port-
Empfängers in Abs. 5.1. Darüber hinaus werden die Nutzsignalanteile I(t) und Q(t)
systematisch um ∆Mi + 1 verstärkt, so dass sich das Signal-Stör-Verhältnis bezüglich
der gleichgerichteten Welle weiter erhöht.
Unter der Annahme, dass die Leistungsdetektoren ideal quadratische NL realisieren
(ck = 1 bei k = 2 und ck = 0∀ k 6= 2 | k ∈ N), ist das Basisbandsignal vor den ADUs
gegeben durch
xi(t) = LPF
{
∆Mi ·
(
sLO,i(t) + sHF (t)
)2 − (sLO,i(t)− sHF (t))2}
= LPF
{(
∆Mi − 1
)
·
(
G2i + I(t)
2 +Q(t)2
+ 2Gi
∆Mi + 1
∆Mi − 1
·
(
I(t) cos(ϕi)−Q(t) sin(ϕi)
))}
.
(5.7)
Auch hier (5.7) wurden der Übersichtlichkeit halber alle Mischprodukte, die nicht ins
Basisband fallen (bzw. bei der Kanalfilterung (LPF) entfernt werden), nicht angegeben.
Die IQ-Regenerierung findet wieder nur im Digitalteil des Empfängers statt und gründet
sich ebenfalls auf eine Separationsmatrix W. Diese ist über einen geeigneten Iterations-
algorithmus (z.B. Natürliches Gradientenverfahren, Hesse-SimpleCauchy, etc.) beispiels-
weise während der Stand-by-Phasen des Empfängers zu ermitteln.
Der zu erwartende Schaltungsaufwand ist bei diesem Empfänger ebenfalls geringer als
der ,,klassischer” Five-Port- oder Six-Port-Architekturen ohne analoge Kompensation der
gleichgerichteten Welle, z.B. [19], [120]. Im Basisband werden wie schon beim vorgeschlage-
nen Five-Port-System (Abs. 5.1) nur je zwei Tiefpässe, Verstärker (AGC, in Abb. 5.2 nicht
dargestellt) und ADUs benötigt. Der Aufwand für die im Vergleich zum vorgeschlagenen
Five-Port-Empfänger eingesparten Kompensationspfade Ďi wird näherungsweise für das
etwas kompliziertere Six-Port-Netzwerk mit einer zusätzlichen NL benötigt. Dies ist ins-
besondere bei der Verwendung aktiver NL (Anhang C.2) der Fall. Der Schaltungsaufwand
ist für den hier vorgeschlagenen Six-Port-Empfänger (Abb. 5.2) in etwa der gleiche wie
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für den Five-Port-Empfänger (Abb. 5.1). Der Energiebedarf des Six-Port-Empfängers ist
dahingegen als geringer einzuschätzen, da nur zwei (nicht vier) einstellbare Verstärker für
die Kompensation benötigt werden und das Six-Port-Netzwerk sowie die Nichtlinearitäten
passive Baugruppen sein können.
Zusammen mit der besseren Signalqualität (höherer Signal-Stör-Abstand nach der
Kompensation eines Großteils der gleichgerichteten Welle) ist die Six-Port-Architektur
der Five-Port-Architektur vorzuziehen. Auch im Vergleich zu multiplikativ mischenden
Homodynempfängern [26] sind der Schaltungsaufwand und Energiebedarf für das Six-
Port-Netzwerk mit den entsprechenden Leistungsdetektoren und Kompensationspfaden
als ungefähr gleichwertig zu erachten. In Verbindung mit den Vorteilen der inhärenten
Breitbandfähigkeit von N-Port-Empfängern [121] scheint die vorgeschlagene Six-Port-
Architektur einerseits eine Alternative zu herkömmlichen Direktmischerarchitekturen zu
sein. Andererseits ist sie ein sehr aussichtsreicher Kandidat für den Empfang von Breit-
bandsignalen im Millimeterwellenbereich.
5.3 Seven-Port-Empfänger
Die dritte neu entwickelte Empfängerarchitektur nutzt ein Seven-Port-Netzwerk, Abb. 5.3.
Zur wiederum analogen Beseitigung der Hauptanteile der gleichgerichteten Welle (das
sind statische DC-Offsets und HF-Selbstmischungsprodukte) wird die Methode DC-2 aus
Abs. 3.2.1 und das RFS-Kompensationsverfahren aus Abs. 3.2.2 eingesetzt. Die Kali-
brierung der Kompensationsverstärker Mri und Msi muss hier gestaffelt vorgenommen
werden. Um die korrekten Werte für die Verstärker Mri zu ermitteln, kann direkt das
in Abs. 3.2.2 erläuterte Verfahren Anwendung finden. Bei der Bestimmung der anderen
beiden Verstärkerwerte Msi ist von der Methode DC-2 (Abs. 3.2.1) insoweit abzuweichen,
dass vorab Mri ≈ 1/M ′ri zu setzen ist. Dadurch geht M ′i in (3.55) bis (3.60) sowie in
Abb. 3.8 über in ∆Mi = M
′
riMri. Es gilt damit:
Msi ≈
∆Mi
M ′si
. (5.8)
Hier tritt ein Nachteil dieser Architektur zutage. Die Genauigkeit der DC-Offset-
Kompensation ist von der Genauigkeit der RFS-Kompensation direkt abhängig, so dass
Kalibrierungsfehler für Mri sich zusätzlich in Msi fortpflanzen, was letztlich die Beseiti-
gung der statischen DC-Offsets ungenauer werden lassen kann als z.B. bei der ansonsten
vergleichbaren Five-Port-Architektur in Abs. 5.1. Weitere grundlegende Aussagen über
diese Architektur wurden bereits in [69] getätigt.
Im kalibrierten Zustand (bei gleichartigen NL) ergeben sich die Basisbandbeobach-
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Abbildung 5.3: Seven-Port-Empfängerarchitektur mit direkter, analoger Kompensation
von RFS und statischen DC-Offsets.
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tungen vor den ADUs als
xi(t) ≈ LPF
{ NL∑
k=0
ck
(
∆Mi ·
(
sLO,i(t) + sHF (t)
)k − sHF (t)k −∆Mi ∆Msi sLO,i(t)k)}
≈ LPF
{ NL∑
k=0
ck 2
− k
2
((
∆Mi − 1
)
· z̆RFSi (t)k + ∆Mi ·
(
z̆NLi (t)
k + z̆IQi (t)
k
)
+ ∆Mi
(
1−∆Msi
)
· z̆DCi (t)k
)}
.
Hierbei beinhaltet ∆Msi = M
′
siMsi |∆Mi=1 nur genau jene Abweichungen, die entstehen
würden, wenn Mri = 1/M
′
ri exakt eingestellt wäre und somit nur anderweitige Fehler-
quellen (z.B. Rauschen) den Kalibrierungsprozess für Msi beeinflusst hätten. Eine System
bedingte Verstärkung der Nutzsignalanteile wie bei der Six-Port-Empfängerarchitektur
(Abs. 5.2) sowie eine Teilkompensation der nicht kategorisierten Intermodulationsproduk-
te werden nicht realisiert. Die resultierende Signalqualität kann demzufolge im Optimalfall
höchstens jener der Five-Port-Architektur (Abs. 5.1) entsprechen.
Um die wichtigsten Mischprodukte im Basisband (vor den ADUs) hervorzuheben, sei
das Beobachtungssignal bei idealen, quadratischen Nichtlinearitäten (ck = 1 bei k = 2
und ck = 0∀ k 6= 2 | k ∈ N) angegeben:
xi(t) = LPF
{
∆Mi ·
(
sLO,i(t) + sHF (t)
)2 −∆Mi ∆Msi sLO,i(t)2 − sHF (t)2} (5.9)
xi(t) = LPF
{(
∆Mi − 1
)
·
(
I(t)2 +Q(t)2
)
+ ∆Mi
(
1−∆Msi
)
·G2i
+2 ∆Mi ·
(
I(t) cos(ϕi)−Q(t) sin(ϕi)
)}
.
(5.10)
Alle Mischprodukte, die nicht im Basisband liegen, wurden der Übersichtlichkeit halber
weggelassen.
Die IQ-Regenerierung wird auch hier digital, durch eine Separationsmatrix realisiert,
die mit einem geeigneten Verfahren zu bestimmen ist.
Der Schaltungsaufwand für Empfänger dieser Architektur wird geringfügig höher sein als
der für den vorgeschlagenen Five-Port-Empfänger. Während die gleiche Anzahl an Kom-
pensationsverstärkern benötigt wird, sowie bis zu den Leistungsdetektoren die Architektur
nahezu gleich ist, werden beim hier präsentierten Seven-Port-Netzwerk zwei zusätzliche
NL benötigt. Im Basisband besteht wieder der gleiche Schaltungsaufwand (je zwei LPF,
AGC (nicht dargestellt), ADU). Damit erfordert ein derartiger Seven-Port-Empfänger
einen, ,,klassischen” Direktmischerempfängern vergleichbaren, jedoch bezüglich konven-
tioneller N-Port-Architekturen (z.B. wie in [19], [80]) geringeren Aufwand. Der Energie-
bedarf ist in etwa (insbesondere bei passiven NL, siehe Anhang C.1) dem des Five-Port-
Empfängers gleich.
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5.4 Funktion und Eigenschaften
Im Folgenden sollen anhand ausgewählter Simulationen die Arbeitsweise und Funkti-
onstüchtigkeit der neu entwickelten N-Port-Funkempfängerarchitekturen sowie deren Leis-
tungsfähigkeit veranschaulicht werden.
5.4.1 UTRA-FDD (UMTS)
Die Verifikation der Funktion und Leistungsfähigkeit der vorgeschlagenen Five-Port-,
Six-Port- und Seven-Port-Empfängerarchitekturen für existierende Mobilfunksysteme soll
hier anhand einer UTRA-FDD-Übertragungsstrecke durchgeführt werden. Die Wahl von
UTRA-FDD zur Untersuchung der N-Port-Empfänger stellt einen aussagekräftigen Ex-
tremfall in Bezug auf die Störanfälligkeiten dar, welche derartigen Empfängerarchitek-
turen zu Grunde liegen. Dies ergibt sich insbesondere daraus, dass die UTRA-FDD-
Spezifikationen [23] die gleichzeitige Belegung aller Frequenzkanäle in einem Band zu-
lassen, was im schlimmsten Fall auch zu einer Empfangssituation für einen einzelnen
Nutzer wie in Abb. 3.4 führen kann. Dieses Empfangsszenario wird auch für die hier
durchgeführten Simulationen verwendet.
Der verwendete Empfänger sei jeweils einer der drei vorgeschlagenen (Abs. 5.1-5.3).
Der Einfluss von Abweichungen der adaptiv ermittelten Separationsmatrix zur idealen
ist bezüglich der Leistungsfähigkeit der analogen Empfängerarchitektur unerheblich (je-
doch nicht für die letztendliche Signalqualität des Gesamtsystems). Die Ausführungen
in Kapitel 4 und der entsprechenden Fachliteratur (z.B. [72], [95], etc.) zeigen, dass mit
geeigneten digitalen Signalverarbeitungsalgorithmen Separationsmatrizen ermittelt wer-
den können, wobei die Qualität der damit erzielbaren Separation zu einem Großteil von
der Genauigkeit der Verfahren und nicht von den Eingangssignalen bzw. dem Grad der
Signalmischung abhängt. Die für die IQ-Regenerierung benötigte Separationsmatrix W
sei bei den hier durchgeführten Untersuchungen ideal, d.h. W = B−1.
Die Empfänger werden im kalibrierten Zustand betrieben. Das bedeutet, dass die Kom-
pensationspfade bis auf geringe Restfehler korrekt eingestellt sind. Die Pfadfehlanpas-
sungsrestfehler sind für alle Architekturen:
∆M1 = ∆Ms1 = 0.99 ∆M2 = ∆Ms2 = 1, (5.11)
was 1%(2%) bzw. 0% Fehlanpassung der jeweiligen Pfade zum Referenzpfad entspricht.
Die ADUs weisen einen ausreichenden Dynamikbereich auf, so dass durch evtl. verblei-
bende Gleichkomponenten keinerlei Verzerrungen bei der Digitalisierung entstehen. Das
durch die Analog-Digital-Wandlung verursachte Quantisierungsrauschen sowie alle weite-
ren, schaltungsbedingten Rauscheinflüsse liegen stets unter dem AWGN-Rauschpegel des
Übertragungskanals. DC-Offsets, die nach der Kompensation und Digitalisierung noch im
Signal enthalten sind, werden näherungsweise über eine Mittelwertbildung des erhaltenen
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Tabelle 5.1: Koeffizienten der wirksamen Nichtlinearitäten der verwendeten Leistungsde-
tektoren.
Leistungsdetektor c2 c4 c6 c8
ideal quadratisch 1 0 0 0
Diode 1 9,3E-3 1.6E-6 -5,8E-22
FET (Source-Folger) 1 -5E-3 2,5E-7 -1,25E-10
IQ-Signals bestimmt und beseitigt. Der u.U. danach immer noch im IQ-Signal enthaltene
DC-Offset kann und wird nicht weiter reduziert werden.
Es werden jeweils entweder ideal quadratische Detektoren, Shottky-Dioden- (Abs. C.1)
oder FET-Leistungsdetektoren (Abb. C.5) verwendet. Die dementsprechenden Koeffizi-
enten ck aus (2.32) sind in Tabelle 5.1 aufgelistet.
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Abbildung 5.4: Symbolfehlerrate für UTRA-FDD bei Verwendung des Five-Port-
Empfängers (Abs. 5.1).
Zur quantitativen Beurteilung der Empfangsqualität wird die (unkodierte) Symbolfeh-
lerrate (engl. symbol error rate, SER) in Abhängigkeit des Signal-Rausch-Abstandes pro
Bit ausgewertet (Eb/N0 [dB], d.h. mittlere Bitenergie im Verhältnis zur Rauschleistungs-
dichte des Übertragungskanals). Die Referenzkurve (,,Ideal QPSK” in Abb. 5.4-5.6) ist
die theoretisch, im Idealfall erzielbare SER− Eb/N0−Beziehung:
SERQPSK = erfc
(√Eb
N0
)
+
1
2
erfc
(√2Eb
N0
)
(5.12)
für QPSK-modulierte Signale (mit erfc(x) aus (B.6)).
Bei allen drei N-Port-Architekturen ist die zu erwartende Zunahme der Symbolfehlerrate
zu verzeichnen, wenn jeweils schlechtere Nichtlinearitäten eingesetzt werden (d.h. von sehr
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Abbildung 5.5: Symbolfehlerrate für UTRA-FDD bei Verwendung des Six-Port-
Empfängers (Abs. 5.2).
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Abbildung 5.6: Symbolfehlerrate für UTRA-FDD bei Verwendung des Seven-Port-
Empfängers (Abs. 5.3).
guten ,,quadratischen” über ,,FET-” hin zu ,,Dioden-Leistungsdetektoren”), Abb. 5.4-
5.6. Der Einfluss der nicht kompensierten, nicht kategorisierten Intermodulations-
bzw. Störprodukte ist besonders bei den Ergebnissen der Five-Port- bzw. Seven-Port-
Architektur zu beobachten. Dort führen höhere Signal-Rausch-Abstände zu immer ge-
ringer werdenden SER-Verbesserungen. Für die Six-Port-Architektur sind diesbezügliche
Einflüsse im betrachteten Bereich nur bei der Verwendung der Diodendetektoren festzu-
stellen (Abb. 5.5). Diese Effekte liegen darin begründet, dass (je nach Architektur) die
Beeinflussung durch das zusätzliche Rauschen in den Hintergrund treten, im Vergleich
zu den Störungen der nach der Kompensation verbleibenden Intermodulationsprodukte.
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Es liegt dann eine Empfangssituation vor, bei der die Auswirkungen der verbleibenden
gleichgerichteten Welle stärker werden als die des Kanalrauschens.
Der Unterschied zwischen den idealen SERQPSK-Kurven und jenen der rein quadrati-
schen NL liegt in den Auswirkungen der Restfehlanpassungen begründet. Dadurch ver-
bleibt jeweils der Rest (entsprechend (5.5), (5.7) und (5.10)),
(
∆Mi− 1
)
·
(
I(t)2 +Q(t)2
)
der gleichgerichteten Welle im Basisband, der zur Verschlechterung der Symbolfehlerrate
führt.
Der Vergleich der SER der drei Empfängerarchitekturen für jeweils quadratische, FET-
oder Diodendetektoren zeigt, dass das Six-Port-System dabei die besten Ergebnisse liefert,
gefolgt vom Five-Port-System und schließlich vom Seven-Port-System. Dies entspricht
den Vorhersagen aufgrund der analytischen Resultate der vorangegangenen Abschnitte
dieses Kapitels. Der Six-Port-Empfänger ist bezüglich seiner Systemarchitektur den an-
deren beiden, vorgeschlagenen Empfängern überlegen, da dort die Nutzsignalkomponen-
ten System bedingt verstärkt werden und zusätzlich ein größerer Anteil an Störsignalen
aus dem Basisbandsignalgemisch entfernt wird. Der nur geringe Unterschied zwischen den
Ergebnissen (Abb. 5.4) der Five-Port-Architektur und denen der Seven-Port-Architektur
(Abb. 5.6) ergibt sich daraus, dass bei beiden Architekturen jeweils genau nur der sta-
tische DC-Offset und genau nur die HF-Selbstmischungsprodukte kompensiert werden,
wobei beim Seven-Port-System die Fortpflanzung der Pfadanpassungsrestfehler bei der
DC-Offset-Kompensation zu zusätzlichen Störungen führt.
Die Ergebnisse für alle drei, im Rahmen dieser Arbeit entwickelten Empfängerarchitek-
turen (z.B. bei Verwendung von FET-Detektoren) zeigen, dass mit ihnen der Empfang
bestehender Mobilfunksignale mit ausreichender Qualität möglich ist. Da UTRA-FDD in
Hinblick auf die systematische Generierung von Störsignalen im Empfänger für N-Port-
Architekturen einen negativen Extremfall darstellt, kann davon ausgegangen werden, dass
die Architekturen beim Empfang anderer bestehender Funksignale sogar noch bessere Re-
sultate erzielen. Die vorgeschlagenen N-Port-Empfängerarchitekturen sind somit für den
Empfang von Signalen bestehender Mobilfunkstandards geeignet.
5.4.2 UWB
Um das Potenzial der neu entwickelten Empfängerarchitekturen in Hinblick auf zukünf-
tige Breitband-Übertragungsstandards aufzuzeigen, sind in diesem Abschnitt Ergebnisse
für MB-OFDM der zu erwartenden UWB-Spezifikation (nach [89]) aufgeführt. Die Ab-
bildung 5.7(a) zeigt das Spektrum des HF-Signals an der Antenne des Empfängers für
die erste UWB-Bandgruppe [89]. Dabei wurde angenommen (da bisher nicht spezifiziert),
dass die Nachbarsignale 7,5dB stärker sind als das Nutzsignal. Selbst bei einem solchen
Szenario führt das zusätzlich eingefügte Guard-Intervall des MB-OFDM-Signals zu einer
spektralen Überlappung benachbarter Signale. Dies beeinträchtigt die Empfangsqualität.
Noch stärkere Empfangsleistungsunterschiede benachbarter Signale führen selbst bei idea-
len Übertragungskanälen und idealen Empfängern systematisch zu erheblichen Störungen
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Abbildung 5.7: Spektren (a) des HF-Empfangssignals der ersten UWB-Bandgruppe
(3,168GHz-4,752GHz) und (b) der daraus resultierenden gleichgerichte-
ten Welle (Diodenkennlinie).
und sind daher als nicht realistisch zu erachten. In Abb. 5.7(b) ist das Spektrum der zum
UWB-HF-Signal gehörenden gleichgerichteten Welle gezeigt, bei einer Frequenzumsetzung
mit einer vorspannungsfreien Schottky-Diode (Abschnitt C.1) mit den NL-Koeffizienten
aus Tabelle 5.1.
Als Empfänger fungieren hier die Six-Port-Architektur (Abs. 5.2) mit ∆Mi = 1, 05
oder die Seven-Port-Architektur (Abs. 5.3) mit ∆Mi = 1, 05 und ∆Msi = 1, 02, jeweils
mit idealer IQ-Regenerierungsmatrix. Die Restfehlanpassung ∆Msi kann nahezu beliebig
gewählt werden, da die IQ-Konstellation eines MB-OFDM-Signals unabhängig von jeg-
lichen Gleichsignalkomponenten sind [89]. Ein DC-Offset hat hier keinerlei Einfluss auf
das Resultat der Demodulation. ∆Msi und ∆Mi müssen lediglich derart sein, dass keine
zusätzliche Aussteuerungsreserve im Analog-Digital-Umsetzer benötigt wird. Mit den Er-
gebnissen aus Abs. 3.2.4 (z.B. Tabelle 3.1) und unter der Annahme, dass jeweils nur eine
Bandgruppe (drei 528MHz breite UWB-Signale) in den Durchlassbereich des HF-Band-
Filters des Empfängers fällt und dass ohne besonderen Designaufwand Pfadanpassungen
von etwa 2%-5% (wie hier angenommen) realisierbar sind, folgt, dass keine Kalibrierung
und damit auch keine Kompensationsverstärker, etc. für den Empfang von UWB mit den
vorgeschlagenen Empfängerarchitekturen benötigt werden.
Der Vergleich (Abb. 5.8) der idealen Symbolfehlerraten (aus (5.12)) mit denen bei der
Verwendung des Six-Port- und Seven-Port-Empfängers mit Diodendetektor zeigt für nied-
rige Eb/N0-Werte nur geringe Unterschiede. Nach den Simulationsergebnissen für UTRA-
FDD wäre zu erwarten gewesen, dass für gleiche Signal-Rausch-Abstände die Fehlerrate
mit der Six-Port-Architektur deutlich geringer ist als die bei Verwendung der Seven-Port-
Architektur. Dies ist jedoch nicht der Fall. Im Gegenteil führen beide Empfängertypen zu
fast gleichen Eb/N0-SER-Verläufen. Daraus kann geschlussfolgert werden, dass die auf-
tretenden Abweichungen von der idealen Eb/N0-SER-Kurve weitestgehend unabhängig
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Abbildung 5.8: Symbolfehlerrate für UWB bei Verwendung des Six-Port- (Abs. 5.2) bzw.
Seven-Port-Empfängers (Abs. 5.3) mit Diodendetektor.
von der verwendeten Empfängerarchitektur sind. Selbst bei der Verwendung eines idea-
len Empfängers ergibt sich der nahezu gleiche Verlauf (nicht dargestellt) wie für die zwei
dargestellten N-Port-Architekturen. Der Grund für die starken Abweichungen zur Ideal-
kurve liegt in den schon erwähnten spektralen Beeinflussungen des Nutzsignals durch die
stärkeren Nachbarsignale.
An dieser Stelle wird die Tatsache augenscheinlich, dass bei UWB die eigentlichen Nutz-
signalanteile systematisch enorm robust gegenüber äußeren, physikalischen Störeinflüssen
sind. Als Folge haben Unzulänglichkeiten des verwendeten Empfängers kaum Einfluss
auf das Demodulationsergebnis. Die für den Empfang von UWB eingesetzten Empfänger
können somit so einfach wie möglich gehalten werden. Es ist dabei hauptsächlich auf die
Breitbandfähigkeit sowie auf Kosteneffizienz zu achten. Diesbezüglich sind insbesondere
die vorgestellten N-Port-Architekturen sowohl konventionellen, multiplikativ mischenden
als auch Six-Port basierten Architekturen ohne analoge DC-Offset-Kompensation überle-
gen.
5.4.3 Microstrip-Schaltungsbeispiel eines Six-Port-Funkempfängers
für UWB
Zur Verifikation der Möglichkeit, mit den vorgeschlagenen Architekturen einfache und
energiesparende Funkempfänger aufbauen zu können, werden im Folgenden ein passi-
ver Six-Port und vorspannungsfreie Diodendetektoren (entsprechen Abb. C.2) eingesetzt.
Mit diesen wurde ein Schaltungskonzept zur Realisierung der Six-Port-Architektur aus
Abs. 5.2 entwickelt, welches den Empfang der ersten beiden UWB-Bandgruppen im Fre-
quenzbereich von 3168MHz bis 6336MHz [89] ermöglicht. Die Schaltung in Abb. 5.9 mit
dem Layout in Abb. 5.10 zeigt den realisierten Six-Port unter Verwendung von Ring-
kopplern. Das Six-Port-Netzwerk wird hier komplett durch Mikrostreifenleitungen (engl.
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microstrip) realisiert und ist folglich passiv. Die Eingangstore sind Tor 1 für das HF-
Empfangssignal und Tor 6 für das reelle LO-Signal, welches durch (2.28) beschrieben
werden kann. Die Ausgangstore sind Tor 2 bis Tor 5, Abb. 5.9 und Abb. 5.10. Dabei
liegen an Tor 2 und Tor 3 bzw. an Tor 4 und Tor 5 jeweils die zwei Signalgemische
an, die nach der Frequenzumsetzung durch die Nichtlinearitäten die jeweils voneinander
zu subtrahierenden Basisbandsignale ergeben (entsprechend der Six-Port-Architektur in
Abs. 5.2).
Tor 5
Tor 4
Tor 3
Tor 2
Tor 6
Tor 1
Stichleitung
LO: cos(2 ft)
BranchLine-
Koppler
cos(2 ft+90)=-sin(2 ft)
HF - sin(2 ft)
HF + sin(2 ft)
cos(2 ft)
HF - cos(2 ft)
Ringkoppler
HF-Signal
Splitter
Ringkoppler
HF + cos(2 ft)
Abbildung 5.9: Architektur eines passiven Six-Ports zur Realisierung der Six-Port-
Empfängerarchitektur in Abs. 5.2.
Der Splitter am HF-Eingangstor (Tor 1) ist als Wilkinson-Leistungsteiler [32] aus-
geführt. Er teilt das HF-Signal zu gleichen Anteilen auf die zwei Ausgangspfade auf, die je-
weils an einen Ringkoppler angeschlossen sind. Für jeden der beiden Pfade ist im interessie-
renden Frequenzbereich (3168MHz bis 6336MHz) dabei eine Dämpfung von 3dB wirksam.
Die HF-Eingangsreflexion (S 11 in Abb. 5.11) des Six-Ports wird hauptsächlich durch den
Splitter realisiert. Um eine sehr gute Breitbandleistungsaufteilung bei gleichzeitig gerin-
ger Eingangsreflexion zu erreichen, besteht der Splitter aus zwei λ/4-Sektionen. Die Rat-
Race-Ringkoppler sind derart gestaltet, dass sie bei der Entwurfs- bzw. Mittenfrequenz
des Netzwerkes (4752MHz) optimal arbeiten. Generell wird im Rat-Race-Ringkoppler das
eine Eingangssignal (hier HF-Signal) auf die zwei benachbarten Tore aufgeteilt, wobei die
entstehenden Teilsignal zueinander in Phase sind. Das vierte Tor ist für die Mittenfrequenz
vom Eingangstor isoliert. Dies spiegelt sich in der LO-HF-Isolation (S 16) des gesamten
Six-Port-Netzwerkes in Abb. 5.11 bei der Frequenz 4752MHz wider. Liegen an den beiden,
voneinander isolierten Toren des Ringkopplers Eingangssignale an (wie im dargestellten
Fall, Abb. 5.9), dann werden an den anderen Toren einerseits die Summe und andererseits
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Abbildung 5.10: Mikrostreifenleitungslayout des passiven Six-Ports aus Abb. 5.9.
die Differenz der Eingangssignale erzeugt. Diese Signale stellen die benötigten Ausgangs-
signale des Six-Ports entsprechend der Funkempfängerarchitektur in Abb. 5.2 dar, welche
durch die Leistungsdetektoren bzw. Nichtlinearitäten weiter verarbeitet werden. Am Tor 6
des Six-Port-Netzwerkes wird das reelle LO-Signal eingespeist. Über einen 90◦-Hybriden,
der als Dreiarm-Leitungsverzweigung ausgeführt ist, werden bei der Mittenfrequenz des
Netzwerkes zwei zueinander orthogonale Ausgangssignale erzeugt, wobei eines davon mit
dem Eingangssignal in Phase ist. Durch die Dreiarm-Ausführung wird das Frequenzver-
halten der Leitungsverzweigung gegenüber einer Zweiarm-Ausführung verbessert. Daraus
ergeben sich letztlich geringere frequenzselektive Amplituden- und Phasenfehler für die
IQ-Signale.
Die HF-Eingangsisolation des Six-Ports (S 11 in Abb. 5.11) liegt außer für das erste
UWB-Band mit fHF = 3432MHz deutlich unter -10dB. Ein weiterer wichtiger Parameter
ist die LO-HF-Isolation im Empfänger, insbesondere bei Direktmischerarchitekturen. Da
bei diesen Architekturen die LO-Frequenzen im Durchlassbereich der HF-Band-Filter und
der Antennencharakeristik liegen, ist ein Großteil der Isolation bereits in der Mischersek-
tion zu realisieren. Die bisher verfügbaren Spezifikationen zu MB-OFDM-UWB [89] legen
dar, dass die störenden Schmalbandemissionen den von der ETSI (Norm: ETS 300-328,
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Abbildung 5.11: Amplituden der S-Parameter der HF-Eingangsreflexion und der Isolation
bzgl. LO-HF-Übersprechen.
[122]) festgelegten Wert von -47dBm nicht überschreiten dürfen. Für den in diesem Ab-
schnitt betrachteten Six-Port-Empfänger wird angenommen, dass er einen LNA verwen-
det, der eine typische Rückwärtsisolation von -15dB besitzt. Aus Abb. 5.11 können die
wirksamen Dämpfungswerte der LO-HF-Isolation bei den sechs relevanten LO-Frequenzen
abgelesen werden. Diese sind in Tabelle 5.2 aufgeführt. Zusammen mit der angenommenen
Isolation des LNAs ergeben sich Werte von -30,6dB bis -50dB. Des Weiteren wird ange-
nommen, dass ein Lokaloszillator geringer Ausgangssignalleistung eingesetzt wird. Dies-
bezüglich typische Leistungen des LO-Signals liegen im Bereich von 0dBm bis -10dBm.
Existiert keine weitere Dämpfung bezüglich der Abstrahlung des LO-Signals, ergeben sich
Tabelle 5.2: Wirksame LO-HF-Isolation für die verwendeten LO-Frequenzen (siehe
Abb. 5.11).
LO-Frequenz, fLO [MHz] 3432 3960 4488 5016 5544 6072
Six-Port |S 16| [dB] -16,25 -21,1 -32,45 -35 -25,3 -15,6
störende Schmalbandemissionen von mindestens -40,6dBm bis -60dBm (für ein -10dBm-
LO-Signal). Einige Emissionswerte liegen damit oberhalb der tolerierbaren Grenze von -
47dBm. Es sind daher noch weitere Maßnahmen zur Reduzierung der unerlaubten Schmal-
bandemissionen notwendig. Eine Möglichkeit besteht darin das Six-Port-Netzwerk mit
komplexeren [123] oder parallelen Ringkopplern aufzubauen, um deren LO-HF-Isolation
über den gesamten interessierenden Frequenzbereich zu verbessern. Eine andere Möglich-
keit besteht in der Verwendung eines zwei-stufigen LNAs. Damit würde das Six-Port-
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Netzwerk in der hier vorgestellten Variante (Abb. 5.9 und Abb. 5.10) den Anforderungen
der LO-HF-Isolation nach [122] genügen.
Für die generelle Funktion des Funkempfängers sind Linearphasigkeit und frequenz-
unabhängige Amplitudenveränderungen (Dämpfung oder/und Verstärkung) von großer
Wichtigkeit. Dies bezüglich zeigt Abb. 5.12 die S-Parameter der Übertragung der HF-
Signale zu den vier Ausgangstoren des Six-Port-Netzwerkes. Der für die ersten zwei
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Abbildung 5.12: S-Parameter der Übertragung des HF-Signals auf die vier Ausgangstore;
schraffiert ist der für die UWB-Signale wirksame Frequenzbereich.
UWB-Bandgruppen wirksame Frequenzbereich ist in Abb. 5.12 durch Schraffierung ge-
kennzeichnet. Alle vier S-Parameter weisen sehr gute Linearphasigkeit im interessierenden
Frequenzbereich auf. Auch die Amplituden-Dämpfungswerte zeigen außer für die Rand-
bereiche von S 21 und S 41 nur geringe Schwankungen über der Frequenz. Die Abwei-
chungen sowohl von einer idealen, linearen Phase als auch vom Mittelwert der Ampli-
tudendämpfung führen letztlich zu frequenzselektiven Störungen der verarbeiteten Sig-
nale. Dabei ist jedoch von Vorteil, dass sich die frequenzabhängigen Schwankungen der
Verläufe der S-Parameter für gleichartige Signalwege, d.h. S 21 und S 41 für die Addition
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bzw. S 31 und S 51 für die Subtraktion von HF-Signal und LO-Signal (der Form (2.42):
sLO,i(t) =
√
2Gi · cos(2πfLOt+ ϕi) ), nur geringfügig voneinander unterscheiden.
Dies führt unter Einbeziehung der Nichtlinearitäten zur Frequenzumsetzung zu den
frequenzselektiven Imbalance-Übertragungsfunktionen des Six-Ports. In Abb. 5.13 sind
exemplarisch die relativen Amplituden- und Phasenwerte der Übertragung des Six-Ports
dargestellt. Dazu wird angenommen, dass das UWB-Signal bei einer Trägerfrequenz von
4488MHz empfangen und mit einem LO-Signal gleicher Frequenz ins Basisband umge-
setzt wird. Die mittleren, relativen Amplituden- und Phasenfehler (gemäß den Verein-
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Abbildung 5.13: Relative, frequenzabhängige IQ-Übertragung für fHF = fLO =
4488MHz; Übertragungsfunktionen HI(f) und HQ(f) gemäß der
Modellierung in Abs.4.2.2.
barungen in Abs. 4.2.2): g = 1, 032 und ϕ = −122, 6◦ + 90◦ = −32, 6◦ können aus
Abb. 5.13 entnommen werden. Die zusätzlichen 90◦ der relativen Phase ergeben sich
aus der Phasenverschiebung der Inphasen- und Quadraturphasenkomponente durch die
Dreiarm-Leitungsverzweigung. Unter Einbeziehung der idealen Amplituden- und Phasen-
werte: gopt = 1 und ϕopt = 0
◦ führt das Six-Port-Netzwerk mit Diodendetektoren zu einem
mittleren Amplitudenfehler von 3,2% und einem mittleren Phasenfehler von −32, 6◦.
Zusammen mit den weiteren notwendigen Baugruppen des Funkempfängers (System-
filter, LNA, Breitband-Differenzverstärker, AGC und Basisbandfilter) wurde das Six-
Port-Netzwerk (Abb. 5.9) mit Diodendetektoren in einer Systemsimulation in Agi-
lent ADS 2005A untersucht. Die Empfangssignale am Empfängereingang werden dabei
als unverzerrt und rauschfrei angenommen. Korrespondierend zu den Imbalance-Über-
tragungsfunktionen aus Abb. 5.13 lag das UWB-HF-Signal im Bereich von 4224MHz bis
4752MHz (fHF = 4488MHz). Zur Absicherung der Intersymbolinterferenzfreiheit wurde
das Sendesignal kosinus-gefiltert.
Bei dieser Analyse des Six-Port-Funkempfängers geht es vordergründig um den Nach-
weis der einfach realisierbaren Breitbandfähigkeit. Deshalb wurde in der Systemsimulation
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kein OFDM-moduliertes Signal sondern ein 528MHz breites QPSK-moduliertes Basis-
bandsignal verwendet. In Abb. 5.14(a) ist das Spektrum des am Empfänger anliegenden
HF-Signals zu sehen. Die spektrale Darstellung der Inphasenkomponente (Abb. 5.14(b))
nach der Frequenzumsetzung und Kanalfilterung im Empfänger lässt erkennen, dass
dem gewünschten Signal keinerlei DC-Offsets beaufschlagt sind. Zusätzlich lassen sich
in Abb. 5.14(b) noch Reste der gleichgerichteten Welle identifizieren, die in ihrer Leistung
jedoch vernachlässigbar gering sind. Der Vergleich der Spektren in Abb. 5.14 lässt auf kei-
ne signifikante Störung der Nutzsignalanteile durch die gleichgerichtete Welle schließen.
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Abbildung 5.14: Mittlere Leistung pro FFT-Bin (a) des HF-Empfangssignalanteils bei
positiven Frequenzen und (b) der Inphasenkomponente des Basisband-
signals (nach Basisbandfilter und AGC); FFT-Auflösungsbandbreite:
4,4MHz.
Zur besseren Auswertung der Empfangsergebnisse der Systemsimulation unter Verwen-
dung der Schaltung in Abb. 5.9 zeigt Abb. 5.15 die IQ-Konstellationen am Eingang und
am Ausgang des Analogteils des Empfängers. Offensichtlich ist zunächst, dass die IQ-
Konstellation des Basisbandempfangssignals keinen DC-Offset aufweist, was wiederum
auf eine sehr gute Kompensation der gleichgerichteten Welle zurückzuführen ist. Gleich-
zeitig wird in Abb. 5.15(b) der Einfluss der IQ-Imbalance deutlich. Die IQ-Komponenten
sind sowohl in der Phase als auch Amplitude verfälscht. Zur Überprüfung der ebenfalls
aus Simulationen gewonnenen relativen Amplituden- und Phasenfehler aus Abb. 5.13
wurde das HF-Signal in einer weiteren Simulation ideal umgesetzt, mit den Mittelwerten
(g = 1, 032 und ϕ = −32, 6◦) der wirksamen Anteile der relativen Übertragungsfunktion
HQ(f)/HI(f) verändert abgebildet und zusätzlich um -115
◦ gedreht, was zur zweiten
IQ-Konstellation (,,HF-Signal mit IQ-Imbalance”) in Abb. 5.15(b) führt. Folglich spie-
geln die aus der Six-Port-Schaltung ermittelten IQ-Imbalance-Fehlerwerte sehr gut die zu
erwartenden Störeinflüsse auf die IQ-Empfangssignale wider.
Die Abbildung 5.16 zeigt die IQ-Konstellation des empfangenen Signals nach der Be-
seitigung der mittleren, relativen Amplituden- und Phasenfehler sowie einer geeigneten
Synchronisation.
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Abbildung 5.15: IQ-Konstellationen (a) des HF-Eingangssignals und (b) des IQ-
Imbalance behafteten Basisbandsignals sowie des HF-Signals (nach
Abb.5.15(a)) mit mittleren IQ-Fehlern aus Abb. 5.13.
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Abbildung 5.16: Wiederhergestellte IQ-Konstellation des empfangenen Signals nach
geeigneter IQ-Regenerierung.
Da die Simulation ohne Rauscheinflüsse durchgeführt wurde und bis auf das Six-Port-
Netzwerk und die Diodendetektoren alle anderen Baugruppen ideal arbeiten, kann die
Streuung der einzelnen IQ-Konstellationspunkte auf die durch das Six-Port-Netzwerk ver-
ursachte, frequenzselektive IQ-Imbalance zurückgeführt werden. Die frequenzabhängigen
IQ-Fehler führen zu einer mittleren, relativen Amplitude des Fehlervektors (RMS-EVM1-
Wert) von 3,8%.
Das in diesem Abschnitt untersuchte Beispiel eines Six-Port-Funkempfängers zeigt, dass
die in der vorliegenden Arbeit vorgestellten Empfängerarchitekturen aufwandsgünstig und
breitbandfähig realisiert werden können.
1RMS-EVM (engl. root mean square - error vector magnitude) ist definiert als der euklidische Ab-
stand in der IQ-Ebene zwischen den idealen Konstellationspunkten und den Konstellationspunkten
des empfangenen Signals bezogen auf die Amplitude der idealen Konstellationspunkte.
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6 Zusammenfassung
Ausgehend vom Interesse der Mobilfunkindustrie an neuen, kostengünstigen, Energie
sparenden Multimode- und Breitbandempfängern für bestehende und zukünftige Über-
tragungsverfahren, wurden in der vorliegenden Arbeit Six-Port basierte Funkempfänger-
architekturen untersucht. Dabei war es unumgänglich, ein genaues Verständnis der Eigen-
schaften der Signalverarbeitung zugrunde zu legen, die derartige Empfängerarchitekturen
systematisch aufweisen. Besonders im Vordergrund der Untersuchungen lagen die analo-
gen Störeffekte, die bei der additiven Frequenzumsetzung generiert werden. Durch diese
unterscheiden sich Six-Port basierte Empfänger prinzipiell von klassischen, multiplikativ
mischenden Empfängern.
Zunächst wurden die Grundlagen der analogen und analog-digitalen Signalverarbei-
tung zur Frequenzumsetzung und den daraus resultierenden Empfangsmöglichkeiten und
bestehenden Empfängerarchitekturen erläutert. Die von der jeweiligen Empfängerarchi-
tektur unabhängigen, allgemeinen Störeinflüsse, wie z.B. Rauschen, Intermodulation,
etc. wurden aufgezeigt. Besonderes Augenmerk lag auf der Beschreibung der Ursprünge
und Eigenschaften von existierenden, Six-Port basierten Empfängern, da sich bei dies-
bezüglichen Experimentalaufbauten verschiedener Forschungsgruppen gezeigt hatte, dass
N-Port-Netzwerke insbesondere für den Aufbau von Hochfrequenzempfängern bis in den
Millimeterwellenbereich geeignet sind. Darüber hinaus wurde eine Vielzahl von Vorteilen
der Six-Port basierten Empfänger gegenüber multiplikativ mischenden herausgearbeitet
und zusammengetragen.
Während die theoretischen Zusammenhänge sowohl von Schaltungen als auch der Sig-
naltheorie für multiplikativ mischende Empfänger weitestgehend bekannt sind, lassen sich
für additiv mischende Architekturen nur wenige, vorwiegend schaltungsbezogene Quel-
len finden. In diesen wird das N-Port-Netzwerk oft nur als ,,Black Box” betrachtet. An
dieser Stelle setzt die vorliegende Arbeit an, um die systematische Zusammensetzung
der sich aus der Frequenzumsetzung ergebenden Mischprodukte genauer zu untersuchen.
Dies geschieht zum Einen in Hinblick auf ein besseres Verständnis von Six-Port basierten
Empfängern. Zum Anderen können über derartige Einblicke verbesserte Empfängerarchi-
tekturen abgeleitet werden. Neben der Bestimmung der Nutzsignalkomponenten konnten
im Basisbandsignalgemisch nach der Frequenzumsetzung Störsignale identifiziert und ana-
lytisch erfasst werden, welchen gesonderte Eigenschaften zugeordnet werden konnten:
• statische DC-Offsets werden systematisch durch das Quadrieren des LO-Signals er-
zeugt; diese können zur Sättigung aktiver, analoger Basisbandbaugruppen führen;
Seite: 133
Kapitel 6: Zusammenfassung
zusätzlich werden statische DC-Offsets durch LO-Übersprechen vor der Frequenz-
umsetzung erzeugt;
• Hochfrequenzselbstmischungsprodukte (RFS) entstehen durch die Mischung des HF-
Signals mit sich selbst und verursachen nichtlineare Störprodukte im Basisband;
• dynamische DC-Offsets innerhalb der RFS hängen komplett von der HF-
Eingangssignalsituation ab (z.B. von Anzahl, Stärke und spektraler Lage der Signale
im Empfangsband), sind starken Schwankungen unterworfen und können sowohl ak-
tive Basisbandbaugruppen beeinflussen als auch das Demodulationsergebnis.
Als weiteres Ergebnis konnte dabei eine mögliche Ursache dafür gefunden werden, weshalb
N-Port-Empfänger zwar unter Laborbedingungen herausragende Eigenschaften vorweisen,
aber in der Praxis keine Anwendung finden. Die systematisch erzeugten, vom HF-Signal
abhängigen, dynamischen DC-Offsets führen zu verschärften, teilweise nicht realisierbaren
Dynamikanforderungen für die Analog-Digital-Umsetzer (ADU).
Anhand dieser Analyseergebnisse war es möglich, verschiedene, neuartige Konzepte zur
analogen Kompensation der erwähnten Störteilsignale zu entwickeln. Darauf aufbauend
wurde eine Regel (3.85) abgeleitet, über die sich die zusätzlich benötigte Aussteuerungs-
reserve für die ADUs beim Empfang beliebiger HF-Bänder abschätzen lässt.
Ein weiterer, störender Effekt, welcher direkt mit der Frequenzumsetzung in Zusam-
menhang steht, ist die IQ-Imbalance. Für diese ließ sich zeigen, dass ihr Einfluss auf das
Nutzsignal für multiplikative und additive Mischung gleicher Art ist. In Hinblick auf eine
weitestgehend einfach rekalibrierbare Kompensation der IQ-Imbalance wurden vornehm-
lich digitale IQ-Regenerierungsmethoden untersucht. Im Vergleich zu verschiedenen aus
der Literatur bekannten Kompensationsverfahren erwiesen sich blinde Signalseparations-
methoden (BSS) mit den digital modulierten Quellsignalen angepassten Kernfunktionen
als sehr geeignet. Unter Anderem wurde dabei auch aufgezeigt, dass eine Vielzahl beste-
hender BSS-Algorithmen auf ein und dieselbe Beziehung mit lediglich unterschiedlichen
Kernfunktionen zurück geführt werden können. Bei den Analysen zur IQ-Regenerierung
wurden frequenzselektive Beeinflussungen weitestgehend außer Acht gelassen. Zum Einen
sind fast alle untersuchten Kompensationsverfahren auf den frequenzselektiven Fall er-
weiterbar. Zum Anderen kann gezeigt werden, dass für implementierte Empfänger fre-
quenzabhängige IQ-Imbalance-Effekte i.d.R. nur von geringem Einfluss sind. Angesichts
der Tatsache, dass der Rechenaufwand zur Ermittlung von Separationsmatrizen zur Sig-
nalentfaltung um ein Vielfaches höher ist als der für lineare Entmischung, steht der Auf-
wand für frequenzselektive IQ-Imbalance-Kompensation unverhältnismäßig dem Nutzen,
d.h. einer geringen Verbesserung der Nutzsignale, gegenüber.
Um die positiven Eigenschaften Six-Port basierter Empfänger nutzen zu können und
gleichzeitig die negativen (wie hoher Schaltungsaufwand im Basisband, hohe Dynamik-
anforderungen an die ADUs, etc.) zu reduzieren, wurden in der vorliegenden Ar-
beit, basierend auf den vorangegangenen Analysen und Resultaten, drei neuartige
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N-Port-Empfängerarchitekturen entwickelt. Alle drei Architekturen weisen sich durch die
folgenden Punkte aus:
• der Bedarf an Basisbandbaugruppen (Kanalfilter, ADUs, etc.) ist deutlich geringer
als der für aus der Literatur bekannte Six-Port basierte Empfänger und liegt in erster
Näherung im Bereich des Aufwandes für multiplikative Direktmischerarchitekturen;
• sowohl die statischen als auch die dynamischen DC-Offsets werden weitestgehend
noch vor der Digitalisierung kompensiert;
• ein Teil der nichtlinearen Mischprodukte und Intermodulationsprodukte wird sys-
tematisch mit den DC-Offsets aus dem Basisbandsignalgemisch entfernt;
• zur Kalibrierung der Kompensationsstrukturen sind keine gesonderten Testsignale
notwendig; eine Rekalibrierung kann zu jedem Zeitpunkt durchgeführt werden, in
dem keine Nutzsignale empfangen werden;
• die derartigen Empfängern inhärente Breitbandfähigkeit und Millimeterwellentaug-
lichkeit (durch die mögliche passive Realisierung des N-Port-Netzwerkes sowie der
angeschlossenen Nichtlinearitäten bzw. Leistungsdetektoren) werden nicht beein-
trächtigt.
Zur Verifikation der Arbeits- und Funktionsweise wurde die Demodulationsqualität der
im Rahmen dieser Arbeit neu entwickelten Empfängerarchitekturen beim Empfang von
UTRA-FDD sowie von MB-OFDM-UWB anhand von Symbolfehlerraten untersucht. Es
zeigte sich, dass für UTRA-FDD der Einsatz von Diodendetektoren ungeeignet ist oder
zumindest zusätzlichen Bedarf an Nichtlinearitätskompensation erfordert. Die Ergebnisse
bei der Verwendung von FET-Detektoren lassen auf eine gute Eignung der vorgeschlage-
nen Architekturen schließen.
Bezüglich des Empfangs von MB-OFDM-UWB kann festgestellt werden, dass die
Empfänger große Pfadfehlanpassungen aufweisen dürfen und einfachste Nichtlinearitäten
zur Frequenzumsetzung verwendet werden können, ohne die Empfangsqualität zu min-
dern. Mit einem Microstrip-Schaltungsbeispiel wurden die generellen Aussagen über einfa-
che Implementierbarkeit sowie die Eignung zur Verarbeitung extrem breitbandiger Signale
unter Verwendung von Six-Port basierten Funkempfängern bestätigt. In Verbindung mit
der inhärenten Breitbandfähigkeit und dem zu erwartenden geringen Energieverbrauch
(besonders, wenn die Kompensationsverstärker, etc. weggelassen werden) sind die vorge-
schlagenen N-Port-Empfängerarchitekturen für derartige Übertragungsstandards konkur-
renzfähige Kandidaten.
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A Weiterführende Untersuchungen zur
IQ-Imbalance
In diesem Kapitel stehen weiterführende Untersuchungen zur Modellierung und Kom-
pensation von IQ-Imbalance im Vordergrund. Es werden Architekturen, Empfangsformen
bzw. signaltheoretische Zusammenhänge thematisiert, die im Hauptteil der Arbeit von
untergeordneter Bedeutung sind.
A.1 Imbalance-Empfängermodell bei multiplikativer
Mischung
Während in Abs. 4.2.2 das allgemeine Empfängermodell die additive Frequenzumsetzung
mit zusätzlicher Kompensation der gleichgerichteten Welle verwendet, wird hier die mul-
tiplikative Mischung der Modellierung allgemeiner IQ-Imbalance-Einflüsse zu Grunde ge-
legt. Dies erleichtert insbesondere die Anwendung der in der Literatur gegebenen Ergeb-
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Abbildung A.1: Systemarchitektur zur Modellierung frequenzselektiver IQ-Imbalance bei
multiplikativer Frequenzumsetzung.
nisse und Analysen, z.B. in [95] und [99].
Die Fehlanpassungen, etc. werden wie in Abb. 4.4 durch die Übertragungsfunktionen
HI(f) und HQ(f) modelliert. Hier ergibt sich das komplexe Basisbandsignal nach der
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Nominalfilterung aus der Multiplikation von HF-Signal (4.5) und LO-Signal (4.8):
x̃(t) = LPFNOM
{
s′HF (t) · s′LO(t)
}
= sI(t) + j ·
(
g cos(ϕ) sQ(t)− g sin(ϕ) sI(t)
)
= x̃I(t) + j · x̃Q(t) .
(A.1)
Offensichtlich entspricht dieses Mischungsergebnis exakt jenem (4.9), welches aus der
IQ-Imbalance-Modellierung einer N-Port-Architektur resultiert. Alle weiteren mathema-
tischen Zusammenhänge und Ergebnisse folgen denen in Abs. 4.2.2. Damit ist eindeutig
gezeigt, dass die Art und Weise der Frequenzumsetzung keinerlei Bedeutung für die Ana-
lyse der Beeinflussungen von Signalen durch IQ-Imbalance hat.
A.2 Adaptive Filter zur IQ-Imbalance-Kompensation bei
ZF-Empfang
S*(-f )
f
SIM(-f )
SZF(-f )*
*
fZF-fZF
SIM(f )
SZF(f )
S(f )
ffZF-fZF
(a) (b) X(f )
ffZF-fZF
V(f) D(f)
Abbildung A.2: Spektrum des (a) Originalsignals und (b) des ZF-Signals mit IQ-
Imbalance-Beeinflussung (4.13) vor der Analog-Digital-Umsetzung.
Aufbauend auf dem Signalmodell aus Abs. 4.2.1 wird nun angenommen, dass ein
Empfang mit der Umsetzung auf eine Zwischenfrequenz fZF durchgeführt wird. Dabei sei
sZF (k) das gewünschte Signal und s IM(k) das störende Spiegelsignal (Abb. A.2(a)). Unter
Verwendung einer geeigneten Filterung liege nach dem ADU ein Signalgemisch entspre-
chend der Abb. A.2 vor, welches bei den Frequenzen ±fZF Nutzsignal-Störer-Mischungen
(d(k) und v(k)) enthält [73]. Diese werden durch Multiplikation mit e±j2πfZF kTADU ins Ba-
sisband umgesetzt, womit letztlich d(k) und v(k) als getrennte Basisbandbeobachtungen
im Digitalteil des Empfängers vorliegen.
Die mittleren Leistungen von sZF (k) (PN) und s IM(k) (PS) können hier nun stark von-
einander abweichen im Gegensatz zum Direktmischerempfang, bei dem die Leistungen
von I-Komponente und Q-Komponente etwa gleich sind. Dies kann (wie Abb. A.2(b) an-
deutet) dazu führen, dass durch IQ-Imbalance in beiden Basisbandbeobachtungen eines
der beiden Originalsignale (sZF (k) und s IM(k)) das jeweils dominierende ist. Ist folglich
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Abbildung A.3: Grundlegender Aufbau eines adaptiven Filters.
das Störsignal deutlich stärker als das Nutzsignal, reicht eine Störsignaldämpfung von
SIRIQ ∈ {20 . . . 40}dB u.U. nicht mehr aus.
In solch einem Fall kann ein adaptives Filter z.B. v(k) als Referenzsignal verwenden,
um im Signal d(k) Anteile des Störers s IM(k) zu unterdrücken [73]. Die Struktur eines
derartigen adaptiven Filters ist in Abb. A.3 dargestellt. Dabei enthält das Ausgangssignal
y(k) eine nach
y(k) = d(k)−
LFilter−1∑
i=0
wi(k) v(k − i) (A.2)
verbesserte Version der Basisbandbeobachtung d(k), in der das gewünschte Signal sZF (k)
bis auf einen Restfehler [73] dominant ist. Die Filterkoeffizienten wi(k) des adaptiven Fil-
ters der Länge LFilter werden durch einen adaptiven Algorithmus (z.B. LMS oder RLS,
[105]) ermittelt. Der minimale, mittlere, quadratische Restfehler der Filterkoeffizienten
entspricht exakt dem negativen SIR im Referenzsignal [73]. Aus [105] ist bekannt und
wurde in [73] für das Spiegelfrequenzproblem nachgewiesen, dass ein Einsatz zur Ver-
besserung des SIR nur dann zielführend ist, wenn das Störsignal nach der Mischung
immer noch leistungsstärker (dominant) in der Beobachtung für das Nutzsignal vertre-
ten ist (Abb. A.2(b)) bzw. wenn für das Signal-Stör-Verhältnis der Eingangssignale des
adaptiven Filters gilt: SIRd,v  0dB.
A.3 Optimierungskriterien für BSS-Algorithmen
Um das allgemeine Separationsproblem (4.29) zu lösen, bedarf es zunächst eines Kriteri-
ums Ψ, welches die Mischung oder Separation beschreibt [108]. Die üblichsten Optimie-
rungskriterien seien hier zusammenfassend aufgeführt.
A.3.1 Kullback-Leibler-Divergenz
Ein sehr nahe liegendes Kriterium ist die Minimierung der wechselseitigen Information von
y (engl. mutual information, MI) [109]. Dabei wird die Verbundwahscheinlichkeitsdichte
mit dem Produkt der einzelnen Randdichten des Ausgangssignals der BSS verglichen. Ein
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Maß dafür stellt die Kullback-Leibler-Divergenz (KL) dar:
ΨMI = D
(
py(y)
∥∥∥ n∏
i=1
pyi(yi)
)
. (A.3)
Das Ausgangssignal y beinhaltet dabei n Einzelsignale. Entsprechen beide Wahrschein-
lichkeitsdichten einander, so ist die KL gleich Null und die Komponenten von y sind
statistisch unabhängig [108]. Dieses Kriterium wird u.a. in [112] zur Herleitung verallge-
meinerter BSS-Algorithmen benutzt.
A.3.2 Maximum Likelihood
Eine zweite Möglichkeit zur Beschreibung des Optimierungsproblems ist die Maximie-
rung der Wahrscheinlichkeit für eine bestimmte Beobachtung x unter der Vorausset-
zung geschätzter Systemparameter B̂−1 = W [117]. Das Symbol •̂ steht dabei für eine
Schätzung. Für BSS-Probleme steht die Beobachtung x fest und die Parameter des Se-
parationssystems (als Schätzung des inversen Mischsystems) werden optimiert [108]. Das
daraus resultierende Maximum-Likelihood-Kriterium (ML) wird dann wie folgt definiert:
ΨML = px
(
x(t)|W
)
. (A.4)
A.3.3 Maximierung der Transinformation - INFOMAX
Das dritte Kriterium entstammt der Informationstheorie. Dabei wird die Transinformati-
on zwischen Eingang x und Ausgang y des Separationssystems maximiert (INFOMAX)
[125]:
ΨINFOMAX = T (y;x) = H(y)−H(y|x) . (A.5)
Hier ist H(y) die Entropy des Ausgangssignals und H(y‖x) die Irrelevanz bzw. die be-
dingte Entropy für das Ausgangssignal unter der Voraussetzung das x gesendet wurde.
Anzumerken ist, dass die Auswertung der Kriterien bezüglich des BSS-Problems zu glei-
chen Ergebnissen führen. Beispielsweise wird in [126] gezeigt, dass ML und INFOMAX
bis auf eine Konstante zur gleichen Lösung führen [108].
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B Mathematische Zusammenhänge
B.1 Faltung
Die Faltung beschreibt einen mathematischen Operator ∗, welcher für zwei Funktionen
f und g eine dritte Funktion erzeugt, die eine Art ,,Überlappung” zwischen f und einer
gespiegelten und verschobenen Version von g darstellt.
R sei die Gesamtheit aller stetigen, komplexen Funktionen f : [0,∞[→ C. Für f, g ∈ R
wird die Faltung f ∗ g durch(
f(t) ∗ g(t)
)
=
∫ t
0
f(τ) g(t− τ) dτ für alle t ≥ 0 (B.1)
definiert [31].
B.2 Operator [∗] - Faltung zweier Matrizen
Der Operator [∗] realisiert die Faltung zweier Matrizen in der Art, dass die resultierende
Matrix sich strukturell nach dem Aufbauschema der Matrixmultiplikation [31] zusammen-
setzt. Dabei werden die einzelnen Matrixeinträge jedoch nicht miteinander multipliziert,
sondern gefaltet und dann aufsummiert.
Die Faltung einer Matrix A ∈ Mat(m,n) mit einer Matrix B ∈ Mat(n, p) ergibt eine
Matrix C = A[∗]B mit C ∈ Mat(m, p), deren Elemente cjk definitionsgemäß durch die
folgende Vorschrift gegeben sind:
cjk =
n∑
κ=1
ajκ ∗ bκk . (B.2)
Mit awx bzw. byz werden die Elemente von A bzw. B bezeichnet. Vereinfacht gesagt,
wird eine konventionelle Matrixmultiplikation durchgeführt und im Anschluss jedes neu
entstandene Produkt der Ergebnismatrix durch eine Faltung ersetzt.
Beispielsweise ergibt diese Bildungsvorschrift in Anwendung auf (4.12):[
hI(t) 0
−hQ(t) g sin(ϕ) hQ(t) g cos(ϕ)
]
[∗]
[
sI(t)
sQ(t)
]
=[
hI(t) ∗ sI(t)
−g sin(ϕ) · hQ(t) ∗ sI(t) + g cos(ϕ) · hQ(t) ∗ sQ(t)
]
.
(B.3)
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B.3 Kurtosis: super- und sub-gaußförmige Verteilungen
Die Kurtosis ist ein Maß für die Wölbung einer statistischen Verteilung [108]:
kurt(x) = E
{
x4
}
− 3E
{
x2
}2
. (B.4)
Sie kann als normierte Form des Zentralen Moments vierter Ordnung verstanden wer-
den und leitet sich aus dem Kumulanten vierter Ordnung eines Zufallsprozesses ab [124].
Bei gaußförmigen Verteilungen sind alle Kumulanten höherer als zweiter Ordnung gleich
Wahscheinlichkeitsdichte, px(x)
gaußförmig
super-gaußförmig
sub-gaußförmig
x
Abbildung B.1: Sub-gauß-, super-gauß- und gaußförmige Verteilungen.
Null, somit auch die Kurtosis. Verteilungen mit kurt(x) < 0 bzw. kurt(x) > 0 werden als
sub-gaußförmig (platycurtic, flachgipflig) bzw. super-gaußförmig (leptocurtic, steilgipflig)
bezeichnet (Abb. B.1).
B.4 Fehlerfunktionen
Zur analytischen Bestimmung von Bitfehler- und Symbolfehlerraten wird häufig eine der
Fehlerfunktion erf(x), erfc(x) oder Q(x) verwendet [20], [97]. Dabei sei
erf(x) =
2√
π
·
∫ x
0
e−t
2
dt (B.5)
die so genannte Fehlerfunktion, welche dem Zweifachen des Integrals über eine Gaußver-
teilung mit dem Mittelwert 0 und der Varianz 0,5 entspricht [20]. Die komplementäre
Fehlerfunktion, über welche sich z.B. die Bitfehler- und Symbolfehlerwahrscheinlichkeiten
verschiedener digitaler Modulationsarten ermitteln lassen, lautet:
erfc(x) = 1− erf(x) = 2√
π
·
∫ ∞
x
e−t
2
dt . (B.6)
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Die komplementäre Fehlerfunktion kann jedoch auch in der Form
Q(x) =
1√
π
·
∫ ∞
x
e−
t2
2 dt =
1
2
· erfc
( x√
2
)
(B.7)
geschrieben werden [97]. Zur Herleitung der Fehlerfunktionen sowie deren Verwendung zur
analytischen Bestimmung von Fehlerraten sei auf die entsprechende Fachliteratur ([20],
[97], u.v.m.) verwiesen.
Seite: 142
Anhang C: Schaltungsvarianten für Leistungsdetektoren
C Schaltungsvarianten für
Leistungsdetektoren
An dieser Stelle sei ein kurzer Einblick in die Möglichkeiten zur schaltungstechnischen
Umsetzung der Nichtlinearitäten bzw. Leistungsdetektoren bei der Realisierung von N-
Port-Empfängern gegeben.
C.1 Leistungsdetektoren mit (Schottky-)Dioden
Die häufigste Schaltungsvariante zur Implementierung von Leistungsdetektoren sind Di-
odenschaltungen (z.B. wie in Abb. C.1). Besonders bei der Verwendung der Leistungs-
detektoren in Six-Port basierten Funkempfängern stellt bei Diodenschaltungen (mit Di-
odenvorspannung) der im Ausgangssignal enthaltene Gleichanteil u.U. ein Problem dar
und muss vor der eigentlichen Nutzsignaldetektion wieder entfernt werden.
C
uout
uHF RZ0
C1
uo
Abbildung C.1: Dioden-Leistungsdetektor mit Vorspannung.
Um dies zu umgehen und trotzdem simple Schottky-Dioden zur nichtlinearen Umset-
zung der Eingangssignale verwenden zu können, werden vorspannungsfreie (engl. zero-
biased) Dioden verwendet [127]. Eine schematische Grundschaltung dafür ist in Abb. C.2
C
uout
uHF RZ0
C1
ik
Abbildung C.2: Leistungsdetektor mit vorspannungsfreien Dioden.
dargestellt, welche stellvertretend für die in diesem Kapitel vorgestellten Leistungsdetek-
toren genauer erläutert werden soll. Der Kondensator C1 fungiert als Hochpassfilter zur
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Verhinderung der Gleichsignalübertragung zwischen uHF und der Diode. Über Z0 (i.d.R.
50Ω) wird die Impedanzanpassung des Leistungsdetektors an die vorangegangenen Schal-
tungen realisiert. Die Abhängigkeit des Diodenstroms ik von der HF-Eingangsspannung
resultiert aus der Schottky-Gleichung [59]:
ik(t) = IS
(
e
(
uHF (t)
VT
)
− 1
)
, (C.1)
wobei VT = 26mV die Temperaturspannung und IS der Sättigungsstrom ist.
Vorspannungsfreie Schottky-Dioden haben IS-Werte im Bereich von wenigen Mikroam-
4
Typical Parameters, Single Diode
Figure 1.  Typical Forward Current 
vs. Forward Voltage.
Figure 2. +25°C Output Voltage vs. 
Input Power at Zero Bias.
Figure 3.  +25°C Expanded Output 
Voltage vs. Input Power. See Figure 2.
Figure 4.  Output Voltage vs. 
Temperature.
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Abbildung C.3: Typische Kennlinie des Diodenstroms I bzw. ik in Abhängigkeit der
Vorwärtsspannung U bzw. uHF bei Temp = 25
◦C an einer Diode des Typs:
Agilent HSMS2850.
pere, z.B. IS = 3µA für HSMS2850 von Agilent, [128]. Eine typische Strom-Spannungs-
kennlinie der Schottky-Diode HSMS2850 wird in Abb. C.3 gezeigt.
Ist die Eingangsspannung geringer als VT kann (C.1) durch
ik(t) = IS ·
(uHF (t)
VT
+
1
2
(uHF (t)
VT
)2
+ . . .
)
(C.2)
approximiert werden. Für höhere Eingangsspannungen uHF (t) werden nichtlineare Effek-
te vierter Ordnung und höher dominant und es muss eine geeignete, schaltungstechnische
Linearisierung der Diodenkennlinie realisiert werden, welche den Einfluss der höheren
Nichtlinearitäten reduziert [129]. Unabhängig von der wirksamen ik − uHF−Funktion der
Schottky-Diode wird die HF-Eingangsspannung uHF durch die Diode nichtlinear beein-
flusst. Es gilt dabei im Allgemeinen die Beziehung (2.3). Letztendlich schließt sich eine
RC-Tiefpassstufe an, über welche bereits eine Dämpfung der höheren, unerwünschten
Frequenzanteile des heruntergemischten Signals uout geschieht.
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C.2 Leistungsdetektoren mit Transistoren
Die Verwendung von Feldeffekttransistoren (FET), insbesondere von GaAs Sperrschicht-
fets (JFET), an Stelle von Schottky-Dioden ermöglicht eine bessere Empfindlichkeit der
Leistungsdetektoren [130]. FET-Detektoren wie in Abb. C.4 sind i.d.R. weniger tem-
peraturempfindlich als Schottky-Dioden und weisen eine etwa vier mal höhere effektive
Rauschspannung von ca. 600nV/Hz auf als ein einzelner FET [130]. In Abb. C.4 ist ein ty-
UGS
C
uout
uHF RL
Z0 R1
C1
T1G
S
D
Abbildung C.4: FET-Leistungsdetektor mit Gate-Vorspannung.
pisches Beispiel für einen FET-Leistungsdetektor dargestellt. Der Transistor realisiert die
Nichtlinearität, durch die bei einer N-Port-Implementierung die Eingangssignale verarbei-
tet werden. Über UGS wird der JFET so eingestellt, dass er unterhalb der Kniespannung
(Uk = UGS −Up, mit Up als Schwellenspannung bzw. Pinch-off-Spannung) betrieben wird
[131]. In solch einem Fall gilt für den Drainstrom: ID ∼ −U2DS. T1 ist dann im so genann-
ten Anlaufbereich.
uout
uHF RLZ0
T2
UD
UG
G
D
S
Abbildung C.5: FET-Leistungsdetektor als Source-Folger.
Der Transistor T1 ist parallel zum HF-Eingangssignal uHF geschaltet und durch ein
RC-Hochpassfilter vom Eingang isoliert [132]. Das Eingangssignal fließt anteilig (bedingt
durch den Stromteiler zwischen R1 und RDS) durch den Transistor. Über dem Widerstand
RL kann die nichtlinear verarbeitete Spannung abgegriffen werden.
In [132] wird ein nichtlineares Modell zur Vorhersage der Ausgangsspannung derartiger
Leistungsdetektoren ermittelt und festgestellt, dass neben der höheren Empfindlichkeit
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von FET-Detektoren insbesondere die direkte Bereitstellung der gewünschten Spannung
uout (ohne durch die Vorspannung UGS verursachte DC-Offsets) am Ausgangswiderstand
der Schaltung einen Vorteil zu Dioden basierten Schaltungen darstellt.
Für eine Anwendung als Nichtlinearität in einem N-Port-Empfänger hat sich die Reali-
sierung mittels eines Source-Folgers gleichfalls als sehr geeignet erwiesen [103] (Abb. C.5).
Dabei ist der Transistor T2 (eingestellt über UDS) im Abschnürbereich und es gilt für den
Drainstrom: ID ∼ −U2GS.
Daneben gibt es auch Ansätze, Leistungsdetektoren in bipolarer Schaltungstechnik aus-
zuführen [133]. Dort sind ebenfalls sehr gute Eigenschaften zu verzeichnen, wie z.B. sehr
hoher Dynamikbereich, sehr exakte quadratische Nichtlinearität im Kleinsignalbetrieb
(d.h. z.B. in (2.3) c2  ci ∀ i 6= 2 | i ∈ N), Hochfrequenztauglichkeit, etc. Allerdings wird
dort ein deutlich höherer Schaltungsaufwand notwendig.
Außer den hier aufgeführten, gibt es noch eine Vielzahl anders aufgebauter Leistungs-
detektoren, auf die jedoch im Rahmen dieser Arbeit nicht weiter eingegangen werden
soll.
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[8] Hyyryläinen, J.; Bogod, L.; Kangasmaa, S.; Scheck, H.-O.; Yliimurto, T.: Six-port
Direct Conversion Receiver , 27. European Microwave Conference and Exhibition,
Jerusalem, Israel, pp. 341-346, 8.-12. September 1997.
[9] Piazza, F.; Huang, Q.: An IF-Strip with Integrated 2nd IF Filter for a Triple Con-
version GPS Receiver , 23. European Solid-State Circuits Conference (ESSCIRC),
Southampton, UK, 16.-18. September 1997.
[10] Simoens, S.; Pellati, P.; Gosteau, J.; Gosse, K.; Ware, C.: The Evolution of 5GHz
WLAN toward Higher Throughputs , IEEE Wireless Communications, Vol. 10, Iss. 6,
pp. 6-13, Dezember 2003.
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