Abstract. So-called corrected operator splitting methods are applied to a 1-D scalar advection-di usion equation of Buckley{Leverett type with general initial data. Front tracking and a 2nd order Godunov method are used to advance the solution in time. Di usion is modelled by piecewise linear nite elements at each new time level. To obtain correct structure of shock fronts independently of the size of the time step, a dynamically de ned residual ux term is grouped with di usion. Di erent test problems are considered, and the methods are compared with respect to accuracy and runtime. Finally, we extend the corrected operator splitting to 2-D equations by means of dimensional splitting, and we apply it to a Buckley{Leverett type problem including gravitational e ects.
Introduction
The numerical solution of advective-di usive transport problems arise in many important applications in science and engineering, e.g. oil reservoir ow, transport of solutes in ground water and surface water, the movement of aerosols and trace gases in the atmosphere, etc. The generic problem to be considered in the present paper is the initial-boundary value problem for a scalar advection-di usion equation, that is, @ t u + @ x f(u) = "@ x (u)@ x u] ; (1) for (x; t) 2 (a; b) (0; T] R R + , together with initial and boundary data imposed as (2) Our main motivation for studying (1) stems from the fact that this nonlinear partial di erential equation constitutes an important part of a (two-phase ow) system of equations modelling displacement of oil by water in oil reservoirs 5] . In this context, (1) is often referred to as the Buckley{Leverett equation. Furthermore, the fractional ow (or ux) function f has the usual s-shaped form, which we mimic using the analytic expression f(u) = u 2 u 2 + (1 ? u) 2 :
The capillary di usion coe cient (u) is generally a nonlinear (bell-shaped) function of u, which we recreate using the simple expression (u) = 4u(1 ? u): (4) We note that the di usion coe cient becomes zero at u = 0; 1, so that (1) is an example of a parabolic degenerate equation; see 36] for global existence, uniqueness, and stability results in BV space of the initial value problem for general (u) 0, and 41] for similar results concerning the initial-boundary value problem. Properties of BV solutions, such as regularity, have been studied in 42] . For further results on degenerate equations we refer to the recent survey paper 6] and the references therein. The scaling parameter " in front of the capillary di usion term is usually small for reasonable ow rates. Consequently, this term can be neglected if the main problem is to trace uid interfaces, in which case the problem is reduced to solving a hyperbolic conservation law. However, in many applications some detailed information on the structure of fronts is important, and the di usion term cannot be neglected. Since we believe that it is important to obtain correct placement and structure of fronts, both these problems have to be addressed so that di erent balances of advection and di usion can be modelled in an accurate and consistent way within the same application. This is however di cult to achieve numerically, especially when the process is dominated by a nonlinear advection term. Unless impractically small discretization parameters are used, conventional methods usually exhibit some combination of di culties, from non-physical oscillations (centred difference and Galerkin nite element schemes) to excessive numerical di usion (upwinding di erence schemes).
A natural strategy to overcome these di culties is to split the advection-di usion equation (1) into a hyperbolic conservation law and a parabolic equation, each of which is solved separately, i.e., an advection step followed by a di usion step. This may be done in a straightforward way, at least for the scalar problem considered here 26]. Furthermore, each step of such an algorithm may be fully discretized by e cient methods allowing for long, stable, and accurate time steps. The approach just described, which we often refer to as (viscous) operator splitting (OS), or at least certain variations on this approach, has indeed been taken by many authors 2, 11, 15, 16, 17, 19, 20, 26, 33] . A more general approach is the so-called ELLAM (Eulerian-Lagrangian Localized Adjoint Methods) framework for linear equations with various boundary conditions 4, 34, 37, 40] . Operator splitting has also been applied in terms of dimensional splitting for multi-dimensional conservation laws 7, 24] and for equations with source terms 8, 23, 29, 38, 39] .
In the constant di usion case, it is easy to see that viscous splitting errors, due to nonlinearity, may lead to front widths of size O( p " t) when the time step becomes too large, whereas physical front widths should be O(") 35] . One of the rst attempts to overcome this di culty was made by Espedal and Ewing 18] , who proposed a slightly di erent splitting, taking into account the physically correct balance between di usive forces and nonlinear advection. In order to reduce the splitting error, a residual or antidi usive ux term is constructed based on the wave structure of the solution from the advection step. This residual ux function is then accounted for when solving the di usion part of the problem, so that correct balance between sharpening and di usion is obtained. The idea of a residual ux term was used in 18], and later by Dahle 10] (see also 3, 12, 13, 14, 21] ) to simulate two-phase immiscible ow in oil reservoirs. The approach suggested by these authors depends on an a priori splitting of the ux function which presupposes solutions of the \well-established" shock-type. That is, their strategy works well in the case of a Riemann problem with solution containing a single shock 10].
Karlsen and Risebro 25] have recently suggested an extension of this approach, referred to as corrected operator splitting (COS), capable of solving problems with general ux functions and general initial data. The new aspect is that the residual ux term is no longer based on an a priori splitting of the ux function, but rather a dynamically de ned splitting that depends on the solution of a certain conservation law (advection problem) that changes from time level to time level. Solutions of the advection problems are computed by the front tracking method 9, 22], which is based on solving Riemann problems so that an exact solution is obtained for a perturbed conservation law. Consequently, construction of dynamically de ned residual ux terms becomes natural in the context of front tracking.
We emphasize that the main concern in 25] was to present the COS algorithm and to give rigorous convergence proofs for arbitrary non-smooth data. The present paper is concerned with applying a (slightly di erent) version of the COS approach to realistic ow equations and to compare COS with OS numerically. In addition to front tracking, a 2nd order Godunov method has been implemented. The nonlinear di usion problems are solved by the method of \freezing" coe cients (Picard iteration) 21] and a Petrov-Galerkin nite element method 1]. See 25] for an alternative method yielding linear systems of equations that are symmetric.
Motivated by the work of Holden and Risebro 24] and the more recent work of Lie, Haugse, and Karlsen 31] , both on dimensional splitting coupled with front tracking for 2-D scalar conservation laws, we extend the COS method (front tracking) to 2-D equations of the form @ t u + @ x f(u) + @ y g(u) = "
? @ x (u)@ x u] + @ y (u)@ y u] ; for (x; t) 2 (0; T];
by means of a similar \alternating-direction" technique. The remaining part of this paper is organized as follows: In section 2 we introduce a version of the semi-discrete COS method and explain how the residual ux terms are constructed. In section 3 we present two fully discrete COS methods: the rst is based on front tracking (COS-F henceforth), while the second is based on a 2nd order Godunov method (COS-G henceforth). Section 4 is devoted to a comprehensive numerical investigation of these two methods. Comparisons are made between COS-F(G) and the splitting method based on the modi ed method of characteristics (MMOC henceforth) 18] whenever possible, and with the corresponding OS schemes 26]. In section 5 we present a 2-D extension of the COS-F method and apply it to a Buckley{Leverett type problem including gravitational e ects. Finally, in section 6 we make some concluding remarks.
The Corrected Operator Splitting (COS) Approach
In this section we introduce the semi-discrete COS algorithm. For ease of presentation, consider the initial value problem with constant di usion, i.e., @ t u + @ x f(u) = "@ 2 x u; u(x; 0) = u 0 (x): (5) Fix N 1 (integer) and choose t such that N t = T, for some xed T > 0. Let u n denote the approximate solution to (5) at time t = n t, for some n = 0; : : : ; N ? 1. The splitting solution u N is de ned inductively; let u 0 = u 0 and construct u n+1 from u n in the following steps.
Step 1 (advection): Let v(x; t) be the solution at time t = t to the hyperbolic conservation law @ t v + @ x f(v) = 0; v(x; 0) = u n (x): (6) It is well-known that (6) does not possess a smooth solution, not even if the initial function is in nitely smooth. We therefore consider (piecewise smooth) entropy weak solutions to (6) in the sense of Kruzkov 27] . Let x = y i , i = 1; : : : ; m ? 1, be the locations of the local extrema of v(x; t) so that hy i?1 ; y i i, i = 1; : : : ; m, are intervals 1 on which v(x; t) is monotone. Here we have set y 0 = ?1 and y m = 1. We make the convention that the location of a local extremum of a piecewise constant function is the midpoint of the interval on which the extremum is taken. Restricted to the ith monotone interval hy i?1 ; y i i, assume that the discontinuities of v(x; t) are located at x = x ij , j = 1; : : : ; d i (see Fig. 1 f n (x; v) = f(v) ? f n (x; v): (7) Observe that the residual uxf n (x; v) may be discontinuous as a function of x (see Fig. 3 ). Step 2 (di usion): Using the residual ux function (7), let w(x; t) be the (weak) solution at time t = t to the parabolic equation @ t w + @ x hf n (x; w) ? "@ x w i = 0; w(x; 0) = v(x; t): (8) We nally de ne u n+1 (x) = w(x; t).
Thus the COS approximation at time t = T is formally given by the composition
where S f (t) and Pf n (t) are the solution operators associated with (6) and (8), respectively.
Several remarks are now in order:
Remark 2.1. Observe that in the presence of shock fronts, the advection part of (8) only has a sharpening e ect, whose purpose is to balance the di usion to the right order. It is instructive to compare COS with OS 26] , which is similarly de ned, except that thẽ f n -term is missing. Thus the di usion step for OS consists of solving a heat equation that yields shock layers of size O( p " t) if the time step is large. Accordingly, we do not expect shock fronts to be properly resolved unless t = O(").
The numerical experiments will demonstrate the importance of thef n -term when the time step is large.
Remark 2.2. In order to obtain a fully discrete method, the numerical schemes replacing the exact operators S f (t) and Pf n (t) have to be carefully chosen (see below). COS is designed so that the greater part of the nonlinearity inherent in (5) should be resolved within the advection steps. Thus, a fully discrete algorithm depends heavily on an accurate numerical scheme for solving nonlinear conservation laws. a well-established shock, and from this point of view, COS 25] can be considered as the next generalization of the \a priori splitting" method. The main new feature is the ability to handle general ux functions and general data in a consistent and systematic way.
Two Discrete COS Schemes
We now introduce two fully discrete methods, both based on the COS algorithm.
COS-F (Front Tracking).
To begin with, replace equation (1) with a perturbed equation where the ux function (denoted by f ) is a piecewise linear and continuous approximation to the ux f in (1) . The approximation f is chosen simply as the linear interpolant of f at points fi g. In the numerical experiments reported later, the number of interpolation points (1= ) will be the same as the number of spatial grid points (nodes). Assume that we have computed a piecewise linear approximation u n to the solution of the initial-boundary value problem (1) at time t = n t. We next describe the steps leading to the approximation at time t = (n + 1) t, u n+1 . Figure 3 . The residual ux termf n =f n (x; u) (see Fig. 2 ) viewed as a function of x and u. Note that the residual ux depends discontinuously on the spatial variable, which is due to the non-monotone advection solution.
Step 1 (advection): We use front tracking to compute solutions to the (perturbed) advection equation @ t v + @ x f (v) = 0; v(x; 0) = v 0 (x); x 2 (a; b): (10) We assume that both the initial data v 0 and the solution v(x; t) are consistent with the boundary conditions. Front tracking is based on replacing the initial data by a piecewise constant approximation, and to solve the resulting problem exactly. This is done by:
1. Solving all the Riemann problems de ned by the piecewise constant initial data. This de nes a sequence of discontinuities emanating from the origin of each problem, and between these discontinuities the solution is constant. The discontinuities de nes the exact solution until some of them interact (collide). 2. Keeping track of collisions of neighbouring discontinuities. When discontinuities from neighbouring Riemann problems collide, they de ne a new Riemann problem with left and right states given by the values immediately to the left and right of the collision. The new problem is solved and the \tracking" continued, thus advancing the exact solution forward in time, until we reach nal computing time (t = t). The front tracking method was rst de ned by Dafermos 9] and later developed into a numerical method by Holden, Holden, and H egh{Krohn 22]. In 22] it is proved that the solution remains piecewise constant for all time. Rarefaction waves are replaced by series of small (O( ) -sized) shocks. Observe that the -parameter determines the accuracy of the front tracking scheme in smooth parts of the (advection) ow. To obtain a step function approximation to the initial data, we have used a grid cell averaging operator de ned on a uniform grid fx i ; xg, where x is a small discretization parameter controlling the spatial accuracy of the scheme, i.e., v 0 (x) = 1 x
Zx i+1
x i u n (x) dx; 8x 2 x i ;x i+1 ):
Front tracking preserves the discontinuities in the true solution of (10) in a non-di usive manner, which means that the residual ux term, denoted byf n , is found as described in the semi-discrete algorithm (7) . Moreover, since the front tracking solution is a step function taking a nite number of values, formula (7) is straightforward to realize.
Step 2 (di usion): The nonlinear (perturbed) di usion equation is linearized by the method of \freezing" the coe cients. This (Picard) iteration yields a sequence of linear equations, which subsequently are solved by the Petrov-Galerkin nite element method (see Appendix A). To be more precise, let fw p (x; t)g 1 p=1 be the Petrov-Galerkin approximations at time t = t to the linear variable-coe cient advection-di usion equations @ t w p + @ x b n (x; w p?1 )w p ? " (w p?1 )@ x w p = 0; p = 1; 2; : : : ; (11) with initial and boundary data: w p (x; 0) = v(x; t), w p (a; t) = u a , and w p (b; t) = u b . In (11), we have for convenience rewrittenf n (x; w) as b n (x; w)w. The COS-F solution at time t = (n + 1) t is now taken to be u n+1 = w q for some q. The element approximation is a piecewise linear function on a grid with nodes fx i g chosen so that they coincide with the discontinuity points of the front tracking solution v(x; t). In order to ensure convergence of our method, we have to add nodes whenever the spacing between two discontinuities becomes larger than x. Note that this results in a grid well-suited for resolving shock layers, in particular when the time step is large, i.e., when the front tracking solution contains \strong" shocks.
For later use, the scheme obtained by ignoring the b n -term in (11), which is more or less the one analysed in 26], will be denoted by OS-F. Finally, see 21] for a discussion of the convergence properties of the Picard iteration.
Remark 3.1. In the implementation of COS-F, the initial data for the Petrov-Galerkin solver is a piecewise constant function. Alternatively, accuracy could have been slightly improved by using piecewise linear data, obtained by a suitable linear interpolation (in smooth regions) of the front tracking solution.
Remark 3.2. Front tracking ts naturally into the COS concept primarily because the method provides \exact" information about the wave structure of the advection solution, thereby making it possible to nd the residual ux term (7). In fact, this scheme constitutes an important part of the semi-discrete COS algorithm as it is de ned and analysed in 25]. Front tracking is superior to other known methods for 1-D conservation laws when it comes to accuracy and runtime. On the other hand, it has the disadvantage of being nontrivial to implement 28 , 32] compared with di erence schemes. This has motivated the application of a 2nd order Godunov (di erence) method in the manner explained below.
COS-G (A Godunov Method).
As before, let u n denote the piecewise linear approximation at time t = n t. Then u n+1 is constructed as follows.
Step 1 (advection): Without going into details describing the 2nd order Godunov (slope limiter) method used here, we simply mention that the Godunov solution to (6) , also denoted by v(x; t), is a (discontinuous) piecewise linear function whose construction is explained in e.g. 30, p. 188]. The Godunov method needs a certain ( ne) grid on which v(x; t) is piecewise linear. Let therefore fx g j ; x g g denote a uniform subdivision of a; b], and let t g = t=N g , where N g is the smallest integer so that the CFL condition is satis ed. Here, x g < x and t g < t are small numbers specifying the accuracy of the Godunov scheme. The ne grid fx g j ; x g g is related to the nite element grid fx i ; xg by letting x g j+1=2 coincide with x i for some j, and by dividing each element x i ; x i+1 ] into M g smaller elements so that M g x g = x; see Fig. 4a .
We restrict ourselves to a xed monotonicity interval and explain how the (local) envelope function on this interval is found. The global envelope function f n , and thus the residual ux termf n , is found by \gluing" together the local ones. De ne the set fv i g by Step
For later use, the scheme denoted by OS-G is obtained by ignoring the residual term present in COS-G.
Numerical Experiments
The discrete (C)OS methods will be compared with respect to both accuracy and efciency. In particular, several plots are presented in order to demonstrate, among other things, the ability to handle sharp shock fronts, build-up of shock fronts, and general nonmonotone initial data. Moreover, COS-G(F) is compared whenever possible with MMOC 18] (the version implemented in 14]) and always with OS-G(F).
We will also make an attempt to extract some information indicating the (asymptotic) rate at which OS-F converges. Note that OS and COS coincide when t becomes small, i.e., when the advection solutions do not contain shocks. We use OS-F instead of OS-G to obtain convergence rates, since their performance are almost equal with respect to accuracy, but with OS-F being notably faster than OS-G. In order to determine the rate of convergence, we shall measure the error at a xed time T. The Let h > 0 be a small number, = x = h and t = (CFL=kf 0 k 1 )h. Here CFL denotes the usual Courant-Friedrichs-Lewy number, which will be speci ed later. We assume the OS-F error to be of the form E = O(h ). To determine the convergence rate , we perform computations with h = 2 ?4 ; : : : ; 2 ?9 . Standard linear regression is used to determine . In the rst four examples presented below we use ux function f given by (3) and constant di usion coe cient (u) = 1. In Example 5 we include gravitational e ects in the ux function (see Fig. 5 ), namely,
In Example 2 we also present some results using the nonlinear di usion coe cient (4). See Fig. 6 for plots of approximate solutions generated by (C)OS-F, (C)OS-G, and MMOC. We present \log-log plots" of E versus h, E versus t, and E versus runtime in Fig. 7a , b, and c, respectively. In order to emphasize on the e ect of the residual ux terms, we compare OS-F and COS-F when N = 1 ( t = 0:2); see Fig. 6a . We have already pointed out that time steps of size O(") should be used by OS schemes whenever shock fronts are present in the true solution. We see that this is indeed the case with OS-F, which produces a shock layer that is too much \smeared out" when N = 1. The COS-F method, however, obtains the correct balance between advection and di usion, i.e., an O(") -shock layer. To obtain correct structure of the shock front with OS-F, approximately 15 ? 20 time steps have to be used; see Fig. 6b . Information on the e ect of the residual ux terms can also be read from Fig 7b, which shows log(E) versus log( t) for (C)OS-F. We see that the temporal error is signi cantly smaller for COS-F than OS-F for large values of t, and that these methods begin to coincide, as expected, when the number of time steps reach 32?64. Furthermore, with basis in Fig. 7b it is fair to say that COS-F is more or less independent of the size of the time step for this travelling \quasi-steady state" solution.
We see that COS-F, COS-G, and MMOC produce almost equal solutions in the \visual norm"; see Fig. 6a and c. However, for these \100 nodes" calculations, COS-F is notably faster than both COS-G and MMOC; the runtime for COS-F was 0.01 sec compared with 1.81 sec for COS-G, and 0.43 sec for MMOC. Very crude runtime estimates are also presented in Fig. 7c , which essentially say that COS-F is the most e cient implementation. 
\log-log plots" of: a) E vs h for OS-F (CFL = 3:2). b) E vs t for (C)OS-F. c) E vs runtime for MMOC, (C)OS-F(G)
. Fig. 7a indicates that the asymptotic convergence rate 3 is linear with respect to h when both discretization parameters x and t are of order h. On the other hand, Fig. 7b seems to indicate that the temporal (splitting) error does not decrease linearly in t for large values of t (and a xed small x). Based on a t of data from N = 1; : : : ; 64 -computations, we obtain the rate 0:66, which, more or less, coincides with the observations reported in 26]. We believe that this low convergence rate re ects the fact that the advection solutions are not su ciently regular for large t, which supports, once more, our theme that one should not take too large time steps in OS schemes when the true solution contains shock fronts. The preceding discussion (Example 1) carries more or less over to the present example. We see indeed that the COS schemes resolve the shock front within one time step, whereas OS-F needs more than 15 time steps to do so; see Fig. 8a and b. Furthermore, Fig. 8c shows that MMOC performs much better than OS-F, but not as well as COS-F(G). The reason is that the a priori splitting of the ux function is not consistent with the advection solution, as opposed to the previous example, and in some sense this is one of the simplest examples in which an a priori splitting of the ux is not \optimal" and the dynamical splitting seems preferable.
In terms of runtime, COS-F is, as before, the scheme to prefer; see Fig. 9c for very crude runtime estimates.
Finally, according to Fig. 9a , the error decreases linearly in h for OS-F, and the decrease is slower (than linear) in t for large values of t; see Fig. 9b . These observations agree with those from Example 1.
To demonstrate that nonlinear di usion coe cients causes no di culties, let us consider the present problem, but with di usion coe cient (u) given by (4) . Solutions generated by (C)OS-F are shown in Fig. 10 . The slight undershoot seen in Fig. 10 is of order 10 ?5 . Due to the degenerate behaviour at the foot of the front, we see that the true solution is less regular than in the constant di usion (non-degenerate) case. This feature is captured by COS-F using one time step and 10 Picard iterations. Also here we see that both COS schemes perform reasonably well within one time step; see Fig. 11a and c, and that OS-F(G) requires 10{15 time steps to obtain the same degree of accuracy; see Fig. 11b . Moreover, Fig. 12b tells us that OS-F and COS-F more or less coincide when the number of time steps reaches 32.
When it comes to achieving a certain degree of accuracy, COS-F needs signi cantly less runtime than COS-G. Furthermore, COS-F is roughly 3 ? 5 times faster than OS-F for a xed degree of accuracy. . Various results are presented in Fig. 13 . This and two more examples are included in order to demonstrate the COS schemes' potential for handling general initial data and ux functions. We do not present \log-log" plots and convergence rates for these examples.
Again the true solution is smooth (with slowly varying gradients) everywhere, except in the interval 0:8; 0:9], where a shock front has formed. One cannot expect COS-F(G) (or any other scheme) to resolve the true solution within one or a few time steps, which has been the case in the previous examples. The reason is that the \dynamics" of the problem appears on time scales notably less than 0:2. This is evident from Figs. 13a and c, which also show that the least impressive behaviour of COS-F(G) is found in smooth parts of the ow. It seems that COS-F needs 5{7 time steps to produce reasonable accurate solutions; see Fig. 13b The results can be found in Fig. 14. For this example we have only generated solutions with (C)OS-F, since the Godunov method implemented here does not handle a ux f where f 0 changes sign.
We see again that COS-F captures the correct structure of the solution using N = 1 (10 Picard iterations), compared with N = 20 required by OS-F. The slight overshoot seen in Fig. 14 is of order 10 ?3 . Keeping the number of iterations xed at 10, and taking several (two or more) Euler steps, that is, several local time steps in the approximation of the time derivative in the (residual) di usion equation, this overshoot can be greatly reduced, or even removed.
We have also computed solutions with Riemann data 1 and 0 to the left and right of 1 ? 1= p 2, respectively. The quality of the approximations (not shown with plots) is the same as before, but the method of \freezing" the coe cients now needs approximately 20 iterations before it converges. The reason for the increased number of iterations is that the residual ux terms are more dominant than before, due to gravitation.
An Extension to 2-D Problems
Introduce the notation f(u) = (f(u); g(u)) and r = (@ x ; @ y ). We shall in what follows be concerned with solving the 2-D problem @ t u + r f(u) = "r (u)ru ; in (0; T]; (13) uj t=0 = u 0 ; uj @ = c; (14) where is an open bounded subset of R 2 , and c is a constant. For convenience we choose c = 0 and (u) = 1.
Lie et al. 31] have recently observed that for 2-D scalar conservation laws, a particular dimensional splitting method based on front tracking is highly e cient due to the lack of a CFL condition. They report that CFL numbers typically in the range 5{15 can be used for many problems without loss of accuracy, thereby making the method very fast. The COS scheme based on front tracking (COS-F) also lacks a time step restriction, and large time steps are feasible without much loss of accuracy, as opposed to the OS-F scheme. This has motivated us to extend the COS-F algorithm to the initial-boundary value problem (13) using a similar alternating-direction technique.
Assume that the domain is rectangular and consider a uniform Cartesian grid fz i;j ; x; yg, where each grid cell is of the form z i;j = f(x; y) : x i x < x i+1 and y j y < y j+1 g; where x and y > 0 de ne the size of each 2-D grid cell. Let denote the two-dimensional projection operator de ned on fz i;j g, i.e., ( u)(x; y) = 1 x y Z z i;j u(x;ỹ) dx dỹ; 8(x; y) 2 z i;j :
Moreover, let f and g be the piecewise linear and continuous approximations to f and g, respectively. Let u n denote the piecewise constant splitting solution at time t = n t. We now proceed by explaining how to construct u n+1 from u n . (x-sweep): Let v(x; t; y) be the entropy solution at time t = t to @ t v + @ x f (v) = 0; v(x; 0; y) = ( u n )(x; y): (15) Note that y acts only as a parameter in (15) . Next construct the residual ux functioñ f n (x; v; y) with respect to the constant values taken by v(x; t; y). Let w(x; t; y) be the solution at time t = t to the parabolic equation @ t w + @ x hf n (x; w; y) ? "@ x w i = 0; w(x; 0; y) = v(x; t; y); (16) with boundary data wj @ = 0. The solution is obtained by \freezing" the coe cients and using the (1-D) Petrov-Galerkin method on a grid with nodes determined by the discontinuities of the front tracking solution v(x; t; y).
(y-sweep): Let v(y; t; x) be the entropy solution at time t = t to @ t v + @ y g (v) = 0; v(y; 0; x) = ( w( ; t; ))(y; x): (17) Note that x acts as a parameter in (17) . Furthermore, let the residual termg n (y; v; x) be given by the constant values taken by v(y; t; x), and let w(y; t; x) be the Petrov-Galerkin solution at time t = t to the parabolic equation @ t w + @ y g n (y; w; x) ? "@ y w] = 0; w(y; 0; x) = v(y; t; x); (18) with boundary data wj @ = 0. Then the solution at time t = (n + 1) t is de ned as u n+1 = w( ; t; ).
Thus the operator splitting solution at time t = T is formally given by the composition u N (x; y) = P g n ( t) S g ( t) P f n ( t) S f ( t) N u 0 (x; y); (19) where u 0 = u 0 , and S f (t) and S g (t) are the 1-D solution operators associated with (15) and (17), respectively. Furthermore, P f n (t) and P g n (t) are the approximate solution operator associated with (16) and (18) , respectively, where = ( x; y). Note that u N is piecewise constant with respect to fz i;j g. However, in applications we replace u N by a proper piecewise linear function in order to obtain higher accuracy in space. When the solution is highly non-monotone it may be necessary to use local time stepping, that is, we replace (19) where N x t x = N y t y = t. This is best utilized if the size of the time steps needed to resolve the dynamics is di erent in the two directions, due to a di erent degree of nonlinearity or monotonicity.
5.1. A Numerical Example. Consider (13) Note that the above model includes gravitational e ects in the y-direction, and that we therefore will need more Picard iterations (in that direction), cf. Example 5. In the present simulation we used up 10 iterations. However, the strong waves are not interacting, and we do not need to include local steps in either direction; N x = N y = 1. Fig. 15a shows a contour plot of the solution obtained by OS-F using 5 time steps. The shock layer, but also the rarefaction area, is too wide. Note also the presence of a small arti cial, vertical shock layer on the left-hand side of the peak. This is a result of the dimensional splitting, which is not able to resolve (completely) the dynamics of the problem. In Fig. 15b we have used 10 time steps. The arti cial shock layer has now (nearly) disappeared, and the resolution of the physical shock layers is slightly improved. Fig. 16a shows the solution obtained by the corrected operator splitting (COS-F) using 5 time steps. The shock layer is of correct size, but as in Fig. 15a the arti cial shock layer is present. In Fig. 16b the number of time steps has been doubled, and the solution is now in good correspondence with the reference solution. For equal discretization parameters, the runtime for COS-F is three times as much as for OS-F, but COS-F gives a much sharper resolution of the shock layer. Trying to obtain an equally good resolution with the OS-F method, the runtime was increased beyond that of COS-F. However, comparing runtimes is a bit futile, since COS-F has not been optimized with respect to runtime. method. The method uses Lax{Friedrichs for the advective part u t + f(u) x + g(u) y = 0 and an implicit central di erence approximation for u t = " u. It is evident that the shock layer is resolved much better by COS-F than OS-F. Not surprisingly, we also observe that the nite di erence solution is inferior to the splitting methods. 6. Concluding Remarks We have presented a corrected operator splitting (COS) algorithm which gives a methodology for handling general interaction between nonlinear advection and di usion. This methodology is a major improvement over standard operator splitting (OS) in cases where both placement and structure of self-sharpening fronts are important. The main observations done in this paper may be summarized as follows:
1. OS schemes require (small) time steps of size O(") to reproduce the structure of self-sharpening shock fronts. 2. COS schemes obtain correct structure of shock fronts for large time steps. In fact, for travelling \quasi-steady state" solutions, only one or a few time steps are necessary to produce accurate solutions. 3. The most e cient and natural implementation is based on front tracking for handling the advection step (COS-F). 4. The implementation based on the 2nd order Godunov scheme (COS-G) is much slower than COS-F due to the CFL constraint inherited from the Godunov method and because of the high resolution required to recognize the wave structure of the advection solutions. However, in terms of accuracy the performance of these two schemes is equal. 5. For established shock fronts, the performance of MMOC (in terms of accuracy) compares with that of COS-F(G). However, with MMOC there is no obvious way to obtain residual ux terms dynamically so that general data can be handled. 6. A dimensional splitting extension of the COS-F algorithm is described and implemented for 2-D problems. The numerical results are promising, and in particular the 2-D scheme appears to be e cient with respect to runtime versus accuracy, which is due to the ability to resolve steep fronts with large time steps. b(x)u h ? " (x)@ x u h ; @ x i = ( u; i ); (21) where ( ; ) is the usual L 2 -inner product on (a; b).
Since (21) is not completely symmetrized by the advection step because of the b-term, we have to choose a test space T h di erent from the trial space S h to stabilize equation (21) . A theory for choosing an appropriate test space is given in 1], which consists in choosing a discrete test space that transforms the bilinear form (21) Some extra numerical di usion may be introduced by mass lumping, i.e., (u h ; i ) ( x i + x i+1 ) 2 u i ; ( u; i ) ( x i + x i+1 ) 2 u i : Note that this is consistent with the order of the nite element approximation. Using the above notation, the nite element approximation now reads:
Find u h (x) 2 S h so that (21) is satis ed for each i (x) 2 T h .
Note that a mesh P eclet number has to be computed for each component of the velocity eld on each element.
