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Abstract 
Decision support systems (DSSs) are a basic component in the development of business intelligence architecture. 
They are a specific class of computerized information system that supports business and organizational decision-
making activities. The paper first listed its current problems, and presented a cloud solution to provide an effective 
DSS. It can not only save the capital expenditures, but also provide feasible services, and performance analyses are 
given to prove its effects.   
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1. Introduction 
With the development of computer technology, enterprises have entered the information age. 
Enterprises have accumulated a large number of daily data, which lead to the phenomenon of huge 
amount of data with poor knowledge. In order to solve the above problems and make full use of data, 
these data need to be mined into knowledge which is presented to users. 
Business intelligence is defined as a set of mathematical models and analysis methodologies that 
exploit the available data to generate information and knowledge useful for complex decision-making 
processes. The main function of business intelligence systems is to provide knowledge workers with tools 
and methodologies that allow them to make effective and timely decisions. 
The increase in independent processing capabilities held by various users, it was a critical enabling 
factor for future developments, since it helped circumscribe the importance of information systems 
departments. Later developments brought to light new types of applications and architectures: executive 
information systems and strategic information systems were to support executives in the decision-making 
process. DSSs combine data and mathematical models to help decision makers in their work. 
The rest of the paper is structured as follows. Related work is reviewed in Section 2. In Section 3 this 
paper describes the problem of DSS. Section 4 presented a cloud solution to DSS. Section 5 gave an 
evaluation to the system. And section 6 concludes this paper. 
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2.  Related work 
DSS were introduced in the 1970s and developed rapidly afterwards. Originally they are run largely 
on mainframes, which used inflexible storehouses of corporate data.  
       There arose the need to logically and physically separate the databases intended for DSSs from 
operational information systems. This brought about the concepts of data warehouses and data marts [1]. 
Afterwards, the term business intelligence began to be used to generally address the architecture to 
process DSSs, analytical methodologies and models used to transform data into useful information and 
knowledge for decision makers [2]. 
Many enterprises have moved away from centralized, applications based on mainframe to distributed 
computing models that are based predominantly on service-oriented and Internet-oriented architectures. 
Existing applications and IT resources that are designed according to the principles of service orientation 
provide a solid foundation for the adoption or integration of Cloud-based frameworks [3,4].
3. The Design of an effective DSS 
3.1. Decision Support Systems Objective  
The decision support systems for different users have tremendous different requirements. The data 
that decision support systems need comes from multiple resources which have the formal data and 
informal data. In addition, the amount of former data is very large, in order to solve the data validation 
problems which extracted large amount of data, the decision support systems need multiple approaches to 
accomplish its consequences of different decision alternatives
An effective DSS needs to describe how a decision-making process is articulated. It is necessary to 
understand the objective and its steps that lead them to make decisions and the extent of the influence 
exerted on them by the subjective attitudes of the decision makers and the specific context within which 
decisions are taken.  
There are three basic components in a DSS: a database, a model base, and a user interface. A database 
management system (DBMS) or a data warehouse consists of structured, real-life information, such as 
customer account records, which is the foundation of DSS and provide quantitative analytic assistant 
decisive information for decisive issues. The model base, or model base management system (MBMS), 
contains one or more models for the kind of analysis the system will perform. It is the integration of data 
warehouse and OLAP which attracts synthesized data and information from DW, reflects the internal 
nature of large amounts of data, and makes qualitative analysis for assistant decision by means of 
knowledge reasoning. The user interface integrates both into a coherent system and provides the decision 
maker with feedback. These main bodies complement and integrate each other. 
Obviously，mathematical models played an critical role in the development of business intelligence 
environments, and DSS aimed at providing active support for knowledge workers. It has been developed 
and used in many application domains, ranging from physics to architecture, from engineering to 
economics. The models adopted in the various contexts differ substantially in terms of their mathematical 
structure.  
Business intelligence system is better suited to represent certain types of decision-making processes. 
Data are first extracted and used to feed mathematical models, then analysis methodologies are applied to 
support decision makers in a business intelligence system, several decision support applications might be 
implemented, they are exploratory data analysis, time series analysis, and inductive learning models for 
data mining. 
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Data mining analysis has been used to draw some conclusions from a sample of past data and to 
generalize the conclusions. Data mining can be subdivided into two kinds according to the analysis 
purpose: interpretation and prediction. 
3.2. Data preparation 
Business intelligence systems and mathematical models for decision making can achieve accurate 
and effective results only when the input data are highly reliable. However, the data extracted from the 
available sources and gathered into a data center may have several anomalies which analysts must 
identify and correct. Several techniques can be used in the creation of a high quality dataset for 
subsequent use for business intelligence and data mining analysis. It contains the following methods: data 
validation, to identify and remove anomalies and inconsistencies; data integration and transformation, to 
improve the accuracy and efficiency of learning algorithms; data size reduction and discretization, to 
obtain a dataset with a lower number of attributes and records but which is as informative as the original 
dataset. 
3.3. Data exploration 
Its primary purpose is to highlight the relevant features of each attribute contained in a dataset, using 
graphical methods and calculating summary statistics, and to identify the intensity of the underlying 
relationships among the attributes.  
3.4. Data  mining approaches for the making decision  
Time series is a data mining approach to identify any regular pattern of data relative to the past in order 
to make predictions for future periods. Models for this approach investigate data characterized by a 
temporal dynamics to predict the value of the target variable for one or more future periods. By this way, 
the methods based on combinations of predictive models and the general criteria underlying the choice of 
a forecasting method are quite effective in practice.  
Association rule is second mining approach to be used when the dataset of interest does not include a 
target attribute. They derive association rules the aim of which is to identify regular patterns and 
recurrences within a large set of transactions.  
Clustering is another mining approach to subdivide the records of a dataset into homogeneous
groups of clusters, so that attributes belonging to one group are similar to one another and dissimilar from 
those contained in other groups. Clustering techniques are therefore able to segment heterogeneous 
members into a given number of subgroups composed of attributes that share similar characteristics; 
attributes included in different clusters have distinctive features. Some knowledge should be identified: 
• The main features of clustering models; 
• The most popular measures of distance between pairs of characters, in relation to the nature of the 
attributes contained in the dataset; 
• Partition methods, in particular focusing on K-means and K-medoids algorithms; 
• Agglomerative and divisive hierarchical methods; 
• Some indicators of the quality of clustering models;  
Majority of enterprises use ERP software to manage daily work. ERP software’s databases contain 
large amount of data which can be provided to business intelligence. Enterprise resource system covers 
the production, supply chain, customer relations, human resources, finance, office, e-commerce, and all 
other business processes, the data islands are serious drawbacks, different computing requirements , and 
the data processes have the burst character, and the reliability requirement, all these required a powerful 
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and reliable data server to guarantee its objective. The cloud computing is such a solution to efficiently 
overcome the above problems. 
4. The Cloud Computing Provides Better Service Guarantees 
Cloud computing platforms provide highly reliable data center architecture, they can achieve load 
balancing, real-time backup, and remote disaster recovery. 
 
 
 
 
 
 
 
 
 
 
 
Figure 1 the Architecture of Cloud Computing  
 
By the technical infrastructure support of Saas(Software-as-a-Service),Paas(Platform-as-a-Service) or 
IaaS(Infrastructure-as-a-Service), the large server clusters, high reliability and high availability platform, 
the cloud computing ERP system can efficiently segment each user's transaction into grain tasks on 
multiple nodes, which can provide customers with the fastest speed solutions. 
5. Performance Analysis 
Let di(t) be the computing demand of the ith application running in an enterprise at time t the 
aggregate demand D(t) = ∑i di(t), and the peak demand be Dmax = maxt D(t). The relationship between 
D(t) and Dmax can vary widely depending on the relative operational profiles of the set of applications. If 
the peaks and troughs of different applications are highly correlated, as in the left illustration in the figure, 
D(t) can vary widely from the peak; on the other hand if there is little or no correlation on the average, 
and for a large number of applications, D(t) may be smooth and quite close to Dmax. 
Virtualization technologies encapsulate existing applications and isolate them from the physical 
hardware. It creates a highly virtualized environment within the data center where the actual resources 
provisioned for use. 
The virtual capacity needed at time t is: 
dt
dDtDtV ∂+= )()(  
The total virtual capacity provisioned over a time interval T is:  
∫ −∂+=∂+= T T DDDdt
dDdttDV )())(( minmax  
In this way, Processor, network capacity and storage can be three to seven times cheaper to construct 
a medium-sized enterprise data center at a scale of tens or hundreds of thousands of servers. Second, they 
have been able to amortize the cost of server administration over a larger number of servers as well as 
reduce it with high levels of automation, also estimated to result in a factor of seven gains.  
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Next, the cloud providers are all leveraging significantly lower power costs (by up to a factor of three) by 
locating their data centers in power-producing. 
6. Conclusion 
The paper first illustrated the requirement of decision support system, then presented a cloud-based 
infrastructure to solve the above problems, it can not only provide multiple business applications services 
together, and dynamically adjust the computing availability on demand, but also minimize their capital 
expenditures. 
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