The drying kinetics of thyme was analyzed by considering different conditions: air temperature of between 40 C and 70 C, and air velocity of 1 m/s. A theoretical diffusion model and eight different empirical models were fitted to the experimental data. From the theoretical model application, the effective diffusivity per unit area of the thyme was estimated (between 3.68 Â 10 À5 and 2.12 Â 10 À4 s À1 ). The temperature dependence of the effective diffusivity was described by the Arrhenius relationship with activation energy of 49.42 kJ/mol. Eight different empirical models were fitted to the experimental data. Additionally, the dependence of the parameters of each model on the drying temperature was determined, obtaining equations that allow estimating the evolution of the moisture content at any temperature in the established range. Furthermore, artificial neural networks were developed and compared with the theoretical and empirical models using the percentage of the relative errors and the explained variance. The artificial neural networks were found to be more accurate predictors of moisture evolution with VAR ! 99.3% and ER 8.7%.
INTRODUCTION
The food industry is becoming increasingly interested in aromatic herbs, mainly of the Lamiaceae family, for its medicinal properties and for possessing a wide variety of antioxidant components such as phenolic compounds. Thyme (Thymus vulgaris L.) is a member of the Lamiaceae family, native to Mediterranean countries. It is very important for the horticultural industry and can be used in herbal teas or as a condiment and the essential oils extracted from its fresh leaves and flowers are known for their different beneficial properties: antiseptic, carminative, antimicrobial and antioxidative (Shati and Elsaid, 2009 ). However, thyme is perishable, which requires the use of preservation methods in order to lengthen its useful life for further use (Doymaz, 2009) .
Hot air drying is one of the oldest food preservation processes. However, the exposure to thermal energy can affect important food properties, such as the chemical composition, texture, color and flavor. Therefore, the selection of a suitable drying method, developing an appropriate mathematical model, and the determination of the optimum operating parameters, are essential to achieve high quality, minimum cost products with a maximum yield (Clemente et al., 2011) .
Many mathematical models have been proposed to describe the drying process. These models can be categorized as theoretical, semi-theoretical and empirical (McMinn, 2006; Ozdemir and Devres, 1999) . A great deal of research has been carried out into the mathematical modeling and experimental drying processes of different agro-based products, such as kiwifruits (Maskan, 2001) , red pepper (Akpinar et al., 2003) , aromatic plants (Akpinar, 2006) , tea leaves (Ghodake et al., 2006) , rosemary leaves (Arslan and Ozcan, 2008) , onion (Lee and Kim, 2008) and spinach leaves (Doymaz, 2009) .
Food processing is a complex system due to the complicated interactions that take place between various components. This makes it more difficult to develop mathematical models, since, in principle, it is necessary to understand the major mechanisms involved in the process. Despite the criticism that it is not based on fundamental and/or individuals laws, an artificial neural network (ANN) is an effective tool for developing mathematical models of relatively complex processes, mainly due to its ability to learn (Zhou and Therdthai, 2010) . ANNs are being applied in agrifood processes including drying, baking, osmotic dehydration and high-pressure processes as well as in the estimation of food properties and quality indicators (Chegini, 2008; Sablani and Rahman, 2003) . Recently, modeling the drying of food products using ANNs has gained momentum for irregular geometries (Erenturk and Erenturk, 2007) ; however, there is no reference in literature to the modeling of thyme drying using ANNs.
The objectives of this study were to apply and compare a theoretical model, different empirical models, and ANNs to predict the evolution of thyme moisture content during the convective drying at different temperatures.
MATERIALS AND METHODS

Sample preparation
Fresh thyme samples (Thymus vulgaris L.) were acquired from a grower/producer in Valencia, Spain, and kept in refrigeration (4 C) for their later use. The initial moisture content was determined according to the AOAC (1997) standards, obtaining the following results: 78.42 AE 3. 26% (w.b.) .
Drying experiments
Several drying experiments were carried out in triplicate, at constant temperatures of 40 C, 50 C, 60 C and 70 C, and an air velocity of 1.0 m/s; the relative humidity of the hot air was between 3.7% and18%. In every experiment, the sample's initial weight was 50 g (AE0.5 g), and the drying process was performed until the final moisture content was about 10% (w.b.). The thyme samples were distributed uniformly into the drying chamber, forming a bed with a thickness of 2.99 AE 0.2 cm, and the air flow passed through the bed.
A completely automatic, laboratory scale convective drier (Sanjua´n et al., 2003) , with control of air temperature and velocity was used ( Figure 1 ). The drying chamber was formed by a cylindrical sample holder which was periodically weighed (at 5 min intervals), and the weight was measured and registered using a balance connected to a computer.
Mathematical modelling
Theoretical model. Considering that the product behaves like an infinite slab, a theoretical model (equations (1) to (3)) based on Fick's particular law was applied, taking the following simplifications into account: (a) negligible external resistance to mass transfer; (b) isotropic and homogenous material; and (c) negligible material shrinkage. 
The equilibrium moisture values were estimated using the Modified Halsey equation (equation (3)) obtained from the literature (Soysal and Oztekin, 2001) .
To estimate the equilibrium moisture content from equation (3), the relative humidity is needed. The relative humidity of the hot air was calculated from the hot air temperature and the relative humidity and the temperature of the environment, considering that the wet air behaves like a perfect gas.
The saturation pressure of water vapor in the wet air was estimated using an equation obtained from literature (ASAE, 1999) .
The experimental results were applied to fit the mathematical model obtaining the value of the effective diffusivity (D eff ). Later, the dependence of the parameters on the air temperature was analyzed applying the Arrhenius equation (equation (4))
Empirical models. A search was performed to find mathematical models of the convective drying of irregular shaped products, like thyme. Table 1 presents seven widely used semi-theoretical drying models (Doymaz, 2011) , where $ is the dimensionless moisture content (equation (5)) and t the time.
The equilibrium moisture content values (W e ) were determined using equation (3), from the experimental values of the hot air temperature, and the relative humidity and temperature of the environment, considering that the wet air behaves like a perfect gas.
The experimental drying kinetics was used to fit mathematical models in order to obtain the values of the model parameters. Subsequently, the dependence of the parameters on the air temperature was analyzed, searching for polynomial relations in order to obtain, in each case, a generic model that could predict the evolution of the dimensionless moisture content in function of the time and temperature.
Artificial neural networks. ANNs, a new generation of information processing paradigms designed to mimic some of the behaviors of the human brain (Bas¸and Boyaci, 2007) , has as main advantage the fact that ANNs can simulate the nonlinear relationship between input and output variables through a learning process, and generalize the knowledge among homologous series without need for theoretical and empirical models.
ANNs were applied to predict the average moisture content evolution and dimensionless moisture content: (a) one ANN to predict the dimensionless moisture content evolution (ANN r ) and (b) a second ANN to predict the average moisture content evolution (ANN t ).
The ANNs were developed considering the most common architecture, based on a multilayer feed-forward structure with the back-propagation training algorithm used for computing the ANN weights and biases. This architecture is the result of a 'universal approximation' (Hornik et al., 1989; Siegelman and Sontag, 1991) computing model based on Kolmogorov's theorem (Kolmogorov, 1957) and the more comprehensive observation done by Hecht-Nielsen (1990) . There are two main ideas behind a feed-forward neural network: (a) the first idea is a full connection architecture, as the outputs of neurons from the previous layer are connected with the corresponding inputs of all neurons of the following layer and (b) the second idea is a back-propagation learning algorithm, when the errors of the neurons from the output layer are being sequentially back-propagated through all the layers from the 'right hand' side to the 'left hand' side, in order to calculate the errors of all other neurons. One more common property of a major part of the feedforward networks is the use of sigmoid activation functions for its neurons. This is a type of network of supervised learning that is based on an algorithm of descending gradients (Levenberg-Marquardt algorithm) (Levenberg, 1944; Marquardt, 1963) , in order to minimize the error.
One of the problems that occur during neural network training is called overfitting. The error on the 
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training set is driven to a very small value, but when new data is presented to the network, the error is large. The network has memorized the training examples, but it has not learned to generalize to new situations (Lertworasirikul and Saetan, 2010) . To improve the generalization, the method called regularization was applied, which updates the weight and bias values according to the Levenberg-Marquardt optimization. It minimizes a combination of squared errors and weights, and then determines the correct combination so as to produce a network that generalizes well. The process is called Bayesian regularization (Aggarwal et al., 2005; MacKay, 1992) .
There is no fixed rule for determining the required hidden layers and nodes. In general, one hidden layer has been found to be adequate, and only in some cases, may a slight advantage be gained using two hidden layers (Lertworasirikul and Saetan, 2010) . Therefore, although the number of hidden layers was fixed at one, this could be increased if the fit was not adequate, while the number of neurons in the hidden layer, and transference functions between layers (tansig, logsig and purelin) were investigated.
To fit each ANN, a total of 273 data from 15 drying experiments were used. In the ANN developed to predict the evolution of the dimensionless moisture content (ANN r ), two independent variables were considered: drying temperature (T) and time (t); as target matrix, the dimensionless moisture content was applied. In the ANN developed to predict the evolution of the average moisture content (ANN t ), four inputs were considered: drying temperature (T), relative air humidity (h r ), initial sample moisture (W 0 ) and time (t). With this ANN, the evolution of the average moisture content would be evaluated. The evolution of the value of the average moisture content depends both on the air conditions (T, h r ) and the initial moisture content (W 0 ), for which reason the variables h r and W 0 were added as inputs. In this case, the average moisture content was considered as target matrix.
The proposed neural networks possessed a common structure: an input vector, with two components (T, t) ( Figure 2(a) ) or four components (T, t, h r , W 0 ) ( Figure  2(b) ), one or two hidden layers with a number of neurons to be estimated, an output layer with one neuron, and one output (dimensionless moisture content or average moisture content). In the hidden layers, the transfer function was studied, and the linear transfer function was applied in the output layer.
Statistical analysis
The average value of the percentage of the relative errors (ER) (equation (6)) and the explained variance (VAR) statistics were used to evaluate the accuracy of fit (Bon et al., 2010) . The average value of the relative errors is a measure of the random component in the estimation. VAR indicates the proportion of variance that is accounted for by the model.
Computational tools
To fit the theoretical model, obtaining the value of the parameter D eff , and to analyze the dependence of the D eff fitting the Arrhenius equation, algorithms were developed using Matlab Õ R2009a (The MathWorks, 2009) as the computational tool. The 'nlinfit' function was applied to estimate the parameter values, by means of nonlinear regression, and the 'nlparci' function to estimate the confidence intervals for the parameters.
To fit the empirical models the Curve Fitting Toolbox of Matlab Õ R2009a was applied.
To develop the ANN, the Neural Network Toolbox TM of Matlab Õ R2009a was used. Using the Matlab languages, a function was developed to create, by applying the function 'newff', and to train, by applying the function 'train', a feed-forward backpropagation network. This function looked for the number of neurons in the hidden layers. Food Science and Technology International 20(1)
RESULTS AND DISCUSSION
Drying kinetic Figure 3 shows the drying kinetics of thyme for different air temperatures; predictably, the drying rate increases as the air temperature rises. At the beginning of the drying process, when the moisture content of the product is high, the drying rate is relatively high; in the same way it can be observed that when the product moisture content decreases, the drying rate drops. As can be observed from Figure 3 , at drying temperatures of 60 C and 70 C, the drying time is reduced considerably by 76% and 85%, compared to the drying total time at 40 C. 
Theoretical model
The theoretical model was defined by considering several assumptions according equation (1), as the external resistance to mass transfer was negligible. A way to assess the relative importance of external resistance is by means of equation (7) (Mulet, 1994) .
Plotting ! d Lnð!Þ ½ =dt ð Þ 2 versus $ allows the prevailing resistance to be assessed. When external resistance predominates, the plot is a straight line. Otherwise, it is a parabola; as can be observed from Figure 4 , the internal resistance governs mass transfer during the drying process.
The estimated values of D eff for all the drying conditions are presented in Table 2 , obtaining values between 3.68Â 10 À5 and 2.12Â 10 À4 s À1 . As expected, the values increased greatly in-line with the increase in drying temperature. The results show a good fit between the experimental and estimated values (VAR ! 95.7%; ER 20.8%).
To fit the dependence of D eff on the temperature (equation (4)) by means of a nonlinear regression, Food Science and Technology International 20 (1) the initial values of the parameters were estimated by fitting equation (4) linearized. Table 3 presents the parameter values obtained using the nonlinear regression, obtaining activation energy with a value of 49.42 kJ/mol.
Empirical models
Dimensionless moisture content data versus drying time were fitted with the different models listed in Table 1 . Tables 4 to 7 present the results of nonlinear To analyze the dependence of the parameters of the models with the temperature, polynomial equations were fitted, because previously it was checked that the Arrhenius equation did not estimate properly the relationship between the parameters and the temperature. Table 8 presents the polynomial relations between parameters and temperature, and the statistical results of the fit of the polynomial equations. When these equations are considered in the corresponding model, generic models are obtained to be used in the temperature interval under consideration (40-70 C).
Artificial neural network
The number of hidden layers (between 1 and 3) and the number of neurons of each hidden layer (between 2 and 10), and the corresponding bias and weights numbers, was looked for, selecting the number hidden layers and the number of neurons for which the 'best' values of the objective function applied in the training of the ANN was obtained. For that, the function created using the Matlab language was applied. Table 9 presents both the number of hidden layers, the number of neurons in the hidden layers and also the transfer function used in each ANN.
The correlation between the experimental and estimated values by neural networks can be observed from Table 10 . Table 10 presents the statistical results of the application of the generic models, considering the experimental results for each temperature and considering all the experimental results. In every case, the designed neural networks show the best agreement for the 
Models comparison
CONCLUSIONS
Analyzing the influence of the temperature on the parameters of the models studied, generic models to estimate the evolution of dimensionless moisture content in function of the hot air temperature and drying time were obtained. For the global application of the theoretical and empirical generic models analyzed, the logarithmic model showed the best statistical results of the fit.
The fit of the theoretical diffusive model allowed estimating the effective diffusivity per unit area and the activation energy for the thyme variety used.
Both for individual cases (for each air hot temperature) to general cases (global application), the ANNs application showed the best statistical results of the fit. Therefore, the ANNs developed constitute an adequate model to predict the moisture content, representing the evolution of thyme drying better than either the theoretical model or the empirical models proposed. The models developed through ANNs would be of special interest in the formulation and optimization problems on line, and in the predictive control of process. 
