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Abstract
In this paper, continuous-time optimization methods are studied and a novel gradient-flow scheme is designed that yields
convergence to the optimal point of the convex objective function in a fixed time from any given initial point. It is shown that
the solutions of the modified gradient flow exist and are unique under certain regularity conditions on the objective function,
and Lyapunov-based analysis is used to show fixed-time convergence. The unconstrained optimization problem is considered
under two different assumptions, namely, strong-convexity and gradient-dominance, and fixed-time convergence is proven for
both cases. Next, a modified Newton’s method is presented that exhibits fixed-time convergence under some mild conditions on
the objective function. Then, a method for solving convex optimization problems with linear equality constraints is proposed
that yields convergence to the optimal point in fixed time. The constrained optimization problems are formulated as min-max
problems and a novel method of computing the optimal solution is proposed using the Lagrangian dual. Finally, the general
min-max problem is considered and a modified scheme for the saddle-point dynamics is proposed so that the optimal solution
can be obtained in fixed time. Numerical illustrations are included to corroborate the efficacy of the proposed methods.
Key words: Finite-Time Stability; Fixed-time Stability; Gradient flow; Saddle-point Dynamics; Optimization.
1 Introduction
1.1 Gradient-flows: theory and applications
It is well known that the strict minima of a locally con-
vex function f : Rn → R are stable equilibria of the
gradient-flow (GF) dynamics x˙ = −∇f(x), and that, if
the sub-level sets of f are compact, then the trajectories
converge asymptotically to the set of critical points of f .
In recent years, GFs have been employed in a wide range
of applications, including optimization [1], parallel com-
puting and motion planning [2] (see also, [3]). Details on
design of GFs for optimization problems can be found in
[1]; for an overview of convex optimization, the reader is
referred to [4].
There is a plethora of work on asymptotic convergence
analysis of GF, for an overview, see [5]. Recent work,
for example [6,7], has focused on exponential stability of
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the GF based methods. The strong or strict convexity of
the objective function is a standard assumption for ex-
ponential stability. As shown in [8], the condition can be
relaxed by assuming that the objective function satisfies
only the Polyak-Łojasiewicz inequality (PL inequality),
or, is gradient dominated. In [9], the authors show, under
various conditions, such as star-convexity, uniform con-
vexity, and gradient-dominance, that the convergence
rate is super-linear. Other methods include Bregman-
Lagrangian flows [10], where instead of standard gra-
dient flow, Euler-Lagrange equations for the Bregman-
Lagrange flow are studied for super-linear convergence.
Another set of problems where GF is used is the saddle-
point dynamics for min-max problems. Saddle-point
dynamics and its variations have been used extensively
in the design and analysis of distributed feedback con-
trollers [11] and optimization algorithms in several
domains, including active power loss minimization [12],
network optimization [13], and zero-sum games [14]
(see [15] for a detailed presentation on various appli-
cations where saddle-point dynamics naturally arise).
In [13], the authors show asymptotic stability of the
saddle-point dynamics, and apply the developed meth-
ods to internet-congestion control and network-utility
maximization. More recently, in [16], the authors de-
Preprint submitted to Automatica 23 April 2019
velop general techniques for deriving minimax bounds
under local differential privacy constraints. Lagrangian
based primal-dual problems are another set of problems
where min-max problems naturally arise. In [17,18], the
authors discuss the conditions under which the saddle-
point dynamics exhibit global asymptotic convergence.
In [19], the authors show global exponential stability
of the gradient-based method for primal-dual gradient
dynamics.
1.2 Finite- and fixed-time stability
While much research has been done on accelerating the
gradient-based methods for faster convergence, e.g. de-
signing methods with super-linear [5,9,10] or exponen-
tial convergence [7,19], convergence to the equilibrium is
still achieved in infinite time. In the seminal work [20],
the authors introduced the notion of finite-time stability
(FTS), where the convergence of the solutions in guar-
anteed in a finite time. The authors also give sufficient
conditions in terms of existence of a Lyapunov function
for FTS. Under this notion, the settling-time, or time
of convergence, depends upon the initial conditions and
can grow unbounded with the distance of the initial con-
dition from the equilibrium point. A stronger notion,
called fixed-time stability (FxTS), is developed in [21],
where the settling-time has a finite upper bound for all
initial conditions (see also [22]). The primary motivation
of the work in paper is to study FxTS of the gradient-
based methods with applications to convex optimization
problems.
1.3 Related prior work
In [3], authors introduce normalized gradient flows to
show finite-time convergence of the solutions to the opti-
mal point. The authors in [23] consider convex optimiza-
tion problems with equality constraints under strong
convexity of the objective function, and design a discon-
tinuous dynamics that converges to the optimal solu-
tion in finite time. Finite-time distributed optimization
is studied in [24,25], where the authors assume very spe-
cific initial conditions, such that the sum of the gradient
of the objective functions is zero. In [26], the authors
design a modified gradient flow with fixed-time conver-
gence guarantees assuming that the objective function
is strongly convex. In [27], a method of finding the op-
timal solution of a linear program (LP) in fixed time is
proposed. The authors in [28] propose a finite-time con-
verging scheme for distributed optimization when the
gradient of the objective function assumes a very spe-
cific form, namely, is a sum of a linear function and a
bounded function. In [29,30] and [31], the authors design
finite-time converging schemes for distributed optimiza-
tion where the objective function is of sum of quadratic
functions and strictly convex functions, respectively.
In the aforementioned papers [3,26,27,28,29,30,31], the
resulting dynamics are discontinuous, and the solutions
are understood in the sense of Filippov. While [3] men-
tions that the paths traced by the discontinuous dynam-
ics and the nominal gradient flow x˙ = −∇f(x) are iden-
tical, none of the other papers show uniqueness of the
solutions in forward-time for the considered discontinu-
ous dynamics. In this work, modified gradient flows are
designed with continuous dynamics, and existence and
uniqueness of solutions for all times and for all initial
conditions is proven.Moreover, fixed-time convergence is
considered, in contrast to the finite-time convergence in
[3,24,25,28,29,30], where the time of convergence grows
unbounded with initial conditions.
1.4 Contributions of the paper
In this paper, modified GF schemes are designed for un-
constrained and constrained convex optimization prob-
lems, as well as for min-max problems, with fixed-time
convergence guarantees. A modification of Newton’s
method is also presented so that fixed-time convergence
is guaranteed. In [24,25], the authors assume that the
Hessian of the objective function is Lipschitz continu-
ous. This assumption as well as the strong-convexity
assumption in [23,26] are relaxed in this work, and it
is shown that fixed-time convergence can be guaran-
teed for a larger class of problems where the objective
function satisfies only the PL inequality. In contrast to
[3,27], convex optimization problems with linear equal-
ity constraints are studied in this paper and a novel
method is proposed to obtain the optimal point in fixed
time under certain conditions on the smoothness and
convexity of the objective function.
In summary, contributions of the paper are as follows:
a. Modified GF for unconstrained optimization:
a novel GF scheme for unconstrained convex opti-
mization problems is presented with fixed-time con-
vergence guarantees under two set of assumptions,
namely, strong convexity and gradient-dominance;
b. Modified Newton’s method for unconstrained
optimization: Newton’s method is modified so that
fixed-time convergence can be guaranteed under strict
convexity;
c. Modified GF for constrained optimization: a
novel method to solve constrained optimization prob-
lems with equality constraints is proposed, and fixed-
time convergence is shown under mild conditions,
when the conjugate of the objective function is known
in closed-form;
d. Modified saddle-point dynamics for min-max
problems: a modified saddle-point dynamics is de-
signed so that min-max problems can be solved within
a fixed time under some mild conditions;
e. Modified saddle-point dynamics for con-
strained optimization: it is shown that the pro-
posed modified saddle-point dynamics can be used
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to solve constrained optimization problems when the
conjugate function is not known in closed-form.
To the best of authors’ knowledge, this is the first work
on FxTS of GF-based methods for nonlinear constrained
optimization and saddle-point dynamics. A preliminary
version of some of the work presented in this paper is
under review [32]. The main additions to prior work are
listed below:
- Several new results with proofs, namely, equivalence
of equilibrium of modified GF and critical points of
the objective function (Lemma 5), continuity of the
modified GF (Lemma 6), existence and uniqueness
of solutions for the modified GF (Proposition 1) and
applicability of the modified saddle-point dynamics
for constrained optimization problems (Corollary 2)
are added in this paper;
- Several examples (Example 1, 2 and 3), technical
discussions and numerical examples (Section 5) are
added in this paper to illustrate applicability of the
presented methods to important optimization prob-
lems.
1.5 Organization
The paper is organized as follows: Section 2 presents
an overview of the theory of FTS and FxTS, as well as
an overview of convex optimization. In Section 3, modi-
fied gradient flows are presented for unconstrained, con-
vex optimization problems and fixed-time convergence
to the optimal point is shown under two different as-
sumptions on the objective function. In Section 4, the
min-max problem is studied, by first considering the
convex optimization problem with linear equality con-
straints and then, the general saddle-point dynamics. In
Section 5, two numerical examples are presented to cor-
roborate efficacy of the proposed method for an instance
of a quadratic program and a min-max problem. Section
6 discusses the limitation of the theory of FTS or FxTS
in regards with discretization, and lays out the founda-
tion for the future work in the open areas. The conclu-
sions and thoughts on future work are summarized in
Section 7.
1.6 Notations
The Euclidean norm of x ∈ Rn is denote by ‖x‖, and
its transpose, by xT . For a given function f , f⋆ denotes
the optimal value of the objective function for the given
optimization problem and x⋆ denotes the optimal point,
i.e., f(x⋆) = f⋆. The conjugate of the function f is de-
noted as f∗ 1 and is defined as f∗(y) = sup
x
(yTx−f(x)).
The notation f ∈ Ck(U, V ) is used for a function f :
1 Note the difference between ⋆ for optimality and ∗ for the
conjugate.
U → V , U ⊆ Rn, V ⊆ Rm which is k−times continu-
ously differentiable, and f ∈ C1,1loc (U, V ) is used to de-
note a continuously differentiable function whose gra-
dient is locally Lipschitz continuous on U . The nota-
tions ∇f ∈ Rn → Rn and ∇2f : Rn → Rn×n are used
to denote the gradient and the Hessian of the function
f ∈ C2(Rn,R), respectively. For a multivariate function
f ∈ C2(Rn,R), the partial derivatives are denoted as
∇x1f(x) ,
∂f
∂x1
(x) and ∇x1x2f(x) ,
∂2f
∂x1∂x2
(x), where
x1 ∈ Rr1 , x2 ∈ Rr2 , r1, r2 ≤ n. A positive definite (re-
spectively, semi-definite) matrix A ∈ Rn×n is denoted
as A ≻ 0 (respectively, A  0); for A,B ∈ Rn×n, A ≻ B
(respectively, A  B) is used when A − B ≻ 0 (respec-
tively, A−B  0).
2 Background
Consider the system:
x˙ = f(x), (1)
where x ∈ Rn, f : Rn → Rn and f(0) = 0. Assume that
the solution to (1) exists, is unique, and continuous for
any x(0) ∈ Rn, for all t ≥ 0.
Definition 1 ([20]) The origin is said to be an FTS
equilibrium of (1) if it is Lyapunov stable and finite-time
convergent, i.e., for all x(0) ∈ N \{0}, where N is some
open neighborhood of the origin, limt→T x(t) = 0, where
T = T (x(0)) < ∞. The origin is said to be a globally
FTS equilibrium if N = Rn.
Here, T is called as the settling-time. Lyapunov condi-
tions for FTS of the origin for system (1) are as follows.
Lemma 1 ([20]) Suppose there exists a positive definite
function V ∈ C1(D,R), where D ⊂ Rn is a neighborhood
of the origin, constants c > 0 and α ∈ (0, 1), and an open
neighborhood V ⊆ D of the origin such that
V˙ (x) + cV (x)α ≤ 0, x ∈ V \ {0}. (2)
Then, the origin is an FTS equilibrium of (1). Moreover,
the settling-time T satisfies T ≤ V (x(0))
1−α
c(1−α) .
Under the notion of FTS, the settling-time T depends
upon the initial condition x(0) and grows unbounded as
‖x(0)‖ increases. The notion of FxTS allows the settling-
time to remain upper bounded, independent of the initial
condition:
Definition 2 ([21]) The origin is said to be an FxTS
equilibrium of (1) if it is globally FTS and the settling
time T (x(0)) is upper bounded, i.e., there exists T¯ < ∞
such that supx(0)∈Rn T (x(0)) ≤ T¯ .
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Lemma 2 ([21]) Suppose there exist a continuously dif-
ferentiable, positive definite function V : D → R, where
D ⊂ Rn is a neighborhood of the origin, for system (1)
such that
V˙ (x) ≤ −pV (x)α − qV (x)β , ∀x ∈ D \ {0}, (3)
with p, q, α, β > 0, α < 1 and β > 1. Then, the origin of
(1) is FxTS with settling time
T ≤
1
p(1− α)
+
1
q(β − 1)
. (4)
Definition 3 A function f ∈ C1(D,R), where D ⊂ Rn
is a convex set, is called:
- Convex if for all x, y ∈ D and all α ∈ (0, 1), f(αx +
(1− α)y) ≤ αf(x) + (1− α)f(y);
- Concave if (−f) is convex;
- Strictly convex if for all x, y ∈ D and all α ∈ (0, 1),
f(αx+ (1− α)y) < αf(x) + (1− α)f(y);
- m-Strongly convex if there exists m > 0 such that
f(y) ≥ f(x) + ∇f(x)T (y − x) + m2 ‖x − y‖
2, for all
x, y ∈ D;
- β-Strongly smooth if for all x, y ∈ D, f(y) ≤ f(x)+
∇f(x)T (y − x) + β2 ‖x− y‖
2, where β > 0.
First and second order conditions for convexity are sum-
marized in the following lemma (see [4, Chapter 3]).
Lemma 3 First-order conditions: A function f ∈
C1(D,R), where D ⊂ Rn is a convex set, is
- Convex if and only if for all x, y ∈ D, f(y) ≥ f(x) +
∇f(x)T (y − x);
- m-Strongly convex if and only if for all x, y ∈ D,
(∇f(x)−∇f(y))T (x−y) ≥ m‖x−y‖2 for somem > 0.
Second-order conditions: A function f ∈ C2(D,R),
D ⊂ Rn is
- Convex if and only if for all x ∈ D, ∇2f(x)  0;
- Strictly convex if for all x ∈ D, ∇2f(x) ≻ 0;
- m-Strongly convex if and only if for all x ∈ D,
∇2f(x)  mI for some m > 0.
It follows that strong-convexity implies strict-convexity,
which implies convexity.
Definition 4 A function F : D1 × D2 → R, where
D1 ⊂ Rn, D2 ⊂ Rm, is called locally convex-concave
(respectively, strongly or strictly convex-concave) if for
any fixed z¯ ∈ Uz ⊂ D2, F (x, z¯) is convex (respectively,
strongly or strictly convex) for all x ∈ Ux ⊂ D1, and for
any fixed x¯ ∈ Ux ⊂ D1, F (x¯, z) is concave (respectively,
strongly or strictly concave) for all z ∈ Uz ⊂ D2.
3 FxTS in Optimization
Consider the unconstrained minimization problem
min
x
f(x), (5)
where f : Rn → R is a convex function. The following
assumption is made about the problem (5).
Assumption 1 The minimum value of f(x) is attained,
i.e., there exists x⋆ such that f(x⋆) = f⋆.
Lemma 4 ([4]) If f is convex and differentiable, then
a point x⋆ is the global optimal point of the function f
if and only if ∇f(x⋆) = 0. Furthermore, if f is strictly
convex, then the optimal point x⋆ is unique.
3.1 FTS GF scheme
There has been a lot of research on developing discrete-
time optimization schemes with convergence rate faster
than linear (see [5,9] and references therein). The con-
tinuous variant of such discrete-time schemes are also
studied by various authors. In [5], the authors propose
the following scheme
x˙ = −
∇f(x)
‖∇f(x)‖
p−2
p−1
, (6)
where p > 2 as a modification of GF. It is shown that
the convergence rate for the solutions of (6) is given as
f(x(t))− f⋆ ≤ O
(
1
tp−1
)
, (7)
under the assumption that the level-sets of f(x) are
bounded. The flow in (6) is referred to as accelerated GF
in the subsequent text. In this subsection, it is shown
that the optimal point of (5) is actually an FTS equilib-
rium of (6). Then, in the subsequent subsections, modifi-
cations of (6) are presented with fixed-time convergence
guarantees.
Theorem 1 Assume that the solution to (6) ex-
ists, is unique and continuous for all x(0) ∈ Rn. If
f ∈ C2(Rn,R) is k-strongly convex for some k > 0, and
the sub-level sets of its gradient are bounded, then, the
trajectories of (6) converge to the optimal point x⋆ in
finite time T = T (x(0)), for any p > 2.
Proof. First, using Lemma 3, one has that strong con-
vexity of f implies that the optimal solution x⋆ of (5)
is unique and satisfies ∇f(x⋆) = 0. Choose V (x) =
1
2‖∇f(x)‖
2 as the candidate Lyapunov function. Strong
convexity of f implies that ∇2f(x)  kI for all x ∈ Rn.
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Using this, one obtains that the time derivative of V
along (6) satisfies
V˙ = ∇fT∇2fx˙ = −∇fT∇2f
∇f
‖∇f‖
p−2
p−1
≤ −k∇fT
∇f
‖∇f‖
p−2
p−1
= −k‖∇f‖2−
p−2
p−1
= −k‖∇f‖
p
p−1 = −k2
p
2(p−1) V
p
2(p−1) .
Define k1 = k2
p
2(p−1) > 0 and β1 =
p
2(p−1) , so that 0 <
β1 < 1, and one obtains V˙ ≤ −k1V β1 . Using Lemma 1,
one obtains that ‖∇f(x(t))‖ = 0 for all t ≥ T where T ≤
V (x(0))1−β1
k1(1−β1)
. Since the sublevel sets of ∇f are bounded,
one has that V is radially unbounded, and hence, the
result holds for all x(0) ∈ Rn.
Remark 1 As noted in [10], the limiting case of (6) as
p→∞, called normalized GF, is studied in [3], and it is
shown that the time of convergence is upper bounded by
1
k
‖∇f(x(0))‖ under the assumption of strong-convexity.
The same bound on the time of convergence is recovered
by allowing p → ∞ in the bound of the settling-time
in Theorem 1. Note that for initial values farther away
from the optimal point, the upper bound on the time of
convergence for 2 < p <∞ is lower than 1
k
‖∇f(x(0)‖.
It is clear from the expression of the bound on the
settling-time T in Theorem 1 that it grows unbounded
as the distance of x(0) increases from the optimal point
x⋆. Inspired from (6) and noting its finite-time con-
vergence guarantees, a modified GF is designed with
fixed-time convergence guarantees, so that the the opti-
mal point of (5) can be obtained within a fixed time for
any x(0) ∈ Rn.
3.2 FxTS GF scheme
In this subsection, a modified GF to find the optimal
point x⋆ of (5) in a fixed time is proposed. Consider the
flow equation:
x˙ = −c1
∇f(x)
‖∇f(x)‖
p1−2
p1−1
− c2
∇f(x)
‖∇f(x)‖
p2−2
p2−1
, (8)
where c1, c2 > 0, p1 > 2 and 1 < p2 < 2. In what follows,
(8) is referred to as modified GF. First, it is shown that
the equilibrium points of the right-hand side of (8) are
critical points of the function f , and is continuous for all
x ∈ Rn. 2
Lemma 5 A point x¯ is an equilibrium point of (8) if
and only if ‖∇f(x¯)‖ = 0.
2 Note that the dynamics in (8) is defined as x˙ = 0 when
∇f(x) = 0.
Lemma 6 If f ∈ C1,1loc (R
n,R), then the right-hand side
of (8) is continuous for all x ∈ Rn.
Next, it is shown that the solutions of (8) exist and
are unique in forward time if the equilibrium points are
isolated.
Proposition 1 If the function f ∈ C1,1l oc(R
n,R) is
convex with a unique minimizer, then for any x(0) ∈ Rn,
the solutions of (8) exist and are unique for all t ≥ 0.
Proofs of Lemma 5, Lemma 6 and Proposition 1 are given
in Appendix A, B and C, respectively.
Two assumptions for f(x) are stated and it is shown that
under either of the assumptions, the optimal point x⋆ of
(5) is FxTS for modified GF (8).
Assumption 2 The objective function f ∈ C2(Rn,R)
is k-strongly convex, i.e., there exists k > 0 such that for
all x ∈ Rn,
∇2f(x)  kI. (9)
Assumption 2 also implies that the function f is strictly
convex. So, per Lemma 4, one has that the optimal point
x⋆ is unique.
Assumption 3 (Gradient dominated) The function
f ∈ C1,1loc (R
n,R) is convex, has a unique minimizer x =
x⋆ and satisfies the Polyak-Łojasiewicz (PL) inequality,
or is gradient dominated, withµf > 0, i.e., for all x ∈ Rn,
1
2
‖∇f(x)‖2 ≥ µf (f(x)− f
⋆). (10)
Remark 2 Assumption 2 is a standard assumption used
in literature to show exponential convergence for gradi-
ent flows. As noted in [8], PL inequality is the weakest
condition among other similar conditions popularly used
in the literature to show linear convergence in discrete-
time (exponential, in continuous-time) gradient-based al-
gorithms.
The following result can now be stated.
Theorem 2 If the objective function f satisfies either
Assumption 2 or 3, then, the trajectories of (8) converge
to the optimal point x⋆ in fixed time for all x(0).
Proof. First, note that under any of the assumptions on
f , the solutions of (8) exist and are unique for all x(0) ∈
R
n as per Proposition 1. The two cases are considered
separately, and fixed-time convergence under both set of
assumptions is shown.
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Case 1: Suppose f satisfies Assumption 2. Consider the
candidate Lyapunov function V1(x) = 12‖∇f(x)‖
2. Note
that strong convexity of f implies that V is radially un-
bounded (Lemma 3). Since f is twice-continuously dif-
ferentiable, the time derivative of V1 exists, and along
the trajectories of (8) reads:
V˙1 = (∇f)
T (∇2f)
(
−c1
∇f
‖∇f‖
p1−2
p1−1
− c2
∇f
‖∇f‖
p2−2
p2−1
)
= −c1(∇f)
T (∇2f)
∇f
‖∇f‖
p1−2
p1−1
− c2(∇f)
T (∇2f)
∇f
‖∇f‖
p2−2
p2−1
.
Define α1 = 2 −
p1−2
p1−1
and α2 = 2 −
p2−2
p2−1
. Since p1 > 2
and 1 < p2 < 2, one obtains that 1 < α1 < 2 and α2 > 2.
Using (9), V˙1 can be bounded as
V˙1 ≤ −c1k‖∇f‖
α1 − c2k‖∇f‖
α2
≤ −c1k 2
α1
2 V
α1
2
1 − c2k 2
α2
2 V
α2
2
1 ,
where α12 < 1 and
α2
2 > 1. Hence, as per Lemma 2, one
obtains that V1(x(t)) = 0, or equivalently,∇f(x(t)) = 0,
for all t ≥ T1, where T1 ≤ 2
1−
α1
2
c1k(2−α1)
+ 2
1−
α2
2
c2k(α2−2)
. Note
that under Assumption 2, ∇f(x) = 0 implies x = x⋆
(Lemma 3).
Case 2: Suppose f satisfies Assumption 3. Consider the
candidate Lyapunov function V2(x) = 12 (f(x) − f
⋆)2.
Since f is continuous, convex and attains a minimum
value f⋆ > −∞ at a unique point x⋆, it is proper and its
sub-level sets are bounded [33, Corollary 8.7.1]. Hence,
the function V is radially unbounded. The time deriva-
tive along the trajectories of (8) reads
V˙2 = (f − f
⋆)(∇f)T
(
−c1
∇f
‖∇f‖
p1−2
p1−1
− c2
∇f
‖∇f‖
p2−2
p2−1
)
= −c1(f − f
⋆)|∇f‖2−
p1−2
p1−1 − c2(f − f
⋆)|∇f‖2−
p2−2
p2−1
= −c1(f − f
⋆)‖∇f‖α1 − c2(f − f
⋆)‖∇f‖α2
(10)
≤ −c1(2µf )
α1
2 (f − f⋆)1+
α1
2
− c2(2µf )
α2
2 (f − f⋆)1+
α2
2
= −c12
2+3α1
4 µ
α1
2
f V
2+α1
4
2 − c22
2+3α2
4 µ
α2
2
f V
2+α2
4
2
= −k3V
2+α1
4
2 − k4V
2+α2
4
2 ,
where k3 = c12
2+3α1
4 µ
α1
2
f and k4 = c22
2+3α2
4 µ
α2
2
f . Since
α1 < 2 and α2 > 2, one has 2+α14 < 1 and
2+α2
4 >
1. Hence, from Lemma 2, one obtains that for t ≥ T2,
f(x(t)) = f⋆, which is equivalent to x(t) = x⋆ under
Assumption 3, where T2 ≤ 4k3(2−α1) +
4
k4(α2−2)
. Hence,
under either of the assumptions, the trajectories of (8)
converge to the optimal point x⋆ of (5) in fixed time.
It is showed that the modified GF in (8) can be used to
find the optimal solution of (5) in fixed time. As men-
tioned in Remark 2, Assumption 3 is the most general
relaxation used to show exponential convergence of gra-
dient flow. Hence, all such problems which have been
shown to have exponential convergence can be solved
within fixed time using (8). It is easy to show that if
a function f : Rm → R is strongly convex, then the
function g : Rn → R, defined as g(x) = f(Ax), where
A ∈ Rn×m is strongly convex if A is full row-rank. If ma-
trix A is not full row-rank, then g may not be strongly
convex. On the other hand, as shown in [8, Appendix
2.3], g satisfies PL inequality for any matrix A. Below,
an example of the class of problems is given for which,
the objective function satisfies PL inequality.
Example 1 Least squares: Consider the optimization
problem
min
x
‖Ax− b‖2, (11)
where x ∈ Rn, A ∈ Rm×n and b ∈ Rm. Here, f(x) =
‖x− b‖2 is strong convex, and hence, g(x) = ‖Ax− b‖2
satisfies PL inequality for any matrix A.
The objective function of (11) satisfies PL inequality; if
additionally, uniqueness of the optimal solution of (11) is
assumed, one can use (8) to find the optimal solution for
(11) in fixed time. This is an important class of functions
in machine learning problems.
Next, the modification of the Newton’s method based
GF presented in (12) is presented so that FxTS is guar-
anteed for class of functions that do not satisfy Assump-
tions 2 or 3.
3.3 FxTS Newton’s method
In this subsection, a modified Newton’s method is pro-
posed that guarantees fixed-time convergence to the op-
timal point. The nominal Newton’s method is defined as
x˙ = −
(
∇2f(x)
)−1
∇f(x). (12)
It has been shown that under certain conditions on the
function f , Newton’s method can achieve exponential
convergence. The following assumption is made about
the objective function f .
Assumption 4 The function f ∈ C2(Rn,R) is strictly
convex.
Per Assumption 4,∇2f ≻ 0, which implies that the Hes-
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sian is invertible 3 , and using Lemma 4, one has that the
optimal point x⋆ is unique. Note that if f satisfies As-
sumption 4, it is not necessary that it satisfies Assump-
tion 2 or 3. So, for this class of systems, fixed-time con-
vergence cannot be guaranteed using (8). Hence, another
modified GF is proposed so that fixed-time convergence
for this class of functions can be guaranteed. Consider
the flow equation for modified Newton’s method:
x˙ = −(∇2f)−1
(
c1
∇f
‖∇f‖
p1−2
p1−1
+ c2
∇f
‖∇f‖
p2−2
p2−1
)
, (13)
where c1, c2 > 0, p1 > 2 and 1 < p2 < 2. The following
result can now be stated.
Theorem 3 If f satisfies Assumption 4, then the tra-
jectories of (13) converge to the optimal point x⋆ in fixed
time TNM for any initial condition x(0) ∈ Rn.
Proof. Note that under Assumption 4, solutions of (13)
exist and are unique for all x(0) ∈ Rn. Consider the Lya-
punov function V (x) = 12‖∇f(x)‖
2. The time derivative
of this function along the trajectories of (13) reads
V˙ = (∇f)T (∇2f)x˙
= −(∇f)T
(
c1
∇f
‖∇f‖
p1−2
p1−1
+ c2
∇f
‖∇f‖
p2−2
p2−1
)
= −c1‖∇f‖
2−
p1−2
p1−1 − c2‖∇f‖
2−
p2−2
p2−1
≤ −c12
α1
2 V
α1
2 − c22
α2
2 V
α2
2 ,
where α1 = 2 −
p1−2
p1−1
and α2 = 2 −
p2−2
p2−1
. Since p1 > 2
and 1 < p2 < 2 one obtains that 1 < α1 < 2 and
α2 > 2. Hence, using Theorem 2, one obtains that the
trajectories of (13) converge to the optimal point x⋆ in
the fixed time TNM , where TNM ≤ 2
1−
α1
2
c1(2−α1)
+ 2
1−
α2
2
c2(α2−2)
.
Thus, it is showed that the scheme (8) and the modified
Newton’s method (13) are FxTS. While strongly-convex
functions satisfy PL inequality [8], strictly convex func-
tions do not satisfy PL inequality in general. So, for con-
vex optimization problems with strictly convex objective
functions, that do not satisfy Assumption 2 or 3, (13)
can be used to find the optimal solution of (5) within a
fixed time. One example is the class of quartic functions,
which can be used to reformulate standard QP with sign
constraints as uncontrained optimization problem [34]:
3 This is needed so that the right-hand side in the Newton’s
method is well-defined.
Example 2 Consider the optimization problem
min
x
xTQx+ cTx,
s.t. xi ≥ 0, i = 1, 2, · · · , n,
(14)
where x, c ∈ Rn and Q ∈ Rn×n is a positive definite
matrix. Let z ∈ Rn be defined as xi = z2i , to get rid of
the sign contraints, and re-write (14) in terms of z:
min
z
zTZQZz + cTZz, (15)
where Z ∈ Rn×n is a diagonal matrix consisting of ele-
ments zi, i.e.,
Zij =
{
zi, i = j;
0, i 6= j,
for i, j = 1, 2, · · · , n. The optimal solution x¯ of (14) is
given by x¯i = z¯
2
i , where z¯ is the optimal solution of (15).
It is clear that the objective function in (15) is a quartic,
is not strongly convex and may not satisfy PL inequality.
Nevertheless, it is strictly convex and hence, (13) can be
used to find the optimal point of (15) within fixed time.
Upto now, unconstrained, minimization problems have
been considered. Next, constrained minimization prob-
lems and min-max problems are studied, and modified
GF based methods are proposed with fixed-time conver-
gence guarantees.
4 FxTS of Saddle-Point Dynamics
In this section, min-max problems are considered that
can be formulated as saddle-point dynamics, and a mod-
ification is studied so that optimal point, which is a
saddle-point, can be found within a fixed time.
4.1 Convex optimization with linear equality
constraints
Consider the optimization problem
min f(x),
s.t. Ax = b,
(16)
where f : Rn → R is convex, A ∈ Rm×n and b ∈ Rm.
Assumption 5 The matrix A is full row-rank and the
minimum f⋆ for (16) is attained for some x⋆.
Define g : Rm → R as
g(ν) = inf
x
(f(x) + νT (Ax− b)), (17)
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so that the dual problem for (16) is given by
sup
ν
g(ν). (18)
Using (17), rewrite (18) as
sup
ν
inf
x
L(x, ν) , f(x) + νT (Ax− b). (19)
It is clear that (19) is a saddle-point problem, where
the function L(x, ν) needs to be minimized over x and
maximized over ν. Using (17), one obtains ([4, Section
5.1])
g(ν) = −νT b− f∗(−AT ν), (20)
where f∗ : Rn → R is the conjugate of f . 4 Note that the
function f∗ is always convex, whether f is convex or not
[4, Chapter 3]. Assume that the conjugate function f∗ is
known in the closed-form (see Remark 3 and Corollary
2 for the case when its not known in closed-form). It can
be readily seen from (20) that g is a concave function
(since f∗ is convex, −f∗ is concave).
As shown in [35, Corollary 3.5.11], the strong-convexity
of the function and strong-smoothness of its conjugate
are equivalent. Using this, the following results can be
stated.
Lemma 7 If f is a convex, β-strongly smooth function,
then the function g defined as per (20) is α-strongly con-
cave, for some α > 0.
The proof is provided in Appendix D. Thus, the following
assumption on f is made.
Assumption 6 The objective function f ∈ C1,1loc (R
n,R)
is convex, and its conjugate function satisfies f∗ ∈
C
1,1
loc (R
n,R).
Define h(ν) = −g(ν) and consider the dynamical sys-
tem:
ν˙ = −c1
∇h(ν)
‖∇h(ν)‖
p1−2
p1−1
− c2
∇h(ν)
‖∇h(ν)‖
p2−2
p2−1
, (21)
with c1, c2 > 0, p1 > 2 and 1 < p2 < 2. Note that the
assumptions on functions f, f∗, and matrix A implies
sup
ν
inf
x
L(x, ν) = inf
x
sup
ν
L(x, ν) ([4, Section 5.5]). Also,
using Proposition 1, one has that the solutions of (21)
exist and are unique for all ν(0) ∈ Rm.
Lemma 8 The trajectories of (21) reach the optimal
point ν⋆ of (18) in fixed time Tν for all initial conditions
ν(0) ∈ Rm.
4 Since the considered space is the finite-dimensional vector
space Rn with the Euclidean norm, the dual space is Rn with
the dual norm ‖ · ‖∗ = ‖ · ‖.
Proof. Per Lemma 7, h(ν) = −g(ν) is strongly con-
vex. Thus, h(ν) satisfies PL inequality (10) with some
constant µh > 0. Hence, using Theorem 2, one obtains
that the trajectories of (21) reach the the maximizer
ν⋆ of g(ν) in a fixed time Tν ≤ 4k3(2−α1) +
4
k4(α2−2)
for
all initial conditions ν(0), where α1 = 2 −
p1−2
p1−1
, α2 =
2− p2−2
p2−1
, k3 = c12
2+3α1
4 µ
α1
2
h and k4 = c22
2+3α2
4 µ
α2
2
h .
Under the assumption of existence (Assumption 5) and
uniqueness (guaranteed by Assumption 6) of the optimal
point of (16) and using the fact that −g(ν) is strongly
convex, one obtains that the minimizer of L(x, ν⋆) is the
optimal solution of (16) [4, Section 5.5.5].
Using this, one can argue that x⋆ satisfies
x⋆ = argmin
x
L(x, ν⋆) (22)
or, in other words, ∇xL(x⋆, ν⋆) = ∇f(x⋆) + ν∗TA = 0.
Hence, the trajectories of the system
x˙ = −d1
∇Lx(x, ν⋆)
‖∇Lx(x, ν⋆)‖
q1−2
q1−1
− d2
∇Lx(x, ν⋆)
‖∇Lx(x, ν⋆)‖
q2−2
q2−1
,
(23)
with d1, d2 > 0, q1 > 2 and 1 < q2 < 1, converge to
the optimizer of (16). The following result can now be
stated.
Theorem 4 Let Assumption 6 holds. Then, the optimal
point x⋆ of (16) can be found in fixed time Teq by solving
(21) for any ν(0) ∈ Rm and (23) for ν = ν⋆ and any
x(0) ∈ Rn, sequentially.
Proof. From Lemma 8, one obtains that the trajecto-
ries of (21) reach the optimizer ν⋆ of (18) in fixed time
Tν. Now, since f(x) is strongly convex, it follows that
L(·, ν) is strongly convex for each ν ∈ Rm, and in partic-
ular, L(·, ν⋆) is strongly convex, and hence, also satisfies
PL inequality for some constant µL > 0. Therefore, from
Theorem 2, one has that there exists a fixed time Tx such
that the trajectories of (23) reach the optimal point of
(22) in Tx ≤ 4k5(2−α3) +
4
k6(α6−2)
y for all initial condi-
tions x(0), where α3 = 2 −
q1−2
q1−1
, α4 = 2 −
q2−2
q2−1
, k5 =
d12
2+3α3
4 µ
α1
2
L and k6 = d22
2+3α4
4 µ
α4
2
L . Hence, choosing
Teq = Tx + Tν , one has that the optimal point of (16)
can be obtained in fixed time Teq by solving (21) and
(23) sequentially.
A very important class of optimization problems in ma-
chine learning and model predictive control (MPC) is
the class of quadratic programs (QPs). In the following
example, it is shown that QPs with equality constraints,
that satisfy Assumption 6, fit into the proposed frame-
work.
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Example 3 Consider the following QP with equality
constraints:
min
1
2
xTQx+ cTx,
s.t. Ax = b,
(24)
where Q ∈ Rn×n is positive definite and A ∈ Rm×n has
full row-rank. The function g(ν) for (24) is given as
g(ν) = inf
x
(1
2
xTQx+ cTx+ νT (Ax− b)
)
= −
1
2
(c− AT ν)Q−1(c−AT ν)− bT ν.
Hence, one has that f∗(−AT ν) = − 12 (c−A
T ν)Q−1(c−
AT ν). It can be readily verified that the functions f, f∗
satisfy Assumption 6.
4.2 General saddle-point dynamics
In this subsection, the general saddle-point problem of
minimizing a function F (x, z) over x ∈ Rn andmaximiz-
ing over z ∈ Rm is considered, where F : Rn×Rm → R.
Formally, this can be stated as
max
z∈Rm
min
x∈Rn
F (x, z). (25)
A point (x⋆, z⋆) is called as local saddle-point of F (as
well as local optimal solution of (25)), if there exist open
neighborhoods Ux ⊂ Rn and Uz ⊂ Rm, such that for all
(x, z) ∈ Ux × Uz, one has:
F (x⋆, z) ≤ F (x⋆, z⋆) ≤ F (x, z⋆). (26)
The point (x⋆, z⋆) is global saddle-point if Ux = Rn and
Uz = R
m. The following assumption is made.
Assumption 7 The function F ∈ C2(Rn×Rm,R) is lo-
cally strictly convex-concave at the saddle point (x⋆, z⋆).
More specifically, ∇Fxx ≻ 0 and ∇zzF ≺ 0 for all (x, z)
in some neighborhood U ⊂ Rn × Rm of (x⋆, z⋆).
Using this, the following result can be stated.
Lemma 9 Let Assumption 7 hold for some open neigh-
borhood U of the saddle-point (x⋆, z⋆). Then, the Hessian
of F given as:
∇2F (x, z) =
[
∇xxF (x, z) ∇xzF (x, z)
∇zxF (x, z) ∇zzF (x, z)
]
, (27)
is invertible for all (x, z) ∈ U .
The proof is provided in Appendix E. Authors in [18]
use the following saddle-point dynamics:
x˙ = −∇Fx(x, z),
z˙ = ∇Fz(x, z).
(28)
and show asymptotic convergence to the saddle-point
(x⋆, z⋆) under Assumption 7. Next, the flow in (28) is
modified so that fixed-time convergence can be guaran-
teed. Newton’s method is used to define the modified
saddle-point dynamics as:
[
x˙
z˙
]
= −(∇2F (x, z))−1
(
c1
∇F (x, z)
‖∇F (x, z)‖
p1−2
p1−1
+ c2
∇F (x, z)
‖∇F (x, z)‖
p2−2
p2−1
)
,
(29)
where c1, c2 > 0, p1 > 2, 1 < p2 < 2, and ∇F (x, z) ,[
∇xF (x, z)T ∇zF (x, z)T
]T
. Note that the point (x, z)
is an equilibrium point of (29) if and only if it satis-
fies ∇F (x, z) = 0 (Lemma 5). Using strict convexity-
concavity of F in U , one obtains that ∇F (x, z) = 0 im-
plies x = x⋆ and z = z⋆.
The main result of this section is presented below.
Theorem 5 If F satisfies Assumption 7 for some U ⊂
R
n×Rm, then the trajectories of (29) converge to the sad-
dle point (x⋆, z⋆) in fixed time TSP for all (x(0), z(0)) ∈
D ⊂ U where D is the largest sub-level set of V =
1
2‖∇F‖
2 in U . Furthermore, if U = Rn × Rm, then the
results holds for all (x(0), z(0)), i.e., D = Rn × Rm.
Proof. Consider the candidate Lyapunov function
V (x, z) = 12‖∇F (x, z)‖
2. Define D = supcDc ⊆ U ,
where Dc = {(x, z) | V (x, z) ≤ c}. Using analysis simi-
lar to the proof of Theorem 3, the time derivative of V
along the trajectories of (29) can be bounded as:
V˙ ≤ −c12
α1
2 V
α1
2 − c22
α2
2 V
α2
2 ,
where α1 = 2 −
p1−2
p1−1
and α2 = 2 −
p2−2
p2−1
. It follows
that for all t ≥ TSP , ∇F (x(t), z(t)) = 0, or equivalently,
(x(t), z(t)) = (x⋆, z⋆), where TSP ≤ 2
1−
α1
2
c1(2−α1)
+ 2
1−
α2
2
c2(α2−2)
for all (x(0), z(0)) ∈ D.
For the case when U = Rn × Rm, from strict
convexity-concavity of F , one has that ∇F (x, z) 6= 0
for (x, z) 6= (x⋆, z⋆), and that ‖∇F (x, z)‖ → ∞ as∥∥∥∥[(x− x⋆)T (z − z⋆)T ]T
∥∥∥∥ → ∞ (Lemma 3). Hence, V
is radially unbounded and so, D = Rn×Rm. Therefore,
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the trajectories of (29) converge to the saddle-point of
(25) for all (x(0), z(0)) ∈ Rn × Rm.
Assumption 7 ensures that the Hessian ∇2F is invert-
ible, and that the the saddle-point of F (x, z) is the only
critical point. Per the analysis in Lemma 9, a sufficient
condition for the Hessian to be invertible is that ∇xxF
is invertible and ∇xzF is full row-rank. On the basis of
this observation, the following result can be stated.
Corollary 1 Suppose there exists an open set U ⊂ Rn×
R
m such that ∇xxF (x, z) is invertible and ∇xzF (x, z) is
full row-rank for all (x, z) ∈ U . Then, the trajectories of
(29) converge to the set of the critical points of F , defined
as ΩU = {(x, z) ∈ U | ∇F (x, z) = 0} in a fixed time
TSP for all (x(0), z(0)) ∈ D ⊂ U , where D is the largest
sub-level set of V = 12‖∇F‖
2 in U .
Note that Corollary 1 does not require strict convexity-
concavity of F . Also, if the set ΩU contains only the
saddle-point, i.e., the only critical point of the function
F in ΩU is the saddle-point, then Corollary 1 guarantees
local convergence of trajectories of (29) to the saddle-
point in fixed time. The final remark to connect the re-
sults in Corollary 1 with those in Section 4.1 are made
below.
Remark 3 For problem (16) with strictly convex f and
full row-rank matrix A, the conditions of Corollary 1 are
satisfied. Furthermore, it is known that for this problem,
the KKT conditions are also sufficient for optimality,
i.e., the critical point (x, z) such that ∇F (x, z) = 0 is
also the optimal point. Hence, one can also use (29) with
F (x, z) = L(x, z) for the problems of the form (16), in
the case when the conjugate function f∗ is not known in
the closed-form.
This is formally shown in the following result.
Corollary 2 Consider the optimization problem (16).
Assume thatA ∈ Rm×n is full-rank and f ∈ C2(Rn,R) is
strictly convex. Then, with F (x, z) = f(x)+zT (Ax− b),
the trajectories of (29) reach the optimal point (x⋆, z⋆) in
fixed time Teq2 <∞ for all (x(0), z(0)) ∈ D ⊂ U , where
D is the largest sub-level set of V = 12‖∇F‖
2 in U .
Proof. Define F (x, z) = f(x) + zT (Ax − b). Note that
for strictly convex f , ∇xxF = ∇2f(x) is invertible. Fur-
thermore, ∇xzF = AT is full-rank, which implies that
the conditions of Corollary 1 are satisfied. Hence, the
trajectories of (29) reach the set of points (x, z) such
that∇F (x, z) = 0. Now, sinceA is full row-rank and f is
strictly convex, one has that the KarushâĂŞKuhnâĂŞ-
Tucker (KKT) conditions are also sufficient for optimal-
ity, i.e., ∇F (x, z) = 0 ⇐⇒ (x, z) = (x⋆, z⋆). Hence,
one obtains that the trajectories of (29) for F (x, z) =
f(x) + zT (Ax − b) reach the optimal point of (16) in
fixed time Teq2 ≤ 2
1−
α1
2
c1(2−α1)
+ 2
1−
α2
2
c2(α2−2)
.
In summary, (29) can be used to solve constrained opti-
mization problems of the form (16) as well as min-max
problems of the form (25), and the optimal solutions can
be obtained within a fixed time. Compared to [17,18],
where asymptotic convergence is studied for min-max
problems of the form (25), and for (16) posed as saddle-
point problem, the proposed method guarantees conver-
gence within a fixed time under relaxed assumptions.
5 Numerical Examples
The efficacy of the proposed methods is illustrated via
two numerical examples. In the first example, the con-
strained convex optimization problem (16) is consid-
ered with quadratic objective function and equality con-
straints. It is demonstrated in simulations that the pro-
posed method results into a faster convergence for QP
with equality constraints, than the traditional Newton’s
method. The flow in (29) is used to find the optimal
point of the problem and illustrate that for any initial
condition, the optimal point can be found within a fixed
time. Then, an instance of the min-max problem (25) is
considered and the flow in (29) is used to find the saddle-
point.
5.1 Example 1: QP with equality constraints
Consider (24) with x ∈ R10 and A ∈ R5×10. For sim-
plicity, consider a diagonal matrix Q with positive diag-
onal elements and a full row-rank matrix A, so that all
the conditions of Corollary 2 are satisfied. The values of
Q,A, b, c are chosen through random matrix generator
in Matlab. The following parameters are used for the
modified saddle-point dynamics in (29): c1 = 10, c2 =
10, p1 = 2.2, p2 = 1.8. With these parameters, one ob-
tains that the upper bound on the time of convergence
in Corollary 2 is Teq2 = TSP ≤ 1.0025. Euler discretiza-
tion is used for Matlab implementation with time-step
dt= 0.00001 sec. Although the conjugate function f∗
is known in this case (see Example 3), the flow in (29)
is used, since the total time of convergence using (29)
(TSP = 1.0025 sec) is lower than the time of convergence
using (21) and (23) sequentially (Teq = Tx+Tν = 20.08
sec) if d1 = c1, d2 = c2, q1 = p1 and q2 = p2 in (23) and
λmin(Q)
λmax(Q)
= 0.1.
Figures 1 and 2 compare the performance of the pro-
posed method relative to Newton’s method for saddle-
point dynamics, i.e., when p1 = 2 and c2 = 0. Dotted
lines show the performance of Newton’s method based
scheme. Plots in solid lines show the performance of
(29) with p1 = 2.2 and p2 = 1.8, i.e., for the proposed
method. The vertical black dashed line plots TSP =
10
1.0025 sec. The log scale is used on y− axis so that the
variation of the errors is clear near zero.
Figure 1 shows the variation of ‖x(t)−x⋆‖ with time for
various initial conditions. It is clear that the proposed
scheme converges to the error of magnitude less than
10−8 within TSP sec, while the nominal scheme takes
longer time to achieve the same. It can also be seen that
the convergence time is always bounded by TSP for all
initial conditions for the proposed method.
Figure 2 plots the norm of the gradient, ‖∇F‖, with
time. It can be seen that the proposed method leads to
a faster convergence of ‖∇F‖ to zero, than the nominal
scheme. Also, it can be observed from the figure that
for all initial conditions, the proposed method results
into a smaller final error (≈ 10−14) than the nominal
scheme (≈ 10−11). Note that the plots corresponding to
the nominal scheme are linear on the log-scale, which
shows linear convergence, while the curved plots of the
proposed scheme illustrates its super-linear convergence.
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Fig. 1. The norm ‖x− x⋆‖ with time for various initial con-
ditions for nominal saddle-point dynamics (p1 = 2, c2 = 0)
and modified saddle-point dynamics (p1 = 2.2, p2 = 1.8).
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Fig. 2. The norm of the gradient, ‖∇F‖, with time for
various initial conditions for nominal saddle-point dynam-
ics (p1 = 2, c2 = 0) and modified saddle-point dynamics
(p1 = 2.2, p2 = 1.8).
5.2 Example 2: Min-max problem
Next a numerical example for min-max problem
max
z
min
x
F (x, z) is presented, where the function F is
defined as
F (x, z) = (‖x‖ − 1)4 − ‖z‖2‖x‖2, (30)
where x ∈ Rn and z ∈ Rm. For simplicity, the dimen-
sions are chosen as n = 3 and m = 1. The set of optimal
points (x, z) satisfy ‖x‖ = 1, ‖z‖ = 0 [18], i.e., the op-
timal point is not unique in this case. The parameters
are chosen as c1 = c2 = 10. First, the parameters p1, p2
are kept constant at p1 = 2.2 and p2 = 1.8, and the ini-
tial conditions (x(0), z(0)) are varied. Figure 3 shows the
convergence time for various initial conditions x(0), z(0).
It is clear that the time of convergence does not depend
upon the initial distance from the saddle point. Also, it
can be seen that the actual time of convergence Tc is
lower than the upper bound TSP .
0 200 400 600 800 1000 1200
0
0.5
1
1.5
2
T
c
TSP
Fig. 3. Time of convergence Tc with norm of the initial error
‖e(0)‖ , ‖[(x(0)− x⋆)T (z(0)− z⋆)T ]T ‖.
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Fig. 4. The norm of the gradient, ‖∇F‖ with time for
various initial conditions for nominal saddle-point dynam-
ics (p1 = 2, c2 = 0) and modified saddle-point dynamics
(p1 = 2.2, p2 = 1.8).
Figure 4 shows the convergence of norm of the gradient,
‖∇F‖, to zero in fixed time for various initial conditions.
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Figure 5 and 6 plot the norm of the error x − x⋆ and
z − z⋆, respectively, for various initial conditions. Solid
lines show the performance of the proposed method (29)
and dotted lines show the performance of the Newton’s
method based saddle-point dynamics. Again, it can be
noted from all three figures that the proposed method
converges within TSP sec, and has super-linear conver-
gence rate.
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Fig. 5. The norm ‖x− x⋆‖ with time for various initial con-
ditions for nominal saddle-point dynamics (p1 = 2, c2 = 0)
and modified saddle-point dynamics (p1 = 2.2, p2 = 1.8).
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Fig. 6. The norm ‖z − z⋆‖ with time for various initial con-
ditions for nominal saddle-point dynamics (p1 = 2, c2 = 0)
and modified saddle-point dynamics (p1 = 2.2, p2 = 1.8).
Next, the parameters p1, p2 are varied in the ranges
[2, 2.2] and [1.8, 2], respectively. Figure 7 shows the
norm of the gradient∇F with time. Figure 8 and 9 show
the norm of the difference x−x⋆ and z−z⋆, respectively,
with time. For p1 = 2, c2 = 0, the proposed method
yields exponential convergence, as it becomes the regu-
lar Newton’s method. As can be seen in the Figures 7,
8 and 9, the case when p1 = 2, c2 = 0 has linear con-
vergence (straight line on the log plot), while for p1 > 2
and p2 < 2, the convergence is super-linear. It can also
be observed that as p1 increases and p2 decreases, the
convergence becomes faster and the time of convergence
becomes smaller.
0 0.5 1 1.5 2 2.5
10-15
10-10
10-5
100
105
Fig. 7. The norm of the gradient, ‖∇F‖, with time for various
p1, p2.
0 0.5 1 1.5 2 2.5
10-6
10-4
10-2
100
102
Fig. 8. The norm ‖x− x⋆‖ with time for various p1, p2.
0 0.5 1 1.5 2 2.5
10-15
10-10
10-5
100
Fig. 9. The norm ‖z − z⋆‖ with time for various p1, p2.
Finally, the performance of the proposed method is com-
pared with that of the accelerated gradient flow based
method (6). More specifically, the performance of the
proposed method is compared with that of the following
scheme:
[
x˙
z˙
]
= −c1
(
∇2F (x, z)
)−1 ∇F (x, z)
‖∇F (x, z)‖
p1−2
p1−1
. (31)
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Note that (31) is a special case of (29) with c2 = 0.
Figure 10 plots the norm of the gradient ∇F for various
initial conditions where p1 = 2.2, p2 = 1.8, c1 = c2 = 10
for (29) and p1 = 2.2, c1 = 10 for (31). It can be seen
that the convergence of (31), while super-linear is slower
than the proposed scheme. One can use Theorem 1 to
show that the optimal point is an FTS equilibrium for
(31). It is evident from Figure 10 that convergence of
(31) is super-linear, but the time of convergence grows as
‖x(0)−x⋆‖ increases, while that of the proposed scheme
(29) remains bounded.
0 1 2 3 4 5 6 7 8 9 10
10-10
100
1010
TSP
Modified scheme
Accelerated scheme
Fig. 10. The norm of gradient, ‖∇F‖, with time for various
initial conditions for the proposed scheme (c1 = c2 = 10)
and accelerated gradient flow based scheme (c2 = 0).
6 Discussions
While optimization methods in continuous-time are im-
portant and have major theoretical relevance, in gen-
eral, only discrete-time algorithms are of practical use.
It is an open question as to how one can discretize the
dynamics (8) and other schemes presented in this work,
so that the fixed-time convergence guarantees are pre-
served. In both of the numerical examples, the perfor-
mance of discretized implementation is at par with the
theoretical results, i.e., the convergence is super-linear
and the time of convergence is upper bounded by the
theoretically established upper bound. Yet, how to prove
that the convergence properties are preserved after dis-
cretization is an open problem, and is an active field
of research (see [36,37,38]). In [36], the authors study a
particular class of homogeneous systems and show that
there exists a consistent discretization scheme that pre-
serves the finite-time convergence. They extend their re-
sults to practically FxTS systems in [37], where they
show that the trajectories of the discretized system reach
to an arbitrary small neighborhood of the equilibrium
point in fixed time, independent of the initial condition.
One can hope that this theory can be further expanded
to more general class of FTS and FxTS systems, and
can be used for the methods developed in this paper so
that exact convergence of iterative discrete-time opti-
mization schemes based on the proposed methods can
be guaranteed in a finite or fixed number of steps.
7 Conclusions and Future Work
In this paper, modified GF schemes are presented that
converge to the optimal point in a fixed time, under
two different set of assumptions on the objective func-
tion, namely strong convexity and gradient dominance.
A modified version of Newton’s method is also presented
that has fixed-time convergence guarantees from any
given initial condition for optimization problems with
strictly convex objective function. Then, a novel method
is proposed to find the optimal point of a convex op-
timization problem with linear equality constraints in
fixed time. Lastly, amodified scheme for the saddle-point
dynamics is proposed so that the min-max problem can
be solved in fixed time. Though all the methods are pre-
sented for continuous-time optimization, numerical ex-
amples illustrate that the proposed schemes have super-
linear convergence in the discretized implementation as
well, and that, the time of convergence satisfies the the-
oretical bound.
Studying the general optimization problem with both
equality and inequality constraints is part of the future
investigations, where schemes that can converge to the
optimal point in fixed time will be designed. Also, it will
be of great interest to study FTS and FxTS methods of
optimization on function spaces with applications such
as finding the optimal barrier function for control synthe-
sis under spatio-temporal specifications and input con-
straints. Finally, as mentioned in Section 6, one of the
future research directions is to investigate discretization
schemes for FTS and FxTS systems that can preserve
the time of convergence, and translate FTS and FxTS
to convergence in finite and fixed number of steps, re-
spectively.
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A Proof of Lemma 5
Proof. One has that x = x¯ is an equilibrium of (8) if
and only if
˙¯x = 0 ⇐⇒ − c1
∇f(x¯)
‖∇f(x¯)‖
p1−2
p1−1
− c2
∇f(x¯)
‖∇f(x¯)‖
p2−2
p2−1
= 0
⇐⇒ c1
‖∇f(x¯)‖
‖∇f(x¯)‖
p1−2
p1−1
+ c2
‖∇f(x¯)‖
‖∇f(x¯)‖
p2−2
p2−1
= 0
⇐⇒ c1‖∇f(x¯)‖
1−
p1−2
p1−1 + c2‖∇f(x¯)‖
1−
p2−2
p2−1 = 0,
⇐⇒ ‖∇f(x¯)‖ = 0,
since 1 − p1−2
p1−1
, 1 − p2−2
p2−1
> 0 for p1 > 2 and 1 < p2 <
2. Hence, x = x¯ is an equilibrium point if and only if
∇f(x¯) = 0. This completes the proof.
B Proof of Lemma 6
Proof. Let X = {x | ∇f(x) = 0}. Since f ∈ C1,1loc , con-
tinuity of right-hand side of (8) is immediate on Rn \X .
Let x¯ ∈ X and L be the Lipschitz constant for function
∇f , i.e., ‖∇f(x) − ∇f(y)‖ ≤ L‖x − y‖ for x, y ∈ D
where D is some open neighborhood of x¯. For y = x¯, it
follows that ‖∇f(x) − ∇f(x¯)‖ = ‖∇f(x)‖; then, using
continuity of the norm, one has
∥∥∥∥∥ limx→x¯ c1 ∇f(x)‖∇f(x)‖ p1−2p1−1
∥∥∥∥∥ = limx→x¯ c1
∥∥∥∥∥ ∇f(x)‖∇f(x)‖ p1−2p1−1
∥∥∥∥∥
= c1 lim
x→x¯
‖∇f(x)‖1−
p1−2
p1−1
= c1 lim
x→x¯
‖∇f(x)‖δ1
≤ c1L
δ1 lim
x→x¯
‖x− x¯‖δ1 = 0,
where δ1 = 1−
p1−2
p1−1
> 0 for p1 > 2. Hence, one has that
lim
x→x¯
c1
∇f(x)
‖∇f(x)‖
p1−2
p1−1
= 0.
Similarly, it can be shown that
lim
x→x¯
c2
∇f
‖∇f‖
p2−2
p2−1
= 0,
since δ2 = 1 −
p2−2
p2−1
> 0 for all 1 < p2 < 2. Per Lemma
5, one has that x¯ is an equilibrium of (8). This implies
that the right-hand side of (8) is continuous at x = x¯,
for all x¯ ∈ X , and hence, is continuous for all x ∈ Rn.
C Proof of Proposition 1
Proof. The dynamical equation (8) is presented here
for completeness:
x˙ = −c1
∇f(x)
‖∇f(x)‖
p1−2
p1−1
− c2
∇f(x)
‖∇f(x)‖
p2−2
p2−1
. (C.1)
First, existence of the solutions of (C.1) is shown for
all x(0) ∈ Rn. Let x = x⋆ is the optimal point of (5).
From Lemma 5, one obtains that the right-hand side
of (C.1) vanishes only at x = x⋆ where ∇f(x⋆) = 0.
From Lemma 6, one has that the dynamics in (C.1) is
continuous for all x ∈ Rn. Now, using [39, Theorem
I.1.1, I.2.1], one obtains that for all x(0) ∈ Rn, there
exists τ > 0, such that the right-maximal solutions of
(C.1) exist on [0, τ). Now, let x(·) be a solution of (C.1)
and define V (x) = 12‖x−x
⋆‖2. Its time derivative along
(C.1) reads
V˙ = −(x− x⋆)T
(
c1
∇f
‖∇f‖
p1−2
p1−1
+ c2
∇f
‖∇f‖
p2−2
p2−1
)
≤ 0,
since, using convexity of f and the fact that∇f(x⋆) = 0,
one has that (x− x⋆)T∇f(x) ≥ 0 for all x ∈ Rn. Hence,
one has that ‖x(t) − x⋆‖ ≤ ‖x(0) − x⋆‖, which implies
that the solutions are always contained in a compact set
K = {z |‖z−x⋆‖ ≤ ‖x⋆−x(0)‖}. Using [20, Proposition
2.1], one obtains that τ =∞, i.e., the solutions of (C.1)
exist for all t ≥ 0, for all x(0) ∈ Rn.
Next, uniqueness of the solution is shown. A similar
method, called as time-reparametrization, as proposed
in [40, Section 1.5] is used to show uniqueness of the so-
lutions (see also [41]). Consider the gradient flow
x˙ = −∇f(x). (C.2)
Recall that f is continuously differentiable and ∇f is lo-
cally Lipschitz continuous (since f ∈ C1,1loc (R
n,R)). From
[42, Theorem 3.1], one has that the solutions of (C.2)
are unique for all x(0) ∈ Rn, in some interval [0, δ]
for some δ > 0. It remains to be shown that the so-
lutions of (C.2) are unique for all t ≥ 0. Let x(·) be
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a solution of (C.2) with x(0) = x0 for some x0 ∈ Rn
and define V (x) = 12‖x − x
⋆‖2. Using convexity of f ,
one obtains that (x(t) − x⋆)T∇f(x(t)) ≥ 0 for all t.
Hence, one obtains that the time derivative of V (x) is
non-positive along the trajectories of (C.2), which im-
plies that ‖x(t)−x⋆‖ ≤ ‖x(0)−x⋆‖, i.e., the solutions of
(C.2) are always contained in the compact setK. There-
fore, solutions of (C.2) exist and are unique for any given
x(0) ∈ Rn [42, Theorem 3.3] for all t ≥ 0.
Let γ(0) 6= x⋆ and T ∈ R+ be the first time instant
such that γ(T ) = x⋆, i.e., γ(t) 6= x⋆ for all t < T . Using
continuity of γ(·), it can be easily verified that T > 0.
Consider the function s : [0, T )→ R+ defined as
s(t) =
∫ t
0
(
c1
‖∇f(γ(τ))‖a
+
c2
‖∇f(γ(τ))‖b
)
dτ, (C.3)
where a = p1−2
p1−1
, b = p2−2
p2−1
and γ(·) is the solution of
(C.1) for some γ(0) = γ0. Note that s(0) = 0. The two
cases, γ(0) 6= x⋆ and γ(0) = x⋆, are considered sepa-
rately.
Suppose γ(0) 6= x⋆. Note that the integrand c1‖∇f(γ(τ))‖a+
c2
‖∇f(γ(τ))‖b
in (C.3) is continuous, and positive for all
τ ∈ [0, T ). Thus, s(·) is strictly increasing, and hence,
regular, i.e., ds
dt
6= 0 for all t ∈ (0, T ). Using the Inverse
Function Theorem, t(·) , s−1(·) exists, is continuous,
and satisfies:
dt
ds
(s(t0)) =
(
ds
dt
(t0)
)−1
(C.3)
=
1(
c1
‖∇f(γ(t0))‖a
+ c2
‖∇f(γ(t0))‖b
) , (C.4)
for all t0 ∈ (0, T ). Define γ¯(s) = γ(t(s)), so that using
chain rule, one obtains
dγ¯
ds
=
dγ
dt
∣∣∣∣
t=t(s)
dt
ds
(C.4)
=
dγ
dt
∣∣∣∣
t=t(s)
(
ds
dt
)−1
,
Using (C.3), one has
dγ¯
ds
(C.1)
= −
(
c1
∇f
‖∇f‖a
+ c2
∇f
‖∇f‖b
)
1(
c1
‖∇f‖a +
c2
‖∇f‖b
)
= −∇f(γ¯(s)).
This implies that every solution γ¯(·) of (C.1) is also a
solution γ(·) of (C.2) with a time-scaling defined as in
(C.3). Since (C.2) has unique solution for any given ini-
tial condition γ¯(0), it follows that the solution of (C.1)
is unique for any given initial condition γ(0) 6= x⋆.
Now, for γ(0) = x⋆, one solution is the trivial solution
γ1 ≡ x⋆. Assume that there exists another solution γ2 of
(C.1) such that γ1 6= γ2. Now, consider V (γ2) = 12‖γ1 −
γ2‖2. Its time derivative along the trajectories of (C.1)
with γ1 = x⋆ reads
V˙ = −(γ2 − x
⋆)T
(
c1
∇f(γ2)
‖∇f(γ2)‖
p1−2
p1−1
+ c2
∇f(γ2)
‖∇f(γ2)‖
p2−2
p2−1
)
.
Now, using the fact that f is convex, one obtains that
(γ2(t) − x⋆)T∇f(γ(t)) ≥ 0 for all t ≥ 0, which implies
that V˙ ≤ 0. Hence, from [43, Theorem 3.15.1], it follows
that γ ≡ x⋆ is the unique solution of (C.1) for γ(0) =
x⋆. Thus, solution of (C.1) exist and is unique for all
x(0) ∈ Rn, and for all t ≥ 0.
D Proof of Lemma 7
Proof. The assumptions on f implies that f∗∗ = f ,
i.e., f is the conjugate of its conjugate f∗. Define κ = f∗
so that one has κ∗ = f∗∗ = f . Now, since the function
f is the conjugate of κ and is β-strongly smooth, from
[35, Corollary 3.5.11], one obtains that κ is a 1
β
-strongly
convex function. It holds that if A is full row-rank, then
1
β
-strong-convexity of f∗ implies α-strong-convexity of
f∗(−AT ν), where α = λ
β
and λ = λmin(ATA) is the
minimum eigenvalue of ATA. Since A is full row-rank,
it follows that λ > 0. Finally, using the fact that f1 =
f∗(−AT ν) is α-strongly convex and f2 = νT b is convex,
one obtains that f1+f2 = f∗(−AT ν)+νT b = −g(ν) isα-
strongly convex, or equivalently, g is α-strongly concave.
E Proof of Lemma 9
Proof. Define Hxx = ∇xxF , Hxz = ∇xzF and Hzz =
−∇zzF . Since F is twice-continuously differentiable, one
has that ∇zxF = (∇xzF )T . Define H = ∇2F (x, z) so
that H =
[
Hxx Hxz
HTxz −Hzz
]
. Note that Hxx and Hzz are
positive definite for all (x, z) ∈ U due to Assumption 7.
The rank of the matrix H satisfies ([44]):
rankH = rankHxx + rank(−Hzz −H
T
xzH
−1
xxHxz).
Now, since Hxx is invertible for all (x, z) ∈ U , one
has that rankHxx = n. Let H1 = Hxx and H2 =
−Hzz −HTxzH
−1
xxHxz. Since Hxx, Hzz are positive defi-
nite matrices, it follows thatH2 is also negative definite.
Hence, one obtains that rankH2 = m. This implies that
rankH = rankH1 +rankH2 = n+m for all (x, z) ∈ U ,
i.e., ∇2F (x, z) is full rank and hence, invertible for all
(x, z) ∈ U .
16
