Abstract-In a visual secret sharing (VSS) scheme, the alignment of the transparencies is important to the visual quality of the reconstructed secret image. Each pixel of the original secret image is expanded to subpixels in a share image. If a share image is printed on a paper with the same size as the original secret image, the alignment or the registration of the subpixels, which is only times smaller than that of the original secret image, could be troublesome. In this paper, we propose a -VSS scheme that allows a relative shift between the shares in the horizontal direction and vertical direction. When the shares are perfectly aligned, the contrast of the reconstructed image is equal to that of the traditional VSS scheme. When there is a shift, the average contrast of the reconstructed image is higher than that of the traditional VSS scheme, and the scheme can still work in cases where very little shape redundancy is present in the image. The trade-off is that our method involves a larger pixel expansion. The basic building block of our scheme is duplication and concatenation of certain rows or columns of the basic matrices. This seemingly simple but very powerful construction principle can be easily used to create more general schemes.
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I. INTRODUCTION
A VISUAL secret sharing (VSS) scheme (or visual cryptography) has been proposed to encode a secret image into "shadow" images (or "shares") to be distributed among participants in [1] . In a -VSS scheme, each pixel of the secret image, which is a unit element, is "expanded" into subpixels in each share. The secret image can be visually reconstructed with shares, printed on transparencies, and superimposed precisely on an overhead projector. A slight misalignment between the shares could dramatically degrade the visual quality of the reconstructed image. Great effort has been directed to reduce the size of the shared transparencies (e.g., by reducing ); however, smaller transparencies make the alignment more difficult, D. Wang and L. Dong are with the Tsinghua University, Beijing, CO 100084, China (e-mail: daoshun@mail.tsinghua.edu.cn; donglin06@mails. tsinghua.edu.cn).
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even with the help of printed "frame" or "marks." This alignment or registration problem is worsened if there is some distortion involved in the process of producing transparencies, either by photocopying or laser printing. The heat produced in the printing process may cause the plastic to bend. Kobara and Imai [2] considered the visibility problem of the decoded image in a (2, 2)-VSS scheme when the viewpoint is changed, and categorized the space where the viewpoint belongs according to the visibility. They gave a relation between the shift of two corresponding cells and its density (visibility) in a (2, 2)-VSS scheme. Nakajima and Yamaguchi [3] proposed a (2, 2)-extended VSS scheme which enhanced registration tolerance when stacked shares are not aligned perfectly. However, the scheme does not completely satisfy the security condition.
In practice, stacking more than two transparencies accurately is quite difficult. In a general -VSS scheme, the pixel expansion is , as pointed out by Blundo et al. [6] . Since the optimal contrast for a -scheme is , this contrast is quite small so the visual reconstruction of the secret image is difficult. Therefore, one can only recover the secret image by resorting to computers when is greater than three. For this reason, most visual schemes handle the cases with being at most 3. Here, we only focus on the case of because the contrast of a -VSS scheme is much better than that of a -VSS scheme with . Thus, a -VSS scheme is significantly more practical in real-life visual reconstruction.
Liu et al. [4] observed that the secret image of the conventional VSS scheme can be revealed visually even when the transparencies are not aligned perfectly in the horizontal direction. In reality, the misalignment happens not only horizontally, but also shifts in the vertical and diagonal directions and needs to be addressed. Yang et al. [8] introduced a general approach to construct a misalignment tolerant -VSS scheme using big and small blocks for the situation when the original secret image has a certain degree of redundancy in shape accuracy. The secret image can still be recovered under slight misalignment, and the quality of the reconstructed image is assessed by manual inspection. The method proposed in [8] has certain difficulties when the secret image only contains thin lines (see Fig. 3 ). The significant advantage of Yang et al.'s scheme is that it has no extra pixel expansion.
Inspired by the works of [4] and [8] , we propose, in this paper, a shift tolerant VSS scheme that provides higher quality reconstructed images than the traditional scheme, and it works better than scheme in [8] for the cases where very little shape redundancy exists in the secret image. When the shares are perfectly aligned, the secret image is precisely recovered. When there is a shift, the image quality can be measured by the average con-trast. The construction principle is also used to create more general -VSS schemes. The rest of this paper is organized as follows. Section II reviews the alignment problem of the VSS scheme. Section III first gives a formal definition of the shift tolerant VSS scheme and then proposes a shift tolerant -VSS scheme. A general approach to construct the shift tolerant -VSS scheme is given in Section IV. Comparisons and discussions are given in Section V, and the conclusions are given in Section VI.
II. BACKGROUND, PRELIMINARIES, AND MOTIVATION
This section briefly reviews the traditional VSS schemes [1] , [5] and the share alignment issue [4] , and motivation to deal with this alignment issue is introduced. Some basic notations are defined when they first appear in the text and a list of important notations is given in Appendix A.
A. Binary -VSS Schemes
In a binary VSS scheme, the secret image consists of a collection of black-and-white pixels and each pixel is subdivided into a collection of black-and-white subpixels in each of the shares. The collection of subpixels can be represented by an Boolean matrix , where the element represents the th subpixel in the th share. A white pixel is represented as a 0, and a black pixel is represented as a 1. On a transparency, white subpixels allow light to pass through while black subpixels stop light. One has that if and only if the th pixel in the th share is black. Stacking shares together, the gray-level of each pixel ( subpixels) of the combined share is proportional to the Hamming weight (the number of 1's in the vector ) of the ORed ("OR" operation) -vector , where are the rows of associated with the shares we stack. Verheul and Van Tilborg [5] extended the definition of Naor and Shamir's scheme [1] .
The formal definition of binary VSS scheme is given below. Definition 1 [5] : A solution to the out of VSS scheme consists of two collections of Boolean matrices and . To share a white (respectively, black) pixel, the dealer randomly chooses one of the matrices in (respectively, ). The chosen matrix defines the color of the subpixels in each one of the transparencies. The solution is considered valid if the following three conditions are met. are indistinguishable in the sense that they contain the same matrices with the same frequencies. The first two conditions are called "contrast" and the third condition is called "security." In this definition, the parameter is called pixel expansion, which refers to the number of subpixels representing a pixel in the secret image. The contrast , also called relative difference, refers to the difference in weight between combined shares that come from a white pixel and a black pixel in the secret image. 
B. Alignment Problem of Traditional VSS Scheme
Liu et al. [4] found the phenomenon that the precise alignment of small pixels is not critical. A recognizable secret image (with some quality loss) can still be recovered visually even if the participants do not align the transparencies precisely in the VSS scheme.
Theorem 1 [4] : In a conventional (2, 2)-VSS scheme with respect to pixel expansion , when share 2 and share 1 are stacked together precisely, the scheme has contrast . When share 2 is shifted pixels position relative to share 1 in horizontal direction, the average contrast . We use the traditional (2, 2)-VSS scheme to demonstrate its behavior in both situations of perfect alignment and share shifts.
Example 1: Consider a (2, 2)-VSS scheme with the basis matrices and .
When the two shares are stacked together precisely, the contract is . When share 2 is shifted to the left (or right) by one pixel relative to share 1, by Theorem 1, the average contrast is . When share 2 is shifted up (or down) by one pixel relative to share 1, the original row 2 is shifted out and a new row is shifted in. The pixels shifted in may be 01 or 10. All possible cases are shown in Table I . The average contrast is . It is clear that in a conventional (2, 2)-VSS scheme, one cannot obtain any information of the secret image when the shares are shifted vertically by one pixel, relative to the other share.
With the traditional VSS schemes, a horizontal shift between shares reduces the reconstruction quality and a vertical (and diagonal) shift destroys reconstruction completely. It is desirable to design a shift tolerant VSS scheme that allows a better reconstruction of the secret image when there is a small shift in any direction. When the shares are aligned perfectly, the contrast of the reconstructed image should be the same as that of the traditional scheme.
C. Motivation
The simplest method for shift-tolerance is to make the share images bigger, which is equivalent to simply duplicating the subpixels. Using the scheme in Example 1, we trivially obtain the following scheme, in Example 2, by duplicating pixels, which results in a lager pixel expansion: . Example 2: The basis matrices of the (2, 2)-VSS scheme with "pixel duplication" are as follows:
When share 2 is shifted to the left (or right) by one pixel relative to share 1, the pixel shifted in could be either 0 or 1, which is denoted by " ." The pixel shifted out is denoted by " ." The symbol " " separates the two parts and we just pay attention to the right part. Let (respectively, ) be the probability that a 0 (respectively, 1) is shifted in; we have . Table II gives the calculation for the average contrast in the case of horizontal shift of one pixel.
It can be seen that with the share size being four times the original, the average contrast of the reconstructed image is even lower than the original scheme, as far as the absolute values of the contrasts are concerned. In other words, to simply enlarge the shares may not solve the shift problem.
We now consider a different duplication mechanism, in Example 3. Instead of duplicating pixels, we duplicate the vectors of the original basis matrices.
Example 3: The basis matrices of the (2, 2)-VSS scheme with "row vector duplication" are as follows: Table III gives the calculation of the average contrast in the case of horizontal shift of one pixel.
It is clear that duplicating vectors results in an increase in absolute value for the average contrast. More detailed analysis of Examples 2 and 3 under different shift situations is given in Appendix B. Building on top of this vector duplication concept, we propose, in Section III, a new VSS scheme that can provide a better recovered image in the case of share misalignment.
III. SHIFT TOLERANT VSS SCHEME
In this section, we propose a new approach to construct the shift tolerant VSS scheme (donated by STVSS scheme) that allows minor displacement in horizontal and vertical directions between the shares.
A. Definition of Shift Tolerant VSS Scheme
In a basis matrix of the conventional VSS scheme, each row vector corresponds to the subpixels of one share. In our STVSS scheme, row vectors of the basis matrix correspond to one share, and each row vector is composed of row vectors of the basis matrix of the conventional VSS scheme, where . Each pixel of the original secret image is represented by black and white subpixels in each of the shares. Note that the Hamming weight of vector is used in an "extended" sense, i.e., the number of nonzero components regardless of the dimension and permutation of . So the value of is equal to . When , is a scalar and it reduces to the Hamming weight defined in [1] .
In the formal definition of our STVSS scheme below, we use symbol to denote the deviation (between the shares) in horizontal, and use to denote the deviation in vertical, where . We now give a formal definition of the proposed STVSS scheme.
Definition 2: A out of shift tolerant visual secret sharing (STVSS) scheme consists of two collections of Boolean matrices and . To share a white (black) pixel, the dealer randomly chooses one of the matrices in . The chosen matrix defines the color of the subpixels in each one of the shares (transparencies), where . This scheme is considered valid if the following conditions are met.
1) The "Contrast" condition when and : This is the case when any of shares are perfectly aligned to each other, no displacements. For any in , the OR vector of any of the blocks of row vectors satisfies . For any in , the OR vector of any of the blocks of row vectors satisfies . 2) The "(Average) Contrast" condition when or : This is the case when one share is shifted pixels horizontally and pixels vertically relative to the other shares. For any in shifted, the OR vector of any of the blocks of row vectors satisfies . For any in shifted, the OR vector of any of the blocks of row vectors satisfies .
3) The "Security" condition: For any subsets of with , the two collections of matrices for obtained by restricting each matrix in (where ) to a group of rows are indistinguishable in the sense that they contain the same matrices with the same frequencies. In Definition 2 above, the parameter is called the pixel expansion, which refers to the number of subpixels representing one pixel in the original secret image. The collections of Boolean matrices and can be obtained by permuting the columns of matrices and , which are called basis matrices.
We obtain as where is the difference of row . By definition of the Hamming weight above, the value of is equal to the value of . In a conventional VSS scheme, . We have . When and , . That is, when the transparencies are superimposed with perfect alignment, our scheme recovers the original image with the same contrast as the conventional VSS scheme.
When or , we obtain as follows:
The contrast refers to the average difference in weight in the combined share between a white pixel and a black pixel in the secret image, here . Namely, when there is a misalignment of pixels and pixels between the shares in horizontal and vertical directions, our scheme can still reveal the secret with a lower average contrast in the result image.
B. Proposed Shift Tolerant (2, n)-VSS Scheme
Let and be the basis matrices for a -VSS scheme with pixel expansion and contrast . For simplicity, we use (respectively, ) to represent the th row of (respectively, ). Let be the concatenation of the two row vectors.
Next we will give the construction of -STVSS scheme. When any two shares are stacked precisely, or one share is shifted left (or right) by pixels and shifted up (or down) by pixels relative to other share, we can still visually recover the secret image. 
Construct basis matrices and
In Construction 1 above, pixel expansion in the vertical and horizontal directions are, respectively, and , thus the total pixel expansion is . The collection (respectively, ) is obtained by permuting the columns of (respectively, ). If all possible column permutations are permitted, we end up with matrices. Here, we consider a specific subset of permutations where the columns of each "Component," which is or , are permutated within that Component, no columns of different Components are exchanged, and all Components go through exactly the same internal column permutation pattern simultaneously. That is, if column 2 is exchanged with column 5 inside one Component, columns 2 and 5 are also exchanged for every other Component as well. This restricted column permutation produces only matrices in the collection (respectively, ), not . An example which will help us to understand Definition 2 and Construction 1 is given in Appendix C. Further discussion about the permutation methods and their contrast are presented in Appendix D.
Theorem 2: Construction 1 above is a -STVSS scheme. The pixel expansion is . When one share shifted pixels pixel positions in the horizontal direction and pixel positions in the vertical direction according to the other share, the average contrast is Before proving the theorem, we will give some description and notations. Similar to Liu's analysis [4] , for any two row vectors of the basis matrices (respectively, ) of the traditional -VSS scheme, such as the th row and the th row (respectively, and ), the relative column arrangement of 0's and 1's has six possibilities regardless the arrangement order. Namely, the th row and the th row of the two basis matrices and can be represented in the following form:
In the form above, some parameters of a -VSS scheme can be written as
Proof: First, we show the scheme satisfies security condition. For any , the Hamming weights of and are
Basis matrices and satisfy the security condition, that is . Thus, ; this means the th row vector of and are indistinguishable. So the security condition is satisfied.
Then, we show the scheme satisfies the contrast condition and we compute the average contrast. In a -VSS scheme, any two out of shares are stacked to reconstruct the secret image. We suppose the two shares are share (denoted by ) and share (denoted by ). We now compute the average contrast when is shifted to left by pixels and is shifted down by pixels relative to . are stacked (see Fig. 1 ). This can be computed by two parts: 1) and , stacking result of the top row vectors, i.e., the part in Fig. 1; 2 ) and , stacking result of the bottom row vectors, i.e., the part in Fig. 1 Since the matrices are independent of the basis matrices , and (respectively, ) are randomly column permutation of matrices (respectively, ), using formulas (3) and (4) Shift the second row ( th row) of the share matrices in to left (or right) by pixels, and let be the -bit string that is shifted in, where and . When is shifted to left by pixels relative to , then the shifted matrix is denoted by , . By formulas (1) and (2), we have the equation shown at the bottom of the page. The collection of matrices by permuting in our permutation method will be denoted by . Now we begin to compute the contrast of the recovered secret image when there is pixel deviation between these two rows.
According to the results of [4] , the total Hamming weight of the stacking of the shifted two rows can be calculated by the total number of 1's subtracting the number of 1's that are ineffective. There are three cases when a black subpixel 1 is ineffective: 1) when it is in the top right corner of the matrix and the corresponding position has 1 shifted in; 2) when it is in the bottom left corner of the matrix which is shifted out; and 3) when an overlap occurs after a shift.
Let denote the probability that a string is shifted in, and we have . In the first case, let (respectively, ) denote the number of 1's that are ineffective for the collections (respectively, ) when is shifted in. Suppose the Hamming weight of is , i.e., . The total number of 1's that are ineffective in the top right corner of all the matrices in and is . In the second case, let (respectively, ) denote the number of 1's that are ineffective for the collections (respectively, ) when is shifted in. The total number of 1's that are ineffective in the top right corner of all the matrices in and is . In the third case, let (respectively, ) denote the number of 1's that are ineffective for the collections (respectively, ) when is shifted in. Pattern in the shifted matrices is the shifted result of the following four patterns , , , and in the collections and . We calculate the probability of the pattern in , for example, and the other three patterns can be calculated similarly. Since the basis matrices are composed by same blocks, we first compute the probability in the first block. The probability that the pattern appears at the column in the first block of the matrices of the collection is . Based on this, the probability that the pattern appears at the column in the matrices of the collection is . So the probability that the pattern appears both at column and in the first and second block of the matrices of the collection is . The remaining three patterns can be computed in the same way, as shown in Table IV . and are the probability that the pattern appeared in the shifted matrices and .
We notice that each row vector of (respectively, ) contains identical row vectors of matrix (respectively, ). We partition the columns into two sections: the first blocks and the last block. In the first blocks, there are choices for the value of . 
We have
By combining the result of parts 1 and 2, the average contrast is Using Theorem 2, we obtain the following Corollary 1. Corol1ary 1: In Construction 1 above, when there is just pixels deviation in the vertical direction, i.e., , the average contrast is . In Theorem 2 above, when , the -STVSS scheme equals a conventional -VSS scheme, we obtain immediately the following the result from Theorem 2.
Corol1ary 2: In the conventional -VSS scheme with pixel expansion and contrast , when a share is shifted pixels position relative to the other share in the horizontal direction, the average contrast of the recovered image , where . Obviously, when , this scheme is equivalent to the (2, 2)-VSS scheme in [4] ; also see Theorem 1.
According to our Construction 1, we now discuss the average contrast when there is pixel deviation in the horizontal direction and pixel deviation in the vertical direction.
Theorem 3: In Construction 1, when there is pixel deviation in the horizontal direction and pixel deviation in the vertical direction, i.e., , the average contrast is . Due to the limitation of paper length, the Proof of Theorem 3 is shown in Appendix E.
IV. GENERAL APPROACH TO CONSTRUCT
-STVSS SCHEME Using a procedure similar to the one discussed in previous sections, one can easily construct a more general -STVSS scheme for . Let and be the basis matrices of a -VSS scheme with pixel expansion and contrast . 
Construct basis matrices and
This construction procedure is demonstrated as follows through an example (3, 4)-STVSS scheme.
Example 4: An example of (3, 4)-STVSS scheme. Consider a (3, 4)-VSS scheme with basis matrices and We will construct a (3, 4)-STVSS scheme based on this (3, 4)-VSS scheme. Let and ; the basis matrices and are:
Suppose shares 1, 2, and 3 are used to reveal the secret image. Let and be the horizontal displacements of shares 2 and 3 relative to share 1, respectively. Table V gives the average contrast in some cases of . The detailed algorithm of computing average contrast is given in Appendix F.
The proof of the security of this construction is relatively straightforward. The contrast issue is more complex since more cases are involved when shares can be misaligned from each other by various amounts. We leave the scheme as an open problem here.
V. DISCUSSION AND COMPARISON
First, we compare our STVSS scheme with Yang et al.'s scheme in [8] . By using big and small blocks, Yang et al. proposed a general misalignment tolerant -VSS scheme; the secret image can be seen when there is a shift.
Experiment: Comparison of Yang et al.'s (2, 2)-VSS schemes and our proposed (2, 2)-STVSS scheme. In Yang et al.'s schemes, the small-scaled secret image in Fig. 2(a) and big-scaled secret image in Fig. 2(b) are used in the construction. We use the "bilinear" operation in Photoshop to reduce the small-scaled secret image with size 100 100 to the big-scaled secret image with size 50 50. And we choose the regular masks, i.e.,
, to arrange the big and small blocks. The percentage of big blocks is represented by and small blocks is represented by . Three different percentages, 1) % and %, 2) %, and 3)
% and %, are tested, respectively. In our proposed scheme, we just use the original secret image in Fig. 2(a) and we choose and . is the average contrast by using the STVSS scheme. The experimental results are shown in Fig. 3 , where denotes different pixel deviations between two shares. For comparing with the same size, we scale down the result of the proposed STVSS scheme by a factor of 2 in horizontal and vertical. Fig. 3 demonstrates that the method proposed in [8] fails to recover the secret image that contains only thin lines. Our proposed scheme can still work in the cases where very little shape redundancy presents in the image. The trade-off is our pixel expansion is four times that of Yang et al.'s schemes, because and . Notice that the proposed STVSS scheme is compatible with the traditional VSS scheme in terms of the overlay viewing (OR operation), and it can recover the secret image precisely when there is no shift between the shares. When there is a shift, the quality of the recovered image can be evaluated by average contrast, similar to most of the existing traditional VSS schemes. We cannot directly compare our method with Yang et al.'s in image quality by quantitatively since there is no numerical quality measure given in [8] .
Next, we compare the proposed STVSS scheme with the traditional VSS scheme in terms of the pixel expansion and contrast (see Theorem 1, Theorem 2, Corollary 1, Corollary 2, and Theorem 3). We resort to a conventional -VSS scheme in [1] to compare with our STVSS scheme. In a -VSS scheme in [1] , the pixel expansion is and . A -STVSS scheme is generated according to Construction 1 when and . In Table VI , we list the comparison of the conventional -VSS scheme and our -STVSS scheme in terms of average contrast.
For easy lookup and comparison, the traditional -VSS scheme can still recover the secret image visually when the there is a minor misalignment in the horizontal direction, but completely fail to reveal the secret when vertical or diagonal shifts are involved. Ourproposed STVSS scheme still manages to reconstruct the secret image to a degree that visual recognition is possible.
VI. CONCLUSION
We have proposed a -VSS scheme that can tolerate certain displacements between the share transparencies when visually reconstructing the secret image. The quality of the reconstructed image is evaluated by visual inspection and by the average contrast. The proposed scheme performs better than duplicating pixels with the same amount of pixel expansion. The scheme can reveal the secret to a certain degree even when the original image has very little shape redundancy, such as containing only thin lines. In some cases, the recovered image appears to be a reverse of the original. That is, the black pixels appear white and white pixels appear black. Although the characters or lines in the image are still visible, some "shape infor- mation" could be lost, such as the objects in the image being hollow or solid. In some cases, this inversion might not be acceptable. However, this phenomenon happens to all traditional and newly proposed schemes, including our own. Searching for a way towards the "true" shift-tolerance is still unsolved. An ideal shift-tolerant VSS scheme should allow a minor bend or distortion in the plastic transparencies because of the heat in the printing or copying process, as we mentioned at the beginning of this paper. So far, none of the proposed shift-tolerant schemes handle this case at all. They always assume that the share transparencies are perfectly flat and no nonlinear misalignments exist. How to handle this nonuniform misalignment is also an open problem. Table B -I lists the average contrasts for (2, 2)-VSS schemes under different shift situations. The row "T11" is for the traditional (2, 2)-VSS scheme with no pixel or vector duplications. The (2, 2)-VSS scheme with duplicating pixels once in the horizontal direction is shown in row "P21," and the row "V12" is for the (2, 2)-VSS scheme with duplicating vectors in the vertical direction, that is, the proposed (2, 2)-STVSS scheme with . Here, "P" is for "pixel" and "V" is for "vector." Each table entry, referred to by the column and row indices, is the average contrast in a specific "case:" a particular scheme with a particular shift situation. For example, the entry "V21, (2, 0)" is for the case (2, 2)-VSS scheme with duplicating vectors in the horizontal direction, and there is a horizontal shift of 2 pixels between the shares. Examples to compute average contrast under cases "P22, (1, 1)" and "V22, (1, 1)" are shown in Tables B-II and B-III. TABLE B-III  AVERAGE CONTRAST COMPUTING UNDER CASE " Since may be many different kinds of values, we cannot list them all in this table. We show how we compute the average Hamming weight. Consider the first row for the white pixel.
The Hamming weight of stacking "110" and "100" is 2, illustrated by the blue line in Fig. B-1 . And let represents the average Hamming weight of stacking "01100" and "
," illustrated by the purple line in Fig. B-1 . The average Hamming weight of stacking "10011" and " " is named . We found that and can be reduced to compute the average contrast.
An experiment is performed to share the original secret image in Fig. B-2. Fig. B-3 shows some recovered secret images in some of the cases listed in Table B-I. APPENDIX C SHIFT TOLERANT (2, 3)-VSS SCHEME This is the experimental result of the shift tolerant (2, 3)-VSS scheme with and . and are basis matrices of a (2, 3)-VSS scheme (see [7] ) According to Construction 1, we have, for example, By using the similar method above, we get new matrices and as follows:
The pixel expansion is and the subpixels are arranged in a 2 6 pattern. The secret image is in Fig. B-2 . 
APPENDIX D CONTRAST OF DIFFERENT PERMUTATION METHODS
In Section III-B, we gave Construction 1 for the -STVSS scheme. In this scheme, basis matrices are and with the size of . The collection (respectively, ) is obtained by permuting the columns of (respectively, ). If all possible column permutations are permitted, we end up with matrices. Some more restricted permutation arrangements can also be used as long as the security is satisfied. Here, Table D-I. For example, when using Permutation Method 3 (our restrict permutation method), and include 6 matrices, respectively. We list full column permutation of and as follows (duplicated matrices will not be displayed): The Permutation Method 3 is the most restricted permutation arrangement that still satisfies the security condition, and this has the lowest computation complexity. In Permutation Methods 4, 5, and 6, the permutation operations of the different Components may have various degrees of synchronization and complexity is between Permutation Methods 2 and 3.
The comparison of different permutation methods in terms of average contrast is given in Table D-II. The average contrast is computed by using the algorithm in Appendix F. Table D -II shows that the absolute value of average contrast of Permutation Method 3 is biggest. The average contrasts for Permutation Methods 4, 5, and 6 are not higher than that of Permutation Method 3. That is, these Permutation Methods do not provide any improvement in contrast, and they require higher computation than Permutation Method 3. Therefore, these Permutation Methods are not considered further.
We now give an analysis for more typical Permutation Methods 1, 2, and 3 above.
Let and denote the average contrast when there are pixels deviation in the horizontal using Permutation Methods 1, 2, and 3, respectively.
Theorem: The absolute value of is greater than or equal to that of and . Proof: For average contrast of Permutation Method 1: since the basis matrices have columns and all possible column permutations are permitted, there will be possibilities. It is equal to the traditional -VSS scheme which has pixel expansion and contrast . By using the result of corollary 2, or similar to Liu et al.'s analysis [4] , we can replace pixel expansion with in -VSS scheme; then we easily obtain the following formula: Therefore the absolute value of is greater than or equal to that of and .
APPENDIX E PROOF OF THEOREM 3
Theorem 3: In Construction 1, when there is pixel deviation in the horizontal direction and pixel deviation in the vertical direction, i.e., , the average contrast is . Proof: To simplify, we use the matrix collections and symbols of Theorem 2 to prove Theorem 3. Similar to Theorem 2, the average contrast can be computed by two parts.
Part 1: The first part is the same as the first part of Theorem 2 and we get (E-1)
Part 2: There are some differences with the second part of Theorem 2. By formulas (E-1), (E-2), (E-3), and (E-4), the average contrast is APPENDIX F ALGORITHM OF COMPUTING THE AVERAGE CONTRAST The algorithm of computing average contrast is described in a pseudocode, shown in Fig. F-1 . 
