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vAbstract
In this thesis many aspects of the statistical mechanics and thermodynamics of small
systems are studied. The very same possibility of defining a thermodynamics for
this class of systems, for which the usual properties of the thermodynamic limit do
not apply, is discussed by means of general considerations and specific examples.
We show that it is possible to preserve most of the features of thermodynamics for a
specific class of systems which are, at the same time, far enough from the infinite-N
limit to be small, but large enough to be studied with a statistical approach. A
review of the necessary mathematical and physical tools to study this particular
class of systems is included.
Eventually, a specific system is studied, both from an equilibrium and a non-
equilibrium perspective: it is found that this system, composed by a gas included in a
container with a moving wall (the piston), has an highly non-trivial dynamics caused
by the interplay of the different degrees of freedom of the system, which cannot
be easily reproduced by means of coarse-grained equations. At the same time, the
smallness of the system is responsible for large fluctuations that strongly characterize
the system. We show that this system reproduces the behavior of an heat engine,
when the external parameters vary in time: in particular we show that different
working regimes (engine, refrigerator, heat pump) can be obtained depending upon
the total time of a cycle of the external parameters. We also derive some analytical
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Introduction
In the last decades an impressive technological progress led to the introduction of
techniques and machineries allowing to observe, control and even manipulate systems
on the nano/micro-scale, with characteristic size of 1 nm ÷ 1 µm: typical examples
are biological macromolecules operating inside cells.
Many studies that analyze the folding/unfolding cycle of proteins and/or nucleic
acids [69], or the performance of molecules like kinesin [14], a molecule that moves on
a microtubule and transports other molecules inside a cell, insist on the importance
of being “small”: these systems, able to convert the temperature fluctuations of the
environment into work and movement, are intrinsically small and can only operate on
the nano-scale. Furthermore their behavior is highly non-trivial, displaying unusual
dynamics and non-gaussian fluctuations [6, 61, 72, 93].
Their macroscopic counterpart is represented by granular systems, i.e. systems
composed by a small number (100÷1000) of macroscopic spheres with a diameter of
few millimeters: indeed, in such a case we are still in the presence of a small system,
since the macroscopicity of the system (i.e. a large number of atoms and molecules)
is compensated by a small number of constituents, the beads. It is possible to
design setups of vibrated granular gases at low density, the vibration reintroducing
in the system the energy dissipated in the inelastic collisions, where fluctuations
can be rectified into movement in a definite direction [82, 45, 89]. All these systems
constitute examples of small engines, i.e. systems with few degrees of freedom that
are able to convert thermal energy and temperature fluctuations into useful work.
The advances obtained in experiments pushed towards a theoretical reconsidera-
tion of the physics of small systems: in fact, even though a statistical mechanical
approach seems necessary in order to understand the physics of this class of sys-
tems, it is well known that the most relevant predictions of statistical mechanics
(equilibrium equation of states, phase transitions etc. . . ) are only recovered in the
thermodynamic limit, N →∞. In fact, it is immediate to understand that, even at
equilibrium, when the number of the components of a system is small, fluctuations of
collective observables, i.e. depending upon all the degrees of freedom of the system,
have wild fluctuations around their average values. For this reason the predictive
ability of equilibrium results is deeply weakened when the considered system is small:
the intrinsic meaning of equilibrium should be rethought in this context.
Moreover, most of the system we are interested in operate in non-equilibrium
steady states, e.g. by exploiting a temperature gradient in order to move [20], or with
non-constant external parameters: these conditions are necessary in order to observe
systems that transform thermal energy into work. Standard thermodynamics and
statistical mechanics tools are not appropriate to describe and reproduce the physics
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of heat engines: for this reason, it is necessary to consider new methodologies. As
an important example we mention the progresses in the study of fluctuations and
their relation with response functions [71].
At a difference with standard thermodynamics, it is clear that, in this regime,
transformations occur over a finite interval of time: for this reason the common
assumption of quasi-static, or adiabatic, transformations is not appropriate for
systems operating at these scales. This problem has been frequently discussed in the
recent past, also from an engineering point of view, giving birth to the so-called finite
time thermodynamics [28, 2, 99], which focuses on the study of engines working at
finite power, i.e. far from the maximum (adiabatic) Carnot efficiency.
The other important difference with respect to the standard setups is, of course,
the smallness of the system: from this point of view a prototypical example is
represented by the brownian motion, a single colloidal particle moving in a fluid
under the influence of random collisions from the molecules of the surrounding
liquid. The study of the brownian motion, since the seminal works of Perrin [78],
Einstein [34] and Smochulowski [104], covered a central role in the development
of the physics of small and stochastic systems. A step forward is represented by
stochastic thermodynamics, based on the idea that the thermodynamical concepts
of work, heat and entropy can consistently be extended to a single trajectory of a
brownian particle [92, 94]: by means of simple stochastic tools is possible to re-define
the principles of thermodynamics at the level of the stochastic evolution of single
brownian particles moving in time-dependent potentials and with non-constant bath
temperatures.
The results of stochastic thermodynamics strongly rely upon the so-called fluctu-
ation theorems [42, 66, 71], i.e. a very wide class of equalities, explaining the true,
probabilistic, meaning of the second principle of thermodynamics: indeed, in great
generality and under some rather broad hypothesis, it is possible to quantify the
ratio of the probability of measuring a given variation of entropy and the probability
of measuring the opposite value. Of course, when the system is very large, it is
infinitely much more probable to measure an increasing entropy than a decreasing
one: on a small scale the probabilities become comparable and the second principle
of thermodynamics is only a statement on their averages.
The aim of this Thesis is to combine all the different aspects of the physics of
small systems in order to explore and investigate new frontiers of the discipline that
have not been analyzed in the last years. In particular, one of our desiderata is to
extend the considerations of stochastic thermodynamics, that only apply to single
brownian particles, to much more complicated small systems, composed by a number
of particles larger than one. In order to do this we will study a model, analog to
the usual gas-piston system usually encountered in thermodynamics, in which many
non-trivial aspects can be observed and analyzed.
The Thesis is divided in two parts:
• In Part I we introduce the general aspects of the physics of classical small
systems from a Statistical Mechanics point of view. We discuss some rather
general topics and introduce most of the tools and instruments that will allow
the reader to understand the delicate points, which will be critically discussed.
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– In Chapter 1 the possibility of making thermodynamics out of small
systems will be questioned. In particular, the foundations of Statistical
Mechanics, allowing a connection between the microscopic realm and the
everyday life, will be revisited; furthermore a discussion on how these
considerations can be extended to systems with a small number of degrees
of freedom will be carried on. We will discuss in detail, from a small system
perspective, the following topics: the relevance of the ergodic theorem in
the context of Statistical Mechanics; how is it possible to obtain irreversible
behaviors out of reversible dynamics; what is the correct definition of
microscopic entropy. This Chapter contains some of the results already
published in Ref. [Cerino et al., 2015a, Cerino et al., 2016a].
– In Chapter 2 we review the fundamental aspects of stochastic and
irreversible thermodynamics: most of the tools needed to perform an
energetic analysis of nonequilbrium processes will be introduced here.
We will carry on a deepened discussion on how it is possible to define
work and heat in a microscopic context, and we will show some explicit
formulas, based on the above considerations, in the context of stochastic
processes (underdamped uni-dimensional Langevin equation). Eventually,
we will analyze the connections between equilibrium and non equilibrium
definitions of entropy and, in the end, we will define the most relevant
figures of merit characterizing the performance of an heat engine.
• In Part 2 most of the concepts introduced in the first part of the Thesis will
be used and applied to a specific model, a gas included in a container with a
moving wall, a piston. By letting some external parameters to vary in time we
will be able to obtain an heat engine, i.e. a system converting thermal energy
extracted from a thermostat into useful mechanical energy.
– In Chapter 3 a two-dimensional version of the model will be introduced
and its statistical equilibrium properties will be studied and discussed. A
peculiar aspect of the system to be deepened is the difference between the
fluctuations of the position of the piston when the system is isolated or
when it is attached to a constant temperature thermostat. We will show
that this inequality corresponds to a non-trivial dynamic that, in addition,
is different in the constant energy and in the constant temperature regime:
by means of a coarse grained Langevin equation we will try to explain
this interesting behavior and explore the different regimes. This Chapter
contains most of the results already published in Ref. [Cerino et al., 2014].
– In Chapter 4 a uni-dimensional simplification of the model introduced
in the previous Chapter will be discussed. Our principal aim is to
investigate the behavior of the system when the temperature of the
thermostat and the external pressure are varied in time with a cyclical
protocol. We will see that, depending on the velocity with which this
parameters are varied in time, the system may either act as an engine
(i.e. transforming heat into work) or as a refrigerator (i.e. consuming
work and transferring heat from a cold source to a hot sink). By means
of an improved Langevin equation we will try to understand this behavior
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with analytical predictions. This Chapter contains the results already
published in Ref. [Cerino et al., 2015b] and [Cerino et al., 2016b].
1Part I




Foundations of the Statistical
Mechanics of Small Systems
At its origins, Statistical Mechanics was conceived as a tool to derive and justify
thermodynamics from the atomistic hypothesis, i.e. from the assumption that all
systems, e.g. gases, are made of a humongous number of elementary particles,
the atoms. At the beginning of the twentieth century such an hypothesis was
proved by the pioneering works of A. Einstein (who found a connection between
the diffusion coefficient of Brownian particles and the Avogadro number NA) and J.
Perrin (who measured the value of NA with extreme precision). After this success,
Statistical Mechanics proved to be a very powerful theory able to interpret and
explain most of the features of the physics of macroscopic systems, as the irreversible
evolution towards equilibrium or the phenomena occurring in the proximity of a
phase transition. Most of this results rely on the assumption that the systems we
are dealing with are composed by a very large number of elementary constituents
(of the order of magnitude of NA): from a mathematical point of view this consists
in taking the thermodynamic limit N →∞. In fact, even if every physical system is
composed of a finite number of particles, such a number, for macroscopic systems, is
so large, O(1023), that the thermodynamic limit is the most effective representation
of these systems.
In the recent past, the development of exeperimental techniques able to observe
and even manipulate systems on mesoscopic scales shifted the attention of part of
the scientific community towards the physics of systems composed by a small number
of elementary constituents. In fact it is now possible to build and then control
mesoscopic particles, i.e on the scale of micrometers up to tenths of millimeters, in
which fluctuations, an important component of statistical mechanics that can not
be observed on macroscopic systems, can be directly measured.
Many results, mostly numerical, obtained in the last decades proved that the
tools and the concepts introduced in statistical mechanics can predict with success
the behaviour of small systems. This new range of applicability exceeds the original
intent of the theory, i.e. the justification of thermodynamics from the atomic
hypotesis, and introduces new perspectives in its developemnt.
In this transition from the macroscopic to the mesoscopic, numerical simulations
played a crucial role. In fact, realistic macroscopic systems with N ∼ O(1020)
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degrees of freedom are far beyond the limit of current computers and, for this reason,
all the systems analyzed in numerical experiments are, in some sense, “small”. On
the other hand on a computer we can track the motion of every single particle
of the system and observe other details and collective behaviours that cannot be
measured in actual experiments. This possibility has urged many physicists, since
the availability of the first computers in the 1950s, to verify some of the hypothesis
underlying statistical mechanics. For instance Fermi, Pasta and Ulam [39] in the
1950s challenged the ergodic hypotesis (one of the pillars of statistical mechanics,
which will be discussed in depth later), highlighting for the first time the differences
between small and macroscopic systems.
In this chapter we will try to persuade the reader that extending statistical
mechanics to small systems is a very delicate, though fascinating, operation, and it
can lead to misleading conclusions, when performed without the required care.
For this reason we will discuss the importance of the presence of a large number
of degrees of freedom to validate some results of statistical mechanics. These
consideration will be fundamental to determine the classes of small systems for which
a statistical approach is still meaningful: in particular we will show that it is possible
to construct a coherent “small system thermodynamics” only for stochastic systems
or for isolated many-particle small systems (MPSS), i.e. systems composed by O(102)
particle. We restrict our attention, for the sake of consistency and simplicity, to
classical systems: in fact, the description of quantum small systems, even with
some similarities, must be developed independently, since it presents a very different
phenomenology and a huge number of technical and conceptual subtleties [96].
1.1 The ergodic problem
The fundamental idea supporting the methods of statistical mechanics consists in
identifying measurements of macroscopic observables like pressure or temperature,
with averages of specific functions defined over the phase space. From a physical point
of view, a measurement consists in the observation of the effects of the interaction
of an instrument with the system of interest for a certain time T , which is typically
much longer than the characteristic times of the microscopic motion of atoms and
molecules. For this reason, the results of the measurement starting at t = t0 of
a certain state-dependent quantity A(X) does not give the instantaneous value
A(t0) = A(X(t0)) but, instead, the time average of the same quantity over an
“infinitely long” time interval T :






where X(t) is the microscopic state of the system that, for Hamiltonian systems, is
identified by the position and the momentum of each particle of the system. Since for
a deterministic dynamics the state of the system at time t is uniquely determined by
its initial state, the average will only depend upon the initial condition of the system
X(t0). The aim of statistical mechanics is to predict the result of the measurement
of A in Eq. (1.1), without the knowledge of the trajectory of the system {X(t)}t0+Tt=t0 :
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this can be done by assuming that there exists a certain measure ρ(X)1, which is
invariant with respect to the dynamics of the system, and such that
A(X(t0)) = 〈A〉 =
∫
A(X)ρ(X)dX, (1.2)
where the integral on the rightmost side must be performed over all the possible
available microscopic configurations (i.e. the phase-space for Hamiltonian systems).
The assumption expressed in Eq. (1.2) goes under the name of ergodic hypothesis.
It is interesting to note that when the ergodic hypothesis holds, since the right-hand
side of Eq. (1.2) does not depend upon X(t0), the time average of any observable
must be independent of the initial condition of the trajectory.
The ergodic hypothesis, if true, allows then to predict the result of the measure
of any macroscopic or thermodynamic quantity from microscopic considerations
without the necessity of computing the whole trajectory of the system for a very long
time: when the invariant distribution ρ is known, the result of the measure is simply
the average value of the observable over the space of microscopic configurations of
the system.
It is interesting to note that even if, from an historical point of view, the ergodic
hypothesis was the conceptual bridge allowing the crossing between thermodynamics
and microscopic dynamics, such an assumption is not necessary nor sufficient to
justify a statistical approach in the description of mechanical systems.
The hypothesis is not necessary because many systems for which it is not possible
to prove the ergodic hypothesis are, at a practical level, indeed ergodic, at least
if N  1 for a vast class of observables A. It must be stressed that the proof of
the ergodic hypothesis in Eq. (1.2) is currently available for a very narrow class of
systems: part of the difficulty of the proof relies in the fact that the hypothesis, as
expressed in Eq. (1.2) is a very strict condition, since the equivalence between the
two averages must hold for every observable A(X).
On the other hand, the hypothesis is not even a sufficient condition to guarantee
the significance of statistical mechanics: in fact, even when the two sides of Eq. (1.2)
are equal, no condition about the time of convergence of the time average, which
can be really long, is required. A simple calculation, elaborated by Boltzmann as an
answer to his detractors, shows that, for certain observables, the time of convergence
can be much longer than the age of the universe.
Take, as an observable, the characteristic function of a given subsetM of the
space of all the microscopic configurations of the system
χ(X) =
{
1 if X ∈M
0 if X 6∈ M. (1.3)
From the definition of χ(X) it is trivial to prove that its average value with respect
to the invariant ergodic distribution is simply the measure of the regionM (from a





1Such a measure is not, in general, e.g. in non-Hamiltonian systems, absolutely continuous with
respect to the Lebesgue measure. For this reason with the adopted notation is implicit that ρ(X) is
not a function but rather a generalized function.
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From a dynamic point of view, the time average of the observable χ(X) corresponds
to the fraction of time that the system passes in the regionM. It is then quite clear
that, in order to have the time average to reproduce the “spatial” average (i.e. the
measure of the regionM), the system must visit the region for an amount of time
that, in proportion to the total time of the evolution, must be equal to the measure
of the region: i.e. it must evolve inside the region for a certain amount of time, then
leave the region and visit the region again at a successive time. If the system is
ergodic, the average time of return τ(M) or average recurrence time, i.e. the average
time spent by the system outside a given regionM between two subsequent visits,




with τ0 a characteristic time i.e. it is the inverse of the measure, according to the
invariant distribution, of the region of interest. From this formula is clear that the
time τ can be made arbitrarily big by focusing on regions with very small measure,
e.g. by measuring the time spent by the system in a very narrow region around one
specific configuration of all its constituents.
Moreover, Boltzmann proved that, in an ideal gas of N particles, for large regions
of phase-space whose measure is smaller than unity (but not necessarily vanishing),
the recurrence time is exponential in N : therefore, if the number of particles is
“thermodynamic” O(1020), the recurrence time can be several orders of magnitude
larger then the age of the universe (for a throughout discussion see Ref. [38]). It is
then clear that, in this case, the ergodic hypothesis, even if true from a mathematical
point of view, does not allow to interpret macroscopic measures as time averages of
microscopic observables.
Note that the ergodic hypothesis does not require any restriction about the size of
the system: for example, the ergodic hypothesis is trivially true for one-dimensional
Hamiltonian systems, since their trajectory coincides with the set of all the points2
at a given energy E. For multi-dimensional systems, as already anticipated, proving
the ergodic hypothesis can be a very difficult task and, as we emphasized, it may
not be the solution of the problem.
From the above discussion, it may appear that the ergodic hypothesis, in ad-
dition to the apparent impossibility of obtaining a proof of Eq. (1.2) for realistic
physical systems, is not a relevant aspect in the foundations of statistical mechanics.
Nevertheless a solution of this apparent problem was exhibited by Khinchin in his
celebrated book on the mathematical foundations of statistical mechanics [59].
He primarily observed that the ergodic hypothesis is a too strong condition to
require: on one hand, it is clear that in thermodynamics one is only interested in
measuring some specific quantities as temperature, volume, pressure, internal energy,
etc. . . On the other hand, in thermodynamics, one only deals with macroscopic
objects, i.e. with systems composed of a very large number of degrees of freedom.
Khinchin proved that, by limiting the range of applicability of statistical mechanics
to 1) a limited set of “interesting” observables; 2) systems with an enormously large
2For the sake of simplicity we assume that the constant-E surface is a simply connected set for
every value of E.
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number of constituents, it is possible to have a physical formulation of the ergodic
hypothesis, whose proof is far more accessible and without the contradictions that
we exhibited in the previous paragraphs.
Khinchin focused his attention on d-dimensional Hamiltonian systems with N






and on a special class of observables, the so-called sum functions, that can be
























where K1 and K2 are two positive constants O(1) and the probability must be
considered with respect to the invariant measure ρ(X). The physical interpretation
of Eq. (1.9) is immediate when we identify the value assumed by a sum function f(X)
with one of the thermodynamic observables (average kinetic energy, local density
etc...). If the system is large, the vast majority of the microscopic configurations of
the system are points for which the value assumed by the thermodynamic observable
is not very far from the average, or equilibrium, value 〈f〉. In other words, the time
average appearing in the ergodic hypothesis gives the correct value for reasonable
value of T , only by considering sum functions and large systems, and, in conclusion,
only because the value of f(X) is almost always close to 〈f〉.
We want to stress that, even if the proof by Khinchin was conceived for sum
functions in the simple case of non-interacting systems with separable hamiltonian,
it is reasonable to expect that similar results hold also in the case of more realistic
systems and observables. For instance, Mazur and van der Linden [73] proved that
an equivalent version of Eq. (1.9) holds for systems with short range interactions.
The key of the Khinchin interpretation of ergodicity is the fact that macroscopic
observables are many-to-one functions, i.e. that large regions of the space of
microscopic configurations corresponds to the same value of the observable. In the
limit of large number of particles, some of these regions (those corresponding to
values close to equilibrium) become significantly larger in measure with respect to
the others and, therefore, it is increasingly more unlikely to find the system outside
these regions. In conclusion, the role played by the dynamics in this context is
negligible with respect to the presence of a large number of components.
Eq. (1.9) explains the correspondence between time averages and ensemble
averages in the case of very large systems (thermodynamic limit) for a certain class
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of observables. Different kinds of ergodicity may exist, e.g. ergodic systems where
the time average converges only on astronomic timescales, but, in those cases, it is
not possible to link statistical mechanics and thermodynamics.
It is quite clear that this reasoning cannot be straightforwardly extended to small
systems. Nevertheless, it is possible to divide systems far from the thermodynamic
limit into three different categories for which an interpretation to the ergodic problem
can be found.
Single (or very few) particle systems. An Hamiltonian system composed by
a single particle in one dimension that moves in an external potential, as already
stated, is, by definition, ergodic. In fact, in the phase space of such a system (which
is two-dimensional) the “constant energy surface”, where the system evolves, trivially
coincides with the trajectory of the system. This is not necessarily true when we
increase the number of particles, since it is possible to exhibit system composed by
two constituents which are no longer ergodic (e.g. two coupled harmonic oscillators).
Nevertheless there are several examples of few-dimensional ergodic systems and
it is clear that in this case, the aforementioned objections, in particular the one
regarding the time of convergence of the time average, are not relevant. For this
reason, several authors [31, 50] believe that a notion of thermodynamic is possible
also for this class of systems. It is very interesting to note that the first historical
efforts to derive thermodynamics from statistical mechanics focused on isolated
single particles systems for which H. von Helmholtz [103] was able to derive the
so-called heat theorem: in Sec. 1.4 this topic will be discussed in detail. On the
other hand, it should be quite clear that for such a class of systems, the equivalence
between dynamics and thermodynamics is sometimes possible, but only at a formal
level, because the essence of this equivalence, at a difference with the genuine one, is
not the presence of a large number of particles.
Small systems with stochastic dynamics. With this term we refer to systems
that have a non-deterministic, or probabilistic, dynamics: examples are Markov
chains and systems described by stochastic differential equations (Langevin Equation
of the kind





where η represents white noise, 〈η(t)η(t′)〉 = δ(t− t′), V (x) is an external potential
and γ and D are constants. The proof of the ergodic hypothesis, as in Eq. (1.2),
for stochastic systems is far more accessible than its counterpart for deterministic
systems: in particular it can be proven that every irreducible and non-periodic
Markov process is ergodic [43, 74] and that, in addition, it also satisfies the so-called
mixing condition, i.e. the fact that the initial probability distribution of the system
converges toward an asymptotic stationary state:
ρ0(X, t = 0) t→∞−→ ρ(X). (1.11)
Of course, in complete analogy with the deterministic case, the time of convergence
can be very long for stochastic large systems (N  1), the solution to this problem
consisting in focusing only on many-to-one observables A(X). Again, focusing on
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small stochastic systems, e.g. single-particle systems like the one described by Eq.
(1.10), does not present particular difficulties regarding the ergodic problem: the
ergodicity of the system is granted by the theorem presented above and the typical
time of the system are small because the system is composed by few degrees of
freedom. This is one of the (many) reasons why single particles stochastic systems
have covered a central role in the most recent developments on small systems
thermodynamics and stochastic thermodynamics: furthermore, thanks to their
simplicity and accessibility many interesting analytical results can be obtained. One
of the aims of our work is to extend and test the results obtained for single particle
stochastic systems to more complex examples of small systems: the entire second
part of the thesis will be devoted to this task.
Another conceptual advantage of considering small stochastic systems over
deterministic ones is the fact the, in general, the aleatory dynamics can (and should)
be interpreted as the effect of the interaction of the system of interest with a larger
environment. This consideration, on one hand, increase the “realism” of this models,
allowing to describe a larger fraction of actual experimental situation. On the other
hand, in view of all this, the system we are investigating is a subsystem of a larger
isolated system, and its state is a many-to-one function: (X,Y ) ∈ R2d(N1+N2) →
Y ∈ R2dN1 , with N1 << N2, where Y is the variable representing the system we are
studying, N1 and N2 are, respectively the number of particles of the system and the
environment, and d is the dimension of the space. This means that, when the system
is smaller than the environment, many different configurations of the environment
correspond to the same value of Y : this allows, at least heuristically, to interpret
the state of a small subsystem as a “thermodynamical observable”. Of course, in
order to have a stochastic description of the subsystem, we also must assume that
fluctuations from the average effect produced by the environment on the systems
should not be too large: this condition is realized, for instance, when the mass of
the particles of the system is larger than that of the particles of the environment.
Many-Particle Small Systems (MPSS). We emphasized the importance of the
N  1 limit in order to grant the validity of the ergodic hypothesis for macroscopic
object. We also stressed the fact that, for large systems, the ergodicity cannot
be valid for all the observables, but only for a subset composed of “interesting”
many-to-one functions. On the other hand we have also seen that for very small
systems, especially the ones composed by a single particle, the ergodic hypothesis
is trivially true. It should be evident to the reader that single particle systems
do not present most of the interesting behaviors produced by the interplay of the
many different components of a system. For this reason one may be interested in
investigating medium size systems, i.e. systems composed of O(10− 102) particles.
In this intermediate range, spanning from tenths up to several hundreds of particles,
we have systems presenting, on one hand, all the interesting collective behaviors
typical of large systems and that, in addition, are far enough from the infinite-N
limit to exhibit several characteristics of small systems (large fluctuations, non-
standard equilibrium states, etc...). For the sake of simplicity we will refer to systems
belonging to this category with the name Many-Particle Small System (MPSS). The
question regarding the ergodicity of these systems may appear more difficult to
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answer with respect to single-particle or stochastic systems: on one hand we have
complex systems, for which a proof of ergodicity cannot, in general, be obtained.
On the other hand we have systems with a finite number of particles, with N large
enough to have the convergence times of the time averages to explode (we recall
that such a time is exponential in N), but much smaller than the Avogrado number,
so that the N →∞ limit seems illegitimate.
Nevertheless, in the above discussion, we did not specify a minimum value of
N for our considerations to be valid, since in macroscopic systems we always have
an enormous number of particles N ∼ NA. Nevertheless, from a physical and
practical point of view, it is important to stress that the Khinchin explanation
of ergodicity applies to MPSS. In fact, for MPSS, even if N is not infinite, many
large-N approximations (e.g. Laplace approximation of integrals . . . ) can be carried
on safely, and discrepancies with the asymptotic behavior are only quantitative, and
do not inficiate the overall scenario.
It is interesting to note that, even though this not generally acknowledged, this
is the class of systems usually studied in numerical simulations: in fact, typical
computer simulations involve systems with a number of particles spanning from the
few hundreds up to some tens of thousands of particles. This numbers are clearly
much smaller (of several orders of magnitude) than the typical size of macroscopic
systems O(1020), nevertheless they are commonly considered large enough to study
the properties of real systems on everyday scale.
From the point of view of the ergodic theory we can safely assume that the
Khinchin interpretation of ergodicity holds for this class of systems: i.e. that
collective variables, that depend upon a large fraction of degrees of freedom of the
system, never assume value too far from their average. On the other hand, since N
is finite, the fluctuations of such variables are visible and non-negligible, and their
study will be one of the main objectives of our work.
1.2 Thermodynamic Limit and Ensemble Equivalence
From a thermodynamic point of view, the state of a system is identified by a set
of macroscopic observable like pressure P , volume V , internal energy U , entropy S,
temperature T ,. . .When an equation of state exists, i.e. an equation connecting two
or more of these variables, any subset of independent macroscopic variable gives an
equivalent description of the system: that is to say that, for example, it is possible
to describe the equilibrium state of an ideal gas via its pressure P and volume V , via
its volume V and its temperature T , or via its volume V and the internal energy U .
In addition, in equilibrium thermodynamics, the interaction of a system with
the environment does not play any role: the physics of an isolated system, i.e. that
does not exchange energy with its surroundings, with a given internal energy U
and temperature T does not change when it is put in contact with a thermostat at
the same temperature T . Differences between the two different physical situations
emerge only when those systems are taken away from the equilibrium.
When turning from thermodynamics to statistical mechanics a different situation
emerges. In fact it can be understood quite easily that the physics of an isolated
mechanical system can, in principle, be quite different from the physics of a closed
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or open system. From a statistical mechanic point of view this difference emerges
in the different ensembles (microcanonical and canonical) corresponding to the
aforementioned physical situations.
1.2.1 Microcanonical ensemble
Consider an isolated system composed of N particles living in a d-dimensional space,
with hamiltonian H(X,λ), being X ∈ R2dN the phase-space variable and λ a set
of external parameters. An ensemble consists in a probability distribution function
defined over the phase space such that the ergodic hypotesis, as discussed in the
previous Section, holds. For an isolated system, denoting with E its conserved
energy, this probability distribution reads
ρ{E,λ,N}(X) =
δ(H(X,λ)− E)
ω(E,λ, N) , (1.12)
with δ(·) the Dirac delta and ω(E,λ, N) the density of states,
ω(E,λ, N) =
∫
dX δ(H(X,λ)− E). (1.13)
In this context the total energy E can be readily identified with the internal energy
of the system U . In order to obtain the other thermodynamic observables it is
necessary to relate the thermodynamic entropy S with a microscopic quantity, via
the celebrated Boltzmann tombstone formula
S(E,λ, N) = kB lnω(E,λ, N). (1.14)
As we will discuss in the folowing sections, the choice of Eq. (1.14) over the
different possible definitions of S has generated a very heated scientific dispute in
the last few years. From the definition of entropy the temperature T simply reads:






Analogously, all the generalized pressure pi, i.e. the derivatives of the internal energy
with respect to the external parameters can be expressed as




When the number of particle N is very large, i.e. for macroscopic objects, the
asymptotic properties of intensive quantities must be analyzed. A very natural
problem concerns the existence of the so-called thermodynamic limit,





S (Ne,λ, N) , (1.17)
where the number denisty ρ = N/V , and V is the average volume occupied by the
system; the specific energy e = E/N must be kept constant in the limiting operation.








V (|ri − rj |), (1.18)
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the existence of the thermodynamic limit can be proved [86], provided the potential
V (r) is stable (the total potential energy is limited) and short-range (i.e. it decrease
faster than r−d for large r). A fundamental property that can be proven for this
class of systems is the convexity of the function s(e,λ) i.e. the fact that, for every
e1, e2 and 0 ≤ λ ≤ 1,
s(λe1 + (1− λ)e2) ≥ λs(e1) + (1− λ)s(e2). (1.19)
Systems with unstable potentials or long-range interactions may also admit a ther-
modynamic limit, but, in some cases, they lose the convexity property.
1.2.2 Canonical ensemble and equivalence of ensembles
Consider a system S, composed of two subsystems S1, with N1 particles, and S2 of
N = N2 −N1 particles. The hamiltonian H of the system is the sum of three terms,
H(X) = H1(X1) +H2(X2) +Hint(X1,X2), (1.20)
where X represents the phase space variable of the system and X1 and X2, respec-
tively, the phase space variables of S1 and S2. We restrict our attention to the
situation where the system S1 is much smaller than S and S2, i.e. when N1  N .
We also assume that the interaction term Hint in the hamiltonian H is negligible
when compared to the other two terms, this last hypothesis being satisfied by systems
with short-range interaction. Physically, we imagine that the subsystem S1, i.e. our
system of interest, is attached via short range interactions to a much larger system,
a thermostat or reservoir, whose energy is so large that it is not affected by the
energy exchanges with S1. With this assumptions, is quite easy to prove [51] that,
if the the total isolated system S = S1 ∪ S2 has energy E and it is described by
the microcanonical probability distribution function, Eq. (1.12), the probability





where β = 1/T is the inverse temperature of the total system S obtained from Eq.
(1.15), and Z is a normalization constant, the so-called partition function. The
connection with thermodynamics is given by the formula
F (β,λ, N) = − 1
β
lnZ(β,λ, N), (1.22)
where F is the Helmholtz free energy, i.e. the Legendre transform of the thermody-
namic internal energy. Again, when considering large systems, one is, in general,
interested in studying the intensive properties of the system, i.e. the thermodynamic
limit:





F (β,λ, N) (1.23)
The existence of the thermodynamic limit in the canonical ensemble and the convexity
of the specific free energy f , can be proven under the assumptions of stability and
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short-range of the potential. Moreover, it is very easy to prove that, in this limit,
the canonical and the microcanonical ensemble describe the same thermodynamic
state: i.e. that the it is possible to connect the free energy f(β,λ, ρ) and s(e,λ, ρ)
through a Legendre-Fenchel transform [51]:
f(β,λ, ρ) = inf
e
{βe− s(e,λ, ρ)}. (1.24)
This equation represent the facts that the two thermodynamic functions, that were
derived in different ensembles, are describing the same situation with different
thermodynamic variables (energy in the microcanonical and temperature in the
canonical). The proof of Eq. (1.24) consists in computing the partition function








where, in the last passage, we used Eq. (1.13) to recover the density of states ω(E).
If N is large, it is possible to write ω(E) = exp{Ns(e)}, and then perform a steepest
descent computation to obtain the value of the integral in the last term of the
equation. Then, by comparing the second and the last term of the chain of equalities
one simply gets Eq. (1.24).
This conclusion, as already observed, covers a central role in statistical mechanics:
it is of fundamental importance to recover, from microscopic considerations, that,
with respect to the thermodynamic properties, there is no difference between isolated
and closed systems. Moreover it is very important to stress that one of the most
remarkable successes of statistical mechanics, i.e. the possibility of a microscopic
interpretation of phase transitions, can be achieved only in the thermodynamic
limit: the literature on this topic is huge, the interested reader can refer to common
textbooks.
In spite of this, one may still be interested in the physics of systems far from the
thermodynamic limit, where the two ensemble may produce different results. In this
regime, when N is finite, fluctuations of macroscopic observables, that in general
decrease as 1/N , may be detectable and measurable. In particular, it is necessary to
stress that the ensemble equivalence is an equality relating thermodynamic quantities,
i.e. the average of some microscopic observable that depend upon a large number
of degrees of freedom. Therefore, there may exist observables whose fluctuations
(e.g. their standard deviations) are different in the canonical and microcanonical
ensemble: this fact, which is usually neglected since, for large N , fluctuations vanish,
is of central importance in small systems.
This is particularly relevant from a dynamical point of view: consider a system
for which a certain observable A has different fluctuations in the canonical and the
microcanonical ensemble σcanA (T ) 6= σmicroA (e(T )), where e(T ) is the value of the
energy per particle that minimizes the r.h.s. of Eq. (1.24). Then, if we denote with












dt′ dt′′ 〈A(t′)A(t′′)〉, (1.27)
which means that, when the variances differ, the correlation functions are different
and, therefore, also the dynamics from which they are generated. In conclusion,
macroscopic observables with the same average equilibrium values may have different
evolutions in the two considered ensembles.
In the second part of this Thesis we will discuss a system composed of a small
number of degrees of freedom, in which the above situation can be directly observed
and studied. In particular we will see how the differences between the two dynamics,
which should survive in the thermodynamic limit, can be observed only when N is
small: this is due to the fact that the timescales on which the differences appear
diverge when N increases, and, therefore, the discrepancies are no longer observable
in the N →∞ limit.
1.3 Macroscopic Irreversibility
Everyday experience demonstrates that many natural processes are intrinsically
irreversible at the macroscopic level. Think of a gas initially confined by a septum in
one half of a container, that spontaneously fills the whole available volume as soon
as the separator is removed. Or, closer to daily experience, consider the evolution
of an ink drop into water [67]. We would be astounded and incredulous while
observing the reverse processes to occur spontaneously: a gas self-segregating in
one half of the container, or an ink drop emerging from a water-and-ink mixture.
In thermodynamics, the second principle amounts to a formalization of this state
of “incredulity”. From Newtonian (and quantum) mechanics, we know that at the
microscopic level the dynamics is reversible. How can we reconcile macroscopic
irreversibility with microscopic reversibility of the dynamics ruling the elementary
constituents of macroscopic bodies?
A solution to this riddle was proposed more than 140 years ago, when Boltzmann
laid down the foundation of statistical mechanics. At the beginning, Boltzmann’s
ideas on macroscopic irreversibility elicited a heated debate mainly due to the recur-
rence paradox, formulated by Zermelo, and the reversibility paradox by Loschmidt
(a detailed discussion on the historical and conceptual aspects of the Boltzmann’s
theory can be found in Refs. [23, 24]).
According to Boltzmann, irreversibility is well defined only for systems with a
very large number of degrees of freedom. It should be observed in the vast majority
of the individual realizations of a macroscopic system starting far from equilibrium:
“vast majority” is usually referred to as typicality in the literature [47, 107]. Hence,
there is no need to repeat the experiment many times to understand that the free-gas
expansion or the spreading of an ink drop in the water are irreversible processes, a
single observation is enough. In this Section, following [Cerino et al., 2016a] we will
briefly explain the Boltzmann interpretation of irreversibility and, at the light of
the main interest of the Thesis, i.e. the thermodynamics of small systems, we will
discuss the problem of irreversibility in systems composed of few degrees of freedom.
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1.3.1 The Boltzmann interpretation of macroscopic irreversibility
Consider an Hamiltonian system whose microstate is denoted with X ∈ R2dN . At
any time t the state of the system is completely determined by the position xi
and the momentum pi of its components (particles), X(t) ≡ (x1(t); . . . ;xN (t)) ≡
(q1(t),p1(t); . . . ;qN (t),pN (t)). The whole set of admissible microscopic configura-
tions, {X}, defines the phase space, or Γ-space. The evolution of a macroscopic
system from an initial state X(0) at time 0 up to a specified time T > 0, {X(t)}Tt=0,
constitutes a “forward” trajectory. The time “reversed” trajectory is obtained by
applying the time reversal transformation R, i.e. considering as initial state the
one with particles at the positions reached at time T but with reversed velocities,
i.e. XR(0) = R(X(T )) ≡ (q1(T ),−p1(T ); . . . ;qN (T ),−pN (T )). When the system
is evolved from XR(0), thanks to the invariance of Newton’s equations under time
reversal, it traces back the forward trajectory (with reversed velocities) as if the
evolution movie were played backwards, i.e. given 0 ≤ t ≤ T , XR(t) = R(X(T − t)).
We already know that the macrostate of a large system (N  1) is specified
by a small number of macroscopic observables, Mα(t) = Mα(X(t)) with α =
1, . . . , k  N . The observables Mα to be qualified as “macroscopic” must depend
on a large number of the system degrees of freedom. In general, we have that
many microscopic configurations correspond to the same value of the observables, in
other terms the relation between micro and macrostate is many to one. As already
observed in the previous sections, some examples are the energy of a subsystem
composed of many particles, the number density in specific (not too small) regions,
or the number of particles with velocity in a given interval. At equilibrium the
macroscopic observables assume specific values M eqα ≡ 〈Mα〉eq, where 〈·〉eq denotes
the equilibrium average with respect to, e.g., the microcanonical distribution (in
principle, other ensembles can be used, we use here the microcanonical one as it
is the appropriate one for discussing isolated systems). We can define a state to
be far from equilibrium when the observables deviate from their equilibrium values
well beyond the equilibrium fluctuations, in other terms when |Mα −M eqα |  σeqM ≡√
〈M2α〉eq − (M eqα )2. Conversely, whenever |Mα −M eqα | ≈ σeqM we speak of close-to
equilibrium states.
Macroscopic irreversibility refers to the fact that when starting from far-from
equilibrium states, the (macroscopic) system evolves toward equilibrium, i.e. at
times long enough we have that Mα(t)→M eqα , while we never observe the opposite,
i.e. that starting close to equilibrium the system approaches (spontaneously) a far
from equilibrium state, in spite of the fact that such reversed trajectories would be
perfectly compatible with the microscopic dynamics.3
Boltzmann explained the asymmetry in the time evolution of macroscopic systems
in term of a probabilistic reasoning. He realized that the number of microscopic
configurations corresponding to the equilibrium state, i.e. X such thatMα(X) ≈M eqα
is, when the number of degrees of freedom N is very large, astronomically (i.e.
exponentially in N) larger than those corresponding to non-equilibrium states: as
explained in Sec. 1.1, an analogous observation was exploited by Khinchin to
3Obviously, weakly interacting particles, in an empty infinite space, can spontaneously leave the
region where they were initially released and never return there [95]. This form of irreversibility is
quite trivial, so we shall only consider systems evolving in a bounded region of Γ.
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solve the ergodic problem in macroscopic objects. The essence of the Boltzmann
reasoning is that, somehow “intuitively”, it is overwhelmingly “more probable” to see
a system evolving from a very “non-typical” state, i.e. which can be obtained with
(relatively to equilibrium) a negligible number of microscopic configurations, toward
an equilibrium state, which represents a huge number of microscopic states, than
to see the opposite. This “intuitive”4 notion of “more probable” can be formalized
in terms of the Boltzmann’s entropy of a given macrostate, which is the log of
the number of microstates corresponding to that macrostate, one of the greatest
contributions of Boltzmann was to identify such entropy with the thermodynamic
entropy when in equilibrium. These entropic aspects have been (beautifully and
thoroughly) discussed in other articles [10, 46, 67], to which we refer to.
In the case of very dilute (monoatomic) gases, Boltzmann was even able to do
more, with his celebrated H-theorem, by demonstrating the irreversible dynamics
of the one-particle empirical distribution function5 f1(x, t) = 1N
∑N
i=1 δ(x− xi(t)) ,
where x = (q,p) denotes the position and momenta of a single particle, i.e. the
so-called µ-space. The interesting aspects about the empirical distribution are that
f1 is a well defined macroscopic observable and can be, in principle, measured in a
single system, e.g. in numerical simulation.
With the term typicality [47], we refer to the fact that the outcome of an
experiment on a macroscopic system takes a specific (typical) value overwhelmingly
often. In statistical mechanics typicality holds in the thermodynamic limit (and
thus for N  1). It is in such an asymptotics that the ratio between the set of
typical (equilibrium) states and non-typical ones goes to zero extremely rapidly (i.e.
exponentially in N), thus it is only when N is large that the probability to see the
irreversible dynamics of initially far-from equilibrium macrostates toward equilibrium
ones becomes (at any practical level) one. The concept of typicality is not only at
the basis of the second law, but (possibly at a more fundamental level) in the very
possibility to have reproducibility of results in experiments (on macroscopic objects)
or the possibility to have macroscopic laws [10]. Consider a system with N particles,
and a given macroscopic observable AN (X). Let us assume an initial well behaving6
phase-space density ρ(X, 0) prescribing a given macroscopic state. From a physical
point of view we can assume, e.g, ρ(X, 0) = 0 if AN (X) /∈ [A0 : A0 + ∆A], for some
A0 (usually chosen far from equilibrium) with ∆A/A0  1, that is we consider
that one or more (macroscopic) constraints on the dynamics are imposed. Then we
consider the ensemble of the microstates compatible with that constraint. Common
examples are, e.g., a gas at equilibrium confined in a portion of the container by
some separator (see next Section for some numerical examples). At time t = 0 such
constraints are released and we monitor the evolution of the system by looking at the
macroscopic observable AN (X(t)): we denote with 〈AN (t)〉 the average over all the
possible initial conditions weighted by ρ(X, 0). If N  1 and the initial state is far
from equilibrium ||A0 −Aeq||  σeqA , according to the “Boltzmann’s interpretation”
of irreversibility, the time evolution of AN (t) must be typical i.e. apart from a set
4Intuitive only a posteriori and in a very subtle way indeed.
5Here, we define it through Dirac-deltas from a mathematical point of view we should always
think to some regularization via, e.g., some coarse-graining.
6From a mathematical point of view this means that it has to be absolutely continuous with
respect to the Lebesgue measure.
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of vanishing measure (with respect to ρ(X(0), 0)), most of the initial conditions
originate trajectories over which the value of AN (X(t)) is very close to its average
〈AN (t)〉 at every time t.7 In other terms, if N is large, behaviors very different from
the average one (e.g. a ink drop not spreading in water) never occur:
Prob{ AN (t) ≈ 〈AN (t)〉 } ≈ 1 when N  1 . (1.28)
The rigorous proof of the above conjecture is very difficult and, of course, it is usually
required to put some restrictions. It is remarkable that it is possible to show the
validity of this property in some stochastic systems, like the Ehrenfest model [33].
1.3.2 Can small systems be irreversible?
In the previous subsection we emphasized the importance of a large number of
degrees of freedom to have irreversible behavior. Nonetheless, it is worth reporting
that some authors have a different opinion. For example, in his comment to a
Lebowitz paper, [67] Driebe [3] states that irreversible processes can be observed
in systems with few degrees of freedom, such as the baker transformation or other
reversible, low-dimensional chaotic systems, under the form of relaxation of phase
space probability density. If a dynamical system exhibits “good chaotic properties”,
more precisely, it is mixing, a generic probability density distribution of initial
conditions, the ensemble, ρ(X, 0), relaxes (in a suitable technical sense) to the
invariant distribution for large times t
ρ(X, t)→ ρinv(X) . (1.29)
It is worth remarking that in systems satisfying Liouville theorem, the relaxation to
the invariant distribution must be interpreted in a proper mathematical sense: for






We want to make clear here that the property (1.29) or, equivalently, (1.30) is a
form of irreversibility completely unrelated to the second law of thermodynamics. In
such low-dimensional chaotic systems, irreversibility due to the mixing property is
observed only by considering ensembles of initial conditions, while single realizations
do not show a preferential direction of time. If that was the essence of irreversibility,
e.g., we should repeat the experiment of an ink drop spreading many times and,
only by averaging over the different realizations, we would notice a preference in the
direction on time. This occurs also in macroscopic systems when we monitor the
evolution of an observable that is not macroscopic, e.g. a single molecule property
either in the gas or in the ink drop. In that case, nothing astounding happens by
looking at the forward or reversed trajectory, as we cannot decide the direction of
7Such property does not hold for all the observables in all situations, for instance one has to
exclude situations in which the macroscopic dynamics is unstable. In this case the transient to
equilibrium may vary from realization to realization though the final equilibrium state will be
reached by almost all the realizations.
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the process. On the other hand, in thermodynamics, an irreversible behavior must
be typical, i.e. it must be observed every time the experiment is repeated.
In order to highlight the difference between the “genuine” macroscopic irreversibile
behavior of large systems and the fictitious one induced by the mixing property, we
introduce an idealized simple model, which is an idealization of the spreading of
an ink drop into water. It consists in a discrete-time symplectic map (akin to an
Hamiltonian system) involving 2N degrees of freedom, and 2 auxiliary variables. We
consider a special case of the system proposed in Ref. [7], in particular
yi(t+ 1) = yi(t) +  cos[xi(t)− θ(t)]
xi(t+ 1) = xi(t) + yi(t+ 1)
J(t+ 1) = J(t)− ∑Nj=1 cos[xj(t)− θ(t)],
θ(t+ 1) = θ(t) + J(t+ 1) .
(1.31)
Each pair (xi, yi) identifies a “particle” (i = 1, . . . , N),8 and periodic boundary
conditions on the two-dimensional torus T2 = [0, 2pi]× [0, 2pi] are assumed. For  = 0,
the particles do not interact, while when  > 0 (in our numerical examples we use
 = 1) particles interact (the “collisions” of water molecules) via a mean-field-like
interaction, mediated by the variables θ and J . We emphasize that θ and J do not
have a precise physical meaning, they represent a simple mathematical expedient to
introduce the interaction among particles in a symplectic manner. System (1.31)
can be shown to be time-reversible. We used a system with interacting particles to
Q
Q0
Figure 1.1. Irreversible spreading of an ink drop of NI = 3.2 · 103 particles on the Torus
T2 at t = 0, 4 · 103, 2.9 · 104, 2.33 · 105 (in clockwise order from top left). The NI ink
particles start uniformly distributed in Q0 ≡ [0.3 : 1.3]× [0.3 : 1.3], while the NW = 107
solvent ones have been thermalized in a previous time integration. The instantaneous
occupation n(t) is monitored in the (red) box Q centered in (pi, pi) with side pi/5.
8Notice that xi and yi can be interpreted as the position and momentum of the i-particle,
respectively.














Figure 1.2. Instantaneous occupation n(t)/neq of the set Q (blue, fluctuating curve) and
its average 〈n(t)〉/neq (black, smooth curve) over 500 independent initial conditions
starting from Q0: (a) neq = 0.3 (drop with very few particles, NI = 8 and NW = 2500)
and (b) neq = 103 (drop with many particles NI = 2.5× 104 and NW = 106).
avoid confusion between the genuine thermodynamic irreversibility and the mixing
property, Eq. (1.29). Since our system is composed of N interacting elements
it should be clear that we are dealing with a single large system and not with a
collection of different initial conditions as if the particles were non-interacting and
evolving according to a generic mixing map of the torus. After several iterations, the
system (1.31) reaches an “equilibrium” dynamical state characterized by a uniform
distribution of particles on T2. To mimic the spreading of a cloud of “ink”, we split
the N particles into NW particles of solvent (water) and NI particles of solute (ink),
with N = NW +NI and NI  NW . Then, we prepare the initial condition of the
system with the NW particles at equilibrium (e.g. after a long integration with NW
particles only), and the solute particles uniformly distributed in a small region Q0
of T2 (top left panel in Fig. 1.1). During the evolution, to measure the degree of
mixing, we monitor the number of ink particles, n(t), which at time t reside in a
given set Q ⊆ T2 (the red box Q in Fig. 1.1). At equilibrium, when ink is well mixed,
the NI particles will also distribute uniformly over T2, and thus n(t) will fluctuate
around neq = NIA(Q)/A(T2), where A(Q) is the area of the subset Q.
We now compare (see Fig. 1.2) the behavior of n(t) for a single trajectory with the
average 〈n(t)〉, computed over an ensemble of many independent releases of the ink
drop, with the water in different (microscopic) initial conditions arbitrarily chosen in
the equilibrium state. Moreover, we study the difference between the case NI ∼ O(1)
(Fig. 1.2a) and NI  1 with NI  NW (Fig. 1.2b). It is important to realize that
while the latter case (NI  1) the ink drop can be considered a macroscopic object,
in the former (NI ∼ O(1)) it cannot. In both cases, we observe that 〈n(t)〉/neq
increases monotonically with t, asymptotically approaching 1. However, a dramatic
difference emerges if we look at the single realization. For a (macroscopically well
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defined) drop with NI  1, the single trajectory closely follows the average one
(Fig. 1.2b), and we can define an irreversible behavior for the individual drop.
Conversely, when NI ∼ O(1), the single trajectory is indistinguishable from its
time reverse one (Fig. 1.2a) and strongly differs from the average one. The latter
apparently shows a form of irreversibility, but it is thus a mere artifact of the average
over the initial distribution and the special initial condition. We stress that, the
lack of irreversibility in this case is due to the fact that, being NI small, n(t) cannot
be considered a macroscopic observable even if the system water plus drop is large
(N  1), as n(t) depends only on the few “molecules” of ink.
1.3.3 Small systems with an irreversible behavior
From the above discussion it appears clear that genuine macroscopic irreversibility
is only a property of large (macroscopic) systems. Isolated single (or few) particle
systems, even when chaotic, thanks to the invariance of Newton equations under
time reversal, cannot be irreversible at the level of single trajectory.
Nevertheless, irreversibility can still be observed in the two remaining categories
of small systems introduced in Sec. 1.1, namely stochastic systems and many-particle
small systems (MPSS).
Stochastic Systems. As already anticipated in the previous Sections, a stochastic
dynamics describes a system that, during its evolution, interacts with an hidden
external environment (the thermostat) whose size is much larger than the one of
the system of interest: the interaction of the system with the thermostat, whose
complete description is usually not accessible, is described by the stochastic terms
appearing in the equations of motion of the system. It is important to remark that in
the great majority of cases it is not possible to perform all the analytic calculations
that connect the microscopic description to the coarse-grained equations. For this
reason, one is generally forced to impose a fortiori the properties that the stochastic
terms must satisfy: in particular it is customary to require the thermostat to drive
the system towards equilibrium, hence being responsible for an irreversible evolution.
This property can be formalized into the form of detailed balance condition,
p(X2, t|X1, 0)peq(X1) = p(RX1, t|RX2, 0)peq(RX2), (1.32)
where p(X, t;Y, t′) indicates the probability distribution function of finding the
system in the state X at time t conditioned to finding it in the state X at a previous
time t′ < t, peq(X) is the invariant probability distribution of the system, and R is
the time-reversal operator.
Now consider a non-equilibrium state X1 and an equilibrium one X2, i.e such
that peq(X1)  peq(X2): the terms equilibrium and non-equilibrium refer to fact
that the state X2 is often visited by the system in its stationary state, while the
opposite is true for the state X1. It is immediate to see that, if Eq. (1.32) holds,
the probability of evolving from X1 towards X2 is much larger than the one of
covering the opposite trajectory: this means that, when initializing the system in
a non-equilibrium condition X1, we will observe with probability close to one a
trajectory driving the system towards equilibrium configurations. On the other hand,
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when initializing the system in an equilibrium condition X2 we will (almost) never
register a trajectory towards a non-equilibrium state.
It is clear, then, that a system that satisfies the detailed balance condition is
intrinsically irreversible: this may appear rather artificial to the reader since this
is an a fortiori imposed condition. Nevertheless, a closer inspection reveals that
Eq. (1.32) truly reflect the essence of thermodynamic irreversibility. In fact, since
the variable X is a macrostate (i.e. a projection on a low-dimensional space) of the
isolated structure composed by the system and the thermostat, non-equilibrium (i.e.
low-probability) states are the ones corresponding to a small number of microscopic
configurations: the detailed balance condition, then, is a probabilistic statement
of the fact that most of the trajectories starting in a non-equilibrium macrostate
correspond to an evolution towards equilibrium.
Many-particle small systems (MPSS). We now discuss why small systems
with at intermediate number of particles (O(1)  N  O(NA)) may display
irreversible behaviors. In the first place, for these systems, collective observables
A, that depend upon a large fraction of the degrees of freedom of the system,
can be considered true “macroscopic” observables already for N ∼ 10: indeed, at
equilibrium this functions have relative fluctuations (i.e. the ratio of the standard
deviation and the average value σA/〈A〉) decreasing as 1/N . This number, for the
considered values of N , is usually small enough to distinguish between fluctuations
of equilibrium and true non-equilibrium conditions, i.e. microstates X such that
|A(X)− 〈A〉|  σA. This is a signature of the fact that region in the phase space
corresponding to close to equilibrium values of A, are much larger in volume with
respect to the other regions.
Unlike real macroscopic systems with N ∼ NA, we do not expect Eq. (1.28) to
hold in a strict sense: nevertheless, in complete analogy with the Khinchin equation,
Eq. (1.9), it is plausible to assume, at least heuristically, that the differences between
the average trajectory and the single realization decrease as some inverse power of
the number of degrees of freedom,
σA(t) ∼ N−α α > 0,∀t > 0, (1.33)
where σA(t) = 〈(A(X(t))− 〈A〉(t))2〉, and the averages are carried out with respect
to the initial distribution probability ρ(X, t = 0). With small values of N > 1, σA
is, on one hand, small enough to identify an irreversible behavior of the system that
is also typical, i.e. that is repeated, at least at some degree of approximation, at
every realization of the experiment. On the other hand, we have measurable and
interesting fluctuations with respect to the average trajectory that can actually be
observed and studied, and that in true macroscopic objects may be too small to be
detected (the expected scenario is an intermediate situation between the top and
the bottom panel of Fig. 1.2).
Again, this last category of systems includes the vast majority of situations that,
in the last decades, scientists have observed in numerical simulations. Nevertheless,
many times, one is interested to reproduce thermodynamic results and, for this
reason, is induced to interpret the characteristic features of these intermediate regime
as “undesirable”.
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From our point of view, on the other hand, it is very interesting to focus on
MPSS, analyzing their characteristic nature, in the attempt of obtaining some general
results.
1.4 Isolated small systems and the problem of the defi-
nition of temperature
We conclude the Chapter by showing an example discussed in [Cerino et al., 2015a]
that demonstrates how trying to extend thermodynamic considerations to single
or few particles systems may lead to confusing results. In particular, we want
to emphasize that single particle systems cannot be used as counterexamples to
well established statistical concepts and definitions: in fact, most of the important
results of statistical mechanics, as showed in the previous sections, hold only because
thermodynamic systems must be composed of a large (but possibly not infinite)
number of particles.
Two different definitions of temperature in equilibrium statistical mechanics have
been recently the subject of an intense debate [12, 16, 31, 40, 50, 91, 101, 106], after
the publication of experimental measurements of a negative absolute temperature [9,
19]. In [9] it was demonstrated the possibility to prepare a state where the observed
distribution of the modified kinetic energy per atom appeared to be inverted, i.e.
with the largest population in the high energy states, yielding a de facto negative
absolute temperature.
The possibility of a negative absolute temperature is well known since the theo-
retical work by Onsager on the statistical hydrodynamics of point vortices [76] and
the experimental and theoretical results on nuclear spin systems by Pound, Ramsey
and Purcell (see [64, 65, 85] for a review and discussion). In those investigations, it
was clear that an inverse temperature parameter β ranging in the full infinite real
line (−∞,∞) did not lead to any inconsistency or paradox. Ramsey in 1956 already
realised that “the Carathéodory form of the second law is unaltered.” [85]
A negative absolute temperature appears whenever the microcanonical entropy
is non-monotonic in the energy, a condition which can be realized when the total
energy has a global maximum, which may happen when the phase space is bounded.
There are also cases where the phase space is bounded but the energy diverges: again
this may lead to a non-monotonic entropy, an important example is given by point
vortices [4, 5, 75, 76]. It is crucial to highlight that the lack of monotonicity (for
entropy vs. energy) is realised if one adopts the simplest definition of microcanonical
entropy, which is related to the logarithm of the number of states with a given
energy. Such a definition appears in the so-called “tombstone formula” written on
Boltzmann’s grave, “S = k lnW”, and it is the equivalent of the entropy defined in
Sec. 1.2, Eq. (1.14): for a system with hamiltonian H(q,p) – where q and p are
vectors in RdN , being d the dimension of the system, the Boltzmann entropy reads
SB(E,N) = lnω(E), (1.34)
being ω(E) the density of states, i.e.
ω(E) =
∫
δ(H − E)ddNQddNP = ∂Σ(E)
∂E
, (1.35)
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In definition (1.34) we have ignored an additive constant which is not relevant in our








Some authors [31, 50] have argued that a different definition of microcanonical
entropy, proposed by Gibbs, has to be used in statistical mechanics, in order to
be consistent with a series of “thermodynamic” requirements and avoid unpleasant
paradoxes found in single-particle systems. The Gibbs entropy, which is always
monotonically increasing, reads
SG(E,N) = ln Σ(E), (1.38)







Let us note that, since TB is defined directly on the surface of interest (i.e.
that at constant energy E), from the point of view of the ergodic approach its use
appears rather natural. The Gibbs temperature, on the other side, enters through






where xi is any of the components of vector (q,p) and the average is done in the
microcanonical ensemble.
In standard systems, i.e. the one with a quadratic kinetic term in the hamiltonian,
it is possible to prove [51] that the two entropies provide the same results for N  1.
This equivalence breaks down in small systems and in non-standard systems, i.e.
those that have a non-monotonically increasing entropy and negative Boltzmann
temperatures: in fact, since the Gibbs temperature is always positive, whenever a
negative Boltzmann temperature appears, there must be a difference between the
results with the two different formalizations.
One of the arguments of the supporters of the Gibbs entropy (the complete
reasoning is discussed in depth in Ref. [50]) is that TG appears in the theory of
Helmholtz monocycles (which had an important role in the development of the
Boltzmann’s ideas for the ergodic theory), for one-dimensional systems [17, 38, 103]
which, for the sake of consistency, we revisit briefly.
Consider an unidimensional mechanical system with hamiltonian
H(q, p, λ) = p
2
2m + V (q, λ), (1.41)
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where λ is an external control parameter. We take a potential V such that the
trajectories are periodic for any value of λ and E: we denote by τ(E, λ) the period
of the trajectory and with q+(E, λ) and q−(E, λ), respectively the maximum and
















where the symbols TG and P are chosen to represent the mechanical equivalent of
temperature and pressure. The Helmholtz monocycle theorem states that exists a
function, the “Gibbs” entropy,
















It is clear that the r.h.s. of Eq. (1.44) represents the volume of the portion of
the two-dimensional phase space enclosed into the periodic trajectory (which is
also the one-dimensional constant-E surface), in analogy with the definition of the
Gibbs entropy, Eq. (1.38). This important example suggests that, at least for
unidimensional systems, the connection between thermodynamics and mechanics
must involve the Gibbs entropy and not the Boltzmann equivalent: let us remark
that all the systems discussed in [50], from which the authors try to show that only
TG is the “good” temperature, are small (N = O(1)) and/or with long interactions
Nonetheless, as already anticipated, we will show that, when turning the attention
to larger systems (macroscopic systems, MPSS, . . . ), in order to preserve many
thermodynamic aspects, it is necessary to adopt the Boltzmann convention. In
particular, we present a line of reasoning where Boltzmann temperature TB (positive
or negative) is the (unique) proper parameter which is relevant for the statistical
properties of the energy fluctuations, as well as in determining the flux of energy
between two systems at different temperatures, in addition it is measurable, without
the appearance of any evident inconsistency.
In the following we will also exclude long-range potentials or mean-field models: it
should be understood that long-range interactions certainly widen the phenomenology
of statistical mechanics and may lead to complicate functional dependences for
SB(E,N), e.g. with several maxima or minima, even for large N . Nevertheless they
are not necessary for the discussion of negative temperature and, most importantly,
they represent quite a peculiar case where even thermodynamics is not obvious: for
instance, it is not evident that the typical Gedankenexperiment of putting in contact
two – previously isolated – systems can be realized, as the isolation condition is
prevented by the long-range interaction.
We also assume that SB(E,N) is always convex, i.e. d2SB(E,N)/dE2 ≤ 0. This
is certainly true in the limit of vanishing interaction and in short-range-interacting
systems for large N , since SB is strictly related to the large deviation function
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associated to the density of states 9. Later we discuss in some details the origin of
the convexity of SB(E,N), by means of large deviation theory considerations. Let us
stress that the values of N to observe a large deviation principle are not necessarily
“thermodynamic” (N →∞). In general, these value of N will depend on the specific
system, corresponding to situations in which some common approximations (e.g.
Laplace approximation for exponential integrals) can be safely applied. It is easy to
understand that the convexity assumption implies the validity of the second principle
of thermodynamics, as discussed in the next subsection.
1.4.1 Second law and energy flux between two systems in contact
Let us consider a system A of NA particles described by the variables {qA,pA}
and hamiltonian HA(qA,pA), a system B of NB particles described by the variables
{qB,pB} and hamiltonian HB(qB,pB) and a small coupling among the two, so that
the global hamiltonian is
H = HA(qA,pA) +HB(qB,pB) +HI(qA,qB). (1.46)
If the two hamiltonians have the same functional dependencies on the canonical
variables (i.e. they correspond to systems with same microscopic dynamics, with
possibly different sizes NA and NB), for large N , we can introduce the (Boltzmann)
entropy per particle




with S(e) a convex function, identical for systems A and B. Let us now suppose
that systems A and B have, respectively, energy EA = NAeA and EB = NBeB and
the corresponding inverse Boltzmann temperatures β(A)B and β
(B)
B .
When the two systems are put in contact, a new system is realized with N = NA+NB
particles. Let us call a = NA/N the fraction of particles from the system A. We
have that the final energy is Ef = EA+EB = Nef , where ef = aeA+ (1− a)eB and
final entropy
SB(Ef , N) = NS(ef ) ≥ NAS(e1) +NBS(eB) = N [aS(eA) + (1− a)S(eB)]. (1.48)
The previous inequality follows from the convexity assumption for S(e) which implies
S(aeA + (1− a)eB) ≥ aS(eA) + (1− a)S(eB). (1.49)
9 It is interesting to notice that Kubo in [62] uses the adjective “normal” for systems satisfying
Σ(E,N) ∼ eNφ(E/N)+o(N). It is easy to verify that for such systems one has βG = βB+O(1/N). How-
ever our assumption is different: we ask that, in the large N limit, ω(E,N) ∼ eNψ(E/N)+o(N). Since
Σ(E,N) =
∫ E
ω(E′)dE′, a simple steepest descend computation shows that, if dψ(E′/N)/dE′ > 0
for E′ < E, then ψ(E/N) = φ(E/N): this is equivalent to say that TB = TG in the thermodynamic
limit (i.e. up to O(1/N)) whenever TB > 0 for an example). On the other hand if ψ has a maximum
at E∗ then Σ(E,N) is roughly constant for E > E∗. In summary, for “normal” systems the
temperatures must coincide, while with our assumption, one can have different temperatures in the
region E > E∗. Note also that normal systems also satisfy our assumption, while the opposite is
not true. Moreover, even if not all the systems satisfying our assumption could be named “normal”,
all of them satisfy the equivalence of ensembles in the thermodynamic limit (as discussed below).
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The energy flux obviously goes from smaller βB (hotter) to larger βB (colder). The
consequence of convexity is that βB(E) is always decreasing and a negative value
does not lead to any ambiguity. Confusion may arise from the fact that TB < 0 is,
for the purpose of establishing the energy flux, hotter than TB > 0. However if βB
is used, the confusion is totally removed [85].
We also briefly discuss a particularly interesting case with different hamiltonians.
Suppose that for the system A negative temperatures can be present, whereas system
B has only positive temperatures; it is quite easy to see that the coupling of the
system A at negative temperature with the system B at positive temperature always
produces a system with final positive temperature. Indeed, at the initial time the
total entropy is
SI = SA(EA) + SB(EB), (1.51)
while, after the coupling, it will be
SF = SA(E′A) + SB(E′B), (1.52)
where E′A + E′B = EA + EB and, within our assumptions, E′A is determined by the








Since βB is positive for every value of E′B, the final common temperature must also
be positive. The above conclusion can also be found, without a detailed reasoning,
in some textbooks [63, 15].
1.4.2 Subsystems
Let us revisit in some detail the derivation of the canonical ensemble from the
microcanonical one: consider a vectorX in R2dN1 (with N1 < N), that is a subsystem
of the full phase space (q,p), and let us indicate with X˜ in R2d(N−N1) the remaining
variables. We have
H = H1(X) +H2(X˜) +HI(X, X˜) (1.54)
with an obvious meaning of symbols.
Let us consider the case N  1 and N1  N . In the microcanonical ensemble
with energy E, the probability density function (pdf) for the full phase space (q,p)
is
P (q,p) = 1
ω(E,N)δ(H(q,p)− E). (1.55)
The pdf of X can be obtained from the latter, by integrating over X˜. If the
hamiltonian HI(X, X˜) is negligible (a consequence of our assumption for non long-
range interaction) then we have
P (X) ' ω(E −H1(X), N −N1)
ω(E,N) . (1.56)
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It is now possible to exploit the definition of SB and get
ω(E,N) = eSB(E,N) (1.57)
ω(E −H1(X), N −N1) = eSB(E−H1(X),N−N1) ∝ eSB(E,N−N1)−βB(E)H1(X), (1.58)
which, together with (1.56) leads to
P (X) ∝ e−βBH1(X). (1.59)
When H1 is bounded (as in our assumptions), the previous simple derivation can be
done irrespective of the sign of βB. It is immediately clear from the above argument
that TB is the temperature ruling the statistics of fluctuations of physical observables
in a subsystem. For instance, the pdf of the subsystem (i.e. the canonical ensemble)
energy E1 reads
P (E1, N1) ∝ ω(E1, N1)e−βBE1 ∝ e[SB(E1,N1)−βBE1]. (1.60)
Of course the above result holds in the (important) case where the two subsystems
are weakly interacting and H1  E. Therefore, for e1 = E1/N1, one has
P (e1, N1) ∝ eN1[S(e1)−βBe1], (1.61)
which is a large deviation law where the Cramer’s function C(e1) is C(e1) =
βBe1−S(e1)+const. From general arguments of theory of probability, we know that
- if a large deviation principle holds - d
2C(e1)
de21
≥ 0 so d2S(e1)
de21
≤ 0. The validity of the
large deviation principle can be easily shown for non-interacting systems with N  1.
For weakly interacting systems it is quite common and reasonable, and can be stated
under rigorous hypothesis [98, 105]. The precise size of the system is in general
not specified: nonetheless it is safe to assume that, in many systems of interest, a
large deviation approximation can be carried out already for N ∼ (10 ÷ 100): in
[Cerino et al., 2015a] a system with N ∼ 100 was exhibited, for which all the above
considerations applied.
1.4.3 The generalised Maxwell-Boltzmann distribution
The extreme case of the above considerations is when N1 = 1, that is to say the
fluctuations of a single degree of freedom (e.g. a momentum component of a single







V (qn, qk) (1.62)
where the variables {pn} are limited and the same happens for the function g(p).
Repeating the arguments in the previous subsection, one may compute the
probability density for the distribution of a single momentum p, obtaining
P (p) ' ω(E − g(p), N − 1)
ω(E,N) ∝ e
−βBg(p), (1.63)
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which, again, is valid for both positive and negative βB. We mention that in the
experiment in [9], the above recipe has been applied to measure both positive and
negative system’s temperatures.
From Eqs. (1.60) and (1.63) the true deep meaning of the (Boltzmann) tempera-
ture is quite transparent: it is a quantity which rules the pdf of energy of a subsystem
(or the momentum of a single particle). Let us note that since TB is associated to the
large microcanonical system (in physical terms the reservoir) it is a non-fluctuating
quantity [37] also for each sub-system and, in general, for non-isolated systems.
1.4.4 How to measure TB and TG
The definitions of βB and βG given in Eqs. (1.37) and (1.39) are based on the
functional dependence of the phase space occupations ω(E) and Σ(E) upon the
energy. In a real or numerical experiment it may be cumbersome or even impossible
to make use of those definitions to measure the two temperatures: for instance,
an empirical estimate of ω(E) (and therefore of Σ(E)) will always be limited by
the available statistics (number of independent measurements of E) and therefore
cannot provide a clear answer, for both βB and βG, in the interesting regimes where
ω(E) ∼ 0.
On the other hand it has been shown [87] that βB can be obtained as a micro-
canonical average of a suitable observable. The recipe is the following
βB =< R(X) > , R(X) = ∇ · ∇H|∇H|2 (1.64)
where ∇ stands for the vector of derivative operators along the degrees of freedom
in the full phase space X ≡ (Q,P). From (1.64) one has, assuming the ergodicity,
that βB can be computed with a molecular dynamics simulation, and, at least in
principle, by a long-time series from an experiment. It is interesting to notice that
such a kind of recipe does not exist for SB(E,N) or SG(E,N) [87]. It is clear that,
in view of the considerations in Sections 1.4.2 and 1.4.3, one may always measure
fluctuations of appropriate observables, such as subsystem’s energy or single particle
momentum, to get an estimate of TB.
Coming to βG, a way, even discussed in textbooks and considered sometimes
rather important [50], to approach the problem of its measurement is via the






However the usual derivation of Eq. (1.65) implies the possibility to neglect boundary
terms in an integration by parts. Such a possibility is challenged in the class of
systems with bounded energy and phase space that we are considering.
In particular it is easy to show that (1.65) does not hold under the simultaneous
realization of the following conditions:
• bounded space of the canonical variables;
• bounded derivatives of the hamiltonian ∂H∂xj ;
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• bounded energy from above and below: Em ≤ E ≤ EM ;
• vanishing density of states at the boundaries, i.e. ω(EM ) = 0.




diverges when E → EM . On the other side, 〈xi ∂H∂xj 〉 is limited, resulting in a
contradiction.
A failure or the equipartition formula Eq. (1.65) is also possible in systems
where there are no negative temperatures, i.e. TG ' TB > 0 for all E. Consider, for








(1− cos(φn − φn−1)) (1.67)
where φn ∈ [−pi, pi). For large E, i.e. E  N , the contribution to Σ(E) of the
variables {φn} does not depend too much on the value of E, so that
Σ(E) ' Σ0(E) ∝ EN/2 , (1.68)
and TG ' 2E/N and, for large N , TB = TG +O(1/N).
On the other hand it is easy to see that∣∣∣∣φn ∂H∂φn
∣∣∣∣ ≤ 2pi , (1.69)
and, therefore, the equipartition formula 〈φn ∂H∂φn 〉 = TG does not hold for large value
of E and N .
1.4.5 Equivalence of ensembles and the equipartition formula
Let us briefly discuss the problem of the equivalence of ensembles. From a physical
point of view it is possible to obtain the canonical ensemble from the microcanical
one only for large systems with short range interactions. In such a class of systems, if
N  1, the S(e) is convex and it is easy to obtain the equivalence of the ensembles.
Such a property is a fundamental requirement to obtain equilibrium thermodynamics,
where there is no difference between thermostatted and isolated macroscopic systems.
Assuming that S(e) is convex and performing a steepest descent analysis, for large
N , one obtains the canonical functions from the (Boltzmann) microcanonical ones,
e.g.:
TB(e)S(e) = e− f(TB(e)), (1.70)
where f(T ) is the free energy per particle in the canonical ensemble. In addition
the energy fluctuations are negligible. In such a derivation, the relevant point is
only the convexity of S(e) and nothing about its first derivative is asked. Therefore,
the equivalence of ensembles naturally holds under our hypothesis even for negative
TB. Since TB and TG can be different even for large N it is evident that TG is
not relevant for the ensemble equivalence: for this reason, in systems exhibiting
negative temperatures, where SB and SG are no longer equivalent in the large N
limit, thermodynamic can be recovered for N → ∞ only through the Boltzmann
formalism.
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1.4.6 Can single-particle “thermodynamics” rule out the Boltz-
mann temperature?
In this Section we have given a series of arguments to support the thesis of the
Boltzmann temperature TB as a useful parameter to describe the statistical features
of a system with many particles and short-range interactions, even when it takes
negative values. Moreover, with this analysis, we confute the possibility of choosing
an entropy over another by looking at single particle systems: it is clear from the
above analysis that ruling out Boltzmann entropy on the basis of single or few
particles systems analysis would exclude many actual thermodynamic behaviors of
system with a larger number of components.
For short-range systems with large N  1 we have two possible scenarios:
• In “standard system”, i.e. with a quadratic kinetic term in the hamiltonian,
SB and SG converge for large N , therefore there is no need to choose one over
the other.
• In “non-standard systems”, that could produce negative Boltzmann tempera-
tures, we have shown that the temperature TB is the proper quantity which
describes the distribution of the energy fluctuations in the canonical ensem-
ble. It also enters in an immediate generalization of the Mawell-Boltzmann
distribution to the case of “kinetic energy" which is not a quadratic function
of momentum.
If the microcanonical entropy S(e) is a convex function, independently of the sign
of TB, there is no ambiguity in determining the flux of energy: it always goes from
the hotter system, i.e. with smaller βB to the colder one (with larger βB). It should
be reminded that the convexity of S(e) is a direct consequence of the presence of
many degrees of freedom and can be violated only for very small systems or systems
with long range interaction.
1.5 Conclusions
The above considerations should convince the reader that it is not possible to
have a “small system thermodynamics” for isolated systems with very few particles
N ∼ O(1). In fact, in those systems, an analogy can only be sustained at a formal
level with purely mathematical considerations. Let us summarize our conclusions:
• In few particle systems there is not distinction between “macro” and “micro”
states: observables depending on the configuration of the whole system are
not many-to-one functions. Most of the values of the collective variables
correspond to regions of the space of parameters which have comparable
volumes. A consequence of this, is that, due to the wildness of the fluctuations,
it is not possible to distinguish between equilibrium (i.e. close to the average
value) and non-equilibrium configurations.
• Ergodicity for these systems is a mere consequence of the periodicity of
their trajectories. Therefore, even if it is possible to compute time-averages
through phase-space averages, the cause of such an identification is completely
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unrelated to the one responsible for the ergodicity of macroscopic systems, i.e.
the presence of a large number of degrees fo freedom.
• Few particles systems do not display irreversible behaviors. In chaotic sys-
tem with a small number of degrees of freedom, the mixing property is an
ensemble property and, thus, cannot be observed at the level of single tra-
jectories. Irreversibility can emerge only as an average computed over many
different realizations of the experiment: this is unrelated to the genuine ther-
modynamic irreversibility which can be observed in a system evolving from a
non-equilibrium configuration.
• Very small systems present an ambiguity in the choice of the correct definition
of the microcanonical entropy: this is due to the fact that many thermodynamic
properties (e.g. the convexity of the entropies) do not hold when N is very
small. Other examples of systems that do not present convex entropy are
long-range systems, very well known examples where the tools of statistical
mechanics do not allow to get thermodynamics from microscopic dynamics. In
large standard systems, the differences between the two possible definitions of
entropy (Boltzmann and Gibbs) vanish for large N; in non-standard systems
(with non monotonically increasing entropies) the choice of the Boltzmann
entropy is justified by the many properties that it possesses for large N systems.
On the other hand, there exists two different classes of systems that preserve many
thermodynamic properties even when composed by a small number of components.
1. Stochastic systems, that can be obtained, under some rather reasonable hy-
pothesis, as a projection of the state of a large system onto a small set of
macroscopic observables.
2. Many-particles small systems (MPSS), that, as showed above, possess all
the fundamental properties of macroscopic systems and, in addition, have
large, non-negligible fluctuations and non-trivial equilibrium states. This class
of systems, which is the one usually considered in numerical experiments,







Thermodynamics, at its origins, received a crucial impulse from the study of heat
engines [18]. It is interesting to realize that - after almost two centuries - engines
still represent a relevant driving force towards new developments in this science. A
challenging frontier in thermodynamics is the world of small and fast systems, where
the assumptions of “quasi-reversible” transformations and the thermodynamic limit
of statistical mechanics are not valid [99, 90]. Obviously, “fast” thermodynamic
transformations, i.e. those such that the typical cycle time τ is shorter than the
slowest relaxation time of the system, constitute a key problem in the industry and,
for this reason, have been under the scrutiny for many decades. In the 70’s of the last
century, several results were obtained in the so-called finite time thermodynamics [1],
expecially in the analysis of the efficiency at maximum power: this quantity, that
represents the efficiency of a motor that operates in an external condition such
that the output power is maximum, is an important figure when trying to optimize
the performance of an engine. Of course, the maximum power occurs far from the
adiabatic, i.e. infinitely slow, limit, where the maximum possible efficiency, the
Carnot efficiency, is reached. For this reason a finite-time analysis is necessary: in
this context an estimate or the maximum possible value of efficiency at maximum
power has been obtained by Curzon-Ahlborn (CA) [28]. Such an estimate has
been revised in the recent years, with the introduction of new and more general
classes of engines with respect to the original model considered by Curzon and
Ahlborn [99, 36, 35]. A more recent wave of studies concerns the thermodynamics
of systems with a “small” number N of degrees of freedom [60], motivated by the
tremendous increase of resolution in the observation and in the manipulation of the
micro-nano world, involving mainly biophysical systems and artificial machines [44].
The distinguishing feature of small systems is the relevance of fluctuations, which
are negligible only when the number of constituents is very large, as for macroscopic
bodies. The study of fluctuations of thermodynamics functions such as energy
or entropy goes back to Einstein, Onsager and Kubo, but has recently taken an
acceleration with the establishing of new results in response theory [71] and in the
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so-called stochastic thermodynamics [93, 94]. Such a turning point concerns the
properties of fluctuations in system which are far from thermodynamic equilibrium,
and therefore is intimately connected to the previously mentioned problem of fast
transformations. In a nutshell, modern stochastic thermodynamics addresses the
finiteness of both transformation’s time τ and system’s size N .
In this Chapter we try to summarize most of the main results obtained in the last
decades regarding the finite-time thermodynamics of small systems. In particular we
will revisit the microscopic interpretation of the peculiar and characteristic quantities
of thermodynamics, namely work, heat, entropy etc... Furthermore we will give
a consistent illustration of the previously mentioned stochastic thermodynamics,
i.e. the attempt to extend thermodynamic quantities to stochastic processes. In
this context a notion of work, heat and entropy may be defined and applied at the
level of Langevin equations involving very few (in general one) degrees of freedom.
For this reason, Brownian motors, i.e. single-particle stochastic engines, have been
deeply tested and investigated and many interesting properties found. Eventually,
after having established a general framework for the study of micro and mesoscopic
engines, we will discuss the efficiency at maximum power, the importance and utility
of this quantity and we will retrace one of the derivations leading to the upper bound
to this quantity, the Curzon-Ahlborn efficiency. In the Appendices we will briefly
explore the realm of the fluctuation theorem, by deriving some of the fundamental
equations necessary to derive some properties of the observables we are interested in.
2.1 On the definition of microscopic work and heat
In recent years, i.e. since when the thermodynamic jargon has been used to describe
micro and mesoscopic situations, the problem emerged on the correct microscopic
definition of work and heat. In particular, as we will show in the rest of this section,
the naïve definition dW = pdV is not appropriate in a large variety of situations,
e.g. when the external varied parameter is not the volume. In fact this definition
comes from a basic application of the classical definition of work (dW = F · dx)
and pressure (F · nˆ = pS, where S is the surface): in systems exceeding the usual
applications of thermodynamics the definition must be reconsidered. We will now
discuss the definition in the context of Hamiltonian systems.
Consider a time-dependent Hamiltonian system with hamiltonian H(X, t). Let
{X˜(t)}Tt=0 be a solution of Hamilton equations of motion; then, the time derivative










It is natural to identify the internal energy of the system with the value of the










Therefore, when the external parameter varies, the total energy of the system
changes and the above equation represents its time derivative. It is not difficult
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to see that, from a thermodynamic point of view, this quantity corresponds to the
time derivative of the work W˙ (t). In fact, an Hamiltonian system is a closed system,
since it does not exchange energy with a thermostat: all the energy is transferred in
an Hamiltonian manner with the (hidden) device responsible for the time variation
of the hamiltonian. In thermodynamics, the energy exchange of closed systems
is exactly the work produced or consumed by the system itself. This definition
contains, of course, a certain degree of arbitrariness: nevertheless, this energy is the





It is important to remark that this convention implies that whenever the energy of
the system increases the work is positive, whereas, when the opposite occurs, the
work is negative: this is in contrast with the usual thermodynamic convention, but
with a far more transparent energetic interpretation.
Suppose that the explicit time dependence of the hamiltonian is given by an
additional termH = H0+h(t), and that h(t) = λ(t)Xi, withXi one of the component
of the phase space variable X; one has
W˙ (t) = X˜i(t)λ˙(t), (2.4)
equivalent to dW = V dp: this is different from the standard definition dW = −pdV .
The explanation was reported in Ref. [56]: assume that, generalizing the above
situation, the hamiltonian depends upon a certain number of external parameters
λk(t), with k = 1, . . . ,M :




An alternative definition of internal energy, that can be applied in this case, is
E(t) = H0(t): its time derivative can be readily computed and reads
dH0
dt







Therefore, with this new convention consisting in a different separation of the
hamiltonian in which all the time-dependent terms are considered external to the
system of interest, the definition of work reads




In particular, when k = 1 and g(x) = Xi, we recover the usual thermodynamic
definition of work
W˙ (t) = −λ(t)X˙i, (2.8)
that is equivalent to dW = −pdV . It is important to remark that this definition
gives a nonzero work also when the external parameters are fixed, λ˙ = 0: this occurs
because some energy may be exchanged between the internal energy H0 and the
external terms appearing in the hamiltonian. This happens despite the fact that
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the value of the hamiltonian H(X(t)) does not change over time. In the rest of this
work we will use the first definition, Eq. (2.3).
It is not possible to define the heat exchange in the context of purely Hamiltonian
systems, since these systems do not transfer energy with the external environment.
Moreover, in general, there are several different ways to define the interaction of
a system with an external thermostat at temperature T (stochastic, deterministic,
etc. . . ). For this reason, to keep this discussion on general terms, it is important to
give a definition of heat that does not rely on the specificity of the model. In the
next Section we will discuss this topic in the context of coarse-grained stochastic
differential equations.
When a time-dependent Hamiltonian system is coupled to an external thermostat
the variation of the total energy E(t) = H(X(t), t) is due to different causes: indeed,
a part of energy is funneled through the external parameter that varies in time,
whereas another part is exchanged with the thermostat to which the system is
attached. It is customary to denote with the term heat all the energy that is not
exchanged in an “Hamiltonian” manner, i.e.
Q˙(t) = E˙(t)− W˙ (t), (2.9)
where W˙ (t) is the quantity defined in Eq. (2.3). This last equation is the microscopic
equivalent of the first principle of thermodynamics, when the appropriate sign
convention is chosen. From a practical point of view, there may be some ambiguity
in the definition of Q˙ in the context of stochastic differential equations: in particular,
as we will see later, it is very important to specify whether the derivative should be
taken with the Îto or the Stratonovich convention. To avoid such ambiguities it can
be useful to report the integrated version of Eq. (2.9):






where T is the total time of the measurement, and ∆E = E(T ) − E(0) is the
total energy variation in such an interval. This last equation does not present any
ambiguity, since the integration variable of the integral appearing on the r.h.s. is
the time t (and not the phase space position X), and therefore E(t) is a well-defined
function of time.
The context in which we are going to study these quantities are periodic engines,
i.e. systems where the external parameters are periodic functions of time λk(t) =
λk(t + T ): it can then be interesting to evaluate the average values of W and Q
measured over a period (or cycle). From a practical point of view, if we analyze a
long evolution of the system during a time τ = KT , with K  1 we can define
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In order to express this quantity through phase space averages, it is possible to
assume that, due to the time periodicity of the functions λk, there exists a periodic
time dependent phase space distribution:
ρinv(X, t) = ρinv(X, t+ T ), (2.13)
where the evolution of the distribution function is determined by the Liouville
equation for Hamiltonian system and the Fokker-Planck equation in stochastic
systems. With this assumption, it is possible to write down the average work as





dX ρinv(X, t)W˙ (X, t). (2.14)
It is not possible to obtain a rigorous proof of the complete equivalence of Equa-
tions (2.11) and (2.14): nevertheless such an identification is reasonable thanks to
arguments similar to the ones leading to the law of large numbers. Since the energy
E(t) only depends upon the state of the system X(t), it is immediate to see that
〈∆E〉 = 0: as a consequence,
〈Q〉(T ) = −〈W 〉(T ). (2.15)
In view of the fact that we will define an efficiency for molecular engines it is
important to split, when the temperature T of the thermostat varies in time, the
heat Q into two contributions Qin and Qout, such that Q = Qin + Qout. The two
quantities represent, respectively, the heat absorbed from the reservoir(s) and the
heat released: this splitting is straightforward when the temperature T only assumes
two values, TH > TC , i.e. Qin = QH and Qout = QC . When the time dependence of
the temperature is more complicated, the identification is not trivial and, moreover,
may not be unique. A general recipe, based on the definition of entropy production,
will be discussed in the following section, and an application to a practical example
will be exhibited in the second part of the Thesis.
2.2 Stochastic Thermodynamics
In this Section we introduce the so-called stochastic thermodynamics, i.e. that
discipline that studies how thermodynamic concepts can be applied in the context of
stochastic differential equations. In particular, following Ref. [94], we will examine
the simple case of a unidimensional brownian particle at environmental temperature
T moving in an external time dependent potential V (x, t). The stochastic differential
equation describing this system in the underdamped regime reads
x˙ = v







where η is white noise 〈η(t)η(t′)〉 = δ(t− t′), γ a constant parameter and kB the
Boltzmann constant.
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2.2.1 Work and Heat in the SDE formalism
A very natural choice for the energy of the particle E(t) is
E(t) = 12mv(t)
2 + V (x(t), t), (2.17)
and, with considerations analogous to the ones discussed in the previous section, we
can define the work performed on the system as





Those definitions, despite their apparent coherence, conceal some inconsistencies
due to the fact that Eq. (2.16) is a coarse grained equation.
It is very easy to show that, in the simple case when ∂tV = 0, the (equilibrium)
invariant distribution of the stochastic system is






2 + V (x)
)}
. (2.19)
On the other hand, when considering x as a single component of a much larger




dx1dv1 . . . dxNdvN
Z
e−βH(X), (2.20)
where Z is the partition function and β = 1/T . Whenever the hamiltonian can be
split into the sum of a kinetic term of the particle and another part involving all the
remaining degrees of freedom of the system,
H(X) = mv
2
2 +Hint(x, x1, v1, . . . , xN , vN ), (2.21)
it is possible to recast Eq. (2.20) in the following form







exp{−βHint}dx1dv1 . . . dxNdvN , and Z0 the normalizing constant.
Therefore, by comparing the last expression with Eq. (2.19), it is easy to see that
V (x) = − 1
β
lnZ(x), (2.23)
which is interpreted by many authors, like [94], as a conditional free energy function
rather than a proper potential energy.
When the hamiltonian H explicitly depends upon the time t, also V will have a
time-dependency: suppose for simplicity that the time derivative of the hamiltonian
∂tH(X, t) only depend upon the variable x. Even in this case, the two definition
of work, i.e. the hamiltonian one W˙H(x) = ∂tH(X, t) and the stochastic one
W˙S(x) = ∂tV (x, t) may give different results: an example of this issue will be
discussed in the second part of the Thesis.
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A rule must be given in order to choose the correct definition of work: in general
we prefer to use the microscopic definition whenever we have an explicit description
of the model from which the stochastic equation is obtained. In all the other cases,
i.e. when the model is directly defined through an SDE, the stochastic equivalent
must be adopted.
When Eq. (2.18) is adopted, heat Q is the difference between energy and work





















where, since we applied the usual calculus rules, the differential equation must be
interpreted with the Stratonovich convention. Nevertheless, in order to compute its







 v + γkBT. (2.25)
Of course, the average of Eq. (2.25) and (2.24) must give the same result, the Îto
expression being more explicit:








It is clear that the quantities Q˙ and W˙ , and the integrated heat and work are fluc-
tuating quantities because they depend upon the single trajectories {x(t), v(t)}Tt=0.
2.2.2 Work and heat in the Fokker-Planck formalism
The stochastic equation (2.16) gives a description of the system at level of single
trajectories: naturally, an equivalent description can be given in terms of the
probability distribution function ρ(x, v, t), i.e. the probability density of finding the
particle at time t with position x and velocity v. The time evolution of this quantity
is given by a partial differential equation, the Fokker-Planck equation [43]:
∂tρ(x, v, t) = −∇ · J(x, v, t) (2.27)
where the two components of the current J = (Jx, Jv) are, respectively
Jx = vρ(x, v, t), (2.28)
Jv = −γvρ(x, v, t)− ∂xV
m
ρ(x, v, t)− kBTγ
m
∂vρ(x, v, t). (2.29)
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The average values of the thermodynamic quantities introduced above can be obtained






2 + V (x, t)
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dxdv ∂tV ρ(x, v, t) +
∫
dxdv E(x, v, t)∂tρ(x, v, t) =
= 〈W˙ 〉+ 〈Q˙〉. (2.31)
The identification of the first term of the r.h.s. in the first line with the average
mechanical power is immediate, since this quantity trivially coincides with Eq. (2.18).
The other term of the sum is associated with the average heat rate, because, in
agreement with the first principle of thermodynamics, the sum of the two terms
must represent the total (internal) energy variation of the system. In order to show
that this second definition, i.e.
〈Q˙〉 =
∫
dxdvE(x, v, t)∂tρ(x, v, t) (2.32)
is consistent with Eq. (2.26), it is necessary to perform some algebra:
〈Q˙〉 = −
∫
dxdv E(x, v, t)∇ · J(x, v, t) =
∫
dxdv∇E(x, v, t) · J(x, v, t) =
=
∫









dxdv (−γv) (mvp+ kBT∂vp) =
∫
dxdv (−γv) (mv + kBT∂v ln p) ρ(x, v, t)
(2.33)
By performing one last integration by parts, one immediately gets Eq. (2.26) from
the above expression. It is very important to remark that it is very useful to have
two different formalisms describing the stochastic thermodynamics of one-particle
systems: in fact on one hand Eqs. (2.18) and (2.25) gives a recipe on how to measure
the work and heat exchanged on a single trajectory. Therefore, e.g. in numerical
simulations where the state of the system is accessible at every time t, one can
integrate the two expressions and obtain the (fluctuating) heat and work exchanged
in a single realization of the experiment. On the other hand, the expressions involving
the distribution ρ(x, v, t) and its derivatives are more useful in an analytic context,
and, as we will show in the following subsection, are necessary to obtain a connection
between this quantities and the entropy production.
2.2.3 Connection with standard thermodynamics and entropy pro-
duction
Standard thermodynamics, i.e. the one that we learn on textbooks, is intrinsically
an equilibrium theory: nonequilibrium steady-states are in general not considered
(or reduced to continuous systems in which local equilibrium is assumed) and
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nonequilibrium transformations always connect two equilibrium states. One of the
consequence of this is that the entropy S(A) of a thermodynamic state A is a
function that makes sense only if A is a set of thermodynamic variables identifying
an equilibrium state. In particular, the entropy is a state function obtained through
the formula






where dQ is the heat exchanged with the exterior of the system, T the temperature
of the system on any quasi-static transformation, i.e. a generic path consisting in a
succession of equilibrium states that connects the state A to the state B. Neither
dQ nor T represent the actual heat exchanged or temperature of the system. The




i.e. ∆S ≥ ∫ AB dQT , and the equivalence only holds in the case of quasi-static, i.e.
equilibrium transformations. Assuming that the system is attached to a thermostat at
constant temperature T , when considering the system of interest and the thermostat
attached to it, one simply gets
∆Stot = ∆Ssys + ∆Stherm ≥ 0 (2.36)
or, equivalently
∆Ssys = −∆Stherm + Σ, (2.37)
where Σ is a positive quantity which, with an evident meaning, is called total entropy
production (it is the increase of entropy in an isolated system due only to the




where Q is the heat absorbed by the system Q =
∫ B
A dQ. This last quantity has been
called in recent years entropy production of the medium [92], since it is the variation
of the entropy of the thermostat.
We will now enter in some of the details of the reasoning allowing to connect
stochastic thermodynamics and standard thermodynamics: even if, from an historical
point of view it is not easy to determine the precise origin of this theory (this ideas
were implicit in the pioneering works of Gallavotti-Cohen [42] and Lebowitz-Spohn
[66] in the 1990s), it is customary to assume Refs. [92, 94] as its starting point.
In order to obtain an entropy equivalent function in the context of stochastic
thermodynamics it is necessary to introduce the Gibbs, or Shannon, entropy
S(t) = −
∫
dxdv ρ(x, v, t) ln ρ(x, v, t) (2.39)
This definition has a very long history in the context of statistical mechanics: it
is immediate to see that it reproduces the correct entropy definition when the
probability distribution is the equilibrium distribution both in the canonical and
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microcanonical ensemble. On the other hand, it is also well known that, whenever
the dynamics is conservative, the value of the Gibbs entropy is always constant, for
every initial distribution ρ(x, v, 0): for this reason this entropy is not appropriate to
describe some irreversible processes like the free expansion of a gas in a container
(see the discussion on irreversibility in Sec. 1.3.1 and in [Cerino et al., 2016a]).
At this stage it is possible to compute the derivative of the Gibbs entropy and


































where, in the last line, we used the fact that many terms cancels with an integration



































= A(t) + 〈Q˙〉
kBT
(2.41)
where A(t) is an evident always positive quantity. The identification of the two
contributions with their thermodynamic equivalents is immediate: S(t) is the entropy
production of the system, A(t) is the total entropy production A˙(t) = Σ˙ and the
last term is the entropy production of the medium S˙therm.
This calculation also allows to obtain a single trajectory, i.e. fluctuating, entropy
variation of the system. The state-dependent entropy of the system is
s(x, t) = − ln ρ(x, v, t), (2.42)
since the average of this quantity gives the Gibbs entropy in Eq. (2.39). This quantity
can be measured once the state of the system x and the probability distribution
function ρ(x, v, t), i.e. the solution of the Fokker-Planck equation, are known: for
instance, in every trajectory that originates at time t0 in (x0, v0) and finishes at time
tf in (xf , vf ) one can measure the entropy difference:
∆s = − ln ρ(xf , vf , tf )
ρ(x0, v0, t0)
. (2.43)
Averaging on all the possible trajectories one gets 〈∆s〉 = ∆S, where S is the Gibbs
entropy, which do not depend upon the state of the system. Moreover, by computing
the sum of the two terms,
Σ˙(x, v, t) = s˙(x, v, t)− Q˙
T
(x, v, t), (2.44)
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it is possible to recover a quantity, Σ˙, which is the single-trajectory equivalent of
the total entropy production: the value of this observable depend upon the single
realization of the experiment, while 〈Σ〉 is positive on average. This observation con-
stitutes a probabilistic interpretation of the second principle of the thermodynamics:
from the point of view of the single realization, there may happen “violations” of
the second principle, i.e. trajectories on which the entropy production is negative,
but on average this occurrences must been compensated in order to give a positive
average. Another confirm of the above observation comes from the so-called fluctu-
ation relations: a fluctuation relation is an equation that, given an observable W
relates the probability of measuring W = X and W = −X,
P (W = X)
P ′(W = −X) = e
X , (2.45)
where P and P ′ are the probabilities of a given trajectory and its time-reversed
counterpart. A detailed proof of the fluctuation relations in some physically relevant
systems and their implications are discussed in Appendix 2.A. For the moment we
just want to emphasize that an immediate consequence of Eq. (2.45) is that the
average of the exponential W is equal to 1, 〈exp{−W}〉 = 1, and that, by applying
the Jensen equality
〈W〉 ≥ 0. (2.46)
In the Appendix it also proven that, in many interesting situations, including the
ones described in this section and in the previous one, the quantity W is the total
entropy production Σ˙, the last equation being the equivalent of the second principle
of thermodynamics. In particular it is possible to give an alternate, single trajectory
definition of the entropy production of the medium:
Q(t)
T





where the two probabilities above represent the probability of observing a forward
and a reversed trajectory. Such probabilities can be obtained, for instance, via the
action functional in the Onsager-Machlup formalism, see Ref. [70, 52].
2.3 Heat engines and linear irreversible thermodynam-
ics
In the second half of the nineteenth century, the attempt of designing and realizing
a maximally efficiency engine was one of the main reasons pushing physicists to
“invent” the branch of physics that is now known as thermodynamics. An engine
consists in a physical system that performs cyclical transformations from which, by
exchanging heat with a certain number of thermostats (or reservoirs) at different
temperatures, some mechanical work is extracted.
In order to establish the notation and to state the problem with a certain degree
of generality, we refer to Fig. 2.1. The engine state is identified by its internal energy
E(t): the energy of the system may be exchanged through two different channels,
heat Q(t) and workW (t). As already stated, the workW is mechanical energy which








τ Total time of
the cycle
Figure 2.1. A scheme representing the working principle of an heat engine, i.e. a device
characterized by an internal energy E that mechanically interacts with the exterior
via the parameter λ(t) and that exchanges heat with several thermostats at different
temperatures T0(t).
is funneled through a time-varying parameter λ(t), while the heat Q is the energy
absorbed from or given to a certain number of thermostats, each one at a different
temperature T . In order to include also the case where the system is attached to a
single thermostat whose temperature continuously varies in time, we may assume,
without losing generality, that there is a single thermostat whose temperature is
a time-varying parameter To(t). Naturally, in order to have a cyclical engine, one
must assume that all the time-varying parameters appearing in the description must
be periodic functions of time of period τ . When this is the case one must have that,
on average, the state of the system does not change if the system is observed every
τ : 〈E〉(t) = 〈E〉(t+ τ). In addition, the first principle of thermodynamics holds, i.e.
W (∆t) +Q(∆t) = E(t+ ∆t)− E(t), (2.48)
where W and Q are the total work and heat integrated over a generic time interval
∆t. Whenever ∆t = τ , due to the periodicity of the transformation, this last equation
reduces to
〈W 〉(τ) + 〈Q〉(τ) = 0. (2.49)
We remark that the average symbol 〈·〉 means that the desired quantity, defined over
a single cycle, must be measured in a long experiment where the cycle is repeated
a large number of times: in this way, if the system reaches a stationary periodic
asymptotic state, this average must coincide with one computed with respect to the
invariant periodic distribution of the system, Eq. (2.13).
We now want to address the most common example of an engine, i.e. the one in
which the system is alternatively attached to two different thermostats, respectively
at the temperatures TH and TC , with TH > TC : we will denote with QH and QC ,
respectively, the heat exchanged with the hot and the cold reservoir, such that
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Q˙H + Q˙C = Q˙. In the previous Section we showed that for a vast class of systems,
i.e. all the ones for which a fluctuation theorem holds, the total entropy production
Σ is a quantity that, on average, is non-negative. Furthermore, see the Appendix
at the end of the Chapter, under some some rather general conditions the entropy
production of such an engine can be expressed as





where ∆ssys is the entropy variation of the system. By taking the average, and using
the periodicity of the transformation and, hence, the fact that the variation of the






where the last inequality holds because of the positivity of 〈Σ〉, and the equality
















i.e. an equation expressing the average entropy production by means of the average
work and absorbed heat. If one defines the efficiency of the engine
η = − 〈W 〉〈QH〉 , (2.53)
where the minus sign is considered in order to have a positive efficiency when work
is produced, it is easy to show that
η ≤ ηC = 1− TC
TH
, (2.54)
where ηC is the Carnot efficiency; this inequality is a direct consequence of the
positivity of the entropy production, the equality holding only in the case of a
vanishing entropy.
Because of Eq. (2.54), unfortunately, the maximum possible efficiency is only
reached for quasi-static transformations, i.e. for τ → ∞ which corresponds to a
vanishing power 〈W 〉/τ and hence to a useless heat engine: for this reason, in actual
engines, like the ones operating in cars or power plants, in general, an efficiency lower
than the maximum is accepted, if that is compensated by the maximum possibile
output power. Therefore an interesting figure of merit, i.e. a quantity describing
the “goodness” of the heat engine, is the efficiency at maximum power η˜, i.e. the
efficiency reached by the system in the configuration of the external parameters that
maximizes the power 〈W 〉/τ . In many interesting situations, as we will show in
the next paragraph, such a quantity has an upper bound, i.e. the Curzon-Ahlborn
efficiency,
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which, for small value of |TH − TC | is close to the half of the Carnot efficiency. Of
course, it is not possible to obtain results regarding the efficiency at maximum power
using the standard tools of thermodynamics: indeed, in order to maximize the power,
it is necessary to turn our attention far from the quasi-static regime, and therefore
to use a non-equilibrium formalism, which will be developed in the next paragraph.
2.3.1 Linear regime and Onsager reciprocity relations
Every irreversible process is characterized by a non-negative average entropy pro-
duction (all the considered quantities are integrated in time on a cycle period τ) Σ
which, in turn, can be expressed as the sum of n products of some thermodynamic





where, here and for the rest of this paragraph, we drop the average symbols on Σ, in
order to momentarily shorten and simplify the notation. The entropy production
and all the fluxes are expected to vanish at equilibrium (i.e. when there are no
thermodynamic forces). Consequently, when the forces are small, the fluxes can be





where Lik are the so-called Onsager coefficients. Thus, in the linear regime, the





The matrix of Onsager coefficients (Onsager matrix), given the positivity of Σ, must
be positive-semidefinite.
In the context of heat engines, there are two “forces” that drive the system far
from equilibrium, namely the difference between the temperatures of the thermostats
and the variation over time of the external parameter: in fact, whenever the
temperature and the parameters are constant in time the system is at equilibrium.
To set the notation, we denote with  the relative excursion of the external parameter
λ,  = (λH − λL)/λL, where λH and λL are, respectively the maximum and the
minimum value assumed by the parameter. With the same notation we will be
addressing the temperature variation: δ = (TH − TC)/TH .
In many physical problems the identification of fluxes and forces is unambiguous:
that is not the case in the problem we are considering [81, 80]. Nevertheless it is
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Indeed, it is quite easy to see that the work 〈W 〉 must be proportional to , since
the work is always zero when the external parameter is not varied. Furthermore, it is
reasonable to assume that both the fluxes are linear functions of the thermodynamic
forces:
J1 = L11(τ)+ L12(τ)δ, (2.61)
J2 = L21(τ)+ L22(τ)δ. (2.62)
This decomposition is particularly suited for discussing the efficiency at maximum
power, as we will see in the following section. It is very important to stress that
the Onsager coefficients depend upon the total time of the cycle: this allows to
study the properties of the system also by varying the velocity of the cycle. In
particular, when computing the Onsager matrix, one must recover the fact that in
the adiabatic limit (τ →∞), the entropy production must vanish, i.e. the Onsager
matrix must be degenerate. The other case in which the entropy is zero corresponds
to the equilibrium situation, i.e. when  and δ are both equal to zero (independently
of the form of the matrix).
This considerations can be generalized to a system x with hamiltonianH(x(t), λ(t))
and coupled to a thermostat at the time-dependent temperature T (t). Both λ(t)
and T (t) are periodic functions of time, with period τ . Since the thermostatting dy-
namics satisfies, at every time t, the detailed balance condition with the equilibrium
(Gibbs) distribution at temperature T (t), the total average entropy production (see





T (t) dt ≥ 0, (2.63)
where Q˙ is the rate of heat absorption from the thermostat. To obtain a
decomposition analogous to Eq. (2.56), it is useful to express the temperature,
following [8], as
T (t) = T0(1− δ
2)
(1 + δ)− 2δγ(t) , (2.64)
where T0 = (TH + TC)/2 and
δ = TH − TC
TH + TC
. (2.65)
The time-dependence of T (t) is expressed through the function 0 ≤ γ(t) ≤ 1, so that
γ(t) = 1 ⇐⇒ T (t) = TH = T0(1 + δ) and γ(t) = 0 ⇐⇒ T (t) = TC = T0(1 − δ).
We will also use the notation λ0 = (λH + λL)/2 and
 = λH − λL
λH + λL
, (2.66)
to indicate, respectively, the intermediate force and the relative excursion. By
plugging Eq. (2.64) into Eq. (2.63) and using 〈W 〉+ 〈Q〉 = 0 one gets
Σ(τ) = 〈W 〉
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By interpreting  and δ as the two (adimensional) independent thermodynamic
forces, or affinities, acting on the system, and recalling that 〈W 〉 ∝  for small , one
gets an expression analog to Eq. (2.56):











It is easy to see that J2, in the limiting case where T (t) is a square wave function
between TC and TH (i.e. when γ(t) assumes only the values γ = 1 or γ = 0) is
proportional to the heat QH exchanged with the hot thermostat, i.e. we recover the
usual known results. It is worth noticing that expressions different from Eq. (2.64)
can lead to different (legit) definition of fluxes: nonetheless, this decomposition is
particularly suited for an analysis of the efficiency at maximum power. In fact, with
this last observation, we can simply define a generalized efficiency:
η = − 〈W 〉〈Qin〉 (2.71)




dt Q˙γ(t) = 2T0(1− δ2)J2 (2.72)
. The definition of the efficiency in terms of the thermodynamic fluxes reads:
η = − 2J1(1 + δ)J2 . (2.73)
We now discuss a generalization of the Onsager reciprocity relations for systems
undergoing cyclical transformations, proposed in in Ref. [8] . For each protocol
determined by T (t) and λ(t), it is possible to construct its “time-reversed” counterpart
T˜ (t) = T (τ − t) and λ˜(t) = λ(τ − t): if we indicate with ·˜ quantities measured in the
time-reversed cycle, the following relation is a direct consequence of the reversibility
of the microscopic dynamics:
L12(τ) = L˜21(τ). (2.74)
A common situation is when the protocol are even or odd functions under time-
reversal transformations. In this case one has
L12(τ) = ±L21(τ), (2.75)
where the plus sign (symmetric matrix) applies when the protocol is invariant under
time reversal and the minus sign (antisymmetric matrix) when it changes sign under
time-reversal.
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2.3.2 Efficiency at maximum power
The efficiency at maximum power (EMP) is the efficiency of an engine operating at
a certain value of its external parameters corresponding to the maximum possible
output power. We now briefly show, following Ref. [99], that in the most simple






≈ 12ηC . (2.76)
Let us consider the time-rescaled version of Eq. (2.56) and to use the same symbols,
with an abuse of notation, the denote the quantities defined above and divided by τ :
for this reason if Σ represents the entropy production rate, 〈W 〉 the power etc. . . the
form of the Onsager matrix does not change. The power, expressed in terms of the
thermodynamic fluxes, is
〈W 〉 = T0(1− δ)J1 = T0(1− δ)(L112 + L12δ). (2.77)
We now want to maximize this expression with respect of one of the thermodynamic
forces: since, in general, it is customary to keep the temperature difference fixed,
and since the Carnot efficiency only depends upon the temperature difference, we
do the maximization procedure with respect to , obtaining
∗ = −L12(τ)δ2L11(τ) . (2.78)






where, depending on whether the matrix is symmetrical or antisymmetrical, the
parameter q is
q(τ) = ± L12(τ)√
L11(τ)L22(τ)
. (2.80)
In the limit of “strong coupling”, i.e. when |q| → 1, this result is exactly one half
of the Carnot efficiency (δ/2), i.e. the power expansion of the Curzon-Ahlborn
efficiency at first order in δ.
This result, which appears very general, has been strongly debated: in particular
in Ref. [90] a single-particle Brownian motion was exhibited in which the efficiency
can overcome the Curzon-Ahlborn limit. Moreover the maximization process used
in the above derivation is limited, above all, by the fact that the τ -dependence of
the Onsager matrix is neglected: in the second part of the Thesis, by resorting to
actual models, we will show that a maximization with respect both to the external
parameter and to τ will lead to different results.
2.4 Conclusions
In this Chapter we revisited the main results obtained in the context of stochastic
thermodynamics and finite-time thermodynamics in the last decades. These results
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give a new deep insight into the thermodynamics of small system, in which the two
main assumptions of thermodynamics, i.e. large systems and slow transformation,
are violated.
A thermodynamic formalism can be properly defined also for system in the
mesoscopic realm, stochastic single-particle systems described by a Langevin equation
being the most relevant examples. Because of the relevance and the simplicity of
these models, most of the literature on this topic focused on brownian motor moving
in time-varying external potentials.
One of the aim of the Thesis is trying to extend and validate these results to
much more complex systems, in particular thermostatted systems composed by
few hundreds of particles in which the cyclic protocol is performed over a finite
interval. By having a tighter control over the microscopic model, i.e. not resorting
on coarse-grained model but, instead, on Hamiltonian models attached to some
thermostats, one can understand in depth the mechanisms underlying the physics of
these systems. Moreover, by using more realistic models which depend upon a large
number of control variables. one can also explore the limit of the general theory and
overcome some bounding values prescribed by the theory.
Since developing a general theory for the class of systems we are interested in
is not possible, due to the huge variety of different models and to the difficulty of
performing analytical calculations on systems composed of a large (but not infinite)
number of degrees of freedom, we will resort to specific models. In the second part
of the Thesis we will study and analyze a model of a gas enclosed in a container with
a moving wall that is the microscopic equivalent of the usual engines encountered in
standard thermodynamics. We will apply most of the considerations exposed in this
section to the model and test the possibility of designing small engine.
2.A Fluctuation theorems and Jarzynski Equality
Consider a system evolving in time: every possible trajectory Ω = {x(s)}τs=t0 occurs
with a probability Pλ[Ω]. The evolution of the system may be either stochastic
or deterministic (in the latter case the functional P will trivially coincide with
the probability distribution function of the unique initial condition generating a
trajectory). The dynamics will in general depend upon an external time-varying
protocol λ(t): different protocols generate different dynamics. We define the action
functional:
W[Ω] = ln Pλ[Ω]Pλ′ [RΩ] (2.81)
where R can be any involutive transformation, such that R(R[Ω]) = Ω and λ and λ′
are two different protocols. Note that, the action functional measured in a system
ruled by a dynamics in which the protocol is λ′ simply reads
W ′[Ω] = ln Pλ′ [Ω]Pλ[RΩ] = −W[RΩ]. (2.82)
Though not necessary, it is quite natural, also in view of the context in which such
quantities are usually measured, to take R as the time reversal transformation
R{q(s),p(s)}τs=t0 = {q(τ − s),−p(τ − s)}τs=t0 and λ′(t) = λ(τ − t). The probability
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of measuring a given value of the action (the summation symbol is purely symbolic,
and should be replaced with an integration when the space of trajectory is continous)
is













Pλ′ [RΩ] = eX
∑
Ω:W ′[Ω]=−X
Pλ′ [Ω] = eXP ′[W ′ = −X]. (2.83)
This last equality can be recasted into the form
P (W = X)
P ′(W ′ = −X) = e
X , (2.84)
which constitutes the so-called fluctuation relation (FR) or fluctuation theorem (FT).
Note that this equation is very general but not very meaningful: for any λ and λ′,
i.e. when one compares two completely unrelated processes, the FT establishes a
relation between the histogram of W (measured in the system of interest) with the
one of W ′ (measured in a different system). Moreover the physical meaning of W
is not clear. Note that, also in great generality, the fluctuation theorem can be




which is called Integral Fluctuation Theorem (IFT). We will see later that the
Jarzynski Equality is a special case of IFT (in the literature it is customary to call
Jarzinsky equality every equation analogous to Eq. (2.85)). From Jensen inequality
(〈eX〉 ≥ e〈X〉), we get
〈W〉 ≥ 0. (2.86)
By identifying W in Eq. (2.86) with entropy, we get a microscopic, probabilistic
interpretation of the second principle of thermodynamics.
In [66] it was proved that for a generic Markov process a fluctuation theorem
holds. In particular the following quantity
WLS [Ω = {x0,x1, . . . ,xt}|x0] = ln p(x0 → x1) . . . p(xt−1 → xt)
p(x1 → x0) . . . p(xt → xt−1) , (2.87)












and the Cramér function C(x) has the following symmetry
C(x) = C(−x)− x. (2.89)
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It is easy to show that Eq. (2.89) is indeed a fluctuation theorem, in the sense of
Eq. (2.81):
P (WLS = X)












= eX . (2.90)
This is an asymptotic result that only holds for large values of t: therefore is less
general than the one explained before. Nonetheless it is worth noticing that the two
functionals WLS and W differ of a boundary term
W −WLS = ln(ρ(x0)− ln ρ′(xt)). (2.91)
Since in the vast majority of problems involving Non-Equilibrium Steady States
(NESS) the initial (stationary) distribution function is not known, the WLS is often
used. The literature discussing the relevance of the boundary term is huge (see, i.e.,
[83]).
2.A.1 Isolated Hamiltonian systems
Let us now consider a system described by a time dependent hamiltonian H(x, λ(t)),
where λ goes from λ(t = 0) = λ0 to λ(t = τ) = λ1. Let us also assume that, at time
t = 0, the initial condition of the system is distributed according to the equilibrium





where β is the inverse temperature of the system and Z0 its partition function. In
order to build the action functional we compare this system with an analogous
one obtained by reversing the protocol: λ′(t) = λ(1 − t) (i.e. λ′(t = 0) = λ1 and
λ′(t = 1) = λ0). Moreover we assume that such a “reversed system”, at t = 0 is in





Let us also assume that the dynamics of the two systems is deterministic and ruled
by the hamiltonian H (i.e. that the systems are decoupled from the thermostats for
the whole duration of the process). The action functional (Eq. (2.81)) reads











− β(H(x0, λ0)−H(xf , λ1)) = β(∆H −∆F ). (2.94)
where ∆F = F1 − F0 = ln(Z1/Z0)/β is the free energy difference. Since the system
is not attached to any thermostat, the hamiltonian (energy) variation is simply the
work performed on the system: W = ∆H.
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By using Eq. (2.84) and the fact that, for analogous reasons, W ′ = β(W ′ + ∆F ),
where W ′ is the work measured in the reversed process and ∆F the same quantity
as before, one gets
P (W = X)
P (W ′ = −X) =
P (β(W −∆F ) = β(X −∆F ))
P (β(W ′ + ∆F ) = −β(X −∆F ) = e
β(X−∆F ), (2.95)
that is the so-called Crooks relation:
P (W )
P (−W ′) = e
β(W−∆F ). (2.96)
The corresponding integral relation is the well-known Jarzynski equality:〈
e−βW
〉
= e−β∆F . (2.97)
2.A.2 Thermostatted Hamiltonian systems
For thermostatted systems the derivation is more complex, for this reason we will
prove it in the simple case of systems with discrete time and states: apart from
avoiding some technical difficulties, this proof contains the essence of the one in
the continous case. At every time t = 0, 1, . . . , τ , the state of a system is denoted
by it, its energy represented by the hamiltonian H(i, λt), and λt is a (discrete)
time-dependent protocol. Since the stochastic dynamics is intended to reproduce
the equilibrium for fixed λ, it must satisfy the detailed balance relation:
pλ(i→ j) exp{−βH(i, λ)} = pλ(Rj → Ri) exp{−βH(Rj, λ)} (2.98)
Given a trajectory Ω = (i0, . . . , iτ ) and assuming that the initial distributions for
the forward and reversed processes are the equilibrium ones, the action functional
can be easily computed (we assume H(i) = H(Ri)):
W[Ω] = ln pλ1(i0)pλ1(i0 → i1) . . . pλτ (iτ−1 → iτ )






− β(H(i0, λ1)−H(iτ , λτ ))− β
τ∑
t=1
[H(it, λt)−H(it−1, λt)] (2.99)
At every time t the total energy difference can be decomposed into two contributions,
heat and work, due, respectively, to the the change of the state and change of the
external parameter:
H(it, λt)−H(it−1, λt−1) = H(it, λt)−H(it−1, λt)︸ ︷︷ ︸
Heat Q




Going back to Eq. (2.99)
W[Ω] = β
(





= β(W −∆F ), (2.101)
which, again, gives the Crooks and Jarzynski equations.
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2.A.3 Thermostatted Hamiltonian systems with a time-dependent
temperature
For the sake of consistency, in this Appendix we prove Eq. (2.63) for the simple case
of discrete phase space and time. This formula, which holds also if time and space
are both continuous, has appeared many times in the literature (see e.g. Ref. [48]
for a nice pedagogical derivation).
Let us consider a discrete Markov process with time-dependent transition proba-
bilities p(i→ j, t) satisfying the detailed balance (DB) condition
e
−H(i,λt)
Tt p(i→ j, t) = e−
H(j,λt)
Tt p(j → i, t), (2.102)
for every value of i, j and t, where λt is an external time-dependent protocol and
Tt the time-dependent temperature. The entropy production of the medium for a





where P˜ denotes the probability of the trajectory in a process with the time reversed
protocol λ˜t = λτ−t−1. By expliciting Eq. (2.103) and using DB one gets
Σm(τ) = log
p(io → i1, λ0) . . . p(iτ−1 → iτ , λτ−1)







At every step the energy difference of the system can be decomposed according to
∆E = H(it, λt)−H(it−1, λt−1) = Wt +Qt, (2.105)
where the work Wt is the contribution due only to the change of λ, Wt = H(it, λt)−








The non-negative total entropy production Σtot(τ) [92] is the sum of the medium
entropy production Σm and the system entropy production
Σs(τ) = − log ρ(i0, t = 0)
ρ(iτ , t = τ)
, (2.107)
where ρ(it, t) is the probability distribution function (pdf) of the system at time
t. If λt and Tt are periodic function of time with period τ , there exists a periodic
“stationary” pdf ρ∞ such that ρ∞(i, t) = ρ∞(i, t+ τ), for every i and t. This also
means that if the initial pdf ρ(i, t = 0) = ρ∞(i, t = 0), on average, the system
entropy production vanishes, 〈Σs〉 = 0 and finally






which is the discrete time equivalent of Eq. (2.63).
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In this second part of the Thesis we will analyze a specific example in which most
of the feature of statistical mechanics and thermodynamics of small systems can
be observed, studied and analyzed. In this Chapter we will introduce the system
of interest, and analyze its statistical equilibrium characteristics, trying to derive
a coarse grained equation of motion describing the evolution of a set of relevant
macroscopic observables of the system.
A class of systems that is important for nanosciences is that of partitioning
objects containing an extra degree of freedom (a wall) which separates the system
into subsystems. A paradigmatic example is given by the adiabatic piston [27, 49, 22]:
a system of N particles of mass m (e.g. an ideal gas) in a container of length L and
cross-section A, separated in two regions by a movable wall (the piston) of mass M .
The walls of the container are supposed to be perfect insulators preventing any mass
or heat exchanges with the exterior. Gas particles undergo purely elastic collisions
with the piston and the walls, and the piston is constrained to move along one axis.
If at initial time the temperatures TL, TR and pressures PL, PR in the left and right
parts do not coincide, the system shows a rather rich phenomenology (depending on
M/m, N/L etc) in the approach to the mechanical and thermodynamic equilibrium.
A physical version of the adiabatic piston is a big Brownian particle sliding along
a microtubule filled with particles [30]. The authors of Ref. [30] showed how the
presence of the wall is able to induce, even in the equilibrium state, rather non
trivial (and slow) dynamical behaviors.
Our work is devoted to the statistical mechanics of a system where particles
are confined in a tube with a non fixed wall, on which an external force acts, see
Fig. 3.1. The pressure on the piston due to the interaction with the gas particles on
one side is balanced by the external force, so that the piston reaches a stationary
state. This system is a clear generalization of the classical gas-piston system, i.e. a
schematization of a mechanical engine in which the movement of the piston, due to
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the expansion-compression cycle of the gas, is converted into the rotational movement
of a wheel, e.g. in cars, steam trains, power plants etc. . . .
Our interest in small systems led to focus on the case where N is not too large,
i.e. approximately 102 − 103. This microscopic setup will help understanding the
microscopic mechanics underlying the conversion of thermal energy into mechanical
energy. In addition, as we will show in the following, we have a model in which the
derivation of a coarse-grained stochastic differential equation (Langevin equation)
can be carried on without many difficulties. This equation permits to obtain some
analytic predictions: the comparison between the analytic results and computer
simulation will show that some common assumptions and simplifications given for
granted in the derivation of the coarse-grained equation are actually not satisfied in
systems with a small number of degrees of freedom.
Nevertheless, despite being only an approximated description of the physics
of the system, we will show that, from a qualitative point of view, the stochastic
differential equation can be actually used in order to predict its behavior, especially
in the non-equilibrium regime.
In this Chapter we will mainly focus on the equilibrium problem: i.e. we will
determine the state of the system in the canonical and microcanonical ensemble. One
of the most striking equilibrium features of this system is that the fluctuations of the
position of the piston are different whether the system is isolated (microcanonical) or
attached to a thermal reservoir (canonical). As already discussed in Chapter 1, this
is not a violation of the equivalence of ensemble, since such a theorem only involves
average values of macroscopic observables (i.e. it does not give information regarding
their variances and standard deviations). This consideration, whose explanation
is quite simple and immediate, leads to a very interesting result, i.e. the fact that
the dynamics of the piston should be different in the canonical and microcanonical
ensemble. The is quite surprising, since in the usual derivation of the coarse-grained
equation of motion of the piston, no difference emerges when the computations are
carried on in the canonical or microcanonical ensemble. An important consequence
of such a difference, which holds both in the case of non-interacting and interacting
particles, is that the correlation function (of the velocity) C(t) must be different in
the two ensembles.
Numerical simulations show a non trivial behavior of C(t) with a negative
minimum around a characteristic time τ(N) increasing linearly withN . A comparison
between the numerical results and the Langevin equation shows how even for large
N the presence of the wall has non trivial consequences which can have a role for an
effective modeling of the system.
3.2 The model
We consider a two-dimensional system composed by a gas of N point-like particles
with mass m, positions xi = {xi, yi} and momentum pi, with i = 1, . . . , N , contained
in a rectangular box with one moving adiabatic wall of length L (hereafter referred
to as the “piston”). The position of the piston is denoted by Y and its momentum
and mass are P andM , respectively (see Fig 3.1 for visual explanation). An external
force F = −F · yˆ, directed along the horizontal axis yˆ, acts on the piston, which is also





Figure 3.1. Sketch of the piston model: a gas of particles is confined by a moving wall
which is subjected to a constant external force.
subject to the collisions with the particles. In the tubular geometry that we consider,
in which the size of the sistem is increased anisotropically only along one direction
when adding particles, the piston plays the role of a “partitioning” object with
respect to the particle gas, namely its position determines the volume available for
the gas. This system has been studied in [37] as an effective thermometer model. In
the following the particle-particle and particle-piston interactions are described in an
Hamiltonian (conservative) context and the piston can slide without dissipation along
the y axis. The case of dissipative interactions, inducing nonequilibrium behaviors,
of similar systems have been studied for instance in [11, 53, 25, 41, 89, 88]. The
two-dimensionality of the system is necessary because, for the sake of completeness,
we also want to study the case with an interaction among the particles: nevertheless,
in the following Chapter, an idealized and simplified version of the system will be
studied, in which the particles do not directly interact, i.e. they constitute a perfect
gas. In this situation there is no difference, apart from inessential constants that
depend upon the dimensionality of the system, between the multi-dimensional and
the uni-dimensional case. For the sake of consistency, in this section we will only
discuss the two-dimensional case, postponing the illustration of the characteristic of
the uni-dimensional case in the following Chapter, see Fig. 4.1.
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2M + FY, (3.1)
with geometrical constraints 
Y > 0;
0 < xi < L;
0 < yi < Y.
(3.2)
We are interested in the study of the fluctuations at varying the number of gas
particles, and, in particular, in the comparison between the microcanonical and
canonical ensembles.
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3.3.1 Microcanonical
In the microcanonical ensemble at energy E, the invariant measure is non-zero only
on the ipersurface of constant energy SE . If M is a subset of SE and dσ is the
infinitesimal surface element







where ω(E) = ∂Σ(E)/∂E. In order to derive the expression of the temperature of










dNy dY dNp dP.
(3.4)
Recalling that the volume of a D-dimensional sphere of radius R is V (R) =∫∑
i
x2i<R







































































Using alternative definitions of S, e.g. S = kB lnω(E) or S = kB ln Γ∆E(E), where
Γ∆E(E) = Σ(E + ∆E) − Σ(E) ' ω(E)∆E where ∆E is the tolerance on E, for
N  1 one has negligible differences [51].
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We are interested in the probability density function of the position of the piston
Y . Observing that for a generic phase space function A(X) in the microcanonical












putting A(X) = Y one readily obtains
I(E, Y = Y˜ ) =
∫
H<E






Y˜ N (E − FY˜ )N+ 12 ,
(3.11)


















From the above result, we obtain











where, in the two last equations, we used Eq. (3.8) to express 〈Y 〉 and σ2Y as functions
of T instead of E.
3.3.2 Canonical
In the canonical ensemble at constant temperature T with β = 1/(kBT ), the partition
function of the system is given by
Z =
∫










We can easily compute the mean energy of the system
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Now we want to find the probability distribution function of the position of the
piston Y : starting from





Θ(Y − yi), (3.17)





The mean value of this distribution is
〈Y 〉 = kBT (N + 1)
F
(3.19)
whereas its variance is
σ2Y =
(N + 1)(kBT )2
F 2
. (3.20)
3.3.3 Comparison between microcanonical and canonical ensemble
In order to compare the results for static quantities 〈Y 〉 and σ2Y in the two ensembles,
for each temperature T in the canonical ensemble we consider the corresponding
energy in the microcanonical, such that T = E/(2NkB), in the limit of large number
of particles N  1. While the average position is always the same, from Eqs. (3.20)
and (3.14) one observes that fluctuations differ by a factor 1/2, also in the large N
limit. In the Table 3.1 we summarize these findings.
The equivalence of ensembles in the thermodynamic limit is expected only for
average values, and not for fluctuations [68, 77]. Indeed, the observed “discrepancy”
is explained by noting that the variance in the canonical ensemble can be expressed
as the sum of two contributions, namely a term which corresponds to the variance of
the piston in the microcanonical ensemble at fixed energy plus a term corresponding
to energy fluctuations at fixed temperature:




where α = 1/(4F 2) + O(1/N) and σ2E = 〈H2〉 − E2. Therefore, for N  1, since
σ2E(T ) ≈ 2N(kBT )2, one has σ2Y (T ) = 2σ2Y (E)|E=2NkBT .
Let us open a short digression on terminology. With the term “canonical ensemble”
we mean the system with hamiltonian in Eq. (3.1) and Eq. (3.2) (in the following
we will include also the interactions among the particles) interacting with a thermal
bath at temperature T . Noting that the pressure is nothing but F/L, one can then
say that we are dealing with an ensemble at fixed temperature and fixed pressure
for the system without the terms FX and P 2/(2M) in the hamiltonian [77]. In
a similar way our microcanonical ensemble correspond to an ensemble with fixed
enthalpy for the system without the terms FX and P 2/(2M) in the hamiltonian.
We prefer the terms canonical and microcanonical because they put the dynamical
variables describing the wall on the same level of those for the particles. Let us note
that the mass of the piston is important for the dynamical properties.
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Canonical Microcanonical
Temperature: T E2NkB








Table 3.1. Comparison of average position and variance in the microcanonical and canonical
ensembles.
The above results on the fluctuations immediately imply two important conse-
quences on the dynamical correlations in the two ensembles. First, notice that the
finite value of the variance σ2Y in both cases for finite N implies that the diffusion
coefficient D of the piston is zero, implying that the piston remains confined. Second,
the difference in the static fluctuations have repercussions on the shape of the
velocity-velocity fluctuations in the canonical and microcanonical ensemble. Let us
note that





〈V (t′)V (t′′)〉dt′dt′′, (3.22)
where V (t) is the velocity of the piston. Since σ2Y are different in the canonical and
microcanonical ensembles also the correlation 〈V (t)V (0)〉 must be different. These
issues will be addressed in the next section, in the case of interacting gas.
Exactly the same considerations about the difference of fluctuations in the canon-
ical and microcanonical ensembles hold in the case that a different termodynamic
limit is considered, in wich the size of the piston is increased isotropically. In this
case, in order to have that for each value of N the shape of the gas compartement is
isotropic, namely 〈Y 〉 = L, and that the density ρ = N/L2 and the pressure p = F/L
are constant, we need the scaling F ∼ √N for the force acting on the piston. If we
insert such scaling for F in the equations Eq. (3.14,3.20), we find that increasing
isotropically the size of the compartiment, at variance with the tubular geometry,
the mean square dispacement σ2Y of the partitioning wall becomes asimptotically
costant for increasing N in the two ensembles. On the contrary the factor 2 by which
canonical and microcanical fluctuations differ remains the same. The comparison
between the two different thermodynamic limits tell us on one hand that the result
on the difference in canonical and microcanonical fluctuations is robust and on the
other hand allows us to point out the peculiarities of the tubular geometry.
3.4 The interacting case
In order to understand whether the previous results are peculiar to the non-interacting
case, and to study a more realistic case, we perform molecular dynamics simulations
of the system with an interacting particle gas. We consider a repulsive interaction






)12 − ( r0rc )12 + 12 ( r0rc )12 ( rrc − 1) ]
for r < rc
0 for r > rc,
(3.23)
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where r = |r| is the distance between particles, V0 is the potential intensity and r0
is the average interaction range. The same potential also describes the interaction
of particles with walls. In the simulations of the canonical ensemble the coupling
with the reservoir at temperature T is implemented in the following way. We
consider that the side of the box opposite to the piston acts as a thermostat, so
that when a particle enters the interaction region with the wall, namely its distance
from the wall is smaller than r0, the velocity is changed along the y axis according
to the Maxwellian distribution p(vy) ∝ vy exp(−v2y/2mkBT ), for vy > 0 [97]. The
study of the system upon varying N is performed by retaining a tubular geometry,
namely keeping the length L and the force F constant and letting the equilibrium
position 〈Y 〉 increase accordingly, so that the gas density remains fixed. The results
here described do not depend too much on the specific interaction. Ideed, we also
studied the case of a stronger interaction potential V (r) ∼ r−64, which at low density
reproduces the behavior of hard-disk statistics [102], finding analogous results.
We start the numerical study of this interacting case by checking the validity
of the relation (3.8). In Figure 3.2 we plot the temperature T as a function of
the energy E in the microcanonical and canonical ensembles. The temperature is




whereas energy is E = 〈H〉. As expected, the theoretical
relation (3.8) derived in the non-interacting system is valid at high temperatures,
where interactions become negligible. In Figure 3.3 we report the average values
of the piston position and its variance in the two ensembles. Notice that also in


















as a function of energy E (in the canonical ensemble E = 〈H〉) for N = 128. The dashed
line represents the theoretical result for non-interacting particles kBT = E/(2N + 3/2),
which is expected to hold for high temperatures. Other parameters in the simulations
are L = 10, F = 10, m = 1 and M = 128.
It is interesting the fact that also in the interacting case the factor 1/2 between
the σ2Y in the canonical and microcanonical is still present (see Fig. 3.4).
Interesting behaviors are also found for the dynamical properties of this system.
Indeed, differences in the fluctuations between microcanonical and canonical are
evident from the study of correlation functions. In particular, in Figure 3.5 we










































Figure 3.3. Panel (a): The average position 〈Y 〉 and variance σ2Y are plotted as a function
of energy E in the microcanonical ensemble with N = 128. Dashed lines represent
the theoretical results for the non-interacting gas: 〈Y 〉 = (N + 1)E/(2N + 3/2) and
σ2Y = (N + 1)(N + 1/2)/[(2N + 5/2)(2N + 3/2)2](E/F )2. Panel (b): Same quantities as
a function of kBT in the canonical ensemble. Theoretical results for the non-interacting
gas are: 〈Y 〉 = (N + 1)kBT/F ) and σ2Y = (N + 1)(kBT )2/F 2. Other parameters in the
simulations are L = 10, F = 10, m = 1 and M = 128.
compare the behavior of the normalized velocity autocorrelation function of the
piston, C(t) = 〈V (t)V (0)〉/〈V (0)V (0)〉, for different values of N . First, one clearly
observes that, as expected from the static results, fluctuations are larger in the
canonical ensemble, namely the system is less correlated than in the microcanonical.
Moreover, let us notice the nontrivial shape of C(t). For small N one has a damped
oscillatory relaxation, while, increasing N , a peculiar behavior emerges: after a
first stage of relaxation, governed by a simple exponential decay, at later times a
negative bump occurs, signaling the presence of another timescale in the system.
This negative contribution to the correlation is necessary for the vanishing of the
diffusion constant:
∫∞
0 C(t)dt must be zero.
From the above results for C(t), a two-time scenario emerges. We have the
time τ0, characterizing the first exponential decay, empirically defined as the time
necessary to cross the zero axis for the first time. In addition, we have the time τ(N)


















Figure 3.4. The variance σ2Y is plotted as a function of kBT in the canonical and
microcanonical ensembles (in the latter case we consider simulations at constant energy
and the temperature is obtained from kBT = M〈V 2〉E) for N = 128. Other parameters
in the simulations are L = 10, F = 10, m = 1 and M = 128.






















































Figure 3.5. Velocity autocorrelation functions of the piston in the microcanonical and
canonical ensembles, for N = 16, panel (a), N = 64, panel (b), N = 256, panel (c) and
N = 1024, panel (d). Other parameters are L = 30, F = 150, T = 10, m = 1 and
M = 50.
where the negative bump occurs. The first decay of the velocity correlation function
C(t) saturates upon increasing the number of particles and so the time τ0 tends to a
constant value, independent of N (see panel (a) of Figure 3.6 where τ0 is plotted
as a function of N in semilog scale, both for the microcanonical and the canonical




























Figure 3.6. Panel (a): first relaxation time τ0 of the piston velocity correlation for different
values of N , in the microcanonical (black dote) and canonical (red squares) ensemble
with parameters M = 50, F = 150, L = 30 and kBT = 10. Notice that the first
relaxation saturates for large N , and the time τ0 reaches a constant value, both in the
canonical and microcanonical ensembles. Panel (b): velocity correlation functions as a
function of time rescaled by N in the canonical ensemble with same parameters. In the
inset the time τ shows a linear dependence on N , for large N .
ensembles). On the other hand, we find that the second timescale τ depends linearly
on N , as it is shown in panel (b) of Figure 3.6, where C(t) is plotted as a function
of t/N . In the inset we also plot τ(N) as a function of N in log-log scale for the
canonical ensemble, showing the linear increasing with N (analogous results are
observed for the microcanonical ensemble).
As discussed in the next section, such a peculiar behavior, induced by the presence
of the partitioning piston, cannot be easily described by a standard Langevin-like
approach.
3.5 Langevin equation
In the limit of N and M very large, the relaxation times of the piston and of the gas
particles are well separated, and one may consider the gas particles weakly perturbed
by the presence of the piston.
Within this strong assumption, the gas distribution is fixed and independent of
the motion of the piston, and the dynamics can be described by a master equation
for the probability density function P (V, Y, t) from the velocity V of the piston
at position Y at time t. In particular, for the first moment of this distribution,




= 〈Fcoll(Y, V )〉 (3.24)
Then, the fluctuations around the equilibrium position (Y ' Yeq and V ' 0)




= −kNy − γV +
√
2γTη(t), (3.25)
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where the displacement y ≡ Y − Yeq has been introduced. The parameters kN and
γ can be calculated by means of kinetic theory, and their explicit expressions are
written in Eq. (3.37) of Appendix 3.A. One must notice that in Eq. (3.25) a noise
term η(t) has been added, whose expression cannot be directly derived from the
Eq. (3.24) for the mean velocity. Actually, the correlation of the noise term can be
determined by exploiting equipartition theorem valid for equilibrium dynamics. By
requiring Maxwellian statistics for the stationary P (V ), it is well known that ξ(t)
must be white noise with variance〈
η(t)η(t′)
〉
= δ(t− t′). (3.26)
From the linearity of Eq. (3.25) it is possible to calculate the autocorrelation of
velocity, obtaining:















where we introduced the parameter ∆ =
√
γ2 − 4kN , which rules the passage between
underdamped and overdamped regime. More specifically, if Nmm+M >
pi
2 , the system
is overdamped, else the system is underdamped.
Making a comparison between Eq. (3.27) and the numerical experiments presented
in Fig. 3.5, it appears evident that the Langevin equation is able to capture, for
N large, only the small time relaxation τ0 ' γ−1, while is unable to detect the
oscillation of 〈V (t)V (0)〉, that appears for times τ(N) ∼ N . We report in Fig. 3.7
the explicit comparison between the Langevin approximation (black curve) and
the piston velocity correlation (red curve) in the non-interacting case. The same
mismatch between analytical prediction and numerical results is observebd also
for interacting particles. The oscillations presented by 〈V (t)V (0)〉 are related with
the interplay mechanism between the moving wall and a collective mode of the
gas particles, that make the assuption of Markovianity to fail. We note how this
phenomenon is quite general and it is present also in the case of non-interacting
gas particles. In order to verify this point, one can analyze a natural collective
variable of the gas, i.e. the center of mass velocity vcm(t) ≡ 1N
∑
vi(t). In the
simpler case of a non-interacting gas confined in a fixed volume, the autocorrelation
〈vcm(t)vcm(0)〉 would be trivially equal to the one of a single particle in the gas.
On the contrary this is not true anymore with the presence of the piston, since the
different particles of the gas strongly correlates each other via the mutual interaction
piston/border. The time scale of this process is very close to τ(N), as it can be
observed in Fig. 3.7. Such a time scale is completely hidden if one consider only the
single particle autocorrelation 〈vi(t)vi(0)〉.
3.6 Conclusions
In the present Chapter we have shown, with analytical calculations in the ideal
gas case and with simulations for interacting particles, that the fluctuations in
the canonical and microcanonical ensembles [26] show relevant differences when a
partitioning object, like a moving wall, is introduced. The relevant points that we
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Figure 3.7. Autocorrelation of different observables in the case of a piston with non-
interacting particles (canonical ensemble) measured in numerical simulations and
Langevin approximation for the piston velocity correlation (black line). It is possi-
ble to observe how the oscillation in the autocorrelation of the piston velocity 〈V (t)V (0)〉
(blue circles) are in phase with the one of the center of mass of the gas particles
〈vcm(t)vcm(0)〉 (red squares). With green diamonds is represented the autocorrelation
of a single particle velocity 〈vi(t)vi(0)〉. All the correlations are normalized to one for
t = 0. Value of the parameters: F = 150, T = 10, M = 50, N = 500.
have highlighted are the following. First, we have shown that the interaction with
the partitioning object induces nontrivial correlations among the particles even in
the ideal gas approximation, see Fig. 3.7 in Sec. 3.5, irrespectively of the ensemble,
canonical or microcanonical, where the dynamics is studied. Then, we have shown
that the Langevin approach to the dynamics of the piston captures only partially
the physics of the system. The Langevin equation, correctly predicts only the fast
time scale, namely τ0 ∼ γ−1, but fails completely to catch the slower one, which
grows linearly with the number of particles in the partitioned system, τ(N) ∼ N .
This second time scale is produced by non-trivial correlations among the velocity of
the gas particles and the one of the piston which are present, quite remarkably, also
in the case of non-interacting particles, as shown in Fig. 3.7.
We recall that the macroscopic growth of τ(N) is related to the particular tubular
geometry of the problem, where the size of the gas compartment is increased only
in one direction. Notwithstanding the different behavior of the largest timescale,
the factor 2 of difference between canonical and microcanonical fluctuations of the
partitioning object σ2Y , is independent from how the thermodynamic limit is taken.
We can therefore conclude that partitioning geometries with a single macroscopic
degree of freedom which is effectively coupled to the motion of all the microscopic
costituents of the system represent an eligible framework to study the dynamical
properties of small systems.
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3.A Derivation of the Langevin Equation
In this Appendix, following elementary kinetic theory, we detail the derivation of the
Langevin equation for the motion of the piston. The basic idea is to compute the
average force exerted by the gas particles which collide with the piston, by calculating
the average momentum exchanged in the collisions. The following approach dates
back to Smoluchowski [104] and it has been used to write a Langevin equation for





= Fav(y, y˙) + Cη, (3.28)
where Fav(y, y˙) is the average force acting on the piston in the position Yeq + y and
velocity y˙, η is a white noise and the constant C can be fixed a posteriori from the
condition M〈y˙2〉 = kBT .
Consider the gas at equilibrium, and focus on the collision of the piston, charac-
terized by its mass M and precollisional velocity V , and a particle of the gas, which
are characterized by m and v, respectively. The collision rule is
V ′ = V + 2m
m+M (vy − V ) v
′
y = vy −
2M
m+M (vy − V ) (3.29)
where the primed quantity are postcollisional velocities, and vy is the y-component of
v. The rate of such collisions can be obtained by considering the equivalent problem
of a piston, at rest, hit by a flux of particles moving at relative velocity V yˆ − v.
The rate is then determined by counting the number of point-like particles hitting
the unit surface in the infinitesimal time interval dt. This number corresponds to
the particles contained in a rectangle of infinitesimal base length δx and height
(vy − V )Θ(vy − V )dt. The step function Θ(s) selects the condition for having a
collision. Setting v = vy, the mean force exerted by the particles of the gas on the
piston is












dx ρ(x, Y − r′0)









dx ρ(x, Y − r′0)φ(v)Θ(v − V )(v − V )2
(3.30)
where φ(v) is the equilibrium distribution of velocities of the gas, i.e. φ(v) =√
m
2pikBT e
− mv22kBT and ρ(x, Y ) is the spatial density of particles in the proximity of
the piston. At equilibrium, this density is uniform on all the available volume and,
therefore, depends on the position of the piston Y . Carrying on the integration on
the spatial coordinates, we obtain





dv(v − V )2φ(v) (3.31)
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where λ = NY . We note that the equilibrium properties of the gas used in the
derivation of this equation don’t depend on the choice of the ensemble. Of course,
Fav(y, y˙) is nothing but Fcoll − F .
In order to decouple the motion of the piston from the one of the gas molecules
it’s necessary to assume that M  m and that, moreover, V is always small if
compared to the thermal velocity of the particles vm =
√
2kBT
m : the expansion of the
integral in Eq. (3.31) in powers of
√
m
M , will give the viscous drag force appearing
in the Langevin equation of motion. Defining g =
√
m
2kBT (v − V ) and expanding






























































Expanding the previous expression at the first order in y and V around the equilib-
rium position of the piston Yeq, defined by the condition F = Fcoll and V = 0, we









F (m+M) . (3.35)
The Langevin equation has the shape
d2y
dt2













and the coefficient in front of the fluctuating term is imposed in order to restore
detailed balance (for a detailed discussion see Sec. 4.A). It is easy to compute the
correlation function
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where ∆ =
√
γ2 − 4kN . Let us note that for any finite N (i.e. kN 6= 0) one has∫∞
0 〈V (t)V (0)〉dt = 0.
A similar, less formal, derivation, when considering a uni-dimensional version
of the system and by adding the internal temperature as a relevant slow degree of





In this Chapter we study a model of small heat engine, which is obtained by driving
the system described in the previous Chapter far from equilibrium. This is done by
introducing an explicit time dependency of the external parameters appearing in
the piston-gas model: we let the temperature of the external thermostat and the
external force which confines the system to vary in a cyclical manner, the protocol
being repeated many times such that, in each cycle, a fraction of the heat absorbed
from the thermostat may be converted into useful mechanical power, i.e. work.
In the literature about small systems thermodynamics a prominent role is covered
by models, often inspired by minimal experiments at the microscale, with very few
degrees of freedom, where typically one has N = 1: the overdamped dynamics of
the position of a colloid in a non-conservative (e.g. time-dependent) potential is a
seminal prototype [92]. Only a few studies have discussed the non-trivial effects of
inertia [84, 21] where the relevant degrees of freedom are at least two (also with
different parities under time-reversal). It is even more rare to find models with
N  1, still remaining in the domain of small N : for instance with an order of
magnitude N ∼ 102 fluctuations can still be relevant and possibly non-trivial, while
the complexity of the dynamics is hugely raised. Such numbers are also closer to real
biophysical applications with macromolecules, nanocapillaries, etc. [13]. On the front
of the statistical mechanics of molecular models, an exception is certainly represented
by the study in [54, 55], where a model similar to our proposal is analyzed, with the
only exception that the piston’s inertia is not considered because its (time-dependent)
position is externally controlled during the cycle. In our model, on the contrary, we
only fix the (time dependent) force acting on the piston, so that the piston’s velocity
is determined by the effect, mediated by inertia, of such a force and of the collisions
with the gas’ molecules. Because of a larger freedom in the piston’s dynamics, this
“machine” displays a much richer diagram of phases. In particular, the choice of
τ determines different working regimes: engine, refrigerator and heat pump. In
addition, also in view of an analysis of the linear regime of the engine similar to
the one discussed in [55], in this model it is possible to disentangle the smallness of
the external perturbation (represented by the excursion of forces and temperatures)
with the slowness of the transformations (represented by the total time of the cycle).
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In the present Chapter we study the performance of such an engine, by deter-
mining the dependence of the working regime on the total duration of the cycle. We
also introduce an improved coarse grained description of the system in which an
additional slow variable is used, i.e. the average kinetic energy of the gas. Unfor-
tunately, despite increasing the level of accuracy of the model, this equation does
not allow to obtain analytical expression for the performance of the engine: for this
reason in order to compute the average work and heats we must resort to the simple,
two-variables, coarse-grained equation of Chapter 3. A comparison with the result of
numerical simulations will show that, despite the discrepancies already highlighted
above, at least at a qualitative level, the analytic results reproduce the physics of
the system.
We also introduce a formalization of the model in terms of fluxes and thermody-
namics forces which allows to distinguish between a linear and a non-linear regime.
In the linear regime, we get a matrix of Onsager coefficients which non-trivially
depend on τ , a fact usually ignored in the recent literature. Along those lines, we
can widen the study of the power optimization, considering different procedures of
maximization (e.g. by varying different parameters, including the cycle duration τ)
and comparing the results with the CA estimate for the efficiency.
Eventually, in the last Section of the Chapter, we report some analytical results
regarding the fluctuations of the thermodynamic fluxes, obtained in the context of
Large Deviation Theory.






Figure 4.1. Sketch of the piston model. A gas of particles is confined by a fixed wall (the
thermal bath) and a moving wall (the piston) that is subject to a constant external force.
In order to reduce the complexity of the system introduced in the previous
Chapter, we will not conisder an interaction among the particles: for this reason we
can reduce the dimensionality of the model. In fact, in this new model, indipendently
of the real dimensionality of the box, only the motion in the xˆ direction is relevant,
as the particles interact only with the piston (see Fig. 4.1). For this reason we
will consider a one-dimensional version of the previous model which allows to
simplify some computations and numerical simulations. The full (one-dimensional)







2M + FX, (4.1)
with the additional constraints 0 < xi < X, i = 1, . . . , N , and X > 0. The
interaction potential between the piston and the particles is replaced with elastic
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collisions, i.e. we assume that whenever the piston and one particle collide (have the
same position) the velocities change with the law
V ′ = V + 2m
m+M (vi − V ),
v′i = vi +
2M
m+M (V − vi), (4.2)
where v′i and V ′ are post-collisional velocities. The wall at x = 0 acts as a thermostat
at the temperature To (the subscript “o” is added in this Chapter in order to
distinguish the temperature of the thermostat from that of the system): a collision







where Θ(v) is the Heaviside Theta. Let us note that the presence of the piston
introduces an interaction among the gas particles: two or more particles colliding
successively with the piston exchange information because the velocity of the piston
is reminiscent of previous collisions. Furthermore, for this reason, the dynamics of
the system depends on the number of particles N (the system is not a collection of
N non-interacting subsystems), and systems with different sizes will have different
behaviors. We study the system in a range of Nm/M close to ∼ 1, meaning that
there is a non-trivial interplay between the gas and the piston. Hereafter we use
arbitrary units in numerical simulations, and we put kB = 1 for the Boltzmann
factor. At fixed F and To, the study of the system in the canonical ensemble by
means of standard statistical mechanics, see Chapter 3 and Ref. [37] reveals that
〈X〉eq = (N+1)To/F and σ2X = (N+1)T 2o /F 2. In addition, if we define the estimate






the ensemble average of this quantity reads 〈T 〉eq = To and its variance is σ2T =
2T 2o /N .
4.2.1 The engine protocol
When the parameters F and To vary in time, mechanical work can be extracted
from the system. In particular if we identify the (thermodynamical) internal energy
of the system with the value of the hamiltonian, E(t) = H(x(t), t), and, in addition,






conservation of energy simply reads E˙(t) = Q˙(t) + W˙ (t), where Q is the energy
absorbed from the thermal wall. For an hamiltonian H as in Eq. (4.1) one gets
W˙ = XF˙ . Let us remark that this formula is different from the one obtained in
standard thermodynamics, W˙ = FX˙: this is due to the fact that we included the
energy of the piston in the internal energy of the system [57]. For our choice of
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thermostat discussed before, the formula for the energy adsorption (heat flux) can
be formally written as Q˙(t) = m∑i δ(t− ti)[(v′i(t))2− (vi(t))2] where ti are the times
of collisions between the gas particles and the thermostatting wall at x = 0, whereas














Figure 4.2. Graph of F and T0 as a function of time over a cycle period τ .
Here we adopt the following cyclical protocol to obtain a heat engine: the
parameters vary periodically in time over a cycle of length τ (see Fig. 4.2 and the
inset of Fig. 4.3 for a visual explanation). If we set t0 = kτ , with k integer, the
cycle has the following form:
I) At times t ∈ [t0, t0 + τ/4]: isobaric compression (F (t) = FL and To(t) =
TH − 4(TH − TL)(t− t0)/τ),
II) At times t ∈ [t0 + τ/4, t0 + τ/2]: isothermal compression (F (t) = FL + 4(FH −
FL)[t− (t0 + τ/4)]/τ and To(t) = TL);
III) At times t ∈ [t0 + τ/2, t0 + 3τ/4] : isobaric expansion (F (t) = FH and
To(t) = TL + 4(TH − TL)[t− (t0 + τ/2)]/τ);
IV) At times t ∈ [t0 + 3τ/4, t0 + τ ]: isothermal expansion (F (t) = FH − 4(FH −
FL)[t− (t0 + 3τ/4)]/τ and To(t) = TH).
The main reason for such a protocol is to have a system which is always ther-
mostatted, i.e. always near a canonical ensemble (at least for slow transformations):
on the contrary, adiabatic transformations require a micro-canonical analysis which
may become less transparent. In view of a Langevin-like analysis (see below) this
protocol (called second type Ericsson cycle) – which is thermostatted for the whole
duration of the cycle – is simpler than the more classical Carnot cycle. A similar
model has been studied in [54] with a crucial difference: there the velocity of the
piston is fixed at any time and cannot fluctuate (this choice corresponds to the
infinite mass M limit).
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The cycle of length τ is repeated a large number of times over a long trajectory.
In the following, unless differently specified, we use the symbols W and Q to mean
a time-integral over a cycle, i.e. W =
∫ t+τ
t W˙ (s)ds and Q =
∫ t+τ
t Q˙(s)ds. Due to
the stochastic nature of collisions and of the random choice of initial conditions, W
and Q are random variables. Conversely, the symbols 〈W 〉 and 〈Q〉 indicate the
average work and heat per cycle computed over a long (single) run composed of a
large number of cycles. Due to the periodic nature of the protocol the system will
reach, after a transient, a periodic asymptotic state with a probability distribution
in the full phase space depending on time only through t′ = t mod τ . Therefore,
thanks to the ergodic hypotheses, the average denoted by 〈·〉, is equivalent to an
average over the aforementioned periodic distribution.
The study of the thermodynamics of the engine in the quasi-static limit, i.e.
assuming that the system is always at equilibrium: X(t) = 〈X〉eqF (t),To(t) and
E(t) = 〈H〉eqF (t),To(t), leads to the formula in Table 4.1.
Segment 〈W 〉 〈Q〉
I) 0 32(N + 1)(TL − TH)






III) 0 32(N + 1)(TH − TL)






Table 4.1. Table with the adiabatic values of Q and W in each segment of the Ericsson
cycle. The average 〈·〉 is intended over many realization of the cycle.
During segments I) and III) no work is done on the system and the heats
exchanged have same magnitude but opposite signs. Therefore, in the quasi-static
limit τ → ∞, there is no net heat exchange with the intermediate reservoirs at
temperature TC < T ∗ < TH . Therefore, one may assume that the two isobaric
transformations do not contribute to the net exchange of heat and work: this is true
for τ →∞ and seems reasonable, for reasons of symmetry, at large τ , while (small)
discrepancies at finite τ are observed in the simulations. For this reason we may
identify the input heat Qin = Q2 with the energy absorbed from the hot reservoir at
TH in segment IV), the dissipated heat Qdiss = Q1 with the energy released into the
cold thermostat TC in sector II) and, furthermore, assume Q = Qin +Qdiss.
The more refined definition (Eq. (2.72)) of input heat for the case of thermostats
with continuous varying temperatures introduced in Sec. 2.3.1 will be discussed
in the following, in the context of an Onsager analysis of the system. The two
definitions are substantially the same from a numerical point of view, with the
only difference that the simpler definition is easier to be measured in numerical
simulations. If 〈Q2〉 > 0 and 〈W 〉 < 0, efficiency can be defined as
η = − 〈W 〉〈Q2〉 , (4.6)
where W is the total work on a cycle, and 〈·〉 denotes the average over many
realizations of the cycle. Let us remark that this quantity is different from the
average over many cycle of the fluctuating efficiency ηˆ = W/Q2.
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4.3 The “phase diagram” of the engine
In order to perform molecular dynamics simulation of the system with time-dependent
parameters F and To (where event-driven simulations are not possible), we introduce
an interaction potential between the piston and the particles to mimic the effect of
elastic collisions. We choose the repulsive soft sphere potential with cut-off radius










Θ(r0 − r), (4.7)
where Θ(r) is the Heaviside Theta. The parameter r0 is to be chosen as small as
possible, compatibly with integration time-step ∆t, in order to simulate a contact
interaction. In our case r0 = 0.2 and ∆t = 0.0005. The values of the other
parameters, if not explicitly mentioned, are m = 1, M = 100, N = 500, TL = 11,





















Figure 4.3. Average values per cycle of work W and heats Q1, Q2 as a function of the cycle
typical time τ . Dashed horizontal lines represent the adiabatic value of such quantities.
Inset: schematic of the cycle protocol in the space of parameters F, To.
4.3.1 Average work and heats as functions of τ
In Fig. 4.3 we report the average values (over 500 cycles) of W , Q1 and Q2 as a
function of τ . In the adiabatic limit, τ  103, we recover, for 〈W 〉, 〈Q1〉 and 〈Q2〉,
the values computed assuming quasi-static transformations in thermodynamics. At
finite values of the cycle’s duration τ < 103 quite a complex scenario emerges. The
absolute value of 〈W 〉 decreases upon reducing τ , until it vanishes at a stall time
τ∗ ∼ 150. For shorter cycles, the engine consumes work instead of producing it (the
4.4 Coarse-grained description 79
regime at τ > τ∗ is marked, on Fig. 4.3, as “E”=engine). At smaller τ , the analysis
of the heats reveals the existence of three regimes, marked on the Figure as “D”, “R”
and again “D”. In the “R” regime the system acts as a refrigerator, i.e. consumes
work to push heat from TL to TH . In the “D” phases, the heat flow is the standard
one (from TH to TL), even if work is consumed: however, the rate of heat transfer
〈Q2〉/τ is higher than in the “E” phase, and therefore the machine acts as a more
efficient heat sink, similar to dissipating fans. At a time τres < τ∗ we notice the
presence of a maximum in 〈W 〉: it is of the order of magnitude of the adiabatic
limit, but with opposite sign. At smaller τ → 0 the consumed work goes to 0. Let
us note that the relevant timescales emerged from this analysis are in fair agreement
with the characteristic relaxation times computed in a simple Langevin model of
this system, see below.
4.3.2 Fluctuations
In small systems, fluctuations are hardly negligible [105]. In Fig. 4.4 (A and B, red
curves), we display the behavior of fluctuations of work W integrated in a cycle
for two different regimes, at τ = 50 < τ∗ and τ = 500 > τ∗. Deviation from a
Gaussian behavior are small, indicating that N , even if finite, is large enough to
expect the validity of the central limit theorem. Interestingly the measure of the
standard deviation (stdev) σW rescaled by the average value δW = σW /|〈W 〉| (black
curve in Fig. 4.4D) shows that δW  1 close to τres and δW  1 at the stall time
τ∗. The relative stdev for the heat, δQ2 = σQ2/|〈Q2〉| behaves much more regularly.
It is also interesting to analyze the fluctuation of the “fluctuating efficiency”, i.e.
ηˆ = −W/Q2 measured in a single cycle, see Fig. 4.4C (restricted to positive values),
which displays a long tail for values larger than the average [100]. At the end of
this Chapter, Sec. 4.8 by means of large deviation theory, we will try to reproduce
analytically the behavior of the fluctuations of the work as a function of τ , reported
in Fig. 4.4D.
4.4 Coarse-grained description
In order to make contact with stochastic thermodynamics [92], which is a useful
framework for small systems, we need a coarse-grained description with few relevant
(slowly-changing) variables. The contribution of the fast degrees of freedom is in
the noise. Since we showed in the previous Chapter that a two-variables description
(X,V ) of the system do not correctly reproduce the dynamics of the system, we
try do derive a more refined model by increasing the number of slow degrees of
freedom. Reasonable candidates are: the position of the piston X, its velocity V and
the estimate of the instantaneous “temperature” of the gas T (t) = m/N∑Ni=1 v2i (t).
Unfortunately, the disadvantage of increasing the accuracy of the coarse-grained
description of the system, is that the three-variables (3V) model will not allow to
perform analytic calculations.
The time evolution of these observables can be determined by computing the
average rate of collision occurring between the particles of the gas and the walls of
the container. Here, at any t, we assume the gas to be homogeneously distributed


















































Figure 4.4. Study of fluctuations. A) and B): Pdf of the work in a cycle for two different
values of τ (“E” and “D” regimes), from the MD and from the reduced “3V” model
Eq. (4.11). C) Pdf of the fluctuating efficiency in a cycle at τ = 500. D) rescaled stdev
(see text) of P (W ) and of P (Q2) as a function of τ . The statistics in this Figure is
obtained from 2000 cycles.
in the interval (0, X(t)) and each particle to have a velocity v, given by a Maxwell-
Boltzmann distribution ρT (v) at the temperature T (t). In addition we use the fact
that the collisions between the gas particles and the piston are elastic and that
a particle that collides with the thermal wall gets a new velocity v′ distributed
according to a Maxwellian distribution ρo(v′). Taking into account the contributions
of the external force and the collision, we have that the average derivative of the
velocity of the piston 〈V˙ 〉 = lim∆t→0〈∆V 〉/∆t is






2m(v − V )2
(M +m) Θ(v − V )ρT (v). (4.8)








dv (v′2 − v2)|v − V |Θ(v − V )ρT (v), (4.9)








dv dv′(v′2 − v2) |v|Θ(−v) ρT (v)ρo(v′). (4.10)
A detailed version of this derivation is reported in Sec. 4.A. In order to reduce the
dynamics to a linear Langevin equation we assume the fluctuations of X,V and T
to be small (such assumptions are reasonable if N  1 and M  m) and expand
Eqs. (4.8), (4.9) and (4.10) up to the first order around the equilibrium values
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Xeq = NTo/F , Veq = 0 and Teq = To. The linearity of the equation is, on one hand,
inspired by the gaussianity of pdfs, and, on the other, it is a useful assumption
that allows simple computations. The stochastic part is obtained by adding the
gaussian noise terms with amplitudes determined by imposing that the variances
of the variables coincide with those computed within the canonical ensemble and
reported in Chapter 3. This yields
X˙ = V,












where ξ1 and ξ2 are independent white noises 〈ξi〉 = 0, 〈ξi(t)ξj(t′)〉 = δijδ(t − t′),
k(t) = F (t)2/[MNTo(t)], γ(t) = 2F (t)
√
2m/[M2piTo(t)], µ(t) = F (t)/[MTo(t)] and
α(t) = F (t)
√
2/[mN2piTo(t)]. A numerical study of the “3 variables” (3V) model in
Eq. (4.11) reveals a fair agreement with our main observations. In Fig. 4.5 the average
values per cycle of work and heats are compared with those obtained in the original
MD: we define W˙ and Q˙ as in MD, with E(t) = NT (t)/2 +MV (t)2/2 + F (t)X(t).
The maximum and the inversion of the average work are fully reproduced, but
with significant shifts of the values of τ where they occur. Indeed, a more detailed
analysis (not reported here) has identified the relevance of two additional variables:
taking into account the position and the velocity of the center of mass of the
gas, it is possible to achieve a better agreement with the MD. Unfortunately, the
parameters for such a “5 variables” model can only be obtained by fitting the MD
data. Notwithstanding its degree of approximation, the 3V model gives a fair account
of fluctuations, see Fig. 4.4 A and B, which have a very similar Gaussian shape
and width. The overall shape of the efficiency fluctuations’ pdf (Fig. 4.4C) is also
reproduced. The eigenvalues of the dynamic’s matrix in Equations (4.11) give also
access to typical timescales. For instance, for F = 200, T = 12, M = 100, m = 1
and N = 500, the eigenvalues read λ1 ≈ −0.02 and λ2,3 ≈ −0.50 ± i 0.10 leading
to three characteristic timescales to compare with the total duration of the cylce:
τ1 = 4/|λ1| ≈ 170, τ2 = 4/|<(λ2,3)| ≈ 8 and τ3 = 4/|=(λ2,3)| ≈ 40. Remarkably,
the order of magnitude of the relevant timescales in the MD system is correctly
reproduced by the eigenvalues of the equilibrium dynamic’s matrix (see Fig. 4.3
and Fig. 4.5). A detailed study of the 3V model is out of our present scope, but
certainly deserves future investigation.
4.5 Analytic results in the two-variables (2V) model
In spite of its apparent simplicity, it is not easy to derive analytical results for the
3V model in a cycle of the external parameters. Here we show that the qualitative
dependence of 〈W 〉 on the total time of the cycle τ can be obtained in a simplified
version of Eq. (4.11), where we set the temperature T (t) to be equal to the
temperature of the thermostat To(t) at every time t: i.e. we go back to the the
two-variable model that was introduced in Chapter 3, with the only difference that






































Figure 4.5. Average work and heats per cycle. Comparison between the MD, the 3-variables
model, Eq. (4.11), and the analytical solution in Eq. (4.17) rescaled by their asymptotic
values.
this model is uni-dimensional. Another necessary simplification with respect to the
original model regards the engine protocol: the non-differentiable Ericsson cycle ,
following elementary kinetic theory replaced by a simpler protocol (ω = 2pi/τ)
f(t) = f0(1 +  cos(ωt)),
T (t) = T0(1 + δ sin(ωt)), (4.12)
where f(t) = F (t)/M , , δ  1: we set f0 = 2, T0 = 12,  = 0.1 and δ = 0.08. In
the adiabatic limit, this simplified cycle (an approximation of the Ericsson protocol,
see Fig. 4.2) produces a work not very different from the one of the Ericsson cycle.
Passing to average values we obtain the equation (see Appendix 4.B):
¨〈X〉+ k(t)〈X〉+ γ(t) ˙〈X〉 = f(t). (4.13)
The homogeneous solution associated to Eq. (4.13) goes to zero in the long time
limit: therefore, since we are interested in the asymptotic stationary solution, we
will focus only on the non-homogeneous solution. This will be done by expanding
all the terms in Eq. (4.13) in powers of  and δ. In particular, since 〈X〉(t) =
〈X〉0(t) + 〈X〉1(t) +O(2, δ2, δ), with 〈X〉1(t) = O(, δ), by solving Eq. (4.13) for
, δ → 0 one gets 〈X〉0(t) = NT0F0 , and
¨〈X〉1 + ω20〈X〉1 + ν ˙〈X〉1 = −f0 cosωt+ f0δ sinωt, (4.14)
where ω20 = F 20 /(MNT0) and ν = 2f0
√
2m/(piT0). The asymptotic solution is
〈X〉1(t) = A(ω)[δ sin(ωt+ φ(ω))−  cos(ωt+ φ(ω))], (4.15)
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A(ω) = f0√(
ω20 − ω2







The work performed over a cycle of the parameters of total time τ can be now
expressed in a simple way
























In Fig. 4.5 (black curve) it is seen that this result, when normalized to its adiabatic
value, compares quite well, in spite of the many approximations introduced to obtain
Eq. (4.17), with the average work performed by the MD system and the 3V model,
recovering the change of sign at value not far from τ∗ and a maximum at smaller
values.
4.6 Linear regime
Many general results [99, 79, 100] regarding the performance of finite-time heat
engines are obtained within the framework of irreversible thermodynamics [29]. For
this reason and also for having a different insight into the physics of our model, in
this Section we will fit our model into the Onsager formulation of out-of-equilibrium
processes. Following the discussion of Sec. 2.3.1, we write down the the total average





T (t) dt ≥ 0, (4.18)
where Q˙ is the rate of heat absorption from the thermostat. To obtain a decomposi-
tion analogous of the entropy production as the sum of the product of two fluxes and
two thermodynamic driving forces, it is useful to express the temperature, following
[8], as
T (t) = T0(1− δ
2)
(1 + δ)− 2δγ(t) , (4.19)
where T0 = (TH + TC)/2,
δ = TH − TC
TH + TC
. (4.20)
and γ(t) is a time-dependent function which is implicitly defined in Eq. (4.19). We
will also use the notation F0 = (FH + FL)/2 and
 = FH − FL
FH + FL
, (4.21)
to indicate, respectively, the intermediate force and the relative excursion. By
plugging Eq. (4.19) into Eq. (4.18) and using 〈W 〉+ 〈Q〉 = 0 one gets
Σ(τ) = J1(τ) + δJ2(τ), (4.22)











Let us recall that for small values of  and δ, i.e. in the linear regime, the fluxes are
linear function of the forces
Ji(τ) = Li1(τ)+ Li2(τ)δ, i = 1, 2, (4.25)
where the Onsager coefficients Lij non-trivially depend on the total time τ of the
transformation.
We also recall that a reciprocity relation exists for the coefficient of the Onsager
matrix: for each protocol determined by T (t) and F (t), it is possible to construct its
“time-reversed” counterpart T˜ (t) = T (τ − t) and F˜ (t) = F (τ − t): if we indicate with
·˜ quantities measured in the time-reversed cycle, the following relation is a direct
consequence of the reversibility of the microscopic dynamics:
L12(τ) = L˜21(τ). (4.26)
For the Ericsson protocol described in Sec. 4.2.1 the time reversal transformation can
be obtained by taking the same form of the protocol for T and F with an (inessential)
global shift of phase t0 = τ/2 and inverting the sign of the force difference → −.
For this reason L˜21 = −L21, i.e.
L12(τ) = −L21(τ). (4.27)
In Fig. 4.6 the results of a measurement of J1 and J2 for different values of
 and δ in molecular dynamics simulations of the MM are reported. By fixing,
respectively, δ = 0.05 or  = 0.05, J2 and J1 are plotted as functions of  and
δ. A linear dependence is obtained for small values of the thermodynamic forces:
moreover, the data are compatible with the hypothesis of two linear relations with
opposite coefficients describing the functional dependence of J1 on δ and of J2 on 
(straight lines in Fig. 4.6). The measurement also confirms the fact that the Onsager
coefficients have a non trivial dependence on the total time of the transformation
τ (inset of Fig. 4.6). In Fig. 4.7 we report a measurement of J1 as a function of
 for different values of δ: since the curves are parallel straight lines, the Onsager
coefficient L11 does not depend on the value of δ (analogous results, not reported
here, can be obtained for all the Onsager coefficients).
In Fig. 4.8 we study the limits of the linear behavior of the MM: by taking δ = ,
we report the average work divided by 2 as a function of τ for different values of .
In the linear regime the different curves, when rescaled, must superimpose: this is the
case, of course, for small values of . At larger values of  the appearing discrepancies
are not uniform in τ . In particular we remark that around the maximum of 〈W 〉
the separation is much more prominent (also signaled by the appearance of a second
local maximum for  ≥ 0.25). Note that the non-linearity appears also in the large
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Figure 4.6. Thermodynamic currents J1 (empty symbols) and J2 (solid symbols) as
functions, respectively, of thermodynamic forces δ and  for different values of τ . Straight
lines are obtained by fitting the two data sets at the same τ with two linear functions
with slope L12 and −L12 respectively: for this reason, lines with the same color have
opposite slope. Inset: Off-diagonal Onsager coefficient L12 obtained with the above












Figure 4.7. The thermodynamic current J1 as a function of  for different values of δ at
τ = 500. Other parameters are the same of Fig.4.3




















Figure 4.8. The average work per cycle, divided by 2 is reported as a function of τ for
different values of . The other parameters are δ = , F0 = 200, T0 = 12, N = 500,
M = 100, m = 1.






adiabatic formula of work (see Table 4.1) become relevant. Unfortunately an analytic
description of the non-linear regime is not yet available and the interesting features
of such a regime will hopefully be the subject of future investigations.
4.6.1 Analytic expression of the Onsager coefficients in the 2V
model
In the simplified 2V model, Eq. (4.13), it is possible to obtain an explicit expression
for the above mentioned Onsager coefficients Lij . By plugging Eq. (4.17) into

















In order to get the corresponding expansion for J2, we start by plugging the protocol









To obtain an explicit expression for 〈Q˙〉 it is necessary to substitute the asymptotic
solution for 〈X〉, Eq. (4.15) into the expression for energy 〈E(t)〉 = NTo(t)/2 +
M〈X˙〉2/2 + F 〈X〉, and then use the definition of heat 〈Q˙〉 = 〈E˙〉 − F˙ 〈X〉 = O(, δ).
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The anti-reciprocal relation L12 = −L21 in the Onsager matrix is due to the fact
that the protocol used in the 2V model (Eq. (4.12)) behaves, under time-reversal,
in the same way as the Ericsson protocol. We can also get a very simple expression











(2 + δ2), (4.32)
which, as expected, is always positive because A(ω) ≥ 0 and 0 ≤ φ(ω) ≤ pi.
4.7 Efficiency at maximum power: linear regime and
beyond
The aim of this Section is to study the efficiency at maximum power of our engine
comparing three different levels of approximation: numerical simulations of the full
Molecular Model, numerical solutions of its coarse-grained 2V version, and analytical
solutions of the 2V model for small values of  and δ (i.e. when fluxes are linear in
the forces).
First, we need to find a suitable definition of efficiency η for our case. Usually the
efficiency of a heat engine working at contact with two thermostats (at temperatures
TC < TH) is simply the ratio of the output work divided by the energy absorbed
from the hotter thermostat Qin. For transformations that involve thermostats at
temperatures ranging continuously in the interval TC < T (t) < TH , the input heat





where τ is the total time of the transformation and γ(t) is the function appearing at
the denominator of the right-hand side of Eq. (2.64). This definition comes from
the observation, already reported in the Chapter 2, that Eq. (4.33) gives the correct
result in the simple case of two thermostats at TC and TH : moreover for the Ericsson
protocol this expression reduces, in the quasi-static limit, to the heat extracted from
the hot reservoir TH .
From this definition, we get the expression for the efficiency of the engine,




where we used Eqs. (2.69) and (2.70) to recast the expression in terms of the
thermodynamic currents J1 and J2. When the total average entropy production
Σ, Eq. (2.68), vanishes, it is straightforward to prove that the efficiency assumes
the Carnot value ηC = 1− Tc/TH = 2δ/(1 + δ). In the 2V model, the entropy Eq.
(4.32), can vanish only for φ = 0, i.e. in the adiabatic limit τ →∞ (or in the trivial,
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non-interesting case τ = 0). It is quite reasonable to assume that, also in the general
case, a vanishing entropy can be only obtained by varying very slowly the external
parameters. As a consequence, the power corresponding to a maximally efficient
engine must be zero. For this reason, in order to characterize the performance of the
engine, we will study the efficiency at maximum power (EMP) η˜, i.e the efficiency
corresponding to a choice of the external parameters that maximizes the output
power. In the last decades, a series of important results were obtained regarding
the EMP: perhaps the most notable is that, under some rather general assumptions
[28, 99], a universal bound for the EMP is given by the so-called Curzon-Ahlborn
efficiency ηCA,







We now investigate the validity of such a bound, and compare our results with other
recent works.
In our models the output power:
P = −〈W 〉
τ
(4.36)
depends on the details of the model (N,M,m) as well as on the choice of the external
protocol (T0, F0, , δ, τ). Since the engine working state consists in a perturbation of
the equilibrium state determined by T0 and F0, it appears quite natural, in order to
maximize P, to fix N , m, M , T0 and F0. Moreover, since ηC and ηCA only depend
on the value of δ, we also fix the temperature difference and therefore maximize the
two-variables function P(, τ).
4.7.1 Linear regime
In Fig. 4.9 the linear approximation for the output power in the 2V model (obtained
by plugging Eq. (4.17) into Eq. (4.36)) is plotted as a function of  and τ . In view of
a comparison between the results in the 2V model and in the molecular model, whose
protocols are slightly different, we rescaled the work and the power so that, for  = 0.1
the asymptotic value for work in the limit τ →∞ is fixed to limτ→∞Wrescaled( =
0.1, τ) = 100. The plot shows that (in this linear approximation) the power does
not reach a global maximum at a unique value of (τ, ). Indeed, there exists a curve
τmp() consisting of τ -maxima points, i.e. where ∂τP = 0. The maximum power
curve P[, τmp()] saturates to a constant value for increasing . In addition we
also note that τmp() is an increasing function of , eventually saturating at the
value lim→1 τmp ≈ 1500. In the plot we have also shown the curves at constant η:
it is interesting to notice that the τmp() approaches the curve where η = ηCA at
increasing .
The EMP curves, η˜(, τmp()) for different values of δ are shown in Fig. 4.10: we
observe that - consistently with the previous observation - the CA efficiency is only
reached for large values of  where, in principle, the linear approximation is no more
reliable. However, by decreasing δ a faster convergence toward the CA efficiency is
observed: this suggests the possibility to observe η˜ = ηCA even in the linear regime.
Let us remark again that in our system it is possible to separate the time τ of the
transformation from the small force limit (small  and δ): this means that we are able
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Figure 4.9. 2V model, linear appoximation: contour plot of rescaled P(, τ) as a function
of τ and . The power is rescaled by the factor w2Vad = δNT0pi/100 evaluated in  = 0.1,
δ = 1/12, N = 500, T0 = 12, w2Vad ≈ 1.57. Continuous line represents the set of points
(, τ) where η/ηCA is constant.
to consider a linear approximation (and construct the corresponding τ -dependent
Onsager matrix) which is valid, in the small  − δ limit, at every value of τ . On
the contrary, in many recent papers (see e.g. [55]) one of the small thermodynamic

















Figure 4.10. 2V model, linear approximation: ratio of efficiency at maximum (with respect
to τ) power η˜ and Curzon-Ahlborn efficiency ηCA, as a function of  for different values
of δ. Other parameters are N = 500, M = 100, m = 1, T0 = 12, F0 = 200.
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Figure 4.11. Left: 2V model solved numerically, right: simulations of the MM. Top panels:
colour plot of the rescaled output power. Bottom panels: the rescaled output power
as a function of τ for different values of . Parameters are the same in 2V and MM
simulations: δ = 1/12, N = 500, M = 100, m = 1, F0 = 200, T0 = 12. The power
in MM simulation is divided by the quantity wMMad = 0.02N T0 δ ln ((1 + )/(1− )) in
 = 0.1, wMMad ≈ 2.007. In the 2V model the rescaling factor is w2Vad = δNT0pi/100
which, in  = 0.1 gives w2Vad ≈ 1.57
4.7.2 Non-linear regime
The absence of an absolute maximum for the power, however, appears only to be a
consequence of the linear approximation used to solve the 2V equations. Indeed, by
performing numerical integration of the full 2V model (Eq. (4.13)) and simulations
of the MM, we observe a rather different situation, which is reported in Fig. 4.11:
the two top panels represent the color map of the functions P(, τ) for the two
models, the two bottom panels show some sections P(∗, τ) vs τ , for some values
of ∗. By analyzing these last plots, we observe that the maximum power increases
when going from  = 0.1 to  = 0.25 and then decreases again in  = 0.35. This
suggests that is indeed possible, at least numerically, to find a specific value for 
and τ corresponding to the global maximum power. The only significant difference
between the 2V model and the MM is that the output power is smaller, in general,
than the one obtained in the 2V model.
In Fig. 4.12 we focus on the MM and report the same output power as a function
of the efficiency (which, interestingly, is a bijective function of τ). We observe that,
at every value of , the maximum power is attained at a value η < ηCA: moreover the
global maximum power corresponds to an efficiency that is approximately the 70%



































Figure 4.12. Simulations of the MM: the rescaled output power is reported as a function
of the rescaled efficiency η/ηCA for different values of . The rescaling factor for power is
wMMad ≈ 2.007 and ηCA = 1−
√
(1 + δ)/(1− δ). Inset: comparison between numerically
solved 2V model and simulations of the MM for the relative EMP η˜/ηCA is reported as
a function of . Other parameters are the same as in Fig. 4.11.
of the Curzon-Ahlborn efficiency (i.e. 35% of the Carnot efficiency). The Curzon-
Ahlborn efficiency seems to be approached for larger values of . A comparison
between the EMP measured in the numerical simulations of the MM and the
corresponding result in the 2V model (inset of Fig. 4.12), shows that the simplified
model overestimates the actual value of η˜.
We wish to spend a few words about the observed lower value of the EMP with
respect to the CA efficiency. We see that it is a consequence of the widening of the
space of parameters. In Ref. [99] (and its generalization to non-symmetric Onsager
matrices in Ref. [8]), it is proved that, for fixed Onsager coefficients (i.e. for fixed τ)
ηCA is reached whenever the value
q = L12L21
L11L22 − L12L21 (4.37)
is close to q = 1 (“tight coupling” hypothesis). When the Onsager matrix is τ -
dependent, the variable q is a function of τ , q = q(τ). Suppose the existence of a
value of τ = τ0 such that the tight-coupling hypotesis is verified q(τ0) ' 1: then, by
denoting with 0 the value of  that maximizes the power at τ = τ0 (with respect to
), we will obtain η(τ0, 0) = ηCA. On the other hand, the global maximum power in
the (τ, )-plane may occur in a point (τ1, 1) for which the tight coupling condition
is violated q(τ1) < 1, corresponding to an efficiency η(τ1, 1) < ηCA. To summarize,
extending the space of parameters, e.g. by allowing τ to vary, may permit to find a
larger maximum power, but this does not guarantee that the corresponding efficiency
would be closer to the CA efficiency.
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4.8 An analytic study of fluctuations by means of Large
Deviation Theory
In this last Section of the Chapter we will give an analytic description of the
fluctuations of the work W measured in a cycle of the external parameters. We
will resort to an even simpler model with respect to the 2V model introduced in
the previous sections. For the sake of consistency, we recall the (time-dependent)
stochastic differential equation describing the model:
X˙ = v







where η represents white noise 〈η(t)η(t′)〉 = δ(t − t′). The coefficients k and γ
are functions of two external control parameters F (t) (the “force”) and T (t) (the
“temperature”), that vary in time according to the periodical protocol described in
Sec. 4.5.
The quantity we are interested in is the work absorbed by the system during a
cycle,
W [{X(s)}τs=0, τ ] =
∫ τ
0
ds F˙ (s)X(s), (4.39)




+A(ω)[ cos(ωt+ φ(ω))− δ sin(ωt+ φ(ω))], (4.40)
where, if we denote with ω20 = k(t)|,δ=0, ν = γ(t)|,δ=0 and f0 = F0/M , we have
A(ω) = −f0√(
ω20 − ω2







Thus, the average work reads













As shown in Figure 4.13, this analytic curve compares very well with the values of
〈W 〉 obtained by numerical integration ( = 0.1 and δ = 0.08).
In order to go behind the average value and to get an estimate of the fluctuations
of W we will resort to a even simpler model. Heuristically we can assume that if,
for every t, γ(t) 1 and k(t) 1, but k(t) ∼ γ(t), then the term v˙ in the second
equation in Eq. (4.38) can be neglected, and obtain
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with α(t) = k(t)/γ(t). In order to investigate the validity of such approximation let
us compare the (first order asympotic expansion) of the long-time solution of Eq.
(4.43) and Eq. (4.38). It is quite easy to show that, at first order in  and δ, the










i.e. it can be obtained from the previous expression by taking the limit ω  ω0,
or, equivalently, τ  1/ω0 (see Fig. 4.13, where we compare the average work). In
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Figure 4.13. Comparison of the average work 〈W 〉 over a cycle obtained from numerical
integration of the 2V equation (triangles), the analytic formula in Eq. (4.42) (green line)
and the overdamped approximation Eq. (4.43)
For this equation the explicit form of the probability distribution of work p(W )
can be obtained through the large deviation formalism. We start by recalling that










L(X, X˙, t) = Mγ(t)4T (t)
(




Let us note that the system’s main peculiarity, i.e. to have a time-dependent noise
amplitude and external driving, does not affect the derivation of Eqs. (4.45) and
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is large, we can use a large deviation approach and therefore derive the probability
distribution of W . In particular, the large deviation function of W ,
I(w) = lim
Γ→∞
− 1Γ log p(w) (4.48)






In other words, asymptotically in Γ, the probability of observing a given value of
work w corresponds to the probability of observing a specific path, i.e. the most
probable among all the paths corresponding to the given value of w.
To evaluate I[w] we must study a maximization problem with constraints: to do
this we use the method of Lagrange multipliers, i.e. we add to the action a term
−βW [{X}, τ ], or, equivalently, we study the problem with a modified Lagrangian,
L′(X˙,X, β, t) = L(X˙,X, t)−MβF˙ (t)X, (4.50)
when the β must be derived a fortiori, to impose the constraint on the desired value
of the work.









that, using Eq (4.50), consist in resolving the following differential equation
q(t)X¨ + q′(t)X˙ + g(t)X = f(t), (4.52)
where q(t) = γ(t)/T (t), g(t) = X(α(t)q′(t) + α′(t)q(t) − α2(t)q(t)) and f(t) =
N(γ(t)α(t)/F (t))′+Nα2γ/F−βF ′(t). To solve the Dirichlet problem associated with
this (second order) differential equation, we must impose the boundary conditions
X(t = 0) = X0 and X(t = τ) = X1. Again the solution of this equation can be
found by expanding X(t) in powers of  and δ: however, in principle, since τ is a
finite quantity, we are no longer authorized to focus only on the particular solution
of the equation, and the solutions of the associated homogeneous equation should
be used to impose the boundary conditions. However, such homogenous solutions,
are exponentials with a characteristic time τo ∼ mN2T0/F 20 : when τ  τ0, we can
safely assume that the contribution of the homogenous solution to the total work
can be neglected.
The first order expansion of the particular solution Xβ(t) is, thus, a linear
combination of cos(ωt) and sin(ωt) (its explicit expression is quite involved, so we do
not report it here), in which the coefficient multiplying the sinusoidal term depends
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linearly on β. This solution must be now plugged into Eq. (4.39), in order to obtain
an expression for β as a function of w: it is quite easy to verify that this expression
is again linear, i.e. β = a1w + a2.
Finally, we must plug Xβ(w)(t, τ) into Eq. (4.50) to obtain, thanks to the
contraction principle, an explicit formula for I(w):




where the explicit expression of w0 and σ2w, again, is too involved to be reported
here: the most important conclusion to draw is that, within our assumptions, p(W )
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Figure 4.14. Comparison of the standard deviation of the workW obtained within the large
deviation formalism (blue line) with the values obtained with a numerical integration of
the 2V (underdamped) model.
our choice of parameters, w0 coincides with the average value of W obtained without
resorting to the large deviation formalism and that, in addition, it agrees with the
underdamped expression at large τ and, interestingly for us, in the engine regime
described in the previous sections. In addition, from Fig.4.14, we observe that for
large values of τ , our analytic expression for σw(τ) coincides with the measurements
of the same quantity in numerical simulations of the underdamped equation. It is
clear, therefore, that, when comparing these results with the molecular dynamics
results, see Fig. 4.4, one will observe the already mentioned discrepancies.
4.9 Conclusions
We have studied the thermodynamic properties of a model engine. The essential
distinguishing features of our system are: 1) a realistic gas-like dynamics occurring
in a spatially extended domain (i.e. the space between the moving piston and the
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thermostat); 2) inertial effects which allow for a larger freedom in the choice of
parameters (e.g. τ is not constrained by the piston’s velocity) and a more rich phase
diagram; 3) a cyclical protocol repeating in a finite time τ which is not related to
the relative excursions of the pressure and temperature, δ and . The results of
the simulations of the molecular model are compared to analytical and numerical
solutions of a simplified, coarse-grained, equation, which yields a qualitatively similar
picture. A clear scenario emerges from our study, where the relation between the
fluxes (heat and work) and the thermodynamic forces do not depend trivially upon
τ , as it appears, for instance, in the approximated expressions of the Onsager
matrix, Eq. (4.31). Our model is appropriate to study the issues of finite-time
thermodynamics in a case where the adiabatic limit (τ →∞) and the linear regime
(small thermodynamic forces) are disentangled. It would be interesting to check
whether higher order terms in the expansion (in δ, ) of the 2V model is able to
reproduce the presence (observed both in the non-linear 2V model and the MM
) of a global maximum of the power. In view of the finite number N of particles
in the engine, we also studied the fluctuations of work from an analytical point of
view: this can lead, in the future, to the definition and the analysis of a fluctuating
efficiency [100].
4.A Details on the derivation of the Langevin Equation
In order to get a linear Langevin equation from kinetic theory we start from the
conditional equilibrium distribution with fixed values of the macroscopic variables
X,V, T , and then determine the average number of particles that, in the unit time
∆t, collide with the piston or with the thermal wall. Using Eq. (4.2) and (4.3), one
can determine post-collisional velocities and, accordingly, the average change of V
and T , over a time ∆t. In the following, to simplify the notation, we denote with 〈·〉
the conditional average 〈·|X,V, T 〉.
The equation for X reads X˙ = V . The total average force acting on the piston












































x dt exp(−t2). To obtain the total force, a term −F/M
must be added. The elastic collisions with the piston also affect the kinetic energy
of the gas, through the term

















v + 2 M


























Finally, the average change of temperature in a time interval ∆t, due to the collision

































T (To − T )
X
. (4.57)












Veq = 0, (4.59)
Teq = To, (4.60)
where terms O(m/M) are neglected. We can obtain a linear equation by expanding
the expressions above up to first order around the equilibrium values: this can be
done only if fluctuations are small, i.e. when N  1 and M  m. The sum of Eq.
(4.54) and −F/M yelds
〈V˙ 〉 = −k(X −Xeq)− γV + µ(T − Teq), (4.61)
with k = F 2/MNTo, γ = 2F
√
2m/(M2piTo) and µ = F/(MTo) . Similarly the sum
of Eq. (4.55) and Eq. (4.57) yelds
〈T˙ 〉 = −2MTo
N
µV − α(T − Teq), (4.62)
with α = F
√
2/(mN2piTo). The coefficients k, γ, µ and α vary in time according to
the time evolution of F and To. In order to take into account the fluctuations of
this variables one must add three independent gaussian terms ξX ≡ ξ0, ξV ≡ ξ1 and
ξT ≡ ξ2, with an appropriate weight matrix bij with i, j = 0, 1, 2. In this particular
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case the matrix is diagonal, bii = bi, with b0 = 0, b1 =
√
2γσ2V and b2 =
√
2γσ2T .
The final form of the linear Langevin equation thus reads
X˙ = V,












Let us note that this equation, with fixed F and To, satisfies detailed balance [43].
4.B Details on the analytic solution of the 2V model
Let us consider Eq. (4.13), and, to shorten the notation, let Y = 〈X〉:
Y¨ + k(t)Y + γ(t)Y˙ = f(t), (4.64)
where










and f(t) = F (t)/M . In the Ericsson cycle F and T depend on time in a too
complicated manner in order to perform analytic calculations. Therefore, in order
to obtain an explicit result, in the following we will assume
f(t) = f0(1 +  cos(ωt)),
To(t) = T0(1 + q sin(ωt)), (4.66)
where ω = 2pi/τ ,   1 and q ∼ O(1). We will now sketch the derivation of the
non-homogeneous solution of Eq. (4.64) as an asymptotic expansion in  1. Let

















Y (t) ≈ Y0(t) + Y1(t). (4.68)
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= f0 cosωt (4.71)
or, if we plug the value of Y0,
Y¨1 + ω20Y1 + νY˙1 = −f0 cosωt+ f0q sinωt, (4.72)
where ω0 =
√
Mf20 /(NT0) and ν = 2f0
√
2m/(piT0). A solution of this equation can
be found in the form
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