For large data sets, it can be difficult or impossible to fit models with random effects using standard algorithms due to memory limitations or high computational burdens. In addition, it would be advantageous to use the abundant information to relax assumptions, such as normality of random effects. Motivated by data from an epidemiologic study of childhood growth, we propose a 2-stage method for fitting semiparametric random effects models to longitudinal data with many subjects. In the first stage, we use a multivariate clustering method to identify G N groups of subjects whose data have no scientifically important differences, as defined by subject matter experts. Then, in stage 2, group-specific random effects are assumed to come from an unknown distribution, which is assigned a Dirichlet process prior, further clustering the groups from stage 1. We use our approach to model the effects of maternal smoking during pregnancy on growth in 17 518 girls.
INTRODUCTION
When data are compiled from a large population or multiple centers, the number of observations can become massive. In these situations, memory limitations or high computational burdens can make fitting random effects models difficult using standard frequentist (e.g. Wolfinger and others, 1994) and Bayesian (e.g. Zeger and Karim, 1991) methods. These difficulties are illustrated by data collected in the Collaborative Perinatal Project (CPP), a prospective epidemiologic study of pregnant women and their children in the United States from 1959 -1974 . Chen and others (2006 examined the relationship between maternal smoking habits during pregnancy and childhood obesity within N = 34 866 children in the CPP using generalized estimating equations (GEE; Liang and Zeger, 1986) . Although GEE allowed the authors to perform inferences on the average effects in the population, it would have also been interesting to assess how smoking varied in its effect across the children. Unfortunately, the size of the data impeded a random effects analysis. For instance, SAS PROC MIXED ran out of memory when we attempted to fit a model with random smoking effects.
Recently, Guha and Ryan (2006) and Z. Huang and A. Gelman (in preparation) proposed efficient methods for fitting parametric random effects models to large data sets. However, when a data set is large, as in the CPP, it would be advantageous to use the abundant information to relax distribution assumptions, such as normality of random effects. Several authors have proposed methods which assume a smooth, unknown random effects distribution (see, e.g. Magder and Zeger, 1996; Tao and others, 1999; Zhang and Davidian, 2001; Chen and others, 2002 and related papers by Verbeke and Lesaffre, 1996; Ghidey and others, 2004) , though computation may be impractical for large N . A more tractable approach is to assume a discrete distribution, thereby reducing the number of random effects to be estimated. Aitkin (1999) proposed an EM algorithm for fitting these models, though the approach converges to a local mode.
Following a Bayesian approach, a Dirichlet process prior (DPP) may be used to allow an unknown, discrete random effects distribution and to automatically cluster individuals into latent classes (West and others, 1994; Bush and MacEachern, 1996; Mukhopadhyay and Gelfand, 1997; Kleinman and Ibrahim, 1998) . Unfortunately, it is not feasible to use the DPP in large data sets using current Markov chain Monte Carlo (MCMC) algorithms (e.g. West and others, 1994; MacEachern, 1994; Ishwaran and James, 2001) . Although the variational Bayes method of Blei and Jordan (2006) can substantially reduce computation time relative to MCMC, the approach can be sensitive to starting values and relies on replacing the true posterior density with a lower bound having unknown accuracy.
An alternate approach is to reduce the size of the data set prior to performing MCMC. For instance, one could fit models to a random subsample (e.g. Owen, 2003) . DuMouchel and others (1999) proposed a 2-stage method for "data squashing." First, the complete data is partitioned into compact subregions. Then, within each region, one generates a set of "pseudo-data" and weights so that the weighted moments on the squashed data match the unweighted moments on the original data. The method of DuMouchel and others is less sensitive to outliers than random sampling, but their moment matching procedure is computationally intensive. Recently, Madigan and others (2002) proposed a squashing method which first groups subjects based on their contribution to the likelihood and then fits models to the mean of each group. Although this approach may be promising for some models, it is unwieldy under the DPP due the complicated structure of the likelihood.
Motivated by the CPP data, we propose a new data squashing procedure for fitting semiparametric random effects models to large, longitudinal data sets. In the first stage, we construct G N clusters of "scientifically indistinguishable" subjects, meaning that differences between subjects in each group are so small that they would not be considered significant by an expert of the subject matter. In the second stage, we use a DPP to model the G cluster means, further clustering the groups from the first stage. By applying the DPP to the cluster means instead of the complete data, we reduce both the computation time and the number of latent classes. In addition, our use of expert opinion improves the scientific justification of clustering. For discussion of the importance of expert elicitation, refer to Kadane and Wolfson (1998) , Meyer and Booker (2001) , and Garthwaite and others (2005) .
In Section 2, we propose the method. Section 3 contains simulation examples, Section 4 applies the approach to the CPP data, and Section 5 discusses the results.
METHODS

General motivation
For i = 1, . . . , N , let y i = y i1 , . . . , y in i denote a set of n i longitudinal measurements on subject i. Letting X i = (x i1 , . . . , x i p ) denote a set of predictors, we focus on the linear random effects
where I n i is an n i × n i identity matrix and b i = (b i1 , . . . , b i p ) ∼ H , an unknown distribution with mean β β β and covariance V.
As N becomes very large and both n i and p remain modest, many subjects have essentially identical values with y i ≈ y j and X i ≈ X j for many different pairs i, j. Outcomes, such as weight, that are treated as continuous are often truncated or rounded when recorded, limiting the number of unique values in the data. In addition, values which are so close that a subject matter expert would consider them scientifically indistinguishable can be grouped together without loss of important information. Under these circumstances, the data are adequately summarized by values for G N clusters. For an observation i in cluster g, let
where y g , X g , and b g are the cluster-specific means of the response, predictors, and random effects, gi and φ φ φ gi are random variables, and gi is a random matrix. When the G clusters adequately represent the heterogeneity in the data, the observed values of gi , φ φ φ gi , and gi are all approximately zero. Thus, β β β = E(b i ) can be estimated by
where m g is the number of subjects in cluster g. Instead of fitting models to all N subjects, we propose an alternative approach in which we fit our model to the pseudo-sample, (y * 1 , X * 1 ), . . . , (y * G , X * G ), where (y * g , X * g ) represents the typical subject in cluster g (i.e. y * g = y g and X * g = X g ). In Section 2.2, we recommend a strategy for initial clustering of the N subjects into G groups. In Section 2.3, we define our semiparametric model and discuss the implications of the DPP on clustering. In Section 2.4, we discuss our approach to inference.
Stage 1 Clustering
Subject-specific data are first divided into q strata based on categorical predictors. For example, if there are 2 categorical predictors, one dichotomous and one with 3 levels, q would equal 6. Within each stratum, we wish to develop clusters of scientifically indistinguishable subjects based on the values of the continuous variables, i.e. the longitudinal responses and continuous predictors. For subject i in stratum j, we denote the values of these variables as w ji = w ji1 , . . . , w ji p ji . For ease in exposition, we will temporarily assume that p ji = p j for i = 1, . . . , M j , where p j is the number of continuous variables for each subject in stratum j and M j is the stratum frequency. Prior to clustering, we transform w ji to z ji = z ji1 , . . . , z ji p j , where
and w jk and s w jk denote the mean and standard deviation, respectively, of the kth continuous variable in stratum j. Let the z-scores in stratum j be divided into G j clusters whose locations in p j are represented by a set of data points or "seeds," c j1 , . . . , c j G j , where c jl = c jl1 , . . . , c jlp j and c jlk is the average value of the kth standardized variable in cluster l. We assume that both the number of clusters and locations are Fig. 1 . Plots used to elicit maximum radius, r , for CPP data. The subjects used in the analyses were male children of non-smoking mothers who were measured at each follow-up (N = 1, 115). Each plot consists of 10 growth curves from the cluster with the largest radius, r. These curves correspond to the subjects furthest from and closest to the cluster seed as well as 8 randomly chosen subjects.
unknown a priori, but through expert elicitation, we define a threshold r such that
To elicit r , we recommend performing a set of exploratory cluster analyses and presenting the results to one or more subject matter experts. These analyses may be performed using a set of historical data, or alternatively, one stratum of the current data. In the latter method, the data used to elicit r will also be used in the second stage of the analysis, thus creating a sort of an empirical Bayes approach. Since, the data are standardized prior to clustering, the r based on one stratum should be valid for a different stratum even if the mean and variance differ across groups.
For the CPP data, we treated the data on boys whose mothers never smoked as historical data and used it to choose an appropriate r for the girls. In our exploratory analyses, we used a range of r values to cluster the longitudinal weight of boys with complete data (i.e. with follow-ups at ages 0, 1, 3, 4, 7, and 8). Following each analysis, we plotted the growth curves from subjects in the cluster with largest radius (see Figure 1) . We presented these plots to a panel of experts on body weight research and asked them to identify clusters (each indexed by a radius, r) whose growth curves have potentially significant differences. Most panelists agreed that when r 2.14, the growth curves in each cluster were not significantly different, while 1 panelist chose r = 2.47 as the threshold. Hence, we went with the majority and used r = 2.14. In other applications where there is substantial disagreement across the experts, the average elicited value could be used instead. Our method for choosing r is similar to the use of "opinion pools" in prior elicitation (see, e.g. Cooke and Goossens, 2000) .
When (2.1) contains more than 2 continuous predictors, it may be difficult to summarize each cluster graphically as in Figure 1 . Hence, to make expert elicitation more tractable, we recommend using no more than 2 continuous predictors, and to discretize predictors when possible.
Given r , we use the following 3 steps to cluster the data in stratum j:
Step 1: Initialize cluster seeds. The goal of this step is to initialize the cluster centroids using data points that are separated by a distance of r or more. Subjects are not assigned to clusters until steps 2 and 3. To begin, initialize G j at 1 and let c
jl ) > r , then increment G j by 1 and create a new cluster seed, c
Step 2: Update the seeds.
Let index variable, t, equal 1 and do the following:
) r , assign z ji to the cluster with the closest seed.
For
where m jl is the number of subjects currently in cluster j, l. Let 0 ν < 1 denote a prespecified convergence criterion such that changes in the cluster seeds less than or equal to ν · d * j0 are permissible, where d * j0 denotes the minimum distance between the initial seeds. If
, then increment t by 1 and repeat steps 2.1 and 2.2, otherwise proceed to step 3. Note that in step 2.1, a subject may be assigned to a cluster even if it wasn't assigned to one in the previous iteration.
Step 3: Construct final clusters.
3.1 Repeat step 2.1 using c
For all i: d *
ji > r , assign z ji to its own cluster and increment G j by 1.
Steps 1-3 may be implemented using SAS PROC FASTCLUS, and sample code is available upon request.
Step 1 is related to the leader algorithm (Hartigan, 1975) , while step 2 is a form of k-means clustering (MacQueen, 1967) . Though step 1 is sensitive to the order of the data, we have found that when there are several hundred subjects in each stratum, the results are fairly consistent across orderings; G j differs by no more than a few clusters, and changes in the cluster means are small. After completing steps 1-3 for j = 1, . . . , q, we compute the means of the untransformed variables in each cluster, w jl = i∈( j,l) w ji . As mentioned in Section 2.1, these data (plus the categorical predictors) will constitute our G = q j=1 G j pseudo-subjects.
Though related to the data squashing method of DuMouchel and others (1999), our approach has several advantages. The method of DuMouchel and others requires that the number of clusters be known a priori. By choosing r based on expert elicitation, we induce a prior on G, thus reducing the sensitivity of our method to subjectively chosen values of this hyperparameter. In addition, our method is geared toward producing clusters with low between-subject variability. Thus, unlike the method of DuMouchel and others, we can justify using 1 pseudo-subject per cluster. In some cases, the method of DuMouchel and others may be faster since it does not require any consultation with scientists. However, it should be relatively easy for a biostatistician to obtain expert opinion since they are usually collaborating with the scientists who provided them with the data. Hence, we expect that the advantages of expert elicitation should outweigh this inconvenience.
In many longitudinal studies, including the CPP, p ji = p ji for several pairs ( j, i), ( j, i ) due to missing follow-ups. A simple solution is to stratify by missingness, but this may be infeasible when there are several different patterns. For instance, there are 60 different missingness patterns in the CPP data. Thus, to resolve this problem, we recommend stratifying by the most common patterns and assigning the remaining subjects to the stratum for which they have the least number of missing variables. In each of these strata, the initial cluster seeds are chosen using subjects with complete data. Then, in steps 2 and 3, subjects with missing observations are assigned to clusters based on adjusted distances,
where the sum is taken over the p ji nonmissing variables for subject i in cluster j. As before, these subjects may still be assigned to their own cluster if d * ji > r in step 3, and thus, we do not ignore any important outliers. Since previous methods for data squashing were developed with univariate data in mind (see DuMouchel and others, 1999; Madigan and others, 2002) , ours is the first to accommodate missing measurements.
Semiparametric model
In the remaining sections of this chapter, we will drop the stratum index from the stage 1 clusters and refer to the pseudo-data as (y * 1 , X * 1 ), . . . , (y * G , X * G ), which were defined in Section 2.1. For pseudo-subject g = 1, . . . , G, we assume 6) where n * g is the number of measurements on pseudo-subject g, H 0 is a known distribution, and α is a precision parameter. In all our examples, H 0 = N(µ µ µ, D).
If we marginalize over the DPP for H , the sequence of random effects, b * 1 , . . . , b * G , follows a Polya urn scheme (Blackwell and MacQueen, 1973) , i.e. for j < k and k = 2, . . . , G. Thus, under the DPP, the random effects are clustered into K G groups whose random effects are θ θ θ 1 , . . . , θ θ θ K , where θ θ θ l ∼ H 0 for l = 1, . . . , K .
Let S 1,i ∈ {1, . . . , G} and S 2,i ∈ {1, . . . , K } index the stage 1 and 2 clusters of subject i, respectively. Given the frequencies of our stage 1 clusters, m 1 , . . . , m G , the probability that 2 randomly selected subjects are in the same stage 1 cluster is 8) which follows from the multivariate hypergeometric distribution. Also, under the DPP, the probability that 2 pseudo-subjects are grouped together is 1/(α + 1) (Antoniak, 1974) . Therefore, a priori,
Thus, our method increases the prior probability that 2 subjects are clustered together, relative to a DPP applied to N subjects. As a result, our prior favors a smaller, but more scientifically justified, number of clusters.
Posterior computation proceeds using the Polya urn Gibbs sampler for Dirichlet process mixture models (MacEachern, 1994; West and others, 1994) . Details regarding implementation may be found in Appendix A available at Biostatistics online.
To reduce the sensitivity of our model to subjectively chosen hyperparameters, we recommend the following hyperpriors for µ µ µ, D, τ , and α: is the Gamma density with mean a/b. As seen in Appendix A available at Biostatistics online, we update α in our MCMC using a simple data augmentation approach (West, 1992) , while the remaining hyperparameters are sampled directly from their full conditional posteriors.
Methods for inference
As seen in (2.3), a reasonable estimate for the population-average effects, β β β, is the weighted mean of the average random effects in each stage 1 cluster, β β β. Although we fit our model to mean response and predictor values obtained from m 1 , . . . , m G subjects in each cluster, the random effects, b * 1 , . . . , b * G , are based on 1 pseudo-subject per cluster. Hence
However, given β β β, a transformation can be made:
)β β β, which preserves the mean for b * g but changes the covariance to V/m g so that
Based on the above results, we make a similar posterior transformation of b * 1 , . . . , b * G which ensures that the variability of the population effects reflects the sample size. Following convergence, let b * (t) g denote the value of b * g observed at iteration t, t = 1, . . . , T . Prior to calculating the population mean, we replace b * (t) g with b (t)
where
g /T . Note that for large T , Cov(b * g ) approaches 0, and thus, we do not (significantly) inflate the variances of b g by replacing β β β with b * g . Note that as the stage 1 cluster sizes grow, we shrink back toward the mean of the samples. By doing shrinkage within the first-stage clusters instead of across the clusters, we do not obscure or mask non-normal features in the random effects distribution. Now that we have corrected our estimates of the cluster-specific means, population effects can be estimated at each iteration of the MCMC as
(2.11)
Thus, linear combinations of β β β ( * ) can be used to test hypotheses about the average effects of the predictors, similar to what is done with fixed effects in mixed models. Our method can also be used to perform inferences on between-subject heterogeneity. For example, general features of the random effects distribution can be examined using the following approximation for H :
Inferences may also be based on the clustering of random effects. As seen in Appendix A (available at Biostatistics online), cluster membership changes at each iteration of the MCMC. Hence, we post-process our results; using single linkage (Sneath, 1957) , we obtain a new set of stage 2 clusters k = 1, . . . , K * , where for each subject g in cluster k, there exists a different pseudo-subject in k, g * , such that Pr(S g = S g * ) 0.5 where, as in Appendix A available at Biostatistics online, S g indicates the cluster membership of pseudo-subject g assigned by the Dirichlet process. These clusters can be constructed using the linkage and cluster functions in MATLAB. As seen in Section 4.2, the cluster-specific longitudinal trajectories and the number of subjects per cluster are useful in identifying outliers.
SIMULATION STUDIES
We applied the approach to 3 simulated data examples. In each case, the true model for y i given b i was
) with x i0 = 1 6 , x i1 = u i · 1 6 , u i ∈ {0, 1}, and x i2 = (0, 1, 3, 4, 7, 8) /8 for i = 1, . . . , N . The predictor x i2 can be thought of as the ages at follow-up for subject i and u i as an exposure indicator, where
Case 1: discrete random effects
In the first case, we simulated a single data set of size N = 2000 using the discrete distribution (2.26, 0.46, 20.35 ) with probability 0.0792, θ θ θ 2 = (3.14, 1.34, 22.76) with probability 0.2969, θ θ θ 3 = (3.30, 1.50, 23.20) with probability 0.3065, θ θ θ 4 = (3.46, 1.66, 23.64) with probability 0.2969, θ θ θ 5 = (4.77, 2.97, 27.23) with probability 0.0205, which has mean β β β = (3.25, 1.45, 23.06) . We applied our approach for r = 2.14 (elicited value), r = 1.66, and r = 0 (complete data). Diffuse priors were chosen for µ µ µ and τ with µ µ µ 0 = (15, 0, 0) , 0 = 100 · I 3 , τ 0 = 1, and ψ = 0.1. The prior for D was centered on the identity matrix with d 0 = 3. We also let α ∼ Ga(a, 1), where we let a = 0.25 for r = 2.14 and r = 1.66 but chose a = 0.1 for the complete data to induce a similar prior for K across G. The MCMC was run for 25 000 iterations in each analysis with the first 5000 iterations discarded as a burn-in and with every 10th sample collected to thin the chain. Table 1 provides estimates of K and the population effects from our MCMC. Both the number of clusters and the values of the regression parameters are similar across r . In addition, it took only 23 min to fit the model under the elicited r , while 19.5 h were needed to fit the model to the complete data. We were also relatively successful in recovering the original clusters (i.e. the 5 atoms of the discrete distribution) using our post-processing method. The results of this secondary analysis are available in Appendix B available at Biostatistics online.
Cases 2-3: continuous random effects
In Case 2, b i ∼ N(β β β, diag(ω ω ω)), where β β β = (3.3, 1.5, 23.2) and ω ω ω = (0.4, 0.4, 3) , while in Case 3,
where β β β 1 = (2.9, 1.1, 22.2) , β β β 2 = (4, 2.25, 25) , ω ω ω 1 = (0.075, 0.1, 1) , and ω ω ω 2 = (0.175, 0.2, 2) . Since computation was more intensive than in Case 1, we reduced our sample sizes to 1000 in each study. The stage 1 clustering and MCMC proceeded as in Case 1, but with different priors for α; to impose a similar prior for K across the analyses, in Case 2 we chose a = 1 for r > 0, while in Case 3, we chose a = 3 for r = 2.14 and a = 2 for r = 1.66. In both cases, we chose a = 0.5 when r = 0.
Under normal random effects, the parameter estimates under r = 2.14 were virtually identical to those under r = 0 (see Table 1 ). However, when the random effects came from a mixture of normals, it appears as if r = 2.14 leads to some underestimation of the variability in the population, resulting in population effects which are slightly biased. This is not unexpected given that random effects come from a continuum, which implies that the true r = 0. Hence, these results demonstrate the robustness of our method to r . Also, even for a sample size of 1000, choosing r = 2.14 instead of r = 0 reduced the computation time from approximately 1.5 days to less than 19 min.
ANALYSIS OF THE CPP DATA
Methods
We now return to the CPP data discussed in Section 1. In our analysis, we considered modeling the longitudinal weight of girls by age and exposure category: children of never smoker (N 1 = 6684), exsmoker (N 2 = 1849), or current smoker (N 3 = 8985). In stage 1, we stratified by exposure and the 4 most common missingness patterns: no missing data (i.e. measurements at birth and years 1, 3, 4, 7, and 8), missing follow-up at year 8, missing follow-ups at years 3 and 8, and lost to follow-up following year 1. Within each stratum, we clustered under r = 2.14( p j /6) 1/2 , where p j is the number of follow-ups under the missingness pattern in stratum j. Note that ( p j /6) 1/2 is the reciprocal of the correction used in (2.5). These stage 1 analyses generated G = 526 clusters across 12 strata.
In stage 2, we modeled the weight of pseudo-subject g using an intercept, x * g0 , indicators of smoking exposure (x * g1 for ex-smokers and x * g2 for current smokers), age at follow-up (x * g3 ), and ex-smoker by age (x * g4 ) and current smoker by age (x * g5 ) interactions. Age was centered around the mean value among the pseudo-subjects (3.16) and was assumed to have a linear effect due to the relatively few ages at which measurements were collected.
We used the same priors for τ , µ µ µ, and D as in the simulations and assigned a Ga(0.5,1) prior to α. We ran our MCMC for 45 000 iterations following a burn-in of 10 000, otherwise implementing as in Section 3.
Results
As in Chen and others (2006) , our population effects suggest that a mother's smoking habit during pregnancy had a significant impact on child growth. As seen in Table 2 , the 95% credible intervals for the smoking-age interactions (β 4 and β 5 ) obtained using our method (denoted G-DPP) are above 0, suggesting that the effects of smoking increased with age. To describe the smoking effect, we provide estimates of the ex-smoker and current smoker effects at birth (η E0 and η C0 ) and age 8 (η E8 and η C8 ). At birth, the children of ex-smokers and current smokers were leaner than the children of never smokers, with the decrease being highly significant, Pr(η C0 < 0) and Pr(η E0 < 0) > 0.99, but similar across the 2 groups, Pr(η C0 < η E0 ) = 0.668. However, at the age of 8, children in both exposure groups were significantly heavier, Pr(η C8 > 0) and Pr(η E8 > 0) > 0.999, with the increase in weight being greater in the children of ex-smokers, Pr(η E8 > η C8 ) = 0.997. It is possible that some of the ex-smoker effects are due to confounding as Chen and others found that adjustment for covariates such as center and pre-pregnancy weight resulted in an insignificant ex-smoker effect. Table 2 also presents estimates obtained using GEE. Although the GEE results suggest a significant effect of smoking on child weight, there is no significant ex-smoker by age interaction ( p = 0.141). It is not surprising that GEE provides a flatter slope for the ex-smoker effect since, under the assumption of missing completely at random, it does not allow a child's observed weight to be related to her missingness pattern, which appears to be the case in the CPP. An alternative approach, which does not suffer from the missing completely at random assumption, is to fit a marginal model with an unstructured covariance matrix for the repeated weight measurements using the REPEATED statement in PROC MIXED. As seen in Table 2 , the marginal model suggests a significant ex-smoker-age interaction but an insignificant current smoker-age interaction ( p = 0.161). It is likely that the discrepancies from our approach are due to differences in distribution assumptions; though our method imposes some structure on the covariance matrix by assuming a linear trend in age, we do not require Gaussian weights. In addition, our method estimates random effects, while the marginal model only provides fixed effects. Another common method for large data sets is to fit a model to a random subsample of the data. Thus, we compared our population effect estimates to those obtained from fitting a semiparametric random effects model to 2 random samples of size 1752 (denoted RS1-DPP and RS2-DPP in Table 2 ). In each case, the ex-smoker effects were insignificant. However, the results for the current smoker effects were inconsistent; in one sample the effect increased with age, while in the other, the effect was insignificant. These results demonstrate 2 key weaknesses of random sampling: a loss of power to detect an effect of a rare exposure and, since the method is sensitive to outliers in the data, dependence on the sample chosen. Our method does not suffer from either weakness since we preserve all scientifically important differences in stage 1 and, by weighing our population effects by cluster size, we ensure that our estimates are reflective of the complete data. The 2-stage methodology is also more computationally efficient; in this example, it took approximately 5.5 h to complete the MCMC under our approach and more than 35 h for RS1-and RS2-DPP.
We also examined heterogeneity in the random effects using our post-processing method. We found that 15 740 girls belonged to a subpopulation with "normal" traits, which we will refer to as cluster 1, and 40 girls (20 non-smokers, 2 ex-smokers, and 18 current smokers) belonged to a small outlier cluster, which we will refer to as cluster 2. The remaining 1738 girls belonged to 77 stage 1 clusters which were not combined with other stage 1 clusters by our post-processing method. Although some of the girls in these clusters appear to be outliers with unusual growth patterns, most (1722) were lost to follow-up following birth or year 1, and the DPP could not accurately classify them due to their limited data. Had we not stratified by missingness in stage 1, it is likely that many of these girls would be in cluster 1. Figure 2 provides the posterior mean of the ex-smoker and current smoker effects within each of our stage 2 clusters. As expected, the posterior means for cluster 1 are similar to the population estimates, Fig. 2 . Mean smoking effects in the CPP data. The solid, unlabeled lines correspond to pseudo-subjects not assigned to cluster 1 or 2. Effect estimates were computed up to the last follow-up of the exposed subjects. Estimates for unexposed pseudo-subjects are omitted. while other clusters have larger effect values. In particular, the average ex-smoker effect in cluster 2 is 7.8 kg at age 7 and the average current smoker effect is 2.7 kg at age 8. In addition to exhibiting unusual growth, the children in cluster 2 also had mothers who were, on average, 17.2 kg heavier prior to pregnancy than cluster 1 mothers.
DISCUSSION
We have proposed a 2-stage method for fitting semiparametric random effects models to large data sets. Our method uses expert elicitation to generate a small pseudo-sample that summarizes the biologically important differences in the complete data. By applying the DPP to these data, we substantially decrease the computational burden and generate scientifically interesting clusters in the posterior. In simulation studies, our method detected true trends in the data under discrete and normal random effects and was slightly biased under continuous, multimodal random effects.
Although our method was motivated by a specific example, it can be applied broadly to large longitudinal data sets. In some prospective epidemiology studies, there may be interest in fitting a model with many potential confounders for the exposure. In these settings, it may be necessary to modify our first-stage clustering to improve efficiency. For example, the clustering could be stratified-based quintiles of propensity scores (Rosenbaum and Rubin, 1983) . The model fit to the pseudo-data would then include propensity score quintile as a covariate. In future work, it would also be interesting to extend our approach to accommodate generalized linear mixed models for non-normal outcomes.
