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Data mining merupakan disiplin ilmu yang mempelajari metode untuk mengekstraksi data 
menghasilkan informasi. Salah satunya adalah klastering yang berfungsi untuk mengelompokkan 
data berdasarkan tingkat kemiripan dan jarak minimum. Algoritma K-Means  sangat populer dan 
banyak digunakan diberbagai bidang seperti bidang pendidikan, kesehatan, sosial, biologi, ilmu 
komputer. Metode K-Means sering dikombinasikan dengan metode optimasi seperti algoritma 
genetika atau GA untuk mengatasi permasalah pada K-Means yaitu sensitif dalam penentuan 
centroid awal. Penelitian ini mengkombinasikan Dynamic Artificial Cromosomes Genetic 
Algorithm atau DAC GA dengan K-Means dalam menentukan nilai centroid awal. Hasil 
eksperimen menunjukkan bahwa metode DAC GA + K-Means lebih unggul dibandingkan dengan 
K-Means dan GA + K-Means. 2 dataset yang diuji dengan optimal nilai klaster sebanyak 2 dan 1 
dataset sebanyak 3 klaster. Metode tersebut perolehan nilai DBI sebesar 0.138, 0.279 serta 0.382, 
nilai Sum Square Error sebesar 92.56, 332,39 dan 1280.68 serta nilai fitness yang tebentuk adalah 
7.12,  3.57 dan 2.13. 
 




Data mining is a scientific discipline that studies methods for extracting data to produce 
information. One of them is clustering which functions to classify data based on the level of 
similarity and minimum distance. The K-Means algorithm is very popular and widely used in 
various fields such as education, health, social, biology, computer science. The K-Means method 
is often combined with optimization methods such as genetic algorithms or GA to solve the 
problem of K-Means, which is sensitive in determining the initial centroid. This study combines 
Dynamic Artificial Chromosomes Genetic Algorithm or DAC GA with K-Means in determining 
the initial centroid value. The experimental results show that the GA + K-Means DAC method is 
superior to the K-Means and GA + K-Means methods. 2 datasets were tested with optimal cluster 
values of 2 and 1 dataset of 3 clusters. This method obtains DBI values of 0.138, 0.279 and 0.382, 
the Sum Square Error values of 92.56, 332.39 and 1280.68 and the formed fitness values are 7.12, 
3.57 and 2.13. 
 










Klastering atau data segmentasi merupakan metode Unsupervised learning  yang dapat 
mengelompokkan data ke dalam beberapa cluster atau kelompok berdasarkan tingkat  
kemiripan[1,2]. Klastering memiliki 6 syarat yaitu: skalabilitas, kemampuan analisa beragam 
bentuk data,  menemukan klaster dengan bentuk yang tidak terduga, kemampuan untuk 
menangani noise, sensitifitas terhadap perubahan input, mampu melakukan klastering untuk data 
dimensi tinggi dan interprestasi dan kegunaan [3]. K-Means merupakan metode klastering yang 
paling populer dan banyak diterapkan berbagai bidang yang membutuhkan klastering seperti 
kedokteran, biologi, kesehatan, matematika, teknik dan ilmu komputer[4]. 
 Menurut[2] K-Means memiliki banyak keunggulan diantaranya adalah mudah 
diimplementasikan dan dijalankan, waktu proses relatif cepat, lebih mudah untuk diadaptasikan 
dengan metode lain dan sangat umum digunakan dikalangan para peneliti. Namun, algoritma K-
Means juga memiliki kekurangan yaitu inisialisasi nilai centroid awal yang bersifat random 
sangat berpengaruh pada hasil pengelompokkan sehingga menjadi kurang optimal[2], penentuan 
nilai k yang masih menggunakan uji coba trial and error, outlier data [5]. Salah satu kekurangan 
Algoritma K-Means adalah inisialisasi nilai centroid awal yang bersifat random. Hal  tersebut 
sangat sensitif terhadap hasil akhir pengklasteran. Permasalahan ini menjadi sudah menjadi 
pembahasan utama oleh para peneliti sebelumnya[6]–[14]. Algoritma K-Means sering 
dikombinasikan dengan metode lain salah satunya adalah algoritma genetika (GA) [6, 8, 11],  
[15]–[17].  
Peneliti[6] mengkombinasikan antara K-Means dengan GGA untuk meningkatkan klaster 
optimal, hasilnya menunjukkan bahwa  metode kombinasi tersebut memiliki kinerja yang baik 
dengan pendekatan statistik menggunakan rand index sebesar 0,873 dengan 3 klaster. Penelitian 
lain[8] mengatasi random pada penetuan klaster dengan mengkombinasikan K-Means dengan 
GA, hasilnya menunjukkan inisialisasi klaster dengan GA lebih tepat dibandingkan randomly 
(acak). Penelitian[14] menggunakan metode K-Means dengan dimention reduction dan selecting 
cluster probability, dimana hasil eksperimen menunjukkan hasil yang  baik dibandingkan dengan 
metode K-Means biasa. Penelitian[16] menggunakan metode K-Means dengan GA paralel untuk 
mengatasi cluster yang sensitif dikarenakan penentuan centroid yang masih random, hasil penelitian 
menunjukkan bahwa metode kombinasi K-Means dengan GA paralel lebih baik dibandingkan dengan 
metode K-Means biasa. Penelitian[17]kombinasi metode GenClust-H dengan K-Means untuk 
menangani klaster data yang bersifat sensitif dalam penentuan klaster secara random, hasil 
menunjukkan bahwa metode yang diusulkan lebih baik dibandingkan dengan klaster dengan 
metode random pada K-Means biasa.  Penelitian [18] GA dikembangkan dengan menerapkan dynamic 
diversity control  yang diukur menggunakan rumus linear scale measure dan penelitan ini mengusulkan 
kombinasi Dynamic Artifical Cromosoms Genetic Algorithm (DAC) yang terbukti keluar dari optimum 
lokal atau konvergensi prematur [18].  
 Dari beberapa penelitian yang disajikan tersebut kombinasi metode K-Means dengan  GA 
dapat digunakan untuk mengatasi permasalahan pada penentuan klaster maupun centroid di 
metode K-Means, merujuk pada penelitian [6, 8, 18] , metode GA memiliki kelemahan pada 
konvergensi prematur, hal ini tentunya dapat mempengaruhi hasil kombinasi metode K-Means 
dan  GA itu sendiri, sehingga pada penelitian ini mencoba mengkombinasikan metode K-Means 
dengan DAC GA. Metode DAC GA tersebut terbukti keluar dari optimum lokal atau konvergensi 
prematur[18] dan kombinasi metode tersebut masih belum banyak dilakukan oleh peneliti. 
Sehingga  hasil penelitian ini akan dibandingkan dengan metode K-Means biasa dan K-Means 
yang dikombinasikan dengan GA pada data tuberculosis dataset. 
  




2. METODE PENELITIAN 
 
Gambar 1 Desain penelitian penentuan centroid awal pada algoritma K-Means dengan dynamic artificial 
chromosomes genetic algorithm 
2.1 Dataset 
 Dataset yang digunakan adalah 3 jenis dataset yang diperoleh dari website resmi World 
Health Organization (WHO) yaitu: dataset beban kasus tuberculosis MDR (multidrug-resistant 
tuberculosis), dataset faktor risiko tuberkulosis berdasarkan umur, jenis kelamin, dataset 
konfirmasi kasus baru pengawasan resistant [19]. 
2.2  Preprocessing 
Proses preprosessing dilakukan dilakukan dengan beberapa pendekatan analisa data yaitu: 
menghapus data yang bernilai 0, menormalisasi data dengan rumus berikut: 
𝑣′ =  
𝑣−𝑚𝑖𝑛𝐴
𝑚𝑎𝑥𝑛 −𝑚𝑖𝑛𝑛
 (𝑛𝑒𝑤_𝑚𝑎𝑥𝑛 − 𝑛𝑒𝑤_𝑚𝑖𝑛𝑛) + 𝑛𝑒𝑤_𝑚𝑖𝑛𝑛   (1) 
 











































Gambar 2 Proses mendescreatization dataset pada tahapan preprocessing 
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2.3 Metode K-Means 
Menurut Macqueen[20] ada 8 tahapan dalam algoritma k-means, berikut adalah 
tahapannya: 
1. Siapkan dataset 
2. Tentukan jumlah klaster (k)  
3. Inisialisasi centroid awal secara random 
4. Hitung jarak tiap dataset dengan centroid menggunakan rumus euclidian distance, berikut 
rumusnya: 
   
 (2) 
Keterangan: 
n   : banyak klaster 
Xi : attribut data 
Yi : attribut centroid 
5. Kelompokkan data dengan klaster terdekat berdasarkan  nilai jarak minimum, kemudian 
hitung nilai Sum of Square Error (SSE) dengan rumus berikut: 







   
 Keterangan: 
(3) K  : jumlah klaster 
 Xi  : attribut data 
 Xci : attribut centroid 
   Ci : centroid 
6. Menghitung kembali nilai centroid dengan keanggotaan klaster sekarang 
Kembali pada langkah 3-6 dengan nilai centroid terbaru 
7. Proses akan berhenti jika nilai centroid tidak berubah atau tetap. 
2.4 Algoritma Dynamic Artificial Cromosome Genetic Algorithm 
 
Gambar 3 Ilustrasi perbedaan antara allele, gen, kromosom dan individu 
Algoritma Genetika sendiri telah dipopulerkan oleh John Holland menjelaskan 
bahwa prinsip dasar perhitungannya menggunakan seleksi alam yang pernah dikenalkan oleh 
tokoh ilmuan biologi Charles Darwin [21]. Konsep perhitungan algoritma Genetika dapat 
dijelaskan dengan contoh dibawah ini: 
 
1. Menentukan  kromosom yang  akan dibentuk, kemudian hitung  
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2. Menghitung  nilai fitness dari jumlah kromosom yang dibentuk 
Dalam perhitungan nilai fitness bergantung pada perhitungan nilai fungsi minimal yang akan 
diambil adalah nilai terkecil maka rumus yang digunakan adalah: 
 









   (5) 
Keterangan: 
𝐶𝑖 : Cluster ke-i 
𝑁𝑐 : Jumlah Cluster 
𝑃𝑖 : Jumlah data pada cluster 𝐶𝑖 
𝑜𝑖 : Pusat cluster 𝐶𝑖 
𝑚𝑖𝑗 : Data ke-j dan merupakan anggota dari cluster 𝐶𝑖 
𝑑(𝑜𝑖𝑚𝑖𝑗) : Jarak antara 𝐶𝑖dan 𝑀𝑖𝑗 
 
𝐹𝑖𝑡𝑛𝑒𝑠𝑠 =  
1
𝑁𝑖𝑙𝑎𝑖 𝐹𝑢𝑛𝑔𝑠𝑖+𝐸
       (6) 
Keterangan: 
𝐸 : bilangan kecil yang ditentukan sendiri misalnya adalah bilangan 0,1. Bilangan tersebut 
digunakan untuk menghindari jika nilai fungsi = 0. 
3. Memilih seleksi induk/Orang tua 
Dalam mencari nilai fungsi minimum, nilai F min terkecil menjadi nilai fitness terbesar. 
diurutkan dan dicari nilai probabilitas setiap kromosom. Nilai K dengan Probabilitas 
terbesar masuk menjadi generasi selanjutnya. Rumus Probabilitas   
 
𝑃(𝑖) =  
𝐹(𝑖)
𝑇𝑜𝑡𝑎𝑙 𝑃(𝑖)
       (7) 
       
 Keterangan: 
        P(i)  : Nilai Probabilitas 
        F(i)  : Hasil perhitungan dengan fungsi objektif 
        Total P(i)  : Total dari perhitungan dengan fungsi objektif 
 
4. Crossover (Pindah Silang) 
Probabiltas Crossover (PC) dilakukan dengan setengah dari kromosom yang dibentuk . 
Metode yang digunakan adalah Single point Crossover. 
5. Mutasi 
Proses mutasi ditentukan dari jumlah gen yang dibentuk dan kromosom yang diambil dan 
nilai probabilitas mutasi (PM) yang ditentukan  Penentuan posisi gen yang dimutasi 
dilakukan secara random. nilai mutasi yang akan diubah adalah nilai 1 menjadi 0 dan 
sebaliknya. 
6. Proses tersebut terus dilakukan atau diulang hingga batas iterasi yang telah ditentukan. 
 




Gambar 4 Tahapan Algoritma DAC-GA yang telah diusulkan[18] 
    Gambar 4  menjelaskan terkait dengan tahapan DAC-GA, yang dimulai dengan proses 
GA pada umumnya, kemudian proses evaluasi fitness dan evaluasi keragaman populasi 
(population diversity) diukur dengan rumus linear scale measure, apabila nilai keragaman turun 
kebawah, kurang dari atau sama dengan nilai dari threshold, maka kromosom buatan dinamis 
akan bekerja. Dalam penelitian GA-DAC sebelumnya telah menggunakan threshold dengan nilai 
yang terbaik sesuai dengan yang dilakukan  [18, 22]   yaitu: 0,5; 0,6 dan 0,7. 
 
 Model yang diusulkan 
 
Gambar 5 metode penelitian DAC GA + K-Means 
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 Proses optimasi Algoritma Dynamic Artificial Kromosomes Genetic Algorithm (DAC 
GA) pada K-Means  dilakukan setelah data melalui tahap pengolahan awal data (Preprocessing). 
selanjutnya data dinormalisasikan dengan formula sebagai berikut: 
 
𝑣′ =  
𝑣−𝑚𝑖𝑛𝐴
𝑚𝑎𝑥𝑛 −𝑚𝑖𝑛𝑛
 (𝑛𝑒𝑤_𝑚𝑎𝑥𝑛 − 𝑛𝑒𝑤_𝑚𝑖𝑛𝑛) +  𝑛𝑒𝑤_𝑚𝑖𝑛𝑛   ( 8) 
 Keterangan: 
𝑣′ : Normalisasi data 
𝑣  : Awal data sebelum dinormalisasikan 
𝑚𝑎𝑥𝑛  : Nilai maksimal dari data pada dimensi ke - n 
𝑚𝑖𝑛𝑛  : Nilai minimum dari data pada dimensi ke-n 
𝑛𝑒𝑤_𝑚𝑎𝑥𝑛  : Nilai maksimum baru dari data pada dimensi ke-n 
𝑛𝑒𝑤_𝑚𝑖𝑛𝑛 : Nilai minimum baru dari data pada dimensi ke-n 
  
 Setelah proses normalisasi data selesai, kemudian hitung jumlah kromosom yang akan 
terbentuk dengan mengalikan jumlah klaster (k) dengan jumlah dimensi atau attribut (n) data. 
Selanjutnya melakukan proses algoritma genetika pada umumnya. Namun, setelah perhitungan 
nilai fitness terhadap  individu yang terbentuk . Proses selanjutnya adalah menjalankan fungsi 
keragaman populasi dengan menggunakan rumus linear scale measure [18, 22] dengan nilai 
threshold sebesar 0,5. Diproses inilah kemudian nilai fitness yang rendah akan digantikan dengan 
nilai fitness yang terbaik dari eksternal arsip yang memiliki nilai fitness yang baik. Kemudian 
jalankan proses seleksi, crossover, mutasi dengan nilai probabilitas yang dihasilkan secara 
random. Proses elitism mengganti kromosomes sebelumnya dengan kromosomes baru dengan 
nilai fitness terbaik hingga syarat terpenuhi (mencapai batas maksimal iterasi). Selanjutnya hasil 
perhitungan tersebut dimasukkan kedalam proses klastering dengan metode K-Means berikut 
source codenya: 
Berikut adalah bentuk Pseudocode Algoritma Genetika dan Dynamic Artificial 
Chromosomes Genetic Algorithm + K-Means 
1 Gen(t) : Jumlah generasi 
2 K : Jumlah nilai K 
3 Indi = Jumlah individu 
4 Ps:  Probabilitas % Selection 
5 Pm: Probabilitas % mutasi 
6 Pc:  Probabilitas % Crossover 
7 Th: Threshold (0,5) 
8 Inisialisasi populasi awal (membangkitkan P(0)) 
9 While belum memenuhi kriteria berhenti 
10  Evaluasi nilai fitness dan keragaman populasi  
11   If keragaman populasi > threshold then 
12    Operasi fungsi seleksi populasi 
13    Operasi fungsi Crossover (persilangan) 
14    Operasi fungsi mutasi 
15   Else  
16    Operasi fungsi dynamic artificial chromosomes 
17    Operasi fungsi seleksi  
18    Operasi fungsi Crossover 
19    Operasi fungsi Mutasi    
20   P(t) = Elitism (P(t), A(t)); 
21   Gen(t) = Gen(t) + 1 
22   End if 
23   P(t) = nilai fitness terbaik 
24   Jalankan klustering(P(t), data) 
25 End While 
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26 Cetak P(t) dengan nilai fitness terbaik 
27 Cetak DBI (Davies Bouldin Index) 
28 Cetak SSE (Sum of Square Error) 
2.5  Metode Evaluasi 
2.5.1 Davies Bouldin index (DBI) 
Metode evaluasi yang digunakan pada penelitian ini adalah Davies-Boulden Index  untuk 
mengukur kualitas klastering pada algoritma K-Means[23]. Dengan menggunakan fungsi sebagai 
berikut: 
𝐷𝐵𝐼 =  
1
𝑛
 ∑  𝑚𝑎𝑥 (
𝑠𝑖+𝑠𝑗
𝑑(𝑐𝑖,𝑐𝑗)
)𝑛𝑖=1,𝑖≠𝑗   (9) 
 
Dimana n adalah jumlah klaster yang dibentuk , Si  dan Sj dalam klaster untuk ith dan jth 
dihitung rata-rata jarak dari input dalam setiap klaster untuk centroid (ci, cj) 
 
2.5.2 Metode Sum Square Error (SSE) 
Metode pengukuran  tingkat  error pada  klastering adalah Sum Square Error 







       
(10) 
 
3. HASIL DAN PEMBAHASAN 
Tabel  1 Hasil perbandingan  GA + K-Means dengan DAC GA + K-Means pada dataset beban kasus 
Tuberkulosis MDR (Multidrug-resistant tuberculosis) 
K 
K-MEANS GA + K-MEANS DAC GA + K-MEANS 
DBI SSE DBI  Fitness SSE DBI  Fitness SSE 
2 0,586 1331,61 0,238 4,18 89,23 0,138 7,21 92,56 
3 0,592 1095,12 0,569 1,75 84,36 0,421 2,37 83,47 
4 0,664 943,71 0,839 1,19 108,57 0,756 1,32 101,29 
5 0,704 797,11 0,369 2,70 103,13 0,438 2,28 83,12 
6 0,780 675,07 0,536 1,86 85,74 0,721 1,38 94,53 
?̅? 0,665 968,52 0,510 2,34 94,21 0,495 2,91 90,99 
 
 Tabel 1 merupakan matrik hasil perbandingan metode K-Means, GA + K-Means dan 
DAC GA + K-Means. 3 metode tersebut diuji pada dataset yang sama, jumlah klaster sama yaitu: 
2 sampai dengan 6 dengan iterasi sebanyak 300 kali dan 30 individu yang digunakan pada metode 
GA + K-Means dan DAC GA + K-Means. Hasil menunjukkan bahwa nilai DBI, Fitness dan SEE 
pada metode DAC GA + K-Means lebih baik dibandingkan dengan 2 metode tersebut yaitu: nilai 
DBI sebesar 0,138, Fitness sebesar 7,21 dan 92,56. Jika dihitung secara rata-rata keseluruhan dari 




         Gambar 6 Grafik hasil perbandingan nilai SSE  antara GA + K-Means dengan DAC GA + K-Means 
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Tabel 2  Hasil perbandingan perhitungan menggunakan metode K-Means, GA + K-Means dan  
DAC GA + K-Means pada dataset konfirmasi baru kasus pengawasan  resistant Tuberkulosis 
K 
K-MEANS GA + K-MEANS DAC_GA + K-MEANS 
DBI SSE DBI  Fitness SSE DBI  Fitness SSE 
2 0,735 8243,06 0,641 1,55 397,29 0,279 3,57 332,39 
3 0,305 4920,60 0,669 1,49 410,59 0,554 1,80 575,24 
4 0,326 3075,09 0,716 1,39 642,52 0,583 1,71 478,49 
5 0,311 2449,39 0,733 1,36 818,79 0,681 1,46 637,73 
6 0,599 2065,13 0,734 1,36 587,97 0,652 1,53 642,05 
?̅? 0,455 4150,65 0,6986 1,43 571,43 0,549 2,014 533,18 
 
 Tabel 2  merupakan matrik hasil perbandingan antara metode K-Means, GA + K-Means 
dan DAC GA + K-Means yang diujikan pada dataset kasus konfirmasi baru pada pengawasan 
resistan Tuberkulosis. Ujicoba dilakukan sebanyak 6 kali dengan 5 kali dengan nilai k yaitu: 
2,3,4,5, dan 6. Hasil menunjukkan bahwa nilai DBI, Fitness dan SSE terbaik pada klaster 2 yaitu: 
0,297, 3,57 dan 332,39. Hal ini menunjukkan bahwa metode DAC GA + K-Means  lebih baik 
dari 2 metode sebelumnya.  
 
  
Gambar 7 Grafik hasil perbandingan nilai DBI pada dataset konfirmasi baru kasus pengawasan  resistant 
Tuberkulosis 
Tabel  3  Hasil perbandingan perhitungan menggunakan metode K-Means, GA + K-Means dan DAC GA 
+ K-Means pada dataset faktor risiko penyakit Tuberkulosis. 
K 
K-MEANS GA + K-MEANS DAC GA + K-MEANS 
DBI SSE DBI  Fitness SSE DBI  Fitness SSE 
2 0,542 20436,48 0,484 2,06 1203,77 0,389 2,57 1401,59 
3 0,966 15462,83 0,657 1,52 1923,31 0,382 2,13 1280,68 
4 0,891 11626,95 0,817 1,22 2188,06 0,704 1,42 1670,87 
5 0,723 8300,86 0,827 1,20 2188,03 0,609 1,64 2122,19 
6 0,705 6741,89 0,805 1,24 1919,42 0,767 1,30 1552,62 
?̅? 0,765 12513,80 0,718 1,45 1884,52 0,570 1,81 1605,59 
 
 Tabel  3 merupakan matrik hasil perbandingan perhitungan menggunakan metode K-
Means, GA + K-Means dan DAC GA + K-Means pada dataset  faktor risiko penyakit 
Tuberkulosis. Matrik tersebut menyajikan nilai k sebanyak 2 hingga 6 dimana nilai k terbaik pada 
k sebanyak 2 dan 3 dengan nilai DBI adalah 0,389 dan 0,382, Fitness 2,57 dan 2,13 dan tingkat 
errornya sebesar 1401,59 dan 1280,68. Jika dirata-rata dari ketiga metode tersebut menunjukkan 
bahwa metode DAC GA + K-Means lebih baik dari K-Means dan GA + K-Means. 
   
 Gambar 8 Grafik hasil perbandingan nilai DBI pada dataset faktor risiko penyakit tuberculosis 




Data hasil eksperimen menggunakan 3 jenis dataset yang berkaitan dengan penyakit 
Tuberkulosis adalah sebagai berikut: 
1. Hasil perhitungan menggunakan dataset beban kasus Tuberkulosis MDR (multidrug 
resistant Tuberkulosis) terdapat 6 klaster yang telah diuji. Namun, dari ke enam klaster 
tersebut paling optimal ada pada klaster kedua dimana nilai DBI sebesar 0,138, nilai fitness 
terbaik sebesar  7,21 dan Sum Square Error 92,56 dengan menggunakan algoritma DAC GA 
+ K-means. Sedangkan perhitungan menggunakan algoritma GA + K-Means dihasilkan nilai 
sebesar 0,238 dan nilai fitness sebesar 4,18. metode K-Means memperoleh nilai DBI sebesar 
0,586 dan nilai tingkat error (SSE) sebesar 1331,61 secara keseluruhan nilai DAC GA + K-
Means lebih unggul dibandingkan dengan perhitungan 2 metode tersebut. 
2. Hasil perhitungan menggunakan dataset konfirmasi baru kasus pengawasan resistant 
Tuberkulosis. Ada 6 jumlah klaster yang diuji baik menggunakan metode GA + K-Means 
maupun DAC GA + K-means. Hasil menunjukkan bahwa jumlah klaster yang terbaik adalah 
k = 2. DAC GA + K-Means memperoleh Nilai DBI yang diperoleh adalah 0,279, best fitness 
sebesar 3,57 dan tingkat error sebesar 732,39 sedangkan GA + K-Means memperoleh nilai 
DBI sebesar 0,641, best fitness sebesar 1,55 dan tingkat errornya lebih rendah yaitu sebesar 
397,29. metode K-Means memperoleh nilai DBI sebesar 0,735 dan tingkat error sebesar 
8243,06.  secara keseluruhan perhitungan DAC GA + K-Means lebih baik dibandingkan 
dengan 2 metode tersebut. 
3. Hasil pengujian dengan dataset faktor risiko penyakit Tuberkulosis berdasarkan jenis 
kelamin, umur menunjukkan bahwa nilai k terbaik pada klaster 3 dimana nilai DBI sebesar 
0,382, best fitness sebesar 2,13 dan tingkat errornya mencapai nilai 1280,68. hasil 
perhitungan tersebut diperoleh menggunakan metode DAC GA + K-Means sedangkan 
perhitungan menggunakan GA + K-Means memperoleh nilai DBI sebesar 0,657, fitness 
terbaik sebesar 1,52 dan tingkat error sebesar 1923,31. kemudian metode K-Means 
memperloleh nilai DBI sebesar 0,966 dan tingkat error sebesar 15462,83. 
4. KESIMPULAN DAN SARAN 
4.1 Kesimpulan 
 Berdasarkan hasil dan pembahasan tersebut diatas dan untuk menjawab pertanyaan 
penelitian maka dapat disimpulkan bahwa metode DAC GA + K-Means lebih unggul 
dibandingkan dengan 2 metode lain yaitu K-Means dan GA + K-Means terhadap penentuan 
centorid awal pada algoritma K-Means untuk tuberculosis dataset. Hal ini dibuktikan dengan hasil 
perhitungan ke 3 dataset Tuberkulosis yaitu: dataset beban kasus Tuberkulosis MDR (multidrug 
resistant Tuberkulosis) dengan k terbaik adalah 2 dan nilai DBI sebesar 0,138, nilai fitness terbaik 
sebesar 7,21 dan Sum of Square error 92,56. dataset konfirmasi baru kasus pengawasan resistant 
tuberculosis k terbaik adalah 2 dan nilai DBI yang diperoleh adalah 0,279, best fitness sebesar 
3,57 dan tingkat error sebesar 332,39. Dataset faktor risiko penyakit Tuberkulosis berdasarkan 
jenis kelamin, umur menunjukkan bahwa nilai k terbaik pada klaster 3 dan nilai DBI sebesar 
0,382, best fitness sebesar 2,13 dan tingkat errornya mencapai nilai 1280,68. 
4.2 Saran 
 Pada penelitian selanjutnya perlu adanya penerapan feature selection untuk mengurangi 
jumlah attribut pada  dataset  uji. Hal ini dimaksdunya untuk mempercepat komputasi dengan 
metode tersebut. Diharapkan dapat menghasilkan nilai DBI,  fitness terbaik dan tingkat error yang 
lebih baik. 
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