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GROUP-REPRESENTATION FOR EVEN AND ODD
INVOLUTIVE COMMUTATIVE RESIDUATED CHAINS
SA´NDOR JENEI
Abstract. For involutive, commutative residuated chains, where either the
residual complement operation leaves the unit element fixed or the unit element
is the cover of its residual complement, a representation theorem is presented in
this paper by means of linearly ordered abelian groups and a new construction.
1. Introduction
Residuation is a fundamental concept of ordered structures and categories [7].
Residuated mappings are to Galois connections just like covariant functors are to
contravariant ones. Residuated operations are binary operations such that all of
their partial mappings1 are residuated mappings. Residuated lattices have been in-
troduced in the 1930s by Ward and Dilworth [34, 14] to investigate the ideal theory
of commutative rings with unit, see also Krull [28]. Examples of residuated lattices
include Boolean algebras, Relation algebras [27], Heyting algebras [26], comple-
mented semigroups [10], bricks [8], residuation groupoids [11], semiclans [9], Bezout
monoids [3], MV-algebras [13], BL-algebras [21], and lattice-ordered groups [2]; a
variety of other algebraic structures can be rendered as residuated lattices. Nowa-
days residuated lattices play a key-role, as algebraic semantics in the style of Blok
and Pigozzi [5], in the investigation of a large subclass of logics, called substruc-
tural logics [16]. The theory of substructural logics is a rapidly growing field and is
one of the most attracting research subjects of non-classical logics. Substructural
logics encompass among many others classical logic, intuitionistic logic, intermedi-
ate logics, many-valued logics, Lambek calculus, linear logic, and relevance logics
along with their non-commutative versions. Applications of substructural logics
and residuated lattices span across proof theory, algebra, and computer science.
Definition 1.1. An FLe-algebra is a structure
(X,∧,∨, ∗◦,→∗◦, t, f)
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1fa : X → X,x 7→ xa.
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2 SA´NDOR JENEI
such that (X,∧,∨) is a lattice2, (X,≤, ∗◦, t) is a commutative, residuated3 monoid4,
and f is an arbitrary constant. One defines the residual complement operation
by x′ = x→∗◦ f and calls an FLe-algebra involutive if (x′)′ = x holds. Call an
involutive FLe-algebra odd if the residual complement operation leaves the unit
element fixed, that is, t′ = t, and even if the unit element is the unique cover of its
residual complement. Denote the set of positive (resp. negative) elements of X by
X+ = {x ∈ X : x ≥ t} (resp. X− = {x ∈ X : x ≤ t}), and call the elements of
X+ different from t strictly positive. We call the FLe-algebra conic if all elements
of X are comparable with t. Algebras will be denoted by bold capital letters, their
underlying sets by the same regular letter unless otherwise stated. Commutative
residuated lattices are the f -free reducts of FLe-algebras.
Commutative residuated lattices with an involutive residual complement oper-
ation are of particular interest. Involutive commutative residuated lattices have
interesting symmetry properties [23] and, as a consequence, among this class beau-
tiful geometric constructions are available, which are lacking for general residuated
lattices. Furthermore, not only involutive commutative residuated lattices have
very interesting symmetry properties, but some of their logical calculi have impor-
tant symmetry properties, too.
In any involutive FLe-algebra
′ is an order reversing involution of the underlying
set, which has a single fixed point if the algebra is odd. Hence in odd involutive
FLe-algebras x 7→ x′ is somewhat reminiscent to a reflection operation across a
point, a symmetry. In this sense t′ = f means that the two constants, namely
t and f , are mutually the images of one another under the operation ′. Thus,
one extreme situation is the integral case, when t is the top element of X and
hence f is its bottom element. This case has been deeply studied in the literature
[1, 4, 6, 13, 19, 21, 26, 29]. The other extreme situation, when the two constants
are both “in the middle”, (i.e. t = f or t covers f) is a much less studied scenario.
Lack of algebraic results of this kind, some authors tried to establish category
equivalences instead to carry over the algebraic knowledge on integral structures
to non-integral ones, aiming to better understand substructural logics without the
weakening rule [17, 18]. Non-integral residuated structures and consequently, sub-
structural logics without the weakening rule, are far less understood at present than
their integral counterparts. Despite the extensive literature devoted to classes of
residuated lattices, there are still very few results that effectively describe their
structure, and many of these effective descriptions postulate, besides integrality,
the naturally ordered condition5, too [1, 13, 19, 21, 25, 29, 30, 32]. Involutive FLe-
chains are neither integral nor naturally ordered6, hence from a general viewpoint
our study contributes to the structural description of residuated lattices which are
neither integral nor naturally ordered.
2Sometimes the lattice operators are replaced by their induced ordering ≤ in the signature, in
particular, if an FLe-chain is considered, that is, if the ordering is linear.
3That is, there exists a binary operation →∗◦, called the residual operation of ∗◦, such that
x ∗◦ y ≤ z if and only if x→∗◦ z ≥ y. This equivalence is called adjointness condition, (∗◦,→∗◦) is
called an adjoint pair. Equivalently, for any x, z, the set {v | x ∗◦ v ≤ z} has its greatest element,
and x→∗◦ z, the residuum of x and z, is defined as this element: x→∗◦ z := max{v | x ∗◦ v ≤ z};
this is called the residuation condition.
4We use the word monoid to mean semigroup with unit element.
5Its dual notion is often called divisibility.
6Unless they are trivial.
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Prominent examples of odd involutive FLe-algebras are lattice-ordered abelian
groups [2] and odd Sugihara monoids. The former constitutes an algebraic seman-
tics of Abelian Logic [12, 31, 33] while the latter constitutes an algebraic semantics
of IUML∗, which is a logic at the intersection of relevance logic and many-valued
logic [17]. These two examples represent two extreme situations from another view-
point, too: There is a single idempotent element in any lattice-ordered abelian
group, whereas all elements are idempotent in any odd Sugihara monoid.
A representation theorem has been presented in [24] for those odd involutive
FLe-chains where the number of positive idempotent elements of the algebra is
finite. In the present paper we provide a representation theorem for both even
and odd involutive FLe-chains without assuming any constrains on the set of their
idempotent elements. While the construction in the group representation of [24]
is done by starting with a group and iteratively enlarging it by other groups until
the obtained structure becomes isomorphic to the given algebra, here we present a
structural description without referring to iteration. The main result of the paper
in Theorem 6.5 is that all even and odd involutive commutative residuated chains
can be obtained in a uniform manner using only linearly ordered abelian groups.
After some preliminaries, as an investigation into the structure of residuated
semigroups which are not necessarily linearly ordered, we establish a one-to-one
correspondence in Section 3 between odd commutative involutive residuated semi-
groups and those even commutative involutive residuated semigroups where the
residual complement of the unit element is idempotent. In Section 4 the bunch
construction is introduced: a family of linearly ordered abelian groups equipped
with certain projections are bunched together to form an odd or even involutive
FLe-algebra. Some examples are presented in Section 4.1. Then it is shown in
Section 5 that all even and odd involutive FLe-chains arise this way. Finally, in
Section 5 we eliminate the need for the projections by introducing the notion of
group representation and the partial lexicographic product construction for any
linearly ordered family of towers of linearly ordered abelian groups, and prove es-
sentially a one-to-one correspondence between bunch representations and groups
representations. This way all even and odd involutive FLe-chains will be shown to
possess a representation by using only towers of linearly ordered abelian groups.
All proofs are constructive. In particular, obtaining the bunch representation or
the group representation of any given odd or even involutive FLe-chain is done
constructively.
2. Preliminary Statements
Definitions and results in this section are from [24], with the exception of claim (8)
in Proposition 2.1. We include the proofs here to keep this paper self-contained.
Let (X,≤) be a poset. For x ∈ X define x↑ to be the unique cover of x if such
exists, and x otherwise. Define x↓ dually. Call ↓ and ↑ the neighbor operations of
(X,≤). If ′ is an order-reversing involution of X then it holds true that
(2.1) x′↑ = (x↓)′ and x′↓ = (x↑)′.
Let X = (X,∧,∨, ∗◦,→∗◦, t, f) be an involutive FLe-algebra. For x ∈ X let τ(x) =
x→∗◦ x, or equivalently, define τ(x) to be the greatest element of
Stabx = {u ∈ X | u ∗◦ x = x}.
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Proposition 2.1. Let X = (X,∧,∨, ∗◦,→∗◦, t, f) be an involutive FLe-algebra. The
following statements hold true.
(1) x→∗◦ y = (x ∗◦ y′)′,
(2) if t ≥ f then x ∗◦ y ≤ (x′ ∗◦ y′)′,
(3) if the algebra is conic and t ≤ f then y1 > y implies (x′ ∗◦ y′)′ ≤ x ∗◦ y1,
(4) τ(x) ∗◦ x = x and τ(x) ≥ t,
(5) u ∈ X+ is idempotent if and only if τ(u) = u,
(6) Range(τ) = {τ(x) : x ∈ X} is equal to the set of idempotent elements in
X+,
(7) if the order is linear then for x ∈ X+, τ(x) ≤ x holds.
(8) Assume X is odd or even. If τ(x1) = τ(y1) = t then x1 ∗◦ y1 > x ∗◦ y holds
whenever x1 > x and y1 > y.
Proof. (1) Using that ′ is an involution one obtains (x ∗◦ y′)′ = (x ∗◦ y′)→∗◦ f =
x→∗◦ (y′→∗◦ f) = x→∗◦ y (folklore).
(2) Next, (x ∗◦ y) ∗◦ (x′ ∗◦ y′) = [x ∗◦ (x→∗◦ f)] ∗◦ [y ∗◦ (y→∗◦ f)] ≤ f ∗◦ f ≤ t ∗◦ f = f ,
hence x ∗◦ y ≤ (x′ ∗◦ y′)→∗◦ f follows by adjointness.
(3) Since the algebra is involutive t′ = f holds. Since the algebra is conic, every
element is comparable with f , too. Indeed, if for any a ∈ X, a were not
compatible with f then since ′ is an order reversing involution, a′ were not
compatible with f ′ = t, which is a contradiction. Hence, by residuation,
y1 > (y
′)′ = y′→∗◦ f implies y1 ∗◦ y′ 6≤ f , that is, y1 ∗◦ y′ > f ≥ t using that
the algebra is conic. Therefore, (x ∗◦ y1)′ = (x ∗◦ y1)′ ∗◦ t ≤ (x ∗◦ y1)′ ∗◦y1 ∗◦ y′ =
(y1 ∗◦ (y1→∗◦ x′)) ∗◦ y′ ≤ x′ ∗◦ y′ follows by using (1).
(4) Since t ∗◦ x = x, τ(x) ≥ t follows by residuation.
(5) If u ≥ t is idempotent then from u∗◦u = u, u→∗◦u ≥ u follows by adjointness.
But for any z > u, u ∗◦ z ≥ t ∗◦ z = z > u, hence τ(u) = u follows. On the
other hand, τ(u) = u implies u ≥ t by claim (4), and also the idempotency
of u since u ∗◦ u = u ∗◦ τ(u) = u.
(6) If u > t is idempotent then claim (5) shows that u is in the range of τ . If u
is in the range of τ , that is τ(x) = u for some x ∈ X then if τ(τ(x)) = τ(x)
then it implies τ(u) = u, hence u is a positive idempotent element by
claim (5), and we are done. Hence it suffices to prove τ(τ(x)) = τ(x) for
all x. By claim (1), x→∗◦ x = τ(x) is equivalent to x∗◦x′ = τ(x)′. Hence,
τ(x)∗◦τ(x)′ = τ(x)∗◦(x∗◦x′) = (τ(x)∗◦x)∗◦x′ = x∗◦x′ = τ(x)′ follows, which is
equivalent to τ(τ(x)) = τ(x)→∗◦ τ(x) = τ(x).
(7) Since the order is linear, the opposite of the statement is τ(x) > x, but it
yields x ∗◦ τ(x) ≥ t ∗◦ τ(x) = τ(x) > x, a contradiction to claim (4).
(8) Since ∗◦ is partially-ordered, it suffices to prove x1 ∗◦y1 6= x∗◦y. By claim (2),
x∗◦y ≤ (x′ ∗◦ y′)′ holds, hence it suffices to prove x1 ∗◦y1 6≤ (x′ ∗◦ y′)′. Assume
the contrary. By adjointness we obtain (x′ ∗◦ x1) ∗◦ (y′ ∗◦ y1) ≤ f = t on the
one hand.
If the algebra is odd, we argue as follows: x1 > (x
′)′ impies x1 6≤ (x′)′, and
thus by adjointness x′ ∗◦ x1 6≤ f = t. Referring to τ(x1) = t the previous
claim ensures x1
′ ∗◦ x1 = t, and since x′ > x1′, by isotonicity x′ ∗◦ x1 ≥ t
follows. This and x′ ∗◦ x1 6≤ t imply x′ ∗◦ x1 > t. Analogously we obtain
y′ ∗◦ y1 > t. Therefore (x′ ∗◦ x1) ∗◦ (y′ ∗◦ y1) ≥ (x′ ∗◦ x1) ∗◦ t = x′ ∗◦x1 > t follows
on the other hand, a contradiction.
If the algebra is even, we argue as follows: x1 > (x
′)′ impies x1 6≤ (x′)′, and
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thus by adjointness x′ ∗◦ x1 6≤ f . Since the algebra is even, the unique cover
of f is t, therefore x′∗◦x1 ≥ t holds. Analogously we obtain y′∗◦y1 ≥ t. Thus
(x′ ∗◦ x1) ∗◦ (y′ ∗◦ y1) ≥ t ∗◦ t = t follows on the other hand, a contradiction.

Let X = (X,∧,∨, ∗◦,→∗◦, t, f) be an involutive FLe-algebra. For any positive
idempotent element u define
(2.2) Xu = {x ∈ X : τ(x) = u},
and call it the u-layer of X.
Proposition 2.2. Let X = (X,∧,∨, ∗◦,→∗◦, t, f) be an odd involutive FLe-algebra.
(1) The (X,∧,∨, ∗◦, t)-reduct of X is a lattice-ordered abelian group if and only
if ∗◦ is cancellative.7
(2) Xt is a nonempty subuniverse of a linearly ordered abelian group, its inverse
operation is the residual complement operation.
(3) If X is a chain then x1 ∗◦ y1 > x ∗◦ y holds whenever x1 > x and y1 > y.
(4) If X is a chain and A is an X-term which contains only the operations ∗◦,
→∗◦ and ′ then for any evaluation e of the variables of A into X, τ(e(A))
equals the maximum of the τ -values of the variables and constants of A
under e.
Proof. (1) Necessity is straightforward. Assume ∗◦ is cancellative. By residua-
tion, x∗◦x′ ≤ f holds, therefore by isotonicity of→∗◦ at its second argument,
x→∗◦ (x ∗◦ x′) ≤ x→∗◦f = x′ follows. By residuation x→∗◦ (x ∗◦ x′) ≥ x′ holds,
too, hence we obtain x→∗◦ (x ∗◦ x′) = x′ = x→∗◦ f = x→∗◦ t. By claim (1) in
Proposition 2.1, x ∗◦ (x ∗◦ x′)′ = x ∗◦ t′ follows, and cancellation by x implies
t = x ∗◦ x′.
(2) Every element in Xt has an inverse since τ(x) = x→∗◦ x = t is equivalent
to x ∗◦ x′ = t′ = t by claim (1) in Proposition 2.1.
(3) Since ∗◦ is partially-ordered, it suffices to prove x1∗◦y1 6= x∗◦y. By claim (2) in
Proposition 2.1, (x′ ∗◦ y′)′ ≥ x ∗◦ y holds, hence it suffices to prove x1 ∗◦ y1 >
(x′ ∗◦ y′)′. Assume the opposite, which is x1 ∗◦ y1 ≤ (x′ ∗◦ y′) →∗◦ f since
(X,≤) is a chain. By adjointness we obtain (x′ ∗◦ x1) ∗◦ (y′ ∗◦ y1) ≤ f = t.
From x1 > x = (x
′)′ = x′→∗◦ f , x′ ∗◦ x1 6≤ f follows by residuation, that is,
x′ ∗◦ x1 > f = t since (X,≤) is a chain. Analogously we obtain y′ ∗◦ y1 > t.
Therefore (x′ ∗◦ x1) ∗◦ (y′ ∗◦ y1) ≥ (x′ ∗◦ x1) ∗◦ t = x′ ∗◦ x1 > t follows, which is
a contradiction.
(4) First we claim τ(x) = τ(x′). Indeed, by claim (1) in Proposition 2.1,
τ(x) = x→∗◦ x = (x ∗◦ x′)′ = (x′ ∗◦ x′′)′ = x′→∗◦ x′ = τ(x′).
Next, we claim τ(x ∗◦ y) = max(τ(x), τ(y)). Indeed, τ(x ∗◦ y) ≥ τ(x) holds
since if u∗◦x = x then u∗◦(x ∗◦ y) = (u ∗◦ x)∗◦y = x∗◦y, that is, Stabx ⊆ Stabx∗◦y.
Assume τ(x∗◦ y) > max(τ(x), τ(y)) and let z ∈] max(τ(x), τ(y)), τ(x∗◦ y)](6=
∅) be arbitrary. Since τ assigns to x the greatest element of the stabilizer
set of x, therefore z > max(τ(x), τ(y)) implies that z does not stabilize
x or y, hence x < z ∗◦ x and y < z ∗◦ y follows by the isotonicity of ∗◦.
On the other hand, by claim (4) in Proposition 2.1, it holds true that
t ≤ τ(x) < z, and together with z ≤ τ(x ∗◦ y) it implies that z ∈ Stabx∗◦y.
7In the light of this statement, we shall (loosely) speak about subgroups of odd involutive
FLe-algebras in the sequel by meaning cancellative subalgebras.
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Hence (z ∗◦ x)∗◦ (z ∗◦ y) = ((x ∗◦ y) ∗◦ z)∗◦z = (x ∗◦ y)∗◦z = x∗◦y, a contradiction
to claim (3). This settles the claim.
By (1), any term which contains only the connectives ∗◦, →∗◦ and ′ can be
represented by an equivalent term using the same variables and constants
but containing only ∗◦ and ′. An easy induction on the recursive structure
of this equivalent term using the two claims above concludes the proof.

Let M = (M,≤, ∗◦) be a structure such that (M,≤) is a poset and (M, ∗◦) is a
commutative semigroup. Call c ∈ M a dualizing element8 of M, if (i) for x ∈ M
there exists x→∗◦ c9, and (ii) for x ∈M , (x→∗◦ c)→∗◦ c = x.
Proposition 2.3. If there exists a dualizing element c of M then ∗◦ is residuated
and its residual operation is given by x→∗◦ y = (x ∗◦ (y→∗◦ c))→∗◦ c.
Proof. z∗◦x ≤ y is equivalent to z∗◦x ≤ (y→∗◦ c)→∗◦c. By adjointness it is equivalent
to (z ∗◦ x) ∗◦ (y→∗◦ c) ≤ c. By associativity it is equivalent to z ∗◦ (x ∗◦ (y→∗◦ c)) ≤ c,
which is equivalent to z ≤ (x ∗◦ (y→∗◦ c)) →∗◦ c by adjointness. By residuation
x→∗◦ y = (x ∗◦ (y→∗◦ c))→∗◦ c follows. 
3. A Bridge between even and odd
This section is devoted to set a bridge between even and odd involutive FLe-
algebras. The unit-insertion construction will do one direction, and the subgroup-
splitting construction will do the other. Note that although the main result of
the paper in Theorem 6.5 is about chains, the scope of the main theorem of the
present chapter (Theorem 3.6) is the more general lattice-ordered setting. Besides,
the subgroup-splitting construction will be used in one of the main constructions
of the paper when constructing bunch algebras in Section 4, and the unit-insertion
construction will be used to extend the bunch representation of odd algebras to
even ones in Section 5.
Definition 3.1. Let Y = (Y,∧,∨, ?,→?, t, f) be an even involutive FLe-algebra
with residual complement ′
?
. Let X = Y ∪ t for some t /∈ X and extend the lattice
ordering ≤ of Y to X by letting x < t < y for x ≤ f and y ≥ t. Extend ′? and ?
from Y to X by
x′ =
{
x′
?
if x 6= t
t if x = t
,
x ∗◦ y = x ? y for x, y ∈ Y , t ∗◦ x = x ∗◦ t = x for x ∈ X ∪ {t}. Let x→∗◦ y = (x ∗◦ y′)′
10. Finally, let the unit-insertion algebra of Y be given by
X = (X,∧,∨, ∗◦,→∗◦, t, t′).
The following is easy to see:
Proposition 3.2. The unit-insertion algebra of any even involutive FLe-algebra is
an odd involutive FLe-algebra.
8Dualizing elements are defined in residuated structures in the literature, see e.g. [16, Section
3.4.17.].
9That is, the exists the greatest element of the set {z ∈M | x ∗◦ z ≤ c}.
10We shall shortly see in (3.1) that also →∗◦ is an extension of →?.
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Proof. Adapt the notation of Definition 3.1. It is straightforward to see that ≤
is a lattice ordering on X, ′ is an order reversing involution, t′ = t, that t is
the unit element of ∗◦, and that ∗◦ is commutative and associative. For x ∈ Y , by
monotonicity of ?, x?f ≤ x?t = x holds, thus x∗◦f ≤ x∗◦t ≤ x∗◦ t holds, too. Since
t is the unit element for ∗◦, also t ∗◦ f ≤ t ∗◦ t ≤ t ∗◦ t holds. Therefore, ∗◦ is isotone.
Since x ∗◦ y = t holds only if x = y = t, for x ∈ Y , {z ∈ X : x ∗◦ z ≤ t} = {z ∈
X : x ∗◦ z ≤ f} holds thus implying x→∗◦ t = x→? f for x ∈ Y , and the existence
of x→∗◦ y for x ∈ Y and y ∈ X along with
(3.1) x→∗◦ y = x→? y for x, y ∈ Y .
For y ∈ X, t→∗◦ y exists and is equal to y since t is the unit element for ∗◦. In
addition, y = (t ∗◦ y′)′. Summing up, ∗◦ is residuated and its residual operation is
equal to →∗◦. As a particular case, for x ∈ X, x→∗◦ t is equal to x′. 
In groups the unit element has two different roles to play. It serves as the unit
element of the multiplication, and also the product of any element by its inverse
is equal to it. We shall split the unit element into two elements, each inherits a
single role of the two. As an example, the split-unit algebra of the one-element
group will be the two-element Boolean algebra. The following construction works
not only for lattice-ordered groups, but also for odd involutive FLe-algebras, and
not only the unit element, but in fact any subgroup of it can be split. Summing
up, by splitting and thus “doubling” a subgroup of an odd involutive FLe-algebra
we obtain an even involutive FLe-algebra, as described in
Definition 3.3. Let X = (X,∧,∨, ∗◦,→∗◦, t, t) be an odd FLe-algebra with residual
complement ′, and let H = (H,∧,∨, ∗◦,→∗◦, t, t) be a subgroup of it11. Let Y = X∪H˙
where H˙ is a copy of H disjoint from X. Extend the lattice ordering ≤ of X to Y
by letting for a ∈ H, x ≤ a˙ ≤ y for x ∈ {z ∈ Y : z < a} and y ∈ {z ∈ Y : a ≤ z}.
Let a unary operation ′
?
on Y be given by
(3.2) x′
?
=

x′ if x ∈ X \H
˙(a′) if x = a ∈ H
a′ if x = a˙ ∈ H˙
,
and modify the product ∗◦ of X to a product ? on Y by setting
(3.3) x ? y =

x ∗◦ y if x, y ∈ X except if x, y ∈ X \H, x ∗◦ y ∈ H
˙(x ∗◦ y) if x, y ∈ X \H, x ∗◦ y ∈ H
x ∗◦ a if x ∈ X \H, y = a˙ ∈ H˙
˙(x ∗◦ a) if x ∈ H, y = a˙ ∈ H˙
˙(a ∗◦ b) if x = a˙, y = b˙, x, y ∈ H˙
and by defining the missing cases so that ? becomes commutative. Let x→? y =
(x ? y′
?
)
′?
. Finally, let the split-algebra of X with respect to its subgroup H (shortly,
the H-split of X12) be given by
Y = (Y,∧,∨, ?,→?, t, t˙).
Remark 3.4. Adapt the notation of Definition 3.3. For any x ∈ H˙ (that is, x = y˙
for some y ∈ H), y ? t˙ = x. Indeed, y ? t˙ = ˙(y ∗◦ t) = y˙ = x.
11A cancellative subalgebra by claim (1) in Proposition 2.2.
12If H is the trivial group then we call Y the split-unit algebra of X.
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Proposition 3.5. Any split-algebra of any odd FLe-algebra is an even FLe-algebra
in which the residual complement of its unit element is idempotent.
Proof. Adapt the notation of Definition 3.3. By the second row of (3.2), t′
?
= ˙(t′) =
t˙, and t˙ is idempotent by the last row of (3.3). It is straightforward to see that ≤ is
a lattice ordering on Y , a is the unique cover of a˙ for a ∈ H, (in particular, t is the
unique cover of t˙) ? is commutative, and that t is the unit element of ?. Note that
the definition of ≤ on Y yields a˙ = a↓ < a for a ∈ H 13. Thus, ? is non-decreasing,
and ′
?
is an order reversing involution by (2.1).
To prove that ? is residuated, and that
(3.4) x→? y = (x ? y′
?
)
′?
,
by Proposition 2.3 it suffices to verify that t˙ is a dualizing element of (Y,≤, ?).
Since ′
?
is an order reversing involution, it suffices to verify that that x→? t˙ exists
and is equal to x′
?
. It amounts to verifying only three cases. (i) If x ∈ H then
x′
?
= ˙(x′) ∈ H˙ and x?x′? = x? ˙(x′) = ˙(x ∗◦ x′) = t˙ (in the last equality we used that
H is a subgroup, hence x′ is the inverse of x). On the other hand, for z > x′
?
it
follows that z ≥ x′ and hence x?z ≥ x?x′ = x∗◦x′ = t > t˙. Therefore, by residuation,
x→? t˙ exists and is equal to x′
?
. (ii) If x ∈ H˙ then x = y˙ for some y ∈ H and
x′
?
= y′ = (x↑)′ = x′↓ > x′. We obtain x ? x′
?
= y˙ ? y′ = ˙(y ∗◦ y′) = t˙. On the other
hand, for z > x′
?
it follows that z ≥ x′ and hence x?z ≥ y˙ ?x′ = ˙(y ∗◦ x′) = ˙(y ∗◦ y′↑).
Here y ∗◦ y′↑ > t holds by residuation using y′↑ > y′, hence x ? z > t˙ follows. (iii)
Finally, if x ∈ X \ H then x′? = x′ ∈ X \ H. The case x ? x′? = x ? x′ ∈ H
leads to x ? x′
?
= x ? x′ = ˙(x ∗◦ x′) ≤ t˙, whereas if x ? x′? = x ? x′ ∈ X \ H then
x ? x′
?
= x ? x′ = x ∗◦ x′ ≤ t, but due to x ? x′? ∈ X \ H and t ∈ H equality
cannot hold, hence here too, x ? x′
? ≤ t˙ follows. On the other hand if z > x′?
then x ? z ≥ ˙(x ∗◦ z) > t˙ holds by the first three rows of (3.3) and by residuation,
respectively.
As for the associativity of ?, first notice that
(3.5) H ∗◦ (X \H) ⊆ X \H.
Indeed, let x ∈ H and y ∈ X \H. Since H ? (X \H) = H ∗◦ (X \H) ⊆ X ∗◦X = X
holds, the opposite of the statement is x ∗◦ y ∈ H, but it would imply y = x−1 ∗◦
(x ∗◦ y) ∈ H∗◦H = H, a contradiction. Using it, a tedious but easy verification shows
the associativity of ? by checking as many as 23 cases. Another proof which is less
elementary but provides the insight about why ? is associative goes as follows. By
Definition 3.3, x→? c (3.4)= (x ? c′
?
)
′?
=
(x ∗◦ c′? )′
?
= (x ∗◦ c′? )′ = (x ∗◦ c′)′ if c′? ∈ X \H, x ∈ X except if x ∈ X \H and x ∗◦ c′? ∈ H
(x ∗◦ c′? )′
?
= (x ∗◦ c′? )′ = (x ∗◦ a′)′ if c′? ∈ H (equiv. c = a˙ ∈ H˙), x ∈ X(
˙(x ∗◦ c′? )
)′?
=
(
˙(x ∗◦ c′)
)′?
= (x ∗◦ c′)′ if x, c′? ∈ X \H, x ∗◦ c′? ∈ H
(x ∗◦ a)′
? (3.5)
= (x ∗◦ a)′ if x ∈ X \H, c′? = a˙ ∈ H˙(
˙(x ∗◦ a)
)′?
= (x ∗◦ a)′ if x ∈ H, c′? = a˙ ∈ H˙(
˙(a ∗◦ b)
)′?
= (a ∗◦ b)′ if x = a˙, c′? = b˙, x, c′? ∈ H˙
,
13Let ↓ and ↑ denote the neighbor operations in Y .
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and thus x→? c = ϕ(x)→∗◦ ϕ(c) readily follows by (2.1) and claim (1) in Proposi-
tion 2.1, where
(3.6) ϕ : Y → X is given by ϕ(x) = x if x ∈ X, and ϕ(x˙) = x if x˙ ∈ H˙.
Therefore,
(3.7) (x→? c)→? c = (ϕ(x)→∗◦ ϕ(c))→∗◦ ϕ(c)
holds, since (x→? c)→? c = ϕ(ϕ(x)→∗◦ ϕ(c))→∗◦ϕ(c) = ϕ((ϕ(x) ∗◦ ϕ(c)′)′)→∗◦ϕ(c),
and the latest is equal to (ϕ(x) ∗◦ ϕ(c)′)′ →∗◦ ϕ(c) = (ϕ(x)→∗◦ ϕ(c))→∗◦ ϕ(c) using
that ϕ is the identity map on X.
By [23, Proposition 3] it holds true that the operation of any commutative resid-
uated groupoid is associative if and only for any c in its universe, the inherited
product operation of its c-quotient is associative. Our final aim is to show that
the product operation on the c-quotient of (Y, ?,→?) is the same as the product
operation on the ϕ(c)-quotient of (X, ∗◦,→∗◦), thus the associativity of ∗◦ implies the
associativity of ?, and we are done. Stated it more formally, we need to verify that
the operations ?c and ∗◦c over Y given by x ?c y = xc ? yc
c
and x ∗◦c y = xc ∗◦ yc
c
,
where x
c
stands for (x→? c)→?c and x
c
stands for (ϕ(x)→∗◦ ϕ(c))→∗◦ϕ(c), coincide:
x ?c y = x
c ? yc
c
= {[((x→? c)→? c) ? ((y→? c)→? c)]→? c}→? c
(3.7)
= {[((ϕ(x)→∗◦ ϕ(c))→∗◦ ϕ(c)) ? ((ϕ(y)→∗◦ ϕ(c))→∗◦ ϕ(c))]→? c}→? c
(3.7)
= {ϕ[((ϕ(x)→∗◦ ϕ(c))→∗◦ ϕ(c)) ? ((ϕ(y)→∗◦ ϕ(c))→∗◦ ϕ(c))]→∗◦ ϕ(c)}→∗◦ ϕ(c)
By the first two lines of (3.3) and the definition of ϕ,
ϕ[((ϕ(x)→∗◦ ϕ(c))→∗◦ ϕ(c)) ? ((ϕ(y)→∗◦ ϕ(c))→∗◦ ϕ(c))] is equal to
ϕ[((ϕ(x)→∗◦ ϕ(c))→∗◦ ϕ(c)) ∗◦ ((ϕ(y)→∗◦ ϕ(c))→∗◦ ϕ(c))], hence x ?c y = x ∗◦c y.

Theorem 3.6. For an even involutive FLe-algebra Y = (Y,∧,∨, ?,→?, t, f)14, Y
is an H-split of an odd FLe-algebra X if and only if f is idempotent.
If so, then X = (X,∧, ∨˙, ∗◦,→∗◦, t, t) is given by
X = Y \ H˙ where H = {x ∈ Y : x ? f < x}, H˙ = {x ? f : x ∈ H}, and
∨˙, ∗◦, and →∗◦ are defined by (3.9), (3.10), and (3.11), respectively.
Proof. If Y is the H-split of X then Y is an even involutive FLe-algebra and f = t˙
is idempotent by Proposition 3.5.
Conversely, assume the idempotency of f . Let H = {x ∈ Y : x ? f < x}, denote
x˙ = x ? f for x ∈ H, let H˙ = {x˙ : x ∈ H} and X = Y \ H˙.
(1) Any element x of H is invertible, that is, x?x′
t
= t holds, where the inverse
is given by
x′
t
= x→? t.
Indeed, t ≥ x ? (x→? t) = x ? x′
t
= x ? (x ? t′
?
)
′?
= x ? (x ? f)
′? 6≤ f , where
the latest step holds by residuation since x ∈ H, that is x ? f < x, and it
implies (x ? f)
′?
> x′
?
. Since t covers f , x ? x′
t
= t follows.
(2) For h ∈ H, τ(h) = t. Indeed, it is immediate form the previous point.
(3) H ∩ H˙ = ∅. Indeed, if x ∈ H˙, that is, x = y ? f for some y ∈ H then
x ? f = (y ? f) ? f = y ? (f ? f) = y ? f = x ensures x /∈ H.
14We denote the residual complement operation of Y by ′
?
.
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(4) t ∈ H ⊆ X. Indeed, H ⊆ X readily follows from claim (3), hence it holds
true that
(3.8) Y = (X \H) ·∪H ·∪ H˙.
It holds true that t ∈ H because of t ? f = f < t.
(5) Next we state h˙ = h↓ < h for h ∈ H. Indeed, the assumption h ? f < z <
h ? t = h would yield f = (h′
t
? h) ? f = h′
t
? (h ? f) < h′
t
? z < h′
t
? h = t,
a contradiction to t covering f (equality in place of any of the inequalities
would lead to a contradiction when multiplying both sides by h).
(6) For h ∈ H and y ∈ (X \H) ∪ H˙ it holds true that
h˙ ? y = h ? y.
Indeed, (X \H) ∪ H˙ = Y \H holds by claim (3), therefore y ? f = y. We
obtain h ? y = h ? (y ? f) = (h ? f) ? y = h˙ ? y, as stated.
(7) For h ∈ H, h′t ∈ H. Indeed, h′t /∈ H using claim (6) would imply h ? h′t =
h˙ ? h′
t
and in turn h = t ? h = (h ? h′
t
) ? h = (h˙ ? h′
t
) ? h = h˙ ? (h′
t
? h) =
h˙ ? t = h˙, a contradiction to claim (5).
The following product table holds true15, see Table 1.
Table 1.
? y ∈ X \H l ∈ H l˙ ∈ H˙
x ∈ X \H ∈ (X \H) ∪ H˙ ∈ X \H x ? l ∈ X \H
h ∈ H ∈ (X \H) ∈ H ˙(h ? l) ∈ H˙
h˙ ∈ H˙ h ? y ∈ X \H ˙(h ? l) ∈ H˙ ˙(h ? l) ∈ H˙
?(2,2): It holds true that (h ? l) ? f = (h ? l) ? (f ? f) = (h ? f) ? (l ? f). To conclude
by (h ? f)?(l ? f)< h?l using the diagonal strict increase of ? (claim (8) in Proposi-
tion 2.1), it suffices to prove τ(h?f) = t (the proof of τ(l ? f) = t is analogous). By
(3.1), the residuum of two elements from Y remains the same in the unit-insertion
algebra. In the unit-insertion algebra (equipped with τ ), however, one can apply
claim (4) in Proposition 2.2, and thus τ(h ? f) = τ (h ? f) = max(τ (h), τ (f)) =
max(τ(h), τ(f)). Now, τ(h) = t holds, since h is invertible by claim (1). By
claim (1) in Proposition 2.1, τ(f) = f →? f = (f ? f ′
?
)
′?
= (f ? t)
′?
= f ′
?
= t, so
we are done.
?(2,3): h ? l˙ = h ? (l ? f) = (h ? l) ? f
?(2,2)
= ˙(h ? l) ∈ H˙.
?(3,3): h˙ ? l˙ = (h ? f) ? (l ? f) = (h ? l) ? (f ? f) = (h ? l) ? f
?(2,2)
= ˙(h ? l) ∈ H˙.
?(1,2): By (3.8) the opposite of the statement is x ? l ∈ H ∪ H˙. Then, by claims (1)
and (7), x = x ? t = x ? (l ? l′
t
) = (x ? l) ? l′
t ∈ (H ∪ H˙) ? H ⊆ H ∪ H˙ follows using
?(2,2) and ?(2,3), a contradiction to (3.8).
?(1,3): It follows from claim (6) and ?(1,2).
15We shall refer to the (i, j) cell of this product table by ?(i,j)
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?(1,1): Since t ∈ H by (4), y = y ? t = y ? t˙ = y ? f because of ?(1,3). Hence
x?y = x? (y ? f) = (x ? y)?f follows. If x?y were an element of H then (x ? y)?f
would be smaller than x ? y, contradiction.
Next we prove that X = (X,∧, ∨˙, ∗◦,→∗◦, t, t) is an odd FLe-algebra, where
(3.9) x∨˙y =
{
x ∨ y if x ∨ y ∈ X
(x ∨ y)↑ if x ∨ y ∈ H˙ ,
(3.10) x ∗◦ y =
{
x ? y if x ? y /∈ H˙
(x ? y)↑ = h if x ? y = h˙ ∈ H˙ ,
and
(3.11) →∗◦ is the residual operation of ∗◦.
(X,∧, ∨˙) is a lattice. Indeed, all elements of H˙ are meet-irreducible because of (5),
hence X is closed under the meet operation ∧. Commutativity of ∨˙ is straightfor-
ward, and using (5) a moment’s reflection shows that ∨˙ is associative, too, and the
absorption law holds for ∨˙ and ∧. Commutativity of ∗◦ is straightforward. X is
closed under ∗◦ since (x?y)↑ ∈ H if x?y ∈ H˙ by claim (5), and since t ∈ H (c.f. the
proof of ?(1,1)), by claim (4), t ∈ X follows. Since t ∈ H, ?(2,1) and ?(2,2) show that
the first row of (3.10) applies when computing x ∗◦ t, and thus t is the unit element
for ∗◦ over X since it is the unit element for ? over Y .
As for the associativity of ∗◦, notice that ?(1−3,2−3) readily yields that ϕ (as given in
(3.6)) commutes with the monoidal operations of (Y, ?) and (X, ∗◦). Hence, (X, ∗◦)
being the homomorphic image of a semigroup, is a semigroup.
Next we prove that ∗◦ is residuated. Indeed, for x, y ∈ X,
x→∗◦y = max{z ∈ X : x∗◦z ≤ y} (3.10)=
{
max{z ∈ X : x ? z ≤ y} if x ? z /∈ H˙
max{z ∈ X : (x ? z)↑ ≤ y} if x ? z ∈ H˙ .
If x ? z ∈ H˙ then since y ∈ X, (x ? z)↑ ≤ y holds if and only if x ? z ≤ y holds by
claim (5). Therefore, x→∗◦ y = x→? y.
Involutivity of ′
t
is seen as follows. We will verify that
(3.12) x′
t
= x′
?
↑ if x ∈ H, and x′
t
= x′
?
if x ∈ X \H.
This, combined with (2.1) and that x′
t ∈ H if and only if x ∈ H (shown by claims (7)
and (1)) concludes the proof of the statement. Clearly, x′
t
= x→? t ≥ x→? f = x′
?
.
Let x ∈ H. Assume that there exits a ∈ X such that x′t > a > x′? . Then
x′
t
= x→? t = (x ? t′
?
)
′?
= (x ? f)
′?
> a > x′
?
, and hence x ? f < a′
?
< x, a
contradiction to claim (5). Let x ∈ X \H. If x′t > x′? then, as above, x ? f < x
follows, a contradiction to x /∈ H.
Finally, X is clearly odd, since the constant which defines the involution ′
t
is the
unit element.
Next we prove that H = (H, ?, t) is a subgroup of X. Indeed, H is closed under ?,
shown by ?(2,2), t ∈ H holds by (4), and it has an inverse operation ′
t
, see claims (1)
and (7). Therefore H is a group. It is a subgroup of X by claim (4).
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Finally, we prove that Y is the H-split of X. Indeed, the universe is as expected,
see (3.8). The elements of H˙ are just below the respective elements of H, as they
should be, see (5). The residual complement is as expected:
: If x ∈ X \H then x′? (3.12)= x′t .
: If x ∈ H then x′? (3.12)= (x′t )↓.
: Here (x′
t
)↓ ∈ H˙ holds by claim (5), so finally, using the involutivity of ′
t
,
shown in (3.12), its inverse is also in the form of (x′
t
)↓, thus x′
?
= (x′
t
)↓
holds for x ∈ H˙.
Finally we verify that ? is the product of the H-split of X, as given in (3.3).
: Let x, y ∈ X such that it is not the case that x, y ∈ X \H and x ∗◦ y ∈ H.
Then x ? y
(3.10)
= x ∗◦ y.
: Let x, y ∈ X \H, x ∗◦ y ∈ H. Then x ? y (3.10)= ˙(x ∗◦ y).
: Let x ∈ X \H, y = a˙ ∈ H˙. Then x?y = x? (a ? f) = (x ? f)?a = x?a (3.10)=
x ∗◦ a.
: Let x ∈ H, y = a˙ ∈ H˙. Then x?y = x?(a ? f) = (x ? a)?f (3.10)= (x ∗◦ a)?f =
˙(x ∗◦ a)
: Let x = a˙, y = b˙, x, y ∈ H˙. Then x ? y = (a ? f) ? (b ? f) = (a ? b) ?
(f ? f)
(3.10)
= (a ∗◦ b) ? f = ˙(a ∗◦ b).

4. Bunch Algebras
In this section we introduce a construction in Definition 4.1 which constructs
even or odd involutive FLe-chains, as shown in Theorem 4.3.
Definition 4.1. Let (κ,≤κ) be a linearly ordered set with least element t, κ+ =
κ \ {t}, κI ⊆ κ+, κJ = κ+ \ κI , and let κ = 〈κI , κJ , {t}〉 denote this partition of κ
as an ordered triple. For each u ∈ κ, let a linearly ordered abelian group
Gu
with unit element u be given16. For
u ∈ κI : let
Gu = (Xu,≤u, ∗◦u,→∗◦u , u, u˙)
be the split-algebra of Gu with respect to a subgroup Hu of it. If
u ∈ κJ : then we need to assume that the order topology of Gu is the discrete
topology17, and we define
Gu = (Xu,≤u, ∗◦u,→∗◦u , u, u)
to be the cancellative odd involutive FLe-chain induced by Gu.
18 For
u = t: there are three options depending on which kind of algebra we want to
construct:
16We denote the residual complement in Gu by ′
u
and the neighbor operations by ↓u and ↑u .
17In other words, each element x of Gu has its closest neighbors, that is, x↓u <u x <u x↑u .
Another wording is that Gu is discretely ordered.
18 Note that u′
u
= u↓u < u holds if u ∈ κI , whereas u′
u
= u holds if u ∈ κJ .
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• (Constructing an odd algebra, connected case19)
(O): If we want to construct an odd algebra then let
Gt = (Xt,≤t, ∗◦t,→∗◦t , t, t)
be the cancellative odd involutive FLe-chain induced by Gt.
• (Constructing an even algebra, disconnected case20)
(EId): If we want to construct an even algebra where the residual
complement of its unit element is idempotent then we treat t as
if it were an element of κI : We let
Gt = (Xt,≤t, ∗◦t,→∗◦t , t, t˙)
be the Ht-split of Gt with respect to a subgroup Ht of it.
(EnId): If we want to construct an even algebra where the residual
complement of its unit element is not idempotent then we treat
t as if it were an element of κJ : We assume that Gt is discretely
ordered, and let
Gt = (Xt,≤t, ∗◦t,→∗◦t , t, t).
be the cancellative odd involutive FLe-chain induced by Gt.
For u ∈ κ, we will denote the residual complement operation of Gu 21 by x′
u
.
Clearly, in all cases the falsum constant of Gu is equal to u
′u . Therefore, for u ∈ κ
we may write Gu is a unified way as
Gu = (Xu,≤u, ∗◦u,→∗◦u , u, u′
u
).
Let
X =
⋃˙
u∈κXu,
and a unary operation ′ be given22 on X by
(4.1)
x′ =
{
x′
u
if x ∈ Xu and either u ∈ κI , or u = t & case (O) or (EId) holds
x′
u
↓u if x ∈ Xu and either u ∈ κJ , or u = t & case (EnId) holds
.
Assume that for u, v ∈ κ and u ≤κ v, given are homomorphisms ρu→v from the
ordered monoid reduct (Xu,≤u, ∗◦u, u) of Gu to the ordered monoid reduct (Xv,≤v
, ∗◦v, v) of Gv satisfying the following properties:
(I) ρu→v(u′) = v for u <κ v (reunite the splitted elements),
(II) ρu→u = idXu (projection to its own universe),
(III) ρv→w ◦ ρu→v = ρu→w for u ≤κ v ≤κ w (projection to a higher universe),
(IV) ρu→v(x′) = ρu→v(x)′↑v >v ρ
u→v(x)′ (compatibility with the ′).
In other words, we assume that for u ∈ κ, given are mappings ρu : X → X 23
satisfying the following properties: For u, v, w ∈ κ and w ≤κ v <κ u,
19The set of positive elements of the resulting algebra X and its complement will share the
element t, hence the naming connected.
20The set of positive elements of the resulting algebra X and its complement will be disjoint.
21The residuum of x and the respective falsum constant: x 7→ x→∗◦u u˙ in the subgroup split
cases (u ∈ κI and (EId)) and x 7→ x→∗◦u u in the other cases.
22We say that in the second line of (4.1) the residual complement operation of Xu was “shifted
by one”. This shift will smoothen out the difference which is described in footnote 18, see (4.4).
23For u ≤κ v let ρu be the identity mapping on Xv , and for u >κ v let ρu = ρv→u. Conversely,
let ρv→u be the restriction of ρu to Xv .
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(P1) if x, y ∈ Xv and x ≤v y then ρu(x) ≤u ρu(y) (preservation of the
orderings),
(P2) if x, y ∈ Xv then ρu(x ∗◦v y) = ρu(x) ∗◦u ρu(y) (preservation of the
products),
(P3) ρu(v) = u (preservation of the unit elements),
(P4) ρu(v
′) = u (reunite the splitted elements),
(P5) if x ∈ Xu then ρu(x) = x (projection to its own universe),
(P6) for x ∈ Xw, ρu(ρv(x)) = ρu(x) holds (projection to a higher universe),
(P7) if x ∈ Xv then ρu(x′) = ρu(x)′↑u >u ρu(x)′ 24 (compatibility with the ′).
In order to shorten notation, we define a commutative semigroup operation · on κ
by setting uv = u ∨ v. For x ∈ Xu and y ∈ Xv let
(4.2) x ≤ y iff
 u = v and x ≤u yu <κ v and ρv(x) ≤v y
u >κ v and x <u ρu(y)
.
x ∗◦ y = ρuv(x) ∗◦uv ρuv(y), 25
x→∗◦ y = (x ∗◦ y′)′.
Finally, let
(4.3) X = (X,≤, ∗◦,→∗◦, t, t′)
and call X the (connected or disconnected) bunch algebra of the family 〈Gu,Hu, ρu〉κ
of linearly ordered abelian groups with projections.
Remark 4.2. Note the following:
(1) κ became a subset of X+, since for u ∈ κ, u ∈ Xu.
(2) For u 6= t it holds true that
(4.4) u′ = u↓u <u u.
Indeed, if u ∈ κI then u′ = u′
u
= u↓u <u u holds in the split-algebra Gu,
whereas if u ∈ κJ then u′ = u′
u
↓u = u↓u , since u
′u = u holds in Gu, and
u↓u < u since Gu is discretely ordered. For the same reason (4.4) holds for
u = t, too, if X is of even.
(3) Even if Gv is a split-algebra of Gv then for v <κ u, the restriction of ρ
v→u
to only the elements of Gv uniquely determines ρ
v→u. Indeed, for any
x = y˙, it holds true by Remark 3.4 that y ∗◦v v˙ = x, and hence ρv→u(x) =
ρv→u(y∗◦v v˙) = ρv→u(y)∗◦uρv→u(v˙) = ρv→u(y)∗◦uρv→u(v′) = ρv→u(y)∗◦uu =
ρv→u(y). Although seemingly the reunite the splitted elements property
should rather be coined as reunite the splitted unit, the above argument
explains its name.
(4) The previous argument also shows that for u ≤κ v, Im(ρu→v), the image
of ρu→v is a group (a subgroup of Gu). Indeed, ρu→v(Gu) = ρu→v(Gu) =
Gu/Ker(ρ
u→v) ≤ Gv holds by the first isomorphism theorem. Therefore,
Im(ρv) (being the union of groups) is a group (a subgroup of X).
(5) ≤ extends not only the ≤u’s but also ≤κ. Indeed, if u, v ∈ κ and v ≤κ u
then either by (P5) or by (P3) ρu(v) = u holds, thus by (4.2) v ≤ u.
24By (4.1) ρu(x)′ is in Xu, so ρu(x)′↑u is well defined.
25A more transparent but less compact alternative definition for ∗◦ is in (4.5).
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(6) For x ∈ Xu and y ∈ Xv
(4.5) x ∗◦ y =
 x ∗◦u y if u = vρv(x) ∗◦v y if u <κ v
x ∗◦u ρu(y) if u >κ v
,
Indeed, using (P5), the second and the third rows of (4.5) are equal to
ρv(x) ∗◦v ρv(y) and ρu(x) ∗◦u ρu(y), respectively, and using (P6) and (P2)
reveals the equivalence between (4.5) and the original definition for ∗◦.
(7) ∗◦ extends not only the ∗◦u’s but also ·. Indeed, if u, v ∈ κ and v <κ u then
u ∗◦ v = u ∗◦u ρu(v), and by (P3) it is equal to u ∗◦u u, which is equal to u
since u is the unit element for ∗◦u.
Theorem 4.3. Adapt the notation of Definitoin 4.1. X is an odd or even FLe-
chain in the connected or disconnected case, respectively.
Proof. First we prove a few propositions:
Proposition 4.4. ≤ is a total ordering on X.
Proof. Indeed, reflexivity of ≤ follows from the reflexivity of ≤u’s. As for the
antisymmetry of ≤, assume x ≤ y and y ≤ x for some x, y ∈ X. If x, y ∈ Xu for
some u ∈ κI then x = y follows from the antisymmetry of ≤u. Thus, we may safely
assume x ∈ Xu, y ∈ Xv and v <κ u. Then x ≤ y entails x <u ρu(y) and y ≤ x
entails ρu(y) ≤u x, a contradiction. To verify that ≤ is total we proceed as follows.
Without loss of generality we may assume Xu 3 x 6= y ∈ Xv and u ≤κ v. If u = v
then we are done since ≤ extends ≤u and ≤u is total. If u <κ v then the cases
x < y and y < x are equivalent to ρv(x) ≤v y and y <v ρv(x), respectively, so we
are done since one of the latest two inequalities must hold due to the linearity of
≤v. Finally, we prove the transitivity of ≤. It suffices to prove the transitivity of
<. Referring to (P5), (P6), and (P1), a moment’s reflection shows that
x < y iff
{
ρuv(x) <uv ρuv(y) or
u <κ v and ρuv(x) = ρuv(y)
.
Let x ∈ Xu, y ∈ Xv, z ∈ Xw, and assume x < y and y < z. From x < y
it follows that ρuv(x) ≤uv ρuv(y), hence by (P1) ρuvw(x) ≤uvw ρuvw(y) holds.
Analogously we obtain ρuvw(y) ≤uvw ρuvw(z), hence ρuvw(x) ≤uvw ρuvw(z) follows
by the transitivity of≤uvw. Therefore either ρuvw(x) <uvw ρuvw(z) and we conclude
x < z, or ρuvw(x) = ρuvw(z). The latter implies ρuvw(x) = ρuvw(y) = ρuvw(z), and
also u <κ v and v <κ w. Therefore, by the transitivity of <κ, u <κ w follows and
thus x < z. 
Proposition 4.5. (X, ∗◦, t) is a commutative monoid.
Proof. Commutativity of ∗◦ is straightforward. Let x ∈ Xu, y ∈ Xv, z ∈ Xw. Then
(x ∗◦ y)∗◦z = (ρuv(x) ∗◦uv ρuv(y))∗◦z, and the latest is equal to ρuvw (ρuv(x) ∗◦uv ρuv(y))∗◦uvw
ρuvw(z) since ρuv(x) ∗◦uv ρuv(y) ∈ Xuv. By (P2) and by the idempotency of ·, the
latest is equal to [ρuvw(x) ∗◦uvw ρuvw(y)]∗◦uvwρuvw(z). An analogous argument shows
that x ∗◦ (y ∗◦ z) is equal to ρuvw(x) ∗◦uvw [ρuvw(y) ∗◦uvw ρuvw(z)], and hence associa-
tivity of ∗◦uvw ensures the associativity of ∗◦. The unit element is t since for x ∈ Xu,
t ∗◦ x = ρu(t) ∗◦u x = u ∗◦u x = x holds by either (P5) or (P3), and using that u is the
unit element of Gu. 
Proposition 4.6. ′ is an order reversing bijection on X.
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Proof. Clearly, for u ∈ κ, Xu is closed under ′, and ′ is of order 2; in the second
row of (4.1) Gu is discretely ordered and we use (2.1).
Since ′ is of order 2, ′ is a bijection, thus it suffices to prove that ′ is order
reversing. Let x, y ∈ X, x ∈ Xu, and y ∈ Xv. We shall prove that x ≤ y is
equivalent to y′ ≤ x′.
-: If u <κ v then x ≤ y is equivalent to ρv(x) ≤v y which is equivalent to
y′
v ≤v ρv(x)′
v
since ′
v
is order reversing on Xv. It cannot be the case that v = t since
t ≤ u < v holds. If v ∈ κI then y′
v ≤v ρv(x)′
v
is equivalent to Xv 3 y′
v
=
y′ ≤v ρv(x)′ by (4.1). Using (P7) it is equivalent to y′ <v ρv(x′) which
is equivalent to y′ ≤ x′. Finally, if v ∈ κJ then by (4.1) y′
v
= y′↑v , and
y′↑v >v y
′ holds since Gv (and hence also Gv) is discretely ordered. For
the same reason, ρv(x)
′v
= ρv(x)
′↑v >v ρv(x)
′. Hence y′
v ≤v ρv(x)′
v
is
equivalent to y′ ≤v ρv(x)′. Since Gv is discretely ordered, using (P7) it is
equivalent to y′ <v ρv(x′) which is equivalent to y′ ≤ x′.
-: If u = v then x ≤ y is equivalent to x ≤u y. The latest is equivalent to
y′
u ≤u x′
u
since ′
u
is order reversing over Xu. If u ∈ κI , or if u = t and
either case (O) or case (EId) holds then by (4.1) the latest is equivalent
to y′ ≤u x′ and in turn by (4.2), to y′ ≤ x′, as stated. If u ∈ κJ , or if
u = t and case (EnId) holds then by (4.1), x′
u
= x′↑u and x
′↑u >u x
′ hold
since Gu is discretely ordered. Likewise hold y
′u = y′↑u and y
′↑u >u y
′.
Therefore, y′
u ≤u x′
u
is equivalent to y′ ≤u x′ and in turn to y′ ≤ x′ using
(4.2).
-: If u >κ v then x ≤ y is equivalent to x <u ρu(y) which is equivalent to
ρu(y)
′u
<u x
′u
since ′
u
is order reversing over Xu. Now, u 6= t, since u >κ v ≥κ t. If
u ∈ κI then ρu(y)′
u
<u x
′u is equivalent to ρu(y)′ = ρu(y)
′u
<u x
′u = x′.
Referring to u > v and using (P7), ρu(y
′) ≤u x′ follows, which is equivalent
to y′ ≤ x′. Finally, if u ∈ κJ then x′
u
= x′↑u , and x
′↑u >u x
′ holds since
Gu is then discretely ordered. Analogously, ρu(y)
′u
= ρu(y)
′↑u >u ρu(y)
′.
Hence, ρu(y)
′u
<u x
′u is equivalent to ρu(y)′ <u x′. Since Gu is discretely
ordered, using (P7) it is equivalent to ρu(y
′) ≤u x′ which is equivalent to
y′ ≤ x′.

Proposition 4.7. t′ is a dualizing element of (X,≤, ∗◦), and x→∗◦ t′ = x′.
Proof. It suffices to prove that for x ∈ X, there exists x→∗◦ t′ and x→∗◦ t′ = x′,
since the involutivity of ′ then ensures (x→∗◦ t′)→∗◦ t′ = x. Equivalently, that for
x, y ∈ X,
x ∗◦ y ≤ t′ if and only if x ≤ y′.
Let x ∈ Xu and y ∈ Xv. Since ∗◦ is commutative and since ′ is an order reversing
bijection, we can safely assume v ≤κ u. Then by (4.5), x ∗◦ y ≤ t′ is equivalent to
x ∗◦u ρu(y) ≤ t′.
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(a) Assume u = t. Then also v = t holds and using (P5), x ∗◦u ρu(y) ≤ t′ reduces
to x∗◦t y ≤ t′. Since x∗◦t y ∈ Xt, by (4.2) x∗◦t y ≤ t′ is equivalent to x∗◦t y ≤t t′. First
assume case (O) or case (EId). By (4.1) x∗◦t y ≤t t′ is equivalent to x∗◦t y ≤t t′
t
and
by adjointness it is equivalent to x ≤t y′
t
. By (4.2) it is equivalent to x ≤ y′t and
by (4.1) it is equivalent to x ≤ y′, as required. Next, assume case (EnId). By (4.1)
x ∗◦t y ≤t t′ is equivalent to x ∗◦t y ≤t t′
t
↓t which is equivalent to x ∗◦t y <t t′
t
= t since
Gt is discretely ordered, and Gt is a group. Multiplying both sides by y
′t yields
x <t y
′t which is equivalent to x ≤t y′ by (4.1). Finally, by (4.2) it is equivalent to
x ≤ y′, as required.
(b) Assume u >κ t. Since x ∗◦u ρu(y) ∈ Xu, by (4.2) x ∗◦u ρu(y) ≤ t′ is equivalent
to x ∗◦u ρu(y) <u ρu(t′). By using (P4), the latest is equivalent to
x ∗◦u ρu(y) <u u.
If u ∈ κJ then Gu is a group. Therefore x ∗◦u ρu(y) <u u is equivalent to ρu(y) <u
x′
u
. By (4.1) ρu(y) <u x
′u is equivalent to ρu(y) <u x′↑u . Since Gu is discretely
ordered, ρu(y) <u x
′↑u is equivalent to ρu(y) ≤u x′. By (4.2) it is equivalent to
y ≤ x′, as required.
If u ∈ κI then x ∗◦u ρu(y) <u u is equivalent to x ∗◦u ρu(y) ≤u u′ by (4.4), which
is equivalent to x ∗◦u ρu(y) ≤u u′
u
by (4.1). By adjointness, it is equivalent to
ρu(y) ≤u x′
u
. By (4.2) ρu(y) ≤u x′
u
is equivalent to y ≤ x′u and by (4.1) it is
equivalent to y ≤ x′, as required. 
Proof of Theorem 4.3. We have seen that (X,≤) is a chain and (X, ∗◦, t) is a commu-
tative monoid in Propositions 4.4 and 4.5, respectively. Since by Propositions 4.6
and 4.7, ′ is an order-reserving involution, t′ is a dualizing element of (X,≤, ∗◦) and
x→∗◦ t′ = x′ holds, Proposition 2.3 shows that (X,≤, ∗◦,→∗◦, t, t′) is an FLe-chain,
where →∗◦ is given by x→∗◦ y = (x ∗◦ y′)′. Since x→∗◦ t = x′, the involutivity of ′
ensures that (X,≤, ∗◦,→∗◦, t, t) is involutive. Finally, t→∗◦ t′ = t′ holds by residua-
tion since t is the unit element, thus ensuring that (X,≤, ∗◦,→∗◦, t, t′) is odd in the
connected case and even in the disconnected case. 
4.1. Examples. Although it is out of the scope of the present paper, the interested
reader may wish to verify the details of the following examples.
Example 4.8. Let (κ,≤κ) be the linearly ordered set of k elements (k ≥ 1), denote
its least element by t. Let κI = κ
+, and κJ = ∅. For each u ∈ κ, let Gu be the
additive group of the real numbers, denote its unit element by u. For u, v, w ∈ κ
and w <κ v ≤κ u, let ρv be the identity mapping on Xu and let ρv map to {v} on
Xw. A 3D plot of an order-isomorphic copy of the connected bunch algebra of the
family is in Fig. 1 for k = 1, 2, 3. For k = 1 the resulting algebra is R (left). For
k = 2 the resulting algebra can be viewed to yield R, except that its unit element
0 is replaced by another copy of R (middle).
Example 4.9. Let (κ,≤κ) be an arbitrary linearly ordered set with least element
t, κI = κ
+, and κJ = ∅. As above, for u, v, w ∈ κ and w <κ v ≤κ u, let ρv be
the identity mapping on Xu and let ρv map the elements of Xw to {v}. Connected
bunch algebras arising this way are exactly the algebras which can be constructed
by the involutive ordinal sum construction [22]. One can use the same ordered set
and the same groups in the involutive ordinal sum construction, too, except that
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Figure 1. The connected bunch algebra of the k-element family
of Example 4.8 for k = 1, 2, 3
there the groups must first be extended by a top and bottom element. In particular,
for |κ| = 2, the connected bunch algebra construction of this example coincides with
the ordinal sum construction, as defined for residuated lattices in [15].
5. The Bunch Representation
The reason for why previous constructions in the literature which construct odd
involutive FLe-algebras are special cases of the bunch algebra construction is that,
as we shall shortly see, all odd (and also all even) FLe-chains arise this way. We
prove in Theorem 5.1 (resp. 5.2) that any odd (resp. even) involutive FLe-chain
can be represented as the connected (resp. disconnected) bunch algebra of its layer
groups which are linearly ordered abelian groups.
Idempotent elements play a peculiar role in this representation theorem. The
unit element is, of course, idempotent. We make this connection tighter by regard-
ing positive idempotent elements of X as some kind of local unit elements: any
positive idempotent element u of X will serve as the unit element of the u-layer al-
gebra and also the u-layer group of X. We shall construct the u-layer group of X in
two steps. First we construct the u-layer algebra of X so that the universe of X will
be the disjoint union of the universes of its layer algebras. Therefore, to understand
the structure of even and odd involutive FLe-chains, one has to consider subsets of
the universe of X (the layers of X, see (2.2)) holding FLe-chains which are not sub-
algebras of the original algebra, since their constants, their residual operation, and
their residual complement operation may differ from those of the original algebra26.
Then we show how the u-layer algebra of X can be derived from the u-layer group
of X: we prove that the u-layer algebra is either a linearly ordered abelian group
or a subgroup split thereof. Thus, informally speaking, idempotent elements, both
positive and negative ones, can actually be regarded in the layer algebras (in the
nuclear retract level) as unit elements or splitted unit elements of some underlying
groups.
Ultimately, we will represent any even or odd involutive FLe-chain X by a totally
ordered family of linearly ordered abelian groups (the layer groups of X) equipped
with certain projections.
26The u-layer algebra will be, in fact, the nuclear retract of X with respect to the nucleus
defined as multiplication by u. We shall not prove this fact, since neither it is needed in the proofs
nor it makes the discussion any shorter.
GROUP REPRESENTATION FOR A CLASS OF RESIDUATED CHAINS 19
Theorem 5.1. Any odd involutive FLe-chain is the connected bunch algebra of
some family of linearly ordered abelian groups with projections.
Proof. Let X = (X,≤, ∗◦,→∗◦, t, t) be an odd involutive FLe-chain with residual
complement ′. Let κ = Range(τ), that is, the set of positive idempotent elements
of X by claim (6) in Proposition 2.1. Clearly, the least element of κ is t. Let
≤κ=≤ ∩ (κ × κ), κI = {u ∈ κ \ {t} : u′ is idempotent}, κJ = {u ∈ κ \ {t} :
u′ is not idempotent}, and κ = 〈κI , κJ , {t}〉. For u ∈ κ let Xu = {x ∈ X : τ(x) =
u} and ≤u=≤ ∩ (Xu × Xu). Clearly, it holds true that X =
⋃˙
u∈κXu. Next,
we construct the family of linearly ordered abelian groups, needed for the bunch
representation.
: Assume u = t. By claim (2) in Proposition 2.2,
Gt = (Xt,≤, ∗◦,→∗◦, t, t′)
is a cancellative odd involutive FLe-chain (call it the t-layer algebra of X),
that is,
Gt = (Xt,≤, ∗◦, t)
(call it the t-layer group of X) is a linearly ordered abelian group.
: Assume u ∈ κJ . Consider
Gu = (Xu,≤, ∗◦,→∗◦, u, u′
u
),
where x′
u
= x→∗◦ u for x ∈ Xu. By claim (4) in Proposition 2.2, Xu is
closed under ∗◦,→∗◦, and ′
u
, so Gu is an FLe-chain (call it the u-layer algebra
of X).
Observe that for x ∈ Xu,
(5.1) x ∗◦ u′ = x↓u < x
holds. First we prove x ∗◦ u′ < x. Indeed, x ∗◦ u′ ≤ x ∗◦ t = x holds by
monotonicity. Let y = u′ ∗◦u′. Then y < u′ holds since u ∈ κJ . Assume, by
contradiction x∗◦u′ = x. It would imply x∗◦y = x∗◦(u′ ∗◦ u′) = (x ∗◦ u′)∗◦u′ = x.
Then by claim (2) in Proposition 2.1, (x′ ∗◦ y′)′ ≥ x ∗◦ y ≥ x and in turn,
x′ ∗◦ y′ ≤ x′ follows. Since y′ > u > t, by monotonicity, x′ ∗◦ y′ ≥ x′ ∗◦ t = x′
follows, which yields equality and thus y′ ≤ τ(x′) = u, a contradiction.
Next, assume that there exists z ∈ Xu such that x∗◦u′ < z < x holds. Since
z < x, x ∗◦ u′ ≥ (z′ ∗◦ u)′ = z′′ = z follows by claim (3) in Proposition 2.1, a
contradiction, so (5.1) is confirmed.
Since X is involutive,
(5.2) x′
u
= x→∗◦ u = (x ∗◦ u′)′ = (x↓u)′ = x′↑u
holds by (5.1), thus (2.1) confirms (x′
u
)
′u
= x. Also, u′
u
= (u ∗◦ u′)′ =
(τ(u) ∗◦ u′)′ = u′′ = u holds true. Summing up, we obtained that Gu is an
odd involutive FLe-chain.
Finally, every element of Xu has inverse, that is, for x ∈ Xu, x ∗◦ x′
u
= u
holds true. Indeed, x ∗◦ x′u = x ∗◦ (x→∗◦ u) ≤ u holds by residuation on
the one hand. On the other hand, x ∗◦ x′u = x ∗◦ x′↑u holds by (5.2), and
x ∗◦ x′↑u > t holds by residuation, since X is a chain. Now, x ∗◦ x′
u ≥ u
follows since x ∗◦ x′u ∈ Xu and by claim (7) in Proposition 2.1 the smallest
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element of Xu above t is u. Summing up, Gu is a cancellative odd involutive
FLe-chain, that is, by claim (1) in Proposition 2.2,
Gu = (Xu,≤, ∗◦, u)
(call it the u-layer group of X) is a linearly ordered abelian group. Finally,
Gu is discretely ordered as shown by (5.1) and the involutivity of
′.
: Assume u ∈ κI . By claim (4) in Proposition 2.2, Xu is closed under ∗◦
and →∗◦. Clearly, u is the unit element for ∗◦ over Xu. For x ∈ Xu, let
x′
u
= x→∗◦ u′. Then for x ∈ Xu, x′
u
= (x ∗◦ u)′ = x′ holds, hence ′u is an
involution, and
Gu = (Xu,≤, ∗◦,→∗◦, u, u′
u
)
is an even FLe-chain (call it the u-layer algebra of X). Therefore, by Theo-
rem 3.6, Gu is the subgroup-split of an odd involutive FLe-chainGu (denote
its monoidal operation of Gu by ?) with respect to a subgroup Hu of Gu.
Therefore, to prove that Gu is a linearly ordered abelian group (call it the
u-layer group of X), we need to prove that every element of Gu has an
inverse: For x ∈ Hu it is clearly true since Hu is a subgroup of Gu and the
inverse of x is given by x′
u
. Let x ∈ Gu \ Hu. Then x ? x′
u
= x ? x′ and
x′ ∈ Gu \Hu. Since x ∗◦ x′ = τ(x)′ = u′ ∈ H˙u, it follows by the second row
of (3.10) that x ? x′ = u′↑u = u.
For u ∈ κ, let ρu : X → X be given by
ρu(x) = u ∗◦ x.
Then for u, v, w ∈ κ and w ≤κ v <κ u the followings hold true.
(1) If x, y ∈ Xv and x ≤v y then ρu(x) ≤u ρu(y). (preservation of the
orderings)
Straightforward from the monotonicity of ∗◦.
(2) If x, y ∈ Xv then ρu(x ∗◦v y) = ρu(x) ∗◦u ρu(y). (preservation of the
products)
ρu(x)∗◦ρu(y) = (u ∗◦ x)∗◦(u ∗◦ y) = (u ∗◦ u)∗◦(x ∗◦ y) = u∗◦(x ∗◦ y) = ρu(x∗◦y).
(3) ρu(v) = u. (preservation of the unit elements)
We have ρu(v) = u ∗◦ v and u ∗◦ v = u holds as shown by u = u ∗◦ u ≥
u ∗◦ v ≥ u ∗◦ t = u.
(4) ρu(v
′) = u. (reunite the splitted elements)
ρu(v
′) = u ∗◦ v′ and since u > v, by monotonicity of ∗◦, by claim (3) in
Proposition 2.1 and claim (2) in Proposition 2.1, respectively, u = u ∗◦ t ≥
u ∗◦ v′ ≥ (u′ ∗◦ u)′ ≥ (u′)′ = u, yielding u ∗◦ v′ = u.
(5) If x ∈ Xu then ρu(x) = x. (projection to its own universe)
Straightforward from the definition of τ .
(6) For x ∈ X, ρu(ρv(x)) = ρu(x) holds. (projection to a higher universe)
ρu(ρv(x)) = u ∗◦ (v ∗◦ x) = (u ∗◦ v) ∗◦ x = u ∗◦ x, for u ∗◦ v = u see the proof
of (3).
(7) If x ∈ Xv then ρu(x′) = ρu(x)′↑u >u ρu(x)′. (compatibility with the ′)
First we prove ρu(x
′) > ρu(x)′. Indeed, since v ∈ Range(τ), v ≥ t
holds by claims (6) in Proposition 2.1 and (5) in Remark 4.2, thus u > t
follows. Now u > v implies u > τ(x), and u > τ(x)′′ is equivalent to
u ∗◦ τ(x)′ > t by adjointness (since X is a chain), that is, with u ∗◦ x ∗◦ x′ > t
by claims (4) and (1) in Proposition 2.1. By claim (6) in Proposition 2.1, it
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is equivalent to (u ∗◦ u)∗◦x′ ∗◦ x > t which is equivalent to (u ∗◦ x′)∗◦(u ∗◦ x) > t
by associativity. Finally, by adjointness (since X is a chain), it is equivalent
to ρu(x
′) = u ∗◦ x′ > (u ∗◦ x)′ = ρu(x)′, as stated.
Now, contrary to the statement, assume that there exists z ∈ Xu such that
ρu(x
′) > z > ρu(x)′. Equivalently, u ∗◦ x′ > z > (u ∗◦ x)′ holds. Since X is
a chain, by adjointness z > (u ∗◦ x)′ is equivalent to z ∗◦ (u ∗◦ x) > t, that is,
(z ∗◦ u) ∗◦ x > t by associativity. Since z ∈ Xu yields z ∗◦ u = z, the latest is
equivalent to z ∗◦ x > t, and by adjointness it is equivalent to z > x′ since
X is a chain. Multiplication of both sides by u yields z = z ∗◦ u ≥ u ∗◦ x′
which contradicts to u ∗◦ x′ > z.
Next, we prove the following statement: If v < u and x ∈ Xv then
(5.3) ρu(x) = min{z ∈ Xu : z ≥ x} > x.
Indeed, u ∗◦ x ∈ Xu by claim (4) in Proposition 2.2. Also u ∗◦ x > x holds since
τ(x) = v < u. By contradiction, assume that there exists z ∈ Xu such that
x ≤ z < u ∗◦ x. Since ≤ is total, by adjointness z′′ < u ∗◦ x is equivalent to
t < z′ ∗◦ (u ∗◦ x) = (z′ ∗◦ u) ∗◦ x = z′ ∗◦ x. Finally, since ≤ is total, by adjointness
t < z′ ∗◦ x is equivalent to x > z′′ = z, a contradiction.
Referring to (5.3) a moment’s reflection shows that the ordering ≤ of X coincides
with the ordering defined in (4.2). Since for x ∈ Xu and y ∈ Xv,
x ∗◦ y = (u ∗◦ x) ∗◦ (v ∗◦ y) = (v ∗◦ x) ∗◦ (u ∗◦ y) =
=
 x ∗◦ y if u = v(v ∗◦ x) ∗◦ y if u < v
x ∗◦ (u ∗◦ y) if u > v
=
 x ∗◦u y if u = vρv(x) ∗◦v y if u <κ v
x ∗◦u ρu(y) if u >κ v
,
it is readily seen that the monoidal operation ∗◦ (ofX) coincides with ∗◦ given in (4.5).
By claim (1) in Proposition 2.1, the residual operation →∗◦ (of X) coincides with
→∗◦ given in (4.3). Summing up, X is the bunch algebra of the family 〈Gu,Hu, ρu〉κ
as stated. 
Using the unit-insertion construction, the bunch representation theorem for odd
involutive FLe-chains in Theorem 5.1 can be extended for even involutive FLe-
chains.
Theorem 5.2. Any even involutive FLe-chain is the disconnected bunch algebra of
some family of linearly ordered abelian groups with projections.
Proof. Let Y be an even involutive FLe-chain. Let us adapt the notation of Defi-
nition 3.1. Then X is an odd involutive FLe-chain by Proposition 3.2, and thus it
has a connected bunch representation
〈Gu,Hu, ρu〉〈κI ,κJ ,{t}〉.
by Theorem 5.1. Since X is the unit-insertion algebra of Y, Y = X \ {t} holds,
and by restricting the operations of X to Y (and by denoting the restriction of the
operations by ′
?
, ?, and →?) one obtains Y.
By the construction in the proof of Theorem 5.1, Gt is the trivial group over {t}.
We claim that by removing this smallest indexed component from the connected
bunch representation of X we obtain a disconnected bunch representation of Y.
Indeed, let ν = κI ∪ κJ , νI = κI \ {t}, νJ = κJ \ {t}, and consider
〈Gu,Hu, ρu〉〈νI ,νJ ,{t}〉
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Clearly, the smallest positive idempotent element of Y is t. Therefore, t is the
second smallest positive idempotent element in X by Definition 3.1, and by the
connected bunch algebra construction, either t ∈ κI or t ∈ κJ . If t ∈ κI then
t′
?
= t′ = t′
t
holds by (4.1) and t′
t
= t↓t < t holds since for t ∈ κI , Gt is the split-
algebra of Gt as required in the disconnected case of the bunch algebra construction
(see case (EId)). If t ∈ κJ then t′
?
= t′ = t′
t
↓t holds by (4.1) and t
′t
↓t = t↓t < t holds
since for t ∈ κJ , Gt is a cancellative odd involutive FLe-chain and Gt is discretely
ordered as required in the disconnected case of the bunch algebra construction (see
case (EnId)).
To conclude, a straightforward verification shows that by definition the unit-
insertion algebra of the disconnected bunch algebra of 〈Gu,Hu, ρu〉〈νI ,νJ ,{t}〉 is the
same as the connected bunch algebra of 〈Gu,Hu, ρu〉〈κI ,κJ ,{t}〉. 
Remark 5.3. If X the (connected or disconnected) bunch algebra of the family
〈Gu,Hu, ρu〉κ then we call the family the bunch representation of X. Call two
connected (resp. disconnected) bunch representations isomorphic if the underlying
totally ordered sets are order isomorphic, this isomorphism preserves the partition,
the respective groups are order isomorphic, and the related projections commute
with the group isomorphisms. Due to the construction of the groups and the pro-
jections of the bunch representations in Theorem 5.1 (resp. 5.2), odd (resp. even)
FLe-chains, up to isomorphism, are in one-to-one correspondence with connected
(resp. disconnected) bunch representations (also up to isomorphism).
We describe below the two extremal classes of odd involutive FLe-chains, men-
tioned in the introduction, in the light of the connected bunch representation the-
orem.
Example 5.4. For a linearly ordered abelian group G = (X,≤, ∗◦, t), κ = {t},
κI = κJ = ∅, Gt is equal to G, and ρt is the identity mapping on X.
Example 5.5. For a Sugihara monoid, κ is the set of its positive elements, κI =
κ \ {t}, κJ = ∅, for u ∈ κ Gu is the trivial (one-element) group over {u}, and for
u > v, ρu(v) = ρu(v
′) = u.
6. Group Representation and Partial Lexicographic Products
One may wonder how such a family of groups and projections needed for a
bunch representation can be constructed in general. In Section 6 we settle this
question by introducing the partial lexicographic product construction and the
notion of group representation. These generalize the corresponding construction
and representation in [24] from the two-element set and from finite index sets,
respectively, to an arbitrary index set κ. Thus, the main constructions of the paper
are in Definitions 4.1 and 6.1.
Definition 6.1. Let (κ,≤κ) be a linearly ordered set with least element t, κ+ =
κ \ {t}, κI ⊆ κ+, κJ = κ+ \ κI , and let κ = 〈κI , κJ , {t}〉 denote this partition of κ
as an ordered triple. For each u ∈ κ, let a linearly ordered abelian group
Gu
with unit element tu, be given such that if u ∈ κJ then Gu is discretely ordered.
In Gu denote the neighbor operations by ⇓u and ⇑u , and the inverse operation by
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′′u . For u ∈ κ denote G(u)u = Gu. For u, v, w ∈ κ, w <κ v ≤κ u let nested groups
G(w)u ≤ G(v)u
of Gu be given. In case we want to construct either an odd involutive FLe-algebra or
an even involutive FLe-algebra such that the residual complement of its unit element
is not idempotent then let Θ = {〈u, v〉 ∈ κ× κI : v ≤κ u}, whereas in case we want
to construct an even involutive FLe-algebra such that the residual complement of
its unit element is idempotent then let Θ = {〈u, v〉 ∈ κ× (κI ∪ {t}) : v ≤κ u}. For
〈u, v〉 ∈ Θ let further nested subgroups
(6.1) H(v)u ≤ G(v)u
be given such that if w ∈ κ, w <κ v then
(6.2) G(w)u ≤ H(v)u .
For u ∈ κ define
(6.3) Gu =
∏
λ∈κ,λ≥κu
G(u)λ and Hu =
∏
λ∈κ,λ≥κu
H(u)λ ,
where
∏
denotes the Hahn product in decreasing order of κ27. For u, v ∈ κ, v ≤κ u
let ρv→u be a mapping from the universe of Gv to the universe of Gu be given by
〈(xλ)λ≥κv〉 7→ 〈(xλ)λ≥κu〉, that is,
(6.4) (ρv→u(x))λ = xλ for λ ≥κ u.
Finally, let X be the connected or disconnected bunch algebra of the family
〈Gu,Hu, ρu〉κ
as described in Definition 4.1. Call X the connected or disconnected (respectively)
partial lexicographic product of the family
〈G(v)u ,H(v)u 〉κ
27The Hahn product contains only the vectors of the full direct product which have a well-
ordered support (the support being the set of those indices where the coordinate of the vector
differs from the unit element belonging to that index) and is equipped with the lexicographic
ordering. Throughout the paper
∏
will denote the Hahn product in decreasing order of κ: As
an illustration, if the positive idempotent elements of X are finitely many, and are written in
increasing order, say, t, u, . . . v, w, z then
Ht = H(t)z
←× H(t)w
←× H(t)v
←× . . .←× H(t)u
←× H(t)t ,
Gt = G(t)z
←× G(t)w
←× G(t)v
←× . . .←× G(t)u
←× G(t)t ,
Hu = H(u)z
←× H(u)w
←× H(u)v
←× . . .←× H(u)u ,
Gu = G(u)z
←× G(u)w
←× G(u)v
←× . . .←× G(u)u ,
...
Hv = H(v)z
←× H(v)w
←× H(v)v ,
Gv = G(v)z
←× G(v)w
←× G(v)v ,
Hw = H(w)z
←× H(w)w ,
Gw = G(w)z
←× G(w)w ,
Hz = H(z)z ,
Gz = G(z)z .
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of linearly ordered abelian groups, and call this family the
group-representation of X.
Proposition 6.2. Partial lexicographic products are well-defined.
Proof. Adapt the notation of Definition 6.1. By (6.3) and claim (1) in Remark 4.2
we may identify u by the following element of Gu: (u)λ = tλ for λ ≤κ u. That Gu
and Hu are linearly ordered abelian groups with unit element u, is straightforward.
We need to verify that for u ∈ κJ , Gu is discretely ordered. Indeed, if u ∈ κJ
then Gu is discretely ordered, and since by (6.3) G(u)u = Gu is the last component
of the lexicographic product description of Gu, we obtain that Gu is discretely
ordered, too. Finally, the required properties of the projections have to be verified.
(P1), (P2), (P3), (P5), and (P6) are straightforward. Next we show (P4). If
v = t and either case (O) or case (EId) applies then t′ = t, and the statement is
straightforward. In all the other cases (namely, if v = t and case (EnId) applies, or
if v 6= t) v′ = v↓v <v v holds, see (4.4). Therefore, referring to u >κ v, it suffices to
prove that v↓v and v differ only in their last coordinate. If v ∈ κJ or if v = t and case
(EnId) applies then Gv is discretely ordered and thus Gv is not the trivial group.
Since Gv is the last component in the lexicographic description of Gv, the statement
readily follows. Finally, for v ∈ κ and λ ≥κ v, (v)λ = tλ holds, and if v ∈ κI then
Gv is a split-algebra of Gv. Hence (v↓v )λ = t˙λ holds, and for λ >κ v it holds
true that (v↓v )λ = tλ, thus concluding the proof of (P4). Finally, we verify (P7).
Let u, v ∈ κ, v <κ u, and x = 〈(xλ)λ≥κv〉 be an element of Gv. If either v ∈ κJ
or case (O) or case (EnId) holds then x is an element of Gv =
∏
λ∈κ,λ≥κv G
(v)
λ ,
whereas if either v ∈ κI or case (EId) holds then by Definition 3.3 x is an element
of Gv ∪ ˙(Hv) =
(∏
λ∈κ,λ≥κv G
(v)
λ
)
∪
(∏
λ∈κ,λ>κv H
(v)
λ
←× ˙
(
H(v)v
))
. Hence by (6.1)
and (6.2), xλ ∈ H(u)λ holds for λ ≥κ u >κ v, and thus
(6.5) ρu(x) = 〈(xλ)λ≥κu〉 is an element of Hu.
Therefore,
ρu(x
′)
(4.1)
=

ρu(x
′v )
(6.5),(3.2)
= ρu(〈(xλ′′
λ
)λ>κv, (xv
′′v )⇓v 〉) = 〈(xλ′′
λ
)λ≥κu〉
if v ∈ κI , or v = t & case (O) or (EId) holds
ρu(x
′v
↓v ) = vsdisc = ρu(〈(xλ′′
λ
)λ>κv, (xv
′′v )⇓v 〉) = 〈(xλ′′
λ
)λ≥κu〉
if v ∈ κJ , or v = t & case (EnId) holds
and
ρu(x)
′↑u
(4.1)
=

ρu(x)
′u
↑u = 〈(xλ)λ≥κu〉
′u
↑u
(6.5),(3.2)
= 〈(xλ′′
λ
)λ≥κu〉↓u↑u = 〈(xλ′′
λ
)λ≥κu〉
if u ∈ κI
ρu(x)
′u
↓u↑u = ρu(x)
′u
= 〈(xλ)λ≥κu〉′
u
= 〈(xλ′′
λ
)λ≥κu〉
if u ∈ κJ
thus confirming the proof of (P7). 
For an odd or even involutive residuated chain X, in (6.3) and (6.4) we described
how one can obtain the bunch representation of X from the group representation
of X. Below we address the question of obtaining the group representation of X
from the bunch representation of X.
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Definition 6.3. Assume the bunch representation 〈Gu,Hu, ρu〉κ of X is given.
For v, u ∈ κ, v ≥κ u define
K(u)v =
⋂
λ>κv
Ker
(
ρλ|ρv(Gu)
)
and L(u)v =
⋂
λ>κv
Ker
(
ρλ|ρv(Hu)
)
,
and let
G(u)v = (K(u)v ,≤v, ∗◦u, v) and H(u)v = (L(u)v ,≤v, ∗◦u, v) .
Let
F = 〈G(u)v ,H(u)v 〉κ.
Proposition 6.4. Adapt the notation of Definition 6.3. The family F is, up to
isomorphism, the group-representation of X.
Proof. A more transparent formulation is K
(u)
v = {x ∈ ρv(Gu) : ρλ(x) = λ for
λ >κ v} and L(u)v = {x ∈ ρv(Hu) : ρλ(x) = λ for λ >κ v}.
To see that the family is a group representation, we need to verify that for
v, u ∈ κ, v ≥κ u, G(u)v and H(u)v are linearly ordered abelian groups satisfying
G(w)v ≤ H(u)v ≤ G(u)v for v, u, w ∈ κ, w <κ u ≤κ v. The ρ’s are ordered monoid
homomorphisms, hence they preserve existing inverses, too. Therefore, ρv(Gu) is a
group, Ker(ρλ(ρv(Gu))) is the universe of a group, and thus K
(u)
v is the universe
of a group. An analogous argument works for L
(u)
v . Hence H(u)v ≤ G(u)v is straight-
forward from Hv ≤ Gv, and G(w)v ≤ H(u)v follows from ρv(Gw) = ρv(ρu(Gw)) ≤
ρv(Hu) using (P6) and (6.5).
To see that, up to isomorphism, the family is the group representation of X we
need to verify Gv '
∏
λ∈κ,λ≥κv G
(v)
λ and Hv '
∏
λ∈κ,λ≥κv H
(v)
λ , and that the pro-
jections as given in (6.4) coincide with the projections of the bunch representation.
Let x = 〈(xλ)λ≥κv〉 ∈
∏
λ∈κ,λ≥κv G
(v)
λ , where xλ = 〈((xλ)µ)µ≥κv〉 ∈ K(v)λ . Assign
ϕ(x) = 〈((xλ)λ)λ≥κv〉. Since all coordinates of xλ, different from its λth coordinate
(xλ)λ, are trivial (unit elements) by the definition of K
(u)
v , the support of x is well-
ordered, and it follows that ϕ preserves the unit element and products, so it is a
group homomorphism. Also, it is clearly a bijection, thus ϕ is a group isomorphism.
An analogous argument shows Hv '
∏
λ∈κ,λ≥κv H
(v)
λ . Also, it is straightforward
that for u ≥κ v, ϕ(ρv→u(x)) = ρv→u(ϕ(x)), where ρv→u is defined by (6.4) on∏
λ∈κ,λ≥κv G
(v)
λ , and ρ
v→u is a projection of the given bunch representation. 
Thus we have obtained the main theorem of the paper:
Theorem 6.5. Any even and odd involutive FLe-chain X possesses – up to iso-
morphism a unique – group representation.
Proof. Consider the bunch representation of X by Theorems 5.1 or 5.2, then apply
Proposition 6.4 to obtain a group representation of X. As for unicity, replacing the
elements of the group representation of X by isomorphic algebras results in a group
representation of Y such that Y ' X, as shown by Remark 5.3 . 
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