In this paper a class of Banach algebras is studied which we call semicrossed products of C*-algebras. These are nonselfadjoint norm closed algebras of operators on hilbert space. They include certain nonselfadjoint subalgebras of C*-crossed products, and in particular they include the class of operator algebras considered by Arveson and Josephson in [ 11. In constructing a semi-crossed product we begin with a pair (3, a) where 'u is a C*-algebra and a is a star endomorphism of VI. An appropriate substitute for the notion of covariant representation is needed in which unitaries are replaced by isometries. This is done as follows: we call a pair @, V) an isometric covariant representation of (?I, a) if p is a representation of 'u on a Hilbert space 2' and V is an isometry on X such that Vp(ax) = p(x)V, x E 3. Such a pair @, V) yields a representation of the Banach algebra 1'(L +, VI, a), and an operator norm on this algebra is defined by taking the supremum over all such pairs. The completion of Z'(Z +, 'VI, a) in this enveloping norm is called the semi-crossed product of '3 with a, and is denoted Zc X, 31. If a is an injective endomorphism of '21, there is a C*-algebra 28 containing 'u as a subalgebra and an automorphism p of 9 such that p(x) = a(x), x E U. In that case, L' X, '3 is isomorphic with a nonselfadjoint subalgebra of the C*-crossed product Z x, 2'.
I.
If a is an automorphism of a C*-algebra VI, then @, V,&Y) is called a covariant representation of (U, a) if p is a representation of U in the hilbert space A?+ and V is unitary on 3 satisfying p(ax) = VP(X) V* for all x in '3. But suppose a is a star endomorphism of ?I. If @, V,X) is to be a covariant representation of (a, a) in the above sense, then ker p 2 ker a. If we weaken the requirement that V be unitary and ask only that it be an isometry, then there are two ways in which I/ could intertwine the representations p and Notice that (i) forces ker p 2 ker a. Relation (ii), however, imposes no such requirement, and we will see that there is always a faithful representation @,Z) and an isometry V on Z such that (ii) holds. But first notice that there can be representations @,2) which admit an isometry V on A? satisfying (i) but not (ii).
1.1. EXAMPLE. Let S be a compact hausdorff space and 4: S + S be continuous and onto. Let p be a regular bore1 measure on S such that ,uo#-' isabs o u e y 1 t 1 continuous with respect to ~1, and let 6 = dp 0 4 -'/dp be the Radon-Nikodym derivative. Define an isometry V on L*(S, ,u) by v-(s) = wm "f-0 $@I-If 4 is constant on a set of positive p-measure, V is not unitary. If p(f)g =fg for fE C(S), g E L*(S, ,u) and a: C(S)+ C(S) is given by a(f)(s) =f(#(s)), a is an (injective) endomorphism of C(S). Now Thus p(af)V= VP(~). Suppose there were an isometry U satisfying Up(af) = p(f)17 for all fE C(S). Then p(f) UV = Up(af)V = UVp(f), so UV E p(C(S))' = La'(S,p). UV is an isometry, and since L"O(S,p) is commutative, UV must be unitary. But that would imply I = UV(UV)* = UVV*U*, which is impossible if V is a proper isometry.
EXAMPLE.
Let U be an arbitrary C*-algebra, and a a star endomorphism of VI. Let (n,X) be a representation of '3, and let X = H"(X) denote the hilbert space of all sequences (<,,, {i, &,...) with t,EX (n>/O> and Cn~OIl~nll' < co. Define a representation p of U in Z by P(x)(r,, t-1, r2,"') = ($x1 to, ex> 4 3 $a24 r*Y-)* If U, is the unilateral shift on 2, u+(r,> r,, <2,...) = (0, to, Cl, r*,...), then U, p(ax) = p(x) U, .
1.3. Notation. We will write p = n' for the representation constructed in 1.2.
Suppose now that a is an endomorphism of a C*-algebra '?I, and p is a representation of 'u on a hilbert space Z such that Vp(ax) =p(x)V for an isometry V on Z. Set Xi = n,,, V"Z. & is a p(U)-invariant subspace: let v E 4 ; there exist v,, E Z' such that V= V"v,, , 12 = 0, I,2 ,... . Then p(x)q = p(x) V"q,, = V"p(a"x) rn, so p(x)r E Range V", n > 0, hence p(x)r E & . Thus p may be decomposed as p1 0 p2, where p,(x) = p(x)1 4, p*(x) = p(x) 1 RZ, & = 8:. Also V may be decomposed as V, @ V,, where V, = V 13 is unitary (if it is nonzero) and V, = VI q is a pure isometry (if it is nonzero).
Furthermore, V,p,(ax) = p,(x) Vi, i = 1,2. Suppose V, # 0. Change notation and replace p2 by p, 3 by Z, V, by V. Thus we assume V is a pure isometry such that Vp(ax) =p(x)V. Set Z'= (VGP)'= ker V* and w: H*(X) + d%" by wcto. 4, r*,'..) = 1 VY,. n>0 Then VW = WU, [6, pp. 15-161, where U, is the unilateral shift on H2(X). Notice Z is a p('U)-invariant subspace. From the relation Vp(ax) = p(x)V we obtain p(ax)* V* = V*p(x)*, or, using the fact that p is a *-representation and replacing x * by x, p(ax) V* = V*p(x). Thus, if { E X, V*p(x)< = p(ax) V*< = 0.
Let 71 be the restriction of p to X; i.e., X(X) = p(x) IX. Let Hence WE(x) = p(x) W. We collect the forgoing facts in 1.4 . PROPOSITION. Let a be an endomorph&m of a C*-algebra U, and @, A?) a representation of 'u such that for some isometry V of 3' Vp(ax> = P(x>V (x E a>.
Then 3 can be decomposed as 2 = q @ ZI where & is invariant under V and p(x)(x E 9l), i = 1,2, and & = n,,, V"Z If Vi = VI&, p,(x) = p(x) 1 <q', i = 1, 2, then if& # (0), V, is unitary, ifR* # (0), V, is a pure isometry, and Vipi(ax) = p,(x) Vi(x E '3). Furthermore, there exists a representation (x,X) of '3 and an isometry W from H'(X) onto X2 such that V, W = WU, and p,(x)W = W?(x), where U, is the unilateral shift on H*(X).
In each of the next two propositions, '?I denotes a C*-algebra with endomorphism a.
1.5. PROPOSITION. Suppose that p is a representation of 'u in 9(R) such that p(a)" is maximal abelian. If there does not a unitary operator U in 9(R) such that p(ax) = Up(x) U*, then there does not exist a pair V,, V, of isometries such that both p(ax) V, = V,p(x) and Vzp(ax) =p(x) V, (x E '11).
Proof
The proof is essentially an adaptation of what we did in 1.1. Suppose such isometries V,, Vz exist. Then V, V, E p('z[)' = p(B)", since PW is maximal abelian. But then (V, V,)* (V, VI) = I, whereas (V, V,)(V, V,)* is a proper projection, contradicting the fact that V, V, , as an element of a commutative W*-algebra, commutes with its adjoint.
1.6. PROPOSITION. Let p be an irreducible representation of 'II in Y(Z'), and let p" be the representation of 'u in Y(H*(Z)) contructed from p (see 1.3).
(i) Then the commutant of the star algebra generated by {p'(U), U,} in Y(H*(R')) consists of scalars.
(ii) Suppose also that there does not exist an isometry V satisfying p(a"x)V = VP(X) (x E a) for any positive integer n. Then the commutant of the algebra generated by {$2l), U,} in L?(H*(R)) consists of scalars.
Proof. (i) If T commutes with U, and UT , then T = diag(T,, T,,...). If T commutes with @I), then T,, commutes with p(U); hence T,, and T are scalars.
(ii) Identify H*(Z) with the set of all power series of the form r(z) = Cn>o rnzn, with CnaO lM* < co and (zl < 1. If TEY(H*(R))
is an operator commuting with the unilateral shift, then T is of the form T(z) = c n>,, z"T,, where T, EL?(R) and II TJ < (I TII [6, p. 471. We compute
If T commutes with P(x), we have
for all T(z)= EnhO z"<,EH~(A?'), ~~21, and m=O, 1,2 ,.... These equations yield T,~(x)=p(a"x)T,, 112 = 0, 1, 2... .
Since p was irreducible, it follows (see, e.g., [7, p. 1601 ) that T,,, = 1, V,, where A,,, > 0 and I', is an isometry. But then V,p(x) = p(a"x) V,, m = 0, 1, 2 ,..., so by our hypothesis T,,, = 0, m > 1. Also To = cl. Thus T=cIHzca. 1.7 . If a is a continuous endomorphism of a Banach algebra 'u, the ideals {ker a"}:=, form an increasing chain, and we define R, = Un>o ker a" to be the a-radical of 'II. Observe that a(R,) c R,, a-'(R,) = R,. Al so a induces an injective endomorphism a' on 'U/R, by a'(x + R,) = a(x) + R,.
Often it will be convenient to assume that 2I has an identity 1 with a( 1) = 1. If this is not the case, we can embed 11 in 'I[ @ C = VI, in the usual way and set aI(x, A) = (a(x), A), so (?I,, a,) has the desired property.
1.8. In the next proposition we consider whether it is always possible to "extend" an injective star endomorphism of a C*-algebra to an automorphism (of a larger algebra).
PROPOSITION. Given an injective star endomorphism a of a (Y-algebra '3, there exists a C*-algebra 9 containing 'u as a subalgebra and an automorphism /I of 9 such that a(x) = p(x) for all x E 2I.
ProoJ: If 9l is not unital or if ?I is unital but a(l)# 1, we can embed '?I in 8, = 2I @ C and extend a to an endomorphism a, of ?I, such that a,(l) = 1. Thus we may as well assume U is unital and a(1) = 1.
We construct 2 as the inductive limit of a system of C*-algebras {'?I,, j,},"=,. To begin, let '?I, be any C*-algebra isomorphic to '11, and rq VI-+ '?I, be an isomorphism onto ' ... Let 9 be the C*-inductive limit of (U,,j,). Each 'u, corresponds naturally to a subalgebra of 9, and for simplicity of notation call that subalgebra 'u,. (See [ 15, 1.23.21 .) Thus, 9 = &>,, ?I, . Since /I, extends p,-i, n > 1, we can define an injective endomorphism /I: UnhO 911, -+ lJn>O VI,. Since /3(2I,) =/3,(9I,) = 'u n-1, /I is onto. As each p, is of norm 1, so is /I, hence /I admits a unique extension, which we again denote by p, to 9. Also, the extended map is one to one and onto. Thus p is an automorphism of 9. Finally, by construction, /I extends each /3,, and in particular ,f3 extends /3, = a; i.e., /3(x) = c.r(x), x E '11.
II.

II. 1. DEFINITION.
Let CY be a star endomorphism of a C*-algebra 'u, p a representation of '?I in R, and V an isometry of 2. We say that @, I') is an isometric covariant representation of (a, a) if Vp(ax) =p(x)V, for all x E 'I[. Suppose that /I is an automorphism of a C*-algebra 9; if 6, denotes the Kronecker delta on Z, the algebra I'(Z, S,p) consists of all formal sums ~~m06,0x, withx,E'U, ~tOm)Ix,ll< co. The adjoint is given (on simple tensors) by (6, ax)* = 6-, @p-"(x*), and the multiplication by (~"ow,oY)=4+, @ x/P(y) [ 13, 7.6.11 . A multiplication could also be defined by letting the group act on the left side: (6, @ x)(6, @ y) = 6 n+m @ /?"(x)y. If the Banach space I'@, 9, /I) is provided with this alternative multiplication, and the adjoint is left unchanged, we obtain a new Banach algebra, which we will call I'(& 9,/I)"". The Banach algebras 1'(Z, 9, /I) and I'(Z, 9, /I)"" are isomorphic. We denote the representation n by V X p. Next we wish to define an operator enveloping norm on Z'(Z +, U, a). First note it is possible to embed I'@ ', '?I, a) faithfully in some !P(R'), for if p is a faithful representation of VI in P(X), U, X p will be a faithful representation of I'(Z +, ?I, a) in S?(R), A?= H*(X).
DEFINITION.
For FE Z'(Z+, 24 a) set llFl\ = sup{ll(Vx p)(F)II: @, V) is an isometric covariant representation of (?I, a)]. Define L ' X, ?I to be the completion of Z'(L +, 'u, a) with respect to this norm. Z ' X, '11 will be called the semi-crossed product of II with a. Thus Vp(a(x)) = p(x)V, as desired.
11.4. PROPOSITION. Let a be an injective endomorphism of a C*-algebra 3. Let 3 be a C*-algebra containing U as a subalgebra and jl an automorphism of 9 such that a(x) =/3(x), x E '3 (as in 1.8). Then k ' X, '11 is isomorphic with a nonselfadjoint subalgebra of the C*-crossed product z x, 28.
Proof. Since % c 3, and /I j '?I = a, I'(Z ', ?I, a) can be considered as a subalgebra of I'(& 9, /I)"" in a natural way. Using the notation introduced following II. 1, yields on embedding of I'(?! +, 3, a) in the crossed product Z x0 ~'8, which we call 1. If, for FE l'(L +, '11, a), the norm jFJ/ as defined in II.2 is the same as the norm of z(F) in Z x6 9, then I can be extended to an isometric isomorphism i: B + X, YI -+ Z X, 9 so that the diagram commutes. In other words, Zi X, '?I can be viewed as a nonselfadjoint subalgebra of L X, 9. Thus it remains to show that ]]F]] and the norm of r(F) are identical. Since every covariant representation @, V) of (9,/3) restricts to an isometric covariant representation of (a, a), it follows that ]]F]] > ]]@)]]. Suppose now that @, I') is an isometric covariant representation of (3, a). Since by I.4 p = pr @ p2, V = I', 0 V,, with bi, Vi) an isometric covariant representation of (U, a) (if it is nonzero), i = 1,2, such that I', is unitary and V, a pure isometry, we may treat these cases separately. So assume tat @, V) is an isometric covariant representation of (a, a) with V unitary. By the construction of 9 in 1.8, the subalgebra generated by (?I, p-'%, ,Z-"a,...) is dense in 9. Extend p to (Y&B-"$I, p-2U,...) by /7(x) = V"p(J3"x) V *n if p"(x) E 2I. [Note that if x is in this subalgebra, /P(x) E 'u for some n > 0.
, p extends to a representation of 9, and in fact @, V) is a covariant representation of (59, p).
Next if @, V) is an isometric covariant representation of (VI, a) with V a pure isometry, then by I. @, V) is an isometric covariant representation of (?I, a) with V a pure isometry}.
Proof. First we make the obvious point that if @, V) is an isometric covariant representation of ('u, a), then by the definition of the norm on Z + X, U, V X p extends to a bounded hilbert space representation of z+ x,u. By I.4 every isometric covariant representation @, I') of (?I, a) can be written as p = pr @ pz, V= I', @ V,, where ki, Vi) is an isometric covariant representation of (VI, a) and I', is unitary (if it is nonzero) and V, is a pure isometry (if it is nonzero). Thus to prove the proposition it is sufficient to show that if @, I') is an isometric covariant representation with V unitary, then for every E > 0 there exists an isometric covariant representation (w, U,) with U, a pure isometry such that Il(Vx p)(F)11 < IW+ x ~>(F>ll + E* Since V is unitary with p(ax) = V*p(x)V, it follows that the kernel of p contains the a-radical R,, so @, I') can be lifted to an isometric covariant representation @', V) of ((u/R,, a'), where a' is the (injective) endomorphism of 'u/R, induced by a (see 1.7). As in 1.8, there exists a C*-algebra 9 containing 'u/R, as a subalgebra and an automorphism /I of 9 such that /3(x) = a'(x), x E U/R,. Essentially as in II.4 we can embed
(except here it is convenient to use (Z X, 9)Op in place of Z X, 9). By [ 13, 7.7 .51 and the amenability of Z, if (n,R) is any faithful representation of 9, then IO" x PW)II < II t-J+ x 4P)iilt E.
11.6. We now turn our attention to commutative C*-algebras, ?I = C,(S), where S is locally compact hausdorff. In this context, 4 will be used to denote the continuous and proper mapping, 4: S --, S, such that a(f) =f o 4, f E C,(S). Thus if f is a continuous function with compact support (resp. vanishing at infinity) fo 0 has the same property. Although not every endomorphism of C,(S) is given by composition by such a 4, we will henceforth only consider endomorphism of C,(S) of this form. [Notice that if a is any endomorphism of C,(S) and S, = S U { 00 } is the one-point compactification, and if a is extended to an endomorphism a, of C(S,) SO 11.9. Notation. As before, let S be locally compact hausdorff and 4: S -+ S a continuous and proper map defining an endomorphism a of C,,(S) by a(f) =f 0 9. If FE z'(z ', C,(S), a), F = Cn>O 6, Of,, then II FIl > suPsEs (En>0 lf,(~)12)1'2~ as can be seen by taking &-, = 1, <, = 0, n > 0, in 11.7. In particular, sup,, Ilf,ll < IlFll. Thus if {F(")}F= i c Z'(Z +, C,(S), a) is a Cauchy sequence with respect to the semi-crossed product norm, say, Fk' = xna,, 6, of:", it follows that for each n, {fF'},"=, is Cauchy in C,(S). This means that each element F of the completion H + X, C,,(S) is described by a unique sequence {fn}FEO,fn E C,(S). If F E L + x, C,(S) corresponds to the sequence {fn}FzO, we will write F= JTn>,,M,,,f,.
Let K(Z +, 3, a) (2I = C,(S)) be the subalgebra of I'(L ', 3, a) consisting of functions F: L + + 'u with finite support. Clearly, K(H +, 3, a) is dense in Z + x, C,(S). This does not imply, however, that if FE L ' X, C,(S) has the representation F = C, > O M,, f, , then F is the limit of the elements F(") = CizO Mzkfk. Indeed, th is can be seen when S is a single point (and 4 the identity map). In that case Z ' X, C,,(S) is the disk algebra &, and not every function in the disk algebra is the uniform limit of the partial sums of its fourier series. [However, see the remark following IV.2 for a discussion of summability.] 11.10. Retain the notation of 11.9. If FE Zt X, C,(S), F = CnaoMrnfn (hence Ilf,ll < /1F/l, n E Z ') we can associate with each s E S the holomorphic function F(s) in the unit disk, given by F(s)(z) = f'(s, z> = Cn>oUs> z". Keep the notations of 11.9.
6) The map s + IIW, x %>(F)ll is lower semicontinuous for each FE L + x, C,,(S).
(ii) Suppose that the family (4" } FzO is uniformly equicontinuous, and regard each M, X T?~ (s E S) as mapping into the same space (Hz) (ii) Given F= Z+ x, C,(S) and
-fmpk(tik(s'))l. Thus we see that M, X 7's, yields a faithful representation of Z ' X, C(S) onto ~3'~~. Of course if s0 had been replaced by any sk E S, the representation IV, X Zss, would also yield an isomorphism of P ' X, C(S) with 2,$,. by 11.12, 111.2, and the fact that gko is strongly semisimple with maximal ideals of finite codimension, so we may view v/,, as a representation of L + X, C,(S) onto 2k0. Thus the maximal ideals of gko, which are classified in 111.3, determine maximal ideals in Z + X, C,(S). Say (S, 4) has locally bounded order if for each s E S there is a neighborhood U, and an integer n, > 0 such that #"s(s') = s' for all s' E U,.
PROPOSITION. Suppose S has locally bounded order. Then every maximal modular ideal of Z + X, C,(S) is of the form w,'(M), for some s, E S and maximal ideal M of J2Yko, where k, is the cardinality of the order s,,.
ProoJ: Suppose M c L + X, C,(S) is a maximal modular ideal such that v,(M) is not a maximal ideal in I,v,(Z + X, C,(S)) for any s E S. Then y/,(M) = v,(Z' X, C,,(S)), and so there exists, for each s E S, an element F@) E M such that v/,(F'"') is the identity in y1,(12 + X, C,(S)).
Let F be an element of Z ' X, C,,(S). We will show that F can be approximated arbitrarily closely by elements of M; since M is closed, this will imply FE M and hence M = Z ' X, C,,(S), contradicting that M is proper. Given E > 0 there exists G E H ' X, C,(S) such that G = CzZOMZfl g,, g, has compact support, 0 < n <p, and IIF -G ]( < E. Let K = lJ",=, supp(g,).
The assumption that S has locally bounded order along with the compactness of K 
IIF-HGII < /IF--GII + IIG -HGII < E + W'll + E).
This completes the proof.
111.5. Next we study the topology on the strong structure space of z + x, C,(S).
If (S, 9) is such that every point s E S is periodic and has locally bounded order, then as in III. 4 We have shown that if C c S x fi is closed in the product topology, there is a family {F,: F, E L ' X, C,(S), v E /i} with C = n,,,, Z(F,). Suppose in addition that C = q-l(q(C)). Then by the way we defined the quotient map, each maximal modular ideal M of Zt X, C,(S) in q(C) contains all the F,, v E/1. Hence, ker(q(C)) 1 {F,: v En}, and so hull(ker(q(C))) c hull{F,: v E A } = q(C). Since hull(ker(q(C))) necessarily contains q(C), it must coincide with q(C). Thus q(C) is closed in the hull-kernel topology, which completes the proof.
111.6. Remark. Let (S, $) be as in III. 4 and suppose in addition that the zero set of each FE Z + _X~ C,(S) is closed in the product topology on S x 0. Then, if C c S X D is such that q(C) is closed in the hull-kernel topology, C is the zero set of a certain collection of elements in Z ' X, C,,(S) (namely, ker(q(C))), and hence C is closed in the product topology of S X 0. From this observation it follows, for instance, that the quotient topology on A=SxD/-coincides with the hull-kernel topology if S is a finite set. In particular, this allows us to describe the hull-kernel topology on the maximal ideal space of 3Yk0. Let 
IV.l.
We turn now from the special case considered in Section III, in which each s E S was periodic under 4, to the general case, in which we only assume $: S + S is continuous and proper. Unlike the periodic case, the algebras Z ' X, C(S) need not in general be strongly semisimple; indeed, they need not even be semiprime. Our goal in this section will be to give necessary and sufficient conditions on the dynamical system (S, 4) for Z+ X, C(S) to be (i) semiprime; (ii) semisimple; and (iii) strongly semisimple.
We recall some standard facts and terminology [2, 10, 141 . All ideals will be assumed to be two sided unless otherwise stated. An ideal P is said to be prime if, for any ideals, I, 1, IJ c P implies either I L P or J G P; it is called primitive if P is the kernel of an irreducible representation of '3, and P is called modular if 'u/P has an identity. A maximal modular ideal is primitive, and a primitive ideal is prime. The prime radical (resp., Jacobson radical, strong radical) is the intersection of all prime ideals of '3 (resp., all primitive ideals, all maximal modular ideals). 2I is said to be semiprime (resp. semisimple, strongly semisimple) if the prime radical (resp., Jacobson radical, strong radical) is (0). 'ZI is semiprime iff '3 has no nontrivial nilpotent ideals. If 'u is a Banach algebra, 'u is semisimple iff U has no nontrivial left or right ideals consisting of quasinilpotent elements. Of course there are various other characterizations of semisimplicity.
Suppose S is locally compact hausdorff and 4: S + S is continuous and proper. We want to define the notions of near recurrence and near periodicity, which are slightly weaker than recurrence and almost periodicity, respectively. Recall that a point s0 E S is recurrent under Z + if, for every neighborhood U of s,,, {$"(s,)}F=, f7 U is infinite. We will say s, is nearly recurrent if for every neighborhood U of s, there exists a point s, E U, depending on both s0 and U, such that Un {~"(s,)}~==, is infinite. A set A c Z+ is syndetic if there exists a finite set F G Z' such that Z ' =A + F. (Note that this is the same definition as in [4] , except that there it is given in the context of groups.) s, E S is almost periodic if, given a neighborhood U of sO, {k E Z + : @"(s,) E U} is syndetic. We will say s,, is nearly periodic if, given a neighborhood U of sO, there exists s, E U, which may depend on both s,, and U, such that {k E Z ': $k(s,) E V} is syndetic. It is an easy consequence of the definitions that the subsets of nearly recurrent points and nearly periodic points are closed in S. Of course, the set of periodic points need not be closed. We are now ready to state our main result.
THEOREM. Let S be locally compact hausdor-, and $1 S + S continuous and proper. It is not hard to show that s0 is a nearly recurrent point of S iff there is no neighborhood U of s, with U, #-I, 4-'(U),... p airwise disjoint. This is related to the term "nonwandering": if 4 is a homeomorphism, s, is nonwandering if there is no neighborhood U of s,, with {4"(U)},, z pairwise disjoint.
In the course of establishing the Theorem we will actually provide an explicit characterization of each of the three radicals.
IV.2. Although the proofs of (i), (ii), and (iii) will be done separately, there are certain invariance properties which are shared by all three radicals, which we now discuss.
LEMMA.
F=Cn>,, M,"f,, E Z ' X, C(S) belongs to the prime radical (resp., to the Jacobson radical, to the strong radical) ifand only iffO K 0 and Mznfn belongs to the prime radical (resp., to the Jacobson radical, to the strong radical) for n > 1.
Proof. Since each of the radicals is a closed linear subspace, the "if" direction is clear.
Define an automorphism r, @E RI of the dense subalgebra K(L ', C,(S), a) by r,(C:zO Mz" g,) = CEzO Mz"ein'gn. Now r, is normpreserving, for
where r E Hz, r(z) = Ck>O zkrk, and g, z 0, k > p. If Thus r1 extends to an automorphism of the semi-crossed product Z + X, C(S), which will also be denoted rI. Note that if a is injective, and hence extends to an automorphism p of a (commutative) C*-algebra 9, say, 9 = C,(S'), then { tt) E n is just the restriction of the dual automorphism group of the C*-crossed product Z X, C,(S') to Z+ X, C(S). Now the mapping t + rt(F), FE E + X, C(S), is norm continuous, and the Bochner integral (1/2z) 1:" ePinfr,(F) dt converges in norm to Mznfn, if F = CzzO M,.& , These facts are easily seen to hold for FE K(Z ', C,,(S), a), and can then be extended to Z + X, C(S). Since any automorphism of Z + X, C(S) maps each of the three radicals of Z ' X, C(S) onto itself, it follows that if F = En),, Mz,, f, belongs to one of the radicals, so does f,, M, fi , Mz2f2 ,... .
Finally, observe that if F = Cn.+O Mznfn E 12' X, C(S), the mapping F+ xs(F) =.A&) is a continuous homomorphism Z + X, C(S) --f 6, so ker xs (s E S) is a maximal modular ideal. To complete the Lemma it is only necessary to notice that if FE R, the strong radical, then f0 E R and f. E nseS ker xs, so f, must vanish identically. 
PROPOSITION. R is the prime radical of Z + X, C(S).
ProoJ Let R' denote the prime radical of H' X, C(S), and let F= C">l MJ,, E R'. Suppose for some k,, there exists s, E S,, such that fko(s,) # 0. By IV.2 Mr&& E R', as is (MLk,,fkJ&, so we assume fk,, > 0 and set G=C,>,o MZkgk, where g, = rkfkO. Here r is fixed, 0 < r < 1; thus G E R '. [Note that G is the limit of the partial sums ,YiZko MZx g,, each of which is in R', and that R' is closed.] Claim that G is not nilpotent; i.e., G" f 0, n = 1, 2 ,.,. . Let U be a neighborhood of s, such that fku(s) > 0, sEU,theng,(s)>O,sEU,k~k,.Letk,<k,<k,<...beasequenceof nonnegative integers and s, E U be such that dkm(sl) E U, m > 1. Now G" consists of sums of terms of the form where I 1 ,a.., 1, > kc,, n a positive integer. Suppose in addition that lj + lj+l + . .. + 1, E {ki} e 1, 1 <j < n. (There will always be at least one term in the expansion of G" for which this is true.) Since g/,0 4 'z+. . t'"(q) g/* 0 $4 l3+ . . . +ysl> f-* gJs,) is positive, G" # 0.
A subset g c Zf X, C,(S) is said to be an m-system (generalized multiplicative system) if F, , F, E &? implies F, F,F, E d for some F, E Z ' X, C,,(S). An element FE Z ' X, C,,(S) is said to have the zero property if every m-system that contains F also contains 0. Now the prime radical R' is the set of all elements of Z ' X, C,(S) that have the zero property [ 10, Exercise 1, p. 4491. Let G be as in the previous paragraph; consider the m-system {G": n = 1,2,...). We showed it does not contain zero, and hence G&R'. Thus ifF=C,>, MI,& E R', {s:f,(s) # 0) c S,, n > 1, so R'cR.
To prove the reverse inclusion, let s,, E S, and let U be an open relatively compact neighborhood of s,, such that for every infinite subset A c H ', nkeA gek(U)=O.
Let O= k, < k, < k, < ... <k, be any finite sequence such that U,,, = (Jim=, Since the prime radical contains all nilpotent ideals, .HG R'. Let F = Ci= i M,,f, E R and assume supp(f,) is compact and contained in S,, 1 < n <p. Since elements of this form are dense in R, the proof will be complete if we can show F E R'. Let IV.5. In order to study the Jacobson radical of semi-crossed products we will need a couple of lemmas of a combinatorial nature. As before, we assume that 4: S --) S is continuous and proper and S is locally compact hausdorff. Let m be a positive integer, Uj a compact neighborhood in S such that nk,* $-"(Uj) = 0 for every syndetic set A s Z ', 1 <j < m. Set Tj = { 1, 2 ,..., m}, 1, 2 ,... . Then given a positive integer p there exists a positive integer N such that for all syndetic sets A = {mj}Eo , 0 < m, < p, 1 < mj -mj-1 < p, j > 1, and all sequences { ij},E o E nJE, Tj, it follows flj"=O $-"j("ii>=O* ProoJ: The proof is by induction on m. Note that for m = 1, the statement of the Lemma reduces to that of the sublemma. Now suppose m > 1 and that the conclusion of the Lemma holds for m -1 in place of m; specifically, we assume there is an integer N' such that for all syndetic sets A= {mj}z,, O<m,<p, 1 <mj-mjp,<p, j> 1, and all sequences { ij}g, with 1 < ij < m -1, for all j, n,"=r , #-mj(Uij) = 0.
Given { ij}j"=, E n,TO Tj, either B = {k: i, = m) is syndetic, or else B has arbitrarily large gaps. If B is syndetic and A = {mj}J?, is any syndetic set, observe that {mj: j E B} is also syndetic. Proof. Let R' be the Jacobson radical of Z ' X, C,(S). We show first that R c R'. Let p be a positive integer, f, E C,(S) with supp(f,) compact and contained in So, 1 < n <p, and set F = Cz = 1 Mz" f, . Since elements of this form are dense in R, and since R' is closed, it will be enough to show FER'.
Let K = lJjp_, supp(jJ; f or each s E K, let U, be a compact neighborhood of s with the property that for every syndetic set A c Z ', nkEA #-k(U,) = 0. Since the interiors {q},,, form an open cover of K, there is a finite subcover {Vi = U,i}y! i . Let { gi}y! i be a partition of unity for K subordinate to { U,}y=, ; i.e., O<gi< 1, supp(g,) and mo= 0, 1 < mj -mj-, <p, j > 1. Since (*) is supported in ny:d #-Q(Uk,), it follows from the lemma that (*) is zero for n > N + 1 (hereNisasintheLemma).HenceF"=O,n~N+1,soFER'. To show the reverse inclusion, let F = En> I M,"f, E R'. By IV.2, M,nf, E R', n>l; so if F#O there is a k,>O such that fk0#03 M,,fkOE R'. We must show that {s:f,(s) # 0) G So; suppose to the contrary there is a nearly periodic point so such that fk,(so) # 0. Since MZkoJ,,jk$kO E R' for any constant 11, we may supposefkO > 0 andfkO(so) = 1. Set U= {s E S:fk,(s) > 4}. U is a compact neighborhood of so, so there is a syndetic set A = {mj}j",,, m, = 0, 1 < mj -mj-i <p (for some positive integer p) and a point s, E U such that {Q"j(s,):j E 77' } E U. Writing f in place of fk,, observe M,,f E R', j > k,, and compute (~~~~~ M,f )" = CJLk;c M,hj, where each hj is a sum of terms of the form f f 0 @I ... foe-l,whereko<ji-ji-,<k,+ p, 1 < i < n -1 (j. = 0). Also, given any sequence { ji}fTo satisfying j, = 0, k, < ji -ji-, < k, +p, 1 < i <p, there is such that IIF -F'II < E and supp(fA) c S,. Momentarily fix so E K and let V be a compact neighborhood of s0 ; given k > 0 we may assume s, @ 4 -"(I'). Otherwise @(s,-,) would belong to every neighborhood of sO, so s, = #k(s,,). But that contradicts the fact that S, has no periodic points. Thus we may assume that s0 6Z #-k(V), 1 < k < N. Since 4 is proper, 4-"(V) is compact, and so V\q5-"(v) is a neighborhood of s,,. Changing notation from the first paragraph, let Us, be a compact neighborhood of s,, , Us, c nj"= i ( V\gek( I')). Thus, Use, #-'(Us,,),..., V"(u,J are pairwise disjoint. If we do this for each point s E K, we obtain an open cover of K, from which we extract a finite subcover {Uj}JY1. Let {gj}J'!!i be a partition of unity for K subordinate to We have used that l/f0 -fhll < E and I&(s) -1 I < E, s E K. Thus 11 G/I < (1 -2&)-l (llF[l + E). Let H = C'!! i hjFgj ; since FE M, H E M. We estimate, for any s E S, G '-llhjll IIF-F'II gj(S) ,r, Consequently, )I H -Gil < E/( 1 -2~). But then M contains an approximate identity {HtK,Ej} for X so M is not a proper ideal in X, contrary to our assumption.
IV.9. COROLLARY. The strong structure space of Z' X, C,(S) is homeomorphic to S if and only if (S, $) has no periodic points.
ProoJ If (S, 4) has no periodic points, then by IV.8 the strong structure space is in one to one correspondence with S under s + ker xs. But it is clear that the hull-kernel topology on S is the same as the hull-kernel topology determined by C,,(S), which is the topology of S.
If s, E S is a periodic point with (finite) orbit T, then the inclusion q: T-, S yields by II.12 G: iz' X, C,(S) + Z' X,, (T). (Here #,, = #IT, and a,(f) =f o #0, fE C(T).) This gives rise to a continuous injection of the strong structure space of Z ' x,, (T) into the strong structure space of Z ' X, C,,(S). Since the strong structure space of Z' X,, (T) is nonhausdorff by 111.5, it follows that the strong structure space of L + X, C,(S) is nonhausdorff, and in particular not homeomorphic with S. commutes. It follows from II.12 that if (S,, 4i), (S,, #2) are conjugate, then P + x,, C,(S,), P + X,, C,(S,) are isomorphic. In this section we consider the converse proposition. In Theorem 3.11 of [l] it is proved that if #i is a homeomorphism of Si (i = 1,2) and if there exist probability measures m, on Si satisfying 4.10(i), (ii), and (iii) (i = 1, 2) with m2 invariant and ergodic, then ?I(S,, 41), 'u(S,, $2) isomorphic implies that (S,, #r), (S,, 4,) are conjugate. We, on the other hand, will assume that Si is compact and oi has no periodic points, but make no stringent assumptions about the existence of an invariant measure. In addition, #i is only assumed to be continuous and proper.
THEOREM. Assume that Si is compact hausdorfl and that 4; has no periodic points, i = 1,2. Then L + X,, C(S,) isomorphic to L + X,, C(S,) implies that (S,, 4,) is conjugate to (S,, &).
Proox For convenience we write 'Xi for 77' Xai C(S,), i = 1, 2. Let v: U, + 3, be an isomorphism (not necessarily continuous); then w maps the maximal modular ideals of '3, bijectively onto those of 'u,, M-+ w-'(M); furthermore, this mapping is a homeomorphism for the respective hull-kernel topologies. Since by Corollary IV.9 the strong structure space of Ui is Si, i= 1,2, we obtain a homeomorphism 0: S,+ S, defined by O(S) = S' if v'-'(kerXs)= kerXs,. Now the strong radical of 'ui is Mf21i, and since I maps the strong radical onto the strong radical, y(Mi%i) = Mf&. Let Pi be the projection 'lIi -+ C(S,), P'(C,>, Mif,) =f, (f, E C(S,)), i = 1, 2. Pi is a norm one homomorphism (and in this setting can be identified with the canonical mapping of 'ui onto the quotient of 21i modulo the strong radical of !&). Define a mapping A: C(S,)+ C(S,) by A= P2 0 v/I~(~,). We claim 2 is a *-algebra isomorphism. Let fE C(S,) and write w(f) = n(f) + F', V.2. It would be interesting to know if the conclusion of V.1 carries over to the periodic case as well. One very weak conclusion can be gotten from 111.5: suppose Si is locally compact hausdorff, and 4i: Si + S, is a homomorphism such that (Si, di) has locally bounded order, i = 1, 2.
Then Z + x,, C,(S,), Z + x,, C,(S,) isomorphic implies S,, S, are homeomorphic. As in V.1, we note that the strong structure spaces are homeomorphic in their respective hull-kernel topologies, and hence the complete regularization of these spaces are homeomorphic. But by the description of the topology on the strong structure space of Z + x,! C,(S,) given in 111.5, it follows that the complete regularization of this space is homeomorphic with Si. (See [2] for a discussion of complete regularization.) V.3. The results of Section IV suggest that it should be possible to express other ring-theoretic properties of semi-crossed products Z ' X, C,(S) in terms of the dynamical system (S, 4). Also, it would be interesting to have a description of the primitive ideal space, at least in the semisimple case.
