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Using the notion of modified completion given in Widiger, A. (1998, Deciding degree-
four-identities for alternative rings by rewriting. In Bronstein, M., Grabmeier, J.,
Weispfenning, V. eds, Symbolic Rewriting Techniques, PCS 15, pp. 277–288. Birkha¨user-
Verlag), it is shown that the word problem for the varieties of non-associative rings
defined by (xy)z = y(zx) and (xy)z = y(xz) respectively can be decided by rewriting.
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1. Introduction
The variety of free non-associative rings is defined by the equations
x+ y = y + x
(x+ y) + z = x+ (y + z)
x+ 0 = x
x+ (−x) = 0
x(y + z) = xy + xz
(x+ y)z = xz + yz.
There is a long history of computer proofs of identities in non-associative rings and
algebras using different approaches. The main ideas of the “group-ring” approach and
the “free algebra” approach can be found in the papers “Processing Identities by Group
Representation” by I. R. Hentzel, and “Examples, Counterexamples and the Computer”
by E. Kleinfeld, respectively, in the book by Beck and Kolman (1977). Many identities
of high degree for algebras have been proved, in particularly, with a method described in
Hentzel and Jacobs (1991) and Jacobs (1994).
Here we are interested in using rewrite systems for proving identities in varieties of
non-associative rings. As an example consider the variety of alternative rings, i.e. the
variety defined by the additional equations (xx)y = x(xy), and (xy)y = x(yy). In this
variety the famous Moufang identities hold:
(x(yx))z = x(y(xz))
((zx)y)x = z(x(yx))
(xy)(zx) = x((yz)x).
The first automatic proof of these identities was given in Anantharaman (1990).
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The most impressive results in this direction are stated in Zhang (1993), but no decision
procedure was given. In fact, no rewrite system was known that could be used to decide
whether a given equation of degree 4 is an identity for alternative rings or not.
The main problem appearing, when running usual AC-completion, is that there are
critical pairs which cannot be turned into terminating rules, e.g. for alternative rings the
equation (xy)z + z(xy) = x(yz) + (zx)y will be generated.
To overcome this problem, we introduced in Widiger (1998) the notion of “modified
completion”. Using this concept we were able to compute rewrite systems for several
classes of alternative rings, which allows one to decide identities up to degree 4. (For
so-called strongly alternative rings, i.e. rings satisfying (xx)y = x(xy) and the Moufang
identity, a degree-5 system was given.)
We consider in this note the variety of non-associative rings satisfying the axiom
(xy)z = y(zx)
studied, for example, in Hentzel et al. (1993), and the variety satisfying the axiom
(xy)z = y(xz)
studied, for example, in Thedy (1967).
Using the mentioned concept of modified completion we give rewrite systems which
solve the (complete) word problem for these varieties (thus we do not need a bound on
the degree).
2. Preliminaries
We use the standard notations of term rewriting given in Dershowitz and Jouannaud
(1990). We consider here rewrite systems for (non-associative) rings only. Hence the
operator + is associative and commutative and we have to deal with AC-rewriting, +
being the only AC-operator. Moreover, if we apply AC-completion to the rewrite system
x+ 0 −→ x
x+ (−x) −→ 0
x(y + z) −→ xy + xz
(x+ y)z −→ xz + yz
according to the defining equations, the following well known complete rewrite system
for free non-associative rings will be computed:
x+ 0 −→ x (2.1)
x+ (−x) −→ 0 (2.2)
x(y + z) −→ xy + xz (2.3)
(x+ y)z −→ xz + yz (2.4)
−0 −→ 0 (2.5)
−(−x) −→ x (2.6)
−(x+ y) −→ (−x) + (−y) (2.7)
x0 −→ 0 (2.8)
0x −→ 0 (2.9)
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x(−y) −→−(xy) (2.10)
(−x)y −→−(xy). (2.11)
In our considerations we always start with this rewrite system supplemented with the
rule defining the appropriate variety:
(xy)z −→ y(zx) (2.12)
and
(xy)z −→ y(xz), (2.13)
respectively.
We will not write down the extended rules, e.g. the extension of (2.2):
x+ (−x) + y −→ y
although these rules are always added.
In the following the rewrite relation → induced by a rewrite system R always means
−→R/AC and critical pairs are AC-critical pairs.
A monomial is a product of variables, e.g. (x(yz))x is a monomial. The Ring-Normal-
Form (RNF) of a (ring) term t is its normal form w.r.t. the rewrite rules (2.1)–(2.11);
RNF (t) is a sum of monomials and negated monomials.
The Distributive-Normal-Form (DNF) of a term t is its normal form w.r.t. the rewrite
rules (2.3), (2.4), (2.6), (2.7), (2.10), and (2.11); DNF (t) is a sum of products of 0 and
variables and negated products of 0 and variables.
For a monomial m and a variable x, the degree of m in x, denoted by degx(m), is the
number of times x occurs in m.
The term t is called homogeneous if for arbitrary monomials m1,m2 of RNF (t) and
each variable x, degx(m1) = degx(m2). Then a term in RNF is a sum of its homogeneous
components.
A ring variety V is called homogeneous if it has the property that if t = 0 is an identity
for V, then th = 0 is also an identity for V for each homogeneous component th of t.
We remark that the varieties considered are homogeneous (e.g. by Zhevlakov et al.,
1982, Corollary of Theorem 1.5). This property will be used when applying Theorem 2.1
of Widiger (1998).
The degree of a product of 0 and variables is the number of factors (0 or variables)
in the product; the degree of a term t, deg(t), is the maximum of the degrees of the
summands of DNF (t).
We will use an ordering on monomials (and more generally on products of 0 and
variables) of fixed degree:
s  t if s = t
elseif deg(s) > deg(t)
else deg(s) = deg(t), and s = a·b, t = c·d, and (a, b)  (c, d) lexicographically.
This means that for degree 3:
(x1y1)z1  x2(y2z2).
Then we define the height h(p) of a product p of degree 3 by h((xy)z) = 2, h(x(yz)) = 1.
For degree 4 we have
((x1y1)z1)u1  (x2(y2z2))u2  (x3y3)(z3u3)  x4((y4z4)u4)  x5(y5(z5u5))
and h(((xy)z)u) = 5, . . . , h(x(y(zu)) = 1 and so on.
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To give a proper definition of height, let A(k) be the number of different product
patterns of monomials of degree k. A(1) = A(2) = 1, A(3) = 2, A(4) = 5. Obviously for
k ≥ 2
A(k) =
k−1∑
i=1
A(i) ·A(k − i).
Now h(x) = h(xy) = 1 for the variables x and y. Let m = a ·b be a monomial of degree
k ≥ 2,deg(a) = l. Then
h(m) =
l−1∑
i=1
A(i) ·A(k − i) + (h(a)− 1) ·A(k − l) + h(b).
The height h(t) of a term t which has the property that all summands in DNF (t) have
equal degree, is the maximum of the heights of these summands. Let h(0) = 0.
In the following, p−q always means p+(−q), and R always contains rules (2.1)–(2.11).
We recall slight modifications of the definitions of modified completion, modified
Church–Rosser property, . . . given in Widiger (1998).
Definition 2.1. A rewrite system R is called modified complete if for each critical pair
(p, q), DNF (p− q) ∗−→ 0 and DNF (q − p) ∗−→ 0 hold.
A rewrite system R is called modified k-complete if for each critical pair (p, q) with
deg(p) = deg(q) ≤ k, DNF (p− q) ∗−→ 0 and DNF (q − p) ∗−→ 0 hold.
A rewrite system R is called k-terminating if there is no infinite derivation t1 → t2 →
· · · with deg(t1) ≤ k. A rewrite system R is called modified Church–Rosser if for each
term t, t ∗←→ 0 iff t ∗−→ 0.
A rewrite system R is called modified k-Church–Rosser if for each term t with deg(t) ≤
k, t ∗←→ 0 iff t ∗−→ 0.
A rewrite system R is called (modified) inter-reduced if for every non-extension rule,
l→ r ∈ R, except (2.1):
l is irreducible w.r.t. R \ {l→ r},
r is irreducible w.r.t. R,
if r 6= 0 then l − r is “essentially irreducible” w.r.t. R \ {l→ r}, i.e. every
step in a reduction sequence of l − r is due to rules (2.6) or (2.7) only.
Now we recall the Modified Completion Procedure (MCP) to compute a k-complete
and terminating (k-terminating) rewrite system:
Input: degree k and terminating (k-terminating) rewrite system R of degree ≤ k
while there is a critical pair (p, q) with deg ≤ k and DNF (p− q) ∗−→ u 6= 0, or
DNF (q − p) ∗−→ u 6= 0, u irreducible.
1. Put u = 0 into a rule l→ r by moving some monomials from left to right
such that R1 = R ∪ {l→ r} is terminating (k-terminating).
2. R := Interreduce(R1)
endwhile
Interreduce(R)
if R is inter-reduced then Return R
else
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Let l→ r ∈ R be a non-extension rule which contradicts the inter-reducedness
of R.
if r ∗−→ r1 w.r.t. R, r1 6= r, r1 irreducible then
Delete l→ r and its extension (if there is one) from R
Add l→ r1 and its extension (if there is one) to R
Return Interreduce(R)
else
Let l − r ∗−→ u w.r.t. R \ {l→ r}, u irreducible
if u = 0 then
Delete l→ r and its extension from R
Return Interreduce(R)
else
Put u = 0 into a rule l1 → r1 such that (R \ {l→ r}) ∪ {l1 → r1}
is terminating (k-terminating)
Delete l→ r and its extension from R
Add l1 → r1 and its extension to R
Return Interreduce(R)
endif
endif
endif
It remains to be considered how to put an equation u = 0 into a rule l→ r, i.e. which
monomials should be moved to the right. This can be done in different ways. We used the
ordering given above, i.e. u = 0 is put into a rule by keeping all monomials of maximal
height (maximal w.r.t. the monomials of u) on the left and moving all others to the right,
e.g. the equation
(xy)z + z(xy) = x(yz) + (zx)y
is turned into
(xy)z − (zx)y −→ x(yz)− z(xy).
It is possible that a rule constructed in such a way will violate termination, but if all the
generated rewrite systems are k-terminating, and if MCP terminates, one can compute
a modified k-complete rewrite system.
Remark. If l→ r is a rule of this form, and l has more than one summand, then super-
position of this rule with (2.7) gives the negation of this rule, DNF (−l) → DNF (−r).
If this negation is not the rule itself, it is always contained in a modified inter-reduced
system (e.g. −(xy)z + (zx)y −→ −x(yz) + z(xy) is the negation of the above rule).
Now assume we have a rewrite system R for a homogeneous variety of rings consisting
of rules (2.1)–(2.11) and additional rules; each additional rule l→ r having the property
that l is a sum of monomials and negated monomials of equal height, and the height of
the monomials of r is less than this height.
To resolve the modified Church–Rosser property from modified completeness we need
the following additional conditions for R:
(#) If there is a reduction step t =
∑
ui + s −→ t′ with products ui such
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that h(ui) = l and h(s), h(t′) < l, then there is a partition of the ui:∑
i ui =
∑
j(
∑(j)
ui) such that there are reductions
∑(j)
ui −→ uj with
h(uj) < l.
(##) t→ t1 implies DNF (t− t1) ∗−→ 0.
Then the following theorem holds (Widiger, 1998).
Theorem 2.1. Let R be terminating and modified complete such that (#) and (##)
hold. Then R is modified Church–Rosser.
3. Rings Satisfying (xy)z = y(zx)
The starting rewrite system consists of rules (2.1)–(2.12). We call this system R3. R3
is obviously terminating, modified 3-complete, and (modified) inter-reduced.
Turning to degree 4 we obtain the following terminating, modified 4-complete, and
inter-reduced system by applying the MCP (superposition of (2.12) with itself gives the
equation (y(zx))u = z(u(xy))).
R4 = R3 ∪ {x(y(zu))− z(u(xy)) −→ 0}. (3.1)
Now we turn to degree ≥ 5. First of all, because of rule (2.12), each monomial can be
rewritten to a monomial of height 1.
Let
∏n
i=1 xi be the monomial x1(x2(. . . (xn−1xn) . . . )), and let p be a permutation
∈ Sn. Then p(
∏n
i=1 xi) is the monomial of height 1 where the variables are permuted
accordingly to p.
For example, with p = (123) ∈ S5, p(
∏5
i=1 xi) is the monomial x3(x1(x2(x4x5))).
If we have a rule of the form
n∏
i=1
xi − p
(
n∏
i=1
xi
)
−→ 0, (3.2)
then the negation of this rule gives the rule
n∏
i=1
xi − p−1
(
n∏
i=1
xi
)
−→ 0. (3.3)
Of course, if p is of order 2, then (3.3) is the same as (3.2). If we have two rules
n∏
i=1
xi − p
(
n∏
i=1
xi
)
−→ 0 (3.4)
n∏
i=1
xi − q−1
(
n∏
i=1
xi
)
−→ 0, (3.5)
superposition of the extensions of these rules leads to the rule
n∏
i=1
xi − (q ◦ p)
(
n∏
i=1
xi
)
−→ 0. (3.6)
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Now let the degree n be 5. We will prove that
R5 = R4 ∪
{
n∏
i=1
xi − p
(
n∏
i=1
xi
)
−→ 0, p ∈ S5 \ {(1)}
}
(3.7)
is a terminating, modified 5-complete, and inter-reduced system.
At first we remark that this system is inter-reduced because the left-hand sides of the
degree-5 rules are irreducible (especially w.r.t. the rule of degree 4).
We have to show that all permutations p ∈ S5 \ {(1)} will be generated, i.e. if we add
the identity permutation; that is, that the subgroup G5 generated by the permutations
is S5.
If we multiply the rule x(y(zu))− z(u(xy)) −→ 0 from the left by a new variable (i.e.
if we superpose this rule with (2.3)) we obtain
(24)(35) ∈ G5. (3.8)
Multiplication from the right leads to the rule
x1(x2(x3(x4x5)))− x4(x2(x5(x1x3))) −→ 0,
i.e.
(14)(35) ∈ G5. (3.9)
Superposition of the degree-4 rule with (2.12) gives
(1325) ∈ G5. (3.10)
It remains to prove that the subgroup generated by the permutations in (3.8)–(3.10)
is the whole S5:
(i) From (3.8) and (3.10) we have (24)(35) ◦ (1325) = (13)(245) ∈ G5, hence
(13) ∈ G5. (3.11)
(ii) From (3.9) and (3.10) we have (14)(35) ◦ (1325) = (143)(25) ∈ G5, hence
(143) ∈ G5. (3.12)
(iii) From (3.10)–(3.12) we have (1325) ◦ (143) ◦ (13) = (13254) ∈ G5. But (13) and
(13254) generate S5.
Since the variety contains the variety of all commutative associative rings, R5 is mod-
ified 5-complete.
The property that products of five elements commute and associate in this variety is
well known (Hentzel et al., 1993). (Such rings are called 5-nice.)
For degree n = 6 we claim that
R6 = R5 ∪
{
6∏
i=1
xi − p
(
6∏
i=1
xi
)
−→ 0, p ∈ S6, p(5) 6= 5 or p(6) 6= 6
}
(3.13)
is a 6-complete inter-reduced system.
A rule
∏6
i=1 xi − p(
∏6
i=1 xi) −→ 0 with p(5) = 5 and p(6) = 6 does not appear in the
system because it can be reduced by the degree-5 rule
5∏
i=1
xi − p
(
5∏
i=1
xi
)
−→ 0.
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For example, the rule x1(x2(x3(x4(x5x6)))) − x2(x1(x3(x4(x5x6))) −→ 0 (according to
permutation (12)) is not in the inter-reduced system, because the rule x1(x2(x3(x4x5)))−
x2(x1(x3(x4x5))) −→ 0 can be applied.
Nevertheless we may use the rules
6∏
i=1
xi − p
(
6∏
i=1
xi
)
−→ 0
5∏
i=1
xi − (12)
(
5∏
i=1
xi
)
−→ 0
in generating the new rule
6∏
i=1
xi − p ◦ (12)
(
6∏
i=1
xi
)
−→ 0.
Thus we want to show that the subgroup G6 of S6, containing all permutations p ∈ S6
with p(5) = 5 and p(6) = 6, and the permutations according to rules of degree 6, is S6.
More generally we claim for n > 5 that
Rn = Rn−1 ∪
{
n∏
i=1
xi − p
(
n∏
i=1
xi
)
−→ 0, p ∈ Sn, p(n− 1) 6= n− 1 or p(n) 6= n
}
.
(3.14)
Now (12), (23), . . . , (2(n− 2)) ∈ Gn. One obtains (2(n− 1)), (2n) ∈ Gn by multiplying
with a new variable from the left. Hence (1k) = (12) ◦ (2k) ◦ (12) ∈ Gn for k = 3, . . . , n.
This shows that Gn = Sn.
Thus we have a very simple proof of the result proved in Hentzel et al. (1993) that this
variety is k-nice for k ≥ 5 (i.e. the product of any k elements is the same, regardless of
their association or order).
Clearly Rn is terminating, inter-reduced, and modified n-complete. Let R∗ =
∪∞n=3Rn.
Theorem 3.1. R∗ is terminating and modified Church–Rosser.
Proof. R∗ is terminating and modified complete. So we have to verify properties (#)
and (##). Condition (#) holds because each product of height > 1 can be reduced by
rule (2.12) to a product of less height.
To verify condition (##) we first remark that for each rule of the form
∏n
i=1 xi −
p(
∏n
i=1 xi) −→ 0 the negated rule is contained in R∗ (the negated rule may be the rule
itself), and if a− b −→ 0 is a rule of this form, then
∗∏
(a, y1, . . . , ym)−
∗∏
(b, y1, . . . , ym)
∗−→ 0,
where
∏∗(a, y1, . . . , ym) is any fixed product of a, y1, . . . , ym. This follows from the struc-
ture of R∗.
Now consider the (most complicated) case that t → t1 by a rule
∏
xi − p(
∏
xi) → 0
with redex s.
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Assume first that t is a product (or negated product) of s, 0’s, and variables. Then
s =
∏
ai − p(
∏
ai) with subterms ai and t =
∏∗((∏ ai − p(∏ ai)), y1, . . . , ym). One has
to prove that DNF (t) ∗−→ 0. But multiplying out ∏ ai and p(∏ ai) we obtain
DNF (t) =
∑
µ
±
(∏∗(∏
viµ, y1, . . . , ym
))
+
∑
µ
∓
(∏∗(
p
(∏
viµ
)
, y1, . . . , ym
))
,
where the viµ are products of 0’s and variables. By the above remarks∏∗(∏
viµ, y1, . . . , ym
)
−
∏∗(
p
(∏
viµ
)
, y1, . . . , ym
) ∗−→ 0
or
−
∏∗(∏
viµ, y1, . . . , ym
)
+
∏∗(
p
(∏
viµ
)
, y1, . . . , ym
) ∗−→ 0.
In the general case let tX = t[s ← X], i.e. tX is the term t, where s is replaced by
a new variable X. DNF (tX) =
∑
Ai +
∑
Bj , where the Ai and Bj are products or
negated products of 0’s and variables, and X appears exactly once in each Ai and does
not appear in Bj . DNF (t1) =
∑
Ai[X ← 0] +
∑
Bj
∗−→ ∑Bj . One has to show that
DNF (Ai[X ← s]) ∗−→ 0. But this holds by the first case. 2
4. Rings Satisfying (xy)z = y(xz)
The starting rewrite system consists of rules (2.1)–(2.11) and (2.13). Now we call this
system R3. R3 is obviously terminating and modified 3-complete. For degree 4 we obtain
the terminating and modified 4-complete system
R4 = R3 ∪ {x(y(zu))− x(z(yu)) −→ 0}. (4.1)
We remark that the set of rules of degree 4 is the set{
4∏
i=1
xi − p
(
4∏
i=1
xi
)
−→ 0, p ∈ S4, p(1) = 1, p(4) = 4, p(3) 6= 3
}
. (4.2)
Generally we claim that for n > 4
Rn = Rn−1 ∪
{
n∏
i=1
xi − p
(
n∏
i=1
xi
)
−→ 0, p ∈ Sn, p(1) = 1, p(n) = n, p(n− 1) 6= n− 1
}
(4.3)
is a terminating, modified n-complete, and inter-reduced system.
We may assume that this holds for Rn−1. Of course Rn is terminating and inter-
reduced. Rules of the form
n∏
i=1
xi − p
(
n∏
i=1
xi
)
−→ 0, p ∈ Sn, p(1) = 1, p(n) = n, p(n− 1) = n− 1 (4.4)
are not in Rn because the left-hand side is reducible by a rule of less degree. But as in
the case of the other variety we may assume that such permutations are included in the
completion procedure.
Let Sn(1, n) be the subgroup {p ∈ Sn : p(1) = 1, p(n) = n} of Sn. We claim that the
subgroup Gn of Sn, containing all permutations p ∈ Sn(1, n) with p(n− 1) = n− 1 and
the permutations according to rules of degree n generated by the MCP, is Sn(1, n).
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Now (23), (24), . . . , (2(n− 2)) ∈ Gn. It follows from (2(n− 2)) ∈ Gn by multiplication
from the left that (3(n − 1)) ∈ Gn and (23) ◦ (3(n − 1)) ◦ (23) = (2(n − 1)) ∈ Gn. But
the transpositions (23), . . . , (2(n− 1)) generate Sn(1, n). Hence Gn ⊇ Sn(1, n).
It remains to prove that no other rules can be generated, i.e. Rn is modified n-complete.
But superposition of a rule like
k∏
i=1
xi − p
(
k∏
i=1
xi
)
−→ 0, p ∈ Sk(1, k) (4.5)
(or its extensions) with rules (2.1)–(2.11) (or its extensions) result only in negation or
multiplication by a new variable from the left or from the right. In the first two cases
the resulting rule is obviously of the desired form. Multiplication from the right gives the
term (x1(x2(. . . (xk−1xk) . . . )))y − (x1(x˜2(. . . (x˜k−1xk) . . . )))y.
But reduction by (2.13) gives
xk(xk−1(. . . (x1y) . . . ))− xk(x˜k−1(. . . (x1y) . . . ))
which can be reduced to 0.
Superposition of
x1(x2(. . . (xk−1xk) . . . ))− x1(x˜2(. . . (x˜k−1xk) . . . )) −→ 0
with (2.13) at the position of the non-variable subterm xi(. . . (xk−1xk) . . . ) gives a rule
x1(. . . (xi−1(y(x(xi+1(. . . (xk−1xk) . . . )− x1(. . . (y(x(x˜j(. . . (x˜k−1xk) . . . ) −→ 0
which is of the desired form.
It remains to consider superpositions of two rules of the form
k∏
i=1
xi − p
(
k∏
i=1
xi
)
−→ 0, p ∈ Sk(1, k)
l∏
i=1
xi − q
(
l∏
i=1
xi
)
−→ 0, q ∈ Sl(1, l),
l ≥ k, or its extensions. But obviously then a resulting rule is of the form
l∏
i=1
xi − r
(
l∏
i=1
xi
)
−→ 0, r ∈ Sl(1, l).
Hence Rn is modified n-complete. Let R∗ = ∪∞n=3Rn. R∗ is terminating and modified
complete.
Theorem 4.1. R∗ is modified Church–Rosser.
Proof. Clearly (#) holds. (##) holds as well, for if a − b −→ 0 is a rule, then∏∗(a, y1, . . . , ym)−∏∗(b, y1, . . . , ym) ∗−→ 0 by the structure of R∗. 2
In view of a remark at the end of Hentzel et al. (1993) that this variety “does not have
the property of k-niceness, at least at degree 5”, we state the following.
Corollary 4.1. The considered variety is not k-nice for each k.
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