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Abstract—Deep Convolutional features extracted from a com-
prehensive labeled dataset, contain substantial representations
which could be effectively used in a new domain. Despite the
fact that generic features achieved good results in many visual
tasks, fine-tuning is required for pretrained deep CNN models
to be more effective and provide state-of-the-art performance.
Fine tuning using the backpropagation algorithm in a supervised
setting, is a time and resource consuming process. In this paper,
we present a new architecture and an approach for unsupervised
object recognition that addresses the above mentioned problem
with fine tuning associated with pretrained CNN-based super-
vised deep learning approaches while allowing automated feature
extraction. Unlike existing works, our approach is applicable
to general object recognition tasks. It uses a pretrained (on a
related domain) CNN model for automated feature extraction
pipelined with a Hopfield network based associative memory
bank for storing patterns for classification purposes. The use of
associative memory bank in our framework allows eliminating
backpropagation while providing competitive performance on an
unseen dataset.
Index Terms—Deep Convolutional Features, CNN, Transfer
Learning, Hopfield Network, Associative Memory, Unsupervised
Learning
I. INTRODUCTION
In the last few years, advances in supervised Deep Learning
[1] enabled by Convolutional Neural Networks (CNN) [2]
have given rise to powerful techniques for solving a variety
of problems in Computer Vision [3]–[5], especially those
involving image classification and segmentation [2], [4], [6]–
[16], visual tracking [17], etc. However, one of the bottlenecks
faced by deep learning approaches based on CNN models
trained using the backpropagation algorithm is the requirement
of large amounts of labeled training data. Given that these
models sometimes have billions of parameters, lack of training
data can result in overfitting to the training dataset. While
sophisticated regularization techniques [18] are today used
to prevent overfitting, they cannot alleviate the need for
availability of large amounts of labeled training data. In many
domains, acquiring large amounts of labeled training data can
be prohibitively expensive or infeasible. To address the lack
of large volumes of labeled training data, researchers have
proposed zero-shot or one-shot approaches [19]–[21]. In the
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one-shot approach [21], the authors use a Bayesian paradigm
wherein one uses a prior probability distribution to represent
knowledge about categories of objects acquired apriori and
then uses belief update to obtain a posterior distribution.
Using this approach the authors have been able to recognize
categories of objects based on five or fewer training examples.
However, unlike existing deep learning approaches, feature
extraction in [21] is not automated and depends identifying
“interesting regions” in the image. In zero-shot learning [19],
[20], one needs a description of attributes characterizing the
classes previously learned as well as information that relates
them to unseen ones; given these inputs, zero-shot learning
approaches can recognize unseen classes even without any
training example. In [22], using handcrafted features, the au-
thors have been able to create generative models for character
recognition with little training data. However, the approach of
[22] can not be easily extended to general object recognition
tasks.
There are two main reasons why supervised deep learning
approaches based on CNN models are hungry for labeled
data. First, CNN-based object recognition approaches usually
start from “scratch” without any prior knowledge about the
object classes they are meant to recognize unlike zero-shot
or one-shot approaches. In other words, no prior knowledge
that was acquired while performing previous recognition tasks
gets transfered to the new domain. On the other hand, CNN-
based approaches have the advantage of allowing completely
automated representation learning as opposed to zero-shot or
one-shot approaches. The second reason for being data hungry
is that deep learning approaches based on CNN models, during
training, use supervised learning based on the backpropagation
algorithm to estimate a large number of parameters (weights)
based on training data. Such an algorithm demands a large
number of labeled training examples. Unsupervised learning
methods [23], [24] have recently gained attention as a way of
addressing the labeled data-hungry nature of supervised deep
learning approaches. However, existing unsupervised learning
approaches have not been able to compete with supervised
ones in terms of performance.
In this paper, we present a new architecture and an approach
for unsupervised object recognition that addresses the above-
mentioned problems associated with CNN-based supervised
Fig. 1. Overview of Pipeline Framework Architecture.
deep learning approaches while allowing automated feature
extraction unlike zero-shot and one-shot approaches. Unlike
[22], our approach is applicable to general object recognition
tasks. It uses a pretrained (on a related domain) CNN model
for automated feature extraction while it pipelines a Hopfield
network [25] based memory bank for storing patterns for
classification purposes. Figure 1 shows the architecture of our
approach.
It is well known that the map responses pooled from the
different layers of a CNN model yield more advanced and
complex descriptors as compared to handcrafted ones [26].
Together with the rise of deep learning, transfer learning [27]
has enjoyed great success and has played a vital role in
obtaining good feature representations from a pretrained CNN
model [28]. In domains where acquiring a large-scale labeled
training dataset is very hard and almost infeasible, CNN mod-
els, pretrained on another large-scale dataset (e.g., ImageNet
[29]) from a related domain that does not contextually differ
too much, have achieved competitive effectiveness after fine
tuning.
During inference, our framework uses a pretrained CNN
classification model (on ImageNet) to extract feature maps
from the input images, then computes the centers of these
maps as patterns fed to the pipelined memory bank (Hopfield
Network) to infer the test image class.
Compared with previous work [30], [31] demonstrating the
effectiveness of transfer learning with CNNs for object classi-
fication tasks, our work distinguishes itself in two ways. First,
in existing transfer learning frameworks that use a pretrained
CNN model, one needs to fine tune the pretrained CNN
parameters on the new dataset to obtain acceptable recognition
accuracy. But fine tuning a network having millions of param-
eters trained on large-scale dataset through back propagation is
time and resource consuming. The use of associative memory
bank in our framework allows eliminating backpropagation
while providing good performance on an unseen dataset. On
the Caltech101 dataset, our framework achieved an accuracy
of 91.0%, on the Caltech256 dataset it obtained an accuracy of
77.4%, while on the CIFAR-10 dataset it provided an accuracy
of 83.1%; in all three cases, the performance surpassed or
achieved that obtained using existing state-of-the-art (Section
IV).
Recently some studies [32], [33] demonstrate the potential
of neural associative memory in pattern recognition and its ro-
bustness to adversarial inputs. However, no previous work has
tried to combine pretrained CNN models with an associative
memory bank in an unsupervised setting.
To the best of our knowledge, this is the first work that
provides an unsupervised framework that combines transfer
learning together with an associative memory bank, uses a
pretrained CNN model for automatically extracting features
and is able to provide good performance in an unseen domain
without fine tuning using the backpropagation algorithm. This
paper makes the following contributions.
• It addresses the two main reasons for the data-hungry
nature of supervised deep learning approaches based on
the CNN model: (a) lack of transfer of prior knowledge to
a new domain (b) the use of supervised learning using the
backpropagation algorithm to estimate a large number of
parameters (weights) based on training data. It provides a
pipelined unsupervised learning framework that combines
transfer learning together with an associative memory
bank, uses a pretrained CNN model (on a related do-
main) for automatically extracting features and is able to
provide good performance in an unseen domain without
fine tuning using the backpropagation algorithm.
• It experimentally demonstrates the effectiveness of the
framework on the Caltech101, Caltech256, and CIFAR-
10 benchmark datasets.
The paper is organized as follows. In Section II, we will
present the related work briefly. The pipeline framework archi-
tecture and Hopfield Network will be discussed in Section III,
the classification algorithm is provided. We will demonstrate
the experimental results in Section IV and the conclusions
presented in Section V.
II. RELATED WORK
Recently, supervised deep learning have been successfully
applied to computer vision problems. The main reason for the
success of deep learning is the availability of large volumes
of labeled training data as well as computing power [2].
Researchers have come up with a plethora of deep learning
techniques and the accuracy on object recognition tasks has
continued to improve over time already surpassing human-
level performance [34], [35]. Deep features learned from
pretrained CNN models have shown competitive performances
in vision related tasks. There has been a significant amount of
work in reusing deep features for reducing data requirement
in many domains [15], [36] like image classification, segmen-
tation, object recognition, etc.
In the real world, acquiring large volumes of labeled training
data is very expensive and impractical at some contexts.
Unsupervised learning is getting more and more attention since
it allows learning from unlabeled data [37]. With a small
labeled dataset, one can combine labeled and unlabeled data in
a semi-supervised setting [38]. K-means is a popular clustering
approach in the unsupervised learning and is used as a part of
several deep learning approaches [39]–[41].
Weightless Neural Network (also known as n-tuple or RAM
networks) such as WISARD neural network [42], mimic the
synaptic activity in the brain. They store and recognize patterns
that arise within the neuron and not from the weights on the
connections. In our framework, we used a Hopfield network
[43], a recurrent neural network, as an associate memory bank.
However, other types of auto-associative memory could also
be considered in our framework.
The CapsNet architecture has been proposed recently by
Sabour et. al. [23]. It based on the notion of capsules,
collections of neurons that play the role of nonterminals in
a parse tree. The base layers of CapsNet computes activities
from image pixel intensities that are input to the primary
capsules. The output of a capsule is input to another in a
higher layer with the target determined dynamically. A capsule
represents an object class. During inference, the size of the
output generated by a capsule indicates whether an object
of the class represented by the capsule is possibly present
in the test image. In our pipeline framework, core patterns
used instead to characterize object classes and are stored in
the associative memory bank as vectors.
In [44], the authors proposed a probabilistic generative
model and introduced a hierarchical model named Recursive
Cortical Networks (RCN) that handles the recognition, seg-
mentation, and reasoning in a unified way models objects using
a combination of contours and surfaces. But in our framework
we compute representations using the pretrained CNN model
in the first stage.
III. PROPOSED METHOD
In this section, we present the overview of our proposed
method, then next we demonstrate the Memory Bank used in
our pipeline framework. The core patterns selection and the
Hopfield network described in Section III-C and Section III-D.
A. Overview
Our framework is designated to integrate an associative
memory bank with a pretrained CNN model in an unsuper-
vised setting to eliminate fine tuning using labeled training
data for unseen object classes using the backpropagation algo-
rithm, while retaining state-of-the-art performance. The overall
architecture of our framework is provided in Fig.1. As shown
in the figure, we use a pretrained CNN model for feature
embeddings extraction. Here a ResNet-50 [14], pretrained
on ImageNet [29], provides the basis for our framework.
Our framework uses the features extracted from pool5 (of
ResNet-50), before the dense layers, as the representations of
the input images. During the training phase, our framework
calculates the class-specific features set, which is a set of
all image features. Core patterns are subsequently computed
from the class-specific features set. We discuss the details
of this procedure in Section III-C. The set of core patterns
are stored in the associative memory bank provided by the
Hopfield Network. During inference, we extract features of
each test image from pool5, and then compute patterns from
input features that are used to retrieve associated core patterns
in the memory bank and return the label for the test image.
More details are provided in Section III-E.
B. Memory Bank
We propose the notion of an Associative memory bank
for storing the core patterns. The associative memory based
on a Hopfield network allows retrieving patterns during the
inference stage and storing patterns during training stage.
Given training images having n classes with m images for
class i, we have pi = {p1i , p
2
i , ..., p
m
i } memory patterns
computed from the features f pooled from pool5 in the
pretrained CNN model. Core patterns are then computed based
on sets of memory patterns and stored in the memory bank.
Details of computation of core patterns are presented in the
next subsection.
Fig. 2. Hopfield network structure.
C. Core Pattern Computation and Storage
From a set of patterns pi = {p1i , p
2
i , ..., p
m
i }, that denotes
the set of patterns for i-th class, extracted from pool5 in
the pretrained CNN model, core patterns are computed. The
computation of the core patterns uses the K-means algorithm,
an unsupervised clustering approach, for calculating the cluster
centers ci ={c1i ,c
2
i ,...,c
k
i | k∈1,2,...,m}, as core patterns for
each set pi, using Euclidean distance metric. One or more core
pattern can be created for each class. The set of core patterns
c = ∪ni=1ci is stored in the associative memory bank during
the training stage. These core patterns in the memory bank
serve as the candidates for retrieval during inference. When a
test image feed to the network, its corresponding core pattern
is retrieved from the memory bank and its associated class is
subsequently determined.
D. Hopfield Network
The Hopfield associative memory is a single layer fully con-
nected recurrent neural network, shown in Fig.2. The neurons
in a Hopfield network can be updated either asynchronously
or synchronously. For the asynchronous case, a neuron gets
updated in a random or fixed order once its weighted input sum
is calculated, whereas in the synchronous case, all neurons get
updated at same time. Given a network with N neurons, the
weighted input sum of a neuron, known as local field, can be
described by the following equation.
ξi =
N∑
j=1
wijxj (1)
where i, j ∈ 1, 2, ..., N , the synaptic weight wij is the
connection weight between the i-th output and j-th input, and
xj is the state of j-th input. The state of the entire network
can be represented by a vector v = [x1, x2, ..., xN ]. Each N
dimensional input pattern ϕ can be represented by N neurons
in a Hopfield network.
A Hopfield network memorizes z core patterns denoted by
ϕ1, ϕ2, ..., ϕz during training stage, and retrieve the stored
patterns during inference. Hebbian learning is used for mem-
Fig. 3. Pattern retrieve based on Hopfield Network.
orizing the patterns by the Hopfield network. The connection
weights wij are computed by the following equation.
wij =
{
1
N
∑z
u=1 ϕu,iϕu,j i 6= j
0 i = j
(2)
where ϕu,i and ϕu,j are the responses (states) to the pattern
ϕu of the i-th and the j-th neurons. Note that the weight
connection of i-th and j-th neuron is symmetric, i.e., wij =
wji.
For retrieving, as shown in Fig.3, suppose that we have a
test pattern ϕtest, then xi is the state of the i-th element in
test pattern, denotes as ϕtest,i and i = 1, 2, ..., N . Then all the
neurons update their state asynchronously as described by the
following equation,
xi(t+ 1) = sign(
N∑
j=1
wij xj (t)) (3)
where xi(t) is the state of the i-th neuron at time t. The update
takes the network to a “lower energy” state. Once the energy of
the network is minimized, it stabilizes. Following equation (1)
the energy Ei for neuron i can be described by the following
equation,
Ei = −
1
2
ξixi (4)
Then the energy for the entire network [25] can be calcu-
lated using the following equation,
E (v) =
N∑
i=1
Ei = −
1
2
N∑
i=1
N∑
j=1
wijxixj (5)
Even if the test pattern is incomplete or broken, a Hopfield
network can still retrieve the corresponding stored core pattern
from memory due to its intrinsic of error-correcting and noise-
resilience property. It can be shown that the network will
converge to a stable state, once the energy of the network
minimizes and reaches the energy minimum or attractor basin
(see Figure 3). The associated final states in the network then
represent the core patterns associated with the test pattern.
E. Classification Algorithm
We use a Hopfield network as associative memory to store
and retrieve core patterns. For a classification problem, after
retrieving a pattern, the associated class is computed. The
problem therefore transforms to a class matching one. The
classification algorithm is provided in Algorithm 1.
The patterns memorized in the Hopfield network can be
characterized by the weight matrix [45] and can be retrieved
using equation (2). In the following, for a pattern T , we denote
its weight matrix by WT .
To obtain the retrieved pattern(s) by matching the test
pattern with the stored patterns by computing and comparing
similarities among their weight matrix, we use the following
distance metric between the weight matrices as a similarity
measure,
Diff (T, S) =
√√√√ N∑
i=1
N∑
j=1
(WTij −WSij )
2 (6)
where T and S are the test pattern and stored core pattern
respectively and N is the dimension of the weight matrices.
Then the stored core pattern can be retrieved based on the
following equation.
R = argminϕi
k
|i∈1..z,k∈1..n Diff (T, ϕ
i
k) (7)
where ϕik is the i-th stored core pattern for the k-th class.
Thus the stored core pattern(s) that have the minimal distance
from the test pattern is retrieved.
For each test pattern t in a test image, the algorithm
computes the difference between t and each stored core pattern
ϕik, i ∈ {1, . . . , z}, k ∈ {1, . . . , n} in class k using the
formula in equation (6). Then equation (7) is used to acquire
the set of patterns R that has the minimal distance from t.
If R is a singleton, then the class label l associated with its
unique pattern is returned as the result of the classification. If
equation (7) results in multiple core patterns, the label of one
of them is randomly chosen as the label of the test pattern.
Algorithm 1: Classification Algorithm
Input : Test pattern t;
1 Stored patterns ϕik, i ∈ 1..z, k ∈ 1..n.
Output: Class label l of test pattern.
2 Initialize R ← ∅ ;
// Initialize R to empty list
3 R = argminϕi
k
|i∈1..z,k∈1..n Diff (t, ϕ
i
k);
// R is a list of patterns
4 if len(R) > 1 then
5 ϕ = random choice(R);
6 return l = label(ϕ);
7 else
8 return l = label(first(R));
9 end
IV. EXPERIMENTAL EVALUATION
To illustrate the performance of our framework with re-
spect to classification, we conducted experiments presented in
this section. The experiments focus on three popular object
classification datasets: Caltech101 [46], Caltech256 [47], and
CIFAR-10 [48]. We start with the details of these datasets and
then we contrast the results obtained using our framework with
the state-of-the-art. We used ResNet-50 and VGG-16 as the
pretrained CNN model in our framework.
A. Datasets
Caltech101 consists of 9144 images of 101 object cat-
egories and 1 background category. The variety of classes
include faces, animals, camera, etc. The images in the dataset
vary in the degree of shape and scale. For each category, it has
about 40 to 800 images and most categories contain around
50 images.
Caltech256 contains 30607 images for 256 object cate-
gories and 1 clutter category. It has a minimum of 80 images
for each category, compared to Caltech101, Caltech256 is
more complex and challenging as it has more variety in the
size, background, etc.
CIFAR-10 contains ten classes with a total of 60000 RGB
images with image size 32x32 and each class has 6000 images.
1000 images from each class have been randomly selected
creating a test dataset of 10000 images and the remaining were
used for training. The ten classes include airplane, automobile,
bird, cat, etc.
B. Implementation details
We used ResNet-50 [14] and VGG-16 [49] as pretrained
CNN models (on ImageNet) for feature extraction. The exper-
iments mainly concentrate on the ResNet-50 model due to its
state-of-the-art performance obtained for classification tasks
and its feature representations, but results based on VGG-16
model are also provided. Both models have five convolutional
blocks and the features are pooled from the pool5, which has
1x1x2048 dimensions and 1x1x256 dimensions in ResNet-50
and VGG-16, respectively. The input image size for ResNet-50
and VGG-16 are same: 224x224. For unsupervised learning,
to acquire the core patterns, K-means was used on the memory
patterns which are pooled features from the pretrained CNN
model (see section III-C). We followed the standard practice
[50], [51] for the experiments on Caltech101 and Caltech256
datasets: for Caltech101, training was performed on 30 ran-
domly sampled images and testing was done on 50 randomly
selected images per category or on all images for those cate-
gories that had less than 50 images; for Caltech256, training
was performed on 60 randomly sampled images while the rest
were reserved for testing. We did not divide the CIFAR-10
dataset; we used its training data with no data augmentation
in our framework for training and its test data was used for
inference. Recent efforts like [52] used data augmentation to
achieve very high accuracy in object classification. In our
experiments, we did not use data augmentation approaches.
We only resized the images for these datasets to the input size
224x224 for the pretrained CNN model. The evaluation metric
we adopted for the performance evaluation of our framework
is the average of the per-class accuracies obtained on the
datasets.
C. Evaluation
We first evaluate the performance of our framework with
respect to the number of core patterns. Recall that the core
patterns are the centers computed by the K-means algorithm.
The results shown in Fig.4, Fig.5, and Fig.6 are based on
the Caltech101, Caltech256, and CIFAR-10 datasets from
ResNet-50 and VGG-16 models. It is clear that from Fig.4 the
framework exhibited good performance and the classification
accuracy improved with the increase in the number of core
patterns for each class, but performance remained relatively
stable or slight diminished after some point. It also showed
similar behavior on Caltech256 and CIFAR-10 datasets but
relatively more stable after increasing initially. This validates
that multiple core patterns used in framework can help in
performance improvement. The confusion matrix for CIFAR-
10 dataset is shown in Fig.7. Most confusions arose from
inherently ambiguity rather than the failure of the framework.
We can see from the confusion matrix that the framework is
confused in distinguishing between dog and cat. There is some
confusion in distinguishing between truck and automobile.
There is very few or almost no confusion in distinguishing
between cat with automobile or truck. Since Caltech101
and Caltech256 datasets have a large number of categories
compared to the CIFAR-10 dataset, instead of computing the
confusion matrix, we calculated the number of false positives
for Caltech101 and Caltech256 datasets which are 236 and
1856, respectively.
Fig. 4. Impact of number of core patterns per class on Caltech101 dataset.
D. Comparison with state-of-the-art methods
In this section, we compare our classification results with
the state-of-the-art methods based on the Caltech101, Cal-
tech256, and CIFAR-10 datasets. We show the comparisons in
Table I and Table II. The classifiers for SVM and Softmax in
the table are added on the top of the seven layers fixed model
Fig. 5. Impact of number of core patterns per class on Caltech256 dataset.
Fig. 6. Impact of number of core patterns per class on CIFAR-10 dataset.
for which pretraining was performed on the ImageNet dataset
[53] and then retrained on the new corresponding training
datasets.
The classification accuracies achieved by our model are
91.0% on Caltech101 and 77.4% on Caltech256. The clas-
sification accuracies of methods that we compared with on
CIFAR-10 are all reported with no data augmentation. Our
model yielded an accuracy of 83.1% on CIFAR-10. While,
[58], [59] provide better results than that obtained using
TABLE I
COMPARISON OF CLASSIFICATION ACCURACY (%) OF VARIOUS METHODS
ON CALTECH101 AND CALTECH256 DATASETS
Methods Caltech101 Caltech256
Image Codes [54] 71.4 35.7
Shaban [55] 75.1 -
SHDL [56] 81.5 -
FL+EN [57] 83.2 -
Softmax [53] 85.4 72.6
SVM [53] 85.5 71.7
Zeiler-Fergus [53] 86.5 74.2
Ours (VGG-16) 80.8 68.1
Ours (ResNet-50) 91.0 77.4
TABLE II
COMPARISON OF CLASSIFICATION ACCURACY (%) OF OUR FRAMEWORK
WITH EXISTING TECHNIQUES ON CIFAR-10 DATASET WITH NO DATA
AUGMENTATION
Methods Accuracy
McDonnell et al. [63] 75.9
PCANet-2 [64] 78.7
Cuda-convnet [65] 82.0
CKN-CO [66] 82.2
DCGAN [60] 82.8
EX-CNN [61] 84.3
Conv-CatGAN [62] 90.6
Springenberg et al. [58] 90.9
Lee et al. [59] 92.4
Ours (VGG-16) 70.7
Ours (ResNet-50) 83.1
our framework, they used supervised learning approaches in
comparison to our unsupervised approach. For CIFAR-10,
our approach out performed other unsupervised frameworks
like DCGAN [60]. While the unsupervised approach of [61]
out performed ours on CIFAR-10, unlike ours it used data
augmentation. Though the approach of [62] outperforms ours
on CIFAR-10, it is semi-supervised as opposed to ours being
an unsupervised one.
In our framework, even if only one core pattern per class
is used, the accuracy obtained is still competitive: 89.6% on
Caltech101, 74.7% on Caltech256, and 80.5% on CIFAR-10.
V. CONCLUSION
This paper proposed a framework that combines a pretrained
CNN model for feature extraction and with a Hopfield network
as an associative memory bank to provide an unsupervised
learning framework that provides competitive performance on
benchmark datasets.
Fig. 7. Confusion matrix for the CIFAR-10 dataset.
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