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This article is concerned with the existence of fixed points of compact 
operators mapping a cone in a Banach space into itself. Applications to two- 
point boundary value problems in ordinary differential equations and to an 
integral equation of Ii. E. Swick, modeling single species population growth, 
are given. A main feature of our results is that nonzero fixed points are obtained 
even though zero is known to be a fixed point. 
1. FIXED POINT THEOREMS 
In this section we investigate the existence of non-zero fixed points for compact 
continuous mappings defined in cones of a real Banach space which are well 
suited to the study of boundary value problems for ordinary differential equa- 
tions and periodic solutions of delay-integral equations. We obtain generaliza- 
tions of results due to Gustafson and Schmitt [2, 31 and Krasnoselskii [4]. We 
emphasize the fact that we do not use degree theory. 
In order to make our terminology clear, we point out that X always denotes 
a real Banach space, K is a cone of X, i.e., K is a closed subset of X that contains 
a nonzero vector and is such that: (i) if 3~‘~ , zc2 are elements of K and 01 is a 
nonnegative real number then 3~~ 1- ,Q and azcl belong to K; (ii) if x is any 
nonzero element of X then either N or --x does not belong to K. If D is a subset 
of X and T: D - X is a function, we say that T is a compact continuous operator 
(or mapping) if T is continuous and maps bounded subsets of D into pre- 
compact subsets of X. 
We start by giving a very simple proof of a result due to Gustafson and 
Schmitt [3]. In order to do this we need the following: 
LEMMA 1.1 [3]. Let H be a compact subset of K with 0 # H. Then 0 does not 
belong to the closed convex hull of H. 
TI-IEORERII 1.2 [3]. Let 0 < Y < R be real numbers, 
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and let T: D ---f K be a compact continuous operator such that 
(i) .YED,]/.TI~==R, Tx=Xx*h<l; 
(ii) x E D, 11 x I/ = r, Tx = Xx 3 A 3 1; 
(iii) infl J,Yzr 1~ TX /I > 0. 
Then T has a fixed point in D. 
Procf. If p ; 0, we denote 
K, = {x E K: [j x /I = p), 
B, = (x E X: 11 x Ii < p}. 
\Ve assume that T has no fixed points in D. -- 
Our first observation is that by (iii), 0 $ T(K,.) and, since T(K,) is compact, 
it follows from Lemma 1.1 that 0 $ GiV( T(K,)). 
For each n~iW), let D, ={x~K:(l/n)r<IIxI/ <R} and define 
T,l(x) = T(x) if x E D, 
T,l(x) = T((r/l/ x 11) x) if (l/n) r < II x !I < y. 
Now we denote by S, = {X E K: (l/n) Y < 11 x ~1 < Y} and we extend, using 
Dugundji’s Extension Theorem [l], T,‘/S, to a mapping Tn2: B, 4 K such 
that 
Tn2( B,) C conv( T,l( S,)) = conv( T( K?)). 
Next we define a new mapping Tm3: B, U D - K by 
Tn3(x) = Tm2(x) if XEB,, 
Tn3(x) = T(x) if XED. 
It is clear that Tn3 is compact and continuous. Let M > R be such that 
11 Tx ‘I < M Vx E D 
and define 
D,w = B, u D u {x E K: I/ x I/ < ill). 
We extend Tm3 to a mapping Tn4: D,* --) K by 
Tn4(x) = TQ3(x) VXEB,U D, 
Tn4(4 = WRIII x II) 4 if R<(/xIi<M. 
Again it is clear that Tm4 is a continuous mapping and, using Dugundji’s 
theorem, we extend it to a mapping T,: B,bf -+ K n B,,, . 
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Iiow, by Schauder’s Fixed Point Theorem, T, has a fixed point X, E B,,, 
for all 1z E N. Since T,(B,%,) C K, we must have x, E K n B, . 
We claim that J X, l! < (I/n) Y. To see this, suppose first that A+, E D; then 
TR(xn) = Tx, , so x’, would be a fixed point of T which is contrary to our 
assumptions. If we suppose that R < !’ X, // < M, then 
x, = Tn(xn) := Tn4(x,) = T((Ri/il xn !I> G) 
and, if we let a, = (R/l1 x, ii) x,, , we get 
T(.G) = (!I .G II/R) 2, , 
which is impossible by (i), Finally, if we suppose (l/n) r < Ij x, ,I < r, then 
x, = T,,(x,) = Tn’(x,> = T((r!il .G II) 4 
and we would contradict (ii). 
Hence, we must have 
But now T,(x,) = TS2(x,J E conv(T(K,)) for all n, so we conclude that 
0 E conv( T(K7)), which is a contradiction. 
Hence, T must have a fixed point in D. 
We can also reverse the boundary conditions. 
THEOREM 1.3 [3]. Let 0 < Y < R be real numbers, 
D = {x E K: Y < // x I/ < R}, 
and let T: D -+ K be a compact continuous operator such that 
6) XED, !/x jj=R, Tx=Xx>X>,l; 
(ii) XED, jlxI/=~, Tx=Ax=>A<l; 
(iii) inf ilzll=R 1; TX /I > 0. 
Then T has a fixed point in D. 
Proof. We first suppose that 0 < T < 1 and that R = I/r. In this case 
define a new mapping S: D--f K by 
S(x) = 11 x !I2 T((x/ll x Ii”)) VXED. 
It is clear that S is a continuous compact operator that satisfies the conditions of 
Theorem 1.2. Therefore S has a fixed point in D, which provides a fixed point 
for T. 
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Now let 0 < Y < R be arbitrary and put 
Define T,: D, -+ K by 
/ 
T,(x) ~~x,~ (R yi’$+4r _ R T( 21’x1; (R - ‘) 1 4r - ’ x) 
3 )/ x 1, 
Vx E D, . 
It is easily seen that Tl satisfies all conditions in order to apply the result of 
the first part of our prood. Hence Tr has a fixed point in D, which in turn 
provides a fixed point for T in D. 
Observation. Theorems 1.2 and 1.3 were proved by Turner [7], under the 
additional assumption that the cone K is reproducing. 
THEOREM 1.4. Let T: K -+ K be a compact continuous operator and suppose 
that T satis$es the following conditions. 
(i) There exist Y > 0 and a compact continuous operator B: {x E K: 
/I x Ij = Y> -+ K such that 
and the equation 
Y = TY + ~BY, O<X<cO, 
has no solutions of norm Y in K. 
(ii) There exists R > r such that the equation 
z = hTz, O<X<I, 
has no solutions of norm R. 
Then T has a jixed point x0 in K with r .< /~ x,, II < R. 
Proof. Let D, = {x E K: r/2 < Ij x // < R}, /3 = inf,,.;,=, 11 Bx 11 , M = 
sup :, 2 ,, -)’ // Tz jj , and choose CY > 0 such that 
Define S: D, ---f K by 
if 
Y 
- c<, // x iI < r, 
2 
S(x) = T(x) if Y < I/ x 11 < R. 
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Clearly S is compact and continuous. Suppose that x E K, I/ x Jj = r/2, and 
S(x) = xx, x 30. 
Then we put z = ~.+z/lj x 11 and get 
Hence 
AZ = Tz + olBz. 
concluding that h > 1. 
Hence S satisfies (ii) of Theorem 1.2. Clearly, S satisfies (i) of the theorem. 
Furthermore, if !I x [j = r/2, we have 
>, &(a@ - M) 3 r/2 > 0. 
Therefore, by Theorem 1.2, S has a fixed point x,, in D, . If we suppose that 
BY < II x,, )I < Y, then, putting zO = rx,/~l x0 11 we would get 
x0 = T(zo) + 2d(y - Ii x0 11)/y) W.4, 
which contradicts hypothesis (i). 
Hence Y < 11 x0 jl < R and the theorem is proved. 
Observation. If we choose k E K, jl k /I = 1 and put Bx = h Vx E K, Ij x 11 = Y, 
we get Theorem 2.6 of [2]. 
THEOREM 1.5. Let T: K---f K be a compact continuous operator that satis$es 
(i) There exist r > 0 and a compact continuous operator C: {x E K: 
I/ x )I = Y} + K such that 
II cx II < y, x E K, /I x 11 = r, 
XEK, x = XTx + (1 - A) Cx, O<h<l => II x jl f Y. 
(ii) There exist R > Y and a compact operator D: (x E K: 11 x I/ = R) + K 
such that 
,,‘k& /I Dx II > 0 x 
and 
XEK, z = Tz + ADZ, O<h<w~c,\~z/~#R. 
Then T has a $xed point x0 E K such fhat Y < I/ xu I[ < I?. 
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Proof. Let M = sup,, z,,=R /; Tz 11 , y = inf,,,i,=, ji Dz [I > 0 and choose 
a > (R + M)/y and /3 such that 0 < p < Y. 
I’Gow we define B: {X E K: r - p < ii x 11) --t K by 
Observe that B is a compact continuous operator. We show that B satisfies 
the hypothesis of Theorem 1.3 in {x E K: r - /3 < i] x 11 < nR} for some natural 
number n. To this end, we first observe that 
x E K, ;I x 11 = r - p, A >o, 
B(x) = Xx => Xx = 
*Xr<r*h<l. 
Hence (ii) of Theorem 1.3 will be satisfied in (x E K: Y - /3 < /I x /I < nR} for 
any nGN. 
Now, if /j x I/ > R, we have 
Hence II 13% II/II x II - ~0 as II x II -+ cx). Therefore, we can choose n E RJ such that 
We fix n E N with this property, n > 1. 
NOW suppose that X > 0 and Br = Xx, 11 x I/ = nR. Then I = Rx/l] x I( 
satisfies 
AZ = Tz + ((11 cc ~1 - R)/R) aDz 
= Tz + (n - 1) 0rDx. 
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Hence 
Therefore 
‘/ Xx Ii = $(n - 1) aDz + TX I/ 
&(n- I)q-M. 
AR2L((n- l)oly-M, 
SO 
x 2 (a(n - 1) y - M)/R 
2 (((R t w/r> (n - 1) y - W/R 
C>((n-I)(RTAZ)-M)/R 
.’ 1 + * 
Hence B satisfies all the conditions in order to apply Theorem 1.3 in 
(LX E K: Y - j3 < 11 x 11 < nR). Thus B has a fixed point x0 in this region. 
If R < 11 x,, /j < nR, then z0 = Rx,/\! x0 // must satisfy 
20 = T(z,) + ii xo I/ - R aD(zo) R 
which contradicts (ii). 
If Y - p < Ij X 0 I < Y, then z. = r.Q x0 iI must satisfy 
z. 1 (1 + ” xo ;- ‘) Tz, -t ’ -; xo I’ C(x,), 
which contradicts (i). Therefore, we must have r < // x0 jj < R, completing our 
proof. 
Observation. Theorem 1.5 is closely related to Theorem 2.5 of [2]. We use 
compact continuous operators C and D, with some conditions on them, and in 
[2] it is assumed that the norm of S is monotone with respect to K, and that 
C and D are constant operators. However, we require (ii) for all h > 0 whereas 
in [2] this condition is assumed only for 0 < A < I. 
Before going into our next result, we make the following very simple remark: 
If v, k E K, k + 0, and if (h,}zzl is any sequence of positive real numbers 
diverging to + co, then there exists NE IV such that v - hNk 4 K, since if we 
suppose ZJ - &k E K for all n, we would get (I/&) v - k E K for all n, and this 
implies that --K E K, which is impossible. 
THEORJZM 1.6. Let T: K -+ K be a compact continuous operator such that 
TO = 0 and T is FrLchet differentiable at z = 0 in the direction of the cone. Assume 
further thaf T satisfies 
FIXED POINT TECHNIQUES IN A CONE 65 
(i) T’(O), the Frichet derivative of T at 0, has an eigenvector k E K corres- 
ponding to an eigenvalue A, > 1 and 1 is not an eigenvalue of T’(O) with a cor- 
responding eigenvector in K. 
(ii) There exists R > 0 such that if x E K, 11 x Ij = R, ard TX = px then 
cl< 1. 
Then T has a nonzerofixed point x0 E K with /j x,, I/ < R. 
Proof. We will show that the hypothesis (i) of Theorem 1.5 is satisfied for all 
I > 0 sufficiently small, where for r > 0 we put Bx = k Vx E K, /I x /j = r. 
Suppose that this is not true. Then there must exist sequence {r,}~=, , {h,}~El 
of real numbers and (yn)zzr of elements of K such that 
r, ---f 0 as n+co, 
An > 0 VncN, 
lYY,/l =yn VnEN, 
yn = Tyn + hzk VnE N. 
Since T is FrCchet differentiable at 0 and TO = 0 we can write 
where 
3’12 = T’(O) 3’s + WA m> + bt (1.1) 
R(0, x) = TX - T’(0) x = O(jl x 1;) as II x II + 0. 
Dividing (1.1) by llyn /j = r, and putting 6, = yn/ll yn ii we get 
6, = T’(0) 6, + $$+ + h, k. 
n II Yn II (1.2) 
Since T’(0) is a compact, continuous mapping, we may as well assume that 
T’(0) 6, + w E K as n + co. 
Now, we have that II 6, Ij = 1 for all n and R(0, y,J/lj yn 11 ---f 0 as n ---f co. 
Therefore &U~Y, II> 4L is a bounded sequence, so {A,Jjjy~ Ij)~=r is a bounded 
sequence of positive numbers, so we may assume without loss of generahty that 
An/liyn II -fy > 0 as n. CO. Then we must have 
s,--+w+yk as n-+ co. 
We put v = w + yk and observe that the continuity of T’(0) together with 
(1.2) implies that 
v = T’(0) v + rk. (1.3) 
Rut, since Ij v 11 = 1, by (i) we conclude that y > 0. 
Now, (1.3) implies that v - rk E K and it can be easily shown, using (1.3) and 
induction, that 71 - ~(1 + A0 + Ao2 $- ... + A,“) k E K for all n E N. Since 
y > 0 and Aa > I, this is impossible. 
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Hence, hypothesis (i) of Theorem 1.6 holds for r sufficiently small. Since we 
have assumed hypothesis (ii) of the above result we get the desired conclusion. 
Observation. Theorem 1.6 is a generalization of Theorem 4.11 of [4]. 
2. APPLICATIONS 
Many interesting problems arising in applications involve finding nonzero 
solutions to equations for which the zero solution is present. Often, particularly 
in biologically motivated problems, a positive solution is desired. These types 
of problems lend themselves particularly well to the techniques developed in the 
previous section. 
As our first application we consider the problem of obtaining positive periodic 
solutions for an equation modeling a single species population growth proposed 
by Swick [6]. Namely, 
x(t) = jL P(L - s) h(t, x(t - L - 7 + s) ds. (2.1) 
0 
We refer the reader interested in a motivation for (2.1) to [6]. 
To simplify the statement of our theorem we list the assumptions to be made 
on the functions appearing in (2.1). 
(H,) L > 0, L 3 T , > 0. (In Swick’s model L is the maximum lifetime 
of an individual and 7 is the delay between conception and birth.) 
(Ha) h: R x R+ -+ R+ is continuous, h(t, 0) = 0, and h(t, x) > 0 for 
-2 > 0. 
(Ha) P: [0, L] -+ (0, co) is continuous. 
(H4) h(t + W, x) = h(t, x) for all (t, x) E R x R+, for some positive 
number w. 
(Ha) There exists a positive number r such that h(t, x) >, x/PO for 
O<x<randO<t<wwhereP,=~~P(u)du. 
(Ha) Either (i) there exists R > 0 such that 
h(t, 4 < Wo for (t, x) E [0, W] x [0, R] 
or (ii) lim,,,(h(t, x)/x) = 0 uniformly in t. 
Our main result concerning (2.1) is 
THEOREM 2.1. Assuming (H,) to (Ha) hold, then (2.1) has a positive w-periodic 
solution dejined on [w. 
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Before proving Theorem 2.1 we remark that it includes Theorem 6 of Swick 
[6] and also Theorem 7 of that paper in the case where B, = +co. It should 
also be noted that we obtain w-periodic solutions whereas Swick obtains solutions 
of period nw where II is sufficiently large. Several rather stringent conditions 
imposed by Swick on the function h have been relaxed as well. 
Proof of Theorem 2.1. Let X be the Banach space of w-periodic continuous 
functions with supremum norm: 11 x 11 = supo~t~w !x(t); . Let K be the cone of 
nonnegative functions in X. Define the map Ton K by 
(TX) (t) = lL P(L - s) h(t, x(t -L - 7 + s)) ds. 
0 
It is not difficult to check that TX E K for x E K and that T is completely con- 
tinuous. Clearly it suffices to obtain a nonzero fixed point of T. For this we apply 
Theorem 1.4. In (i) of Theorem 1.4 let r be the positive number given in (H5) 
and let B: {X E K: 1~ .Y ~! == r) --f K be given by (Bx) (t) = 1 for all t E R. We 
must show that 
Y = TY t ~BY, O<X<~, 
has no solution y E K with II y II = r. If y were such a solution corresponding to 
some positive A then 
y(t) = [‘P(L - s) h(t, ~(t - L - 7 + s)) ds + A. 
‘0 
-1pplying (H5) we obtain the inequality 
At) >, s =P(L-s)(y(t-L-+)/PO)ds+h 0 
Since X > 0, this is a contradiction. 
To show that (ii) of Theorem 1.4 holds we apply (H,)(i) (the argument assum- 
ing (HJ(ii) is not difficult). Let R be as given in (H,)(i). If z E K with Ij z 11 = R 
and z satisfies Tz = AZ for some positive X then 
k(t) = IL P(L - s) h(t, x(t - L - 7 + s)) as. 
0 
(He)(i) gives 
AZ(~) < f” P(L - s) R/P, ds < R. 
‘0 
For some TV CR, z(t) = R, so h < 1. 
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Theorem 1.4 gives a nonzero fixed point of the operator T, which we call x. 
It suffices to show that x(t) > 0 for t E R. For this, assume x(t,) = 0 for some 
to E R. Then 
s 
L 
P(L - s) h(to ) x(t, -L - 7 $- s)) ds = 0. 
0 
It follows from (H,) and (Hs) that x(t) = 0 for t E [to -L - T, to - T]. Since 
L 2 7, to -L E [to ~ L ~ 7, to - T], thus x(t, -L) = 0 implies x(t) = 0 for 
t E [to -- 2L - 7, to - L ~ T] as before. Continuing in this manner will show 
that x(t) == 0 for f z;c to - 7. The periodicity of x(t) then shows that x(t) zy 0, a 
contradiction. 
The final application to be considered concerns the boundary value problem 
x” +f(t, z) = 0 
x(0) = x(L) = 0. 
(2.2) 
In (2.2), .x and f are n-vectors and we assume that 
(H) f: [0, L] i: W+ + W+ is continuous and 
.f(t, 0) = 0 (P+ == (x E LLP: xi > 0, 1 < i < ?z}). 
‘CVe seek nontrivial solutions of (2.2) in the cone K = [x: [0, L] ---, W-r: x 
satisfies the boundary conditions of (2.2), is continuous and concave on [0, L]} 
K is a cone in the Banach space X of continuous real-valued functions defined 
on [0, L] with supremum norm. 
The following theorem is a variant of a theorem of Gustafson and Schmitt 
12, Theorem 3.11. 
THEOREM 2.2. Assume that (H) holds and that there exist numbers r and R. 
0 < Y < R, such that 
(i) 5” -+f(t, x) ;; 0 has no (P) solutions x E K with 11 x lim = r; 
(ii) Z” -I-.f(t, z) < 0 has no (Cz) solutions z E K with 11 x lln = R. 
Then (2.2) has a nonzero solution y E K with Y < 1~ y ‘I-,, < R. 
The proof of Theorem 2.2 follows by using Theorem I .5 on the operator 
(TX) (t) z= [,L G(t, s)f(s, x(s)) ds 
where G(t, s) is the Green’s function corresponding to the boundary- conditions 
of (2.2). The proof does not differ from that given by Gustafson and Schmitt 
for their Theorem 3.1. For this reason we omit the proof. 
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In the scalar case we have 
COROLLARY 2.3. Assume (H) holds and x andf are scalar-valued. Suppose that 
there exist nonnegative continuous functions q~ and # defined on [0, L] and numbers 
r, R with 0 < r < R such that 
6) f(4 x) < q(t) x, t E [O, q, 0 < x < r, and y” -1 v(t) y = 0 
(2.4) 
is disconjugate on [0, LJ; 
(ii) f(t, x) > 4(t) x, t E [0, L], x > R, and Z” + P(t) x = 0 (2.5) 
is conjugate on (0, L). 
Then (2.2) has a nomeyo solution y E K with Y < (1 y 11% . 
Proof. It suffices to check that (i) and (ii) of the theorem hold. 
If (i) did not hold then there exists x E K satisfying x” +f(t, x) ;> 0 with 
jl x 113. = r. Hence 
0 < x” +f(t, x) < x” + y(t) x. (2.6) 
Let y(t) be a solution of (2.4) satisfying y(0) = 0 and y’(0) = x’(0). It follows 
from (i) that y(t) > 0 on (O,L]. Multiplying (2.6) by y and (2.4) by x and 
subtracting, we obtain 
0 < x’> - y”x :z (x’y - y’x)‘. 
It follows that x’y - y’h: is nondecreasing on [0, L] and since x’(0) y(0) - 
y’(O) x(0) = 0 we have x’(L) y(L) - y’(L) x(L) > 0. But x E K implies x(L) = 0 
and x’(L) < 0 so that x’(L) y(L) - y’(L) x(L) = x’(L) y(L) < 0. This contra- 
diction shows that (i) must hold. To show that (ii) of the theorem holds for 
some R’ > R we again assume the contrary, i.e., that there exist in K arbitrarily 
large normed solutions of the differential inequality 
Z” A.f(f, z) < 0. (2.7) 
Since (2.5) is conjugate on (0, L) there exist E ‘> 0 such that (2.5) is conjugate 
on [a, b] C (0, L) provided b - a > L - E. We can now select an x E K with 
.x(t) > R on Ca, b] and x satisfies (2.7) on [0, L]-that such an x can be selected 
follows from the concavity of functions in K and that arbitrarily large normed 
solutions of (2.7) in K can be found. For t E [a, b], 0 > x” +f(t, x) > 
X” + 4(t) X. From x” + #(t) x < 0 and x(t) > 0 on [a, b], it is not hard to see 
that there must exist a positive solution of (2.5) on [a, b] contradicting the 
conjugacy of (2.5) on [a, b]. Hence (ii) must hold and the corollary follows from 
Theorem 2.2. 
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THEOREM 2.4. Assume (H) holds and x and f are scalars such that 
(i) y” + f%(t) 0) y = 0 is disconjugate on [0, L] ; 
(ii) there exists an R > 0 such that Z” +f(t, z) < 0 has no (C2) solutions 
x E K with /I z /em = R. 
Then (2.2) has a nonzero solution x E K with ~1 x ,x, <R. 
Proof. We use Theorem 1.5 on the operator T: K -+ K defined by TX(t) = 
J-t G(t, s)f(s, 4)) ds. 7% e o era P t or T is easily seen to be completely continuous. 
Moreover, TO = 0 and T is FrCchet differentiable in the direction of the cone at 
0 with T’(0) h(t) = J-i G(t, s)f&s, 0) h(s) ds. In Theorem 1.5, take C = 0 and 
Dx = h for all x E {y E K: IIy 11 = R} w ere h E K n P[O,L] satisfies /I h I1 > R. h 
The fact that (ii) of Theorem 1.5 is satisfied follows exactly as in the proof of 
Theorem 3.1 in [2]. We show that (i) of Theorem 1.5 holds for all small values 
of r. If this were false then applying the fact that TO = 0 and T is FrCchet 
differentiable at 0 with T’(0) compact (see [4]), it is not difficult to show that 
there must exist X E [l, KJ) and u E K with Ij u jl = 1 such that T’(0) u = Au 
Hence 
Au(t) = jL G(t, s)f&, 0) u(s) ds. 
0 
Differentiating this last expression twice, we obtain 
u”(t) $- A-‘f,(t, 0) u(t) = 0, (u(O) = u(T) = 0). 
Since X-l < 1, klfz(t, 0) <fJt, 0). But if y” -t-fr(t, 0)y = 0 is disconjugate 
on [O,L] then so must U” + A-%(t, 0) u = 0 by the Sturm Comparison Theo- 
rem. Since u 0 this is a contradiction. Hence (i) of Theorem 1.5 is satisfied 
for all small values of r and Theorem 2.4 follows. 
Remark 2.5. Clearly (ii) of Theorem 2.4 could be replaced by (ii) of Corol- 
lary 2.3 although the estimate I/ .2: I173 < R would then be lost. 
Remark 2.6. Theorem 2.4 together with Remark 2.5 can be shown to 
include Corollary 3.3 and Theorem 3.4 of [2]. 
For other applications of the techniques developed in Section 1, see [5]. 
Note added in proof. The reference to [6] was based on a preprint of that article. The 
model of Swick changed slightly in the published version. A modification of the argument 
given here also generalizes his result (concerning the existence of periodic solutions) for 
the new model. 
The article of H. Amann (SIAM Review, 18 (1976), 62C&-709), which appeared after 
this paper was accepted, contains some of the results in Section 1. 
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