Abstract-Real-world problems often involve complex systems that cannot be perfectly modeled or identified, and many engineering applications aim to design operators that can perform reliably in the presence of such uncertainty. In this paper, we propose a novel Bayesian framework for objective-based uncertainty quantification (UQ), which quantifies the uncertainty in a given system based on the expected increase of the operational cost that it induces. This measure of uncertainty, called MOCU (mean objective cost of uncertainty), provides a practical way of quantifying the effect of various types of system uncertainties on the operation of interest. Furthermore, the proposed UQ framework provides a general mathematical basis for designing robust operators, and it can be applied to diverse applications, including robust filtering, classification, and control. We demonstrate the utility and effectiveness of the proposed framework by applying it to the problem of robust structural intervention of gene regulatory networks, an important application in translational genomics.
I. INTRODUCTION

I
N many real-world applications, we have to deal with complex systems that cannot be perfectly modeled or accurately identified. The gene regulatory network (GRN) is a perfect example of such a system. The GRN that governs the behavior of living cells consists of tens of thousands of genes that regulate and are regulated by each other. These intertwined dynamical interactions are responsible for the complexities and characteristics of living organisms. Considering the size and the complexity of the GRN, it is obvious that we cannot perfectly describe the network and its dynamics using a mathematical model. For this reason, researchers have been using simplified models, such as the Boolean network (BN) or the proba-bilistic Boolean network (PBN), to model and study GRNs [1] . However, even for these simple models, the model complexity quickly grows with increasing number of genes, which makes it very difficult to accurately estimate these models from observed data. Similarly, in many real-world problems, the system of interest may not be accurately identified due to its inherent complexity, insufficient training data, or both.
Despite the difficulty of accurate system identification, various engineering problems aim at performing optimal operations-be it filtering, classification, or control-based on a system of interest, in the presence of substantial uncertainty. A well-known example is robust filtering. Qualitatively, a filter is said to be robust when its performance degradation is acceptable for signals that are statistically close to those for which it has been designed. The problem of robustness arises because optimizing the filter is relative to a signal model, which in this case is uncertain. For example, the work of Kuznetsov on signal detection [2] and Kassam on Wiener filtering [3] are concerned about cases when the relevant spectra are not perfectly known, which is also addressed by the theory of minimax robustness by Poor and colleagues [4] - [6] . More recent examples include the work on Bayesian robustness in the design of morphological filters [7] , classification [8] , and control of GRNs [9] .
An important relevant question that arises when dealing with systems (or models) with uncertain characteristics is the following: how can we quantify the uncertainty that is present in a given system (or model) in a meaningful and practically useful manner? Traditionally, such uncertainty has been often measured in terms of entropy. For example, several studies on GRN inference have considered the problem of designing optimal gene perturbation experiments that can maximally reduce the entropy of the potential network models [10] , [11] . In this paper, we propose an effective Bayesian framework that aims to address the previous question from a different angle. In the proposed framework, the uncertainty of a given system is quantified in an objective-oriented manner based on the expected increase of the operational cost that it induces, rather than the entropy. The proposed uncertainty measure, referred to as MOCU (mean objective cost of uncertainty), provides a practical way of quantifying the effect of the present uncertainty on the operation of interest. The proposed objective-based UQ (uncertainty quantification) framework provides a general mathematical basis for designing robust operators, and it can be applied to various applications, including robust filtering, classification, and control.
The organization of this paper is as follows. Section II lays out the theoretical framework of objective-based UQ and presents an illustrative example based on hidden state prediction in an uncertain hidden Markov model (HMM) to show the importance of objective-based UQ. In Section III, we discuss the derivation of robust operators based on the proposed framework. In Section IV, we focus on the application of objective-based UQ and robust operator design to an important problem in genomic signal processing (GSP): namely, the derivation of robust structural intervention strategies in regulatory networks to reduce the risk of entering aberrant phenotypes. Finally, we conclude the paper in Section V.
II. OBJECTIVE-BASED UNCERTAINTY QUANTIFICATION (UQ)
A. Mean Objective Cost of Uncertainty (MOCU)
Suppose we want to design a robust operator with respect to a model that is uncertain. In the context of robust operator design, we are not as much concerned about the uncertainty of the system itself as the performance of the operator that needs to be designed in the presence of this uncertainty. For example, consider the case when our goal is to find the optimal filter with respect to a signal model, where some of the parameters are not known with certainty and can vary substantially. However, as long as these parameters do not affect the overall performance of the designed filter, the model uncertainty will not be a concern at all. On the other hand, when there exist parameters that may significantly degrade the filter performance in case of small mismatch, the model uncertainty would indeed matter. From a practical perspective, this implies that: (i) the uncertainty of a given model should be understood based on the objective of employing the model (e.g., signal estimation) and (ii) this uncertainty has to be quantified in terms of the expected cost it induces (e.g., estimation error), with respect to an operator class.
To formulate this idea in a formal manner, let us consider a model defined by a parameter vector from a class of parameter vectors-or equivalently, a class of models-governed by a prior distribution . This distribution may come from observation data and/or prior knowledge regarding the model. We assume that there exist a family of operators and a family of cost functions . In the presence of uncertainty in , our goal is to design a robust operator, (1) which minimizes the expected cost. Although it is possible to measure the uncertainty in terms of the entropy of the model based on its distribution -with the entropy being 0 when there is no uncertainty-the entropy does not tell us much about the operator performance. The entropy could be large, but if the networks in are very close to each other with regard to whatever network characteristics determine the operators, the fact that the entropy is large is of little consequence. In the other direction, the entropy could be small, but the networks be far apart with regard to the characteristics determining the operators, which would be of significant consequence. With this in mind, for a specific model with parameter vector , we define the objective cost of uncertainty (OCU) relative to as the differential cost of using the robust operator instead of the operator that is optimal for the given model:
The overall cost of uncertainty can be computed by taking its expectation over ,
which we call the mean objective cost of uncertainty (MOCU). The objective cost of uncertainty is relative to the operator family and the family of cost functions, in addition to the uncertainty distribution , thereby taking into account the objective of operator design, be it signal estimation, classification, or control.
The proposed UQ framework and the concept of MOCU has important connections to existing techniques and concepts that have been used in various fields. For example, the robust operator can be viewed as a Bayesian estimator [12] that minimizes the expected cost over all potential models . Similarly, we can view the MOCU as the minimum expected value of a Bayesian loss function, where the Bayesian loss function maps an operator to its differential cost (for using the given operator instead of the optimal operator) and its minimum expectation is attained by the optimal robust operator that minimizes the average differential cost. This differential cost has been often referred to as the regret in decision theory [13] , which is defined as the difference between the maximum payoff (for making the optimal decision) and the actual payoff (for the decision that has been made). From this perspective, the MOCU can also be viewed as the minimum expected regret for using the robust operator.
Traditionally, model uncertainty has been extensively studied under the Bayesian framework [14] - [16] . The Bayesian approach provides a general framework for handling model uncertainty, where the uncertainty can be represented by a prior distribution of the model and subsequently updated upon the arrival of new data to obtain a posterior distribution. Under this framework, two major research thrusts in model uncertainty have been model selection [17] - [19] and model averaging [20] - [22] , where the former concerns choosing the most probable model in the presence of uncertainty, whereas the latter concerns finding the "average model" by incorporating uncertainty. There has been a significant amount of research on both problems [15] , [23] , which has been accompanied and accelerated by advances in computational methods for posterior computation [24] .
Despite these mathematical and conceptual ties, it should be noted that the above concepts and approaches have not been widely used for "uncertainty quantification" per se. For example, research on model uncertainty under the classical Bayesian framework has mainly focused on model identification in the presence of uncertainty, be it through model selection or model averaging, rather than quantifying the uncertainty present in the model. In fact, model uncertainty has been traditionally measured using entropy [10] , [11] , without giving due consideration to the practical objective of employing (or inferring) the model.
B. An Illustrative Example: Hidden Markov Model with Uncertain Parameters
The MOCU defined in (3) can provide an effective means of quantifying model uncertainty in diverse applications. As an illustrative example, let us consider a simple hidden Markov model (HMM) shown in Fig. 1 . The HMM has two hidden states and , and the model generates a sequence of binary symbols . As shown in Fig. 1 , the emission probabilities of the HMM are determined by the parameter , and the transition probabilities are governed by the parameter . Given a symbol sequence , suppose we want to predict the state in the underlying hidden state sequence . If the parameter vector is known, we can make optimal predictions using the following operator if if This operator minimizes the expected prediction error Given a HMM, the probabilities and can be efficiently computed using the forward algorithm [25] . Now, let us consider the case when the model is not perfectly known. What would be the cost (i.e., prediction error) for using an operator obtained based on an inaccurate estimate instead of the true ? Fig. 2 shows the prediction error when there is mismatch between the true and its estimate , where the length of the observed symbol sequence is set to . Let us first consider the case when . As we can see from Fig. 2 (a) (and the corresponding contour plot in Fig. 2(c) ), a mismatch between and does not affect the prediction error at all, as long as both of them belong to [0,0.5) or (0.5,1]. For example, when , any operator obtained based on an inaccurate estimate will yield the same error (which is 0.1) as the optimal operator that uses the true parameter. On the other hand, any other operator obtained using will give a much larger error (which is 0.9). The results are similar for , as shown in Fig. 2(b) and Fig. 2 (d). Suppose we have two different uncertainty classes of HMMs, where the first class contains models with a parameter vector and the second class contains models with , where is assumed to be uniformly distributed in each of these classes. Which among the two classes has larger uncertainty? A simple approach based on the variation of the model parameters would choose over , but Fig. 2 clearly shows that it is the other way around. Fig. 3 . shows the prediction error when is not accurately known. Let us assume and consider two uncertainty classes and . As before, we assume a uniform distribution for both classes. As we can see from Fig. 3(a) and Fig. 3(c) , there will not be any cost of uncertainty for the class , since any operator based on a (possibly inaccurate) estimate will perform as well as the optimal operator constructed from the true . On the other hand, the cost of uncertainty will be significant for the class , since there will be a substantial performance difference between the optimal operator, based on the true , and a suboptimal operator, obtained from an inaccurate estimate , despite the narrower range of . Similar observations can be made in Fig . These examples clearly show that the uncertainty in a given model cannot be effectively quantified simply based on the variation (or entropy) of the parameters that define the model. Instead, UQ should be driven by the ultimate objective for employing the model, in the context of an operator class. From this perspective, the concept of MOCU proposed in this section can provide a general and effective framework for quantifying the uncertainty of various models, in case they are only partially known and cannot be accurately estimated. For example, suppose we are interested in designing biological experiments to improve the inference of a complex gene regulatory network as in [10] , [11] . From a practical perspective, considering that perfect identification of the network is impossible, it would be more beneficial to design the experiments that can maximally reduce the MOCU rather than the entropy of the network uncertainty class, since the reduction of the MOCU will have a direct impact on the performance of the robust operator to be constructed based on the reduced uncertainty class.
Based on (3), we computed the MOCU of the HMM shown in Fig. 1 (with ), for several cases when the parameter vector is only partially known and is uniformly distributed in the corresponding uncertainty class . First, we considered the case when the parameter is perfectly known while we only know the range of . Table I shows the estimated MOCU for this case. The first column in the table shows the value of and the range of . The second column shows the mean cost (i.e., the mean prediction error) of the optimal operator that has perfect knowledge of . The third column shows the mean cost of the optimal robust operator , which can be obtained from (1) . Finally, the fourth column shows the MOCU, which is defined as the expected differential cost for using the robust operator, instead of the optimal operator, for each model in the uncertainty class of HMMs that arises from an imperfect knowledge of . As can be seen in Table I , without a formal UQ framework, it is practically impossible to compare the relative amount of uncertainty across different cases. We can draw a similar conclusion based on the results in Table II , which shows the MOCU for the case when is perfectly known, while only the range is known for . The proposed UQ framework provides a natural basis for designing robust operators that are optimal in terms of average performance. In the past, there has been significant research on designing robust filters based on the minimax approach, which aims to build a filter whose worst performance over an uncertainty class of models is best among all filters. Minimax robust linear filters have been studied in terms of both the signal-to-noise ratio and signal-noise power spectra pairs [2] - [5] , [26] . Minimax robustness has been also applied in other linear optimization frameworks, including matched filtering and Kalman filtering, [6] , [27] - [30] , and a general formulation has been developed in the context of game theory [6] . The downside of minimax robust filtering is that, in avoiding the worst-case scenario, the average performance of the designed filter can be poor.
The Bayesian approach adopted in this paper can effectively address this issue. In fact, the robust operator in (1) is optimal in terms of average performance across all models in the uncertainty class , minimizing the expected cost of the uncertainty that is present in the model. We call this an intrinsically Bayesian robust (IBR) operator, and denote it as , because its optimality is across the full operator family. This IBR operator provides wider optimality with respect to robustness than the previously proposed Bayesian robust approach [7] - [9] , which involves designing an optimal operator specific to a model according to (4) where is called the maximally robust state. We refer to the resulting operator as a modelconstrained Bayesian robust (MCBR) operator and denote it as . Note that the optimality of a MCBR operator is only across the set of model-specific optimal operators, as opposed to the IBR operator defined in (1) , where the optimization has no such restriction.
While the original Bayesian robust operator theory did not employ the notion of MOCU, if we restrict optimization to network-specific optimal operators, hence use the MCBR operator instead of the IBR operator for computing the objective cost of uncertainty, we get the following model-constrained OCU relative to :
Taking the expectation over yields model-constrained MOCU, namely, (6) which gives us an upper bound on the true MOCU, such that (7) Clearly the IBR operator is preferable to the MCBR operator, since the minimum is taken over a larger class of operators. Moreover, we would certainly prefer to know the MOCU rather than an upper bound on it. There are, however, two reasons why MCBR operators might be useful. First, it may be practically easier to find a MCBR operator. For instance, in the case of stationary network control, MCBR operators can be found using dynamic programming for each as shown in [9] , whereas IBR operators cannot be found in such a way. In the case of finite-state discrete-time networks, there is a finite number of stationary controllers, but the number of them is huge once the network is beyond several genes. In general, whereas one may be able to find an IBR operator by exhaustive search, this may be computationally infeasible. Thus, we may have to be content with MCBR operators and the model-constrained MOCU as an approximation to the true MOCU. A second advantage of MCBR operators is the ability to obtain closed-form analytic solutions in some situations.
To illustrate the latter advantage of MCBR operators, let us consider a classical signal processing example: recovery of a signal via a linear filter from a blurred signal plus additive noise, (8) where is a blurring function, depending on the state of the system, with Fourier transform . We assume is wide-sense stationary with autocorrelation function and power spectral density . Given the state , the Wiener filter,
is optimal relative to mean-square error (MSE), but we do not know the state. Let denote the MSE for applying the optimal filter for state to the degraded signal in system . The expected increase of error from using instead of the optimal filter for the actual system state, , is known as the mean robustness of the filter . Minimizing is the same as minimizing , so that minimizing the mean robustness gives a maximally robust state. Assuming the noise is white, for the convolution model of (8) , one can express in closed form [31] . Because the expression is quite complicated and our purpose here is for illustration, we provide only the special case where there is no additive noise, in which case one obtains (10) Taking the expectation with respect to gives the mean robustness for state . Minimizing the mean robustness over yields the MCBR filter and the model-constrained MOCU. The derivation of (10) requires a MCBR (state-specific or modelconstrained) approach. Although the MOCU is unknown for the signal-plus-noise model, we have an upper bound in terms of the Fourier transform of the blurring function and the prior distribution on the uncertainty class, in the form of the expectation over this distribution. We can see from (10) that, if is small, where is a maximally robust state, then the model-constrained MOCU is small, so that the true MOCU itself must be small. Moreover, our uncertainty of the blurring function mainly matters where the mass of is concentrated, because regions for which contribute very little to the integral in (10).
IV. APPLICATION: ROBUST STRUCTURAL INTERVENTION IN BOOLEAN NETWORKS IN THE PRESENCE OF UNCERTAINTY
In this section, we consider the problem of robust structural intervention in gene regulatory networks to demonstrate the utility and effectiveness of the proposed objective-based uncertainty quantification framework. Specifically, we focus on the robust structural intervention in the probabilistic Boolean network (PBN) model [1] , [32] in the presence of model uncertainty. A PBN is a stochastic extension of the classical Boolean network (BN) [33] , which has been shown to be effective in modeling nonlinear relationships among molecules and capturing the switching behavior in many biological processes, including the cell cycle [34] - [37] . In recent years, PBNs have been actively studied to understand the stochastic behavior of genetic regulatory networks, and especially, to design systematic network-based intervention strategies to achieve beneficial dynamic changes [1] , [38] .
A. Review of Probabilistic Boolean Network (PBN) and Network Intervention
In the binary version of a PBN with molecules, the expression state for molecule can either be "ON" or "OFF", denoted by 1 and 0, respectively. In general, PBNs do not require binary expression states, but here we restrict ourselves to binary values because these apply to our application at hand. At time , the expression state is determined by a predictor Boolean function chosen from a set, , of predictor functions, where the input of a predictor function consists of the expression states of its regulators in the network at time . At any time , the network transition is defined by predictor functions, one from each for each gene . Each such set of predictor functions determines a constituent network, or context, of the PBN, which is characterized by a collection of contexts. At each time point, there is a positive probability of switching contexts and, if a decision is made to switch, there is a selection probability distribution, , governing the random selection of a context. Switching can occur in two ways. In an instantaneously random PBN, we have , so that a context selection occurs at every time point; in a context-sensitive PBN, we have , so that a context (set of transition rules) remains in place until a decision for a switch occurs. Another source of stochasticity arises in the form of a perturbation probability , governing random perturbations of expression states. There are several different transition rules, which include the "majority vote" rule [37] , [39] and the "strong inhibition" rule [40] . State transitions can either be synchronous or asynchronous [35] , [40] , [41] . If for all , then the model becomes a Boolean network with perturbation (BNp). Further, when we set , the model becomes a classical deterministic BN. In this paper, we will focus on the robust structural intervention of BNps.
The underlying network dynamics of PBNs can be modeled as a finite Markov chain. Given the probabilistic parameters of a PBN, we can derive the state transition diagram of the corresponding Markov chain and analyze the network dynamics via the classical Markov chain theory [42] , [43] . The underlying Markov chain of a PBN is irreducible and ergodic when . Hence, the network possesses a steady-state distribution (SSD) such that , where is the transition matrix determined by the network model, and denotes transpose. The SSD reflects the long-term behavior of a PBN, and the change of SSD by different types of perturbations may guide the design of beneficial intervention strategies [38] , [44] , [45] .
Recent studies on the design of network intervention strategies in PBNs have mainly focused on two basic categories of intervention approaches: external control [46] and structural intervention [38] . External control involves stationary control policies to flip (or not flip) the expression state of a control gene to steer the system away from "undesirable" dynamics corresponding to aberrant cellular phenotypes to "desirable" network behavior. This type of network intervention corresponds to intervention using drugs to act on gene products. In this paper, we will focus on the second type of network intervention, structural intervention, which aims to optimally change the wiring of gene regulatory relationships so that the determining regulatory functions and, hereafter, the state transitions of the underlying Markov chain are altered for beneficial dynamic changes. In molecular biology, there exist advanced techniques to carry out such interventions for "pathway blockage". To be specific, we study structural perturbation to model the siRNA interference of regulatory relationships, in which we assume that we can block the regulation between any two genes in the network using siRNAs. Mathematically, the perturbed network will have a perturbed transition matrix with a new SSD . Typically, the network state space is partitioned into two sets and of undesirable and desirable states reflecting abnormal and healthy phenotypes, often according to the expression states of a given set of genes. We aim to find the optimal structural intervention that minimizes the probability mass , where denotes the perturbed steady-state probability at a given network expression state .
B. Model Uncertainty, MOCU, and Robust Structural Intervention
To design robust structural intervention strategies, we first define the uncertainty of PBNs based on the concept of MOCU proposed in this paper. As defined in (3) in Section II, we consider the average difference in the effectiveness of (i) designing a model-specific structural intervention based on full knowledge of the network and that of (ii) designing a robust policy that takes into account the uncertainty in the network model.
Model uncertainty is commonplace in dynamical models for biological networks, as we still lack accurate and complete information regarding the regulatory relationships among genes [47] . Currently, existing studies of network robustness and controllability [37] , [48] - [51] mostly focus on network topology alone (i.e., presence or absence of molecular binding), ignoring the actual regulatory relationships between genes (i.e., activation or suppression of a given gene by another gene), and therefore may not capture the critical network dynamic properties. We consider a class of PBNs, in which we have partial knowledge of regulatory relationships. We assume that is a class of PBNs that arise due to the lack of knowledge of the actual activating or suppressing regulatory relationships between pairs of nodes that govern network transitions. Hence, the parameter vector relative to the uncertainty class describes the activating or suppressing relationships for certain edges in the PBNs. We define as the regulatory relationship between gene and . We assume that there are pairs of genes in the network, for which the existence of a regulatory relationship is known based on the available prior knowledge but the type of the relationship (activating or suppressing) is not exactly known. As a result, the network uncertainty class will consist of possible networks, where each network corresponds to a specific assignment of regulation types to the uncertain edges. We further assume that the uncertainty class is governed by a uniform prior distribution over all . Our analysis extends to other distributions in a straightforward manner.
For robust structural intervention, we define a family of structural intervention operators that block the regulatory action between regulatory pairs of genes in the network by setting . These operators model pathway blockage through siRNA interference. We allow an operator to block only one regulation:
selects an existing regulation and blocks it. Since our ultimate goal is to minimize the steady-state mass of undesirable states to achieve beneficial dynamic changes in the network, our objective function is the total undesirable steadystate mass, , where denotes the steady-state probability of the network state after applying structural intervention to a given network in the uncertainty class . Hence, the family is a set of cost functions . To derive IBR structural intervention, we aim to minimize the expected total undesirable steady-state mass by structural intervention with respect to the uncertainty class : (11) For a specific PBN with given regulatory relationships , its objective cost of uncertainty measures the differential cost of using the robust operator instead of the optimal network-specific operator :
. By taking its expectation over , which we assume to be uniform, we can obtain the MOCU for structural intervention in PBNs, as defined in (3) . Similarly, we may derive the MCBR structural intervention , in which is the maximally robust state. By comparing the effectiveness of this MCBR intervention strategy with that of model-specific optimal structural intervention (with full knowledge of ), we can derive the modelconstrained OCU relative to as:
. By taking its expectation over , we can obtain the model-constrained MOCU (6) for structural intervention in PBNs.
C. Robust Structural Intervention in the Yeast Cell Cycle Network
In this section, we assess the performance of the IBR structural intervention , as defined in (1), and compare it with that of the MCBR structural intervention , which is designed based on a specific network that minimizes the cost as defined in (4) . More specifically, we generate random ensembles of BNps, where each ensemble constitutes an uncertainty class of networks, and investigate the chances that the IBR and MCBR operators will lead to different expected costs for a given uncertainty class.
We take two different approaches to create the random ensembles of BNps. In the first approach, random networks are generated by a specific class of regulatory functions using the "majority vote" rules, which have been used in the literature for modeling the budding yeast (Saccharomyces cerevisiae) cell cycle network [35] , [37] , [39] . The dynamics of are determined by the following majority voting rules:
To generate random networks, we need to randomly fill in 1 or 1 for the regulatory matrix . For this first ensemble, we follow the generation procedure in [39] to randomly add edges between pairs of genes and form a combined structural and functional ensemble (Ensemble-1) based on the budding yeast cell cycle network (shown in Fig. 4) , which has 11 genes . Each of these randomly generated networks has the same number of nodes, the same number of activating edges, and the same number of suppressing edges as the original cell cycle network (i.e., 11 nodes, 15 activating regulations, 19 suppressing regulations). Moreover, they all produce the same state transition trajectory subsequence, which is essential to the corresponding cell cycle process [35] , [39] : in the order of genes Cln3, MBF, SBF, Cln1,2, Clb5,6, Clb1,2, Mcm1, Cdc20, Swi5, Sic1, and Cdh1, the network state transitions from the "excited" G1 phase , going through the S state (01111000000), the G2 state (01111110000), then to the M phase , and finally returning to the biological G1 stationary state (00000000011). In the second approach, we create the random ensembles (Ensemble-2) by generating random networks with the same number of nodes , but instead of forming a structural and functional ensemble based on a given biological network as in Ensemble-1, we randomly fill the regulatory matrix by first determining the number of regulators for each gene and then randomly picking 1 or 1 for with as one of the regulators for gene . In our simulations, we pick the regulators among the genes with the uniform probability, . As studied in [52] , the random BNps in the first ensemble possess relatively more stable network dynamics, which means that the regulatory relationships of random networks in this combined structural and functional ensemble are mostly critical for generating the previously specified state transitions. On the other hand, in the second ensemble, we do not put any restrictions on regulation configuration or state transitions. As a result, the probability of a randomly selected regulation being critical for network dynamics will be lower than that in the first random ensemble. For this reason, we expect that the chance that the optimal robust intervention (i.e., IBR operator) would be different from the MCBR structural intervention will be larger for Ensemble-1 than the chance for Ensemble-2.
To confirm our conjecture, we generated 100 random networks in each ensemble and further randomly picked 10 independent sets of regulations and assumed their activating/suppressing relationships to be uncertain, each set containing uncertain regulations. For all these random networks, we set the perturbation probability to . In Table III, we show the average number (and the standard deviation ) of random networks with uncertainty for which the IBR intervention was different from the MCBR intervention (i.e.,
). As expected, we can see that the combined structural and functional ensemble (Ensemble-1) has a larger . More interestingly, the average number for Ensemble-1 increases gradually with the number of uncertain regulations . This is reasonable, since the optimal robust strategy will be more likely to be different from any network-specific intervention as the model uncertainty increases with increasing . However, in Ensemble-2, is non-zero only when , which clearly shows that the randomly selected regulations in this ensemble may not be very critical from the perspective of network dynamics. In this case, with increasing , the probability of selecting a set of uncertain regulations that include critical regulations decreases, since the number of simulations in our experiments is relatively small compared to the size of the uncertainty class, which increases exponentially with ; and thereafter we observe when . In fact, the trend of is complicated, which makes further theoretical analysis very difficult. Generally, will depend on the properties of the considered networks as well as the nature of the uncertainty in those networks that give rise to the uncertainty class . However, the present simulations clearly demonstrate that objective-based UQ framework and the concept of MOCU can effectively capture the critical properties and dynamics of gene regulatory networks that are pertinent to our goal (i.e., structural intervention in this example), in the presence of substantial uncertainty.
D. Robust Structural Intervention in the Mammalian Cell Cycle Network
Next, we consider the application of the proposed objective-based UQ framework to the robust structural intervention in a mammalian cell cycle network [34] . As before, we set the perturbation probability to and adopt the logic Boolean transition functions based on the "majority vote" rules. The considered mammalian cell cycle network consists of genes (CycD, Rb, p27, E2F, CycE, CycA, Cdc20, Cdh1, UbcH10, and CycB), whose regulatory relationships are depicted in Fig. 5 . For normal mammalian organisms, cell division is controlled via extra-cellular signals and it is coordinated with overall growth. The positive signals, or growth factors, instigate CycD. The cyclins inhibit Rb by phosphorylation and hence Rb is expressed in the absence of cyclins. The gene p27 can stop the uncontrolled cell cycle as it blocks the action of CycE or CycA and thereafter Rb can also be expressed, even in the presence of CycE or CycA. We model this by a BNp with denoting each of the ten genes in the same order as we previously introduced them. In this model, the network states where CycD, Rb, and p27 are simultaneously down-regulated (i.e., ) represent cancerous phenotypes, in which the cell cycles even in the absence of any growth factor. Therefore, we define these network states as undesirable states . Fig. 6 shows the steady-state distribution of the given network, where the undesirable probability mass is . In order to investigate the Given the full knowledge of the network, the optimal intervention strategy is to block the regulation from CycE to p27 (shown in red). Other regulations to be blocked according to the IBR intervention strategies, in the absence of full regulatory information, are shown in bright blue and dark green. The two IBR strategies blocking the edges marked in bright blue lead to significant reduction of undesirable steady-state mass that is comparable to the optimal strategy. trends of the MOCU (based on IBR intervention) and approximate model-constrained MOCU (based on MCBR intervention) for varying amounts of uncertainty, we assumed that the regulatory information (activating or suppressing) is unknown for a set of edges in the network. The class of structural intervention strategies is comprised of perturbations that block the regulatory action between any pair of genes in the network (by setting ). Given the full knowledge of the network (without any unknown regulatory relationship), we can derive the optimal structural intervention, which is to block the regulatory action from gene CycE to p27 (marked in red in Fig. 5 ). That minimizes the undesirable mass to . Based on the given network, we ran simulations to derive the IBR and MCBR structural intervention strategies and to compute the resulting MOCU for several different network classes, obtained by incrementally increasing the number of edges with unknown regulation from to . In each case, we sampled 50 networks by randomly selecting uncertain edges, while keeping the regulatory information for the remaining edges. Fig. 7 shows the estimated MOCU and the model-constrained MOCU for an increasing number of uncertain edges . Intuitively, as increases (i.e., larger number of uncertain edges), the cost of uncertainty-or the performance degradation of the robust intervention strategy measured in terms of its capability to shift the undesirable steady-state mass-would also increase. The simulation results confirm this intuition, as shown by the increase of and for increasing number of uncertain regulatory relationships in the network. Fig. 7 also shows that the model-constrained MOCU serves as an upper-bound of the true MOCU . Furthermore, the figure shows that the discrepancy between and is relatively small for this example, which implies that the model-constrained MOCU may serve as a good index for characterizing the objective-based cost of uncertainty, when the computational cost for computing the true MOCU is prohibitively high.
We further investigated the IBR and MCBR robust structural intervention strategies that were derived for the mammalian cell cycle network in the presence of uncertain edges. Table IV lists the derived IBR and MCBR intervention strategies with their selection frequency among 50 networks with different number of random uncertain edges.
denotes the regulation from to that needs to be blocked according to a given intervention strategy. We show the selection frequency for random networks with 1 5 uncertain edges (denoted as 1:5 in the table) as well as the frequency for networks with 1 10 uncertain edges (denoted as 1:10). The rightmost column in Table IV shows the steady-state probability mass in undesirable states after applying a given intervention strategy to the original mammalian cell cycle network.
For networks that contain no more than five uncertain edges, a total of six different IBR strategies have been derived, which included the optimal intervention strategy for the original network. All six IBR strategies indeed lead to beneficial structural intervention which reduces the undesirable steady-state mass. These six robust strategies include the top three intervention strategies that lead to the smallest undesirable steady-state mass: (i) the actual optimal strategy, which is to block the regulation from CycE to p27, (ii) a different strategy, which is to block the regulation from CycE to Rb, and (iii) another strategy, in which we block the regulation from E2F to CycE. These three intervention strategies lead to comparable results, where the undesirable steady-state masses (relative to the true network) are , , and , respectively. In Fig. 5 , the optimal strategy is shown in red and the other two effective strategies are shown in bright blue. The remaining three IBR intervention strategies (shown in dark green) were also beneficial, although not as effective as the aforementioned strategies. Among these three strategies, blocking the regulation from CycA to p27 leads to a reduced undesirable steady-state mass of ; blocking the regulation from CycB to p27 yields ; and blocking the regulation from CycB to Rb results in . For networks with up to five uncertain edges, the derived MCBR strategies included two additional intervention strategies that were not among the six IBR strategies. These two MCBR intervention strategies are to block the regulation from Cdh1 to CycB, and the one from Rb to CycE, both of which in fact increase the undesirable steady-state probability mass to and 0.3842, respectively. This example shows that the MCBR strategy may result in a lower performance compared to the IBR strategy, as it is constrained to network-specific strategies for networks that belong to the uncertainty class at hand.
For networks with more than five uncertain edges, we obtained two additional robust strategies, which are also shown in Table IV . Among all these robust strategies, eight of them are beneficial and only two lead to increased undesirable steady-state mass. As shown in this table, the intervention performance may degrade when the uncertainty increases. We can also observe in Table IV that for more than 88% of the considered networks (with random uncertain regulations), both IBR and MCBR methods predicted the top two intervention strategies-blocking the regulation from CycE to p27 (optimal) or the regulation from CycE to Rb-that result in substantial decrease of undesirable steady-state mass, clearly demonstrating the potential of the proposed objective-based UQ framework for deriving effective intervention strategies in the presence of significant network uncertainty.
Finally, it is worth noting that the beneficial robust structural intervention strategies target at regulatory relationships that connect important genes in the cell cycle network-including the cyclins (CycA, CycB, CycE), E2F, Rb, and p27-that have been reported to play critical roles in the ability of a cell to reverse the R(estriction)-point. This marks a critical event when a mammalian cell commits to proliferation independent of growth stimulation, corresponding to cancerous situations [53] . This demonstrates that the robust structural intervention strategies, derived based on the proposed UQ framework, can accurately identify and effectively target the optimal network control points that are critical in beneficially altering the network dynamics to achieve the ultimate objective.
V. CONCLUDING REMARKS
In this paper, we proposed a novel objective-based uncertainty quantification (UQ) framework that can be effectively used for quantifying and handling uncertainty in complex systems. The proposed scheme quantifies the uncertainty in terms of the expected increase of the operational cost-referred to as MOCU (mean objective cost of uncertainty)-that is induced by our imperfect knowledge of the system of interest. We applied the proposed UQ framework for quantifying the uncertainty in gene regulatory networks with unknown regulations, modeled using PBNs. As demonstrated in our simulation results, MOCU can accurately capture the amount of uncertainty in a given network and guide us to design robust operators (i.e., robust structural intervention strategies in this case) that would result in the optimal expected performance, or minimal operational cost, in the presence of substantial uncertainty.
The practical import of having a means of quantifying the cost of uncertainty relative to a given objective-such as the MOCU proposed in this paper-is that it can provide an operational theory with a natural framework within which the operational effect of uncertainty can be quantified. Not only would the existence of such a framework provide a deeper understanding of the practical nature of the uncertainty, it would also facilitate model analysis and development in several important areas such as complexity analysis, objective-based model reduction, and experimental design for optimal reduction of model uncertainty. Although we have focused on the structural intervention of PBNs in this paper, it should be noted that the proposed UQ-framework is fairly general and it can be applied to other models and applications, when there is a need for quantifying and handling uncertainty.
