Abstract Robust and physically understandable responses of the global atmospheric water cycle to a warming climate are presented. By considering interannual responses to changes in surface temperature (T), observations and AMIP5 simulations agree on an increase in column integrated water vapor at the rate 7 %/K (in line with the Clausius-Clapeyron equation) and of precipitation at the rate 2-3 %/K (in line with energetic constraints). Using simple and complex climate models, we demonstrate that radiative forcing by greenhouse gases is currently suppressing global precipitation (P) at *-0.15 %/decade. Along with natural variability, this can explain why observed trends in global P over the period 1988-2008 are close to zero. Regional responses in the global water cycle are strongly constrained by changes in moisture fluxes. Model simulations show an increased moisture flux into the tropical wet region at 900 hPa and an enhanced outflow (of smaller magnitude) at around 600 hPa with warming. Moisture transport explains an increase in P in the wet tropical regions and small or negative changes in the dry regions of the subtropics in CMIP5 simulations of a warming climate. For AMIP5 simulations and satellite observations, the heaviest 5-day rainfall totals increase in intensity at *15 %/K over the ocean with reductions at all percentiles over land. The climate change response in CMIP5 simulations shows consistent increases in P over ocean and land for the highest intensities, close to the Clausius-Clapeyron scaling of 7 %/K, while P declines for the lowest percentiles, indicating that interannual variability over land may not be a good proxy for climate change. The local changes in precipitation and its extremes are highly dependent upon small shifts in the largescale atmospheric circulation and regional feedbacks.
Introduction
Recent occurrence of extreme weather across the globe (including flooding and drought) relates to shifts in atmospheric and oceanic circulation patterns (e.g., the mid-latitude jet stream or El Niño Southern Oscillation, ENSO) yet heightens concern upon the potential for human influence on and vulnerability to such events (e.g., Peterson et al. 2012) . The frequency of damaging flooding and drought are projected to increase in the future based upon detailed computer simulations of the climate system (Meehl et al. 2007 ) and backed up by basic physics O'Gorman et al. 2012) ; it is also vital that projected responses of the water cycle are verified, where possible, by careful use of homogeneous, well-characterized observations (Trenberth 2011) .
The magnitude and rate of change in the regional hydrological cycle determine the impacts suffered by infrastructure, agriculture and health. The distribution of rainfall (in time and space), in particular for the extremes, is crucial in determining damage from particular events. Time and space means of hydrological quantities may reflect aspects of these changes, in particular for the amount of water potentially available for a region. However, the relevance of changes in global mean quantities to local impacts is unclear. Yet, without appreciation for the driving mechanisms at the largest spatial and temporal scales, the robust nature of local projections is questionable at best. In this paper, our aim is to identify the most important, robust and physically understandable responses in the atmospheric hydrological cycle, exploiting climate model simulations and confronting these with the globally available observational record.
Constraints upon Global Mean Precipitation Responses
The most robust climatic response to increasing temperatures is a rise in mean water vapor near to Earth's surface at *7 %/K, in line with the Clausius-Clapeyron equation (see Sect. 2.3). Although changes in moisture are an important constraint upon regional changes in precipitation and its extremes (discussed in Sect. 3), it has been known for some time that the total amount of precipitation (P) increases with warming at a slower rate than water vapor (*2-3 %/K), responding instead to a changing heat balance of the atmosphere (Manabe and Wetherald 1975; Mitchell et al. 1987; Allen and Ingram 2002) . The primary physical basis for this is that a warming atmosphere radiates energy away more effectively, particularly to the surface (e.g., Allan 2006; Stephens and Ellis 2008; Prata 2008) .
To maintain energy balance in the atmosphere, this additional atmospheric net radiative cooling to space and to the surface (DQ atm ) is primarily compensated for by extra latent heating via precipitation (LDP) with changes in sensible heating of the atmosphere by the surface, DSH, playing a more minor role (but see Lu and Cai (2009) 
Surface evaporation (E) is similarly constrained by energy balance; Richter and Xie (2008) find that climate models simulate small adjustments to boundary layer temperature, humidity and wind speed that cause E to increase with warming below the rate expected from the Clausius-Clapeyron equation (Lu and Cai 2009) and almost identically to the P changes (as expected from the trivial moisture holding capacity of the atmosphere relative to the moisture fluxes). As discussed by O'Gorman et al (2012) , radiative cooling above the lifting condensation level is in fact more directly related to precipitation since, when heating is applied within the boundary layer, adjustments through SH do become important (e.g., Ming et al. 2010) . For simplicity, we here assume that the balance between atmospheric radiative cooling and latent heating dominates. However, this simple balance between DP and DQ atm ðDTÞ is complicated by a direct influence on atmospheric radiative cooling by the radiative forcings responsible for determining temperature response in the first place O'Gorman et al. 2012) .
Global mean precipitation response, DP, is determined by a ''slow'' component set by the global mean surface temperature change, DT, (denoted slow since it takes a long time to heat up the oceans due to their dominating heat capacity) and a ''fast'' component (f DF) in which the atmosphere (with its small heat capacity relative to the ocean) rapidly adjusts to changes in top of atmosphere radiative forcing, DF (for simplicity, here defined as the downward radiative heating into the top of the atmosphere), that is independent of DT (Allen and Ingram 2002; Bala et al. 2010; O'Gorman et al. 2012) :
In (2), L = 2.5 9 10 6 J kg -1 is the latent heat of vaporization and k * 2 W m -2 K -1 is the response of atmospheric radiative cooling to surface temperature, qQ atm /qT (e.g., Allan 2006; Lambert and Webb 2008; , set by the atmospheric temperature and humidity lapse rates (e.g., moist adiabatic lapse rate with near-constant mean relative humidity is a reasonable approximation).
The fast scaling parameter, f ¼ DF atm =DF, is the instantaneous radiative forcing experienced by the atmosphere, DF atm ¼ ÀDQ atm ðDFÞ, normalized by the top of atmosphere radiative forcing (DF) and is specific to the nature of each radiative forcing component Ming et al. 2010) . For example, increases in atmospheric CO 2 concentrations produce an instantaneous increase in radiative forcing at the top of the atmosphere that is considerably larger than the increase in instantaneous (downward) radiative forcing at the surface, DF sfc (e.g., Ramanathan 1981; Allan 2006) , where DF ¼ DF atm þ DF sfc . This causes a direct reduction in DP through the last term in (2), since f CO2 *0.8 ) and a slower increase in DP through the resulting rises in DT brought about by the positive radiative forcing. The timescale for kDT is increased for smaller ocean heat uptake and a more positive overall climate feedback (see also McInerney and Moyer 2012) . The interaction between these two effects is fundamental in determining the transient response of DP to DF, or hydrological sensitivity (Ming et al. 2010 ).
Simple Model of Global Precipitation
To illustrate the global constraint upon DP, a simple zero-dimensional energy budget model is employed, based upon the approach of Hansen et al. (1981) . A mixed-layer ocean temperature perturbation DT m is computed as
where C m = 4.218 9 10
is the ocean mixed-layer heat capacity, Y = 1.3 W m -2 K -1 is the climate feedback parameter, and
is the diffusion of energy into the deep ocean (d = 500 m, c = 421
m -2 is the deep ocean heat capacity. Thus, DT m is determined by the radiative forcing, the restoring flux relating to feedbacks, and diffusion of energy into the deep ocean.
Observed DF is prescribed over the period 1850-2010, based upon the Model for the Assessment of Greenhouse gas-Induced Climate Change (MAGICC) without carbon cycle for anthropogenic forcings, 1 and natural forcings are based upon the Goddard Institute for Space Studies 2 (e.g., Hansen et al. 2007 ) with simple extrapolation of some fields from 1990 onward (Fig. 1a) . The model is initialized at 1850 as Fig. 1 Changes in a radiative forcings (DF), b atmospheric radiative heating (DF atm ) due to the top of atmosphere radiative forcings using scaling factors from , c simulated temperature response using a simple energy balance model compared with HadCRUT4 observations (95 % uncertainty range) and d precipitation response (DP) using the simple energy balance model decomposed into fast and slow components (''-BC'' denotes simulations without the effects of Black Carbon aerosol). In d, observed slow response is also estimated using the HadCRUT4 DT; this is combined with the model fast responses to provide an estimated total scaling (dotted lines)
purpose of this analysis is illustrative only, inaccuracies in the prescribed radiative forcings and other model parameters are not considered a serious impediment.
To compute DP using our simple model, we combine (2) with (3-4) where f is prescribed as in Table 1 and assuming that DT DT m . Thus, DF atm is computed from DF at each 1 year time step (Fig. 1b) ; forcing agents that do not interact with the atmosphere (e.g., purely scattering SO 4 aerosol) are assumed not to influence the fast DP responses. The model simulated DT is depicted in Fig. 1c and compares favorably with observed estimates from the HadCRUT4 observations (Morice et al. 2012) . The fast and slow (T-dependent) components of DP are computed from (2) using the model simulated DT and DF atm in Fig. 1d . Also shown are estimates neglecting the fast response from Black Carbon aerosol (-BC) and prescribing the HadCRUT4 DT for the slow component (dotted lines).
The slow DP component rises with DT at the rate 2 W m -2 K -1 , as prescribed by the parameter k, and is relatively insensitive to the inclusion of BC aerosol or error in simulated DT (although the recent hiatus in global temperature rises since *2000 are not captured). The fast component leads to reduced DP, which is enhanced by the inclusion of BC (additional atmospheric absorption of radiative energy leading to atmospheric stabilization and declining global DP). Overall, the total DP response shows little global trend, consistent with recent observationally based estimates (Adler et al. 2008) , although responses to volcanic forcings can introduce apparent trends over decadal timescales. Inaccuracies in the model parameters, including the scaling factors, k and f, will reduce the realism of the simple model estimates. It is, therefore, instructive to progress from the simple model on to the considerably more detailed depiction of global precipitation changes simulated by coupled climate model simulations.
Transient Response in Global Precipitation in CMIP5 Models
The simulated transient climate response is illustrated in Fig. 2 which shows DP simulated by fully coupled climate models (see details in Table 2 ) as part of the Coupled Model Intercomparison Project-phase 5 (CMIP5; Taylor et al. 2011 ). Fig. 2a shows increases in DP over the twenty-first century, rising by around 3-11 % over the period 2000-2100. The RCP8.5 (Representative Concentration Pathways) scenario (an emissions pathway leading to a radiative forcing of 8.5 W m -2 by 2100) simulates a larger response than the more mitigating RCP4.5 scenario (as illustrated by the thick ensemble mean lines) although there is considerable inter-ensemble spread. This is partly explained by the larger DT response simulated by RCP8.5 as illustrated in Fig. 2b . A simple linear fit between DP and DT produces a sensitivity of *1 %/K; this is smaller than implied by the scaling parameter k in (2) since rising greenhouse gas concentrations are muting the overall DP response to warming by heating the atmosphere.
For each scenario, there is also a large inter-model spread, since models with higher climate sensitivities (and/or slower rates of ocean heat uptake) tend to warm more rapidly and therefore increase P through the slow response term in (2). However, the relationship between DT and DP is not robust, particularly for the RCP8.5 scenario; this may be explained by the fact that the RCP8.5 scenario is far from equilibrium by 2100 (e.g., McInerney and Moyer 2012), while the model simulations in the RCP4.5 scenario are showing signs of a levelling off in DP (as DF ! 4:5 W m À2 after *2060). The INMCM4 model simulates a muted DP=DT response relative to other models, while the IPSL-CM5A-LR and MRI-CGCM3 models simulate a slightly larger DP=DT response relative to the other models (see Table 2 for definition of climate models). As noted, the actual DP is also related to the direct influence of the radiative forcings upon atmospheric radiative cooling while the timescale for change in DT is lengthened for models with weaker ocean heat uptake and more positive feedback (e.g., Hansen et al. 2011) . The contribution of natural variability, model diversity and scenario uncertainty to precipitation projections is discussed further, in the context of the older CMIP3 model simulations, by Hawkins and Sutton (2011) To investigate the direct influence of radiative forcing on transient climate change, a present-day AMIP5 simulation (observed sea surface temperature, SST, and sea ice distribution are prescribed over the period (relative to 1988-2005) for CMIP5 climate simulations (RCP4.5 and RCP8.5 future projections relative to the parent simulation from the historical simulations, models 1-10 in Table 2 ). Observationally based GPCP precipitation anomalies are plotted for comparison. Twenty-four month running means are applied. b 2080-2100 minus 1985-2005 global mean precipitation change plotted relative to changes in global mean surface temperature for RCP4.5-historical and RCP8.5-historical simulations. Model numbers in Table 2 are displayed, and a line of best fit to these values is shown in black Hadley Centre Global Environment Model version 2 (HadGEM2) model (Collins et al. 2011 ) is conducted. A standard Atmospheric Models Intercomparison Project (AMIP5) control run is used (CTL), in which realistic radiative forcings are prescribed, and compared with an identical simulation but with greenhouse gases fixed at their 1978 levels (fGHG). Figure 3a shows declining CTL minus fGHG global mean clear-sky outgoing longwave radiation, OLRc (dOLRc/dt = -0.37 W m -2 /dec, r = -0.79). This is explained by the rising greenhouse gas concentrations in CTL (e.g., Allan 2006; Chung and Soden 2010) which reduce the longwave radiative cooling of the atmosphere to space. A decreasing trend in total (all-sky) atmospheric net radiative cooling to space and to the surface (Fig. 3b) is less marked (dQ atm /dt = -0.13 W m -2 /dec, r = -0.32) since the presence of high-altitude cloud masks the enhanced greenhouse effect of rising CO 2 concentrations in CTL. There are also substantial differences associated with differing internal variability between experiments; this also explains most of the differences in P between CTL and fGHG ( Fig. 3c) , but a declining trend is also discernible (dP/dt = -0.15 %/dec *-0.14 W m -2 /dec, r = -0.25). The clear correlation between DQ atm and DP (r = 0.66) is physically reasonable and primarily explained by internal variability differences between simulations with only a small, yet detectable, fraction relating to the CO 2 trend. This simple experiment illustrates that the direct radiative effect of rising greenhouse gas concentrations is muting current trends in global P but that the influences may be difficult to isolate from natural variability in the present-day climate. We now examine in more detail how well simulations can capture current changes in the global hydrological cycle.
Current Changes in the Global Atmospheric Water Cycle
Observationally based estimates of global precipitation changes in Fig. 2a from the Global Precipitation Climatology Project (GPCP), which combines infrared and microwave satellite data over the ocean with infrared and rain-gauge observations over land (Huffman et al. 2009 ), show substantial variability but little discernible trend, consistent with the simple model results described in Fig. 1 . Current changes in the global atmospheric water cycle are now examined in more detail. Figure 4a -b shows that, on interannual timescales, global mean column integrated water vapor (W) is strongly coupled with T both in model simulations (here AMIP5 simulations with specified observed SST and sea ice) and in observations (combined microwave satellite data 3 over ocean between 50°S-50°N and ERA Interim reanalysis simulations 4 elsewhere) and also from the HadCRUH surface specific humidity (q) dataset (Willett et al. 2008) . Table 3 shows that W rises at *7 %/K when considering interannual variability over the period , similar to the Clausius-Clapeyron rate as previously demonstrated (Wentz and Schabel 2000; Willett et al. 2008) . Correlation between SSM/I-ERA Interim W and independent HadCRUH q over the period 1989-2003 is remarkable (r = 0.86).
Reanalyses remain unable to adequately simulate global changes in the hydrological cycle (e.g., Trenberth et al. 2011; John et al. 2009 ) as illustrated by the changes in W and P in Fig. 4b-c . This primarily relates to changes in the observing system over the ocean (Dee et al. 2011) . Nevertheless, changes in T globally and W over land are thought to be reasonable (Simmons et al. 2010) as are the simulated interannual changes in top of atmosphere net radiation (Loeb et al. 2012 ) and within the atmosphere as depicted in Fig. 4d . The satellite-based ISCCP (Zhang et al. 2004) and Surface Radiation Budget (SRB) (Stackhouse Jr. et al. 2011) estimates of Q atm suffer from inaccurate changes in surface fluxes, for example clear-sky surface longwave fluxes over land.
While coupled model simulations in Fig. 2a appear to underestimate the observed GPCP variability, this is not the case for AMIP simulations in Fig. 4c . There is good agreement for the positive interannual dP/dT relationship between GPCP and AMIP5 over the period (Table 3) although the robust nature of changes in precipitation from satellite data over the ocean remains questionable prior to 1995 . It is nevertheless encouraging that a global relationship between Q atm from ERA Interim and P from GPCP emerges, broadly consistent with model simulations and close to unity (Table 3) as anticipated from physical grounds . 3 We use Scanning Multi-channel Microwave Radiometer (SMMR) and the Special Sensor Microwave Imager (SSM/I) data that provide ocean retrievals of W and also ocean retrievals of P from the SSM/I instruments on the F08/F11/F13 series of Defense Meteorological Satellite Program platforms (e.g., Wentz and Schabel 2000; John et al. 2009 ). 4 Reanalyses combine weather forecast model simulations with available observations using data assimilation to provide a 3-dimensional depiction of atmospheric properties, usually every 6 hours. The European Centre for Medium-range Weather Forecasts (ECMWF) Interim reanalysis, ERA Interim, is a state of the art reanalysis system covering the period 1979 to present, which for example assimilates vertical temperature and humidity information from satellite and conventional observations. A detailed description is given by Dee et al. (2011). Trends documented in Table 3 cover too short a record to be physically meaningful yet provide a useful comparison between AMIP5 simulations and observations. Rapid warming from 1993-2002 (*0.4 K), after the eruption of Mt. Pinatubo in 1991, is followed by static global mean T; it has been suggested that a shift in ocean circulation may have contributed to this variability (e.g., Merrifield 2011; Gu and Adler 2012) . A rise in W over 1988-2008 of around 1 %/decade from SSM/I-ERA Interim and simulations is equivalent to *5-6 %/K given the trend in T, slightly lower than anticipated from Clausius-Clapeyron. Trends in global P (Table 3) Fig. 4 Deseasonalized anomalies in a surface air temperature, b column integrated water vapor or specific humidity, c precipitation and d atmospheric net radiative cooling for AMIP5 simulations (±1 inter-model standard deviation, models 2 and 4-11 in Table 2 ) and observationally based estimates. All time series anomalies are relative to the 1988-1996 base period (models are adjusted relative to the ensemble mean) apart from SMMR (1983/1984 base period) and Advanced Microwave Scanning Radiometer-EOS (AMSR-E) (mean adjusted to agree with mean SSM/I W and GPCP P over the period [2003] [2004] [2005] [2006] [2007] [2008] ; 3-month averages of anomalies are plotted. In a, the 95 % uncertainty range is shown for HadCRUT4 observations. In b and c, the SMMR and SSM/I record uses the satellite microwave record over the 50°S-50°N oceans and ERA Interim W or GPCP P data elsewhere. In d, the International Satellite Cloud Climatology Project -Flux Dataset (ISCCP-FD) atmospheric radiative cooling anomalies are reduced by a factor of 3 Surv Geophys (2014) 35:533-552 541 normalizing by dT/dt gives a sensitivity of 1-2 %/K, slightly lower than the interannual relationship, dP/dT *2-3 %/K, and consistent with the influence of greenhouse gases on supressing global rainfall via fast responses described in Sect. 2.2. The dP/dt response when using SSM/I data over the oceans is larger than the GPCP only product (Fig. 4c) . Wentz et al. (2007) previously calculated a dP/dT sensitivity of 6 %/K over the period 1987-2006; the short length of this record, calibration uncertainty and lack of a mechanism for removing the extra latent heat associated with large increases in P would suggest that this is not a good proxy for the longer term response of P to warming.
Water Vapor and Regional Constraints on Precipitation
While global mean DP is found to rise in climate model projections, the changes are not uniformly distributed across the globe. As outlined by Meehl et al. (2007) in a warming climate, there is a tendency for
• the wet regions (inter-tropical convergence zones and higher latitudes) to become wetter and the dry subtropical regions drier, • an increase in the intensity of precipitation over most continental regions, • an increase in occurrence of consecutive dry days over many lower latitude regions. This is broadly consistent with results from early climate model experiments (e.g., Manabe and Wetherald 1980; Mitchell et al. 1987 ) and implies more damaging flooding and drought in a warmer world (Trenberth 2011) . Although there are large regions of the globe for which the sign of future projections of DP are ambiguous (Meehl et al. 2007 ), some of these regions are likely to experience only small DP relative to natural variability (Power et al. 2011 ). The physical basis for these projections is now discussed. O'Gorman et al. 2012) and is central to the large-scale regional responses in precipitation. In the broadest sense, water is transported in the atmosphere by the tropical circulation from the dry, subtropical oceans (net moisture divergence) to the wet, moisture convergence zones, and also to the higher latitudes (e.g., Bengtsson et al. 2011 ) and the continents (e.g., Trenberth et al. 2011) . Rising W with warming (Table 3) therefore indicates increased moisture flux (M F ). Assuming that the magnitude of changes in atmospheric moisture storage is negligible compared with the other terms, a simple moisture balance dictates that M F balances precipitation minus evaporation (P -E):
Assuming, for now, that wind flows are unchanged, M F will simply vary with atmospheric moisture, at the rate a * 7 %/K (Table 3 ). In fact, to reconcile the energetic constraints upon global precipitation with the thermodynamic contraints upon water vapor, climate models simulate a weakening of the tropical Walker circulation that is also evident in observations and simulations of the twentieth century (Vecchi et al. 2006) , while decadal variability may cause temporary increases in the Walker circulation (Sohn et al. 2012) . Nevertheless, as argued by Held and Soden (2006) , the simple assumptions in (5) imply an enhancement of P -E patterns in climate model simulations (at least over the ocean where moisture supply is unlimited) with warming
This effect is illustrated in Fig. 5 which shows the changes in M F from the dry regions (column mean downward vertical motion) to the wet regions (column mean upward vertical motion) of the tropics defined by 6-hourly instantaneous fields (Zahn and Allan 2011 Fig. 5 Change in moisture flux from the dry to the wet regions of the tropics per K change in surface temperature between a warm and cold months in ERA Interim and ECHAM5 (twentieth and twenty-first centuries time slices) and for b the climate change response from twenty-first minus twentieth century simulated by ECHAM5 (EH5). In a, moisture fluxes were computed separately for months with above and below average tropical mean surface temperature; in forming the mean, each month of the year was ascribed equal weighting. For the climate change response, the mean moisture fluxes were calculated and differenced between (21C, 2069-2099) and (20C, 1959-1989) Surv Geophys (2014) 35:533-552 543 Changes in M F normalized by DT [kg/(s hPa K)] between cold and warm months are plotted for ERA Interim in Fig. 5a . This shows increased inflow at low levels (maximum at *950 hPa), but a significant compensating increase in mid-level outflow at around 600-700 hPa as discussed by Zahn and Allan (2011) . A similar response is evident for twentieth century (20C, 1959-1989) and twenty-first century (21C, 2069-2099) time slice simulations from a high resolution (0.5°) climate model, ECHAM5 (Roeckner et al. 2003) , as described by Zahn and Allan (2012) . However, the model simulations indicate a higher altitude for the maximum changes in moisture outflow and less vertical structure, which may be influenced by the higher vertical resolution below altitudes of 500 hPa in ERA Interim. Back and Bretherton (2006) suggest that meridional SST gradients determine the altitude of outflow regionally and the nature of the differences in Fig. 5a merits future analysis. Also shown in Fig. 5b is the 21C minus 20C change in M F into the wet region of the tropics, normalized by DT ¼ 3:0K. The vertical structure of the climate change response of M F is very similar to interannual variability shown in Fig. 5a where year to year changes in T are relatively small (DT $ 0:6 K).
Precipitation Response in the Wet and Dry Regions of the Tropics
It does not simply follow from (6) that P rises in the wet regions and declines in the dry regions. Nevertheless, since DE changes are expected to be more spatially uniform than DP changes, there is a strong expectation that the wet regions will become wetter and the dry regions drier in the tropics, borne out by recent analysis of climate models (e.g., Chou et al. 2009 ) and limited observational evidence (e.g., Allan et al. 2010) . Figure 6 demonstrates that climate models indeed simulate an increase in P in the wet regions ([70th percentile of P ordered by intensity, defined each month such that the precise location of the wet region varies with time) and static or declining P in other (dry) regions of the tropics. This definition of wet and dry regimes is based upon the analysis of Allan et al. (2010) but is somewhat arbitrary. Mean P is about 8 mm/day in the wet regions while the remaining regions are not completely dry (P * 1 mm/day). GPCP observations (displayed since 1988 due to inhomogeneities before this date when SSM/I data was not available) also show this contrasting wet/dry response as discussed by . Since this response is contingent on warming (enhancing P -E), this explains the flattening off of P responses in the RCP4.5 simulations after around 2060 as T asymptotes. Nevertheless, as discussed previously, the precise transient DP response is strongly influenced by the fast forcing processes (f DF) in addition to the slow response to warming, kDT Wu et al. 2010 ).
Extremes of Precipitation
Within the wet regions, during heavy rainfall events, the atmosphere is typically precipitating more water over the course of a day than is contained in the atmospheric column at a particular location; this underlines the vital role of moisture convergence in determining intense rainfall rates (e.g., Trenberth 2011). While low-level moisture changes are indeed thought to provide a strong constraint upon P intensification in a warming world, changes in updraft velocity with warming explain the large range in simulated responses in the tropics (e.g., O'Gorman and Schneider 2009; Allan et al. 2010; Sugiyama et al. 2010) . Observed relationships provide a powerful constraint upon future simulated responses in extreme precipitation (O'Gorman 2012). Figure 7 displays observed and simulated precipitation responses, as a function of precipitation intensity (P i ), for the present day and also the simulated climate change responses.
The 5-day P averages are constructed, and a deseasonalized intensity (i) distribution constructed each month; 5-day averages are chosen to avoid structural inconsistencies between data sets that occur at higher time resolutions . The linear regression of P i is computed with respect to tropical mean T (deseasonalized anomalies) and normalized by mean P i to give units of %/K. Figure 7a illustrates the intensification of P at the 99th percentile in both AMIP5 simulations and GPCP 1 Degree Daily (DD) V1.1 daily observations (Huffman et al. 2009 ) of around 15 %/K, larger than expected from Clausius-Clapeyron scaling. At the lowest percentiles, P i decreases with tropic-wide warming, consistent with the monthly mean responses shown in Fig. 6 .
The GPCP 1DD observations generally show a similar but more positive response than the AMIP5 simulations (Fig. 7a) , explained primarily by ocean regions, for P i\99 % (Fig. 7b) . The SSM/I observations display a more positive sensitivity still for these percentiles and do not capture the decline in P i\60 % with warming. This may be explained by the limited sampling of low rain rates by the instantaneous overpasses (e.g., . GPCP gauge-based observations and AMIP5 simulations display remarkable agreement over the land (Fig. 7c) , consistent with monthly mean variability ; for P i\99 % the response is negative and explained by ENSO variability: during warmer El Niño years, there is less rainfall on average over land (e.g., Gu et al. 2007 ). Table 2 ) and the GPCP observations. A 24-month running mean is applied Surv Geophys (2014) 35:533-552 545 The climate change response of 5-day P extremes is compared with present-day simulations from the historical experiments in Fig. 7d-f . Consistent with the AMIP5 simulations and observations, there is a tendency for the wet percentiles to become wetter during warm months, while the dry percentiles become drier (Fig. 7d) . Statistical uncertainty is large for P i\60 % over land (Fig. 7f) , a likely result of the small and zero P totals in this bin. The tropic-wide percentile responses in Fig. 7d are dominated by the ocean regions (Fig. 7e) . However, the climate change response (calculated as a percentile distribution difference between 2080 and 2099 RCP4.5 minus 1985-2005 historical simulations) displays a more modest response compared with the present-day linear regression applied to CMIP5 historical simulations (which are only slightly weaker than the AMIP5 simulations and observed relationships). The climate change response indicates a P 99% response of *6 %/K, close to that expected from the Clausius-Clapeyron relation.
For land regions, the climate change response of P i to warming is more positive than the present-day CMIP5 relationships (Fig. 7f) with P 99% responses out to 2080-2100 again close to that anticipated from Clausius-Clapeyron scaling. Thus, relationships derived from present-day variability are not good proxies for the climate change responses, in particular for the land regions. This is because ENSO variability enhances ocean P sensitivity to warming and cooling, due to changing rainfall patterns, while it introduces a Table 2 are used negative relationship between P and T over land (Gu et al. 2007; . The climate change responses are consistent with an intensification of P at high percentiles, close to the water vapor responses of around 6 %/K, and reduced P for the dry regions (sub-tropical anticyclonic regimes) of net moisture export (e.g., Allan 2012), consistent with Fig. 6 .
Influence of Dynamical Changes on Precipitation and Its Extremes
At finer time and space scales, it is less clear what the precise response of extreme precipitation to warming will be (Haerter et al. 2010) . While the Clausius-Clapeyron relation provides a broad constraint, additional local latent heating may invigorate storms leading to a super-Clausius-Clapeyron scaling (Lenderink et al. 2011 ) while moisture limitation and atmospheric stabilization associated with latent heating at larger scales may result in responses below that anticipated from Clausius-Clapeyron (Haerter et al. 2010 ).
Knowledge of the precise time and space scales associated with the most damaging flooding events is therefore crucial.
Changes in updraft velocity strongly influence the simulated P 99.9 % response in the tropics (Turner and Slingo 2009; O'Gorman and Schneider 2009; Allan et al. 2010) ; the heaviest rainfall events are reliant on parametrized processes operating below the model grid scale. At higher latitudes, where large-scale processes become dominant in explaining intense precipitation, the simulated responses show greater consistency (O'Gorman and Schneider 2009) although there is evidence that they underestimate the observed responses (Min et al. 2011 ). In the UK, peak river flows during the winter-half of the year have been found to be associated with Atmospheric Rivers (Lavers et al. 2011) . These are long (*1,000 km), narrow (*100 km) regions of strong water vapor transport in the warm sector of extra-tropical cyclones that can result in intense rainfall when the moisture is condensed, in particular following the uplift of the moisture-laden air-masses over mountains (e.g., Dettinger et al. 2011) .
Atmospheric reanalyses, such as ERA Interim, and current climate models are typically able to resolve the large-scale processes associated with these flood-inducing events. Figure 8 illustrates the specific humidity (q) structure associated with 14-year maximum 3-day P totals for grid points around the UK for present-day simulations and future projections. The present-day simulations are indeed associated with Atmospheric River structures. The future projection in Fig. 8c simulates greater amounts of water vapor, consistent with warmer T, but the dynamical structure is unlike the present-day cases and in fact delivers a smaller 3-day P total (112 mm) than the present-day event simulated in Fig. 8b (152 mm). While this is just an illustration, it nevertheless highlights the potential importance of both dynamical and thermodynamic factors in influencing future changes in extreme rainfall. The thermodynamic climate change component of such events is likely to be robust with the Clausius-Clapeyron relation a reliable constraint. However, small changes in the jet stream and storm track regions (and the overall dynamical character of intense rainfall-producing events) may dominate the local response and therefore regional projections of the occurrence of damaging flooding and drought remain a substantial challenge.
Conclusions
Global precipitation is projected to rise in the future primarily to maintain balance with enhanced atmospheric radiative cooling as temperatures increase (Manabe and Wetherald 1975) . This slow, well-constrained response of around *2-3 %/K is modulated by more rapid adjustments to the radiative forcings, that are themselves responsible for current and future warming, but which directly influence atmospheric radiative cooling ). An additional influence appears to relate to how far from equilibrium the climate system is (McInerney and Moyer 2012) . This is governed by the differing timescales of adjustment by the land and ocean and the associated changes in energy and moisture fluxes between them (Cao et al. 2012) .
Regional changes in the hydrological cycle, of more importance for climate impacts, are more strongly tied to (i) changes in moisture transports which are well constrained by the Clausius-Clapeyron equation linking saturation vapor pressure with temperature and (ii) small spatial movements in large-scale circulation systems which are highly uncertain. This also applies to the local, extreme precipitation events which are strongly linked to the rises in low-level moisture of around 7 %/K but are also influenced by changes in the nature and spatial distribution of intense rainfall events.
The combination of the global changes in precipitation of around *2-3 %/K and increased low-level moisture of *7 %/K leads to a general trend toward the wet regions (Inter Tropical Convergence Zone and higher latitudes) becoming wetter and the dry subtropics getting drier. In the margins, although projected responses appear ambiguous, there are physical grounds for anticipating relatively small changes in P, signifying a greater consensus on regional projections than previously thought (Power et al. 2011) . Nevertheless, local changes are highly dependent upon small shifts in position of largescale atmospheric circulation patterns and in the physical nature of rainfall regimes, in particular for extremes. Hence, determining accurate responses in the hydrological cycle at the scales required for impact models may be beyond the predictive capacity of climate modelling. Thus, determining robust, large-scale, robust responses in the hydrological cycle (e.g., Martin 2012) remain a crucial tool in understanding and planning for a changing water cycle in the future. home) and the Program for Climate Model Diagnosis and Intercomparison: pcmdi3.llnl.gov/esgcet. We acknowledge the World Climate Research Programme's Working Group on Coupled Modelling, which is responsible for CMIP, and we thank the climate modelling groups (models listed in Table 2 ) for producing and making available their model outputs; for CMIP, the U.S. Department of Energy's PCMDI provided coordinating support and led development of software infrastructure in partnership with the Global Organization for Earth System Science Portals. The scientists involved in the generation of these data sets are sincerely acknowledged. We thank also Prof Keith Shine for developing the zero-dimensional climate model.
