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ABSTRACT
We consider the problem of channel modeling and channel estimation. The
widely used wide sense stationary uncorrelated scattering model for the com-
munications channel neglects correlations between different multipath arrivals,
but this seems to oversimplify the real channel in many cases. One example is
the underwater acoustic channel, whose impulse response is fairly continuous in
delay and hence indeed exhibits a certain correlation structure in delay.
To address this shortcoming we introduce a novel channel model that is
based on a Gaussian Markov random field (MRF) for the complex channel gains.
This graphical model is used to capture the local nature of the statistical depen-
dencies (in time and space) of the channel taps.
In order for the MRF model to fit the actual physical channel well, its pa-
rameters must be adapted appropriately. Our approach is to find the maximum
likelihood (ML) estimate of theses parameters based on given observations.
Once these parameters are known the MRF model can then either be used for
channel estimation directly or it can be embedded into an iterative (turbo) re-
ceiver, where it is expected to improve the data estimation performance signifi-
cantly as the parameterized MRF carries prior knowledge on the channel.
ii
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CHAPTER 1
Introduction
Physical channels such as underwater acoustic channels and ionospheric radio
channels which result in time-varying multipath propagation of the transmitted
signal may be characterized mathematically as time-varying linear filters [1].
At the receiver, the incident signal is sampled and hence the effect of this time-
varying channel on the transmitted sequence x[i] can be modeled by a discrete
time, time-varying filter h[i, j]. The sampled received signal y[i] can then be
represented as
y[i] =
L−1∑
j=0
h[i, j]x[i− j] + w[i], i = 0, . . . ,M − 1 (1.1)
where w[i] denotes additive complex white Gaussian noise with zero mean and
circular symmetric variance σ2n, M is the total number of observations and the
delay spread of the channel is assumed to be at most L symbols.
The complex gains h[i, j] are modeled as random variables, where i indi-
cates time and different j correspond to different multipath arrivals. It is typ-
ically assumed that h[i, j] is Gaussian, uncorrelated in delay j and wide sense
stationary in time i. The variability of the wireless channel over time is then
fully characterized by the autocorrelation of h[i, j] in time defined by Rj(m) =
E[h[i + m, j]h[i, j]⋆]. Random processes of that kind can be well approximated
by a Gaussian autoregressive (AR) process, i.e., a random process that is gen-
erated by an autoregressive filter when driven by white Gaussian noise. This
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channel model captures the dependencies of h[i, j] in time i but neglects any
dependence of h[i, j] in delay j. Figure 1.1 shows a typical channel impulse re-
Figure 1.1: Typical channel realization
sponse as measured from real underwater acoustic communication data. A cer-
tain continuity in delay is observed but this kind of local dependency in delay
is neglected in the channel model just described. The channel estimators pro-
posed in [2–5] are built on this model and hence will suffer a performance loss
whenever they face a channel exhibiting strong dependencies in delay.
The underwater acoustic communications channel is rapidly time-varying
and often sparse. Experimental results such as the channel plot above, however,
suggest that the statistics of this channel are substantially less fluctuating and
the statistical dependencies between consecutive taps in time and delay are lo-
cal and relatively strong. Drawing on theses observations we propose a new ap-
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proach to channel modeling and channel estimation that is based on a Markov
random field (MRF) model for the complex channel gains. This graphical model
effectively captures the local statistical dependencies of the channel taps and
can easily be embedded in iterative (turbo) receivers [6]. This is expected to im-
prove the data estimation performance significantly as the MRF carries prior
knowledge of the channel.
Markov random fields have been used successfully in the field of image pro-
cessing and restoration for modeling spatial continuity [7]. MRFs are also used
in the context of magnetic resonance (MR) imaging, where they help to unwrap
MR phase images by imposing smoothness constraints on the true phase func-
tion [8].
The mathematical tools that we will draw on in our derivations later are
introduced in Chapter 2. Chapter 3 is dedicated to our new approach to chan-
nel modeling and channel estimation based on a MRF for the complex channel
gains. We elaborate on the theory behind MRFs in Section 3.2. This concept
allows us to carry the conditional independence property of a Markov chain
over to two-dimensional random processes, like h[i, j], and to define the global
behavior of h[i, j] by local constraints on the probability distribution of h[i, j].
A performance evaluation of the proposed MRF channel model is presented in
Section 3.5. Channel estimation based on our MRF model yields competitive re-
sults in case there is no correlation in delay and it clearly outperforms common
channel estimation techniques if the channel is correlated in delay. The MRF is
parametrized and the channel estimation performance depends on how well the
MRF model parameters fit the actual channel. In Chapter 4 we propose an al-
gorithm capable of finding appropriate parameters. Our approach involves find-
ing the maximum likelihood (ML) estimate of theses parameters based on given
observations.
3
CHAPTER 2
Fundamentals
2.1 Factor Graphs and the Sum-Product Algorithm
Many algorithms in artificial intelligence, signal processing and digital com-
munications boil down to calculating the marginals of a possibly complicated
global function of many variables. In many instances this global function fac-
tors into a product of local functions, each of which depends on only a subset of
the variables. Exploiting the distributive law then potentially reduces the com-
putational complexity of the marginalization dramatically. The way in which
a global function factors can be visualized by a bipartite graph that expresses
which variables each local function has as its arguments. A graph of this kind is
referred to as a factor graph. This graphical representation then readily suggests
how we can exploit the distributive law for the marginalization of the global
function. The algorithm that operates on the factor graph in order to obtain
the various marginals derived from the global function is called the sum-product
algorithm.
2.1.1 Factor graphs
Let x1, x2, . . . , xn be a collection of variables, in which, for each i, xi takes on
values in some domain Ai and let g(x1, . . . , xn) be a real valued function of
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these variables, i.e.,
g : A1 × A2 × . . .× An → R
Each element of the domain D of g is called a particular configuration of the
variables. Suppose that the global function g(x1, . . . , xn) factors into a product
of several other functions fi called local functions in the remainder. Each local
function fi depends on only a subset Xi of the set of all variables {x1, . . . , xn}
and so g(x1, . . . , xn) can be written as
g(x1, . . . , xn) =
∏
i∈I
fi(Xi)
where I denotes a finite index set.
With the above notation we can now readily define the notion of a factor
graph.
Definition 1. A factor graph is a bipartite graph that contains two different
types of nodes: variable nodes and factor nodes. Each variable xi is associated
with a variable node and each local function fi is associated with a factor node.
There is an edge connecting the variable node xi to the factor node fj if and
only if xi is an argument of fj.
We illustrate the definition of a factor graph by an example. Consider a
global function g(x1, . . . , x5) of five variables and suppose that this function fac-
tors as follows:
g(x1, . . . , x5) = fA(x1)fB(x2)fC(x1, x2, x3)fD(x3, x4)fE(x3, x5)
The global function g(x1, . . . , x5) can then be represented by a factor graph as
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fA fB fC fD fE
x1 x2 x3 x4 x5
Figure 2.1: A factor graph for the product fA(x1)fB(x2)fC(x1, x2, x3)·
fD(x3, x4)fE(x3, x5)
shown in Figure 2.1.
2.1.2 Sum-product algorithm
In this subsection we will derive an algorithm known as the sum-product al-
gorithm that operates on a factor graph in order to obtain all the marginal
functions gi(xi) associated with a given global function g(x1, . . . , xn). These
marginal functions are obtained by integrating g(x1, . . . , xn) over all configu-
rations of the variables such that xi is fixed, i.e.,
gi(xi) =
∫
x1,...,xi−1,xi+1,...,xn
g(x1, . . . , xn)
This type of integration will be frequently used in the remainder and it makes
sense to introduce a more concise notation for it. Instead of indicating the vari-
ables being integrated over, we indicate those variables not being integrated
over. This notation was introduced in [9] and was called a summary there. By
use of this notation we can now describe the above integral more elegantly. The
summary of g(x1, . . . , xn) for xi is denoted by
gi(xi) =
∫
∼xi
g(x1, . . . , xn) (2.1)
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The goal of this subsection is the derivation of an efficient method for com-
puting the marginals gi(xi). The method we are going to propose exploits the
way the global function g(x1, . . . , xn) factors by employing the distributive law
for the marginalization.
For now we assume that the function g(x1, . . . , xn) can be represented by a
cycle-free factor graph, i.e., a factor tree. We consider the rooted factor tree Txi
that has xi as its root and all other nodes as its children.
Theorem 1. If the edge connecting the factor node fj with the variable node
xp is removed from a given factor tree, we obtain two separate trees Tfj→xp and
Txp→fj . Tfj→xp denotes the one that includes the factor node fj, Txp→fj the one
that includes the variable node xp.
We are interested in developing an expression for equation 2.1. Let us pick
any factor node fj in the given rooted factor tree Txi, take xp as the variable
node parenting fj and designate fj the root of Tfj→xp. Then without loss of
generality g can be written in the form
g(x1, . . . , xn) = G(Xi, xp)Ffj→xp(xp,Xp)
where Xp is the set of all variables in the rooted subtree Tfj→xp, Ffj→xp(xp,Xp)
is the product of all local functions in that subtree, the disjoint sets Xi and
{xp} comprise all variables in the tree that remains when Tfj→xp is cut out of
Txi and G(Xi, xp) is the product of all local functions in that remaining tree.
This decomposition is represented by the generic factor tree of Figure 2.2, in
which Ffj→xp(xp,Xp) is shown in expanded form.
Definition 2. The variables xjl are the children of fj in the rooted subtree
Tfj→xp, the set Xjl comprises the variables in the subtree Txjl→fj that are dif-
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Xi G(Xi, xp) xp
fj
Ffj→xp(xp,Xp)
xj1
xj2
xjL
Mj1
Mj2
MjL
Xj1
Xj2
XjL
m
f
j→
x
p
Figure 2.2: A generic factor tree
ferent from xjl and the function Mjl(xjl,Xjl) is the product of the local functions
in the subtree Txjl→fj .
So
Ffj→xp(xp,Xp) = fj(xp, xj1, . . . , xjL)
∏
l
Mjl(xjl,Xjl)
Now, by the distributive law and noting that the sets Xi, {xp}, Xp are pairwise
disjoint, we obtain
gi(xi) =
∫
∼xi
g(x1, . . . , xn)
=
∫
∼xi
G(Xi, xp)Ffj→xp(xp,Xp)
=
∫
(Xi∪{xp})\{xi}
G(Xi, xp)
∫
Xp
Ffj→xp(xp,Xp)
=
∫
∼xi
G(Xi, xp)
∫
∼xp
Ffj→xp(xp,Xp)︸ ︷︷ ︸
mfj→xp(xp)
Note that
∫
∼xi
(·) =
∫
(Xi∪{xp}∪Xp)\{xi}
(·) in the first two equations and
∫
∼xi
(·) =
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∫
(Xi∪{xp})\{xi}
(·) in the last equation. Introducing the notation mfj→xp(xp) and
again exploiting the distributive law yields
mfj→xp(xp) =
∫
∼xp
Ffj→xp(xp,Xp)
=
∫
xj1,...,xjL
fj(xp, xj1, . . . , xjL)
∏
l
∫
Xjl
Mjl(xjl,Xjl)
=
∫
∼xp
fj(xp, xj1, . . . , xjL)
∏
l
∫
Xjl
Mjl(xjl,Xjl) (2.2)
where we used the pairwise disjointedness of the sets {xj1, . . . , xjL}, Xjl. This
then allows us to write gi(xi) as
gi(xi) =
∫
∼xi
G(Xi, xp)mfj→xp(xp) (2.3)
The function mfj→xp(xp) hence summarizes the contribution of the subtree Tfj→xp
towards the marginalization of g and is often interpreted as the message sent
from the factor node fj to the variable node xp.
We can apply formula 2.3 to any factor node fj in a given factor tree and in
particular we can apply this formula to factor nodes fj that have at least one
variable node among their descendants and for which the sets Xjl are all empty
and hence the integration operators
∫
Xjl
in 2.2 vanish.
Definition 3. Factor nodes fj that have at least one variable node among their
descendants and for which the sets Xjl as defined in 2 are all empty are said to
be reducible.
Theorem 2. Under the assumption that there are more variable nodes than just
the root node xi left in a given factor tree, at least one factor node in that tree is
reducible.
Proof. We only consider finite length factor trees. So there exists a node n with
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a depth greater than or equal to the depth of all other nodes. By assumption
the factor tree contains two or more variable nodes and it follows that node n
has a depth of at least 2, and so, on the unique path between the root node and
node n there must be at least one factor node. The factor node that is closest
to n on this path then fulfills the required properties.
Also note that each time we apply formula 2.3 to a factor node fj that has
at least one variable node among its descendants and for which the sets Xjl are
all empty we reduce the number of nodes in the factor tree. So recursive appli-
cation of formula 2.3 to reducible factor nodes fj readily suggests an efficient
algorithm for the calculation of the marginal gi(xi) that eventually terminates
when the only variable node left is the root node.
We illustrate this procedure by an example. As in the previous example, we
consider the global function
g(x1, . . . , x5) = fA(x1)fB(x2)fC(x1, x2, x3)fD(x3, x4)fE(x3, x5)
The corresponding factor graph is a tree and taking x1 as the root yields the
factor tree shown in Figure 2.3. Summarizing the contribution of the subtrees
TfD→x3 and TfE→x3 yields
mfD→x3(x3) =
∫
x4
fD(x3, x4)
and
mfE→x3(x3) =
∫
x5
fE(x3, x5)
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fA
fB
fC
fD fE
x1
x2
x3
x4 x5
m
f
E
→
x
3
m
f D
→
x 3
m
x
3→
f
C
Figure 2.3: An example factor graph
respectively. For the subtree TfC→x1 we obtain
mfC→x1(x1) =
∫
x2,x3
fC(x1, x2, x3)mfD→x3(x3)mfE→x3(x3)fB(x2)
The product mfC→x1(x1)fA(x1) finally represents the marginal g1(x1).
It is easily recognized that applying the above formula 2.3 on a tree Txi as a
“bottom up” procedure is equivalent to applying the following two rules “bot-
tom up”:
mx→f(x) =
∏
g∈n(x)\{f}
mg→x(x) (2.4)
mf→x(x) =
∫
∼{x}

f(X) ∏
u∈n(f)\{x}
mu→f (u)

 (2.5)
where n(v) denotes the set of nodes that neighbor a given node v in a factor
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graph, i.e., those connected to node v by a single edge. The function mx→f(x)
summarizes the contribution the subtree Tx→f makes towards the marginaliza-
tion of g and is often interpreted as the message sent from the variable node x
to the factor node f .
2.2 Wirtinger Calculus
Many problems in communications and signal processing center on the opti-
mization of a real-valued objective function over one or more complex variables.
The popular numerical optimization method of steepest ascent relies on the par-
tial derivatives of the the objective function, but it is not immediately clear how
one would use this method if the objective function is a real-valued function of
complex variables. In particular, non-constant real-valued functions of complex
variables are not differentiable in the standard complex-variables sense.
Any complex number is uniquely described by an element of R2. For that
reason we can view any real-valued objective function of n complex variables
equivalently as a real-valued function of 2n real components. In case the partial
derivatives with respect to these real-valued components exist, we would then
be in a position to employ a gradient composed by those partial derivatives.
Because the real gradient perspective arises within a complex variables frame-
work, a direct reformulation of the problem to the real domain is awkward.
Instead, it greatly simplifies derivations if one introduces a redefined partial
derivative operator and remains in the complex domain.
Notation-wise, a real function refers to a real-valued function of a real vari-
ables and a complex function refers to a complex or real-valued function of com-
plex variables. As mentioned above, for a real-valued function of a complex
variable we can easily shift back and forth between the real function R2 → R
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perspective and the complex function C → C perspective.
2.2.1 Complex differentiability and holomorphic functions
We start with the definition of complex differentiability:
Definition 4. Let A ⊂ C be an open set. The function f : A → C is said to be
(complex) differentiable at z0 ∈ A if the limit
lim
h→0
f(z0 + h)− f(z0)
h
exists independent of the manner in which h → 0, where h ∈ C. This limit is
then denoted by f ′(z0) =
df(z)
dz
∣∣∣
z=z0
and is called the derivative of f with respect
to z at the point z0.
If the function f is differentiable in z0 for all z0 in some open subset U of
C, it is called analytic in this subset. Interestingly, it can be shown [10] that
if a function f is analytic in U, then its derivative f ′ is analytic in U as well.
Drawing on that theorem it readily follows by induction that if a function f
is analytic in U, it is arbitrarily often differentiable in U. Note that in general
this is not true for real functions, as the derivative of a real function can exist
but still be non-differentiable itself. The basic properties for the derivative of a
sum, product, and composition of two functions known from real-valued analy-
sis, however, remain valid in the complex domain [11].
It is well known [12] that a necessary condition for f being analytic in U
is that the following system of partial differential equations, termed Cauchy-
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Riemann equations, holds for every z = x+ iy ∈ U:
∂U(x, y)
∂x
=
∂V (x, y)
∂y
(2.6)
∂U(x, y)
∂y
= −
∂V (x, y)
∂x
(2.7)
where we decomposed f(z) and z into their real and imaginary parts
z = x+ iy
f(z) = F (x, y) = U(x, y) + iV (x, y)
such that x, y, U(x, y), and V (x, y) are now real valued. If the partial deriva-
tives of U(x, y) and V (x, y) with respect to x and y are continuous, the Cauchy-
Riemann equations are also sufficient for f(z) being analytic [10]. The only real-
valued functions of complex variables that are analytic are constant, as for non-
constant real-valued functions of complex variables the Cauchy-Riemann equa-
tions 2.6 and 2.7 are not fulfilled.
2.2.2 Differentials of analytic and non-analytic functions
The total differential of the bivariate function F (x, y) reads as
dF =
∂F (x, y)
∂x
dx+
∂F (x, y)
∂y
dy (2.8)
For the above partial derivatives to exist, we assumed that the real-valued func-
tions U(x, y) and V (x, y) are differentiable. By defining the differentials
dz =dx+ idy
dz⋆ =dx− idy
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we can write dF as
dF =
1
2
[
∂U(x, y)
∂x
+
∂V (x, y)
∂y
+ i
(
∂V (x, y)
∂x
−
∂U(x, y)
∂y
)]
dz
+
1
2
[
∂U(x, y)
∂x
−
∂V (x, y)
∂y
+ i
(
∂V (x, y)
∂x
+
∂U(x, y)
∂y
)]
dz⋆ (2.9)
It is easily seen that the factor in front of dz⋆ is zero if and only if the Cauchy-
Riemann equations hold. Equivalently we can say that the function f(z) is ana-
lytical if and only if dF does not depend on dz⋆.
Rearranging the terms in equation 2.9 again, we obtain
dF =
1
2
[
∂
∂x
− i
∂
∂y
]
F (x, y)dz +
1
2
[
∂
∂x
+ i
∂
∂y
]
F (x, y)dz⋆ (2.10)
and introducing the partial derivative operators ∂
∂z
and ∂
∂z⋆
∂
∂z
=
1
2
[
∂
∂x
− i
∂
∂y
]
∂
∂z⋆
=
1
2
[
∂
∂x
+ i
∂
∂y
]
leads to a nice description of the differential df , where the real-valued partial
derivatives are hidden.
Theorem 3. The differential df of a complex-valued function f(z) : A → C with
A ⊂ C can be expressed as
df =
∂f(z)
∂z
dz +
∂f(z)
∂z⋆
dz⋆. (2.11)
The partial derivatives ∂
∂z
and ∂
∂z⋆
are often referred to as the Wirtinger
derivatives [13].
Assume that f(z) and g(z) are differentiable with respect to their real-valued
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real and imaginary components. Then, the following propositions hold [14]:
Proposition 1. The Wirtinger derivatives are linear operators
∂
∂z
(αf(z) + βg(z)) =α
∂
∂z
f(z) + β
∂
∂z
g(z)
∂
∂z⋆
(αf(z) + βg(z)) =α
∂
∂z⋆
f(z) + β
∂
∂z⋆
g(z)
Proposition 2. The Wirtinger derivatives obey the product rule
∂
∂z
(f(z)g(z)) =
(
∂
∂z
f(z)
)
g(z) +
(
∂
∂z
g(z)
)
f(z)
∂
∂z⋆
(f(z)g(z)) =
(
∂
∂z⋆
f(z)
)
g(z) +
(
∂
∂z⋆
g(z)
)
f(z)
Proposition 3. The following chain rule identities hold
∂f(g(z))
∂z
=
∂f(g)
∂g
∂g(z)
∂z
+
∂f(g)
∂g⋆
∂g⋆(z)
∂z
∂f(g(z))
∂z⋆
=
∂f(g)
∂g
∂g(z)
∂z⋆
+
∂f(g)
∂g⋆
∂g⋆(z)
∂z⋆
Proposition 4. z⋆ can be regarded as a constant when differentiating with re-
spect to z, and z can be regarded constant when differentiating with respect to
z⋆
∂
∂z
z⋆ =
∂
∂z⋆
z = 0
Proposition 5. Derivatives of the conjugate function f ⋆(z) satisfy the relation-
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ships
∂f ⋆(z)
∂z
=
(
∂f(z)
∂z⋆
)⋆
∂f ⋆(z)
∂z⋆
=
(
∂f(z)
∂z
)⋆
2.2.3 Optimization of functions of complex variables
Given a real function f , a necessary condition for an interior point x being a
stationary point is that the gradient of f at this point vanishes. The same con-
dition holds for every real-valued function f of complex variables if it is viewed
as as a function of the real-valued real and imaginary components of the com-
plex variables and the partial derivatives are taken with respect to these real
components. A direct reformulation of the problem to the real domain is, how-
ever, usually quite awkward and it greatly simplifies derivation if we can stay
in the complex domain and use methods based on the Wirtinger derivatives in-
stead.
For a real-valued function f of a complex variable, it can easily be concluded
from Theorem 3 that
df = 2ℜ
{
∂f(z)
∂z
dz
}
= 2ℜ
{
∂f(z)
∂z⋆
dz⋆
}
(2.12)
which is equivalent to
dF =
∂F (x, y)
∂x
dx+
∂F (x, y)
∂y
dy (2.13)
In order to maximize or minimize an objective function numerically, of-
ten gradient-based iterative algorithms like the gradient ascent or gradient de-
scent algorithm, respectively, are applied. For real functions the gradient has
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the property that it points to the direction of the steepest ascent. For any real-
valued function of a complex variable we can shift to the real function R2 → R
perspective and also set up a gradient that has the interpretation of pointing
towards the steepest ascent.
The following equation establishes a connection between the Wirtinger deriva-
tives of f and the gradient of its real function equivalent.
df = 2ℜ
{
∂f(z)
∂z⋆
dz⋆
}
= 2ℜ
{
∂f(z)
∂z⋆
}
dx+ 2ℑ
{
∂f(z)
∂z⋆
}
dy (2.14)
It is easily recognized that 2ℜ
{
∂f(z)
∂z⋆
}
and 2ℑ
{
∂f(z)
∂z⋆
}
are the partial derivatives
of f with respect to x and y, respectively, and thus the steepest ascent points to
the direction of 2∂f(z)
∂z⋆
.
An iterative implementation of the gradient ascent algorithm could therefore
read as
z ← z + 2
∂f(z)
∂z⋆
ds (2.15)
where ds is a step-size parameter.
All the results above extend in a straightforward manner to the case where f
is a function of several complex variables.
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CHAPTER 3
Channel Modeling
3.1 Notation and System Definition
We consider the channel model as introduced in Chapter 1. For notational con-
venience we represent the channel taps in the matrix H by identifying [H ](i,j)
with h[i, j] and also introduce the vectors y and x with [y](i) = y[i] and [x](i) =
x[i]. Due to the Gaussian assumption on the channel noise, the distribution of y
given x and H then reads
p(y|H,x) ∼
M−1∏
i=0
exp(−|y[i]−
L−1∑
j=0
h[i, j]x[i− j]|2/σ2n)︸ ︷︷ ︸
=Ti(H)
(3.1)
where the notation ∼ means that the left-hand side and the right-hand side are
proportional to each other.
3.2 Markov Random Field Theory
We use an MRF to model the time-varying channel H . By definition, an MRF
is a set of random variables H with an associated undirected graph. The ran-
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dom variables h in H are assumed to satisfy the following two conditions:
p(h) > 0 (3.2)
p(h|H\h) = p(h|k ∈ n(h)) (3.3)
where H\h is the entire set of random variables H without the element h and
n(h) denotes the set of nodes k that neighbor h in the corresponding graph.1
In other words, an MRF represents statistical dependencies of variables by an
undirected graph. The vertices in an MRF stand for random variables and the
edges impose statistical constraints on these random variables. A subset b of H
is called a clique if it is a singleton or if every pair of elements h in b are neigh-
bors in the corresponding graph.
The lattice shaped MRF considered in this thesis is depicted in Figure 3.1.
Due to the geometric nature of lattices, we prefer to index the variables h by
h[0, 0]
h[0, 1]
h[0, 2]
h[1, 0]
h[1, 1]
h[1, 2]
h[2, 0]
h[2, 1]
h[2, 2]
Figure 3.1: Lattice shaped Markov random field
the two dimensional index pair [i, j]. So here the set H represents the set of
channel gains h[i, j], and N[i, j] will denote the set {[l,m] : h[l,m] neighbors h[i, j]}.
1Note that we use the same symbol to denote a random variable and its realization, when-
ever the meaning is clear from the context.
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We easily identify a singleton clique for each vertex h[i, j] and a pairwise clique
for each pair of adjacent vertices. These pairwise cliques have the form {h[i, j], h[i, j−
1]} or {h[i, j], h[i− 1, j]}. According to the Hammersley-Clifford theorem [15,16]
H and its associated graph form an MRF if and only if the distribution on the
variables in H is of the form
p(H) = Z−1 exp(−
∑
b∈B Vb(b¯)
K
) (3.4)
This form of joint distribution is known as a Gibbs distribution. The parameter
K is a temperature parameter chosen to be unity here, and Z is a normalization
constant. The argument of the exponential function includes a sum of functions
Vb(b¯) which are indexed by the set B of all possible cliques b. The vector b¯ is
composed of the values of the random variables h[i, j] in the clique b. The func-
tions Vb(b¯) are simply assumed to be nonnegative functions of their arguments
and are called clique potentials.
3.3 Channel Modeling
We take the potential of pairwise cliques as the square of adjacent differences:
Vb(b¯) = α[ib,jb],[mb,nb]|(h[ib, jb]− µ[jb])
− (h[mb, nb]− µ[nb])|
2 (3.5)
where [ib, jb] and [mb, nb] are the coordinates of the vertices in the one pair clique
b and α[ib,jb],[mb,nb], µ[jb] and µ[nb] are parameters. The potentials of single cliques
that are associated with channel gains h[i, j] at time i = 0 form a Gaussian dis-
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tribution
Vb(b¯) = α[jb]|h[ib, jb]− µ[jb]|
2 (3.6)
with the parameters µ[jb] and α[jb]. The other potentials are assumed to be
zero. So we have
p(H|θ) = Z(θ)−1 exp
(
−
∑
b∈B1
α[jb]|h[ib, jb]− µ[jb]|
2−
∑
b∈B2
α[ib,jb],[mb,nb]|(h[ib, jb]− µ[jb])− (h[mb, nb]− µ[nb])|
2
)
where the vector θ contains all the model parameters, i.e., the α[ib,jb],[mb,nb],
the α[jb] and the µ[j]. The set B1 comprises all single cliques that correspond
to channel gains h[i, j] at time i = 0 and the set B2 contains all the pairwise
cliques.
Figure 3.2 shows the factor graph representation of p(H|θ). The black boxes
h[0, 0]
h[0, 1]
h[1, 0]
V{h[0,0]} V{[0,0],[1,0]}
V{[0,0],[0,1]}
Figure 3.2: Factor graph based on MRF model
and circles represent function and variable nodes, respectively. Obviously, our
MRF model can be interpreted as a sequence of vertically connected Markov
chains and it accounts for the correlation between consecutive taps in delay by
introducing function nodes between vertically neighboring variable nodes.
The reasons for the above choice of the potentials are as follows. First it
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makes H jointly Gaussian distributed and h[i, j] has mean µ[j]. As we will
see later in this thesis assuming a Gaussian distribution significantly simpli-
fies the computation needed for the inference of the channel gains. Second, it
imposes a certain continuity on the behavior of neighboring channel gains, as
p(h[i, j]|h[l,m] : [l,m] ∈ N[i, j]) for i 6= 0 then becomes a complex Gaussian
distribution with mean
µ[j] +
∑
[l,m]∈N[i,j] α[i,j],[l,m](h[l,m]− µ[m])∑
[l,m]∈N[i,j]α[i,j],[l,m]
(3.7)
and variance

 ∑
[l,m]∈N[i,j]
α[i,j],[l,m]

−1 (3.8)
The mean of h[i, j] is shifted by a weighted sum of the differences h[l,m]−µ[m].
So if all the neighbors, for example, assumed values above their means, h[i, j]
is likely to assume a value that is above its mean as well. The α[i,j],[l,m]’s de-
termine what impact each neighbor has on h[i, j]. For i = 0, p(h[i, j]|h[l,m] :
[l,m] ∈ N[i, j]) becomes a complex Gaussian distribution with mean
µ[j] +
∑
[l,m]∈N[i,j] α[i,j],[l,m](h[l,m]− µ[m])
α[j] +
∑
[l,m]∈N[i,j]α[i,j],[l,m]
(3.9)
and variance

α[j] + ∑
[l,m]∈N[i,j]
α[i,j],[l,m]

−1 (3.10)
The α[j] hence determines how likely it is that our concatenated Markov chains
start with the mean µ[j].
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3.4 MRF-Based Channel Estimation
3.4.1 Problem setup
The channel estimation task is based on the following MAP estimation ap-
proach:
Hˆ =argmax
H
p(H|y,x, θ) (3.11)
= argmax
H
p(H ,y,x|θ)
= argmax
H
p(y|H,x)p(H|θ)
For now, we assume the values of the parameters θ to be known.
3.4.2 Solution
The probabilities p(y|H ,x) and p(H|θ) are both proportional to Gaussian den-
sities in H and hence p(y|H ,x)p(H) can be considered as proportional to a
Gaussian density in H as well. Gaussian densities assume their maximum at
their mean and therefore the optimization problem above amounts to calculat-
ing the means of H with respect to p(y|H ,x)p(H). As p(y|H ,x)p(H) factors
nicely, the sum-product algorithm can be used for an efficient marginalization.
The means of the marginals with respect to p(y|H ,x)p(H) are easily identified
as the means of H with respect to p(y|H ,x)p(H). Figure 3.3 shows the factor
graph representation of p(y|H ,x)p(H). Because of the Gausianity of the dis-
tributions involved, the marginalized functions are completely characterized by
their mean and variance. Our factor graph has many cycles and so we need to
iterate the message passing until it converges [9].
Following the notation of [9] we denote messages sent from a variable node
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h[0, 0]
h[0, 1]
h[1, 0]
T0 T1
V{h[0,0]}
V{[0,0],[1,0]}
V{[0,0],[0,1]}
Figure 3.3: Factor graph for MAP channel estimation
h[i, j] ∈ H to a local function node as mh→f(h). Here f represents either one of
the functions Ti or one of the potential functions Vb(b¯). Furthermore we denote
messages sent from a local function node to a variable node as mf→h(h). Also,
let n(v) denote the set of nodes that neighbor a given node v in a factor graph.
Before we derive more specific message computation rules, let us focus again
on the factor graph shown in Figure 3.3. We see that the messages that are sent
along the edges of our factor graph are of three kinds. Messages of the first kind
come from a variable node, messages of the second kind come from one of the
potential functions and messages of the third kind come from one of the func-
tions Ti. These three types of messages are illustrated in Figure 3.4. The type
of the message is superscribed in each case. As mentioned above, the messages
are completely characterized by their mean µm and variance σ
2
m. The deriva-
tion of update rules for messages of the first two kinds is straightforward; the
derivation of an update rule for messages of the third kind is more involved (see
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h[i, j]
h[i, j + 1]
Ti
V{h[i,j+1],h[i,j]}
m
(2)
V→h
m
(1)
h→V
m
(1)
h→Ti
m
(3)
Ti→h
Figure 3.4: A closer look at the factor graph from Figure 3.3
Appendix A for the derivation). We just summarize the results here.
Update rule for messages of the first kind
µmh→f =
∑
g∈n(h)\{f} σ
−2
g µg∑
g∈n(h)\{f} σ
−2
g
(3.12)
σ−2mh→f =
∑
g∈n(h)\{f}
σ−2g
where µg and σ
2
g are the mean and the variance of the message mg→h(h), respec-
tively.
Update rule for messages of the second kind
µmVb→h =µu + µ[jh]− µ[ju] (3.13)
σ−2mVb→h
=
σ−2u α[ih,jh],[iu,ju]
σ−2u + α[ih,jh],[iu,ju]
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where µu and σ
2
u are the mean and the variance of the message mu→Vb(u), u ∈
n(Vb)\{h}, respectively, and [ih, jh] and [iu, ju] are the coordinates of the nodes
h and u, respectively.
Update rule for messages of the third kind
σ−2mTi→h[i,j]
=|x[i− j]|2σ−2n (1 + z)
−1 (3.14)
z =σ−2n
L−1∑
l=0,l 6=j
|x[i− l]|2σ2mh[i,l]→Ti
µmTi→h[i,j] =x[i− j]
−1(y[i]−
L−1∑
l=0,l 6=j
x[i− l]µmh[i,l]→Ti )
The sum-product algorithm is guaranteed to converge to the correct marginals
in singly connected graphs [9]. In a factor graph of arbitrary topology the marginals
are in general not guaranteed to converge and even if they converge they might
be incorrect. In this paper we consider the special case, where the graph fea-
tures cycles and its nodes describe jointly Gaussian random variables, and in
this case it can be shown that the means of the marginals are correct given
that the algorithm converges [17]. As we are interested in finding the means of
the marginals only, our algorithm yields a correct MAP estimate, given it con-
verges.
3.5 Simulation Results
In order to evaluate the potential of the proposed channel model, we generate a
channel (i.e., we draw the channel gains from the probability distribution that
corresponds to our MRF model). In an attempt to mimic a real communica-
tions channel where the correlation in time is a lot stronger than that in delay,
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the parameters α[i,j],[l,m] between vertically adjacent gains were set to 100, while
the α[i,j],[l,m]s between horizontally adjacent gains were set to 1000. The α[j]s
were all set to 100 and the means were chosen to be
[m[j]] =
[
0 0.6 0.4 1 0.2 0 0 0 0
0 0 0 0 0 0 0 .2 .1
]
A typical channel realization for these parameters is depicted in Figure 3.5
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Figure 3.5: Channel realization used for simulations
We then applied three different channel estimators to the given observa-
tions. The first is an RLS algorithm parameterized with a forgetting factor of
0.999 to account for the strong correlation in time. The second is based on our
MRF model but we set all the α[i,j],[l,m]s between vertically adjacent gains to
zero in the estimator. This way the channel estimator neglects correlations of
the channel gains in delay and channel estimation is equivalent to Kalman fil-
tering based on a diagonal state transition matrix as proposed in [2]. The third
method we evaluate is also based on our MRF model but this time the method
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takes correlations over delay into account. The simulation results for these three
methods are shown in Figure 3.6. Here NMSE denotes the normalized mean
8 9 10 11 12 13 14 15 16
10−2
10−1
100
 
 
rls
mrf
kalman
N
M
S
E
SNR
Figure 3.6: Channel estimation performance of our MRF model-based MAP
estimation versus a conventional RLS method
squared error defined as
NMSE = avg
i
[
‖[H ](i,:) − [Hˆ ](i,:)‖
2
‖[H ](i,:)‖2
]
(3.15)
where avgi means time average. It is easily seen that taking the correlation of
the channel gains in delay into account benefits the channel estimation qual-
ity significantly. In case α[i,j],[l,m]s between vertically adjacent gains are set to
smaller values for the generation of the synthetic channel, the proposed method
loses part of its performance advantage, but remains superior to the conven-
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tional RLS method.
3.6 Conclusion
So far we have assumed the parameters θ to be known. In a real communica-
tion setup this is, however, not the case. There are two ways to approach this
problem. Either we guess some reasonable values a priori and accept the perfor-
mance loss that comes with the introduced model mismatch, or we do actually
estimate the unknown parameters from available channel observations.
In simulations we experienced that the estimation performance degraded
gracefully when moving the parameters used in MRF channel estimation from
their real values. Similar observations were made in [18]. So the MRF setup
described in this paper achieves competitive simulation results for channel esti-
mation as long as the MRF parameters were set in the right range.
Simulations on synthetic data, however, also showed that the estimation
quality improves if the MRF model parameters match the actual channel ac-
curately. To estimate the parameters from real channel observations, we used
an expectation maximization (EM) like algorithm. The precise calculation of the
integrals involved in the conduction of EM is not computationally feasible [19]
and so we bypassed this issue by approximating the maximization step in EM
by a gradient ascent step and obtained an EM-based parameter estimator.
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CHAPTER 4
Parameter Estimation
4.1 Introduction
Many problems in signal processing can be cast into the framework of state es-
timation, in which we have state variables h[i] whose values are not directly
accessible and variables y[i] whose values are available. Variables of the latter
kind are also referred to as observations in this context. Usually there exists a
statistical relationship p(y|h) between the state variables h[i] and the observa-
tions y[i] such that we can infer estimates hˆ[i] of the states from the observa-
tions. In many cases prior knowledge about the states is also available (usually
in form of a probability distribution p(h) on the state variables) and we can use
that knowledge to refine the state estimate.
In a variety of interesting problems, however, neither the statistical relation-
ship between the state variables and the observations nor the prior distribu-
tion are perfectly known and hence are modeled as parameterized distributions
p(y|h, θ) and p(h|θ) with unknown parameters θ. These parameters are then
also subject to estimation.
Here we restrict the prior distribution on the hidden state variables to the
form of a parametrized Gaussian Markov random field and assume a simple
parametrized linear observation model. We shall propose an efficient algorithm
to estimate the unknown parameters. Our algorithm can be interpreted as an
approximation to the well known expectation maximization (EM) algorithm.
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4.2 Parameter Estimation
In the previous chapter we assumed the parameters θ to be known. This section
is dedicated to the design of an algorithm that is capable of estimating theses
parameters from the channel output y.
4.2.1 Problem setup
We consider an incomplete data problem where some of the variables are hidden
and others are observable. The hidden variables are assumed to be modeled by
the MRF proposed in Section 3.2 and 3.3. And the observations y[i] and the
hidden variables H are assumed to have the statistical relation introduced in
Section 3.1, where θ now also comprises the noise variance σ2n.
Our goal is to estimate the parameters θ and we do so in a maximum likeli-
hood (ML) fashion.
θˆ = argmax
θ
p(y|θ) = argmax
θ
∫
H
p(y,H|θ) (4.1)
where it can easily be checked that
p(y,H|θ) =p(y|H, θ)p(H|θ) (4.2)
The contribution of this section is the development of an efficient algorithm for
the estimation of these parameters.
Numerical evaluation of maximum-likelihood estimates is often difficult. As
a remedy we will use a powerful optimization method that has been used with
great success in many applications: The expectation maximization (EM) algo-
rithm [20]. A short review of this algorithm is in order:
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1. Make some initial guess θˆ
(0)
2. Expectation step: calculate
Q(θ, θˆ
(k)
) = 〈log p(y,H|θ)〉
p(H|y,θˆ
(k)
)
(4.3)
where 〈·〉p represents expectation with respect to p.
3. Maximization step: compute
θˆ
(k+1)
= argmax
θ
Q(θ, θˆ
(k)
) (4.4)
4. Repeat 4.3-4.4 until convergence or until the available time is over.
Under rather general conditions this algorithm is proven to yield a nondecreas-
ing sequence p(y|θˆ
(k)
). However, it is well known that due to the interaction
between the h[i, j], the precise calculation of the partition function Z(θ) and
the integral in (4.3) is not computationally tractable [19].
4.2.2 Solution
One can bypass the requirement of exactly knowing the partition function Z(θ)
by approximating the maximization step above by a gradient ascent step. It
should be noted, however, that taking all parameters in θ as independent and
distinct parameters would seriously overparameterize our model, since there
would be more parameters than available observations. To tackle this problem
we assume that all α[i,j],[l,m]s that correspond to a vertical pairwise clique are
the same and equal αv and similarly that all α[i,j],[l,m]s that correspond to a hor-
izontal pairwise clique are the same and equal αh. Also we take α[jb] = α.
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As mentioned above we substitute the maximization step in the EM algo-
rithm with a gradient ascent step. So let us proceed with the calculation of the
gradient of Q(θ, θˆ
(k)
) with respect to θ.
∂
∂σ2n
Q(θ, θˆ
(k)
) =−
M
σ2n
−
M−1∑
i=0
〈|y[i]
−
L−1∑
j=0
h[i, j]x[i, j]|2〉
p(H|y,θˆ
(k)
)
(4.5)
And the partial derivatives with respect to the MRF parameters θj have the
following form:
∂
∂θj
Q(θ, θˆ
(k)
) =〈
∂
∂θj
∑
b∈B
Vb(b¯)〉p(H|θ)
−〈
∂
∂θj
∑
b∈B
Vb(b¯)〉
p(H|y,θˆ
(k)
)
(4.6)
where
2
∂
∂µ[j]⋆
∑
b∈B
Vb(b¯) =2
(
αv
(∑
i
h[i, j − 1]−Mµ[j − 1]
)
+αv
(∑
i
h[i, j + 1]−Mµ[j + 1]
)
−2αv
(∑
i
h[i, j]−Mµ[j]
)
−α
(
h[1, j]− µ[j]
))
(4.7)
∂
∂α
∑
b∈B
Vb(b¯) =
∑
j
|h[1, j]− µ[j]|2 (4.8)
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∂∂αv
∑
b∈B
Vb(b¯) =
∑
i,j
|(h[i, j]− µ[j])
−(h[i, j + 1]− µ[j + 1])|2 (4.9)
∂
∂αh
∑
b∈B
Vb(b¯) =
∑
i,j
|(h[i, j]− (h[i+ 1, j])|2 (4.10)
and ∂
∂µ[j]⋆
denotes the Wirtinger derivative with respect to µ[j]⋆. Note that the
partial derivatives of
∑
b∈B Vb(b¯) with respect to the real and imaginary compo-
nent of µ[j] coincide with the real and imaginary component of 2 ∂
∂µ[j]⋆
∑
b∈B Vb(b¯),
respectively. Clearly in order to actually calculate the gradient at θ = θˆ
(k)
we
first need to know the moments 〈h[i, j]〉, Cov(h[i, j]), Cov([h[i, j], h[i, j + 1]])
and Cov([h[i, j], h[i+ 1, j]]) with respect to p(H|θˆ
(k)
) and also with respect to
p(H|y, θˆ
(k)
). This can be achieved by use of the sum-product algorithm [9].
Note that the random variables in H are jointly Gaussian and hence the mes-
sages that the sum-product algorithm passes along the edges of a factor graph
are Gaussian distributions as well. Gaussian messages are parameterized by a
mean vector and a covariance matrix and so the required moments are readily
computed by the operation of the sum-product algorithm. The factor graph on
which the sum-product algorithm operates for the calculation of the moments
with respect to p(H|y, θˆ
(k)
) is shown in Figure 3.3.
The convenient factorization of p(H|y, θˆ
(k)
) that the MRF framework pro-
vides reduces the complexity of the marginalization tremendously. The factor
graph corresponding to p(H|θˆ
(k)
) coincides with the one in Figure 3.3 when
the functions Ti are eliminated. The remainder of this section is dedicated to
the implementation of the sum-product algorithm for the calculation of the mo-
ments. The factor graph corresponding to p(H|θˆ
(k)
) is contained in the factor
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graph corresponding to p(H|y, θˆ
(k)
) and hence the message passing for p(H|θˆ
(k)
)
is just a special case of the one for p(H|y, θˆ
(k)
). For that reason it suffices to
derive the message passing rules for the factor graph associated with p(H|y, θˆ
(k)
).
The message passing rules required for calculation of the moments 〈h[i, j]〉
and Cov(h[i, j]) are equivalent to the ones in the previous chapter. In order to
obtain the moments Cov([h[i, j], h[i, j + 1]]) and Cov([h[i, j], h[i+ 1, j]]) as well,
we need to modify our current factor graph setup slightly.
A factor graph contains nodes of two types: function nodes and variable
nodes. It is always possible to cluster nodes of the same type without chang-
ing the global function being represented by a factor graph. In our case we
are only interested in the marginal distribution of a pair of variable nodes and
hence only consider clusters of two nodes, but the concept of clustering variable
nodes is easily generalized to larger clusters. Assume x and y are two variable
nodes in some factor graph and we want to calculate their joint distribution.
Then we could just combine these two variables to a new variable representing
the cluster (x, y), change the factor graph accordingly and marginalize for the
new node (x, y). To be more precise, if x and y are two nodes to be combined,
simply remove these two nodes and the edges connected to them, introduce the
new node (x, y) and reconnect nodes, that were connected with x or y before,
with the new node (x, y). Note that functions that had x or y as an argument
in the original factor graph are now functions of (x, y). From elementary factor
graph theory, we know that the marginal distribution of (x, y) is then obtained
as the product of all messages received at (x, y).
Now, in order to obtain the moments Cov([h[i, j], h[i, j + 1]]) and
Cov([h[i, j], h[i+ 1, j]]), we cluster the corresponding pairs of nodes h[i, j].
Figure 4.1 shows what effect the clustering of (h[i, j], h[i, j+1]) has on the factor
graph in Figure 3.4. The update rule for messages of the third kind as listed
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Ti V ′{h[i,j],h[i,j+1]}
m
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Vb→h
m
(2)
Vb→h
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Ti→
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Figure 4.1: Factor graph
above must then be modified as follows.
Update rule for messages of the third kind
Σ−1mTi→(h[i,j],h[i,j+1])
=

 x[i− j]
x[i− j − 1]


⋆  x[i− j]
x[i− j − 1]


T
·σ−2n (1 + z)
−1 (4.11)
z =σ−2n
L−1∑
l=0,l 6=j,j+1
|x[i− l]|2σ2mh[i,l]→Ti
µmTi→(h[i,j],h[i,j+1])
=

 1
0

x[i− j]−1
·(y[i]−
L−1∑
l=0,l 6=j,j+1
x[i− l]µmh[i,l]→Ti ) (4.12)
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4.2.3 Analysis
As mentioned above it is well known that the EM algorithm yields a nonde-
creasing sequence of likelihoods p(y|θˆ
(k)
). This property remains true even if
the maximization step is replaced by a gradient ascent step as proposed in this
paper. A proof of this result can be found in Appendix B. Note, however, that
the above algorithm only approximates this gradient. As our factor graph does
contain cycles, the sum-product algorithm only approximately calculates the
moments required for setting up the gradient [17].
4.3 Simulation Results
We chose to evaluate the performance of the proposed estimator on synthetic
data as this enables us to compare the obtained parameter estimate against the
actual value of the parameter. So we drew realizations of the state variables
from the probability distribution p(H|θ), observed some noisy observations y
and finally employed the proposed algorithm on these observations to obtain
an estimate θˆ of θ. For our simulation we parameterized the MRF model by
setting the parameters α, αv, αh and µ to 100, 100, 1000 and [0 0.6 0.4 1 0.2],
respectively. Figure 4.2 shows how the absolute estimation error of one of the
parameters approaches zero over the iterations. The convergence speed of the
gradient ascent algorithm depends on the step size and so does the algorithm
presented here.
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Figure 4.2: The absolute estimation error of αv over iterations
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APPENDIX A
Derivation of the Third Update Rule
For a more readable derivation of the third update rule we will denote µmh[i,u]→Ti
and σ−2mh[i,u]→Ti
by µu and σ
−2
u , respectively.
First we rewrite Ti(H) as
Ti =exp(−|y[i]−
L−1∑
l=0
h[i, l]x[i− l]|2/σ2n) (A.1)
= exp

−σ−2n

 y[i]
h


H 1
−x⋆



 1
−x⋆


H y[i]
h




where xT =
(
x[i], . . . , x[i− L+ 1]
)
and hT =
(
h[i, 0], . . . , h[i, L− 1]
)
and define
fi(h) =σ
−2
n

 y[i]
h


H 1
−x⋆



 1
−x⋆


H y[i]
h

 (A.2)
+(h− µ)HΣ(h− µ)
=hHLh− hH(σ−2n x
⋆y[i] +Σµ)
+(σ−2n x
Ty[i]⋆ + µHΣ)h+ C1
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where
µ =
(
µ0, . . . , µj−1, 0, µj+1, . . . , µL−1
)
(A.3)
Σ =diag
(
σ−20 , . . . , σ
−2
j−1, 0, σ
−2
j+1, . . . , σ
−2
L−1
)
L =σ−2n x
⋆xT +Σ
and C1 is a constant. To calculate the message coming from the function Ti,
we need to marginalize exp(−fi(h)) for h[i, j]. As exp(−fi(h)) is proportional
to a jointly Gaussian distribution in h with inverse covariance matrix L, the
marginalization reduces to the calculation of the mean µˆ and variance σˆ2 of
h[i, j] with respect to this distribution. These two parameters µˆ and σˆ2 then
fully characterize the message coming from the function Ti. The main idea in
the following derivation is the permutation of the matrix L in such a way that
we can exploit the block matrix inversion lemma for the inversion of L. The
variance σˆ2 we seek will then simply be an element on the diagonal of the in-
verse of L.
We introduce a suitable permutation matrix P 1 and obtain
fi(h) =(Ph︸︷︷︸
h˜
)HPLP︸ ︷︷ ︸
L˜
(Ph) (A.4)
−(Ph)H(σ−2n Px
⋆︸︷︷︸
x˜⋆
yi + PΣP︸ ︷︷ ︸
Σ˜
(Pµ︸︷︷︸
µ˜
))
−(σ−2n x
TP y[i]⋆ + (Pµ)HPΣP )(Ph) + C1
=(h˜−m)HL˜(h˜−m) + C2
1Notice that P = PT and PP = I hold for all permutation matrices.
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where
x˜T =
(
xT\x[i−j], x[i− j]
)
(A.5)
h˜
T
=
(
hT\h[i,j], h[i, j]
)
Σ˜ =

 Σ\ 0
0 0


Σ\ =


σ−20
. . .
σ−2j−1
σ−2j+1
. . .
σ−2L−1


(A.6)
L˜ =σ−2n x˜
⋆x˜T + Σ˜
µT\ =
(
µ0, . . . , µj−1, µj+1, . . . , µL−1
)
µ˜T =
(
µT\ , 0
)
mT =
(
µT\ , x[i− j]
−1(y[i]− xT\x[i−j]µ\)
)
and C2 is some constant. Here we readily see that
µˆ = [m][L] (A.7)
=x[i− j]−1(y[i]− xT\x[i−j]µ\)
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By partitioning L˜
L˜ =

 W x[i− j]x⋆\x[i−j]σ−2n
x[i− j]⋆xT\x[i−j]σ
−2
n x[i− j]
⋆x[i− j]σ−2n

 (A.8)
where
W =σ−2n x\x[i−j]
⋆xT\x[i−j] +Σ\ (A.9)
and using the block matrix inversion lemma we obtain
L˜
−1
=

 (W − σ−2n x\x[i−j]⋆xT\x[i−j])−1 ·
−x[i − j]⋆σ−2n σˆ
2xT\x[i−j]W
−1 σˆ2

 (A.10)
where σˆ−2 = x[i− j]⋆x[i− j]σ−2n −x[i− j]
⋆σ−2n x
T
\x[i−j]W
−1x[i− j]σ−2n x
⋆
\x[i−j]. Also
note that the matrix L˜
−1
is hermitian and therefore the upper triangle part of
this matrix is redundant. Applying the inversion lemma onW results in
W−1 =Σ−1\ − (A.11)
Σ−1\ x
⋆
\x[i−j](σ
2
n + x
T
\x[i−j]Σ
−1
\ x
⋆
\x[i−j])
−1xT\x[i−j]Σ
−1
\
and defining z = xT\x[i−j]Σ
−1
\ x
⋆
\x[i−j]σ
−2
n we get
σˆ−2 = |x[i− j]|2σ−2n (1 + z)
−1 (A.12)
Assuming
(
σ20, . . . , σ
2
j−1, σ
2
j+1, . . . , σ
2
L−1
)
> 0, the inverse of L˜
always exists.
43
APPENDIX B
Proof of Nondecreasing Likelihood Sequence
Property
In order to prove that the sequence of likelihoods p(y|θˆ
(k)
) is nondecreasing
even if the maximization step is replaced by a gradient ascent step, we decom-
pose ln p(y|θˆ
(k)
) as follows:
ln p(y|θ) = F (θ, θˆ
(k)
) + KL(θˆ
(k)
||θ) (B.1)
where
F (θ, θˆ
(k)
) =
∫
H
p(H|y, θˆ
(k)
) ln
(
p(y,H|θ)
p(H|y, θˆ
(k)
)
)
(B.2)
KL(θˆ
(k)
||θ) = −
∫
H
p(H|y, θˆ
(k)
) ln
(
p(H|y, θ)
p(H|y, θˆ
(k)
)
)
(B.3)
and KL(θˆ
(k)
||θ) is easily identified as the Kullback-Leibler divergence between
p(H|y, θˆ
(k)
) and p(H|y, θ). Then choose
θˆ
(k+1)
= ∇θF (θ, θˆ
(k)
)
∣∣∣
θˆ
(k)
ǫ(k) + θˆ
(k)
(B.4)
with ǫ(k) > 0 small enough. It follows that
F (θˆ
(k+1)
, θˆ
(k)
) ≥ F (θˆ
(k)
, θˆ
(k)
) (B.5)
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and as KL(θˆ
(k)
||θˆ
(k+1)
) ≥ 0, we have
ln p(y|θˆ
(k+1)
) ≥ ln p(y|θˆ
(k)
) (B.6)
Note that
∇θF (θ, θˆ
(k)
) = ∇θQ(θ, θˆ
(k)
) (B.7)
and the proof is complete.
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