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1. GAMMA-RAY ASTRONOMY HISTORY 
STROPARTICLE Physics is a relatively young Science. For around a 
century, as it was evolving it gathered experts from different disciplines, as 
astronomers, particle physicists or cosmologists. But as the energy ranges 
expanded and particle detection was more and more complicated, the 
complexity of the detection systems also increased, and Electronics became a 
priceless partner.  
In this chapter, a brief introduction to gamma-ray astronomy and IACT 
(Imaging Air Čerenkov Telescopes) is done, with special emphasis on the 
MAGIC Telescope, the project in which the work for this Thesis is framed. 
1.1. Early days 
The first studies on cosmic rays in History were developed by V.F. Hess in 1911, 
1912 and 1913, when he was trying to identify an unknown source of ionization. 
His efforts were aimed to measure the absorption of gamma rays from radium at 
certain distances from the source, and confirmed that at an altitude of 500 m all 
the gamma rays coming from ground were almost completely absorbed. The 
straightforward experiment was to increase altitude, and for that he made 
several balloon flights in which he carried several (to avoid instrumental errors) 
electrometers that registered the ionization of air. Contrarily to his prediction, 
the amount of ionized particles increased with altitude, what was a 
demonstration of the existence of an extraterrestrial source of ionization [1]. 
In 1921, in United States, Millikan examined and confirmed the existence of 
this ionizing radiation. Due to the high propagation distances, he concluded 
(later it was proven to be wrong) that the radiation should be high energy 
gamma-rays. As they were coming from out of Earth, he gave them the name of 
Cosmic Rays. 
J. Clay, in 1927, demonstrated that the radiation is latitude dependent, and so 
it is influenced by Earth’s magnetic field. Combined measurements of cosmic ray 
flux as a function of latitude and incident direction finally proved that cosmic 
rays were mainly composed by charged particles. 
In early 30’s atmospheric showers were discovered. When the cosmic rays 
interacted with particles in the atmosphere, secondary particles were created 
which would produce a new interaction. This way, a shower of particles was 
created by an incident cosmic ray. This opened a brand new field in the study of 
cosmic rays, and nowadays is the basis of ground-based Čerenkov telescopes. 
A
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A special remark must be done on Arturo Duperier Valesa, born in Pedro 
Bernardo, Ávila (Spain). With the end of the Spanish Civil War, Duperier was 
removed from his department in Madrid and forced to move to England. In 
Manchester’s University he collaborated with the Nobel Prize M.S. Blackett, 
becoming one of the most important authorities in Particle Physics. He was 
proposed for the 1958 Nobel Prize in Physics [2]. 
In the 40’s and 50’s, predictions on gamma ray flux were very optimistic. This 
led to the design of several experiments with balloons and rockets. But the 
existing instruments were not sensitive enough to detect the actual fluxes, and 
frequently the results were ruined by too few statistics and experimental 
uncertainties. 
 
          
 (a) (b) (c) 
 
Figure 1.1 (a) Viktor Hess balloon flight, 1912. (b) Compton Gama-Ray Observatory, launched in 
1991. (c) MAGIC Telescope, inaugurated in 2003. 
1.2. The Satellite Era 
In the 60’s, a new field was opened, which lasts until present day [3]. With the 
development of the spatial career, satellites became a feasible tool to support 
extra-atmospheric instruments for cosmic rays measurements. The number of 
detected sources rapidly increased. 
In 1961, the Explorer XI discovered the first gamma rays outside the 
atmosphere.  
The satellites of Vella Network were initially designed to detect illegal 
nuclear tests after the Nuclear Test Ban Treaty of 1963. In 1967, they detected the 
first Gamma Ray Burst in history. 
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In 1968, the OSO-III (Orbital Solar Observatory) detected at 100 MeV the first 
gamma rays coming from Milky Way. 
In 1972, the OSO-VII discovers spectral lines of annihilation (511 MeV) and 
neutron capture (2.23 MeV), and nuclear interaction at 4.4 and 6.1 MeV in the 
solar flares.  
At that time, satellites were provided with omnidirectional scintillators with 
detection ranges between 100 keV and 30 MeV. This way, the diffuse cosmic ray 
background is discovered. At mid 70’s some detailed maps of the Milky Way 
were produced, but it was not until the 90’s when the gamma-ray sources 
exploration reached its maturity. The French experiment SIGMA (Système 
d'Imagerie Gamma à Masque Aléatoire), on board of the GRANAT satellite, 
discovered around 30 sources in the galactic center region emitting in the 
transition between X and gamma rays (30-1000 keV).  
The ‘golden age’ of space gamma ray telescopes started with EGRET 
(Energetic Gamma Ray Experiment Telescope), an instrument aboard the 
American satellite Compton Gamma Ray Observatory [4]. The observation 
covered the range between 30 MeV and 30 GeV, and more than 270 sources of 
gamma ray emission were detected. The number of identified sources is 
expected to increase even more with the data obtained by the Fermi Gamma-ray 
Space Telescope (formerly named the Gamma-ray Large Area Space Telescope, 
or GLAST [5]). This telescope was launched on June 2008 and is expected to 
produce results shortly. 
1.3. Ground-based Telescopes 
As early scientists had demonstrated, cosmic rays are attenuated by the 
atmosphere and the flux is severely reduced at ground level. This was a 
determining handicap in the study of gamma-ray sources at the Earth’s surface. 
The only way to develop a detector capable to collect information about the 
cosmic ray sources was to deal with the atmospheric showers created by 
interaction of the incident cosmic ray with the particles of the atmosphere. But 
the main difficulty was to distinguish between the showers produced by charged 
particles (which provide no information about the position of the source due to 
interaction with magnetic fields) and the showers produced by gamma rays. 
This problem was overcome in 1985, when Hillas developed an analysis 
method to discriminate between both types of phenomena [6]. By the study of 
the shape of the Čerenkov light produced by a shower, Hillas was able to 
determine the kind of particle that initiated the interaction in the atmosphere, 
and thus reject the events produced by charged particles. This led to the 
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evolution of the IACTs (Imaging Air Čerenkov Telescopes), with bigger and 
bigger mirrors, more and more sensitive detectors and wider and wider 
detection energy range. 
Whipple was one of the first constructed IACTs, with a 10 m reflector and a 
detection range between 100 GeV and 10 TeV. In 1989, this experiment produced 
the first observation of a TeV source, the Crab Nebulae, which has become the 
standard candle for ground-based Čerenkov telescopes [7]. 
After Whipple success, several IACTs more have been designed and 
constructed. Cangaroo in Australia, VERITAS (based in Whipple design) in 
United States, HESS in Namibia and MAGIC in La Palma (Spain). While 
Cangaroo, VERITAS and HESS were designed to take advantage of the 
stereoscopic vision (which leads to a better reconstruction of the impact point 
and the size of the atmospheric shower), MAGIC Collaboration concentrated in 
building the biggest and fastest telescope possible [8]. This resulted in a 17 m 
fast-moving telescope with the best energy threshold up to now (some tens of 
GeV). The construction of MAGIC II telescope is already in its final stage, and 
together with MAGIC I will provide stereoscopic vision apart from an even 
lower threshold [9]. 
With the design of CTA (Čerenkov Telescope Array) a new generation of 
IACTs is expected. Two different arrays of telescopes, one in the northern 
hemisphere and other in the southern one will explore galactic and extragalactic 
sources within an energy range between 10 GeV and 100 TeV. It will work as an 
observatory, meaning that part of the observation time will be available for 
astrophysicists outside the international collaboration. This is an important 
difference with respect to actual experiments, which follow a very restrictive 
policy with the observation data [10]. 
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2.  GAMMA RAYS IN THE ATMOSPHERE 
As was early discovered, cosmic rays consist mainly in charged particles. The 
flux of these particles depends on energy, whose range extends from keV to 
thousands of TeV as can be seen in Figure 1.2a. But no study of the sources can 
be performed based on charged particles, as they are deflected by magnetic 
fields and do not provide information about their origin [11]. 
 
Direct observations
(satellites, balloons)
Air showers
(Ground detectors)
     
(a)                                                                                (b) 
 
Figure 1.2 (a) Diffuse cosmic rays spectrum [12]. (b) Gamma-ray emission of the Crab Nebulae, as 
seen by different detectors [13]. 
 
Gamma rays, though much less abundant, are not charged and thus they 
conserve the original trajectory from the source to the detector. Therefore, they 
became the object of study of astrophysicist devoted to the knowledge of cosmic 
objects at high energies. Cosmic gamma rays are classified according to their 
energy, from Low Energy γ-rays (100 keV – 10 MeV) to Ultra High Energy γ-rays 
(more than 100 TeV). The higher the energy of the photons, the lower the flux is. 
This is the reason of the limit in the detection range of satellites, because the 
effective area of an instrument sent to space is much reduced. IACTs have an 
effective area which depends mainly on the mirror dimension, so particles of 
higher energy can be analyzed. 
Earth’s atmosphere is not transparent to γ-rays. When a γ-ray penetrates in 
the atmosphere it starts interaction, creating accelerated secondary particles 
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which produce more interactions. This way, an Extended Air Shower (EAS) is 
created. The original γ-ray produces an electron and a positron, and both of them 
lose a fraction of their energy by Bremsstrahlung creating a new, lower energy γ-
ray that starts again the process. The multiplication continues until the shower 
reaches a maximum, when the probability of energy loss by ionization and by 
Bremsstrahlung is the same. The shower finishes when the produced γ-rays are 
so low in energy that can not produce new electron-positron pairs. 
It is important to remark that an atmospheric shower can also be initiated by 
a charged particle. This shower contains no information about the source so it 
must be discarded. The creation of a method to discriminate both types of 
shower supposed the birth of ground-based γ-astronomy; these ‘gamma-hadron 
separation methods’ are of extreme importance and subject of hard study [14]. 
 
      5 km                              
 (a) (b) 
 
Figure 1.3 (a) Schematic representation of an air shower created by a γ-ray (left) and a cosmic ray 
(right). (b) Montecarlo simulation of air showers with CORSIKA software. 
 
When a charged secondary particle is accelerated beyond the speed of light in 
the atmosphere, Čerenkov radiation is produced. The propagation angle of the 
emitted light is given by the velocity of the particle and the refraction index of 
the atmosphere, as seen in Figure 1.14a. 
The intensity of the radiation is proportional to the energy of the particle (up 
to X-ray wavelengths), but due to attenuation in the atmosphere, the intensity of 
light peaks in the blue range of the visible spectrum (see Figure 1.14b). 
For a gamma ray induced shower, the Čerenkov light intensity is very low 
(hundreds of photons per square meter) and the duration very short, with a front 
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that lasts between 1 and several ns depending on the particle which originates 
the shower. To detect a light flash of these characteristics, IACTs must be 
provided with very sensitive and fast photodetectors. In the next section a brief 
description of some of these devices will be given. 
Typical γ-ray showers start at 20 km altitude, and have their maximum at 10 
km over sea level. The Čerenkov emission angle is ~ 1º so the radium of the area 
reached by the light is roughly 120 m. This means that the telescope would 
detect any shower with an impact parameter (distance between the centre of the 
mirror and the point where the shower would hit the ground) lower than 120 m. 
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Figure 1.4 (a) Čerenkov light front. (b) Spectrum of Čerenkov light in atmosphere [15]. 
 
The light produced by the shower is reflected by the mirror and projected 
into the camera with elliptic shape (see Figure 1.5b). Analyzing the properties of 
these ellipses (Hillas parameters) it is possible to extract information about de 
shower. The main parameters, shown in Figure 1.5a, are the following: 
• Length (L): longitude of the major semiaxis of the ellipse. It gives 
information about the length of the shower in the atmosphere. 
• Width (W): longitude of the minor semiaxis of the ellipse. It gives 
information about the width of the shower. 
• Orientation angle (α): is the angle between the major axis of the ellipse 
and the line connecting the center of the ellipse and the center of the 
camera. 
• Size: quantity of light included in the ellipse. It is usually measured in 
photoelectrons (phe) 
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• Nominal distance (d): distance between the centre of the ellipse and the 
centre of the camera. Informs about the impact parameter. 
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Figure 1.5 (a) Hillas parameters for the analysis of extended air showers. (b) Detection of g-ray 
showers by an IACT. 
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3.  DETECTORS 
The first instrument used for the detection of cosmic rays was the electroscope. 
This device consists in two parallel gold leafs hanging from an electrode. When 
some charge is collected by the electrode, it is equally distributed between both 
leafs and they repel each other. The distance between the gold leafs can be 
calibrated to measure the amount of charge. Viktor Hess and his contemporary 
researchers made their balloon experiments with several types of electrometers, 
and this way they discovered the cosmic origin of the ionizing radiation. 
With the introduction of the cloud chambers (C.T.R. Wilson, 1911) the first 
evidences of the trajectory of cosmic ray particles in the atmosphere were 
detected. Wilson was following the experiments of Aitken, who demonstrated 
that when a vapour is expanded (and thus its pressure and temperature 
decrease) the molecules lose energy and condensate around dust particles. 
Wilson demonstrated that if expansion was further increased, these clouds were 
created even if the air was filtered and no dust was present. He determined that 
some ‘invisible’ particles should exist in the atmosphere, and that these particles 
were continuously being replaced (clouds kept on appearing even after several 
expansions and consequent ‘dust’ removals). He also applied and electric field, 
and condensation disappeared, so he concluded that the particles that produced 
the condensation were charged ions. Later, Hess discovered that these ions were 
created by cosmic rays [16]. 
In late 20’s, Geiger and Müller designed the device commonly known as 
‘Geiger Counter’. A metal strip was enclosed into a vessel, which was filled with 
an ionisable gas. A high voltage was applied to the conductor, so when a particle 
crossed the gas producing ionization, the resulting charged particles were 
collected and extracted by the metal strip. Although the performance of this 
device was not good for high energy particles (gas density was low and most 
cosmic rays passed through without interaction), consequent evolutions 
provided the scientist the first coincidence detectors. Coincidence technique 
allowed for the first time to detect two particles in a time window and to observe 
their coherence with respect to their common origin, or to detect an ionizing 
particle which passes at least two counters. 
The introduction of the photomultiplier tube (PMT) was one of the most 
important milestones in experimental particle physics. Since its invention in the 
mid 30’s it has been continuously evolved and widely used, and still nowadays 
is the common light detector in all IACT experiments. The PMT consists in a 
vacuum tube with a photocatode (material with low work function) and an 
anode used to extract the current. Several electrodes (dynodes) are placed along 
the tube between cathode and anode.  
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A high potential (~ -1 kV) is applied to a photocathode, and by means of a 
voltage divider decreasing voltage values are applied to the dynodes. When a 
photon hits the cathode, there is some probability that one electron of the 
cathode is released, and accelerated towards the next dynode, in which electron 
multiplication is produced. This process is repeated in every dynode, resulting in 
an overall multiplication factor that can vary from 103-104 in ‘ancient’ PMTs [17] 
to 3·107 in the newest models.  
One of the most important features of PMTs is the quantum efficiency (Q.E.), 
i.e., the probability of an incident photon to produce an electron in the 
photocathode. The higher this probability is, the better the performance as 
detector. PMTs are designed to peak this efficiency in the blue region of the 
spectrum, to match the characteristics of Čerenkov light. 
The time resolution of PMTs is dominated by statistics (poissonian 
distribution of the emission at the dynodes, transition time of the electrons along 
the tube…) but is as low as several ns [18]. The newest models perform less than 
3 ns FWHM. 
The second half of the 20th century supposed a revolution in Electronics, due 
to the huge advances in Solid State Physics. The creation of PN junction soon led 
to the design of new γ-ray detectors based in Silicon and Germanium. The 
incident photon creates in the semiconductor electron / hole pairs, that are 
accelerated and collected by the ohmic contacts [19].  
One of the best features of solid state devices is detection efficiency. As there 
is very low probability that an incident high energy particle does not produce 
any pair in the sensitive region of the semiconductor, this efficiency is close to 
100%. If the sensitive region is thicker than the range of the incident particle, the 
device will also perform a very good linearity. Dividing the junction into several 
strips, it is also possible to create position-sensitive detectors. A good example is 
the Large Area Telescope (LAT) on board of the GLAST satellite: a tracker 
consisting on 18 silicon-strip detectors reads out both x and y coordinates of the 
incident particle. 
Silicon detectors, though, have several drawbacks that made them easily 
overcome by new detectors in ground-based γ-ray astronomy. For example, the 
increase of the detection area implies to enlarge the capacity of the junction and 
so a worsening of the time response. There is also an important dependence of 
the performance with temperature, cooling is recommendable to decrease the 
noise. 
Silicon diodes can be constructed in such a way that, when a given reverse 
bias is reached, any pair produced by an incident photon is accelerated and 
creates a carrier avalanche. Such devices are known as Avalanche Photodiodes 
(APD). This process provides the diode with a multiplication factor (M, which 
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depends on the bias). Internal amplification makes the device less sensitive to 
noise, and therefore a suitable detector for small signals. The sensitivity, though, 
is lower than that of multipliers, being necessary at least 20 photons to produce 
an acceptable S/N ratio. 
APDs have some drawbacks, though. Shot noise increases with gain. For 
lower values of internal amplification, device’s noise is dominated by thermal 
noise, but as the gain increases the shot noise becomes dominant. Temperature is 
also an important factor, as it has a big influence on the gain, so compensation 
circuits have to be implemented to assure the constant gain of the device [20].  
A further step is to combine the advantages of PMTs and solid state devices. 
This way, the hybrid photon detector (HPD) was born. A vacuum tube with a 
hig Q.E. photocatode (more than 50 % in the visible range for the newest 
designs) is biased at voltages of several kV. The generated photoelectrons are 
accelerated and focused on an APD. This way, two stages of amplification are 
applied: the first one due to acceleration and impact on the semiconductor, and 
the second due to avalanche in the diode. Combined multiplication factors of 
5·104 can be achieved. These devices have much better energy resolution, 
sensitivity and Q.E. than PMTs. The detection area is much bigger than that of 
solid state devices, and the time response is at least comparable to any other 
photodetector (~2 ns FWHM). The main drawbacks, though, are the ageing of 
the photocathode, high rates of afterpulses*, dark counts, temperature 
dependence or handling of high voltages (isolation, sparks…) [21] 
In the last years, a very important effort has been done on these detectors. 
MAGIC II camera will include several clusters of HPDs in next steps of 
development [22] [23].  
A novel detector has been introduced in recent years, mainly developed by 
Russian researchers. The basic idea is to operate an APD slightly over 
breakdown voltage in Geiger mode, that means, any incident photon produces 
the breakdown of the device, and so a fixed amount of charge is released. When 
the current in the diode is high enough, a series quenching resistor produces a 
voltage drop in the diode bias and stops the breakdown. When several of these 
so-called cells are connected in parallel, the dynamic range of the detector is 
equal to the number of cells. These detectors have been named in many ways 
depending on the geometry or use: Geiger mode APDs (GAPDs), Silicon 
Photomultipliers (Si-PM), Multi Pixel Photon Counters (MPPC) 
 
                                                 
* An afterpulse is a random pulse produced when an ion present in the tube, due to the non-
perfect vacuum, is accelerated towards the APD producing a signal several times higher than the 
one produced by a photoelectron. It can also be produced by the light produced by a 
recombination in the semiconductor when hitting back the photocathode. 
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 (a) (b) (c) 
 
Figure 1.6 Energy resolution of modern photodetectors: (a) PMT [24] (b) HPD [25] (c) GAPD [26]  
 
Some important features of these devices are:  
• High energy resolution (much better even than that of a HPD).  
• Very high sensitivity, performing single photon counting.  
• High gain (105 -107). 
• Dynamic range equal to the number of cells. The area of the device is 
increased newer models, so this parameter is to be evolved. 
• Easy manipulation (at difference with HPDs or PMTs, GAPDs can be 
biased at daylight without risk). 
And some drawbacks: 
• Small detection areas (this will be improved in future). 
• High dark count rate (improved with cooling). 
• Optical crosstalk between pixels. 
Several tests have been performed with these devices. In MAGIC Telescope, 4 
PMTs were replaced by GAPDs integrated in the data acquisition. The results 
were convincing, so further efforts are being done to incorporate these detectors 
in Čerenkov Telescopes [27] [28]. 
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4.  HIGH FREQUENCY, LOW NOISE ELECTRONICS 
The objective of IACTs is to study γ-ray sources through the analysis of the 
Čerenkov light flashes produced by the electromagnetic air showers. The 
characteristics of these flashes, unfortunately, are not compatible with 
comfortable, standard tested electronics.  
The low flux of the source as compared with the night sky background and 
other source of noise make specially critic the electronics noise performance. This 
is the reason of the development of internally amplified detectors such as PMTs, 
HPDs or GAPDs. As can be inferred from the Friis equation for noise (Eq. 1.1) 
the first amplification stage is critical, and must have the best noise performance. 
This is the reason that very low noise pre-amplifiers are placed close to the 
detectors. 
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From the detection of the signal to the acquisition there are several stages of 
amplification, transmission and reception. Every device in the chain has a 
characteristic bandwidth, and must be chosen carefully not to degrade the total 
bandwidth of the system. Čerenkov pulses typically last 1 – 3 ns, so bandwidths 
close to 1 GHz would be desirable. Very wide dynamic range (up to 60 dB) is 
also recommendable, in order to better resolve the shower images. This implies 
the use of state of the art amplifiers, transceivers and digitizers. In next section 
MAGIC Telescope subsystems will be explained. 
In the design, construction and test of any device it is important to provide 
conditions and signals as similar as the working ones as possible. With this goal 
in mind, it is very important to have in the lab tools to recreate Čerenkov pulses, 
and this implies the design of blue light pulse generators in the range of 
nanoseconds. For simulation, accurate models of pulsers and diodes are 
desirable. 
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5. STRUCTURE AND OBJECTIVES OF THIS THESIS 
This Thesis is focused in the work developed in the frame of the MAGIC 
Collaboration, mainly in High Frequency Electronics for MAGIC I and II 
Telescopes. The main achievements during the PhD. period have been the 
following: 
• Learning of the operation tasks of the MAGIC I Telescope. 
Participation in training periods and observation shifts.  
• Design of low noise, low jitter pulse generators. The purpose of these 
devices is the testing of the analog transmission of the MAGIC I 
Telescope. A dedicated pulse generator was developed for the testing 
of the MAGIC II Telescope receiver boards. This generator feeds 
Vertical Cavity Surface Emitting Lasers (VCSELs) similar to that of 
MAGIC II camera in order to emulate operation conditions. Pulses of 1 
ns FWHM and 4 V amplitude were obtained in order to fulfil the laser 
dynamic range. 
• Design, production and test of broadband (up to 1 GHz), low noise 
and high dynamic range amplifiers. These amplifiers are integrated in 
the MAGIC II Telescope receiver boards, after the photodiodes which 
detect the signal transmitted from the Telescope Camera. Test of 
preamplifiers for the camera pixels. 
• Based in previous designs, modelling and construction of a prototype 
of pulsed light emitter based on high speed blue LEDs. This prototype 
generates signals similar to the ones received by the Telescope, with 
the purpose of testing of the Camera pixels. 
• Setup of a testbench for time response and single photoelectron 
counting of the PMT and HPD used in the camera of MAGIC II 
Telescope and solid state detectors for future IACTs telescopes. 
 
This work is exposed in the present Thesis, with the following structure: 
In Chapter 1, a brief introduction to Gamma-Ray Astronomy is made, with 
special emphasis in the evolution of cosmic ray detectors. Extended air showers 
and Imaging Technique for ground-based telescopes are described.  
Chapter 2 briefly describes the main subsystems of the MAGIC I and II 
Telescopes, and the work developed for one of the detectors of the MAGIC I 
Telescope: The Central Pixel. The photosensor, the transceiver and power supply 
are detailed in this chapter. Some results of optical observation on the Crab 
Nebula are also presented. 
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Chapter 3 presents the description and simulation of some models of pulse 
generator in the order of nanoseconds. One of these generators is currently being 
used in the test of the transmission chain of the pixels of the MAGIC I Camera. 
Another model was specifically designed for the test of the receiver boards of the 
MAGIC II Telescope. In Chapter 4 results on these generators are reported. 
In Chapter 5 a theoretical approach to Pulse Amplifiers is made, with 
emphasis in the development of dedicated software for amplifier analysis and 
simulation.  
Chapter 6 consists in an experimental approach to these amplifiers. Some 
practical considerations are studied in detail: printed circuit performance, via 
holes for grounding, state of the art of MMIC and surface mount (SMD) 
components, amplifier bias, etc. The performance of the most suitable amplifiers 
for MAGIC requirements is analyzed (bandwidth, gain, stability, noise, ringing, 
linearity, temperature stability…) 
In Chapter 7, a study is made on pulsed light sources. An electrical model for 
GaN/SiC blue light emitting diodes is proposed, with which the describing 
parameters of the LED are obtained. A study of the properties of the photosensor 
testbenches is done. 
In last Chapter, a summary of the main goals and conclusions achieved with 
this Thesis are presented.  
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1. INTRODUCTION 
AGIC I and II Telescopes are the most innovative detectors devoted to the 
study of Very High Energy γ-rays from astrophysical sources. The 
telescopes are optimized to perform Čerenkov light detection from extended air 
showers in the range between some tens of GeV and tens of TeV. They make use 
of the Imaging Atmospheric Čerenkov Technique. The short light flashes are 
reflected by a 17 m Ø parabolic, tessellated high reflectivity mirror and focused 
into the camera. MAGIC I Camera is composed by 577 high speed, high 
quantum efficiency photomultipliers. The data is transmitted via optical fiber to 
the Flash-ADC located in the Control House. The overall bandwidth of the 
system is ~350 MHz, allowing a precise digitalization of the incident pulses. In 
MAGIC II the camera consists on more than a thousand pixels, and the 
bandwidth has been extended to above 500 MHz. The digitization is performed 
by a state of the art DAQ system consisting on a dedicated chip called 
‘DOMINO’. This AD conversion is performed basically by means of a capacitor 
array. The whole structure able to point to any place in the sky in less than 40 
seconds, which makes it the fastest existing Cerenkov Telescope. 
The location of the Experiment is El Roque de los Muchachos, in the Canary 
Island of La Palma, Spain. It is placed at 2200 m altitude, in the observational site 
of the Instituto Astrofísico de Canarias [1]. The high altitude makes this place an 
exceptional location for air shower observation; the luminous contamination is 
minimal, and the Telescope is closer to the production of the showers than in 
other locations. 
 
Camera
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(Data storage and processing)
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 (a) (b) 
Figure 2.1 (a) MAGIC Site. (b) MAGIC I and II Telescopes. 
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2.  STRUCTURE AND DRIVE SYSTEM 
One of the main features of MAGIC Telescopes is their lightness. By reducing at 
maximum the weight of the components it is possible to optimize the response 
time of the system, and to aim rapidly to the source. This is of special relevance 
in the case of Gamma Ray Bursts (GRB). When a burst is detected by a satellite 
an automatic routine of the Central Control (that can be aborted by operators) 
abandons the current observation source and points to the GRB in ~30 s. 
The frame of the Telescope is built with carbon fibre and epoxy (CFR) tubular 
pipes in a lattice structure. The total weigh of the Telescope is ~72 tons. This 
structure is lighter than conventional steel or aluminium structures implemented 
in other IACTs. However, a deformation due to the weight of the camera and 
reflector is produced. The camera is supported by an aluminium arc secured by 
steel cables. A Bending Model has been implemented in order to calibrate and 
correct the deformation of the structure [2].  
The whole Telescope is mounted on a 20 m diameter rail, which allows 
rotation in azimuth by means of two commercial servo-motors (-90º to 318º). The 
reflector and camera move in declination (+100º to -70º). For the control of the 
orientation shaft-encoders with 14 bits resolution are used, providing an angular 
resolution of a fifth of a camera pixel (~1’). At the end of both azimuth and 
elevation ranges, end switches are installed. Once the end switch is activated by 
a movement beyond the accessible range of the Telescope, a fast deceleration of 
the drive motors is started.  
A CCD camera mounted in the center of the reflector registers continuously 
the sky and a LED system installed in the Telescope camera. The identification of 
the background stars (by means of the so called Star Guider System) and the 
position with respect to the LEDs allows the monitoring of the drive system 
performance [3].  
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3.  REFLECTOR 
MAGIC Telescope has the biggest reflector built for an IACT. It consists in a 
tessellated mirror of 17 m diameter and a 240 m2 surface. In order to optimize the 
timing of the signal, a parabolic design has been used. This arrangement 
minimizes the arrival time spread for the photons of an incoming plane front. 
This of special relevance due to the short duration of the Čerenkov flashes, and 
reduces the influence of the Night Sky Background (NSB) photons. A spherical 
reflector was also considered but finally discarded. It showed high spherical 
aberrations as compared with parabolic reflector, which performs negligible 
aberrations for on-axis incidence and some coma with increasing incidence angle 
[4]. 
Both MAGIC I and MAGIC II reflectors are tessellated. All the small mirrors 
have spherical curvature with radius equal to that of the paraboloid at the mirror 
center, and normal equal to the normal of the reflector in that point. This 
tessellation might introduce some more aberrations if the mirrors are not 
perfectly aligned, but this effect is controlled by means of a very accurate Active 
Mirror Control (AMC) [5]. 
 
              © D. Nieto  
 
 (a) (b) 
Figure 2.2 MAGIC I (a) and II (b) reflectors. 
 
MAGIC I reflector is composed of 964 small mirrors of 2.45 m2. In order to 
reduce the total weight special materials were used. The back layer is built in 
aluminium, and the front one in AlMgSi 1 alloy. In between both, an aluminium 
honeycomb gives the mechanical robustness. The front layer is polished to 
maximize reflectivity and mechanically manipulated to provide it the 
corresponding radius. A heating printed circuit below this layer avoids the 
freezing of the panels. The measured reflectivity of the mirrors is higher than 
85% for the operation wavelengths (300 – 600 nm) 
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The movement of the reflector structure can cause misaligning in the 
orientation of the mirrors, especially when the telescope moves in elevation. To 
prevent this, an Active Mirror Control was developed. The mirrors are disposed 
in panels, in groups of four per panel. These panels can be moved by means of 
actuators in the corners. In the center of the panels, a laser points to the focus of 
the reflector (center of the Telescope camera), and a CCD camera reads the 
position of the laser spot. Via software, the AMC analyzes the spot pattern and   
moves the actuators until the CCD camera confirms that every panel has 
recovered the correct position. 
An important figure of merit of the reflector is the Point Spread Function 
(PSF). The PSF is defined as the distribution of photons from a point object on 
the focal plane of a telescope, and can be fitted to a gaussian distribution with σ 
< 0.05º, that means half the field of view of a camera pixel. It can be calculated by 
two methods: pointing the telescope to a star and analyzing pictures captured by 
a dedicated CCD camera, or reconstructing the camera pattern for muon 
incidence (see Figure 2.3) 
MAGIC II reflector clones the main characteristics of MAGIC I. There are, 
though, some design differences. Instead of panels of 4 mirrors, 0.985 m side 
mirrors are used, with a central hole to host the AMC laser and actuators in the 
back. Two techniques have been used to build the reflecting surface. The outer 
mirrors are built with aluminized glass, while the inner ones are built with 
AlMgSi 1 as in MAGIC I. The glass-aluminium mirrors are easier to produce, 
lighter and have higher reflectivity, but are more sensitive to ageing [6]. 
 
 
    
  
 (a) (b) 
Fig 2.3 (a) Typical muon ring. Isolated muons with energy in excess of 6 GeV create such a 
geometric figure in the camera, which can be easily reconstructed to calculate the performance of 
the Telescope. (b) Point Spread Function of the MAGIC Telescope, estimated using muon 
analysis. The diameter of a MAGIC pixel is 24.5 mm 7 
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4.  CAMERA 
MAGIC camera is placed on the focal plane of the Telescope, at 17 m from the 
reflector center. It is supported by a single aluminium arc and steel wires. The 
camera frame encloses the photodetectors, preamplifiers, lasers and laser drivers 
and the Central Pixel PMT, supply and transmitter. The total weight of the 
camera is ~500 kg. 
4.1. Photomultipliers 
MAGIC I camera front is composed of 577 photomultipliers, in two different 
patterns. The 397 inner pixels are Electron Tubes ET9116A with 1” diameter and 
0.1º field of view (FOV). The 180 outer pixels are Electron Tubes ET9117A with 
1.5” diameter and 0.2º FOV. The total FOV of the camera is ~3.5º [26]. 
The PMT hemispherical bialcali photocathode is optimized for the blue 
region of the spectrum, and the nominal Q.E. peaks 25% at 350 nm wavelength. 
A special lacquer has been applied to increase this value up to 30%. Incident 
photons are scattered in this layer, increasing the probability of releasing an 
electron in the photocathode. On top of each PMT a Winston cone is used in 
order to maximize the detecting area of the camera [8]. 
Gain is chosen to be low, not to suffer damages for high anode currents due 
to accidental light incidence. The PMT has only 6 dynodes, for an overall 
multiplication factor of ~2·104 at operation voltages (~-1.1 kV). Single 
photoelectron resolution above the noise pedestal is possible, as shown in Figure 
1.6a.  
Dynamic range of the PMT covers all possible event sizes, from a single 
photoelectron to the biggest showers of several hundreds of photoelectrons per 
pixel. 
The linearity of the tube highly relays on the bias circuit. The basic 
configuration is a resistive divider which provides the operation voltage to each 
dynode. For high anode currents, though, a voltage drop is produced in the last 
resistors of the divider (the closest to the anode), deriving in a decrease of the 
overall gain. To avoid this effect, active loads have been applied to the last 
dynode stages of the PMT [9]. 
The time-domain response of PMT is among the fastest of all the actual 
detectors, with a PWHM of 2-3 ns that makes it capable to detect without 
distortion the fast Čerenkov pulses originated by γ-ray showers. 
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MAGIC II camera has a different design. Although the size and FOV is the 
same than MAGIC I, the number of pixels is increased to 1039 identical PMT, 
allowing a bigger trigger region. The pixels are grouped in clusters of seven 
units. These clusters can be extracted independently, increasing the modularity 
of the system. Every cluster includes the PMTs, preamplifiers, transmitters, 
control electronics and test pulse generators. A big cooling plate is in contact 
with every cluster to refrigerate and reduce noise and instability of the VCSELs. 
Another feature of the camera is that the HV for the PMTs is produced inside the 
camera, independently for each pixel, by means of a Cockcroft-Walton generator. 
This way is unnecessary to transport the HV through 170 m cables [10]. 
 
                    
 
(a) (b) 
Figure 2.4 (a) MAGIC I camera structure. Picture of inner and outer pixels. (b) MAGIC II 
camera structure. Cluster and PMT with HV base, preamplifier, laser driver and VCSEL. 
 
The chosen PMT for the MAGIC II camera is a Hamamatsu R10408, which 
roughly the same electrical characteristics of ET9116B but an increased Q.E. (35% 
[11]). It is planned to replace several of the clusters with HPDs, which 
outperform PMTs in Q.E. (up to 50%) and increase the sensitivity of the 
Telescope. 
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A low frequency amplifier in the base of the PMT reads the anode DC 
current. This value is transmitted to the Central Control, where the PMT gain can 
be reduced (or even switched off) to avoid damages. 
I. Preamplifier and Optical Transmission 
As seen in section 1.4, Friis equation (Eq. 1.1) states that the first amplification 
stage is the most important in terms of noise. The closer to the detector it is, the 
lower the noise that will be introduced. For this reason, a low noise high 
frequency transimpedance preamplifier is placed at the base of the PMT.  
In MAGIC I camera, the preamplifier performs 400 MHz bandwidth and 
~400 Ω transimpedance gain (Figure 2.5).  The dynamic range is ~56 dB.  
Optical data transmission has several advantages over the electric one. The 
optical fibers are lighter than the coaxial cable, and pulse distortion and 
attenuation through the 170 metres between the camera and the receiver boards 
is much lower. The probability of capturing electromagnetic noise (from the 
Telescope motors, for example) or electrical crosstalk are also cancelled by using 
fibers. Multimode, 50/120µm core/cladding and 170 m longitude optical fibers 
were used [12]. 
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 (a) (b) 
Figure 2.5 MAGIC PMT preamplifier: (a) Schematic. (b) Transimpedance gain simulation and 
response to a pulse.  
 
A driver circuit transmits the signal to the VCSELs. This driver consists in a 
transconductance amplifier which biases the laser at 6 mA DC. This way the 
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laser is always in its linear mode. The signal is added by the driver to this DC 
level. 
In VCSELs, the confinement is produced perpendicular to the junction. The 
distance between the reflectors of the Fabry-Perot cavity is lower than in lateral 
emission devices. As the probability for a photon to produce stimulated emission 
decreases with the distance, to increase efficiency they must have highly 
reflective mirrors, which is achieved by means of distributed Bragg reflectors 
(DBRs). These reflectors consist in successive layers of dielectric and 
semiconductor with different refraction index. The high number of necessary 
layers increases the internal resistance of the device with respect to lateral 
emission devices. 
The main advantage of vertical emission devices is the low power 
consumption, as the threshold current (the lower current needed for laser effect) 
is much lower than in lateral emission devices. It has been proved that lower 
currents produce less fluctuations in the height and width of the transmitted 
pulses [13] [14]. VCSELs also perform a high stability in I-V characterisitics.  
The model used in MAGIC I Telescope is Honeywell HFE4080-321. Some of 
the features of this model are: 
• Peak wavelength: 850 nm @ Ibias = 12 mA. 
• 25 Ω impedance. This value is quite high as compared with other laser 
types. This simplifies the matching between laser and drive circuit. 
• Rise and fall times in the order of 100 ps. 
• Low beam divergence, ~15º. This improves the coupling with optical 
fiber. 
• High dynamic range, up to 100-200 mA for low duty cycle pulses. 
 
Even though these devices are widely available, MAGIC has been the first 
Project which used them for analog transmission.  Further details can be found 
in Paneque Thesis. 
In MAGIC II camera a different approach has been taken. Instead of a 
transimpedance amplifier based on discrete components, a Monolithic 
Microwave Integrated Circuit (MMIC) gain block has been used. The output 
current of the PMT is converted into voltage pulses at the input of the pre-
amplifier stage. The chosen model (a SiGe Sirenza SGA-5586Z) performs an 
excellent 50 Ω input and output impedance and a very low noise figure of 3 dB. 
The bias circuit has been designed to present a bandwidth from 100 kHz to 800 
MHz with 1 db flatness. The gain and the dynamic range fit the requirements 
imposed by the PMT output and the VCSEL: 1 photon incidence on the PMT 
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means ~160 mV pulse amplitude at the input of the amplifier, which is amplified 
25.5 dB to be resolvable over the VCSEL’s noise. The dynamic range of 60 dB 
adapts to the input voltage range of the VCSEL. 
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Figure 2.6 MAGIC II preamplifier simulation. (a) Response to an input pulse. (b) [S] parameters 
in the frequency domain. 
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5.  READOUT SYSTEM 
5.1. MAGIC I 
MAGIC I Telescope readout has recently been updated. The former system, 
operating from 2003 to 2007 is first described, and later a few outlines of the new 
multiplexed system will be given. 
In the receiver boards, optical reception is performed by GaAs PIN 
photodiodes (MITEL 1A446), with the following characteristics: 
 
 
Table 1.1 Characteristics of the MITEL 1A446 PIN photodiode. 
 
These devices perform a very low input capacitance when reverse biased. The 
1 GHz bandwidth makes them suitable for the optical-electrical conversion. The 
signal is amplified by a high frequency transimpedance amplifier. 
As will be explained later, the digitizing of the signal is done by a 8 bits, 300 
MHz FADC. This implies that the sampling rate of the AD converter is 3.3 ns. 
The fastest detected pulses are in that range, so the signal must not be directly 
sampled because there is a probability that the pulses are not detected by the 
system. In order to avoid this, the pulse is stretched to 6 ns, assuring that there is, 
at least, one sampling point for the fastest pulses. As the sampling rate follows a 
uniform distribution, for periods of 3.3 ns the obtained resolution is better than 1 
ns (3.3/√12).  
In order to increase the resolution of the data acquisition, the pulse is divided 
by a splitter into two different branches. In the so-called high gain branch, the 
signal is amplified by a factor of 10. In the low gain branch, the signal is not 
amplified but delayed 50 ns. If the high gain branch signal exceeds a given 
threshold (set by the control software), an ultra fast GaAs diode commutes 
between branches, being both of them digitized by the FADC. This procedure 
increases the overall signal resolution. 
PEAK 
WAVELENGTH 
(nm) 
SPECTRAL 
SENSITIVITY 
(A/W) 
CAPACITANCE 
@ 3.3-5V (pF) 
RISE TIME 
(ns) 
FALL TIME 
(ns) 
BANDWIDTH 
(GHz) 
850 0.45 1 0.4 0.2 1 
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The FADCs are distributed in 19 crates, each of them contains 4 base boards 
of 8 FADCs. This gives a total of 608 channels. The FADC bandwidth is 500 
MHz, although in MAGIC they operated at 300 MHz with 8 bit resolution [15]. 
Since February 2007 the DAQ of MAGIC I was updated with the new 10 bit, 2 
GS/s multiplexed FADC [16]. The goal of this DAC is to fulfil the duty cycle of 
the converter with several multiplexed channels. This way, for a trigger 
frequency of ~1 kHz and pulses not longer than a few ns, it is possible to read 16 
channels consecutively for every trigger event. The channels are adequately 
delayed by optical fibers. 
 
High Gain
Branch
Low Gain
Branch
GaAs
Commuter
Low Gain
Branch Delay
 
 
Figure 2.7 High and Low Gain Branches in the receiver board. 
 
The signal is splitted to feed both the trigger logic and the FADC. The ultra-
fast multiplexers assign one time slot to each channel, reserving some time 
between slots for the switching noise of the multiplexer not to affect the signal. 
Mux-FADC bandwidth is 700 MHz, which produces an improvement in the 
pulse resolution, from 6.3 ns FWHM in former FADC to 3.2 ns in multiplexed 
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ones. In these new models no stretcher is needed, so the integration time for a 
pulse is lower and the resulting noise decreases in a 40 %. 
5.2. MAGIC II 
An analog sampler based on CMOS technology has been developed for the 
readout of MAGIC II. The name is DOMINO Ring Sampler (DRS), due to the 
analogy of the system with the ancient tile game [17]. 
The analog part of the sampler consists in an internal ring buffer of 1024 cells. 
These cells (basically capacitors for charge storage) are sequentially activated by 
a 2 GHz frequency, < 200 ps jitter clock signal called ‘Domino Wave’. The 
sampling window is then 500 ps. The stored charge is digitized by an external 
high resolution ADC (12 bits) which operates at 40 MHz frequency.  
This analog sampler is contained in a mezzanine board called CRAB 
(Capacitor Ring Analog Board). A PULSAR board (18 in total) hosts 4 CRAB 
boards to integrate up to 80 channels of acquisition and several more for trigger 
and monitor purposes. In the PULSAR board three FPGA are responsible of the 
data management.  
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6.  TRIGGER 
6.1. Standard trigger 
There are three trigger levels in the MAGIC Telescope [18]. The first level (level 
L0T) consists in a discriminator. The second level (L1T) relates the fast 
coincidences in the firing of several next neighbour pixels. The third level (L2T), 
the most complex, identifies known patterns in the images of the camera. Only 
the inner part (not all the pixels) of the camera contributes to the L1T and L2T 
trigger. 
I. Level 0 Trigger (L0T) 
This trigger level is implemented in every pixel of the camera, at the receiver 
stage. The signal is splitted and introduced both in the data acquisition and in 
the trigger logic, where is discriminated with a threshold set by control software. 
The pulse is then stretched to 6 ns PWHM. 
For the control of this trigger level it is necessary the use of digital-analogic 
converters (DACs), because the software produces digital levels. For every 
discriminator there is an 8 bits resolution DAC. The control software fixes the 
number of counts that determine the threshold. The DAC converts these counts 
to a DC signal which is compared with the pulse from the camera preamplifier. 
The DAC makes 9 counts for every mV DC. The threshold is typically set in 
36 DAC counts, so the L0T triggers for pulses bigger than 4 mV. 
II. Level 1 Trigger (L1T) 
For the trigger logic, the inner pixels of the camera are distributed in 19 
overlapped hexagonal cells. Each cell includes 36 PMTs, as shown in Figure 2.8 a. 
This trigger level detects the fast coincidences (2–5 ns) of n next neighbour 
pixels (usually n=4). These n pixels must be close packed, i.e. a pixel contributes 
to the trigger only if at least two next neighbours are fired. This way a first 
discrimination between muon and gamma shower can be done. The typical rate 
of this trigger level is ~2 kHz. 
The hardware for this logic is implemented in each of the 19 macrocells, and 
operates with L0T discriminator pulses.  
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 (a) (b) 
Figure 2.8 (a) Pixel distribution in macrocells for the trigger logic. (b) Tree configuration of the 
SMART modules of L2T. 
 
III. Level 2 Trigger (L2T) 
In this level, images in the trigger region of the camera image are compared with 
several look-up-tables (LUT) to identify patterns. The hardware implementation 
consists in programmable SMART modules. Every module has 36 inputs and 6 
outputs, and internal LUTs of 4096 bytes. The inputs are compared with the 
contents of the LUTs and the result is codified in 6 bits words at the output of the 
module. 
There are 24 SMART modules in a tree configuration. The first stage has 19 
modules, one for each macrocell of the camera. In the second stage 4 modules are 
used, and 1 in the third (see Figure 2.8b) 
The maximum rate the FADC can stand without losing information is 1 
kHz, so a prescaler must be used to reduce the trigger rate by means of a counter 
(0-65535). There is a second prescaler able to admit trigger rates up to 1 MHz, 
communicated with the FADCs with an independent line. Typical rates of L2T 
are around 200 Hz. 
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6.2. Sum trigger 
A new trigger design was installed in MAGIC I in 2007-2008. This new system, 
called Sum Trigger, lowers the energy threshold of the Telescope to 25 GeV [19]. 
Instead of analyzing patterns, the Sum Trigger divides the camera in sectors 
and adds the signal of all the PMTs of the sector. This way, a shower incidence 
would produce an increase in the signal over the noise. 
The main problem of this method comes from the intrinsic noise of the PMTs. 
For values in excess of 6 photoelectrons, the rate of afterpulses is much higher 
than the rate of Čerenkov light or NSB. Because of this, most of the trigger events 
are due to accidentals. 
This effect can be reduced if any PMT signal higher than certain value is 
clipped. This reduces the total signal for a sector and increases sensitivity. It was 
proved by simulations that the optimum value to do the clipping was 6.2 
photoelectrons.  
For the chosen integration window (2.6 ns), the pileup due to NSB is 
minimum and will not produce the clipping of the signal. The trigger region is 
divided into 24 overlapping cells of 18 pixels each, conforming a donut-like zone 
in the center of the camera optimized for low energy sensitivity (10-20 GeV). The 
SumTrigger threshold is set to 27 phe, corresponding to 7-9 standard deviations 
of the NSB noise. 
The Sum Trigger has been used in the observation during 2008, resulting in 
the detection of pulsed gamma ray emission from Crab above 25 GeV and 
providing 9 times more effective collection area at that energy than the standard 
trigger. 
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7.  ANALYSIS 
The basic observation conditions of the Telescope included in the analysis 
procedures are [7]: 
 
• Observation mode: in on-off mode, data is first taken pointing directly to 
the source (on data). Later, background data is taken pointing to an 
‘empty’ region of the space with similar characteristics (off data). These off-
data is used to suppress the background from the source.  
In wobble mode, the Telescope points close to the source within a small 
angle (∆β). There are two wobble positions (+∆β and –∆β) and every 20 
minutes the position is exchanged. A careful selection of ∆β along the 
horizontal axis or the camera produces an anti-position for each wobble 
position. This provides a good background estimation. 
 
• Pedestal: special data runs are taken to estimate the pedestal of the 
camera every hour. During data taking, pedestals are taken with 5 Hz 
frequency. This provides information about stars present in the field of 
view and about the camera position.   
 
• Trigger conditions: the trigger settings include factors as thresholds for 
the pixels in L0T, number of next neighbours in L1T, coincidence gate for 
fired pixels or the suppression of pixels triggered by light from stars on 
the field of view. 
 
The analysis mainly depends on the pointing direction of the Telescope, the 
position of the source in the camera, the pedestal fluctuation and the 
configuration of the PMTs (thresholds, high voltages…). These dependences will 
determine the cuts in the data for source/background and gamma/hadron 
separation, or the effective collection area. 
The most common separation technique in MAGIC is the ‘Random Forest’, in 
which decision trees are used. Using Monte Carlo simulations, every event is 
given a hadroness coefficient, which expresses the probability of being a hadron 
or a gamma shower. With cuts in this parameter it is possible to perform the 
background suppression. 
In order to obtain the absolute flux from a source, several tasks must be done. 
A simplified list of them is: 
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1. Tasks related with pixels: 
• Remove noise and pedestal: calculation of the mean, fluctuations and 
errors of the pedestal and electronic noise.  
• Determine the conversion factor (relates the charge on the FADCs with 
the actual number of photons incident on the camera). 
• Determine the relative arrival time of the photon bunch. 
 
2. Tasks related with events: 
• Determine the position of the source and the orientation of the starfield in 
the camera. 
• Obtain the absolute time from the GPS. 
• Check if the event produced a trigger. 
• Clean the image (remove from analysis pixels not included in the shower 
image) 
• Calculate image parameters and errors. 
• Estimate the energy of the shower 
 
3. Final calculations: 
• For photons: draw, as a function of time (in the region of the signal): 
o Number of events. 
o Number of background events. 
o Number of signal events and the error. 
o Significance. 
o Signal / background ratio and corresponding error. 
• For hadrons: 
o Draw the lightcurve. 
o Draw the energy distribution. 
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8. THE CENTRAL PIXEL 
8.1. Motivation 
The main purpose of the Central Pixel is to analyze the slow variation of the 
optical flux of different types of sources [20]. The simultaneous observation in 
the optical and γ-ray regimes can provide real-time ephemeris for periodicity 
search in γ-rays. 
This task is performed by a dedicated PMT, placed in the very centre of the 
camera. When on-axis observation, the light of the source is reflected into this 
position, and the slow variations of the intensity are transmitted to a dedicated 
DAQ system and to the standard MAGIC DAQ. 
 
 
 
Figure 2.9 Block diagram of the Central Pixel System. 
 
The MAGIC Telescope has been designed specifically to maximize the 
sensitivity to cosmic γ-rays between 50 GeV and several TeV. The 234 m2 mirror 
and the camera have been optimized for these observations. That means that the 
position of the camera has been shifted ~3 cm from the focus, to observe the 
maxima of the atmospheric showers, at 10 km above the telescope. Because of 
this defocusing respect to infinity and the misaligning of the mirrors (the so-
called Point Spread Function or PSF, ~0.05º when focusing the mirror to infinity), 
not all the light coming from a punctual source is collected by the Central Pixel. 
The light of the night sky background, however, is isotropically distributed, so is 
not affected by the defocusing and contributes to decrease the signal to noise 
ratio of the source and the necessary time of observation. 
The 934 mirrors of the parabolic reflector are adapted in radius according to 
their position, and are equipped with mechanical actuators to improve the 
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focusing on the shower maxima. Due to cost reasons, their reflectivity is not as 
high as in optical telescopes.  
All these factors result in a decrease of the signal to noise ratio, and thus in 
the importance of a low-noise electro-optical system. 
Most of the objects to be observed with the Central Pixel emit at frequencies 
between 1 Hz (Blazars) and 1 kHz (pulsars and Gamma Ray Bursts). The 
characteristic emission frequency of the Crab Pulsar is ~30 Hz. These values fix 
the 3 dB bandwidth of the readout system of the Central Pixel (1 Hz – 1 kHz). 
The slow variation of the PMT anode current must be integrated, and the 
resulting value transmitted through an electro-optical transceiver to the data 
acquisition system.  
8.2. The Photodetector 
The photodetector used in the Central Pixel is a standard MAGIC inner pixel (ET 
9116) described in Section 4.1. Besides the logical camera integration simplicities, 
this device presents a feature that makes it ideal for the optical observation of the 
Crab Pulsar: having only 6 dynodes and thus a gain of only 20.000 for a 1100 V 
polarization, it is very robust against high levels of night sky background. As 
will be shown in Section 8.6, it was possible to measure the Crab light curve even 
in moon-observation conditions. 
 
CENTRAL PIXEL
           
 
 (a) (b) 
Figure 2.10 (a) Front view of the camera. (b) Backplane of the camera and structural description 
of the PMT assembly. 
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The PMT is inserted into the camera plate or motherboard. This board hosts 
all the Telescope pixels; a hole was left empty in order to integrate the central 
one. A special screwed tube fixes the PMT into the hole, allowing the access for 
replacement from the back part of the camera (the rest of the pixels must be 
accessed from the front part, which is a far more complex operation). A 
removable connector for the PMT base contains all the power and signal cables. 
8.3. The Electro-Optical System 
The structure of the data transmission chain of the Central Pixel is basically the 
same used for the standard camera pixel. This implies a huge simplification in 
the design, installation and compatibility with the existing hardware and data 
acquisition of the Telescope. The communication between the camera and the 
Counting House maintains the original design with a 170 m long optical fibers 
(step index multimode, 50/125 µm core/cladding).  
Some changes with respect to the standard pixels have been done, in order to 
fulfil the requirements for the optical observation of the Crab lightcurve: 
 
• The bandwidth of the system must be reduced. The original 230 MHz go 
far beyond the needs for the observation of signals in the order of Hz and 
introduces a lot of unnecessary noise. 
• The gain must be stable within a strict range. 
• Low noise amplifiers must be used. Increasing the S/N ratio of the signal 
the observation time can be noticeably reduced. 
• DC signal must be filtered. This way the night sky background is 
removed from the data and only the signal from the Crab is digitized. 
 
Figure 2.11 shows the final schematic of the Central Pixel Transceiver. The 
signal of the ET9116A photomultiplier is driven into a standard MAGIC 
preamplifier. The integration time constant of the pre-amp has been adapted to 
low frequency operation (0.15 ms, 1.06 kHz) by replacing the feedback capacitor. 
This value sets the transceiver high frequency cutoff. 
As no high frequency transmission is needed, it is desirable to replace the 
standard pixel VCSEL by a LED as electro-optical converter. This way the noise 
is reduced, and the stability of the system with variations of the temperature is 
increased. A large dynamic range LED (Honeywell HFE 4050-014) was chosen to 
drive the optical fiber. Figure 2.12a shows the measured I-V curve of the diode, 
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and the equivalent model used for simulation. The operation point of the diode 
was set to 40 mA in order to permanently work in the linear region and 
maximize the dynamic range.  
 
150k
51
Transmitter
100k
1n
VCC
PMT
10
100n
100
LF411
3
2
7
4
6
1
5
+
-
V+
V-
OUT
B1
B2
10
0
0
VCC
0
100n
R22
1k0
0
Transmitter
10u
0
Rf il
100k
Amplif for PLC
Vcc
-Vcc
0
V5
12
R15
100k
U14
OPA177/BB
3
2
7
4
6
8
1+
-
V
+
V
-
OUT
T2
T1
0
R16
100k
PMT Preamp
R11
1k
-Vcc
R6
220
U13
OPA177/BB
3
2
7
4
6
8
1+
-
V+
V-
OUT
T2
T1
C5
1n
V3
12
0
R1
100k
0
Vcc
C1
1n
R10 33k
C2
10u
0
C6
1n
PLC
0
R20 33k
-Vcc
U15 OPA177/BB
3
2
7
4
6
8
1+
-
V+
V-
OUT
T2
T1
R18 1Meg
0
0
C4
1n
HFE4050
Vcc
Cf il
100u
0
-Vcc
R4
1Meg
0
0
R2
50
Vcc
R5 1k
0
-Vcc
U12
OPA177/BB
3
2
7
4
6
8
1+
-
V
+
V
-
OUT
T2
T1
C7
1n
0
Vcc
0
R19
1k
Vcc
C3
1n
 
 
 (a) (b) 
 
0
0
R1bas-
7.5k
R7
10
R1bas+
7.5k
FADC Out
OPA177/BB
3
2
7
4
6
8
1+
-
V
+
V
-
OUT
T2
T1
C1
470uF
-Vcc
0
R13 50
Pot1
R4
1k
Raf 82
Rout2
270
+Vcc
R12
50
Rl2
1.5k
Rcg
49
+Vcc
R1
47
0
Rbg 47
Rfil1
100-5.2V Cfil2
100n
+Vcc
0
Rdf2.2kRcf 200
0
R2bas+
330
R9
100
Rl1
1.5k
PC-ADC Out
-Vcc
HFD3038
0
R3
560
+Vcc
FADC Baseline
Rout1
100
OPA177/BB
3
2
7
4
6
8
1+
-
V
+
V
-
OUT
T2
T1
-Vcc
Cfil1
100n
AD8138
3a
9
99
50
71b
71
11
0
NonInvInput
InvInput V
+
V
-
Out+
Out-V
oc
m
R8
1k
R4A
1k
R5
5600
OPA177/BB
3
2
7
4
6
8
1+
-
V
+
V
-
OUT
T2
T1
R6
22
0
Rbf 82
-Vcc
0
+Vcc
Rag 47
PC-ADC Baseline
+Vcc
Rdg
49
FADC Out
R2bas-
4.7k
-Vcc
0
Pot2
OPA177/BB
3
2
7
4
6
8
1+
-
V
+
V
-
OUT
T2
T1
+Vcc
-Vcc -Vcc
 
 
 (c) 
 
Figure 2.11 Schematic of the Central Pixel Trainsceiver. (a) Modified PMT preamplifier. (b) 
Transmitter, inside the camera. (c). Receiver, in the Counting House. 
 
The LED is driven by a two-stages amplifier. An ultra-low drift, ultra-low 
offset op-amp (Burr-Brown OPA277) is used in order to minimize the effects of 
the camera temperature on the system gain. The camera temperature in normal 
operation conditions is stable within 35-40 ºC; the gain fluctuations for this range 
are lower than 2%. The input voltage noise density of the amplifier is 8 nV/√Hz. 
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A high pass filter at the input sets the 3 dB cut-off at 0.8 Hz, enough to 
observe the Crab light variations but reject the DC of the NSB. 
An analog input of the commercial Programmable Logic Controller (PLC) 
(type Modicon TSX Micro) is used to transmit the DC level of the PMT to the 
Central Control. This way the NSB and the correct operation of the system can be 
monitored. If the DC current at the PMT anode is too high the Central Pixel 
supply can be disconnected and this way avoid system damages. 
Figure 2.11c shows the schematic of the receiver, placed in the Counting 
House. A PIN photodiode with preamplifier (Honeywell HFD 3038-002) 
produces the opto-electrical conversion. Figure 2.12b shows the dynamic range 
of the photodiode as a function of the voltage applied to the transmitter LED. 
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 (a) (b) 
Figure 2.12 (a) I-V characteristics of the Honeywell HFE-4050 LED. (b) Dynamic range of the 
Honeywell HFD-3038-002 PIN photodiode 
 
As will be explained in next Section, two types of data acquisition are used. 
The dynamic range and the baseline of the input signal and different for each of 
them, so two different stages of amplification and offset control are used. The 
first one feeds the PC-ADC data acquisition and the second one the modified 
MAGIC FADC. The FADC input is differential, so an AD8138 differential 
amplifier is used to convert the signal into a balanced one. 
The same op-amps of the transmitter are used in the receivers (Burr-Brown 
OPA277), so the ultra-low drift ensures gain fluctuations lower than 3% of the 
nominal value for a temperature variation between 25 and 30 ºC. 
Figure 2.13 shows the bandwidth of the transceiver (excluding the modified 
MAGIC preamplifier). The low frequency cut-off is determined by the input low 
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pass filter of the receiver in 0.8 Hz, and the high frequency one by the output 
high pass filter.  
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Figure 2.13 Dynamic range and bandwidth of the Central Pixel Transceiver. 
 
8.4. The Power Supply 
The Central Pixel Power Supply is designed to operate independently from the 
rest of the Camera electronics. A special board, which includes high voltage for 
the PMT (-1100 V, -360 V, -175 V) and low voltage for the transceiver (12 V, -12 
V, -5.2 V) was developed. Figure 2.14 shows the schematic and a picture of the 
board and the cabinet in which it was installed. 
A 220 V line available at the telescope camera feeds the board. A transformer, 
rectifiers, filters and regulators provide the DC level to the transceiver 
electronics. A high voltage power supply (Matsusada TA-1.5N) provides the 
high voltage to the PMT cathode, and an Iseg HV module (APn 02 105 5) sets the 
active load for the last dynodes (see Figure 2.15a). 
The whole Central Pixel Power Supply is fixed in a water-tight cabinet 
attached to the Telescope Camera. The total weigh is lower than 2 kg and does 
not affect the telescope performance or weight balance. 
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 (a) 
 
 (b) (c) 
Figure 2.14 Central Pixel Power Supply. (a) Schematic. (b) Board. (c) Location in the camera. 
 
 
Figure 2.15 PMT base schematics. 
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8.5. The DAQ System and Operation Modes 
Two different DAQ modes are implemented: 
I. Dedicated PC 
The first stage of the receiver is directly fed into a dedicated PC running under 
Linux by means of a wide SCSI cable. A software controlled ADC card (National 
Instruments PCI-6034E) samples continuously the data with 16-bits resolution. 
The acquisition rate can be set within a range between 1 and 20 kHz. The actual 
operating rate, described in Figure 2.16, makes use of the MAGIC Timing 
System: a Rubidium Clock, synchronized with a GPS, generates a 5 MHz 
sinusoidal signal. This signal is fed into the ‘sub-second module’ (used to 
improve the time resolution of the data up to microseconds), where it is 
converted to TTL logic and driven into an internal frequency divider. The 
resulting 20 kHz square signal is used by the PC-ADC card as sampling 
frequency. 
It is necessary to correlate data from different observations. For that, an 
absolute time is set by the Network Time Protocol (NTP) of the PC with 
millisecond precision. To improve this precision, a pulse from the Rubidium 
Clock (1 Hz, 20 µs wide) is used. As the ADC sampling rate is too low to resolve 
these pulses, a JK flip-flop inside the receiver module is used to generate a 0.5 Hz 
clock signal that is stored together with the data and the NTP absolute time. 
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Figure 2.16 Block diagram of the Central Pixel dedicated PC acquisition. 
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The data stored in the PC is used by the experts to monitor the correct 
performance of the Central Pixel.  
II. MAGIC FADC 
Another readout system is also implemented. The differential output of the 
second stage of the receiver is driven into a standard MAGIC FADC module. 
This module, originally designed to record extremely fast Čerenkov pulses, has 
been modified by the MPI group to work with signals below 10 kHz. The FADC 
starts acquisition, as the rest of the FADCs in the telescope, when a trigger event 
is produced. The rate of events is 200 Hz on average in normal observation, and 
up to 1 kHz with the recently installed Sum Trigger. 
The sensitivity of this method is lower than the PC-ADC one. While the 
dedicated PC samples with 20 kHz rate, the FADC has a variable sampling 
frequency that depends on the observation rate. But when data is scaled to 
observation duty cycle, the sensitivity of both systems is comparable. 
The main advantage of the FADC DAQ is the total integration in the standard 
MAGIC readout. This way the Central Pixel data is available for analyzers with 
the same time-stamp than the Čerenkov events, and can lead to detect possible 
coincidences in gamma-optical emission. 
8.6. Results: Crab Observations 
As the Crab optical pulses are embedded in noise, it is not possible direct 
inspection of the signal. The absolute time is transformed into an inertial 
reference frame, for which the Solar Barycente System (SBS) is used. The signal is 
folded for frequencies around the expected Crab rotational period (obtained 
from the Jodrell Bank Observatory radio ephemeris), obtaining a set of 
phaseograms. These phaseograms are tested against a uniform distribution with 
several statistic tests to determine the exact Crab period. Then the lightcurve is 
produced for that frequency. 
At the end of 2005 all the system, including modified FADC and absolute 
time stamp was already installed. From December 2005 to February 2006, 2 
months data were taken and analyzed. Figure 2.17c shows the lightcurve 
obtained from 20 h observation with the FADC, and Figure 2.17d shows the 
lightcurve for 40 min observation with dedicated PC (phase is chosen to be 0 at 
the maximum intensity of the lightcurve measured for the radio band). The 
significance of 40 min of data recorded by PC is better than 20 h of FADC data, 
but when scaled to de acquisition duty cycle the sensitivity is comparable. 
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As obtained by calculations [20], 20 seconds of observation should be enough 
to obtain a 5σ peak in the lightcurve. This can be seen in Figure 2.17, where the 
lightcurve has been obtained for 24 seconds normal observation (a) and 30 
seconds of moderate cloud coverage and moonlight illumination (b). 
Although Crab optical observation has already been reported [21], MAGIC 
approach presents several advantages. The Central Pixel can be used to measure 
fast optical variations with excellent time precision, not only for the Crab Pulsar 
but for flaring Active Galaxy Nuclei (AGNs) (Mrk 421, 501…) and X-ray binary 
systems (AE Aquarii). 
Moreover, inverting the procedure, the Crab rotational period can be used to 
periodically test the precision of MAGIC Telescope timing system. 
 
 
 (a) (c) 
     
 
 (b) (d) 
Figure 2.17 Light curve of the Crab: (a) Dedicated PC, 20 s. observation. (b) Dedicated PC, 30 s. 
observation with moderate cloud coverage and moonlight. (c) Dedicated PC, 40 min. 
observation. (d) FADC, 20 h. observation. 
 
One fundamental question about pulsars concerns the mechanism of their 
pulsed electromagnetic emission. The MAGIC collaboration observed the Crab 
pulsar between October 2007 and February 2008, obtaining 22.3 hours of good-
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quality data, and detected pulsed emission above 25 GeV. By optimizing the 
electronic trigger, the threshold of the telescope was reduced to 25 giga–electron 
volts. In this configuration, pulsed γ-rays from the Crab pulsar were detected 
and compared with optical measurements made with the central pixel, as well as 
with independent measurements made by Energetic Gamma Ray Experiment 
Telescope (EGRET), an instrument installed in a NASA satellite with a 
measuring range between 20 MeV and 30 GeV. Figure 2.18 shows the results 
[22]. 
 
 
Figure 2.18 Crab measurements at different wavelengths. The measurements in the optical 
energy band were made with the central pixel. 
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9. CONTROL AND OPERATION OF THE TELESCOPE 
9.1. Organization of the shifts   
The data taking at La Palma is organized on shifts. Each shift lasts for 3.5 weeks 
centered around the new moon nights of each month. The shift crew consists of 
two operators, a shift leader and a deputy shift leader, who must stay on site for 
the whole shift. The shift leader is an experienced person with the responsibility 
of training the operators and the deputy shift leader on the telescope subsystems. 
More details on the exact duties of these positions are explained in the Safety 
Rules document of the collaboration [23]. The internal safety regulation policies 
establish that shifters and operators must sign a declaration of agreement with 
the Safety Regulations.  
Interaction with the authors of the operation manuals or the persons 
appointed as responsibles of the corresponding subsystem is addressed through 
a dedicated magic_online distribution list. About half a week is left free of 
observations around the full moon nights. This half a week is generally used for 
telescope maintenance, and any technical operation is preferably fit into this 
week.  
The operators find what astronomical objects they must observe every night 
in the source schedule. These objects are defined well in advance to the shift by 
the ‘Time Allocation Committee (TAC)’, also called Physics Programme 
Committee.  
9.2. Telescope operation 
MAGIC telescope subsystems are detailed in two manuals: the Datataking 
Operations Manual (DOM) [24] and the whole Technical Operations Manual 
(TOM) [25]. The Central Control (CC) software is called Superarehucas and it is 
written in Labview. Superarehucas enables the operation of all the control 
subsystems in the MAGIC telescopes. All the functionalities in these subsystems 
(DAQ, Drive, Camera, Calibration, Trigger...) needed to take data are 
coordinated by this software. Operators do not usually work with most of the 
program interfaces running in the subsystem computers, which are reserved for 
debugging purposes, special functions or emergency operation. 
The recommended time to start working on the night shift is two hours 
before astronomical sunset, which takes place one hour after the sun or the moon 
goes down over the horizon; the high voltage for the PMTs is switched on in 
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advance enough (two hours) for the voltage levels to be stabilized when the data 
taking starts. Low voltage electronics is switched on one hour before data taking. 
Observation is only possible if the following conditions are fulfilled: 
 
• Wind speed < 40 km/h 
• Humidity < 90%  
• Average PMT current < 7 µA (mainly moon observations) 
• Individual PMT current < 20 µA 
• Zenith angle > 1.5º 
 
The first two limits are monitored by the ‘Sentinel’ of the camera control. The 
camera lids close by themselves if the limits are surpassed. The telescope 
operation for data taking has a startup sequence in which the protocols establish 
a verification of the weather, a verification of the subsystems and a warming up 
period of more than one hour.  
The default way of datataking is the wobble mode, already defined in Section 
7. In this operating mode the telescope is pointed to a fixed sky position, which is 
usually 0.4º away from the source position. There are commonly two wobble 
positions for each source with fixed Right Ascension (RA) and Declination (Dec) 
chosen in such a way that the source position is between them. During the 
observation the wobble positions should be exchanged frequently enough so that 
very similar observation conditions (weather as well as zenith angle) for both 
positions can be achieved. In the second operation mode (ON-OFF), the 
measurements are made by periodically pointing and mispointing the telescope 
from the source under observation.  
9.3. Participation on the shifts 
During the period of this thesis the author participated in a technical shift in 
September of 2004 by working on the installation of the MAGIC I central pixel. 
In addition, he made three shifts as operator: P33 (September 2005), P46 
(September 2006) and P59 (October 2007). Table 2.1 shows a summary of the 
sources measured during these periods. Even though the data is mostly taken 
during dark night, another other possibility exists: if the moon is in the sky but it 
is not very bright, the so called ‘Moon Data’ is taken. The source must be then as 
far in the sky from the moon as possible. This data is of worse quality (the 
background light is obviously higher).  
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As it can be seen, each shift provides information on typically between 10 to 
15 sources. Among them it is worth to mention the following ones: 
 
• Crab [23], [26]. The Crab Nebula (catalogue designations M1, NGC 1952, 
Taurus A) is a supernova remnant and pulsar wind nebula in the 
constellation of Taurus. The nebula corresponds to a bright supernova 
recorded by Chinese and Arab astronomers in 1054. At the center of the 
nebula lies the Crab Pulsar, a rotating neutron star, which emits pulses of 
radiation from gamma rays to radio waves with a spin rate of 30.2 Hz. At 
X-ray and gamma-ray energies above 30 KeV, the Crab is generally the 
strongest persistent source in the sky, and therefore it is generally used as 
a reference for different telescope calibration procedures. 
• 1ES 1959+650  [27], [28]. This object is a blazar. Blazars are a class of AGN 
with collimated plasma outflows (jets) directed along the line of sight. The 
jets give rise to a continuum emission extending from the radio to X-rays, 
sometimes even into the MeV and GeV/TeV energy range. The 1ES 
1959+650 is one of the blazars detected so far in the GeV/TeV energy 
range with ground based Cherenkov telescopes. 
• 1ES 2344+514 [29]. This source is another blazar. It was observed for 32 hr 
in total, distributed over 27 days between 2005 August and the first days 
of 2006 January. 
• BL Lac [30], [31]. BL Lacertae objects (BL Lac for short) exhibit no emission 
lines but have a strong continuum stretching from RF through X-ray 
frequencies. They can exhibit strong variability in the emissions. The 
name remains from an original mis-identification of the prototype of such 
galaxies as a variable star in our own galaxy that was named BL Lacertae.  
• Cassiopeia A [32]. This object is a prominent shell type supernova 
remnant and a bright source of synchrotron radiation observed at radio 
frequencies and in the X-ray band. The remnant results from the youngest 
known Galactic supernova, whose explosion took place around 1680. It 
was observed with the MAGIC telescope between July 2006 and January 
2007 for a total time of 47 hours. 
• Cygnus-X1 [33]. Cygnus X-1 was discovered as an X-ray source 30 years 
ago. It is a binary system with a black hole, and gamma ray emission was 
detected by MAGIC for a total observation time of 40 hours along 26 
nights, from June to November of 2006.  
• LSI +61 303 [34], [35]. LSI +61 303 object is identified as a Microquasar. 
Microquasars are X-ray binary systems with relativistic radio-emitting 
jets. Unlike their extragalactic relatives, the quasars, many of which have 
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been detected as TeV gamma-ray emitters, only one TeV microquasar had 
been discovered so far. This binary system is located at a distance of ∼2 
kpc and is composed of a compact object of unknown nature (neutron star 
or black hole) orbiting a Be star in a highly eccentric orbit. MAGIC has 
reported the discovery of very high energy (VHE, >100 GeV) gamma-ray 
emission from it. This high energy emission was found to be variable, and 
as such constitutes the first reported detection of variability at VHE 
gamma-rays in a microquasar. A first campaign was made between 
October 2005 and March 2006, with 54 hours of observation, which 
covered a total of 6 orbits. A second campaign of 112 hours was made 
between September and December of 2006.  
• MKN 501 [36], [37]. MKN 501 is an AGN. This source is particularly 
relevant because it has been used to report a possible evidence of the 
Theory of Quantum Gravity, which demands a revision of the Relativity 
Theory. Models of Quantum Gravity naturally contain quantum 
fluctuations of the gravitational vacuum, and lead to predictions of an 
energy-dependent velocity for electromagnetic waves. In other words, 
gammas of different energy produced simultaneously in an extragalactic 
object, arrive on Earth at different times due to their propagation through 
the gravitational vacuum. Gamma telescopes like MAGIC are suitable 
instruments to measure these effects. They provide sensitivity to large 
expected time delays between gammas in a wide range of energies. Also, 
any time delay effect must be studied over a wide range of redshifts, in 
order to disentangle any Quantum Gravity effect from source-dependent 
time delay emission effects. For this reason, a large number of sources at 
different redshifts and different characteristics must be detected and 
measured with precision. A low-energy threshold and high-sensitivity 
detector has clear advantages. MKN501 was measured during several 
shifts for a total observation time of 21 hours.   
• TeV J2032+42 [38]. This is an unidentified source. It was first detected by 
MAGIC during a campaign of 80 hours of observation between 2005 and 
2006. 
• GRBs [39], [40]. GRB are sudden, intense flashes of gamma-rays. They are 
detected at the rate of about once a day; and while they are on, they 
outshine every other gamma-ray source in the sky. GRBs seen in the 
gamma ray domain last between a fractions of a second and minutes; the 
X-ray emission typically runs on a scale of days, and the optical one even 
on a scale of weeks. Multiwavelength observations of GRBs have been 
made made possible by fast distribution of the information coming 
mainly from satellites, in real time. 
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Table 2.1 Sources observed during periods P33, P46 and P59. 
 
P33 Observation Time  [min]  
P46 Observation Time  [min]  
P59 Observation Time  [min] 
Source  No Moon  Moon  Source  No Moon  Moon  Source  No Moon  Moon 
1ES0120+34 594 6  1ES 0229+200 274 0   Mrk 501 51 7 
1ES2344+51 318 414    261      73 20 
AE-Aqr 1006 11  1ES 1959+650 33 50   1ES 1959+650  76 115 
BL Lac 152      87 36    66 122 
Crac 344    1ES 2344+514 20 18   Cyg X1 351   
GRBs 366 18    10 10    357   
HESS1834 378    3EG J2021+3716  79 110   BL Lac 372   
PSRB1957+20 315      162      367   
PSRJ0205+64  559 47  BL Lac 221 1   Tycho  368 457 
W44 253      226      365 456 
    Cas-A 19 372   M 42 61 126 
      6 403    22 142 
   Crab  169     Crab 373 13 
      173      360   
       749 25   ES 0158+003 73 5 
    Cyg-X1 602      681   
      582      719   
    GRB0609-17 18     RXS J044127.8 211 1 
    GRB0609-26   23    228   
    LSI +61  975 254   Crab-SUM  364   
      954 266   OffCrab14-SUM 102   
    Mkn501 47 32     
      52 37     
    PSR J0218  131       
    PSR B1951+32 566 2     
    TeV J2032+42 101 198     
      77 199     
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1. MAIN OBJECTIVES 
HE need for compact pulse generators able to provide clean pulses in the ns 
range emerged soon within the MAGIC collaboration. Nanosecond pulse 
generators are a valuable tool in the characterization of wide-band systems [1], 
[2]. The analog part of the MAGIC Telescope acquisition chain must process 
Čerenkov light pulses with widths ranging between one and four ns, and 
amplitudes ranging from tens of microvolts to four volts for a 50 Ω load. Each 
one of the 577 PMT-preamplifier-VCSEL blocks in the camera of the MAGIC I 
Telescope must transmit these pulses along more than 170 m of optical fiber to 
the receivers located in the control room, with an overall bandwidth of 400 MHz 
[3]. The camera of the MAGIC II Telescope includes more than one thousand of 
these blocks, and the analog bandwidth has been increased up to 1 GHz [4]. 
There are three essential tasks to fulfill: 
1) Design of evaluation devices for diagnostics of pixel electronics. 
A pulse generator with the characteristics of the PMT-preamplifier block is 
very helpful for pixel chain fault diagnostics, since it makes possible a fast and 
convenient discrimination between optical link and photodetector electronic 
failures. Therefore, it was necessary to design, fabricate and test different 
dedicated pulse generators with precise specifications for this purpose. 
2) Design of a testbench for photodetector testing.  
MAGIC specific needs demand stringent requirements to the photodetectors 
in terms of quantum efficiency in the blue and UV range, as well as noise, 
bandwidth and reliability. A proper characterization of possible candidates to 
become camera photodetectors (as the PMTs, HPDs and GAPDs tested in the 
frame of the MAGIC Telescope Project) requires a number of different tests, 
namely: 
a) Bandwidth and pulse shape integrity 
b) Afterpulsing 
c) Noise 
d) Single photoelectron response 
In all these tests it is necessary to excite the photodetector to be measured 
with ns pulses of blue / UV light. In principle, this can be accomplished by 
using two different sources: a) laser and b) LEDs.  
T 
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Figure 3.1 (a) Quantum efficiency of several photodetectors [5] [6] [7] [8]. (b) Relative 
spectrum of the atmospheric Cerenkov light [9]  
By the time of the MAGIC II fabrication a bulky laser pulser was available at 
the faculty of Physics of the UCM which was able to provide ultra-short (100 ps 
PWHM), large dynamic range and highly monochromatic (405 nm) light pulses, 
with no options to increase the pulse width up to the ns range. On the other 
hand, by this time the LED industry was evolving very rapidly and supplied 
inexpensive LED devices suitable for the generation of blue and UV light pulses 
in the ns range with good characteristics to simulate the light flashes produced 
by the atmospheric showers. Figure 3.1 shows the quantum efficiency of some of 
the photodetectors to be tested (a) and the relative intensity distribution of the 
atmospheric Cerenkov light (b).  The light pulses incident at the photodetectors 
use to be of very low intensity and are far frome being monochromatic. A LED 
pulser is able to provide stable weak signals signals of moderate 
monochromaticity which resemble with good fidelity the light flashes to be 
measured within the UV/ blue wavelenght range. 
3) Design of a testbench for optical transmission testing 
The nanosecond pulse generators presented in this thesis are also suitable for 
making diagnostics of the optical transmission links. In both MAGIC I and II 
telescopes, the optical links are able to transmit analog signals with a very high 
bandwidth and dynamic range, making the design of the pulsers to be used as 
testers very challenging.  
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Figure 3.2 shows the test points for the three applications mentioned above. 
The most critical issues to address in the design are the following ones: 
a) Pulse width. It must be of the order of 1 ns. 
b) Peak amplitude. In excess of 3.5 V. This is particularly critical in 
applications 2 and 3. Blue LEDs need a turn on voltage in excess of 3 V 
and at least 23 mA. VCSELs have a very high dynamic range, and provide 
an excelent linearity up to pulses with peak amplitudes of 4 V.  
c) Jitter. As low as possible, in order to avoid an overestimation of device 
under test jitter. In addition, a low jitter generator will be useful to detect 
possible faults in contacts or interconnections. 
d) Noise. It should low enough to be able to provide pulses with peak 
amplitudes of 100 µV without severe noise pollution. 
e) Impedance sensitivity. Another particularly critical issue for applications 
2 and 3, where the loads for the pulser (a LED and a VCSEL, respectively) 
exhibit significant impedance changes between the ON and OFF state. 
f) Matched to 50 Ω. This is also particularly critical for applications 2 and 3, 
where broadband matching is not possible without signal loss, and 
therefore severe risk of ringing exists. 
This Chapter is divided in Sections corresponding with the different topologies 
studied for the design of pulse generators. The basic component is the Schmitt 
Trigger inverter, which is used as initial stage in all the designs due to the fast 
rise and fall time of the generated flanks. Sections 2, 3, 4 and 5 are devoted to the 
study of different types of pulse width reduction. 
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Figure 3.2 Critical points where the ns pulse generators are applied for subsystem testing: 1) 
Combined with a blue light emitter, test of the complete camera transmission. Test of 
photodetectors in a laboratory testbench. 2) Test of the pixel chain electronics. 3) Test of the 
receiver electronics. 
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2. VARIABLE DUTY CYCLE PULSERS BASED ON SCHMITT 
TRIGGER INVERTERS 
The theoretical basis of the developed pulse generator lays on the well known 
hysteresis behaviour of the Schmitt Trigger inverter. As shown in Figure 2.3, the 
asymmetry in the feedback network makes possible the generation of pulses 
with tunable frequency and duty cycle.  
The generator works as follows: the input capacitor is initially discharged, so 
the logic at the input of the inverter is 0 and at the output is 1. At this point, the 
capacitor charges through R1 (the diode is in OFF mode). Once the voltage of 
the capacitor reaches VIH, the output turns to 0 and the capacitor discharges 
through the parallel of R1 and R2 (the diode is in ON mode). When the voltage 
of the capacitor reaches VIL, the output changes to 1. This process is repeated 
once and again while the inverter is biased. The frequency of the pulser can be 
controlled by means of the charge time constant (R1C), and the pulse width with 
the value of R2. 
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(a)                                                                       (b) 
Figure 3.3 (a) Hysteresis curve of the 74AC14 HEX inverter. (b) Asymmetric pulse generator. 
The time response of the system is of special relevance, that is, the rise and 
fall flanks of the pulse must be as sharp as possible. Among all the variety of 
Schmitt Triggers commercially available, one of the fastest belongs to the CMOS 
family (74AC14) [10]. This technology fits well to the present purposes, as the 
power consumption is minimized (the quiescent supply current of the device is 
very small, no more than a few µA), the edge transitions are approximately 
symmetrical and have a duration of less than 2 ns. 74ACT14 inverters were also 
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tested, but the flanks of the resulting pulse presented more ringing and were 
discarded. 
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(b) 
Figure 3.4 (a) Schematic of the asymmetric inverter with output buffer. R1=150 kΩ, R2= ¿10Ω?   
C=47pF, Rb=10Ω (b) Simulation. 
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3. SYMMETRIC INVERTER AND LOGICAL GLITCH 
A second design of a pulse generator was developed based on digital logic and 
the usually annoying gate delays and glitches. 
Again, the 74AC14 block is used, this time to produce a square signal that 
feeds the next stage of the design (the asymmetric feedback network is replaced 
by a single resistor, thus obtaining similar paths for the charge and discharge of 
the capacitor).  
Figure 3.5 shows the schematic of the pulse generator. The square wave is 
fed into a second inverter, and both signals (Q and Q ) into a 74AC08 AND gate 
[11]. The ‘AND’ function of a square wave and its inverted would be a logical 
zero, but as a certain delay exists in the propagation of the signal through the 
gates, a glitch will occur at the output of the AND gate as shown in Figure 3.5b. 
This produces an output pulse, with an ideal amplitude of VCC (logic gate bias), 
and a width that equals the delay of the inverter gate, typically 2-4 ns. The actual 
pulse is, nevertheless, determined by the rise and fall time of the inverter. Both 
of them are around 2 ns, so the output pulse will be slightly smaller than VCC. 
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(a)                                                                                                 (b) 
Figure 3.5 (a) Pulse generator based on logical glitches (schematic). (b) Simulation of the voltage 
on the capacitor, both inputs of the AND gate and the load. 
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4. PULSE GENERATOR WITH SHUNT STUB 
All the previous pulse generator designs have a clear bottleneck in the rise and 
fall time of the devices. The logic gates used have a typical rise time of ~2ns, so 
the minimum pulse width, if a pulse height of more than 3V is needed, will be 
therefore limited to these values. 
According to the type of gate (74AC00 or 74AC08) and the number of MMIC 
blocks used, the polarity of the output pulse is shown in Table 3.1. Although the 
most desirable configuration is a positive output, in some occasions it is 
interesting to have a negative one. Some examples are the simulation of the 
output of several photodetectors which provide negative output on working 
conditions [12] [13].  
 
Logic Gate # Num of phase 
inversions 
Output Pulse 
AND 0 or 2 Positive 
AND 1 Negative 
NAND + DC block 0 or 2 Negative 
NAND + DC block 1 Positive 
Table 3.1 Polarity of the pulses as a function of the logic gate and the number of amplifiers. 
 
In order to reduce the pulse width, time-domain reflectometry topologies 
were implemented. These topologies are based on the fact that if a short circuited 
stub is placed at the output of the generator, the reflected signal will interfere 
with the incident one and as a result an effective pulse width reduction is 
obtained [14]. Figures 3.6 and 3.7 show the design and simulation of a positive 
pulse generator based in this technique. Negative pulses due to the reflected 
signal can be cancelled by means of a Schottky diode.  
If the AND gate is replaced by a NAND one (74AC00), and a DC block 
capacitor is placed as shown in Figure 3.8, the polarity of the output pulse can be 
inverted. The resulting simulation is depicted in Figure 3.9. It must be pointed 
out that these simulations were made by assuming that a pure TEM coaxial line 
is used. It is however more practical to use planar transmission lines, which do 
not transmit pure TEM modes and therefore cannot be simulated as a coaxial 
cable. In the next section this issue is discussed in detail. 
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Figure 3.6 Schematic of the pulse generator with short-circuited stub and Schottky diode. As a 
74AC08 AND gate is used, the pulse polarity is positive. 
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Figure 3.7 Simulation of the pulse generator of Figure 3.6. 
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Figure 3.8 Schematic of the pulse generator with short-circuited stub and Schottky diode. As a 
74AC00 NAND gate is used, the pulse polarity is negative. 
 
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0
-2
0
2
4
6
 VC
 V74AC14
 V74AC00
 VSCHOTTKY
 VOUT
V 
(V
)
t (µs)
0 2 4 6 8 10 12 14 16 18 20
-2
0
2
V
 (V
)
t (ns)
 VSCHOTTKY
 VOUT
 
Figure 3.9 Simulation of the pulse generator of Figure 3.8. 
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5. SUB-NANOSECOND PULSE GENERATOR BASED ON SRD 
The rise and fall times of the previous models imposed a limitation in the 
generated pulse width. With the increased bandwidth of MAGIC II Telescope, 
newer models with faster specification were demanded. Concretely, for the 
testing of the new Receiver Boards performed at the IFAE, the optimum 
performance of the pulse generator set by the Engineers was 1.3 ns PWHM and 
amplitude in excess of 4V. Other features such as low noise and low jitter, as well 
as minimum ringing were also desirable. 
These specifications are not easy to meet. The availability of commercial key 
components imposes some constraints to the figures of merit that can be 
achieved without relevant difficulties. Integrated SMD pulse generators are 
commercially available and can easily supply 5 V pulses to 50 Ω loads, but the 
corresponding widths hardly go below 5 ns. 
A different approach was then taken. In Chapter 4 an extensive description of 
the complete pulse generator is done; the core and most important part of this 
device, though, is the SRD pulse generator which will be described in detail in 
this Section. 
5.1. The Step Recovery Diode 
Step Recovery Diodes (SRD) are P-I-N junction devices whose dynamic 
characteristics make them ideal to develop ultra-wideband RF devices such as 
frequency multipliers [15], sampling mixers [16], Phase Locked-Loops (PLL) [17], 
and pulse generators [18] [19] [20] [21] [22]. An excellent study of these devices 
and applications to pulse generators can be found in the doctoral thesis of M. J. 
Chudobiak [23].  
SRDs are fabricated with a quite narrow intrinsic region, and with very 
abrupt n and p doping distributions surrounding the intrinsic part. Figure 3.10 
shows the electric field distribution in the i region of the SRD during a transient 
from a forward bias to a reverse one [26]. When the junction is forward biased, 
there is a strong accumulation of carriers at the i layer. Since this layer is very 
narrow, all the charge injected by a forward bias is stored close to the junctions. 
If a constant charging current is applied, the charge continuity equation states: 
 τ= +( )
dQ Qi t
dt
   for   (Q>0)  (3.1) 
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Figure 3.10 Electric field distribution in a SRD during a transit from a forward bias (t1) to a 
reverse one (t4) [24]. 
Where i is the total instantaneous diode current, Q the charge stored at the 
junction and τ  the minority carrier lifetime of diode. Then, the injected charge is 
given by the expression: 
 ( )ττ −= − /1 FtF FQ I e  (3.2) 
Where QF is the stored charge from forward current, IF the forward charging 
current and tF the instantanous time at which QF is calculated. If tF is long 
compared to τ  then: 
 τ?F FQ I  (3.3) 
Table 3.2 shows the carrier lifetime of some state of the art SRDs.  
 
SRD model Carrier lifetime, τ (ns) 
ASI ASRD 800 Series 10 – 100 
AEROFLEX METELICS MMD Series 4 – 100 
MPulse MP Series 15 – 120 
Table 3.2 Typical carrier lifetime for several commercial SRDs. 
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When the switching to reverse bias starts, the carriers start to deplete from 
the i layer, and an electric field starts to grow from the junctions [25] [26]. As a 
result, a reverse current is induced. When the i layer is about to be depleted from 
carriers (this is called the ‘punch through’ situation), an abrupt increase of the 
electric field occurs. This field strongly reduces the time needed to obtain a full 
depletion. In terms of currents, one can therefore identify three successive states: 
1. The current initially corresponds to the one of a conventional forward 
biased diode. 
2. During the depletion a high reverse current exists until punch through 
occurs. The amount of injected and stored charge when forward-biased 
with finite recombination time, determines the impedance of the diode 
when reverse biased. If the charge is removed by a constant current, the 
time required will be: 
  
( )τ
τ
−⎛ ⎞−⎜ ⎟= +⎜ ⎟⎝ ⎠
/1
ln 1
Ft
FS
R
I et
I
 (3.4) 
And, in case of tF >> τ : 
  τ
⎛ ⎞+⎜ ⎟⎝ ⎠
? ln 1S F
R
t I
I
 (3.5) 
Furthermore, in many applications the reverse current is much higher 
than the direct one, so: 
  τ ?
S F
R
t I
I
 (3.6) 
3. A fast transition to the normal negligible reverse saturation current takes 
place when the depletion is finished.    
 
This behaviour of the current will clearly be seen in the next section, where 
the simulation of the prototype is described.  
 The simulation of the SRD dynamic characteristics has been the subject of 
intense research [27] [28]. The charge depletion after punch-through is so fast 
that its modeling poses severe numerical difficulties. However, we will show in 
the next section that a simplified model compatible with commercial CAD 
software provides a reasonable accuracy for ns range pulsers.     
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5.2. SRD pulser design 
Figure 3.11 shows the schematic of the proposed pulse generator. A low 
bandwidth pulser is applied to the series SRD. During the positive part of the 
pulse the diode is under forward bias, and the carriers are stored into the 
intrinsic region. The amount of stored charge, and thus the time-characteristics 
of the low and high state transitions of the diode, can be controlled by means of 
the time and amplitude of the forward bias.  
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Figure 3.11 Schematic of the SRD pulse generator. 
 
The low bandwidth pulser (tens of nanoseconds) is used to feed the pulse-
shortening circuit, consistent of a SRD, a shunt stub terminated in short-circuit 
and a Schottky diode. This generator is based on the Schmitt-Trigger inverter 
with asymmetric feedback described in Section 2.  
The charge and discharge of the input capacitor controls the input and output 
states of the inverter. When the capacitor is charged, the logic input is 1, and the 
output is 0. At this point, the capacitor discharges through the parallel of R1 and 
R2, as the diode is in ON mode.  
When the states are inverted, the capacitor charges through R2, so that the 
diode is in OFF mode. This way, both the repetition frequency and the pulse 
width of the low bandwidth pulser can be adjusted. A high value capacitor 
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filters the DC component of the signal, so that its duty cycle determines the high 
and low voltages applied to the pulse shortening circuit. An accurate adjustment 
is of special relevance, so the charge and discharge times of the SRD and the 
voltage levels have a direct influence on the stored charge and so in the output 
pulse shape. The repetition frequency was set to 20 KHz and the voltage levels to 
1 V and -2 V. 
The pulse-shortening stage works as follows (see Figure 3.12). While the SRD 
(dashed line) is forward biased, the current corresponding to that voltage 
charges the intrinsic region of the junction. When reverse bias is applied the 
diode starts to discharge. A shunt, short-circuited stub (dotted line) sinks all the 
current provided by the SRD. But at high frequency the electrical length of the 
stub is not negligible, and there is a delay in the signal propagation towards the 
short circuit. This delay makes the current in the load to be the difference 
between the one provided by the diode and the one sunk in the stub. According 
to this, a negative and a positive pulse are produced in the flank of the current 
signal.  
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Figure 3.12 Pulse generator shaping. Top: Current in the diode (ISRD), stub (ISTUB) and load 
(ILOAD). Bottom: Voltages at the input (VIN) and output (VOUT) of the SRD. The signals were 
simulated by removing the Schottky diode from the schematics of Figure 3.11a. 
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The negative pulse is cancelled by means of a series Schottky diode (BAT17), 
and the positive one is driven to the load. This cancellation is made at the 
expense of reducing in ~200 mV the pulse amplitude. The simulation was made 
by removing the Schottky diode in order to visualize the negative pulse 
cancelled by this diode. The SRD diode used in this design was an Aeroflex-
Metelics SMMD832 [29] with a transition time of 70 ps, carrier lifetime of 12 ns 
and a junction capacitance of 0.6 pF. 
The pulse shape depends, apart from the SRD charge time, on the time delay 
of the stub and its impedance. An accurate modelling of the stub is critical to 
obtain a good simulation of the pulse width and amplitude. The stub designed 
for the pulser presented here was a coplanar line terminated in a via hole. This 
line transmits the pulse as a quasi-Transverse Electromagnetic Mode (quasi-
TEM) with an associated effective permittivity and characteristic impedance 
which were both simulated with APLAC software.  
The results of the simulation made with APLAC were then applied to model 
the equivalent TEM transmission line parameters in the pulse generator 
simulation.  The simulation of the overall circuit was made with a recent version 
of ORCAD, which includes models of standard (coaxial) transmission lines. 
These models can be defined by either the physical geometry or by means of the 
electrical length and the characteristic impedance. This last option was the one 
selected in this work, since it enabled us to directly make use of the more 
accurate APLAC models for non TEM transmission lines.  
In order to combine the benefits of both programs, ORCAD and APLAC, an 
optimization was first made with APLAC to obtain the phase constant and 
characteristic impedance of a short-circuited coplanar line. A model for the via 
hole was also considered in the simulation. Once the proper parameters were 
obtained, a fictitious equivalent TEM line with the calculated Z0 and λeff 
calculated by APLAC was included in the ORCAD simulation of the pulse 
generator.  
Figure 3.13 shows the dependence of the stub impedance and length on the 
pulse shape and amplitude. The final values of the simulated coplanar line were 
112 mm length, 1 mm width, and 0.5 mm gap between line and ground plane. 
The substrate was a FR4 laminate, with εr=4.5, substrate thickness of 1.57 mm 
and metallization thickness of 36 µm. 
Therefore, it is not possible to achieve a good accuracy in the simulation if the 
planar stub is directly considered as a pure TEM coaxial line. However, with the 
modelling of an equivalent fictitious TEM line with the parameters obtained by 
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APLAC an excellent agreement between theory and measurements is found, as it 
is shown in Figure 3.14.  
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Figure 3.13 Effect of the stub length for a fixed impedance of 100 Ω (top) and stub impedance 
(bottom) for a fixed length of 6 cm on the performance of the generator. 
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Figure 3.14 Comparison between the simulated and measured pulse shape. 
Chapter 3. Wide-Band Pulse Generators 
 
 88
6. REFERENCES 
                                                 
[1] United States Patent Nº 7,206,703 B1. Papageorgiou et al. System and method for testing 
packaged devices using time domain reflectometry. 
[2]  United States Patent Nº 7,245,129 B2. Daniel Wajcer et al. Apparatus for and method of cable 
diagnostics utilizing time domain reflectometry. 
[3] Juan Cortina (for the MAGIC Collaboration). Status and first results of the MAGIC Telescope. 
Astrophisics and Space Science, Volume 297, Numbers 1-4 / junio de 2005 
[4] C.C. Hsu et al. The Camera of the MAGIC-II Telescope. 30th International Cosmic Ray 
Conference, Sept 2007, Mérida (Mexico) 
[5] D. Paneque, H. J. Gebauer, E. Lorenz, M. Martinez, K. Mase, R. Mirzoyan, A. Ostankov and 
T. Schweizer. A method to enhance the sensitivity of photomultipliers for air Cherenkov telescopes. 
NIM A, Volume 504, Issues 1-3, 21 May 2003, Pages 109-115 
[6] Ching-Cheng Hsu. PMT Characterization for MAGIC II Telescope. Proceedings WSPC, October 
2007 
[7] M.Hayashida, J.Hose, M.Laatiaoui, E.Lorenz, R.Mirzoyan, M.Teshima, A.Fukasawa, Y.Hotta, 
M.Errando and M.Martinez. Development of HPDs with an 18-mm-diameter GaAsP photo cathode 
for the MAGIC-II project. 29th International Cosmic Ray Conference Pune (2005)  5, 183-186 
[8] D. Renker. Geiger-mode avalanche photodiodes, history, properties and problems HPD. 
NIM A, 567 (2006) 48–56 
[9] M. Döring, K. Bernlöhr, G. Hermann, W. Hofmann, and H. Lampeitl. Measurement of the 
Cherenkov light spectrum and of the polarization with the HEGRA-IACT-system. ICRC 2001 
[10] 74AC14 and 74ACT14 datasheet. http://www.fairchildsemi.com/ds/74/74AC14.pdf 
[11] 74AC08 and 74ACT08 datasheet. http://www.fairchildsemi.com/ds/74/74ACT08.pdf 
[12] F. Lucarelli, M. Camara, P. Antoranz, J.M. Miranda, M. Asensio. Testbench to characterize pixels 
of the Major Atmospheric Gamma-ray Imaging Cherenkov (MAGIC) telescope. Opt. Eng., Vol. 45, 
084003 (2006) 
[13] D. Renker. Geiger-mode avalanche photodiodes, history, properties and problems. Nuclear 
Instruments and Methods in Physics Research A 567 (2006) 48–56 
[14] David M. Pozar, Microwave Engineering, 2nd edition, John Wiley and Sons, (1998) 
[15] Jian Zhang, Antti V. Räisänen, Computer aided design of Step Recovery Diodes frequency 
multipliers, IEEE Transaction on Microwave Theory and Techniques, VOL 44. No 12, 
December 1996 
Chapter 3. Wide-Band Pulse Generators 
 89
                                                                                                                                                 
[16] Jeongwoo Han, Cam Nguyen, Coupled-Slotline-Hybrid Sampling Mixer Integrated with Step-
Recovery-Diode Pulse Generator for UWB Applications, IEEE Transactions on Microwave Theory 
and Techniques, VOL. 53, No. 6, June 2005 
[17] Teng K.H., Linton D., Humphrey D., Microwave phase-locked loop circuit development and 
efficiency improvement, High Frequency Postgraduate Student Colloquium 2003. ISBN: 0-7803-
8123-8 
[18] Tzyh-Ghuang Ma, Chin-Jay Wu, Po-Kai Cheng, Chin-Feng Chou, Ultrawideband Monocycle 
Pulse Generator with Dual Resistive Loaded Shunt Stubs, Microwave and Optical Technology 
Letters Volume 49, Issue 2, pp. 459-462 
[19] Jianping Lai, Qing Hao, Jingzhao She and Zhenghe Feng, A Low Cost Trigger Frequency 
Alterable Ultra-Wide Band Ambipolar Pulses Generator, International Conference on Microwave 
and Millimeter Wave Technology, Nanjing, P.R. China, April 2008. VOL. 1,  pp 216-219 
[20] Jeongwoo Han, Cam Nguyen, A new Ultra-Wideband, Ultra-Short Monocycle Pulse Generator 
With reduced Ringing, IEEE Microwave and Wireless Components Letters, June 2002, VOL. 12, 
No. 6 
[21] Jeong-Woo Han, Meng Miao, Cam Nguyen, Recent development of SRD and FET based sub-
nanosecond pulse generators for ultra-wideband communications, IEEE Topical Conference on 
Wireless Communication Technology, Oct. 2003. 15-17 pp 441-442 
[22] J.S. Lee and C. Nguyen, Uniplanar picosecond pulse generator using step-recovery diode, 
Electronics Letters, 12th April 2001  VOL.  37  No. 8 
[23] M.J. Chudobiak, D.J. Walkey, Subnanosecond 300V diffused step recovery diode, IEEE Electronics 
Letters 1st August 1996 VOL. 32, No. 16. 
[24] M.J. Chudobiak, New Approaches For Designing High Voltage, High Current Silicon Step Recovery 
Diodes for Pulse Sharpening Applications. PhD Thesis. 
http://www.avtechpulse.com/papers/thesis/ 
[25] Pulse and Waveform Generation with Step Recovery Diodes. HP Application Note 918. 
[26] K.L.Kotzebue. A Circuit Model of the Step-Recovery Diode. Proceedings of the IEEE, October 
1965.  
[27] Zhou Jianming, Gao Xiaowei, Fei Yuanchun. A new CAD model of step recovery diode and 
generation of UWB signals. IEICE Electronics Express Vol. 3 (2006) , No. 24 pp.534-539 
[28] I. McGregor, E. Wasige, I. Thayne. Step Recovery Diode Look-Up Model with Bi-Phase Wavelet 
Generator. Proceedings of Asia-Pacific Microwave Conference 2007 
[29] Aeroflex-Metelics SMMD832 Datasheet, www.aeroflex-metelics.com 
Chapter 4 
 
Wide-band Pulse Generators: Results 
 
 
 
 
 
1. Generator for Photodetector Tests 
1.1. Requirements 
1.2. Design 
1.3. Results 
2. Generator for MAGIC I Camera Tests 
2.1. Requirements 
2.2. Design 
2.3. Construction 
2.4. Results 
3. Generator for MAGIC II Receiver Boards Tests 
3.1. Requirements 
3.2. Design and construction 
I. Pulse generation stage 
II. Amplification stage 
III. Attenuators 
IV. VCSEL biasing 
V. DC regulation 
3.3. Results 
4. References 
 
 
Chapter 4. Wide-Band Pulse Generators: Results 
 
 92
1.  GENERATOR FOR PHOTODETECTOR TESTS 
1.1. Requirements 
URING the work developed for this Thesis, several pulse generators were 
designed, constructed and tested. The first bunch of pulsers was devoted 
to the test of photodetectors, as part of a testbench which included a black box 
with µ metal walls to avoid electromagnetic and optical interferences and 
different bases for photosensor biasing [1].  
The pulse generators proved to be very useful and reliable when connected 
to blue LED; the limitations in the pulse width are determined by the time 
response of the diodes. Most of the blue LEDs developed up to now present rise 
and fall times that do not match the pulse generator performance; however, new 
models are coming to the market with better and better time response [2].  
Blue LEDs have quite high threshold voltages in comparison with other 
LEDs (typically more than 2.5 V). This implies that the peak voltage applied by 
the pulse generator must be higher than this threshold in order to switch the 
LED on. This is the most restrictive requirement in the design. Pulse width was 
not considered a critical issue in the present design, as the LEDs available at that 
moment had a quite slow time response. Faster generators are described in 
following Sections. 
1.2. Design 
Figure 4.1a shows the schematic of the generator, based on the Schmitt Trigger 
inverter with output buffer described in Chapter 3.  
The output impedance of the generator is designed to be 50 Ω matched. The 
convenience of implementing a matching network to couple the output 
impedance of the system to the input impedance of the blue LED will be 
discussed later. The resulting pulse is shown in Figure 4.1b. It has been sampled 
with an oscilloscope probe with a 1 MΩ resistance and an 8 pF capacitance, so it 
could be considered as an open circuit and the pulse as the one that will excite 
the LED. It can be seen the effect of discontinuities: some ringing is produced, 
what causes the pulse to be higher than expected. The effect of the LED when 
connected at the output, and its relation with the observed distortion of the 
signal will be studied straightforward. 
D 
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Figure 4.1 (a) Pulse generator with output buffer. (b) Generated pulse, measured with the 
oscilloscope in open circuit (the probe has a resistance of 1MΩ and a capacitance of 8 pF) Some 
ringing is produced. 
 
Once the LED has been analysed [3], the input impedance presented to the 
applied pulse can be estimated. Classical procedures of impedance matching 
based on narrow band reactive elements cannot be applied to couple a LED to a 
pulse generator due to two main reasons: a) the pulse signal has a wide 
frequency bandwidth, and b) the LED impedance is bias-dependent. However, 
dissipative coupling networks can reduce reflections and therefore ringing at the 
expense of a slight signal loss. In this case a trimmer series resistance could be 
placed at the output of the generator and in series with the diode. 
Surface Mounting Devices (SMD) have been used in the final 
implementation, so the size and weight of the generator are extremely reduced. 
This makes it suitable for the use inside the black box or other reduced 
testbench. Only two types of active devices (the inverters and a diode) are 
necessary and the working conditions (temperature, bias…) are always below 
the maximum recommended. Therefore, the lifetime expected is the one 
provided by the device manufacturer, making the complete system very reliable. 
1.3. Results 
Figure 4.2 shows the pulse shape measured at the diode pins, for three values of 
the mentioned series resistance. The signal loss can be considered acceptable for 
coupling resistances below 20 Ω. Above this value, the peak voltage applied to 
the LED is too close to its threshold voltage. However, the observed residual 
ringing levels are far below the LED turn on voltage, as one could expect from 
Probe 
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the simulation, and therefore they are not replicated in the optical signal. 
Consequently, no matching networks were considered necessary for the tested 
devices. 
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Figure 4.2 Effect of the addition of a series resistant to the LED connected at the output of the 
pulse generator. 
 
Once the pulse generation is performed and the electrical behaviour of the 
LED is known, the next step is to test the optical response of the LED and the 
detector. The generator-pulse chain is biased and placed inside the black box (1 
x 0,5 x 0.5 m) used to test the sensors. The device used to characterize the optical 
response of the generator was a photomultiplier (Hamamatsu EMI9116) [4] 
which is already installed in the current Telescope camera. 
It is known that the photomultiplier response is very fast (~2.5 ns FWHM) 
[5], so the generated light pulse must induce a clear and well shaped pulse in the 
detector, whose rise and fall time correspond to the rise and fall time of the light 
intensity of the LED. The signal amplitude is somehow more difficult to 
estimate, because of the many parameters involved (Q.E. of the photomultiplier, 
angular distribution of the LED emission, distance and solid angle comprised by 
the detector window with respect to the light source, etc) and is not relevant for 
the interests of this work. 
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Figure 4.3 Pulsed light detected by the photomultiplier tube 
 
It should be stressed that the noise produced by the pulse generator is not 
relevant. None of the blue LEDs is turned on until the polarization reaches about 
2.5V, so the noise coming from the devices, and even the ringing produced by 
the discontinuities are never by far optically transmitted to the detectors. 
Therefore, the only noise to care about in real working conditions are the one 
due to the intrinsic characteristics of the detector, and the one produced by sky 
background. 
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2.  GENERATOR FOR MAGIC I CAMERA TESTS 
2.1. Requirements 
A relevant task in the maintenance of the MAGIC I Telescope camera is the test 
of the VCSELs, the optical link and the receiver boards. These tests can be 
simplified with the aid of a compact device able to emulate the signals supplied 
by the PMT-preamp set to the VCSELs when the camera is illuminated by 
Čerenkov pulse radiation. These signals produce an ‘artificial camera event’ 
when at least three next neighbour pixels are simultaneously fired, as established 
by the trigger logic. Three identical pulses are therefore needed, and must be 
perfectly synchronized in order to reach the trigger within the same time 
window. The timing of the signal is therefore a very important issue in the data 
acquisition of the Telescope. Consequently, a very low jitter is imposed to the 
design, both in the pulse width and in the repetition frequency. 
The duration of the pulses to be generated is determined by the 
characteristics of the Čerenkov light and the PMT response. Taking into account 
these issues, a FWHM of ~2 ns has been chosen as the key design specification. 
The amplitude of the pulses is set by the amount of photons incident on the PMT 
cathode and the gain of both the photomultiplier and the preamplifier in the base 
of the PMT. This is within the range of 1mV – 1V at the preamplifier output. To 
fully cover this range, three outputs were implemented, with amplitudes of 2 
mV, 20 mV and 700 mV. Finally, the pulse repetition frequency should be close 
to the rate of events under real-world operating conditions, that is around 200 
Hz with the standard MAGIC trigger. 
The main characteristics demanded for this pulse generator are summarized 
in the following list: 
• Pulse width: ~2ns. 
• Pulse amplitude: 2mV, 20mV, 700mV. 
• Number of channels: 3 (three sets of three channels of equal 
amplitude). 
• Pulse repetition frequency: ~200 Hz. 
• Low noise, low jitter. 
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2.2. Design 
The pulse generator is clearly divided in three separate stages. The complete 
schematic can be seen in Figure 4.4. 
In the first stage, the pulse is generated. To accomplish all the requirements in 
pulse width and repetition frequency, the pulse generator based in logical 
glitches described in Chapter 3 is implemented. This configuration performs 2 ns 
width pulses, with amplitude in excess of 4 V. Three generators are constructed, 
one for each of the desired output amplitudes. 
 
 
Figure 4.4 Schematic of the La Palma pulse generator. Three stages are observed: pulse 
generation, amplitude adaptation by means of attenuator, and power dividers. 
 
In the second stage, the pulse is adapted to the final amplitude by means of 
50 Ω passive attenuators designed to provide simultaneously the desired output 
level and the necessary impedance matching to the input of the VCSEL drive 
circuit. Taking into account that the transmission lines have a characteristic 
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impedance of 50 Ω, the typical attenuation network can be implemented and 
synthesized as shown in Figure 4.5a. The resistances are chosen for the 
attenuator to be matched at both ports and to provide the desired attenuation as 
shown in Figure 4.5b. For a given value of the attenuation, the lower graph sets 
the value of R, and the upper graph sets Z for that R. 
The main disadvantages of the use of resistive pads are the obvious power 
consumption and the unavoidable introduction of noise in the signal. On the 
other hand, the advantages are an extremely easy design and implementation, 
not needing external bias and control as active elements do. 
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Figure 4.5 (a) Passive attenuator and transmission line schematic. (b) Graphs used for the 
design of the desired attenuator (50 Ω matched). 
 
  
Finally, a power divider is used to generate three identical outputs for every 
channel. One of the most difficult issues is to achieve pulses free from ringing 
and distortion. This is usually accomplished by using dissipative networks, 
which decrease the amplitude and slightly degrade the noise figure. In this 
particular design this effect was partially compensated by tuning the attenuator 
losses. 
As mentioned before, three outputs are needed for each value of the pulse 
amplitude, so the line coming from the attenuator must be splitted into three 
lines, each of them with an impedance that provides 50 Ω when viewed from the 
input port. The power delivered to each of the three loads (P1, P2 and P3 in Figure 
4.6) is 1/9 of the input power and the losses in the resistances are 2/3 of the 
initially available signal power. 
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Figure 4.6 Values of the parameters for a 3 port, 50 Ω matched, passive power divider. 
2.3. Construction 
The schematic and layout of the pulse generator have been developed using 
ORCAD software (Capture CIS and Layout Plus, respectively) and are shown in 
Figure 4.7. 
 
 
Figure 4.7 Board layout of the La Palma Pulse Generator. 
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All the outputs are in the rear part of the box, divided into three sets of three 
identical outputs. The connectors used are 50 Ω coaxial female subminiature-A 
connectors (SMA), as shown in Figure 4.8. 
 
             
Figure 4.8 Pulse Generator package.  
2.4. Results 
Once the pulse generators were assembled, the outputs were acquired and 
analyzed using a 6 GHz, 20GSa/s digital oscilloscope (AGILENT infiniium 
5855A DS8). 
Figure 4.9 shows the actual generated pulses. For a given set of outputs, the 
three channels are correctly synchronized, what is crucial due to the narrow time 
window imposed to pixels coincidence (around 4 nanoseconds). The noise is 
well below the sensitivity of the oscilloscope (390 µV RMS), and therefore below 
the sensitivity of the data acquisition of the Telescope. 
The jitter on the pulse width has also been measured and it is shown in 
Figure 4.10. Setting the trigger of the oscilloscope on the rising flank of the pulse, 
a histogram is made at the same voltage level of the falling flank of the pulse. 
These measurements prove that the pulse is very stable, with standard deviation 
of the pulse width of only 39 ps. It must be commented that a ‘phantom state’ on 
the pulse width appears as a consequence of glitches, with probability lower 
than 8%. 
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Figure 4.9 Measured pulses at the three different outputs. 
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Figure 4.10 Jitter measurements. The standard deviation from the nominal pulse width is 
only 39 ps. 
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3.  GENERATOR FOR MAGIC II RECEIVER BOARD TESTS 
3.1. Requirements 
A much more challenging pulse generator was developed as suggested by the 
IFAE group. The aim of this model was the test of the Receiver Boards of the 
MAGIC II Telescope camera. As the overall bandwidth was increased with 
respect to the previous camera, faster devices were needed in order to test the 
limits of the signal transmission and acquisition. 
Nowadays a wide bunch of commercial pulse generators are available in the 
market. But as the pulse width reduces, the difficulty of dispose of amplitudes of 
several volts increases. In addition, these generators are mainly intended to drive 
perfect resistive loads and are not well prepared to directly feed devices like 
LEDs or lasers, which exhibit noticeable impedance changes between their ON 
and OFF states. The issue of the generator sensitivity to load impedance changes 
is generally addressed by either inserting an attenuator or a buffer amplifier 
between generator and load.  
A self-made generator is therefore of critical relevance in terms of cost and 
efficiency. The main specifications requested by IFAE Engineers were a PWHM 
of 1.3 ns, amplitude in excess of 4 V to cover all the dynamic range and low noise 
and jitter.  
3.2. Design and construction 
I. Pulse generation stage 
Figure 4.11b shows an overall diagram of pulse generator. The first stage, as 
commented in Chapter 3, consists on a generator based on a Step Recovery 
Diode. The number of different channels to be tested in the MAGIC II Receiver 
Boards demanded the need for multiple generator outputs; finally a compromise 
between the number of outputs and the complexity of the design was achieved, 
and four channels were implemented. This requirement immediately led to the 
decision of using amplification and power division. In Section 4 a detailed 
description of the power dividers is done. 
The RF attenuators are necessary to minimize pulse distortion and ringing, 
which mostly occur at the output of the pulser and the input of the amplifiers. 
They also limit the amplitude levels at the amplifier inputs to avoid their 
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saturation. An even number of amplifying stages preserves the polarity of the 
SRD pulser signals, since the best MMIC found for this application has a gain 
with a 180º phase shift, and the output demanded by IFAE Engineers was 
positive. 
The constitutive parts of the prototype (SRD pulser, power divider and 
amplifiers) were mounted in different boards and tested separately. The 
interconnections where made via SMA connectors and RG174 coaxial cables, and 
the RF paths were kept identical for all four channels. In order to accomplish 
this, it was necessary to design a power divider with a vertical input.  
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Figure 4.11 (a) Picture of the multichannel pulse generator. (b) Design concept of the device. 
 
 
One of the main issues to address in the design of broadband power dividers 
is the minimization of the junction reactive parasitics, which are sources of 
mismatches and therefore pulse ringing. This minimization can efficiently be 
accomplished by minimizing the final size and maximizing the symmetry of the 
design. Figure 4.12a shows the final layout of the designed 4-way power divider 
for the second pulse generator.   
The input resistance R0 was mounted vertically inside a via hole opened in 
the board. This enables a compact design with all four outputs being 
perpendicular each other. The discrepancies in dB between the measured and 
theoretical (12.04 dB) insertion losses were less than 1% (the insertion loss of a N 
port power divider is given by (4.1)).  
 
 2
110IL log
N
⎛ ⎞= ⎜ ⎟⎝ ⎠  (4.1) 
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Figure 4.12b shows the measured output waveforms, which are fully free 
from any ringing. In this measurement, a reference gaussian pulse of 4 ns width 
was applied to the input using a commercial 240 MHz bandwidth waveform 
generator (model Tektronix AFG3252). 
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Figure 4.12 (a) Final layout and (b) waveforms of the power divider. The input pulse was 
generated with a commercial 50 Ω waveform synthesizer. 
 
The minimization of the cabling length was achieved by mounting the boards 
in a vertical arrangement, just like the pixel electronics of the MAGIC I and II 
cameras. With this arrangement the prototype is reasonably compact and free 
from long printed transmission lines, which could distort the pulses and make 
the prototype less robust against interferences. In addition, the four pulses at 
each channel are nominally identical and reach simultaneously the VCSELs, 
without any noticeable delay among them. 
Pulse generators relying on Step Recovery Diodes produce pulse amplitudes 
in excess of 4V, as described in Chapter 3. As power dividers were needed to 
produce multiple synchronized outputs with a single generator, it is unavoidable 
the use of wideband, high dynamic range amplifiers to recover the initial 
amplitude. In Chapter 5 and 6 a detailed explanation of several amplifiers can be 
found. In this Chapter only a brief description of the used MMIC is done. 
II. Amplification Stage 
In the selection of the amplifier three parameters were of special relevance: noise 
figure, dynamic range and bandwidth. Due to the short length of the pulse, an 
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amplifier with bandwidth from DC to at least 1 GHz was needed. The MMIC 
gain blocks basically consist of an inverting Darlington couple. This 
configuration yields to a 180º gain phase shift. Therefore, in order to have a 
positive output with a positive input two MMICs in cascade are needed. 
According to the Friis equation, the noise of the system is dominated by the 
input stage. The dynamic range is dominated by the output one. Several 
commercial amplifiers were studied in order to choose the one that fulfils the 
mentioned requirements.  
The selected model, Sirenza 7489Z [6], is a low cost commercially available 
MMIC amplifier based on SiGe HBT technology, with 1 mm emitter Darlington 
configuration. This MMIC features 23 dB gain, 2.8 dB of noise figure and 1 dB 
compression point of 22.4 dBm at 850 MHz. The 3 dB bandwidth is 1 GHz. The 
MMIC was first mounted as a single stage amplifier on a FR4 substrate for test 
purposes. It was tested on the bias circuit detailed in Figure 4.13a. Also shown in 
the Figure are the measured values of the dynamic range in pulsed mode, the 
noise figure and the scattering and stability parameters. 
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Figure 4.13 (a) Schematic of the test circuit. (b) Upper graph: dynamic range of Sirenza 7489Z for 
negative, 4ns wide pulses. Lower graph:  noise figure of the 1 stage amplifier board. (c) Scattering 
parameters and stability. 
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The dynamic range measurements were made with a sequence of 4 ns 
PWHM pulses of 1 MHz pulse repetition frequency. According to these 
measurements, the 22.4 dBm of 1 dB compression points yields to maximum 
saturation voltages of around 4.5 V. It is rather difficult to find in the market at 
the present moment RF MMIC amplifiers able to provide this range of linearity. 
The noise figure was measured with the noise measurement personality of the 
spectrum analyzer Agilent E4402B and the Agilent 346A calibrated noise source. 
Some spikes are shown in the noise figure curve, which are not attributed to the 
amplifier but to external interferences. Despite them the noise figure of the 
mounted amplifier is fairly close to the one claimed by the MMIC manufacturer.    
Figure 4.13c shows the measured and simulated frequency domain 
characteristics [7]. The simulation includes all the bias network and blocking cap 
parasitics, and it was made with APLAC software. The S parameter datasheet of 
the 7489Z is provided by the manufacturer. The stability factors show that the 
amplifier is unconditionally stable (κ > 1 and |∆|<1) in the whole range of 
frequencies. On the other hand, the low values of S11 and S22 show an excellent 
match to 50 Ω. Finally, no significant resonances are observed in the gain factor 
(S21). 
Once the single stage was tested we proceeded with a two stage design. The 
corresponding schematic is shown in Figure 4.14a. The second stage includes a 
feedback resistor to avoid saturation. Although this reduces the overall gain of 
the amplifier block, the present design already achieves the highest pulse 
voltages that can be obtained without saturating the two MMIC gain blocks.  
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Figure 4.14 Schematic (a) and pulse shapes (b) of the two stage power amplifier used in each of 
the four output channels. 
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III. Attenuators 
The attenuator between stages is an integrated 6 dB pad supplied by Minicircuits 
[8]. An alternative based on discrete resistors, as explained in next Section, was 
also studied, but the low cost and high integration of Minicircuits devices turned 
out to be a magnificent solution. This pad prevents both saturation and 
distortion at the second stage, and avoids ringing between the different modules 
and stages. 
Measurements on the prototype show -20 dB of ringing level at the input (see 
dashed line of Figure 4.11b). This ringing level is excellent in comparison with 
those found in recently published pulsers [9][10]. 
IV. VCSEL biasing 
Figure 4.15a shows the bias network designed to drive the VCSELs with a 
stabilized DC current. The topology is inspired in an improved version of the 
classical Howland constant current source [11], which is nicely described by 
Rafiei-Naeini and McCann in [12], and was proposed by MPI for the MAGIC II 
camera. In our design we include one operational amplifier (OPAMP) to drive 
only two VCSELs, which are modelled by 50 Ω resistors. Therefore, we need two 
bias circuits. This approach has been followed in order to make use of low noise 
precision amplifiers, which are not able to drive the relatively large amount of 
current demanded by four lasers. The source labelled as Vcontrol enables the 
tuning of the VCSEL current. The topology is designed to provide a stable 
VCSEL current IVCSEL given by  
  
 
2
CONTROL
VCSEL
BIAS
VI
R
=  (4.2) 
 
The OPAMP is an OP27 low noise precision amplifier featuring a low 1/f 
noise corner with an input equivalent noise voltage of 3.5 nV/sqrt(Hz) at 10 Hz 
[13]. The low frequency noise injected to the VCSELs is thus minimized. 
Although this amplifier nominally works with bipolar biasing, a proper 
operation with unipolar one was verified for DC. The possible distortion in the 
AC signal amplification is not relevant for this current source design.  
    
 
Chapter 4. Wide-Band Pulse Generators: Results 
 
 108
R1
1MEG
R2
1MEG
R3
1MEG
R4
1MEG
Rbias
560
R6
560
L1
100uH
L2 68nH
R7
50
3.037mA
OPAMP
+
-
OUT
Vcontrol3.4V
V4TD = 0
TF = 2.5n
PW = 4n
PER = 1u
V1 = -1.5V
TR = 2.5n
V2 = 1.5
0A C8
220u V
R8
560
L3
100uH
L4 68nH
R9
50
3.037mA
V5TD = 0
TF = 2.5n
PW = 4n
PER = 1u
V1 = -1.5
TR = 2.5n
V2 = 1.5
0A C9
220u
-20 -15 -10 -5 0 5 10 15 20
-2.0
-1.5
-1.0
-0.5
0.0
0.5
1.0
1.5
 Input signal
 Board 1 port 1
 Board 1 port 2
 Board 2 port 1
 Board 2 port 2
A
m
pl
itu
de
 (V
)
Time (ns)
  
 (a) (b) 
 
Figure 4.15 (a) Bias circuit unit for each of the two pairs of VCSELs used in the board. (b) Pulse 
integrity at VCSEL pins contacts. 
 
In order to effectively block the pulse signal path to this bias circuit an 
inductive filtering implemented by L1, R6 and L2 is applied. One filter per 
channel is needed to prevent crosstalk between the DC paths of the lasers. 
Resistor R6 effectively reduces the resonant quality factor of L1. This enables the 
use of fairly high inductances without pulse distortion due to resonant effects. 
Other filtering topologies were also tried (i.e. by using a capacitor between 
terminal 2 of L2 and ground) but the one shown here demonstrated the best 
behaviour in terms of pulse shape integrity. Figure 4.15b shows an example of 
the signals measured at the four VCSEL signal ports. As it can be seen, the 
signals are free from ringing. 
V. DC Regulation 
The DC regulation design strategy paid special attention to the noise 
performance. Many voltage regulators are important sources of noise, including 
voltage spikes from switching circuits and high 1/f noise form references which 
can exceed one microvolt per root-hertz. Three-terminal regulators use to 
generate hundreds of nV per root-hertz of white noise. Switching regulators and 
DC to DC converters may have switching products of the order of millivolts 
which cover an unfairly wide range of frequencies.  
Different procedures have been suggested to reduce the noise of DC 
regulation circuits. For instance, a large-value inductor combined with a 
capacitor or a clean-up regulator inserted between the noisy regulator and load. 
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Other alternatives have been suggested to remove the undesired noise without 
directly handling the supply's high current [14].  
The regulation board features bias circuits for the pulse generator, 
amplification and VCSEL boards which have highly selective filters to avoid 
pulse distortion. On the other hand, the power consumption is not a critical issue 
for this application. Therefore the optimum choice for this case is a resistive three 
terminal regulation. The design proposed here makes use of four LM317 
regulators to provide the four voltages needed: 10 V and 3.7 V for the VCSEL 
board, 4.6 V for the amplification board and finally 5.5 V for the pulse generator. 
All of them are fed by 12 V.  
3.3. Results 
Figure 4.16 shows the output pulses injected into the VCSEL inputs. The peak 
amplitude of 4 V is achieved at the four channels without noticeable delays 
among them. The pulse width is 1.3 ns. The secondary peaks of 0.5 and 0.25 V 
were generated at the amplifier output as shown before, and are identical at all 
the channels. Therefore, they can be helpful to calibrate the saturation of the 
receivers by direct comparison with the detected amplitude of the main peak, 
without the need for using variable pulse amplitudes.   
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Figure 4.16 Measured pulses at the four different outputs. 
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A timing analysis has been made to the four outputs of the pulse generator. 
The measured jitter for the pulse width is only 6.32 ps, and the jitter for the pulse 
repetition frequency is 23.5 ns, as shown in Figure 4.17. 
The pulse generator does not introduce significative noise to the system; the 
spectrum of the scope input was analyzed both with a matched load and with 
the pulse generator. There was no increase in the white noise, nor any new peak 
in the spectrum. 
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Figure 4.17 Top: pulse width histogram. Bottom: repetition frequency jitter. 
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1. INTRODUCTION 
N the work developed for this Thesis, pulse generation, transmission and 
detection play a fundamental role. And the correct understanding of the 
amplification, and the parameters involved in this process are of capital 
importance.  
Nanosecond pulses have a spectrum that covers a wide band, from DC to 
frequencies in the order of several hundreds of MHz. Wide-band amplifiers are 
thus needed for the amplification, in order to avoid signal distortion. As the 
amplitude of many of the input pulses is really low, amplifier noise must be 
reduced as much as possible. The device must also be stable for all the frequency 
and impedances involved in the device performance, not to oscillate and damage 
other circuit components. The ability to amplify both small and relatively large 
pulses is also required, so special care must be put in the dynamic range of the 
device. 
In this chapter, a brief overview of these concepts regarding Pulse Amplifiers 
(gain, bandwidth, noise, stability…) is done from the analysis and simulation 
point of view. Next Chapter will deal with measurements of implemented 
designs. 
 
Analysis and simulation software, specifically developed for wide-band 
amplifiers and pulse transmission design is also presented. This tool has been 
developed in MATLAB environment, and allows to easily inspect any two-port 
network characteristics, as impedance, stability or gain. It also performs the 
simulation of any input signal transmission and system noise, and the study of 
the dependence of the noise with bandwidth and temperature. 
 
 
 
 
 
I 
Chapter 5. Pulse Amplifiers 
 
 115
2. SOME CONCEPTS 
2.1. Flow Diagrams 
Signal flow diagrams are an extremely useful tool in the analysis of multi-port 
microwave devices [1]. In this section, a brief introduction of this technique for 
pulse amplifiers is done. 
Any two-port system can be expressed in terms of the scattering parameters 
and the incident and reflected waves, as shown in Figure 5.1a. In a flow diagram, 
as the one shown in Figure 5.1b, two nodes exist for every port, and one branch 
for every scattering parameter. The nodes stand for the incident and reflected 
signals, and the branches for the intrinsic behaviour of the system, that is, the 
scattering matrix. 
 
[S]
a1
b1 b2
a2
a1
b1 b2
a2S21
S12
S22S11
 
 
(a)                                                                              (b) 
 
Figure 5.1 (a) Graphic representation of a two-port system, characterized by the scattering 
parameters. (b) Equivalent signal flow diagram. 
 
 
Once this equivalent representation is obtained, there exist two methods for 
the network analysis. 
The simplest one, called decomposition, takes advantage of the clear 
resemblance of this representation with the elemental circuit theory. This 
method is based in four elemental rules: 
• Series Rule: Two branches in series (one incoming and one outgoing 
wave in the common node) combine into a single branch whose 
coefficient is the product of the coefficients of the original branches. 
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• Parallel Rule: Two branches in parallel (branches between two 
common nodes) combine into a single branch whose coefficient is the 
sum of the coefficients of the original branches. 
• Self-loop Rule: When a node has a self-loop (a branch that begins and 
ends on the same node) of coefficient S, it can be eliminated by 
multiplying coefficients of the branches feeding that node by 1/(1-S). 
• Splitting Rule: A node may be split into two separate nodes as long as 
the resulting flow diagram contains, once and only once, each 
combination of separate (not self loops) input and output branches 
that connect to the original node. 
 
The second method, called Mason’s Rule [2] is a more powerful technique 
that can also be applied to the analysis of feedback control systems. Although 
less intuitive than decomposition, it can be much more easily implemented in 
CAD systems.  
This theory is regularly used to calculate the ratio between either two 
voltages or currents at the nodes or branches of a high frequency circuit. The 
main interests of this theory lies in the fact that it provides direct information on 
reflection losses at any circuit port. It also facilitates the calculation of voltage or 
current gains by giving analytical expressions for them in terms of magnitudes 
that can easily be measured at high frequencies, such as the own S parameters 
and the reflection coefficients. This enables a convenient unification of the low 
frequency formalism, based on voltage and currents, and the high frequency one, 
based on waves. In next sections, this theory will be applied to the analysis and 
simulation of pulse amplifiers. 
Mason’s Rule relays in the following concept definitions of the flow diagram: 
• Independent variable node: node of an incident wave. 
• Dependent variable node: node of a reflected wave. 
• Path: series of codirectional branches from an independent node to a  
dependent node, along which no node is crossed more than once. The 
value of a path is the product of all the branch coefficients along that 
path. 
• First order loop: product of branch coefficients encountered in a round 
trip from a node back to the same node, without crossing the same 
node twice. 
• Second order loop: product of any two nontouching first order loops. 
• Third order loop: product of three nontouching first order loops. 
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The ratio of the wave amplitude of a dependent variable to the wave 
amplitude of an independent variable is given by: 
 
 
1 1 2
1 21 (1) (2) 1 (1)
1 (1) (2) (3)
P L L P L
T
L L L
⎡ ⎤ ⎡ ⎤− + − + − + +⎣ ⎦ ⎣ ⎦= − + − +
∑ ∑ ∑
∑ ∑ ∑
… … …
…    (5.1) 
 
where: 
(1), (2)L L∑ ∑ …   are the sums of all first, second, third… order loops. 
1 1(1) , (2)L L∑ ∑ …   are the sum of all the first, second, third… order loops 
that do not touch the first path between the variables. 
2 2(1) , (2)L L∑ ∑ …  are the sum of all first, second, third… order loops that do 
not touch the second path between the variables. 
Figure 5.2 shows the general configuration of the pulse amplifier (a) and the 
flow diagram used for the analysis (b). General source and load impedances are 
included. 
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Figure 5.2 (a) Scheme of a pulse amplifier with general load and source impedances. (b) Flow 
diagram for the analysis with Mason’s Rule. 
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2.2. Gain - Bandwidth 
Pulses in the order of the nanosecond have spectral components that may cover 
from practically DC to several hundreds of MHz. Pulse amplifiers, therefore, 
must have a broad 3 dB bandwidth. As this bandwidth increases, finding high 
gain amplifiers becomes more and more complicated and expensive.  
Depending of the factors that are taken into account in the calculation, 
different types of gain can be defined [3] [4]. All of them are useful in different 
situations. 
I. Power Gain 
The power gain is just the ratio of power dissipated in the load to the power 
delivered to the input of the amplifier.  
By inspection of Figure 5.2a, and solving several circuit equations, Power 
Gain can be expressed as: 
 
( )
( )
2 2
21
2 2
22
1
1 1
LL
IN L IN
SPG
P S
− Γ= = − Γ − Γ   (5.2) 
Where 
 12 2111
221
L
IN
L
S SS
S
ΓΓ = + − Γ  (5.3) 
 
This gain depends only on the load impedance (and consequently on the 
output reflection coefficient). There is no dependence on the source impedance 
or on the input reflection coefficient. Therefore, this gain is not the most useful 
when a complete system, as a pulse amplifier, is simulated. A more complete 
scenario would be to characterize the source impedance and to include it in the 
gain calculation. 
II. Available Gain 
The available gain is the ratio of the power available from the two-port network 
to the power available from the source. This gain depends on ZS, but is 
independent of ZL. The characteristics of many active circuits, however, depend 
on ZL. 
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This gain is especially useful in circumstances in which the load impedance is 
not known. A calculation of the rest of the system can then be done regardless of 
the used load. 
The available gain can be expressed as: 
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( )
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1 1
S
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S OUT
S
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S
− Γ= − Γ − Γ  (5.4) 
Where: 
 21 1222
111
S
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S
S SS
S
ΓΓ = + − Γ  (5.5) 
 
III. Transducer Power Gain 
The transducer power gain is the ratio of the power delivered to the load to the 
power available from the source. Therefore, this gain takes into account not only 
the scattering matrix of the amplifier, but also the load and source impedances:  
 
( ) ( )2 22
212 2
22
1 1
1 1
S L
T
S IN L
G S
S
− Γ − Γ= − Γ Γ − Γ  (5.6) 
Where 
 20 21G S=  (5.7) 
is the gain of the amplifier for a correct matching, both at the input and at the 
output, 
 
( )2
2
1
1
S
S
S IN
G
− Γ= − Γ Γ  (5.8) 
is a correction factor due to the mismatch between the amplifier input and the 
source impedance, and 
 
( )2
2
22
1
1
L
L
L
G
S
− Γ= − Γ  (5.9) 
is a factor due to the mismatch between the output of the amplifier and the load 
impedance. 
For a completely characterized system (this is: known scattering parameters 
and load and source impedances), this gain gives more information than any 
other. 
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IV. Voltage Gain 
All the previous gains give important information about the incident and 
transmitted power. But for a complete simulation of the amplifier output, it is 
unavoidable to take into account the complete scattering parameters. For a 
complete determination of the device performance, it is not enough to 
characterize the power gain. The phase of the scattering matrix is needed to 
accurately simulate very important factors like the delay of the system or the 
polarity of the output signal. This is the reason to use the voltage gain in the 
simulations.  
The most adequate way to proceed is to apply the Mason’s Rules to the 
amplifier diagram, and solve it for the output signal as a function of the input 
and the amplifier parameters. 
If this is applied to the signal flow diagram of Figure 5.2b, the voltage gain 
can be expressed as: 
 ( )( )( )2122 11 21 21
1
1 1
L
V
L L
S
G
S S S S
+ Γ= − Γ + + Γ  (5.10) 
 
If the source impedance is also considered, then the voltage transducer gain 
is obtained: 
 ( )( )2111 22 21 12 11 21
1
1
L
VT
S L L S L S
S
G
S S S S S S
+ Γ= − Γ + Γ + Γ Γ + Γ Γ  (5.11) 
2.3. Stability 
Observing the expression for the transducer gain (Eq. 5.6), it can be seen that for 
certain values of input and output reflection coefficients the denominator of the 
expression tends to zero, and so the amplifier becomes unstable. 
This instability of the amplifier is translated into oscillations, high output 
signals for zero input and therefore the damage of the load. For a correct 
amplifier design, all the possible instabilities must be checked and avoided. 
For the amplifier to be stable, both input and output coefficients (Eq. 5.3) and 
(Eq. 5.5) must satisfy: 
 
1
1
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OUT
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Γ <  
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There exist several methods to determine whether an amplifier is stable or 
not. The most complete one are the stability circles [5]. These circles are defined 
as the loci in the ΓL (or ΓS) plane for which |ΓS|=1 (or |ΓL|=1). The stability 
circles then define the boundaries between stable and potentially unstable 
regions of ΓS and ΓL. ΓL and ΓS must lie on the Smith chart (|ΓS|<1, |ΓL|<1 for 
passive matching networks). Any impedance inside these circles will derive into 
a instable configuration for the amplifier. 
 From these conditions for the reflection coefficients, it is possible to derive 
the equations for the stability circles: 
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Where  
 11 22 12 21S S S S∆ = −  (5.13) 
is the determinant of the scattering matrix. 
It is important to remark that, as all the scattering parameters depend on the 
frequency, stability will also depend on it. It is necessary to study the stability of 
the amplifier as a function of the frequency. 
If an amplifier is stable for all the possible frequencies and input and output 
impedances, it is said to be unconditionally stable. If it is stable only for some 
combinations of frequency and impedances, it is said to be conditionally stable. 
It is also possible to derive the stability of the amplifier without tracing the 
circles, by means of the stability coefficients, κ and ∆ [6] [7]. For the amplifier to 
be stable, it must be satisfied: 
 
1
1
κ > ⎫⎪⎬∆ < ⎪⎭
 (5.14) 
 
where |∆| is the scattering matrix determinant expressed in (5.13) and κ is: 
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2.4. Noise 
As commented before, nanosecond pulses require the use of broad band 
amplifiers. Unfortunately, as the bandwidth is increased is usually accomplished 
by reducing the sensitivity, since the dominant noise source coming from the 
amplifier input is white.  
The noise factor F of any two port network is described by [8] 
  ( )i i i i a io o i a i i
S N S N N GNF
S N GS N GN GN
+= = =+  (5.16) 
 
where Si / Ni, So / No are the input and output signal to noise ratios, respectively, 
and G the network power gain. F is usually called ‘noise figure’ (NF) when 
expressed in dB. 
The equivalent noise temperature, Te represents the temperature at the input 
of the network that would generate a noise equivalent to the one generated by 
the amplifier 
  ( )1e oT T F= −  (5.17) 
 
The normalized standard deviation of the probability density function of 
the voltage noise generated by the amplifier is given by [9] [10]: 
  
2
ekT BGσ =  (5.18) 
 
Therefore, knowing the noise figure, bandwidth and gain of an amplifier, it is 
possible to simulate the noise level at the output of the device (white noise). 
The noise of the amplifiers is usually specified by manufacturers as noise 
figure or as voltage noise per square root of hertz. It is very useful to clarify the 
conversion between both magnitudes 
The noise figure can be calculated from the spectral density of noise power by 
means of: 
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 10NF log F=  (dB) (5.19) 
 1 AMP
SOURCE
NF
N
= +  (5.20) 
where NAMP is the noise generated by the amplifier, and NSOURCE is the noise 
generated by the amplifier source. 
The noise generated by a resistive source is given by: 
 4SOURCEU kTR=  ( )V / Hz  (5.21) 
where T is the ambient temperature in K and R is the value of the source 
resistance. 
 
A Monte Carlo based simulation has been performed in order to evaluate the 
amplifier noise. This simulation builds up a time domain representation of the 
amplifier output pulse polluted with noise. Noise contributions come from both 
the input signal (if specified) and the amplifier noise. The key input data for the 
simulation are the noise factor and the scattering parameters of the amplifier. 
These data are usually provided by the manufacturers of the active devices [11] 
[12], or can easily be measured in a laboratory with a microwave noise meter and 
a vectorial network analyzer. 
As can be seen in (5.18), the three parameters that contribute to increase the 
amplifier output noise are temperature, bandwidth and noise figure. The 
influence of the bandwidth on the sensitivity has been investigated by applying 
filters to the amplifier transducer gain, whereas the influence of the noise factor 
was studied by changing the corresponding σ [13]. 
Figure 5.3 shows the dependence of the amplifier output pulse noise with the 
bandwidth. An ideal filter with the specified bandwidth has been used in the 
simulations. High bandwidth increases the system noise, while low bandwidth 
can distort the pulse shape. In the simulations, a NF of 3 dB has been used for the 
amplifier and the scattering matrix corresponds to a BGA616 Gain Block MMIC.  
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Figure 5.3 Dependence of the pulse noise with the bandwidth. Straight line: input signal. Dashed 
line: ideal output signal for a noiseless amplifier. Circles: simulated output for a noisy amplifier 
(BGA616), for a given bandwidth. 
 
 
Figure 5.4 shows the dependence of the output pulse noise with the NF of the 
amplifier. This factor is assumed to be variable while the scattering parameters 
are kept constant. The bandwidth used in the simulations is 3 GHz. 
In all the simulations, noiseless input pulses have intentionally been used, in 
order to better visualize the contributions of the amplifier noise. 
In order to maximize the sensitivity of the amplifier, several measures must 
be adopted: 
1. The intrinsic noise of the amplifier is given by the noise figure, which is 
specified by the manufacturer. Always try to select the minimum noise 
figure. 
2. The noise increases with the square root of the bandwidth. It is important, 
then, not to extend the amplifier bandwidth beyond the necessary. This 
way the amount of catch-up noise is optimized. 
3. Noise also increases with square root of temperature. Good system 
refrigeration is advisable. 
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Figure 5.4 Dependence of the pulse noise with amplifier’s noise figure. Straight line: input signal. 
Dashed line: ideal output signal for a noiseless amplifier. Circles: simulated output for a noisy 
amplifier (BGA616) with a given NF. 
 
 
2.5. Dynamic Range / Linearity 
In the election or design of a pulse amplifier, an adequate dynamic range is of 
extreme importance. Figure 5.5 shows the typical performance of a generic 
amplifier. For low input signals, the sensitivity is determined by the intrinsic 
noise of the amplifier. If the pulse to be amplified is below this ‘noise floor’, it 
will not be detectable. This is the case of the photodetectors of the MAGIC 
Telescope camera, specially the solid state detectors currently under test. Their 
sensitivity is so high that can even detect single photons. These detections 
produce very weak signals at the output, which translates in the mandatory use 
of very low noise preamplifiers. In next Chapter further information about 
dynamic range and linearity of tested amplifiers is shown. 
The maximum pulse that the amplifier is capable to process without 
distortion is established by the end of the linear region, when the device enters in 
saturation. In case the amplification curve is perfectly characterized, it is possible 
to correct the saturation effect by software and extend the dynamic range of the 
amplifier. Anyway, the pulse will suffer distortion if the amplifier is operated in 
saturation. 
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Normally, the end of the linear region is determined by the 1 dB compression 
point, which is the input power for which the real output is 1 dB lower than that 
of an ideal amplifier. 
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Figure 5.5 Typical performance of an amplifier. Dynamic range, saturation and 1 dB compression 
point are shown. 
2.6. Mismatching and ringing 
Not only insufficient bandwidth can cause distortion. Mismatches between the 
amplifier and the source (photodetector), and between the amplifier and the 
output (optical pulse transmitter) are of special relevance. Mismatches are 
responsible for the generation of phantom secondary pulses, pulse shape 
distortion and signal loss. In this section, a simulation based on the scattering 
parameter analysis, which is able to accurately predict the time domain pulse 
shape coming out the amplifier is presented.  
The influence of mismatches between the source and the amplifier input has 
been analyzed. Figure 5.6a illustrates an example were these effects can be 
observed: the mismatch was simulated by means of a RC load and the S 
parameters of a standard pulse amplifier. The effects of the limitations in the 
amplifier bandwidth on the pulse distortion were also simulated. Figure 5.6b 
shows the output signal for different bandwidths.  
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Figure 5.6 Upper graph: Effect of the source mismatch on the amplifier output signal. Lower graph: 
Effect of the amplifier bandwidth on the distortion of the output pulse. The amplitudes were 
normalized to the input pulse to better appreciate the amplifier distortion. 
 
 
I. Ringing reduction 
Some sources, as photodetectors, usually have internal impedances which lead 
to high reflection coefficients. As a result secondary (echo) pulses are obtained 
due to mismatches. This problem is commonly addressed by following two 
different approaches:  
1) Use of an amplifier where the input reflection coefficient is low. This 
needs to be done at the expense of noise figure increase, since minimum noise 
and optimum broadband coupling cannot be obtained simultaneously [3]. 
2) Use of a dissipative pad between an amplifier with moderate reflection 
losses and the source. It can be implemented with a T resistive network or with 
a coaxial discrete component, which has almost the same size of a connector.  
The second option is easier. With the pad we relax the demands for low S11 in 
the amplifier design and there is no loss in bandwidth. In addition, the 
amplitude of pulse echoes is attenuated and the stability improved. However, a 
price must be paid in terms of sensitivity. 
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Reduction of mismatch effects 
A dissipative pad with an attenuation factor A reduces the voltage standing 
wave ratio (VSWR) in a fairly broad band of frequencies [14]. As a result, the 
ratio true-pulse-peak-voltage / secondary-pulse-peak-voltage increases by a 
factor of A1/2. The final VSWR (VSWR’) is related to the original one (VSWR) by  
 
 ( )( )
1 1
'
1 1
VSWR A A
VSWR
VSWR A A
+ + −= − + +  (5.22) 
  
Figure 5.7 shows a simulation of the amplifier output pulse on the 
attenuation factor of the dissipative pad. Due to mismatches between source (a 
photomultiplier) and amplifier, a secondary pulse is produced. The pad tends to 
attenuate this echoed pulse. The bandwidth considered for the simulation is 3 
GHz, and the amplifier noise figure is 3 dB. 
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Figure 5.7 Effect of an attenuator pad between the mismatched source and amplifier.  
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Stability improvement 
The addition of a dissipative pad to the amplifier also helps to increase its 
stability, avoiding oscillations.  
For a pad, consider the κ-∆ criteria equations described in previous sections 
(Eq. 5.13 – 5.15). The pad tends to reduce the modulus of S11, S12 and S22, 
improving the amplifier stability for the typical values of ∆. 
Figure 5.8 shows an example of the stability parameters measured for a 
monolithic pulse amplifier. Without any dissipative pad, this device is 
potentially unstable within the operating frequency band, since κ<1 below 100 
MHz and above 1.5 GHz. When the pad is added, the system becomes 
unconditionally stable at all the frequencies. 
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Figure 5.8 Stability of a MMIC amplifier (MSA0886) mounted on coplanar transmission lines and 
with SMA terminals. The κ parameter reveals that the amplifier is unstable without the pad. A 
3dB attenuator makes it unconditionally stable. 
 
 
Increment of the noise 
The equivalent temperature Te,pad of a dissipative pad with attenuation factor 
A is  
 ( ), 1e padT A T= −  (5.23) 
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where T is the physical temperature of the pad. If this pad is connected to an 
amplifier input with gain G and equivalent temperature Te,amp the overall 
equivalent noise temperature is given by the Friis equation, 
 
 , , ,e total e pad e ampT T AT= +  (5.24) 
 
the new probability density function of the voltage noise generated by the 
amplifier and the pad is therefore 
 
( ) ,1'
2
e ampkBT T A AT
A
σ ⎡ ⎤− +⎣ ⎦=  (5.25) 
 
Figure 5.9 shows an example of the dependence of both pulse and noise 
amplitude with the variation of the attenuation A. It is noticeable that the 
increment of σ’ with A is weak for practical purposes. The noise figure for the 
simulation was 3 dB, as specified by the manufacturer. The bandwidth was 
chosen intentionally as 3 GHz in order to test an almost worst-case situation for 
the pad in a sub-ns pulse detection scenario. 
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Figure 5.9 Dependence of the BGA616 amplifier output pulse on the pad attenuation. The lower 
graph on the right shows the dependence of σ’ and overall gain on the attenuation factor. 
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3. ANALYSIS / SIMULATION SOFTWARE 
3.1. Specifically designed software 
In the design of an amplifier, it is extremely useful to have some feedback 
information from simulations. In order to simulate the behaviour of the device 
for a given input signal, MATLAB based simulation CAD tools were developed. 
These tools have been divided in two stages: 
 
1. Analysis: the analytic part of the software provides information about 
the frequency domain characteristics of the amplifier. The program 
makes use of the amplifier and source parameters. With a vectorial 
network analyzer, the scattering matrix of the amplifier and the 
reflection coefficient of the source are measured in the frequency 
domain. Most of the manufacturers provide these values within the 
device datasheet. From these parameters, it is straightforward to 
determine characteristics as input and output impedances or power 
and voltage gains. The analytical expressions for these gains are 
obtained by using the Mason’s Rule and signal flow diagram theory 
described in Section 2.1. It is also possible to determine de stability of 
the amplifier applying the κ-∆ analysis. 
2. Simulation: the program is also designed to analyze the amplifier 
output for a given set of input data, including mismatch effects and 
noise pollution described in Sections 2.5 and 2.7. These data are:  
a. Sampled input signal, which can be measured in the time 
domain with a digitizing oscilloscope, or be software-created  
b. Ambient temperature  
c. Amplifier noise figure  
d. System bandwidth. 
The easiest way to determine the amplifier response to a given input is to 
work in the frequency domain. The FFT of the input signal is multiplied 
by the voltage gain of the amplifier (an interpolation algorithm takes 
charge of fitting the number of points of these two functions). To cover the 
complete spectrum of the input signal, the voltage gain must also be 
expanded to the negative frequencies region; this is done by taking the 
complex conjugate of the values for positive frequencies. This way, the 
spectral components of the output signal are obtained. With this 
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information, it is possible to analyze the harmonic distortion of the pulse. 
By means of the IFFT, the output signal is converted into time-domain 
and the amplifier output is obtained. 
The noise added by the amplifier, and therefore the system sensitivity is 
calculated from the NF, the ambient temperature and the bandwidth of 
the system.  
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 (a) (b) 
  
Figure 5.10 (a) Flow diagram of the analysis/simulation software (b) User interface of the 
program. The rightmost part shows the amplifier characteristics, and the leftmost the time 
domain response. 
 
 
The operation of the software is illustrated in the following example. 
A two-stage amplifier was constructed, consisting in two cascaded Infineon 
BGA616 MMICs (this device will be treated in detail in next Chapter). By means 
of a Network Analyzer and a Noise Analyzer both the scattering parameters and 
the noise figure were obtained. Data provided by manufacturer could have been 
used instead, if it is preferred. 
Figure 5.11 shows the analysis of the device performed from the scattering 
parameters. Stability, voltage gain, or input and output impedances can be 
obtained. 
In Figure 5.12, the simulation of the response to an input pulsed signal is 
shown. Both simulated and measured outputs are displayed, showing great 
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agreement and the accuracy of the simulation. Only a slight difference in the 
delay of the transmitted pulse is appreciated. 
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Figure 5.11 Analysis of a 2-stages amplifier obtained from the S matrix. 
 
-20 -15 -10 -5 0 5 10 15 20
-0.05
0.00
0.05
0.10
0.15
0.20
0.25
O
ut
pu
t (
V)
Time (ns)
 Measured
 Simulated
-20 -15 -10 -5 0 5 10 15 20
-1
0
1
2
3
4
5
In
pu
t (
m
V
)
 
Figure 5.12 Simulation of the response to an input pulse. 
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 An important feature of this analysis and simulation software is its 
independence with respect to other software packages. The simulation routines 
can be easily exported and utilized.  
3.2. Spice integration of the models 
One of the most important problems found in the characterization of microwave 
circuits from the software point of view, is the difficulty of some important CAD 
tools to integrate directly the scattering parameters when a new model is created. 
In most of the cases, specific software as APLAC, or self-made MATLAB scripts 
are enough to perform the simulations, but it is always very useful to dispose of 
Spice circuital models of the amplifiers. This way, it is easier to integrate the 
amplifier simulation into bigger circuits, or to share the results with different 
research groups. Recent versions of ORCAD permit, as well, to easily generate 
mask for the PCB production from the layouts associated to the components. 
It is therefore useful to have a method to quickly integrate measurements 
from the Network Analizer into Spice circuits [15]. This can be easily done by 
means of an equivalent circuit for the device, in which dependent voltage 
supplies represent the scattering parameters and their frequency dependence. 
Figure 5.12 shows an implementation of the mentioned circuit, in which the 
characteristic impedance is 50 Ω. Nodes 1 and 2 represent the device ports, and 
node 3 is common for the input and the ouput, and is ground connected. The 
control voltage of Eij supplies is applied in nodes 4 and 5, and the response of 
these supplies is determined by means of a table obtain from the S parameters. 
 
 
 
Figure 5.11 Device equivalent circuit for integration of the scattering matrix into Spice 
simulations. 
 
With a MATLAB based graphic interface, the measured scattering parameters 
are introduced, and a file for the Spice library (ModelName.lib) is generated. In 
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this file the whole circuit is contained. If this model is associated to a Spice 
component symbol, the component is ready to be integrated into simulations. 
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1. MMICS: STATE OF THE ART 
1.1. Technologies 
INCE the second half of 20th century, society has experienced an exponential 
technological growth. The number of ‘gadgets’ and tools, for both 
professional and leisure use has increased beyond the imaginable. Together with 
the constant evolution of informatics, recent decades have assisted to a huge 
boom in telecommunications. 
As the laptops, mobile phones or GPS receivers became more and more 
powerful and compact, integrated circuits became smaller and smaller. In this 
scaling process, one of the most important features has been achieved by 
Monolithic Microwave Integrated Circuits (MMICs). These devices, with 
bandwidth up to tens of GHz, rapidly replaced the ‘traditional’ amplifiers based 
on discrete transistors. As all the components were built in the same wafer, mass 
production and high integration levels were easier to perform. Moreover, main 
amplifier features as noise, stability or impedance matching improved with this 
technology. 
MMIC and RFIC (Radio Frequency Integrated Circuits) technological trends 
have suffered several changes and advances along the years. Depending on the 
desired features for the amplifier, different technologies are preferred [1]. 
The first developed MMICs and RFICs were based in GaAs technology. 
Heterojunction Bipolar Transistors (HBT) were common in the 90’s, though their 
poor performance as power amplifiers relegated them as compared with InGaP 
amplifiers, which offer also better linearity. Gallium Arsenide technology is still 
used in MESFETs (metal semiconductor field effect transistors) mainly in 
switches and classic RF circuits due to their good noise performance.  
Ternary III-V compounds were soon proved to offer better features. For 
general purpose amplifier, HBT InGaP gain blocks still provide the best 
performance. For high sensitivity devices such as GPS and mobiles, InGaAs 
pHEMT (pseudomorphic high electron mobility transistor) amplifiers have 
become very used due to their low noise and high dynamic range. Gallium 
nitride (GaN) technology is also being developed. These devices allow greater 
integration for power applications. 
The main drawback of all these technology is the high cost per unit area and 
the limitations in the integration this implies. 
Silicon-germanium (SiGe) technology came as a straightforward evolution of 
silicon devices. With no important increase in fabrication complexity, SiGe 
S 
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amplifiers provide much higher bandwidths than former silicon ones. This is the 
preferred technology for high integration, low GHz frequency range devices 
such as fiber optic communications or automotive sensors. 
For the most highly integrated, low cost devices, RF CMOS technology is 
becoming more and more popular, especially for digital systems as computer 
processors.  
1.2. Topology 
By far, the most used configuration in MMIC gain blocks is the Darlington Pair 
[2]. This configuration is widely used in bipolar technology, because it increases 
the current gain and the input resistance of a classic bipolar transistor. This is 
achieved by connecting both collectors together, and exciting the base of the 
second stage with the emitter of the first one, as shown in Figure 6.1. 
This Darlington Pair can be modified in order to improve the performance 
[3]. For example, in Figure 6.1c, the resistors provide independent bias point to 
each amplifier, and reduce the time needed to turn off the amplifier. The 
operation point of the transistors can be adjusted by means of the resistor values. 
If an ‘external’ resistor is added in parallel with the internal feedback, the total 
value of the feedback resistor is reduced, and the dynamic range of the amplifier 
increases. This resistor, though, must be carefully chosen because it can affect the 
overall stability of the system. Another drawback of the original Darlington 
Configuration is that the switching speed of the amplifier is limited. The base 
current of the second amplifier cannot be actively inhibited by the first amplifier; 
this turns into a slow switching off of the device. To reduce this effect, the second 
transistor often has a base resistor of a few hundred ohms (see Figure 6.1c). 
       
 
 (a) (b) (c) 
 
Figure 6.1 (a), (b) Original figures in S. Darlington patent, 1952 [3]. (c) Darlington configuration of 
the Infineon BGA616 Gain Block. 
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2.  FULFILLING MAGIC REQUIREMENTS 
In the MAGIC II Telescope pixel chain, as described in Chapter 2, there are two 
critical preamplifiers. The first one after the PMT inside the camera, and the 
second one in the receiver boards, after the PIN photodiode that performs the 
optical-electrical conversion. 
In this section, the main characteristics that must be satisfied by these 
amplifiers are described. 
2.1. PMT preamplifier 
The PMT preamplifier must satisfy several conditions, imposed by the 
characteristics of the photomultiplier signal, the noise of the system and the 
VCSEL which transmit the signal through the optical fiber. 
 
Bandwidth 
The Cerenkov pulses at the PMT anode have a typical FWHM of 1-3 ns [4]. 
The amplifier must transmit this signal with minor or no distortion of the pulse; 
in any case the area of the amplified pulse must not vary more than 1% respect 
to the area of the input signal. 
The bandwidth of the total pixel chain was agreed by the collaboration to be 
at least 500 MHz, with 200 ps pulse risetime. The total bandwidth is determined 
by all the cascaded components, so in order to not to reduce this value below 500 
MHz, an amplifier bandwidth close to 1 GHz is suggested. 
The lower frequency cutoff is determined by the resolvable time between 
pulses. The pulse tail (and therefore the minimum distance between pulses 
without producing pile-up) depends on the lowest frequencies and on the bias 
circuit. Typical repetition rates are ~300 kHz. 
The total bandwidth of the amplifier was suggested to be 100 kHz – 1 GHz 
approximately. 
 
Sensitivity and gain 
The gain of the amplifier is determined by the minimum signal provided by 
the PMT and by the system noise. 
The minimum detectable signal is 1 photoelectron (phe). If the typical gain of 
the PMT is ~20.000 [5] and the dispersion of electrons due to the dynode 
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emission and the transmission through the tube is ~1 ns, the anode current can 
be roughly approximated to a square pulse of 1 ns and amplitude: 
 -19 -9 -6I = 20.000×(1.602×10 )C (10 )s = 3.204×10 A  (6.1) 
If the input impedance of the amplifier is 50 Ω, the minimum sensitivity 
required for the amplifier would be ~160 µV. This implies that the selected 
MMIC must have a very low noise figure. This is one of the most restrictive 
conditions in the amplifier selection. 
The initial requirements suggested the gain of the amplifier to be enough to 
increase the signal level a factor of 6 above the system noise. This noise is 
determined by the VCSEL input, where a noise of ~2 mV was measured (for no 
input signal) [6]. The gain should then be:  
 12mV / 0.160mV 75 37dB= =  (6.2) 
To achieve such a high gain presented two main problems: no single-stage 
amplifier offered these values, so a two stages amplifier was needed, with all the 
complications this implied. And the dynamic range of the system was 
compromised, because so high gains produced too big amplitudes at the 
amplifier output for the highest input pulses, with which the VCSELs could not 
deal without entering saturation. 
A compromise was then achieved between sensitivity and dynamic range, 
and a gain of ~22 dB was suggested. This yield to a sensitivity of ~1 mV or 6 
photoelectrons. 
 
Dynamic range 
To optimize the shower detection, it is desirable to maximize the dynamic 
range. The maximum signal the VCSEL can transmit without saturation is ~2 V. 
If a dynamic range of 60 dB is required, then the minimum signal applied to the 
VCSEL will be 2 mV. For a PMT output of 160 µV, the amplifier gain must be ~23 
dB. 
It is difficult to find amplifiers of high gain with 1dB compression point 
higher than 16 dBm, the most remarkable of them is Sirenza SGA7489Z. It is 
possible to modify the operating point of the amplifiers to improve the dynamic 
range, but always at the cost of increasing the power consumption and the risk 
of decreasing stability. 
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Noise 
The previous calculations have been done neglecting amplifier’s noise. As the 
noise power is added in quadrature, the intrinsic noise of the amplifier should 
only be taken into account if it is comparable with the noise of the system. 
As can be seen in specifications of Table 6.1, all inspected amplifiers have 
noise figures below 4 dB, which translates into output noise voltages in the order 
of microvolts, well below the VCSEL input noise. 
 
Stability 
As shown in Chapter 5, an amplifier can become unstable as a result of a bad 
combination of source or load impedances for determined frequencies. This 
instability can lead to oscillations in the amplifier and subsequent data loss or 
circuit damage. This must be strictly avoided. 
The gain of the studied amplifiers is fixed, and must be stable within small 
fluctuations of the bias voltage and current. It must be also stable for reasonable 
variations of the operating temperature. Even though in MAGIC facilities 
temperature is strictly controlled, measurements must be stable in case of 
moderate heating of the circuitry, i.e. the amplifier must maintain linearity.  
 
Integration 
PMT preamplifiers must be integrated into the photomultiplier base; this 
means that the layout of the printed circuit must be 1” diameter. This is a quite 
important constrain: the number of components and the size must be strictly 
controlled. A single stage amplifier is again preferred over a two stages 
amplifier. As the number of gain blocks increases, also does the number of 
components of the bias network and the integration in a small circuit is more 
complicated. 
It is also desirable the maximum homogeneity in the power supply. Both the 
PMTs and the VCSELs are 5 V biased, so amplifiers with this voltage 
requirements are preferred. This reduces the number of cables to power up the 
units, with the consequent reduction in cost, infrastructure and risk of failure. 
As all the studied amplifiers have inverting configuration, the number of 
stages is a determining factor in the signal polarity. PMT pulses are negative; 
VCSELs can admit both positive and negative pulses, depending on the pin 
configuration. If VCSEL input polarity is negative, however, a -5 V extra power 
supply is needed.  This is another reason favouring single-stage amplifiers. 
The power consumption is another important constrain in the design of the 
amplifier. As more than a thousand pixels will work simultaneously, a high 
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amount of consumed power will translate in an important increase of the camera 
temperature. The camera cooling system is designed to dissipate 2 kW, so a 
safety limit was set at 1 kW for the whole bunch of amplifiers [6]. For a 5 V bias, 
this means that the maximum allowed current per amplifier is 120 mA. As will 
be shown in next sections, this current is enough for all the tested models. 
It is also advisable to provide the amplifier input with a discharge path for 
possible high charge accumulations in the PMT anode. This path must be a high 
impedance one for the signal bandwidth but practically a short-circuit for 
discharges. 
 
Cost 
Table 6.1 shows a summary of the most suitable commercially available 
amplifiers found to date. All of them are cheap enough (~1 U.S.$) to allow their 
integration in large batches of electronic circuits, as is the case of the pixels or the 
receiver boards of the MAGIC II Telescope. 
As mentioned before, the SiGe technology is currently the most used one in 
the design of MMIC amplifiers, so practically all the considered models make 
use of this technology. 
 
 
Model Manuf. G (dB) BW 
(GHz) 
P1dB (dBm) NF (dB) VCC 
(V) 
VD* 
(V) 
ICC 
(mA) 
Tech. 
          
ABA54563 Avago 23 3.5 16.1 ~4 5 5 79 Si 
BGA616 Infineon 18.5@1GHz 2.7 18 2.90 5 4.5 80 Si-Ge 
BGA614 Infineon 18.5@1GHz 2.4 12 2.30 5 3 80 Si-Ge 
GALI-51 Minicir. 16.1@1GHz 4 16.5 3.5  4.5 65 InGaP 
GALI-74 Minicir. 21.8@1GHz 1 18.3@1GHz 2.7 7-15 4.8 80 InGaP 
HELA-10 Minicir. 12 0.05-1 30 3.5 12 - 525 - 
SGA4563 Sirenza 25.6@850MHz ~0.8 15.0@850MHz 2.4@1950MHz 5 3.6 45 Si-Ge 
SGA4586 Sirenza 24@850MHz ~0.8 16.5@850MHz 1.9@1950MHz 5 3.6 45 Si-Ge 
SGA7489 Sirenza 22.4@850MHz ~1.3 22.4@850MHz 3.3@1950MHz 7-12 5 115 Si-Ge 
*VCC = bias voltage. 
* VD = voltage at the bias pin. 
 
Table 6.1 Some commercially available devices. 
 
2.2. Receiver board preamplifier 
The preamplifier placed in the receiver boards, after the PIN photodiode, must 
fulfil basically the same requirements that the PMT one (bandwidth, reliability, 
low noise, stability, high integration and low cost…) 
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For the gain and the dynamic range different criteria must be followed. Tests 
on the photodiode (1A446 OECA-ST100C [7]) showed an output dynamic range 
between 250 µV and 200 mV. For lower levels the signal is masked by noise, and 
higher levels produce saturation. 
The engineers from IFAE (in charge of receiver boards development) 
requested a maximum pulse amplitude of 1.5 V. Higher amplitudes would 
saturate the next receiver stages. These parameters led to the following 
requirements for the amplifiers: 
• Amplifier gain of 7.5 (17.5 dB). 
• Dynamic range of 58 dB (from 1.8 mV to 1.5 V).  
• The sensitivity of the amplifier must be high enough to resolve input 
pulses of 250 µV.  
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3. PRACTICAL CONSIDERATIONS 
In order to achieve an optimum amplifier design, it is necessary to take into 
account all the conditioning factors, as can be the type of printed circuit board 
used, or the different devices integrated in the source and load of the amplifier 
or in the bias circuit. 
In all the performed tests, FR4 type PCB was used. This substrate is perfectly 
characterized in next subsection, and therefore any topology can be easily 
simulated with CAD software with high accuracy.  
Constrains in the use of SMD components are also studied in this section. 
Electrical models of capacitors and inductors are created, and the influence of 
parasitics in the component performance is carefully analyzed.  
Like in every transmission line consisting in two parallel conductors, only the 
Transversal Electromagnetic Mode (TEM) is propagated by the printed circuit 
board and coaxial cables. 
3.1. Instrumentation 
Measurements of the different amplifiers were performed, both in frequency and 
time domain. The used instruments were: 
• Agilent 4395A Impedance Analyzer. The operation bandwidth is 100 
kHz – 500 MHz. It can be also configured as network analyzer and 
spectrum analyzer (10 Hz – 500 MHz) by means of additional 
modules. 
• HP 8720C Network Analyzer. Provides accurate measurements of the 
scattering parameters of one or two port devices between 50 MHz and 
20 GHz. By means of these parameters it is also possible to infer the 
device stability, as explained in Chapter 5. 
• Agilent E4402B  Noise / Spectrum analyzer. The operation bandwidth 
covers the 9 kHz – 3 GHz range. The analyzer is a very sensitive super-
heterodyne receiver, which converts the high frequencies through a 
range of intermediate ones down to a measurable DC level. When 
combined with a calibrated noise source, it can operate as an accurate 
noise analyzer (see Section 7). 
• Agilent 346A Noise Source. Basically consists in a noise-producing 
avalanche diode. When biased at 28 V it emits white noise, calibrated 
as a function of frequency (in a range from 10 MHz to 18 GHz). When 
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it is not biased, a residual noise remains due to thermal agitation. With 
these two levels the gain and added noise of the device under test can 
be measured. 
• Agilent infiniium 54855A DSO Oscilloscope. A 6 GHz bandwidth, 20 
GS/s tour channels oscilloscope.  
• Tektronix AFG3252 Arbitrary Signal Generator. This 2 GS/s, 240 
MHz bandwidth generator can provide pre-established patterns (sine 
waves, pulses, modulated signals…) or software designed signals. The 
minimum pulse width is ~4 ns, and the maximum peak to peak 
amplitude is 5V. 
• HP 6625A Dual Precision Power Supply. Either current or voltage 
controlled, one of its channels can provide up to 25 W, and the other 
up to 50 W. The channels can be connected in parallel or in series. 
• Keithley 6487 Picoammeter. Voltage power supply up to 500V with 
10fA resolution in current measurements. 
3.2. PCB line analysis 
In the manufacture of printed circuit boards, the control of the line impedance is 
of special relevance. Small deviations in the width of the line might produce 
increases of the reflection coefficient, and therefore a not optimum performance 
of the amplifier (bandwidth reduction, gain losses, mismatching…). Similar 
circumstances might occur when the soldering of components and connectors is 
not clean enough. 
In the amplifier design, different types of transmission lines were considered, 
all of them fabricated with photolithography technology in FR4 PCB. The main 
advantages of this substrate are very low cost and wide availability. Moreover, 
several performed tests have proven a great repeatability in the dielectric 
characteristics of the board for different samples [8]. The different types of lines 
are depicted in Figure 6.2. 
I. Stripline 
Stripline was discarded in the manufacture of prototypes. As the conductor is 
embedded in the dielectric, it is not possible to develop boards directly with 
photolithography methods. The increase in fabrication time, cost and complexity 
of ordering prototypes to dedicated companies was considered not worthy, even 
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though the improvement in the line reflection coefficient was appreciable, 
especially when compared with microstrip lines. 
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Figure 6.2 Different types of PCB lines: (a) Stripline. (b) Microstrip line. (c) Coplanar line. (d) 
Coplanar line with ground layer. 
 
 
Dielectric (Epoxy resin impregnated glass fibre matt) 
  
Thickness 1.56 mm 
εr 4.3 @ 1 MHz 
δ (dielectric loss tangent) 0.02 (1 MHz) - 0.01 (1 GHz) 
Dielectric strength 20 MV/m 
 
Conductor (Copper) 
  
ρ0 (resistivity normalized to gold) 0.7 
Thickness 35 µm 
 
Table 6.2 Basic characteristics of the FR4 printed circuit board. 
 
II. Microstrip 
From the transmission line analysis [9] [10] semi-empirical expressions are 
obtained for microstrip lines (Eq. 6.3). In these expressions, the characteristic 
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impedance of the microstrip line decreases with the line width W, and increases 
with the permittivity µr and the dielectric thickness d. 
Under some circumstances, the circuit topology turns to be of a critical 
relevance. In the integration of the MAGIC PMT preamplifier, for example, it is 
important the PCB size not to be bigger than the photomultiplier diameter (1”). 
In these cases it is necessary to reduce to the minimum the line width, 
maintaining the 50 Ω system impedance. The most practical solution is to design 
the layouts on very thin substrates, or to use materials with high permittivity. 
These materials are more expensive, difficult to find and manipulate. Therefore, 
for test purposes the previously described FR4 PCB has been used. 
 
 
( )
e
0
e
60 8d Wln for W d 1
W 4d
Z
120 for W d 1
W d 1.393 0.667 ln W d 1.444
ε
π
ε
⎧ ⎛ ⎞+ ≤⎜ ⎟⎪ ⎝ ⎠⎪= ⎨⎪ ≥⎪ ⎡ ⎤+ + +⎣ ⎦⎩
 (6.3) 
 
 
By means of CAD software (APLAC) it is possible to optimize the microstrip 
line width to perform 50 Ω characteristic impedance. Figure 6.3 shows the result 
of minimizing the reflection coefficient as a function of the FR4 PCB line width. 
The effect of small deviations from the optimum value is also shown.  
III. Coplanar line.  Importance of via holes 
Coplanar lines have several advantages over microstrip ones. The etched area is 
smaller, so the time needed for the acid immersion is shorter. This way, the 
achieved resolution in the copper lines is better (for a long acid immersion lateral 
etching is produced between the copper and the substrate).  
As can be seen in the simulation, the line width for a 50 Ω impedance is 
thinner than in the case of microstrip line. This simplifies the implementation of 
multiple components and the miniaturization of the circuit. 
The addition of a ground layer has several effects in the performance of the 
transmission line. In one hand, the optimum line width increases, but on the 
other hand, the ground contacts for the components are improved. A ground 
layer is a huge advantage from the geometrical point of view, and much more 
efficient than tracing tracks in a single layer board. 
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Figure 6.3 Simulation of different 30 mm length PCB transmission lines. Upper figure: Reflection 
coefficient of optimized transmission lines. The best performance is for stripline. In prototypes, 
coplanar with ground layer was used. Lower figure: effects of variations in line width in a 
coplanar (with ground layer) transmission line. 
 
Figure 6.4b shows the performance of an amplifier before and after drilling 
via holes to connect grounds in the upper and lower layers. Connecting all the 
otherwise isolated copper areas reduces the pick-up noise of the circuit. 
The main effect of the track length is the number of resonance peaks 
produced within the range of studied frequencies. This number will be higher as 
the electrical path of the line increases. However, the maximum value of S11 does 
not vary. 
The most suitable transmission line would be a coplanar line without ground 
layer below. But, for practical reasons (design and implementation), coplanar 
lines with ground layer will be used (in the worst cases the impedance varies 
very slightly around 50 Ω).  
Figure 6.4a shows the total contribution of the transmission lines of an 
amplifier board to the reflection coefficient. The most important effects are due 
to the thin soldering pads of the MMIC. In this case, the width of these pads is 
limited by the MMIC package dimensions. In order to minimize the impact of 
these line sections, the circuit components must be placed as close as possible to 
the MMIC. It is also possible to reduce the reflection coefficient by designing 
tapered lines connecting the track with the MMIC pads. 
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Figure 6.4 (a) Contribution of the PCB lines to the reflection coefficient. The dashed line includes 
the effects of MMIC connection pads, much thinner than the lines. (b) Effect in the amplifier 
performance of via holes close to the coplanar lines. 
3.3. Constrains in the use of SMD components. Electrical 
models 
In the design of RF circuits, parasitics are of special relevance. For example, 
when a high value of induction is needed, package capacitance often produces 
resonance at frequencies in the order of the tens of MHz. When these inductors 
are placed in the bias network of a broadband amplifier, the gain of the system 
can be critically affected. 
 
Manufacturer Self-resonance 
(MHz) 
Tolerance  
(%) 
Q Price  
(€) 
Bourns 15 30 15 2,02 
Tyco Electr. 8 10 55 1,65 
Epcos 20 20 - 3,26 
Panasonic 10 5 20 0,4 
Kemet 9 20 - 0,62 
Murata 10 10 40 0,4 
Vishay Dale 9 10 20 0,43 
 
Table 6.3 Characteristics of some commercially available 100 µH inductors. 
 
It is necessary, therefore, a careful and detailed model of the used 
components in order to understand and compensate the effects of parasitics, and 
achieve a good performance under working conditions. 
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The first step is to check the specifications of the component given by the 
manufacturer, especially when selecting high value inductors. As an example, in 
Table 6.3 the data from some 100 µH commercially available inductors are 
shown. 
I. High frequency model for inductors 
The high frequency model used to characterize the inductors used in the circuit 
[11] is shown in Figure 6.5a and is based on the following components: 
• C: shunt capacitance due to the packaging. Depends on the package 
size, therefore it is advisable to work with small components in high 
frequency electronics. 
• L: nominal value of the inductor. 
• R: series resistance of the package and the connectors. It is usually 
specified by the manufacturer, what reduces the total number of 
parameters to optimize in the simulations. 
• G: shunt admittance due to the current leaks existing through the 
package. It is normally very high, in the order of hundreds of kΩ or 
MΩ. 
• L2: parasitic inductance due to the bonding wires of the package. 
 
 
       
 (a) (b) 
 
Figure 6.5 High frequency parasitic model for inductors (a) and capacitors (b) 
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II. High frequency model for capacitors 
The high frequency model used to characterize the capacitors used in the circuit 
is shown in Figure 6.5b and it is based on the following components: 
• C: nominal value of the capacitor. 
• L: series inductor created by the bonding wires of the package. 
• R: series resistor of the capacitor, due to the package and the 
connectors. 
• G: admittance of the package, due to leakage currents. 
III. Parasitics calculation 
In order to estimate the value of the parasitics, the equivalent model of the 
component is constructed in APLAC. The nominal value of the component and 
the information given by the manufacturer (usually the series resistance of the 
inductors) are fixed values in the optimization, the rest of the variables are 
adjusted to fit the scattering matrix measured with a Network Analyzer. 
The coplanar line used as test-fixture is also included in this 
parameterisation. 
The frequencies at which the effect of parasitics starts degrading the 
performance of the inductors decrease as the nominal inductor value increases. 
This is of special relevance in cases like the bias network described in next 
section, in which a SMD inductor of relatively high values is used. 
A study of the parasitics of such inductors has been done; the values that 
optimize the model are shown in Table 6.4 
Figure 6.6 shows the results of the model fit to the measured reflection 
coefficient of several components. 
 
Component Nominal L, F Series L Series R Shunt C  Shunt R 
TDK 10 µH 3.192 nH 2.1 Ω 2.342 pF 649 kΩ 
EPCOS 1 µH 39 nH 0.34 Ω 0.106 pF 4.318 kΩ 
MURATA 1 µF 86.2 pH 0.328 Ω 1 pF 95 kΩ 
 
Table 6.4 Parameterization of the inductor and capacitor models. 
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Figure 6.6 Reflection coefficient for some components. Dots: measured; Line: simulated. 
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4.  BIAS CIRCUIT 
The bias circuit should have no influence in the performance of the amplifier. 
Manufacturers as Minicircuits can supply tee bias (either in coaxial or SMD 
package) that guarantee this behaviour for a wide band of frequencies, from 0.1 
MHz and 12 GHz [12].  
The main drawback of these devices is their high cost. This factor is especially 
relevant in mass production designs, as is the case of the MAGIC II Telescope 
pixels. The price per unit oscillates between 40 and 100 U.S.$, and their size 
makes them unpractical for integration in the reduced dimension circuits of the 
PMT preamplifiers or in the receiver boards. 
Bias networks for these applications, therefore, must be designed with 
discrete SMD components, specially selected for optimum performed at the 
desired bandwidth. 
As it was explained in the previous subsection, the main problem is the 
performance of capacitors and inductances at high frequencies, when the effect 
of the parasitics can turn an inductor into a capacitor or vice versa. It is crucial to 
carefully select every component in order to complete an adequate network. A 
perfectly valid amplifier could be spoiled by a wrong inductor or capacitor 
selection. 
Figure 6.7 shows the influence of the bias network and the DC Block 
capacitors in the amplifier performance. This simulation has been made taking 
into account all the parasitics of the components, estimated as commented in the 
previous section. Even though the amplifier manufacturer guarantees the correct 
performance of the gain block for low frequencies or even DC (the amplifier 
SPICE model is shown in Figure 6.7b), there is a low limit imposed in the 
bandwidth of the amplifier: the ‘DC block’ capacitors, placed at the input and 
output of the amplifier (see Figure 6.7a). These capacitors filter the DC and the 
lowest frequencies, avoiding the slow variations of the excess current coming 
from the photodetector to penetrate and damage the MMIC. The low frequency 
cutoff is determined, though, by the performance of the bias network (i.e. the 
values of the inductances). Figure 6.7c shows the S21 parameter of the entire 
circuit.  
The purpose of the bias network is to provide the necessary DC supply 
current at the output of the amplifier without interfere into the device 
performance. However, a not desired low impedance is set between the 
amplifier output and ground, which can translate into signal losses. The purpose 
of the high value bias network inductors is to set an upper limit for the 
frequency passband of this path.  
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The problem with the inductors, as seen in previous sections, is that the 
bigger they are, the lower frequencies resonances appear. These resonances have 
a devastating effect in the amplifier parameters. Adding a shunt resistor in the 
bias network this effect can be attenuated up to less than 1 dB (see zoom in 
Figure 6.7b). Several simulations determined that the optimum value of this 
resistor was 560 Ω. 
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Figure 6.7 (a) Amplifier schematic, including the bias circuit and the DC block capacitors. (b) 
SPICE model of the amplifier (BGA616). (c) APLAC simulation of the S21 of the DC block and 
bias circuit, including all the parasitics calculated in the previous section. The amplifier has been 
short-circuited in this simulation. 
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With a high inductor and its shunt resistor, the lower frequency cut is set. But 
for higher frequencies, the inductor no more performs a good filter and a smaller 
inductor, which behaves better at high frequencies, is needed. 
The bias resistor determines the current consumed by the amplifier, and it is 
usually specified by the manufacturer. 
The purpose of the capacitors is to filter the noise coming from the power 
supply. The input impedance was supposed to be infinite for the simulations. 
The characteristics of the transmitted signal determine the design of the bias 
network. The effect of filtering the lowest frequencies is to widen the negative 
pulse tail shown in Figure 6.8; a compromise between the low frequency cutoff 
and the typical pulse tail must be reached. The higher the value of the bias 
inductor, the shorter the tail is. Figure 6.8 shows the effect of this inductor on the 
pulse tail width.  
The requirements agreed for the MAGIC pixel performance implied a 
recovery time for the amplifier in the order of several nanoseconds. This way, a 
pulse rate of several MHz due to the NSB will not result in a pile-up of the signal 
and a sensitivity loss. A 100 µH inductor was used for L1.  
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Figure 6.8 (a) Response of an amplifier to a -200 mV input pulse. (b) Detail of the pulse tail as a 
function of the bias inductor value. 
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5. FREQUENCY-DOMAIN RESPONSE 
Several measurements were performed on the amplifiers, using the 
instrumentation described in Section 3.1. 
5.1. Scattering matrix 
In Table 6.1, several commercial devices were presented. After examining the 
requirements for the MAGIC II preamplifiers, the following MMICs were 
selected: 
• Sirenza SGA-4563Z: both the gain and the 3 dB bandwidth of this 
device fitted quite well the requirements of the preamplifier. The noise 
figure is low enough to not to degrade the system sensitivity, and it is 
well 50 Ω matched. The main drawback is the relatively low dynamic 
range. 
• Sirenza SGA-4586Z: very similar to the previous one, but better noise 
figure and dynamic range. It turned out to be less stable. 
• Sirenza SGA-7489Z: The main advantage of this MMIC was its high 
dynamic range without the need to perform resistive feedback. The 
drawbacks were the need of an extra power supply for biasing and the 
high power consumption. 
• Infineon BGA616: this device fitted perfectly all the features required 
for the photodiode preamplifier in the receiver board. 
 
Several other amplifiers were tested, as the versatile Analog AD8009 
operational amplifier or the Agilent SMA0886, but were finally discarded 
because they did not reach the minimum required bandwidth. 
In the following sections the main results of the tests performed to these 
devices are presented. 
Figure 6.9a shows the measured gain for the analyzed models. For the 
preliminary tests, a different bias network, simpler than the one presented in 
Section 4 was used. Figure 6.9b and Table 6.5 describe the circuit. This 
configuration provides a worse performance at low frequencies, with longer 
pulse tails (as explained in Section 4); but the parasitics have less influences at 
high frequencies and the analysis and implementation is easier. Once tested and 
selected the device, a sample with the adequate bias network is carefully 
analyzed. 
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Figure 6.10 shows the performance of the final prototype of BGA616, 
designed to be the preamplifier of the receiver board. The gain has been 
measured with the network analyzer between 50 MHz and 3 GHz, where the 
parasitics of the components are more relevant. The simulation, performed with 
SPICE, includes the parasitics of every component (as described in Section 3), the 
segments of transmission line and the amplifier model given by the 
manufacturer, as shown in Figure 6.7a and 6.7b. 
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Figure 6.9 (a) S21 of the different analyzed amplifiers. The crosses denote the 3 dB bandwidth. 
Models noted as ‘A’ correspond to a standard. Models noted as ‘B’ correspond to configurations 
with extended dynamic range. (b) ‘A’ and ‘B’ configurations. 
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The effects of the parasitics can be clearly seen in Figure 6.10. The circles are 
the measured value of the gain for the circuit of Figure 6.7a. The triangles stand 
for the same circuit, but removing the 560 Ω shunt resistor. 
The black line simulates the circuit without the shunt resistor, and the blue 
one the complete circuit with all the parasitics. For the simulation represented by 
the red line, the parasitic capacitance of the SMA connectors was removed. 
The peak observed at 100 MHz is the result of the capacitive parasitic of the 
10 µH inductor of the bias network. When a shunt resistor is introduced the 
quality factor of the self-resonance is reduced and the peak disappears. There is a 
strong dependence on the connector capacitance. 
 
 SGA4563Z 
A 
SGA4563 B SGA4586Z 
A 
SGA4586Z 
B 
SGA7489Z BGA616 
C1, C3 1 mF 1 mF 1 mF 1 mF 1 mF 1 mF 
C2, C4 100 nF 100 nF 100 nF 100 nF 100 nF 100 nF 
RSHUNT ∞ 3.3 kW ∞ 3.3 kW ∞ ∞ 
RBIAS 33 Ω 33 Ω 33 Ω 33 Ω 10 Ω Ω 
L 1 µH 1 µH 1 µH 1 µH 1 µH µH 
C5 1 µF 1 µF 1 µF 1 µF 1 µF µF 
C6 1 nF 1 nF 1 nF 1 nF 1 nF nF 
V 5 VDC 5 VDC 5 VDC 5 VDC 6.26 VDC 5 VDC 
I 45 mA 83.3 mA 47.7 mA 85 mA 115 mA  
 
Table 6.5 Component values of the Figure 6.9b. 
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Figure 6.10 Comparison of measured and simulated S21 parameter for BGA616, in order to 
illustrate the effect of parasitics. 
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Figure 6.11 shows the S12, S11 and S22 parameters of the amplifiers. The 
measurements have been made between 50 MHz and 3 GHz. In the operating 
range (up to 1 GHz) all of them show acceptable 50 Ω matching. In Figure 6.12, 
the power losses both at the input and at the output of the amplifiers are 
represented. In the operation range (below 1 GHz) all the losses are below 5 % 
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Figure 6.11 Measured scattering parameters. Models noted as ‘A’ correspond to a standard. 
Models noted as ‘B’ correspond to configurations with extended dynamic range. 
5.2. Stability 
A correct design of the amplifier implies the stability of the system for the 
operating frequencies and impedances. Figure 6.13 shows the stability 
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parameters of the amplifiers, as explained in Chapter 4 (the device is stable if κ > 
1 and ∆ < 1) 
As can be seen in the graphs, both selected amplifiers (SGA4563Z and 
BGA616) are unconditionally stable. 
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Figure 6.12 Power loss of tested MMICs. 
 
 
Both SGA4563 and SGA4586 MMICs have been tested in normal (A model) 
and extended dynamic range (B model) configurations. In the B model, a 3.3 kΩ 
resistor has been placed as shown in Figure 6.9b. This feedback resistor has been 
proven to increase the stability of the amplifier (and the dynamic range) at the 
expense of increasing the power consumption. 
The stability circles determine the impedances, that, placed at the source or 
the load of the amplifier would produce instability. In Figure 6.14, source and 
load stability circles are calculated for both BGA616 and SGA4563 amplifiers. As 
all the circles are outside the unitary circle, the devices will be stable 
independently of the load and source impedances. 
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Figure 6.13 Stability parameters of the tested amplifiers. The device is unconditionally stable if    
κ > 1 and ∆ < 1 (or U < 1) for every frequency. 
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Figure 6.14 Stability circles of the selected amplifiers. Upper graphs: BGA616. Lower graphs: 
SGA4563 (B model). Left: source stability circles. Right: load stability circles. 
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6. TIME-DOMAIN RESPONSE 
6.1. Linearity and dynamic range 
Linearity and dynamic range have been measured for the amplifiers under test. 
The MMIC is DC blocked, and will always be operated in pulse mode, so the 
input signal applied for these measurements consists in a 4 ns PWHM, variable 
amplitude pulse provided by the Tektronix AFG3252 function generator. Both 
input and output pulses were monitored by the Agilent Infiniium 54855A 
oscilloscope. The linearity and dynamic range are plot in Figure 6.15, together 
with the consumed power. Both SGA4563Z and SGA4586Z models have been 
modified with a 3.3 kΩ feedback resistor in order to increase the dynamic range. 
As seen in Section 5.2, this has also positive effects in stability, but the main 
drawback is the increment in the power consumption and heat dissipation.  
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Figure 6.15 Dynamic range and linearity of several MMICs. Models noted as ‘B’ correspond to 
configurations with 3.3 kW feedback resistor for extended dynamic range. 
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Requirements and performance of BGA616 MMIC is represented in detail in 
Figure 6.16. The lower limit of the dynamic range is given by the noise produced 
by the receiver photodiode. The upper limit is determined by the dynamic range 
of the photodiode, which fits well with the 1 dB compression point of the 
amplifier, producing a overall dynamic range of ~58 dB. 
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Figure 6.16 Detailed dynamic range of the receiver photodiode – MMIC set. 
 
6.2. Photodiode test 
The chain VCSEL – optical fiber – photodiode – preamplifier was tested. The 
VCSEL was fed with a 4 ns FWHM pulse with variable amplitude generated by 
the Tektronix arbitrary signal generator. The results are shown in Figure 6.17 for 
increasing values of the pulse amplitude. The upper, left plot shows the effects of 
a hostile environment, in which the signal of a cellular phone (900 MHz, 1800 
MHz) is interfering with the signal.  
As the maximum output power of the amplifier is reached, the behaviour is 
not more linear and the pulse starts distorting, as can be seen in the last plot. 
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Figure 6.17 BGA 616 response for a 4 ns FWHM, variable amplitude photodiode output pulse. 
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7. NOISE AND SENSITIVITY 
The noise figure of the amplifiers has been measured by means of the ‘Y Factor 
Method’ [13]. In this procedure, the noise analyzer and calibrated noise source 
described in Section 3 were used. Figure 6.18 illustrates this method. In the first 
step, a noise source with pre-calibrated excess noise ratio (ENR) is directly 
connected to the noise analyzer, which stores in memory several needed 
parameters and normalizes to 0 dB noise figure. An accurate calibration of the 
noise source is mandatory, because every measurement relies on this normalized 
noise figure. 
In the second step, the device under test (DUT) is driven by the noise source 
and connected to the analyzer, which measures the actual values of the MMIC 
noise figure. 
 
 
 
 
Figure 6.18 The ‘Y Factor Method’ for noise measurement procedure [14]. 
 
 
The measured noise figures of the amplifiers are plot in Figure 6.19.  
Once the noise figure of the amplifiers is measured, intrinsic noise produced 
by the amplifier at the output can be calculated. The normalized standard 
deviation of the probability density function of this voltage noise is given by [14] 
[15]: 
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 ekT BG
2
σ =  (6.4) 
 ( )e 0T T F 1= −  (6.5) 
 
where: 
• Te is the noise equivalent temperature. 
• T0 is the ambient temperature. 
• B is the noise bandwidth. 
• G is the amplifier gain. 
• K is the Boltzmann constant. 
All these parameters are listed in Table 6.6. Note that the standard deviation 
of the output noise is in the order of microvolts, orders of magnitude lower than 
the noise produced by the VCSELs or the photodiodes. As all the noise 
components must be added in quadrature, this means that the intrinsic noise of 
the MMICs is not a relevant parameter. 
 
 
MMIC NF (dB) Gain (dB) BW (GHz) Te (K) σ (µV) 
SGA4563Z 2.34 28 0.77 207.05 5.26 
SGA4586Z 1.93 28.5 0.60 162.27 4.23 
SGA7489Z 2.69 23 1.10 248.76 5.16 
BGA616 3.77 18 1.50 400.87 5.74 
 
Table 6.6 Noise parameters of MMICs. 
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Figure 6.19 Noise figure of the tested MMICs. 
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8. THERMAL STABILITY 
The MAGIC Collaboration has made a special emphasis in the design of cooling 
systems for the camera of both Telescopes. The temperature constancy of the 
electronics plays a very important role in the stability of the system and the 
repeatability of the measurements. In the PMT, the noise due to thermoionic 
emission increases critically with the temperature. In all passive elements the 
white (thermal) noise increases with the square root of temperature, and in 
active devices the dependence is much more compromising. The VCSELs of 
MAGIC II Camera have a dedicated cooling plate to reduce instabilities due to 
temperature fluctuations. When the data are analyzed, the system is tagged as 
OK if the temperature in the center of the camera is in the range between 35 and 
38 ºC, so that will be considered as the usual temperature fluctuation [16]. 
In the counting house, where the receiver boards are located, the ambient 
temperature is controlled to be between 25 and 30 ºC. In the chip surface, 
obviously, the temperature is a bit higher.   
8.1. Bias current stability with temperature 
The two amplifiers used in the MAGIC II Telescope design have been analyzed 
for temperature fluctuations. A thermally isolated chamber with a current 
controlled heater was set. The temperature was measured by means of a 
calibrated J thermocouple sealed with thermal grease to the MMIC surface. 
Figure 6.20 shows the temperature dependence of the bias current of the 
amplifiers. As can be seen in the plots, variations lower than 3% of the mean 
value for the BGA616 and 8% for the SGA4563Z are observed, for a ~30 ºC range. 
This approximately linear dependence can be due to the temperature 
dependence of the semiconductor resistivity. An increase of the temperature 
produces a decrease of the series resistance and thus the increment of the bias 
current. 
8.2. Influence of temperature on the scattering parameters 
The analysis of BGA616 scattering parameters for different temperatures shows 
only small fluctuations. As temperature increases, the gain also slightly increases 
due to the bias current increment. But, as the MMIC is built to be stable with bias 
fluctuations, this effect produces only fluctuations in the order of tenths of dB 
(see Figure 6.21). 
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Figure 6.20 Temperature dependence of the BIAS current for BGA616 and SGA4563Z MMICs. 
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Figure 6.21 Fluctuation of the BGA616 scattering parameters with temperature variations. The 
lower graphs represent the power loss due to reflections at the input and at the output of the 
MMIC. 
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Regarding the amplifier matching, the reflection coefficient increases with the 
temperature (probably due to the decreasing series resistance of the 
semiconductor).  
The total losses by reflection are below 8% at the input, and 10% at the output 
for the whole amplifier bandwidth. For frequencies lower than 1 GHz (as will be 
the signals from PMTs) the losses are under 6%. 
If a pulse is applied to the amplifier and the output is monitored for different 
temperatures, Figure 6.22 is obtained. As expected from the scattering 
parameters analysis, only small fluctuations in the pulse are produced, and the 
noise increment is negligible. 
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Figure 6.22 Influence of temperature variations on the amplifier output. 
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9. FINAL TESTS 
Once the Receiver Boards were finally constructed, a test of the complete system 
was performed at IFAE laboratories. 
The Receiver Board, named ‘MONSTER’ board, is shown in Figure 6.23a. The 
highlighted corresponds to the input part of the board. The optical fibers coming 
from the camera VCSELs are connected to the board input. The orange fiber 
transmits the signal to the photodiodes connected to the input of the amplifier. 
Figure 6.23b shows a detail of the amplifying stage, in which four photodiodes 
are already connected.  
 
 
       
 
Figure 6.23 (a) Complete view of the ‘MONSTER’ receiver board for the MAGIC II Telescope. (b) 
Detail: photodiode connection and pre-amplifying stage consisting on BGA616 MMICs and the 
corresponding bias network. 
 
Figure 6.24a shows the setup for the test of the transmission chain. A biased 
VCSEL is connected to a port of the Network Analyzer. This VCSEL is connected 
by an optical fiber to the photodiode input, which feeds the amplifier. The other 
port of the Analyzer is connected to the amplifier output. In Figure 6.24b the 
scattering parameters of the complete system can be seen. The bandwidth is 
higher than 1 GHz and both the input and the output are well 50 Ω matched. 
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(a) 
 
(b) 
Figure 6.24 (a) Setup for the test of the Receiver Board: VCSEL – photodiode – preamplifier 
connected to a Network Analyzer. (b) Measurement of the scattering parameters. 
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1. MOTIVATION 
N Chapters 3 and 4 we described different prototypes of pulse generators with 
pulse widths in the order of one nanosecond (and even some hundreds of 
picoseconds). However, these signals must be converted into light pulses in 
order to be useful for photodetector testing and characterization. By means of 
different optical arrangements, it is possible to manipulate the light beams in 
order to perform different tests on the detectors (time-domain response, single 
photon detection…). The most suitable device to perform this electro-optical 
conversion is the Light Emitting Diode (LED).   
The fast development experienced by LED technologies in the last ten years 
have resulted in dramatic improvements on the efficiency, monocromaticity, 
time response and output power. These advances are especially remarkable in 
blue LEDs [1], [2], [3], and have been the main motivation for the design of the 
testbench presented here for photodetector studies.  
In order to design a ns LED pulser free from mismatch and ringing effects it is 
necessary to develop suitable models for the LED impedance, which must be 
accurate enough up to predict this parameter at both ON and OFF states, and up 
to frequencies of at least 1 GHz. A model is reported in this thesis which predicts 
the electrical behaviour of double heterostructure GaN/SiC blue light-emitting-
diodes up to microwave frequencies.  
A procedure to extract the series resistance (RS) from the reflection coefficient 
is suggested. This procedure offers the advantage of using measurements at both 
equilibrium and high bias currents, and therefore it is possible to answer to a key 
question: are the values of the series resistance strongly influenced by the device 
heating? In addition, attention has been paid to the standard procedures based 
on the current-voltage curves to extract key parameters such as the DC series 
resistance and the ideality factor, in order to validate some key results obtained 
from the modelling at high frequencies. 
 
The last section of this chapter is devoted to the integration of the LED pulser 
into a shielded testbench for measurements of low level pulsed signals, and 
evaluation of pulse distortion and noise. This test bench includes different 
designs of bias networks for PMTs, HPDs and solid state photodetectors. 
 
 
 
I 
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2. LED MODELLING 
2.1. Circuital model with high frequency effects 
The classical theory of LEDs is based on the p-n homojunction; the new devices, 
however, often have more complex structures based on single and multiple 
quantum wells [4]. This has encouraged the development of different simulators 
based on the self consistent solution of the Schrödinger and transport equations 
[5].  
However, the details of the composition and geometry of commercially 
available LEDs are not generally known by researchers. In addition, LED devices 
under usual bias operation are strongly influenced by the device heating [6], [7] 
and this effect is difficult to be accounted for in the simulations. Finally, the 
results of these kind of simulations can hardly be integrated in CAD tools for 
electronic and optoelectronic circuit design such us PSPICE [8], which offer the 
highest accuracy when they are combined with fitting factors extracted from 
simple measurements. A simpler more intuitive DC model of blue LEDs is 
proposed in this thesis which is based on direct measurements. 
Most of the research work published up today in GaN/SiC devices has been 
addressed to improvements in different steps of the fabrication process, such as 
GaN doping [9], characterization of interfacial defects [10], DC and low-
frequency electrical characterization [11] [12], or efficiency optimisation [13]. 
However, the high frequency behaviour of blue LEDs has not been yet 
investigated in such a detail.  
With these motivations in mind, we present here a circuital model based on 
physically meaningful elements that is able to accurately reproduce the electrical 
behaviour of GaN/SiC blue LEDs in a fairly wide range of frequencies. The 
model takes into account the parasitic effects of package and bonding wires, the 
series resistance and the nonlinear behaviour of the junction capacitance and 
conductance. It has been verified experimentally at frequencies up to 2 GHz. The 
extraction of the equivalent circuit elements that reproduce the parasitic effects 
allows to clearly identify what is the limiting factor that affects the high 
frequency behaviour of the device, and what are the maximum frequencies at 
which the device impedance is dominated by the intrinsic behaviour of their 
characteristic elements rather than by parasitics. This information cannot be 
obtained from conventional I-V or low frequency (<10 MHz) C-V measurements. 
Figure 1 shows the equivalent circuit used to simulate the device. It includes 
two parasitic elements Cp, and Lp, which simulate the capacitance of the device 
package and the inductance of the bonding wires, respectively. The other three 
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elements are well known and account for the intrinsic behaviour of the LED. The 
small section of the transmission line simulates the coaxial SMA connector where 
the devices are mounted. 
 
ΓL
7.3 mm
Rj (Vj)
CP
Vj
Cj (Vj)
+ -
RS LP
 
Figure 7.1 Equivalent circuit of the LED. 
 
The series resistance has two main contributions; one is nearly constant and is 
located at the ohmic contacts, the second contribution accounts for the neutral 
part of the diodes and depends, in principle, on the bias. However this 
dependence is usually negligible. The series resistance is typically extracted from 
the I-V curve, by solving in a self consistent way the diode equation, 
 
( )
0
Sq V R I
kTI I e η
−
=  (7.1) 
where the ideality factor η depends on the dominant conduction mechanism. 
  
This procedure has limitations when applied to a number of devices 
including LEDs, which are derived from the fact that neither η nor T is really 
constant. A different approach is adopted here, in which RS is extracted by 
optimization from the reflection coefficient measurements at high frequencies. 
The measurement is made at 0 V. The high sensitivity of the reflection coefficient 
to the series resistance is derived from the fact that at high frequencies the 
junction resistance is almost ‘short circuited’ by the junction capacitance. This 
enables an accurate extraction of RS without any error derived from the device 
heating or from inaccuracies in the estimation of the ideality factor. 
When a generator of impedance Z0 feeds the LED with a high frequency small 
AC signal, a reflected voltage emerges from the device due to the impedance 
mismatch. The measured reflection coefficient ΓL at the calibration reference 
plane is related to the LED impedance ZL through the following expression, 
 020
0
jwL
L
L
Z Z e
Z Z
µ ε−−Γ = +
?  (7.2) 
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where ε is the dielectric permittivity of the teflon and ℓ the SMA connector 
length, which is 7.3 mm in our samples. 
The measurement of ΓL can be made with a network analyzer having the 
standard characteristic impedance of Z0=50Ω in a fairly wide range of 
frequencies.  
As shown in Figure 7.1, the device model consists of five different elements. 
Therefore, a single optimization of all the elements to fit the reflection coefficient 
measurement to the simulation at all the frequencies is neither effective nor able 
to provide physically sound values. However, the fairly broad band of the 
network analyzer enables one to measure the LED impedance ZL even at 
frequencies where this impedance is dominated by parasitics. This makes 
possible to separately extract Cp and Lp, by optimization at the highest 
frequencies. Accurate initial values for Cj and Rj are obtained from conventional 
G-V and C-V measurements at 10 MHz, and finally Rs can be obtained by 
optimizing it together with a slight tuning of Cj and Rj to fit the measured 
reflection coefficient to the simulation at the lowest frequencies measured by the 
network analyzer. The identification of the ‘high’ and ‘low frequency’ bands of 
measurement for the optimization can easily be guessed by inspection of the bias 
dependence of the reflection coefficient. 
In order to illustrate the accuracy of the proposed model, a SiC/GaN double 
heterostructure blue LED, mounted in a standard T-1 3/4 lamp [14] has been 
tested.  The device has a vertical structure with a p-n junction effective area of 
240x240 µm, and features a radiant flux of 1150 µW at 20 mA. Other references 
provide additional details on the device structure [15] and emission spectra [16].  
The measured and simulated reflection coefficient for a bias voltage of 0 and 4.5 
V are shown in the Smith charts of Figure 7.2. As it can be seen, theoretical and 
experimental curves can hardly be distinguished at any of the bias points, and 
the final values obtained for the parasitic elements are fairly not dependent on 
the bias. In addition, the values for Cp, rather small in comparison with other RF 
diodes, and Lp, relatively large, are in good agreement with the physical structure 
of the chip mount, which features a significantly long bonding wire at the anode 
and low capacitive effects between anode and cathode contacts. 
The parasitic elements Cp and Lp were extracted by optimization of the 
reflection coefficient from 500 MHz to 2 GHz. The Gradient algorithm [17] was 
used, and the results were confirmed by repeating the optimization with two 
additional numerical routines, based on the MinMax and NelderMead 
techniques [18] [19]. As it can be seen in Figure 7.2, the impedance in this range is 
nearly insensitive to the bias, and therefore is dominated by parasitics. This fact 
was confirmed by the strong variation of the reflection coefficient observed when 
either of the two elements were ‘manually’ tuned while keeping constant the 
other three elements of the model. 
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Figure 7.2 Measured (symbols) and simulated (line) reflection coefficient of the diode in 
equilibrium (circles) and with a forward bias of 4.5 V (triangles). |ΓL| for 4.5 V has been divided 
by 3 in order to differentiate the curves better. The values of the elements used in the simulation 
are: Rj=1371 Ω, Cj=54.92 pF, Rs=19 Ω, Cp=0.3 pF, Lp=6.5 nH (equilibrium), and Rj=11.54 Ω, Cj=145 
pF, Rs=19 Ω, Cp=0.3 pF, Lp=6.5 nH (bias of 4.5V). 
 
Initial values for the optimization of Rj and Cj were obtained from the 
differential impedance measured at 1 MHz. Then Rs, Cj and Rj were optimized in 
the full range of frequencies at which the reflection coefficient was measured.  
An ideality factor of η=8.5 was estimated by making I-V curves, following the 
procedure which will be shown in the next section. This factor was calculated 
after estimating the series resistance from the reflection coefficient measurements 
and extracting the corresponding voltage drop from the total measured voltage. 
In order to minimize the effects of the device heating on the calculation, only 
the lowest current points that fit well to the diode equation were used. The 
anomalously high value obtained for η agrees well with the reports made by 
other authors in the characterization of similar devices [4].   
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Two different arguments have been defended to explain ideality factors above 
2 in these devices: the existence of multiple junctions inside the device, and the 
presence of deep-level-assisted tunnelling effects. 
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Figure 7.3 C-f and G-f curves at 0 V. Total low frequency conductance and capacitance (open 
circles) and high frequency junction conductance and capacitance (stars). The nonlinear fit shown 
in the capacitance plot was obtained with C1=77.5 pF, τ1=2.08 ns, C2=12 pF, τ2=54.9 ns, Cj=54.92 
pF. 
Figure 7.3 shows the differential admittance of the LED, as measured with a 
HP 4192A Impedance analyzer, the junction capacitance and resistance measured 
at RF and microwave frequencies and a no linear fit to the measured capacitance 
for the full range of frequencies. This fit was achieved with the following model 
 1 22 2
1 21 1
j
C CC C
( ) ( )ωτ ωτ= + ++ +  (7.3) 
The presence of several junctions in the device is consistent with the observed 
dependence of the measured conductance on the frequency below 10 MHz. 
Although a single frequency dependent junction conductance and capacitance 
would explain the measurements as well, no tunnelling effects with time 
constants as high as the ones observed here have been found in the literature.  
It must be pointed out that the three contributions to the frequency 
dependent capacitance measured here are additive and therefore cannot account 
for three different capacitances located in different parts of the device and 
connected in series. Therefore, the lorentzian dependence of the capacitance is an 
attribute that must be assigned to the full device rather than to individual parts 
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of it. Nevertheless, the high accuracy of the model given by Figure 7.1 
demonstrates that multiple junctions need only be considered below 10 MHz. 
In summary, it is worth to mention the following concluding remarks:  
1) The model proposed here to predict the high frequency behaviour of DH 
SiC/GaN blue LEDs is able to accurately estimate the device impedance 
even at frequencies at which this impedance is fully dominated by 
parasitics. The parasitic inductance of the bonding wire has been 
identified as the main limiting factor in the high frequency behaviour of 
the device.  
2) The admittance measured up to 10 MHz is consistent with the high 
frequency model presented in this Chapter, by assuming a non linear 
lorentzian behaviour of the device capacitance with two different time 
constants.  
3) The frequency dependence of the conductance measured below 10 MHz 
could be explained by the presence of multiple rectifying junctions, but at 
higher frequencies a single junction model is accurate enough. 
4) An anomalously high value of the ideality factor in the DH SiC/GaN blue 
LED presented in this work confirm previously reported work in similar 
structures.  
5) The high sensitivity of the reflection coefficient at 0 V to the series 
resistance enables the calculation of this factor without any errors derived 
from the device heating or from the inaccuracies in the estimation of the 
ideality factor. 
2.2. Alternative calculations of RS and ideality factors 
The small signal equivalent circuit of the LED described in the previous section 
contains a number of different unknowns: the intrinsic elements are bias 
dependent and nonlinear, and the LED mount contains parasitics that cannot be 
estimated by theoretical considerations. This has motivated different techniques 
based on trying to extract some parameters of the equivalent circuit by means of 
other independent measurements.  
On the other hand, the extracted values of the series resistance and ideality 
factor of the LED which have been reported in the previous section has 
motivated us to look for an alternative approach in order to confirm whether the 
optimization of our suggested procedure provides physically sound values or 
not.  
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The current-voltage characteristics are typically used to obtain information on 
diode parameters, including the ideality factor and the series resistance. 
Although the corresponding procedures are well known and simple when 
applying to a conventional diode, the modelling of the I-V curves of a LED is not 
straightforward. Two main difficulties must be addressed: the high series 
resistance and the thermal effects, since the device is not at room temperature.   
This Section aims to study how to obtain a model able to accurately 
reproduce the current voltage characteristics of light emitting diodes even at the 
highest operating bias points. This model makes use of a simple empirical 
current-temperature dependence, and postulates the presence of two different 
conduction mechanisms. It accounts for the influence of the series resistance, and 
for the temperature dependence of the inverse saturation current. The accuracy 
of the model is illustrated by comparing the simulated and measured I-V curves 
of different commercially available LEDs. 
The considerations described above set a motivation to develop a model for 
the DC behaviour of LEDs with the following main goals in mind:  
• It must be able to accurately reproduce the DC curves even at the highest 
operating currents, which are in fact the usual ones under common 
operation of LEDs. 
• It must be compatible with the increase of temperature shown by the 
experimental evidence. 
• It must be compatible with the fact that the reverse saturation current is 
temperature-dependent. 
• It must be simple enough to be integrable in conventional circuit theory 
CAD tools. 
• It must not require a detailed knowledge of the internal device 
composition and structure. 
In order to fulfil these objectives we postulate a model for forward bias that 
accounts for three different conduction mechanisms, leading to a dependence of 
the measured current Imeas versus measured voltage Vmeas given by 
 
0
0
1meas S measmeas r
r
meas S meas meas S meas
i
i sh
q(V R I )I I exp
n kT
q(V R I ) V R II (T ) exp
n kT R
⎛ ⎞⎛ ⎞−= − +⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
⎛ ⎞− −+ +⎜ ⎟⎝ ⎠
 (7.4) 
where I0r , I0i are the reverse saturation currents, RS the series resistance, Rsh the 
parasitic shunt resistance and nr, ni fitting factors. Rsh can be originated by any 
channel that bypasses the ideal junction. This bypass can be caused by surface 
states or damaged regions of the intrinsic junction. When Rsh is not negligible, the 
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I-V curve exhibits a linear dependence at reverse bias or even at low forward 
currents.  
After testing the I-V curves under reverse operation, it was found that all the 
diodes presented in this work have a shunt resistance above 5 GHz and therefore 
the third contribution to Imeas in (7.4) will be considered negligible. In the 
following paragraphs, the first contribution to the current shown in (7.4) will be 
called the ‘low current term’ (LCT), and the second contribution the ‘high current 
term’ (HCT). Since the LCT is dominant at low currents, the temperature 
dependence of I0r is neglected. However, the influence of the series resistance 
must be kept in order to avoid an overestimation of this contribution at the 
highest currents against the HCT.  
The proposed model is considered valid only for forward bias since it does 
not take into account reverse bias conduction mechanisms such avalanche 
breakdown or tunnelling effects. However, despite what happens in other diodes 
the modelling of the reverse bias in a LED is of marginal use. 
The dependence of I0i with temperature is assumed to be similar to that of an 
heterojunction dominated by the thermionic emission mechanism [20], 
 ⎟⎠
⎞⎜⎝
⎛−=
kT
qETITI Gi exp)( 000   (7.5) 
where I00 is a constant, and EG is the energy GAP in eV of the active layer. This 
dependence differs from the one expected for a conventional p-n homojunction 
dominated by the drift-diffusion mechanism [21]. A linear temperature 
dependence of EG can be assumed in the high temperature limit. Therefore,  
 00G GE E Tγ= −  (7.6) 
where EG00 and γ are empirical factors which fit the curve EG(T) to a straight line 
within the operating temperature range of a LED, typically from 290 K to 370 K. 
Substituting (7.6) into (7.5) yields 
 000 00
' G
i
qEI (T ) I T exp
kT
⎛ ⎞= −⎜ ⎟⎝ ⎠  (7.7) 
where 00I ′  is a constant that groups two factors, 00I  and γ, that are usually 
unknown. 
The temperature increase at the highest currents can be obtained by means of 
the thermal resistance concept [22]. If RTH is the thermal resistance between the 
junction and a point of the package that can be reached by a thermocouple probe, 
T can be obtained from the temperature measured by the probe TP with the 
following equation,  
 measmeasTHPDTHP IVRTPRTT +=+=  (7.8) 
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where PD is the total power dissipated by the device. All the measurements were 
made once a constant temperature state was reached. It was observed that in 
conventional packages such as the T1-3/4 (5 mm) lamps a more useful 
dependence of T versus bias can be assumed, 
 measR ITT θ+=  (7.9) 
where TR is the room temperature and θ is constant. If the thermal resistance is 
not known, θ must be an additional fitting factor. The thermal resistances given 
by manufacturers were used in the simulations presented here. 
An accurate extraction of RS can be made by means of RF measurements with 
a network analyzer [23]. RS is obtained by optimization of the reflection 
coefficient measurements at frequencies between 100 MHz and 500 MHz, and at 
0 V or moderate bias. The high sensitivity of the reflection coefficient to the series 
resistance is derived from the fact that at high frequencies the junction resistance 
is practically ‘short circuited’ by the junction capacitance. This enables an 
accurate extraction of RS without any error derived from the device heating or 
from inaccuracies in the estimation of the ideality factor.  
2.3. Parameter extraction and results 
The procedure used to extract the model parameters starts with the analysis at 
the lowest currents, where the junction temperature can be assumed as the room 
temperature and the recombination term in (7.4) is dominant. It is assumed that 
the bias voltage is high enough to neglect the factor ‘-1’ in the recombination 
term. Therefore, the measured voltage can be written as [24] 
 measS
r
measRr
meas IRI
I
q
kTnV +=
0
ln  (7.10) 
Differentiating with respect to Imeas, 
 
q
kTnIR
q
kTn
dI
dVI RrmeasSRr
meas
meas
meas ≈+=  (7.11) 
Equation (7.9) enables us to obtain nr and then I0r is extracted from (7.10), by 
assuming that RSImeas is negligible. Once the recombination part was obtained, the 
thermal resistance was used to obtain the junction temperature from (7.6), and 
then (7.7) was used to obtain θ. RS was extracted from RF measurements [23], 
and ni was approached to nr/2. This leaves only one parameter, I00 as a fitting 
factor for the I-V curve at high currents. Finally, the accuracy was maximized by 
performing a slight tuning of I’00, ni and EG00, and making a second simulation in 
an iterative way. 
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The final simulated values of the theoretical currents at the highest operating 
points must be obtained by means of a self consistent procedure, especially when 
the series resistance is high. This is due to the fact that (7.4) is implicit. Therefore, 
if one uses the measured current as the factor which multiplies to RS in (7.4) to 
obtain a calculated current Ith, the final value of Ith will not verify (7.4) due to the 
discrepancies between the measurement and the simulation. In order to avoid 
this problem, a self consistent algorithm was devised. This algorithm starts with 
an initial guess for the calculated current, which is made by using (7.4) with Imeas 
as parameter which multiplies to RS. Then an array of possible theoretical 
currents is defined within an interval around this preliminary estimation at each 
bias point. Equation (7.4) is then used to test the consistency of each current of 
the array. The final value for Ith is taken as the current I of the array that 
minimizes ε, where ε is defined as 
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In order to verify the model described above, measurements of different 
commercially available LEDs were performed. The main characteristics of the 
devices are shown in Table 7.1, together with the codes supplied by the 
manufacturer. In order to investigate the versatility of the proposed model at 
other wavelengths, a red and an ultraviolet device were also included in our 
measurements. All the devices have a standard T1-3/4 package. 
 
LED Peak λ (nm) Spectral line half-width (nm) 
Luminosity or output 
power  @ 20 mA 
#1 HLMP-EG08-WZ00 635 17 12 Cd 
#2 MARL 110106 470 25 3 Cd 
#3 HLMP-DB25-B0000 426 60 0.04 Cd 
#4 HUVL370-510 370 20 1.5 mW 
Table 7.1  Measured Devices 
Figure 7.4 shows the measured and simulated I-V curves, and illustrates the 
influence of neglecting either the temperature increase or the series resistance in 
the simulation of the UV diode. 
The accumulated error of the simulation as a function of the series resistance 
and θ  is plotted in Figure 7.5. As RS is known by means of RF measurements θ 
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can accurately be determined, since only one value of θ provides a good fit to the 
experimental I-V curve for a fixed RS.  
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Figure 7.4  Measured and simulated I-V curves. Effect of the neglection of the series resistance 
[curve (a)] and the heating of the device [curve (b)] in LED# 4 are also shown. 
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Figure 7.5  Accumulated error of the simulation as a function of Rs and θ  (LED # 4). The vertical 
and horizontal lines indicate the values used in the simulation. This error was calculated as 
1
log( ) log( )ε
=
= −∑ K KNAcc meas sim
K
I I  where N is the number of measured IV points, Imeas the measured 
current and Isim the simulated one. N=101 in all the measurements presented here. 
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The fact that the simulations reproduce the measurements in samples with 
different wavelengths, fabricated by different manufacturers and in different test 
conditions assured that equation (7.4) has a fairly wide margin of applicability. 
The extracted model parameters are shown in Table 7.2. As it can be seen in 
this table, nr is nearly equal to 2ni in all cases. This relationship is not expected to 
have any physical meaning, since nr and ni are factors which correspond to 
independent conduction mechanisms. However, it is a useful empirical 
relationship that helps to make a preliminar estimation of one factor once the 
other has been estimated.  Furthermore, it was observed that the tuned values for 
EG00  agree well with the following simple relationship, 
 
peak
G q
hcE λ02.1=   (7.11) 
where EG is expressed in eV and λpeak is the peak wavelength. Equation (7.11) is 
particularly helpful when the active layer material is not known. λpeak is usually 
provided by the LED manufacturer, or it can be easily measured. 
 
LED Ior  (pA) Ioo (A/K) RS (Ω) Θ (A-1) nr ni 
#1 HLMP-EG08-WZ00 3.5·10-6 1.15·10-4 1.9 340 2.14 1.23 
#2 MARL 110106 1.3·10-4 3·1019 21 1100 4.7 2.3 
#3 HLMP-DB25-B0000 8.65 1.7·1029 24 500 7.2 3.7 
#4 HUVL370-510 1.8 4.42·1036 18.5 440 7 3.3 
Table 7.2 Model Parameters 
This model is, therefore, well suited for high currents, where the device 
performance becomes affected by the thermal heating and the parasitic effect of 
the series resistance. These influences on the accuracy of the simulations show 
that an underestimation of the junction temperature can lead to a 
underestimation of the series resistance. Therefore, it is convenient to obtain 
either this resistance or the junction temperature by means of an independent 
measurement, as the RF impedance measurements described in the previous 
section. Once one of these two parameters is known, the DC curves can be used 
to avoid multiple solutions in the extraction of the other.  
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3. DESIGN OF THE SHIELDING ENCLOSURE 
3.1. Shielding considerations 
One of the main issues to address in the testing of photodetector sensitivity and 
noise is the electromagnetic shielding. In order to illustrate the problem, an 
experiment was made with a sample of a MAGIC II pixel chain. The output of 
the PMT was connected to a spectrum analyzer with an internal low noise 
amplifier working in the 10 kHz - 3 GHz band, as shown in Figure 7.6. The 
signals coming from mobile phone GSM operators, TDT and analog TV signals 
could be observed very clearly. In order to minimize the influence of these 
spureous peaks on the photodetector tests, attention was paid to the design of a 
suitable metallic enclosure.  
The shielding of a conductive wall is usually specified in terms of the 
shielding effectiveness (SE), which is defined as the inverse of the effective 
transmission factor Teff, 
 120
eff
SE(dB) log
T
=   (7.12) 
In the calculation of this transmission factor the multiple reflections at both 
sides of the wall, are considered. It is in principle easy to get a SE of over 100 dB 
from very thin metals at frequencies above 10 MHz, but in practice the SE is 
seriously compromised by the fields that leak from even the smallest apertures, 
and also by cabling. Control of apertures and cable penetrations is in fact the key 
to achieving good SE figures - especially at frequencies above 100 kHz - than the 
type or thickness of the wall.  
It is generally assumed that the interferences enter into a shielded box 
through an aperture in a way similar to a fluid. However, when a field impinges 
upon a shielding conducting wall, currents flow in its surface. When these 
currents encounter an aperture, they must divert from their preferred path in 
order to flow around it. Diverting a current creates an inductance and the H 
fields associated with that are in exactly the right orientation to pass straight 
through the aperture, which means straight through the shield material, and as a 
result the SE is degraded.  
Furthermore, resonances could occur that greatly amplify the leakages 
through the apertures at certain frequencies. All apertures in shielded enclosures 
behave as slot antennas, by radiating/transmitting EM energy through the 
shield. The lowest resonance of an aperture is the frequency at which its longest 
dimension equals half of the wavelength (λ/2). Below this first resonance the 
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efficiency of the antenna is assumed to reduce at 20 dB per decade. This is shown 
in Figure 7.7, where the SE of a single aperture was calculated under far-field 
conditions. 
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Figure 7.6 Measurement of the antenna effect of a MAGIC II PMT pixel with a spectrum analyzer. 
The photomultiplier and the preamplifier were both unbiased and the Winston cone is used. 
Similar values were obtained without the Winston cone, and with a backside shielding. 
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Figure 7.7 Simulation of the degradation of shielding effectiveness of a wall with a single circular 
aperture as a function of the diameter. Far field conditions are assumed. 
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3.2. Cabling 
To obtain the full EM performance able to provide the cable shielding, it is 
important to electrically bond (360º) the shield correctly at both ends of the cable 
[25]. When a shield interacts with an EM-field, currents flow in it. ’Skin Effect’ 
makes RF currents travel on the surface of a shield, with current density 
diminishing with depth into the shield’s metal by around 36% for every ’skin 
depth’.  
Ideally the shield should have several skin depths of thickness at the lowest 
characteristic frequency of the pulses. Figure 7.8 illustrates this situation.  With a 
360o shield coverage at each joint and enough metal thickness, the skin effect 
tends to force the external surface currents to flow on the outside of the box, and 
the internal ones on the inside. 
 
 
Figure 7.8 Effective cable connection to a shielded box [25]. 
 
Finally, it is worth to mention that any unshielded conductor may behave as 
an antenna, picking any external radiated interference, and coupling it to the 
inner side. An electromagnetic field solver can simulate accurately these kind of 
effects. Figure 7.9 shows an example of a single wire radiating field inside a 
shielded box [26].  
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Therefore, in the design of our test box, shielded coaxial cables and 
connectors where used not only for the photodetector signal, but also for the bias 
and the slow control.  
  
Wire
Shielded box
Aperture
 
Figure 7.9 Unshielded wire radiation inside a conductive box [26]. 
 
3.3. Waveguide below cutoff techniques for optical coupling 
Hollow waveguides working below cutoff may be used in shielded enclosures to 
provide access for optical fibers with nearly no risk of electromagnetic 
interference coupling. In these waveguides it is not possible to transmit 
transverse electromagnetic field modes (TEM). The transverse electric (TE) and 
transverse magnetic (TM) mode fields have a dependence along the propagation 
axis z given by  
 0 0mn mn
j z j z( z) e ; ( z) eβ β− −= =H H E E? ? ? ?  (7.13) 
Where the phase constant for each mode is 2 2 2 20 0mn cmn cmnk k ( )β µ ε ω ω= − = − , 
and cnmω  is the angular cutoff frequency. In the case of a waveguide with a 
circular cross section of diameter a, the lowest cutoff frequency corresponds to 
the TE11 mode and is given by 
 11
0 0
1 84
c
.
a
ω µ ε=  (7.14) 
Therefore, any interference with a characteristic frequency below 11cω  cannot 
be propagated along this waveguide, since the phase constant becomes a pure 
imaginary number and the fields suffer an exponential attenuation.  
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This property of waveguides can be used to provide access to a shielded 
enclosure without the risk of radiated interference pollution. The procedure 
cannot be applied to wires or cables, since they have conductors able to induce 
TEM modes inside the waveguide. TEM modes have a null cutoff frequency and 
therefore could enable transmission to any interference. However, the 
waveguide below cutoff frequency can be used to provide access for an optical 
fibre.  
The cutoff frequencies can be slightly modified when the waveguide is filled 
with an optical fibre, since the dielectric permittivity of the fibre is higher than 
that of the air. However a worst case hypothesis can be made by assuming that 
the waveguide section is completely filled by the fibre. Dielectric permittivities of 
optical fibres range between 2 and 5, and therefore it is reasonable to assume that 
fibre will decrease the cutoff frequency by no more than a factor of 5 . Figure 
7.10 shows the attenuation factor corresponding to a circular waveguide for 
different diameters and lengths of 5 and 10 cm, operating in cutoff mode. 
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Figure 7.10 Attenuation of a cylindrical waveguide in cutoff mode for two different lengths (L) 
and two different dielectric filling permittivities εr. 
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3.4. Shielding effectiveness (SE) of the walls 
The estimation of the wall SE with a thickness L can be made with the analysis of 
multiple reflections in the situation depicted in Figure 7.11 [27]. The total SE has 
three major contributions, 
 A R RMS S S S=  (7.15) 
where SA is the field absorption of a single travelling way between 0 and L, SR is 
the contribution to attenuation from a partial reflection and SRM a contribution 
from multiple reflections. All three factors can be calculated from the wall 
electrical properties and the wave impedances inside (Z1) and outside (Z0) the 
wall. SA is given by 
 11
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where δ is the skin depth and the assumption of a good conductive wall is made. 
SR is  
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Where  Tij are the corresponding transmission coefficients. Finally, SRM is 
 1221 231
L
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γ−= −Γ Γ   (7.18) 
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Figure 7.11 Calculation of the SE of a conductive wall. 
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4. FINAL PROTOTYPE AND MEASUREMENTS 
4.1. Design of the testbench 
Figure 7.12 shows the box fabricated to test the PMTs and a comparative 
measurement showing the influence of the shielding. The spectrum analyzer was 
configured in this measurement with an internal low noise preamplifier switched 
on for maximum sensitivity. Each wall was made with two double sided PCB 
laminates with copper layers of 35 µm. The walls were soldered to mount the box 
at the inside edges of it. The outside edges were attached with conductive EMC 
tape. This tape is a 35 micron tin clad aluminium foil coated with an electrically 
conductive acrylic adhesive and a removable polyester masking tape [28].  
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Figure 7.12 (a) Box fabricated for the PMT tests. The front side is shown with the detail of the 
cylindrical waveguide for optical fibre access. (b) Comparison between the signal detected by an 
unbiased PMT when located outside (top) and inside (bottom) the box. 
The inner walls of the box were covered by a black neopren adhesive layer to 
avoid both electromagnetic resonances and optical reflections. The box door 
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sealing was made with extruded gasket profiles in soft easy to compress silicone 
sponge base with a conductive knitted wire mesh over the sponge section [29]. 
An access to optical fibres was made at the front side with a circular waveguide 
of 0.5 mm diameter and 7 cm length. The box also has three coaxial thru 
connectors for bias photodetector signal output and slow control. 
By neglecting the influence of coaxial connectors and assuming far field 
conditions for radiating interferences, the estimated shielding effectiveness is 155 
dB at 1 GHz and 60 dB at 1 MHz. It must be pointed out that these estimations 
would not be accurate for a close interference of a low impedance (magnetic) 
wave mode, for which the shielding effectiveness of the box would be 
significantly lower. This would be the case of a close source of low frequency AC 
magnetic fields, such us those generated by transformers. In this case it would be 
necessary to keep the box far enough from the source (satisfying the condition kr 
> 10, were k is the phase constant of an equivalent plane wave and r the distance 
to the source), or to use an additional shielding of a high magnetic permeability 
and high magnetic losses, such as Permalloy, HyMu80 or MuMetal. This was 
unnecessary for the laboratory at which the tests with this box were made. 
4.2. Results 
For the measurements of the PMTs the pulse generator described in Section 1 of 
Chapter 4 was used. Due to the high asymmetry of the pulse train, it was 
possible to use commercially available LEDs placed at short distances without 
damaging the PMT. As a result, a full characterization of the PMT response could 
be made a very short LED – PMT distance, which was 30 cm with the LED 
polarized to 50% of its maximum operating voltage during the transmission of 
the pulse to the LED. 
The amount of light due to pulses of the order of ns is very small, therefore a 
pulse generator of this type can help to measure the sensitivity of the PMT for 
very low illumination levels. Using light attenuators, it could even be possible to 
detect single photons. Several tests showed that the lack of stability in the voltage 
supply can affect not only the efficiency but also the width and duration of the 
pulse as well as the rise time. To quantify these effects we have made several 
measurements of the pulses with and without a blocking capacitor.  
Figure 7.13a shows a comparison between the simulated pulse and the 
measured pulse driving the LED without the blocking capacitor. It can be seen 
that the simulation is able to predict the amplitude and the fall time with a good 
accuracy. However, the rise time is significantly degraded, as the effective 
duration of the pulse is about two times wider than the theoretical value. Figure 
7.13b shows a comparison of the generated pulse as measured with and without 
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the blocking capacitor. A 500 MHz digital phosphorus oscilloscope TDS3052 
Tektronic was used. 
The pulse generator was applied to a high speed GaN LED L7113PBC from 
Kingbright, with a maximum light intensity of 1 cd for a peak wavelength, λLED 
of 468 nm. In this way, very short pulses of 10 ns wide and peaked in the UV 
band as the typical Čerenkov pulses, were obtained.  
The equivalent circuit model for this LED described in Section 2 was used to 
evaluate the possible mismatches between the generator and the device.  The 
series resistance of these devices, in excess of 20 Ω matched the generator to the 
LED very accurately and therefore no coupling networks were needed to avoid 
pulse distortions.  
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Figure 7.13 Measured and simulated pulse waveforms. Pulse measured without blocking C (a) 
and (b) influence of the blocking C on the measured pulse. 
 
Figure 7.14a shows one of the pulse attacking the LED (forward voltage 
Vf=2.72 V) and the PMT anode pulse in response to the light emitted (Vpulse=76 
mV). It can be seen that the device has a good time response, with no significant 
distortions in the pulse shape. During the time at which the excitation voltage is 
positive the LED is in reverse mode and it does not emit, therefore the weak 
ripple generated after the pulse is not transmitted to the photomultiplier. The 
delay time of PMT response versus the arrival time of the exciting pulse can be 
estimated from Fig. 7.14. Taking into account that there is a delay of about 15 ns 
due to the length of the cable used, we have estimated that the transit-time 
spread is of about 15 ns, which agrees with the specifications given by the 
manufacturer. The fidelity of the pulse shape evaluation can be better observed 
by a comparison with more conventional techniques based in plastic scintillators. 
Figure 7.14b shows the measured pulse of the same PMT by substituting the 
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pulse generator described in this thesis for a radiactive plastic scintillator. It can 
be seen that the LED generator enables much better evaluation of the 
photodetector response. 
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Figure 7.14 (a) Measured pulse waveforms at the output generator (top) and at the output PMT 
(bottom). (b) Measurement of the PMT with the conventional technique based on a plastic 
scintillator. 
 
Figure 7.14a was obtained at a fixed LED polarization of 4V. By varying the 
voltage driven the pulse generator, it is also possible to obtain different light 
pulse amplitudes from the LED. Figure 7.15 shows the PMT output for different 
pulse amplitudes. The graph shows the excellent linearity of the PMT response 
against the light emission.  
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Figure 7.15 PMT anode pulse (peak) as a function of the LED polarization. 
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In order to test the time response performance of the photodetector, the 
PicoQuant pulse head model PLS 340-10 was used [25]. The pulse width of this 
device is in the order of 500 ps, for a wavelength of 340 nm. Figure 7.16 shows 
the signal measured by the MAGIC II PMT when excited by this source. The 
PMT was biased for a gain of 20000. As it can be observed in this figure, the PMT 
has a bandwidth which is significantly slower than the pulse bandwidth. As a 
result, the measured pulse is wider than the incident one. The PMT bandwidth is 
mainly limited by two factors: the first one is the variance of the transit time of 
the electrons inside the tube, and the second one is the variance in the electron 
emission in the dynodes. 
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Figure 7.16 Signal from the PMT when excited with the PicoQuant LED. Circles: raw signal. Line: 
averaged.  
 
Further tests were performed utilizing the SRD-based pulse generator 
described in Chapters 3 and 4. The fiber optic introduced into the box through 
the circular waveguide was illuminated by means of different blue LEDs, which 
were excited with the 4 V, 1.3 ns pulses. In this case, the amplitude of the pulse is 
a critical factor, as blue LEDs have much higher threshold voltages than other 
types of LEDs. Figure 7.17 shows the measured pulse when the PMT was excited 
by an inexpensive Kingbright LED, model L53MBC, driven by the SRD pulser. 
As can be seen in the graph, the response of this LED is not fast enough to be 
used for the test of PMT time-domain response. This is due to the high 
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capacitances presented by these devices, and the long time required to remove 
the carriers when switching off. This LED has a nominal capacitance of 100 pF 
measured at 1 MHz and zero bias. After an exhaustive search among all the blue 
LED retailers it was observed that this capacitance is rather similar in all of these 
devices no matter which package (surface mount or standard T-1 3/4 lamp) is 
used. Slightly lower capacitances, around 45 pF, are usually found in Turquoise 
LEDs). Inexpensive green LEDs with capacitances of 15-20 pF were also found, 
but the quantum efficiency of the MAGIC PMTs drops for wavelengths above 
500 nm.  
Despite the limitations of the inexpensive blue LEDs in terms of time 
response, the SRD based pulse generator is an attractive alternative to the very 
expensive commercial devices for the integration in photodetector testbenches. 
Although the time response of blue LEDs is not fast enough yet to take benefit of 
the ns range pulses provided by the generator presented in this thesis, the rise 
flank of this LEDs is very short. In addition, the cost of these LED pulsers is only 
around 50 euros, while the PicoQuant PLS 340-10 costed 8,500 euros (head and 
driver). Furthermore, as the manufacturers are constantly developing their 
products, faster diodes will break into the market soon at very competitive 
prices. This will enable the production of self-made blue light pulsers in the 
range of the nanosecond. 
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Figure 7.17 Response of a Kingbright L53MBC when mounted on the SRD pulse generator. 
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1. MAIN ACCOMPLISHMENTS 
HIS Thesis has been developed in coordination with more than one hundred 
researchers working at twenty two institutes and universities. Its main 
objectives were carefully selected to harmonize them with all these efforts, by 
keeping in mind that the priority has always been to pursue innovation in those 
aspects related to high frequency electronics technology that can be more helpful 
to the collaboration.  
 
The main accomplishments presented in this thesis are summarized below.  
 
1.1. Measurements during MAGIC shifts 
During the period of this thesis the author participated as an operator in three 
shifts periods of 3 to 4 months each one: P33 (September 2005), P46 (September 
2006) and P59 (October 2007). These were made under the rules established by 
the MAGIC collaboration policies. As a result of these measurements a large 
number of different sources have been observed which have been the subject of 
numerous peer reviewed publications. In addition the author gained a deep 
knowledge on the MAGIC telescope operation and subsystems, which helped to 
clearly identify the most demanding topics of research on hardware work within 
the collaboration. 
 
1.2. Central pixel electronics 
The central pixel of MAGIC I camera was designed by the author of this thesis 
for optical monitoring. An electro-optical system was developed to transmit 
through optical fiber the output signal to the counting room, where it is digitized 
and stored for off-line analysis. During the period of this thesis the author also 
participated in a technical shift by working on the installation of this pixel. The 
system was tested by observing the optical pulsation from the Crab pulsar. 
 
 
T 
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1.3. Nanosecond range pulse generators 
In this thesis we have presented different prototypes of compact pulse 
generators suitable for evaluation boards. These prototypes found the following 
applications: 1) Design of evaluation devices for diagnostics of pixel electronics, 
2) Design of a testbench for photodetector testing and 3) Design of a testbench 
for optical transmission link testing. It is especially remarkable the prototype 
based on step recovery diodes (SRD) which can provide pulses of 1 ns and more 
than four volts of peak amplitude, with state of the art jitter figures (less than 8 
ps). In addition, a model of a SRD compatible with PSPICE was developed and 
used to accurately predict the pulse shape of the generator without the need for 
using complex numerical procedures to estimate the dynamic behavior of the 
diode space charge. 
 
1.4. Nanosecond range pulse amplifiers 
Nanosecond pulse amplifiers based on monolithic gain blocks have been 
designed, fabricated and tested. The tests include noise and S parameter 
measurements, temperature-sensitivity behavior, dynamic range and pulse 
shape integrity. Specific software to accurately predict the time domain response 
and stability from the S parameter measurements has also been developed, 
which offers the advantage of being user friendly for a researcher without any 
expertise in high frequency electronics.  The most important prototype presented 
in this work is the one based on the BGA616 chip. It was finally integrated in the 
receiver boards of MAGIC II, which feature a bandwidth of 1 GHz, three times 
higher than the bandwidth of MAGIC I. In addition, after the successful 
installation of the MAGIC II receiver boards it has been confirmed that the 
design proposed in this thesis offered an excellent degree of repeatability and 
reliability, with no reported amplifier failures at the first installation, among the 
more than one thousand pixels. 
 
1.5. High frequency modelling of blue LEDs 
Blue light-emitting diodes based on gallium nitride GaN semiconductor 
compounds represent one of the most important breakthroughs in electronics 
and optoelectronics of recent years. We also reported on this thesis a model to 
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accurately predict the electrical behaviour of double-heterostructure GaN/SiC 
blue light-emitting diodes up to microwave frequencies, which has been helpful 
in the design of a ns light pulser for the photodetector testbench. Software has 
been developed which uses a self consistent procedure to extract the series 
resistance Rs from the reflection coefficient. This approach offers the advantage 
of using measurements without any bias current and therefore the obtained 
values of Rs are influenced neither by the device heating nor by inaccuracies in 
the calculation of the ideality factor. In addition, software has been developed to 
accurately predict the I-V characteristics of the LED, and therefore to extract 
physically sound values of the LED ideality factor and series resistance, which 
were used starting values for the optimization analysis needed in the calculation 
of the high frequency equivalent model.  
1.6. Evaluation boards and testbenches 
The prototypes for evaluation boards and test benches presented in this thesis 
take benefit from all the accomplishments mentioned above. A testbench for 
photodetector evaluation has been built and used to measure sensitivity, 
linearity, pulse shape integrity and single photoelectron response. This test 
bench features a compact blue/UV LED pulse generator which feeds an optical 
bench screened from both radiated and conducted interferences. The optical 
coupling was made with a cylindrical waveguide designed to convert any 
radiated interference above 10 GHz in an evanescent waveguide mode, thus 
obtaining state of the art electromagnetic screening figures of merit, which are 
most suitable for measuring photodetector noise and single photoelectron 
response. This testbench incorporates the possibility of biasing different 
photodetectors and has been used to measure PMTs, HPDs and solid state 
photodetectors. 
 In addition, a compact four channel VCSEL pulse generator has been 
designed to test the MAGIC II receiver boards. This device imitates the signals 
supplied by the pixels of MAGIC II camera to the optical fiber links, by 
providing four channels with 1.3 ns pulses of 4 V. The design consists of a fast 
step recovery diode pulser, a 4-output resistive power divider, a 4-channel high 
power amplification stage and a board with VCSEL biasing circuitry. The 
modularity has been maximized while minimizing the lengths of the planar 
transmission lines. This enables an optimum performance in terms of pulse 
distortion, as well as robustness to interferences and crosstalk. The circuit 
operates with a single bias supply of 12 V. Pulse jitter measured with a 6 GHz 
oscilloscope is 6 ps. Pulse Repetition Frequency (PRF) jitter is less than 25 ns for a 
mean PRF value of 20 KHz.     
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ABBREVIATIONS 
 
 
AGN : Active Galaxy Nuclei 
AMC : Active Mirror Control 
APD : Avalanche PhotoDiode 
CAD : Computer Aided Design 
CCD : Charge Coupled Device 
CMOS : Complementary Metal Oxide Semiconductor 
CRAB : Capacitor Ring Analog Board 
CTA : Čerenkov Telescope Array 
DAQ : Data ACquisition 
DBR : Distributed Bragg Reflector 
DH : Double Heterostructure 
DRS : Domino Ring Sampler 
DUT : Device Under Test 
EM : ElectroMagnetic 
EMC : ElectroMagnetic Compatibility 
ENR : Excess Noise Ratio 
FADC : Flash Analog-Digital Converter 
FOV : Field of View 
FPGA : Field-Programmable Gate Array 
FWHM : Full Width at Half Maximum 
GAPD : Geiger-mode Avalanche PhotoDiode 
GLAST : Gamma-ray Large Area Space Telescope 
GRB : Gamma Ray Burst 
GSM : Global System for Mobile communications 
HBT : Heterojunction Bipolar Transistor 
HPD : Hybrid PhotoDiode tube 
IACT : Imaging Air Čerenkov Telescope 
LAT : Large Area Telescope 
LED : Light Emitting Diode 
LUT : Look Up Table 
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MAGIC : Major Atmospheric Gamma Imaging Cerenkov telescope 
MESFET : MEtal Semiconductor Field Effect Transistor 
MMIC : Monolithic Microwave Integrated Circuit 
MPPC : Multi-Pixel Photon Counter 
NF : Noise Figure 
NSB : Night Sky Background 
NTP : Network Time Protocol 
OPAMP : Operational AMPlifier 
OSO : Orbiting Solar Observatory 
PCB : Printed Circuit Board 
PMT : PhotoMultiplier Tube 
PRF : Pulse Repetition Frequency 
PSF : Point Spread Function 
PULSAR : PULSer And Recorder 
QE : Quantum Efficiency 
RFIC : Radio Frequency Integrated Circuit 
SE : Shielding Efficiency 
SIGMA : Système d'Imagerie Gamma à Masque Aléatoire 
Si-PM : Silicon PhotoMultiplier 
SMA : SubMiniature-A connector 
SMD : Surface Mount Device 
SRD : Step Recovery Diode 
TDT : Terrestrial Digital Television 
TE : Transversal Electric 
TEM : Transversal ElectroMagnetic 
TM : Transversal Magnetic 
TTL : Transistor-Transistor Logic 
VCSEL : Vertical Cavity Surface Emitter Laser 
VERITAS : Very Energetic Radiation Imaging Telescope Array System 
VSWR : Votage Standing Wave Ratio 
 
 
