Factor-augmented VARs (FAVARs) have combined standard VARs with factor analysis to exploit large data sets in the study of monetary policy. FAVARs enjoy a number of advantages over VARs: they allow a better identification of the monetary policy shock; they can avoid the use of a single variable to proxy theoretical constructs, such as the output gap; they allow researchers to compute impulse responses for hundreds of variables. Their shortcoming, however, is that the factors are not identified and, therefore, lack any economic interpretation. This paper seeks to provide an interpretation to the factors. We propose a novel Structural Factor-Augmented VAR (SFAVAR) model, where the factors have a clear meaning: "Real Activity" factor, "Price Pressures" factor, "Financial Market" factor, "Credit Conditions" factor, "Expectations" factor, etc. The paper employs a Bayesian approach to extract the factors and jointly estimate the model. This framework is then suited to study the effects on a wide range of macroeconomic variables of monetary policy and non-policy shocks.
Introduction
Vector autoregressions (VARs) are a standard framework to study the effects of monetary policy shocks on macroeconomic variables. VARs often serve also as benchmarks to which the implications of theoretical models can be compared. The empirical success of theoretical models is then assessed on the basis of how well the models' impulse responses can approximate those derived from an a-theoretical VAR. With few exceptions, VAR models employed in the literature are fairly small to save degrees of freedom. Typical monetary VARs include a measure of output or the output gap, a measure of inflation, the federal funds rate, and few other variables 1 . The small number of variables, however, is at odds with the information set actually available to We analyze monetary policy and the dynamics of the economy, but exploiting more information than typical in VAR analysis. We start from Bernanke and Boivin (2003) and Bernanke, Boivin, and Eliasz (2005)'s FAVAR approach, and we try to individuate plausible restrictions that allow us to
give a structural interpretation to the factors. That is, we seek to identify each factor as a basic force that governs the economy as 'real activity', 'price pressures', 'financial market sector', 'credit sector', and so on. We therefore propose a vector autoregression augmented with economically interpretable (and in this sense more 'structural') factors: we label this novel approach Structural Factor-Augmented VAR (SFAVAR).
Our proposal shares FAVAR's advantages over standard VARs. Furthermore, the proposed Structural FAVAR can be a useful tool for the policy maker. Indeed, Sims (2002) poses the problem that existing econometric approaches fail in treating the huge amount of data central banks consider when deciding their actions. Sims emphasizes the role of sectorial experts, disaggregated variables, local economical dynamics in deciding policy. Our approach enables one to exploit all these data to infer the state of the economy, helping the understanding of the main forces driving the movements of the variables, and therefore the choice of optimal policy.
We derive the factors using Bayesian methods. We estimate the system jointly by likelihood methods, using Gibbs sampling: therefore, we exploit the VAR dynamics to extract the factors. A similar methodological approach has been followed by Bernanke We include in the analysis several economically interpretable -or 'structural' -factors: a real activity factor, which we deem more suitable to capture the theoretical and unobservable macroeconomic concept of 'output gap' rather than a single observable variable, an inflation factor, a long-term interest rates factor, a financial market factor, and money and credit factors.
In this way, the factors carry an economic meaning. Another original characteristics of the framework we propose is the insertion of an expectations factor in the VAR. The inclusion of such a factor may potentially lead to useful insights in the study of the interactions between the real economy and expectations, also permitting to assess if expectations move in accordance with the rational expectations hypothesis.
Recent papers seek to build structural factor models. We evaluate the response of a wide range of macroeconomic variables and factors to monetary policy and other shocks. We also show that adding factors to a standard Taylor rule can significantly improve its fit as a description of post-war U.S. monetary policy. The result indicates that the Federal Reserve is actually responding to a larger amount of information than currently assumed by previous studies. The Bayesian approach to extract the factors is extremely flexible and it can be exploited to impose alternative restrictions on the loadings to study different issues. An interesting extension, for example, would consist of using long-run restrictions to identify the impulse responses to technology shocks (which have an effect in the long-run) and demand shocks (which have no effect in the long-run), in the context of our SFAVAR framework. Similarly the model may be used to study the effects of region-specific versus country-specific shocks (for example, in the Euro area context).
The rest of the paper is organized as follows. Section 2 describes the model and the restrictions we use to identify the factors. Sections 3 and 4 discuss the principal components and Bayesian approaches to estimation, respectively. The empirical framework is illustrated in section 5, where we introduce our structural factors and SFAVAR estimation. Section 6 reports and discusses our results. Policy reaction functions under the traditional framework and a large information environment are described in Section 7.
Section 8 concludes.
The Model
Let \ w and [ w be two vectors of economic variables, with dimensions P × 1 and Q × 1, and where w = 1> 2> ===> W is a time index. \ w denotes the policy instrument controlled by the central bank, such as the Federal Funds rate in the U.S. case, and [ w is a large data set of economic variables. Assume that there exist some unobservable fundamental forces that affect the dynamics of [ w , which can be summarized by a N × 1 vector of factors I w , so that
where h w are errors with mean zero and, for now, possibly weakly correlated.
Take a partition of [ w , say [ 
where E £ h Also assume that the dynamics of
where Φ (O) is a conformable lag polynomial of finite order g and w is an error term. Clearly, the difference between this model and a standard VAR is the presence of unobservable factors.
Our main contribution is given by the set of restriction illustrated in equation (2) . Indeed, assume that the vector of economic variables [ w is divided in subsets of similar variables. For example, a subset of variables related to the real activity, a subset of variables related to inflation, and so on. The common force that moves these variables, i.e. the dynamic factor, is now economically interpretable. For instance, these forces represent wide concepts such as economic activity or basic movements in prices, and so forth. The Bayesian joint estimation of equations (2) and (3) Factors, together with the policy instrument, also enter in the VAR equation (3). That is, given the state of the economy today, the future depends only on the level of current and past values of the factors and policy instruments. All the idiosyncratic shocks will be 'reabsorbed'. That is, we expect that an idiosyncratic shock to a single variable will not affect the path of the economy.
Continuing the example of the 'Real Activity' factor, it may be that for a few months 'New Orders in durable good industries' may be well above average. But this does not necessarily mean that the whole economy will be affected by such sectorial shocks. But in our framework this is equivalent to say that we do not expect the general level of production, inflation, or of the other fundamental forces of the economy, to be affected. Hence, with our estimation we try to 'clean' the dynamics of the observed variables to find the main interactions between the different parts of the economy.
Because of this interpretation, our model may be more robust to the modifications of the economic reality, which can also help for forecasting purposes.
The fact that our factors not only have an economic interpretation, but can represent better description of the state of the economy than single observable variables, leads us to call this approach Structural FAVAR (SFAVAR).
We now describe two procedures for the estimation of the factors and of the parameters of the model: Principal Components and Bayesian joint estimation.
Principal Components Estimation
The first method we use to estimate the model is Principal Components. As will become clear later, we perform Principal Components (PC) estimation to obtain a reasonable guess of the model parameters to be used in the joint estimation. We will not present the results we obtain with PC.
The reason we prefer the Bayesian joint estimation to principal components, is that the principal components approach constructs the estimated factors using only (2) Also note that the number of variables in each sub-segment [ l w can be rather small. Therefore, were we using PC, the standard asymptotic results would no longer hold (we know, in fact, that PC give consistent estimates when W and Q → ∞). This complication does not arise in the Bayesian approach. 3 The results under the PC approach, however, are not too far from those with Bayesian joint estimation.
To estimate the factors with PC we follow Bernanke, Boivin, and Eliasz (2005) two-step procedure. The identification of the factors is obtained by
The procedure is described in Appendix A.
Bayesian Approach: Joint Estimation
The model can be written as:
where Λ has all the restrictions we have imposed. Also: 
Empirical Framework
In the previous sections, we have presented the theoretical framework that enables a structural interpretation of the factors and leads to the definition of Structural Factor-Augmented VARs (SFAVAR). In the rest of the paper, we apply this novel SFAVAR approach to study the effects of monetary policy.
Structural Factors
We partition the vector of economic variables [ w so that each variable is explained by one of the following structural factors:
• REAL ACTIVITY factor. This factor can be re-conducted to the theoretical macroeconomic concept of 'output gap', providing a summary of the real activity situation. It determines variables such as industrial production, capacity utilization rates, employment/unemployment indicators, inventories stocks, new and unfilled orders, consumer expenditures, and so on.
• INFLATION factor. It indicates a broader concept of inflation, incorporating data from the evolution of a variety of consumer prices, producer prices, wages, oil price, and so forth.
• INTEREST RATES factor. This factor explains a number of public and private bonds interest rates at different maturities.
• • MONEY factor. It explains a number of money stock variables, together with data on deposits, bank reserves and other similar variables.
• CREDIT factor. It explains many private credit and loans variable.
With this factor, we are able to verify the empirical importance of the credit channel of monetary transmission. This represents a potentially important channel and it is usually disregarded in standard VAR analysis.
• EXPECTATIONS factor. The introduction of expectations is another original feature of the proposed framework. Expectations regarding production, employment, inventories, new orders (derived from NAPM surveys), future inflation and future short-term rates (via surveys and interest rate spreads), are all considered. The dynamics of expectations with respect to the other variables of the system is an interesting issue to examine.
The complete list of variables explained by each factor is reported in Appendix C.
Finally, we assume that \ w , the policy variable, is exogenously set by the central bank. The policy measure, in our case, is the Federal Funds rate.
SFAVAR Estimation
The data set builds upon the balanced panel employed by Stock The series have been demeaned and standardized. Our data set with the complete list of variables divided into segments, the source, and the relevant transformations applied, is reported in Appendix C.
In the VAR, we consider 13 lags for all the variables to allow sufficient dynamics.
We jointly estimate the system (13)- (14) by Gibbs sampling as illustrated in section 4. The total number of parameters and factors to be estimated is 5,073, so that we have approximately 19 data points for each parameter. The estimates are based on 5,000 draws, with the first 2,000 omitted to reduce the influence of the initial guess on final results.
To evaluate the convergence of the Gibbs sampler, we plot the factors calculated from the first half of the kept draws, together with those derived from the second half. We also plot selected impulse response functions (whose specifications will be discussed later) calculated from the first half of the kept draws, together with those derived from the second half. Figure 1 and 2 suggest that convergence has been achieved.
We calculated also the autocorrelations of parameters within each parameter chain: the autocorrelations are small. We perform, then, the RafteryLewis test 4 . This suggests a thinning parameter of 1, an initial burn-in of 3 draws and a total number of draws to achieve the desired accuracy of 1,035 draws. Our choice to perform 5,000 draws omitting the first 2,000 seems therefore safe.
Results
Having assigned an economic interpretation to the factors, a first interesting
thing to do is to analyze their dynamics. Together with the factors, the graph shows the 95% probability bands. 4 See Raftery and Lewis (1992) . This is another novel feature of the proposed approach that makes simpler the evaluation of the uncertainty characterizing the factors. In our case, the error bands are almost indistinguishable from the estimated series, signalling that factors are sharply derived; some uncertainty characterizes only the estimate of the Expectations (and to a lesser extent Money and Inflation) factor.
In figure 4 , we plot the estimated loadings for each factor. We can notice that the factors do not just closely follow a single variable; the loadings are spread across many series.
Now that we have derived economically interpretable factors, we can examine their reaction, and the reaction of the several variables used in their construction, to a monetary policy shock. We identify the system by means of a Cholesky decomposition 5 . We therefore need to recursively order the variables. One problem arising from our system is the presence of an Interest Rates factor, which includes data on several long-term rates. Allowing our policy rate to respond to several market rates would potentially lead to indeterminacy. We would face an identification problem, running the risk of confusing an arbitrage condition with the policy rule. This issue is discussed in greater detail in Leeper, Sims and Zha (1996) . In a similar context, A particular advantage of the factor-augmented framework is that we can derive impulse responses not only for the fundamental factors, but also for all the variables explained by factors. We provide impulse responses to a monetary policy shock for some of the most interesting variables in Figures 13-14 .
The estimated impulse responses generally display intuitive dynamics.
• Monetary policy shock
Starting from Figure 10 , we can look at the reaction of the structural factors to a one standard deviation monetary policy shock. Inflation displays a small increase right after the shock and then declines significantly. Hence, we find some evidence of a 'price puzzle'. The price puzzle has usually been related to the omission of relevant information in the VAR. By incorporating the knowledge central banks have when setting policy, it is argued, the puzzle should disappear. 6 Notice, however, that we find a price puzzle even if our framework includes a measure of expectations and a rich information set. Real Activity drops, reaching the minimum one year after the shock, and then returns to the previous level after slightly more than two years,
showing the usual hump-shaped behavior. Credit lags the Real Activity factor, showing a delay of about six months and a more sluggish response.
Money shows a quick and persistent downward adjustment. The Financial Market factor quickly drops for about six months-one year.
After a monetary contraction, we notice an immediate downward adjustment of expectations, which after a semester-one year return to the previous level. The Expectations factor accounts mainly for inflation expectations:
a monetary contraction is then interpreted by the private sector as a signal that future inflation will fall.
In Figure 13 -14 we notice that a positive shock to the federal funds rate reduces industrial production, the capacity utilization rate, and to a lesser extent, inventories. The effect of monetary policy on unemployment duration seems small, whereas a monetary contraction produces a persistent reduction in vacancies, in the hours worked, and an increase in the unemployment rate.
It reduces Inventories and it leaves Imports and Exports unaffected. Note also the big drop of M1 and the smaller one of M2.
• Financial Market shock
An interesting result that emerges from Figure 9 is that the central bank reacts to a positive shock to Financial Markets, typically an increase in asset prices. The Federal Funds rate increases and returns to its previous value only after about two-three years. Our framework appears to fit the idea of a financial boom: we have a shock to Financial Markets not supported by a similar increase in the fundamentals. Note also that after several months
Real Activity is depressed following such a shock. We find reasonable to say that this is the cost of the central bank's reaction.
• Expectations shock
From Figure 12 , we see that a shock to Expectations is not persistent (it quickly returns to zero); this is consistent with what predicted by the rational expectations hypothesis. The central bank reacts to the shock increasing the Federal Funds rate. This is evidence that the central bank responds to private sector expectations to maintain them anchored to the policy objectives. Such a reaction is consistent with the effort real world policy makers exercise in monitoring private expectations. A positive shock to Expectations also leads to a persistent increase in Inflation.
Policy Reaction Function
The behavior of the Federal Reserve is often described by a policy reaction function, where the policy instrument is adjusted according to the state of the economy. A standard specification that has proved quite successful in tracking U.S. monetary policy is the following Taylor rule with partial-adjustment:
where the federal funds rate l w is set in response to deviations of inflation and output from their respective targets. The rule typically includes a partialadjustment mechanism to match the smooth dynamics of interest rates observed in the data.
We consider an alternative in which the central bank is allowed to exploit a large amount of information. The policy rate is set on the basis of the state of the economy. The state of the economy is now summarized by our structural factors. The policy reaction function can then be expressed as:
where F w includes the factors to which monetary policy is assumed to respond, i.e. Real Activity factor, Inflation factor, Financial Market factor, Money factor, and Credit factor. We notice the usual sluggish adjustment of the policy instrument, suggested by the coefficient very close to 1. We obtain Taylor rule coefficient values of 1=214 for inflation and 1=205 for the real activity measure.
But assume now that policy responds to a larger information set. Table   2 displays an estimated response to the inflation factor equal to 1=685, larger than the Taylor rule result. This indicates that the reaction to price pressures is somewhat stronger when we employ a broader measure of inflation.
The response to real activity, instead, seems weaker (coeff.=0=980). We can observe a significant reaction of monetary policy to the Financial Market factor (coeff. 0=723). This finding, however, is probably hiding a strong reverse causality. We do not detect, instead, any significant reaction of policy to money and credit factors. 
We obtain:
where we can easily accept the hypothesis = 0 at all usual confidence levels.
This outcome suggests that the Fed responds to a larger information set than commonly assumed in popular Taylor rules, in taking policy decisions. The omitted information in the standard Taylor rule appears to be mainly broader measures of inflation and real activity (provided instead by the factors), and financial market variables.
Conclusions
Recent research has combined VAR models with factor analysis, leading to advances in the measurement of monetary policy effects. This literature has permitted researchers to incorporate larger and more realistic information sets. The main shortcoming of this literature, so far, has been the inability to identify the factors, which lack an economic interpretation.
We have suggested a solution to this drawback, proposing a factor-augmented VAR where we provide a structural interpretation to the factors. The factors have a more immediate economic meaning, since they explain different subcategories of the data.
We have employed a Bayesian approach to estimate the factors jointly with the rest of the system, therefore exploiting the VAR dynamics to extract them. This approach has allowed us to study impulse responses that are obtained conditioning on a larger and more realistic amount of information.
The paper also shows that a policy reaction function that responds to the proposed structural factors seems empirically more plausible in tracking the evolution of U.S. monetary policy than does a traditional Taylor rule with partial adjustment.
We believe that this approach can be useful to better model the central banks' decision environment, by providing a more accurate characterization of the large information set they can exploit.
In future research, we plan to incorporate more structure in our factoraugmented VAR, possibly assessing the response of macroeconomic variables to both technology and monetary shocks, or including the factors in theoretically-based general equilibrium models.
A Estimation with Principal Components.
The estimation works as follows.
1. Using principal components, we find the factors
We obtain
We run a standard VAR
We obtainΦ (O).
To find the loadings, we do OLS of the equation
B Likelihood-Based Gibbs Sampling.
We want to estimate the parameters = (Λ> U> yhf(Φ)> T) and the factors
. We start from the state-space model in (4) and (5), where Λ is restricted as described in the text, h w ∼i.i.d. Q (0> U), w ∼i.i.d. Q (0> T), y w and h w are independent and U is diagonal. We can use Gibbs sampling to estimate the model. We closely follow Eliasz (2002) , to whom we refer for more details.
We can rewrite the model defining X w = ([ X w = ΛF w + e w (13)
where
is of finite order g. We want to rewrite the VAR as a first-order Markov process. Let
and so we getF
We can also write
whereΛ = £ Λ 0 === 0 ¤ . Hence, the system to be estimated is
F w =ΦF w−1 + w (19) According to the Bayesian approach, we treat the model's parameters (1994)).
The procedure is as follow.
1. Choice of starting value 0 . It is advisable to start with a dispersed set of parameter values, verifying that they lead to similar empirical distributions. Unless otherwise specified, we use the principal components estimates, transformed to satisfy our normalization.
2. How to draw from s( e I W | e [ W > ). This conditional distribution can be expressed as the product of conditional distributions:
which is derived, by exploiting the Markov property of the state-space model. The model is linear and Gaussian, therefore we have
where (14) is greater than 1.
How to draw from s(
. Conditional on the data and on the factors generated by the previous step, we can draw values for . As the factors are taken as known, (13) and (14) can be treated as two separate sets of equations, the former specifying the distribution of Λ and U, the latter that of yhf(Φ 0 ) and T. Let's start from (13): we can apply equation-byequation OLS, to obtain b Λ and b h. We have b
where N l is the number of regressors in equation l, and we set U lm = 0, for l 6 = m. With an uninformative prior, we have
After drawing U ll , we can draw
Let's focus now on (14) . Here we have a standard VAR system, which can, thus, be estimated equation by equation to get yhf( b Φ) and b T. Then, with a flat prior on log |T|, we can draw T from
LqyZ lvkduw
and, conditional on the generated T, we draw yhf C The Data Set. 
