We consider a reformulation of the classical P N method with Marshak boundary conditions for the approximation of the monoenergetic stationary linear transport equation as a system of second-order PDEs. Our derivation allows the automatic generation of a model hierarchy which can then be handed to standard PDE tools. This method allows for heterogeneous coefficients, irregular grids, anisotropic boundary sources and anisotropic scattering. The wide applicability is demonstrated in several numerical test cases. We make our implementation available online, which allows for fast prototyping. remaining equations and by this transform the system of first-order PDEs into a system of second-order PDEs. This is different from the classical ad-hoc SP N derivation in 1D slab geometry, e.g., [11] [12] [13] [14] [15] , as we perform all calculations on the full 3D system. One advantage of this, depending on a few mild assumptions on the coefficients and the regularity of the solutions, is the equivalence of the solutions to those of the original P N method what is discussed as one of the main issues of the classical SP N approach [16]. This approach comes along with two issues that we would like to address in this work. First, the algebraic transformations become very tedious and result in lengthy expressions. Second, there is an ambiguity of choosing the "relevant" subset of half-moments for the Marshak boundary conditions. By choosing a suitable formulation of the P N system we are able to delegate the transformation to a computer algebra system (e.g., Matlab's Symbolic Toolbox [17] ) and thus automatize the tedious algebraic calculations. The result can be forwarded to a standard PDE tool, like done in this work to the Python Toolbox FEniCS [18, 19] . Furthermore we suggest a certain selection of boundary half-moments for which we prove the existence of a weak formulation of the second-order system. Here we would like to note that the proper treatment of boundary conditions has been seen as one of the major issues in this context in [16] .
Introduction
This article is intended to provide a straight-forward derivation of a hierarchy of approximate models for the monoenergetic stationary linear transfer equation (msLTE) based on the P N equations with Marshak boundary conditions. The method is designed to be applicable in a general set of situations, e.g., irregular grids in up to three spatial dimensions, heterogeneous coefficients, anisotropic scattering or anisotropic boundary sources. We provide a demo implementation in Matlab and Python, which allows for fast prototyping.
This equation appears as a model for photon radiation transport in various physical applications, e.g., radiation transport in biological tissue during certain cancer therapies [1] or in high-temperature processes in industry [2] .
Due to the dependence on up to three space variables and two directional variables it is hard to solve the msLTE directly. One common way to discretize the solution is the P N method, e.g., [3] , a type of spectral approximation in the directional variable, which results in a system of first-order partial differential equations in space. The numerical treatment of the resulting system of equations is described for the time-dependent case on a staggered grid in [4] .
Another way of approximation are Simplified P N (SP N ) methods, which can be derived in different ways from the P N equations. All of them have the common goal to derive a smaller system of second-order partial differential equations in space, which then can be solved by standard PDE tools, e.g., [5] . As mentioned in [6] , the second-order formulation has less unknowns and does not require additional stabilization for the price of the generated matrix being less sparse. A review on different ways to derive SP N equations is given in [7] . The described SP N models are under certain assumptions equivalent to the corresponding SP N models and numerical results suggested that the SP N models give higher-order corrections to the diffusion approximation of the msLTE [7] .
We follow the same approach as in [8] [9] [10] . We take a subset of the P N equations to express the odd moments in terms of even moments by algebraic transformations. We plug the resulting terms into the Example 2.3. A typical example for anisotropic scattering is the Henyey-Greenstein kernel [26] :
κ Ω, Ω = 1 4π 1 − g 2 1 + g 2 − 2g cos Ω T Ω 3 2 .
(3)
The parameter g ∈ [−1, 1] can be used to blend from backscattering (g = −1) over isotropic scattering (g = 0) to forward scattering (g = 1).
The transport Equation (1) is equipped with semi-transparent boundary conditions, e.g., [27] , of the form I(x, Ω) = ρ(x, Ω)I(x, r (Ω)) + (1 − ρ(x, Ω))I Γ (x, Ω) for x ∈ Γ, n(x) · Ω < 0,
where Γ := ∂X is the boundary of the domain, I Γ is a given boundary distribution, ρ(x, Ω) ∈ [0, 1) is the reflectivity coefficient of the boundary and r (Ω) = Ω − 2(n · Ω)n is the direction reflected at the plane {Ω ∈ S 2 : n · Ω = 0}, where n denotes the unit outward-pointing normal vector on the domain's boundary Γ. Note that it is only possible to prescribe boundary data for ingoing particles (n · Ω < 0) since particles moving in the opposite direction cannot enter the domain.
Remark 2.4. The reflectivity coefficient ρ(x, Ω) describes the ratio between reflected and transmitted radiation at a point x ∈ Γ at the boundary. It can be calculated according to Fresnel's equation and Snell's law, e.g., [27] and depends on the refractive indices of the adjacent materials inside and outside of the domain. Furthermore it depends on the inner product n(x) · Ω, i.e., on the angle relative to the normal vector. In order to simplify the derivation of the second-order formulation and reduce complex boundary effects in the numerical test cases we drop the directional dependency, i.e., we set ρ(x, Ω) = ρ(x). The derivation and implementation can be extended to the direction-depending case.
Assumption 2.5 (Well posedness of the msLTE). For the following we assume that the parameters are chosen in such a way that the msLTE admits a unique solution.
In many applications, e.g., [1, 2, 28, 29] , we are not interested on the directional dependence, but only in the radiative energy of the distribution:
Throughout this paper we parametrize the direction Ω in cylindrical coordinates by
where ϕ ∈ [0, 2π] is the azimuthal angle and µ ∈ [−1, 1] the cosine of the polar angle. With this we can evaluate the integral over the full sphere S 2 as follows:
Moment approximations
The following brief overview on moment approximations is based on and adopted in part from [30] . In general, solving Equation (1) numerically is computationally expensive since in three spatial dimensions the state space X × S 2 of I is a subset of R 5 .
For this reason it is convenient to use some type of spectral or Galerkin method to transform the highdimensional equation into a system of lower-dimensional equations. Typically, one chooses to reduce the dimensionality by representing the angular dependency of I in terms of some angular basis, where in this paper we choose the so-called real spherical harmonics with maximum degree N . Definition 2.6. The real spherical harmonics [4, 31, 32] can be obtained from the complex spherical harmonics [33, §VII.5] 
· e imϕ (7) with 0 ≤ l ≤ N , −l ≤ m ≤ l, by splitting them into real and imaginary part [32] , i.e.,
with Θ lm defined as in Equation (7) . Analogous to [32] the associated Legendre polynomials P m l are chosen to satisfy the Rodrigues' formula 3
Here l denotes the degree of the corresponding function.
Definition 2.7. Depending on certain symmetry assumptions as discussed in Subsection 2.2 we collect a subset of n real spherical harmonics with maximum degree N in the vector b := b N : S 2 → R n . In the following we refer to this vector as (angular) basis of order N . The so-called moments of a given distribution function I are then defined by
where the integration is performed componentwise. The set of all real spherical harmonics forms an orthonormal basis of L 2 (S 2 , R) [32] , what especially implies b i b j = δ i,j . This allows to express the distribution I in terms of a Fourier series
In order to obtain a set of equations for u, we perform a Galerkin approximation of Equation (1) by projecting it onto the space spanned by b. We thus obtain b∇ x · ΩI + bσ a I = bσ s C (I) .
Since it is impractical to work with an infinite-dimensional system, the Fourier series has to be truncated, such that a finite number of n < ∞ basis functions b N of order N remains. As the real spherical harmonics are orthonormal w.r.t. · we can choose the ansatz
Collecting known terms and interchanging integrals and differentiation where possible, the moment system has the form
By the choice of our basis the first moment u 0 ≈ 1 √ 4π I = 1 √ 4π φ is an approximation of a multiple of the radiative energy defined in Equation (5) . Our choice of the scattering operator and the assumptions on the scattering kernel allow us to write
and E n denotes the n × n identity matrix. Remark 2.8. Unfortunately, there always exists an index i ∈ {0, . . . , n − 1} in Equation (10) such that the components of b i Ω are not in the linear span of b N . Therefore, the flux term cannot be expressed in terms of u b N without additional information. Furthermore, the same might be true for the projection of the scattering operator onto the moment-space given by bC (I) . This is the so-called closure problem. There exist many different closure strategies related to different types of bases and ansatz functions. Our choice corresponds to the well-known spherical harmonics P N -model [34, 35] , which can be understood as a Galerkin semi-approximation in Ω for Equation (1) . Remark 2.9. A big disadvantage of this model is the missing positivity of the ansatz-functionÎ u for some moments u whereas the kinetic distribution to be approximated fulfills this property. Another undesired issue, which is a general problem of unlimited high-order approximations, are non-physical oscillations where the kinetic solution is non-smooth (the so-called Gibbs phenomenon [36, 37] ). Additionally, since the resulting system is linear, it might be necessary to use a high number of moments to ensure a reasonable approximation of the desired kinetic solution. A problem coming along with the linearity of the ansatz is the fact that the resulting wave-speeds of this system are fixed and discrete in contrast to those of the kinetic solution. However, the structure of this system is well-understood and allows for efficient numerical implementations [4, 38] .
In recent years many modifications to this closure have been suggested, including the positive P N (PP N ), filtered P N (FP N ) and diffusive-corrected P N (D N ) [38] , curing some of the disadvantages of the original P N method while increasing the complexity of the system at the price of higher computational costs. We also want to note that the choices of other closures and angular bases are possible, e.g., minimum entropy [3, 31, 39, [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] , partial and mixed moments [50] [51] [52] [53] [54] [55] or Kershaw closures [56] [57] [58] [59] .
Reduction of dimensionality
Due to the computational complexity of Equation (1) it is a common approach to investigate lowerdimensional models. We achieve this by assuming certain symmetries of the solution, implying that it is sufficient to perform the calculations on lower-dimensional spatial slices and a reduced set of basis functions.
• Following [4] , "the slab geometry radiative transfer equation is obtained by considering a slab between two infinite parallel plates. Assume for instance that the z-axis is perpendicular to the plates. If the setting is invariant under translations perpendicular to, and rotations around, the z-axis, then the unknown I depends only on the z-component of the spatial variable, and one angular variable µ (cosine of the angle between direction and z-axis)", i.e., ∂ x I = ∂ y I = 0 and I(x, Ω) = I(z, µ). The functions S m l with m = 0 depend on the azimuthal variable ϕ and thus do not appear in the series expansion of a distribution I with the assumed symmetry. This allows us to consider the one-dimensional approximation space X ⊂ R in space 4 and define the reduced angular basis b N = S 0 0 , S 0 1 , . . . , S 0 N . We note that the real spherical harmonics S m l with m = 0 correspond to the normalized Legendre polynomials 5 . The P N equations then read
Due to the recursive structure of the Legendre polynomials [4] the flux matrix has the tridiagonal form
for l = 0, . . . , N.
• If the domain is instead assumed to be infinitely elongated in the z-direction and all data is zindependent, the solution I of Equation (1) is also z-independent and even in µ [4] , i.e., ∂ z I = 0 and
The functions S m l with l + |m| odd are odd in µ and thus do not appear in the series expansion of the solution. This allows us to consider the (two-dimensional) approximation space X ⊂ R 2 in space and define the reduced angular basis
i.e., we use only the subset of the real spherical harmonics where l + |m| is even. The corresponding system then has the form
The matrices T x , T y , T z can be found in [4] .
• If we do not assume any symmetry properties of the data and the solution, we include all real spherical harmonics up to degree N in our angular basis:
Remark 2.10 (Reduced angular bases). Based on the symmetry assumption described above, some of the basis functions which are necessary in the full three-dimensional setting can be neglected as the corresponding moments are zero. The size of the angular basis depending on the spatial dimension can be found in Table 1 .
symmetry assumption spatial dimension no. spherical harmonics rotational symmetry around z-axis 1D N + 1 symmetry along z-axis 2D 
Second-order formulation of the P N equations: P 2nd

N
In this section we reformulate the P N equations described above as system of second-order PDEs in the space variable. This formulation has a simple structure and can easily be handed to a standard PDE tool, like demonstrated in our implementation [22] .
Remark 3.1 (Smoothness).
We would like to note that the formal derivation requires additional smoothness of the solution, i.e., equivalence of the two formulations is only given for P N solutions with the sufficient regularity. Furthermore we do not discuss the well-posedness of the resulting second-order system here.
Algebraic transformations
The reformulation of the P N equations in second-order form is based on the parity property w.r.t. Ω of the real spherical harmonics:
. The real spherical harmonics are called even / odd if the corresponding degree l is even / odd. In the following we only consider odd values for the order N . We organize the basis functions into even and odd functions 6
and rearrange the moments u e = b eÎ and u o = b oÎ , respectively. We define N e , N o ∈ N to be the sizes of u e and u o , respectively, i.e., N e + N o = N . We can then rewrite the P N ansatz (11) aŝ
In particular, with Ω x , Ω y , Ω z being odd functions w.r.t. Ω, we can find that the flux matrices in Equation
Remark 3.2. The fact that the P N equations decouple is a well-known result. E.g., in [4] this was used to derive an efficient implementation for the time-dependent P N equations, where the decoupled structure was employed on a staggered grid. The P N system can thus be rewritten as
where
for i ∈ {x, y, z} and Σ ee , . . . , Σ oo are the rows and columns of Σ according to the reordering of u = (u e , u o ) T . Here, T e and T o define formal linear differential operators. In Lemma 3.6 we will show, that C oo ∈ R No×No is invertible (under the assumption of σ t > 0). We can then formally solve Equation (16b) for u o , i.e.,
and plug it into Equation (16a) to obtain a second-order system of linear, stationary drift-diffusion equations:
. Assume that the kernel κ is chosen in such a way that C oe = 0 and C eo = 0. Based on Assumption 3.3 the second-order formulation reduces to
Note that C oo depends on the quantities σ s and σ a and thus cannot be pulled out of the differential operator if the physical coefficients are not space-homogeneous. Remark 3.4. We would like to point out that the previous Assumption 3.3 is necessary to get rid of the drift terms in Equation (18) . Even though many kernels satisfying Assumption 2.1 also satisfy Assumption 3.3, this is not true in general, see, e.g.,
which yields for N = 3 the matrix 
A plot of this kernel (projected onto the z-component) is given in Figure 1 . However, numerical tests (checkKernelAssumption.m) have shown that many physically relevant kernels do satisfy this assumption (without proof), like linearly anisotropic scattering (Eddington scattering), Rayleigh scattering, Kagiwada-Kalaba scattering or the von-Mises-Fischer scattering [60] [61] [62] [63] . Especially those kernels satisfying the assumption in Lemma Lemma 3.5 have the desired property. 
) denote the even and odd parts ofκ (ξ), respectively.
Let R ∈ R 3×3 be any rotation matrix that rotates Ω to e 3 , i.e., RΩ = e 3 with det(R) = 1. We define the new parametrization of Ω asΩ = 1 −μ 2 cos(φ), 1 −μ 2 sin(φ),μ T := RΩ . Due to the choice of our angular basis it can be shown [8, 32] that there is a rotation matrix
respectively for the vector of even basis functions. Then we have by the substitution rule that
We now only consider the inner integral:
where we used that the sin(ϕ) and cos(ϕ) are periodic in the last equality. Thus, Σ eo = 0 as well. The proof works in the same way for odd kernels, where we define the rotation matrix such that RΩ = e 3 , and Ω = RΩ, and only consider the integral with respect to Ω.
We now want to show that the reduction operator (17) is well-defined.
Lemma 3.6 (Solving for u o in Equation (16b)). Let the kernel κ satisfy Assumption 2.1. The matrix
Proof. We have that 
where we used that
as every entry in b o is orthogonal to b 0 = 1 √ 4π and thus to all constants w.r.t. · , and
In particular, since σ t = σ a + σ s > 0 and κ 0 > 0, we get that σ s κ 0 + σ a > 0, which implies that C oo is negative definite and therefore invertible.
Weak formulation and boundary conditions
One major problem of the P N equations is that the boundary conditions (4) of the transfer equation have to be prescribed for inward-pointing angles (n · Ω < 0) only, whereas the hyperbolic P N system requires information for the characteristic variables related to ingoing characteristics [64] . Although these quantities are somehow related, a consistent approximation of boundary conditions for moment models is non-trivial [65] [66] [67] [68] [69] .
Without thinking too much about these implications for the P N equations, we want to use the Marshak approach to derive consistent boundary conditions for Equation (18) . The basic idea is to replace I in Equation (4) with the P N ansatzÎ and take half moments over n · Ω < 0 of the equation w.r.t. to a suitable subset of basis functions. Using all basis functions would provide more boundary conditions than actually needed. The choice of "all relevant" basis functions is also discussed in [9] . We choose all odd basis functions in b o for the half moments at the boundary as those are the ones which appear naturally in the weak formulation as discussed below. This also leads to more equations than unknowns but guarantees the existence of the second-order formulation as shown in Lemma 3.7. Whereas we reason with the existence of our second-order formulation for this particular choice of basis functions, this choice was already taken before in literature, e.g., in a classical SP N context in [70] .
We start to derive the weak form for u e . Let v denote a suitable spatial test function and i ∈ {1, . . . , N e }.
The weak form then reads
where we used the divergence theorem in the last step. We now want to eliminate u o in Equation (23) using the boundary conditions. Therefore we consider half moments of Equation (4) with respect to the odd basis functions:
We note that u Γ might depend on the position x as well as the orientation of the boundary, i.e., the unit outer normal vector n. Plugging in the definition of the ansatz (15) yields
Defining the matrices
we are able to rewrite the equation above, given that the matrix H o (n) is invertible (see Lemma 3.7), as
Thus, the final weak form reads
It remains to show, that the reduction (26) is well-defined. Proof. The rotation matrix that rotates a vector around the axis n = n x n y n z by an angle of 180 • is given by
The reflection of Ω at the plane {Ω ∈ S 2 : n · Ω = 0} can be represented by a rotation around n by an angle of 180 • and a subsequent negation:
Like in the proof of Lemma 3.5 there is a rotation matrix R π (n) ∈ R No×No , only depending on n, with
Using the parity of the odd real spherical harmonics, i.e., b o (−RΩ) = −b o (RΩ), and our assumption, that the reflectivity ρ does not depend on Ω, we can rewrite the matrix as
since c = 0 and the real spherical harmonics being linearly independent and continuous. Thus, the first matrix in the product is symmetric, positive definite and thus invertible. Using a Neumann series, E No + ρR T π (n) is invertible if ρR T π (n) < 1 for any matrix norm. In particular, since R T π (n) is a rotation matrix, it has R T π (n) 2 = 1 (induced operator norm), such that we get ρR T π (n) < 1 if |ρ| < 1. We would like to note that using rotation matrices to derive boundary conditions has also been used in a different way in [8, 9] . (13), (14) , (16a), (16b), (25a), (24), (25a) and (25b), we can reformulate the weak form more explicitly as 1.1.0 FEniCS [18] 2018.1.0 Gmsh [78] 3.0.6 
Remark 3.10. Using the definitions in Equations
As demonstrated in the next section a system of this structure can be handed to standard PDE tools like, e.g., FEniCS [18, 19] .
Numerical Results
The different test cases demonstrate the broad applicability of our approach to different scenarios including heterogeneous coefficients, anisotropic scattering, anisotropic boundary sources and different spatial dimensions. We reduced the computational complexity by looking at reduced problems in one and two space dimensions like described in Section 2.2, whereas we provide code for the full 3D scenario as well.
Code interface / Implementation details
Our Matlab code for the evaluation of the real spherical harmonics is based on [32] . We would like to note here that our implementation does not include the Condon-Shortley phase ("(−1) m prefactor") in contrary to, e.g., Matlab's legendre function. The (permuted version of the) P N flux matrices are given explicitly in [4] . We approximate the integrals over (subdomains of) the unit sphere S 2 by a quadrature rule. This is based on a trigonometric Gaussian quadrature rule for polynomials on a circle, described, e.g., in [71] . We employ the authors implementation of this quadrature rule in Matlab, provided in [72] . For a detailed investigation in the reduced 2D case, see [30] .
In cases for which we do not know the reference solution of the kinetic problem or the original P N equations, we compare our result to the approximate solution of the discrete ordinates method. For a recent survey and relevant references, see [73] . For our implementation of the discrete ordinates method in 2D we needed barycentric interpolation on the sphere like described in [74] .
We discretize the weak formulation of the P 2nd N systems using linear Lagrange finite elements with the help of FEniCS.
Test case 1
The first test case is rather simple and we are able to compute analytic reference solutions for the kinetic problem and the original P N equations, which allows us to validate our code in this setup, which is given in Table 3 . It is easy to check that the analytic reference solution for the kinetic problem is given by 
In this simple case we can reformulate the P N system as an initial value problem. This gives us up to the precision of the solution of the corresponding ODE a reference solution, denoted by φ P N , for the solutions of the P 2nd N approach. In Figure 2 we present the results of a numerical study of this test case, where we compare different approximations of the radiative energy with the analytic reference solution, see Subfigure 2a. For the discrete ordinates method we use a quadrature rule on the unit sphere which is exact for polynomials up to degree 23 and obtain 50 discrete ordinates after reduction to 1D (by fixing ϕ and only discretizing µ). Furthermore we look at the convergence of the radiative energies of the P N solutions to the one of the kinetic reference solution for increasing moment order N , see Subfigure 2b, and the convergence of the radiative energies of the numerical approximations of the P 2nd N equations to the ones of the P N reference solutions, see Subfigure 2c. From the analytic solution of the kinetic problem (28) we see that we would need infinitely many real spherical harmonics in the basis expansion to describe the true solution, which gives reason for the slow convergence.
This test case indicates the convergence of the solutions of the P N method to the true solution of the kinetic problem and furthermore the equivalence of the solutions of the original P N equations and our second-order formulation (in cases where the derivation is justified).
Referring to our repository on GitHub [22] , we list the functions used to compute the different approximations of the distribution and radiative energy in Table 4 . 
Test case 2
The second test case demonstrates that we are able to treat heterogeneous coefficients, non-vanishing reflectivity at the boundary and anisotropic boundary sources in 1D. The setup for this test case in 1D is given in Table 5 . For this test case we are again able to compute a reference solution of the original P N system by reformulating this as initial value problem.
In Figure 3 we present the results of a numerical study of this test case, where we compare different approximations of the radiative energy with the approximation by the discrete ordinates method as reference solution, see Subfigure 3a. For the discrete ordinates method we used a quadrature rule on the unit sphere which is exact for polynomials up to degree 23 and obtain 50 ordinates after reduction to 1D (by fixing ϕ and only discretizing µ). Furthermore we look at the convergence of the radiative energies of the P 2nd N solutions to the one of the discrete ordinates method for increasing moment order N , see Subfigure 3b, and the convergence of the radiative energies of the numerical approximations of the P 2nd N equations to the ones of the P N reference solutions, see Subfigure 3c.
We observe a significant jump already between the first two moment orders. Referring to our repository on GitHub [22] , we list the functions used to compute the different approximations of the distribution and radiative energy in Table 6 . 
Test case 3
The third test case demonstrates that our method is not limited to isotropic scattering. The setup for this test case in 1D is given in Table 7 . We are able to compute an analytic reference solution for the kinetic problem, which reads: We see that the analytic solution is a first-order polynomial in Ω, thus we expect that the solution of the P 1 equations should give the exact solution of the kinetic problem.
In Figure 4 we present the results of a numerical study of this test case, where we compare different approximations of the radiative energy with the analytic reference solution, see Subfigure 4a. For the discrete ordinates method we use a quadrature rule on the unit sphere which is exact for polynomials up to degree 23, where we did not reduce the set of ordinates in this case and ended up with 600 discrete ordinates on the full sphere. Furthermore we look at the convergence of the radiative energies of the numerical approximations of the P 2nd N by comparing the solution on a certain grid to the one on a refined grid, see Subfigure 4b. Referring to our repository on GitHub [22] , we list the functions used to compute the different approximations of the distribution and radiative energy in Table 8 . 
Test case 4
This test case demonstrates that our method can deal with heterogeneous coefficients in 2D. It is based on the shadow test [39, 50] which represents a particle stream that is partially blocked by an absorber, resulting in a shadowed region behind the absorber. The setup for this test case in 2D is given in Table  9 , based on the auxiliary functions in Equation (31) . The domain X and the partition of the boundary Γ = Γ I ∪ Γ II ∪ Γ III ∪ Γ IV are illustrated in Figure 6a . For the spatial discretization we use a triangular mesh with 2699 nodes and 5252 elements. We refine the mesh by splitting [78] and obtain a mesh with 10649 nodes and 21008 elements for numerical reference solutions of the corresponding models, denoted by P 2nd,fine N . As reference we compute the discrete ordinates solution on the coarse mesh. As before we use for the discretization of the unit sphere a Gaussian-like quadrature rule which is exact for polynomials up to degree 23 and leaves us with 600 ordinates on the upper half sphere after reduction to 2D. We compare this solution to the discrete ordinates solution with a quadrature rule exact up to degree 15 with 272 ordinates on the upper half sphere.
In Figure 5 we show the radiative energies of the discrete ordinates solution and the P 2nd 1 , P 2nd 3 , P 2nd 5 solutions. In Table 11 we show the relative L 2 distances of the radiative energies of the P 2nd N solutions on the coarse grid to the corresponding reference solutions on the refined grid and the discrete ordinates solution. We see that the distance of the radiative energies of the P 2nd N solutions to the discrete ordinate solutions decreases, but it seems that a much larger moment order N would be necessary to get a satisfying approximation. Furthermore we would like to note that the presented discrete ordinates solution is only to a certain extent suitable as a reference solution, as its relative L 2 distance to the solution with around half as many discrete ordinates is about 4%.
Referring to our repository on GitHub [22] , we list the functions used to compute the different approximations of the distribution and radiative energy in Table 10 .
wrapper runTestCase4.m mesh generation and refinement genMeshTestCase4.sh discrete ordinates method 
Test case 5
The fifth test case considers the popular Henyey Greenstein scattering kernel. This especially demonstrates that our method is not limited to isotropic scattering. For the spatial discretization we use a triangular mesh with 2212 nodes and 4262 elements. We refine the mesh by splitting [78] and obtain a mesh with 8685 nodes and 17048 elements for numerical reference solutions of the corresponding models, denoted by P 2nd,fine N . As reference we compute the discrete ordinates solution on the coarse mesh. As before we use for the discretization of the unit sphere a Gaussian-like quadrature rule which is exact for polynomials up to The setup for this test case in 2D is given in Table 12 . The domain X and the partition of the boundary Γ = Γ I ∪Γ II ∪Γ III ∪Γ IV are illustrated in Figure 6b . We choose the anisotropy factor in the Henyey-Greenstein kernel g = 0.5. In Figure 7 we show the radiative energies of the discrete ordinates solution and the P 2nd 1 , P 2nd 3 , P 2nd 5 solutions. In Figure 8 we compare the radiative energies for different model orders and the anisotropy factors g = 0 and g = 0.5 along the line {(x, y) ∈ X : y = 0.5}. We would like to note, that g = 0 reproduces anisotropic scattering. The non-smootheness in the line plot of the discrete ordinates solution is caused by interpolation of the corresponding piecewise constant function w.r.t. the elements. In Table 14 we show the relative L 2 distances of the radiative energies of the P 2nd N solutions on the coarse grid to the corresponding reference solutions on the refined grid and the discrete ordinates solution.
Referring to our repository on GitHub [22] , we list the functions used to compute the different approximations of the distribution and radiative energy in Table 13 .
Test case 6
This test case demonstrates that our method is not limited to rectangular domains and especially can be used with irregular grids.
For the spatial discretization we use a triangular mesh with 2530 nodes and 4847 elements. We refine the mesh by splitting [78] and obtain a mesh with 9906 nodes and 19388 elements for numerical reference solutions of the corresponding models, denoted by P 2nd,fine N . As reference we compute the discrete ordinates solution on the coarse mesh. As before we use for the discretization of the unit sphere a Gaussian-like quadrature rule which is exact for polynomials up to degree 23 and leaves us with 600 ordinates on the upper half sphere. We compare this solution to the discrete ordinates solution with a quadrature rule exact up to degree 15 with 272 ordinates on the upper half sphere.
The setup for this test case in 2D is given in Table 15 . The domain X and the partition of the boundary Γ = Γ I ∪ Γ II ∪ Γ III ∪ Γ IV is illustrated in Figure 6c . In Figure 9 we show the radiative energies of the discrete ordinates solution and the P 2nd 1 , P 2nd 3 , P 2nd 5 solutions. In Table 17 we show the relative L 2 distances of the radiative energies of the P 2nd N solutions on the coarse grid to the corresponding reference solutions on the refined grid and the discrete ordinates solution.
Referring to our repository on GitHub [22] , we list the functions used to compute the different approximations of the distribution and radiative energy in Table 16 .
wrapper runTestCase6.m mesh generation and refinement genMeshTestCase6.sh discrete ordinates method φ DOM runDiscreteOrdinatesTestCase6.m P 2nd N solution φ P 2nd N runTestCase6.py transformation P N → P 2nd N generateTestCase6.m 1.00e-05 3.34e-01 3
3.77e-04 1.43e-01 5
1.08e-03 9.53e-02 7 4.00e-03 8.48e-02 ||φ DOM, 23 || L 2 (X) = 3.54e-02
Conclusion
We presented the second-order formulation of the classical P N equations for the monoenergetic stationary linear transport equation. In contrary to classical SP N approaches, we reproduce the even moments of the original P N system.
We approximate the semi-transparent boundary conditions on the kinetic level by taking half moments at the boundary and obtain Marshak boundary conditions. Taking half moments at the boundary w.r.t. all real spherical harmonics up to the used order N would yield too many boundary conditions, where our derivation suggests the "natural" selection of a subset of those real spherical harmonics based on the weak formulation.
The algebraic transformations can be handed to a computer algebra system and the solution of the resulting weak formulation can be delegated to established PDE tools. We demonstrated this workflow with Matlab's symbolic toolbox and FEniCS. Our implementation is not necessarily designed to yield a high performance solution scheme, in fact it should be seen as a proof of concept and easy-to-use tool for fast prototyping.
We demonstrated in six numerical test cases the flexibility and wide applicability of our approach. Our derivation is based on the assumption, that all algebraic elimination steps are justified. Especially we assume that the solution of the original P N system is of certain regularity and that all (higher order) derivatives are well defined. We proved, under these regularity assumptions on the P N solutions and mild additional assumptions in Lemmas 3.5, 3.6 and 3.7, that the resulting second-order formulation is well defined. It would be an interesting task for the future to investigate the well-posedness of the resulting system.
