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RATE OPTIMAL MULTIPLE TESTING PROCEDURE IN
HIGH-DIMENSIONAL REGRESSION
By Pengsheng Ji† and Zhigen Zhao‡∗
University of Georgia † and Temple University‡
Multiple testing and variable selection have gained much atten-
tion in statistical theory and methodology research. They are dealing
with the same problem of identifying the important variables among
many (Jin, 2012). However, there is little overlap in the literature.
Research on variable selection has been focusing on selection consis-
tency, i.e., both type I and type II errors converging to zero. This
is only possible when the signals are sufficiently strong, contrary to
many modern applications. For the regime where the signals are both
rare and weak, it is inevitable that a certain amount of false discov-
eries will be allowed, as long as some error rate can be controlled. In
this paper, motivated by the research by Ji and Jin (2012a) and Jin
(2012) in the rare/weak regime, we extend their UPS procedure for
variable selection to multiple testing. Under certain conditions, the
new UPT procedure achieves the fastest convergence rate of marginal
false non-discovery rates, while controlling the marginal false discov-
ery rate at any designated level α asymptotically. Numerical results
are provided to demonstrate the advantage of the proposed method.
1. Introduction. High-dimensional data analysis has become an in-
creasingly active area of research in analyzing data from many modern sci-
entific research areas. In this paper, we consider a setting in which there
is one continuous response variable Y and p predictors for each subject,
out of total n subjects (with p being much larger than n). We consider the
following regression model
(1) Y =Xβ + ǫ,
where Y = (Y1, Y2, · · · , Yn)T , X = (xji), and ǫ ∼ N(0, σ2In). In this for-
mula, j = 1, 2, · · · , n and i = 1, 2, · · · , p with xji being the value corre-
sponding to the i-th predictor of the j-th subject. Let Xj· (the j-th row of
X) be the values for the j-th subject; and X ·i, the i-th column of X, be
the value corresponding to the i-th predictor for all the subjects. In many
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applications, it is known that the vector β is sparse in the sense that the
majority of the coordinates are zero. One objective in many scientific studies
is to identify as many non-zeros as possible, subject to the controlling of the
false positives.
For each predictor X·i, we want to test whether this predictor has a non-
zero effect on the response Y . This can be described by the following hy-
potheses:
Hi : βi = 0, i = 1, 2, · · · , p.
One wants to test these p hypotheses Hi’s simultaneously and identify a set
of hypotheses for rejection. Let θ = (θ1, · · · , θp) where θi = 1(βi 6= 0). Let
δ = (δ1, · · · , δp) be a decision based on the data. Here δi = 1 if one decides
to reject Hi; or, if not, δi = 0.
1.1. Connection with Variable Selection. Ideally, one would like to reject
all those hypotheses with θi = 1 while accepting all the others with θi = 0
with high probability, i.e.
lim
p→∞P
(∑
i
1(θi 6= δi) = 0
)
→ 0.(2)
This goal is known as the “selection consistency” or “oracle property” in
the variable selection literature, and requires the signals are sufficiently
strong. See, e.g., Fan and Li (2001), Zhao and Yu (2006), Meinshausen and
Bu¨hlmann (2006), Meinshausen and Bu¨hlmann (2010), and Zou (2006).
However, in many modern applications(e.g., genomics), a large p means
that signals are sparse or rare, and a small n usually means signals are
weak. In the regime of rare and weak signals, which is the primary inter-
est of this article, the conditions required for the selection consistency are,
unfortunately, too strong to be true (Ji and Jin, 2012a; Zhang and Zhang,
2014). Therefore, it is scientifically more relevant to allow a certain number
of false positives as long as a chosen type I error rate can be controlled at
a pre-designated level (Jin, 2012). Such error rates include, but are not lim-
ited to, family wise error rate (fwer, Meinshausen and Bu¨hlmann (2010)
), false discovery rate (fdr, Benjamini and Hochberg (1995), Benjamini
and Yekutieli (2001)), marginal false discovery rate (mfdr, Genovese and
Wasserman (2002), Genovese and Wasserman (2004)), Bayesian false dis-
covery rate (bfdr, Sarkar and Zhou (2008)), and many others. See Table 1
for the detailed definition. However, how to control these error rates remains
very challenging, especially for high dimensional regression.
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fdr E
∑
i
(1−θi)δi∑
i
δi
mfdr
E
∑
i
(1−θi)δi
E
∑
i
δi
fnr E
∑
i
θi(1−δi)∑
i
(1−δi)
mfnr
E
∑
i
θi(1−δi)
E
∑
i
(1−δi)
fwer P
(∑
i
1 (θi 6= δi) 6= 0
)
bfdr E
(
E
∑
i
(1−θi)δi∑
i
δi
)
Table 1
Definition of various error rates.
1.2. Challenges in Multiple Testing. The first challenge arises from the
dependence among the variables. One simple solution is just ignoring the
covariance structure, assuming the orthogonal design, and proceeding with
the further analysis as usual. For instance, one can fit a simple linear re-
gression model between Y and X ·i and derive the usual test statistic ti for
the i-th hypothesis Hi (Fan, Han and Gu, 2012). Then one can apply the
existing methods, such as the BH method, given in Benjamini and Hochberg
(1995), which rejects the hypothesis Hi if |ti| > c for some threshold c.
Will this method provide a valid control of the false discovery rate? To il-
lustrate this, consider the following simple example. Assume that p = 1, 000,
n = 200. Among all these 1,000 parameters, only ⌈p1−0.5⌉ = 32 of them are
nonzero. Among these non-zeros, half of them equal τ =
√
2× 0.7× log p
and half of them equal −τ . Define the covariance matrix Ω as a block-
diagonal matrix as
(3) Ω =


D 0 · · · 0
0 D · · · 0
...
...
...
...
0 · · · 0 D

 ,where D =
(
1 a
a 1
)
.
We then generate the design matrix X according to X ′j·
iid∼ N(0, 1nΩ) and
generate Y according to (1) with σ = 1. After calculating the t-statistics ti’s
according to the marginal regression, we apply the BH method by setting
α = 0.05. For each simulation, we calculate the number of true positives, the
number of false positives, and the false discovery proportion. We replicate
this step 100 times to get the fdr, the average number of true positives
(atp), the average number of false positives (afp), and mfdr. These num-
bers are reported in Table 2. It is shown that both the fdr and mfdr are
inflated. The discrepancy of the actual levels to the pre-specified α can be
as large as 39% when the correlation a is large. It is clearly seen that simply
ignoring the covariance in high dimensional regression is problematic.
The second challenge arises from the power maximization. As seen from
Table 2, one can increase the threshold c such that the mfdr can be con-
trolled at α-level, but atp will be too small. It is thus important to derive the
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a atp afp fdr mfdr
0 3.86 0.31 0.06 0.07
0.3 3.92 0.40 0.07 0.09
0.5 3.94 0.72 0.09 0.15
0.7 3.89 1.51 0.21 0.28
0.9 4.74 3.72 0.38 0.44
Table 2
Simulation of the BH method, ignoring the dependence structure.
optimal testing procedure, which minimizes a certain form of type II errors,
such as false non-discovery rate (fnr, Sarkar (2002)) or mfnr (Genovese
and Wasserman (2004)), subject to the controlling of type I error.
The general idea for developing the optimal testing procedure is intro-
duced in Sun and Cai (2007, 2009), and is further studied by Xie et al.
(2011), He, Sarkar and Zhao (2013) and etc. Assume the independence, Sun
and Cai (2007) introduced the compound decision theoretical framework
which starts from the loss function of weighted sum of type I and type II
errors,
(4) L(θ, δ) =
p∑
i=1
λ(1− θi)δi + θi(1− δi).
They have shown that the compound decision rule minimizing the risk is also
optimal in terms of multiple testing. This result has further been generalized
to the Markov dependence (Sun and Cai, 2009) and short range dependence
(Xie et al., 2011). However, none of these methods can be applied to the
regression model because these methods rely on the unknown quantity given
in (7).
1.3. Recent Advances in Variable Selection in the Rare/Weak Regime.
The study on the rare/weak regime goes back to Donoho and Jin (2004),
and has been used in many other papers, such as Jager and Wellner (2007),
Donoho and Jin (2008), Jin (2009), Hall and Jin (2008), Cands and Plan
(2009), Ingster, Pouet and Tsybakov (2009), Hall and Jin (2010), Cai, Jin
and Low (2007), Jin (2014), Jin and Ke (2014), etc. In this regime, the oracle
property or selection consistency in (2) is no longer appropriate, even though
technically it is much easier to deal with. Therefore, it is more realistic to
use the Hamming distance as the loss function, as introduced to variable
selection by Genovese et al. (2012).
Ji and Jin (2012a) and Genovese et al. (2012) initiate the study on vari-
able selection in the rare/weak regime, even though the latter consider this
problem only for the orthogonal design. For the first time, Ji and Jin (2012a)
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show that the L0 penalization is non-optimal and so all existing penelization
methods are non-optimal. They also extend the phase diagram developed in
Donoho and Jin (2004) to the settings of variable selection. Phase diagram
is a notion first introduced in Donoho and Jin (2004), and then is further
extended by many others.
In a recent discussion, Jin (2012) commented that the optimal variable
selection and optimal multiple testing can be connected by using the decision
theoretical framework. Any variable selection procedure that optimizes the
risk associated with the loss function (4) is also optimal in multiple testing.
Precisely, for a given λ, the optimal variable selection method can control
the mfdr at α(λ) and achieve the optimal mfnr among all the testing
procedures which controls mfdr at α(λ). However, the connection between
α(λ) and λ is usually very complicated.
Philosophically, Jin (2012) provides new insight for using variable selec-
tion to do the multiple testing. However, there are two important questions
to be answered. Firstly, for a given λ, how to develop the optimal testing
method? Secondly, for a given α, how to choose λ or related parameters
appropriately such that the mfdr is controlled at α asymptotically?
Ji and Jin (2012a) study the optimality of variable selection using the
Hamming error, i.e., setting λ = 1 in the loss function (4). They show that
the Univariate Penalization Screening (UPS) procedure achieves the opti-
mal rate under certain conditions. Using this procedure naively for multiple
testing makes the mfdr go to zero, but also substantially limits the power
to discover signals.
1.4. Our Contribution and Connection with Recent Literature. In this
article, assuming the regression model with rare and weak signals and cer-
tain weak dependence among variables, we first show that for any testing
method which controls the mfdr at any given level α, there is a universal
lower bound for the mfnr rate. Next, motivated by the UPS procedure for
variable selection, we propose the Univariate Penalization for Testing (UPT)
method. It turns out that this method achieves the optimal convergence rate
in mfnr and controls mfdr at α level asymptotically. The aforementioned
questions about the relationship between α and λ are also addressed. There
are also critical differences in the proofs from the UPS since the control of
the mfdr and the mfnr needs more delicate asymptotics and some different
techniques.
The study on variable selection in the rare/weak regime initiated by Gen-
ovese et al. (2012) and Ji and Jin (2012a) has been extended to more general
settings by a sequel of papers. Jin, Zhang and Zhang (2012) introduce the
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Graphlet Screening method for strong dependence among variables; Ke, Jin
and Fan (2012) propose the Covariance Assisted Screening and Estimation
(CASE) procedure for non-sparse but sparsifiable Gram matrix, which is
also discussed in Jin and Ke (2014). The problem of extending these meth-
ods to multiple testing remains largely open, can be even more challenging
and so is left for future research.
1.5. Contents and Notations. The remaining sections are organized as
follows. In Section 2, the rare/weak model is specified and the lower bound
of the convergence rate of mfnr is given. The UPT method is proposed in
Section 3 and the optimality results are provided. Some numerical studies
in Section 4 demonstrate the performance of the UPT method. The proofs
are left in Section 6.
We use a similar framework as Ji and Jin (2012a) and also adopt some
similar notations for technical convenience.
2. The Rare/Weak Model and Lower Bound of mFNR. We as-
sume the following regression model with rare and weak signals which is the
same as that in Ji and Jin (2012a):
(5)


Y =Xβ + ǫ, ǫ ∼ N(0, In);
βi
iid∼ π0h0 + π1h1,
where the point mass h0 at 0 has no common support with h1;
τp =
√
2r log p;
π1 = p
−ϑ.
Note that the support of the signal distribution h1 has the order of
√
log p,
representing rare and weak signals; the proportion of signals π1 goes to zero
as p goes to infinity, indicating rare signals. This model (5) goes back to
Donoho and Jin (2004) and has been used by Jager and Wellner (2007),
Cands and Plan (2009), Ingster, Pouet and Tsybakov (2009) and many oth-
ers.
In this section, we study the lower bound of the rate of the mfnr of any
testing procedure which has mfdr being controlled at α level. Assume the
loss function (4), then the oracle decision is given as
(6) δopti = 1{fdri(Y )≤ 11+λ}.
where
(7) fdri(Y ) = P (θi = 0|Y )
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is the generalized local fdr (Efron, 2008, 2010; He, Sarkar and Zhao, 2013)
for the i-th hypothesis, or local index of significance (Sun and Cai, 2009).
We first study the risk of the oracle decision rule (6).
Theorem 2.1. Assume Model (5) and the loss function (4). Then the
risk of the oracle decision rule (6) is given as
∑
i
E
{
1{fdri(y)≤ 11+λ} [(λ+ 1)fdri(y)− 1] + π1
}
.
Theorem 2.1 is a general theorem that can actually be applied to much
broader settings than Model (5). Before stating the next theorem about the
rate of the risk, we will recall the definition of “multi-log” term introduced
in Ji and Jin (2012a).
Definition 2.1. The term Lp > 0 is a multi-log(p) term if for any
constant κ > 0,
lim
p→∞Lpp
κ =∞, lim
p→∞Lpp
−κ = 0,
Theorem 2.2. Assume Model (5) with the following conditions
X ′X has unit diagonals,(8)
and
h1 is supported within [−τp, 0) ∪ (0, τp].(9)
Then, for any decision rule δ,
(10) Risk(δ) ≥
∑
i
[
λπ0Φ¯(log(
λπ0
π1
)
1
τp
+
τp
2
) + π1Φ(log(
λπ0
π1
)
1
τp
− τp
2
)
]
.
Let λ = p−ζ , where ϑ− r < ζ < ϑ+ r. Then
(11)
Risk(δ)
p
≥ Lpp−
r2+(ϑ−ζ)2+2r(ϑ+ζ)
4r ,
where Lp is a multi-log(p) term.
When setting ζ = 0, this result reduces to Theorem 1.1 in Ji and Jin
(2012a). Theorem 2.2 provides a bound for the weighted sum of type I and
type II errors. We now turn to the study of mfdr and mfnr.
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Theorem 2.3. Assume Model (5) with conditions (8) and (9). Let δ
be any testing procedure such that mfdr ≤ α(1 + o(1)) for a given α. If ζ
satisfies ϑ− r < ζ < ϑ+ r, then
p−ϑ−ζmfdr+mfnr ≥ Lpp−
r2+(ϑ−ζ)2+2r(ϑ+ζ)
4r ,
where Lp is a multi-log(p) term.
The above theorem provides a bound for the weighted sum of the mfdr
and the mfnr, and also sheds light on the connection with the weighted
classification error as in Theorem 2.2. In practice, one usually wants to
control the mfdr at a certain level α, rather than making the mfdr very
small but sacrificing the power to discover new signals as the UPS does.
The following theorem demonstrates that mfnr can not converge to zero
too fast.
Theorem 2.4. In Model (5) with conditions (8) and (9), for any testing
procedure with mfdr ≤ α, 0 < α < 1, and for any given κ > 0, the mfnr
of this procedure satisfies
mfnr ≥ Lpp−[ϑ+(
√
r−
√
ϑ)2]−κ.
Note the information aboutX has been absorbed. This theorem indicates
that Lpp
−[ϑ+(√r−
√
ϑ)2] is essentially the lower bound for mfnr up to an
arbitrarily small penalty.
Under the orthogonal design, it can be shown that mfdr of any proce-
dure converges to 1 when r < ϑ. We will, therefore, only focus on the case
when r > ϑ for the rest of the paper. When setting λ = 1, it is shown in Ji
and Jin (2012a) that for the oracle decision rule,
mfnr ≈
∑
i θi(1− δi)
p
≥ Lpp−
(r+ϑ)2
4r .
It is easily shown that
ϑ+ (
√
r −
√
ϑ)2 >
(r + ϑ)2
4r
.
This implies that it is possible to improve the convergence rate of the mfnr
when assigning less weight to false discoveries. In other words, assigning less
penalty on type I error can increase the power in detecting true alternatives.
This is beneficial especially in models with rare signals.
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3. The UPT Method and Upper Bound. Previously, we have de-
rived the lower bound of mfnr under Model (5) for any procedure which
can control mfdr at a given level. In this section, motivated by the UPS
procedure for variable selection, we will provide a UPT procedure, short for
Univariate Penalization for Testing. Under certain conditions, this method
can control mfdr at α level asymptotically and achieve the optimal conver-
gence rate in mfnr.
Let Ωˆ∗ = X ′X and Ωˆ be a matrix such that Ωˆj,k = Ωˆ∗j,k · 1{|Ωˆ∗j,k| >
log−2(p)}. View Ωˆ as a graph with p node, corresponding to p predictors.
Two nodes i and j are connected if and only Ωˆi,j 6= 0. The UPT method
can be summarized as the following steps.
1. Calculating the marginal correlation (x·i,Y ) and keep those predictor
with |(x·i,y) > t1 where t1 =
√
2q log p. Denote this set as Up, also
viewed as a graph induced from Ωˆ;
2. Decompose Up into small subgraphs;
3. For each subgraph I0 ⊳ Up, find the estimator for µI0 to maximize
(12)
1
2
[
(X ′Y )I0 − (X ′X)I0µ]′ ((X ′X)I0,I0)−1 [(X ′Y )I0 − (X ′X)I0µ]+t22||µ||I0 ,
subject to a constraint that each coordinate in µI0 is either 0 or t3.
The difference between the UPT method and the UPS is the choice of
(t1, t2, t3). For the UPS, (t1, t2, t3) are chosen to balance the type I error and
type II error with equal weights. When considering the testing, there are
different weights associated with these two errors, reflected by the choice of
α, the mfdr level. Deriving the parameters such that mfdr is controlled
at α level asymptotically turns out to be challenging. We will give details in
the rest of this section in how to choose these parameters.
We consider the same conditions about the model as in Ji and Jin (2012a)
and restate these conditions in order to better present our result. Assume
that
X ′j·
iid∼ N(0, 1
n
Ω)(13)
The conditions for Ω are summarized as following. Fixing A > 0 and γ ∈
(0, 1), let
M∗p(γ,A) = {Ω :
p∑
j=1
|Ω(i, j)|γ ≤ A,∀1 ≤ i ≤ p}.
For any Ω ∈ M∗p, let U be the upper part of Ω and d(Ω) = max{||U(Ω)||1, ||U(Ω)||∞}.
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Fixing ω0 ∈ (0, 1/2), we consider the following set of correlation matrix
(14) Mp = {Ω ∈ M∗p(γ,A) : d(Ω) ≤ ω0}.
In our study, we also assume that
n = np = p
ϕ, with 1− ϑ < ϕ < 1,(15)
which is almost necessary for successful variable selection (Donoho, 2006).
Suppose that the support of signal distribution h1 is contained in
(16) [τp, (1 + η)ηp],
where η is defined as
η =
ϑr
(ϑ+ r)
√
1 + 2ω0
min{2ϑ
r
, 1− ϑ
r
,
√
2(1 − ω0)− 1 + ϑ
r
}.
We start with the case where the parameters (r, ϑ) are known. The inter-
play of the rare/weak signals and the graph sparsity results in the following
two lemmas which are crucial for the development of the theoretical property
of the UPT method.
Lemma 3.1. Assume Model (5) and conditions (13)–(16). If 0 < q ≤
(r+ϑ−ζ)2
4r , then
1
p
p∑
j=1
P (x′j·Y < t1, βj 6= 0) ≤ O(
1
log(p)
)p−
r2+(ϑ−ζ)2+2r(ϑ+ζ)
4r .
The idea of marginal screening gained much attention in recent years (Fan
and Lv, 2008; Ji and Jin, 2012a; Li, Zhong and Zhu, 2012). When the signals
are sparse, screening can reduce the dimension from p to a much smaller
scale and thus greatly reduce the complexity of the problem. People usually
require the SURE property (Fan and Lv, 2008), which says that all the
important predictors are kept with the probability converging to one. For the
rare and weak signals, it is more appropriate to consider Tolerable Screening
which allows type II error as long as these errors due to the screening step
is tolerable. Tolerable screening is firstly explored in Ji and Jin (2012a) but
called Sure Screening therein.
Lemma 3.2. Assume Model (5) and conditions (13)–(16). As p → ∞,
there is a constant K such that with probability 1 − o(p− r
2+(ϑ−ζ)2+2r(ϑ+ζ)
4r ),
each component of Up has no more than K nodes.
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The proof this lemma is very similar to the proof of Lemma 2.4 in Ji and
Jin (2012b) and is thus omitted. This property is known as Separable After
Screening (SAS) property in Ji and Jin (2012a). Then after screening, the
graph of variables defined by the regularized Gram matrix is automatically
broken into small pieces. The interplay of the signal sparsity and the graph
sparsity continue to be the key for a successful cleaning step as described
earlier in this section. We are now ready to state the results for the upper
bounds of mfdr and mfnr.
Theorem 3.1. Assume Model (5) and conditions (13)–(16). Set t1 =√
2q log(p) , t2 =
√
2(ϑ − ζ) log(p), t3 =
√
2r log(p), where ϑ and q are
chosen such that (r + ϑ− ζ)2 ≥ 4ϑr and 0 < q ≤ (r+ϑ−ζ)24r . Then the mfdr
of the UPT method satisfies
mfdr ≤ Lpp−
r2+(ϑ−ζ)2−2r(ϑ+ζ)
4r ,
and the mfnr satisfies
mfnr ≤ Lpp−
r2+(ϑ−ζ)2+2r(ϑ+ζ)
4r .
The parameter t3, relating to the signal strength, is the same as that in
the UPS. The parameters t1 and t2 depends on λ via ζ. For any 0 ≤ ψ <
r − ϑ, one can choose ζ = r + ϑ − 2√r(ϑ+ ψ) so that mfdr converges
to zero in the order of p−ψ. Especially, if we choose ζ = (
√
r − √ϑ)2, the
mfdr is controlled by a single Lp term. However, this is not enough because
in testing literature, one usually wants to control the constant at α level,
asymptotically. Therefore, the crucial parameter t2 requires higher order
term.
Theorem 3.2. Assume Model (5) and conditions (13)–(16). For any
α > 0, let t1 and t3 be the same as in Theorem 3.1 and
(17) t∗2 =
√
2(ϑ − ζ) log p+ 4r
r + ϑ− ζ ·
[
(K − 1
2
) log log p− logM
]
,
where ζ = (
√
r −
√
ϑ)2, K is a sufficiently large constant,
M =
α
√
π(r + ϑ− ζ)
(2e)K
√
r(1− α) .
Then
mfdr ≤ α(1 + o(1)) and mfnr ≤ Lpp−ϑ+(
√
r−
√
ϑ)2 .
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Similar to the UPS method, the key parameters (t1, t2, t3) can be esti-
mated using the data. Let Y˜ = X ′Y . Denote the largest off-diagonal co-
ordinate of Ω by δ0 = δ0(Ω) = max{1≤i,j≤p,i 6=j} |Ω(i, j)|. Fix q such that
max{δ20(1 + η)2r, ϑ − ζ} < q ≤ (r+ϑ−ζ)
2
4r and t1 =
√
2q log p. Define two
estimates of ϑ and r as{
ϑˆ =
−2log(F¯p(t1))
2 log p ,
rˆ =
(µp(t1)/F¯p(t1))2
2 log p ,where µp(t1) =
1
p
∑
j Y˜j · 1(Y˜j > t).
(18)
Theorem 3.3. Assume the same condition in Theorem 3.2 and the mean
of h(β)i ≤ τp(1+ o(1)). Fix q such that max{δ20(1+η)2r, ϑ− (
√
r−√ϑ)2} <
q ≤ ϑ and t1 =
√
2q log p. Estimate t∗2 in (17) by tˆ
∗
2 using ϑˆ and rˆ from (18),
and let tˆ3 =
√
2rˆ log p. Then
mfdr ≤ α(1 + o(1)) and mfnr ≤ Lpp−ϑ+(
√
r−√ϑ)2 .
In other words, the UPT method achieves the optimal convergence rate
in mfnr, subject to the controlling of mfdr at any designated level α.
The UPT method depends on two parameters K and q. Choosing a suffi-
ciently large K can guarantee the controlling of mfdr and will not reduce
the convergence rate of mfnr. We recommend using the maximal compo-
nent size after thresholding the Gram matrix X ′X. Similar to the UPS (Ji
and Jin, 2012a), both theory and simulation studies show the procedure al-
lows some flexibility in the choice of q. Running the screening step or even
iterating the entire procedure a few times is recommended for best perfor-
mance.
4. Simulation. We have conducted a few numerical experiments to
compare the performance of the UPT method, the BH method and the BY
method (Benjamini and Yekutieli, 2001)for some configurations of (ϑ, θ, πp,Ω).
The mfdr level we tried to control is 0.05. The experiments contain the fol-
lowing steps:
(1) Generate a p×1 vector β by βj iid∼ (1−ǫp)ν0+ǫpπp. The distribution πp
is taken as a uniform distribution centered at τp, and then is assigned
a random sign.
(2) Generate an np × p matrix X, the rows of which are samples from
N(0, 1npΩ); generate a np × 1 vector z ∼ N(0, Inp); let Y = Xβ + z.
(3) Apply the UPT method procedure and the BH method and the BY
method. First, we run the UPT method with the ideal tuning pa-
rameters (UPT* method) and the estimated tuning parameters (UPT
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method). We choose K = 5 if it is needed. Second, we fit a simple
linear regression between Y and Xi and obtain the usual test statis-
tic ti and P-value pi and apply the BH method and the BY method
respectively.
(4) Repeat (2)–(3) for 100 independent cycles, and calculate the average
number of true positives (atp), the average number of false positives
(afp) and the false discovery rate (fdr).
Experiment 1. In this experiment, we choose p = 5000 and n = 1000, and
Ω as the block diagonal matrix in (3) with a = 0.5. Let ϑ = .5, and πp as
the point mass at τ which vary from 2 to 8. There are approximately 70
signals, and each is given a random sign. The atp, afp, and fdr for each
procedure are listed in Table 3.
τp 2 4 6 8
atp afp mfdr atp afp mfdr atp afp mfdr atp afp mfdr
BH 0.55 0.05 0.08 11.20 0.95 0.08 23.20 2.85 0.11 32.45 5.25 0.14
BY 0.10 0.00 0.00 3.00 0.05 0.02 7.60 0.20 0.03 12.95 0.35 0.03
UPT* 1.17 0.10 0.08 16.54 1.02 0.06 27.98 1.43 0.05 37.51 2.58 0.06
UPT 1.15 0.09 0.08 14.97 1.04 0.06 26.34 1.56 0.06 34.32 2.64 0.06
Table 3
Experiment 1: Comparison for the Block Diagonal Ω
Experiment 2. We keep all the parameters as in Experiment 1 but add
some random perturbations from Uniform[−0.5, 0.5] to the signals, and take
Ω as the penta-diagonal matrix Ω(i, j) = 1{i = j} + 0.5 · 1{|i − j| = 1} +
0.1 · 1{|i − j| = 2}. The results for each procedure are shown in Table 4.
τp 2 4 6 8
atp afp mfdr atp afp mfdr atp afp mfdr atp afp mfdr
BH 0.50 0.05 0.09 10.90 1.55 0.12 23.75 4.05 0.15 31.95 8.00 0.20
BY 0.10 0.00 0.00 3.60 0.25 0.06 6.50 0.20 0.03 12.55 1.05 0.08
UPT* 1.15 0.08 0.07 14.95 0.91 0.06 26.85 1.46 0.05 36.89 2.09 0.06
UPT 1.17 0.09 0.07 13.87 0.84 0.06 26.16 1.51 0.06 33.72 2.59 0.07
Table 4
Experiment 2: Comparison for the Penta-diagonal Ω
Experiment 3. We keep all the parameters as in Experiment 2, but con-
sider the UPT method only with a few choices for the tuning parameter t1,
indicated by a factor from 1.10 to 0.90. The results in Table 5 show that the
UPT* method with non-ideal tuning parameters can still outperform the
BH and BY methods in Experiment 2, and the procedure itself is not very
sensitive to the choice of the threshold. Therefore, in practice, we may try
a few values for this threshold or do some kind of iteration.
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τp 2 4 6 8
atp afp mfdr atp afp mfdr atp afp mfdr atp afp mfdr
1.10 0.57 0.05 0.08 12.31 0.82 0.06 23.48 1.31 0.06 31.40 1.47 0.05
1.05 0.92 0.07 0.07 13.26 0.87 0.06 25.69 1.41 0.06 34.49 1.86 0.06
1.00 1.15 0.08 0.07 14.95 0.91 0.06 26.85 1.46 0.05 36.89 2.09 0.06
0.95 1.18 0.09 0.07 15.36 0.98 0.06 27.81 1.72 0.07 37.12 2.56 0.07
0.90 1.20 0.09 0.07 15.96 1.15 0.07 29.56 2.77 0.07 40.87 2.81 0.06
Table 5
Experiment 3: Results of the UPT* method with Different Tuning Parameters.
Experiment 4. We keep all the parameters as in Experiment 2. We use
a non-Gaussian design for X. In detail, we generate an n × p matrix M ,
the coordinates of which are iid samples from Uniform(−√3,√3). Second,
generate Ω as in Experiment 2. Last, let X = (1/
√
n)MΩ1/2. The results in
6 suggest that the procedure works for more general designs.
τp 2 4 6 8
atp afp mfdr atp afp mfdr atp afp mfdr atp afp mfdr
BH 0.54 0.04 0.07 10.84 1.15 0.10 24.54 3.95 0.14 31.48 7.64 0.20
BY 0.09 0.06 0.04 3.52 0.27 0.07 7.35 0.44 0.06 13.58 1.42 0.09
UPT* 1.17 0.09 0.07 15.63 1.09 0.07 26.81 1.53 0.05 37.15 2.19 0.06
UPT 1.12 0.08 0.07 14.84 0.97 0.06 26.45 1.46 0.05 35.12 2.37 0.06
Table 6
Experiment 4: Results for Non-Gaussian Design
In Experiments 1, 2, and 4, the proposed UPT method, controls the mfdr
at the α-level well; however, its competitor, the BH method, fails to do so.
The mfdr of BH can be as large as 20%. The UPT method generally has a
larger atp and a smaller afp than BH method. For instance, when τp = 8
in Experiment 4, the atp of the UPT method is 4 more than that of BH
method. This number is significant given that the signals are rare and weak.
In all the settings, the BY method is too conservative in terms of controlling
the mfdr and the atp is too low.
In these three experiments, the UPT method has smaller mfdr than that
of the BH method. We expect to discover even more true positives if we set
the mfdr the same. This is done in the next experiment where we keep
the setting in Experiment 4 but adjust the nominal mfdr level of the UPT
method such that the empirical mfdr of the UPT method is the same as
that of BH method. The difference of atp for these two methods becomes
more significant.
Experiment 5. We keep all the settings in Experiment 4 but adjust the
nominal mfdr level of the UPT* and UPT such that the observed mfdr is
the same as that of the BH method. The ATP and AFP are shown in Table
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7. It is shown that both the UPT* and the UPT discover significantly more
signals than the BH method.
τp 2 4 6 8
atp afp mfdr atp afp mfdr atp afp mfdr atp afp mfdr
BH 0.54 0.04 0.07 10.84 1.15 0.10 24.54 3.95 0.14 31.48 7.64 0.20
UPT* 1.17 0.09 0.07 16.38 1.82 0.10 32.31 5.26 0.14 47.24 11.81 0.20
UPT 1.12 0.08 0.07 15.76 1.75 0.10 30.77 5.01 0.14 41.40 10.35 0.20
Table 7
Experiment 5: Results for Non-Gaussian Design for the Same Observed mfdr
In summary, the UPT method controls the mfdr well and is more pow-
erful in identifying the true positives. We therefore strongly recommend it
for testing the hypotheses in the high-dimensional regression models.
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6. Appendix. Proof of Theorem 2.1:
EL(θ, δ)|y
=
∑
i
{λδifdri(y) + (1− δi)(1− fdri(y))}
=
∑
i
{(1− fdri(y)) + δi((λ+ 1)fdri(y)− 1)}
=
∑
i
(1− fdri(y)) +
∑
i
1{fdri(y)≤ 1λ+1} ((λ+ 1)fdri(y)− 1) .
Take the expectation on both sides. Since E(1 − fdri(y)) = π1,
Risk =
∑
i
E
{
1{fdri(y)≤ 11+λ}((λ+ 1)fdri(y)− 1) + π1
}
Proof of Theorem 2.2: Let f i0(y) and f
i
1(y) be the density function of Y
under θi = 0 and θi = 1. The marginal density of y is given as
(19) f(y) = π0f
i
0(y) + π1f
i
1(y) and fdri(y) = P (θi = 0|y) =
π0f
i
0(y)
f(y)
.
Let Ri = {y : fdri(y) ≤ 11+λ}. Then
E1{fdri(y)≤ 11+λ}fdri(y) =
∫
Ri
fdri(y)f(y)dy =
∫
Ri
π0f
i
0(y)dy.(20)
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Similarly,
E1{fdri(y)≤ 11+λ}(1− fdri(y)) =
∫
Ri
π1f
i
1(y)dy.(21)
Note that Risk = EL(θ, δ) = E(EL(θ, δ)|y) where EL(θ, δ)|y can be writ-
ten as
λδifdri(y) + (1− fdri(y))(1 − δi).
Then
Risk = λ
∫
Ri
π0f
i
0(y)dy +
∫
Rci
π1f
i
1(y)dy.
The remaining of the proof is similar to the proof of Theorem 1.1 in Ji and
Jin (2012b). The difference is that we consider the parameter λ, which plays
a key role in developing the theory regarding the mfdr and mfnr. We only
sketch the steps of the proof here. Firstly, we can show that
Risk =
∑
i
[
λπ0 + π1
2
− 1
2
∫
|λπ0f i0(y)− π1f i1(y)|dy.
]
Let β˜i = β − βiei where ei = (0, · · · , 0, 1, 0, · · · , 0)T is a unit vector with
all zero entries except the i-th coordinate. Let h(y, β˜i, βi) be the joint density
of Y ∼ N(X(β˜i + βiei), In). Let H(βi) and H(β˜i) are the cdf of βi and β˜i
respectively. Mimic the proof in Ji and Jin (2012b), we know that∫
|λπ0f i0(y)− π1f i1(y)|dy
≤
∫ ∫ ∫
M(λ, β˜i, βi)dydH(βi)dH(β˜i),
where M(λ, β˜i, βi) =
∫ |λπ0h(y, β˜i, 0) − π1h(y, β˜i, βi)|dy. It is easily seen
that M(λ, β˜i,−βi) = M(λ, β˜i, βi) and this function is increasing with re-
spect to βi for βi > 0. Consequently,
(22) Risk ≥
∑
i
[
λπ0 + π1
2
− 1
2
∫
M(λ, β˜i, τp)dH(β˜i).
]
Let D = {y : π1h(y, β˜i, τp) > λπ0h(y, β˜i, 0)} = {y : π1 exp(τpx′i(y − xβ˜i)−
τ2p /2) > λπ0}. Then
λπ0 + π1
2
− M(λ, β˜i, τp)
2
= λπ0
∫
D
h(y, β˜i, 0)dy + π1
∫
Dc
h(y, β˜i, τp)dy.
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Using the same argument as in the proof of Theorem 1.1 in Ji and Jin
(2012b), we know that
(23)∫
D
h(y, β˜i, 0)dy = Φ¯(log(
λπ0
π1
)
1
τp
+
τp
2
),
∫ c
D
h(y, β˜i, τp)dy = Φ(log(
λπ0
π1
)
1
τp
−τp
2
).
Combining (22) and (23), we can establish (10). Next, we will prove (11).
Note that λ = p−ζ , π1 = p−ϑ,
log(
λπ0
π1
)
1
τp
+
τp
2
=
√
2(r + (θ − ζ))
2
√
r
√
log p+ logLp,
and
log(
λπ0
π1
)
1
τp
− τp
2
= −
√
2(r − (θ − ζ))
2
√
r
√
log p+ logLp,
Note that r > θ − ζ. According to Mills’ ratio
λπ0Φ¯(log(
λπ0
π1
)
1
τp
+
τp
2
) + π1Φ(log(
λπ0
π1
)
1
τp
− τp
2
)
= Lpp
−ζπ0φ(log(
λπ0
π1
)
1
τp
+
τp
2
) + Lpπ1φ((log(
λπ0
π1
)
1
τp
− τp
2
))
= Lpp
−ζp−
(r+(ϑ−ζ))2
4r + Lpp
−ϑp−
(r−(θ−ζ))2
4r = Lpp
− r2+(ϑ−ζ)2+2r(ϑ+ζ)
4r ,
because
ζ +
(r + (ϑ− ζ))2
4r
= ϑ+
(r − (ϑ − ζ))2
4r
=
r2 + (ϑ− ζ)2 + 2r(ϑ+ ζ)
4r
.
Proof of Theorem 2.3
Without loss of generality, we only need to consider the following three cases:
(1) there exist two multi-log terms C1 and C2 such that
C1 ≤ E
∑
i δi
p1−ϑ
≤ C2;
(2) there exists K1 > 0 such that
E
∑
i δi
p1−ϑ
= o(p−K1);
(3) there exists K2 > 0 such that
E
∑
i δi
p1−ϑ
' pK2 .
If case (3) holds, then
mfdr =
E
∑
i(1− θi)δi
E
∑
i δi
= 1 + o(1).
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This contradicts the assumption that mfdr ≤ α(1 + o(1)). Consequently,
we only focus on case (1) and (2).
In case (1), by Theorem 1.2,
p−ϑ−ζmfdr +mfnr
= p−ϑ−ζ
E
∑
i(1− θi)δi
E
∑
i δi
+
E
∑
i θi(1− δi)
E
∑
i(1− δi)
'
1
p
(Lpp
−ζE
∑
i
(1− θi)δi + E
∑
i
θi(1− δi))
≥ Lpp−
r2+(ϑ−ζ)2+2r(ϑ+ζ)
4r .
In case (2),
mfnr =
E
∑
i θi(1− δi)
E
∑
i(1− δi)
'
p1−ϑ
p
= p−ϑ.
Then
p
r2+(ϑ−ζ)2+2r(ϑ+ζ)
4r (p−ϑ−ζmfdr +mfnr ) ≥ p (r+ζ−ϑ)
2
4r ≥ Lp.
This completes the proof.
Proof of Theorem 2.4:
For any sufficiently small κ > 0, let
κ
′ = ϑ−
[√
r −
√
(
√
r −
√
ϑ)2 + κ
]2
> 0.
Consequently,
(
√
r −
√
ϑ− κ′)2 = (√r −
√
ϑ)2 + κ.
Let ζ = r + ϑ− 2
√
r(ϑ− κ′). As a result,
r2 + (ϑ− ζ)2 + 2r(ϑ + ζ)
4r
− ϑ− ζ
=
(r + ϑ− ζ)2 − 4rϑ
4r
=
4r(ϑ− κ′)− 4rϑ
4r
= −κ′.
This implies that
p
r2+(ϑ−ζ)2+2r(ϑ+ζ)
4r
−ϑ−ζmfdr = O(p−κ
′
).
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According to Theorem 2.3,
(24) p
r2+(ϑ−ζ)2+2r(ϑ+ζ)
4r mfnr ≥ Lp.
Note that
r2 + (ϑ− ζ)2 + 2r(ϑ+ ζ)
4r
=
(ζ − ϑ+ r)2 + 4rϑ
4r
=
[
2
√
r(
√
r −√ϑ− κ′)]2 + 4rϑ
4r
= (
√
r −
√
ϑ− κ′)2 + ϑ = ϑ+ (√r −
√
ϑ)2 + κ.
Combining this with equation (24), we know that
mfnr ≥ Lpp−[ϑ+(
√
r−
√
ϑ)2]−κ.
Proof of Lemma 3.1:
According to the proof of Lemma 2.1 in Ji and Jin (2012b), with probability
of 1 + o(1/pD) where D is a sufficiently large constant,
P (x′jY < t, θj = 1) ≤ p−ϑΦ(t− τp).
According to Mill’s ratio, the right hand side can be simplified as Lpp
−ϑ−(√r−√q)2
which is smaller than or equal to Lpp
− r2+(ϑ−ζ)2+2r(ϑ+ζ)
4r because 0 < q ≤
(r+ϑ−ζ)2
4r .
In order to prove Theorem 3.1, we need the following lemma.
Lemma 6.1. Assume Model (5) and conditions (13)–(16). Set t1 =
√
2q log(p),
t2 =
√
2(ϑ− ζ) log(p), t3 =
√
2r log(p) for the UPT method, then the
weighted classification error associated with the loss function (4) where λ =
Lpp
−ζ is given as
Risk
p
≤ Lpp−
r2+(ϑ−ζ)2+2r(ϑ+ζ)
4r .
Proof of Lemma 6.1. Define the event Ap as
Ap = {|(X ′X)(i, j) − Ω(i, j)| ≤ Lpp−ω/2,∀1 ≤ i, j ≤ n}
∩ {||(X ′X)I0,I0 − ΩI0,I0 ||∞ ≤ Lpp−ω/2}.
According to Ji and Jin (2012b), P (Ap) = 1 − o(1/pD) where D is a suffi-
ciently large constant. Consequently, we only need to show the result when
X ∈ Ap.
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Now, the risk can be naturally written as two parts Risk = I + II where
I =
∑
i
E(L(θi, δi)1(i /∈ Up(t))|X), II =
∑
i
E(L(θi, δi)1(j ∈ Up(t))|X).
According to Lemma 3.1,
I =
∑
i
P (θi = 1, δi = 0, i /∈ Up(t)) ≤ Lpp · p−
r2+(ϑ−ζ)2+2r(ϑ+ζ)
4r .
We only need to prove that II ≤ Lpp · p−
r2+(ϑ−ζ)2+2r(ϑ+ζ)
4r .
The remaining proof is similar to the proof of Theorem 2.1 in Ji and Jin
(2012a). The difference lies in the extra parameter λ. We only sketch the
main steps here. According to the proof of Lemma 2.3 of Ji and Jin (2012b),
there exists a constant K > 0 and event Ap such that P (A
c
p) ≤ o(1/pD)
and that any subgraph of UP (t) has at most K elements over the event Ap.
We only need to show that II ≤ Lpp · p−
r2+(ϑ−ζ)2+2r(ϑ+ζ)
4r over the event Ap.
Following the similar argument of the proof of Theorem 2.1 in Ji and Jin
(2012b), we only need to prove that
EL(θi, δi)1(i ∈ I0 ⊳ Up(t∗p) ∩Ap ∩Bp) ≤ Lpp−
r2+(ϑ−ζ)2+2r(ϑ+ζ)
4r .
where Bp is defined through B
c
p as
Bcp(I0) = {There are indices i /∈ I0 and k ∈ I0 such that βi 6= 0,Ω∗(i, k) 6= 0}.
Now, we consider the type I error and type II error separately.
I∗ = E1(θi = 0, δi = 1)1(i ∈ I0 ⊳ Up(t∗p) ∩Ap ∩Bp),
and
II∗ = E1(θi = 1, δi = 0)1(i ∈ I0 ⊳ Up(t∗p) ∩Ap ∩Bp),
Let Bnn be the number of true negatives, Bns be the number of false
positives, Bsn be the number of false negatives, and Bss be the number of
true positives within I0. When considering the above type II error, then
Bsn +Bss ≥ 1. Consequently,
II∗ ≤ Lpp−ϑ(Bsn+Bss)Φ¯(F ).
where F is defined as the right hand side of (A.44) of Ji and Jin (2012b). It
can be further similarly shown that when Bsn +Bss ≥ 1,
II∗ ≤ Lpp−ϑp−
(r+ϑ−ζ)2
4r .
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Next consider type I error where
I∗ ≤ p−ϑ(Bsn+Bss)Φ¯(F ).
When Bsn +Bss = 0, then it was shown in Ji and Jin (2012b) that
I∗ ≤ Lpp−
(r+ϑ−ζ)2
4r .
When Bsn +Bss ≥ 1, then
I∗ ≤ Lpp−ϑp−
(r−ϑ+ζ)2
4r .
Note that
(r + ϑ− ζ)2
4r
− ϑ− (r − ϑ+ ζ)
2
4r
= −ζ < 0.
Therefore,
I∗ ≤ Lpp−
(r+ϑ−ζ)2
4r .
In summary,
EL(θi, δi)1(i ∈ I0 ⊳ Up(t∗p) ∩Ap ∩Bp)
≤ p−ζI∗ + II∗ ≤ Lp
[
p−ζp−
(r+ϑ−ζ)2
4r + p−ϑp−
(r+ϑ−ζ)2
4r
]
= Lpp
− r2+(ϑ−ζ)2+2r(ϑ+ζ)
4r .
Proof of Theorem 3.1:
Note that
mfdr =
∑
i P (θi = 0, δi = 1)∑
i P (δi = 1)
=
∑
i P (θi = 0, δi = 1)∑
i [P (θi = 0, δi = 1) + P (θi = 1, δi = 1)]
.
In the denominator, note that
P (θi = 1, δi = 1) = P (θi = 1)− P (θi = 1, δi = 0) = p−ϑ − P (θi = 1, δi = 0).
According to Lemma 6.1,
∑
i
P (θi = 1, δi = 0) ≤ Risk ≤ Lpp · p−
r2+(ϑ−ζ)2+2r(ϑ+ζ)
4r .
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Consequently,
∑
i
P (θi = 1, δi = 1) ≥ p
[
p−ϑ − Lpp−
r2+(ϑ−ζ)2+2r(ϑ+ζ)
4r
]
≥ p1−ϑ(1 + o(1)).
Next, we consider the numerator P (θi = 0, δi = 1). Note that
λ
∑
i
P (θi = 0, δi = 1) ≤ Risk = Lpp · p−
r2+(ϑ−ζ)2+2r(ϑ+ζ)
4r .
Consequently,∑
i
P (θi = 0, δi = 1) ≤ Lpp · p−
r2+(ϑ−ζ)2+2r(ϑ+ζ)
4r
+ζ = Lpp · p−
(r+ϑ−ζ)2
4r .
Since (r+ϑ−ζ)
2
4r ≥ ϑ, then
mFDR ≤ Lpp−
(r+ϑ−ζ)2
4r
+ϑ = Lpp
− r2+(ϑ−ζ)2−2r(ϑ+ζ)
4r .
Note that
mfnr =
∑
i P (θi = 1, δi = 0)∑
i P (δi = 0)
=
∑
i P (θi = 1, δi = 0)∑
i [P (θi = 1, δi = 0) + P (θi = 0, δi = 0)]
.
Note that
P (θi = 0, δi = 0) = P (θi = 0)− P (θi = 0, δi = 1) = π0(1 + o(1)).
Consider the numerator∑
i
P (θi = 1, δi = 0) ≤ Risk ≤ Lpp · p−
r2+(ϑ−ζ)2+2r(ϑ+ζ)
4r .
Consequently,
mfnr ≤ Lpp−
r2+(ϑ−ζ)2+2r(ϑ+ζ)
4r .
Proof of Theorem 3.2.
According to the definition, we know that
mfdr =
∑
i P (θi = 0, δi = 1)∑
i P (θi = 0, δi = 1) +
∑
i P (θi = 1, δi = 1)
.
According to the proof of Theorem 3.1,∑
i
P (θi = 1, δi = 1) ≥ p1−ϑ(1 + o(1)).
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This leads to
mfdr ≤
∑
i P (θi = 0, δi = 1)∑
i P (θi = 0, δi = 1) + p · p−ϑ(1 + o(1))
.(25)
Next, we consider the type I error
∑
i P (θi = 0, δi = 1). By Lemma 3.2, there
is a constant K > 0 and an event Ap such that P (A
c
p) ≤ o(p−(r+ϑ−ζ)
2/(4r)).
Within Ap, similar to the proof of Theorem 2.1 in Ji and Jin (2012b), we
can show that
P (θi = 0, δi = 1, Ap)(26)
≤(2e log p)K max
I0
{P (θi = 0, δi = 1, i ∈ I0 ⊳ Up(t∗p), Ap)},
where in the last equation I0 runs over all connected subgraphs of size
ℓ ≤ K and containing i. For any I0 that is a component of Up(t1), denoted
by I0 ⊳ Up(t1), there is an |I0| × 1 vector z˜ ∼ N(0,ΩI0,I0) independent of
βI0 such that
Y˜ I0 = ΩI0,I0βI0 + z˜ + rem, ||rem||∞ ≤ o(1/
√
log p)
and eventually,
P (θi = 0, δi = 1, i ∈ I0 ⊳ Up(t1), Ap) ≤ p−ϑ(Bsn+Bss)Φ¯(G),
where
G =
1
2τp
√
∆′1Ω∆1
(−dt∗22 + τ2p∆′1Ω∆1 + 2τ2p∆′1Ω∆2 + o(1/
√
2 log p)),
where the last term is non-stochastic with a negligible effect. The difference
between this and (A.42) in Ji and Jin (2012b) is that we require the error
term to be smaller than o( 1√
log p
) to ensure the controlling of mfdr . This
is guaranteed by threshold the sample covariance matrix Ω∗ at 1
log2 p
.
Similar to the proof in Lemma 6.5 of Ji and Jin (2012b),
G ≥
2(ϑ− ζ) log p+ 2r log p+ 4rr+ϑ−ζ ·
[
(K − 12) log log p− logM
]
2
√
2r log p
By Mill’s ratio,
Φ¯(G) ≤ (1 + o(1))
√
2r log p · p−(r+ϑ−ζ)2/(4r)e( 12−K) log log p−logM√
2π(r + ϑ− ζ) log p(27)
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Combining with (26) gives
P (θi = 0, δi = 1, Ap) ≤ (1 + o(1)) α
1 − α · p
−(r+ϑ−ζ)2/(4r).
Consequently,
P (θi = 0, δi = 1) = P (θi = 0, δi = 1, Ap) + P (θi = 0, δi = 1, A
c
p)
≤ P (θi = 0, δi = 1, Ap) + o(p−(r+ϑ−ζ)2/(4r))
≤ (1 + o(1)) α
1 − α · p
−(r+ϑ−ζ)2/(4r).
Combining with (25) and ζ = (
√
r −√ϑ)2 gives
mfdr ≤ (1 + o(1))
α
1−α · p−(r+ϑ−ζ)
2/(4r)
(1 + o(1)) α1−α · p−(r+ϑ−ζ)2/(4r) + p−ϑ(1 + o(1))
= α(1 + o(1)).
According to Theorem 3.1 and ζ = (
√
r −
√
θ)2, then
mfnr = Lpp
−(ϑ+(√r−
√
ϑ)2).
Proof of Theorem 3.3
First, we have the following lemma for estimating the tuning parameters
t∗2 and t3.
Lemma 6.2. Under the conditions of Theorem 3.3, as p→∞ with prob-
ability 1 − o(1/pD) with a constant D > 0, there is a nonrandom gp =
o(1/
√
log p) such that
|tˆ∗2 − t∗2| ≤ gp and |tˆ3 − t3| ≤ gp.
Then
(1− gp)t∗2 ≤ tˆ∗2 ≤ (1 + gp)t∗2, and (1− gp)t3 ≤ tˆ3 ≤ (1 + gp)t3.
By a close investigation of the proof of Theorem 2.3, all the arguments for
the mfdr still hold if we replace t∗2 by (1± gp)t∗2 and t3 by (1 ± gp)t3. It is
also the case for mfnr except that the generic log term Lp may be slightly
different. Therefore, the proofs follow.
Proof of Lemma 6.2
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The proof is similar to that of Lemma 2.4 in Ji and Jin (2012b), except
that we need to choose
δp = 1/(log p)
2,
ap = 1 + o(1/
√
log p),
bp = o(1/ log p),
and we need to control Y˜ with probability 1 + o(1/pD) for sufficiently large
D > 0. Then by similar techniques, we will have
||W − Y˜ ||∞ ≤ bp
√
2 log p.
Introduce event Ap = {‖Y˜ −W‖∞ ≤ bp
√
2 log(p)}, and
F¯±p (t) =
1
p
p∑
j=1
1{Wj±bp
√
2 log p≥t}.
Comparing F¯±p (t) with F¯p(t), it is seen that over the event Ap,
F¯−p (t) ≤ F¯p(t) ≤ F¯+p (t).
The claim follows from the following lemma, which is proved in Ji and Jin
(2012b).
Lemma 6.3. Under the conditions of Theorem 3.3, there is a constant
c = c(ϑ, r) > 0 such that, with probability 1− o(1/pD),
∣∣∣∣ 1pǫp
p∑
j=1
1{Wj≥t} − 1
∣∣∣∣ ≤ Lpp−c(ϑ,r).
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