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DIRAC INDUCTION FOR RATIONAL CHEREDNIK ALGEBRAS
DAN CIUBOTARU AND MARCELO DE MARTINO
Abstract. We introduce the local and global indices of Dirac operators for the rational Cherednik
algebra Ht,c(G, h), where G is a complex reflection group acting on a finite-dimensional vector space h.
We investigate precise relations between the (local) Dirac index of a simple module in the category O
of Ht,c(G, h), the graded G-character of the module, the Euler-Poincare´ pairing, and the composition
series polynomials for standard modules. In the global theory, we introduce integral-reflection modules
for Ht,c(G, h) constructed from finite-dimensional G-modules. We define and compute the index of a
Dirac operator on the integral-reflection module and show that the index is, in a sense, independent of
the parameter function c. The study of the kernel of these global Dirac operators leads naturally to a
notion of dualised generalised Dunkl-Opdam operators.
1. Introduction
1.1. Rational Cherednik algebras are a particular example of the symplectic reflection algebras introduced
by Etingof and Ginzburg [EG]. They appear as rational degenerations of the double affine Hecke algebra
introduced by I. Cherednik [Ch]. We denote them by Ht,c(G, h) or simply Ht,c, see section 2. Their
definition depends on a finite complex reflection group G acting on a finite-dimensional complex vector
space h (and on its dual h∗), as well as on parameters t ∈ C and a G-conjugation invariant function c
on the set of reflections of G. As a C-module, Ht,c has a Poincare´-Birkhoff-Witt decomposition Ht,c =
C[h]⊗ CG ⊗ C[h∗] and the analogy in structure with that of a universal enveloping algebra of a complex
semisimple Lie algebra has led to the theory of category O for Ht,c [GGOR], denoted here as Ot,c(G, h).
This is the category of left Ht,c-modules that are finitely generated and h-locally nilpotent (see Definition
2.9). This category has standard modules, denoted Mt,c(τ), where τ is a (finite-dimensional) simple CG-
module, and the simple modules, Lt,c(τ), are the unique irreducible quotients ofMt,c(τ) [GGOR, Go]. The
standard modules have an easy description: as a vector space over C, Mt,c(τ) = C[h]⊗τ . The composition
series and the behaviour of the simple modules, on the other hand, is complicated and sensitive to the
parameters. For example, when t = 1, this ranges from Lt,c(τ) =Mt,c(τ) when the parameter c is regular
(see [DO, Definition 2.15]) to cases in which Lt,c(τ) is finite dimensional, which is always the case if t = 0
(see, e.g., [BEG], [Et], [BP]). A basic problem is to compute the multiplicity of Lt,c(τ) in a Jordan-Ho¨lder
series of Mt,c(σ), or equivalently, to compute the graded G-character of Lt,c(τ).
In this paper, we introduce what we call a graded local theory and a global theory of Dirac operators for
rational Cherednik algebras. Here the “local/global” names are motivated by the analogy with the setting
of real reductive groups, where the local picture would be the Dirac cohomology theory for Harish-Chandra
modules [HP, Vo], while the global setting refers to the Dirac operators acting on spaces of sections of
spinor bundles over the real symmetric space [AS, Pa]. Our present work builds on the results of [Ci1],
where ungraded local Dirac operators were studied for symplectic reflection algebras, and it is motivated
by the Dirac operator results obtained for graded affine Hecke algebras in [BCT, CT, COT].
In the present setting, the Dirac operators are defined with respect to the Clifford algebra C = C(V ),
associated to the vector space V = h⊕ h∗ (and the bilinear pairing given by extending the natural bilinear
pairing h∗ × h → C) and its irreducible spin module S realised on the exterior algebra
∧
h. For the
class of graded modules of Ot,c(G, h) with infinitesimal character (see Definition 3.4), we define and study
(G-invariant) graded Dirac operators and the Dirac cohomology (introduced in the ungraded setting in
[Ci1]), and compute the index, ID(X), of such a module X with infinitesimal character. We also introduce
the notion of Dirac index polynomials, dτ,σ(q) (see (3.5), below), given as the graded multiplicity of the
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irreducible CG-module σ in the local index ID(Lt,c(τ)).The problem of computing the graded G-character
can be recast in terms of Dirac theory as follows:
Theorem A. Let Lt,c(τ) be a simple Ht,c-module. Its graded G-character equals
ch(Lt,c(τ), g,q) =
ch(ID(Lt,c(τ)), g,q)
deth∗(1− gq)
, g ∈ G.
Moreover, the matrix of Dirac index polynomials [dτ,σ(q)] is inverse to the matrix [nτ,σ(q)], of graded
multiplicity of Lt,c(σ) in Mt,c(τ).
We also relate the Dirac index polynomials to the graded Euler-Poincare´ pairing (see Corollary 3.19):
EPgrHt,c(Mt,c(τ), Lt,c(σ)) = dσ,τ (q),
and furthermore to a graded elliptic pairing on the space of G-representations, Theorem 3.18. Theorem
3.10 and Proposition 3.11 give necessary conditions on the irreducible G-representations that may appear
in the numerator of the character formula above. Theorem A should be regarded as the rational Cherednik
algebra analogue of the character formulae proved for graded affine Hecke algebras in [CT]. At the end of
section 3, we exemplify these formulae in the case of the restricted Cherednik algebra for G = W (B2) and
G = W (G2).
1.2. The starting point of the global theory is an adaptation of the notion of integral-reflection modules
from the graded affine Hecke algebras setting [COT, Section 6.3] (see also [EOS]) to the present setting of
the rational Cherednik algebra Ht,c. In section 4, we introduce two types of integral-reflection modules,
which we denote by Mt,c(σ) and Xt,c(σ), with σ ranging over the finite-dimensional modules of CG. The
first one is a realisation of the costandard modules in Ot,c(G, h) while the second one is crucial to the
theory of global Dirac operators.
To define them we adapt to the case of a complex reflection group (see section 4) the ideas from [Gu]. In
particular, we introduce and describe the main properties of certain operators in the space of polynomial
functions on h (an on h∗) associated to any reflection of the complex reflection group G. These operators,
called integral operators, and denoted by Is or I
∨
s (depending if it acts on C[h] or C[h
∗], respectively), with
s a reflection of G, are dual to the divided difference operators (also known as BGG operators), under
the natural polynomial pairing (see (4.1)) between C[h] and C[h∗] (see Proposition 4.4). We then use the
polynomial pairing and the operators above mentioned, to define representations of Ht,c which are dual
to the standard modules in the category O for the “dual” Cherednik algebra Ht,cˇ ∼= H
op
t,c. This procedure
is inspired by the “integral-reflection” representations studied in [EOS, COT] (they also appear in [HO],
without the name integral-reflection). Unlike Mt,c, the graded Ht,c-module Xt,c(τ) is not in category O,
but it is shown in Proposition 4.25 that there is an ascending filtration F0(Xt,c(τ)) ⊆ F1(Xt,c(τ)) ⊆ · · ·
whose union ∪nFn(Xt,c(τ)) equals Xt,c(τ) and each filtered piece Fn(Xt,c(τ)) is in categoryO (these filtered
pieces can also be shown to be dual versions of the more general standard modules ∆n(τ) described in
[GGOR, Section 2.3.3]). A feature that both families of integral-reflection modules Mt,c(τ) and Xt,c(τ)
have in common is that the action of h has a very simple description by h-directional derivatives as opposed
to the conventional left action of h on Ht,c by means of deformed derivations in the direction of y ∈ h (i.e.,
by Dunkl operators). This yields an easy description of the h-singular vectors (see Definitions 4.17 and
4.26) in both cases.
A global Dirac operator, see section 5, depends on an irreducible module τ of CG and it is defined as a
linear map
Dτ : Xt,c(τ ⊗ S)→ Xt,c(τ ⊗ S)
that commutes with the integral-reflection Ht,c-action constructed. We prove:
Theorem B. When t = 1, the kernel and the cokernel of Dτ are in Ot,c(G, h).
In other words, the global Dirac operator satisfies a “Fredholm” condition: even though Dτ is an
endomorphism of Xt,c(τ ⊗ S) and this space is not finitely generated over Ht,c, the kernel and cokernel of
Dτ are finitely generated (Theorem 5.12 and Corollary 5.13). An important step in the proof of Theorem
B is a precise formula for the square D2τ (Proposition 5.9).
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When t = 0, we may work with the restricted rational Cherednik algebra H¯0,c [Go]. In that case, all the
standard and simple modules are finite dimensional, and so is the restricted integral-reflection H¯0,c-module.
Hence, automatically, the kernel and cokernel of the restricted operator Dτ are finite dimensional and in
the restricted category O.
1.3. For both t = 0 and t = 1, the module Xt,c(τ ⊗S), as well as the kernel and cokernel of Dτ , are objects
in the category of locally h-nilpotent Ht,c-modules. We define the global index, I(τ), as their difference
in the Grothendieck group of this category (actually not for Dτ , but for its even part D
+
τ ) and we then
prove:
Theorem C. The global index of τ is I(τ) = Mt,c(τ), for all the parameters t, c.
This result should be regarded as a manifestation of the rigidity of the Dirac index. A second principle
in this theory is that the local Dirac kernel should control the global Dirac kernel, and this provides the
bridge between the two settings. More precisely, we have the following result:
Theorem D (see Proposition 5.29). Let Y be a module in Ot,c(G, h). Then
HomgrHt,c(Y, kerDτ ) = HomgrG(τ
∗, kerDY †),
HomgrG(τ
∗, cokerDY †) →֒ HomgrHt,c(Y, cokerDτ ),
where Y † is the contragredient module of Y and DY † is the local Dirac operator with respect to it.
It is an interesting problem to determine the the kernel (and cokernel) of the global Dirac operators
and to provide in this way realisations of the simple Ht,c-modules. The occurrence of simple modules
in kerDτ is controlled by the h-singular vectors in kerDτ . As mentioned before, the space of h-singular
vectors of Xt,c(τ ⊗S) is easy to determine and a preliminary study of the kernel of Dτ on that space, when
t = 1 (see subsection 5.4), has led us to consider a complex of G-modules that depends of the parameter
function c and that is dual to the one studied in [DO, Sections 2.2 and 2.3]. We obtain (see Theorem
5.20) a result analogous to the one obtained by Dunkl and Opdam [DO, Theorem 2.9 and Corollary 2.14],
which may be used to characterise the singular parameters c (see Remark 5.21). This indicates that
the determination of the nontrivial homology groups of this generalised Dunkl-Opdam complex is closely
related to the realisation of the simple Ht,c-modules in the kernel of the Dirac operator. We shall study
these questions in future work.
2. The rational Cherednik algebra
In this section, we recall the definition of the rational Cherednik algebra [EG], and of its category O
[GGOR]; see also [EM, section 3] for an expository account.
2.1. Definitions. Let h be a finite-dimensional C-vector space of dimension r and G ⊆ GL(h) be a finite
group generated by reflections. We shall assume throughout that G acts irreducibly on h. Thus, for
example, if G = Sn, we have r = n− 1 and not n. Denote by S ⊆ G the set of reflections. Given s ∈ S we
let λ−1s , λs ∈ C be the unique nontrivial eigenvalues of s on h and h
∗, respectively. We choose eigenvectors
αs ∈ h
∗ and α∨s ∈ h such that αs(α
∨
s ) = 2. Let c : S → C be a conjugation invariant function.
Definition 2.1. The rational Cherednik algebra Ht,c(G, h) is the unital, associative algebra over C given
as the quotient of T(h⊕ h∗)⊗ CG modulo the relations
[y, y′] = 0 = [x, x′], y, y′ ∈ h, x, x′ ∈ h∗,
gy = g(y)g, gx = g(x)g, y ∈ h, x ∈ h∗, g ∈ G,
[y, x] = tx(y)−
∑
s
c(s)αs(y)x(α
∨
s )s, y ∈ h, x ∈ h
∗.
(2.1)
Remark 2.2. We shall consistently use the shorthand notation Ht,c = Ht,c(G, h). Given a parameter
function c, we define cˇ : S → C so that cˇ(s) = c(s−1). Since G is naturally a subgroup of GL(h∗) we can
also consider the algebra Ht,cˇ(G, h
∗). We shall use the abbreviated notation Ht,cˇ for Ht,cˇ(G, h
∗). It will
be important to us to consider certain naturally defined dualities between Ht,c and Ht,cˇ. In formulae, we
have λs 7→ λ
−1
s if we exchange Ht,c and Ht,cˇ. We shall always write y, y
′ ∈ h, x, x′ ∈ h∗, p, p′ ∈ C[h] and
q, q′ ∈ C[h∗]. Furthermore, if µ 6= 0, we have Ht,c ∼= Hµt,µc, so the important cases are t = 0 and t = 1.
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2.2. Formulae. As a vector space, [EG] we have Ht,c = C[h]⊗C[h
∗]⊗CG. It is useful to have a formula
for the last relation in (2.1) for a polynomial p ∈ C[h] = Sym h∗, in the place of x ∈ h∗.
Lemma 2.3. With the choices of eigenvectors made, we have, for all x ∈ h∗ and y ∈ h, that
s(x) = x− dsx(α
∨
s )αs, s(y) = y − d
∨
s αs(y)α
∨
s ,
where ds =
(1−λs)
2 and d
∨
s =
(1−λ−1s )
2 .
Proof. Clearly s fixes every x ∈ (α∨s )
⊥, and also s(αs) = αs − (1− λs)αs = λsαs. Similar for s(y). 
Remark 2.4. For the formulae for s−1, we use that λs−1 = λ
−1
s . When G is a real reflection group, we
have ds = 1 = d
∨
s .
Given s ∈ S, let ∆s denote the divided difference operator
∆s(p) =
p− s(p)
αs
.
Actually, we have ∆s = ∆(s, αs), but we shall typically omit the dependence on the choice of αs. One
checks that p− s(p) ∈ αsC[h], so that this is a well-defined map C[h]→ C[h]. We shall write ∆
∨
s : C[h
∗]→
C[h∗] for ∆(s, α∨s ).
Proposition 2.5. For y ∈ h and p ∈ C[h], we have, where ds =
(1−λs)
2 , that
[y, p] = t∂y(p)−
∑
s
c(s)
ds
αs(y)∆s(p)s.
Proof. The proof will be by induction on the degree of p. We can assume p is a monomial. From Lemma
2.3, it is clear that the last relation of (2.1) can be written as
[y, x] = t∂y(x) −
∑
s
c(s)
ds
αs(y)∆s(x)s,
so the formula holds when deg p = 1. Further, we note that for any p′, p ∈ C[h], we have ∆s(p
′p) =
p′∆s(p) + ∆s(p
′)s(p). That said, assuming the result is true for a monomial p of degree d, we have, for
any x ∈ h∗, that
[y, xp] = [y, x]p+ x[y, p]
= t(∂y(x)p+ x∂y(p))−
∑
s
c(s)
ds
αs(y)(∆s(x)s(p) + x∆s(p))s,
and thus the result. 
Proposition 2.6. For x ∈ h∗ and q ∈ C[h∗], we have, where d∨s =
(1−λ−1s )
2 , that
[q, x] = t∂x(q) −
∑
s
c(s)
d∨s
x(α∨s )∆
∨
s (q)s.
Proof. The proof is similar to the previous proposition. 
Remark 2.7. The formulae of Propositions 2.5 and 2.6 do not depend on the choice of αs and α
∨
s made.
Similar equations hold, mutatis mutandis, for Ht,cˇ = C[h
∗]⊗ C[h]⊗ CG.
2.3. Grading. One regards Ht,c as a Z-graded algebra by giving x ∈ h
∗ degree 1, y ∈ h degree −1, and
g ∈ G degree 0. Define the Euler element
eu =
∑
i
xiyi +
1
2
dim h−
∑
s∈S
c(s)
ds
s ∈ Ht,c,
where {xi} and {yi} are dual basis of h
∗ and h, respectively. When G is a real reflection group, eu =
1
2
∑
i(xiyi + yixi). The element eu is G-invariant and has the property that
[eu, x] = tx, [eu, y] = −ty, x ∈ h∗, y ∈ h.
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This means that the grading considered for Ht,c is inner, given by eu. When t = 0, eu is in fact central in
Ht,c.
Throughout, we shall adhere to the following notation regarding graded modules for a graded C-algebra
A. If Γ is an abelian group such that A is Γ-graded and X,Y are Γ-graded A-modules, then we shall write
Homgr0A(X,Y ) = {f ∈ HomA(X,Y ) | f(Xγ) ⊆ Yγ for all γ ∈ Γ} and Homgr
γ
A(X,Y ) = Homgr
0
A(X [γ], Y ),
in which X [γ] is the Γ-graded module equal to X as a vector space and that satisfies X [γ]δ = Xδ−γ , for
all δ ∈ Γ. Then, HomgrΓA(X,Y ) (or Homgr
•
A(X,Y ), if Γ is clear from the context) will be given by
HomgrΓA(X,Y ) =
⊕
γ∈Γ
HomgrγA(X,Y ).
2.4. Duality. We recall a natural duality between Ht,c and Ht,cˇ.
Lemma 2.8. The map γ : Hopt,cˇ → Ht,c given by γ|h= id = γ|h∗ and γ(g) = g
−1, extends to an isomorphism
between Hopt,cˇ and Ht,c.
Proof. We have to check that the map γ preserves the relations in (2.1). We have, for example,
γ(gy) = yg−1 = g−1g(y) = γ(g(y)g).
Also,
γ([y, x]op) = γ([x, y]) = tx(y)−
∑
s
cˇ(s)x(α∨s )αs(y)s
−1,
and thus the relation follows, as αs−1 = µαs and α
∨
s−1 = µ
−1α∨s for a nonzero µ ∈ C. 
Thus, if X is an Ht,c-module, the linear dual X
∗ is endowed with an Ht,cˇ-action via
(h(v∗), v) = (v∗, γ(h)(v)),
for all h ∈ Ht,cˇ, v
∗ ∈ X∗ and v ∈ X , where (·, ·) denotes the bilinear pairing between X and X∗. This
yields an Ht,cˇ-action for any Ht,cˇ-invariant subspace X
′ ⊆ X∗. Denote also by γ the similarly defined
homomorphism Hopt,c → Ht,cˇ.
2.5. The centre of Ht,c. The centre of Ht,c is C when t 6= 0 [EG]. When t = 0, the algebra H0,c has a
large centre, in particular [EG, Go]
C[h]G ⊗ C[h∗]G ⊆ Z(H0,c).
As in [Go], consider the dual morphism
Υ : Xc(G) = Spec Z(H0,c) −→ h/G× h
∗/G.
The space Xc(G) is called the generalised Calogero-Moser space [EG]. We are mainly interested in the fibre
Υ−1(0) over {0} × {0} ∈ h/G × h∗/G considered in [Go]. As in loc. cit., define the restricted Cherednik
algebra
H¯0,c = H0,c/〈C[h]
G
+ ⊗ C[h
∗]G+〉,
where C[h]G+ denote the positive degree part of C[h]
G and similarly for C[h∗]G+. The algebra H¯0,c is graded
(with the grading inherited from H0,c), finite dimensional and it is isomorphic as a vector space with
C[h]G ⊗ C[h
∗]G ⊗ CG. Here, C[h]G and C[h
∗]G are the spaces of G-coinvariants. The simple modules for
H¯0,c are precisely the simple H0,c-modules on which Z(H0,c) acts by an element of Υ
−1(0).
2.6. Category O. Let Rep(G) denote the set of finite-dimensional modules of CG and Irr(G) ⊆ Rep(G)
be a (finite) set of representatives of the equivalence classes of the simple ones.
Definition 2.9 ([GGOR]). Let Ot,c(G, h) denote the full subcategory of left Ht,c-modules that are:
(1) C[h]-finitely generated, and
(2) C[h∗]-locally nilpotent.
Similarly, one also defines the subcategory Ot,cˇ(G, h
∗) of Ht,cˇ-modules.
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The standard modules in Ot,c(G, h) are defined as follows. If τ ∈ Rep(G) we shall consider the Ht,c-
module
Mt,c(τ) = Ht,c ⊗C[h∗]⋊CG τ = Ind
Ht,c
CG τ.
where h∗ acts as 0 on τ . The costandard module associated to τ is defined as (see [GGOR, 2.3])
M∨t,c(τ) = Homgr
•
C[h]⋊CG(Ht,c, τ).
Let Lt,c(τ) denote the unique simple quotient of Mt,c(τ), equivalently, the unique simple submodule of
M∨t,c(τ). Then Lt,c(τ) 6
∼= Lt,c(τ
′) if τ 6∼= τ ′ and every simple module in Ot,c(G, h) is isomorphic to an Lt,c(τ)
as an ungraded Ht,c-module.
Following the standard notation (e.g., [EM, section 3.7]), denote for every irreducible G-representation
σ:
Nc(σ) =
∑
s
c(s)
ds
s |σ, hc(σ) =
tr
2
−Nc(σ).
When t 6= 0, we say that Lt,c(σ) and Lt,c(τ) are in the same block of Ot,c(G, h) if
Nc(σ)−Nc(τ) ∈ Z.
We write σ ∼ τ when this is the case.
Similarly, we have a category O¯ for the restricted algebra H¯0,c [Go]. The standard modules are the
so-called baby Verma modules
M¯c(τ) = H¯0,c ⊗C[h∗]G⋊CG τ,
with unique simple quotients L¯c(τ), τ ∈ Irr G. Every simple module is isomorphic to one and only one
L¯c(τ). Consider the central character map:
cc : Irr G −→ Υ−1(0), τ 7→ the central character of Lc(τ).
The fibres of this map are called the Calogero-Moser (CM) families of Irr G. We write σ ∼ τ if σ and τ
are in the same CM family. We say that Lc(σ) and Lc(τ) are in the same block of O¯ if σ ∼ τ .
3. The Dirac index: local setting
3.1. The Clifford algebra. Set V = h ⊕ h∗. We extend the natural bilinear pairing h∗ × h → C to a
bilinear pairing (·, ·) : V × V → C, by declaring (y, y′) = 0 = (x, x′), for all y, y′ ∈ h and x, x′ ∈ h∗. Let
C = C(V, (·, ·)) be the Clifford algebra over C associated to V and the bilinear pairing indicated, with the
relation
vv′ + v′v = −2(v, v′). (3.1)
Since V = h ⊕ h∗ is even dimensional, C has S =
∧
h as the irreducible spin module with Clifford action
s : C → EndC(S) given by
s(y)(ω) = µy(ω) = y ∧ ω, s(x)(ω) = −2∂x(ω), (3.2)
for all y ∈ h, x ∈ h∗ and ω ∈ S. Here, ∂x is the odd-derivation on S characterised by ∂xy = x(y), as usual.
Now let S∗ =
∧
h∗. Since the determinant pairing 〈·, ·〉 : S∗ × S → C defined by
〈xi1 ∧ . . . ∧ xiℓ , yj1 ∧ . . . ∧ yjℓ〉 = det(xip(yjq ))
and extended bilinearly to S∗ × S is nondegenerate, S∗ is identified with the dual of S. By means of
the transpose map vt = −v for all v ∈ V and (ab)t = btat for all a, b ∈ C, the formula for the action
s∗ : C → EndC(S
∗) on S∗, dual to (3.2), becomes
s∗(y)(ω∗) = −∂y(ω
∗), s∗(x)(ω∗) = 2µx(ω
∗), (3.3)
for all ω∗ ∈ S∗ and x ∈ h∗, y ∈ h. By restricting the Clifford action to Ceven, we get a decomposition
S = S+ + S− for Ceven-invariant subspaces S± of S. Explicitly, S+ =
∧even
h and S− =
∧odd
h.
Fix a basis {y1, . . . , yr} of h
∗ and a dual basis {x1, . . . , xr} of h. We define elements Dx and Dy in
Ht,c ⊗ C by
Dx =
∑
j
xj ⊗ yj , Dy =
∑
j
yj ⊗ xj ,
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and we set D = Dx + Dy. These elements were studied in [Ci1, Section 4.6]. There, formulae for their
square were computed and invariance with respect to G was established. We recall these results next.
3.2. A formula for D2. Define the following elements of C:
τ∨s = d
∨
s
α∨s αs
2
+ 1, τs = ds
αsα
∨
s
2
+ 1, (s ∈ S);
κ =
∑
i
(xiyi + 1).
(3.4)
As in [Ci1, Section 4.5], each one of the maps s 7→ τs and s 7→ τ
∨
s define embeddings of CG into C. Let
ρG : CG→ Ht,c ⊗ C be defined by extending
s 7→ s⊗ τs.
Then, D is G-invariant:
ρG(g) · D · ρG(g
−1) = D in Ht,c ⊗ C, for all g ∈ G.
Proposition 3.1 (cf. [Ci1, Proposition 4.9]). 12D
2 = −eu⊗1+t(1⊗ κ2 )−ρG(ΩG), where ΩG =
∑
s∈S
c(s)
ds
s.
Proof. Since the notation is different than in loc. cit., we present the short calculation. Firstly,
D2x =
∑
i,j
[xi, xj ]⊗ yiyj = 0,
where we used that yiyj = −yjyi in C. Similarly, D
2
y = 0. Hence
1
2
D2 =
1
2
DxDy +
1
2
DyDx
= −
∑
i
xiyi ⊗ 1 +
1
2
∑
i,j
[yj, xi]⊗ xjyi (using yixi = −xiyi − 2)
= −
∑
i
xiyi ⊗ 1 +
t
2
∑
i
1⊗ xiyi −
1
2
∑
s
c(s)s⊗
∑
i,j
αs(yj)xi(α
∨
s )xjyi
= −
∑
i
xiyi ⊗ 1 +
t
2
∑
i
1⊗ xiyi −
1
2
∑
s
c(s)s⊗ αsα
∨
s
= −eu⊗ 1 + t
(
1⊗
κ
2
)
−
∑
s
c(s)s⊗
(
αsα
∨
s
2
+
1
ds
)
= −eu⊗ 1 + t
(
1⊗
κ
2
)
−
∑
s
c(s)s⊗ τs,
as required. 
Notice that ΩG is G-invariant, hence it acts by a scalar on every irreducible G-module σ. It is also
important to recall that in the spin module S =
∧
h,
κ
2
acts by scalar multiplication by
(
−
r
2
+ ℓ
)
on
∧ℓ
h,
τ∨s acts by the reflection s,
while in the realisation S∗ =
∧
h∗,
κ
2
acts by scalar multiplication by
( r
2
− ℓ
)
on
∧ℓ
h∗,
τs acts by the reflection s.
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3.3. The local Dirac operator. We recall the definition of Dirac cohomology [Ci1]. Let X be a module
in Ot,c(G, h). The action of the Dirac element D defines a local Dirac operator
DX : X ⊗ S
∗ → X ⊗ S∗.
Definition 3.2 ([Ci1]). The Dirac cohomology of X is HD(X) = kerDX/kerDX ∩ ImDX.
For every X in Ot,c(G, h), HD(X) is a finite-dimensional G-module. We may refine this notion by
noting that the action of D maps X ⊗ S∗,+ to X ⊗ S∗,−. Denote the corresponding operators and Dirac
cohomologies by
D±X : X ⊗ S
∗,± → X ⊗ S∗,∓, H±D(X) = kerD
±
X/kerD
±
X ∩ ImD
∓
X .
Definition 3.3. The local Dirac index of X is ID(X) = H
+
D(X)−H
−
D(X), a virtual G-module.
We may regard these definitions in the graded setting as follows. In the Clifford algebra C(V ), assign
degree 1 to x ∈ h∗ and degree −1 to y ∈ h. Since the defining relations are (see (3.1))
xx′ = −x′x, yy′ = −y′y, xy + yx = −2(x, y), x, x′ ∈ h∗, y, y′ ∈ h,
this assignment defines a Z-grading on C(V ). The standard gradings on S =
∧
h (with degree −1 on h)
and S∗ =
∧
h∗ (with degree 1 on h∗) make S, S∗ into graded C(V )-module.
We regard Ht,c ⊗ C(V ) as a Z-graded algebra (not bi-graded) with respect to the grading given by the
total degree. Thus D is an element of degree 0 in Ht,c ⊗ C(V ). This implies that DX is a graded operator
for every graded module X in Ot,c(G, h), and then HD(X) (respectively, ID(X)) is naturally a graded
G-module (respectively, virtual G-module).
Definition 3.4. Let X be a graded module in Ot,c(G, h). We say that X has an infinitesimal character
if:
(1) when t 6= 0, eu acts on the d-th degree subspace Xd of X by scalar multiplication by td+kX , where
kX is a constant independent of d;
(2) when t = 0, the centre of Ht,c acts by scalars χX on X.
Remark 3.5. A graded module in category O is of finite type [GGOR], i.e., it is degree-wise of finite
dimension.
Lemma 3.6. Suppose that X is a graded Ht,c-module with infinitesimal character and σ an irreducible
G-representation. If σ appears in Xd ⊗
∧ℓ
h∗, then
1
2
D2X |σ= −t(d+ ℓ)− kX + hc(σ).
Proof. This is immediate from Proposition 3.1 since −eu acts by −td− kX on this copy of σ and κ/2 acts
by t(r/2 − ℓ). 
Proposition 3.7. For every graded module X which has an infinitesimal character,
ID(X) = X ⊗ S
∗,+ −X ⊗ S∗,−,
as virtual graded G-modules.
Proof. The proof is analogous to that from the setting of graded affine Hecke algebras [COT, Lemma
4.1] but we need a little more care because the modules are infinite dimensional. Let n ∈ Z be a degree
and consider D±X,n, the restriction of the operators D
±
X,n to the degree n components (X ⊗ S
∗,±)n of
X ⊗ S∗,±. Notice that dim(X ⊗ S∗,±)n <∞ so that we are now in a finite-dimensional setting. Let σ be
an irreducible representation of G and let (X⊗S∗,±)n,σ denote the isotypic component of σ in (X⊗S
∗,±)n.
Write (X ⊗ S∗,±)n,σ =
∑r
ℓ=0(Xn−ℓ ⊗
∧ℓ
h∗)σ. If v ∈ (Xn−ℓ ⊗
∧ℓ
h∗)σ, by the assumption that X has an
infinitesimal character, we see that:
(1) 12D
2(v) = −tn− kX + hc(σ), when t 6= 0;
(2) 12D
2(v) = −χX(eu)−Nc(σ), when t = 0.
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The point is that in both situations, D2(v) depends at most on n, hence D2(v) = 0 for some v ∈ (X ⊗
S∗,±)n,σ if and only if D
2 = 0 on all (X⊗S∗,±)n,σ. Therefore, either D
−
X ◦D
+
X is invertible on (X⊗S
∗,+)n,σ,
in which case there is no contribution from σ in degree n to ID(X), or else D
−
X ◦ D
+
X is identically 0 on
(X ⊗ S∗,+)n,σ. In the latter case, we have the complex of finite-dimensional G-representations:
0 −→ kerD+X,n,σ −→ (X ⊗ S
∗,+)n,σ
D+
X−−→ (X ⊗ S∗,−)n,σ
D−
X−−→ ImD−X,n,σ −→ 0.
The claim in the proposition follows by the Euler-Poincare´ principle. 
Corollary 3.8. Suppose that
(1) X is a subquotient of a standard module in Ot,c(G, h), when t 6= 0;
(2) X is any graded Ht,c-module with infinitesimal character, when t = 0.
Then, the index formula from Proposition 3.7 applies to X.
Proof. The corollary follows by noticing first that, when t 6= 0, every standard module satisfies the infini-
tesimal character condition. Secondly, since eu acts semisimply on a standard module, every subquotient
also satisfies the infinitesimal character condition. 
Corollary 3.9. If X has an infinitesimal character (in particular, X could be Lt,c(τ)), then the graded
G-character of X equals
ch(X, g,q) =
ch(ID(X), g,q)
deth∗(1− gq)
, g ∈ G.
Here q is an indeterminate that we use to keep track of the degrees.
Proof. This is immediate from Proposition 3.7, since ch(
∧+
h∗ −
∧−
h∗, g,q) = deth∗(1− gq). 
3.4. Dirac cohomology and infinitesimal characters. The main general result about the Dirac co-
homology HD(X) of a module X is that it determines the infinitesimal character of X . In the setting
of rational Cherednik algebras, this is proved in [Ci1], and it is the analogue of the theorem proved by
Huang-Pandzˇic´ (see [HP]) and conjectured by Vogan [Vo] for (g,K)-modules of real reductive groups.
Theorem 3.10 (cf. [Ci1]). Let σ, τ be two irreducible G-representations. If HomgrG(σ,HD(Lt,c(τ)) 6= 0
then τ ∼ σ.
Proof. When t 6= 0, this claim follows simply from Lemma 3.6. When t = 0, the proof is nontrivial and
this is done in [Ci1, Theorem 5.8 and Corollary 5.10] in the ungraded setting. The proof in the graded
setting is identical. 
3.5. Character formulae. We can refine the character formula from Corollary 3.9.
Proposition 3.11. Let τ be an irreducible G-representation. There exist finite-dimensional graded G-
representations it,c(τ)
+ and it,c(τ)
− such that
ch(Lt,c(τ), g,q) =
ch(it,c(τ)
+, g,q)− ch(it,c(τ)
−, g,q)
deth∗(1− gq)
, g ∈ G,
and:
(1) HomG(it,c(τ)
+
d , it,c(τ)
−
d ) = 0 for each degree d;
(2) If σ is an irreducible G-representation which occurs in it,c(τ)
+ or it,c(τ)
−, then σ ∼ τ ;
(3) If Lt,c(τ) is finite dimensional
1, then dim it,c(τ)
+ = dim it,c(τ)
− as ungraded representations, and
moreover, if r is even, then
ch(it,c(τ)
±,∗ ⊗ deth, g,q) = q
−rch(it,cˇ(τ
∗)±, g,q),
while if r is odd, then
ch(it,c(τ)
±,∗ ⊗ deth, g,q) = q
−rch(it,cˇ(τ
∗)∓, g,q).
1This is always the case when t = 0.
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Proof. Since the Dirac index is a virtual finite-dimensional graded G-module, we may write it as
ID(Lt,c(τ)) = it,c(τ)
+ − it,c(τ)
−,
where it,c(τ)
± are finite-dimensional graded G-representations satisfying (1). Part (2) follows from The-
orem 3.10, since if σ occurs in the Dirac index, it must occur in the Dirac cohomology. The claim
about dimensions in (3) is obvious since ID(Lt,c(τ)) = Lt,c(τ) ⊗ S
∗,+ − Lt,c(τ) ⊗ S
∗,−, and S∗,+, S∗,−
have the same ungraded dimension. The last claim follows by tensoring with deth∗ in the formula
Lt,c(τ) ⊗ (S
∗,+ −⊗S∗,−) = it,c(τ)
+ − it,c(τ)
− and using that
ch((S∗,+ −⊗S∗,−)⊗ deth∗ , g,q) = (−1)
rq−rch((S+ −⊗S−), g,q).
This finishes the proof. 
3.6. Composition numbers. The Dirac index of a standard module is easy to determine.
Lemma 3.12. ID(Mt,c(τ)) = τ , as graded G-modules.
Proof. As graded G-representations Mt,c(τ) = C[h]⊗ τ . By Proposition 3.7:
ID(Mt,c(τ)) = C[h]⊗
(∧+
h∗ −
∧−
h∗
)
⊗ τ.
The claim follows since the graded G-character of C[h] is g 7→ 1deth∗(1−gq) . 
If τ and σ are two irreducible G-representations, define the multiplicity polynomials
nτ,σ(q) = the graded multiplicity of Lt,c(σ) in Mt,c(τ).
We introduce the Dirac index polynomials
dσ,τ (q) = the graded multiplicity of τ in ID(Lt,c(σ)). (3.5)
Proposition 3.13. The matrix of Dirac index polynomials [dσ,σ′(q)] is inverse to the matrix of multiplicity
polynomials [nσ,σ′(q)].
Proof. In the Grothendieck group, we write
Mt,c(τ) =
∑
σ
nτ,σ(q)Lt,c(σ).
Apply the Dirac index, which by Proposition 3.7, is additive:
ID(Mt,c(τ)) =
∑
σ
nτ,σ(q)ID(Lt,c(σ)).
From Lemma 3.12 and the definition of the Dirac index polynomials, we get
τ =
∑
σ
nτ,σ(q)
∑
σ′
dσ,σ′(q)σ
′,
hence ∑
σ
nτ,σ(q)dσ,σ′ (q) = δτ,σ′ ,
which proves the claim. 
Remark 3.14. The similar results (and proofs) hold for the restricted algebra H¯0,c. The difference is that
ID(M¯t,c) = PG(q) · τ, where PG(q) =
∏
i
(1− qdi),
with di being the fundamental degrees of G. This is because the graded character of C[h]G is g 7→
PG(q)
deth∗ (1−gq)
.
Consequently, in H¯0,c,
[dσ,σ′(q)] · [nσ,σ′(q)] = PG(q) · Id. (3.6)
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3.7. The Euler-Poincare´ pairing. Let X be an Ht,c-module. The Koszul-type resolution of X is ([EG,
proof of Theorem 1.8], also [Cha, section 3.2] for graded affine Hecke algebras)
0← X
ǫ
←− Ht,c ⊗CG X |G
d
←− Ht,c ⊗CG (V ⊗X |G)
d
←− Ht,c ⊗CG
(∧2
V ⊗X |G
)
← · · · . (3.7)
The map ǫ is given by the Ht,c-action: h⊗ x 7→ h · x. The maps d are given by
d : h⊗ v1 ∧ . . . ∧ vp ⊗ x 7→
p∑
j=1
(−1)j−1(hvj ⊗ v1 ∧ . . . ∧ vˆj ∧ . . . ∧ vp ⊗ x
− h⊗ v1 ∧ . . . ∧ vˆj ∧ . . . ∧ vp ⊗ vj · x).
Proposition 3.15 ([EG]). In (3.7),
d2 = 0,
and the complex is a projective resolution of X.
Proof. This is proved in [EG, Theorem 1.8(i)]: the identity d2 = 0 is proved by a direct calculation, while
the exactness of the complex by the standard technique of passing to the associated graded complex with
respect to the filtration where the elements of V are given degree 1. 
Let Y be another Ht,c-module. To compute Ext
•
Ht,c
(X,Y ), apply HomHt,c(−, Y ) to the resolution (3.7)
and take the cohomology of the resulting complex. We do this in the graded setting, where Ht,c comes
with the grading from before. Regard V = h ⊕ h∗ as a graded G-representation, where h has degree −1
and h∗ has degree 1 (same as in Ht,c).
Assume that X and Y are graded Ht,c-modules which are finite dimensional in each degree. Notice that
the differential d preserves degrees, i.e., it maps (Ht,c⊗CG (
∧p
V ⊗X |G))n to (Ht,c⊗CG (
∧p−1
V ⊗X |G))n
for each degree n. Hence, (3.7) is a projective resolution in the graded complex. Apply HomgrHt,c(−, Y )
and get the complex:
d∗ : HomgrHt,c
(
Ht,c ⊗CG
(∧p
V ⊗X |G
)
, Y
)
→ HomgrHt,c
(
Ht,c ⊗CG
(∧p+1
V ⊗X |G
)
, Y
)
,
which, by Frobenius reciprocity, is equivalent to
d∗ : HomgrCG
(∧p
V ⊗X |G, Y |G
)
→ HomgrCG
(∧p+1
V ⊗X |G, Y |G
)
. (3.8)
Here, the induced maps d∗ are given by
d∗(φ)(v1 ∧ . . . ∧ vp+1 ⊗ x) =
p+1∑
i=1
(−1)i+1(vi · φ(v1 ∧ . . . ∧ vˆi ∧ . . . ∧ vp+1 ⊗ x)
− φ(v1 ∧ . . . ∧ vˆi ∧ . . . ∧ vp+1 ⊗ vi · x)),
where φ ∈ HomgrCG(
∧p
V ⊗X |G, Y |G).
Definition 3.16. Let X,Y be graded Ht,c-modules of finite type. The graded Euler-Poincare´ pairing is
EPgr
Ht,c
(X,Y ) =
∑
p≥0
(−1)pdimgr Extp
Ht,c
(X,Y ).
By the previous discussion, this sum is finite and well defined.
Corollary 3.17. For X,Y graded Ht,c-modules of finite type,
EPgrHt,c(X,Y ) = dimHomgrCG
((∧+
V −
∧−
V
)
⊗X |G, Y |G
)
. (3.9)
Proof. This is immediate by the Euler-Poincare´ principle applied in (3.8). 
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3.8. Elliptic pairings. Consider the Grothendieck group of graded G-representations R(G)gr with the
graded character pairing
〈σ, σ′〉grG = dimHomgrG(σ, σ
′).
Define the V -elliptic pairing
〈σ, σ′〉V−ellG =
〈
σ ⊗
(∧+
V −
∧−
V
)
, σ′
〉gr
G
. (3.10)
The previously defined notions can be related as follows:
Theorem 3.18. Suppose that X,Y are graded Ht,c-modules of finite type.
(1) EPgrHt,c(X,Y ) = 〈X |G, Y |G〉
V−ell
G .
(2) If in addition, X and Y have infinitesimal characters, then
EPgrHt,c(X,Y ) = 〈X |G, Y |G〉
V−ell
G = 〈ID(X), ID(Y )〉
gr
G . (3.11)
Proof. The first formula follows immediately from the definitions and Corollary 3.17. For (3.11), notice
first that ∧+
V −
∧−
V =
(∧+
h−
∧−
h
)
⊗
(∧+
h∗ −
∧−
h∗
)
,
hence
〈X |G, Y |G〉
V−ell
G = 〈X ⊗ (S
∗,+ − S∗,−), Y ⊗ (S∗,+ − S∗,−)〉grG = 〈ID(X), ID(Y )〉
gr
G ,
by Corollary 3.8. 
Corollary 3.19. For every irreducible G-representations σ and τ ,
EPgrHt,c(Mt,c(τ),Mt,c(σ)) = δτ,σ
and
EPgr
Ht,c
(Mt,c(τ), Lt,c(σ)) = dσ,τ (q),
where dσ,τ (q) is the Dirac index polynomial.
Proof. Immediate from Theorem 3.18, Lemma 3.12, and the definition of dσ,τ (q). 
3.9. An example: t = 0, G = W (B2). For H¯0,c of type B2 and with constant parameter c, there is an
interesting CM family consisting of the irreducible W (B2)-representations {11× 0, 0× 2, 1× 1} (here we
use Carter’s notation via bipartitions for the irreducible W (Bn)-representations). This is a particular case
of the cuspidal CM families studied in [BT] and [Ci2]. The graded W (B2)-structures of the corresponding
simple modules are:
L¯(11× 0) = 11× 0
L¯(0× 2) = 0× 2
L¯(1× 1) = (1 + q2)(1× 1) + q(2× 0 + 0× 11).
These are obtained as follows. The modules L¯(11× 0) and L¯(0× 2) can be constructed by requiring h and
h∗ to act identically by zero, see loc. cit.. Then, to determine the graded character of L¯(1 × 1), we can
look at the graded characters of M¯(11× 0) and M¯(0× 2), for example.
The graded character of
∧+
h−
∧−
h is 2× 0− q(1× 1)+ q2(0× 11). Applying Proposition 3.7, we find
that the matrix of Dirac polynomials for the cuspidal block of {11× 0, 0× 2, 1× 1} in this order is:
[dσ,τ (q)] =
 1 q2 −qq2 1 −q
−(q+ q3) −(q+ q3) 1 + q4
 .
As an illustration of formula (3.6), the matrix of multiplicity polynomials for this block is
[nσ,τ (q)] = PW (B2)(q) · [dσ,τ (q)]
−1 =
 1 q4 qq4 1 q
q+ q3 q+ q3 1 + q2
 ;
here PW (B2)(q) = (1− q
2)(1− q4).
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3.10. Another example: t = 0, G = W (G2). We use Carter’s notation for irreducible representations of
W (G2). These are: φ1,0, φ
′
1,3, φ
′′
1,3, φ1,6, φ2,1, and φ2,2, where the first number is the dimension of the rep-
resentation and the second is the lowest harmonic degree. For H¯0,c of type G2 and with constant parameter
c, there is a cuspidal CM family consisting of the irreducible W (G2)-representations {φ
′
1,3, φ
′′
1,3, φ2,2, φ2,1}.
The graded W (G2)-structures of the corresponding simple modules are:
L¯(φ′1,3) = φ
′
1,3,
L¯(φ′′1,3) = φ
′′
1,3,
L¯(φ2,2) = φ2,2,
L¯(φ2,1) = (1 + q
2)φ2,1 + q(φ1,0 + φ1,6).
The modules L¯(φ′1,3), L¯(φ
′′
1,3), L¯(φ2,2) can be constructed by requiring h and h
∗ to act identically by zero,
see [BT] and [Ci2]. The structure of L¯(φ2,1) can be obtained by analysing the structure of the standard
module M¯(φ′1,3). The graded character of
∧+
h−
∧−
h is φ1,0 − qφ2,1 + q
2φ1,6. Applying Proposition 3.7,
we find that the matrix of Dirac polynomials for the cuspidal block of {φ′1,3, φ
′′
1,3, φ2,2, φ2,1} in this order
is:
[dσ,τ (q)] =

1 q2 −q 0
q2 1 −q 0
−q −q (1 + q2) −q
0 0 −(q+ q3) 1 + q4
 .
As another illustration of formula (3.6), the matrix of multiplicity polynomials for this block is
[nσ,τ (q)] = PW (G2)(q) · [dσ,τ (q)]
−1 =

1 q6 q+ q5 q2
q6 1 q+ q5 q2
q+ q5 q+ q5 (1 + q2)(1 + q4) q+ q3
q2 + q4 q2 + q4 q(1 + q2)2 (1 + q4)
 ;
here PW (G2)(q) = (1 − q
2)(1 − q6).
4. integral-reflection representations
We construct, for the rational Cherednik algebra, analogues of the integral-reflection representations as
in the theory of affine Hecke algebras and trigonometric Cherednik algebras [HO], [EOS].
4.1. Integral operators. In this subsection, we extend the ideas of [Gu] to the case of a complex
reflection group. Denote by 〈·, ·〉 : C[h]× C[h∗]→ C the bilinear pairing defined by
〈p, q〉 = (p(∂)q)(0), (4.1)
for all p ∈ C[h] and q ∈ C[h∗]. Here, an element x ∈ h∗ acts on h by the derivative ∂x(y) = x(y), which
is extended to any q ∈ C[h∗] by linearity and the Leibniz rule. We shall use the notation x(∂) = ∂x. We
also have a similarly defined operator ∂y on C[h] for any y ∈ h. Note that the bilinear pairing above is an
extension to Sym(h∗)× Sym(h) = C[h] × C[h∗] of the duality between h∗ × h → C. The following lemma
is well known:
Lemma 4.1. If x ∈ h∗ and y ∈ h, let µx : C[h] → C[h] and µy : C[h
∗] → C[h∗] denote the corresponding
multiplication operators. Then µx is dual ∂x and ∂y is dual to µy, under the pairing 〈·, ·〉 of (4.1).
Definition 4.2. For each s ∈ S and choice of eigenvectors {αs, α
∨
s } with α
∨
s (αs) = 2, define the integral
operators Is = I(s, αs) : C[h]→ C[h] and I
∨
s = I(s, α
∨
s ) : C[h
∗]→ C[h∗] by
(Isp)(y) =
0∫
−d∨
s−1
αs(y)
p(y + tα∨s )dt
(I∨s q)(x) =
0∫
−d
s−1
x(α∨s )
q(x+ tαs)dt,
(4.2)
where ds−1 and d
∨
s−1
are as in Lemma 2.3.
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We shall typically leave implicit the choice of pair of eigenvectors for s. Any other choice {µαs, µ
−1α∨s }
scales the integral operators, I(s, µαs) = µI(s, αs) and I(s, µ
−1α∨s ) = µ
−1I(s, α∨s ). Similarly to the
heuristics of Gutkin [Gu], we can think of these operators as the line integral from s−1(y) to y, respectively
s−1(x) to x:
(Isp)(y) =
y∫
s−1(y)
p and (I∨s q)(x) =
x∫
s−1(x)
q.
Lemma 4.3. For all x ∈ h∗ and y ∈ h, the integral operators defined above satisfy
(1) Is ◦ ∂α∨s = 1− s,
(2) [∂y, Is] = dsαs(y)s,
(3) I∨s ◦ ∂αs = 1− s,
(4) [∂x, I
∨
s ] = d
∨
s x(α
∨
s )s.
Proof. Our arguments are similar to those of [Gu]. For the first two identities, pick a pair of basis
({xj}, {yj}) in duality with the property that x1 = αs/2 and s(xj) = xj , if j > 1. Note that y1 = α
∨
s .
Write ηj = xj(y), so that we can write y = (η1, . . . , ηr), with respect to (x1, . . . , xr), where r = dim h.
Then,
(Isp)(y) = (Isp)(η1, . . . , ηr) =
0∫
−(1−λs)η1
p(η1 + t, η2, . . . , ηr)dt =
η1∫
λsη1
p(t, η2, . . . , ηr)dt
after a change of variables. Since ∂yj is the j-th partial derivative in these coordinates, it is then clear
that [∂yj , Is] = 0, if j > 1. This and s(yj) = yj for j > 1 implies
(Is ◦ ∂α∨s (p))(y) = p(η1, η2 . . . , ηr)− p(λsη1, η2, . . . , ηr) = p(y)− p(s
−1(y)),
from which we conclude Is ◦ ∂α∨s = 1 − s, establishing (1). Similarly, ∂α∨s ◦ Is = 1 − λss. If we write
y = x1(y)y1 +
∑
j>1 xj(y)yj , it follows from the above that
[∂y, I
∨
s ] =
αs(y)
2
[∂α∨s , Is] = αs(y)
1− λs
2
s,
proving (2).
For the last identities, we use the pair of basis ((yj), (xj)) in duality with y1 = α
∨
s /2, s(yj) = yj for
j > 1, which implies x1 = αs. The integral operator can be written as
(I∨s q)(x) =
ξ1∫
λ−1s ξ1
p(t, ξ2, . . . , ξr)dt,
where x = (ξ1, . . . , ξr) with respect to the coordinates (y1, . . . , yr). The rest is similar. 
Proposition 4.4. Via the pairing 〈·, ·〉 of (4.1), the operators ∆(s, αs), I(s, αs) : C[h]→ C[h] are dual to
I∨(s−1, α∨s ),∆(s
−1, α∨s ) : C[h
∗]→ C[h∗], respectively.
Proof. If A ∈ End(C[h]), let us denote by A• the uniquely defined endomorphism of C[h∗] that satisfies
〈Ap, q〉 = 〈p,A•q〉. We note that s• = s−1 for any s ∈ S. That said, we follow the arguments of [Gu] in
the case of real reflection groups. The operator ∆s = ∆(s, αs) is defined by the equation
1− s = µαs ◦∆(s, αs)
in End(C[h]). We note that this equation is independent of the choice of αs. Therefore, the operator dual
to ∆(s, αs) must verify the equation
1− s−1 = ∆(s, αs)
• ◦ ∂αs
in End(C[h∗]). From Lemma 4.3, it follows that I(s−1, α∨s ) satisfy this equation, and, since ∂αs is surjective,
we conclude that I(s−1, α∨s ) is dual to ∆(s, αs). The proof that I(s, αs) is dual to ∆(s
−1, α∨s ) is similar. 
Remark 4.5. If we assume that the choices of {αs, α
∨
s } are such that αsj = αs, for all j ∈ Z and all
reflections, we have that ∆s, Is are dual to I
∨
s−1
,∆∨
s−1
. We assume this to be the case in what follows.
DIRAC INDUCTION FOR RATIONAL CHEREDNIK ALGEBRAS 15
Proposition 4.6. For any g ∈ G, s ∈ S and eigenvectors {αs, α
∨
s } such that α
∨
s (αs) = 2, we have
gI(s, αs)g
−1 = I(gsg−1, g(αs)) and gI(s, α
∨
s )g
−1 = I(gsg−1, g(α∨s )).
Proof. For any p ∈ C[h] and y ∈ h∗, we have
g
(
I(s, αs)(g
−1(p))
)
(y) =
0∫
−d∨
s−1
αs(g−1(y))
(g−1p)(g−1(y) + tα∨s )dt
=
(
I(gsg−1, g(αs))(p)
)
(y),
as required. The proof for I(gsg−1, g(α∨s )) is similar. 
Proposition 4.7. A reflection s ∈ S has an expansion in the formal completion of the Weyl algebra acting
on C[h] as
s =
∑
n≥0
(−1)n
n!
dnsµ
n
αs
◦ ∂nα∨s .
Proof. Let p ∈ C[h]. We shall show that
s(p) =
∑
n≥0
(−ds)
n
n!
αns (∂
n
α∨s
p), (4.3)
which is a finite sum. The proof will be by induction on d = deg(p). By linearity, it is sufficient to assume
that p is a monomial. From Lemma 2.3, the result is true for d = 1. Now suppose (4.3) holds for a
monomial p of degree d. Write ∂ = ∂α∨s and note that
∂n(px) = (∂np)x+ n(∂n−1p)x(α∨s ). (4.4)
Then, from s(px) = s(p)s(x) and using (4.3), we compute
s(px) = s(p)x− s(p)dsx(α
∨
s )αs
=
∑
n≥0
(−ds)
n
n!
αns (∂
np)x+
∑
n≥0
(−ds)
n+1
(n+ 1)!
(n+ 1)αn+1s (∂
np)x(α∨s )
= px+
∑
m≥1
(−ds)
m
m!
αms ((∂
mp)x+m(∂m−1p)x(α∨s )),
and the result follows from (4.4). 
Corollary 4.8. The following expansions hold in the formal completion of the Weyl algebra acting on
C[h]:
(1− s) =
∑
n≥1
(−1)n+1
n!
dnsµ
n
αs
◦ ∂nα∨s ,
∆s =
∑
n≥1
(−1)n+1
n!
dnsµ
n−1
αs
◦ ∂nα∨s ,
Is =
∑
n≥1
(−1)n+1
n!
dnsµ
n
αs
◦ ∂n−1α∨s .
Proof. It is immediate from Proposition 4.7 and from µαs ◦∆s = 1− s = Is ◦ ∂α∨s . 
As indicated in the proof of Proposition 4.7, the expansions above are well defined in End(C[h]), as
they end up being a finite sum. By exchanging αs and α
∨
s (and using d
∨
s instead of ds), similar formulae
for the actions on C[h∗] also hold.
We collect some other simple facts that follow from the definition of I∨s (similarly for Is):
Lemma 4.9. Given a reflection s and q ∈ C[h∗], then I∨s q = (1 − s)q˜, where q˜ is any polynomial such
that ∂αs q˜ = q.
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Proof. It is clear from Lemma 4.3, as I∨s ◦ ∂αs = 1− s. Such q˜ always exists as ∂αs is surjective. 
Lemma 4.10. If ∂αsq = 0, then s(q) = q. In particular, I
∨
s q = d
∨
s α
∨
s q.
Proof. Choose a basis of h so that y1 = α
∨
s /2 and s(yj) = yj for j > 1. Then, ∂αsq = 0 means that q is a
polynomial in y2, . . . , yr, from which s(q) = q. For the in particular, pick q˜ =
α∨s
2 q and the result follows
from Lemma 4.9. 
Lemma 4.11 (Integration by parts). For any q1, q2 ∈ C[h
∗], it holds that
I∨s (q1(∂αsq2)) = (1− s)(q1q2)− I
∨
s ((∂αsq1)q2).
Proof. We have I∨s (∂αs(q1q2)) = (1− s)(q1q2), from Lemma 4.3, and thus the result. 
4.2. Dualised induced modules. If τ∗ ∈ Rep(G), we shall consider the standard Ht,cˇ-module
Mt,cˇ(τ
∗) = Ht,cˇ ⊗C[h]⋊CG τ
∗ = Ind
Ht,cˇ
CG τ
∗
and the projective Ht,cˇ-module
Xt,cˇ(τ
∗) = Ht,cˇ ⊗CG τ
∗ = Ind
Ht,cˇ
CG τ
∗.
As linear spaces, we have Mt,cˇ(τ
∗) = C[h∗]⊗ τ∗ and Xt,cˇ(τ
∗) = C[h∗]⊗ C[h]⊗ τ∗. Denote by 〈·, ·〉 the
nondegenerate bilinear pairing between C[h∗] ⊗ C[h] ⊗ τ∗ and C[h] ⊗ C[h∗] ⊗ τ given by the products of
the pairings in (4.1) and the natural pairing between τ∗ and τ :
〈q ⊗ p⊗ z∗, p′ ⊗ q′ ⊗ z〉 = ((q(∂)p′)(0))((p(∂)q′)(0))z∗(z), (4.5)
for all p, p′ ∈ C[h], q, q′ ∈ C[h∗] and (z∗, z) ∈ τ∗ × τ . We shall also denote by 〈·, ·〉 the similarly defined
nondegenerate pairing between C[h∗]⊗ τ∗ and C[h]⊗ τ . Dualising the natural left multiplication action of
Ht,cˇ using (〈·, ·〉, γ), we obtain modules for Ht,c.
Theorem 4.12. The linear space Mt,c(τ) = C[h] ⊗ τ endowed with operators Q(x), Q(y) and Q(s), for
x ∈ h∗, y ∈ h and s ∈ S defined by
Q(x)(p⊗ z) = tµx(p)⊗ z −
∑
s
c(s)
ds
x(α∨s )Is(p)⊗ s(z)
Q(y)(p⊗ z) = ∂y(p)⊗ z
Q(s)(p⊗ z) = s(p)⊗ s(z)
extends to a module for the Cherednik algebra Ht,c. As before, ds =
1−λs
2 .
Proof. The Q-operators above are dual to the operators on Mt,cˇ(τ
∗) induced by the left multiplication on
Ht,cˇ. But, one can actually check the defining relations by hand. Note that, for all y ∈ h, x ∈ h
∗, p ∈ C[h]
and z ∈ τ , we have
[Q(y), Q(x)](p⊗ z) = t[∂y, µx](p)⊗ z −
∑
s
c(s)
ds
x(α∨s )[∂y, Is](p)⊗ s(z)
= tx(y)p⊗ z −
∑
s
c(s)x(α∨s )αs(y)s(p)⊗ s(z)
= Q([y, x])(p⊗ z),
where we used Lemma 4.3. For the other relations in (2.1), using that s◦∂y ◦s
−1 = ∂s(y) and s◦µx ◦s
−1 =
µs(x), one can easily show that Q(s)Q(y)Q(s
−1) = Q(s(y)) and that Q(s)Q(x)Q(s−1) = Q(s(x)). It is also
straightforward to show [Q(y), Q(y′)] = 0. It is less straightforward but still true that [Q(x), Q(x′)] = 0,
as will be shown next. 
Proposition 4.13. For all x, x′ ∈ h∗, we have [Q(x), Q(x′)] = 0.
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Proof. First of all, we claim that there exists an operator Ψs ∈ End(C[h]) such that for any x ∈ h and any
reflection s ∈ S we have [Is, µx] = x(α
∨
s )Ψs. Indeed, let
Ψs =
∑
n≥2
(−1)n+1
n(n− 2)!
dnsµ
n
αs
◦ ∂n−2α∨s .
Then, one computes using Corollary 4.8 that
[Is, µx] =
∑
n≥1
(−1)n+1
n!
dns (µ
n
αs
◦ ∂n−1α∨s ◦ µx − µx ◦ µ
n
αs
◦ ∂n−1α∨s )
=
∑
n≥1
(−1)n+1
n!
dnsµ
n
αs
◦ [∂n−1α∨s , µx]
= x(α∨s )Ψs,
where we used that [∂n−1α∨s , µx] = (n− 1)x(α
∨
s )∂
n−2
α∨s
. We then compute
[Q(x), Q(x′)] = t2[µx, µx′ ]⊗ 1− t
∑
s
c(s)
ds
(x′(α∨s )[µx, Is] + x(αs)[Is, µx′ ])⊗ s
+
∑
s,r
c(s)c(r)
dsdr
(x(α∨s )x
′(α∨r )Is ◦ Ir ⊗ sr − x
′(α∨r )x(α
∨
s )Ir ◦ Is ⊗ rs).
The first and last summands clearly vanish, as well as the middle one, since [µx, Is] = −x(α
∨
s )Ψs and
[Is, µx′ ] = x
′(α∨s )Ψs. 
Remark 4.14. One can similarly show that there exists an operator Φs ∈ End(C[h]) so that [∆s, ∂y] =
αs(y)Φs. One can then adapt the proof of the previous proposition to give an elementary proof of the
commutativity of the Dunkl operators Ty = ∂y −
∑
s
c(s)
ds
αs(y)∆s.
Lemma 4.15. The Ht,c-modules Mt,c(triv) and M
∨
t,c(triv) = Homgr
•
C[h]⋊CG(Ht,c,C) are isomorphic.
Proof. In this proof, we shall use that Ht,c = C[h]⊗ CG⊗ C[h
∗] and that the action of Ht,c on M
∨
t,c(triv)
is given by h · ϕ(p ⊗ a ⊗ q) = ϕ((p ⊗ a ⊗ q)h), for any ϕ ∈ HomC[h]⋊CG(Ht,c,C) and h ∈ Ht,c. Note that
p ⊗ a ∈ C[h] ⋊ CG acts on triv by the constant coefficient of p. All that said, define J : Mt,c(triv) →
M∨t,c(triv) by
J(p0)(p⊗ a⊗ q) = p(0)〈p0, q〉,
for all p ∈ C[h], q ∈ C[h∗] and a ∈ CG. Here, 〈·, ·〉 is the polynomial pairing of (4.1). Note that J(p0) is
indeed C[h]⋊CG-linear. Moreover, if p0 is homogeneous of degree d, then J(p0) ∈ Homgr
d
C[h]⋊CG(Ht,c,C)
∼=
HomC(C[h
∗]d,C) ∼= C[h]d, where ∼= here means linearly isomorphic. Therefore, J is a well-defined map
that induces bijections in each degree. All that is left to show is that J intertwines the Ht,c-action. It is
immediate to check that J(Q(y)p0) = y · (J(p0)). Also,
(s · J(p0))(p⊗ a⊗ q) = J(p0)((p⊗ a⊗ q)s) = p(0)〈p0, s
−1(q)〉 = J(Q(s)p0)(p⊗ a⊗ q).
And finally, we have
(x · J(p0))(p⊗ a⊗ q) = J(p0)(p⊗ a⊗ [q, x])
= J(p0)(p⊗ a⊗ t∂x(q))−
∑
s
c(s)
d∨s
x(α∨s )J(p0)(p⊗ a⊗∆
∨
s (q)s)
= p(0)〈tµx(p0), q〉 −
∑
s
c(s)
d∨s
x(α∨s )p(0)〈Is−1 (s(p0)), q〉.
Since 1
d∨s
Is−1 ◦ s =
1
ds
Is, it follows that the last expression equals J(Q(x)p0)(p⊗ a⊗ q), as required. 
Corollary 4.16. If τ ∈ Rep(G), the Ht,c-module (Q,Mt,c(τ)) is in Ot,c(G, h). Moreover, it is isomorphic
to the costandard module M∨t,c(τ).
Proof. Twisting with τ ∈ Rep(G) the isomorphism of the previous lemma, we get Mt,c(τ) ∼= M
∨
t,c(τ). 
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In particular, Mt,c(τ) has a unique irreducible submodule, namely, Lt,c(τ).
Definition 4.17. A nonzero vector in Mt,c(τ) is called (h-)singular if Q(y)v = 0 for all y ∈ h.
Proposition 4.18. Suppose τ ∈ Irr(G). Then, Q(Ht,c)(1⊗ τ) ∼= Lt,c(τ).
Proof. From [GGOR, Lemma 2.12], an Ht,c-module M is isomorphic to Lt,c(τ) with τ simple if and only if
M = Ht,c · (p(M)) and p(M) ∼= τ , where p(M) is the set of singular vectors ofM , that is, those annihilated
by the elements of positive degree in C[h∗]. That is the case for M = Q(Ht,c) · (1⊗ τ). 
Lemma 4.19. Suppose ǫ is a character of the complex reflection group G and let ζc,ǫ =
∑
s
c(s)
ds
ǫ(s)(1−s).
Then, ζc,ǫ acts on the reflection representation h by a scalar hc,ǫ, and in its dual h
∗ by h∗c,ǫ. These scalars
satisfy
hc,ǫ =
2
r
∑
s
−c(s)(ǫ⊗ deth)(s)
h∗c,ǫ =
2
r
∑
s
c(s)ǫ(s)
(4.6)
Proof. Using that ζc,ǫ is in the centre of CG, it is straightforward, by computing the traces. 
Remark 4.20. When G is a real reflection group, we have that h ∼= h∗ and both scalars above agree.
Proposition 4.21. The simple Ht,c-module Lt,c(τ) is one dimensional if and only if τ = ǫ for a character
ǫ and (t− h∗c,ǫ) = 0, with h
∗
c,ǫ as in Lemma 4.19.
Proof. Certainly, dim τ = 1 if dimLt,c(τ) = 1. From Proposition 4.18, if zǫ is a fixed nonzero vector
in Cǫ, we have that Lt,c(ǫ) ∼= Q(Ht,c) · (1 ⊗ zǫ). On the one hand, Q(y)(1 ⊗ zǫ) = 0 for all y ∈ h and
Q(s)(1⊗ zǫ) ∈ C(1 ⊗ zǫ), for all s ∈ S. On the other, for any x ∈ h
∗, we have
Q(x)(1 ⊗ zǫ) = tx⊗ zǫ −
∑
s
c(s)
ds
x(α∨s )dsαs ⊗ ǫ(s)zǫ
= x (t− ζc,ǫ(x))⊗ 1⊗ zǫ.
The result follows from Lemma 4.19. 
Corollary 4.22. Suppose G is a real reflection group and c ∈ C. Then, Lt,c(ǫ) is one-dimensional if and
only c = ǫ(s0)
t
h
, where h is the Coxeter number of G and s0 is any reflection in G.
Proof. In this case, hc,ǫ = (2|S|/r)cǫ(s0) = hcǫ(s0). 
4.3. The module Xt,c(τ). We now construct an integral-reflection representation dual to the projective
module Xt,cˇ(τ
∗).
Theorem 4.23. The linear space Xt,c(τ) = C[h]⊗C[h
∗]⊗ τ endowed with operators Q(x), Q(y) and Q(s),
for x ∈ h∗, y ∈ h and s ∈ S defined by
Q(x)(p⊗ q ⊗ z) = p⊗ ∂x(q)⊗ z + tµx(p)⊗ q ⊗ z −
∑
s
c(s)
ds
x(α∨s )Is(p)⊗ s(q)⊗ s(z)
Q(y)(p⊗ q ⊗ z) = ∂y(p)⊗ q ⊗ z
Q(s)(p⊗ q ⊗ z) = s(p)⊗ s(q)⊗ s(z)
extends to a module for the rational Cherednik algebra Ht,c. As before, ds =
1−λs
2 .
Proof. The proof of this theorem is similar to the (Q,Mt,c(τ))-case. 
We note that Xt,c(τ) is not in Ot,c(G, h). Now, for any n ∈ Z≥0 denote by C[h
∗]≤n the subspace of
C[h∗] consisting of polynomials of degree at most n and C[h∗]n the subspace of homogeneous degree n
polynomials. Note that C[h∗]n is a CG-module for each n ∈ Z≥0.
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Definition 4.24. Let τ ∈ Rep(G). Put F−1(Xt,c(τ)) = 0 and for each n ∈ Z≥0, define
Fn(Xt,c(τ)) = C[h]⊗ C[h
∗]≤n ⊗ τ.
This defines an ascending filtration of Xt,c(τ) of C-vector spaces
0 ⊆ F0(Xt,c(τ)) ⊆ F1(Xt,c(τ)) ⊆ F2(Xt,c(τ)) ⊆ · · ·
with ∪n∈Z≥0Fn(Xt,c(τ)) = Xt,c(τ).
Proposition 4.25. Let τ be a finite-dimensional representation of G and n ∈ Z≥0. Then:
(1) Fn(Xt,c(τ)) is an Ht,c-module.
(2) F0(Xt,c(τ)) ∼= Mt,c(τ) is in Ot,c(G, h).
(3) Fn(Xt,c(τ))/Fn−1(Xt,c(τ)) ∼= Mt,c(C[h
∗]n ⊗ τ) is in Ot,c(G, h).
(4) Fn(Xt,c(τ)) is in Ot,c(G, h).
Proof. Item (1) follows directly from the expressions of the Q-operators defined in Theorem 4.23. For (2),
note that
Q(x)(p⊗ 1⊗ z) = tµx(p)⊗ 1⊗ z −
∑
s
c(s)
ds
x(α∨s )Is(p)⊗ 1⊗ s(z),
which coincides, upon identifying C[h]⊗C⊗ τ = C[h]⊗ τ , with the Ht,c-action on Mt,c(τ) as in Theorem
4.12. The proof of (3) is similar. For (4), assuming by induction that Fn−1(Xt,c(τ)) ∈ Ot,c(G, h), from the
exact sequence
0→ Fn−1(Xt,c(τ))→ Fn(Xt,c(τ))→Mt,c(C[h
∗]n ⊗ τ)→ 0,
the result follows as Ot,c(G, h) is closed for extensions. 
Definition 4.26. A nonzero vector in Xt,c(τ) is called (h-)singular if Q(y)v = 0 for all y ∈ h.
Lemma 4.27. The h-singular vectors of Xt,c(τ) are the nonzero vectors in C ⊗ C[h
∗] ⊗ τ . Let σ be an
irreducible G-representation occurring in C⊗ C[h∗]d ⊗ τ . Then Q(Ht,c) · σ ∼= Lt,c(σ).
Proof. The first statement is obvious since Q(y) = ∂y⊗1⊗1. The second part follows again from [GGOR,
Lemma 2.12]. 
5. Dirac operators: global setting
5.1. The global Dirac operator. Let τ be any finite-dimensional representation of G and τ∗ the con-
tragredient representation. Start with the module Xt,cˇ(τ˜
∗) for τ˜∗ = τ∗ ⊗ S∗. The Dirac element D yield
an operator Dˇτ on Xt,cˇ(τ˜
∗) by
Dˇτ (q ⊗ p⊗ z
∗ ⊗ ω∗) =
∑
j
(q ⊗ pxj ⊗ z
∗ ⊗ s∗(yj)(ω
∗) + q ⊗ pyj ⊗ z
∗ ⊗ s∗(xj)(ω
∗)), (5.1)
for all q ∈ C[h∗], p ∈ C[h], z∗ ∈ τ∗ and ω∗ ∈ S∗. Because the action of xj and yj on the Ht,cˇ-part is by
right multiplication, it is clear that the natural action of Ht,cˇ by left multiplication commutes with the
operator Dˇτ .
Definition 5.1. Let τ ∈ Rep(G) and put τ˜ = τ ⊗ S ∈ Rep(G), where S =
∧
h is the spin module of
C(h⊕ h∗). The global Dirac operator Dτ : Xt,c(τ˜ )→ Xt,c(τ˜ ) is defined by the equation
〈φ,Dτ (ξ)〉 = 〈Dˇτ (φ), ξ〉,
for all ξ ∈ Xt,c(τ˜ ) and φ ∈ Xcˇ(τ˜
∗). Here, 〈·, ·〉 is the pairing of (4.5).
It follows from the definition that Dτ commutes with the Q-action of Ht,c on Xt,c(τ˜ ). Our next task is
to compute an explicit formula for the action of this operator. In order to do so, for each 1 ≤ j ≤ r, define
the elements
δj = ∂yj ⊗ 1⊗ 1, and δ
∨
j = 1⊗ ∂xj ⊗ 1 (5.2)
of End(C[h]⊗ C[h∗]⊗ τ). We also make the following:
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Definition 5.2. For each y ∈ h, define the operator T∨y (τ) : C[h
∗]⊗ τ → C[h∗]⊗ τ by
T∨y (τ) = tµy ⊗ 1 +
∑
s
c(s)
ds
αs(y)I
∨
s ⊗ s. (5.3)
For 1 ≤ j ≤ r, we put T∨j (τ) = T
∨
yj
(τ). We shall view T∨j (τ) ∈ End(C[h] ⊗ C[h
∗] ⊗ τ) by letting it act
trivially on C[h].
Lemma 5.3. The operators {T∨j (τ)} commute.
Proof. The proof is completely analogous to that of Proposition 4.13. 
Remark 5.4. We may refer to the operators T∨y (τ) defined in (5.3) as generalised dual Dunkl operators.
When t = 1 and τ = triv, they are the dual (with respect to the pairing between C[h] and C[h∗]) of the
Dunkl operators for complex reflection groups studied in [DJO] and [DO].
Proposition 5.5. Let τ ∈ Rep(G). The operator Dτ : Xt,c(τ˜ )→ Xt,c(τ˜ ) satisfies the equation
−Dτ =
∑
j
δ∨j ⊗ s(yj) + δj ⊗ s(xj) + T
∨
j (τ) ⊗ s(xj). (5.4)
Proof. We can assume that ξ = p0 ⊗ q0 ⊗ z ⊗ ω, for p0 ∈ C[h], q0 ∈ C[h
∗], z ∈ τ and ω ∈ S. Now, for any
φ = q ⊗ p⊗ z∗ ⊗ ω∗ with q ∈ C[h∗], p ∈ C[h], z∗ ∈ τ∗ and ω∗ ∈ S∗, we have,
〈φ,Dτ (ξ)〉 = 〈Dˇτ (φ), ξ〉
=
∑
j
〈q ⊗ pxj ⊗ z
∗ ⊗ s∗(yj)(ω
∗) + q ⊗ pyj ⊗ z
∗ ⊗ s∗(xj)(ω
∗), ξ〉. (5.5)
From (3.3), we have q ⊗ pxj ⊗ z
∗ ⊗ s∗(yj)(ω
∗) = −q ⊗ µxj (p) ⊗ z
∗ ⊗ ∂yj (ω
∗) which when dualised yield
〈q⊗ pxj ⊗ z
∗⊗ s∗(yj)(ω
∗), ξ〉 = 〈φ,−p0⊗ ∂xj (q0)⊗ z⊗ s(yj)(ω)〉. This takes care of the first term of (5.5).
For the second term, we have
∑
j
q ⊗ pyj ⊗ z
∗ ⊗ s∗(xj)(ω
∗) = 2
∑
j
{
µyj (q)⊗ p⊗ z
∗ ⊗ µxj(ω
∗) + q ⊗ [p, yj]⊗ z
∗ ⊗ µxj(ω
∗)
}
.
Expanding the bracket [p, yj ] in Ht,cˇ (using Proposition 2.6), dualising, exchanging s by s
−1 in the sum,
using αs =
∑
j αs(yj)xj and observing that ds−1 =
1−λ
s−1
2 = d
∨
s , we obtain the equation
−Dτ =
∑
j
{
1⊗ ∂xj ⊗ 1⊗ s(yj) + ∂yj ⊗ 1⊗ 1⊗ s(xj) + 1⊗ tµyj ⊗ 1⊗ s(xj)
}
−
∑
s
c(s)
d∨s
1⊗ I∨s ⊗ s⊗ s(αs) ◦ s. (5.6)
Since s(ω) = s(τ∨s )(ω), we have s(αx) ◦ s = s(αsτ
∨
s ). From the straightforward equation
1
d∨s
αsτ
∨
s = −
1
ds
αs
(in C), we can rewrite (5.6) as
−Dτ =
∑
j
(
1⊗ ∂xj ⊗ 1⊗ s(yj) + (∂yj ⊗ 1 + t⊗ µyj)⊗ 1⊗ s(xj)
)
+
∑
s
c(s)
ds
1⊗ I∨s ⊗ s⊗ s(αs). (5.7)
From (5.7) and, again, the fact that αs =
∑
j αs(yj)xj , we obtain the desired equation. 
5.2. The square of Dτ . Define the following elements:
degh∗ =
∑
j
µyj∂xj (in End(C[h
∗]))
∇ =
∑
j
∂yj ⊗ ∂xj ⊗ 1 (in End(C[h]⊗ C[h
∗]⊗ τ)).
(5.8)
With respect to (5.2), we have ∇ =
∑
j δ
∨
j δj =
∑
j δjδ
∨
j . We shall use equation (5.4) to compute D
2
τ . A
large number of cancellations occur:
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Lemma 5.6. The following identities hold in End(X(τ˜ )):∑
i,j
δ∨i δ
∨
j ⊗ s(yiyj) = 0,
∑
i,j
δiδj ⊗ s(xixj) = 0,∑
i,j
T∨i (τ)T
∨
j (τ) ⊗ s(xixj) = 0,
∑
i,j
T∨i (τ)δj ⊗ s(xixj) = 0.
Proof. Clear, since in each case the part that acts on C[h]⊗C[h∗]⊗ τ commutes while the Clifford algebra
part anti-commutes. 
For the next identities, given τ ∈ Rep(G), if convenient we shall omit from the notation the tensor legs in
which an operator of Xt,c(τ ⊗ S) acts as the identity (e.g., κ = 1⊗ 1⊗ 1⊗ κ, etc., where κ was defined in
(3.4)).
Lemma 5.7. Suppose that τ ∈ Irr(G). The following identities hold in End(Xt,c(τ⊗S)), where r = dim h:∑
i,j
δiδ
∨
j ⊗ s(yixj) + δ
∨
i δj ⊗ s(xiyj) = −2∇ (5.9)∑
i,j
1⊗ ∂xiµyj ⊗ 1⊗ s(yixj) + 1⊗ µyi∂xj ⊗ 1⊗ s(xiyj) = −2 degh∗ −r − κ (5.10)∑
i
1⊗
(
∂xiI
∨
s ⊗ s⊗ s(yiαs) + I
∨
s ∂xi ⊗ s⊗ s(αsyi)
)
= 2⊗ (s⊗ s⊗ s− 1⊗ s⊗ 1). (5.11)
Proof. For (5.9), we break the sum
∑
i,j =
∑
i=j +
∑
i6=j and write∑
i,j
=
∑
i6=j
+
∑
k
∂yk ⊗ ∂xk ⊗ 1⊗ s(ykxk + 1) + ∂yk ⊗ ∂xk ⊗ 1⊗ s(xkyk + 1)− 2∇
= −2∇,
as xjyi = −yixj if i 6= j, causing
∑
i6=j = 0. For (5.10), using again
∑
i,j =
∑
i=j +
∑
i6=j we obtain, since
∂xkµyk + µyk∂xk = 2µyk∂xk + 1 in the Weyl algebra, that∑
i,j
=
∑
i6=j
+
∑
k
1⊗ ∂xkµyk ⊗ 1⊗ s(ykxk + 1) + 1⊗ µyk∂xk ⊗ 1⊗ s(xkyk + 1)− 2 degh∗ −r
= −2 degh∗ −r −
∑
k
1⊗ [∂xk , µyk ]⊗ 1⊗ s(xkyk + 1) +
∑
i6=j
1⊗ [∂xi , µyj ]⊗ 1⊗ s(yixj),
and thus the claim. Finally, for the last equation, we get that the left hand side equals:∑
i
[∂xi , I
∨
s ]⊗ s⊗ s(yiαs)− 2
∑
i
αs(yi)I
∨
s ∂xi ⊗ s⊗ 1, (using αsyi = −yiαs − 2αs(yi) in C)
=
∑
i
d∨s xi(α
∨
s )s⊗ s⊗ s(yiαs)− 2I
∨
s ∂αs ⊗ s⊗ 1 (using Lemma 4.3)
= d∨s s⊗ s⊗ s(α
∨
s αs)− 2(1− s)⊗ s⊗ 1 (again by Lemma 4.3)
= 2(s⊗ s⊗ τs − 1⊗ s⊗ 1),
finishing the proof. 
Corollary 5.8. We have∑
i,j
(
δ∨i T
∨
j (τ)⊗ s(yixj)+T
∨
i (τ)δ
∨
j ⊗ s(yixj)
)
= −2t(degh∗ +r/2+κ/2)− 2⊗
∑
s
c(s)
ds
(1⊗ s⊗ 1− s⊗ s⊗s).
Proof. Just apply (5.10) and (5.11), in view of the definition of the dualised Dunkl operators in (5.3). 
Proposition 5.9. If τ ∈ Irr(G), we have the following formula for the square of Dτ in End(Xt,c(τ ⊗ S)):
−
1
2
D2τ = ∇+ t(degh∗ +κ/2 + r/2) +Nc(τ) − 1⊗
∑
s
c(s)
ds
s⊗ s⊗ s. (5.12)
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Proof. When we compute D2τ , using (5.4), the terms that survive the cancellations of Lemma 5.6 are∑
i,j
(
δiδ
∨
j ⊗ s(yixj) + δiδ
∨
j ⊗ s(xiyj)
)
∑
i,j
(
δ∨i T
∨
j (τ)⊗ s(yixj) + T
∨
i (τ)δ
∨
j ⊗ s(yixj)
)
,
which were treated by Lemma 5.7 and Corollary 5.8. 
Corollary 5.10. Let σ, τ ∈ Irr(G). Suppose that σ occurs in the subspace C ⊗ C[h∗]d ⊗ τ ⊗
∧ℓ
h of
Xt,c(τ ⊗ S). Then, D
2
τ acts on this copy of σ as the scalar
−
1
2
D2τ |σ= t(d+ ℓ) +Nc(τ) −Nc(σ).
In particular, Lt,c(σ) ∼= Q(Ht,c) · σ is in the kernel of D
2
τ if and only if
Nc(σ)−Nc(τ) = t(d+ ℓ).
Proof. This is because on C⊗C[h∗]d⊗ τ ⊗
∧ℓ
h, ∇ acts by 0, degh∗ acts by d on C[h
∗]d, and κ acts on
∧ℓ
h
by 2ℓ− r. For the second claim, recall that Lc(σ) ∼= Q(Ht,c) · σ by Lemma 4.27. 
5.3. The kernel and cokernel of Dτ . Since Dτ commutes with the Q-action of Ht,c, it is clear that
both the kernel and the cokernel of Dτ are Ht,c-modules. In this subsection, we show that when t 6= 0,
actually, they lie in category O. Before that, we state a corollary from the constructions made so far:
Corollary 5.11. Let z 6= 0 be a fixed vector in τ . Then, the operator Dτ ∈ EndC(Xt,c(τ˜ )) satisfy
Dτ (p⊗ q ⊗ z ⊗ 1) = −
∑
j
p⊗ ∂xj (q)⊗ z ⊗ yj .
It follows that the kernel of Dτ contains a copy of Mt,c(τ) realised on the subspace C[h]⊗ C⊗ τ ⊗ C.
Proof. The formula is clear from (5.4). As for the second statement, it follows from the description of the
Q-operators action on the subspace C[h]⊗ C⊗ τ ⊗ C ∼= C[h]⊗ τ . 
We recall that Ht,c ⊗ C is viewed as a Z-graded algebra graded by total degree, in which h has degree
−1, h∗ has degree +1 and CG has degree 0 (note, in passing, that the elements τ∨s and τs of (3.4) are,
therefore, in degree 0, which is consistent with the fact that they act as s or s−1 in the spin modules). We
give the module X(τ˜ ) a similar grading. Denote
X(τ˜ )ℓm,d = C[h]m ⊗ C[h
∗]d ⊗ τ ⊗
∧ℓ
h,
and for each n ∈ Z let X(τ˜ )n = ⊕m−d−ℓ=nX(τ˜)
ℓ
m,d. This is the grading we shall be considering in this
subsection. Two observations are important for what comes next: (i) the operator Dτ is homogeneous of
degree 0 and (ii) Dτ commutes with the G- action (by means of the Q-operators). It follows that Dτ is
an operator on the isotypic components X(τ˜ )n,σ = Xt,c(τ˜ )n ∩Xt,c(τ˜ )σ, for each σ ∈ Irr(G) and n ∈ Z.
Theorem 5.12. Suppose t 6= 0. The kernel and the cokernel of D2τ are in Ot,c(G, h).
Proof. We start with the kernel. Fix σ ∈ Irr(G). For n,m ∈ Z write
X(τ˜ )n,σ{m} =
⊕
(d,ℓ):d+ℓ=m−n
X(τ˜ )ℓm,d. (5.13)
That is, X(τ˜)n,σ{m} is the direct sum of all spaces in the degree-n piece X(τ˜ )n,σ with a fixed m ∈ Z,
which we can assume to be in Z≥0. Note that D
2
τ does not preserve X(τ˜ )n,σ{m}. However, from (5.12) it
satisfies the equation
− 12D
2
τ |X(τ˜)n,σ{m}= ∇+ µ(m)Id, (5.14)
where ∇ was defined in (5.8) and µ(m) = Nc(τ) −Nc(σ) + t(m − n) is a scalar that only depends on m
(we recall that d+ ℓ = m− n in the space we are considering). Now let ξ =
∑m0
m=0 ξ{m} be any element
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in X(τ˜ )n,σ, written in terms of the decomposition (5.13). Assume that the element ξ{m0} in the biggest
m-indexed part is nonzero. We then have
− 12D
2
τ (ξ) = µ(m0)ξ{m0}+
m0−1∑
m=0
(
∇(ξ{m+ 1}) + µ(m)ξ{m}
)
.
The assumption ξ ∈ ker(D2τ ) implies µ(m0) = Nc(τ)−Nc(σ)+ t(m0−n) = Nc(τ)−Nc(σ)+ t(d0+ ℓ0) = 0.
Since there are only finitely many possibilities for d ∈ Z≥0 for which an equation
Nc(τ) −Nc(σ) + t(d+ ℓ) = 0 (5.15)
is true, it follows that there exists d0 ∈ Z≥0 such that ξ ∈ Fd0(Xt,c(τ˜ )) (see Definition 4.24). It follows
that ker(D2τ ) is itself contained in Fd(Xt,c(τ˜ )) for a sufficiently large d. This last module is in category O,
by Proposition 4.25. This settles the claim for the kernel.
Now we consider the cokernel. Write coker(D2τ ) = ⊕σKσ, where Kσ = (Xt,c(τ˜ )σ/(Xt,c(τ˜ )σ ∩ ImD
2
τ ).
We shall show that there exists a sufficiently large d ∈ Z such that Fd(Xt,c(τ˜ )σ) surjects onto Kσ, when
we take the canonical projection. Fix n ∈ Z and σ ∈ Irr(G). Decompose X(σ˜)n,σ as in (5.13). We have
two possibilities: either the scalar µ(m) of equation (5.14) is nonzero, for all m ∈ Z≥0, or there exists
values of m for which it becomes zero. The first case implies that X(τ˜ )n,σ is actually in the image of D
2
τ .
Indeed, starting with m = 0, we have D2τ |X(τ˜)n,σ{0}= µ(0)Id is invertible. Assuming, by induction, that
X(τ˜)n,σ{m} is in the image, (5.14) together with µ(m+ 1) 6= 0 implies that X(τ˜ )n,σ{m+ 1} is also in the
image. It follows that X(τ˜)n,σ → 0 under the quotient map, in this case. On the other hand, assume that
there exists values of m for which µ(m) = 0. Necessarily, there are only finitely many possible values of m
for which µ(m) = 0. If m0 is the largest possible one, the previous inductive argument can be applied to
show that X(τ˜ )n,σ{m} ⊆ Im(D
2
τ ) for m ≥ m0.
Just as in the case of the kernel, since µ(m) = Nc(τ) −Nc(σ) + t(m − n) = Nc(τ) −Nc(σ) + t(d + ℓ),
there are only finitely many possibilities for d so that (5.15) holds. Thus, for a sufficiently large d ∈ Z≥0,
we have that Fd(Xt,c(τ˜ )σ) surjects onto Kσ, and, since Irr(G) is finite, we are done. 
Corollary 5.13. Suppose t 6= 0. The kernel and the cokernel of Dτ are in Ot,c(G, h).
Remark 5.14. When t = 0, we may work with the restricted category O for the finite-dimensional
restricted algebra H¯0,c. In that setting, there are analogous modules for the ones considered here and they
are all finite dimensional.
Proof. Clear since kerDτ is a submodule of kerD
2
τ and cokerD
2
τ surjects onto cokerDτ . 
Similarly to the local case, let us write Xt,c(τ˜ )
± = Xt,c(τ ⊗ S
±). We may also define D+τ , D
−
τ as
the restrictions of Dτ to Xt,c(τ˜ )
+ and Xt,c(τ˜ )
−, respectively. To work with all three types of operators
simultaneously, let us denote them by Dετ , where ε could be +, −, or empty. Then,
Dετ : Xt,c(τ˜ )
ε → Xt,c(τ˜ )
−ε.
Note that Xt,c(τ˜ )
ε is an element of the category Olnt,c(G, h) [GGOR, Section 2.2] of locally nilpotent left
Ht,c-modules (not necessarily finitely generated). A priori, the kernel and the cokernel of Dτ are just in
Olnt,c(G, h). Define the global indices
I(τ)± = kerD±τ − cokerD
±
τ .
Since the Euler-Poincare´ principle also holds in this category [We, Chapter II, Proposition 6.6], we obtain,
I+ = Xt,c(τ˜ )
+ − Xt,c(τ˜ )
− = −I−,
identities in Grothendieck group of Olnt,c(G, h). Therefore, the indices defined above agree, up to a sign.
Definition 5.15. The global Dirac index of τ is defined as I(τ) = kerD+τ − cokerD
+
τ , an element in the
Grothendieck group of Olnt,c(G, h).
Proposition 5.16. As virtual modules in Olnt,c(G, h), we have, for every τ ∈ Irr(G),
I(τ) = Mt,c(τ).
In particular, the index is in category O for all parameters t, c.
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Proof. Recall the filtration 0 ⊆ F0(Xt,c(τ˜ )
ε) ⊆ F1(Xt,c(τ˜ )
ε) ⊆ · · · of Xt,c(τ˜ )
ε (see Definition 4.24). Write
Gd(Xt,c(τ˜ )
ε) = Fd(Xt,c(τ˜ )
ε)/Fd−1(Xt,c(τ˜ )
ε).
From Proposition 4.25 we obtain the identity
Fd(Xt,c(τ˜ )
ε) =
d∑
i=0
Mt,c(C[h
∗]d ⊗ τ ⊗
∧ε
h) (5.16)
in the Grothendieck group of Ot,c(G, h). Now, if n
ε
d,τ,σ = dimHomG(σ,C[h
∗]d ⊗ τ ⊗
∧ε
h) we also have
Mt,c
(
C[h∗]d ⊗ τ ⊗
∧ε
h
)
=
∑
σ
nεd,τ,σMt,c(σ). (5.17)
Using (5.16) and (5.17), we get
Fd(Xt,c(τ˜ )
+)− Fd(Xt,c(τ˜ )
−) =
d∑
i=0
∑
σ
(n+i,τ,σ − n
−
i,τ,σ)Mt,c(σ).
On the other hand, we know that the graded G-character of C[h∗]⊗ τ ⊗ (
∧+
h−
∧−
h) satisfy
τ =
∑
d≥0
q−d
∑
σ
∑
ℓ
(−1)ℓ dimHomG
(
(C[h∗]d ⊗ τ ⊗
∧ℓ
h
)
σ
=
∑
d≥0
q−d
∑
σ
(n+d,τ,σ − n
−
d,τ,σ)σ.
It follows that Fd(Xt,c(τ˜ )
+)− Fd(Xt,c(τ˜ )
−) = Mt,c(τ), for all d, and we are done. 
5.4. The action of Dτ on singular vectors. If we are interested in the occurrence of a simple module
Lc(σ) in kerDτ , we need to determine which h-singular copies of σ are killed by Dτ . Recall from Lemma
4.27, that
⊕
d,ℓX(τ˜ )
ℓ
0,d is the space of h-singular vectors. From (5.4), we see that on X(τ˜ )
ℓ
0,d, Dτ acts by
Dτ (0, d, ℓ) = −
∑
j
δ∨j ⊗ s(yj)−
∑
j
T∨j (τ) ⊗ s(xj). (5.18)
Notice that Dτ preserves the space of h-singular vectors. Define:
0→ C→ C[h∗]
∆
−→ C[h∗]⊗ h
∆
−→ C[h∗]⊗
∧2
h→ · · · , (5.19)
and
0← τ ← C[h∗]⊗ τ
η
←− C[h∗]⊗ τ ⊗ h
η
←− C[h∗]⊗ τ ⊗
∧2
h← · · · , (5.20)
where
∆ : C[h∗]d ⊗
∧ℓ
h→ C[h∗]d−1 ⊗
∧ℓ+1
h, ∆ =
∑
j
∂xj ⊗ s(yj),
η : C[h∗]⊗ τ ⊗
∧ℓ
h→ C[h∗]⊗ τ ⊗
∧ℓ−1
h, η =
∑
j
T∨yj (τ)⊗ s(xj).
Lemma 5.17. Consider v ∈ X(τ˜ )ℓ0,d. Then v ∈ kerDτ if and only if v ∈ ker∆ ∩ ker η.
Proof. Clear by comparing the degrees of these operators. 
Recall the Koszul resolution:
0← C← C[h∗]
d
←− C[h∗]⊗ h
d
←− C[h∗]⊗
∧2
h← · · · ,
d(q ⊗ yi1 ∧ . . . ∧ yiℓ) =
ℓ∑
j=1
(−1)j−1qyij ⊗ yi1 ∧ . . . ∧ yˆij ∧ . . . ∧ yiℓ .
Notice that d = −1/2
∑
j µyj ⊗ s(xj), in other words, when t 6= 0 the first term in η is −2td and we can
write η = −2td+
∑
s
c(s)
ds
I∨s ⊗ s⊗ s(αs).
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Lemma 5.18. (a) ∆2 = 0 and η2 = 0;
(b) ∆d + d∆ = deg, where deg : C[h∗]d ⊗
∧ℓ
h → C[h∗]d ⊗
∧ℓ
h is deg(q ⊗ ω) = d + ℓ. In particular,
(5.19) is a resolution and so
ker∆ |C[h∗]= C, ker∆ |C[h∗]d⊗
∧
ℓh= ∆
(
C[h∗]d+1 ⊗
∧ℓ−1
h
)
, ℓ ≥ 1.
Proof. Formulae (a) are immediate since the terms in the left side of the tensor product defining ∆ or η
commute while the ones in the right side anti-commute. Part (b) is easy and well known from the classical
Koszul resolution. 
Remark 5.19. The complex η (5.20) is the dual and the generalisation (for arbitrary τ) of the one defined
in [DO, sections 2.2-2.3] for t = 1 and τ = triv.
5.5. The dual Dunkl-Opdam complex. In this subsection, we assume that t = 1. To emphasise the
dependence on the parameter c, write η(c) for the complex (5.20):
0← C[h∗]⊗ τ
η
←− C[h∗]⊗ τ ⊗ h
η
←− C[h∗]⊗ τ ⊗
∧2
h← · · · ,
and Hi(η(c)) for its homology groups, 0 ≤ i ≤ r. In particular, η(0) = −2d which has Hi(η(0)) = 0 for
i > 0 and H0(η(0)) = τ . It is clear that in general, η(c)(C[h
∗]⊗ τ ⊗ h) ⊆ C[h∗]≥1 ⊗ τ , hence
H0(η(c)) ⊇ τ.
The following result is the analogue of [DO, Theorem 2.9 and Corollary 2.14], with a very similar proof.
Theorem 5.20. The following are equivalent:
(i) Hi(η(c)) = 0 for all i > 0;
(ii) H0(η(c)) = τ .
Proof. We follow closely the proof of [DO, Theorem 2.9]. That part (i) implies (ii) follows immediately
from the graded Euler-Poincare´ principle:∑
i≥0
(−1)idimgr Hi(η(c)) =
∑
i≥0
(−1)idimgr C[h∗]⊗ τ ⊗
∧i
h = τ.
For the other direction, denote for simplicity Kℓm = C[h
∗]m ⊗ τ ⊗
∧ℓ
h, and we construct inductively a
linear map
V(c) : K• → K•, such that V(c)(Kℓm) ⊆ K
ℓ
m, and which satisfies
(1) V(c) is the identity operator on K00 = τ ;
(2) V(c)(p⊗ ω) = (V(c)p)⊗ ω, for all p ∈ C[h∗]⊗ τ and ω ∈
∧
h;
(3) V(c)η(c) = η(0)V(c).
Firstly, let us assume that such V(c) has been constructed. We claim that V(c) is a linear isomorphism.
Suppose not and let m be the smallest nonnegative integer such that V(c) is not an isomorphism on K•m.
Because of (2), V(c) is not an isomorphism on K0m then. By (1), we must have m ≥ 1, and there exists
p ∈ K0m such that p /∈ ImV(c). Because of the properties of the complex η(0), there exists q ∈ K
1
m−1 such
that
p = η(0)q.
By the assumption on m, V(c) must be an isomorphism on K1m−1, so there exists a unique q
′ ∈ K1m−1
such that q = V(c)q′. Then p = η(0)V(c)q′ = V(c)η(c)q′ by (3). But this is a contradiction since we have
assumed that p is not in the image of V(c).
Similarly, one can prove that V(c) is in fact unique. Since g ·V(c) ·g−1 for g ∈ G also satisfies (1),(2),(3)
when V(c) does (because η(c) is G-invariant), we see that in fact V(c) is also G-invariant.
Now, since V(c) gives an isomorphic intertwiner between η(c) and η(0), we have that the homology
groups are the same, and in particular (i) holds.
It remains to construct V(c) inductively under the assumption that (ii) holds. Take m ≥ 1 and suppose
V(c) has been constructed on K•i for all i < m (the base case is given by (1) and (2)). Let p ∈ C[h
∗]m ⊗ τ
be given. By the assumption (ii), there exists q ∈ C[h∗]m−1 ⊗ τ ⊗ h such that
p = η(c)q.
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By induction, V(c)η(c)q = η(0)V(c)q, where V(c)q is known, as q ∈ K1m−1. Hence, define V(c)p =
η(0)V(c)q. The definition is completed by extending V(c) on K•m using the required property (2). 
Remark 5.21. (1) Condition (ii) in Theorem 5.20 is equivalent with the requirement that∑
j
ImT∨yj(τ) = C[h
∗]≥1 ⊗ τ.
(2) It would be interesting to determine the precise parameters c for which the homology of the complex
is nontrivial, and in such cases, determine the homology groups. This would be a generalisation of
the results obtained in the case τ = triv in [DJO, DO].
5.6. Particular cases. The two extreme cases when ∆ = 0 on C[h∗]d ⊗
∧ℓ
h are: (a) ℓ = r, the top
degree, and (b) d = 0.
Consider the particular case (a). Denote by vol = y1 ∧ . . . ∧ yr ∈ S, the canonical generator of the top
degree space in the spin module. Also, let
ωj = ∂xj(vol) = (−1)
j−1y1 ∧ . . . ∧ yˆj ∧ . . . ∧ yr ∈ S,
where, as usual, the symbol yˆj , means we omitted yj .
Proposition 5.22. On X(τ˜)r0,d, we have:
−
1
2
Dτ (0, d, r) : 1⊗ v(d, τ) ⊗ vol 7→
∑
j
1⊗ T∨yj(τ)(v(d, τ)) ⊗ ωj ,
where v(d, τ) ∈ C[h∗]d ⊗ τ . Therefore, 1⊗ v(d, τ) ⊗ vol ∈ kerDτ if and only if
v(d, τ) ∈
⋂
j
kerT∨yj(τ).
Proof. The expression of Dτ (0, d, r) is immediate from (5.18). For the second part, notice that ωj are
linearly independent in
∧r−1
h. 
Example 5.23. Let ǫ be a character of the complex reflection group G and let hc,ǫ be as in Lemma 4.19.
If t+ hc,ǫ = 0, then Lt,c(deth⊗ǫ) is one dimensional and occurs in the kernel of Dǫ.
Proof. By the previous proposition and since t + hc,ǫ = 0, D(1 ⊗ 1 ⊗ zǫ ⊗ vol) = 0. As F0(Xt,c(ǫ ⊗
∧r
h))
is isomorphic to Mt,c(ǫ⊗ deth), the result follows from Proposition 4.21. 
Now consider the other extreme d = 0.
Lemma 5.24. On X(τ˜ )ℓ0,0, we have
Dτ (0, 0, ℓ) = 1⊗
∑
j
µyj ⊗
(
(t+Nc(τ))(1 ⊗ s(xj))−
∑
s
c(s)
ds
s⊗ s(s−1(xj))
)
.
Proof. It is easier to use (5.7). Since I∨s (1) = d
∨
s α
∨
s and α
∨
s =
∑
j xj(α
∨
s )yj , we get
Dτ (0, 0, ℓ) = 1⊗
∑
j
µyj ⊗
(
t(1⊗ s(xj))−
∑
s
c(s)
λs
s⊗ xj(α
∨
s )s(αs)
)
.
Then, we write λ−1s xj(α
∨
s )αs = s
−1(xj)− xj and finally we use that
∑
s
c(s)
ds
s acts by Nc(τ) in τ . 
For every x ∈ h∗, define
tx(τ) : τ ⊗
∧ℓ
h→ τ ⊗
∧ℓ−1
h, tx(τ) = (t+Nc(τ))(1 ⊗ s(xj)) −
∑
s
c(s)
ds
s⊗ s(s−1(xj)). (5.21)
Since yj are linear independent in h, we see that Dτ (0, 0, ℓ) = 0 if and only if txj (τ) = 0 for all j. Hence:
Proposition 5.25. The kernel of Dτ on X(τ˜ )
ℓ
0,0 consists of C⊗ C⊗ u(τ, ℓ), where
u(τ, ℓ) ∈
⋂
j
ker txj (τ) ⊆ τ ⊗
∧ℓ
h.
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5.7. Local-global relations. We relate the kernel of the global Dirac operator to that of the local Dirac
operator. This is, of course, inspired by the ideas from the classical setting of Dirac operators on symmetric
spaces [AS], [Pa], [Vo].
Let τ˜ be a G-representation. We shall use repeatedly the duality
H
op
t,c
∼= Ht,cˇ.
We begin by observing that our integral-reflection module Xt,c(τ˜ ) is an explicit realisation of the (Z×Z)-
graded dual of the projective module Xt,cˇ(τ˜
∗) ∼= C[h∗]⊗ C[h]⊗ τ˜∗:
Xt,c(τ˜ ) = Homgr
Z×Z
C
(Xt,cˇ(τ˜
∗),C).
In the previous identity, the G-module τ˜∗ ∼= C⊗C⊗ τ˜∗ is in degree (0, 0). Note that, even though Xt,cˇ(τ˜
∗)
and Xt,c(τ˜ ) are naturally (Z × Z)-graded vector spaces, we can view them as Z-graded vector spaces by
taking total degrees. We then have the following:
Proposition 5.26. The graded module Xt,c(τ˜ ) equals the space of h-finite vectors of Homgr
Z
C(Xt,cˇ(τ˜
∗),C).
Proof. We start by noting that HomZC(Xt,cˇ(τ˜
∗),C) ∼= ⊕d∈ZHomC(⊕m−n=dC[h
∗]m ⊗ C[h]n ⊗ τ˜
∗,C) and so
it can be identified with the space of all finite linear combinations σ =
∑
d σd in which each summand
is a formal power series σd =
∑
j pj ⊗ qj ⊗ zj (i.e., not necessarily finitely many summands), such that
pj ∈ C[h], qj ∈ C[h
∗], zj ∈ τ˜ and deg(pj)− deg(qj) = d. Under this identification, the action of h is by the
Q-operators, and it is therefore by derivation of the polynomials {pj} in the direction of y ∈ h. Asking for
h-finiteness, is equivalent to saying that each σd is a polynomial, yielding the desired identification with
HomgrZ×Z
C
(Xt,cˇ(τ˜
∗),C) = Xt,c(τ˜ ). 
For each (Z-)graded Ht,c-module Y (respectively, Ht,cˇ-module), denote the contragredient module
Y † = HomgrZC(Y,C),
which is a graded module for Ht,c (respectively, Ht,cˇ).
Lemma 5.27. If Y is in Ot,c(G, h), then Y
† is in Ot,cˇ(G, h
∗). Also, Mt,cˇ(τ
∗)† ∼= Mt,c(τ) and
Lc(τ) ∼= Lcˇ(τ
∗)†.
Proof. This is known. See [GGOR, section 4.2.1] or [EM, Proposition 3.32 and Proposition 3.34]). 
Lemma 5.28. Suppose Y is a graded Ht,c-module. Then
HomgrHt,c(Y,Xt,c(τ˜ )) = HomgrG(τ˜
∗, Y † |G). (5.22)
Proof. Since Y is in Ot,c(G, h), it follows from the local h-nilpotency (which is equivalent to local h-
finiteness, when Y is graded) and from Proposition 5.26 that even though Xt,c(τ˜ ) = Homgr
Z×Z
C
(Xt,cˇ(τ˜
∗),C),
we actually have
HomgrZHt,c(Y,Xt,c(τ˜ )) = Homgr
Z
Ht,c
(Y,HomgrZC(Xt,cˇ(τ˜
∗),C)).
The rest of the proof is “abstract nonsense”:
HomgrZ
Ht,c
(Y,Xt,c(τ˜ )) = Homgr
Z
Ht,c
(Y,HomgrZC(Xt,cˇ(τ˜
∗),C))
= HomgrZ
Ht,cˇ
(Xt,cˇ(τ˜
∗),HomgrZC(Y,C))
= HomgrZHt,cˇ(Ht,cˇ ⊗CG τ˜
∗, Y †)
= HomgrZG(τ˜
∗, Y † |G),
(5.23)
where the last equality is Frobenius reciprocity. 
Let τ be an irreducible G-representation and specialise τ˜ = τ ⊗ S. Recall the global Dirac operators
Dετ : Xt,c(τ˜ )
ε → Xt,c(τ˜ )
−ε, defined in the previous subsections. Each operator Dετ commutes with the
action of Ht,c, thus it induces linear maps
Dετ (Y ) : HomgrHt,c(Y,Xt,c(τ ⊗ S
ε)) −→ HomgrHt,c(Y,Xt,c(τ ⊗ S
−ε)),
for every graded Ht,c-module Y .
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Recall also the local Dirac operator DY : Y ⊗ S → Y ⊗ S for every Y in Ot,c(G, h), and similarly, D
ε
Y .
The operator DεY is G-invariant, and thus induces linear maps HomgrG(σ, Y ⊗S
ε)→ HomgrG(σ, Y ⊗S
−ε),
which equivalently can be written as
DεY (σ) : HomgrG(σ ⊗ (S
ε)∗, Y ) −→ HomgrG(σ ⊗ (S
−ε)∗, Y ).
Proposition 5.29. Let Y be a module in Ot,c(G, h). Denote by ι the map providing the identification of
the two sides of (5.22). The following diagram commutes:
HomgrHt,c(Y,Xt,c(τ ⊗ S
ε)) HomgrHt,c(Y,Xt,c(τ ⊗ S
−ε))
HomgrG(τ
∗ ⊗ (Sε)∗, Y †) HomgrG(τ
∗ ⊗ (S−ε)∗, Y †)
Dετ (Y )
Dε
Y †
(τ∗)
ι ι (5.24)
In particular,
HomgrG(τ
∗, kerDεY †)
∼= HomgrHt,c(Y, kerD
ε
τ ),
HomgrG(τ
∗, cokerDεY †) →֒ HomgrHt,c(Y, cokerD
ε
τ ).
(5.25)
Proof. The commutativity of the diagram follows at once by tracing the definitions of the Dirac operators
in the chain of identifications (5.23). For the relations in (5.25), simply apply the respective hom-functors
to the corresponding exact sequence of kernel and cokernel to obtain the commutative diagram (for lack
of space, we write Hom instead of Homgr and omitted the indices) with exact rows:
Hom(Y, kerDετ ) Hom(Y,Xt,c(τ˜ )
ε) Hom(Y,Xt,c(τ˜ )
−ε) Hom(Y, cokerDετ )
Hom(τ∗, kerDε
Y †
) Hom(τ∗ ⊗ (Sε)∗, Y †) Hom(τ∗ ⊗ (S−ε)∗, Y †) Hom(τ∗, cokerDε
Y †
).
Dετ (Y )
ϕ
Dε
Y †
(τ∗)
ι ι ψ
Here, the last row is exact since τ∗ is projective in the category of (graded) CG-modules. It is then clear
that ϕ is an isomorphism while ψ is injective. 
Remark 5.30. The second relation of (5.25) is an isomorphism if and only if Hom(Y,Xt,c(τ˜ )
−ε) →
Hom(Y, cokerDετ ) is surjective.
5.8. The Z2-example. For the particular case in which G = Z2, and t = 1 there are many simplifications
to the formulae above. So suppose that dim h = 1 and G = Z2. Fix x = α and y = α
∨/2 basis of h∗ and
h, respectively. The Cherednik relation is
[y, x] = 1− 2cs.
More generally, Proposition 2.5 reads here as
[y, xm] = mxm−1 − c(1− (−1)m)xm−1s. (5.26)
Fix τ ∈ {triv, sgn} and consider Xt,c(τ˜ ) = C[x]⊗C[y]⊗Cτ⊗
∧
h. We shall denote by ∂ and µ the derivation
and multiplication by x or y in the respective polynomial algebras. The formulae for (Q,Xt,c(τ˜ )) and D
ε
τ
become
Q(x) = 1⊗ ∂ ⊗ 1⊗ 1 + µ⊗ 1⊗ 1⊗ 1− 2cI ⊗ s⊗ s⊗ s
Q(y) = ∂ ⊗ 1⊗ 1⊗ 1
D+τ = −1⊗ ∂ ⊗ 1⊗ s(y)
D−τ = −∂ ⊗ 1⊗ 1⊗ s(x)− 1⊗ (µ⊗ 1 + cI
∨ ⊗ s)⊗ s(x),
where s(y)(·) = y ∧ (·) and s(x)(·) = −2∂(·) in
∧
h. We now embark in the quest to determine, for
G = Z2, the kernel and the cokernel of D
ε
τ . Throughout, we shall make use of the following notation. For
m,n ∈ Z≥0 and a fixed 0 6= zτ ∈ Cτ , define the elements
ψm,d = x
m ⊗ yd ⊗ zτ ⊗ 1 ∈ X(τ˜ )
0
m,d
ξm,d = x
m ⊗ yd ⊗ zτ ⊗ y ∈ X(τ˜ )
1
m,d.
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Lemma 5.31. In terms of the basis {ψm,d} of Xt,c(τ˜ )
+ and the basis {ξm,d} of Xt,c(τ˜ )
−, we have:
1
2D
−
τ (ξm,2k−1) = mψm−1,2k−1 + ψm,2k
1
2D
−
τ (ξm,2k) = mψm−1,2k +
(
2k + 1 + 2cτ(s)
2k + 1
)
ψm,2k+1.
Proof. Direct computation. Note that I∨(yd) = 0 if d is odd and it equals 2
d+1y
d+1 if d is even. 
Corollary 5.32. When m = 0, we have
D−τ (ξ0,d) = 2
(
1 + cτ(s)
1 + (−1)d
d+ 1
)
1⊗ yd+1 ⊗ zτ ⊗ 1.
Thus, D−τ (ξ0,d) = 0 if and only if d = 2k and 2cτ(s) + (2k + 1) = 0.
Proposition 5.33. Fix 0 6= zτ ∈ Cτ . Suppose that 2cτ(s) + (2k + 1) = 0 with k ∈ Z≥0. Then, we realise
the modules
Q(Ht,c) · ξ0,2k ∼= Lc(triv) ⊆ Xt,c(sgn⊗S),
if 2c = 2k + 1, τ = sgn and if −2c = 2k + 1, τ = triv,
Q(Ht,c) · ξ0,2k ∼= Lc(sgn) ⊆ Xt,c(triv⊗S)
in the kernel of D−τ . These modules are of dimension 2k + 1.
Proof. First, for c and τ arbitrary, from Lemma 5.32, D−τ (ξ0,2k) = 0 if and only if 2c = 2k+1 and τ = sgn
or 2c = −(2k+ 1) and τ = triv. Hence, the submodule of Xt,c(τ ⊗
∧
h) generated by ξ0,2k specified in the
statement is in the kernel. We claim that for any 0 ≤ j ≤ 2k, we have Q(xj)(ξ0,2k) is nonzero. Indeed,
note that
Q(xj)(ξ0,2k) = (a01⊗ 1 + a1x⊗ y + · · ·+ ajx
j ⊗ yj)y2k−j ⊗ zτ ⊗ y,
for scalars ai ∈ C. Note that a0 = (2k)(2k − 1) · · · (2k − j + 1), so Q(x
j)(ξ0,2k) 6= 0 for j ≤ 2k. We thus
obtain a polynomial expression for Q(x2k)(ξ0,2k) with constant term equal to (2k)!. Applying x once more
we get
Q(x2k+1)(ξ0,2k) = (b1x⊗ y + · · ·+ b2kx
2k+1 ⊗ y2k+1)y−1 ⊗ zτ ⊗ y,
for scalars bj . Assuming that Q(x
2k+1)(ξ0,2k) 6= 0 implies that Q(y)Q(x
2k+1)(ξ0,2k) 6= 0. Commuting and
applying the Cherednik relation (5.26) gives
0 6= Q(y)Q(x2k+1)(ξ0,2k) = Q([y, x
2k+1])(ξ0,2k) = (2k + 1 + 2cτ(s))Q(x
2k)(ξ0,2k) = 0,
which is a contradiction. 
Remark 5.34. Note that D2τ acts on C⊗ C[y]m ⊗ Cτ ⊗
∧1
h as the scalar (cf. (5.12))
−2(m+ 1 + cτ(s) − cτ(s)(−1)m+1),
which is zero if and only if m = 2k is even and (2cτ(s) + 2k + 1) = 0.
In the rest of this section, we shall say that the parameter c is regular if c /∈ 12 + Z. As is suggested by
Lemma 5.32 and we shall shortly see, the kernel of D−τ will be nonzero only if c is not regular. We now
explicitly determine the kernel and cokernel of the operators D±τ .
Corollary 5.35. Let G = Z2, t = 1 and τ ∈ {triv, sgn}. Then:
if 2c ∈ −τ(s)(2Z≥0 + 1),
{
kerD+τ
∼= M1,c(τ)
kerD−τ
∼= L1,c(τ ⊗ sgn),
otherwise,
{
kerD+τ
∼= M1,c(τ)
kerD−τ = 0.
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Proof. We just need to show that the kernel of D±τ is contained in a subspace of Xt,c(τ˜ ) as specified
since the other inclusions follow from Corollary 5.11 and Proposition 5.33. Suppose that ξ is in the
kernel of Dτ = D
+
τ + D
−
τ . There are two options: either ξ ∈ F0(X1,c(τ˜ )) or not. If yes, then ξ is in
F0(X1,c(τ˜ )) ∼= M1,c(τ ⊗
∧0
h)⊕M1,c(τ ⊗
∧1
h). From Corollary 5.11, M1,c(τ ⊗
∧0
h) ⊆ kerD+τ , for all values
of c. So suppose that ξ is in M1,c(τ ⊗
∧1
h). But note that Dτ = D
−
τ in that space and
D−τ (p⊗ 1⊗ zτ ⊗ y) = 2∂(p)⊗ 1⊗ zτ ⊗ 1 + 2(1 + 2cτ(s))p⊗ y ⊗ zτ ⊗ 1.
This can only be zero if p ∈ C and 1 + 2cτ(s) = 0. So ξ = ξ0,0 and Q(Ht,cˇ) · (ξ0,0) ∼= L1,−τ(s) 1
2
(τ ⊗ sgn).
These are the possibilities for ξ ∈ F0(X1,c(τ˜ )).
For the other case, upon replacing ξ by Q(ym)ξ, for a sufficiently big m, we can assume that ξ ∈
C⊗C[y]≤n⊗Cτ⊗
∧
h, for an n > 0. From Corollary 5.11, we haveDτ is never zero on C⊗C[y]d⊗Cτ⊗
∧0
h,
if d > 0, so it must be that ξ ∈ C⊗C[y]≤n⊗Cτ ⊗
∧1
h, and Dτ acts as D
−
τ on ξ. In the present case case,
we can thus write
ξ = 1⊗ q ⊗ zτ ⊗ y,
for a polynomial q = a0+a1y+ · · ·+any
n and 0 6= zτ ∈ Cτ . Thus, ξ =
∑
d adξ0,d. By linear independence,
Dτ (ξ) = 0 implies adDτ (ξ0,d) = 0 for all d. From Corollary 5.32, D(ξ0,d) = 0 if and only if d = 2k is even
and 2k+1+2cτ(s) = 0. We thus showed that there exists a k > 0 (we are assuming that ξ /∈ F0(X1,c(τ˜ )))
such that 2cτ(s) + (2k + 1) = 0 and our initial ξ is in (Q(Ht,c) · ξ0,2k) ∼= L1,c(τ ⊗ sgn). 
Remark 5.36. The second case in the Corollary 5.35 includes the situation in which c is regular and also
if c is not regular, but τ(s) + c/|c|6= 0.
We now look at the image and cokernel of Dτ . We shall treat the operators D
±
τ separately.
Lemma 5.37. The operator D+τ : Xt,c(τ ⊗
∧0
h)→ Xt,c(τ ⊗
∧1
h) is surjective.
Proof. Clear, since D+τ = 1⊗∂⊗1⊗s(y), and both ∂ ∈ End(C[y]) and s(y) :
∧0
h→
∧1
h are surjective. 
Lemma 5.38. Suppose there is no k ∈ Z≥0 such that 2k+1+2τ(s)c = 0. Then, the image of D
−
τ contains
the subspace ⊕
m−d<0
C[x]m ⊗ C[y]d ⊗ Cτ ⊗
∧0
h
Proof. From the assumption on c, we have, from Lemma 5.31, that D−τ (ξm,d) = mψm−1,d + bψm,d+1 with
b ∈ C nonzero. It follows that the subspace ⊕d>0Xt,c(τ˜ )
0
0,d is in the image, as D
−
τ (ξ0,d) = bψ0,d+1 for a
nonzero b ∈ C. Assume, by induction on n, that the space ⊕d>0Xt,c(τ˜ )
0
n,n+d is in the image, for n > 0. As
D−τ (ξn+1,n+1+d) = aψn,n+1+d + bψn+1,n+1+d+1
with a, b nonzero, the induction hypothesis implies that Xt,c(τ˜ )
0
n+1,n+1+d is in the image for all d > 0, and
hence the space ⊕n≥0 ⊕d>0 Xt,c(τ˜ )
0
n,n+d is in the image, finishing the proof. 
Proposition 5.39. Suppose there is no k ∈ Z≥0 such that 2k+1+2τ(s)c = 0. Then, the cokernel of D
−
τ
is linearly isomorphic to C[x]⊗ C⊗ Cτ ⊗
∧0
h. It follows that cokerD−τ
∼= M1,c(τ), as Ht,c-modules.
Proof. For each n ∈ Z, consider the diagonal spaces Pn = ⊕m−d=nXt,c(τ˜ )
0
m,d, with m, d ∈ Z≥0. It is then
clear that Xt,c(τ ⊗
∧0
h) = ⊕n∈ZPn. From the previous Lemma, we get that Pn = 0 in coker(D
−
τ ), if n < 0.
We now claim that, modulo the image of D−τ , each subspace Pn is one-dimensional and represented by
Xt,c(τ˜ )n,0,0 = C[x]n ⊗ C ⊗ Cτ ⊗ C, for n ≥ 0. The claim will finish the proof. But for that, note from
Lemma 5.31 that
1
2D
−
τ (ξn+d,d−1) = (n+ d)ψn+d−1,d−1 + bψn+d,d,
for nonzero constant b ∈ C, because of the assumption on c. By induction, we have that, for all d > 0,
ψn,0 = λdψn+d,d in coker(D
−
τ ) for a nonzero λd ∈ C. 
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Lemma 5.40. Suppose that the parameter c satisfies 2c = −τ(s)(2k+1), where s is the nontrivial element
of Z2. Then, the image of D
−
τ contains the subspace( ⊕
m−d<2k+1
C[x]m ⊗ C[y]d ⊗ Cτ ⊗
∧0
h
)
⊕
(
C[x]⊗ C[y]≤2k ⊗ τ ⊗
∧0
h
)
.
Proof. First note that the choice of c forces 12D
−
τ (ξm,2k) = mψm−1,2k. This, coupled with the fact that, if
d 6= 2k, then
1
2D
−
τ (ξm,d) = mψm−1,d + bψm,d+1 (5.27)
with b nonzero, implies that C[x]⊗ C[y]≤2k ⊗ τ ⊗
∧0
h is in the image.
The proof that the other part of the statement is in the image is completely analogous to the proof
of Lemma 5.38, by shifting d → d + (2k + 1). Note that the equation (5.27) has b ∈ C nonzero for all
d ≥ 2k + 1. 
Proposition 5.41. Suppose that the parameter c satisfies 2c = −τ(s)(2k + 1), where s is the nontrivial
element of Z2. Then, the cokernel of D
−
τ is linearly isomorphic to C[x]⊗C[y]2k+1 ⊗Cτ ⊗
∧0
h. It follows
that cokerD−τ
∼= M1,c(τ ⊗ sgn), as Ht,c-modules.
Proof. The proof is similar to the one of Proposition 5.39. We define Qn = ⊕m−d=n−(2k+1)Xt,c(τ˜ )
0
m,d
(with m, d ∈ Z≥0 and n ∈ Z) and note that
Xt,c
(
τ ⊗
∧0
h
)
=
(
C[x]⊗ C[y]≤2k ⊗ τ ⊗
∧0
h
)
⊕
(
⊕n∈Z Qn
)
.
Then, modulo the image of D−τ , each diagonal Qn with n < 0 becomes 0 (Lemma 5.40) while with n ≥ 0
it is one dimensional and represented by Xt,c(τ˜ )
0
n,2k+1. It is important to remark that the equation
D−τ (ξn+d,2k+d) = aψn+(d−1),2k+1+(d−1) + bψn+d,2k+1+d,
also has nonzero constants a, b ∈ C, if d > 0, from which ψn,2k+1 = λdψn+d,2k+1+d in coker(D
−
τ ) for a
λd 6= 0, for all d > 0. 
We summarise this example with the diagrams for
0 kerDετ X1,c(τ˜ )
ε X1,c(τ˜ )
−ε cokerDετ 0.
Dετ
If c = −τ(s)(2k + 1)/2 we have
0 M1,c(τ) X1,c(τ˜ )
+ X1,c(τ˜ )
− 0 0
0 L1,c(τ ⊗ sgn) X1,c(τ˜ )
− X1,c(τ˜ )
+ M1,c(τ ⊗ sgn) 0,
D+τ
D−τ
while otherwise, we have
0 M1,c(τ) X1,c(τ˜ )
+ X1,c(τ˜ )
− 0 0
0 0 X1,c(τ˜ )
− X1,c(τ˜ )
+ M1,c(τ) 0.
D+τ
D−τ
In both cases, we have I(τ) = Mt,c(τ) = −I(τ)
−, in the Grothendieck group of O.
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