How can one determine whether the realized differences between two stochastic networks are statistically significant? This paper considers a two-sample goodness-of-fit testing problem for network data in which the null hypothesis is that the networks are drawn from the same inhomogeneous random graph model. It first outlines a randomization test for the null hypothesis that controls size in finite samples based on any test statistic. It then focuses on two particular statistics that produce tests powerful against a large class of alternative hypotheses. The statistics are based on the magnitude of the difference between the networks' adjacency matrices as measured by the 2 → 2 and ∞ → 1 operator norms. The power properties of the tests are examined analytically, in simulation, and through two real-world applications. A key finding is that while the test based on the ∞ → 1 norm requires relatively new tools from the semidefinite programming literature to implement, it can be substantially more powerful than that based on the 2 → 2 norm for the kinds of sparse and degree-heterogeneous networks common in economics.
. To learn about the professional interactions driving the distribution of wages within a country, researchers might collect information about employment relationships between workers and firms (see for instance Abowd, Kramarz, and Margolis 1999; Bonhomme, Lamadon, and Manre 2015; Kline, Saggio, and Sølvsten 2018) .
In these settings, it is often natural to model the relationships between agents as random variables since they are typically the result of a heterogeneous and indeterminate data generating process. For example, survey respondents may have varied interpretations about what it means to be friends or trading partners; employment relationships between workers and firms may be unintentionally misclassified. Treating network data as stochastic, however, greatly complicates their analysis because it is not immediately clear which features of the network correspond to actual interactions between agents and which are merely artifacts of such idiosyncratic variation.
How can one determine whether the realized differences between two stochastic networks are statistically significant? This question is important, because in order to understand the causes and consequences of a particular configuration of relationships, it is first necessary to distinguish them from idiosyncratic variation in the data. To address the question, this paper first specifies a testing problem in which the null hypothesis is that all of the observed differences between the two networks are the consequence of idiosyncratic variation.
Section 2 contains a formal description of the testing problem, model, and connections to the network economics literature. Formally, the null hypothesis is that the two networks are independently drawn from the same inhomogeneous random graph model (see generally Janson 2007) . The class of inhomogeneous random graph models includes many common specifications in the network econometrics literature, including the latent space model, degree heterogeneity model, and stochastic block model. The network links may be directed, weighted, or sparse, although they must be defined on the same set of agents. A key complication relative to the classical goodness-of-fit testing literature is that the entries of the adjacency matrices are not assumed to be identically distributed under the null hypothesis.
Section 3 outlines a randomization test for the null hypothesis (see generally Lehmann and Romano 2006, Chapter 15) . The test requires the researcher to choose a test statistic. Any collection of network statistics can be used to construct the test statistic; example test statistics include the mean absolute difference in the degree distributions, eigenvector centralities, or clustering coefficients of the two networks. When the researcher is only interested in measuring differences between networks using a particular statistic, this may be all that is needed to sufficiently assess the null hypothesis.
In many cases, however, the researcher may be concerned that by limiting their attention to an arbitrary statistic they ignore potentially relevant information in the data contrary to the null hypothesis. To guard against this possibility, Section 4 considers two test statistics that produce tests powerful against a large class of alternative hypotheses. The first test statistic is based on the 2 → 2 operator norm (also known as the spectral norm) of the entry-wise difference between the networks' adjacency matrices. The second test statistic is based on the ∞ → 1 operator norm (closely related to the cut norm of Frieze and Kannan 1999) of the entry-wise difference between the networks' adjacency matrices. 1 Intuitively, these norms may be thought of as matrix analogs to the empirical distribution function statistics commonly used to test goodness of fit in the independent and identically distributed case (see generally Lehmann and Romano 2006, Chapter 14.2) . However, the statistical properties of these matrix norms are not standard and their analysis can be considerably more complicated. This is explained in some detail in Section 4.1.
Section 4.2 studies the power properties of the two tests using concentration results from the random matrix theory literature. It provides a class of sequences of alternative hypotheses (in which the dimensions of the adjacency matrices tend towards infinity) such that the two tests are uniformly consistent in power. When the networks are weighted, these results do not require any restrictions on the distribution of link weights, which to my knowledge is novel. This section contains the main technical contributions of the paper.
If the tests based on the 2 → 2 and ∞ → 1 norms had similar power properties, then the former might be preferred in practice because the 2 → 2 norm is straightforward to compute, while even approximating the ∞ → 1 norm requires relatively new tools from the 1 For any positive integers p and q, the p → q operator norm of a matrix is the largest product of the matrix and a unit weight vector. The magnitude of the product is measured using the q-vector norm. The magnitude of the weight vector is measured using the p-vector norm (see Aliprantis and Border 2006, Chapter 6 or Section 4.1 of this paper). semidefinite programming literature. However, the third contribution of this paper is to demonstrate that the latter test can be considerably more powerful for alternatives in which there is nontrivial heterogeneity in the row-variances of the networks' adjacency matrices.
Such row-heteroskedasticity is common when the networks are sparse or have heavy-tailed degree distributions. Both are common in economics (see Jackson 2008, Chapter 3) .
Intuitively, the 2 → 2 norm fails under row-heteroskedasticity because the weight vector that maximizes this norm places most of its weight on the entries corresponding to the rows of the adjacency matrices with the highest variances. The test thus ignores any differences between the two networks that occur in the low-variance rows. The ∞ → 1 norm addresses the problem by using the ∞-vector norm instead of the 2-vector norm to define the unit weight vector. The maximizing weight vector of this norm necessarily places the same absolute weight on every entry. Consequently, if there are sufficiently large differences between the two networks in the low-variance rows, the test based on the ∞ → 1 norm will detect them. In some sense, the logic behind the ∞-vector norm is related to that behind the 1 or 0-vector norm penalizations common in the high-dimensional regression literature (see for instance Tibshirani 1996). Instead of imposing a sparse solution, however, the ∞-vector norm imposes a dense one. More detail about this robustness property is discussed in Section 4.3.
To my knowledge this is the first paper to identify the problem of row-heteroskedasticity, the relative robustness of the ∞ → 1 norm, and to propose a test statistic that imposes density in a goodness-of-fit test.
Other goodness-of-fit tests for network data have been proposed in the computer science and statistics literatures. Ghoshdastidar, Gutzeit, Carpentier, and von Luxburg (2017a; consider related testing problems. They also propose a test based on the 2 → 2 norm but assume the existence of multiple independent copies of each network. A literature on random dot product graph models (see generally Tang, Athreya, Sussman, Lyzinski, and Priebe 2017; Nielsen and Witten 2018) also considers a related problem, but for a smaller class of models. Their results generally rely on the network containing a particular low-dimensional dot-product structure. Such an assumption is not required in this paper.
The paper concludes with an empirical demonstration in Section 5 and some directions for future work in Section 6. Proofs are collected in an appendix.
Testing problem 2.1 Specification
It is without loss of generality to consider undirected unipartite networks. These networks are defined on a set of N agents indexed by [N] := {1, 2, ..., N}. Every pair of agents is endowed with two real-valued random variables, each corresponding to some stochastic social relationship. For example, one weight might correspond to whether two agents selfidentify as friends, another might give the amount of trade between them, etc. The variable D ij,t for t = 1, 2 records the realized relationship t between agents i and j. The N × N dimensional symmetric adjacency matrix D t contains D ij,t in the ijth and jith entries.
Directed or bipartite networks are incorporated in the following way. These networks are generally defined on a set of N 1 agents and N 2 markets indexed by [N 1 ] and [N 2 ] respectively. Every agent-market pair is endowed with two real-valued random variables, each corresponding to some stochastic social relationship. For example, one weight might correspond to whether the agent is employed in the market, another might give the amount of profit the agent makes in the market, etc. The variable D ⋆ ij,t records the realized relationship t between agent i and market j.
in the ijth entry. This asymmetric rectangular adjacency matrix is then transformed into a symmetric square one by defining
Thus the focus on the undirected unipartite networks (i.e. symmetric and square adjacency matrices) is without loss.
The entries of D 1 and D 2 are assumed to be mutually independent above the main diagonal and equal to 0 on the main diagonal. The goal of the researcher is to test whether D ij,1 and D ij,2 are equally distributed for all i and j. That is, if F ij,t denotes the distribution function of D ij,t , then the goal is to test the null hypothesis
against the alternative
This testing problem is nonstandard relative to the classic literature on goodness-of-fit testing because the distribution functions F ij,1 and F ij,2 are allowed to vary arbitrarily across i, j ∈ [N] under H 0 . In other words, the entries within an adjacency matrix are not assumed to be identically distributed. Link heterogeneity is thought to be an indispensable feature of stochastic networks in economics (see generally Jackson 2008, Chapter 4) .
One special case of this framework is the unweighted inhomogeneous Erdös-Renyi class of random graph models (see Janson 2007) . Under such a model, D ij,t takes values in {0, 1} and the distribution F ij,t is parameterized by a single parameter p ij,t equal to 1−F ij,t (0). The null hypothesis is then equivalent to H 0 : p ij,1 = p ij,2 for every i, j ∈ [N]. Another special case is the latent space class of models (see for instance Holland, Laskey, and Leinhardt 1983; Snijders and Nowicki 1997; Hoff, Raftery, and Handcock 2002; McCormick and Zheng 2012; Dzemski 2014; Johnsson and Moon 2015; Graham 2017; Breza, Chandrasekhar, McCormick, and Pan 2017; Nimczik 2017; Auerbach 2019) , where {w i } i∈[N ] is a collection of independent and identically supported agent "fixed effects" or "latent positions," and P [D ij,t ≤ s|w i = u, w j = v] = F t (s, u, v) for some conditional distribution function F t . In this case, the null hypothesis can be written as
and s ∈ R.
Network externalities
Fundamentally, the models considered in this framework are designed to capture variation in the observed network connections due to idiosyncratic factors such as measurement or misreporting error. Social connections collected by survey, wage information reported to the government, trade data compiled from multiple sources, etc. are all likely to be observed with such non-strategic variation. Failure to account for this variation can lead to erroneous conclusions about the causes and consequences of network structure. The methodology of this paper is designed to help the researcher avoid such errors.
The framework of this paper does not explicitly account for network externalities in the sense of, for instance, Sheng (2012); de Paula, Richards-Shubik, and Tamer (2014); Leung (2015); Menzel (2015) ; Griffith (2016) ; Badev (2017) ; Mele and Zhu (2017) ; Gualdani (2017) , in which the existence of a link between two agents depends on other links that have been realized in the network. However, there is nothing that precludes the researcher incorporating these externalities into the class of alternative hypotheses. That is, the proposed methodology can also be used to test for the non-existence of network externalities.
Testing the null hypothesis of no network externalities may be of interest in practice because the existence of network externalities suggests that one can ultimately alter the existence of many connections in the network by strategically manipulating a small number of connections. The test presumes that the researcher can obtain two independent draws from the network generating process. To see how it works, consider the (relatively) simple network formation rule motivated by Bloch and Jackson (2007) 
where U ij,t is independent and identically distributed. In this case, agents with many friends in common are more likely to become friends, and the agents first draw the idiosyncratic errors {U ij,t } i =j in time period t and then choose links so that this link formation rule is satisfied for every ij-pair. The parameters α ij and γ ij are the same for the two networks.
The goal of the researcher is to test the null hypothesis
Under H ′ 0 the above link formation rule satisfies the assumptions of Section 2.1, and so the methodology in the sections below can be used to construct a valid test. A formal study of the power properties of such tests against elements of H ′ 1 is out of the scope of this paper. Of course when α ij and γ ij are allowed to vary across the two networks, the researcher can specify the testing problem
That it is generally impossible to distinguish heterogeneity in linking behavior due to unobserved heterogeneity from network externalities is well documented (see generally Graham 2015) . I offer no solution to the problem in this paper.
Examples
The following three examples highlight potential applications of the testing problem to the empirical network economics literature. In the first example, the researcher makes seemingly arbitrary decisions about data collection and processing that influence exactly which relationships between agents are observed. Here "seemingly arbitrary" refers to decisions that are not exactly determined by economic theory. (2018) , or Section 5 of this paper.
In the second example, the researcher evaluates the impact of a treatment on network structure. For example, the researcher may want to understand how a traumatic event, such as a natural disaster or new technology, changes agent incentives to form links in a production or risk-sharing network. One way to understand the impact of the treatment is to draw a sample of agents and measure the economic relationships before and after the treatment is administered. The tools of this paper can be used to test whether the observed differences are statistically significant. See for instance Acemoglu, Autor, Dorn, Hanson, and Price (2016);
Banerjee, Chandrasekhar, Duflo, and Jackson (2016); Carvalho, Nirei, Saito, and Tahbaz-Salehi (2016) In the final example, the researcher observes a dynamic sequence of stochastic networks.
It is posited that the structure of the network is changing along some important dimension.
For example, the researcher may observe a social network linking secondary school students and believe that the network is becoming less interconnected and more clustered over time.
The tools of this paper can be used to test whether these changes are statistically significant. See for instance Fowler (2006) ; Goyal, Van Der Leij, and Moraga-González (2006); Jackson and Nei (2015) , or Section 5 of this paper.
Randomization procedure
This section outlines the randomization test, see Lehmann and Romano (2006) for a textbook treatment. It takes as given a test statistic T (D 1 , D 2 ). Any real-valued function of the two networks' adjacency matrices can be used to construct a test statistic.
Economic theory sometimes suggests a particular test statistic. For example, in the network peer effects literature, differences in agent behavior are thought to be driven by the collection of average peer outcomes and characteristics (see for instance Manski 1993; Bramoullé, Djebbari, and Fortin 2009; Blume, Brock, Durlauf, and Jayaraman 2015) . In the information diffusion literature cited previously, differences in the spread of information are thought to be driven by a collection of centrality statistics such as degree, eigenvector, or diffusion centrality. Consequently, if C(D 1 ) denotes a vector of agent-specific peer char-acteristics or centrality measures evaluated on D 1 , then a potential test statistic is the root-mean-squared difference between C(D 1 ) and C(D 2 ). That is,
where || · || 2 is the 2-vector norm.
Once the researcher has selected a test statistic, a test for H 0 is constructed in the following way. For any positive integer R, let {ρ ij,r } i,j∈[N ],r∈[R] be a collection of N 2 × R independent Bernoulli random variables. Then for each r ∈ [R], the randomized N × N adjacency matrices D 1,r and D 2,r are generated by swapping D ij,1 and D ij,2 whenever ρ ij,r equals 1. That is,
and fails to reject H 0 otherwise.
Since (D 1 , D 2 ) and (D 1,r , D 2,r ) have the same distribution under H 0 , the validity of this test follows Lehmann and Romano (2006) , Theorem 15.2.1 (see specifically equation 15.8).
That is when H 0 is true the probability of a (false) rejection does not exceed α, or
This is true for any choice of test statistic T (D 1 , D 2 ). When the researcher has a collection of different network statistics, the researcher can combine them into one test statistic, or combine the tests in the usual way. It is also possible to extend the method to test whether any number of adjacency matrices have corresponding entries that are identically distributed by permuting all of the corresponding entries.
Two tests based on matrix norms 4.1 Specification
Since the randomization test outlined in Section 3 produces a valid test for H 0 given any test statistic, the main work to be done by the researcher is to select an appropriate test statistic. When economic theory does not guide this choice, the researcher may prefer a test statistic that is sensitive to a broad class of alternatives in H 1 . This section considers two such test statistics. They are both special cases of the following class of matrix norms.
For any two positive integers p and q, the proposed test statistic based on the p → q operator norm is given by
where || · || p refers to the vector p-norm, ϕ is a N-dimensional column vector with real-valued entries, and for any real number s and matrix X, ½{X ≤ s} contains 1 in the ijth entry if X ij ≤ s and 0 otherwise. In the unweighted case where the entries of D 1 and D 2 are {0, 1}-valued,
which is the p → q norm of the difference between the two adjacency matrices. It can be thought of as a comparison of the collection of weighted degrees of D 1 and D 2 as given by some unit weight vector ϕ.
Following the logic of Section 3, any element from this collection of matrix norms yields a valid test for H 0 . However, not every choice is either computable or produces a test that is powerful for a nontrivial class of alternatives in H 1 . This paper focuses on two particular choices of norms.
The first test statistic is based on the 2 → 2 operator norm. That is
It can be computed by first fixing s ∈ R and then computing the largest spectral value
. This is a standard operation in most statistical software packages. The outer maximization is then taken over the number of unique entries in D 1
and D 2 which is not larger than N(N − 1).
The 2 → 2 norm is a natural starting point because it is both relatively straightforward to compute and it statistical properties have been well studied in the random matrix theory literature (see generally Tao 2012). However, I demonstrate below that the norm can fail to distinguish signal from noise when there is row-heteroskedasticity: nontrivial variation in the row-variances of the two adjacency matrices. Intuitively, the problem is that the weight vector ϕ that maximizes the above program places excessive weight on the high-variance rows. To address this problem, I also consider a second test statistic.
The second test statistic is based on the ∞ → 1 operator norm. That is
The logic behind this test statistic is that the weight vector ϕ that maximizes this problem must place the same absolute weight in every entry and thus should theoretically be less sensitive to row-heteroskedasticity. Unfortunately, this norm cannot be computed except in trivial cases (see Håstad 2001) . The proposed test is thus instead based on the semidefinite approximation
, and X 2N is the set of all 2N × 2N positive semidefinite matrices with diagonal entries equal to 1 (see Goemans and Williamson 1994; Nesterov 1998 ). This statistic can be computed using programs available in many statistical software packages (see for instance Toh, Todd, and Tütüncü 2012). 2
Remarkably, T ∞→1 and S ∞→1 are equivalent up to a factor of 2. It is relatively straight-
where ⊗ refers to the vector outer product operator, the first equality follows from taking ψ = sign (∆(s)ϕ), the second equality follows by choosing φ to be the concatenation of ϕ and ψ, and the inequality follows from φ ⊗ φ ∈ X 2N .
Grothendieck's inequality (see Krivine 1979; Alon and Naor 2006 , as well the appendix of this paper) implies a corresponding lower bound
Thus S ∞→1 is used as a computable alternative to T ∞→1 in the proposed test for H 0 .
Large sample power properties
This section demonstrates that the tests based on the 2 → 2 and ∞ → 1 operator norms from Section 4.1 are consistent in power for sequences of alternatives such that F 1 and F 2 2 In the bipartite or directed case
The researcher only needs to symmetrize the networks once.
are sufficiently different. The asymptotic sequence is based on a collection of models indexed by N ∈ N. Each model in the collection is as described in Section 2.1, with a corresponding testing procedure as described in Section 3. The parameters F 1 , F 2 , R, and α may all vary with N (subject to restrictions outlined below). Limits are with N → ∞. Network externalities are not considered in this section.
Assumptions and constructions
For convenience, the assumptions of Section 2.1 are collected in the following statement.
Assumption 1 (Specification): The adjacency matrices D 1 and D 2 are N × N symmetric random matrices with independent upper diagonal entries and zeros on the diagonal. The null hypothesis to be tested is
The following restriction on the test parameters is imposed.
Assumption 2 (Parameters):
This assumption nests three basic assumptions. The first is that the number of simulations used to construct the randomization distribution is not exponentially large relative to the number of agents. The second is that the size of the test is not exponentially small relative to the number of agents. The third assumption is that the size of the test is larger than the inverse of the number of simulations. I do not believe these assumptions to be restrictive in practice. The first two assumptions are used to ensure that the reference distributions generated by {T 2→2 (D 1,r , D 2,r )} r∈ [R] and {S ∞→1 (D 1,r , D 2,r )} r∈ [R] concentrate. See Section 4.2.4 for more detail. The third assumption is required be-
R+1 by construction. Thus if α(R + 1) < 1, the test will mechanically fail to reject H 0 , regardless of the choice of T or features of F 1 and F 2 .
The following constructions are required.
Constructions: T 2→2 (F 1 , F 2 ) and T ∞→1 (F 1 , F 2 ) are the two test statistics applied to the distribution functions F 1 and F 2 . They quantify the extent to which H 0 is violated. Larger distances correspond to more extreme violations. These distances are used to quantify how much of a violation of H 0 is required for the proposed tests to reject H 0 . This is the content of the following Theorems 1 and 2.
Consistency
Assumptions 1 and 2 are assumed throughout. The main consistency result for the test based on the 2 → 2 norm is given by Theorem 1.
Theorem 1: The α-sized test that rejects H 0 whenever
is uniformly consistent in power against alternatives that satisfy
In other words, the test (correctly) rejects H 0 with probability approaching 1.
The hypothesis of Theorem 1 has two rate conditions. The first rate condition states that T 2→2 (F 1 , F 2 )/τ → ∞. Intuitively, this condition implies that the size of the violation of H 0 (as given by T 2→2 (F 1 , F 2 )) exceeds the expected magnitude of the test statistic T 2→2 (D 1 , D 2 ) under H 0 (which is on the order of τ ). When the network is dense in the sense that, for some s ∈ R, F ij,1 (s) is uniformly bounded away from 0 and 1, it follows so long as The second rate condition states that τ / ln(N) → ∞. Intuitively, this condition is required so that the reference distribution generated by {T 2→2 (D 1,r , D 2,r )} r∈[R] concentrates around its expectation. It is satisfied if the network is not sparse in the sense that, for some s ∈ R, N ln(N ) F ij,t (s) and N ln(N ) (1 − F ij,t (s)) are uniformly bounded away from 0. In other words, agents have on expectation at least on the order of ln(N) connections. This suggests that the test based on the 2 → 2 norm is potentially poorly suited for sparse networks in which agents have on expectation only a bounded number of connections.
An analogous consistency result for the test based on the ∞ → 1 norm is the following.
Theorem 2: The α-sized test that rejects H 0 whenever
The two rate conditions in the hypothesis of Theorem 2 are similar to those in the hypothesis of Theorem 1. The first states that T ∞→1 (F 1 , F 2 )/σ → ∞. From the logic of Section 4.1, this is equivalent to requiring that S ∞→1 (F 1 , F 2 )/σ → ∞. The intuition behind this condition is also that the size of the violation of H 0 (as given by T ∞→1 (F 1 , F 2 )) exceeds the expected magnitude of the test statistics under H 0 (which is on the order of σ). When the network is dense in the sense that, for some s ∈ R, F ij,1 (s) is uniformly bounded away from 0 and 1, it follows so long as
The second rate condition states that σ/ ln(N) → ∞. This condition ensures that the reference distribution generated by {S ∞→1 (D 1,r , D 2,r )} r∈[R] ) concentrates around its expectation. It is also a statement about network density, and is satisfied if, for some s ∈ R, N 3 ln(N ) F ij,t (s) and N 3 ln(N ) (1 − F ij,t (s)) are uniformly bounded away from 0 and 1. In this case it is sufficient that agents have on the order of ln(N)/N 3 connections and the consistency result covers the setting in which agents have on expectation a bounded number of connec-tions. This suggests that the test based on the ∞ → 1 norm is better suited for detecting differences between sparse networks. This is corroborated by simulation evidence below.
Additional results
I supplement the consistency theorems with two additional results for context. The first result is that the rate conditions T 2→2 (F 1 , F 2 )/τ → ∞ and T ∞→1 (F 1 , F 2 )/σ → ∞ are close to necessary. This is made precise in the statement of Theorem 3. The second result is that the proposed tests are point-wise consistent over the class of weighted latent space models described in Section 2.1. This is given by Theorem 4.
Theorem 3: For any sequence of positive real numbers δ
The statement of Theorem 3 differs from that of Theorems 1 and 2 in two ways. The first is that the rate conditions in the subscript under the infima have been changed from
respectively. This means that the infima are taken over a (slightly) larger class of sequences of in H 1 . The second difference is the conclusion. The tests are no longer uniformly consistent in power. In particular, the limiting power of the tests may be no greater than α. To prove the theorem, the main work is in constructing a sequence of alternatives (F 1 , F 2 ) such that T 2→2 (F 1 , F 2 )/τ → 0 slower than any given sequence, and T 2→2 (D 1 , D 2 ) → d T 2→2 (D 1,r , D 2,r ) for any r ∈ [R].
The second additional result is that the two main consistency theorems imply a corresponding point-wise consistency result for a class of latent space models. Specifically,
for some square-integrable functions F t , independent and identically supported {w i } i∈[N ] , deterministic sequence ρ N → 0, and all i, j ∈ [N], t ∈ [2], and s ∈ R. Further suppose that The theorem is basically a corollary of Theorems 1 and 2 in that it is proven by verifying their hypotheses, although this requires some work. As discussed in Section 2.1, the latent space model is not uncommon in the network econometrics literature.
Two key lemmas
The proofs of Theorems 1-4 can be found in the appendix. The main work involves deriving the following bounds for the reference distributions generated by {T 2→2 (D 1,r , D 2,r )} r∈ [R] and
Lemma 1: For any fixed α ∈ [0, 1] with probability at least 1 − α
Lemma 2: For any fixed α ∈ [0, 1] with probability at least 1 − α
Specifically, the lemmas hold for any C 2→2 > 2 and C ∞→1 > 2π ln(1+ √ 2) > 7.14. They demonstrate that the reference distributions for T 2→2 and S ∞→1 generated by randomly exchanging the corresponding entries of the two adjacency matrices cannot be too big, even under H 1 . The upper bounds follow from the general recipe for bounding operator norms of random matrices specified in Chapter 2.3 of Tao (2012). The first step is to apply a variant of Talagrand's inequality (see Boucheron, Lugosi, and Massart 2013, Corollary 6.10) to bound the variation of these statistics around their expectation. This is the step that requires the first two conditions of Assumption 2: that ln(R) −ln(α) is on the order of ln(N). The second step is to bound the expectations using results from Bandeira and Van Handel (2016) and Gittens and Tropp (2009) . The corresponding lower bound for max r∈[R] T 2→2 (D 1,r , D 2,r ) has been known to the random matrix theory literature for some time. To my knowledge, the bound on max r∈[R] S ∞→1 (D 1,r , D 2,r ) is original.
Simulation evidence
This section demonstrates that the test based on the ∞ → 1 norm can be substantially more powerful than that based on the 2 → 2 when the adjacency matrices of the networks are row-heteroskedastic. That is, when the magnitude of {max s∈R j∈[N ] ν ij (s)} i∈[N ] varies greatly across i ∈ [N]. One way this difference shows up in the consistency results of Theorems 1 and 2 is through the rate conditions τ / ln(N) → ∞ and σ/ ln(N) → ∞. In particular, the following two scenarios given examples of settings in H 1 where σ/ ln(N) is relatively large and τ / ln(N) is relatively small. The test based on the 2 → 2 norm fails to detect the violation of H 0 but the test based on the ∞ → 1 norm does. The two scenarios are given by the sparse experiment and the degree heterogeneity experiment below. Both scenarios consider unweighted unipartite networks with no loops (symmetric, binary, and hollow adjacency matrices).
The sparse experiment
Sparsity is a common feature of many social and economic networks. For example, in many social network surveys it is common for most agents to report no more than a handful of social connections. The type of sparsity examined in this simulation is when F ij,t = O 1 N . To examine the impact of network sparsity on the power of the two tests, this subsection considers two Erdös-Renyi graph models. In these models, the adjacency matrices are {0, 1}valued with 1 − F ij,1 (0) = 8 N and 1 − F ij,2 (0) = 5 N for every i, j ∈ [N]. Agents in the first network have on average three more links (or 60% more links) than agents in the second network.
Applying the two tests to data simulated from the models with N = 100 and R = 1000 yields an average p-value for the test based on the 2 → 2 norm of approximately 0.25 and an average p-value for the test based on the ∞ → 1 norm of approximately 0.04. I conclude that the latter test is more powerful.
The degree heterogeneity experiment
Degree heterogeneity is another common feature of many social and economic networks.
For example, in production and collaboration networks it is common for a small number of agents to have a number of links that greatly exceed the sample average. The type of degree heterogeneity examined in this simulation is when j∈[N ] F ij,t varies nontrivially
To examine the impact of degree heterogeneity on the power of the two tests, this subsection considers two second-order stochastic blockmodels. In these models, the adjacency matrices are {0, 1}-valued with F 1j,1 (0) = F 1j,2 (0) = .5 for all j ∈ [N] and 1 − F ij,1 (0) = .2 and 1 − F ij,2 (0) = .15 for any i, j ∈ [N] \ [1]. Intuitively, agents in the first network have on average approximately 33% percent more links than in the second network. However, the high degree agent, agent 1, has about the same number of links in both networks.
Applying the two tests to data simulated from the models with N = 100 and R = 1000 yields an average p-value for the test based on the 2 → 2 norm of approximately .40 and an 
Empirical demonstration
This section provides two empirical examples using publicly available data. The data from the first example comes from the "Teenage Friends and Lifestyle Study" (see generally Michell and West 1996) Descriptive statistics about the two networks are provided in Table 1 . Specifically, the 3 The data can be found at https://www.stats.ox.ac.uk/~snijders/siena/Glasgow_data.htm and is similar in spirit to though considerably less comprehensive than the National Longitudinal Study of Adolescent to Adult Health dataset commonly used to study network peer effects in economics (see for instance Bramoullé, Djebbari, and Fortin 2009; Calvó-Armengol, Patacchini, and Zenou 2009; Goldsmith-Pinkham and Imbens 2013) . This table compares two social networks surveyed from 135 Scottish secondary students in the "Teenage Friends and Lifestyle Study." Two students are linked if one student reports being friends or best friends with the other. The two social networks compared correspond to the collections of links surveyed in the second and third waves of the study. It describes p-values for tests based on the absolute difference in average degree, the mean squared difference in agent degrees, the mean squared difference in eigenvector centralities, absolute difference in clustering coefficients, absolute difference in diameters, 2 → 2 norm of the entry-wise differences between the two networks' adjacency matrices, and semidefinite approximation to the ∞ → 1 norm of the entry-wise differences between the two networks' adjacency matrices. 
, and diameters of the largest connected component. The last two measures are scalars and so standard deviations are not reported. The table indicates that while the total number of links appear to be roughly the same for both networks, the second network is less interconnected than the first network (as measured by the eigenvector centrality, clustering, and diameter statistics). That these differences are unlikely to be explained by the null hypothesis is demonstrated in Table 2 . Table 2 reports the results of the randomization-based test proposed in Section 3 using seven test statistics. Specifically, it reports the p-value
The seven columns of the table each correspond to the p-value associated with one of the test statistics. The first five test statistics are the absolute difference in average degree, the mean squared difference in agent degrees, the mean squared difference in eigenvector centralities, absolute difference in clustering coefficients, and absolute difference in diameters of the two networks. The last two test statistics are T 2→2 and T ∞→1 as defined in Section 4.1. Table 2 suggests that the large differences in the clustering and diameters between the This table compares two social networks from "village 10" in Banerjee, Chandrasekhar, Duflo, and Jackson (2013) . Two agents are linked in the first network if they "engage socially" and linked in the second if they "borrow or lend money, rice, or kerosene." It describes the means and standard deviations for four measures of network structure: the sequence of agent degrees, eigenvector centralities, clustering coefficients, and diameters of the largest connected component.
two networks are unlikely to be independently drawn from the same inhomogeneous random graph model. These differences are also clearly identified by the two tests based on T 2→2 and S ∞→1 .
The data from the second example comes from Banerjee, Chandrasekhar, Duflo, and Jackson (2013) , in which the researchers survey information about a dozen social and economic connections between households in 75 villages in rural India. 4 This example uses data from the N = 77 households in village 10 and compares the social network in which two households are linked if a member of one of the households indicates that they "engage socially" with a member of the other household to the economic network in which two households are linked if a member of one of the households indicates that they "borrow money from," "borrow kerosene or rice from," "lend kerosene or rice to," or lend money to" a member of the other household. Table 3 contains the same summary statistics for these two networks as given in Table 1 . Table 3 indicates that the social and economic networks in this second example differ in two ways. The first difference is that the surveyed households have approximately one more economic links than social link (five instead of four links). The second difference is that there This table compares two social networks from "village 10" in Banerjee, Chandrasekhar, Duflo, and Jackson (2013) . Two agents are linked in the first network if they "engage socially" and linked in the second if they "borrow or lend money, rice, or kerosene." It describes p-values for tests based on the absolute difference in average degree, the mean squared difference in agent degrees, the mean squared difference in eigenvector centralities, absolute difference in clustering coefficients, absolute difference in diameters, 2 → 2 norm of the entry-wise differences between the two networks' adjacency matrices, and semidefinite approximation to the ∞ → 1 norm of the entry-wise differences between the two networks' adjacency matrices.
is more clustering in the economic network. The methodology of this paper suggests that both differences are unlikely to be generated by idiosyncratic error. This is demonstrated in Table 4 below. 
where X ij,s is the ijth entry of the matrix X s .
The upper bound follows inequalities by Talagrand (see Boucheron, Lugosi, and Massart 2013, Theorem 6 .10) and Bandeira and Van Handel (2016) . Specifically, let X be an N × N dimensional random symmetric matrix with independent and mean-zero entries above the diagonal and zeros on the main diagonal. The entries of X are absolutely bounded by 1. Then for any ε > 0, Talagrand's inequality implies
is convex in X by the triangle inequality.
Corollary 3.2 to Theorem 1.1 of Bandeira and Van Handel (2016) implies 
with probability greater than 1 − α. The claim follows.
Proof of Theorem 1: By the reverse triangle inequality,
Since {½ D1,r≤s − ½ D2,r ≤s } s∈R,r∈ [R] is a collection of no more than RN (N − 1) unique N × N dimensional random symmetric matrices with independent and mean-zero entries above the diagonal and zeros on the main diagonal, all absolutely bounded by 1, then Lemma 1 implies that for any α ∈ [0, 1] and γ ∈ [0, 1/2] 
The rate condition T 2→2 (F 1 , F 2 )/τ → ∞ then implies
½ Dij,1,r ≤s − ½ Dij,2,r ≤s ϕ j   2 eventually. The claim follows.
A.2 Theorem 2
The proof of Lemma 2 relies on the following inequality due to Grothendieck and Krivine (1979) . 
where H is an arbitrary Hilbert space and || · || H and < ·, · > H are the associated norm and inner product operators.
Proof of Lemma 2: Let X be an arbitrary N × N dimensional matrix. The lower bound then follows from 
where X ij,s is the ijth entry of matrix X s .
The upper bound also follows from Talagrand's inequality and an inequality due to Gittens and Tropp (2009) . Specifically, let X be an N × N dimensional random symmetric matrix with independent and mean-zero entries above the diagonal and zeros on the main diagonal. The entries of X are absolutely bounded by 1. Then for any ε > 0, Talagrand's inequality implies 
Since 
The rate condition T ∞→1 (F 1 , F 2 )/σ → ∞ then implies 
A.3 Theorem 3
Proof of Theorem 3: I demonstrate the claim for the test based on the 2 → 2 norm since the proof of that based on the ∞ → 1 norm is identical. The proof is constructive in that, for any sequence δ N → ∞, it specifies a specific sequence of distribution function matrices F 1 and F 2 , depending on δ N , such that The proof has three steps. The first step is to specify F 1 and F 2 . For an arbitrary ε > 0, define A 1−ε = [⌈(1 − ε) N ⌉] and A ε = [N ] \ A 1ε . That is, let A 1−ε index the first ⌈(1 − ε)N ⌉ agents in the sample and A ε the last ⌊εN ⌋. Suppose F ij,1 = F ij,2 for i, j ∈ A 1−ε with F ij,1 and F ij,2 uniformly bounded away from 0 and 1, F ij,1 = F ij,2 = 0 for i ∈ A ε and j ∈ A 1−ε (or i ∈ A 1−ε and j ∈ A ε ), and F ij,1 = 1 + F ij,2 for i, j ∈ A ε .
The second step is to fix ε = (δ N N ) −1/2 . Note that since T 2→2 is O (N ε) and τ is O( √ N ) by construction from the first step, it follows that T 2→2 (F 1 , F 2 )/τ → 0, but δ N T 2→2 (F 1 , F 2 )/τ → ∞.
The third step is then to apply the reverse triangle inequality so that 
A.4 Theorem 4
Proof of Theorem 4: The claim is proven by checking the hypotheses of Theorems 1 and 2. This is done in three steps. The first step is to demonstrate that the assumption that F 1 and F 2 disagree on an open set of R 3 that for some ε > 0 implies that T 2→2 (ρ N F 1 , ρ N F 2 ) ≥ ρ N N ε and T ∞→1 (ρ N F 1 , ρ N F 2 ) ≥ ρ N N 2 ε eventually. Specifically, the condition implies that there exists a τ ∈ R, δ > 0, and A, B ⊆ [0, 1] such that lim inf i∈[N ] P (w i ∈ A) > δ, lim inf i∈[N ] P (w i ∈ B) > δ and F 1 (τ, u, v) − F 2 (τ, u, v) > δ for all (u, v) ∈ A × B.
Consequently,
eventually where the first inequality follows from the fact that for any N × N dimensional matrix X (ρ N F 1 (s, w i , w j ) + ρ N F 2 (s, w i , w j ) − 2ρ 2 N F 1 (s, w i , w j )F 2 (s, w i , w j )) it follows that
The third step is to note that steps 1 and 2 imply that there exists some ε > 0 such that T 2→2 (ρ N F 1 , ρ N F 2 )/τ ≥ ρ N N ε and T ∞→1 (ρ N F 1 , ρ N F 2 )/σ ≥ ρ N N ε eventually so that T 2→2 (ρ N F 1 , ρ N F 2 )/τ → ∞ and T ∞→1 (ρ N F 1 , ρ N F 2 )/σ → ∞ so long as ρ N N → ∞. Since σ/ ln(N ) ≥ ε ρ N N 3 / ln(N ) eventually for some ε > 0, ρ N N → ∞ also implies that σ/ ln(N ) → ∞ and so the hypothesis of Theorem 2 is satisfied. Since for some ε > 0 τ / ln(N ) ≥ ε ρ N N/ ln(N ),
