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Laser beams projected from the ground to form sodium layer laser guide stars (LGSs) for adaptive optics (AO)
systems experience scattering and absorption that reduce their intensity as they propagate upward through
the atmosphere. Some fraction of the scattered light will be collected by the other wavefront sensors and causes
additional background in parts of the pupil. This cross-talk between different LGS wavefront sensors is re-
ferred to as the fratricide effect. In this paper we quantify the magnitude of four different sources of scattering/
absorption and backscattering, and we evaluate their impact on performance with various zenith angles and
turbulence profiles for one particular AO system. The resulting wavefront error for the Thirty Meter Telescope
(TMT) multi-conjugate AO (MCAO) system, NFIRAOS, is on the order of 5 to 20 nm RMS, provided that the
mean background from the fratricide effect can be calibrated and subtracted with an accuracy of 80%. We also
present the impact on system performance of momentary variations in LGS signal levels due to variations in
cirrus absorption or laser power, and we show that this affects the performance more than does an equal varia-
tion in the level of the fratricide. © 2010 Optical Society of America
OCIS codes: 010.1080, 010.7350.m
(
t
O
t
(
i
f
t
t
b
w
p
a
N
(
8
v
r
w
u
s
s
i
f
m
t
a
a. INTRODUCTION
urrent [1–3] and next-generation [4,5] ground-based as-
ronomical telescopes rely upon laser guide star (LGS)
daptive optics (AO) systems to mitigate the image blur-
ing due to atmospheric turbulence to achieve diffraction-
imited resolution. Sodium LGS multi-conjugate AO
MCAO) is a popular method for mitigating the image
lurring in a modest wide field of view (tens of arcsec to
–2 arcmin) by measuring the turbulence along several
ifferent directions and reconstructing a 3-D profile of the
urbulence.
When the laser beam passes through the atmosphere,
t will experience scattering and absorption that reduce
ts intensity as it propagates through the medium. Some
raction of the light lost due to scattering will be back
cattered in the direction of the transmitter. In a LGS
CAO system such as the Thirty Meter Telescope (TMT)
arrow-field infrared AO system (NFIRAOS), a fraction of
he back-scattered light from each of the laser beams ends
p being collected by WFSs observing the other LGSs.
his effect is generally referred to as the fratricide effect.
he fratricide effect is prominent mostly for MCAO sys-
ems that launch all the laser beams from near the center
f the primary mirror (e.g., behind the secondary mirror).
he effect is also stronger at higher zenith angles.
The important sources of scattering and absorption in
he atmosphere are Rayleigh scattering, ozone Chappius-
and absorption, aerosol, and cirrus cloud scattering. The
cattered (or re-emitted) light is usually not isotropic. The
o-called phase function describes the angular distribu-
ion of the scattered light. When the scattering particle is1084-7529/10/110A19-10/$15.00 © 2uch smaller than the wavelength of the incident photon
i.e., in the regime of Rayleigh scattering), the phase func-
ion is symmetric in the forward and backward directions.
n the other hand, when the scattering particle is similar
o or larger than the wavelength of the incident photon
i.e., in the regime of Mie scattering), the forward scatter-
ng is dominant. The aerosol and cirrus cloud scattering
all into this latter category and therefore does not con-
ribute significantly to the fratricide effect.
In this paper, we describe the methods for quantifying
he sources of scattering and/or absorption, as well as the
ack-scattered light that causes the fratricide effect. We
ill present the results on the impact of fratricide on the
erformance of MCAO systems at different zenith angles
nd seeing conditions. We have found that, for the TMT
FIRAOS system and the measured Mauna Kea 13N
MK13N) 25th and 50th percentile seeing profiles, with
0%-level calibration of the fratricide effect (assumes 20%
ariation within the period of updating pixel-processing
outines to account for the background), the incremental
avefront error is less than 10 nm RMS for zenith angles
p to 45 deg. We also present the results on the impact on
ystem performance due to momentary reduction of LGS
ignal levels due to increased absorption. A 20% reduction
n the laser return signal level as collected by the wave-
ront sensors has a greater impact on the system perfor-
ance than does the fratricide effect for most cases.
The remainder of the paper is organized as follows. Sec-
ion 2 describes the sources of the scattering/absorption
nd presents the calculation of their volume scattering/
bsorption coefficients and optical depth. Section 3 de-010 Optical Society of America
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A20 J. Opt. Soc. Am. A/Vol. 27, No. 11 /November 2010 Wang et al.cribes the modeling of the wavefront sensor images due
o the fratricide effect. Section 4 presents the results.
. SOURCES OF FRATRICIDE AND THEIR
PTICAL DEPTH
n order to quantify the fratricide effect, we first need to
ompute the volume scattering/absorption coefficients
nd corresponding optical depth for the various atmo-
pheric constituents that are relevant for this study.
. Rayleigh Scattering
he total Rayleigh-scattering cross-section per molecule,
, is given by the following formula [6–9]:
 =
243ns
2 − 12
4Ns
2ns
2 + 226 + 3n6 − 7n , 1
here Ns and ns are the molecular number density and
he refractive index of standard air, respectively. Stan-
ard air is defined as dry air containing 0.03% CO2 by vol-
me, at normal pressure 760 mm Hg or 101325 Pa, and a
emperature of 15°C. According to Lorenz–Lorentz and
lausius–Mossotti theory, the quantity ns
2−1 / ns
2+2 is
roportional to the molecular number density Ns, and
herefore  is actually independent of both ns and Ns,
hich makes sense. The last term,
Fk =
6 + 3n
6 − 7n
, 2
s the King correction factor, computed from the depolar-
zation factor n, which is a function of . This term ac-
ounts for the anisotropy of the air molecules.
The amount of scattering for a volume of gas in the at-
osphere is characterized by the total Rayleigh volume-
cattering coefficient ,
,h =Nh, 3
here Nh is the number density as a function of altitude
. The light loss during radiation transfer is
dI
I
= − ,hdh, 4
hich gives
Ih = Ih0exp−
h0
h
,hdh . 5
he value of the integral is conveniently called the optical
epth ,
,h0 =
h0

,hdh, 6
or light passing from free space and arriving at altitude
0. For the laser beacon launched from the observatory,
e have,h0 =
ht
h0
,hdh, 7
here ht is the altitude of the transmitter.
The angular distribution of the scattered light is de-
cribed by the Rayleigh phase function Pray. For un-
olarized incident radiation, Pray is simply
Pray =
3
4
1 + cos2 . 8
owever, because molecular anisotropy also affects the
ngular distribution of Rayleigh-scattered light, a more
ccurate formula is given by
Pray =
3
41 + 2	
1 + 3	 + 1 − 	cos2 	, 9
ith
	 =
n
2 − n
. 10
he angular volume-scattering coefficient  ,h , is
hen
,h, = ,h
Pray,
4
. 11
For the sodium laser wavelength at 589 nm, 	=1.395
10−2; therefore
Pray = 0.73
 1.0418 + 0.986 cos2 . 12
. Standard Air at 15°C
or standard air, we have
s =Ns. 13
he value of  is adopted from [9]:
 = 589 nm = 3.304
 10−27 cm2. 14
he molecular number density for standard air is
Ns = 2.54743
 10
19 cm−3, 15
herefore
s = 589 nm = 8.406519
 10−3 km−1. 16
. Real Air Using the U.S. Standard Atmosphere
odel
he U.S. standard atmosphere model [10] treats the air
s dry, ideal gas. The Rayleigh volume-scattering coeffi-
ient for the standard atmosphere model is related to the
tandard s as
,h = s
Nh
Ns
= s
Ph
Ps
Ts
Th
, 17
here Ps and Ts represent the reference pressure and
emperature, Ps=101325 Pa, and Ts=288.15 K.
The U.S. standard air model describes the annually av-
raged atmospheric temperature using seven layers. For
ach layer, the temperature changes approximately lin-
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Wang et al. Vol. 27, No. 11 /November 2010 /J. Opt. Soc. Am. A A21arly with altitude with a lapse rate. Table 1 lists the
emperature and pressure properties of each layer. We
se this standard air model to approximate the air above
auna Kea. The error in the computed optical depth
aused by this approximation is within 1% in comparison
ith results by others and can be ignored for our pur-
oses.
Let hi be the base altitude of layer i; the temperature in
hat layer is given by
T = Ti + ih − hi, 18
here Ti is the standard temperature (base) at the bot-
om of that layer and Li is the lapse rate as previously
entioned. From the ideal gas law, P=RT. From the hy-
rostatic equilibrium we have
dP
dh
= − g = − g
P
RT
= −
g
R
P
Ti + ih − hi
, 19
r
dP
P
= −
g
R
dh
Ti + ih − hi
. 20
herefore,
Table 1. U.S. S
ayer
i
Base
Altitude hi
(Km)
Standard
Temperature
Ti (K)
0 0 288.15
1 11 216.65
2 20 216.65
3 32 228.65
4 47 270.65
5 51 270.65
6 71 214.65
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ig. 1. (Color online) Temperature and pressure distribution of
he U.S. standard atmosphere.P
Pi
= 
1 +
ih − hi
Ti
−g/Ri =  TTi
−g/Ri
, i 0
exp− gh − hiRTi  , i = 0  .
21
The constants used here are g=9.80665 ms−2, R
8.31432 J/ mole·K /0.0289644 kg/mole
287.053 J/ kg·K. The change of g is neglected since the
ltitude is small compared with the radius of the Earth.
Based on the above information, we are ready to com-
ute the Rayleigh volume-scattering coefficient and the
ptical depth at any altitude. Figure 1 shows the vertical
rofile of air temperature and barometric pressure in the
ltitude range of interest. Figure 2 plots the Rayleigh
olume-scattering coefficients and up-link optical depth
s a function of the distance above the TMT MK13N site
t an altitude of 4050 m. The total Rayleigh optical depth
rom MK13N up to free space is about 0.0443.
A direct fit to the Rayleigh volume-scattering coeffi-
ients for the standard atmosphere model at 0.589 m
bove the TMT MK13N site gives
ard Air Model
emperature
apse Rate i
(K/km)
Static
Pressure Pi
(Pa)
Back-Scatter
Coefficient
Scaling
Pi
Ps
Ts
Ti
−6.5 101325 1.0000
0.0 22632.1 0.2971
1.0 5474.89 0.0719
2.8 868.019 0.0108
0.0 110.906 0.0012
2.8 66.9389 0.0007
−2.0 3.95642 0.0001
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ig. 2. (Color online) Volume-scattering coefficient and optical
epth for Rayleigh, ozone Chappius band, and aerosol scattering
omputed above the TMT MK13N site.tand
T
L
w
6
t
B
T
l
m
o
o
w
c
s
d
i
r
s
r
l
d
C
A
g
t
b
e
a
c
a
t
h
v
p
5
t
c
o
T
S
o
a
m
e
p
s
(
a
a
p
s
0
t
D
C
l
h
a
c
a
a
g
t
o
c
l
s
E
F
c
i
M
t
T
m
w
3
H
m
t
t
w
A22 J. Opt. Soc. Am. A/Vol. 27, No. 11 /November 2010 Wang et al.h = 0.00599 exp− h/6.9491, 22
here h is expressed in kilometer. The scale height is
.95 km. The precise values are used during the compu-
ation, instead of this fit.
. Chappius Band of Ozone Absorption
he Chappius band of ozone is the wavelength band of
ight absorbed by ozone in the visible region, approxi-
ately 380–750 nm. (The ultraviolet absorption region of
zone is called the Hartley–Huggins band.)
The vertical distribution of the numerical density of
zone [11] can be approximated by
NO3h = 5.7
 10
18 exp„− logh − 3.25	/0.262… m−3,
23
ith h in kilometers. The absorption cross section [12] is
O3 = 4.8
 10
−25 m2. 24
The volume absorption coefficient and the optical depth
an be calculated in the same way as the Rayleigh back
cattering. Figure 2 shows the result. The total optical
epth for ozone Chappius band absorption above MK13N
s about 0.0331.
The stratospheric ozone does not play an important
ole in the overall molecular back scattering because the
tratosphere is in a state of local thermodynamic equilib-
ium, which implies that the time between molecular col-
isions is shorter than that of spontaneous emission of ra-
iation. Therefore we just set the phase function to zero.
. Aerosol Scattering
tmospheric aerosols are very diverse. They include tiny
rains of mineral dust stirred up from the ground, par-
icles of salt left when droplets of sea spray evaporate,
acteria, pollen grains, mold spores, other biosol particles,
tc. Most of these are produced at or near ground level
nd are washed out of the atmosphere by condensation of
loud droplets on them, followed by precipitation. The
erosols all tend to be concentrated in the lowest part of
he atmosphere. An exponential distribution with scale
eight of about 1.5 km is a rough approximation to their
ertical distribution [13].
At the Gemini website [14], the overall extinction for
hotometric air is roughly m=0.11 mag/airmass at
89 nm for Mauna Kea. The conversion between extinc-
ion expressed in magnitude m and optical depth  can be
omputed by
e− = 10−m/2.5, 25
r
 = 0.9210m. 26
herefore, the optical depth at Mauna Kea is about 0.10.
ubtracting the optical depth of Rayleigh scattering and
zone Chappius band absorption, the optical depth for
erosol is about 0.0226, which is in agreement with the
easurements in [15].
The phase function of aerosol scattering is very differ-
nt from that of Rayleigh scattering, since the aerosol
article sizes that have strong scattering are generally as-umed to be close to the wavelength of scattered light.
This assumption will be verified when data become avail-
ble.) The wavelength dependence of aerosol scattering is
lmost inversely proportional to the wavelength (−1.2
ower law is often used) [13]. The fraction of back-
cattered light PAerosol /4 in units of per solid angle is
.0035 str−1, roughly 40 times smaller than 0.12 str−1 of
he Rayleigh scatter.
. Cirrus Clouds
irrus clouds are ice clouds that form at temperatures be-
ow −40°C [16]. Near the tropics, as is Mauna Kea, cirrus
appens above 8 km, with a mean altitude of 13.5 km
bove sea level. The mean thickness is 1.6 km. The verti-
al distribution can be approximated by a Gaussian. The
verage value for the total optical depth is about 0.22. For
reference, the cirrus cloud frequency over the Hawaii re-
ion in the period October/November 2003, obtained from
he ICESat/GLASS and MODIS/Terra missions is on the
rder of 25% [see Figs. (3a) and 3(b) in [16]]. The sizes of
irrus ice particles are larger than or similar to the wave-
ength of visible light, so the fraction of back scatter is
imilar to that of aerosol scatter.
. Summary
igure 2 plots the volume scattering/absorption coeffi-
ients and up-link optical depth of the four effects exclud-
ng cirrus as a function of the distance above the TMT
k13N site at an altitude of 4050 m. Table 2 summarizes
he contributions of these four sources to optical depth.
emporal variations in cirrus and aerosols will affect at-
ospheric transmittance much more than back scatter
ill, for typical particle size distributions.
. FRATRICIDE MODELING
ere we are going to ignore the diffraction effects and will
odel the fratricide using geometric optics. The light in-
ensity in the sky on a horizontal plane at range h above
he telescope is
Ix,h = e−h
i=1
N
Iix,h = e−h
i=1
N
iLix, 27
Lix = circx − ri + hiRLLT 

exp− x − ri + hi222  , 28
here x is the coordinate on the horizontal plane; r , 
Table 2. Total Optical Depth Contributions from
Rayleigh, Ozone Chappius Band, Aerosol
Scattering, and Cirrus Clouds
Source Optical Depth
Rayleigh 0.0443
Ozone 0.0331
Aerosol 0.0226
Cirrus 0.2200i i
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Wang et al. Vol. 27, No. 11 /November 2010 /J. Opt. Soc. Am. A A23re the location and the beam direction of the laser
aunch telescope for WFS i, respectively, and therefore
i+hi is the center of the beam on the plane at range h;
LLT is the radius of the clear aperture of the laser launch
elescope; and, finally,  describes the width of the Gauss-
an laser beam. N is the number of LGS WFSs (N=6 for
FIRAOS), Lix is the beam intensity function for the
aser launch telescope for WFS i as further described in
ubsection 7.A, and, finally,  is the on-axis intensity of
he laser beam at the ground level in units of power per
nit area in units of W m−2, computed from the laser
ower and the total transmittance of the uplink LGS fa-
ility optics. The intensity Ir ,h also has units of power
er unit area. The function h is one-way up-link sky op-
ical depth, which is related to the volume scattering/
bsorption coefficient h by
h =
ht
h
dhh. 29
he scattered light intensity back toward the telescope is
Rx,h = e−hh,Ix,h, 30
here h ,=hP /4	 is the volume back-
cattering/absorption coefficient as described in Section 2,
nd the additional factor of e−h is due to the light loss
hen the scattered light propagates back downward. The
cattered light intensity Rx ,h has units of power per
nit volume per unit solid angle, W m−3 sr−1.
The integrated intensity of the scattered light on LGS
FS j, subaperture k, pixel l, is then
Pjkl = 	t ddjkl  dxSjkx  dhRx + h,h,
31
here 	t is the total optical throughput of the telescope
nd the LGS path in the instrument, djkl is the detec-
or pixel influence function [the field-of-view (FOV) func-
ion of the pixel], Sjkx is the subaperture pupil function,
nd x is the pupil plane coordinate. We rewrite this equa-
ion as
Pjkl = 	t ddjk −jkl  dxS0x − xk
· dhe−2hh,
i=1
N
iLix + h
= 	t
i=1
N
i dhe−2hh,
· ddjk  dxS0xLix + xk + h + hjkl,
jkl =
rj − xk
H
+l, 32
here jkl is the center of the FoV for pixel l in subaper-
ure k for WFS j, rj is the location of the guide star for
FS j on sky, H is the height of guide star, and  is thelngular offset of pixel l in its subaperture (expressed in
he global x–y coordinate system). The transmittance
−2h comes from the upward and downward light loss.
he pixel function djk defines the boundary of the pixels
n subaperture k of WFS j for the polar coordinate CCD.
0x is the rectangular function defining the subaper-
ure.
Let’s treat the final line of Eq. (32) in detail. Define
ijklh as
Pijklh = 	t ddjk  dxS0xLix + xk + h + hjkl.
33
his equation contains two convolutions over  and x. We
ewrite the integral as
Pijklh = 	t ddjk  dSˆ0

 dx e2i·xLix + h + xk + hjkl
= 	t dSˆ0Lˆi−   ddjke−2ih

exp− 2i · xk + hjkl	
= 	tF−1Sˆ0Lˆi− dˆjkh	− xk − hjkl. 34
his is the inverse Fourier transform of the product of the
ourier transforms of (i) subaperture function S0, (ii) LLT
eam amplitude function Li, and (iii) detector pixel influ-
nce function djk, evaluated at locations determined by
he subaperture position and the pixel line of sight.
In Appendix A, we describe the computation of the Fou-
ier transform of LLT pupil amplitude function Li, subap-
rture function S0, and detector pixel influence function
jk. Substituting those results, (assuming an un-
runcated Gaussian laser beam), we get
Pijklh = 	tF−122 exp− 2222	d2 sinckxdsinckyd
· 2 sinchkx cos  + ky sin 	sinchkx sin 
− ky cos 	 · exp− 22blur
2 h2kx
2 + ky
2	ri + hi
− xk − hjkl. 35
e can see that Pijklh is dependent only on the separa-
ion between the center of the laser beam ri+hi and the
apped detector pixel location xk+hjkl at range h,
hich makes sense.
Figure 3 shows the LLT beam intensity function, the
ubaperture function, the detector pixel influence func-
ion (magnified 100 times), and the function Pijkl for two
ffected subapertures at two different ranges. Plots of the
ame type are plotted in the same scale for these two
anges. It is clear that the maximum intensity is indepen-
ent of the range h, although the number of illuminated
ixels and thus the total intensity varies roughly with
−2.
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A24 J. Opt. Soc. Am. A/Vol. 27, No. 11 /November 2010 Wang et al.It is worth noting that the Fourier transform of the
ubaperture function Sˆ0 is much narrower than the pixel
nfluence function dˆjk for our setup; thus we can ignore
he radial orientation of the detector pixels in the polar
oordinate CCD that will be used for NFIRAOS. As a con-
equence, we need to perform only one Fourier transform
t each range h, which saves a lot of computation. The
elative error caused by this simplification is on the order
f 10−5.
. TIME-CONSTANT BACK-SCATTER
ALUES
. Parameter Summary
e are assuming constant back-scatter patterns that are
ndependent of time. This assumption is valid as long as
ig. 3. (Color online) Plot of the LLT beam intensity function, th
00 times), and the function Pijkl for a sample subaperture. The
0 km layer.he variations have a time scale of minutes or more, be-
ause the LGS pixel processing algorithm parameters are
pdated at a rate of about 0.1 Hz. We are using the
FIRAOS asterism geometry, which is an order 60
60
ual-conjugate AO system with six LGS WFS arranged in
pentagon with 35 radius plus one more on axis. Each of
he six LGSs has a laser power of 25 W. They are all
aunched from a single LLT of diameter 0.4 m behind the
MT secondary mirror. The total transmittance of the up-
ink LGS facility is 0.75. Each LGS WFS is employing a
adial format CCD, where pixels in each subaperture are
ligned along the direction of elongation to minimize the
equired number of pixels. Each pixel has 0.5
0.5 FoV.
he total transmittance of the telescope and the LGS
ath in the instrument is 0.81
0.54=0.44. The column
ensity of the sodium atoms is assumed to be 3
perture function, the detector pixel influence function (magnified
o rows are for a 15 km layer, and the bottom two rows are for ae suba
top tw
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Wang et al. Vol. 27, No. 11 /November 2010 /J. Opt. Soc. Am. A A251013 ions/m2. The unsaturated coupling efficiency be-
ween the scattered photon counts per second per steradi-
ns of a single atom and the laser power density is
44 photons/s / W/m2 / ion/sr. The equivalent transmit-
ance due to imperfect laser beam quality is assumed to
e 0.8. Based on these parameters, we obtain a total of
00 photon detection events per subaperture per frame at
00 Hz at zenith for sodium LGS return. The coupling ef-
ciency value of 144 is slightly larger than the TMT re-
uirement of 130, because we maintained the signal level
s the TMT requirement but are using a smaller atmo-
pheric transmittance of 0.78 instead of 0.84 than in the
MT requirement. Constrained matched filter [17] is used
o precess the subaperture images to get wavefront gradi-
nt measurements. The constrained matched filter has
etter performance than centroid algorithms when noise
Fig. 4. (Color online) Back-scatter images for the NFIr bright background is present, especially on pixels
here the weighting used by the matched filter is low.
. Back-Scatter Images
igure 4 shows the back-scatter images (excluding so-
ium layer return) for the four different sources except
zone, with telescope at zenith. The sub-image at the lo-
ation of each subaperture is the subaperture image of
ize 15
6 along the radial/azimuthal direction. Only
FS 1 (on axis) and 3 (off axis) are shown. The other
FSs will be similar to the image of WFS 3 with a rota-
ion according to the geometric orientation. The Rayleigh
ack scatter is the dominant term. The aerosol and cirrus
cattering are concentrated in the inner subapertures be-
ause of low-altitude origin and weak back-scatter phase
LGS WFS parameters in units of photons/frame/pixel.
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ll four sources.
. Histograms of Signal Levels
igure 5 also shows the histogram of the total back-
cattered signal levels in each subaperture (excluding so-
ium layer return). The last bin contains the signal levels
p to the maximum value. Recall that the LGS signal
evel will be about 900 photon detection events per sub-
perture for the median sodium column density and the
pecified laser power and sodium coupling efficiency. The
umber of pixels in each subaperture varies from 6
6 to
Fig. 5. (Color online) Total back-scatter image
Table 3. Impact of Fratricide on NFIRAOS P
Cn
2 Profile 25%
Zenith angle (deg) 0 30
No fratricide LGS WFE (nm) 94.6 106.1
Not calibrated Incr. WFE (nm) 9.8 15.5
Not calibrated Ruined subaps. 2.7% 4.1%
80% calibrated Incr. WFE (nm) 3.6 4.0
80% calibrated Ruined subaps. 0.4% 0.7%
100% calibrated Incr. WFE (nm) 3.01 3.61
100% calibrated Ruined subaps. 0.2% 0.4%
aFour turbulence seeds with 500 time steps each are used to do the averaging.5
6 in the real detector, but in simulations we are as-
uming that all subapertures have 16
6 pixels.
. IMPACT ON NFIRAOS PERFORMANCE
he impact of the back scattering on NFIRAOS perfor-
ance is evaluated with the TMT MK13N site 25% and
0% Cn
2 profiles, and telescope zenith angles at 0, 30, 45,
nd 60 deg. The results are shown in Table 3. The con-
trained matched filter and the wavefront reconstructor
re updated by taking into account the increased Poisson
oise (and background if not fully calibrated), to account
its of photons/frame/pixel and their histogram.
mance with MK13N 25% and 50% Cn
2 Profilea
50% Mk13N
5 60 0 30 45 60
0.2 193.7 118.0 131.5 159.7 234.0
.2 84.3 11.8 19.7 38.9 116.8
% 12.0% 2.7% 4.4% 7.3% 12.5%
.8 20.5 1.4 4.7 10.3 30.6
% 4.3% 0.4% 0.7% 1.5% 4.6%
03 13.5 3.0 4.8 6.5 18.9
% 1.8% 0.2% 0.4% 0.7% 1.8%erfor
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he following describes each case in the table in detail.
• Case “No fratricide”: the baseline where no back
catter is considered.
• Case “Not calibrated”: the worst case where the frat-
icide scattering pattern changes so quickly that it cannot
e calibrated.
• Case “80% calibrated”: the most realistic case where
he fratricide varies in the short term but can be cali-
rated at the 80% level.
• Case “100% calibrated”: the best case where the frat-
icide scattering pattern is very stable so that it can be
ompletely calibrated during the matched-filter updating
hrough LGS beam dithering. Only the photon noise is in-
uencing the performance.
The incremental wavefront error is computed as the
uadrature difference between each case and the baseline
ase where no fratricide effect is considered. For the base-
ine, the wavefront error in LGS controlled modes are
hown in units of nanometers. For the other cases with
ratricide effect included, the quadrature difference be-
ween the wavefront error in LGS controlled modes in
hat case and the baseline case is shown in units of na-
ometers. The percentages of ruined subapertures are
lso shown, which refer to those that have the measure-
ent error (in milliarcsec) at least doubled due to the
ratricide effect. For wavefront error numbers below
nm, the numerical noise in simulation and averaging
ecomes important and the numbers should not be com-
ared literally.
. Sensitivity to Change in Sodium Return Signal Level
he change in thickness of cirrus clouds or change in the
utput of the laser itself will cause the LGS sodium re-
urns to vary. The change in cirrus and aerosol optical
epth changes the total transmittance, but not the back
catter, appreciably. Table 4 shows the performance im-
act when the total LGS signal level changes by ±20%
rom the nominal level for the MK13N 25% and 50% pro-
les at various zenith angles. We assume that the change
f signal level is at high frequency so that the constrained
atched filter is not able to track the change. At low ze-
ith angles, a 20% increase in the signal level has a
maller performance impact than reduction in the signal
evel, because the reduction in signal level causes not only
mismatch between the matched filter and the actual
FS images but also a reduction in the signal-to-noise ra-
io, while the increase in signal level improves the signal-
o-noise ratio. The impact on performance is manageable
or changes within ±20%. When statistics on cirrus opti-
Table 4. NFIRAOS Performance Variations
MK13
Cn
2 Profile 25%
Zenith angle (deg) 0 30
WVE with no signal level change 94.6 106.1
Incremental WVE with 20% reduction 20.0 18.6
Incremental WVE with 20% increase −5.4 −6.1
aThe pixel processing matched filter is not aware of this change. Four turbulenceal depth are available, we will evaluate the performance
mpact using actual signal-level-variation statistics.
. CONCLUSION
e have presented an analysis on fratricide effects,
aused mainly by Rayleigh back scattering, and showed
hat the performance impact is less than 10 nm (qua-
ratic increase in wavefront optical path difference error)
or zenith angles up to 45 deg. The lower sensitivity to
oise of the constrained matched filter used for the pixel
rocess is a major advantage compared with other cen-
roiding algorithms. The constrained matched filter puts
ost of its weights on pixels where the reference image
the time-averaged subaperture image) has large values
nd changes most as tip/tilt varies. The increased back-
round due to Rayleigh back scattering on pixels where
he weights are small does not appreciably affect the gra-
ient measurements.
We also presented the simulation results on signal level
ariations and showed that a 20% reduction in signal
evel causes about 20 nm (quadratic increase) error,
hich is more severe than the fratricide effect with tele-
cope zenith angles up to 45 deg for the TMT NFIRAOS
ystem.
PPENDIX A
. Fourier Transform of the LLT Pupil Amplitude
unction Li
he Fourier transform pupil amplitude function for a
aussian beam,
Lix = exp− x − ri + hi/22	, A1
an be computed analytically:
Lˆi = 22 exp− 2222 − 2i · ri + hi	, A2
ut for the truncated beam, it has to be computed numeri-
ally.
. Fourier Transform of the Subaperture Function S0
he subaperture mask function is a rectangular function
hat defines the pupil of a subaperture, i.e.,
S0x =  x/d  y/d. A3
he Fourier transform is simply
Sˆ0 = d2 sinckxdsinckyd, A4
here
Different Sodium Return Signal Levels for
ofilea
50% Mk13N
5 60 0 30 45 60
0.2 193.7 118.0 131.5 159.7 234.0
.0 20.3 22.6 22.0 17.1 23.6
.4 25.7 3.4 6.5 9.6 33.2
ith 500 time steps each are used to do the averaging.with
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sinx
x
. A5
. Fourier Transform of the Detector Pixel Influence
unction
e define the detector pixel influence function in a polar
oordinate CCD in the local coordinate system with axes
ligned along the radial and azimuthal directions. The
ixel function can be modeled as a rectangular function
hat defines the edge of the pixel, convolved by a Gauss-
an blurring function that models the charge diffusion:
djk ra =  r/  a/ 
1
2blur
2

 exp− r
2 + a
2/2blur
2 	. A6
he Fourier transform of this model is
dˆura = 2 sincursincuaexp− 22blur
2 ur
2 + ua
2	.
A7
he relation between the coordinates in the local radial–
zimuthal coordinate system and the global Cartesian
ystem is
ra =R
Txy, A8
here R is the transformation matrix for a rotation of
ngle :
R = cos  − sin sin  cos   . A9
herefore
djkxy = djk R
Txy, A10
nd its Fourier transform is
dˆjkuxy = dRradjk raexp− 2iRraTuxy	
= R
−1  dradjk raexp− 2iraT RTuxy	
= dˆjk R
Tuxy, A11
r, more explicitly,
dˆjkuxy = 2 sincux cos  + uy sin 	sincux sin 
− uy cos 	
 exp− 22ux
2 + uy
2blur
2 	.
A12
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