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Abstract
Supersymmetry plays a main role in all current thinking about superstring theory. Indeed,
many remarkable properties of string theory have been explained using supersymmetry as
a tool. In this dissertation, we review the basic formulation of supersymmetric quantum
mechanics starting with introducing the concepts of supercharges and superalgebra. We
show that, if there is a supersymmetric state, it is the zero-energy ground state. If
such a state exists, the supersymmetry is unbroken otherwise it is broken. So far, there
has been no unbroken supersymmetry observed in nature, and if nature is described by
supersymmetry, it must be broken. In fact, supersymmetry may be broken spontaneously
at any order of perturbation theory, or dynamically due to non-perturbative effects. The
goal of this dissertation is to study the methods of supersymmetry breaking. For this
purpose, special attention is given to discuss the normalization of the ground state
of the supersymmetric harmonic oscillator. Then we explain that perturbation theory
gives us incorrect results for both the ground state wave function as well as the energy
spectrum and it fails to give an explanation to the supersymmetry breaking. Later in
the dissertation, a review of the uses of instantons in quantum mechanics is given. In
particular, instantons are used to compute the tunneling effects within the path integral
approach to quantum mechanics. As a result, we give evidence that the instantons,
which are a non-perturbative effect in quantum mechanics and can not be seen in
perturbation theory, leads to calculate the corrections to the ground state energy and
provides a possible explanation for the supersymmetry breaking.
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Introduction
There are two major topics discussed in this dissertation. The first is supersymmetry
in quantum mechanics, the second is the path integral realization of instantons in both
real-time as well as Euclidean-time.
Supersymmetry, often abbreviated SUSY, is a quantum mechanical space-time symmetry
mapping particles and fields of integer spins, the bosons, between particles and fields of
half-integer spins, the fermions, and vice versa [1]. In 1971, supersymmetry was first
introduced by Gel’fand and Likhtman, Raymond, and Neveu and Schwartz, and later
it was rediscovered by other groups [2, 3]. Supersymmetric quantum mechanics was
developed by Witten in 1982 [4], as a toy model to test the breaking of supersymmetry.
In general, supersymmetry plays a main role in the modern understanding of theoretical
physics, in particular, quantum field theories, gravity theories, and string theories [5].
The path integral formulation of quantum mechanics offers an alternative point of view
on quantum field theory [6]. In 1948, the path integral method was first developed by
Richard Feynman [7]. The path integral formulation of quantum mechanics leads to a
new and deeper understanding of the relation between quantum and classical mechanics.
As well, it provides new tools to study quantum mechanics in the semi-classical limit [8].
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This dissertation is structured as follows: in chapter 2, we start by introducing the algebra
of anticommuting (Grassmann) variables. Next, we study the problem of a harmonic
oscillator with fermionic as well as bosonic fields using the usual quantum mechanical
operators method. Then, we consider supersymmetric classical mechanics and study
generalized classical Poisson brackets to Dirac brackets and quantization rules in order
to introduce the superalgebra. Furthermore, the formalism of supersymmetry in quantum
mechanics is introduced. Subsequently, we give a general background in the concepts
and methods of supersymmetric quantum mechanics. This followed by providing more
specific study of the ground state of the supersymmetric harmonic oscillator.
In chapter 3, we first give a brief review of the basic concepts of the path integral
formulation of quantum mechanics. This is followed by introducing the concept of
Euclidean path integral. To exemplify the use of the path integral method, we discuss
the harmonic oscillator problem. Later the instanton method is described and applied
to quantum mechanics of a double-well potential. Instanton effects are responsible for
one of the most important quantum mechanical effects: tunneling through a potential
barrier. Tunneling is discussed from the path integral point of view using the instantons
method. Real-time path integral realization of instantons is considered in the last section
of this chapter. Our conclusion is given in chapter 4. For completeness, some needed
derivations are broadly outlined in the appendix.
Finally, it needs to be pointed out that the purpose of this dissertation is to provide a clear
and simple introduction of the topics of supersymmetry and path integral formulations
in quantum mechanics. However, the dissertation is constructed to be comprehensible
and understandable to someone with a decent background in quantum mechanics, but
no previous knowledge of either supersymmetry nor path integrals.
2
Supersymmetric Quantum Mechanics
Supersymmetry is a symmetry that relates bosons to fermions [2]. In particular, it is
possible to introduce operators that change bosons which are commuting variables into
fermions which are anticommuting variables and vice versa [9]. Supersymmetric theories
are then theories which are invariant under those transformations [10]. The supersym-
metry algebra involves commutators as well as anticommutators [11]. In this chapter,
the main mathematical structure which involves supersymmetric quantum mechanics
is derived starting with explaining the basic idea of supersymmetry and followed by
introducing the necessary framework to make a supersymmetric theory.
2.1 Grassmann Numbers
The ideas in this section were introduced in [12, 13, 14, 15]. Supersymmetric theories
necessarily include both bosons and fermions. Indeed we let to consider a system that
includes both bosonic and fermionic degrees of freedom. The supersymmetry algebra is
a mathematical formalism for describing the relation between bosons and fermions, we
will discuss this later in Section 2.4.
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In quantum mechanics, bosons are integer spin particles which obey Bose-Einstein statis-
tics. The bosonic operators satisfy the usual commutation relations
[qi, qj ] = 0 ⇐⇒ qiqj − qjqi = 0. (2.1)
On the other hand, Fermions are half-integer spin particles characterized by Fermi–Dirac
statistics and obey the Pauli exclusion principle. Fermions can be described by Grass-
mann variables, which are anticommuting objects. So it is important to describe the
main characteristic properties of Grassmann number.
(i) Two Grassmann numbers, ψ1, ψ2 satisfy the following anticommutation relations
{ψi, ψj} = 0 ⇐⇒ ψiψj + ψjψi = 0. (2.2)
(ii) The above relations imply ψ2i = 0.
(iii) Grassmann numbers commute with ordinary numbers. Therefore, a Grassmann
number ψ and an ordinary number of q must satisfy the commutation relation
[ψ, q] = 0 ⇐⇒ ψq = qψ. (2.3)
(iv) A Grassmann number, ψ, is called real if ψ∗ = ψ and imaginary if ψ∗ = −ψ.
2.2 Harmonic Oscillator
In this section, we will describe the formalism of the one–dimensional harmonic oscillator
which consists of a combination of bosonic and fermionic fields. There are many excellent
reviews on this subject, we refer the reader to them for more and complete expositions
[3, 16, 17, 18]. We begin by considering the Lagrangian formulation for the bosonic and
fermionic harmonic oscillator
L =
1
2
(
q˙2 + iψαδ
αβψ˙β + F
2
)
+ ω (iψ1ψ2 + qF ) , (2.4)
where q(t) and F (t) are real bosonic fields, ψα(t) (with α ∈ {1, 2}) are real fermionic
fields, ω is a real parameter, δαβ is the Kronecker delta and we used the Einstein
summation convention.
It is straightforward, using the classical equation of motion for F +ωq = 0, to eliminate
F from Eq. (2.4) and obtain the equivalent Lagrangian
L =
1
2
(
q˙2 + iψαδ
αβψ˙β − ω2q2
)
+ iωψ1ψ2. (2.5)
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Then using the Legendre transformation from the variables {q, q˙, ψ, ψ˙} to {q, p, ψ, pi}
we obtain
H = q˙p+ ψαδ
αβpiβ − L = 1
2
(
p2 + ω2q2
)− iωψ1ψ2, (2.6)
where piα are the momenta conjugate to ψα.
Later in this chapter, we shall see that the general properties of supersymmetry have to
be clear if the Hamiltonian is built as a larger Hamiltonian consisting of two components,
one representing the bosonic field and the other representing the fermionic field. Leaving
this aside for the moment, to derive the supersymmetric Hamiltonian let us define the
bosonic valuable qˆ and the bosonic momentum pˆ, respectively, as follows
qˆ = qI2, pˆ = −i~I2 ∂
∂q
. (2.7)
On the other hand, the fermionic variables ψˆ1, ψˆ2, and the fermionic momenta pi
α,
respectively, have to be defined as
ψˆ1 =
√
~
2
σ1, ψˆ2 =
√
~
2
σ2,
piα =
∂L
∂ψ˙α
= − i
2
δαβψβ, α, β ∈ {1, 2}. (2.8)
Hence, using Eqs. (2.7, 2.8) we can rewrite the previous Hamiltonian (2.6) in the
following form
Hˆ =
1
2
(
−~2 d
2
dq2
+ ω2q2
)
I2 +
(
1
2
~ω
)
σ3, (2.9)
where I2 is the 2× 2 identity matrix and σj are the Pauli matrices, that is
I2 =
(
1 0
0 1
)
, σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (2.10)
We want to obtain solutions of the time independent Schro¨dinger equation HΨ = EΨ,
that is
1
2
(
−~2 d
2
dq2
+ ω2q2
)
I2 +
(
1
2
~ω
)
σ3 = EΨ, (2.11)
with the wave function Ψ(x) constraint to satisfy appropriate boundary conditions.
As we mentioned, the supersymmetric Hamiltonian can be written as a summation of
two terms representing the bosonic and the fermionic components of the Hamiltonian
H = HB(p, q) + HF (ψ). (2.12)
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To this end we define the lowering (annihilation) and raising (creation) operators for
bosons, aˆ† and aˆ, respectively they are
aˆ =
√
1
2~ω
(ωqˆ + ipˆ) , aˆ† =
√
1
2~ω
(ωqˆ − ipˆ) . (2.13)
Later in Section 2.4 we will show that the bosonic operators, qˆ and pˆ, satisfy the usual
canonical quantum commutation condition [qˆ, pˆ] = i~. Taking this fact into account, we
can find that the bosonic ladder operators aˆ and aˆ† satisfy the following commutation
relations
[aˆ, aˆ†] = 1 ⇐⇒ aˆaˆ† − aˆ†aˆ = 1,
[aˆ, aˆ] = [aˆ†, aˆ†] = 0. (2.14)
It is straightforward to verify Eq. (2.14) using Eq. (2.13), where
[aˆ, aˆ†] = aˆaˆ† − aˆ†aˆ
=
1
2~ω
(
(ωqˆ + ipˆ)(ωqˆ − ipˆ)
)
− 1
2~ω
(
(ωqˆ − ipˆ)(ωqˆ + ipˆ)
)
=
1
2~ω
( (
ω2qˆ2 − iωqˆpˆ+ iωpˆqˆ + pˆ2)− (ω2qˆ2 + iωqˆpˆ− ipˆqˆ + pˆ2) )
=
1
2~ω
(
− 2iω(qˆpˆ− pˆqˆ)
)
=
1
2~ω
(
− 2iω[qˆ, pˆ]
)
= 1, (2.15)
and
[aˆ, aˆ] = aˆaˆ− aˆaˆ
=
1
2~ω
(ωqˆ + ipˆ)2 − 1
2~ω
(ωqˆ + ipˆ)2 = 0, (2.16)
[aˆ†, aˆ†] = aˆ†aˆ† − aˆ†aˆ†
=
1
2~ω
(ωqˆ − ipˆ)2 − 1
2~ω
(ωqˆ − ipˆ)2 = 0. (2.17)
However, on the other hand, the lowering (annihilation) and raising (creation) operators
for fermions, bˆ† and bˆ, respectively are defined as
bˆ =
√
1
2~
(
ψˆ1 − iψˆ2
)
, bˆ† =
√
1
2~
(
ψˆ1 + iψˆ2
)
. (2.18)
Also, as will be shown in Section 2.4, the fermionic operators ψα and ψβ satisfy the
canonical quantum anticommutation condition {ψα, ψβ} = ~δαβ 1. Therefore, it can be
1The derivation of the fermionic anticommutators is a bit subtle and will be discussed in the next
section.
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seen that the fermionic ladder operators bˆ and bˆ† satisfy the following anticommutation
relations
{bˆ, bˆ†} = 1 ⇐⇒ bˆbˆ† + bˆ†bˆ = 1,
{bˆ, bˆ} = {bˆ†, bˆ†} = 0 ⇐⇒ bˆ2 = bˆ†2 = 0. (2.19)
Once again we can verify Eq. (2.19) using Eq. (2.18), where
{bˆ, bˆ†} = bˆbˆ† + bˆ†bˆ
=
1
2~
(
(ψˆ1 − iψˆ2)(ψˆ1 + iψˆ2)
)
+
1
2~
(
(ψˆ1 + iψˆ2)(ψˆ1 − iψˆ2)
)
=
1
2~
((
ψˆ21 + iψˆ1ψˆ2 − iψˆ2ψˆ1 + ψˆ22
)
−
(
ψˆ21 − iψˆ1ψˆ2 + iψˆ2ψˆ1 + ψˆ22
))
=
1
2~
((
−iψˆ2ψˆ1 − iψˆ2ψˆ1
)
−
(
−iψˆ1ψˆ2 − iψˆ1ψˆ2
))
=
1
2~
(
−2i(ψˆ1ψˆ2 + ψˆ2ψˆ1)
)
=
1
2~
(
−2i{ψˆ1, ψˆ2}
)
= 1, (2.20)
and
{bˆ, bˆ} = bˆbˆ+ bˆbˆ
=
1
2~
(
(ψˆ1 − iψˆ2)(ψˆ1 − iψˆ2)
)
+
1
2~
(
(ψˆ1 − iψˆ2)(ψˆ1 − iψˆ2)
)
=
1
~
(
ψˆ21 − iψˆ1ψˆ2 − iψˆ2ψˆ1 − ψˆ22
)
=
1
~
(
− iψˆ1ψˆ2 + iψˆ1ψˆ2
)
= 0, (2.21)
{bˆ†, bˆ†} = bˆ†bˆ† + bˆ†bˆ†
=
1
2~
(
(ψˆ1 + iψˆ2)(ψˆ1 + iψˆ2)
)
+
1
2~
(
(ψˆ1 + iψˆ2)(ψˆ1 + iψˆ2)
)
=
1
~
(
ψˆ21 + iψˆ1ψˆ2 + iψˆ2ψˆ1 − ψˆ22
)
=
1
~
(
iψˆ1ψˆ2 − iψˆ1ψˆ2
)
= 0. (2.22)
It is possible using Eqs. (2.13) to write the bosonic position and momentum variables
in terms of the bosonic ladder operators as follows
aˆ+ aˆ† =
√
2ω
~
qˆ ⇒ qˆ =
√
~
2ω
(aˆ† + aˆ),
aˆ− aˆ† =
√
2
~ω
ipˆ ⇒ pˆ = i
√
~ω
2
(aˆ† − aˆ). (2.23)
Similarly using Eqs. (2.18), we can write the fermionic variables ψ1, ψ2 in terms of the
fermionic ladder operators as follows
bˆ† + bˆ =
√
2
~
ψˆ1 ⇒ ψˆ1 =
√
~
2
(bˆ+ bˆ†),
bˆ† − bˆ = i
√
2
~
ψˆ2 ⇒ ψˆ2 = i
√
~
2
(bˆ− bˆ†). (2.24)
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Actually, we derived Eqs. (2.23, 2.24) here, however, it will be used later. At this stage,
let us define the following two hermitian operators, the bosonic number operator NˆB,
and the fermionic number operator NˆF
NˆB ≡ aˆ†aˆ = 1
2~ω
(
ω2qˆ2 − ~ω + pˆ2) ,
NˆF ≡ bˆ†bˆ = −i~
(
ψˆ1ψˆ2
)
. (2.25)
Using Eq. (2.25), we can rewrite the Hamiltonian (2.9) in the operator formalism
Hˆ = ~ω
(
NˆB +
1
2
)
+ ~ω
(
NˆF − 1
2
)
. (2.26)
This means that the energy eigenstates can be labeled with the eigenvalues of nB and
nF .
The action of the ladder operators, aˆ, aˆ†, bˆ, bˆ†, upon an energy eigenstate |nB, nF 〉 are
listed bellow
aˆ|nB, nF 〉 = √nB|nB − 1, nF 〉, aˆ†|nB, nF 〉 =
√
nB + 1|nB + 1, nF 〉,
bˆ|nB,nF 〉 = √nF |nB,nF − 1〉, bˆ†|nB,nF 〉 =
√
nF + 1|nB,nF + 1〉. (2.27)
It is straightforward from Eq. (2.27) that the associated bosonic number operator NˆB
and fermionic number operator NˆF obey
NˆB|nB, nF 〉 = nB|nB, nF 〉, NˆF |nB,nF 〉 = nF |nB,nF 〉. (2.28)
Under Eq. (2.28) the energy spectrum of the Hamiltonian (2.26) is
En = ~ω
(
nB +
1
2
)
+ ~ω
(
nF − 1
2
)
. (2.29)
The form of Eq. (2.29) implies that the Hamiltonian H is symmetric under the inter-
change of aˆ and aˆ†, and antisymmetric under the interchange of bˆ and bˆ†.
The most important observation comes from Eq. (2.29) is that En remains invariant
under a simultaneous annihilation of one boson (nB → nB − 1) and creation of one
fermion (nF → nF +1) or vice versa. This is one of the simplest examples of a symmetry
called ”supersymmetry” (SUSY) and the corresponding energy spectrum reads
En = ~ω (nB + nF ) . (2.30)
Moreover, we still have two more comments before ending this section:
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(i) Consider the fermionic vacuum state |0〉 is defined by
bˆ|0〉 ≡ 0. (2.31)
Then we define a fermionic one-particle state |1〉 by
|1〉 ≡ bˆ†|0〉. (2.32)
It is now easy using the anticommutation relations (2.19) to see that there no
other states, since operating on |1〉 with bˆ or bˆ† gives either the already known
state |0〉, or nothing
bˆ|1〉 = bˆbˆ†|0〉 = (1− bˆ†bˆ)|0〉 = |0〉 − bˆ†bˆ|0〉 = |0〉 − 0 = |0〉,
bˆ†|1〉 = bˆ†bˆ†|0〉 = 0|0〉 = 0. (2.33)
So the subspace spanned by |0〉 and |1〉 is closed under the action of bˆ and bˆ†,
and therefore it is closed under the action of any product of these operators. We
can show this directly using the two facts that the operator bˆbˆ† can be expressed
as the linear combination 1 − bˆ†bˆ and bˆ2 = bˆ†2 = 0. So any product of three
or more bˆ, bˆ† can be shortened by using either bˆ2 = 0, or bˆ†
2
= 0. For example
bˆ†bˆbˆ† = bˆ† − bˆbˆ†2 = bˆ† and bˆbˆ†bˆ = bˆ − bˆ†bˆ2 = bˆ. So it seems to be clear that
all products of bˆ, and bˆ† can always be reduced to linear combinations of the
following four operators 1, bˆ, bˆ†, and bˆ†bˆ. Based on this argument, there are
only two possible fermionic eigenstate and hence two possible eigenvalues of the
fermionic number operator, they are nF = {0, 1}.
(ii) The ground eigenstate has a vanishing energy eigenvalue (when nB = nF = 0). In
this case, the ground eigenstate is not degenerate and we say that supersymmetry
is unbroken. This zero energy eigenvalue arises because of the cancellation between
the bosonic and fermionic contributions to the supersymmetric ground-state en-
ergy. Since the ground-state energy for the bosonic and fermionic oscillators have
the values 12~ω and −12~ω, respectively.
2.3 The Constrained Hamiltonian Formalism
Before discussing the supersymmetry algebra in the next section, we have to discuss
the constrained Hamiltonian formalism in this section. This formalism is needed to get
the correct fermionic anticommutators due to the complication of constraints. Good
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discussions of the constrained Hamiltonian systems are [19, 20, 21, 22, 23, 24]. For
instance, let us recall the Hamiltonian (2.6)
H =
1
2
(
p2 + ω2q2
)− iωψ1ψ2. (2.34)
A constrained Hamiltonian is one in which the momenta and positions are related by
some constraints. In general, M constraints between the canonical variables can be
written as
φm(q, p, ψ, pi) = 0, m = 1, . . . ,M. (2.35)
These are called primary constraints. Secondary constraints are additional constraints
relating momenta and positions which can arise from the requirement that the primary
constraints are time-independent, i.e. φ˙m = 0. Fortunately, we do not have to deal with
such constraints in this case. In principle there can also be tertiary constraints arising
from the equation of motion of the secondary constraints and so on.
The Hamiltonian (2.34) is an example of constrained Hamiltonians. In the previous
section, we defined the fermionic momenta piα in Eq. (2.8) using the fermionic equation
of motion follows from the usual Euler-Lagrange equations with the Lagrangian (2.5)
which is equivalent to this Hamiltonian. In fact, this definition gives us the relation
between the fermionic momenta piα and the canonical coordinates ψα,
piα =
∂L
∂ψ˙α
= − i
2
δαβψβ, α, β ∈ {1, 2}. (2.36)
In light of this equation, we have the primary constraint
φα = piα +
i
2
δαβψβ = 0. (2.37)
Such constraints mean that the way we write the Hamiltonian is ambiguous since we can
exchange position and momentum variables which changes the equations of motion one
gets. For example, using Eq. (2.36) one can rewrite the Hamiltonian (2.34) in terms of
the fermionic momenta as follows
H =
1
2
(
p2 + ω2q2
)
+ 4iωpi1pi2. (2.38)
In the next subsection, we will briefly discuss the general properties of Poisson brackets
and its relation with the Hamiltonian formalism in classical mechanics. Later in the same
subsection, we will describe the problem caused by the constrained Hamiltonians. Next
in Subsection 2.3.2, we will show how to deal with this problem using the constraints.
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2.3.1 Poisson Brackets and First Class Constraints
The Poisson bracket of two arbitrary functions F (qˆ, pˆ, ψˆ, pˆi) and G(qˆ, pˆ, ψˆ, pˆi) is defined
as
{F ,G}P =
(
∂F
∂qi
∂G
∂pi
− ∂F
∂pi
∂G
∂qi
)
(−)F
(
∂F
∂ψα
∂G
∂piα
− ∂F
∂piα
∂G
∂ψα
)
, (2.39)
where F is 0 if F is Grassmann even and 1 if F is Grassmann odd. Actually, in our
argument here, we only consider the case of the odd Grassmann variables. In general,
the Poisson brackets have the following properties:
(i) A constraint F is said to be a first-class constraint if its Poisson bracket with all
the other constraints vanish
{φA,F}P = 0, (2.40)
where A runs over all the constraints. If a constraint is not a first-class, it is a
second class.
(ii) Poisson bracket of two functions F and G is antisymmetric
{F ,G}P = −{G ,F}P . (2.41)
(iii) For any three functions A, B , and C , Poisson bracket is linear in both entries
{A,B + C}P = {A,B}P + {A,C}P . (2.42)
(iv) Poisson bracket for any three functions satisfies the Leibniz rule
{A,BC}P = {A,B}PC + (−1)ABB{A,C}P , (2.43)
where F is the Grassmann parity of F which is 0 if F is Grassmann even and 1
if F is Grassmann odd.
(v) Poisson bracket for any three functions obeys the Jacobi identity
{A, {B ,C}P }P + {B , {C ,A}P }P + {C , {A,B}P }P = 0. (2.44)
(vi) The time rate of change of any arbitrary function F (qi, p
i, ψα, pi
α), which has no
explicit time dependence, is given by its Poisson bracket with the Hamiltonian
F˙ = {F ,H }P . (2.45)
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In the Hamiltonian formalism of classical mechanics, the Hamilton’s equations of motion
have equivalent expressions in terms of the Poisson bracket. Using the last property (vi)
of Poisson brackets, one can easily see that
q˙i =
∂H
∂pi
= {qi,H }P , p˙i = −∂H
∂qi
= {qi,H }P ,
ψ˙α = − ∂H
∂piα
= {ψα,H }P , p˙iα = − ∂H
∂ψα
= {piα,H }P . (2.46)
However, the problem with the constrained system is that the equations of motion
derived using Eqs. (2.55) not always consistence with those follow from the Lagrangian
formalism. For example, if we consider the Hamiltonian (2.34), the equation of motion
for ψα follows from the expected Poisson bracket equation have to be
ψ˙α = {ψα,H }P = − ∂H
∂piα
= 0. (2.47)
Unfortunately, this equation is inconsistent with the equation of motion follows from
the Lagrangian formalism. Even worst, the equation of motion for piα follows from the
expected Poisson bracket equation is also inconsistent with the equation derived from
the Lagrangian formalism. For example, using the Poisson bracket we have
p˙i1 = {pi1,H }P = −∂H
ψ1
= iωψ2. (2.48)
But if we use Eq. (2.36) to find an expression to the equation of motion for ψ˙1 and
then substitute using Eq. (2.48), that gives us
ψ˙1 = 2ip˙i
1 = −2ωψ2. (2.49)
This equation is different from the Lagrangian equations of motion and inconsistent
with (2.47) (unless everything is trivial which is also not great). Moreover, using the
Poisson bracket with the Hamiltonian (2.38), we can find the following set of equations
of motion for the fermionic positions and momenta
ψ˙1 = {ψ1,H }P = − ∂H
∂pi1
= −4iωpi2 = −2ωψ1,
ψ˙2 = {ψ2,H }P = − ∂H
∂pi2
= −4iωpi1 = −2ωψ2,
p˙iα = {piα,H }P = − ∂H
∂ψα
= 0. (2.50)
These equations also are slightly different from the Lagrangian equations of motion and
inconsistent with the equations follows from the Hamiltonian (2.34).
In brief, there is inconsistency between the equations of motion derived from the Hamil-
tonian formalism and the equations derived from the Lagrangian formalism. The reason
for this inconsistency is that we have a constrained Hamiltonian. This problem will be
solved in the next subsection by imposing the constraints onto the Hamiltonian.
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2.3.2 The Constraints and the Equations of Motion
In the Lagrangian formalism, one can impose the constraints from the beginning by
introducing Lagrange multipliers which enforce the constraints. So Hamilton’s equations
of motion, in the presence of constraints, can be derived from the extended action
principle
S =
∫ (
q˙ip
i + ψ˙αpi
α −H − φAλA
)
dt, (2.51)
where φA are our constraints, λA are Lagrange multipliers and A runs over the con-
straints. Using the extended we can write out the following two expressions of the
extended Lagrangian and the extended Hamiltonian, respectively
L = q˙ip
i + ψ˙αpi
α −H − φAλA, (2.52)
H = q˙ip
i + ψ˙αpi
α − φAλA − L. (2.53)
Indeed, if the Lagrangian is independent of one coordinate, say qi, then we call this
coordinate an ignorable coordinate. However, we still need to solve the Lagrangian for
this coordinate to find the corresponding equation of motion. Since the momentum
corresponding to this coordinate, may still enter the Lagrangian and affect the evolution
of other coordinates. Therefore using the Euler-Lagrange equation, we have
d
dt
∂L
∂q˙i
=
∂L
∂qi
= 0. (2.54)
Thus, in general if we define the generalized momentum as pi =
∂L
∂q˙i
, then the momen-
tum pi is conserved in the case that the Lagrangian L is independent of the coordinate
qi, i.e.
dpi
dt
= 0. This means that if the Lagrangian L is independent of an coordinate
qi, it must be also independent of its corresponding momentum pi, i.e.
∂L
∂pi
= 0.
Furthermore, by extremising the Hamiltonian (2.53), we obtain the following generalized
Hamilton’s equations of motion
q˙i =
∂H
∂pi
+
∂φA
∂pi
λA = {qi,H + φAλA}P ,
p˙i = −∂H
∂qi
− ∂φ
A
∂qi
λA = {pi,H + φAλA}P ,
ψ˙α = − ∂H
∂piα
− ∂φ
A
∂piα
λA = {ψα,H + φAλA}P ,
p˙iα = − ∂H
∂ψα
− ∂φ
A
∂ψα
λA = {piα,H + φAλA}P ,
φA = 0. (2.55)
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Eqs. (2.55) are derived in detail in Appendix A.1. For example, using Poisson brackets
we can show that Eqs. (2.55) imply for any arbitrary function F = F (qi, p
i, ψα, pi
α), we
can write F˙ = {F ,H + φAλA}P :
F˙ =
∂F
∂qi
∂qi
∂t
+
∂F
∂pi
∂pi
∂t
+
∂F
∂ψα
∂ψα
∂t
+
∂F
∂piα
∂piα
∂t
=
∂F
∂qi
q˙i +
∂F
∂pi
p˙i +
∂F
∂ψα
ψ˙α +
∂F
∂piα
piα
=
∂F
∂qi
(∂H
∂pi
+
∂φA
∂pi
λA
)
+
∂F
∂pi
(
− ∂H
∂qi
− ∂φ
A
∂qi
λA
)
+
∂F
∂ψα
(
− ∂H
∂piα
− ∂φ
A
∂piα
λA
)
+
∂F
∂piα
(
− ∂H
∂ψα
− ∂φ
A
∂ψα
λA
)
=
( ∂F
∂qi
∂(H + φAλA)
∂pi
− ∂F
∂pi
∂(H + φAλA)
∂qi
)
−
( ∂F
∂ψα
∂(H + φAλA)
∂piα
+
∂(H + φAλA)
∂ψα
∂F
∂piα
)
≡ {F,H + φAλA}P . (2.56)
At this stage, we need to confirm that Eqs. (2.55) give us the correct equations of
motion using the constrained Hamiltonian (2.34). Since α, β ∈ {1, 2} in the primary
constraint (2.37), then we have the two constraints
φ1 = pi1 +
i
2
ψ1, φ
2 = pi2 +
i
2
ψ2. (2.57)
By using Eqs. (2.55) and taking into count the Hamiltonian (2.38), and the constraints
(2.57), we find that
ψ˙1 = − ∂H
∂pi1
− ∂φ
1
pi1
λ1 = −λ1,
ψ˙2 = − ∂H
∂pi2
− ∂φ
2
pi2
λ2 = −λ2. (2.58)
On the other hand, using Eqs. (2.55) and considering the Hamiltonian (2.34), and the
constraints (2.57), we find that
p˙i1 = − ∂H
∂ψ1
− ∂φ
1
ψ1
λ1 = iωψ2 − i
2
λ1,
p˙i2 = − ∂H
∂ψ2
− ∂φ
2
ψ2
λ2 = −iωψ1 − i
2
λ2. (2.59)
Furthermore, using Eq. (2.36) we get
pi1 = − i
2
ψ1 ⇒ pi1 = − i
2
ψ˙1,
pi2 = − i
2
ψ2 ⇒ pi2 = − i
2
ψ˙2. (2.60)
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Eqs. (2.58, 2.59, 2.60) imply the following set of equations of motion for the fermionic
coordinates ψα,
ψ˙1 = −ωψ2, ψ˙2 = ωψ1. (2.61)
Fortunately, these equations are the same equations of motion that follow from the
Lagrangian formalism.
For now let us use the Poisson bracket, the Hamiltonian (2.34), and the constraints
(2.57), to check that
φ˙1 = {φ1,H + φ1λ1}P
=
(
∂φ1
∂qi
∂(H + φ1λ1)
∂pi
− ∂φ
1
∂pi
∂(H + φ1λ1)
∂qi
)
−
(
∂φ1
∂ψα
∂(H + φ1λ1)
∂piα
+
∂φ1
∂piα
∂(H + φ1λ1)
∂ψα
)
= 0 + 0−
( i
2
)
(λ1)− (1)
(
− iωψ2 + i
2
λ1
)
= i (−λ1 + ωψ2) = 0. (2.62)
The reason that the last step is zero comes from Eqs. (2.58, 2.61) since we have
λ1 = −ψ˙1 = ωψ2. Similarly φ˙2 can be calculated using Poisson bracket so follows
φ˙2 = {φ2,H + φ2λ2}P
=
(
∂φ2
∂qi
∂(H + φ2λ2)
∂pi
− ∂φ
2
∂pi
∂(H + φ2λ2)
∂qi
)
−
(
∂φ2
∂ψα
∂(H + φ2λ2)
∂piα
+
∂φ2
∂piα
∂(H + φ2λ2)
∂ψα
)
= 0 + 0−
( i
2
)
(λ2)− (2)
(
iωψ1 +
i
2
λ2
)
= i (−λ2 − ωψ1) = 0. (2.63)
Also, the last step is zero because from Eqs. (2.58, 2.61) we have λ2 = −ψ˙2 = −ωψ1.
Subsequently, Eqs. (2.62, 2.63) are zero if we impose the equations of motion (2.61).
In other words we can say that the constraints are consist with the equations of motion.
2.3.3 Dirac Brackets and Second Class Constraints
A Constraint F is said to be a second class constraint if it has non-zero Poisson brackets
and therefore it requires special treatment. Given a set of second class constraints, we
can define a matrix
{φA, φB}P = CAB, (2.64)
where we define the inverse of CAB , as CAB , such that
CABCBC = δ
A
C . (2.65)
The Dirac bracket provides a modification to the Poisson brackets to ensure that the
second class constants vanish
{φA,F}D = 0. (2.66)
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The Dirac bracket of two arbitrary functions F (q, p) and G(q, p) is defined as
{F,G}D = {F,G}P − {F, φA}PCAB{φB, G}P . (2.67)
Dirac bracket has the same properties of Poisson bracket, which we have listed in the
previous Subsection 2.3.1. In addition, we have to notice that
(i) If φ˙A = 0, then the Dirac bracket of any constraint with the extended Hamiltonian
is equivalent to its Poisson bracket
{F ,H + φAλA}D = {F ,H + φAλA}P . (2.68)
(ii) In some cases, we can return to the original Hamiltonian (2.34), forget about the
constraints and the momenta piβ at the cost of replacing Poisson brackets with
Dirac brackets. For example, if we consider the case φ˙A = 0, then we have
F˙ = {F ,H + φAλA}D = {F ,H }D + {F , φA}DλA = {F ,H }D, (2.69)
where we used Eq. (2.66); {φA,F}D = 0.
(iii) If {φA, p}P = 0, then using Eq. (2.67) we can find that
{q, p}D = {q, p}P − {q, φA}PCAB{φB, p}
= {q, p}P = ∂q
∂q
∂p
∂p
− ∂q
∂p
∂p
∂q
= 1. (2.70)
We are now in a position to calculate {ψα, ψβ}D for the Hamiltonian (2.34) with the
constraints (2.37). That {ψα, ψβ}D involves a primary constraint φβ follows from the
following relation which obtains from the Lagrangian formalism,
φβ = piβ +
i
2
δαβψα. (2.71)
Using the definition of Dirac bracket we get
{ψα, ψβ}D = {ψα, ψβ}P − {ψα, φα}PCαβ{φβ, ψβ}P . (2.72)
Then, since the variables ψα and ψβ are independent, their Poisson bracket vanishes i.e.
{ψα, ψβ}P = {ψβ, ψα}P = 0. (2.73)
Furthermore, using Eq. (2.56) we find that
{ψα, φα}P =
(
∂ψα
∂qi
∂φα
∂pi
− ∂ψα
∂pi
∂φα
∂qi
)
−
(
∂ψα
∂ψα
∂φα
∂piα
+
∂ψα
∂piα
∂φα
∂ψα
)
= −1. (2.74)
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Similarly, using Eq. (2.71) we find that
{ψβ, φβ}P =
(
∂ψβ
∂qi
∂φβ
∂pi
− ∂ψβ
∂pi
∂φβ
∂qi
)
−
(
∂ψβ
∂ψβ
∂φβ
∂piβ
+
∂ψβ
∂piβ
∂φβ
∂ψβ
)
= −1. (2.75)
In addition, using the constraints definitions (2.56, 2.71) we can define a matrix
Cαβ = {φα, φβ}P
=
(
∂φα
∂qi
∂φβ
∂pi
− ∂φα
∂pi
∂φβ
∂qi
)
−
(
∂φα
∂ψα
∂φβ
∂piα +
∂φα
∂piα
∂φβ
∂ψα
)
−
(
∂φα
∂ψβ
∂φβ
∂piβ
+ ∂φ
α
∂piβ
∂φβ
∂ψβ
)
= −iδαβ. (2.76)
Moreover, from the definition (2.3.3) we have
Cαβ = −Cαβ = iδαβ. (2.77)
As a result of substituting with Eqs. (2.73, 2.74, 2.75, 2.77) into Eq. (2.72), the Dirac
bracket of the two variables ψα and ψβ gives us
{ψα, ψβ}D = iδαβ. (2.78)
2.3.4 Dirac Bracket and the Equations of Motion
In this subsection, we show that the Dirac brackets give the correct equations of motion
for the Hamiltonian (2.36) using the expression
ψ˙α = {ψα,H }D, (2.79)
We check that
ψ˙1 = {ψ1,H }D = {ψ1,−iωψ1ψ2}D = −iω{ψ1, ψ1ψ2}D
= −iω ({ψ1, ψ1}Dψ2 + ψ1{ψ1, ψ2}D) = −iω (−iδαβψ2 + 0)
= −ωδαβψ2 = −ωψ2, (2.80)
and similarly
ψ˙2 = {ψ2,H }D = {ψ2,−iωψ1ψ2}D = −iω{ψ2, ψ1ψ2}D
= −iω ({ψ2, ψ1}Dψ2 + ψ1{ψ2, ψ2}D) = −iω (0 + ψ1(−iδαβ))
= −ωψ1δαβ = ωδαβψ1 = ωψ1. (2.81)
These equations are the same equations of motion which we have obtained in Subsection
2.3.2 using the constrained Hamilton’s equations of motion 2.55.
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2.3.5 The Dirac Bracket Superalgebra
In this subsection, we investigate the supersymmetry of our Hamiltonian (2.34). For
this purpose we need to introduce some operators Qi are known as supercharges, which
basically can be obtained from No¨ether’s theorem arising from a symmetry of the La-
grangian which exchange bosons and fermions. In the next section, we will look at the
action of the supercharge operators. For instance, the supercharge operators in the case
of the system under discussion here, can be written as follows
Qα = pψα + ωqαβδ
βγψγ ⇒
Q1 = pψ1 + ωqψ2
Q2 = pψ2 − ωqψ1,
(2.82)
where again we suppose that {α, β} can only take the values {1, 2}, and αβ is the two
index Levi-Civita symbol which defined as
αβ =

+1 if (α, β) is (1, 2),
−1 if (α, β) is (2, 1),
0 if α = β.
(2.83)
The system to be supersymmetric, the supercharges (2.82) together with the Hamilto-
nian (2.36) and the constraints (2.34) must satisfy the classical Dirac bracket super-
algebra, which defined by
{Qα,Qβ}D = −2iδαβH ,
{Qα,H }D = 0. (2.84)
Now we need to check that our system satisfies Eq. (2.84). To do that, suppose {α, β}
have the values {1, 2}. Then, using the definition of Poisson and Dirac brackets we find
that,(see Appendix A.2 for more details)
{Q1,Q1}D = −i
(
p2 + ω2q2
)
, {Q1,Q2}D = ω
(
ψ21 + ψ
2
2
)
,
{Q2,Q1}D = −ω
(
ψ21 + ψ
2
2
)
, {Q2,Q2}D = −i
(
p2 + ω2q2
)
. (2.85)
Substituting using Eqs. (2.85), we find
{Qα, Qβ}D = {Q1, Q1}D + {Q1, Q2}D + {Q2, Q1}D + {Q2, Q2}D
= −i(p2 + ω2q2) + ω(ψ21 + ψ22)− ω(ψ21 + ψ22)− i(p2 + ω2q2)
= −2i(p2 + ω2q2) ≡ −2iδαβH . (2.86)
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Furthermore, using the following relations (see Appendix A.2)
{Q1,H }P = ωpψ2 − ω2qψ1, {Q2,H }D = −ωpψ2 + ω2qψ1,
{φ1,H }P = iωψ2, {φ2,H }P = iωψ2. (2.87)
we find
{Qα,H }D = {Q1,H }D + {Q2,H }D
= {Q1,H }P − {Q1, φA}PCAB{φB,H}P
+ {Q2,H }P − {Q2, φA}PCAB{φB,H }P
= {Q1,H }P − {Q1, φ1}PC11{φ1,H }P − {Q1, φ2}PC22{φ2,H }P
+ {Q2,H }P − {Q2, φ1}PC11{φ1,H }P − {Q2, φ2}PC22{φ2,H }P
= ωPψ2 − ω2qψ1 − ωPψ2 + ω2qψ1 − ωPψ1 − ω2qψ2 + ω2qψ2 + ωPψ1
= 0. (2.88)
It is clear from Eqs. (2.86, 2.88), that the supercharges (2.82) together with the Hamil-
tonian (2.36) and the constraints (2.37) satisfy the two conditions (2.84) of the classical
Dirac bracket superalgebra.
2.4 The Supersymmetry Algebra
The material in this section elaborated in detail in [25, 26, 27, 28, 29, 30]. The su-
persymmetry algebra encodes a symmetry describing a relation between bosons and
fermions. In general, the supersymmetry is constructed by introducing supersymmetric
transformations which are generated by the supercharge Qi operators. Where the role
of the supercharges Qi is to convert a fermionic degree of freedom into a bosonic degree
of freedom and vice versa, i.e.
Q |fermionic〉 = |bosonic〉, Q |bosonic〉 = |fermionic〉. (2.89)
So far, we have restricted ourselves to study classical systems. In Subsection 2.3.5 we
have investigated the supersymmetry of the classical harmonic oscillator. Now we are
going to quantize the theory to study the supersymmetry of quantum systems. In a
quantum mechanical supersymmetric system, the supercharges Qi together with the
Hamiltonian H form a so-called superalgebra. The recipe for quantizing the Hamilto-
nian in a situation where we have second class constraints is to replace Dirac brackets
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with either commutator brackets for bosonic variables or anticommutator brackets for
fermionic variables multiplied with the factor i~, so we have
{q, p}D = 1 ⇒ [qˆ, pˆ] = i~,
{ψα, ψβ}D = −iδαβ ⇒ {ψˆα, ψˆβ} = ~δαβ. (2.90)
Taking this into account, we can see that the superalgebra for N-dimensional quantum
system is characterized by
[Qˆi, Hˆ ] = 0, i = 1 · · ·N ,
{Qˆi, Qˆj} = ~δijHˆ , i, j = 1 . . .N . (2.91)
This will be elaborated further in the next section using the example of the supersymmet-
rical harmonic oscillator. One more notation before ending this section, the supercharges
Qi are hermitian i.e. Q
†
i = Qi , and this implies that
{Qˆi, Qˆj} = {Qˆ†i , Qˆ†j }. (2.92)
2.5 Supersymmetric Harmonic Oscillator
Now we turn back to the quantum harmonic oscillator problem as a simple example to
show the supersymmetric property of a quantum mechanical system. Using Eq. (2.25),
the harmonic oscillator Hamiltonian (2.26) can be written in terms of the bosonic and
fermionic laddering operators as follows
Hˆ = ~ω(aˆ†aˆ+ bˆ†bˆ). (2.93)
Moreover, the supercharge operators Qˆ1, Qˆ2 also can be written in terms of the bosonic
and fermionic laddering operators as follows
Qˆ1 = pψ1 + ωqψ2
=
(
i
√
~ω
2
(aˆ† − aˆ)
)(√
~
2
(bˆ+ bˆ†)
)
+ ω
(√
~
2ω
(aˆ)† + aˆ)
)(
i
√
~
2
(bˆ− bˆ†)
)
= i~
√
ω(aˆ†bˆ− aˆbˆ†), (2.94)
and similarly,
Qˆ2 = pψ2 − ωqψ1
=
(
i
√
~ω
2
(aˆ† − aˆ)
)(
i
√
~
2
(bˆ− bˆ†)
)
− ω
(√
~
2ω
(aˆ)† + aˆ)
)(√
~
2
(bˆ+ bˆ†)
)
= −~√ω(aˆ†bˆ+ aˆbˆ†). (2.95)
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Using Eqs. (2.94, 2.95) one may define non-hermitian operators Qˆ and Qˆ† as
Qˆ =
1
2
(Qˆ1 − iQˆ2)
=
1
2
(
i~
√
ω(aˆ†bˆ− aˆbˆ†) + i~√ω(aˆ†bˆ+ aˆbˆ†)
)
= i~
√
ω(aˆ†bˆ), (2.96)
and similarly,
Qˆ† =
1
2
(Qˆ1 + iQˆ2)
=
1
2
(
i~
√
ω(aˆ†bˆ− aˆbˆ†)− i~√ω(aˆ†bˆ+ aˆbˆ†)
)
= −i~√ω(aˆbˆ†). (2.97)
We can directly use Eq. (2.93, 2.96, 2.97) to check that the supercharge operators Qˆ
and Qˆ† with the Hamiltonian H satisfy the quantum superalgebra
{Qˆ , Qˆ} = {Qˆ†, Qˆ†} = 0,
{Qˆ , Qˆ†} = {Qˆ†, Qˆ} = H ,
[H , Qˆ ] = [H , Qˆ†] = 0. (2.98)
Now, it is easy using Eqs. (2.96, 2.97) to see the action of the operators Qˆ , Qˆ† on the
energy eigenstates:
Qˆ |nB,nF 〉 ∼ |nB − 1,nF + 1〉,
Qˆ†|nB,nF 〉 ∼ |nB + 1,nF − 1〉. (2.99)
Remember that there are only two possible fermionic states nF = {0, 1}, so the effect
of the operators Qˆ and Qˆ† can be written as follows
Qˆ |nB, 0〉 ∼ |nB − 1, 1〉,
Qˆ†|nB, 1〉 ∼ |nB + 1, 0〉. (2.100)
Also, from Eq. (2.98) the operators Qˆ and Qˆ† commute with the Hamiltonian H , for
that reason we can see that
H (Qˆ |nB, nF 〉) = Qˆ(H |nB, nF 〉) = (EB + EF )(Qˆ |nB, nF 〉), (2.101)
this means that the whole energy of the system remains unchanged by the action of the
supercharge operators.
In short, the supercharge operator Qˆ acts to change one boson to one fermion leaving
the total energy of the system invariant. Conversely, Qˆ† changes a fermion into a boson
leaving the energy unchanged. This is illustrated in Fig. 2.1.
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Figure 2.1: Energy spectrum for supersymmetric quantum mechanics. Q and Q† ex-
change bosons and fermions without affecting the energy.
2.6 Supersymmetric Quantum Mechanics
In this section, we will study the general formalism of one–dimensional supersymmetric
quantum mechanics. The ideas in this section were discussed in [4, 31, 32, 33, 34, 35].
We begin by considering a Hamiltonian of the form
Hˆ =
1
2
(
pˆ2 + V (xˆ)
)
I2 +
1
2
~B(xˆ)σ3, (2.102)
where V (xˆ) is the potential, and B is a magnetic field. If those potential and magnetic
field can be written in terms of some function W (x), as
V (x) =
(
dW (x)
dx
)2
≡W ′2 & B(x) =
(
d2W (x)
dx2
)
≡W ′′, (2.103)
the Hamiltonian is supersymmetric and we shall refer to the function W (x) as a super-
potential. Using Eq. (2.103) we can rewrite the Hamiltonian (2.102) as
Hˆ =
1
2
(
pˆ2 + W ′2
)
I2 +
1
2
~σ3W ′′. (2.104)
At this stage, we define the following two hermitian supercharge operators
Qˆ1 =
1
2
(
σ1pˆ+ σ2W
′(xˆ)
)
,
Qˆ2 =
1
2
(
σ2pˆ− σ1W ′(xˆ)
)
. (2.105)
The Hamiltonian (2.104) together with the supercharges (2.105) constitute a superalge-
bra. It is a simple matter of algebra to verify the conditions for the super-algebra given
2.6. Supersymmetric Quantum Mechanics Page 23
by Eq. (2.91). It may be useful before verifying these conditions to check the following
commutation relation
[pˆ, f(x)] g = [−i~ ∂
∂x
, f(x)] g = −i~
(
∂
∂x
(fg) + f
∂
∂x
(g)
)
= −i~
(
f · ∂g
∂x
+
∂f
∂x
· g − f · ∂g
∂x
)
= −i~f ′(x) g. (2.106)
Removing g gives us the commutator of the momentum pˆ with an arbitrary function of
the position coordinate x:
[pˆ, f(x)] = −i~f ′(x). (2.107)
Using this relation we find the following
[pˆ,W ′2] = pˆW ′2 −W ′2pˆ = −2i~W ′W ′′,
[W ′, pˆ2] = W ′pˆ2 − pˆ2W ′ = i~{W ′′, pˆ},
{pˆ,W ′′} = pˆW ′′ + W ′′pˆ. (2.108)
Now we can use the outcome of Eqs. (2.108) to check the outcome of the commutator
of the supercharge Qˆ1 with the Hamiltonian Hˆ :
[Qˆ1, Hˆ ] = Qˆ1Hˆ −HQˆ1
=
1
4
(
σ1pˆ+ σ2W
′) · ((pˆ2 + W ′2) I2 + ~W ′′σ3)
− 1
4
((
pˆ2 + W ′2
)
I2 + ~W ′′σ3
)
· (σ1pˆ+ σ2W ′)
= 14
(
σ1pˆ
3 + σ1pˆW
′2 + σ1σ3~pˆW ′′ + σ2W ′pˆ2 + σ2W ′W ′2 + σ2σ3~W ′W ′′
)
− 14
(
σ1pˆ
3 + σ2pˆ
2W ′ + σ1W ′2pˆ+ σ2W ′2W ′ + σ3σ1~W ′′pˆ+ σ3σ2~W ′′W ′
)
=
1
4
(
σ1[pˆ,W
′2]− σ2i~{pˆ,W ′′}+ σ2[W ′, pˆ] + 2σ1i~W ′W ′′
)
= 0. (2.109)
Similarly, one can confirm that
[Qˆ2, Hˆ ] = Qˆ2Hˆ − Hˆ Qˆ2 = 0. (2.110)
Furthermore, we can find that
{Qˆ1, Qˆ1} = Qˆ1Qˆ1 + Qˆ1Qˆ1 = 2Qˆ21
=
1
2
(
σ1pˆ+ σ2W
′)2
=
1
2
(
σ21 pˆ
2 + σ22W
′2 + σ1σ2pˆW ′ + σ2σ1W ′pˆ
)
=
1
2
(
(pˆ2 + W ′2)I2 + iσ3(pˆW ′ −W ′pˆ)
)
=
1
2
(
(pˆ2 + W ′2)I2 + ~σ3W ′′
)
≡ H, (2.111)
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and similarly, we have
{Qˆ†2 , Qˆ2} = Hˆ. (2.112)
Note that, to do the previous calculations we used the Pauli matrices properties: σ21 =
σ22 = σ
2
3 = I2 and σ1σ2 = −σ2σ1 = iσ3. It is clear from Eqs. (2.109,2.110, 2.111, and
2.148) that the Hamiltonian (2.104) together with the supercharges (2.105) satisfy the
conditions for the superalgebra given by Eq. (2.91).
Indeed if we define the quantities Q and Q† as
Qˆ = Qˆ1 − iQˆ2
=
1
2
(
σ1pˆ+ σ2W
′)− 1
2
i
(
σ2pˆ− σ1W ′
)
=
1
2
(
(σ1 − iσ2)pˆ+ (σ2 + iσ1)W ′
)
=
1
2
(σ1 − iσ2)
(
pˆ+ iW ′
)
= σ−
(
pˆ+ iW ′
)
, (2.113)
and
Qˆ† = Qˆ1 + iQˆ2 = σ+
(
pˆ− iW ′) , (2.114)
where σ− and σ+ respectively are defined as
σ− =
1
2
(σ1 − iσ2) =
(
0 0
1 0
)
,
σ+ =
1
2
(σ1 + iσ2) =
(
0 1
0 0
)
, (2.115)
it is straightforward to check that the Hamiltonian Hˆ can be expressed as
Hˆ = {Qˆ , Qˆ†}, (2.116)
and it commutes with both the operators Qˆ and Qˆ†
[Qˆ , Hˆ ] = 0 & [Qˆ†, Hˆ ] = 0. (2.117)
Furthermore, one also finds
{Qˆ , Qˆ} = 0 & {Qˆ†, Qˆ†} = 0. (2.118)
As we have seen in the case of the supersymmetric Harmonic oscillator, a supersymmetric
system with two independent supercharges, with the possible exception of the energy
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of the ground eigenstate, all the energy levels are split into two eigenstates with either
nF = 0 or nF = 1. For a spinor quantum mechanical system, this implies that the excited
energy eigenstates comes in degenerate spin-up/spin-down pairs |En, ↑〉/|En, ↓〉. This
degenerate spin-up/spin-down pairs related to the acts of the supercharge operators Qˆ
and Qˆ†. Where the supercharge operators Qˆ convert the degenerate spin-up state to
the degenerate spin-down state without making any change in the energy eigenvalue of
the states
Qˆ|En, ↑〉 ∼
(
0 0
1 0
)(
↑
0
)
=
(
0
↓
)
. (2.119)
While the supercharge operators Qˆ† convert the degenerate spin-down state to the
degenerate spin-up state without making any change in the energy eigenvalue of the
states
Qˆ†|En, ↓〉 ∼
(
0 1
0 0
)(
0
↓
)
=
(
↑
0
)
. (2.120)
To sum up, the supersymmetric transformations occur due to the supercharge operators
Qˆ and Qˆ†. In this case, it causes transforms between the energy eigenstates spin-
up/spin-down which have the same energy eigenvalues.
2.7 Supersymmetric Ground State
So far, we have investigated all the required information to describe a supersymmetric
quantum mechanical system. In this section, we will study the supersymmetric quantum
mechanical ground state. The argument in this section follows [36, 37, 38, 39, 40]. Let us
now write the expression of the supersymmetric Hamiltonian (2.104) as the summation
of two separate terms; a Hamiltonian Hˆ+ and a Hamiltonian Hˆ−, then we have
Hˆ± =
1
2
(
pˆ2 + W ′2
)
± 1
2
~W ′′. (2.121)
In the eigenbasis of σ3, the supersymmetric Hamiltonian is diagonal:
Hˆ ≡
(
Hˆ+ 0
0 Hˆ−
)
=
(
A†A 0
0 AA†
)
, (2.122)
and the supercharge operators Qˆ and Qˆ† can be written as
Qˆ =
(
0 0
A 0
)
, Qˆ† =
(
0 A†
0 0
)
, (2.123)
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where
A = pˆ+ iW ′, A† = pˆ− iW ′. (2.124)
According to Eq. (2.116), we can write the supersymmetric Hamiltonian Hˆ in terms of
the supercharges operators Qˆ and Qˆ† as follows
Hˆ = QˆQˆ† + Qˆ†Qˆ = 2Qˆ2 = 2Qˆ†
2
. (2.125)
In the last step, we used the fact that the supercharges are hermitian operators. We see
from Eq. (2.125) that the Hamiltonian Hˆ can be written in terms of the squares of the
supercharge operators. For this reason, the energy of any eigenstate of this Hamiltonian
must be positive or zero. Let us now consider that |Ψ0〉 is the ground state of the
supersymmetric Hamiltonian Hˆ . Based on Eq. (2.125) it can be seen that the ground
state can have a zero energy only if it satisfies the following two conditions
E0 = 〈Ψ0|Hˆ |Ψ0〉 = 〈Ψ0|Qˆ2|Ψ0〉 = 0 =⇒ Qˆ |Ψ0〉 = 0,
E0 = 〈Ψ0|Hˆ |Ψ0〉 = 〈Ψ0|Qˆ†2 |Ψ0〉 = 0 =⇒ Qˆ†|Ψ0〉 = 0. (2.126)
Therefore, if there exists a state which is annihilated by each of the supercharge operators
Qˆ and Qˆ† which means it is invariant under the supersymmetry transformations, such
a state is automatically the zero-energy ground state. However, on the other hand, any
state is not invariant under the supersymmetry transformations has a positive energy.
Thus, if there is a supersymmetric state, it is the zero-energy ground state and it is
said that the system on that case has good supersymmetry or the supersymmetry is
unbroken.
Moreover, since the supersymmetry algebra (2.117) implies that the supercharge opera-
tors Qˆ and Qˆ† commute with the supersymmetric Hamiltonian Hˆ , so all the eigenstates
of Hˆ are doubly degenerate. For that reason, it will be convenient to write the super-
symmetric ground state of the system in terms of two components, ψ±0 , as follows
Ψ0 =
(
ψ+0
ψ−0
)
. (2.127)
One can now solve eigenvalue problem Qˆ |ψ0〉 = 0 to find the zero energy ground state
wave function. Substitute using Eqs. (2.123, 2.127) we get,
Qˆ |ψ0〉 =
(
0 0
A 0
)(
ψ+0
ψ−0
)
= 0, (2.128)
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then, substitute using Eq. (2.124), our problem reduces to solve the first-order differen-
tial equation,
A|ψ+0 〉 =
(
pˆ+ iW ′
) |ψ+0 〉 = 0 =⇒ −i~∂ψ+0∂x + iW ′ψ+0 = 0. (2.129)
It is simple and straightforward to solve the previous differential equation as follows
dψ+0
ψ+0
=
W ′
~
dx =⇒ lnψ+0 =
W ′
~
+ lnA. (2.130)
Thus,
ψ+0 = Ae
W
~ , (2.131)
and similarly,
ψ+0 = Be
−W~ . (2.132)
Now the general form of the ground state wave function may be expressed as
Ψ0 =
(
Ae
W
~
Be−
W
~ .
)
. (2.133)
In fact, it has no physical meaning to find the ground state wave function ψ0 if there
are no normalizable solutions of such form. So we need now to normalize the ground
state wave function (2.133) by determining the values of the two constants A and B.
The ground state wave function ψ0(x) to be normalizable, it must vanish at the positive
and the negative infinite x-values. In order to satisfy this condition, we have to set
|W (x)| → ∞ as |x| → ∞. Then we have the following three possible cases for the
supersymmetric ground state wave function:
1. The first case, when W (x)→ +∞ as x→ ±∞. In this case, the superpotential
W (x) is positive at the boundaries and has an even number of zeros. Fig. (2.2)
describe the behavior of the potential V (x) in this case.
Since W (x) is positive, we can not normalize the wave function ψ+0 = Ae
W (x)
~ ,
but we can choose A = 0. However we can normalize the wave function ϕ−0 =
Be−
W (x)
~ to find the value of the constant B.
The complete ground state wave function, in this case, may be expressed in the
general form
Ψ0 =
(
0
Be−
W (x)
~
)
. (2.134)
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x
V (x)
Figure 2.2: W (x) has an even number of zeros, where W (x)→ +∞ as x→ ±∞.
2. The second case, when W (x) → −∞ as x → ±∞. In this case the potential
function W (x) is negative at the boundaries and has an even number of zeros.
The behavior of the potential V (x) in this case is described in Fig. (2.3).
Since W (x) is negative, we can normalize the wave function Ψa0 = Ae
W (x)
~ and
find the value of the constant A, however we can not normalize the wave function
Ψb0 = Be
−W (x)~ , but we can choose B = 0.
The complete ground state wave function, in this case, shall be expressed in the
general form
Ψ0 =
(
Ae
W (x)
~
0
)
. (2.135)
x
V (x)
Figure 2.3: W (x) has an even number of zeros, where W (x)→ −∞ as x→ ±∞.
3. The other two cases correspond to W (x)→ {+∞,−∞} as x→ {+∞,−∞}, and
W (x)→ {−∞,+∞} as x→ {+∞,−∞}. In those two cases, the superpotential
W (x) is positive at one of the boundaries and negative at the other boundary
and in the both two cases it has an odd number of zeros. The behavior of the
potential V (x) in this case is described in Fig. (2.4).
In those two cases, both the two constants A and B are vanish and we can not
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normalize the wave function. Therefore we have
Ψ0 = 0. (2.136)
Thus, since those two forms of the zero-energy ground state wave function can
not be normalized, this means that they not exist.
x
V (x)
(a) W (x) → −∞ as x → −∞, and
W (x)→∞ as x→∞.
x
V (x)
(b) W (x) → ∞ as x → −∞, and
W (x)→ −∞ as x→∞.
Figure 2.4: W (x) has an odd number of zeros.
To conclude this section, the zero-energy ground state wave function can be normalized
when the superpotential W (x) has an even number of zeros. In this case, there exists
a zero-energy ground state witch is the true vacuum state and the supersymmetry is
unbroken. However on the other hand, if the superpotential W (x) has an odd number
of zeros, the zero-energy ground state wave function can not be normalized. Then,
we immediately realize that there is no zero-energy ground state in such case and the
supersymmetry is spontaneously broken
2.8 Corrections to the Ground State Energy
So far, there is no unbroken supersymmetry that has been observed in nature and if
nature is described by supersymmetry, of course, it must be broken. As we have seen
in the previous section, for supersymmetry to be broken, the ground state (the vacuum)
must have non-zero energy. In this section, we show that the supersymmetry remains
unbroken at any finite order of perturbation theory and therefore, only non-perturbative
effects can be responsible for supersymmetry breaking. For this purpose, we consider
the example of the supersymmetry harmonic oscillator which has a unique zero-energy
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ground state. Then using the conventional perturbation theory we prove that the cor-
rections to the energy of the ground state vanish to any finite order in perturbation
theory.
In the next two subsections, based on [41, 42, 43, 44, 45], we are going to compute both
the first and the second corrections to the ground state energy of the supersymmetric
harmonic oscillator. For instance, let us recall the general form of the supersymmetric
quantum mechanics Hamiltonian, which is given by Eq. (2.104)
Hˆ =
1
2
(pˆ2 + W ′2)I2 +
1
2
~W ′′σ3. (2.137)
Consider now the superpotential W (x) is defined as
W (q) =
1
2
ωqˆ2 + g qˆ3 ⇒ W
′ = ωqˆ + 3g qˆ2
W ′′ = ω + 6g qˆ,
(2.138)
where g is a perturbation. If g = 0, the previous Hamiltonian reduces to the supersym-
metric harmonic oscillator Hamiltonian,
Hˆ 0 =
1
2
(pˆ2 + ω2q2)I2 +
1
2
~ωσ3. (2.139)
We have already solved this Hamiltonian and found that it has a unique zero energy
ground state,
E
(0)
0 = 0, (2.140)
and we verify that this state is invariant under supersymmetry. Based on our argument
in the previous section and after normalization, the unbroken supersymmetric ground
state wave function can be written as follows
Ψ
(0)
0 =
 0
( ωpi~)
1
4 e−
ωq2
2~
 . (2.141)
Now, when g is small, the Hamiltonian (2.137) can be written as
Hˆ = Hˆ 0 + Hˆ ′, (2.142)
where Hˆ 0 is the Hamiltonian of the unperturbed system and Hˆ ′ a perturbation,
Hˆ ′ = (
9
2
g2qˆ4 + 3ωg qˆ3)I2 + 3~g qˆσ3. (2.143)
Moreover, if we consider the matrix representation, the perturbative Hamiltonian Hˆ
acting on the ground state wave function Ψ
(0)
0 yields,
Hˆ ′Ψ(0)0 =
(
9
2g
2qˆ4 + 3ωg qˆ3 + 3~g qˆ 0
0 92g
2qˆ4 + 3ωg qˆ3 − 3~g qˆ
) 0
( ωpi~)
1
4 e−
ωq2
2~
 = 0.
(2.144)
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In view of this last equation, it is clear that for this combination the impact of the
Hamiltonian Hˆ ′ on the wave function Ψ(0)0 is only due to the component,
Hˆ′ = 9
2
g2qˆ4 + 3ωg qˆ3 − 3~g qˆ. (2.145)
As a result, we see that it is enough to consider the Hamiltonian Hˆ′ to compute the
first and second corrections to the ground state energy (see Appendix B.1).
Furthermore, we have to mention here that, for the supersymmetric harmonic oscillator,
except for the ground state, all the energy levels are degenerate to two energy states.
However, because we are just interested in computing the correction to the ground state
energy, which is not degenerate, we can use the non-degenerate perturbation theory. For
more explanation about this point see Appendix B.1.
In addition, it is useful to remember from quantum mechanics that the wave function
of degree n can be obtained by the following recursion formula,
qˆψn =
√
(n+ 1)~
2ω
ψn+1 +
√
n~
2ω
ψn−1. (2.146)
As well, it is important to recall the following relation,
〈ψn|ψm〉 = δnm. (2.147)
We are ready now to move forward to the next two subsections and compute the first
and the second corrections to the energy of the ground state.
2.8.1 The First-Order Correction
We know from the previous argument that the ground state of the supersymmetric Hamil-
tonian is non-degenerate. Therefore, we can use the time-independent non-degenerate
perturbation theory to compute the first-order correction to the ground state energy of
the supersymmetric harmonic oscillator as follows
E
(1)
0 = 〈ψ(0)0 |Hˆ′|ψ(0)0 〉
= 〈ψ(0)0 |
9
2
g2qˆ4 + 3ωg qˆ3 − 3~g qˆ|ψ(0)0 〉
=
9
2
g2〈ψ(0)0 |qˆ4|ψ(0)0 〉+ 3ωg〈ψ(0)0 |qˆ3|ψ(0)0 〉 − 3~g〈ψ(0)0 |qˆ|ψ(0)0 〉. (2.148)
The terms qˆ3ψ0, and qˆψ0 are linearly independent of ψ0 so that both the second and
the third terms of Eq. (2.148) are zero. However
qˆ4ψ0 =
3~4
2ω4
ψ4 +
7~4
4ω4
ψ2 +
9~4
16ω4
ψ0, (2.149)
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then, substituting into Eq. (2.148) gives us,
E
(1)
0 =
9
2
g2〈ψ(0)0 |qˆ4|ψ(0)0 〉 =
9
2
g2 × 3
4
~2
ω2
〈ψ(0)0 |ψ(0)0 〉
=
27
8
~2
ω2
g2 ' O(g2). (2.150)
In the view of the last equation, the first-order correction to the ground state energy
reduces to zero. Another method with more detailed to calculations of the first-order
correction of the ground state energy is given in Appendix B.1.
2.8.2 The Second-Order Correction
From the non-degenerate time-independent perturbation theory, the second-order cor-
rection to the energy is given by
E
(0)
2 =
∑
m6=n
|〈ψ(0)n |Hˆ′|ψ(0)m 〉|2
E
(0)
m − E (0)n
. (2.151)
Since the perturbation contains only terms of q, q3, and q4, the numerator of Eq. (2.151)
is zero for all m values expects m = 1, 3, 4. For more explanation about this point see
Appendix B.2. Therefore, the second-order correction to ground state energy of the
supersymmetric harmonic oscillator is computed as follows
E
(0)
2 =
|〈ψ(0)0 |92g2qˆ4 + 3ωg qˆ3 − 3~g qˆ|ψ
(0)
1 〉|2
E
(0)
0 − E (0)1
+
|〈ψ(0)0 |92g2qˆ4 + 3ωg qˆ3 − 3~g qˆ|ψ
(0)
2 〉|2
E
(0)
0 − E(0)2
+
|〈ψ(0)0 |92g2qˆ4 + 3ωg qˆ3 − 3~g qˆ|ψ
(0)
3 〉|2
E
(0)
0 − E (0)3
+
|〈ψ(0)0 |92g2qˆ4 + 3ωg qˆ3 − 3~g qˆ|ψ04〉|2
E
(0)
0 − E (0)4
.
(2.152)
We can simplify the previous equation by calculating the numerator of each term using
the recurrence relation for the harmonic oscillator energy eigenfunction given by Eq.
(2.146). We get
qˆψ1 =
√
~
ω
ψ2 +
√
~
2ω
ψ0,
qˆ3ψ1 =
√
3~3
ω3
ψ4 + 3
√
~3
ω3
ψ2 +
√
9~3
8ω3
ψ0,
qˆ3ψ3 =
√
15~3
ω3
ψ6 +
√
72~3
ω3
ψ4 +
√
243~3
8ω3
ψ2 +
√
3~3
4ω3
ψ0,
qˆ4ψ2 =
√
45~4
2ω4
ψ6 +
√
147~4
ω4
ψ4 + 12.5
√
~4
ω4
ψ2 +
√
9~4
2ω4
ψ0,
qˆ4ψ4 =
√
105~4
ω4
ψ8 +
√
945~4
4ω4
ψ6 +
√
2725~4
16ω4
ψ4 +
√
81~4
2ω4
ψ2 +
√
3~4
2ω4
ψ0. (2.153)
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In Eq. (2.153), we only list the terms which contain ψ0. The other terms do not affect
our calculus, since all of it gives us zero, (see Appendix B.1). Using Eq. (2.153) to
calculate Eq. (2.152), we get
E
(0)
2 = −
g2
~ω
(
3ω × 9~
3
ω3
− 3~×
√
~
2ω
)2
− 81g
4
8~ω
(√
9~4
2ω4
)2
− g
2
3~ω
(
3ω ×
√
3~3
4ω3
)2
− g
4
4~ω
(
9
2
×
√
3~4
2ω4
)2
= −9
8
~2
ω2
g2 − 729
16
~4
ω4
− 9
4
~2
ω2
g2 − 243
32
~4
ω4
= −27
8
~2
ω2
g2 − 1701
32
~3
ω5
g4. (2.154)
For more details, another method to compute the second-order correction of the ground
state energy is given in Appendix B.2.
Finally, with regard to Eqs. (2.150 and 2.154) we realize that up to the second-order
the energy corrections to the ground state energy vanishes. This is concluded as
O(g) = 0,
O(g2) = 27
8
~2
ω2
− 27
8
~2
ω2
= 0. (2.155)
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x
W (x)
Figure 2.5: The Superpotential of the Harmonic Oscillator Ground State.
A supersymmetric quantum mechanics system is said to have unbroken supersymmetry
if it has a zero-energy ground state, which is E0 = 0. While if the system has a
positive ground state energy, E0 > 0, it is said to have a broken supersymmetry [2].
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For example, in Section 2.5, we have studied the Hamiltonian of the supersymmetric
harmonic oscillator and showed that it obeys the superalgebra. Then, we calculated the
ground state energy for that system and found evidence that it vanishes E0 = 0, and
consequently, this supersymmetric harmonic oscillator has a good supersymmetry or the
supersymmetry for that system is unbroken.
In the previous section, we applied a small perturbation g to the supersymmetric har-
monic oscillator and calculated the effect on the ground state energy. We found that
the perturbation does not affect the energy of the ground state at second order in per-
turbation theory, but this result can be expanded to any finite order. This means that
the supersymmetry breaking does not occur because of perturbation, and it must be due
to the non-perturbative effects.
Again, let us consider the same potential Eq. (2.138), which we have used before in
Sec. 2.8,
W (q) =
1
2
ωqˆ2 + gqˆ3. (2.156)
As we discussed in Sec. 2.7, the wave function of the ground state should has three
zeros, Ψ0 → +∞ as x → +∞, and Ψ0 → −∞ as x → −∞. Fig. (2.5), shows an
arbitrary diagram how the wave function of the ground state should look like, and Eq.
(2.157) gives us the non-normalized form of the ground state wave function,
Ψ0 =
(
Ae−
W
~
Be−
W
~
)
. (2.157)
Acutely, Eq. (2.157) could not be normalized, and the only way to solve the Schro¨dinger
equation for the ground state is taking Ψ0 = 0. This means that the wave function of
the ground state is not exited, even the perturbation theory told us that it is exited and
has no energy correction.
Thus, the perturbation technique gives us incorrect results for both the wave function
as well as the energy spectrum and fails to give an explanation to the supersymmetry
breaking.
3
Path Integrals and Instantons
In the previous chapter, we have reviewed supersymmetry in quantum mechanics. As
discussed, so far there has been no unbroken supersymmetry observed in nature, and if
supersymmetry exists, definitely it must be broken [3]. In fact, supersymmetry may be
broken spontaneously at any order of perturbation theory, or dynamically due to non-
perturbative effects [4]. Instantons are a non-perturbative effect in quantum mechanics,
which can not be seen in perturbation theory [46]. Instantons can lead to the dynamical
breaking of supersymmetry, because it may connect bosonic states to fermionic states
[47].
In this chapter, based on [48, 49, 50] we will give a brief review of the path integral
formulation of quantum mechanics, and in particular, we will study in detail Euclidean
instantons. As a simple example, we will consider the quantum mechanics of the har-
monic oscillator. Then, we will encounter the problem of the symmetric double-well
potential and discuss quantum tunneling due to the instanton effects. Finally, we will
end this chapter by explaining the quantum tunneling phenomena using the real-time
path integral formalism.
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3.1 Path Integral Formulation of Quantum Mechanics
The path integral formulation of quantum mechanics is discussed in many texts, see
for instance [51, 52, 53, 54]. To start, let us consider a spinless particle moving in a
one-dimensional potential V (x). If we take the mass of the particle, m = 1 with ~ = 1,
the Lagrangian and the Hamiltonian of the system can be written as follows
L =
1
2
(
dx
dt
)2
− V (x),
H =
1
2
p2 + V (x). (3.1)
Suppose that the particle is initially at position xi at time −t0/2 and ends up at position
xf at time t0/2. The path integral approach to quantum mechanics, to calculate the
amplitude of such a process, was developed by Feynman. In the Feynman path integral,
the amplitude of an event is equal to the sum over all paths joining the points (xi;−t0/2)
and (xf ; t0/2). The contribution of each path weighted by the factor e
iS [x], where S [x]
is the action:
S [x] =
∫ t0/2
−t0/2
dt
[
1
2
(
dx
dt
)2
− V (x)
]
. (3.2)
Formally we write the path integral formula for the transition amplitude as
T (xf , t0/2;xi,−t0/2) ≡ 〈xf |e−iH t0 |xi〉 = N
∫ xf
xi
D[x]eiS [x]. (3.3)
In this formula, N is the normalization factor, we shall return to discuss it later. D[x]
donates the path integral integration overall functions x(t).
It is hard to compute the path integral (3.3) directly in the real-time framework because
of the imaginary power of the exponential term. To avoid this problem, let us make a
Wick rotation [55] from real-time framework into Euclidean-time framework by t→ −iτ ,
and consequently we write iS → −SE . Applying this rotation on the action (3.2), simply
we find the Euclidean action
SE [x] =
∫ τ0/2
−τ=0/2
dτ
[
1
2
(
dx
dτ
)2
+ V (x)
]
, (3.4)
which is, in fact, corresponding to the Hamiltonian H of the system. Thus, the
Euclidean-time path integral formula for the transition amplitude becomes
〈xf |e−H τ0 |xi〉 = N
∫ xf
xi
D[x]e−SE . (3.5)
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Before going through the process of calculating this path integral, it is important here
to explain how the path integral gives us the properties of the ground state. The
transition amplitude, which is given by Eq. (3.5), can be also expressed in terms of
energy eigenstates as follows
〈xf |e−H τ0 |xi〉 =
∑
n
e−Enτ0〈xf |n〉〈n|xi〉, (3.6)
where |n〉 is the energy eigenstate H |n〉 = En|n〉. In the limit τ → ∞, the sum over
the intermediate states is dominated by the ground state;
〈xf |e−H τ0 |xi〉 ' e−E0τ0ψ0(xf )ψ∗0(xi). (3.7)
Comparing the result of the path integral (3.5) with Eq. (3.7), leads us to obtain the
energy E0 and the wave function ψ0(x) of the ground state.
We now turn to calculate the path integral (3.5). Let us consider the configuration x(τ),
an arbitrary function satisfies the boundary conditions. Then we can write x(τ) as the
sum of a quantum fluctuation δx(τ), around a classical solution, X (τ), that is
x(τ) = X (τ) + δx(τ)
= X (τ) +
∑
n
cnxn(τ). (3.8)
Where X (τ) satisfies the boundary conditions,
X (−τ0/2) = xi, and X (τ0/2) = xf . (3.9)
Note that the fluctuation δx(τ) can be written as, δx(τ) =
∑
n cnxn(τ), where the
xn(τ) are some complete set of orthonormal function that vanish at the boundaries,∫ τ0/2
−τ0/2
dτxn(τ)xm(τ) = δnm,
xn(−τ0/2) = xn(τ0/2) = 0. (3.10)
To sum over all paths, we consider all possible fluctuations, so the path integral measure
D[x] can be taken to be,
D[x] =
∏
n
dcn√
2pi
. (3.11)
where the factor
√
2pi is taken for convenience.
Furthermore, consider the action of the classical solution S0 = S [X ]. Then, the expan-
sion of the Euclidean action around the classical action S0 can be computed using a
steepest-descent approximation as follows
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SE [X + δx] = S0 +
∫ τ0/2
−τ0/2
dτ
[
−d
2x
dτ2
+ V ′(x)
]
δx
+
1
2
∫ τ0/2
−τ0/2
dτδx
[
− d
2
dτ2
δx+ V ′′(x)δx
]
+O(δx3), (3.12)
where
V ′(x) ≡ dV (x)
dx
, and V ′′ ≡ d
2V (x)
dx2
. (3.13)
The second term of Eq. (3.12) which is linear in δx, vanishes due to the classical
equation of motion,
d2x
dτ2
= V ′(x). (3.14)
Note that since the Euclidean formulation is considered, the sign of the potential is
effectively reversed. Also, we assume the last term of Eq. (3.12) is very small and can
be ignored. Therefore, we can rewrite Eq. (3.12) as follows
SE [X + δx] = S0 +
1
2
∫ τ0/2
−τ0/2
dτδxŴ δx, (3.15)
where Ŵ a Hermitian operator is called the wave operator and defined as
Ŵ = − d
2
dτ2
+ V ′′(x). (3.16)
In order to make further progress, we consider a complete set of eigenfunctions and
eigenvalues of the Hermitian operator Ŵ
Ŵ xn(τ) = nxn(τ). (3.17)
Since Ŵ is a Hermitian operator, we can choose these functions as the orthonormalized
system which must satisfy the boundary conditions (3.10). Then the Euclidean action
(3.15) can simply be written in the diagonal form
SE = S0 +
1
2
∑
n
nc
2
n. (3.18)
Substituting Eqs. (3.11, 3.18), the transition amplitude ,(3.5), becomes
〈xf |e−H τ0 |xi〉 = N
∫ ∏
n
dcn√
2pi
e−S0−
1
2
nc2n
= N e−S0
∏
n
∫
dcn√
2pi
e−
1
2
nc2n . (3.19)
This integration is a simple Gaussian integral∫
dcn√
2pi
e−
1
2
nc2n = 
− 1
2
n . (3.20)
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With regard to this approximation, the Euclideanized transition amplitude reads
〈xf |eiH τ0 |xi〉 = N e−S0
∏
n

− 1
2
n . (3.21)
Moreover, since
∏
n n = det Ŵ , we can write
∏
n

− 1
2
n =
[
det
(
− d
2
dτ2
+ V ′′(X(τ))
)]− 1
2
. (3.22)
Before we end this section, it is important to remark three points. Firstly, in the view
of the last equation, the calculation of the Euclideanized transition amplitude (3.21)
depends only on the eigenvalues n and no knowledge about the behavior of the wave
functions is required. Secondly, in the previous argument, we have assumed that all
the eigenvalues are positive n > 0, but that is not the case in general. Thirdly, the
normalization factor N has not been fixed yet.
3.2 Path Integral for Harmonic Oscillator
Having introduced the general machinery of path integrations we now turn to the quan-
tum mechanics of harmonic oscillator as a simple application of the path integral method.
Good dissections of this topic can be found in [56, 57, 58]. Consider a one-dimensional
harmonic oscillator for a particle of mass, m = 1, placed in the potential
V (x) =
1
2
ω2x2. (3.23)
x
V (x)
x
−V (x)
Figure 3.1: The potential for the quantum mechanical harmonic oscillator problem in
both the real and the Euclidean time.
3.2. Path Integral for Harmonic Oscillator Page 40
An example of a harmonic oscillator potential is shown in Fig. 3.1. Using Eq. (3.14)
and Eq. (3.23) we get the equation of motion for the Euclidean harmonic oscillator,
that is
d2x
dτ2
= V ′(x) = ω2x. (3.24)
Obviously, there is a minimum of x = 0, and we have
V ′′(x = 0) = ω2. (3.25)
Now the general solution of Eq. (3.24) takes the form
x(τ) = A cosh(ωτ) + B sinh(ωτ), (3.26)
where A and B are arbitrary constants. When the boundary conditions are set, X (−τ0/2) =
X (τ0/2) = 0, there is only one path with such properties which is the trivial solution
X (τ) = 0 and consequently X˙ (τ) = 0. This implies that the classical action of the
harmonic oscillator vanishes based on our choices of the boundary conditions, i.e.
S0 = 0. (3.27)
Taking into account Eqs. (3.25, 3.27), thus the Euclideanized transition amplitude
(3.21) becomes
〈xf |e−H τ0 |xi〉 = N
[
det
(
− d
2
dτ2
+ ω2
)]− 1
2
(3.28)
To solve this equation, we still need to fix the normalization factor N . Leaving that
aside for the moment, our problem reduces to computing the determinant of the wave
operator det Ŵ . The wave operator in this case reads
Ŵ = − d
2
dτ2
+ ω2, (3.29)
So the eigenvalue equation of this wave operator becomes
Ŵ xn = nxn ⇒ d
2xn
dτ2
+
(
n − ω2
)
xn = 0. (3.30)
The boundary conditions xn(±τ/2) = 0, allow us to solve Eq. (3.30) for the eigenfunc-
tions
xn = A sin
√
n − ω2
(
τ +
1
2
τ0
)
, (3.31)
and the eigenvalues
n =
(
npi
τ0
)2
+ ω2, n = 1, 2, . . . . (3.32)
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In light of the knowledge of the eigenvalues n, we are able to determine Eq. (3.28) as
follows
〈xf |e−H τ0 |xi〉 = N
[
det
(
− d
2
dτ2
+ ω2
)]− 1
2
= N
∏
n

− 1
2
n = N
∞∏
n=1
[(
npi
τ0
)2
+ ω2
]− 1
2
=
[
N
∞∏
n=1
(
n2pi2
τ20
)− 1
2
]
×
[ ∞∏
n=1
(
1 +
ω2τ20
pi2n2
)]− 12
. (3.33)
In the last step, we have split the determinant into two factors, in order to ignore the
immediate requirement of explicit determination of the normalization factor N . The first
factor corresponds to the motion of a free particle, which is when ω = 0. Since, if ω = 0,
the potential (3.23) becomes zero and consequently, the harmonic oscillator Hamiltonian
reduces to the free particle Hamiltonian, H = 12p
2. Therefore, it is straightforward to
determine the result of the first factor of Eq. (3.33) by inserting a complete set of
momentum eigenstates |pˆ〉,
〈x|p〉 = 1√
2pi
e−px. (3.34)
Thus, by Fourier transform, one finds
N
∞∏
n=1
(
n2pi2
τ20
)− 1
2
= 〈xf = 0|e−H τ0 |xi = 0〉
=
∫ ∞
∞
dp〈xf = 0|p〉e−
1
2
pˆ2τ0〈p|xi = 0〉
=
1
2pi
∫ ∞
∞
dpe−
1
2
pˆ2τ0 =
1√
2piτ0
. (3.35)
However, we have not computed an explicit expression for the normalization factor N ,
but this is not needed since it is implicit in Eq. (3.35). For instance the second factor
in Eq. (3.33) can be calculated using the formula [59]
∞∏
n=1
(
1 +
y2
n2
)
=
sinhpiy
piy
, (3.36)
wherein our case y = ωτ0/pi, therefore we get[ ∞∏
n=1
(
1 +
(ωτ0/pi)
2
n2
)]− 12
=
(
sinh(ωτ0)
ωτ0
)− 1
2
. (3.37)
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Substituting from Eqs. (3.35, 3.37) into Eq. (3.33), we get our final formula to the
Euclideanized transition amplitude of the harmonic oscillator, that is
〈xf = 0|e−H τ0 |xi = 0〉 = 1√
2piτ0
(
sinh(ωτ0)
ωτ0
)− 1
2
=
(ω
pi
) 1
2
(2 sinhωτ0)
− 1
2 . (3.38)
Moreover, using the exponential form of the sinh function and taking the limit of τ0 →
∞, the transition amplitude can be written in the form
〈xf = 0|e−H τ0 |xi = 0〉 =
(ω
pi
) 1
2 (
eωτ0 − e−ωτ0)− 12
=
(ω
pi
) 1
2
e−ωτ0/2
(
1− e−ωτ0)− 12
=
(ω
pi
) 1
2
e−ωτ0/2
(
1 +
1
2
e−2ωτ0 + . . .
)
. (3.39)
This exponential form of the transition amplitude can lead us to calculate the energy
eigenvalues since the transition amplitude can be also expanded in terms of energy
eigenstates ψn(x) = 〈x|n〉, as follows
〈xf = 0|e−H τ0 |xi = 0〉 =
∑
n
〈xf = 0|n〉e−H τ0〈n|xi = 0〉
=
∑
n
e−Enτ0 |ψn(0)|2. (3.40)
We have here to note that, the e−Enτ0 expression arises only after the infinite sum, and
the terms with odd n do not contribute since for them ψn(0) = 0. For instance, if we
compare the last expression (3.40) with the exponential form of the transition amplitude
(3.39), it is easy to see that the energy spectrum of all the even energy levels can be
determined by the following formula
E2n =
ω
2
+ 2nω. (3.41)
This exactly agrees with the energy spectrum of the harmonic oscillator. In the case of
the ground state, it has the following energy eigenvalue,
E0 =
ω
2
. (3.42)
Also, comparing the two formulas (3.39) and (3.40) leads to the exact expression of the
ground state wave function of the harmonic oscillator,
ψ0(0) =
(ω
pi
) 1
4
. (3.43)
This clearly shows how the Euclidean path integral in the large τ0 limit, teaches us about
the properties of the ground state.
3.3. Double-Well Potential and Instanton Calculation Page 43
3.3 Double-Well Potential and Instanton Calculation
In this section, we will study a particle in a symmetric double-well potential, which
is a quantum mechanical system with tunneling. Indeed, it is the simplest system for
which we can apply the instanton method. Here the materials are heavily borrowed from
[60, 61, 62, 63, 64].
For instance, consider the problem of one-dimensional motion of a particle, with mass
m = 1, placed in a symmetric double-well potential, which may be written in the form
V (x) = λ
(
x2 − a2)2 . (3.44)
x
V (x)
−a a
x
V (x)
−a a
Figure 3.2: The double-well potential and its flipped over Euclidean version.
Taking a closer look at this potential equation, we deduce the following points:
• This potential has two classical minima located at x = ±a. Those two minima
are equivalent because of the reflection symmetry of the system.
• When a tends to infinity, the barrier width becomes infinite and consequently,
the system decomposes into two separated and independent harmonic oscillator
potentials with frequency ω = V (x = ±a) = 8a2λ.
• The parameter λ is some constant controlling the depth of the potential wells,
relate to a and ω by
λ =
ω2
8a2
. (3.45)
• Eq. (3.44) implies that the maximum height of the potential barrier at the center
is
Vmax(0) =
ω4
64λ
. (3.46)
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• Classically, a particle with energy less than the central potential barrier, is trapped
in one of the wells and can never reach to the other well. But, quantum mechanics
allows it to possibly tunnel through the barrier.
• The potential barrier is high enough to consider the classical picture, if λ ω3.
• Quantum mechanical tunneling can be studied in perturbation theory. First we
expand the potential (3.44) around each minima. Then we have the expansion
V (x) =
ω2
2
(x− a)2 +O ((x− a)3) . (3.47)
This is, to first order, the harmonic oscillator, which we have studied in the previous
section. To lowest order, we can think of the system as two decoupled harmonic
oscillators which means the ground state is should be doubly degenerate.
• However, from the exact quantum mechanical solution of this problem, it is well-
known that there is no degeneracy of the energy eigenvalues.
The goal of this section is to solve this problem using the path integral method, more
precisely via semi-classical trajectories in the Euclidean time called instantons. In par-
ticular, we are looking to use the path integral form (3.21) to calculate the transmitted
amplitude for the double-well potential problem
〈a|e−H τ0 | − a〉 = N e−S0
[
det
(
− d
2
dτ2
+ V ′′ (X )
)]− 1
2
. (3.48)
It will be a while before we can evaluate Eq. (3.48). The process is explained step-by-step
in the following subsections.
3.3.1 The Classical Solution
We begin in this subsection, by finding the solution of the classical equation of motion.
The Euclideanized equation of motion is given by
d2X
dτ2
=
dV (X)
dX
, (3.49)
where X represents the classical solution for the equation of motion. To get the explicit
solution of this equation, let us first multiply both sides by X˙ ≡ dX
dτ
, then we have
X˙X¨ =
dX
dτ
dV (X)
dX
=
dV (X)
dτ
, (3.50)
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therefore, by integration we get
1
2
X˙2 = V (X) + c. (3.51)
We want a solution with finite action in the limit τ0 →∞. From the relation above,
S [X ] =
∫ ∞
−∞
dτ(X˙2 − c). (3.52)
For this to be finite, we need X˙2(±∞) = c. Then, using the boundary conditions
X˙(±∞) = 0, implies c = 0. Thus, Eq. (3.51) becomes
1
2
X˙2 = V (X). (3.53)
Furthermore, putting in the explicit form of the double-well potential Eq. (3.44), we
have
X˙ = ±
√
2λ(a2 −X2) ⇒ dX
a2 −X2 = ±
√
2λ(τ − τc). (3.54)
This is a simple integration and may be easily solved by using the boundary conditions
X(±∞) = ±a. Then we find the following solution
X = ±a tanh
(√
2λa(τ − τc)
)
. (3.55)
Using the relation (3.45), this may be written as
X = ±a tanh
(ω
2
(τ − τc)
)
. (3.56)
• The solutions with positive and negative signs are respectively called the instanon
and anti-instanton. See Fig. (3.3).
• The instanton solution describes a particle moving from x = −a at −τ0/2 to
x = a at τ0/2.
• Similarly, the anti-instanton solution describes the inverse motion beginning at
x = a and ending at x = −a.
3.3.2 The Action for the Instanton Solution
In this section, we calculate the instanton’s action. Using the explicit expression for the
instanton solution (3.56) gives
X˙ =
(aω
2
) 1
cosh2 ω2 (τ − τc)
. (3.57)
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x(τ)
τ
Instanton
Anti-Instanton
a
−a
−
−
Figure 3.3: The instanton and the anti-instanton solutions in a double-well potential.
Therefore, we are able to compute an explicit expression for the action by substituting
Eq. (3.57) into the following relation,
S0 = S[X] =
∫ ∞
−∞
dτX˙2
=
a2ω2
4
∫ ∞
−∞
dτ
1
cosh4 ω2 (τ − τ0)
. (3.58)
Now let us take
u ≡ ω
2
(τ − τ0) ⇒ dτ = 2
ω
du, (3.59)
then, we have
S0 =
ω3
16λ
∫ ∞
−∞
du
1
cosh4 u
=
ω3
16λ
× 4
3
=
ω3
12λ
. (3.60)
This gives us the power of the principle exponential factor in Eq. (3.48), e−S0 .
3.3.3 Calculating the Determinant
Our next task is to calculate the determinant factor which appears in Eq. (3.48). This is
not a simple problem. For that reason, rather than calculating this determinant directly,
we will calculate it in terms of the determinant of the harmonic oscillator, which already
has been calculated in section (3.2). Therefore, our task reduces to calculating the
ratio between the determinant of the double-well potential and the determinant of the
harmonic oscillator potential. Thus we have
[
det
(
− d
2
dτ2
+ V ′′(X)
)]− 1
2
= det
(
− d
2
dτ2
+ ω2
)− 1
2
×

det
(
− d
2
dτ2
+ V ′′(X)
)
det
(
− d
2
dτ2
+ ω2
)

− 1
2
.
(3.61)
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We have multiplied and divided by the determinant of the harmonic oscillator. That is
the first factor of the right side of Eq. (3.61). Hence, to calculate the left side of Eq.
(3.61), we merely need to compute the ratio of the second factor of the right side. In
order to do that, we need the solution to the following eigenvalue problem,
− d
2
dτ2
xn + V
′′(X)xn = nxn. (3.62)
Using the explicit form of the classical solution (3.56) and by a simple calculation,
we have the following expression for the second derivative of the potential (3.44) (see
Appendix C.1),
V ′′(X) = ω2
(
1− 3
2 cosh2 ω2 (τ − τc)
)
. (3.63)
Substituting the explicit expression of V ′′(X), we get the eigenvalue equation,
− d
2
dτ2
xn +
(
ω2 − 3ω
2
2 cosh2 ω2 (τ2 − τc)
)
xn = cxn. (3.64)
This is formally identical to the Schro¨dinger equation with a potential U(τ) = V ′′(X(τ)),
see Fig (3.4). Taking u ≡ ω2 (τ − τc), and rearranging Eq. (3.64), it can be written in
the form
d2xn
dτ2
− (ω2 − n)xn + 3ω
2
2 cosh2 u
xn = 0. (3.65)
U(τ)
τ
τ0
ω2
− 1
2
ω2
Figure 3.4: A sketch of the lowest wave function correspond to the solution of
Schro¨edinger equation with a potential U(τ).
Next, we have to simplify this equation in steps to be exactly solvable. Firstly, the
instanton solution (3.56) in terms of u can be written as
X = ±a tanhu. (3.66)
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If we make the change of variables
ξ =
X+
a
= tanhu ⇒ 1− ξ2 = 1− tanh2 u = 1
cosh2 u
, (3.67)
then we have
ξ˙ =
ω
2
(1− ζ2) ⇒ d
dτ
=
ω
2
(1− ξ2) d
dξ
. (3.68)
Furthermore,
d2
dτ2
=
d
dτ
[
ω
2
(1− ξ2) d
dξ
]
= ξ˙
d
dξ
[
ω
2
(1− ξ2) d
dξ
]
=
ω2
4
(1− ξ2) d
dξ
(1− ξ2) d
dξ
. (3.69)
Substituting with Eq. (3.67, 3.69), into Eq. (3.65), we get(
ω2
4
(1− ξ2) d
dξ
(1− ξ2) d
dξ
)
xn +
(
3ω2
2
(1− ξ2) + n − ω2
)
xn = 0. (3.70)
Then, dividing by the factor ω
2
4 (1− ξ2), we get
d
dξ
(1− ξ2) d
dξ
xn +
(
6 +
4(n − ω2)
ω2(1− ξ2)
)
xn = 0 (3.71)
If we take,
a = 6, and b =
4(n − ω2)
ω2
, (3.72)
then, Eq. (3.71) becomes
d
dξ
(1− ξ2) d
dξ
xn +
(
a+
b
1− ξ2
)
xn = 0. (3.73)
Actually, we can solve this kind of equations in terms of a hypergeometric function as
follows
x =
(
1− ξ2)c χ, (3.74)
where c is a constant, which will be chosen appropriately later, and for simplicity, we
have omitted the subscript n.
Moreover, substituting Eq. (3.74) into Eq. (3.82), and following this by a simple algebra
(see Appendix C.2), we get
(1− ξ2)d
2χ
dξ2
− (4c+ 2)ξ dχ
dξ
+
(
a− 2c− 4c2 + b+ 4c
2
1− ξ2
)
χ = 0. (3.75)
In addition, we have to make another change of variables in the form
z =
1
2
(1− ξ). (3.76)
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This implies that
(1− z) = 1
2
(1− ξ) ⇒ (1− ξ2) = 4z(1− z)
dz
dξ
= −1
2
⇒ d
2
dξ
= −1
2
d
dz
&
d2
dξ2
=
1
4
d2
dz
. (3.77)
Thus, the corresponding asymptotic values of our variables are
τ →∞ ⇐⇒ ξ →1 ⇐⇒ z → 0
τ → −∞ ⇐⇒ ξ →− 1 ⇐⇒ z → 1. (3.78)
Substituting Eqs. (3.76, 3.77) into Eq. (3.75), we get
z(z − 1)d
2χ
dz2
+
1
2
(4c+ 2)(1− 2z)dχ
dz
+
(
a+ 2c− 4c2 + b+ 4c
2
4z(z − 1)
)
χ = 0
z(z − 1)d
2χ
dz2
+ (2c+ 1− (4c+ 2)z) dχ
dz
+
(
a+ 2c− 4c2 + b+ 4c
2
4z(z − 1)
)
χ = 0 (3.79)
If we choose c such that
b+ 4c2 = 0, (3.80)
and then taking
γ = 2c+ 1, α+ β = 4c+ 1, αβ = 4c2 + 2c− a. (3.81)
Eq. (3.79) becomes the familiar hypergeometric equation
z(1− z)d
2χ
dz2
+ (γ − (α+ β + 1)z) dχ
dz
− αβχ = 0 (3.82)
The solution is the hypergeometric function F (α, β, γ; z), which around z = 0 has the
expansion
F (α, β, γ; z) = 1 +
αβ
γ
z
1!
+
α(α+ 1)(β + 1)
γ(γ + 1)
z2
2!
+ . . . . (3.83)
Remember from Eq. (3.72) that a = 6, so the parameters (3.81) can be simplified to
α = 2c− 2, β = 2c+ 3, γ = 2c+ 1. (3.84)
In terms of the hypergeometric function (3.83), the solution (3.74) of the eigenvalue
equation (3.64) can be rewritten as
x =
(
1− ξ2)c F (α, β, γ; z). (3.85)
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3.3.4 Continuous Spectrum
It can be seen from the form of the double-well potential that there are discrete, as
well as continuous, spectra. The spectrum is continuous for  ≥ ω2, and it can be
parametrized by the real positive momentum
p ≡
√
− ω2, or k ≡ p
ω
. (3.86)
In addition, there is no barrier for  > ω2, and for that reason, we expect that there
is no reflection as the particle moves from τ = −∞ to τ = ∞. Consequently, all the
scattering dynamics are contained in the knowledge of the phase shift δp. If we set
τc = 0, then the phase shift can be defined as
xp(τ →∞) = eipτ ,
xp(τ → −∞) = eipτ+iδp. (3.87)
We will see later that the knowledge of the phase shift is enough to compute the
contribution to the determinant. Moreover, recall from Eq. (3.72) that b = 4(n−ω
2)
ω2
.
By using the definition of the momentum (3.86), and comparing the result we get with
Eq. (3.3.3), we have b = 4k2 = −4c2. This implies that we get c2 = −k2. If we choose
c = −ik and substitute this value into Eq. (3.85), then we get the solution which is
asymptotic to eipτ as τ →∞ (i.e. z → 0), that is
x =
(
1− ξ2)−ik F (α, β, γ; z). (3.88)
• Near τ → ∞ (i.e. z → 0), if we take u = 12 , then we have 2uk = ωτk = pτ .
Therefore the first factor of Eq. (3.88) becomes
(1− ξ2)−ik = (cosh2 u)iK ' (4e−2u)−ik = 4−iKeipτ . (3.89)
• However, near τ → −∞ (i.e. z → 1), the first factor of Eq. (3.88) becomes
(1− ξ2)−ik ' (4e2u)−iK = 4−ike−ipτ . (3.90)
Actually, the reflected wave is represented only by Eq. (3.90). On the other hand, the
hypergeometric function can be rewritten as
F (α, β, γ; z) = F1(1− z) + F2(1− z), (3.91)
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where F1(1− z) and F2(1− z) are defined respectively as
F1(1− z) = Γ(γ)Γ(γ − α− β)
Γ(γ − α)Γ(γ − β)F (α, β, α+ β + 1− γ; 1− z), (3.92)
F2(1− z) = Γ(γ)Γ(α+ β − γ)
Γ(α)Γ(β)
(1− z)γ−α−β × F (γ − α, γ − β, γ + 1− α− β; 1− z).
(3.93)
Since we have chosen c = −ik, we can rewrite the parameters α, β, γ in Eq. (3.84) in
terms of k as follows
α = −2ik − 2 & β = −2ik + 3 & γ = −2ik + 1. (3.94)
It can be seen that F1(1− z) vanishes due to the dominant factor Γ(γ − β) = Γ(−2),
which diverges. Subsequently, near τ → −∞ (i.e. z → 1), the complete Eq. (3.88)
becomes
(1− ξ2)−ikF (1− z) = (1− ξ2)−ikF2(1− z)
=
Γ(−2ik + 1)Γ(−2ik)
Γ(−2ik + 3)Γ(−2ik − 2)(1− z)
2ik(1− ξ)−ik (1 +O(1− z))
=
(1 + 2ik)(1 + ik)
(1− 2ik)(1− ik)(1− ξ)
ik4−2ik (1 +O(1− z))
' (1 + 2ik)(1 + ik)
(1− 2ik)(1− ik)4
−ikeipτ . (3.95)
Comparing this result with Eq. (3.89) leads us to read off the phase shift as
eiδp =
(1 + 2ik)(1 + ik)
(1− 2ik)(1− ik) . (3.96)
3.3.5 Discretization of the Spectrum
In this subsection, we must regularize the continuous spectrum, before going ahead to
calculate the contribution to the determinant ratio in the next subsection. As usual, the
appropriate way is to put the system in a box of interval − τ02 < 0 < τ02 . We also have
to take the boundary conditions as
x(−τ0/2) = x(τ0/2) = 0. (3.97)
Based on these boundary conditions, there will be a reflected wave which vanishes as
τ0 →∞. Since xp(−τ) and xp(τ) are independent solutions, the general solution must
be of the form
x = Axp(τ) +Bxp(−τ). (3.98)
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Then, using the boundary conditions (3.97), we have
Axp(τ0/2) +Bxp(−τ0/2) = 0,
Axp(−τ0/2) +Bxp(τ0/2) = 0. (3.99)
Solving those two equations gives us the non-trivial solution A = ±B. This implies that
we have
xp(τ0/2)
xp(−τ0/2) = ±1. (3.100)
Using the asymptotic form of the solution, we find that eipτ0−iδp = ±1. Hence the
spectrum p˜n = which satisfies the boundary conditions (3.97), is given by
p˜n =
pin+ δp
τ0
, n = 0, 1, 2, . . . . (3.101)
3.3.6 Contribution to the Determinant Ratio
At this stage, we are able to calculate the contribution of these modes to the determinant
ratio. Let us recall from the harmonic oscillator, the spectrum is
pn =
pin
τ0
. (3.102)
In the limit τ0 → ∞, it can be seen that the contribution from a finite number of
eigenvalues with n ∼ O(1) cancel against the contribution from the harmonic oscillator
states as they both become ω2. For instance, remember from Eq. (3.86) that p =√
− ω2, and so  = ω2 + p2. Thus, the ratio to be calculated can be taken as
R ≡
∞∏
n=1
ω2 + p˜2n
ω2 + p2n
. (3.103)
Let us define the difference ∆¯pn as follows
∆¯pn ≡ p˜n − pn = pin+ δp
τ0
− pin
τ0
=
δp
τ0
. (3.104)
It is easy to see that the difference ∆¯pn tends to zero as τ0 →∞. Thus, we can expand
in powers of ∆¯pn to the first order, therefore we have
p˜2n = p
2
n + 2pn∆¯pn + . . . . (3.105)
Hence, Eq. (3.103) becomes
R = exp
[∑
ln
ω2 + p˜2n
ω2 + p2n
]
= exp
[∑
ln
ω2 + p2n + 2pn∆¯pn + . . .
ω2 + p2n
]
' exp
[∑
ln
(
1 +
2pn∆¯pn
ω2 + p2n
)]
' exp
[∑ 2pn∆¯pn
ω2 + p2n
]
. (3.106)
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We used the Taylor expansion ln(1 +x) = x− x22 + x
3
3 − . . . to the first order to get the
least approximation. Moreover, since at the same time the interval pi/τ0 goes to zero,
we can rewrite (3.104) as
∆˜pn =
δp
τ0
=
δp
pi
pi
τ0
=
δp
pi
(pn+1 − pn) = δp
pi
∆pn. (3.107)
In terms of this notation, we may rewrite Eq. (3.106) in the following form,
R ' exp
[
1
pi
∫ ∞
0
δp
2p
ω2 + p2
dp
]
= exp
[
1
pi
∫ ∞
0
δp
d
dp
ln
(
1 +
p2
ω2
)
dp
]
. (3.108)
Using integration by parts and noticing that δp is zero at the boundaries, we get
R = exp
[
− 1
pi
∫ ∞
0
dp
dδp
dp
ln
(
1 +
p2
ω2
)
)]
. (3.109)
Remember from Eq. (3.86) that k = pω , therefore we can rewrite the previous expression
in terms of k instead of p, that is
R = exp
[
− 1
pi
∫ ∞
0
dk
dδk
dk
ln(1 + k2)
]
. (3.110)
From the explicit expression (3.96) for the phase shift, we easily get
dδk
dk
=
2
1 + k2
+
4
1 + 4k2
. (3.111)
In the next step, we have to use the following formula for integration∫ ∞
0
dk
ln(1 + k2)
1 + a2k2
=
pi
a
ln
(
1 +
1
a
)
. (3.112)
Subsequently, we shall substitute Eq. (3.111) into Eq. (3.110) and then use Eq. (3.112)
to find the final value for the determinant ratio
R = exp
[
− 1
pi
∫ ∞
0
dk
(
2
1 + k2
+
4
1 + 4k2
)
ln(1 + k2)
]
= exp
[
− 2
pi
∫ ∞
0
dk
ln(1 + k2)
1 + k2
− 4
pi
∫ ∞
0
dk
ln(1 + k2)
1 + 4k2
]
= exp
[
− 2
pi
(pi ln 2)− 4
pi
(
pi
2
ln
3
2
)
]
= exp
[
ln
1
9
]
=
1
9
. (3.113)
This is exactly the ratio between the determinant of the double-well and the determinant
of the harmonic oscillator.
3.3.7 Discrete Spectrum
As we discussed in Subsection 3.3.4, for the double-well potential there are discrete as
well as continuous spectra. We have already calculated the contribution due to the
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continuous spectrum. In this subsection, we consider the discrete part of the spectrum
in the case ω2 − n > 0. Thus, we must set
c = k ≡
√
ω2 − n
ω
> 0. (3.114)
Based on our argument in subsection 3.3.4, the solution of Shro¨dinger equation (3.65)
near τ0 →∞ (i.e. z → 0) is
xn = (1− ξ2)kF (α, β, γ; z), (3.115)
where the hypergeometric function F (α, β, γ; z) is given by Eq. (3.83). In order for the
solution, in this case, to be finite, we have to set the parameters of the hypergeometric
function to be
α = 2k − 2, β = 2k + 3, γ = 2k + 1. (3.116)
On the other hand, near τ0 → −∞ (i.e. z → 1), for this solution to be finite, the series
must terminate at finite terms. Since β, γ, k > 0 and α2k − 2 > −2, this occurs only
when
α = 2k − 2 = −n, n = 0, 1. (3.117)
This implies that we have only two values for k, they are
k = 1 & k =
1
2
. (3.118)
From the definition of k Eq. (3.118), it can be seen that n = ω
2(1 − k2). Using Eq.
(3.110) we realize that there are two discrete energy levels (bound states), they are
0 = 0, 1 =
3
4
ω2. (3.119)
3.3.8 Treatment of the Zero Mode
In the previous subsection, we found that there are two discrete modes of energy levels.
Let us constraint ourselves with the one which corresponds to the zero eigenvalue 0 = 0.
Actually, we should avoid including the zero-mode into the determinant calculation.
Inclusion of such a mode makes the determinant vanish.
As shown in Eqs. (3.114,3.117, 3.118), for the zero mode we have α = 0 and k = c = 1.
Therefore, in this case the hypergeometric function F (α, β, γ; z) = 1. The corresponding
wave function can be obtained by substituting those values into Eq. (3.85), then we
have
x0(τ) ∝ 1
cosh2 ω2 (τ − τc)
. (3.120)
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As usual, we have to normalize the wave function. Suppose N is the normalization
factor, then we write the zero-mode normalized wave function as follows
x0(τ) =
N
cosh2 ω2 (τ − τc)
. (3.121)
The wave function must obey the quantum mechanical normalization condition∫ ∞
−∞
|x0(τ)|2 = 1. (3.122)
Thus we have
1 =
∫ ∞
−∞
dτ
N 2
cosh4 ω2 (τ − τc)
= N 2 8
3ω
. (3.123)
This implies that N =
√
8
3ω . Hence the zero-mode normalized wave function is
x0(τ) =
√
8
3ω
1
cosh2 ω2 (τ − τc)
. (3.124)
More importantly, we can compute the correctly normalized zero mode in terms of the
instanton solution and the classical action. Since ∂X(τ, τc)/∂τc = −∂X(τ, τc)/∂τ , we
may write
x0(τ) = N ∂X
∂τ
. (3.125)
Once again the normalization condition reads
1 =
∫ ∞
−∞
dτ |x0(τ)|2 = N 2
∫ ∞
−∞
dτ
(
∂X
∂τ
)2
= N 2S0. (3.126)
This implies that N = S−
1
2
0 . Therefore the normalized zero mode can be written as
x0 = S
− 1
2
0
∂X
∂τ
. (3.127)
For instance, let us recall the explicit forms for the instanton solution and the classical
action (3.56, 3.60) respectively, then we have
S0 =
ω3
12λ
,
∂X
∂τ
=
aω
2
a
cosh2 ω2 (τ − τc)
=
√
ω4
32λ
1
cosh2 ω2 (τ − τc)
. (3.128)
Substituting from Eq. (3.128) into Eq. (3.127), we get
x0(τ) =
ω3
12λ
√
ω4
32λ
1
cosh2 ω2 (τ − τc)
=
√
3ω
8
1
cosh2 ω2 (τ − τc)
. (3.129)
This is exactly identical to Eq. (3.124). This means that we got the same result without
solving the Schro¨dinger equation.
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3.3.9 Integration over the Zero Mode (Collective Coordinate)
In this subsection, we turn back to our argument in section 3.1. We have performed the
formal Gaussian integration cn defined by Eq. (3.8)
x(τ) = X (τ) +
∑
n
cnxn(τ), (3.130)
and obtained
(
det Ŵ
)− 1
2
. However, integration with respect to the coefficient c0 cor-
responding to the zero-mode is non-Gaussian. Thus, we must treat its integration
separately. Actually, the integration over dc0 is the same as the integration over dτ0.
To determine this change of variables, we merely need the coefficient of proportionality
(the Jacobian). If c0 in Eq. (3.130) changes by ∆c0, then the corresponding change of
x(τ) is given by
∆x(τ) = x0(τ)∆c0. (3.131)
On the other hand, the change of x(τ) corresponds to the change ∆τc and is given by
∆x(τ) = ∆X(τc)∆τc = −dX
dτ
∆τc = −
√
S0x0(τ)∆τc. (3.132)
Comparing Eqs. (3.131, 3.132), we obtain the Jacobian factor [65] which corresponds
to the change of these two variables, that is
J =
∣∣∣dc0
dτ0
∣∣∣ = √S0. (3.133)
This method of changing variables is called a collective coordinate. Using this trick we
are able to find the zero-mode integration by integrating over dτc rather than integrating
over dc0.
So far, we only dealt with the treatment of the zero mode. In fact, this is not yet
the end of the story, we still have one last factor contributing to the calculation of the
determinant. This factor is due to the second discrete level with 1 =
3
4ω
2. In the limit
τ0 →∞, the contribution of this level to the determinant ration is 34 .
3.3.10 Complete One Instanton Contribution
We have now arrived at the point at which we are able to compute the complete con-
tribution of one instanton for large τ0 to the transition amplitude. Combining all the
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results obtained in the previous subsections, we get
〈−a|e−H τ0 |a〉one-inst = 1√
2piτ0
(
sinhωτ0
ωτ0
)− 1
2
(
1
ω2
× 3
4
× 1
9
)− 1
2
e−S0
√
S0
dτc√
2pi
=
(√
ω
pi
e−ωτ/2
)(√
6
pi
√
S0e
−S0
)
ωdτc. (3.134)
The factor inside the first brackets represents the harmonic oscillator-like contribution.
While the factor inside the second brackets, which can be denoted by ρ, is called the
instanton density.
3.4 Dilute Gas of Instantons and Anti-Instantons
Up to now, we have concentrated on the calculation of the one-instanton contribution
to the transition amplitude at large τ0. This is not the whole story, we have to consider
the possibility that the particle oscillates between the two tops of the inverted potential
in such a large time interval, as shown in Fig. (3.5). This issue was discussed further in
[46, 66, 67].
τ
τ1 τ1 τ1
a
−a
Figure 3.5: The chain of n well-separated instantons and anti-instantons .
In this condition, paths constructed from alternating instanton and anti-instanton (IA)
configurations. If the separation |τi − τj | between their centers is much larger than the
characteristic time scale of the system ω−1, then such paths constitute also classical
solutions.
For instance, we have to evaluate the contribution of such a configuration to the transi-
tion amplitude. Suppose we have n such IA’s with centers τ1, τ2, . . . , τn, whenever the
points τi satisfy the condition
− τ0
2
≤ τ1 ≤ τ2 ≤ · · · ≤ τn ≤ τn
2
. (3.135)
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The corresponding action for such a configuration is nS0, where S0 is the one-instanton
action.
Finally, the contribution of n-IA configuration to the transition amplitude can be written
in the form
An =
(√
ω
pi
e−ωτ/2
)
ρnIn, (3.136)
where we define In as follows
In =
∫ τ0/2
−τ0/2
ωdτn· · ·
∫ τ3
−τ0/2
ωdτ2
∫ τ2
−τ0/2
ωdτ1. (3.137)
Moreover, if we define the variables
xi ≡ ω
(
τi +
τ0
2
)
, x ≡ ω
(
τ +
τ0
2
)
. (3.138)
Then, we can rewrite the integration (3.137) in the form
In(τ) ≡ Jn(x ≡ ωτ) =
∫ x
0
ωdxn· · ·
∫ x3
0
dx2
∫ x2
0
dx1, (3.139)
where
dJn(x)
dx
= Jn−1(x) ⇒ d
n−1Jn
dxn−1
= J1(x) = x. (3.140)
But since Jk(0) = 0 for all k, then the integration (3.139) can be solved directly to
obtain
Jn(x) =
xn
n!
⇒ In = (ωτ0)
n
n!
. (3.141)
In order to compute the energy levels, we have to consider the amplitude 〈a|e−H τ0 |a〉
as well as the amplitude 〈−a|e−H τ0 |a〉. Another essential point, in the first case the
amplitude is obtained by summing over the even number of IA. While to obtain the
amplitude in the second case, we need to take the summation over the odd number of
IA. Thus, substituting Eq. (3.141) into Eq. (3.136), we get
〈a|e−H τ0 |a〉 =
√
ω
pi
e−ωτ0/2
∑
n=0,2,...
(ωρτ0)
n
n!
=
√
ω
pi
e−ωτ0/2 cosh(ωρτ0)
=
√
ω
pi
e−
ω
2
τ0
(
eωρτ0 + e−ωρτ0
2
)
=
√
ω
4pi
(
e−(
ω
2
−ωρ)τ0 + e−(
ω
2
+ωρ)τ0
)
,
(3.142)
and
〈−a|e−H τ0 |a〉 =
√
ω
pi
e−ωτ0/2
∑
n=1,3,...
(ωρτ0)
n
n!
=
√
ω
pi
e−ωτ0/2 sinh(ωρτ0)
=
√
ω
pi
e−
ω
2
τ0
(
eωρτ0 − e−ωρτ0
2
)
=
√
ω
4pi
(
e−(
ω
2
−ωρ)τ0 − e−(ω2 τ0−ωρ)τ0
)
.
(3.143)
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Now using the completeness relation of energy eigenstates, one should obtain
〈a|e−H τ0 |a〉 =
∑
n
e−Enτ0 |〈a|n〉|2, (3.144)
〈−a|e−H τ0 |a〉 =
∑
n
e−Enτ0〈−a|n〉〈n|a〉. (3.145)
By comparing the above completeness relations Eqs. (3.142, 3.144) with transition
amplitude relations Eqs. (3.143 ,3.145), the lowest two energy eigenvalues of the system
can be immediately found as
E0 =
ω
2
− ωρ = ω
2
− ω
2
√
2ω3
piλ
e−ω
3/12λ, (3.146)
E1 =
ω
2
+ ωρ =
ω
2
+
ω
2
√
2ω3
piλ
e−ω
3/12λ. (3.147)
In addition, if the ground state of the system is donated by |0〉, then the ground state
wave function can be written as
〈a|0〉 = 〈−a|0〉 =
( ω
4pi
)− 1
4
. (3.148)
Thus, we see that the energy is split by non-perturbative tunneling contribution, and
the symmetry of the ground state is indeed broken.
3.5 Real-Time Path Integral of Instantons
As we have seen above, the tunneling phenomena are well-understood in the Euclidean-
time path integral. However, it is not yet well understood in the real-time Feynman path
integral formulation. Since physics actually happens in the real-time, so we look forward
in this section, based on the argument of [68, 69, 70, 71, 72, 73], to understand such
phenomena directly in the real-time path integral.
3.5.1 The Problem with the Real-Time Formulation
Consider the same problem of the symmetric double-well potential, which has been
studied in the previous section in the case of Euclidean time. The real-time equation of
motion for this problem is
− d
2x(t)
dt2
=
ω2
2a2
x(x2 − 1). (3.149)
If we consider a real solution for this equation of motion, then the corresponding action
will also be real. Since we are looking for a path integral of the weight eiS [x], that means
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the real-time instanton configuration will be complex. This is the main problem which
meant instantons were never formulated in the real-time Feynman path integral. To be
more definite, we have two essential inconveniences:
(i) If that is the case, the field space should be complexified, which leads to an
undesirable doubling of the degrees of freedom in the complexified path integral.
(ii) We have to avoid including pathological directions in the complex field space which
may yield exponentially large contribution.
3.5.2 Pure Imaginary Solution
For instance, we can use the Wick rotation to go back from Euclidean-time to real-time.
Taking into account Eq. (3.56), the solution of Eq. (3.149) can be written in the form
x(t) = ±ia tan
(ω
2
(t− tc)
)
. (3.150)
Unfortunately, this solution is not convenient for many reasons. Firstly, it is purely
imaginary so it can not possibly give a contribution like e−S [x], and therefore it can not
describe a path integral interpolating from −a to a. Secondly, the solution is never
located near the bottoms of the wells, so the description of the tunneling from −a to a
is not clear. Third, the action is not well-defined since the solution has singularities at
t = (2n+ 1)pi/2, n ∈ Z.
3.5.3 Complex Solution
Based on [74, 75, 76, 77], the complex-time formalism is developed in the framework
of the path integral, to incorporate the imaginary-time formalism with the real-time
formalism. To understand how this method works, suppose we start with real-time and
then make a complex Wick rotation, which can be defined as
t→ τe−iα. (3.151)
Such rotation allows for the complexification of configuration space to deal with the
inconveniences (i) and (ii). Making the complex Wick rotation (3.151) to the real-time
equation of motion, we get the complex-time equation of motion, which is
− e2iαd
2x(τ)
dτ2
=
ω2
2a2
x(x2 − a2). (3.152)
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Indeed, the solution of such an equation of motion is
x(τ) = ±a tanh
(ω
2
e−i(α−
pi
2
)
)
. (3.153)
Moreover, the α-dependent action can be written as
Sα =
ω2e−iα
2a
∫ ∞
−∞
dτ
[
e2iα
d2x
dτ2
− (x2 − a2)2
]
. (3.154)
It can be seen that, for small α, τ ≈ t and Sα ≈ S . While, for α = pi/2, τ becomes the
standard Euclidean time coordinate and iSpi/2 = −SE .
Returning to the solution (3.153), to make it a legitimate solution, we have to complexify
the space of path histories from x : R → R to x : Re−iα → C. A closer look at the
solution itself shows that α acts like a crucial regulator which tells us whatever the
solution represents Euclidean-time or real-time instantons.
(i) When α = pi2 , the complex instanton solution (3.153) reduces to the pure real
instanton solution (3.56) see Fig. (3.6).
(ii) When α = 0, Eq. (3.153) reduces to the pure imaginary solution (3.150). The
sketch for this situation is like the opposite of the first case see Fig. (3.7).
(iii) For 0 < α ≤ pi2 , consider the instanton starting at x = −a at τ = −∞, it is
supposed to whip around in the left half of complex-x plane for τ < τ0, then
crosses to the right half of the plane at τ = τ0, whips around x = a for τ > τ0,
until it reaches x = a and remains there at τ =∞.
(iv) Consider the situation for infinitesimal α and |τ | → ∞, the behaviour of the
complexfied instanton in this situation is shown in Fig. (3.8). If the instanton
staring at x = −a at τ = −∞, it is supposed to spend more and more time
wiping around in the Rex < 0 region in a huge number of more and more tightly
space increasingly large arcs for τ < τ0. After a while, the instanton jumps over
to the Rex > 0 region and winds closer and closer to x = a in the same way,
until it reaches x = a and remains there at τ =∞.
According to the previous discussion, it seems that the only reasonable description of
real-time tunneling is the use of highly oscillatory complex solutions. We see that the
tunneling amplitude can be given by a real-time instanton, which requires a complex-
ification of the space of paths and the addition of an infinitesimal imaginary part to
the time coordinate as a regulator for its definition as a smooth configuration. In the
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Figure 3.6: The complexified instanton configuration. The Euclidean instanton domina-
tion is shown in the left column, while the real-time instanton domination is shown in
the right column.
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Figure 3.7: The complexfied instanton configuration for 0 < α < pi2 .
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Figure 3.8: The complexfied instanton configuration for infinitesimal α and |τ | → ∞.
real-time limit, the instanton trajectory takes a wild ride through complex configura-
tion space on its way between the minima of the potential, with the path resembling a
space-filling curve. Thus, it is demonstrated that quantum tunneling is possible to be
described based on a semi-classical treatment of the real-time Feynman path integral
formalism.
4
Discussion and Conclusion
In this dissertation, we reviewed the basic aspects of supersymmetric quantum mechan-
ics. We started with introducing the algebra of Grassmann variables, we then looked into
quantum mechanics of the supersymmetric harmonic oscillator, which includes fermionic
as well as bosonic fields. Afterward, we investigated the algebraic structure of supersym-
metric quantum mechanics. We started by investigating the superalgebra using Dirac
brackets. Then, we introduced the concept of the supercharge operators Qˆ and Qˆ†.
In general, the supersymmetry is constructed by introducing supersymmetric transfor-
mations which are generated by the supercharge operators, where the role of the su-
percharges is to change the bosonic state into the fermionic state and vice versa, while
the Lagrangian remains invariant. Moreover, we have presented the basic properties of
supersymmetric quantum mechanics.
Furthermore, we illustrated for a supersymmetric quantum mechanical system that, the
energy spectrum is degenerate except for the ground state, which must have a zero
eigenvalue in order for the system to have good supersymmetry. Also, we have explained
that, if there is a supersymmetric state, it is the zero-energy ground state. If such a
zero-energy ground state exists, it is said that the supersymmetry is unbroken. So far
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there has been no unbroken supersymmetry observed in nature, and if nature is described
by supersymmetry, of course, it must be broken.
In fact, supersymmetry may be broken spontaneously at any order of perturbation theory,
or dynamically due to non-perturbative effects. To examine this statement, we studied
the normalization of the ground state of the supersymmetric harmonic oscillator. Then
we used perturbation theory to calculate the corrections to the ground state energy. We
found that the perturbation does not affect the energy of the ground state at second
order in perturbation theory, but this result can be expanded to any finite order. This
means that the supersymmetry breaking is not seen in perturbation theory, and it must
be due to the non-perturbative effects.
We also briefly reviewed the main aspects of the path integral formulation of quantum
mechanics. In order to see how this method work, the simple example of quantum
mechanics of the harmonic oscillator was discussed.
The most interesting aspect of this dissertation was introducing the Euclidean-time in-
stantons and using this method to study the quantum mechanics of the symmetric
double-well potential. However, the more interesting part was the calculation of the
determinant for the problem of the double-well potential. Actually, we have explained
this point in detail. Moreover, we used the instantons method to calculate the transi-
tion amplitude between the two minima of the double-well potential. In addition, we
successfully calculated the corrections to the energy of the ground state and the first
excited state.
In quantum mechanics, the quantum tunneling restores the symmetry and solves the
degeneracy between the classical minima of the potential, so it is a non-perturbative
phenomena. We have investigated this fact by studying the tunneling using the descrip-
tion of the real-time part of the highly oscillatory complex solution of instanton.
As a result, we can see that the perturbation technique gives us incorrect results for
both the wave function as well as the energy spectrum and fails to give an explanation
to the supersymmetry breaking. However, the instantons, which are a non-perturbative
effect in quantum mechanics and can not be seen in perturbation theory, leads us to
calculate the corrections to the ground state energy and gives us a possible explanation
for the supersymmetry breaking.
Finally, this dissertation went through simple and basic but important aspects of our
two main topics, supersymmetric quantum mechanics and path integral realization of
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instantons. By providing calculations and proofs that may allow someone to further
understand the basic properties of both supersymmetry and path integrals. That helps
the simplification of calculations needed by anyone new in these two fields.
Appendix A
A.1 The Generalised Hamilton’s Equations of Motion
Recall the Hamiltonian (2.34)
H =
1
2
(
p2 + ω2q2
)− iωψ1ψ2. (A.1)
We showed in subsection 2.3.2, that the previous Hamiltonian could be written in the
form (2.38)
H =
1
2
(
p2 + ω2q2
)
+ 4iωpi1pi2. (A.2)
Also consider the momenta piα, and the primary constraint φα, respectively define as
piα =
∂L
∂ψ˙α
= − i
2
δαβψβ,
φα = piα +
i
2
δαβψβ. (A.3)
Downward we explain how to use Poisson bracket to get the generalised Hamilton’s
equations of motion, which we have only write it down in Eq. (2.55).
(i) The extended Hamiltonian (2.53) is written as
H = q˙ip
i + ψ˙αpi
α − φAλA − L. (A.4)
Therefore
∂H
∂pi
= q˙i − ∂φ
A
∂pi
λA. (A.5)
Thus
q˙i =
∂H
∂p
+
∂φA
∂p
λA. (A.6)
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Using Poisson brackets. we find that
{qi,H + φAλA}P =
(
∂qi
∂qi
∂(H + φAλA)
∂pi
− ∂(H + φ
AλA)
∂qi
∂qi
∂pi
)
−
(
∂qi
∂ψα
∂(H + φAλA)
∂piα
− ∂(H + φ
AλA)
∂ψα
∂qi
∂piα
)
=
∂H
∂pi
+
∂piA
∂pi
λA. (A.7)
From Eqs. (A.6, A.7), we obtain
q˙i =
∂H
∂p
+
∂φA
∂p
λA = {qi,H + φAλA}P . (A.8)
(ii)
∂H
∂qi
= − ∂L
∂qi
− ∂φ
A
∂qi
λA = − d
dt
∂L
∂q˙i
− ∂φ
A
∂qi
λA
= −p˙i − ∂φ
A
∂qi
λA. (A.9)
Thus
p˙i = −∂H
∂qi
− ∂φ
A
∂qi
λA. (A.10)
Using Poisson brackets. we find that
{pi,H + φAλA}P =
(
∂pi
∂qi
∂(H + φAλA)
∂pi
− ∂(H + φ
AλA)
∂qi
∂pi
∂pi
)
−
(
∂pi
∂ψα
∂(H + φAλA)
∂piα
− ∂(H + φ
AλA)
∂ψα
∂pi
∂piα
)
= −∂H
∂qi
− ∂φ
A
∂qi
. (A.11)
From Eqs. (A.10, A.11), we obtain
p˙i = −∂H
∂qi
− ∂φ
A
∂qi
λA = {pi,H + φAλA}P . (A.12)
(iii)
∂H
∂piα
= −ψ˙α − ∂φ
A
∂qpiα
λA. (A.13)
Thus
ψ˙α = − ∂H
∂piα
− ∂φ
A
∂qpiα
λA. (A.14)
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Using Poisson brackets, we find that
{ψα,H + φAλA}P =
(
∂ψα
∂qi
∂(H + φAλA)
∂pi
− ∂(H + φ
AλA)
∂qi
∂pi
∂ψα
)
−
(
∂ψα
∂ψα
∂(H + φAλA)
∂piα
− ∂(H + φ
AλA)
∂ψα
∂ψα
∂piα
)
= − ∂H
∂piα
− ∂φ
A
∂piα
. (A.15)
From Eqs. (A.14, A.15), we obtain
ψ˙α = − ∂H
∂piα
− ∂φ
A
∂qpiα
λA = {ψα,H + φAλA}P . (A.16)
(iv)
∂H
∂ψα
= − ∂L
∂ψα
− ∂φ
A
∂qψα
λA
= − d
dt
(
∂L
∂ψ˙α
)
− ∂φ
A
∂ψα
λA
= −p˙iα − ∂φ
A
∂ψα
λA. (A.17)
Thus
p˙iα = − ∂H
∂ψα
− ∂φ
A
∂ψα
λA. (A.18)
Using Poisson brackets, we obtain
{piα,H + φAλA}P =
(
∂piα
∂qi
∂(H + φAλA)
∂pi
− ∂(H + φ
AλA)
∂qi
∂pi
∂piα
)
−
(
∂piα
∂ψα
∂(H + φAλA)
∂piα
− ∂(H + φ
AλA)
∂ψα
∂piα
∂piα
)
= −p˙iα − ∂φ
A
∂ψα
λA. (A.19)
From Eqs. (A.18, A.19), we obtain
p˙iα = − ∂H
∂ψα
− ∂φ
A
∂ψα
λA = {piα,H + φAλA}P . (A.20)
(v) By definition from Eqs. (A.3)
φA = piA +
i
2
ψA
= − i
2
ψA +
i
2
ψA
= 0. (A.21)
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A.2 Dirac Bracket and the Superalgebra
From Appendix (A.1) recall the expressions of the Hamiltonian (A.1) and the extended
Hamiltonian (A.2)
H =
1
2
(
p2 + ω2q2
)− iωψ1ψ2. (A.22)
As well take into account the for the constraint (A.3) and suppose {α, β} can only take
the values {1, 2}, then we have
φ1 = pi1 +
i
2
ψ1,
φ2 = pi2 +
i
2
ψ2. (A.23)
Furthermore, consider the supercharge formula, and once again suppose {α, β} can only
take the values {1, 2}, then we have
Qα = pψα + ωqαβδ
βγψγ ⇒
Q1 = pψ1 + ωqψ2
Q2 = pψ2 − ωqψ1,
(A.24)
where, αβ and δ
αβ are the Levi-Civita symbol and Kronecker delta function, respectively.
To verify that the supercharges (A.24) together with the Hamiltonian (A.22) and the
constraints (A.23) satisfy the Dirac bracket super-algebra (2.84), we need as a first step
to calculate the Dirac brackets of the supercharges
{Qα, Qβ}D = {Q1, Q1}D + {Q1, Q2}D + {Q2, Q1}D + {Q2, Q2}D (A.25)
To simplify the calculation of Eq. (A.25), let us start with calculating the Poisson
bracket of the super-charges and the constraints.
{Q1, Q1}P =
(
∂Q1
∂qi
∂Q1
∂pi
− ∂Q1
∂pi
∂Q1
∂qi
)
−
(
∂Q1
∂ψ1
∂Q1
∂pi1
+
∂Q1
∂pi1
∂Q1
∂ψ1
)
−
(
∂Q1
∂ψ2
∂Q1
∂pi2
+
∂Q1
∂pi2
∂Q1
∂ψ2
)
= 0. (A.26)
{Q1, Q2}P =
(
∂Q1
∂qi
∂Q2
∂pi
− ∂Q1
∂pi
∂Q2
∂qi
)
−
(
∂Q1
∂ψ1
∂Q2
∂pi1
+
∂Q1
∂pi1
∂Q2
∂ψ1
)
−
(
∂Q1
∂ψ2
∂Q2
∂pi2
+
∂Q1
∂pi2
∂Q2
∂ψ2
)
= ω
(
ψ21 + ψ
2
2
)
. (A.27)
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{Q2, Q1}P =
(
∂Q2
∂qi
∂Q1
∂pi
− ∂Q2
∂pi
∂Q1
∂qi
)
−
(
∂Q2
∂ψ1
∂Q1
∂pi1
+
∂Q2
∂pi1
∂Q1
∂ψ1
)
−
(
∂Q2
∂ψ2
∂Q1
∂pi2
+
∂Q2
∂pi2
∂Q1
∂ψ2
)
= −ω (ψ21 + ψ22) . (A.28)
{Q2, Q2}P =
(
∂Q2
∂qi
∂Q2
∂pi
− ∂Q2
∂pi
∂Q2
∂qi
)
−
(
∂Q2
∂ψ1
∂Q2
∂pi1
+
∂Q2
∂pi1
∂Q2
∂ψ1
)
−
(
∂Q2
∂ψ2
∂Q2
∂pi2
+
∂Q2
∂pi2
∂Q2
∂ψ2
)
= 0. (A.29)
{Q1, φ1}P =
(
∂Q1
∂qi
∂φ1
∂pi
− ∂Q1
∂pi
∂φ1
∂qi
)
−
(
∂Q1
∂ψ1
∂φ1
∂pi1
+
∂Q1
∂pi1
∂φ1
∂ψ1
)
−
(
∂Q1
∂ψ2
∂φ1
∂pi2
+
∂Q1
∂pi2
∂φ1
∂ψ2
)
= −p. (A.30)
{φ1, Q1}P =
(
∂φ1
∂qi
∂Q1
∂pi
− ∂φ
1
∂pi
∂Q1
∂qi
)
−
(
∂φ1
∂ψ1
∂Q1
∂pi1
+
∂φ1
∂pi1
∂Q1
∂ψ1
)
−
(
∂φ1
∂ψ2
∂Q1
∂pi2
+
∂φ1
∂pi2
∂Q1
∂ψ2
)
= −p. (A.31)
{Q1, φ2}P =
(
∂Q1
∂qi
∂φ2
∂pi
− ∂Q1
∂pi
∂φ2
∂qi
)
−
(
∂Q1
∂ψ1
∂φ2
∂pi1
+
∂Q1
∂pi1
∂φ2
∂ψ1
)
−
(
∂Q1
∂ψ2
∂φ2
∂pi2
+
∂Q1
∂pi2
∂φ2
∂ψ2
)
= −ωq. (A.32)
{φ2, Q1}P =
(
∂φ2
∂qi
∂Q1
∂pi
− ∂φ
2
∂pi
∂Q1
∂qi
)
−
(
∂φ1
∂ψ2
∂Q1
∂pi1
+
∂φ2
∂pi1
∂Q1
∂ψ1
)
−
(
∂φ2
∂ψ2
∂Q1
∂pi2
+
∂φ2
∂pi2
∂Q1
∂ψ2
)
= −ωq. (A.33)
{Q2, φ1}P =
(
∂Q2
∂qi
∂φ1
∂pi
− ∂Q2
∂pi
∂φ1
∂qi
)
−
(
∂Q2
∂ψ1
∂φ1
∂pi1
+
∂Q2
∂pi1
∂φ1
∂ψ1
)
−
(
∂Q2
∂ψ2
∂φ1
∂pi2
+
∂Q2
∂pi2
∂φ1
∂ψ2
)
= ωq. (A.34)
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{φ1, Q2}P =
(
∂φ1
∂qi
∂Q2
∂pi
− ∂φ
1
∂pi
∂Q2
∂qi
)
−
(
∂φ1
∂ψ1
∂Q2
∂pi1
+
∂φ1
∂pi1
∂Q2
∂ψ1
)
−
(
∂φ1
∂ψ2
∂Q2
∂pi2
+
∂φ1
∂pi2
∂Q2
∂ψ2
)
= ωq. (A.35)
{Q2, φ2}P =
(
∂Q2
∂qi
∂φ2
∂pi
− ∂Q2
∂pi
∂φ2
∂qi
)
−
(
∂Q2
∂ψ1
∂φ2
∂pi1
+
∂Q2
∂pi1
∂φ2
∂ψ1
)
−
(
∂Q2
∂ψ2
∂φ2
∂pi2
+
∂Q2
∂pi2
∂φ2
∂ψ2
)
= −p. (A.36)
{φ2, Q2}P =
(
∂φ2
∂qi
∂Q2
∂pi
− ∂φ
2
∂pi
∂Q2
∂qi
)
−
(
∂φ2
∂ψ1
∂Q2
∂pi1
+
∂φ2
∂pi1
∂Q2
∂ψ1
)
−
(
∂φ2
∂ψ2
∂Q2
∂pi2
+
∂φ2
∂pi2
∂Q2
∂ψ2
)
= −p. (A.37)
Using Dirac bracket definition and Eq.s ( A.26-A.37), then we get
{Q1, Q1}D = {Q1, Q1}P − {Q1, φA}PCAB{φB, Q1}P
= {Q1, Q1}P − {Q1, φ1}PC11{φ1, Q1}P − {Q1, φ2}PC22{φ2, Q1}P
= −i(p2 + ω2q2). (A.38)
{Q1, Q2}D = {Q1, Q2}P − {Q1, φA}PCAB{φB, Q2}P
= {Q1, Q2}P − {Q1, φ1}PC11{φ1, Q2}P − {Q1, φ2}PC22{φ2, Q2}P
= ω(ψ21 + ψ
2
2). (A.39)
{Q2, Q1}D = {Q2, Q1}P − {Q2, φA}PCAB{φB, Q1}P
= {Q2, Q1}P − {Q2, φ1}PC11{φ1, Q1}P − {Q2, φ2}PC22{φ2, Q1}P
= −ω(ψ21 + ψ22). (A.40)
{Q2, Q2}D = {Q2, Q2}P − {Q2, φA}PCAB{φB, Q2}P
= {Q2, Q2}P − {Q2, φ1}PC11{φ1, Q2}P − {Q2, φ2}PC22{φ2, Q2}P
= −i(p2 + ω2q2). (A.41)
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Substitute from Eqs. (A.38, A.39, A.40, A.41) into Eq. (A.25), thus we find
{Qα, Qβ}D = {Q1, Q1}D + {Q1, Q2}D + {Q2, Q1}D + {Q2, Q2}D
= −i(p2 + ω2q2) + ω(ψ21 + ψ22)− ω(ψ21 + ψ22)− i(P 2 + ω2q2)
= −2i(P 2 + ω2q2). (A.42)
On the other hand
−2iδαβH = −2iδ11H− 2iδ22H
= −2i(p2 + ω2q2)− 2i(P 2 + ω2q2)
= −2i(p2 + ω2q2). (A.43)
Eqs. (A.42) and (A.43) imply that
{Qα, Qβ}D = −2iδαβH . (A.44)
So far, as a second step to verify that the supercharges (A.24) together with the Hamil-
tonian (A.22) and the constraints (A.23) satisfy the Dirac bracket superalgebra (2.84),
we need to calculate the Dirac brackets of the supercharges and the Hamiltonian
{Qα,H }D = {Q1,H }D + {Q2,H }D. (A.45)
To simplify the calculation of Eq. (A.45), let us calculate the Poisson bracket of the
supercharges and the Hamiltonian.
{Q1,H }P =
(
∂Q1
∂qi
∂H
∂pi
− ∂Q1
∂pi
∂H
∂qi
)
−
(
∂Q1
∂ψα
∂H
∂piα
+
∂Q1
∂piα
∂H
∂ψα
)
= ωpψ2 − ω2qψ1. (A.46)
{Q2,H }P =
(
∂Q2
∂qi
∂H
∂pi
− ∂Q2
∂pi
∂H
∂qi
)
−
(
∂Q2
∂ψα
∂H
∂piα
+
∂Q2
∂piα
∂H
∂ψα
)
= −ωpψ1 − ω2qψ2. (A.47)
{φ1,H }P =
(
∂φ1
∂qi
∂H
∂pi
− ∂φ1
∂pi
∂H
∂qi
)
−
(
∂φ1
∂ψα
∂H
∂piα
+
∂φ1
∂piα
∂H
∂ψα
)
= iωψ2. (A.48)
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{φ2,H }P =
(
∂φ2
∂qi
∂H
∂pi
− ∂φ2
∂pi
∂H
∂qi
)
−
(
∂φ2
∂ψα
∂H
∂piα
+
∂φ2
∂piα
∂H
∂ψα
)
= −iωψ1. (A.49)
Therefore, using Eq.s ( A.46,A.47, A.48, A.49) we calculate the Dirac bracket of the
supercharges and the Hamiltonian.
{Q1,H }D = {Q1,H }P − {Q1, φA}PCAB{φB,H}P
= {Q1,H }P − {Q1, φ1}PC11{φ1,H }P − {Q1, φ2}PC22{φ2,H }P
= ωpψ2 − ω2qψ1 − ωpψ2 + ω2qψ1. (A.50)
{Q2,H }D = {Q2,H }P − {Q2, φA}PCAB{φB,H }P
= {Q2,H }P − {Q2, φ1}PC11{φ1,H }P − {Q2, φ2}PC22{φ2,H }P
= −ωpψ1 − ω2qψ2 + ω2qψ2 + ωpψ1. (A.51)
Substitute from Eqs. (A.50, A.51) into equation (A.45), thus we find
{Qα,H }D = {Q1,H }D + {Q2,H }D
=
(
ωpψ2 − ω2qψ1 − ωpψ2 + ω2qψ1
)
+
(−ωpψ1 − ω2qψ2 + ω2qψ2 + ωpψ1)
= 0. (A.52)
It is clear from Eqs. (A.44,A.52), that the supercharge (A.24) together with the Hamil-
tonian (A.22) and the constraints (A.23) satisfy the two conditions (2.84) of the Dirac
bracket superalgebra.
Appendix B
B.1 The First-Order correction
In this appendix we use conventional perturbation theory to compute the first-order
correction to the ground state energy of the supersymmetric harmonic oscillator. Good
discussion of the perturbation theory can be found in [41, 42, 43, 44, 45]. In the non-
degenerate time-independent perturbation theory, the first-order correction to the energy
of the nth’ state is given by
E (1)n = 〈ψ0n|Hˆ ′|ψ0n〉. (B.1)
We need now to use this formula to compute the first-order correction to the ground
state energy of our system. As we have shown in Section 2.6, the supersymmetric
quantum mechanics Hamiltonian is given in the general form
Hˆ =
1
2
(pˆ2 + W ′2)I2 +
1
2
~W ′′σ3. (B.2)
Let us here consider the superpotential W (x) defined as
W =
1
2
ωqˆ2 + g qˆ3 ⇒ W
′ = ωqˆ + 3g qˆ2
W ′′ = ω + 6g qˆ,
(B.3)
where g is a perturbation.If g is zero the Hamiltonian Hˆ reduce to the supersymmetric
harmonic oscillator Hamiltonian. Therefore, when g is small, the Hamiltonian Hˆ can be
written as
Hˆ = Hˆ 0 + Hˆ ′, (B.4)
where Hˆ 0 is the Hamiltonian of the unperturbed supersymmetric harmonic oscillator
and Hˆ ′ is the perturbation,
Hˆ ′ = (
9
2
g2qˆ4 + 3ωg qˆ3)I2 + 3~g qˆσ3. (B.5)
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As shown in Section 2.5, for the supersymmetric harmonic oscillator, expect the ground
energy state, all the energy levels degenerate into two energy states. Therefore, if we
have an energy level degenerate to the two energy states Ψn =
(
ψan
0
)
and Ψn =
(
0
ψbn
)
,
we can write
〈ψn|Hˆ ′|ψm〉 =
〈(ψan
ψbn
)∣∣∣f1(qˆ)I2 + f2(qˆ)σ3∣∣∣(ψam
ψbm
)〉
= 0. (B.6)
If we interest in a ground state of the form
(
0
ψ0
)
, the previous equation reduces to
〈ψ0|Hˆ ′|ψm〉 = 〈ψ0|f1(qˆ)− f2(qˆ)|ψm〉 = 0. (B.7)
Based on this argument, we can see for this combination that the impact of the Hamil-
tonian Hˆ ′ on the wave function Ψ(0)0 is only due to the component,
Hˆ′ = 9
2
g2q4 + 3ωg qˆ3 − 3~g qˆ. (B.8)
Actually, this allows us to compute the first and second corrections to the ground state
energy for this system just using the Hamiltonian Hˆ′. As well, we can use the non-
degenerate time-independent perturbation theory to calculate the corrections to the
ground state energy of our harmonic oscillator system even it has degenerate energy
levels.
Thus, taking into account the supersymmetric harmonic oscillator ground state wave
function in the form (2.141) and the Hamiltonian (B.8), then we can now use the
formula (B.1) to compute the first-order correction to the energy of the ground state as
follows
E
(1)
0 = 〈ψ00|Hˆ′|ψ(0)0 〉
= 〈ψ(0)0 |(
9
2
g2qˆ4 + 3ωg qˆ3)I2 + 3~q qˆσ3|ψ(0)0 〉
=
∫ +∞
−∞
√
ω
pi~
e−
ωqˆ2
~
(
9
2
g2qˆ4 + 3ωg qˆ3 − 3~g qˆ
)
dq
=
9g2
2
√
ω
pi~
∫ +∞
−∞
qˆ4e−
ωqˆ2
~ dq + 3ωg
√
ω
pi~
∫ +∞
−∞
qˆ3e−
ωqˆ2
~ dq
− 3~g
√
ω
pi~
∫ +∞
−∞
qˆe−
ωqˆ2
~ dq. (B.9)
Both the second term and the third term of the previous integration vanish since the
integral functions qˆ3e−
ωqˆ2
~ and qˆe−
ωqˆ2
~ are odd functions and there integrations from
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−∞ to +∞ are equal to zero. Therefore the previous integration reduces to
E
(1)
0 =
9g2
2
√
ω
pi~
∫ +∞
−∞
qˆ4e−
ωqˆ2
~ dq = 9g2
√
ω
pi~
∫ +∞
0
e−
ωqˆ2
~ qˆ2dq
= 9q2
√
ω
pi~
× 3
8
√
pi~5
ω5
=
27
8
~2
ω2
g2 ' O(g2). (B.10)
The last equation implies that the first-order correction to the ground state energy
reduces to zero. Notice that to solve the integration which appeared in the last equation,
we have used the integral formula∫ ∞
0
x2n exp(−ax2)dx = 1 · 3 · · · (2n− 1)
2n+1
√
pi
a2n+1
. (B.11)
B.2 The Second-Order Correction
As described in [41, 42, 43, 44, 45], the second-order correction to the energy in the
time-independent non-degenerate perturbation theory, is given by the form
E
(2)
0 =
∑
m6=n
|〈ψ(0)n |Hˆ′|ψ(0)m 〉|2
E
(0)
n − E (0)m
. (B.12)
Furthermore, the harmonic oscillator wave function is orthogonal polynomial, and the
harmonic oscillator wave function of degree n can be obtained by the following recursion
formula
ψ(0)n (qˆ) =
1√
2nn!
( ω
pi~
) 1
4
e−
ωqˆ2
2~ Hˆn
(√
ω
~
qˆ
)
, (B.13)
where Hˆn is the Hermite Polynomial of degree n. Also, it is helpful to consider the
recursion relation of the Hermite Polynomials
qˆHˆn =
1
2
Hˆn+1 + nHˆn−1. (B.14)
Moreover, for two wave functions ψn and ψm we have the relation
〈ψn|ψm〉 = δnm. (B.15)
Eqs. (B.13, B.14, B.15) imply that
〈ψ0|q|ψm〉 = 1
2
C11δ0(m+1) + C12nδ0(m−1) = C12nδ1m. (B.16)
This argument leads us to know that all the terms of the summation with m > 4 in
Eq. (B.12) are vanish. So that to compute the second-order correction to the energy of
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the ground state using Eq. (B.12), we only need to consider the non-zero terms with
m ≤ 4.
Now we are able to compute the first term with m = 1. First considering the ground
and the first excited state wave functions
ψ
(0)
0 = (
ω
pi~
)
1
4 e−
ωq2
2~ , and ψ
(0)
1 = (
4ω3
pi~3
)
1
4 qe−
ωq2
2~ . (B.17)
Then,
|〈ψ(0)0 |3ωg qˆ3 − 3~g qˆ|ψ(0)1 〉|2
E
(0)
0 − E (0)1
=
∣∣∣3ωg〈ψ(0)0 |qˆ3|ψ(0)1 〉 − 3~g〈ψ(0)0 |qˆ|ψ(0)1 〉∣∣∣2
−~ω
=
−1
~ω
[
6ωgˆ
√
2ω2
pi~2
∫ ∞
0
qˆ4e
−ωqˆ2
~ dq − 6~g
√
2ω2
pi~2
∫ ∞
0
qˆ2e
−ωqˆ2
~ dq
]2
=
−g2
~ω
[
9
4
√
2~3
ω
− 3
2
√
2~3
ω
]2
= −9
8
~2
ω2
g2. (B.18)
Similarly, we can compute the second term with m = 2. The second excited state wave
functions is given by the form
ψ
(0)
2 =
( ω
4pi~
) 1
4
(
2ω
~
qˆ2 − 1
)
e−
ωq2
2~ . (B.19)
Then,
|〈ψ(0)0 |92g2qˆ4|ψ
(0)
2 〉|2
E
(0)
0 − E (0)2
=
∣∣∣〈( ωpi~) 14 e−ωqˆ22~ ∣∣∣92g2qˆ4∣∣∣ ( ω4pi~) 14 (2ω~ qˆ2 − 1) e−ωqˆ22~ 〉∣∣∣2
0− 2~ω
=
−81g4
16pi~2
[∣∣∣4ω~
∫ +∞
0
qˆ6e−
ωqˆ2
~ dq − 2
∫ +∞
0
qˆ4e−
ωqˆ2
~ dq
∣∣∣2]
=
−81g4
16pi~2
(
15
4
√
pi~5
ω5
− 3
4
√
pi~5
ω5
)2
= −729
16
~3
ω5
g4. (B.20)
Furthermore, the same way we can compute the second term with m = 3. The third
excited state wave functions take the form
ψ
(0)
3 = (
ω3
9pi~3
)
1
4 (2
ω
~
qˆ3 − 3qˆ)e−ωqˆ
2
2~ . (B.21)
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Then,
|〈ψ(0)0 |3ωg qˆ3|ψ(0)3 〉|2
E
(0)
0 − E (0)3
=
∣∣∣〈( ωpi~) 14 e−ωq22~ ∣∣∣3ωgq3∣∣∣( ω39pi~3 ) 14 (2ω~ qˆ3 − 3qˆ)e−ωqˆ22~ 〉∣∣∣2
0− 3~ω
=
−g2ω3
pi~3
[∣∣∣〈e−ωqˆ22~ ∣∣∣qˆ3∣∣∣(2ω~ qˆ3 − 3qˆ)e−ωqˆ22~ 〉∣∣∣2
]
=
−g2ω3
pi~3
[∣∣∣2ω~
∫ +∞
−∞
qˆ6e−
ωqˆ2
~ dq − 3
∫ +∞
−∞
qˆ4e−
ωqˆ2
~ dq
∣∣∣2]
=
−g2ω3
pi~3
[∣∣∣4ω~
∫ +∞
0
qˆ6e−
ωqˆ2
~ dq − 6
∫ +∞
0
qˆ4e−
ωqˆ2
~ dq
∣∣∣2]
=
−g2ω3
pi~3
[∣∣∣15
4
√
pi~5
ω5
− 9
4
√
pi~5
ω3
∣∣∣2] = −g2ω3
pi~3
(
3
2
√
pi~5
ω3
)2
= −9
4
~2
ω2
g2. (B.22)
Also similarly we can compute the term with m = 4. The fourth excited state wave
function is
ψ
(0)
4 =
( ω
576pi~
) 1
4
(
4ω2
~2
qˆ4 − 12ω
~
qˆ2 + 3
)
e−
ωqˆ2
2~ . (B.23)
Then,
|〈ψ(0)0 |92g2qˆ4|ψ
(0)
4 〉|2
E
(0)
0 − E (0)4
=
∣∣∣〈( ωpi~) 14 e−ωqˆ22~ ∣∣∣92g2qˆ4∣∣∣ ( ω576pi~) 14 (4ω2~2 qˆ4 − 12ω~ qˆ2 + 3) e−ωqˆ22~ 〉∣∣∣2
0− 4~ω
=
−27g4
128pi~2
[∣∣∣〈e−ωqˆ22~ ∣∣∣qˆ4∣∣∣ (4ω2~2 qˆ4 − 12ω~ qˆ2 + 3
)
e−
ωqˆ2
2~
〉∣∣∣2]
=
−27g4
128pi~2
[∣∣∣4ω2~2
∫ +∞
−∞
qˆ8e−
ωqˆ2
~ dq − 12ω
~
∫ +∞
−∞
qˆ6e−
ωqˆ2
~ dq + 3
∫ +∞
−∞
qˆ4e−
ωqˆ2
~ dq
∣∣∣2]
=
−27g4
32pi~2
[∣∣∣4ω2~2
∫ +∞
0
qˆ8e−
ωqˆ2
~ dq − 12ω
~
∫ +∞
0
qˆ6e−
ωqˆ2
~ dq + 3
∫ +∞
0
qˆ4e−
ωqˆ2
~ dq
∣∣∣2]
=
−27g4
32pi~2
[∣∣∣105
8
√
pi~5
ω5
− 45
4
√
pi~5
ω5
+
9
8
√
pi~5
ω5
∣∣∣2] = −27g4
32pi~2
[∣∣∣3√pi~5
ω5
∣∣∣2]
= −243
32
~3
ω5
g4. (B.24)
Using Eqs. (B.18, B.20, B.22, B.24), we are able to compute the second-order correction
to the ground state energy for the supersymmetric harmonic oscillator as following
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E
(0)
2 =
|〈ψ(0)0 | − 3~g qˆ|ψ(0)1 〉|2
E
(0)
0 − E (0)1
+
|〈ψ(0)0 |92g2qˆ4|ψ
(0)
2 〉|2
E
(0)
0 − E (0)2
+
|〈ψ(0)0 |3ωg qˆ3|ψ(0)3 〉|2
E
(0)
0 − E (0)3
+
|〈ψ(0)0 |92g2qˆ4|ψ
(0)
4 〉|2
E
(0)
0 − E (0)4
= −9
8
~2
ω2
g2 − 729
16
~3
ω5
g4 − 9
4
~2
ω2
g2 − 243
32
~3
ω5
g4
= −27
8
~2
ω2
g2 − 1701
32
~3
ω5
g4. (B.25)
Finally, from Eqs. (B.10) and (B.25), we realize that up to the second-order the en-
ergy corrections to the ground state energy of the supersymmetric quantum mechanical
harmonic oscillator vanish. This is concluded as
O(g) = 0,
O(g2) = 27
8
~2
ω2
− 27
8
~2
ω2
= 0. (B.26)
Appendix C
C.1 The Double-Well Potential Eigenvalue Problem
Consider the same problem with a symmetric double-well potential, which we have
discussed in section (3.3). Taking into account Eqs. (3.44, 3.45), then we rewrite the
potential in the form
V (x) =
ω2
8a2
(
x2 − a2)2 . (C.1)
It is simple to get the first and second derivative of V (x) respect to x, they are
V ′(x) =
ω2
2a2
x
(
x2 − a2) ,
V ′′(x) =
ω2
2a2
(
3x2 − a2) . (C.2)
For instance, recall the classical solution Eq. (3.56)
X = ±a tanh
(ω
2
(τ − τc)
)
. (C.3)
Therefore, using Eq. (C.3) we are able to find the explicit form for the second derivative
of the potential, as follows
V ′′(X) =
ω2
2a2
(
3a2 tanh2
(ω
2
(τ − τc)
)
− a2
)
=
ω2
2
(
3
[
1− 1
cosh2 ω2 (τ − τ2)
]
− 1
)
= ω2
(
1− 3
2 cosh2 ω2 (τ − τ2)
)
. (C.4)
We have used the hyperbolic identity
tanh2(x) + sech2(x) = 1 & sech(x) =
1
cosh(x)
. (C.5)
81
C.2. Derivation of Equation (3.75) Page 82
C.2 Derivation of Equation (3.75)
Recall Eqs. (3.82, 3.74)
d
dξ
(1− ξ2) d
dξ
xn +
(
a+
b
1− ξ2
)
xn = 0, (C.6)
x =
(
1− ξ2)c χ. (C.7)
For instance, substituting Eq. (C.7) into Eq. (C.6), then we get
d
dξ
(1− ξ2) d
dξ
(
1− ξ2)c χ+ (a+ b
1− ξ2
)(
1− ξ2)c χ = 0.
Solving the second derivative in the first factor
d
dξ
(1− ξ2)
(
(−2ξc)(1− ξ2)c−1χ+ (1− ξ2)cdχ
dξ
)
+
(
a+
b
1− ξ2
)
(1− ξ2)cχ = 0.
This gives us
d
dξ
(
(−2ξc)(1− ξ2)cχ+ (1− ξ2)c+1dχ
dξ
)
+
(
a+
b
1− ξ2
)
(1− ξ2)cχ = 0.
Subsequently, solving the derivative
d
dξ
− 2c(1− ξ2)cχ+ 4ξ2c2(1− ξ2)c−1χ− 2ξc(1− ξ2)cdχ
dξ
− 2ξ(c+ 1)(1− ξ2)cdχ
dξ
+ (1− ξ2)c+1d
2χ
dξ2
+
(
a+
b
1− ξ2
)
(1− ξ2)cχ = 0.
This equation can be simplified to give us
−2cχ+ 4ξ
2c2
1− ξ2χ−−2cξ
dχ
dξ
− (2ξc+ 2ξ)dχ
dξ
+ (1− ξ2)d
2χ
dξ2
+
(
a+
b
1− ξ2
)
χ = 0.
Furthermore
(1− ξ2)d
2χ
dξ2
− (4c+ 2)ξ dχ
dξ
+
(
a− 2c+ 4c
2ξ2
1− ξ2 +
b
1− ξ2
)
χ = 0
(1− ξ2)d
2χ
dξ2
− (4c+ 2)ξ dχ
dξ
+
(
a− 2c− 4c2 + b+ 4c
2
1− ξ2
)
χ = 0. (C.8)
This is Eq. (3.75).
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