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KILLING FIELDS AND CONSERVATION LAWS FOR
RANK-ONE TODA FIELD EQUATIONS
DANIEL FOX
Abstract. We present a connection between the Killing fields that arise in
the loop-group approach to integrable systems and conservation laws viewed
as elements of the characteristic cohomology. We use the connection to gen-
erate the complete set of conservation laws (as elements of the characteristic
cohomology) for the Tzitzeica equation, completing the work in [13].
We define a notion of finite-type for integral manifolds of exterior differential
systems directly in terms of conservation laws that generalizes the definition of
Pinkall-Sterling [19]. The definition applies to any exterior differential system
that has infinitely many conservation laws possessing a normal form.
Finally, we show that, for the rank-one Toda field equations, every char-
acteristic cohomology class has a translation invariant representative as an
undifferentiated conservation law. Therefore the characteristic cohomology
defines de Rham cohomology classes on doubly periodic solutions.
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1. Introduction
There are various approaches to conservation laws of differential equations (for
example, see [6, 21, 22, 20]). This article attempts to further the theory of char-
acteristic cohomology developed by Bryant and Griffiths [6], continuing the work
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in [13]. The characteristic cohomology approach emphasizes 1)the cohomological
nature of conservation laws, 2)a universal perspective, and 3)geometric representa-
tives similar to harmonic representatives of de Rham classes.
In this article we establish a connection between Killing fields [10, 9] and the
characteristic cohomology [6] of Toda field equations [2] and use it to completely
determine the characteristic cohomology of the Tzitzeica equation (which corre-
sponds to the Toda field equation for SU(3)/SO(2)). We expect the method applied
to SU(3)/SO(2) to generalize to all Toda field equations and even to all primitive
map systems, though we have not attempted this.
Terng and Wang [22] have made a similar connection between conservation laws
and the analogs of Killing fields for the (hyperbolic) U/K-systems, though they
do not concern themselves with the universal approach and so do not need the
vanishing result of Thm 3.1. There is also a well developed theory of recursion
operators [18, 20, 24] that generates conservation laws for many integrable systems.
There is significant overlap between the various approaches. The recursion P that
we introduce in Sec. 8 should be equivalent to the recursion operator given in
Sec. 2.16 of [24], though the derivation is independent.
Let us now explain what we mean by the universal perspective. The characteris-
tic cohomology is a geometric analog of the topological characteristic classes, which
we recall now in order to make the analogy plain. Associated to every smooth man-
ifold X one has its cohomology Hp(X,Z), which is a measure of the complexity of
the topology of X . The extra structure of a complex vector bundle
(1) Cr → E → X
is equivalent to a smooth map φE : X → Gr(r,∞) to the infinite Grassmanian
[1]. The cohomology of Gr(r,∞) is generated by the Chern classes of the universal
bundle
(2) Cr → U → Gr(r,∞),
that is H∗(Gr(r,∞),Z) = Z[c1, . . . , cr] as rings. Therefore each complex vector
bundle E → X defines a set of characteristic (cohomology) classes
(3) φ∗E(ci) ∈ H2i(X,Z).
The φ∗E(ci) vanish if and only if E → X is a trivial bundle. Thus the characteristic
classes measure the degree of twisting of the vector bundle. One can also define
characteristic classes in terms of connections or other direct approaches that do not
involve the classifying space Gr(r,∞) [17, 3].
The characteristic cohomology is an approach to conservation laws of PDE anal-
ogous to the universal approach to characteristic classes. To each exterior differ-
ential system (M, I) is associated its characteristic cohomology H∗(M,Ω/I) [6].
Recall that an integral manifold is an immersed submanifold φ : N → M such
that φ∗(I) = 0. Therefore the characteristic cohomolgy pulls back to any integral
manifold to define de Rham cohomology classes of N ,
φ∗ : H¯p → HpdR.
These classes should measure how complicated the immersion φ : N → (M, I)
is, considered as an integral manifold. In order to access all of the characteristic
cohomology, one must work on the infinite prolongation (M (∞), I(∞)). The analogy
is then between H∗(M (∞),Ω∗(M (∞))/I(∞)) and H∗(Gr(r,∞),Z). In the context
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of variations of Hodge structure this analogy finds a more definite connection [12]
and raises the question, to what extent can this analogy be made concrete for
systems other than those arising in the variation of Hodge structure?
Once one has conservation laws, one would like to use them to better under-
stand the geometric and analytic properties of solutions. Pinkall and Sterling [19]
introduce a notion of finite-type solutions for CMC surfaces in R3 which was gener-
alized in [10]. We formulate a finite-type condition directly in terms of conservation
laws. It is equivalent to the Pinkall-Sterling condition for that system. In addition
to determining the higher-order characteristic cohomology of the scalar nonlinear
Poisson equations, we also present translation invariant representatives of the co-
homology classes. These induce de Rham classes on doubly periodic solutions and
should encode significant geometric information about the solution.
Although we only present results about the Tzitzeica equation in this article
(fuu = αfu + 2α
2f), the simpler case fuu = βf was carried out by essentially the
same method in [13], though we hid the role of Killing fields. These two scalar PDE
arise from the Toda field equations for primitive maps to the 6-symmetric space
SU(3)/SO(2) and the (2-) symmetric space SU(2)/SO(2), respectively. There is one
other k-symmetric space of rank one, namely, the 4-symmetric space SO(4)/SO(2).
It provides a recursion of order four for the case fuu = βf that is essentially the
square of the order two recursion that one obtains using the (2)-symmetric space
SU(2)/SO(2). We have not calculated any examples for k-symmetric spaces that
don’t have SO(2) as their stabilizer.
2. The scalar nonlinear Poisson equation as an EDS
The PDE to be studied is
(4)
∂2u
∂z∂z¯
= −f(u),
where u : C → R. We encode the PDE as an exterior differential system (EDS)
with independence condition. For a basic introduction to EDS see [5] or [15]. Let
M = J1(C,R) = C × R × C be the first jet space of maps from C to R, with
coordinates (z, u, u0) and define the differential forms
ζ = dz
ω1 = du0 + f ζ¯
η0 = du − u0ζ − u¯0ζ¯
Ψ = Im(ζ ∧ω1) = −
√−1
2
(ζ ∧ω1 − ζ¯ ∧ ω¯1).
The relevant differential ideal is
I = 〈η0, ψ〉 = 〈η0, ζ ∧ω1〉.
Thus the EDS to be studied is
(5) (M, I), where M = C× R× C and I = 〈η0, ψ〉.
This EDS is involutive with Cartan characters s0 = 1, s1 = 2, s2 = 0. Again, see
[5, 15] for the basics of EDS.
As in [13], we will work on the infinite prolongation (M (∞), I(∞)). The structure
equations on M (∞) are given in terms of the one-forms and functions
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ζ = dz
T 0 = f η0 = du− u0ζ − u¯0ζ¯
T i+1 =
∑i
j=0
(
i
j
)
ui−jT ju ηi+1 = dui + T
iζ¯ − ui+1ζ
τ i =
∑i
j=0
(
i
j
)
T juηi−j ,
for i ≥ 0.
The real and imaginary parts of ζ, η0, η1, η2, . . . form a coframe ofM
(∞) and the
subbundle
I(∞) = {η0, η1, η¯1, . . .} ⊂ Ω1(M (∞),C)
generates the (formally Frobenius) differential ideal I(∞). The vector fields on
M (∞) dual to ζ, η0, ηi are
e−1 =
∂
∂z
+ u0
∂
∂u
+
∞∑
i=0
ui+1
∂
∂ui
−
∞∑
i=0
T
i ∂
∂u¯i
e0 =
∂
∂u
(6)
ei =
∂
∂ui−1
i = 1 . . .
Proposition 2.1. For i ≥ 1 the following structure equations are satisfied on
M (∞):
dT i ≡ T i+1ζ + τ i mod ζ¯
dζ = 0
dη0 = ζ ∧ η1 + ζ¯ ∧ η¯1
dηi = −ηi+1 ∧ ζ + τ i−1 ∧ ζ¯
The PDE Equation (4) is invariant under the S1–action (u, z, z¯) → (u, λz, λz¯)
(with λ ∈ C and |λ| = 1). This leads to a symmetry of (M (k), I(k)), which yields
a decomposition of differential forms and thus conservation laws. To see this, let
F : S1 ×M (k) →M (k) be defined as
(7) F (λ, u, z, uj) = (u, λ
−1z, λj+1uj).
This induces the following weighting system:
wd(z) = −1 wd(z¯) = 1
wd(uj) = +(j + 1) wd(u¯j) = −(j + 1)
wd(u) = 0 wd(η0) = 0
wd(ζ) = −1 wd(ζ¯) = 1
wd(ηj) = +j wd(η¯j) = −j.
For p ≥ 0 and j ∈ Z we define the spaces of differential forms of homogeneous
weighted degree j to be
(8) Ωpj (M
(k)) =
{
ϕ ∈ Ωp(M (k),C) | F ∗ϕ = λjϕ
}
.
For an element ϕ ∈ Ωpj (M (k),C), we write wd(ϕ) = j. Note that wd(ϕ) = −wd(ϕ).
This grading is preserved by exterior differentiation:
d : Ωpj (M
(k))→ Ωp+1j (M (k)).
The ellipticity of Equation (4) leads us to the following:
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Definition 2.1. Define the subspaces
Ω(1,0)(M (∞)) = C · {ζ, η1, . . .} and Ω(0,1)(M (∞)) = C · {ζ¯, η¯1, . . .}
and the operators
∂ : C∞(M (∞),C)→ Ω(1,0)(M (∞)) and ∂ : C∞(M (∞),C)→ Ω(0,1)(M (∞))
by the condition
∂A = e−1(A)ζ +
∞∑
i=1
Aui−1ηi
∂A = e−1(A)ζ¯ +
∞∑
i=1
Aui−1 η¯i,
It will be convenient to use the linear operator
J : Ω1(M (∞))→ Ω1(M (∞)),
which acts by
√−1 on Ω(1,0)(M (∞)), by −√−1 on Ω(0,1)(M (∞)), and as the identity
on R · η0. This is an almost complex structure on the annihilator of e0.
We say that f satisfies an nth-order autonomous linear ODE if it satisfies an
equation of the form
(9)
dnf
dun
= Z(f,
df
du
,
d2f
du2
, . . . ,
dn−1f
dun−1
)
where Z is an R-linear function of n variables. From now on assume that
f does not satisfy any first-order linear autonomous ODE.
By imposing this assumption we rule out the important system fu = f correspond-
ing to the Liouville equation uzz = e
u, and the linear systems f(u) = au + b for
a, b ∈ R. These systems all have infinitely many classical conservation laws and so
the machinery we develop is not needed for them.
3. The characteristic cohomology
On (M (∞), I(∞)) the associated characteristic cohomology is
H¯p := Hp(M (∞),Ω/I),
that is, the cohomology of the quotient complex (M (∞),Ω/I). We will only deal
with the local case which, by definition, means that Hp(M (k),R) = 0 for k ≥ 0 and
p > 0.
Definition 3.1. The space of higher-order undifferentiated conservation
laws for Eq. (5) is
H¯1 := H1(M (∞),Ω/I).
The space of higher-order undifferentiated complex conservation laws for
(M, I) is
H¯1C := H
1(M (∞),ΩC/IC),
where the subscript C denotes complexification.
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The theory developed by Bryant and Griffiths involves studying conservation
laws locally via the isomorphism H1(M (k),Ω/I) ∼= H2(M (k), I(k)), since locally
Hp(M (k),R) = 0 for p > 0.
Definition 3.2. The space of higher-order differentiated conservation laws
for (M, I) is H2(M (∞), I). The space of higher-order differentiated complex
conservation laws for (M, I) is H2(M (∞), IC).
Exterior differentiation provides isomorphisms
d : H¯1
∼=→ H2(M (∞), I)
d : H¯1C
∼=→ H2(M (∞), IC)
in the local involutive case. We have stated this material for the system being
studied in this article. In general, one is not working with forms of degree one. See
[13] for a summary of the relevant results in [5] that are being applied here.
Let C denote the space of differentiated conservation laws in normal form (see
[13, 6]). For the system at hand, Φ ∈ C if and only if
(10) Φ = η0 ∧ ρ+Aψ +
∑
1≤i<j≤k
(
Bijηi ∧ ηj +B
ij
η¯i ∧ η¯j
)
for some k. The one–form ρ and the function B are determined byA via the formulas
ρ = −1
2
JdA(11)
Bij =
√−1
k−j−i+1∑
m=0
(−1)m−i+1
(
m+ i− 1
i− 1
)
(e−1)mAum+j+i−1(12)
if we normalize ρ so that e0 ρ = 0. The function A on M
(k)–which we henceforth
refer to as the generating function of Φ–satisfies
(13) Aui,uj = Au = 0
and
(14) E(A) := e−1e−1A+ fuA = 0.
Definition 3.3. A conservation law on M (∞) in normal form is said to have level
k if it is defined on M (k). Let C(k) denote the space of representatives of conser-
vation laws of level k in normal form. Let Cd ⊂ C be the subspace of conservation
laws in normal form of weighted degree d.
By studying the normal form of a conservation law we recover the central equa-
tion that must be solved in order to obtain conservation laws:
(15) E(A) := e−1e−1A+ fuA = 0.
See [16] or [7] for the general argument that conservation laws have generating
functions that are solutions of the linearization of the PDE being studied. Pinkall
and Sterling [19] refer to these functions as Jacobi fields.
It is a result of Bryant and Griffiths [6] that
C ∼= H¯n−l
which in for the system under study means C ∼= H¯1.
KILLING FIELDS AND CONSERVATION LAWS 7
Definition 3.4. Let V be the space of solutions to E(P ) = 0 (Eq. (14)) that also
satisfy Pui,uj = Pu = 0. Let Vd ⊂ V be the subspace of homogeneous solutions of
weighted degree d.
The two solutions of Eq. (14) leading to classical conservation laws are q =
zu0 − zu0 ∈ V0 and u0 ∈ V1. The following result is proven in [13].
Theorem 3.1. Suppose that f does not satisfy a linear first-order ODE. Then:
(1) V0 is spanned by q. If d is a nonzero even integer, then Vd = 0. If d is odd,
then dimC Vd ≤ 1.
(2) For all d we have isomorphisms
Vd → Cd.
(3) dimR(C(2n+1)/C(2n)) = 0.
(4) dimR(C(2n+2)/C(2n)) ≤ 2 with equality if and only if dimC(V2n+3) = 1.
We also have explicit formulas for representatives of a basis for H¯1. If P i spans
V2i−1 for i ≥ 1, then
(16) ϕi =
√−1
2(2i− 1)J (Pdq − qdP )
represents a nontrivial class, and in fact
(17) H¯1C = C · {[ϕ0], [ϕ1], [ϕ1], [ϕ2], [ϕ2], . . .}
where [ϕi] ∈ H¯1C corresponds to P i ∈ V2i−1 for i ≥ 1 under the isomorphism
V ∼= H¯1C.
For most potentials f(u), no higher-order conservation laws exist (see [13, 24,
23]):
Theorem 3.2. Assume that f does not satisfy any linear second-order ODE,
i.e. that f, fu and fuu are linearly independent over R. Then Vd = 0 for |d| ≥ 2,
i.e. no higher-order conservation laws occur.
Lemma 3.3. Suppose that fuu = βf with β 6= 0 and that f does not satisfy any
first-order ODE. Then dimC(V2n+1) = 1 for all n ∈ Z.
The proof of this used a recursion derived from formal Killing fields. A version
of this recursion was originally given by Pinkall and Sterling [19], though they did
not link the recursion to Killing fields. Their astounding recursion formulas do not
work for the Tzitzeica equation, which led to the search for other means. In fact,
a recursion operator exists for the Tzitzeica equation, and can be found in the list
compiled by Wang [24].
In this article we show how Killing fields can be used to prove the analogue
of Lemma 3.3 for the Tzitzeica equation. It is not hard to show that, for there to
exist new conservation laws in normal form at the second prolongation, then f must
satisfy fuu = βf , and for there to exist new conservation laws in normal form at
the fourth prolongation, then f must satisfy either fuu = βf or fuu = αfu +2α
2f .
This classification result has appeared in [23] and elsewhere.
Example 3.4. In the case that fuu = αfu + 2α
2f with α 6= 0 a coordinate change
transforms Equation (4) into the Tzitzeica equation uzz¯ = e
−2u−eu. The first four
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spaces V2i+1 are
V1 ∼= C, u0 ∈ V1
V3 ∼= 0
V5 ∼= C, u4 − 5αu2u1 − 5α2u2u02 − 5α2u12u0 + u05α4 ∈ V5
V7 ∼= C, u6 − 7αu4u1 − 7α2u4u02 − 14αu3u2 − 28α2u3u1u0
− 21α2u22u0 − 28α2u2u12 + 14α3u2u1u02 + 14α4u2u04
+
28
3
α3u1
3u0 + 28α
4u1
2u0
3 − 4
3
α6u0
7 ∈ V7.
If we assume that f(0) = 0, then any nonlinear Poisson equation whose potential
satisfies fuu = αfu+2α
2f can be transformed to uzz = e
−2u−eu using a coordinate
transformation u→ au+ b and z → cz.
Remark 3.5. It is curious that there are no conservation laws of weighted-degree
three for the Tzitzeica equation, even though there are conservation laws of weighted-
degree three for the sinh-Gordon equations, uzz = sinh(u). It would be interesting
to understand the geometric implications of this fact.
In this article we complete the story by determining the spaces V2n+1 for the
Tzitzeica equation. The proof connects Killing fields of primitive maps and con-
servation laws. In the next section we outline the basic aspects of primitive maps
that will be needed.
4. Primitive maps
We recall the notion of primitive maps following [9]. Let G be the compact real
form of the semi-simple complex Lie group GC with respect to the anti-holomorphic
involution σ : GC → GC. Let τ : GC → GC be a commuting order-k automorphism,
τk = 1, and K ⊂ G the group it stabilizes. The tuple (GC, τ, σ) is a k-symmetric
space though we often just refer to M = G/K as the k-symmetric space and it is
understood that some triple (GC, τ, σ) gives rise to M . The automorphisms σ, τ
induce automorphisms (known by the same name) of the Lie algebra gC of GC. We
will assume that gC ⊂ gl(r,C) so that we can calculate using matrix multiplication.
There is a decomposition of gC into the eigenspaces of τ :
(18) gC = g0 ⊕ g1 ⊕ . . .⊕ g−1
where the indices are defined modulo k and designate that, for some primitive kth-
root of unity µ, gj is the eigenspace with eigenvalue µ
j . This decomposition induces
a decomposition
(19) TMC = E1 ⊕ . . .⊕ E−1,
where each Ej is a complex vector bundle, and there is no E0 term because this
corresponds to the fiber of G→M .
Definition 4.1. Let N be a Riemann surface and M a k-symmetric space as above.
A smooth map φ : N →M is primitive if φ∗(T (1,0)N) is a complex line in E−1.
Though M need not be an almost complex manifold, it does have an almost
complex structure on a subbundle of TM . So a primitive map is something like a
pseudo-holomorphic curve. In [4] and [14] examples of primitive map are referred to
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as CR-holmorphic curves. Primitive maps are harmonic for appropriate invariant
metrics on G/K [8].
On a simply connected Riemann surface N , any map to φ : N →M can be lifted
to a framing F : N → G so that F ·K = φ. The Maurer-Cartan form ω on G pulls
back to be a g-valued one-form ψ = F ∗(ω) on N . This form decomposes according
to the decomposition of gC, ψ = ψ0+ . . .+ψ−1. The map is primitive if and only if
ψ = ψ−1+ψ0+ψ1 and ψ−1 ∈ Ω(1,0)(N). This is easily seen to be equivalent to the
condition that there exists a flat family of connections ψλ = ψ−1λ−1 + ψ0 + ψ1λ
with ψλ ∈ g for λ ∈ S1 ∈ C and ψ−1 ∈ Ω(1,0)(N). On simply connected surfaces
such a family of flat connections is equivalent to a primitive map and choice of
framing.
5. The Toda field equations
When K is a torus, there is a good frame and a good set of coordinates for a
primitive map to G/K, which reduce the primitive map system to the Toda field
equations [2, 11]. When K = SO(2) the system reduces to a scalar nonlinear Pois-
son equation. From now on,
assume that K is a torus with Lie algebra k.
Definition 5.1. Let U ⊂ N be a simply connected open set of the Riemann surface
N . A local frame F : U → G is called a Toda frame if there exists a complex
coordinate z : U → C and a smooth map Ω : U → √−1k such that
(20) F−1
∂F
∂z
=
∂Ω
∂z
+Ad exp(Ω)(B) ∈ E0 ⊕ E−1
where B ∈ ∑rk=0√mkξαk ∈ g−1, αk are simple roots, and θ = ∑kmkαk is the
highest root.
Bolton, Pedit, and Woodward [2] prove the following theorems.
Theorem 5.1. Let φ : N →M be primitive and let p0 ∈ N be such that ∂φ∂z (p0) is
cyclic. Then there is a local Toda frame F of ψ around p0. Moreover, the complex
coordinate z for the Toda frame is unique up to an arbitrary translation and rotation
by a dr-th root of unity, while the Toda frame F is unique up to a multiplication by
an element of the center Z(G) of G.
Theorem 5.2. Let z : U → C be a complex coordinate and let Ω : U → √−1T
be smooth. Then Eq. (20) has a real solution F if and only if Ω satisfies the affine
Toda field equations for G, namely
(21) 2
∂2Ω
∂z∂z
−
r∑
k=0
mke
2αk(Ω)α#k = 0.
In this case φ = pi ◦ F : U →M is primitive with Toda frame F .
We will work with the Toda frame for SU(3)/SO(2) in Sect. 8. Before that we
describe the relationship between Killing fields for primitive maps and conservation
laws.
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6. Generating functions from Killing fields
We now introduce Killing fields for primitive maps following Burstall and Pedit
[9]. Killing fields were introduced in [10] as a way of packaging together infinitesimal
deformations of harmonic maps. This fact suggests that, in the case that the
primitive maps are related to nonlinear Poisson equations, some components of the
Killing field will provide infinitesimal solutions to the linearization of the nonlinear
Poisson equation, Eq. (14). We will show that, in the case that K is abelian, the g0
component of a formal Killing field satisfies the linearization of Toda field equation,
making it a generating function for a conservation law. A similar result should be
true if K is not abelian. Recall that K is a torus.
Suppose we have a family of flat connections ψλ on a simply connected Riemann
surface N with holomorphic coordinate z : N → C. The existence of the spectral
parameter allows one to use loop groups. In this article will use the based loop
algebra
L(gC) =
{
Xλ ∈ gC[[λ, λ−1]] : if Xλ =
∞∑
n−∞
Xnλn then X0 = 0
}
associated to gC and the twisted based loop algebra
Lσ,τ (gC) =
{
Xλ ∈ L(gC) : σ(Xλ−1) = Xλ τ(Xµλ) = Xλ, µ = e
2pi
√−1
k
}
asociated to the k-symmetric space (GC, σ, τ).
Definition 6.1. A formal Killing field for the family of flat connections ψλ on
the Riemann surface N is a map Xλ : N → Lσ,τ (gC) satisfying
(22) dXλ + [ψλ, Xλ] = 0.
We can express a Killing field as
Xλ =
∞∑
n=−∞
(
Xknλkn +Xkn+1λkn+1 + . . .+Xkn+k−1λkn+k−1
)
where Xkn+j ∈ gj . In terms of this expansion Eq. (22) can be written as
dXkn+j + [ψ0, X
kn+j ] + [ψ−1, Xkn+j+1] + [ψ1, Xkn+j−1] = 0,
which decomposes into
∂Xkn+j + [ψ′0, X
kn+j ] + [ψ−1, Xkn+j+1] = 0(23)
∂¯Xkn+j + [ψ′′0 , X
kn+j ] + [ψ1, X
kn+j−1] = 0.(24)
where ψ0 = ψ
′
0 + ψ
′′
0 , ψ
′
0 ∈ Ω(1,0)(N) and ψ′′0 ∈ Ω(0,1)(N).
Choosing a local coframe ξ ∈ Ω(1,0)(U) we can express the connection as
(25) ψ = A−1ξ +A′0ξ −A′′0ξ +A1ξ
with Aj : N → gj . We now have the formula
(26) dψ−1 = −[A−1, A′′0 ]ξ ∧ ξ,
which will be used in the calculation below. Define the Laplacian
∆ : C∞(N, g0)→ C∞(N, g0)
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by the condition ∂¯∂P = 14∆(P )ξ∧ξ. We now show that the g0-components of the
Killing field, Xkn, satisfy a linear elliptic equation.
Taking ∂¯ of Eq. (23) for the case j = 0 and using the fact that g0 is abelian, we
calculate
∂¯∂Xkn = −∂¯[ψ−1, Xkn+1]
= [A−1, A′′0 ]X
kn+1ξ ∧ ξ + ψ−1 ∧ (−[ψ′′0 , Xkn+1]− [ψ1, Xkn])
− ([ψ′′0 , Xkn+1] + [ψ1, Xkn]) ∧ψ−1 −Xkn+1[A−1, A′′0 ]ξ ∧ ξ(27)
=
(
[[A−1, A′′0 ], X
kn+1] + [[A′′0 , X
kn+1], A−1] + [[A1, Xkn], A−1]
)
ξ ∧ ξ
=
(−[[Xkn+1, A−1], A′′0 ] + [[A1, Xkn], A−1]) ξ ∧ ξ
= [[A1, X
kn], A−1]ξ ∧ ξ
The first term in the penultimate line of Eq. (27) vanishes because [g1, g−1] ⊂ g0
and g0 is abelian. This leaves
(28)
1
4
∆Xkn + [A−1, [A1, Xkn]] = 0
Define the first order linear differential operator D : Ω0(N, g0)→ Ω0(N, g0) as
(29) D(P ) = ∆P + 4[A−1, [A1, P ]].
The calculation above proves
Lemma 6.1. The g0-component of a Killing field lies in the kernel of D.
Burstall, et al. [10] prove that every component of a Killing field satisfies such
an equation, but we will only need to work with the g0 component.
We consider the parallel situation for Toda fields. Using the notation of Sec. 5,
let EΩ : g0 → g0 be the linearization of Eq. (21) about the solution Ω:
(30) EΩ(P ) = 2 ∂
2P
∂z∂z
+
r∑
k=0
mke
αk(Ω)α#k αk(P ).
By differentiating Eq. (21) with respect to z one finds that P = ∂Ω
∂z
is a solution to
Eq. (30). The Toda equation, Eq. (21), is invariant under the S1-action z → λz for
λ ∈ S1 ⊂ C. As in [13], this leads to the solution
(31) q = 2 Im
(
z
∂Ω
∂z
)
of Eq. (30). When G/K = SU(3)/SO(2), Eq. (30) reduces to Eq. (14) for the
Tzitzeica equation. In Sec. 8 we will produce a recursion for the kernal of EΩ using
a Toda frame of the SU(3)/SO(2) primitive map system.
7. Killing fields and conservation laws
Using elements of the kernel of E , we present a simple formula for conservation
laws for primitive maps when K is abelian. The formula is essentially the elliptic
version of Eq. 5.15 in the work of Terng and Wang on the G/K-systems [22].
Definition 7.1. For any pair of functions P,Q ∈ Ω0(N, g0) define
(32) ϕP,Q = −
√−1J(κ(P, dQ)− κ(Q, dP )) ∈ Ω1(N,C)
where κ is the Killing form of gC.
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Lemma 7.1. The one-form ϕP,Q is closed on solutions to the primitive map system
if P,Q ∈ ker(D).
Proof. We calculate, juggling terms with the Killing form at the end to find the
desired cancelation. As before, let z be a local holomorphic coordinate on the
simply connected open set U ⊂ N so that dP = Pzdz+Pzdz. We will now express
ψ = A−1dz + A′0dz + A
′′
0dz + A1dz. In the notation from before, this amounts to
choosing ξ = dz. We will make use of the defining relations Jdz =
√−1dz and
Jdz = −√−1dz. First we record that
ϕP,Q = −
√−1J (κ(P, dQ)− κ(Q, dP ))
= κ(P, ∂Q)− κ(P, ∂¯Q)− κ(Q, ∂P ) + κ(Q, ∂¯P ).
Now we calculate, leaving the reader the small joy of canceling terms,
dϕP,Q =
1
2
(κ(P,∆Q)− κ(Q,∆P )) dz ∧ dz
= −2 {κ(P, [A−1, [A1, Q]])− κ(Q, [A−1, [A1, P ]])} dz ∧ dz
= −2 {κ([P,A−1], [A1, Q])− κ(Q, [A−1, [A1, P ]])} dz ∧ dz(33)
= −2 {κ([[P,A−1], A1], Q)− κ(Q, [A−1, [A1, P ]])} dz ∧ dz
= −2 {κ(Q, [A−1, [A1, P ]])− κ(Q, [A−1, [A1, P ]])} dz ∧ dz
= 0.

I expect that most choices of pairs P,Q will lead to trivial conservaton laws-
this should be equivalent to the conservation laws commuting under the Poisson
bracket. The results in [13] suggest that there exists a q ∈ ker(E), unique up to scale
and of degree zero in some sense, such that all of the nontrivial conservation laws
are of the form ϕP,q where P ∈ ker(E) and P satisfies some additional conditions.
Up to scale this definition specializes to the normal form found in [13] using the
normal form of Bryant and Griffiths [6] together with the S1-symmetry to reduce
a two-form to a one-form.
Remark 7.2. For rank-1 Toda field equations one can define a Poisson bracket
on the space of generating functions, or equivalently (see Thm. 3.1) on the space
of conservation laws [21]. For P,Q ∈ V we define {P,Q} = R if [ϕP,Q] = [ϕq,R].
If P,Q are both of nonzero degree, and thus both of odd degree, then ϕP,Q is even
degree and thus trivial in characteristic cohomology, implying that {P,Q} = 0. If
q ∈ V0 and P ∈ Vd with d 6= 0, then clearly {q, P} = P . Thus we have the following
bracket relations:
{P,Q} = 0 if deg(P ) 6= 0, deg(Q) 6= 0(34)
{q, P} = P if deg(P ) 6= 0(35)
It seems likely that the conservation laws of the EDS associated to the Toda
equations is spanned by ϕq,P for a countably infinite set of P and the single excep-
tional class associated solely to q = Im(z ∂Ω
∂z
). This should be nearly the same as
the (local) characteristic cohomology for the primitive map system since the two
systems are related by integrable extension.
A calculation similar to the proof of Lem. 7.1 shows that, given any solution P
of (30), ϕq,P defines a conservation law for the Toda field system. We now turn to
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the Tzitzeica equation to illustrate how Killing fields not only provide generating
functions for conservation laws as elements of the characteristic cohomology, but
also lead to recursions for proving the existence of the generating functions.
8. The Tzitzeica equation and SU(3)/SO(2)
The Tzitzeica equation
(36) uzz = e
−2u − eu,
is the Toda field equation for primitive maps to SU(3)/SO(2). In the notation of
Eq. (4) we have f(u) = eu − e−2u and fuu = −fu + 2f . The linearization is
(37) E(P ) = P−1,−1 +
(
eu + 2e−2u
)
P.
In this section we prove
Theorem 8.1. For the nonlinear Poisson equation, Eq. (36) and k ≥ 0,
V0 ∼= C
V6k+1 ∼= C
V6k+3 = 0
V6k+5 ∼= C
V−d ∼= Vd for d ≥ 0.
Although a recursion operator is known for the Tzitzeica equation [24], the ana-
logue of the vanishing result V6k+3 = 0 seems not to be in the literature. We prove
Thm. 8.1 by finding a pair of recursions,
P :Vd → Vd+6(38)
N :Vd+6 → Vd(39)
for the generating functions of the conservation laws of the Tzitzeica equation.
Definition 8.1. (The Recursion P): Let an ∈ Vd for d ≡ 1 mod 2. Define
an+1 = P(an) ∈ Vd+6 through the following process. Define the one-form
(40) αn =
√−1√
2
(an−1,−1 + 2u0a
n
−1)dz −
3
√−1√
2
euandz
Let bn : M (∞) → C be the unique function of weighted-degree d + 1 such that
dbn ≡ αn modulo I(∞). Now recursively construct
fn =
√−1eu2 (bn−1 − u0bn)(41)
rn =
√
2e−
u
2 (fn−1 +
1
2
u0f
n)(42)
sn = − 1√
2
e−urn−1.(43)
Define the one-form
(44) βn =
√−1eu(sn−1,−1 − u0sn−1)dz − 3
√−1e−usndz
and let tn : M (∞) → C be the unique function of weighted-degree d + 5 such that
dtn ≡ βn modulo I(∞). Finally, setting
(45) an+1 = −√−2(tn−1 + u0tn)
we define P(an) = an+1.
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Definition 8.2. (The Recursion N ): Let an+1 ∈ Vd. We define an = N (an+1) ∈
Vd−6 through the following process. First define the one-form
(46) αn =
√−1√
2
[
3euandz − (an−1,−1 + 2u0an−1)dz
]
Let tn :M (∞) → C be the unique function of weighted-degree d+ 1 such that
d(eutn) ≡ αn mod I(∞).
Now recursively construct
sn =
√−1eutn−1(47)
rn =
√
2(sn−1 + u0s
n)(48)
fn = − 1√
2
e−
u
2 rn−1.(49)
Define the one-form
(50) βn = −3√−1
(
e−
3
2
ufn
)
dz+
√−1eu
[(
e−
1
2
ufn
)
−1,−1
− u0
(
e−
1
2
ufn
)
−1
]
dz
and, once again, let Bn :M (∞) → C be the unique function of weighted-degree d−5
such that d (e−ubn) ≡ βn modulo I(∞). Finally, setting
(51) an =
√
2
√−1e−ubn−1
we define N (an+1) = an.
The maps P and N have been normalized so that
P(ud + · · · ) = ud+6 + · · ·
P(ud + · · · ) = ud−6 + · · ·(52)
N (ud + · · · ) = ud−6 + · · ·
N (ud + · · · ) = ud+6 + · · ·
and thus PN = NP = Id on Vd for d 6= −5,−1, 0, 1, 5.
The importance of these recursions lies in the following:
Proposition 8.2.
(1) The map P : Vd → Vd+6 is a linear isomorphism (as vector spaces) for all
odd d except when d = −1 or d = −5.
(2) The map N : Vd → Vd−6 is a linear isomorphism (as vector spaces) for all
odd d except when d = 1 or d = 5.
Together these recursions provide the
Proof of Thm. 8.1. Starting with a0 = u0, Pj(a0) will generate bases for V1+6k for
k ≥ 0. Starting with
a0 = u4 + 5u2u1 − 5u2u02 − 5u12u0 + u05,
Pj(a0) will generate bases for V5+6k for k ≥ 0.
One can check directly that V3 = 0. Using induction this implies that V6k+3 = 0:
For if P ∈ V6k+3 were a nonzero element, then N (P ) ∈ V6k−3 would be nonzero. By
applying N repeatedly we would produce a nonzero element of V3, a contradiction.
The Vd for d < 0 are determined by the isomorphism V−d ∼= Vd. 
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The proofs that P and N are well defined and the proof of Thm. 8.2 will be
presented through a series of Lemmas (see Lemmas 8.3 to 8.6). Before giving the
proofs we will derive P and N using the Killing field equation for primitive maps
to SU(3)/SO(2).
To begin, we introduce the 6-symmetric space structure on SU(3)/SO(2). Let
R ∈ SO(3) be the rotation by 2pi6 about the axis through (1, 0, 0) ∈ C3. On SL(3,C)
define
τ(g) = R t(g)−1R−1.
This is an order 6-automorphism. One computes that on sl(3,C) it has eigen spaces
g0 =



0 0 00 0 −A
0 A 0

 : A ∈ C


g1 =



 0 −B −
√−1B
B C −√−1C√−1B −√−1C −C

 : B,C ∈ C


g2 =



 0 F −
√−1F
F 0 0
−√−1F 0 0

 : F ∈ C

(53)
g3 =



−2R 0 00 R 0
0 0 R

 : R ∈ C


g4 =



 0 S
√−1S
S 0 0√−1S 0 0

 : S ∈ C


g5 =



 0 −T
√−1T
T V
√−1V
−√−1T √−1V −V

 : T, V ∈ C

 .
Thus the stabilizer is the SO(2) ⊂ SU(3) that fixes (1, 0, 0).
We define the su(3,C)-valued connection on M (∞)
ψ = ψ−1 + ψ1 + ψ0
=
1
2

 0 −ζ1
√−1ζ1
ζ1
√−1ζ2 −ζ2
−√−1ζ1 −ζ2 −
√−1ζ2

+ 1
2

 0 −ζ1 −
√−1ζ1
ζ1
√−1ζ2 ζ2√−1ζ1 ζ2 −
√−1ζ2

(54)
+

0 0 00 0 −√−1θ
0
√−1θ 0


where ζ1 =
√
2e
u
2 dz, ζ2 = e
−udz, and θ = 12 (u0dz − u0dz). One checks that
ψλ = λ
−1ψ−1 + λψ1 + ψ0 is flat modulo the ideal I(∞) for any λ ∈ C∗.
Let Xλ :M
(∞) → sl(3,C) be a formal Killing field for the SU(3)/SO(2) primitive
map system, that is, it satisfies Eq. (22). We are working with a 6-symmetric space
so we have
(55) Xλ =
∞∑
n=−∞
(
X6nλ6n +X6n+1λ6n+1 + · · ·+X6n+4λ6n+4 +X6n+5λ6n+5)
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with Xkn+j taking values in the gj specified in Eq. (53). We parametrize a Killing
field, according to the eigenspaces in Eq. (53), as
X6n =

0 0 00 0 −an
0 an 0


X6n+1 =

 0 −e−
u
2 bn −√−1e−u2 bn
e−
u
2 bn eucn −√−1eucn√−1e−u2 bn −√−1eucn −eucn


X6n+2 =

 0 f −
√−1f
f 0 0
−√−1f 0 0


X6n+3 =

−2r 0 00 r 0
0 0 r


X6n+4 =

 0 e
u
2 sn
√−1eu2 sn
e
u
2 sn 0 0√−1eu2 sn 0 0


X6n+5 =

 0 −e
u
2 tn
√−1eu2 tn
e
u
2 tn vn
√−1vn
−√−1eu2 tn √−1vn −vn

 .
The factors of eku with k ∈ Z[ 12 ] are inserted for convenience. One computes that
Eq. (22) decomposes into the dz
an−1 +
√−1
√
2bn − 2cn = 0(56)
bn−1 − u0bn +
√−1e−u2 fn = 0(57)
cn−1 + 2u0c
n +
√
2e−
u
2 fn = 0(58)
fn−1 +
1
2
u0f
n − 3√
2
e
u
2 rn = 0(59)
rn−1 +
√
2eusn = 0(60)
sn−1 −
√
2vn +
√−1e−utn = 0(61)
tn−1 + u0t
n −
√−1√
2
an+1 = 0(62)
vn−1 − u0vn − e−uan+1 = 0(63)
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and dz components
an−1 −
√−1
√
2eutn−1 + 2e−uvn−1 = 0(64)
bn−1 +
√−1√
2
euan = 0(65)
cn−1 + e
−2uan = 0(66)
fn−1 −
1
2
u0f
n +
√−1e−3u2 bn −
√
2e
3u
2 cn = 0(67)
rn−1 +
√
2e
u
2 fn = 0(68)
sn−1 + u0s
n − 3√
2
rn = 0(69)
tn−1 +
√−1e−usn = 0(70)
vn−1 + u0v
n +
√
2eusn = 0(71)
Recall that an−1 = e−1(a
n) and an−1 = e−1(a
n) where e−1 is the vector field defined
in Eq. (6).
We begin with the recursion P . First, Eq. (56) can be arranged as
(72) cn =
1
2
(an−1 +
√−1√2bn).
Eliminating fn from Eq. (57) and Eq. (58) results in
(73)
√−1
√
2(bn−1 − u0bn) + (cn−1 + 2u0cn) = 0.
Substituting into this the expression for cn from Eq. (72), we obtain
(74) bn−1 =
√−1
3
√
2
(an−1,−1 + 2u0a
n
−1).
From the ∂¯ equations we use Eq. (65)
bn−1 = −
√−1√
2
euan.
The two expressions for the derivatives of bn are, up to a factor of 3, equivalent to
dbn ≡ αn mod I(∞)
for
(75) αn =
√−1√
2
(an−1,−1 + 2u0a
n
−1)dz −
3
√−1√
2
euandz.
Eqs. (57),(59),(60) are, up to a factor of 3 in the second of them,
fn =
√−1eu2 (bn−1 − u0bn)(76)
rn =
√
2e−
u
2 (fn−1 +
1
2
u0f
n)(77)
sn = − 1√
2
e−urn−1.(78)
Eq. (61) can be expressed as
(79) vn =
1√
2
(
√−1e−utn + sn−1)
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Eliminating an+1 from Eq. (62) and Eq. (63) leads to
(80)
√−1√2 (tn−1 + u0tn)+ eu (vn−1 − u0vn) = 0.
Substituting the expression for vn from Eq. (79) into this collapses the equation
down to
(81) tn−1 =
√−1
3
eu(sn−1,−1 − u0sn−1).
This expression for tn−1 along with Eq. (70) suggests that we define
(82) βn =
√−1eu(sn−1,−1 − u0sn−1)dz − 3
√−1e−usndz.
Then the expressions for the derivatives of tn are equivalent to
(83) dtn ≡ βn mod I(∞).
Finally, Eq. (62), can be expressed as
(84) an+1 = −√−2(tn−1 + u0tn).
To summarize, the Killing field equations can be arranged as a recursion for the
sequence
(85) · · · → an → bn → fn → rn → sn → tn → an+1 → · · ·
Producing bn from an and tn from sn hinge on [αn] and [βn] vanishing in charac-
teristic cohomology. The other stages only require differentiation. The definitions
imply that at each stage the weighted-degree increases by one (we set all addi-
tive constants to be zero so that the functions are weighted-homogeneous). Thus
wd(an+1) = wd(an) + 6.
We now present lemmas which will prove that the map P is well defined and
an isomorphism for the appropriate degrees. We will use the notation A ∈ 〈uj〉
to mean that the function A on M (∞) only involves the variables u0, u1, . . . but
not u, u0, u1, . . . Similar notation will be used to indicate any other dependence or
independence that is relevant.
Lemma 8.3. If E(an) = 0 then bn and tn are well-defined weighted homogeneous
functions on M (∞).
Thus P : Ω0(M (∞),C)→ Ω0(M (∞),C) is well-defined.
Lemma 8.4. If an ∈ ker(D) and an+1 = P(an), then D(an+1) = 0.
Together Lem. 8.3 and 8.4 imply that
P : ker(D)→ ker(D)
is well-defined. What is left is to show that if an ∈ Vd then P(an) ∈ Vd+6. Heading
in this direction, we have
Lemma 8.5. We have the following results on bn and tn :
(1) If 0 6= an ∈ Vd for d > 0 then 0 6= bn ∈ 〈uj〉 is a weighted homogeneous
polynomial of degree d+ 1.
(2) If 0 6= an ∈ Vd for d < −5 then 0 6= e−ubn ∈ 〈uj〉 is a weighted homogeneous
polynomial of degree d+ 1.
(3) If 0 6= an ∈ Vd for d > 0 then 0 6= tn ∈ 〈uj〉 is a weighted homogeneous
polynomial of degree d+ 5.
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(4) If 0 6= an ∈ Vd for d < −5 then 0 6= eutn ∈ 〈uj〉 is a weighted homogeneous
polynomial of degree d+ 5.
Lem. 8.5 in conjunction with the recursion formula now imply that
P(an) =
n∑
l=1
(
ekluAl
)
.
However we also know that D(an+1) = 0.
Lemma 8.6. Suppose that
an =
n∑
l=1
(
ekluAl
)
with each Al ∈ 〈uj , uj〉 a weighted homogeneous polynomial, kl ∈ Z, and km 6= kl if
k 6= l. If D(an) = 0 then anu = 0 and an is either a polynomial exclusively in uj or
exclusively in uj.
Thus together, Lem. 8.3 to 8.6 prove Prop. 8.2. We now give the proofs of
Lem. 8.3 to 8.6
Proof of Lem. 8.3. The Killing field equations Eq. (56) to (71) imply that dαn ≡
dβn ≡ 0 mod I(∞). Thus [αn], [βn] ∈ H¯1. However, because wd(an) = d is odd,
wd(αn) = d+1 is even. Similarly wd(βn) = d+5 is also even. The vanishing result
Thm. 3.1 implies that there are no conservation laws of even weighted degree. Thus
there exist unique weighted-homogeneous bn, tn : M (∞) → C with wd(bn) = d + 1
and wd(tn) = d+ 5 such that dbn ≡ αn mod I(∞) and dtn ≡ βn mod I(∞). 
Proof of Lem. 8.4. Suppose an ∈ ker(E) and that bn, fn, rn, sn, tn, an+1 = P(an)
are defined by the recursion. A direct computation of an+1−1,−1 involves a rather large
number of terms. To cut down on the algebraic complexity, we will instead derive
equations satisfied by sn. Using these one may compute that an+1 ∈ ker(E). The
first goal is to show that
(86) sn−1 = −u0sn + 3
√−1bn−1,−1 − 3
√−1 (u1 + u20) bn.
This can be obtained as follows. The condition dbn ≡ αn allows us to express
bn−1 and a
n
−1,−1 in terms of a
n, an−1, b
n
−1. Then by repeatedly applying d
2 = 0 one
obtains the expressions:
bn−1,−1 = −
3√
2
√−1eu (u0an + an−1)
bn−1,−1,−1 = −
3√
2
√−1eu (u1 + u20) an − 3eubn−1
bn−1,−1,−1,−1 = (u
2
0 + u1)b
n
−1 + (u2 + 2u0u1) b
n +
√−1eusn.
Then Eqs. (41)- (43) can be solved for bn−1,−1,−1 to obtain
bn−1,−1,−1 = (u
2
0 + u1)b
n
−1 + (u2 + 2u0u1) b
n +
√−1eusn.
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From this and the expressions for the derivatives of bn one can derive Eq. (86).
Now applying d2 = 0 consecutively to sn, sn−1, s
n
−1,−1 one obtains the relations:
sn−1,−1 = −u0sn−1 − (2eu + e−2u)sn
sn−1,−1,−1 = −u0sn−1,−1 − (eu + 2e−2u)sn−1 + 2u0(−eu + e−2u)sn
sn−1,−1,−1,−1 = −u0sn−1,−1,−1 − 3e−2usn−1,−1 + u0(6e−2u − 3eu)sn−1
+
(
2u1(−eu + e−2u)− 2u2o(eu + 2e−2u)
)
sn.
The recursion provides expressions for dtn in terms of sn and its derivatives. Using
the expressions just obtained for the derivatives of sn along with the definition of
an+1 in terms of tn allows one to check that an+1 ∈ ker(E). We leave the details to
the reader. 
Proof of Lem. 8.5. First assume that an ∈ Vd with d > 0 so that bn ∈ Vd+1. We
will prove that bn ∈ 〈uj〉. By Lemma 8.13 in [13], if an ∈ Vd with d > 0 then
an = ud−1 + · · · ∈ 〈uj〉. First we show that bnz = bnz¯ = 0. Differentiating Eq. (40)
with respect to z results in
d
(
∂bn
∂z
)
∈ I(∞),
using ∂ηi
∂z
= ∂ηi
∂z¯
= 0. But there are no exact forms in the ideal and so ∂b
n
∂z
is
constant. Together with a similar argument involving z¯ this implies that bn is at
most linear in z or z¯ so we can write bn = bn0+k1z+k2z¯ where b
n
0 is independent of z
and z¯. However, because the right hand side of Equation (44) does not contain any
terms of the form k1dz or k2dz¯, we must have k1 = k2 = 0. Thus b
n is independent
of z and z¯.
Now write bn =
∑∞
l=0 b
n,lul2n where b
n,l is independent of u2n as well as u2n,
the variable of least (‘most negative’) weighted degree on which bn depends. The
∂ part of dbn ≡ αn can be written as
∞∑
l=0
(
bn,llul−12n u2n+1 + b
n,l
−1u
l
2n
)
=
√−1√
2
(
an−1,−1 + 2u0a
n
−1
)
.
The lowest variable appearing in bn is u2n and it does not appear in a
n, an−1, a
n
−1,−1
because an, an−1, a
n
−1,−1 ∈ 〈uj〉. By induction we find that bn is independent of u2n.
Then using induction again we find that bn is independent of uj for all j ≥ 0. Thus
bn ∈ 〈u, uj〉. Expanding bn as a power series in u and considering the ∂¯-components
of dbn ≡ αn shows that bn ∈ 〈ui〉. (The appearance of eu on the right hand side
does not spoil the argument because it is the image of the u¯0
∂
∂u
term in e−1 that
leads to the vanishing of bnu.) This completes the proof of the first part.
The proof of the second part is similar by slightly more involved. So suppose
that an ∈ Vd for d < −6. By Lemma 8.13 in [13], an = ud−1 + · · · ∈ 〈uj〉. We
now use this to argue that bn = eubˆn where bˆn ∈ 〈uj〉 is a weighted homogenous
polynomial of degree wd(an) + 1.
The same argument as used above shows that bnz = b
n
z¯ = 0. Now write b
n =∑∞
l=0 b
n,lul2n where b
n,l is independent of u2n and u2n is the variable of highest
weighted degree on which bn depends. We see that an ∈ 〈uj〉 implies that an−1 ∈
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〈u, uj〉 and an−1,−1 ∈ 〈uj , u, u0〉. The ∂ part of dbn ≡ αn can be written as
∞∑
l=0
(
bn,llul−12n u2n+1 + b
n,l
−1u
l
2n
)
=
√−1√
2
(
an−1,−1 + 2u0a
n
−1
)
.
The highest variable appearing in bn is u2n and it does not appear in a
n, an−1, a
n
−1,−1.
By induction we find that bn is independent of u2n. Then using induction again we
find that bn is independent of uj for all j ≥ 0. Thus bn ∈ 〈u, uj〉.
We can now determine the explicit dependence of bn on u. The ∂¯ component of
Eq. (44) is
(87) bn−1 =
3
√−1√
2
euan.
Using the identity [ ∂
∂u
, e−1]b
n = 0, which follows from the fact that bn ∈ 〈u, uj〉,
we compute
(bnu)−1 =
∂
∂u
bn−1 =
∂
∂u
(
3
√−1√
2
euan) =
3
√−1√
2
euan = bn−1.
Thus we have e−1(b
n
u − bn) = 0, which implies that, up to an additive constant,
bn = eubˆn with bˆn ∈ 〈uj〉, as desired. Requiring that bn be weighted homogeneous
fixes the constant to be zero.
The proof of the statements regarding tn follow parallel reasoning and so are
omitted. 
Proof of Lem. 8.6. Suppose that up is the variable of highest weighted degree in
an. Suppose that uq is the variable of lowest weighted degree that occurs with the
term containing the highest power of up. Then e−1e−1 on this term will produce a
term with factor up+1uq+1 multiplying the maximal possible powers of up and uq.
In the equation D(an) = 0, no other term will cancel this by the assumption that
we chose a term with the maximal exponents. By induction we find that anuiuj = 0.
It is impossible for an to be homogeneous, to involve both uj and uj , and to satisfy
anuiuj = 0. Thus a
n ∈ 〈uj〉 if wd(an) > 0 and an ∈ 〈uj〉 if wd(an) < 0.
We will now argue that if an ∈ 〈u, uj〉 and D(an) = 0 then in fact an ∈ 〈uj〉.
The proof for the positive degree situation is analogous and so it is omitted. We
calculate that
an+1−1,−1 = u0
n∑
i=1
kle
klu
[
klu0A
l +Al−1
]
+ · · ·
where we have shown only the terms involving u0. Thus the condition D(an) = 0
implies that
(88) kle
klu
(
klu0A
l +Al−1
)
= 0
for each l = 1, . . . , n. However, as Al ∈ 〈uj〉 is a polynomial, it follows that Al = 0
if kl 6= 0. Thus an = A0 is independent of u and an ∈ 〈uj〉. 
The proof for N follows a parallel line of reasoning and so it is omitted. We
mention that whereas it is easier to prove properties of P for Vd with d > 0, it is
easier to prove properties of N for Vd with d < 0.
It should be possible to generalize the arguments in this section to obtain a
complete description of the characteristic cohomology of all Toda field equations.
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9. Finite-type solutions
Pinkall and Sterling used the notion of finite-type solutions to reduce the PDE
uzz = − 12 sinh(2u) to a system of ODE on a finite dimensional manifold. This was
re-interpretted by Burstall et al. in [10], using Killing fields, for all harmonic maps
into symmetric spaces. We give a definition of finite-type solutions in terms of the
characteristic cohomology that recaptures the notion in Pinkall and Sterling’s work
and should also be equivalent to that of Burstall et al. [10].
Here is a general definition of finite-type solutions in terms of conservation laws.
Definition 9.1. Let (M (∞), I(∞)) be the infinite prolongation of an involutive EDS
with an infinite set of conservation laws {[ϕ1], [ϕ2], [ϕ3], . . .} and normal forms
ϕi ∈ Ω1(M (∞),R). Then an integral manifold ι : N → M is of finite-type if for
all m > n there exist ai ∈ R such that
(89) ι∗(ϕm −
n∑
i=1
aiϕi) = 0.
This definition applies to the nonlinear Poisson equations (Toda field equations)
studied here and in [13]. For a given nonlinear Poisson equation, let P i = u2i−2+· · ·
be a basis for V2i−1 when V2i−1 6= 0, for i = 1, 2, . . . Let ϕ˜i = qP i−1ζ + q−1P iζ for
i ∈ N. The relationship
ϕ˜i = (2i− 1)ϕi + 1
2
d(Pq)
and Eq. (17) (see [13] for the proof) imply that the [ϕ˜i] form a basis for the con-
servation laws of Eq. (5). Using the isomorphisms H¯1 ∼= C ∼= V , ϕ˜i corresponds
to P i ∈ V2i−1 . Let ι(0) : N → M be an integral manifold and ι : N → M (∞)
the prolonged map. Then Def. 9.1 applies, though we restate it using the notation
suited to this example.
Definition 9.2. The integral submanifold ι(0) : N →M is of finite-type g ∈ N if
g is the lowest natural number such that for all g′ > g, ι∗(ϕ˜g′ ) =
∑g
j=1(ajι
∗(ϕ˜j) +
bjι
∗(ϕ˜j)) for some complex numbers aj , bj.
The isomorphism Cd = C−d corresponds to Vd = V−d, so that conservation laws
of both positive and negative weighted-degree are coming into play.
This definition is not quite satisfying as part of the theory of the characteristic
cohomology. The definition relies on choosing representatives of (characteristic)
cohomology classes. While this seems unavoidable, there is not yet a satisfying
notion of normal form for elements of H¯1, but only for elements of H2(M, I).
While the normal form ϕP ≡
√−1
2d J(Pdq − qdP ) (see [13] Sec. 7) that is derived
from the normal form ΦP ∈ C ∼= H2(M, I) is a candidate, it is desirable to have a
definition of the normal form that is independent of ΦP ∈ C. The normal form ϕP
is also undesirable in that it will not descend to a torus domain for doubly periodic
solutions. In Sec. 10 we introduce a translation invariant representative ϕˆP , though
the definition is rather patchwork.
Pinkall and Sterling made the following definition, which we state using the nota-
tion of this article, including the notation presented immediately prior to Defn. 9.2.
Definition 9.3. The integral submanifold ι(0) : N →M is of finite-type g ∈ N if
g is the lowest natural number such that for all g′ > g, ι∗(P g
′
) =
∑g
j=1(ajι
∗(P j) +
bjι
∗(P
j
)) for some complex numbers aj , bj.
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It is easy to see that
Lemma 9.1. Definitions 9.2 and 9.3 agree.
Proof. The form ϕ˜i is linear in P i. Thus any linear relations on the P i extend to
linear relations on ϕ˜i. Conversely, by examining the ζ coefficient, linear relations
on the ϕ˜i imply linear relations on the P i. 
As noted in [19], doubly periodic solutions, i.e. solutions u : C→ R that descend
to a torus T 2, are always of finite-type. This follows from the following two facts:
1)Linear elliptic operators on compact manifolds have finite dimensional kernels and
2)The P i all pull back to be in the kernel of the linear elliptic operator, ∂
2
∂z∂z
+ fu
(See Eq. (14)).
Example 9.2. The simplest system with which to illustrate the implications of
finite-type conditions is that of holomorphic curves in C2. For this system we
need not resort to prolongation. For a given holomorphic curve we may choose
holomorphic coordinates z, w on C2 so that almost everywhere the holomorphic
curve can be graphed as (z, s(z)), where s(z) is an analytic function. The finite-
type condition will imply that s(z) satisfies a rational ODE. We now explain this.
The EDS for holomorphic curves is (M, I) withM = C2 and I = 〈Ω(2,0)⊕Ω(0,2)〉.
The space of conservation laws is just the space of holomorphic (1, 0)-forms plus
the space of anti-holomorphic (0, 1)-forms. The forms {ziwjdz, ziwjdw} and their
complex conjugates are a basis for the space of polynomial conservation laws. Define
an integral manifold of finite-type to be a holomorphic curve γ : N → C2 for which
there exists a conservation law ϕ = f(z, w)dz+g(z, w)dw, with f and g polynomial,
such that
(90) γ∗(ϕ) = 0.
Near a smooth point we have that either γ∗(dz) 6= 0 or γ∗(dw) 6= 0. Suppose that
γ∗(dz) 6= 0 so that locally w = s(z). Then Eq. (90) becomes
(91) (f + g
ds
dz
)dz = 0.
The PDE has been reduced to the ODE
(92)
ds
dz
= −f(z, s(z))
g(z, s(z))
where f and g are polynomial. Thus s satisfies a rational ODE.
A more powerful version of this is known for primitive maps to k-symmetric
spaces. If γ : R2 → G/K is a primitive map of finite-type then it can be solved by
a pair of commuting ODE on a finite dimensional manifold [10]. The result above,
that holomorphic curves of finite-type are solutions of rational ODE, is a simple
example of the elaborate theory used to reduce primitive maps of finite-type to an
ODE.
10. Translation invariant conservation laws
Unfortunately, the presence of z in q prevents ϕq,P from being translation in-
variant, impeding it from defining a cohomology class on a doubly periodic solution
corresponding to CMC tori in a 3-dimensional space form or special Legendrian
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tori in S5. We now remedy this situation by finding a translation invariant gauge.
Our starting point is Eq. (32) for K ∼= SO(2),1
(93) ϕP,Q := −
√−1J(PdQ−QdP ).
A short computation shows that
ϕP,Q ≡ −2
(
Q∂P + P ∂¯Q
)
+ d(QP ) mod I(∞).
Thus [ϕP,Q] = [−2
(
Q∂P + P ∂¯Q
)
] as elements of H¯1. It will be convenient to
compute with ϕ˜P,Q := Q∂P + P ∂¯Q which, up to scale, has the same class as
[ϕP,Q]. We calculate that
(94) ϕ˜P,q = zϕ˜P,u0 − zϕ˜P,u0 − u0Pζ.
We would like to find G :M (∞) → C such that
(95) ϕˆ = ϕ˜P,q − dG
is translation invariant, that is
L ∂
∂z
ϕˆ = L ∂
∂z
ϕˆ = 0.
The weighted degrees of ϕ˜P,u0 and ϕ˜P,u0 are even, so they are trivial characteris-
tic cohomology classes. Therefore there exist functions A,B ∈ C∞(M (∞),C) such
that
ϕ˜P,u0 = dA+ α(96)
ϕ˜P,u0 = dB + β
with α, β ∈ I(n).
We calculate that
(97) L ∂
∂z
ϕP,u0 = 0
implying that
(98) d(
∂A
∂z
) + L ∂
∂z
α = 0.
We find that L ∂
∂z
α ∈ I(n) since L ∂
∂z
ηi = 0 for all i, and so conclude that
(99) d(
∂A
∂z
) ∈ I(n).
However, I(n) has trivial infinite derived system, so it must be that d(∂A
∂z
) = 0.
Similarly we conclude that d(∂A
∂z
) = 0 and thus
A = Aˆ+ a1z + a2z
where Aˆ is a function independent of z, z and a1, a2 ∈ C. The same argument works
to derive the corresponding result for B. Eqn. (96) now implies that a1 = a2 = 0
because neither ϕu0,P nor α have any terms of the form a1dz+ a2dz for a1, a2 ∈ C.
Thus A is independent of z, z. The same argument applies to B.
Let G = zA− zB in Eq. (95). Then
(100) ϕˆ ≡ −Adz + (B − u0P )ζ mod I(∞).
1The definition of ϕP in (Eq. (19)) of [13] is equivalent to
1
d
ϕq,P in the notation Eq. (32) if
wd(P ) = d.
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As an example, if one takes P = u0 in the case that fuu = αfu+2α
2f (the Tzitzeica
equation) then
ϕˆ ≡ −1
2
u20ζ −
(
2|u0|2 + β−1(fu − αf)
)
dζ
is a translation invariant representative.
This discussion proves
Lemma 10.1. Let (M, I) be a nonlinear Poisson system with dim(H¯1) =∞ (but
f does not satisfy any first-order ODE). Let ι(0) : N → M be an integral manifold
and ι : N →M (∞) the prolonged map. Suppose that ι is doubly periodic with respect
to the lattice Λ ⊂ C. Then ι induces a map on cohomology
(101) ι∗ : H¯1 → H1dR(C/Λ,C).
The meaning of these cohomology classes seems to be completely unexplored.
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