Abstract The familiar Fourier-Mukai technique can be extended to an equivariant setting where a finite group G acts on a smooth projective variety X. In this paper we compare the group of invariant autoequivalences Aut(D b (X)) G with the group of autoequivalences of D G (X). We apply this method in three cases: Hilbert schemes on K3 surfaces, Kummer surfaces and canonical quotients.
Introduction and Setup
It often proves useful to consider analogues of classical settings, adding the presence of a group action. Instances of this in algebraic geometry are e.g. equivariant intersection theory or the McKay type theorems. There already is a theory for derived categories of varieties with actions by algebraic groups [2] . In this article, we study the behaviour of automorphism groups of such derived categories in the case when the group is finite. This paper grew out of my Ph.D. thesis [16] . I would like to thank Georg Hein, Daniel Huybrechts, Manfred Lehn, and Richard Thomas for their help and valuable suggestions.
We always work with varieties over C. A kernel P ∈ D b (X × Y ) gives rise to a Fourier-Mukai transform which we denote by FM P :
. We also introduce special notation for composition of such transforms: Let us write
. This works for morphisms as well: f : P → P ′ and g : Q → Q ′ give rise to g ⋆ f : Q ⋆ P → Q ′ ⋆ P ′ .
Linearisations and D G (X)
Let X be a smooth projective variety on which a finite group G acts. A Glinearisation of a sheaf E on X is given by isomorphisms λ g : E ∼ → g * E for all g ∈ G satisfying λ 1 = id E and λ gh = h * λ g • λ h . A morphism f : (E 1 , λ 1 ) → (E 2 , λ 2 ) is G-invariant, if f = g ·f := λ −1 2,g •g * f •λ 1,g for all g ∈ G. The category of G-linearised coherent sheaves on X with G-invariant morphisms is denoted by Coh G (X); note that it is abelian and contains enough injectives, see [3] . Put D G (X) := D b (Coh G (X)) for its derived category. There is an equivalent point of view on D G (X): let T be the category consisting of G-linearised objects of D b (X), i.e. complexes E • ∈ D b (X) together with isomorphisms λ g : E
satisfying the same cocycle condition as above. The canonical functor D G (X) → T is fully faithful in view of Hom D G (X) ((E 1 , λ 1 )
• , (E 2 , λ 2 )
G for objects (E 1 , λ 1 )
• ∈ D G (X). To show that the functor is essentially surjective, take (E • , λ) ∈ T . Choosing an injective bounded resolution E
• ∼ → I • , we can assume that λ corresponds to genuine complex mapsλ g : I
• is a complex with a linearisation of each sheaf, and using
• , we get T ∼ = D b (X).
Equivariant push-forwards and Fourier-Mukai transforms 1.4 Invariant vs linearised objects
Obviously, a G-linearised object has to be G-invariant, Proof. Note that the G-action on Aut(E) = C * is trivial. There are isomor-
As E is simple, we can define units
It is a straightforward check that the map c :
Replacing the isomorphisms µ g with some other µ ′ g yields the map e : G → C * such that µ ′ g = µ g · e g . The two cocycles c, c ′ : G 2 → C * derived from µ and µ ′ differ by the boundary coming from e by another easy computation. Hence, c/c
. Thus the G-invariant object E gives rise to a unique class [E] := c ∈ H 2 (G, C * ). In these terms, E is G-linearisable if and only if c ≡ 1, i.e.
[E] vanishes.
For the second statement, we writeĜ := Hom(G, C * ) for the group of characters and Lin G (E) for the set of non-isomorphic G-linearisations of E. Con-
which in turn immediately implies χ = 1 using f ∈ Aut(E) = C * . Thus, the action is effective. Now take two elements λ, λ ′ ∈ Lin G (E) and consider λ
As E is simple, we have λ
It follows from the cocycle condition for linearisations that χ is multiplicative, i.e. χ ∈Ĝ. In other words, λ ′ = χ · λ and the action is also transitive. AltogetherĜ acts simply transitive on Lin G (E).
For our use of group cohomology, refer for example [17] . The second cohomology H 2 (G, C * ) of the finite group G acting trivially (on an algebraically closed field of characteristic 0) is also known as the Schur multiplier of G (refer [8, §25] ). Two relevant facts about it are: H 2 (G, C * ) is a finite abelian group; its exponent is a divisor of #G. Examples are given by
for copies of a cyclic group; H 2 (D 2n , C * ) = Z/2Z and H 2 (D 2n+1 , C * ) = 0 for the dihedral groups with n > 1; and H 2 (S n , C * ) = Z/2Z for the symmetric groups with n > 3.
Note that a group with vanishing Schur multiplier has the following property:
Remark 2. The condition that E be simple in the Lemma is important. Consider an abelian surface A with the action of G = Z/2Z = {± id A }. Then the sheaf E := k(a) ⊕ k(−a) = inf (k(a)) is G-invariant but not simple. Yet it is uniquely Z/2Z-linearisable as an easy computation shows [16, Example 3.9] (in contrast to G-invariant simple sheaves, which have precisely two nonisomorphic G-linearisations according to H 2 (Z/2Z, C * ) = 0). This behaviour is expected from geometry: by derived McKay correspondence ( [3] ) one has
, where X is the Kummer surface of A, a crepant resolution ψ : X → A/G. Under this equivalence, skyscraper sheaves of points x ∈ X outside of exceptional fibres of ψ are mapped to k(ψ(x)) ⊕ k(−ψ(x)).
Example 3. If as before G acts on X, then the canonical sheaf ω X is simple (as it is a line bundle) and G-invariant (because it is functorial). Due to this functoriality, it is actually G-linearisable: the morphism g : X → X induces a morphism of cotangent bundles g * : g
* Ω X → Ω X . Going to determinants and using adjunction yields the desired isomorphisms λ g := det(g
Groups of autoequivalences
We are interested in comparing the automorphism group Aut(
It turns out that a useful intermediate step is to look at Fourier-Mukai equivalences on D b (X) which are diagonally G-linearised.
To make this precise, consider a Fourier-Mukai transform
. Suppose that G acts on both X and X ′ . Then we have the diagonal
which we sometimes (especially in the case X = X ′ ) for emphasis call the G ∆ -action of G on X × X ′ . Now we are in a position to study objects (
. In other words, these are ordinary kernels for equivalences
Not every kernel in P ∈ D b (X × X ′ ) has the latter property. A necessary condition is that P must be G ∆ -invariant, i.e. (g, g)
we apply the following general fact:
Proof. Fix f ∈ Hom D b (X×Y ) (P, P ) and let Q be a quasi-inverse kernel for FM P , i.e.
Composing again with id P :
Combining Lemmas 1 and 4, we see that G ∆ -invariant kernels for equivalences are G ∆ -linearisable, provided that H 2 (G, C * ) = 0 (or more generally, if the obstruction class in H 2 (G, C * ) vanishes). Now suppose we have an arbitrary object (P, ρ) ∈ D G∆ (X × X ′ ) and the accompanying functor
The general device of inflation allows us to produce the following equivariant Fourier-Mukai transform from (P, ρ):
For brevity, we set G · P := inf
and call it the inflation of (P, ρ). The following lemma states the main properties of this assignment.
Lemma 5. Let X, X ′ , X ′′ be smooth projective varieties with G-actions and 1) ∆ , and its G 2 -linearisation is given by the permutation of summands via G → G, g → kgh −1 . Using this one can check by hand that FM
and G × 1 acts with permutation matrices where the 1's are replaced by p * 1 λ g 's. Taking G × 1-invariants singles out a subobject of this sum isomorphic to one summand.
A morphism f :
is likewise first taken to a G-fold direct sum. The final taking of G × 1-invariants then leaves one copy of
via permutations (inverse multiplications from left) and ρ on P , and (1, c, 1) acts purely by permutations (which are multiplications from right) on P ′ . Plugging this into the last equation, we find that after taking invariants we end up with
Similarly, the surjectivity uses the same facts. One just replaces the embedding
(5) follows from (3) and (1):
There are precisely #Ĝ different G-linearisations for ω X as well as #Ĝ different G ∆ -linearisations for O ∆ . Thus, exactly one choice of G-linearisation for ω X will equip the composition P ⋆ Q = O ∆ with the canonical G ∆ -linearisation. But then (1) shows that this is the kernel of the identity on D G (X ′ ). Hence, G · P is an equivalence kernel as was P .
Let us consider the following automorphism groups:
The first identity uses the action
and finally Orlov's result on the existence of Fourier-Mukai kernels [14, Theorem 2.2]. This has been extended by Kawamata to smooth stacks associated to normal projective varieties with quotient singularities [11] . In view of Coh([X/G]) ∼ = Coh G (X), this implies the second relation. Finally we have to turn Aut G∆ (D b (X)) into a group. This is done by Lemma 5: (3) settles the composition, (1) the neutral element and (5) the inverses.
The following theorem [16, Proposition 3.17] is an attempt to compare these groups.
Theorem 6. Let the finite group G act on a smooth projective variety X. (1) The construction of inflation gives a group homomorphism inf which fits in the following exact sequence, where Z(G) ⊂ G is the centre of G:
(2) Forgetting the G ∆ -linearisation gives a group homomorphism for which sits in the following exact sequence; here
Proof.
(1) It follows from Lemma 5 that inf is a group homomorphism. The kernel ker(inf ) consists of (P, ρ) ∈ D G∆ (X 2 ) giving equivalences such that G · P ∼ = G · O ∆ . Obviously, this forces P to be a sheaf of type P ∼ = (g, 1)
* O ∆ for some g ∈ G. Now (g, 1)
This in turn implies that the isomorphism (g, 1) : can) ; this follows for example from the uniqueness of Fourier-Mukai kernels. Both facts together imply ker(inf ) ∼ = Z(G).
(2) It is obvious from the definition of Aut G∆ (D b (X)) that for is a group homomorphism. The kernel of for corresponds to the G ∆ -linearisations on O ∆ . From Lemma 1, we see that they form a group isomorphic toĜ = Hom(G,
G∆ , we know from Lemma 4 that its Fourier-Mukai kernel P is simple. Furthermore, it is G ∆ -invariant by assumption, so that the map FM P → [P ] is defined as in Lemma 1. To see that it is a group homomorphism, take two
g,h and likewise for Q, µ. Furthermore, the composition of λ g and µ g gives an isomorphism µ g ⋆ λ g :
* Q) ⋆ ((g, g) * P ) and the latter term is canonically isomorphic to (g, g)
is obvious that [·]
• for = 0 and finally FM P ∈ Aut(D b (X)) G with [P ] = 0 implies that P is G ∆ -linearisable by Lemma 1.
Applications
The applications will make use of the derived McKay correspondence: assume that X is a smooth (quasi-)projective variety with an action of the finite group G. Then there is a G-Hilbert scheme G-Hilb(X) which parametrises G-clusters in X, i.e. points ξ ∈ G-Hilb(X) correspond to 0-dimensional sub-
Typical examples of such clusters are free G-orbits. The formal definition of G-Hilb(X) uses that it represents the relevant functor. Let X ⊂ G-Hilb(X) be the connected component which contains the free orbits. Then there is a birational morphism (the Hilbert-Chow map) X → X/G. Combined with the projection X → X/G, this yields a universal subscheme Z ⊂ X × X; note that canonically O Z ∈ D 1×G ( X × X). We refer to [3] for
Hilbert schemes on K3 surfaces
At first consider two smooth projective varieties X and Y and the n-fold products X n , Y n with their natural S n -actions.
. Furthermore, P ⊠n has an obvious (S n ) ∆ -linearisation via permutation of tensor factors. Hence, using inflation, we get the new functor
If we restrict to the case X = Y and autoequivalences F :
, we get a group homomorphism by Theorem 6
.
From now on we need the provision dim(X) = dim(Y ) = 2. It is well-known that for surfaces Hilb n (X) is a crepant resolution of X n /S n . Furthermore, a theorem of Haiman states Hilb n (X) ∼ = S n -Hilb(X n ), see [7] . If we additionally assume ω X ∼ = O X and ω Y ∼ = O Y , then we can invoke Theorem 7 in order to obtain D b (Hilb n (X)) ∼ = D Sn (X n ) because in this case X n and Y n are symplectic manifolds and the condition dim(Hilb n (X)× X n /Sn Hilb n (X)) < 1+n dim(X) of Theorem 7 is automatically fulfilled; see [3, Corollary 1.3] . However, a posteriori this inequality is true for general surfaces as the dimension of the fibre product is a local quantity which may be computed with any (e.g. affine or symplectic) model. The above homomorphism of groups of autoequivalences is now
It is always injective: this is clear for n > 2 since the centre of S n is trivial in this case. For n = 2 one can check that the sheaf O ∆X ×∆X with the non-canonical 
Remark 9. A birational isomorphism f : X Y of smooth projective surfaces induces a birational map
between their Hilbert schemes. There is a derived analogue: a Fourier-Mukai transform (resp. equivalence)
). Since for the time being it is unknown whether 
2 ).
2 induces an isomorphism on second cohomology, f * :
2 ), respecting the Hodge structures, because Hilbert schemes of symplectic surfaces are symplectic manifolds. From the crepant resolution X
[n]
1 ), and only the
In particular, as [E 1 ] is obviously an algebraic class, the transcendental sublattices coincide:
1 ). Hence, the birational isomorphism furnishes an isometry T (X 1 ) ∼ = T (X 2 ). Orlov's derived Torelli theorem for K3 surfaces [14] 
. But now we apply the above result on lifting equivalences from K3 surfaces to Hilbert schemes and deduce
2 ), as claimed.
Remarks 11.
(1) follows from Remark 9 and (2) 
2 ). The above arguments still yield
2 ), i.e. X
n n n n n n n n n n n n inf ( (
) sends a Fourier-Mukai equivalence to the corresponding isomorphism on cohomology. Further we use that the image of (·) H • inf lies inside the subgroup of isometries preserving the exceptional classes, Aut(H * ex (X)) := {ϕ ∈ Aut(H * (X)) : ϕ(Λ) = Λ} where Λ ∼ = Q 16 is the lattice spanned by the (−2)-classes arising from the Kummer construction; the morphism res : ϕ → ϕ| Λ is then the obvious restriction.
Canonical quotients
Let X be a smooth projective variety whose canonical bundle is of finite order. Suppose that n > 0 is minimal with ω n X ∼ = O X . Then there is anétale covering
The group G := Z/nZ then acts freely on X with X/G = X. Fix a generator g ∈ G and note that a G-linearisation for some
Here we have an equivalence Coh(X) ∼ = Coh G ( X) already on the level of abelian categories (see [13, §7] ).
as well, a fact which also follows from the derived McKay correspondence using the trivially crepant resolution
Bridgeland and Maciocia consider in [5] canonical quotients from the point of view of derived categories. They introduce the set of all equivariant equivalences
this is actually a group. There is an exact sequence z z u u u u u u u u u u u u u u u u u u
