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a b s t r a c t
A t-spanner of a graph G is its spanning subgraph S such that the distance between every
pair of vertices in S is at most t times their distance in G. The sparsest t-spanner problem
asks to find, for a given graphG and an integer t , a t-spanner ofGwith theminimumnumber
of edges. The problem is known to be NP-hard for all t ≥ 2, and, even more, it is NP-hard
to approximate it with ratio O(log n) for every t ≥ 2. For t ≥ 5, the problem remains
NP-hard for planar graphs and the approximability status of the problem on planar graphs
was open. We resolve this open issue by showing that the sparsest t-spanner problem
admits the efficient polynomial time approximation scheme (EPTAS) for every t ≥ 1. Our
result holds for a much wider class of graphs, namely, the class of apex-minor-free graphs,
which contains the classes of planar and bounded genus graphs. Moreover, it is possible to
extend our results to weighted apex-minor free graphs, when the maximum edge weight
is bounded by some constant.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The concept of sparse graph spannerswas introduced in [32–34] and has been studied since then in the context of wired
or wireless communication networks, distributed computing, robotics, computational geometry and biology [1,2,11,12,14,
15,17,32–34]. A t-spanner of a graph G is a spanning subgraph S in which the distance between every pair of vertices is at
most t times their distance in G. One is interested in finding a sparsest t-spanner for a graph G, i.e., a t-spanner with the
minimum number of edges.
The original application of spannerswas in the design of low-stretch routing schemes for communication networks using
small routing tables [33] (see also [5,38] and the references therein) and the efficient simulation of synchronized protocols
in unsynchronized networks [4,34]. Thereafter spanners were used in computing almost shortest paths in graphs [21] and
in approximation algorithms for geometric spaces [31]. A recent application of spanners is in the design of approximate
distance oracles and labeling schemes for arbitrary metrics; see [38,39] for further references. In all the applications cited
above the quality of the solution is directly related to the quality of the underlying spanners. For example, in [34], close
relationships were established between the quality of spanners (in terms of stretch factor t and the number of spanner
edges), and the time and communication complexities of any synchronizer for the network based on this spanner.
There is a rich literature on approximation algorithms for the sparsest t-spanner problem [1,22,23,35,37,39]. In particular,
for every t ≥ 2 there is a constant c < 1 such that it is NP-hard to approximate the sparsest t-spanner with the ratio c · log n,
✩ A preliminary version of these results (for unweighted graphs) appeared in proceedings of the 33rd International Symposium on Mathematical
Foundations of Computer Science (MFCS 2008) (Dragan et al. 2008 [19]).∗ Corresponding author. Tel.: +44 7826054387.
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where n is the number of vertices in the graph [28]. On the other hand, the problem admits a O(log n)-ratio approximation
for t = 2 [28,29] and a O(n2/(t+1))-ratio approximation for t > 2 [23].
The problem was studied on planar graphs as well. The problem of determining, for a given planar graph G and integers
m and t , if G has a t-spanner with at most m edges is NP-complete for every fixed t ≥ 5 (the case 2 ≤ t ≤ 4 is still open)
[10]. On the other hand, for all fixed integers t and r , it is possible to decide in a polynomial time whether a planar (and
more generally, apex-minor-free) graph G has a t-spanner with at most n− 1+ r edges [18]. Duckworth et al. [20] obtained
a polynomial time approximation scheme (PTAS) for the sparsest 2-spanner problem on 4-connected planar triangulations,
which is a special subclass of planar graphs. The question, whether there is a PTAS for the sparsest t-spanner problem for
t > 2 on 4-connected planar triangulations, or even more generally, for all planar graphs, was left open in [20].
In this paper, we resolve positively the open problem of Duckworth,Wormald, and Zito [20] by showing that the sparsest
t-spanner problem admits the efficient polynomial time approximation scheme (EPTAS) on the class of planar graphs for every
t ≥ 1. In other words, for every t ≥ 1 and ϵ > 0, we prove that it is possible to construct a spanner with at most
(1 + ϵ) · OPT(G) edges in 1
ϵ
· tO((t/ϵ)2) · n time for an n-vertex planar graph G, where OPT(G) is the number of edges of
a sparsest spanner. Actually, we prove much stronger result.
• We give EPTAS for muchmore general class of graphs, namely apex-minor-free graphs, which include planar graphs and
graphs of bounded genus.
• We consider the more general Minimum Weight t-spanner problem, which asks to find, for a given weighted graph G
and an integer t , a t-spanner of G of minimum weight. In particular, we show that for all positive integers t andW , the
MinimumWeight t-spanner problem admits a EPTAS on apex-minor-free graphs with positive integer weights of edges
at mostW with running time 1
ϵ
· (W · t)O((W ·t/ϵ)2) · n.
Our proof is based on the technique for solvingNP-hard problems on planar graphs proposed by Baker [6] and generalized
by Eppstein [24,25] (see also [16,26]) to minor closed graph classes with bounded local treewidth (alias, apex-minor-free
graphs). An extended abstract of these results appeared in [19].
2. Preliminaries
In this section we present necessary definitions, notations and some auxiliary results.
A polynomial time approximation scheme (PTAS) is an algorithm which takes an instance of an optimization problem and
a parameter ϵ > 0 and, in polynomial time, produces a solution that is within a factor 1 + ϵ of being optimal. A PTAS is
called an efficient polynomial-time approximation scheme or EPTAS if its running time is O(f (ϵ) · nc) for some function f and
a constant c independent of ϵ where n is the input size (see. e.g., [13]).
Let G = (V , E) be an undirected weighted graph with the vertex set V , edge set E, and weight function w : E(G) → N.
We often use notations V (G) = V and E(G) = E. For U ⊆ V , by G[U] is denoted the subgraph of G induced by U . For an edge
e ∈ E(G),w(e) is called the weight of e. We consider only graphs with positive integer weights of edges. For a set A ⊂ E(G),
w(A) = ∑e∈Aw(e). If H is a subgraph of G, the weight of H is defined as w(E(H)) and is denoted by w(H). For a path P ,
we also call w(P) the length of P . The distance distG(u, v) between vertices u and v of a connected weighted graph G is the
length of a shortest u, v-path in G. The intersection of graphs G and H is the graph G ∩ H = (V (G) ∩ V (H), E(G) ∩ E(H)).
Let t be apositive integer. A subgraph S of aweighted connected graphG, such thatV (S) = V (G), is called a (multiplicative)
t-spanner of G, if distS(u, v) ≤ t · distG(u, v) for every pair of vertices u and v. The parameter t is called the stretch factor of
S. It is easy to see that the t-spanners can equivalently be defined as follows.
Proposition 1. Let G be a connected weighted graph, and t be a positive integer. A spanning subgraph S of G is a t-spanner of G
if and only if for every edge xy of G, distS(x, y) ≤ t · w(xy).
Let A ⊆ E(G). We call a subgraph S of G, such that for every edge xy ∈ A, distS(x, y) ≤ t · w(xy), a partial t-spanner for A.
Clearly, if A = E(G) then a partial t-spanner for this set is a t-spanner for G.
The Minimum Weight t-Spanner problem asks to find, for a given weighted graph G and an integer t , a t-spanner of G
of minimumweight. Correspondingly, theMinimumWeight Partial t-Spanner problem asks to find a partial t-spanner of
minimumweight for a given weighted graph G, an integer t and a set A ⊆ E(G). It is easy to see that for unweighted graphs
the Sparsest t-Spanner problem, which asks for a t-spanner with the minimum number of edges, is a special case of the
MinimumWeight t-Spanner problem.
A tree decomposition of a graph G defined by Robertson and Seymour [36] is a pair (X, T )where T is a tree whose vertices
we call nodes and X = ({Xi | i ∈ V (T )}) is a collection of subsets of V (G) such that
1.

i∈V (T ) Xi = V (G),
2. for each edge vw ∈ E(G), there is an i ∈ V (T ) such that v,w ∈ Xi, and
3. for each v ∈ V (G) the set of nodes {i | v ∈ Xi} forms a subtree of T .
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Thewidth of a tree decomposition ({Xi | i ∈ V (T )}, T ) equals maxi∈V (T ){|Xi| − 1}. The treewidth of a graph G is the minimum
width over all tree decompositions of G. We use notation tw(G) to denote the treewidth of a graph G. It is known that a
graph G has treewidth k if and only if G is a partial k-tree (see, e.g., [3,7,27] and papers cited therein).
A graph class G has bounded local treewidth if there is a function f (r) such that for any graph G in G, the treewidth of
every induced subgraph of G of diameter at most r is at most f (r). A graph class G has a linear local treewidth if f (r) = O(r).
For example, planar graphs are graphs of linear local treewidth because for every planar graph G of radius at most r , the
treewidth of G is at most 3r − 1, see e.g. [8].
Given an edge e = xy of a graph G, the graph G/e is obtained from G by contracting the edge e; that is, to get G/e we
identify the vertices x and y and remove all loops and replace all multiple edges by simple edges. A graph H obtained by a
sequence of edge-contractions is said to be a contraction of G. H is a minor of G if H is a subgraph of a contraction of G. A
graph class G isminor-closed if for every graph G ∈ G all minors of G are in G, too.
We say that a graph G is H-minor-free when it does not contain H as a minor. We also say that a graph class G is H-
minor-free (or, excludes H as a minor) when all its members are H-minor-free. Clearly, all minor-free graph classes are
minor-closed.
An apex graph is a graph that can be made planar by the removal of a single vertex. The deleted vertex is called an apex of
the graph. Themain property of planar graphs, which apex graphs do not have, is the bounded local treewidth. For example,
a k× k grid with apex adjacent to all vertices of the grid has treewidth k+1 and diameter 2. A graph class is apex-minor-free
if it does not contain any graph with some fixed apex graph as a minor. Particularly, planar graphs (and bounded-genus
graphs) are apex-minor-free graphs.
Eppstein [24,25] characterized all minor-closed graph classes that have bounded local treewidth by proving that they are
exactly apex-minor-free graphs. These results were improved by Demaine and Hajiaghayi [16] who proved that all apex-
minor-free graphs have linear local treewidth.
3. Partial spanners for graphs of bounded treewidth
In this section, we show how to solve the Minimum Weight Partial t-Spanner problem on graphs with bounded
treewidth and with bounded edge-weights.
Let t and W be positive integers, and let G be an n-vertex weighted connected graph such that w(e) ≤ W for every
e ∈ E(G). Suppose that A ⊆ E(G). Let also (X, T ) be a tree decomposition of G of width k.
Every tree decomposition can be converted (in linear time) into a nice tree decomposition [27] of same width (and with
a linear size of T ) with the rooted binary tree T with the root r , which induces a parent–child relation in the tree, such that
nodes of T are of four types:
1. Leaf nodes i are leaves of T and have |Xi| = 1.
2. Introduce nodes i have one child jwith Xi = Xj ∪ {v} for some vertex v ∈ V (G).
3. Forget nodes i have one child jwith Xi = Xj \ {v} for some vertex v ∈ V (G).
4. Join nodes i have two children j1 and j2 with Xi = Xj1 = Xj2 .
For any node i ∈ V (T ), we denote by Ti the rooted subtree induced by the descendants of iwith the root i. We also define
subgraph
Gi = G
[ 
j∈V (Ti)
Xj
]
.
Our algorithm follows a classical dynamic programming approach on graphs of bounded treewidth (see e.g. the survey [9]).
It constructs for every node i ∈ V (T ), starting from leaves, and tables of data. From the table computed for the root r , we
are able to find the spanner.
The following intuition is behind our construction. Let S be a t-spanner of G. Denote by Si the subgraph of S induced by
the vertices of Gi. For every edge uv ∈ A, the length of the shortest u, v-path in S is at most t ·w(uv). If uv ∈ A \ E(Gi), then
the shortest u, v-path in S can include edges of G[Xi] and segments which are paths with endpoints in Xi and all internal
vertices in V (Si) \ Xi. Hence, we keep the information about edges of Si with endpoints in the bag Xi and paths in Si which
join vertices of the bag such that all internal vertices are not included in Xi. Observe that only paths of length at mostW · t
can be segments of the u, v-paths of lengths at most t · w(uv) ≤ t ·W . Therefore, it is sufficient to store the information
about such paths only. In similar way, if uv ∈ A ∩ E(Gi), then the shortest u, v-path in S can include paths with endpoints
in Xi and all internal vertices in V (G) \ V (Gi) as segments. Hence we keep the corresponding information. Notice again that
we are only interested in paths of length at mostW · t .
Now we describe the tables of data. For x, y ∈ Xi, x ≠ y, it is assumed that dx,y and lx,y are either integers from the set
{1, . . . ,W ·t} or+∞. These integers correspond to lengths of x, y-paths in the constructed spannerwith all internal vertices
in V (Gi) \ Xi and in V (G) \ V (Gi). Let Ei ⊆ E(G[Xi]), Di = {dx,y : x, y ∈ Xi, x ≠ y} and Li = {lx,y : x, y ∈ Xi, x ≠ y}. For the
triple (Ei,Di, Li), the table for the node i keeps the following information. If there is a subgraph Si of Gi (a partial solution)
such that
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Fig. 1. Construction of graphs Gij and G′ij .
1. Ei = {xy ∈ E(Si) : x, y ∈ Xi}, i.e. Ei is the set of edges of the partial solutions with endpoints in the bag Xi;
2. for each pair of different vertices x, y ∈ Xi such that dx,y < +∞, there is an x, y- path in Si of length at most dx,y with all
internal vertices in V (Si) \ Xi, i.e. these x, y-paths of length at most dx,y can be used further;
3. if S ′i is the graph obtained by joining pairs of different vertices x, y ∈ Xi by paths of length lx,y with all internal
vertices laying outside Si (if lx,y = +∞ then it is assumed that there is no path), then for each uv ∈ A ∩ E(Gi),
distS′i (u, v) ≤ t ·w(uv), i.e. if such x, y-paths would be added to the partial solution in the further stages of the algorithm
then for any uv ∈ A ∩ E(Gi), u, v-path of length at most t · w(uv) could be found in the spanner;
then the table stores the set of edges of such Si with theminimumpossibleweight (this set is a partial solution of our problem
for Gi). Otherwise the table keeps NO. Observe that each table always stores at least one entry different from NO, since for
Ei = {xy ∈ E(Si) : x, y ∈ Xi} and dx,y, lx,y = +∞, Si = Gi satisfies Conditions 1–3.
Such tables for all possible triples can be constructed for leaves of T in a trivial way (since corresponding bags contain
unique vertices), and it can be easily checked that the table for a vertex i can be computed if the tables for children of i are
given. If the table for the root r is constructed, thenwe can find the partial t-spanner forG in the followingway. Let lx,y = +∞
for all x, y ∈ Xr and let Lr = {lx,y : x, y ∈ Xr , x ≠ y}. Checking all Er ⊂ E(G[Xr ]) and collections Dr = {dx,y : x, y ∈ Xr , x ≠ y},
we find the partial solution Sr of minimum weight.
The size of each table can be estimated as 2(
k+1
2 ) · (W · t + 1)2(k+12 ). Therefore, the running time of the algorithm is
(W · t)O(k2) · |V (G)|.
We conclude with the following lemma.
Lemma 1. Let t, k and W be positive integers. Let also G be a connected weighted graph of treewidth at most k such that
w(e) ≤ W for all e ∈ E(G), and let A ⊆ E(G). The Minimum Weight Partial t-Spanner problem on G can be solved in
time (W · t)O(k2) · |V (G)|, if a corresponding tree decomposition of G is given.
Observe in the conclusion of this section, that Arnborg et al. [3] described classes of optimization problems which can be
solved in linear time for graphs of bounded treewidth. It is possible to show that theMinimumWeight Partial t-Spanner
with bounded weights of edges is in one of these classes. However, the only thing we are able to say about the running time
of their algorithm is that it isO(f (W , k, t)·|V (G)|) for some function f . It also should be noted that the dynamic programming
algorithm for the case A = E(G) and unweighted graphs with similar running time is due to Makowsky and Rotics [30].
4. Main result
Now we are ready to describe our EPTAS for theMinimumWeight t-Spanner problem for sparse graphs.
Let t andW be positive integers. Let also G be a connected weighted graph such thatw(e) ≤ W for all e ∈ E(G).
We choose a vertex u of G. For i ≥ 0, we denote by Li the ith level of the breadth first search, i.e., the set of vertices
at distance i from u. We call the partition of the vertex set V (G)L(G, u) = {L0, L1, . . . , Lr} breadth first search (BFS)
decomposition of G. We assume for convenience that for BFS decomposition L(G, u), Li = ∅ for i < 0 or i > r , so we can
use negative indices and indices that are more than r . It can be easily seen that the BFS decomposition can be constructed
by the breadth first search in linear time.
Suppose that i ≤ j are integers. For i ≤ jwe define
Gij = G
[ j
s=i
Ls
]
.
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Fig. 2. Graphs G′j .
The following result is due to Demaine and Hajiaghayi [16] (see also the work of Eppstein [25]). It follows from the result
of Demaine and Hajiaghayi that for every apex-minor-free graph G the treewidth of its subgraphs depends linearly on their
diameters and the observation that the graph obtained from G by the contraction of all edges of G[L0 ∪ · · · ∪ Li−1] is the
minor of G, and thus apex-minor-free.
Lemma 2 ([16]). Let G be an apex-minor-free graph. Then tw(Gij) = O(j− i).
Denote by G′ij = Gi−⌊t·W/2⌋,j+⌊t·W/2⌋ (see Fig. 1), and let A = E(Gij). Let S be a t-spanner of G and S ′ be the subgraph of S
induced by V (G′ij). We need the following lemma.
Lemma 3. S ′ is a partial t-spanner for A in G′ij.
Proof. Let xy ∈ A. Note that x, y ∈ V (Gij), i.e. x, y ∈ Li ∪ · · · ∪ Lj. Since S is a t-spanner of G, we have that there is a x, y-
path P in S of length at most t · w(xy) ≤ t ·W . We claim that P is a path in S ′. Suppose, for the sake of contradiction, that
some vertex v of this path does not belong to G′ij. Then v ∈ Lq for some q < i − ⌊t · W/2⌋ or q > j + ⌊t · W/2⌋. By the
definition of the BFS decomposition, distG(x, v) > ⌊t · W/2⌋ and distG(y, v) > ⌊t · W/2⌋. But then P has length at least
distG(x, v) + distG(v, y) ≥ 2⌊t · W/2⌋ + 2 > t · W . Hence, all vertices of P are vertices of G′. Since S ′ is a subgraph of S
induced by the set of vertices of G′ij, we have that P is a path in S ′ and distS′(x, y) ≤ w(P) ≤ t · w(xy). 
This lemma indicates that for apex-minor-free graphs, it is sufficient to consider ‘‘local’’ spanners. In particular, to
approximate distances between vertices in levels Li, . . . , Lj, it is sufficient to know the behavior of the spanner within levels
Li−⌊t·W/2⌋, . . . , Lj+⌊t·W/2⌋ of the BFS decomposition.
Now we choose a positive integer l and put k = (2⌊t ·W/2⌋ + 1)l+ 1.
If r ≤ k then a t-spanner S of G of minimum weight is constructed directly. We use the fact that tw(G) = O(k) and, for
example, use Bodlaender’s algorithm [7] to construct in linear time a suitable tree decomposition of G. Then, by Lemma 1, a
t-spanner of minimum weight for G can be found in linear time.
Suppose that r > k. We consequently construct t-spanners Si of G for i = 1, 2, . . . , k− 1 as follows. Let
Ji =

i− 1+ (k− 1)s : s ∈

0, . . . ,

r − i
k− 1

.
Recall that Lq = ∅ for q < 0 or q > r . For every j ∈ Ji, we consider graph G′j = Gj−⌊t·W/2⌋,j+k+⌊t·W/2⌋−1 and set of edges
Aj = E(Gj,j+k−1). In other words, we ‘‘cover’’ graph G by graphs G′i−(k−1),G′i,G′i+(k−1), . . . , and two consecutive graphs
‘‘overlap’’ by 2⌊t ·W/2⌋ + 1 levels in the BFS decomposition (see Fig. 2). Observe that while the parameter l can be chosen,
the integersW and t are given constants, and the number of overlapping levels of two consecutive graphs is bounded and
could be made relatively small in comparison with k. It gives us a possibility to apply a shifting approach similar to Bakers’s.
By Lemma 2, tw(G′j) = O(k+ t ·W ). For every graph G′j we construct a partial t-spanner Sij for Aj in G′j of minimum weight
by making use of Lemma 1. The union of all sets Aj is the set E(G), and we define
Si =

j∈Ji
Sij,
i.e. we ‘‘glue’’ our local spanners together via the overlapping parts. Finally, we choose among graphs S1, S2, . . . , Sk−1 the
graph with the minimum weight and denote it by S.
The following lemma describes properties of the graph S.
Lemma 4. Let S be the subgraph of an apex-minor-free graph G obtained by the algorithm described above. Then the following
holds.
1. S is a t-spanner of G.
2. For every t, W and l > 0, S can be constructed in time l(Wt)O((Wtl)
2) · |V (G)|.
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3. S has weight at most (1+ 1l )·OPT(G), whereOPT(G) is the weight of the solution of theMinimumWeight t-Spanner problem
on G.
Proof. 1. Every Si is a t-spanner of G. Indeed, for every edge xy ∈ E(G), there is j ∈ Ji such that xy ∈ Aj, and distSi(x, y) ≤
distSij(x, y) ≤ t · w(xy).
2. The second claim follows from Lemmata 1 and 2.
3. If k ≥ r then the claim is obvious. Let k < r and let T be a t-spanner of G of minimum weight w(T ) = OPT(G). Assume
that i ∈ {1, 2, . . . , k− 1} and j ∈ Ji. Let Tj = T [V (G′j)]. By Lemma 3, Tj is a partial t-spanner for the set Aj in G′j . Since Sij is a
partial t-spanner for the set Aj in G′j with the minimum weight, we have that
w(Tj) ≥ w(Sij),
and
w(Si) ≤
−
j∈Ji
w(Sij) ≤
−
j∈Ji
w(Tj).
Because k ≥ t · W + 2, spanners Tj and Tj′ have common edges only if j and j′ are consecutive integers in Ji, and their
intersection contains edges of T with endpoints in Lj−⌊t·W/2⌋∪· · ·∪Lj+⌊t·W/2⌋. Denote by Ei,j the set of edges of T [Li∪· · ·∪Lj]
for i ≤ j. Then
w(Si) ≤ w(T )+
−
j∈Ji
w(Ej−⌊t·W/2⌋,j+⌊t·W/2⌋).
Hence
w(S) = min
1≤i≤k−1w(Si)
≤ w(T )+ min
1≤i≤k−1
−
j∈Ji
w(Ej−⌊t·W/2⌋,j+⌊t·W/2⌋).
Let E ′i,j = Ei,j ∪ {xy ∈ E(T ) : x ∈ Li−1, y ∈ Li}. Observe that
E(T ) = E ′1,r =
l−1
s=0
 
j∈J(2⌊t·W/2⌋+1)s+1
E ′j−⌊t·W/2⌋,j+⌊t·W/2⌋

,
and thus
w(T ) =
l−1
s=0
 −
j∈J(2⌊t·W/2⌋+1)s+1
w(E ′j−⌊t·W/2⌋,j+⌊t·W/2⌋)

.
It follows that there is s ∈ {0, . . . , l− 1} such that−
j∈J(2⌊t·W/2⌋+1)s+1
w(E ′j−⌊t·W/2⌋,j+⌊t·W/2⌋) ≤
1
l
w(T ).
Clearly,
min
1≤i≤k−1
−
j∈Ji
w(Ej−⌊t·W/2⌋,j+⌊t·W/2⌋) ≤
−
j∈J(2⌊t·W/2⌋+1)s+1
w(Ej−⌊t·W/2⌋,j+⌊t·W/2⌋)
≤
−
j∈J(2⌊t·W/2⌋+1)s+1
w(E ′j−⌊t·W/2⌋,j+⌊t·W/2⌋) ≤
1
l
w(T ).
We conclude that
w(S) ≤ w(T )+ min
1≤i≤k−1
−
j∈Ji
w(Ej−⌊t·W/2⌋,j+⌊t·W/2⌋) ≤

1+ 1
l

w(T ). 
For every ϵ > 0 in Lemma 4, we can put l = ⌈ 1
ϵ
⌉, which implies the main result of this paper.
Theorem 1. For every ϵ > 0 and fixed positive integers t and W, the Minimum Weight t-Spanner problem admits a EPTAS
with running time 1
ϵ
· (W · t)O((W ·t/ϵ)2) · n for the class of n-vertex apex-minor-free graphs (and, hence, for the planar graphs and
for the graphs with bounded genus), if weights of edges of the input graph are integers not greater than W.
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5. Conclusion
In this work we have shown that the Minimum Weight t-Spanner has EPTAS on planar, and more generally, on apex-
minor-free graphs, when the maximum edge weight is bounded by some constant. Our result can be easily extended to
solve the variant of the problem proposed by Kortsarz [28]. In his version each edge e ∈ E(G) has positive length l(e) and
nonnegative weight w(e). The aim is to find a t-spanner of minimum weight, and the distance between two vertices x and
y is measured by the sum of lengths of edges of a shortest x, y-path. It is possible to construct EPTAS on apex-minor-free
graphs when all edges have positive integer lengths and the maximum edge length is at most some constant (weights of
edges can be arbitrary). We leave the following two questions open.
• Our technique does not work when the maximum weightW is some polynomial of the number of vertices of the input
graph. What is the approximability status ofMinimumWeight t-Spanner on planar graphs with polynomial weights?
• Another question concerns the unweighted case of the problem. Can our approximability results be extended to larger
classes of graphs, say, graphs excluding some fixed graph as a minor?
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