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Abstract 
Correct usage of verb tenses is important because they encode the temporal order of events in a text.  However, tense 
systems vary from one language to another, and are difficult to master for machines and non-native speakers alike.  
We present a method to predict verb tenses based on syntactic and lexical features, as well as temporal expressions in 
the context.  A statistical model trained on Conditional Random Fields significantly outperforms the baseline.  This 
model may be used in post-editing verbs in machine translation output and texts written by non-native speakers. 
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1. Introduction 
Almost every sentence contains a verb.  A verb describes a situation --- an event or a state of being; in 
many languages, the time and nature of this situation are marked by tenses. Tenses relate the time of the 
utterance of the verb to the time of occurrence of the situation.  Indeed, from verb tenses, one can infer 
temporal relationships within the sentence [1], and also determine the temporal ordering of events in a 
document [2,3]. The various tenses of the English verb ‘eat’ are shown in Table 1. 
The inventory of tenses vary from one language to another.  The German present tense, for example, 
may be translated into either the English present or future.  Spanish uses two different tenses, the simple 
past (preterit) and the ongoing past (imperfect), for stative or non-stative verbs [4], while English makes 
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no such distinction. In Chinese, which lacks overt tense markers altogether, only the context dictates 
whether the tense should be rendered in past, present, or future.  The lack of one-to-one mappings 
between tenses in the source and target languages obviously poses a challenge to machine translation (MT) 
[4,5,6].  Some interlingua-based MT systems have incorporate rules for tense generation in restricted 
domains [7]; however, we are not aware of any statistical MT system, designed for the general domain, 
that has tackled this issue explicitly. 
If machines have difficulty in choosing the appropriate verb tense, it is also no easy task for non-native 
speakers.  Japanese learners of English, for example, tend to prefer the root form of an English verb, 
underusing its various inflected forms [8]. Recently, many writing assistance tools have been developed to 
provide automatic feedback to students writing in a foreign language [9,10], but there has been no attempt 
to detect and correct tense errors. 
Our goal is to automatically assign correct tenses to verbs in English texts, by statistically modeling the 
distribution of tense usage in real, coherent texts.  Drawing on linguistic insights (see section 3), we view 
verb tenses in a document as a chain, taking into account local lexical and syntactic contexts, including 
temporal expressions.  This model can be applied towards post-editing machine translation output and 
texts written by non-native speakers. 
The rest of this paper is organized as follows.  In section 2, we define our research question.  In section 
3, we survey two linguistic models that underpin our computational model for verb tense generation, to be 
described in section 4.  We train and evaluate this model in section 5, before concluding the paper. 
Table 1. Reichenbach’s analysis of verb tenses consists of two dimensions, TIME and ASPECT [11].  From his six “base tenses”, 
shown in italics, the system is extended to cover all verb forms seen in our data. The symbol “<” means “precedes”, and “>” means 








(RT contained in ET) 
Perfect Progressive 
(RT > ET) 
Past (RT < ST) it ate it had eaten it was eating it had been eating 
Present (RT=ST) it eats it has eaten it is eating it has been eating 
Future (RT>ST) it will eat it will have eaten it will be eating it will have been eating 
Infinitive (undefined) to eat to have eaten to be eating to have been eating 
Participle (undefined) eating having eaten eating having been eating 
 
2. Research Question 
In this section, we first present the verb tense classification system to be adopted in this paper, together 
with its terminology; we then define the research question. 
2.1. Background 
Many linguistic theories about verb tenses have been proposed [12,13,14,15].  Among the most well-
known analyses is the Base Tense Structure [11], which classifies verb tenses along two dimensions, 
TIME and ASPECT. 
The TIME dimension relates the reference time (RT) and speech time (ST) of the verb, and can take on 
the values “past”, “present” or “future”.  The ASPECT dimension relates reference time and event time 
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(ET), and can take on the values “simple” or “perfect”. These two dimensions yield the six so-called ‘base 
tenses’, shown in italics in Table 1. Consider the following sentences, adopted from [16]: 
 
(1) John is a colleague of Mary's. 
(2) He went over to her house yesterday. 
(3) On the way, he had stopped by the flower shop for some roses. 
 
In sentence (1), the verb ‘is’ is in the “simple present” tense, indicating that the event time is identical 
to the time of utterance (ET=RT=ST).  In sentence (2), in contrast, the verb ‘went’ is in “simple past”, so 
the speaker is referring to an event from an earlier time (ET=RT<ST).  The use of the “past perfect” in 
sentence (3), ‘had stopped’, signals that the event time precedes the reference time of ‘went’ in sentence 
(2), as will be discussed in section 3.1; in turn, that reference time precedes the time of utterance 
(ET<RT<ST). 
To cover all tenses found in the Penn Treebank, the Base Tense Structure is extended in both 
dimensions.  To the TIME dimension are added two categories for the non-finite verbs, “infinitive” and 
“participle”, whose RTs are undefined.  To the ASPECT dimension are added the categories 
“progressive”, whose ET is an interval that contains the RT, and “perfect progressive”, whose ET 
precedes RT. 
Even with these extensions, the system in Table 1 still lacks some other dimensions of verb tenses, 
including MODALITY (“it could eat”, “it could have eaten”), NEGATION (“it does not eat”, “it did not 
eat”) and VOICE (“it is eaten”, “it was eaten”).  These dimensions are overtly marked in more languages, 
making them less problematic both for machine translation and for non-native speakers, and so will not be 
addressed in this paper. 
2.2. Problem Definition 
Most previous work in verb tense generation assumes as input some symbolic representation of the 
relevant time intervals. A set of manually crafted rules then infers the relationship between the event, 
reference and speech times, and finally selects the appropriate tense [17,18]. 
However, in many applications, such prior information can hardly be expected to be available.  For 
example, in MT, the source language may have no tense markers; in writing assistance tools, the tenses 
used by the non-native speakers are unreliable.  For these applications, it is more realistic to take only the 
raw text as input, assuming only knowledge of the infinitive form of the verb.  Given the infinitive form, 
then, the system is required to assign to the verb its appropriate tense, based on its context.  No attempt 
will be made to further determine the sense of the tense [19]. 
Thus, this task can be viewed as the classification of each verb as one of the categories in Table 1.  For 
example, the verbs in the sentence 
 
Lorillard Inc., the unit of New York-based Loews Corp. that make Kent cigarettes, stop use 
crocidolite in its Micronite cigarette filters in 1956. 
 
are to be classified as: 
 
Lorillard Inc., the unit of New York-based Loews Corp. that make[present, simple] Kent cigarettes, 
stop[past, simple] use[participle, simple] crocidolite in its Micronite cigarette filters in 1956. 
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In this paper, for reasons to be discussed in section 3.2, we will restrict our attention to the verb in the 
main clause (henceforth the ‘main verb’) in each sentence.  Table 2 shows the distribution of the tenses in 
our experimental data. 
Table 2. Breakdown of verb tenses in the training set. The categories for the nonfinite verbs, “Infinitive” and “Participle”, are 












3. Linguistic Models 
Insights from two linguistic studies have informed the design of our computational model for verb 
tense generation.  The first (section 3.1) establishes verb tenses an anaphor, drawing an analogy with 
nouns; the second (section 3.2) provides guidance on how to resolve anaphoricity. 
3.1. Tense as Anaphor 
When the reference time (RT) and event time (ET) are not explicitly provided in a sentence, a listener 
needs to reconstruct them from context.  It has been argued that the listener does so by performing 
anaphor resolution [16]. 
A noun may be anaphoric, if it refers to a previously mentioned entity, or non-anaphoric, if it does 
not. A verb has similar properties: if it is anaphoric, then its RT is the same as the RT previously 
established by a preceding verb.  Typically, the tense of this preceding verb would have the same TIME 
dimension.  In contrast, if a verb is non-anaphoric, then it establishes a new RT.  A tense whose TIME 
value differs from those of the preceding verbs is a strong indication of non-anaphoricity. 
Under this framework, the three sentences in section 2.1 may be re-analyzed as follows.  The text starts 
with the speech time identical to the reference time, as indicated by the “present” verb ‘is’ in sentence (1).  
The “past” verb ‘went’ in (2) is non-anaphoric, introducing a new RT, ‘yesterday’.  This RT also serves 
as the antecedent for the “past” verb ‘had stopped’ in (3), whose RT is the same as that of ‘went’.  The 
ET of ‘had stopped’, however, is placed before the RT, due to its “perfect” aspect. 
In summary, tense generation may be understood as a kind of anaphor resolution.  If a verb is 
anaphoric to a preceding verb, then its RT remains unchanged; if it is non-anaphoric, then it shifts to a 
different RT.  In this paper, we will not attempt to pinpoint the exact RT; rather, for the TIME dimension, 
Tense Percentage 
Past simple 47.3% 
Present simple 37.8% 
Present perfective 5.2% 
Present progressive 3.1% 
Future simple 2.9% 
Other 1.7% 
Past perfective 0.99% 
All other categories Less than 0.5% each 
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all verbs are assigned as one of three “generic” RT, namely, “present”, “past” or “future”.  In other words, 
the verb's anaphoricity will decide whether there is a shift to a different TIME category. 
3.2. Anaphoricity Resolution 
Each of the sentences considered in sections 2.1 and 3.1 has only one reference time (RT).  In general, 
however, a sentence can contain multiple verbs and RTs.  Consider the following three sentences, taken 
from the Penn Treebank [20]: 
(1) A form of asbestos once used to make Kent Cigarette filters has caused a high percentage of 
cancer deaths among a group of workers exposed to it more than 30 years ago, researchers reported. 
(2) The asbestos fiber, crocidolite, is unusually resilient once it enters the lungs, with brief exposures 
to it causing symptoms that show up decades later, researchers said. 
(3) Lorillard Inc., the unit of New York-based Loews Corp. that makes Kent Cigarettes, stopped 
using crocidolite in its Micronite cigarette filters in 1956. 
 
Both sentence (1) and sentence (2) contain at least two RTs: one for the researchers talking to the 
author of the text (‘reported’ and ‘said’, respectively); another for the verb within the reported speech 
(‘has caused’ and ‘is’, respectively).  Intuitively, the verb ‘said’ in (2) has the same RT as the verb 
‘reported’ in (1).  It is therefore anaphoric, with `reported' as its antecedent, rather than the other verbs 
such as `show' which are located closer to it.  This phenomenon can be explained by the Temporal 
Centering theory [21], which is analogous to the Centering Theory [22]. 
According to the Centering Theory, in an utterance Ui, the nouns constitute the forward-looking 
centers, denoted as Cf(Ui).  These centers are ranked in terms of salience.  The most highly ranked one, 
usually the subject, is called the backward-looking center, denoted as Cb(Ui).  By the principle of “center 
retention”, it is conjectured that, in a coherent document, Cb(Ui) is most likely to be the same as Cb(Ui-1), 
the backward-looking center of the preceding sentence.  Although less likely, by a process of “center 
shift”, it may also be the same as one of the elements of Cf(Ui-1).  Finally, and even less likely, it may be 
non-anaphoric. 
In Temporal Centering theory, the forward-looking centers are the verbs, rather than the nouns.  The 
most salient verb, or the backward-looking center, is argued to be the one that is in the main clause.  
Based on a small-scale study on the Brown Corpus, this definition of the backward-looking center is 
found to favor center retention over center shift [21]. 
Applying Temporal Centering to the example above, the verb ‘reported’ is in the main clause of 
sentence (1), and is thus the backward-looking center.  The theory correctly predicts that it is more likely 
to be the antecedent of the verb ‘said’ in (2) than other verbs in the subordinate clauses.  Following this 
assumption, in our experiments, we will consider only the verbs in the main clauses, but not those in the 
subordinate clauses. 
4. Computational Model 
The linguistic theories described in section 3 form the basis of our computational model.  We now 
approach the verb tense generation task as a sequence labeling problem.  From a document with N 
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4.1. Conditional Random Fields 
Conditional Random Fields (CRF) are a form of undirected graphical model [23], with two 
characteristics:  (1) the model is conditionally trained on observed variables;  and (2) the joint probability 
function is log-linear in the parameters.  Restricting consideration for anaphoricity to the immediately 
preceding verb, we use a linear-chain, order-1 CRF, similar to the architecture in [24], to represent our 
sequence of verbs.  Our training data take the form {(y1, x1), …, (ym, xm)}, where yi is the tense label (see 
Table 1) of the main verb in the ith sentence in the document, and xi consists of the features associated 
with that verb. 
4.2. Features 
Our features include lexical and syntactic features, drawn from the Penn Treebank [20]; and temporal 
features, extracted via the TempEx tagger [25]. 
The lexical and syntactic features include: 
 Verb: The infinitive (root) form of the verb. 
 Verb-1: Verb in the main clause of the preceding sentence. 
 Agent: The subject of the verb. 
 Preposition: The preposition, if any, that dominates a temporal expression, such as ‘during’ for 
“during summer”.  Some prepositions are indicative of the ASPECT of the verb. 
The temporal tags (“-TMP”) in the Penn Treebank could have been used to generate the temporal 
features; to avoid dependence on this feature, however, we used instead the TempEx tagger [25] to extract 
temporal expressions from the sentences.  This tagger takes the reference time, i.e., the date on which the 
document was written, as an input parameter.  It then identifies temporal expressions and gives each one a 
TimeType and (possibly) a TimeValue: 
 TimeType: The type may be “date” or “time”. 
 TimeValue: The value is an ISO-standard time-stamp.  It is compared with the reference time 
and rewritten as “present_ref” or “past_ref”.  Future references were found to be relatively 
uninformative, and were excluded.  In the training set, it is found that 89.4% of the 
expressions labeled “past_ref” do in fact correspond to a verb in past tense, while 
“present_ref” are less reliable, at 55.3%. 




The CRF implementation in the MALLET package [26] was used to train an order-1 CRF.  The 
variance in the regularization term is set at default to ı = 10.  We trained on verb tense sequences from 
sections 0 to 21 of the Penn Treebank [20].  There are 45650 main verbs in a total of 2053 articles, and 
hence the same number of tense sequences.  The breakdown of the tenses of these verbs is shown in Table 
2. 
Section 23 served as the test data.  Features for this section were obtained from the parse trees 
produced by a statistical natural language parser [27]. 
5.2. Results 
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The experimental results are tabulated in Table 3.  A simple baseline of always predicting the majority 
class, i.e., “ past simple”, yielded 45.5% accuracy. 
The order-1 CRF performed at 58.3%. Although it significantly outperformed the baseline, it still 
frequently over-predicted the “past simple” tense.  This error is partially caused by the strong influence of 
the previous tense on the prediction of the current one; in the absence of explicit temporal expressions, 
the model is reluctant to predict a shift in tense, i.e., a shift in reference time.  Temporal expressions, 
unfortunately, are sparse.  In the training set, only 1.2% of the verbs in the “present” tense, and 6.1% of 
those in “past”, have the benefit of an explicit temporal expression elsewhere in the sentence. 
To gauge the extent to which knowledge of the previous tense is helpful, we ran the HISTORY 
ORACLE experiment.  In this model, one additional feature --- the correct tense label of the previous 
verb --- was added to the CRF model.  This feature improved the accuracy rate by an absolute 4%.  While 
this oracle information improved the performance on the TIME dimension, the ASPECT dimension 
remained difficult to predict.   In examining the errors, it seems that real-world knowledge would be 
needed in many cases to determine the most likely relation between the event and reference times; in 
others, this relation is hardly recoverable from context. 
Table 3. Accuracy in verb tense generation. MAJORITY is the baseline of choosing the most frequent tense. CRF is the order -1 
conditional random fields described in section 5.1. HISTORY ORACLE is the CRF model augmented with the tense label of the 







HISTORY ORACLE 62.2% 
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6. Conclusion and Future Work 
We have presented a method to predict verb tenses based on syntactic and lexical features as well as 
temporal expressions in the sentence.  A statistical model, trained on a linear Conditional Random Field, 
significantly outperforms the majority baseline. 
Looking forward, we plan to incorporate semantic features for the verbs, possibly drawn from 
FrameNet [28] or Levin's verb classes [29], and to consider verbs outside the main clauses, making fuller 
use of the Temporal Centering Theory [21].  We would also like to explore if domain knowledge about 
the tense usage in particular kinds of texts, such as scientific publications, can be incorporated. 
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