The efficiency of the iterative Monte Carlo ͑IMC͒ path integral methodology for complex time correlation functions is increased through the use of optimal grids, which are sampled from paths that span the entire path integral necklace. The two-bead marginal distributions required in each step of the IMC iteration are obtained from a recursive procedure. Applications to one-dimensional and multi-dimensional model systems illustrate the enhancement in stability effected by the use of grids based on whole-necklace sampling.
I. INTRODUCTION
The path integral formulation of quantum mechanics 1, 2 provides a convenient framework for simulating the equilibrium properties of many-particle systems. The path integral representation of the Boltzmann operator 3 lends itself naturally to the use of Metropolis Monte Carlo 4 sampling techniques, thus avoiding the exponential scaling behavior of other approaches. The resulting path integral Monte Carlo ͑PIMC͒ methodology has been established as a powerful tool for evaluating thermal averages in systems with hundreds of quantum degrees of freedom that obey Boltzmann or BoseEinstein statistics. 5 Unfortunately, these advantages do not pertain to nonequilibrium calculations. Even though the path integral representation of the real-time propagator has formally the same form, the quantum mechanical amplitude is highly oscillatory, and thus the results are dominated by destructive interference ͑the hallmark of quantum mechanics͒. Monte Carlo methods, which are designed for integrating smooth functions, are unable to deal with such dramatic phase cancellation, 6, 7 and thus the path integral calculations of dynamical properties are plagued by the "sign problem," a situation analogous to that encountered in simulations of manyfermion systems ͑even under thermal equilibrium conditions.͒ 8, 9 We have recently introduced an iterative Monte Carlo ͑IMC͒ path integral formulation of complex-time correlation functions. 10, 11 Rather than evaluating the sum over ͑forward and backward͒ paths in a single Monte Carlo process, IMC calculates the integrals in each propagation step individually. For a system of d degrees of freedom, if n path integral time slices ͑beads͒ are employed in the discretization of the evolution operator, the expression for a complex-time correlation function involves a ͑2n͒d-dimensional integral. IMC replaces this by the evaluation of n separate 2d-dimensional integrals. Since the statistical error in a Monte Carlo evaluation of an oscillatory function grows exponentially with integral dimension, it is easy to see that convergence will be dramatically enhanced in IMC compared to a conventional PIMC calculation of the same quantity.
The iterative evaluation of path integral expressions is frequently used in wave function or density matrix propagation of low-dimensional systems. 12 These calculations are often performed on judiciously chosen ͑regular or quadraturegenerated͒ grids 13 in order to minimize storage requirements or employ Fourier transform based algorithm acceleration.
14 However, the size of such grids grows rapidly with system size, quickly becoming impractical. The novel element of IMC is the use of Monte Carlo methods to select grid points, using the coordinates visited by the paths in the path integral representation of the quantity of interest. While the minimum number ͑typically ϳ10 3 -10 4 ͒ of IMC grid points in one dimension exceeds significantly that required by a quadraturebased integration method, the IMC grid size generally grows slowly as a function of the number of degrees of freedom. For example, in the limit of zero real time ͑in which case the expression is not oscillatory͒, the IMC grid size is equal to the ͑rather small͒ number of samples required to converge an equilibrium path integral calculation. As the real time increases relative to the inverse temperature, the IMC grid size required to maintain a fixed statistical error grows faster, but tends to be much smaller than that of full multidimensional quadrature.
Our first paper 10 developed the IMC methodology using a grid generated by a simple sampling procedure, which involves only the potential part of the path integral expression. More recently, we described an improved bead-adapted sampling scheme 11 that includes kinetic energy terms and which gradually decreases grid spread in each iteration. As compactness of the IMC grid leads to the avoidance of unnecessary oscillatory components, this procedure performs well at later iterations. However, grid sampling during the first few time steps corresponds to a high temperature distribution, and thus is much wider than necessary, decreasing efficiency.
The purpose of the present paper is to describe an IMC scheme that uses the optimal grid, composed exclusively of coordinates visited by the entire path integral necklace. Such a͒ Author to whom correspondence should be addressed. Electronic mail: nancy@makri.scs.uiuc.edu.
sampling generates equivalent and economical grid distributions at all path integral steps ͑beads͒. The apparent difficulty in the IMC use of such grids is that one must know the ͑marginal͒ distribution of individual bead pairs. Thus, we develop a procedure for evaluating the required marginal distributions. We find that the new whole-necklace grid selection procedure leads to superior performance, significantly enhancing stability.
Section II reviews the IMC evaluation of a complex-time correlation function. In Sec. III, we describe the wholenecklace sampling scheme and develop a recursive procedure for the evaluation of the marginal grid distributions. Results on model one-dimensional and multi-dimensional systems are given in Sec. IV. Finally, some concluding remarks are given in Sec. V.
II. ITERATIVE DECOMPOSITION OF COMPLEX-TIME CORRELATION FUNCTIONS
Our focus is on the complex-time propagator
where t c = t − iប␤ / 2 is a complex time that arises by combining the real time t with one half of the Boltzmann constant ␤ =1/ k B T. The complex-time propagator is necessary in the calculation of finite-temperature symmetrized time correlation functions
where Z is the canonical partition function. As is well known, the symmetrized correlation function of the reactive flux yields the rate constant for a reactive process. 15 More generally, a complex-time correlation function is related to the real-time form
via a simple proportionality factor in Fourier space. 16 Inserting the resolution of identity, Eq. ͑2.2͒ is expressed as a double integral
͑2.4͒
Assuming for simplicity that the operators of interest are local in position, i.e., Â = A͑x͒ or B = B͑x͒ ͑or that they can be expressed in terms of coordinate derivatives, as in the case of the momentum operator͒, the correlation function is written in terms of the complex-time propagator
͑2.5͒
Operators that are not local in position space can be treated by inserting two additional integration variables in Eq. ͑2.4͒. The partition function can also be obtained from Eq. ͑2.5͒ by setting Â = B = 1. Below we focus on the evaluation of the complex time propagator Eq. ͑2.1͒. As in our previous work, we begin by splitting the complex time t c into 2N − 1 slices ⌬t c = t c / ͑2N −1͒ϵ⌬t − iប⌬␤. As usual, N must be chosen sufficiently large for a convenient approximation to the propagator to be sufficiently accurate over the complex-time step ⌬t c . Expressing the complex-time evolution operator in terms of a product of 2N − 1 short time factors, the propagator G͑xЈ , x͒ ϵ R 2N−1 ͑xЈ , x͒ is written in the form of a discretized path integral
The complex-time correlation function is given by the expression Because the complex time is split into 2N − 1 slices, the closed path integral necklace has 2͑2N −1͒ beads. A schematic illustration of the path integral necklace that enters Eq. ͑2.7͒, along with its segment that corresponds to the complex-time propagator Eq. ͑2.6͒, is given in Fig. 1 . It is useful to define propagators corresponding to k time steps. We define
Clearly, R k satisfies the relation
.9͒ provides the basis for the iterative evaluation of the complex-time propagator. Specifically, starting with a convenient and accurate approximation to R 1 , repeated use of Eq. ͑2.9͒ yields R 3 , R 5 , etc., and eventually R 2N−1 .
The key idea of IMC is to evaluate Eq. ͑2.9͒ by the Metropolis Monte Carlo method. 4 This entails using importance sampling in the grid selection and in the integral evaluation. Assuming the ͑un-normalized͒ distribution of the coordinate pairs ͑xЈ , x͒ forming the two-dimensional grid is P k ͑xЈ , x͒, the Monte Carlo approximation to Eq. ͑2.9͒ is given by the sum
Clearly, the choice of integrand points is vital to the success of a Monte Carlo based method. In our earlier papers, we discussed two possible schemes for selecting grid pairs. Specifically, in our first paper, we used a potential sampling procedure. 10 This resulted in similar grids for all iterations, but the spread of the distributions was rather large because the sampling function was a high temperature distribution. In our most recent work, we improved the grid selection process by using a bead-adapted sampling procedure. 11 The latter leads to grid pair distributions of varying shape; the first bead pair is associated with a high temperature distribution and thus a large span, while the addition of complex time steps in the sampling function with increasing k effectively lowers the temperature, leading to more compact grids. The wide span of the grid for the initial iterations is not optimal for convergence.
Ideally, one would like to have grid pairs distributed as the absolute value of the integrand for the entire path integral necklace. In Sec. III, we present such a scheme, which uses the conventional PIMC sampling function to select grid pairs, resulting in optimal grid point distribution. While it is clear that the PIMC sampling function is the best choice, we refrained from using it in our earlier works because it does not lead to an easy determination of the marginal distributions P k ͑xЈ , x͒, whose knowledge is required in the Monte Carlo calculation of each iterative step. This apparent difficulty is overcome in the next section.
III. WHOLE-NECKLACE MONTE CARLO SAMPLING AND MARGINAL DISTRIBUTIONS
Throughout this section we assume that a convenient and sufficiently accurate approximation to the short ͑complex͒ time propagator R 1 is available for the chosen time step ⌬t c . In the present work, we use the Trotter approximation
but it should be clear that numerically generated forms ͑which may allow larger time steps͒ are just as convenient for our purpose. The conventional PIMC procedure uses the absolute value of the integrand as the sampling function. In the case of the path integral representation of the complex-time correlation function, this is given by the product of absolute values of the short time propagators
.2͒ is the joint probability distribution of all the variables ͑beads͒ that enter the sampling function. Further, we use the absolute value of the short time propagator
and its iteration
to define functions Q k analogous to the k-step propagator Eq. ͑2.8͒. ͑Note that the absolute value of the complex-time propagator is the same for a complex time step and its complex conjugate, thus the value of Q k does not depend on whether the time steps it spans are on the forward or back-ward part of the necklace.͒ These functions are symmetric, i.e., Q k ͑xЈ , x͒ = Q k ͑x , xЈ͒. Given the joint probability distribution ͑3.2͒, the desired
͑3.5͒
From this and Eq. ͑3.4͒, it follows that
͑3.6͒
Further, Eq. ͑3.5͒ implies that the single-bead distributions
are independent of the bead index k, and thus all beads share the same distribution, which is the PIMC distribution that characterizes each bead of the necklace. We also define the integral of Eq. ͑3.7͒
͑3.8͒
Below we describe a recursive scheme for calculating Q k for odd values of k. Substitution in Eq. ͑3.6͒ gives the marginal distributions.
Application of Eq. ͑3.4͒ gives
͑3.9͒
Since the distribution of the grid point pairs ͑x 1 Ј,
Monte Carlo estimate to Eq. ͑3.9͒ is
͑3.10͒
Similarly, we find
͑3.11͒
More generally,
for k =2, ... ,N. Since the single-step propagator is assumed available, Eq. ͑3.12͒ is a ͑proportionality͒ relation between Q n and Q 4N−n for odd values of n.
For closure, we must obtain additional relations. Starting again with Q 1 , we use the two-step propagator on both sides to obtain the relation
͑3.13͒
whose Monte Carlo estimate is 
͑3.14͒
This procedure leads to the new set of relations
͑3.15͒
These relations connect Q 4N−n and Q n+2 for odd n. Figure 2 illustrates the relations ͑3.12͒ and ͑3.15͒. It is clear that these relations connect all Q n for n =3,5, ... ,4N −3.
To obtain these distributions, we apply the same shorttime ansatz for the complex-time propagator Q 1 to obtain approximations to Q 2 and Q 3 . Clearly, these two-step and three-step quantities will not be as accurate as the single-step propagator, but they provide convenient zeroth-order forms. We use Q 3 in Eq. ͑3.12͒ to obtain an approximation to Q 4N−3 and substitute the latter in Eq. ͑3.10͒ to obtain an improved approximation to Q 3 . Repeating this procedure, we arrive at converged results for both distributions. Similarly, we use the obtained Q 4N−3 along with the zeroth-order approximation to Q 2 in Eqs. ͑3.14͒ and ͑3.15͒ to determine Q 5 and Q 4N−3 selfconsistently. The use of Q 5 in Eq. ͑3.12͒ yields Q 4N−5 . Continuing along these lines, we obtain all Q k ͑for odd values of k.͒ This sequence of steps is illustrated with clarity in Fig. 2 .
IV. RESULTS
In this section we present numerical results that illustrate the IMC methodology with whole-necklace sampling. We use the Trotter splitting of the short time propagator given in Eq. ͑3.1͒.
As should be clear from the discussions in Secs. II and III, the main advantage of IMC is its use of optimal grids, generated via whole-necklace PIMC sampling. Figure 3 shows the distributions P k for k = 1 , 3, and 5 generated by the procedure described in Sec. III for a one-dimensional harmonic oscillator with ប␤ =1, t = 1, and 2N −1=9. The distributions are also compared to those obtained using the potential sampling and bead-adapted sampling procedures. As expected, the original potential sampling scheme results in broad circular distributions that have similar shapes for all bead pairs. Our recent bead-adapted sampling gives rise to distributions that are significantly more compact, starting out elongated along the main diagonal and becoming more symmetric as the inclusion of additional beads in the sampling function effectively lowers the temperature. As seen in Fig.  3 , the present whole-necklace sampling scheme leads to the most compact grid distributions in all cases, which have shapes that are similar to those obtained from bead-adapted sampling but are less spread out.
Shown in Fig. 4 are single-bead distributions Eq. ͑3.7͒, obtained from the calculated pair distributions ͑some of which are displayed in Fig. 3͒ by integrating ͑summing͒ with respect to one of the coordinates and binning the results. As argued in Sec. III, the single-bead probabilities are independent of bead index in whole-necklace sampling. Figure 4 verifies this behavior, showing that the single-bead distributions obtained from the three distinct pair distributions of Fig. 3 are indeed indistinguishable.
Figures 5-8 illustrate the performance of the present IMC scheme, which employs whole-necklace sampling. Error bars were estimated from the variance of several separate IMC calculations. Figure 5 illustrates the performance of the method at each iteration with a ͑fixed͒ complex time step ⌬t c = ⌬t − iប⌬␤. Since a graph of the propagated function R k would not be very informative, we present in Fig. 5 the value of the symmetrized correlation function at the complex time ͑2k −1͒⌬t c , i.e., at the inverse temperature ͑2k −1͒2⌬␤ and time ͑2k −1͒⌬t
͑4.1͒
͑Note that the temperature decreases with each iteration in this calculation.͒ Results are shown in Fig. 5 for a onedimensional harmonic oscillator with ប⌬␤ = 0.05 and ⌬t = 0.1. The IMC calculation was performed with 10 000 grid points, and results are presented with up to 15 iterations ͑29 path integral slices in the propagator.͒ Also shown are results obtained by the PIMC method with the number of samples adjusted to have the same number of operations as the IMC calculation. As expected, the statistical error of the PIMC calculation grows exponentially with the number of path integral beads, while the IMC results with 10 000 grid points faithfully track the exact values with statistical deviations of nearly constant magnitude. More specifically, the statistical error does not increase noticeably with the number of iterations when the ratio ⌬t / ប⌬␤ is held fixed. Next, we compare the IMC methodology with the whole-necklace sampling procedure presented in the present paper to our recent scheme which employed a bead-adapted sampling procedure. begin to degrade as the number of spatial dimensions is increased, requiring a larger grid to maintain comparable precision. In contrast to this behavior, the whole-necklace IMC procedure yields accurate results up to 50 degrees of freedom. This comparison demonstrates the superior performance of the present sampling technique. Figure 7 shows the position autocorrelation function of a d-dimensional harmonic oscillator with unit mass and frequency for ␤ =7, t = 3. 
V. CONCLUDING REMARKS
We have shown that the IMC methodology can be formulated in terms of grids obtained via ordinary PIMC sampling. Because the scheme uses the ͑absolute value of͒ the entire complex-time propagator, the resulting grid distributions are as spatially confined as the Boltzmann density itself at the given temperature. Thus, unnecessary phase cancellation from broader regions of space is avoided, leading to better statistics. The recursive procedure presented in Sec. III leads to determination of all bead-pair probability distributions, converging very rapidly.
Our numerical results presented in Sec. IV show that converged results are obtained using modest-sized grids of ϳ10 4 points on systems of ten to 20 degrees of freedom. In these calculations, the grid size was increased linearly with system dimension. However, because the IMC integrand contains an oscillatory factor, phase cancellation will eventually ͑as the number of particles is increased͒ become extensive, necessitating the use of many more grid points to achieve convergence.
Finally, we note that the present scheme can take advantage of advanced and highly efficient PIMC algorithms, as well as path integral molecular dynamics 18 techniques. These algorithms have proven extremely useful for simulating equilibrium properties of quantum many-body systems. The present IMC methodology extends these capabilities to timedependent properties.
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