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Resumen
La publicación de información digital crece día a 
día a tasas exponenciales. Esto exige mayores capa­
cidades de hardware a los proveedores de servicios, 
e impone restricciones a los usuarios en cuanto a 
la facilidad de acceso. Además, teniendo en cuen­
ta que los usuarios requieren información relevante 
lo más rápido posible, la alta tasa de aparición de 
contenido desafía a las herramientas de búsqueda, 
las cuales deben considerar y manejar eficientemen­
te el tamaño, la complejidad y el dinamismo de las 
fuentes actuales de información digital.
En el caso del procesamiento de colecciones ma­
sivas de documentos, uno de los desafíos en cuan­
to a la eficiencia está dado por analizar la menor 
cantidad de documentos posible para satisfacer una 
consulta. Por otro lado, si los documentos ocurren 
en tiempo real (flujos) se requieren estrategias efi­
cientes de ruteo hacia los nodos de búsquedas y de 
indexación incremental.
Estos problemas requieren, en general, procesa­
miento distribuido, paralelo y algoritmos altamente 
eficientes. En la mayoría de los casos, la partición 
del problema y la distribución de la carga de traba­
jo son aspectos de las estrategias que requieren ser 
optimizados de acuerdo al problema.
Este trabajo presenta las líneas de investigación 
en el contexto de los problemas de búsquedas aplica­
dos a datos masivos en colecciones o flujos de docu­
mentos. Las propuestas abarcan el estudio, diseño 
y evaluación de estructuras de datos y algoritmos 
con énfasis en la eficiencia y el uso racional de los 
recursos de hardware.
Palabras clave: algoritmos eficientes, motores 
de búsqueda, estructuras de datos, grandes datos.
Contexto
Esta presentación se encuentra enmarcada en el 
proyecto de investigación “Estrategias y Algoritmos 
para Problemas de Búsquedas a Gran Escala” (Dis­
posición CD-CB N° 350/19) del Departamento de 
Ciencias Básicas (UNLu).
Introducción
La generación y publicación de información di­
gital crece día a día a tasas exponenciales, lo cual 
impone restricciones a los usuarios en cuanto a la 
facilidad de acceso. Considerando la necesidad de 
acceder a información relevante, esta alta tasa de 
aparición de contenido (de diversas formas) genera 
la necesidad de contar con herramientas de búsque­
da que puedan manejar el tamaño, complejidad y 
dinamismo de las fuentes de información digital ac­
tuales [25].
El área de Recuperación de Información (RI) es 
una disciplina dentro de la Ciencias de la Compu­
tación que trata con la representación, el almace­
namiento y la recuperación de información relevan­
te para los usuarios [2], Desde las últimas décadas, 
RI ha experimentado un crecimiento importante en 
cuanto a sus alcances debido a la utilización de mu­
chas de sus técnicas en los motores de búsqueda pa­
ra la web ( “web search engines” o WSE), los cuales 
han impuesto múltiples desafíos a la comunidad de 
investigación en el tema.
De forma sintética, un WSE es una aplica­
ción distribuida, que se ejecuta en un cluster de 
computadoras y que debe responder a las consul­
tas de los usuarios (queries) con estrictas restric­
ciones de tiempo, en general, en unos pocos milise- 
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gundos. Pero, además, debe: (1) procesar el reposi­
torio de documentos más grande que se conoce, la 
web, (2) mantener estructuras de datos específicas e
(3) implementar sofisticados algoritmos para lograr 
satisfacer eficaz y eficientemente los requerimientos. 
Se puede considerar a los WSE como una de las pri­
meras aplicaciones de procesamiento de datos masi­
vos, variados y dinámicos, características de las hoy 
llamadas aplicaciones de Big Data [13].
Garantizar la efectividad y la eficiencia es pri­
mordial para el despliegue práctico de la web y otras 
aplicaciones que requieren búsquedas (procesamien­
to) a gran escala. En los últimos años, esta tarea 
se ha complejizado por el constante crecimiento del 
tamaño del problema (cantidad de documentos) y 
requerimientos de los sistemas (y usuarios). Se han 
incorporado a la disciplina nuevas estrategias y nue­
vos escenarios. Por ejemplo, en el primer caso, se 
utilizan técnicas basadas en aprendizaje automático 
para aprender a clasificar o rankear [22] y, en el se­
gundo, aparecen requerimientos de búsqueda en re­
des sociales, las cuales poseen como estructura sub­
yacente un grafo masivo [1]. Este ecosistema ofrece 
oportunidades para que la comunidad de RI inves­
tigue nuevas arquitecturas, se revisen los supuestos 
acerca de los modelos utilizados, se consideren los 
costos asociados a las soluciones y, en general, se 
mejore el tradeoff entre la eficacia y la eficiencia 
y puedan escalar a más datos y usuarios. Además, 
surgen nuevos problemas que requieren soluciones 
prácticas.
En el caso del procesamiento de colecciones ma­
sivas de documentos, uno de los desafíos en cuanto 
a la eficiencia está dado por analizar la menor canti­
dad de documentos posible para satisfacer una con­
sulta. La arquitectura interna de un WSE está com­
puesta, básicamente, por un nodo Broker que recibe 
las consultas de los usuarios y las dirige a Search No- 
des (Back-End) los cuales poseen las estructuras de 
datos (índices) necesarias para responder eficiente­
mente. En el Broker se pueden implementar algo­
ritmos de selección de recursos (para determinar a 
cuáles Search Nodes enviar la consulta), estrategias 
de ranking (para ofrecer una mejor respuesta a los 
usuarios) y caching (para disminuir el procesamien­
to en el Back-End), principalmente. La estructura 
de datos comúnmente utilizada para soportar la re­
cuperación eficiente es el índice invertido. De forma 
simple, está compuesta por un vocabulario (U) con 
todos los términos extraídos de los documentos y, 
por cada uno de éstos, una lista de los documentos 
donde aparece dicho término junto con información 
de frecuencia (posting list).
El procesamiento de consultas es uno de los 
desafíos más difíciles de manejar en un sistema de 
búsquedas debido al constante crecimiento tanto en 
datos como en usuarios [15]. Además, el tema de la 
eficiencia es continuamente identificado como uno de 
los más importantes en RI [8]. Por lo tanto, en este 
proyecto se abordan, principalmente, problemas de 
eficiencia relacionados con búsquedas a gran esca­
la en dos ámbitos puntuales: colecciones y flujos de 
documentos.
En sentido amplio, la idea general de aumen­
tar la eficiencia en las búsquedas permite procesar 
mayor cantidad de datos con menos recursos. Por 
ejemplo, en un datacenter con 25.000 equipos (no­
dos), una reducción de sólo un 2% en el tiempo 
de ejecución significa que se requieren utilizar 500 
nodos menos, lo que impacta positivamente en el 
mantenimiento de éstos, el consumo energético y la 
generación de calor. Esto, además, permite disponer 
de nodos ociosos para asignar a otras tareas o, sim­
plemente, mantenerlos para mejorar la tolerancia a 
fallas del sistema completo.
Estos problemas requieren procesamiento distri­
buido, paralelo y algoritmos altamente eficientes [5]. 
Para su abordaje, se utilizan plataformas de alma­
cenamiento y procesamiento no tradicionales [13], 
tales como Hadoop [27] y Spark [29], sobre las cua­
les se sitúan capas de software que implementan al­
goritmos de búsquedas, aprendizaje automático y 
optimización. En la mayoría de los casos, la parti­
ción del problema y la distribución de la carga de 
trabajo son aspectos de las estrategias que requieren 
ser optimizados de acuerdo al problema [26].
Líneas de I+D
Las líneas de I+D del grupo se basan en mejorar 
la eficiencia en la recuperación de información de 
gran escala y el procesamiento de grandes volúmenes 
de datos, con énfasis en:
a. Algoritmos para Poda Dinámica
Una de las áreas importantes cuyas soluciones 
impactan en la eficiencia son los algoritmos para 
top-k. Como se mencionó, se utiliza un índice inver­
tido como estructura de datos el cual puede (o no) 
residir completamente en memoria principal y so­
bre el cual se utilizan dos enfoques principales para 
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el recorrido de las posting lists de los términos que 
forman la consulta: DAAT (Document-at-a-Time) y 
TAAT (Term-at-a-Time). A partir de un query for­
mado por n términos (q = {ti, Í2 • • • tn}) DAAT re­
corre las n listas en paralelo intentando determinar 
en qué momento detener la evaluación sin llegar al fi­
nal de todas (early termination o dynamic pruning) 
garantizando que el conjunto final de respuesta es el 
definitivo y equivalente a una búsqueda exhaustiva, 
pero con mucho menos costo computacional. En el 
caso de TAAT, las listas de los términos se procesan 
una a la vez, siguiendo la misma idea.
En la actualidad, las dos estrategias predomi­
nantes siguen el criterio DAAT y son Maxscore [23] 
y WAND [3]. En ambos casos, la idea subyacente es 
contar con un valor umbral (upper bound) que per­
mite determinar en qué momento finalizar la evalua­
ción. Sobre esta base se han realizado varias exten­
siones y propuestas, en algunos casos combinando la 
estrategia con una estructura de índice particular, 
como Block-Max [9]. En este sentdio, un avance re­
levante es el trabajo de Mallia et al. [14] en el cual 
se propone utilizar bloques de tamaño variable en 
la estructura de datos. El particionado de las listas 
en bloques se modela como un problema de opti­
mización, introduciendo una estructura comprimida 
para representar la información de los bloques. Sus 
resultados muestran una mejora de la performance 
de aproximadamente 2x respecto del mejor algorit­
mo hasta el momento (Block-Max-WAND). En el 
mismo sentido, un muy reciente trabajo [15] mues­
tra que una estrategia de saltos de bloques múlti­
ples (long skipping) permite obtener mejoras para 
casos particulares como queries cortos de hasta un 
37%. Por el lado de Maxscore, Jian et al. [10] pro­
ponen realizar saltos (skipping') también sobre las 
listas de términos esenciales y muestran que el al­
goritmo procesa significativamente menos documen­
tos.
En esta línea se investigan los algoritmos DAAT 
que forman parte del estado del arte y, adicional­
mente, se propone uno nuevo como extensión de 
MaxScore. En éste, en vez de almacenar sólo un up- 
perbound global, se almacena un conjunto de ellos 
en una estructura similar a una skip list [7], dotando 
al algoritmo de más información para mejorar la efi­
ciencia del procesamiento. Resultados preliminares 
muestran que la evaluación de documentos en pos- 
tings se puede reducir hasta un 50% favoreciendo 
a consultas con términos muy populares. No obs­
tante, también se ha advertido que se requiere una 
implementación altamente eficiente para compensar 
el overhead del procesamiento de los upper-bounds.
b. Procesamiento Mixto de Posting Lists
Las técnicas de procesamiento de consultas 
TAAT forman parte de una línea de investigación 
opacada por la eficiencia de DAAT en grandes bases 
de datos textuales como la Web, donde éstas últimas 
permiten evitar analizar un gran número de docu­
mentos. Además, TAAT requiere de una cantidad 
de acumuladores de scores (puntaje que determina 
su relevancia) parciales de cada documento hasta 
poder calcular el score final que indica su orden en 
el ranking.
Sin embargo, como bajo ciertas circunstancias 
no se presentan estos problemas descritos, en la 
búsqueda de estrategias más eficientes de procesar 
consultas, se propone combinar estrategias TAAT 
con Maxscore, una de las técnicas DAAT previa­
mente mencionadas.
Se utilizan como base la técnica TAAT descrita 
por Persin [20] (Filtros de Persin) y la versión de 
Maxscore propuesta por Jonassen & Bratsberg [11], 
derivada del trabajo de Turtle & Flood [23].
El desarrollo principal propone crear una estruc­
tura de datos donde la posting list completa está di­
vida en dos secciones: una primera sección con do­
cumentos ordenados por la frecuencia del término 
en el documento y una segunda sección ordenada 
por identificador de documento.
Luego, generar un algoritmo que recorra esta es­
tructura, procesando la primer sección utilizando 
los Filtros de Persin y finalmente, si fuera necesa­
rio, realizar MaxScore con los documentos restantes, 
manteniendo los scores parciales calculados. De es­
ta manera, se aprovecha la eficiencia de TAAT en 
colecciones pequeñas y la ventaja de DAAT en co­
lecciones grandes.
Para esto se requiere mantener la sección de 
documentos ordenados por frecuencia lo suficiente­
mente extensa para resolver la consulta sin utili­
zar MaxScore, pero lo suficientemente corta para 
no perder la eficiencia. Parte de esto involucra de­
finir un umbral que divida la posting list entre sus 
dos secciones y cuyo overhead no presente un dete­
rioro significativo en la eficiencia del procesamien­
to. Dado que la generación de la estructura mixta y 
sus parámetros auxiliares puede realizarse offline, el 
trabajo se enfoca en optimizar el tiempo de procesa­
miento de la consulta con los algoritmos descriptos.
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c. Búsquedas sobre Flujos en Tiempo 
Real
Complementando los algoritmos de búsqueda 
mencionados en la línea anterior, otra estrategia 
para acelerar el proceso está basada en la parti­
ción de la colección de documentos en porciones, F, 
(shards) de acuerdo a algún criterio (por ejemplo, 
temático) de manera tal de enviar las consultas sola­
mente a un número reducido n de nodos (n << F) 
que contengan particiones de la colección que po­
tencialmente pueden satisfacer la consulta. Dichas 
estrategias son desafiadas cuando los documentos 
aparecen en flujos en tiempo real como, por ejem­
plo, las publicaciones en las redes sociales [21], Un 
caso paradigmático son las publicaciones en Twit- 
ter, en la cual millones de usuarios alrededor del 
mundo publican “documentos cortos” (tweets) desde 
diferentes tipos de dispositivos (generalmente, móvi­
les), los cuales deben estar disponibles casi de inme­
diato (segundos) por lo que las estructuras de datos 
deben soportar un alto dinamismo [4],
Los problemas principales a abordar aquí abar­
can tanto la asignación de los documentos nuevos a 
las particiones como la indexación incremental. El 
primero de los casos puede ser abordado con técni­
cas de clustering combinadas con ruteo de documen­
tos. Aquí, es necesario analizar (y redefinir) estrate­
gias efectivas para documentos cortos.
En esta linea de investigación se propone com­
binar la problemática de las búsquedas en tiempo 
real utilizando una arquitectura basada en búsque­
das selectivas donde los criterios de actualización 
del índice invertidos por partición, las estrategias 
de caché a implementar y el algoritmo de búsqueda 
final impactan en la performance que se pretende 
optimizar (eficiencia y/o efectividad). Los objetivos 
generales perseguidos son el desarrollo de técnicas y 
algoritmos para la asignación de flujos de documen­
tos a diferentes particiones de un índice para luego 
soportar búsquedas sobre un subconjunto de éstas, 
maximizando la performance (tanto eficiencia como 
efectividad).
d. Compresión del índice
El tamaño de una colección de documentos influ­
ye directamente en el espacio que su representación 
lógica ocupa en disco condicionando la posibilidad 
de ubicarlo en memoria principal. Por ello, a gran 
escala es necesario usar técnicas de compresión sin 
pérdida. Sin embargo, el hecho de utilizar una es­
tructura comprimida añade un tiempo de descom­
presión durante la resolución de una consulta, el cual 
puede ser compensado al transferir menor cantidad 
de datos [16]. Además, una compresión eficiente per­
mite que más datos se almacenen en memoria prin­
cipal [31, 16, 6, 12],
En sentido estricto, las listas invertidas que con­
forman el índice son secuencias de enteros que pue­
den comprimirse utilizando métodos específicos.
Entre los diversos esquemas de compresión, se 
pueden mencionar a los libres de parámetro, que 
comprimen (y descomprimen) cada entero de forma 
individual (Uñarlo y Gamma [16] , o Variable Byte 
[6, 12, 30]); y a los adaptativos a lista, que com­
primen una secuencia o bloque de enteros. Además, 
si se tiene en cuenta la relación costo-beneficio en­
tre tamaño resultante y tiempo de descompresión, 
se destacan PFor (y sus variantes) [30, 12, 28] y 
Elias-Fano [24], en sus versiones particionadas [19]. 
A su vez, otra codificación interesante es Interpolati- 
ve [17], que a pesar de ofrecer el mejor compression 
ratio, posee una velocidad de descompresión inefi­
ciente para tratar el problema [12, 15].
En general, las listas que lo conforman se suelen 
dividir en particiones (o chunks) de 128 elementos 
cada una [12, 30, 19]. Asimismo, debido a que tam­
bién pueden producirse ineficiencias de compresión 
cuando la cantidad de elementos a comprimir es me­
nor al tamaño de bloque [6], suelen utilizarse méto­
dos alternativos tales como Variable Byte (eficiente 
en tiempo) o Interpolative (eficiente en espacio).
Con todo este ecosistema de métodos disponi­
bles, sus variantes y sus ventajas y desventajas en 
esta línea de investigación se propone modelar un 
esquema multicompresión que combina diversas co­
dificaciones de acuerdo a las propiedades particu­
lares de cada una de las particiones de las listas 
invertidas, contemplando también una solución de 
compromiso entre tasa de compresión y velocidad de 
resolución de consultas. Siguiendo algunos trabajos 
prelimimares [18] se trabaja en el uso de codifica­
ciones adicionales y de otros tamaños de partición, 
abordando también el problema del overhead reque­
rido.
Resultados y objetivos
La eficiencia sigue siendo un tema de significati­
va importancia en la comunidad de RI y se lo reco­
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noce como uno de los que siguen ofreciendo desafíos 
importantes [8]. Principalmente, la necesidad de es­
calar en datos y hardware ofrece múltiples oportu­
nidades para desarrollos científico/tecnológicos.
Por lo tanto, el objetivo principal del proyecto 
es estudiar, desarrollar, aplicar, validar y transferir 
modelos, algoritmos y técnicas que aborden el pro­
blema de las búsquedas sobre datos masivos, tanto 
en documentos como en grafos. Se pretende estudiar 
los problemas mencionados relacionados con técni­
cas de optimización para aplicaciones de búsqueda 
a partir de propiedades de los datos. En particular:
■ Proponer, diseñar y evaluar variaciones de los 
algoritmos para poda dinámica para recupera­
ción top-k basados en múltiples upper-bounds, 
minimizando la cantidad de postings procesa­
das.
■ Desarrollar una estructura de datos y un al­
goritmo de recorrido que considere un ordena­
miento mixto por identificadores de documen­
tos o por frecuencias de acuerdo a diferentes 
criterios.
■ Desarrollar un esquema de multicompresión 
de las posting lists que consideren diferentes 
codees para cada bloque, de acuerdo a propie­
dades de los datos en éstos.
■ Diseñar y evaluar estrategias de indexación 
distribuida y resolución de consultas para flu­
jos de documentos que ocurren en tiempo real 
(por ejemplo, publicaciones en redes sociales).
Formación de Recursos Humanos
En el marco de estas líneas de investigación se 
están dirigiendo tres tesis de Licenciatura en Siste­
mas de Información (UNLu). Además, asociados al 
proyecto de investigación hay una estancia de inves­
tigación de la Secretaría de CyT (UNLu), una Beca 
Estímulo a las Vocaciones Científicas (CIN) y una 
pasantía interna UNLu.
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