Abstract. For a wide class of chemical reaction networks, including all those governed by detailed balanced mass-action kinetics, we examine the robustness of equilibrium species concentrations against fluctuations in the overall reactant supply. In particular, we present lower bounds on the individual species-concentration sensitivities that derive from reaction network structure alone, independent of kinetic parameters or even of the particular equilibrium state at which sensitivities are calculated. These bounds suggest that, in the class of reaction networks considered here, very high robustness (i.e., very low sensitivities) should be expected only when the various molecules are constructed from a large number of distinct elemental building blocks that appear in high multiplicity or that combine gregariously. This situation is often encountered in biology.
we suppose also that the reactions take place in the context of a closed vessel, the contents of which are maintained at a fixed volume and temperature. Corresponding to a certain initial supply of various species, the mixture composition will evolve in time and ultimately approach equilibrium.
Note that the reactions conserve the elements A, B, and C, although these elements may reside latently within the compound species A 2 , A 2 B, and A 2 BC. In fact, if c s (t) indicates the molar concentration of species s at time t, we expect that, for all time, the conservation conditions c A (t) + 2c A2 (t) + 2c A2B (t) + 2c A2BC (t) = T A , (1.2) c A2B (t) + c B (t) + c A2BC (t) = T B , c C (t) + c A2BC (t) = T C would be respected. In (1.2) we have denoted by T A , T B , and T C the time-invariant total molar concentrations of the elements A, B, and C, regardless of whether they appear overtly or latently.
For specified positive values of the total element concentrations, say T * A , T * B , and T * C , the (polynomial) mass-action differential equations for network (1.1), formulated in the usual way [7] , will give rise to precisely one equilibrium composition Our interest is in the way that equilibrium concentrations of the various species are affected by small variations in the supply of the elements A, B, and C. By the sensitivity matrix for the system we mean the array whose entries are given by
where s ∈ {A, B, C, A 2 , A 2 B, A 2 BC}, e ∈ {A, B, C}, andc s (·, ·, ·) is the function that gives, for each specification of T A , T B , and T C , the equilibrium concentration of species s. Values of the entries in the sensitivity matrix will depend, of course, on the equilibrium composition at which they are evaluated (in particular, on the values of T A , T B , and T C at that equilibrium). The entry ∂ lncA 2 BC ∂ ln TB , for example, indicates the magnitude, at a particular equilibrium, of the fractional change in the equilibrium concentration of A 2 BC in response to a small fractional change in the total concentration of element B. (The use of logarithms to reflect fractional changes, which is common in biology [23] , is especially compelling when the various species concentrations can be of very different magnitudes.)
By the sensitivity of species s at equilibrium composition c * , denoted Λ s (c * ), we mean the largest of the absolute values of the entries in the sensitivity matrix row corresponding to species s. Thus, for example,
In this instance, Λ A2BC (c * ) gives an indication, at equilibrium c * , of the most pronounced of the variations in the equilibrium concentration of A 2 BC, as the mixture is perturbed, respectively, by variations in the supply of A, B, and C.
Our interest is in providing means to calculate the sensitivity matrix at a particular equilibrium composition and, even more, in coming to a qualitative understanding of how reaction network character imposes intrinsic lower bounds on its species sensitivities, bounds that derive from the reaction network alone, independent of rate constant values or even of the equilibrium composition at which they are calculated. Bounds of this kind are described in the next section.
1.3. Network-imposed sensitivity bounds: Gregarious or multiplicitous elements are necessary for highly robust equilibria. Our goal in this section is to describe, informally and in the context of constructive networks, ways in which the network itself places a lower bound on species sensitivities. For a constructive network, we denote by S the set of species and by E the set of elements. In the case of network (1.1), S = {A, B, C, A 2 , A 2 B, A 2 BC} and E = {A, B, C}. For each element e ∈ E and each species s ∈ S we denote by M s e the e-content of species sthat is, the content of element e in species s. Thus, in our example,
= 2, and so on. (Later on, beginning in section 3, the notion of "element" will have meaning for reaction networks broadly, not just for those that are constructive. Even in this broader context it will make sense to speak of "the e-content of species s." Results described in this section will then extend to reaction networks in general.)
For each pair of elements e, e ∈ E we denote by M max e (e ) the maximal e-content that can be found as we search over all species that contain the element e (i.e., over all species that have positive e -content). In network (1.1), the species that contain A are A, A 2 , A 2 B, and A 2 BC. Thus, for example,
Evaluating M max e (e ) for all combinations of e, e ∈ E in network (1.1), we obtain
Note that in general M max e (e ) will be high when there is an e -containing species in which e appears with high multiplicity.
The degree of element e is given by
Thus, for network (1.1), 
The bound given by (1.
8) tells us that for an equilibrium concentration of a particular species s to be very robust against fluctuations in the overall supply of elements (that is, if s is to have very low sensitivity), the elements of which s is composed should have very high degree (so they should be gregarious or multiplicitous).
It helps too if species s itself is composed of very few copies of the various elements-that is, if M s e is low for the various e ∈ E , especially those elements of low degree. In the setting of constructive systems, if we consider the sensitivities of the elements themselves (that is, for s = e), we note that M e e = 1 when e = e and 0 otherwise. Thus, for each e ∈ E , (1.8) reduces to
.
As indicated earlier, we have stated here just one principal result, carried by (1.8), and then only in the context of what we have called constructive networks. That restriction was solely for the purpose of this introduction. Our concerns extend to networks in general, and our interests are not limited to the establishment of bounds. We seek, for example, to provide means to determine how entries in the sensitivity matrix depend on the current equilibrium state.
Organization.
In section 2 we provide an introduction to the rudimentary aspects of chemical reaction network theory, in particular to properties of quasithermostatic systems.
In section 3 we introduce the idea of elemented reaction networks. These constitute a broad generalization of what we call constructive reaction networks in this section: The fact is that the differential equations that derive from reaction networks typically reflect certain "conservation conditions" (integrals of motion), although what is conserved cannot always be clearly associated with total concentrations of species appearing overtly in the network (A, B, and C in our example). Nevertheless, one can generally associate with the network certain "elements," not necessarily overt species, whose total concentrations are conserved along solutions of the differential equations that the network induces. (An element might, for example, be identified with a moiety that manifests itself latently within the various species of the network while not itself appearing overtly.) For a given network there can be many such choices of (independently) conserved elements, and a particular application might favor one choice over another. By an elemented reaction network we mean a reaction network taken with one such choice of elements.
In section 4 we begin to examine properties of elemented quasi-thermostatic systems. This will set the stage for a discussion of sensitivities in section 5. Extended to elemented systems generally, our interest (as in this introductory section) will be in the variations of the equilibrium concentrations of the species in response to variations in the total concentrations of its elements. In section 6 we provide computational means to determine the sensitivity matrix-that is, to determine through explicit formulas how its entries depend on the particular equilibrium state at which they are calculated.
In section 7 we deduce lower bounds on the species sensitivities, bounds that are induced by the network alone, independent of rate constants and even of the equilibrium state at which the sensitivities are calculated. As in this introductory section, these bounds will be related to the degrees of the various elements. For elemented networks generally, the degree of an element is again influenced by the extent to which it combines in a gregarious and multiplicitous fashion. In section 8, we define formally what we mean by a constructive system, and we state a result that is particular to them. In section 9 we offer some brief concluding remarks.
Some ideas from chemical reaction network theory.
In this section we provide a brief review of rudimentary material from chemical reaction network theory [10, 16, 7, 5, 6, 8, 9, 2, 3, 4, 17, 11] . (An introduction for mathematicians, with more motivational discussion, can be found in [7] .) Although chemical reaction network theory addresses a wide variety of dynamical issues, our focus here is exclusively on what Horn and Jackson [16] called quasi-thermostatic behavior.
Notation.
We denote the real numbers by R, the strictly positive real numbers by R + , and the nonnegative real numbers byR + . For an arbitrary finite set I (usually the set of species in a reaction network) we denote by R I the real vector space of all formal sums i∈I u i i in which all u i are real. By R I + (respectively,R I + ) we mean the set of all u ∈ R I for which all u i are positive (respectively, nonnegative). By the support of an element u ∈ R I we mean the subset of I defined by supp(u) = {i ∈ I : u i = 0}.
We use the symbol "•" to indicate componentwise multiplication. That is, for every u and v in
. If I is an arbitrary finite set, then by #(I) we mean the number of distinct elements in I.
Chemical reaction networks and their differential equations.
We begin with a definition of a chemical reaction network. By the complexes of a reaction network we shall mean the linear combinations of the species that appear before and after the reaction arrows. In network (1.1) there are six complexes:
If S is the set of species of the network, we view the complexes of the network to be members ofR S + . We take a reaction net-work to be a specification of its species, a specification of its complexes, and, finally, a specification of a "reacts to" relation among the complexes. (a) (y, y) / ∈ R for any y ∈ C ; (b) for each y ∈ C there exists y ∈ C such that (y, y ) ∈ R or such that (y , y) ∈ R. Following the usual notation in chemistry we write y → y to indicate the reaction whereby complex y reacts to complex y . With each reaction y → y we associate the reaction vector y − y ∈ R S . In the context of our example, the reaction vector corresponding to
For reasons that will become apparent, the span of a network's reaction vectors has special significance. This serves as motivation for the following definition.
Definition 2.2. The stoichiometric subspace of a reaction network {S , C , R} is the set S ⊂ R S defined by
When a particular network is under discussion, it will be understood that the symbol S is reserved to denote its stoichiometric subspace. We denote by S ⊥ ⊂ R S the orthogonal complement of S relative to the standard scalar product in R S . We reserve the symbol p (= #(S ) − dim S) for the dimension of S ⊥ . Note that if M ∈ R S + is the vector of molecular weights of the species in a network and if y → y is a reaction, then y · M is the total mass of molecules on the reactant side of the reaction, while y · M is the total mass of molecules on the product side. If the reaction respects conservation of mass, then we expect that y · M = y · M , or equivalently, that (y − y) · M = 0. If all the reactions in the network respect conservation of mass, then M should be orthogonal to each of the reaction vectors, which is to say that M should be a member of S ⊥ . Following Horn and Jackson [16] , we say that a reaction network is conservative if there exists for it at least one positive member of S ⊥ that might play the role of a vector of molecular weights, relative to which all reactions are mass conserving.
In order to write the differential equations governing the species concentrations in a reaction network, it is first necessary to specify, at each mixture composition, the rate at which the various reactions occur. For each reaction network {S , C , R} we generally denote by c ∈R S + the vector of molar concentrations of the species. That is, for each s ∈ S , c s is the molar concentration of species s. By a rate function for the reaction y → y we mean a function K y→y (·) :R S + →R + that gives information about the dependence of occurrence rate on mixture composition. In particular, K y→y (c) is the molar occurrence rate per unit volume at composition c. It is natural to expect that, at a particular mixture composition c, K y→y (c) will be positive if and only if all species appearing with nonzero stoichiometric coefficients in the reactant complex y are present at composition c-that is, if and only if supp(y) ⊂ supp(c). Very often, rate functions are taken to be of mass-action type-monomials in the species concentrations reflecting the probability of an encounter between molecules appearing in the reactant complex. 
A kinetic system is a reaction network endowed with a kinetics. A mass-action system is a reaction network endowed with a mass-action kinetics. Definition 2.5. The species-formation-rate function for a kinetic system {S ,
and the associated differential equation is
We say that c ∈R S + is an equilibrium composition if r(c) = 0. By the positive equilibrium set for the kinetic system we mean the set
Example 2.6. Network (1.1), taken with mass action kinetics, gives rise to the species-formation-rate function (2.5), which is constructed according to (2.1) and (2.2):
Remark 2.7. Note that the species-formation-rate function takes values in the stoichiometric subspace S, which, for a conservative system, will be a proper linear subspace of R S . Because in (2.3) the "velocity vector"ċ is restricted to point along S, it is not difficult to see that a composition trajectory that begins at composition c can pass through composition c only if c − c lies in S.
With this in mind we say that two compositions are stoichiometrically compatible if c − c lies in S. Stoichiometric compatibility is an equivalence relation that serves to partition the setR 
Because two compositions along a trajectory governed by (2.3) must be stoichiometrically compatible, it is evident that each composition trajectory must lie entirely within a stoichiometric compatibility class.
Quasi-thermostatic kinetic systems.
It is remarkable that a wide variety of mass-action systems fall into a class called by Horn and Jackson [16] quasithermostatic. Quasi-thermostatic systems are characterized by a simply described positive equilibrium set. 
Remark 2.9. Given the stoichiometric subspace for a quasi-thermostatic system, specification of its entire positive equilibrium set amounts to the specification of a single member, c * . In fact, if c * * is any other member, then the positive equilibrium set has the alternative characterization
Remark 2.10. Not all mass-action systems are quasi thermostatic [16, 9, 2, 3, 4] , but very important categories of them are. In particular, detailed balanced massaction systems are quasi thermostatic [16] . In the terminology of chemistry, a kinetic system {S , C , R, K } is detailed balanced if all of its reactions are reversible (i.e., y → y implies y → y) and if for each y → y ∈ R and at each equilibrium c
Not all reversible mass-action systems are detailed balanced: In some instances, reaction network structure alone will suffice to ensure detailed balancing, regardless of rate-constant values, but in other instances detailed balancing obtains only if the rate constants are suitably orchestrated [10] . It is a commonly held belief among chemists that closed mass-action systems occurring in nature should be detailed balanced (and, therefore, quasi thermostatic). This belief seems to go back to Wegscheider [26] and Lewis [20] .
Horn and Jackson [16] showed that mass-action systems satisfying the far weaker condition of complex balancing are also quasi thermostatic. (Detailed balancing implies complex balancing, but the converse is not true.) In turn, Feinberg [5] and Horn [17] showed that for a large class of mass-action systems (those that derive from weakly reversible deficiency zero networks), complex balancing, and therefore quasi-thermostatic behavior, is a consequence of reaction network structure alone, independent of rate-constant values. Subsequently, Feinberg [7, 8, 11] showed that, regardless of rate-constant values, quasi-thermostatic behavior (but not necessarily complex balancing) is a property of mass-action systems that derive from a still wider class of networks, those satisfying the requirements of the deficiency one theorem.
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The following proposition tells us that, for a quasi-thermostatic kinetic system, each positive stoichiometric compatibility class (Remark 2.7) contains exactly one member of the positive equilibrium set. A proof can be found in [16] , and a somewhat different proof is given in Appendix B of [11] . If, for a quasi-thermostatic system, we write the equilibrium set in the form
it becomes clear that E is a p-dimensional smooth manifold (p = dim S ⊥ ) parametrized globally by the mapc(·) : 
Elemented reaction networks.
By an elemented reaction network we mean a reaction network taken together with a distinguished choice of nonnegative basis for S ⊥ . As will be readily apparent, each basis vector gives rise to a linear combination of the species concentrations that is conserved along solutions of the differential equations associated with any kinetic system deriving from the network. Loosely speaking, then, each basis vector can be associated with an "indestructible element" whose total concentration is conserved by the reactions. In some instances, as in the case of network (1.1), these conserved elements (A, B, and C in our example) have natural interpretations and correspond to a natural choice of basis for S ⊥ . For a different network, the choice of elements might be more arbitrary and may, in fact, vary from one application to another.
As we shall see later, whatever the choice of elements, specification of their total (time-invariant) concentrations will serve to specify, bijectively, a particular stoichiometric compatibility class (Remark 2.7). For a quasi-thermostatic kinetic system, each positive stoichiometric compatibility class contains precisely one equilibrium (Proposition 2.11). In effect, then, the positive equilibrium set E can be parametrized by the total concentrations of the elements. As suggested in the introduction, our interest is in how the equilibria change in response to a change in the element concentrations, which, in fact, corresponds to a change in stoichiometric compatibility class.
Definition 3.
1. An elemented reaction network consists of the following: 
In this case all of the elements are associated with certain species that appear explicitly in the network.
Example 3.4. It is instructive to consider a simple network of the general form
for which dim S ⊥ = 3. The network might be "elemented" in different ways, depending on the context. If, for example, W = AQ 2 , Y = AQ, and Z = XQ, then (3.2) represents a transfer of a molecular component Q from species AQ 2 to species X. In this case, it is natural to take E = {A, Q, X} and
Note that the element X is an overt species, whereas the elements A and Q are not.
If, on the other hand, W = AB, X = CD, Y = AC, and Z = BD, then (3.2) represents a component exchange. One natural choice of elements is E = {A, B, C} and the basis for S ⊥ given by
Still another choice is E = {A, B, D} and
With neither choice does any element appear explicitly as a species.
Recall that for the network discussed in the introduction we considered the total concentrations of the three elements. For each element e, the total concentration was calculated from the current mixture composition c by a sum of the following kind:
where M s e is the e-content of species s. We now extend this idea using the following definition.
Definition 3.5. Let {S , C , R, E , M } be an elemented reaction network. The element concentration functionsT e (·) : R S → R are defined for each e ∈ E by
For use later, we define the functionT (·) :
It is not difficult to see that the kernel ofT (·) is the stoichiometric subspace S. Remark 3.6. Two compositions c and c are associated with precisely the same element concentrations (i.e.,T (c ) =T (c )) if and only if c − c is a member of the stoichiometric subspace, which is to say that c and c reside in the same stoichiometric compatibility class. In this way each specification of positive element concentrations (i.e., each member ofT (R S + ) ⊂ R E + ) can be identified bijectively with a positive stoichiometric compatibility class.
Definition 3.7. An elemented kinetic system is an elemented reaction network endowed with kinetics.
Remark 3.8. It is apparent from Remark 3.6 that the element concentrations remain invariant along solutions of the differential equations associated with an elemented kinetic system: Composition trajectories reside entirely within stoichiometric compatibility classes (Remark 2.7), and, within each stoichiometric compatibility class, all compositions give rise to the same element concentrations. The constancy of the element concentrations can, of course, be seen more directly: If c(·) is a solution of the differential equation for a particular elemented kinetic system, and if e is an element, then, at each t,
Here, of course, M e ∈ S ⊥ is the basis vector associated with element e, and r(·) is the species-formation-rate function for the kinetic system. The last equality in (3.5) follows from the fact that r(·) takes values in S.
Elemented quasi-thermostatic systems.
We asserted in Remark 3.6 that, for an elemented network, there is a bijective correspondence between positive stoichiometric compatibility classes and distinct positive specifications of element concentrations. On the other hand, for a quasi-thermostatic system, each positive stoichiometric compatibility class contains precisely one equilibrium (Proposition 2.11). Thus, for a quasi-thermostatic elemented system, there is a bijective correspondence between the positive equilibrium set E andT (R S + ), the set of all (realizable) positive specifications of the element concentrations. Our goal in this section is to show that this correspondence is, in fact, a diffeomorphism. Then we will be able to speak of the smooth dependence of equilibrium species concentrations on the element concentrations, and the way will be paved for discussion and analysis of sensitivities, which were described only informally in the introduction.
We consider, therefore, a quasi-thermostatic elemented kinetic system {S , C , R, K , E , M } with positive equilibrium set E ∈ R S + . We denote byT E (·) : E →T (R 
Notation 4.1. Occasionally we will focus on a fixed but arbitrary positive equilibrium c * ∈ E. It will be useful to have available a scalar product " * " in R S defined by
Proof. Equation (4.1) derives from straightforward calculation. To see that the
This requires that M e * γ # = 0 for each e ∈ E . Thus, γ # ∈ S ⊥ is orthogonal, with respect to the " * " scalar product, to each member of a basis for S ⊥ . Hence, γ # and therefore c * • γ # are each the zero vector in R S .
Proposition 4.3.T E (·) : E →T (R
To show thatT E (·) is bijective, suppose that T 0 is some fixed but arbitrary member ofT (R S + ). We will argue that there is precisely one member of E mapped to the point T 0 byT E (·). Because T 0 is a member ofT (R
In fact, the full set of vectors in R S mapped byT (·) to T 0 is c 0 + kerT (·) = c 0 + S. Our interest, then, is in the members of c 0 + S that are also members of E. If c * is a member of E, then, for the quasi-thermostatic system under study, the equilibrium set is given by
From Proposition 2.11, however, E meets c 0 + S in exactly one point. Thus,T E (·) is bijective.
Because from Lemma 4.2 we have that dT E [c * ] (·) is nonsingular for each c * ∈ E, the inverse function theorem [12] ensures that, at each point inT (R S + ), there is a local inverse of the smooth functionT E (·) that is also smooth. Since any such local inverse must be a restriction of the (unique) global inverse whose existence was established above, it follows that the inverse ofT (·) is smooth.
Sensitivities.
Hereafter we consider an elemented quasi-thermostatic kinetic system {S , C , R, K , E , M }, and we denote by c * a fixed but arbitrary member of its positive equilibrium set E. We denote by T * ∈ R E the valueT (c * ). That is, T * is the vector of element concentrations associated with the equilibrium composition c * .
Proposition 4.3 tells us that the mapT E (·) : E →T (R S
+ ) gives a global coordinate system on E. That is, each equilibrium in E is characterized uniquely by a specification of the concentrations of the elements. We will choose to introduce a change in coordinates so that we can work instead with logarithms of the element concentrations. For this purpose we introduce the map lnT E (·) : E → lnT (R S + ) defined in the obvious way: For each c ∈ E, lnT E (c) = ln(T E (c)). As a variant of (4.1), it is not difficult to see
for all γ ∈ S ⊥ . Because lnT E (·) amounts to the composition of the diffeomorphismsT E (·) and ln(·) :
, it too is a diffeomorphism. Hereafter, we denote bȳ c(·) : lnT (R S + ) → E the inverse of lnT E (·). Thus, if ln T is a member of lnT (R S + ) it makes sense to speak of "the equilibrium compositionc(ln T )." Note that lnT E (c
, which is given by (5.1). Thus we have
for all γ ∈ S ⊥ . We will also be interested in the map lnc(·) : lnT (R 
for all γ ∈ S ⊥ . We are now in position to make precise definitions of the sensitivities discussed informally in the introduction.
Definition 5.1. By the sensitivity vector for element e at equilibrium composition c * we mean the vector in c
By the sensitivity matrix at c * we mean the array whose elements are given by
s∈S , e∈E .
Means to calculate the sensitivity matrix.
Here we provide means to calculate the sensitivity matrix at the equilibrium c * ∈ E. 1 For the specified equilibrium c * , we denote by {M e } e∈E ⊂ S ⊥ the basis for S ⊥ that is reciprocal, relative to the " * " scalar product in R S , to the basis M = {M e } e∈E . (Recall Notation 4.1.)
That is, M e * M e = 1 if e = e and is 0 otherwise. Because the " * " scalar product depends upon c * , so will the reciprocal basis it induces. It is not difficult to determine such reciprocal bases computationally within the context of readily available symbolic mathematics programs.
Theorem 6.1. Let {S , C , R, K , E , M } be an elemented quasi-thermostatic kinetic system, let c * ∈ E be a positive equilibrium (corresponding to an element specification T * ∈ R E ), and let {M e } e∈E be the basis for S ⊥ reciprocal to M relative to the " * " scalar product in R S . Then for each e ∈ E , the sensitivity vector is given by
Entries of the sensitivity matrix are given by
for each s ∈ S and e ∈ E . Proof. Equation (6.1) results from a simple substitution in (5.3): To obtain the sensitivity vector for a particular element e ∈ E , set γ = T * e M e . Equation (6.2) is just the component form of (6.1).
Example 6.2. Consider network (6.3), which can serve to model a process whereby an active biomolecule A 2 B 2 is assembled from elements A and B:
One elemented network derived from (6.3) is afforded by the choices E = {A, B} and M = {M A , M B }, where
If the kinetics for the network is mass action, then, for any choice of rate constants, detailed balance will obtain [10] and the system will be quasi thermostatic. Thus, Theorem 6.1 can be used to calculate all entries in the sensitivity matrix, evaluated at an arbitrary equilibrium c * . In particular, the entries corresponding to the "active" species A 2 B 2 are
7. Degree, connectivity, and network-imposed sensitivity bounds. As before, we consider an elemented quasi-thermostatic kinetic system {S , C , R, K , E , M }, and we let c * be a positive equilibrium, corresponding to an element concentration specification T * ∈ R E . Motivated by considerations discussed in the introduction, we have interest in understanding the extent to which the equilibrium concentration of a particular species s ∈ S might be robust against variations in the supply of elements. Our interest, then, is in the "worst case"-that is, in the most sensitive response in the concentration of s, taken against variation in each of the element concentrations.
Definition 7.1. The sensitivity of species s ∈ S at c * , denoted Λ s (c * ), is defined by
By the system sensitivity at c * , denoted Λ(c * ), we mean the least of the species sensitivities. That is,
Remark 7.2. In general, the species sensitivities and the system sensitivity will depend on the choice of basis M for S ⊥ .
If the system sensitivity is high at c * , then all species sensitivities at c * are high, so it makes sense to say that the system itself is highly sensitive to element concentration variations.
Our goal in this section is to provide lower bounds on the species sensitivities and on the system sensitivity, bounds that derive from network properties alone, independent of kinetic parameters and even of the equilibrium at which the sensitivities are calculated. By way of preparation, we posit formally some ideas that were discussed informally in the introduction. All the following are attributes of the elemented network underlying the kinetic system we have been studying:
For each e ∈ E we let
That is, M max e
is the largest number of copies of element e that can be found in any species. It is a measure of the extent to which element e combines in a multiplicitous way.
For each e, e ∈ E we let
That is, M max e (e ) is the largest number of copies of element e that can be found in any species that also contains e . Clearly we have
for each e, e ∈ E . By the degree of element e we mean (e ).
As we indicated in the introduction, an element will have high degree if it combines gregariously with many different elements or if it combines in high multiplicity with at least one of the elements.
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From (6.4), (7.7), and (7.15) we obtain
Note that the lower bound on the "active" species A 2 B 2 is sharp: If, for example, c * = A + B + AB + A 2 B 2 , then, from (6.5) and (7.1), we have that Λ A2B2 (c
. Thus, as tends to zero, Λ A2B2 tends to the lower bound 1 2 in (7.16). We note that for any choice of c * there is an assignment of rate constants for network (6.2) consistent with the existence of the equilibrium c * and at which detailed balance obtains. Thus, there are quasi-thermostatic systems for which, at certain equilibria, the sensitivity of A 2 B 2 approaches the stipulated lower bound arbitrarily closely.
Remark 7.5. In a conservative elemented network, for each species s ∈ S there exists an element e ∈ E such that the e-content of s is positive (Remark 3.2). Thus, inequality (7.7) implies that a species (or system) sensitivity of zero is impossible in conservative quasi-thermostatic systems. It should be noted, however, that kinetic systems exist that do allow for zero sensitivity. One such system, proposed in the context of bacterial signaling, is treated in [24] . In this system the quasi-thermostatic condition is not satisfied.
Remark 7.6. Because the sensitivities themselves will depend on the choice of elements, so will the bounds given by Theorem 7.3. Consider, for example, the very simple network
This network can be elemented in various ways: One choice is given by
another equally valid choice is given by
where is a positive number much smaller than 1. 
, and Λ(c * ) ≥ o( ). Thus, different choices of basis for S ⊥ can lead to markedly different lower bounds. Note that while choice (7.18) carries a natural interpretation for the elements A and B as building blocks that appear either overtly as species or latently in the compound A 2 B, choice (7.19) offers no immediate physical interpretation for the elements Q and R.
Note also, that in the general case, if each vector in the basis for S ⊥ is multiplied by a (potentially different) scalar, then the lower bounds corresponding to the new basis remain unchanged.
The bounds given in Theorem 7.3 give rise to different (weaker) bounds that are stated not in terms of the degrees of the elements, but, rather, in terms of what we call the element connectivities. For each e ∈ E we denote by Γ(e) the set of elements that appear together with e in at least one species. More precisely, (7.20) Γ(e) = {e ∈ E : supp M e ∩ supp M e = ∅} .
By the connectivity of e we mean the number of such elements:
From (7.5) and (7.6) it is not difficult to see that 
Constructive reaction networks.
By a constructive reaction network we mean an elemented network with special properties: Its elements can be identified with certain building blocks that appear explicitly as species of the network and from which all other species are constructed by means of the network's reactions. Example 3.3, which is based on network (1.1) in the introduction, is an example of a constructive reaction network. Proof. Clearly, the vectors of (8.2) are linearly independent and their number is equal to dim S. To see that they are in fact members of S, it is enough to show that each of the vectors in (8.2) is orthogonal to all the vectors of (8.1). Toward this end, note that for each q ∈ Q and each e ∈ E ,
Remark 8.3. The vectors of (8.2) can be viewed as "reaction vectors" that derive from the "reactions"
Each of these "reactions" can be regarded as representing the production of a particular compound solely from the elements. Of course, these "construction" reactions need not all be "true" reactions of the original network, but, at least in terms of stoichiometry, each of the "true" reactions can be regarded as a linear combination of the "construction" reactions. Similarly, each member of (8.3) can be viewed as an overall reaction-one for each compound-that derives from a linear combination of the "true" reactions. Hence, the "true" reactions can be viewed as machinery for constructing the compounds from the elements.
Remark 8.4. Proposition 8.2 provides a way to distinguish a reaction network that might be constructive (for a suitable choice of elements) from one that cannot be constructive. For example, network (3.2) has a one-dimensional stoichiometric subspace spanned by Y + Z − X − W . Thus, there is no partition of the species set into elements and compounds that is consistent with a basis for the stoichiometric subspace of the form (8.2).
We note that for a constructive kinetic system the elements themselves are species, and so it makes sense to speak of their sensitivities. Recall that for a constructive system we have, for each pair e, e ∈ E , that M e e is 0 if e = e and is 1 otherwise. This observation gives rise to the following corollary to Theorem 7.3. For a constructive kinetic system in particular we get a crude bound on the system sensitivity:
Although this bound is far less nuanced than (8.5), it already tells us that high system robustness (low sensitivity) requires that the system have a large number of elements or that it contain at least one species having high element content (or a combination of both).
9. Concluding remarks. Remark 9.1. We emphasized both in the introduction and in section 7 that the species sensitivity bounds given in Theorem 7.3 depend on network structure alone, independent of kinetics or even of the equilibrium state at which they are evaluated. In fact, even the fine details of the reaction network are of limited consequence:
For a quasi-thermostatic kinetic system the entire equilibrium set is determined by specification of just one equilibrium state and the stoichiometric subspace for the underlying network of chemical reactions. This is to say that two elemented quasithermostatic systems that share a common equilibrium state and the same stoichiometric subspace have precisely the same positive equilibrium sets and, therefore, the same species sensitivities (relative to the same choice of elements). To the extent that the network influences the equilibrium set, then, that influence is felt through the stoichiometric subspace. In turn, the stoichiometric subspace is merely the span of the network's reaction vectors, but the same span might derive from two rather different reaction networks.
Certainly, though, there is some network information carried by the stoichiometric subspace S, and therefore, by its orthogonal complement S ⊥ . Indeed, the sensitivity formulas given by Theorem 7.3 derive squarely from the nature of S ⊥ and the particular elemental basis chosen for it. Remark 9.2. As we indicated earlier, the sensitivity bounds derived for elemented systems suggest that strong robustness (i.e., very low sensitivity) against fluctuations in the element concentrations requires that the elements manifest themselves within the species in high multiplicity or that the species combine with each other gregariously. There is a certain intuitive sense to these requirements, for when they are met, the effect of changes in an element's total concentration can be attenuated through propagation across many species or buffered within species containing multiple instances of that element. It is striking that the requirements for high robustness are highly suggestive of biochemistry, in which large molecules are often built from multiple copies of many distinct elements that readily combine with each other by means of relatively large reaction networks.
