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Probabilistic approach to singular perturbations of viscosity
solutions to nonlinear parabolic PDEs
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Abstract
In this paper, we prove a convergence theorem for singular perturbations problems for a class
of fully nonlinear parabolic partial differential equations (PDEs) with ergodic structures. The
limit function is represented as the viscosity solution to a fully nonlinear degenerate PDEs. Our
approach is mainly based on G-stochastic analysis argument. As a byproduct, we also establish the
averaging principle for stochastic differential equations driven by G-Brownian motion (G-SDEs)
with two time-scales. The results extend the one of Khasminskii [25] to nonlinear case.
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1 Introduction
The present paper is devoted to the research of singular perturbations for a class of fully nonlinear
degenerate parabolic PDEs with ergodicity coefficients. Our main tool is the nonlinear stochastic
analysis theory formulated by Peng [29]. Indeed, we shall study the singular perturbation problems
through asymptotic analysis of SDEs with slow and fast time-scales in the G-expectation framework.
In this framework, Peng systemically established the nonlinear stochastic calculus theory, such
as G-Brownian motion, G-stochastic integral and so on. Thanks to the nonlinear structure, the G-
expectation theory provides a powerful tool for the research of fully nonlinear PDEs. For example,
Song [32] obtained gradient estimates for a class of fully nonlinear PDEs by coupling methods for
G-diffusion processes.
In this article, we shall consider averaging principle for the following G-SDEs with rapidly varying
coefficients: for each x = (x˜, x¯) ∈ Rn × Rn and 0 < ε < 1,
X˜ε,xt = x˜+
∫ t
0
b˜(X˜ε,xs , X
ε,x
s )ds+
d∑
i,j=1
∫ t
0
h˜ij(X˜
ε,x
s , X
ε,x
s )d〈Bi, Bj〉s +
∫ t
0
σ˜(X˜ε,xs , X
ε,x
s )dBs,
X
ε,x
t = x¯+
∫ t
0
b(X˜ε,xs , X
ε,x
s )
ε
ds+
d∑
i,j=1
∫ t
0
hij(X˜
ε,x
s , X
ε,x
s )
ε
d〈Bi, Bj〉s +
∫ t
0
σ(X˜ε,xs , X
ε,x
s )√
ε
dBs,
(1)
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where b˜, b, h˜ij = h˜ji, hij = hji : R
2n → Rn, σ˜, σ : R2n → Rn×d are deterministic non-periodic
functions. Here the parameter ε is used to describes the ration of time scale between the diffusion
processes X˜ε,x and X
ε,x
. Then, with this time scale X˜ε,x is referred as slow component and X
ε,x
as
the fast component. Note that the distribution of the slow component can be characterized as the
viscosity to the following fully nonlinear PDE (see section 2.2):{
∂tu
ε −G ((σε)⊤D2uεσ + 2[〈hεij , Duε〉]di,j=1)+ 〈bε, Duε〉 = 0, (t, x˜, x¯) ∈ [0, T )× Rn × Rn,
uε(0, x˜, x¯) = ϕ(x˜), (x˜, x¯) ∈ Rn × Rn. (2)
Then, our aim is to describe the limit behaviour of fully nonlinear PDE (2) as ε→ 0 through averaging
of the G-SDEs (1) under some appropriate assumptions.
The averaging principle for SDEs was first studied by Khasminskii [25] in 1968. Under some
ergodicity assumptions, Khasminskii proved that the slow diffusion process converges weakly to the
so-called averaged SDE, whose coefficients are characterized by integrals with respect to some invari-
ant probability measure. Since then, the averaging principle for diffusion processes have been studied
with great interest and moreover, it provides a useful approach for the research of singular pertur-
bation problems for linear parabolic PDEs. In particular, Khasminskii and Krylov [26] established
the averaging principle for diffusion processes in non-ergodic case, and obtained the limit behavior of
linear parabolic PDEs without ergodic coefficients. We refer the reader to [7, 15, 27] and the references
therein for more research on this topic.
There is also a vast literature on the singular perturbations of nonlinear PDEs based on probabilis-
tic argument. With the help of backward stochastic differential equations (BSDEs), Buckdahn and
Hu [4] studied homogenization of viscosity solutions to semilinear parabolic PDEs with periodic struc-
tures, and Bahlali, Elouaflin abd Pardoux [2, 3] extended the results of [26] to semilinear parabolic
PDEs. In [6], Buckdahn and Ichihara considered homogenization of fully nonlinear parabolic PDEs
in periodic case by stochastic control approach. For more research on this field, we refer the reader
to [5, 12, 28] and the references therein.
Motivated by the seminal work [25], we shall study the limit behaviour of the slow G-diffusion
process in the ergodic case. However, due to the nonlinearity of G-expectation, the averaged G-
SDE has more complex structure, which cannot be described by averaging the coefficients of the
slow component. In this case, the averaged coefficients will interact with each other, and cannot
be identified separately (see Lemma 3.2). On the other hand, the invariant expectations may not
coincide with the ergodic expectations in the G-expectation framework (cf. [19]). To overcome these
difficulties, we shall combine nonlinear stochastic calculus and viscosity solution techniques to analyze
the limit distribution of the slow component. In particular, we shall construct the averaged PDE
based on the ergodic BSDEs approaches in the G-expectation framework. Indeed, the ergodic BSDEs
introduced by Fuhrman, Hu and Tessitore [16] provides a powerful tool for the study of large time
behaviour of parabolic PDEs (cf. [23, 24]).
For our purpose, we first give a priori estimate of the G-SDE (1) under some disspativity condition.
This is crucial for the equicontinuity of the viscosity solutions to the PDEs (2) with fast varying
coefficients. Then, from the Arzela`-Ascoli theorem, we could build a convergent subsequence of
the viscosity solutions. Finally, with the help of dynamic programming principle and Khasminskii
discretization approach, we show that the limit function is the unique viscosity solution to the averaged
PDE, which is a fully nonlinear PDE independent of the argument x¯. In addition, in the spirit of the
Markov property, we could obtain that the limit of finite dimensional distribution is also determined
by the averaged PDE, which together with Kolmogorov’s criterion for weak compactness implies
Khasminskii’s averaging principle.
In conclusion, we develop an alternative approach for the research of averaging of SDEs and singular
perturbations of fully nonlinear parabolic PDEs without periodic structures. In particular, we extend
the the one of [25] to a class of fully nonlinear PDEs through G-stochastic analysis methods. For
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a closest related research, we refer the reader to [1] and and the references therein. In [1], Alvarez
and Bardi [1] used the so-called perturbed test function method to study more general fully nonlinear
PDEs with periodic coefficients.
The paper is organized as follows. In section 2, we introduce the G-SDEs with slow and fast
time-scales. Then, we state the main results in section 3. The section 4 is devoted to the proofs of
two main theorems.
2 Formulation of the problem
In this paper, for each Euclidian space, we denote by 〈·, ·〉 and | · | its scalar product and the associ-
ated norm, respectively. For a given set of parameters α, C(α) will denote a positive constant only
depending on these parameters, and which may change from line to line.
2.1 The Probabilistic Setup
Let Ω = Cd0 (R
+) be the space of all Rd-valued continuous paths (ωt)t≥0 starting from origin, equipped
with the locally uniform norm. For each t ∈ [0,∞), we define Ωt := {ω·∧t : ω ∈ Ω} and
Lip(Ωt) :=
{
ϕ(Bt1 , . . . , Btk) : k ∈ N, t1, . . . , tk ∈ [0, t], ϕ ∈ Cb.lip(Rk×d)
}
, Lip(Ω) := ∪T≥0Lip(ΩT ),
where Cb.lip(R
k×d) denotes the space of all bounded and Lipschitz functions on Rk×d. Then, for each
given monotonic and sublinear function G : S(d) → R, Peng [29] constructed a sublinear expectation
space (Ω, Lip(Ω), Eˆ, (Eˆt)t≥0), called G-expectation space, where S(d) denotes the space of all d × d
symmetric matrices. The canonical process Bt(ω) = ωt is called G-Brownian motion.
Indeed, for each ξ ∈ Lip(Ω) with the form of
ξ = ϕ(Bt1 , Bt2 , · · · , Btk), 0 = t0 < t1 < · · · < tk ≤ T,
and for each t ∈ [ti−1, ti), i = 1, . . . , k, we define the conditional G-expectation by
Eˆt[ξ] := ui(t, Bt;Bt1 , · · · , Bti−1).
Here, the function ui(t, x;x1, · · · , xi−1) with parameters (x1, · · · , xi−1) ∈ R(i−1)×d is the viscosity
solution of the following G-heat equation:
∂tui(t, x;x1, · · · , xi−1) +G(∂2xxui(t, x;x1, · · · , xi−1)) = 0, (t, x) ∈ [ti−1, ti)× Rd,
with terminal conditions
ui(ti, x;x1, · · · , xi−1) = ui+1(ti+1, x;x1, · · · , xi−1, x), for i < k,
and uk(tk, x;x1, · · · , xk−1) = ϕ(x1, · · · , xk−1, x). The G-expectation of ξ is defined by Eˆ[ξ] = Eˆ0[ξ].
For each p ≥ 1, the completion of Lip(Ω) under the norm ||X ||Lp
G
:=
(
Eˆ[|X |p]
)1/p
is denoted by
LpG(Ω). Similarly, we can define L
p
G(ΩT ) for each fixed T ≥ 0. In this paper, we always assume that
G is non-degenerate to ensure the well-posedness of G-BSDE (see appendix A), i.e., there exist some
constants 0 < σ2 ≤ σ2 <∞ such that
1
2
σ2tr[A−B] ≤ G(A)−G(B) ≤ 1
2
σ2tr[A−B] for A ≥ B.
3
Theorem 2.1 ([13, 20]) There exists a weakly compact set P of probability measures on (Ω,B(Ω)),
such that
Eˆ[ξ] = sup
P∈P
EP [ξ] for all ξ ∈ L1G(Ω).
Now, we define capacity
c(A) := sup
P∈P
P (A), A ∈ B(Ω).
A set A ∈ B(Ω) is polar if c(A) = 0. A property holds quasi-surely (q.s.) if it holds outside a polar
set. In the following, we do not distinguish between two random variables X and Y if X = Y q.s.
Definition 2.2 Let M0G(0, T ) be the collection of processes of the following form: for a given partition
{t0, · · ·, tN} of [0, T ],
ηt(ω) =
N−1∑
i=0
ξi(ω)I[ti,ti+1)(t),
where ξi ∈ Lip(Ωti), i = 0, 1, 2, · · ·, N − 1. For each p ≥ 1, denote by MpG(0, T ) the completion of
M0G(0, T ) under the norm ||η||MpG :=
(
Eˆ[
∫ T
0
|ηt|pdt]
)1/p
.
For simplicity, we denote by 〈B〉 := (〈Bi, Bj〉)di,j=1 the cross-variation process. Denote byMpG(0, T ;Rd)
the set of d-dimensional stochastic process η = (η1, · · · , ηd) such that ηi ∈MpG(0, T ), i ≤ d. Similarly,
we can define LpG(Ω;R
d). Then, for any η ∈M2G(0, T ;Rd) and ξ ∈M1G(0, T ; S(d)), the G-Itoˆ integrals∫ T
0
ηsdBs :=
d∑
i=1
∫ T
0
ηi(s)dBis and
∫ T
0
ξsd〈B〉s =
d∑
i,j=1
∫ T
0
ξij(s)d〈Bi, Bj〉s
are well defined, see Peng [30, 31]. Moreover, we also have the corresponding G-Itoˆ’s calculus theory.
In particular, the following inequalities will be used in this paper.
Lemma 2.3 ([30, 31]) Assume that ξ ∈ MpG(0, T ;Rd) and η ∈ MpG(0, T ; S(d)). Then, for each
p ≥ 2, we have
Eˆ
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
ηsdBs
∣∣∣∣p
]
≤ C(p)Eˆ
(∫ T
0
|ηs|2ds
)p/2 ,
Eˆ
[∣∣∣∣∣
∫ T
0
ξsd〈B〉s
∣∣∣∣∣
p]
≤ C(p, T )Eˆ
[∫ T
0
|ξs|pds
]
.
2.2 G-SDE with two time-scales
In this section, we shall state some basic results about G-SDE (1), which will be used in the sequel.
Throughout this paper, each element x ∈ R2n is identified to (x˜, x¯) ∈ Rn × Rn, unless otherwise
specified. We need the following assumption:
(H1) There exists a constant L1 > 0 such that, for any x, x
′ ∈ R2n,
|ℓ(x) − ℓ(x′)| ≤ L1|x− x′| for ℓ = b˜, b, h˜ij , hij , σ˜ and σ.
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Under assumption (H1), the G-SDE (1) has a unique solution (X˜ε,x, X
ε,x
) ∈ M2G(0, T ;R2n) for
each T > 0 and we refer the reader to Chapter V in Peng [31] or Gao [17] for the proof. Then, for
any ϕ ∈ C(Rn) of polynomial growth, we define the function
uε(t, x˜, x¯) := Eˆ
[
ϕ(X˜ε,xt )
]
, ∀x = (x˜, x¯) ∈ Rn × Rn.
For convenience, set
bε =
[
b˜
b
ε
]
, hεij =
[
h˜ij
hij
ε
]
, σε =
[
σ˜
σ√
ε
]
.
Then we have the following result.
Lemma 2.4 Suppose assumption (H1) holds. Then for each T > 0, uε is the unique viscosity solution
of the following fully nonlinear PDEs:{
∂tu
ε −G ((σε)⊤D2uεσ + 2[〈hεij , Duε〉]di,j=1)+ 〈bε, Duε〉 = 0, (t, x˜, x¯) ∈ [0, T )× Rn × Rn,
uε(0, x˜, x¯) = ϕ(x˜), (x˜, x¯) ∈ Rn × Rn, (3)
where Duε = (∂xiu
ε)2ni=1 and D
2uε = [∂2xixju
ε]2ni,j=1 for each x = (x˜, x¯) ∈ R2n. Moreover, it holds that
uε(t, x˜, x¯) = Eˆ
[
uε(t− δ, X˜ε,xδ , X
ε,x
δ )
]
, ∀0 ≤ δ ≤ t ≤ T. (4)
Proof. The proof follows from Theorem 3.7 in Chap.V of [31] or Theorem 4.5 in [18] and the fact
that the G-SDE (1) is time-homogeneous.
From Lemma 2.4, we could study the asymptotic behavior of uε as ε → 0 through the slow
component X˜ε,xt . In the rest of the article, we are going to discuss the limit distribution of X˜
ε,x as
ε→ 0.
Remark 2.5 The equation (3) is a fully nonlinear PDE without periodic structure, which is different
from the existing research; see [1–3, 6, 25–27] and the references therein.
3 The averaging principle
This section is devoted to the research of limit behaviour of the slow G-diffusion process as ε→ 0. In
order to describe the averaged PDE, we introduce the following auxiliary G-SDE: for any x = (x˜, x¯) ∈
R
2n,
X
x
t = x¯+
∫ t
0
b(x˜, X
x
s )ds+
d∑
i,j=1
∫ t
0
hij(x˜, X
x
s )d〈Bi, Bj〉s +
∫ t
0
σ(x˜, X
x
s )dBs. (5)
In the sequel, we need the following assumptions.
(H2) There exists a constant η > 0 such that, for each x˜, x¯, x¯′ ∈ Rn.
G
(
(σ(x˜, x¯)− σ(x˜, x¯′))⊤(σ(x˜, x¯)− σ(x˜, x¯′)) + 2 [〈x¯− x¯′, hij(x˜, x¯)− hij(x˜, x¯′)〉]di,j=1)
+ 〈x¯ − x¯′, b(x˜, x¯)− b(x˜, x¯′)〉 ≤ −η|x¯− x¯′|2
(H3) There exists a constant L2 > 0 such that |ℓ(x)| ≤ L2(1 + |x˜|) for ℓ = b˜, h˜ij , σ˜ and x = (x˜, x¯) ∈
R2n.
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Remark 3.1 The assumption (H2) is called dissipativity condition, which ensures the ergodicity of
the diffusion process X
x
(cf. [10, 11, 16]). The assumption (H3) is equivalent to |ℓ(0, x¯)| ≤ L2, which
is used to control the growth rate of the slow component X˜ε,x (see Remark 4.6 in section 4).
Lemma 3.2 Suppose assumptions (H1)-(H3) are satisfied. Then, for each (x˜, x¯, p, A) ∈ R2n × Rn ×
S(n), the following limit
G˜(x˜, p, A) := lim
t→∞
1
t
Eˆ
∫ t
0
〈p, b˜(x˜, Xxs )〉ds+
d∑
i,j=1
∫ t
0
(
〈p, h˜ij(x˜, Xxs )〉+
1
2
σ˜Aij(x˜, X
x
s )
)
d〈Bi, Bj〉s

exists and is independent of the argument x¯, where the matrix σ˜A = [σ˜Aij ]i,j = σ˜
⊤Aσ˜.
Proof. For each x¯ ∈ Rn, consider the following ergodic G-BSDE: ∀0 ≤ t ≤ r <∞,
Y p,A,x¯t =Y
p,A,x¯
r −
∫ r
t
(
〈p, b˜(x˜, Xxs )〉 − G˜(x˜, p, A)
)
ds+
d∑
i,j=1
∫ r
t
(
〈p, h˜ij(x˜, Xxs )〉+
1
2
σ˜Aij(x˜, X
x
s )
)
d〈Bi, Bj〉s
−
∫ r
t
Zp,A,x¯s dBs − (Kp,A,x¯r −Kp,A,x¯t ).
Under assumptions (H1) and (H3), it holds that |ℓ(x˜, 0)| ≤ L1(1 + |x˜|) for ℓ = b, hij , σ, and
|〈p, b˜(x˜, x¯)〉 − 〈p, b˜(x˜, x¯′)〉|+
d∑
i,j=1
∣∣∣〈p, h˜ij(x˜, x¯)〉 − 〈p, h˜ij(x˜, x¯′)〉∣∣∣+ 1
2
d∑
i,j=1
∣∣σ˜Aij(x˜, x¯)− σ˜Aij(x˜, x¯′)∣∣
≤ C(L1, L2)(1 + |x˜|)(|p|+ |A|)|x¯− x¯′|.
(6)
Thus, by Lemma A.2 in appendix A, the above ergodic G-BSDE has a solution(
Y p,A,x¯, Zp,A,x¯,Kp,A,x¯, G˜(x˜, p, A)
)
∈ S2G(0,∞)× R.
Moreover, from Lemma A.3 in appendix A, we have, for each t ∈ [0,∞)∣∣∣∣∣∣Eˆ
∫ t
0
〈p, b˜(x˜, Xxs )〉ds+
d∑
i,j=1
∫ t
0
(
〈p, h˜ij(x˜, Xxs )〉+
1
2
σ˜Aij(x˜, X
x
s )
)
d〈Bi, Bj〉s
− G˜(x˜, p, A)t
∣∣∣∣∣∣
≤ C(L1, L2, η)(|p|+ |A|)(1 + |x˜|)(1 + |x¯|+ |x˜|) ≤ C(L1, L2, η)(|p|+ |A|)(1 + |x|2),
(7)
which ends the proof.
Moreover, G˜(x˜, p, A) has the following properties.
Lemma 3.3 Assume the conditions (H1)-(H3) hold. Then for each x˜, x˜′, p, p′ ∈ Rn and A,A′ ∈ S(n),
(i) G˜(x˜, p+ p′, A+A′) ≤ G˜(x˜, p, A) + G˜(x˜, p′, A′),
(ii) G˜(x˜, λp, λA) = λG˜(x˜, p, A) for each λ ≥ 0,
(iii) G˜(x˜, p, A) ≥ G˜(x˜, p, A′), if A ≥ A′,
(iv) |G˜(x˜, p, A)−G˜(x˜′, p′, A′)| ≤ C(L1, L2, η)(1+|x˜|2+|x˜′|2) [(|p|+ |A|)|x˜ − x˜′|+ |p− p′|+ |A−A′|] .
In particular, G˜ is a continuous function.
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Proof. We only prove the term (iv), since the others are obvious due to the sublinearity of Eˆ. Without
loss of generality, assume that h˜ij = 0, i, j = 1, . . . , d. Recalling term (iii) of Lemma 4.3 in [21] (taking
x˜ as the control argument), we obtain that
sup
t≥0
Eˆ
[∣∣∣X(x˜,x¯)t −X(x˜′,x¯)t ∣∣∣2] ≤ C(L1, η)|x˜ − x˜′|2, ∀x¯ ∈ Rn. (8)
It follows that
Eˆ
[∣∣∣〈p, b˜(x˜, X(x˜,x¯)s )〉 − 〈p′, b˜(x˜′, X(x˜′,x¯)s )〉∣∣∣] ≤ |p|Eˆ [∣∣∣˜b(x˜, X(x˜,x¯)s )− b˜(x˜′, X(x˜′,x¯)s )∣∣∣]+ |p− p′|Eˆ [∣∣∣˜b(x˜′, X(x˜′,x¯)s )∣∣∣]
≤ C(L1, η)|p||x˜− x˜′|+ L2(1 + |x˜′|)|p− p′|,
where we have used the fact that
∣∣∣˜b(x˜′, X(x˜′,x¯)s )∣∣∣ ≤ L2(1 + |x˜′| (see assumption (H3)) in the last
inequality. By a similar analysis, we also deduce that
Eˆ
[∣∣∣σ˜⊤(x˜, X(x˜,x¯)s )Aσ˜(x˜, X(x˜,x¯)s )− σ˜⊤(x˜′, X(x˜′,x¯)s )A′σ˜(x˜′, X(x˜′,x¯)s )∣∣∣]
≤ C(L1, L2, η)(1 + |x˜|+ |x˜′|)|A||x˜− x˜′|+ C(L2)(1 + |x˜′|2)|A−A′|.
Consequently, by the definition of G˜ and Lemma 2.3, we derive that
|G˜(x˜, p, A)− G˜(x˜′, p′, A′)| ≤ lim sup
T→∞
1
T
∫ T
0
Eˆ
[∣∣∣〈p, b˜(x˜, X(x˜,x¯)s )〉 − 〈p′, b˜(x˜′, X(x˜′,x¯)s )〉∣∣∣] ds
+ lim sup
T→∞
1
T
Eˆ
[∣∣∣∣∣
∫ T
0
(
σ˜⊤(x˜, X
(x˜,x¯)
s )Aσ˜(x˜, X
(x˜,x¯)
s )− σ˜⊤(x˜′, X
(x˜′,x¯)
s )A
′σ˜(x˜′, X
(x˜′,x¯)
s )
)
d〈B〉s
∣∣∣∣∣
]
≤ C(L1, L2, η)(1 + |x˜|2 + |x˜′|2) [(|p|+ |A|)|x˜ − x˜′|+ |p− p′|+ |A−A′|] ,
which is the desired result.
Next, we introduce the averaged PDE:{
∂tu˜− G˜
(
x˜, Du˜,D2u˜
)
= 0, ∀(t, x˜) ∈ (0, T )× Rn,
u˜(0, x˜) = ϕ(x˜), ∀x˜ ∈ Rn, (9)
where ϕ ∈ C(Rn) satisfies the polynomial growth condition. The above PDE has a unique viscosity
solution u˜ of polynomial growth (see Theorem 3.6). For the definition and basic properties of viscosity
solution, we refer the reader to Crandall, Ishii and Lions [9].
Example 3.4 Assume that G(A) = 12 tr[A] and h˜ij = hij = 0, i, j = 1, . . . , d. Then, the G-Brownian
motion reduces to a Brownian motion. Denote by
b˜(x˜) := lim
t→∞
1
t
Eˆ
[∫ t
0
b˜(x˜, X
x
s )ds
]
, a˜(x˜) := lim
t→∞
1
t
Eˆ
[∫ t
0
σ˜(x˜, X
x
s )σ˜
⊤(x˜, X
x
s )ds
]
, ∀x¯ ∈ Rn.
In this case, the corresponding generator function G˜ is given by
G˜(x˜, p, A) = 〈p, b˜(x˜)〉+ 1
2
tr[a˜(x˜)A], ∀(x˜, p, A) ∈ Rn × Rn × S(n).
Under some appropriate conditions, Khasminskii [25] proved that uε(t, x˜, x¯) converges to u˜(t, x˜)
through the martingale problem approach. Moreover, X˜ε,xt converges in law to X˜
x˜
t , where
X˜ x˜t = x˜+
∫ t
0
b˜(X˜ x˜s )ds+
∫ t
0
√
a˜(X˜ x˜s )dWs.
Here
√
a˜ is a square root of the n× n matrix a˜ and W is a n-dimensional Brownian motion.
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Example 3.5 Suppose that all the coefficients of G-SDE are independent of the slow component
X˜ε,x, and h˜ij = hij = 0, i, j = 1, . . . , d. Then, the G-SDE (1) reduces to
X˜ε,xt = x˜+
∫ t
0
b˜(X
ε,x
s )ds+
∫ t
0
σ˜(X
ε,x
s )dBs, X
ε,x
t = x¯+
∫ t
0
b(X
ε,x
s )
ε
ds+
∫ t
0
σ(X
ε,x
s )√
ε
dBs. (10)
Furthermore, assume that b(0) = 0 and σ(0) = 0. It is obvious that X
ε,0
t = X
0
t = 0 for each ε ∈ (0, 1).
Thus, from term (ii) of Lemma A.1 in appendix A, we obtain that
Eˆ
[∣∣∣Xε,xt ∣∣∣2] ≤ exp(−2ηtε
)
|x¯|2, ∀t ≥ 0.
It follows that
Eˆ
[∣∣∣X˜ε,xt − x˜− b˜(0)t− σ˜(0)Bt∣∣∣] ≤ C(L1, t)(Eˆ [∫ t
0
∣∣∣Xε,xs ∣∣∣2 ds]) 12 ≤ C(L1, η, t)|x¯|√ε,
which implies that X˜ε,xt converges to x˜+ b˜(0)t+ σ˜(0)Bt in L
1
G-norm.
According to Lemma 2.4, we can derive that the function
u˜(t, x˜) = Eˆ
[
ϕ(x˜ + b˜(0)t+ σ˜(0)Bt)
]
is the unique viscosity solution to the averaged PDE (9) with generator
G˜(p,A) = lim
t→∞
1
t
Eˆ
[∫ t
0
〈p, b˜(X0s)〉ds+
1
2
∫ T
0
σ˜A(X
0
s)d〈B〉s
]
= 〈p, b˜(0)〉+G(σ˜A).
Now, we are in a position to state the main results.
Theorem 3.6 Suppose assumptions (H1)-(H3) hold. Then, for each ϕ ∈ C(Rn) of polynomial growth,
the averaged PDE (9) admits a unique viscosity solution u˜ satisfying the polynomial growth condition,
and
lim
ε→0
uε(t, x˜, x¯) = u˜(t, x˜), ∀(t, x˜, x¯) ∈ [0,∞)× R2n.
The proof of Theorem 3.6 will be given in section 4. The following result is a direct consequence
of Theorem 3.6.
Corollary 3.7 Suppose all the assumptions of Theorem 3.6 hold. Then, for each (t, x) ∈ [0,∞)×R2n,
the slow G-diffusion process X˜ε,xt converges in law as ε→ 0, i.e.,
lim
ε→0
Eˆ
[
ϕ(X˜ε,xt )
]
= u˜(t, x˜).
The Corollary 3.7 indicates that the distribution of the slow component can be approximated by
the solution to the averaged PDE (9), which is independent of the argument x¯.
Example 3.8 Consider the G-SDE (10). Assume that n = d = 1 and σ˜ ≡ 0. In this case, the
generator G˜ is given by
G˜(p) = p+ lim
t→∞
1
t
Eˆ
[∫ t
0
b˜(X
x
s )ds
]
+ p− lim
t→∞
1
t
Eˆ
[
−
∫ t
0
b˜(X
x
s )ds
]
=: µp+ − µp−.
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Then, from Proposition 1.7 in Chap. III of [31], there exists a maximally distributed random variable
ζ˜, such that the function
u˜(t, x˜) := Eˆ
[
ϕ(x˜+ tζ˜)
]
= max
µ≤r≤u
ϕ(x˜+ rt)
is the unique viscosity solution to the following PDE:{
∂tu˜− G˜(Du˜) = 0, ∀(t, x˜) ∈ (0, T )× Rn,
u˜(0, x˜) = ϕ(x˜), ∀x˜ ∈ Rn.
By Theorem 3.6, we deduce that X˜ε,xt = x˜+
∫ t
0 b˜(X
ε,x
s )ds converges in law to the maximal distri-
bution x˜ + tζ˜ as ε → 0, which can be seen as the law of large number for G-diffusion process. Thus,
we usually cannot get the pointwise convergence of X˜ε,xt ; see Chen [8].
Moreover, with the help of Markov property for G-SDEs, we can also deal with the finite dimen-
sional distribution of the slow G-diffusion process.
Theorem 3.9 Assume that (H1)-(H3) hold. Then, for each x ∈ R2n and ϕ ∈ C(Rk×n) of polynomial
growth, we have, for any 0 ≤ t1 ≤ t2 < · · · tk <∞,
lim
ε→0
Eˆ
[
ϕ(X˜ε,xt1 , X˜
ε,x
t2 , · · · , X˜ε,xtk )
]
= lim
ε→0
Eˆ
[
ϕk−1(X˜ε,xt1 )
]
,
where ϕk−1 is defined iteratively through
ϕ1(x˜1, x˜2, · · · x˜k−1) = lim
ε→0
Eˆ
[
ϕ(x˜1, x˜2, · · · , x˜k−1, X˜ε,(x˜k−1,0)tk−tk−1 )
]
,
...
ϕk−1(x˜1) = lim
ε→0
Eˆ
[
ϕk−2(x˜1, X˜ε,(x˜
1,0)
t2−t1 )
]
.
Remark 3.10 Applying Theorem 3.9 and Kolmogorov’s criterion for weak compactness (see Lemma
4.3) to Example 3.4, we can also derive that the slow diffusion process X˜ε,x converges weakly to X˜ x˜,
which is the averaging principle for SDEs introduced by [25].
4 The proof of the main results
In this section, we shall state the proof of the main results, by making use of nonlinear stochastic
calculus and viscosity solution theory. Roughly speaking, we will prove the limit function of uε,x is
the unique viscosity solution to the averaged PDE (9).
First, we give some priori estimates of G-SDE (1) with two time-scales, which is important for our
future discussion. Let T > 0 be a fixed constant.
Lemma 4.1 Assume that the conditions (H1) and (H2) hold. Then, there exists a constant C(L1, η, T ),
such that for any x, x′ ∈ R2n and t ∈ [0, T ],
(i) Eˆ
[
sup
0≤s≤T
∣∣∣X˜ε,xs − X˜ε,x′s ∣∣∣2] ≤ C(L1, η, T ) (|x˜− x˜′|2 + ε|x¯− x¯′|2),
(ii) Eˆ
[∣∣∣Xε,xt −Xε,x′t ∣∣∣2] ≤ C(L1, η, T ) (|x˜− x˜′|2 + |x¯− x¯′|2),
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(iii) Eˆ
[
sup
0≤s≤T
∣∣∣X˜ε,xs ∣∣∣2 + ∣∣∣Xε,xt ∣∣∣2] ≤ C(L1, η, T ) (1 + |x˜|2 + |x¯|2).
Proof. Without loss of generality, assume that h˜ij = hij = 0, i, j = 1, . . . , d. The proof is divided into
the following two steps.
Step 1 (The terms (i) and (ii)). Applying G-Itoˆ’s formula (Proposition 6.3 in Chap. III of [31])
to e
η
ε
t
∣∣∣Xε,xt −Xε,x′t ∣∣∣2 yields that
e
η
ε
t
∣∣∣Xε,xt −Xε,x′t ∣∣∣2 − |x¯− x¯′|2 −Mt
=
η
ε
∫ t
0
e
η
ε
s
∣∣∣Xε,xs −Xε,x′s ∣∣∣2 ds+ 2ε
∫ t
0
e
η
ε
s
〈
X
ε,x
s −X
ε,x′
s , b(X˜
ε,x
s , X
ε,x
s )− b(X˜ε,x
′
s , X
ε,x′
s )
〉
ds
+
1
ε
∫ t
0
e
η
ε
s
(
σ(X˜ε,xs , X
ε,x
s )− σ(X˜ε,x
′
s , X
ε,x′
s )
)⊤ (
σ(X˜ε,xs , X
ε,x
s )− σ(X˜ε,x
′
s , X
ε,x′
s )
)
d〈B〉s,
(11)
whereMt :=
2√
ε
∫ t
0
e
η
ε
s
(
X
ε,x
s −X
ε,x′
s
)(
σ(X˜ε,xs , X
ε,x
s )− σ(X˜ε,x
′
s , X
ε,x′
s )
)
dBs is a symmetricG-martingale
with M0 = 0, i.e., Eˆ[Mt] = −Eˆ[Mt] = 0.
Recalling assumption (H1), we deduce that〈
X
ε,x
s −X
ε,x′
s , b(X˜
ε,x
s , X
ε,x
s )− b(X˜ε,x
′
s , X
ε,x′
s )
〉
=
〈
X
ε,x
s −X
ε,x′
s , b(X˜
ε,x
s , X
ε,x
s )− b(X˜ε,xs , X
ε,x′
s ) + b(X˜
ε,x
s , X
ε,x′
s )− b(X˜ε,x
′
s , X
ε,x′
s )
〉
≤
〈
X
ε,x
s −X
ε,x′
s , b(X˜
ε,x
s , X
ε,x
s )− b(X˜ε,xs , X
ε,x′
s )
〉
+ L1
∣∣∣Xε,xs −Xε,x′s ∣∣∣ ∣∣∣X˜ε,xs − X˜ε,x′s ∣∣∣ .
By a similar analysis, we can obtain that(
σ(X˜ε,xs , X
ε,x
s )− σ(X˜ε,x
′
s , X
ε,x′
s )
)⊤ (
σ(X˜ε,xs , X
ε,x
s )− σ(X˜ε,x
′
s , X
ε,x′
s )
)
≤
(
σ(X˜ε,xs , X
ε,x
s )− σ(X˜ε,xs , X
ε,x′
s )
)⊤ (
σ(X˜ε,xs , X
ε,x
s )− σ(X˜ε,xs , X
ε,x′
s )
)
+ C(L1)
(∣∣∣Xε,xs −Xε,x′s ∣∣∣ ∣∣∣X˜ε,xs − X˜ε,x′s ∣∣∣+ ∣∣∣X˜ε,xs − X˜ε,x′s ∣∣∣2) .
In the view of Corollary 5.7 in Chap. III of [31], we have that, for each η ∈M1G(0, T ; S(d)),∫ t
0
ηsd〈B〉s − 2
∫ t
0
G(ηs)ds ≤ 0.
Then, according to inequality (11), we get that
e
η
ε
t
∣∣∣Xε,xt −Xε,x′t ∣∣∣2 − |x¯− x¯′|2 −Mt
≤ η
ε
∫ t
0
e
η
ε
s
∣∣∣Xε,xs −Xε,x′s ∣∣∣2 ds+ 2ε
∫ t
0
e
η
ε
s
〈
X
ε,x
s −X
ε,x′
s , b(X˜
ε,x
s , X
ε,x
s )− b(X˜ε,xs , X
ε,x′
s )
〉
ds
+
2
ε
∫ t
0
e
η
ε
sG
((
σ(X˜ε,xs , X
ε,x
s )− σ(X˜ε,xs , X
ε,x′
s )
)⊤ (
σ(X˜ε,xs , X
ε,x
s )− σ(X˜ε,xs , X
ε,x′
s )
))
ds
+
C(L1)
ε
∫ t
0
e
η
ε
s
(∣∣∣Xε,xs −Xε,x′s ∣∣∣ ∣∣∣X˜ε,xs − X˜ε,x′s ∣∣∣+ ∣∣∣X˜ε,xs − X˜ε,x′s ∣∣∣2) ds,
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which together with condition (H2) and∣∣∣Xε,xt −Xε,x′t ∣∣∣ ∣∣∣X˜ε,xt − X˜ε,x′t ∣∣∣ ≤ ηC(L1)
∣∣∣Xε,xt −Xε,x′t ∣∣∣2 + C(L1)4η
∣∣∣X˜ε,xt − X˜ε,x′t ∣∣∣2 ,
implies that
e
η
ε
t
∣∣∣Xε,xt −Xε,x′t ∣∣∣2 ≤ |x¯− x¯′|2 +Mt + C(L1, η)ε
∫ t
0
e
η
ε
s
∣∣∣X˜ε,xs − X˜ε,x′s ∣∣∣2 ds.
Taking G-expectation to both sides, we obtain that for each t ∈ [0, T ],
Eˆ
[∣∣∣Xε,xt −Xε,x′t ∣∣∣2] ≤ |x¯− x¯′|2e−ηε t + C(L1, η)ε
∫ t
0
e
η
ε
(s−t)
Eˆ
[∣∣∣X˜ε,xs − X˜ε,x′s ∣∣∣2] ds. (12)
In particular, it holds that∫ t
0
Eˆ
[∣∣∣Xε,xs −Xε,x′s ∣∣∣2] ds ≤ εη |x¯− x¯′|2 + C(L1, η)
∫ t
0
Eˆ
[
sup
0≤r≤s
∣∣∣X˜ε,xr − X˜ε,x′r ∣∣∣2] ds. (13)
On the other hand, applying Ho¨lder’s inequality and BDG’s inequality, we conclude that
Eˆ
[
sup
0≤s≤t
∣∣∣X˜ε,xs − X˜ε,x′s ∣∣∣2] ≤3|x˜− x˜′|2 + C(L1, T )∫ t
0
Eˆ
[∣∣∣Xε,xs −Xε,x′s ∣∣∣2 + ∣∣∣X˜ε,xs − X˜ε,x′s ∣∣∣2] ds
≤C(L1, η, T )
(
|x˜− x˜′|2 + ε|x¯− x¯′|2 +
∫ t
0
Eˆ
[
sup
0≤r≤s
∣∣∣X˜ε,xr − X˜ε,x′r ∣∣∣2] ds) ,
where we have used the estimate (13) in the last inequality. It follows from Gronwall’s inequality that
Eˆ
[
sup
0≤s≤T
∣∣∣X˜ε,xs − X˜ε,x′s ∣∣∣2] ≤ C(L1, η, T ) (|x˜− x˜′|2 + ε|x¯− x¯′|2) .
With the help of inequality (12), we obtain that
Eˆ
[∣∣∣Xε,xt −Xε,x′t ∣∣∣2] ≤ C(L1, η, T ) (|x˜− x˜′|2 + |x¯− x¯′|2) , ∀t ∈ [0, T ],
which is the desired result.
Step 2 (The term (iii)). Applying G-Itoˆ’s formula again, we deduce that
e
η
ε
t
∣∣∣Xε,xt ∣∣∣2 − |x¯|2 −M ′t − ηε
∫ t
0
e
η
ε
s
∣∣∣Xε,xs ∣∣∣2 ds
≤ 2
ε
∫ t
0
e
η
ε
s
[〈
X
ε,x
s , b(X˜
ε,x
s , X
ε,x
s )
〉
+G
((
σ(X˜ε,xs , X
ε,x
s )
)⊤
σ(X˜ε,xs , X
ε,x
s )
)]
ds,
(14)
where M ′t is a symmetric G-martingale with M
′
0 = 0.
In view of assumptions (H1) and (H2), we get that
2
〈
X
ε,x
s , b(X˜
ε,x
s , X
ε,x
s )
〉
+ 2G
((
σ(X˜ε,xs , X
ε,x
s )
)⊤ (
σ(X˜ε,xs , X
ε,x
s )
))
≤ 2
〈
X
ε,x
s , b(X˜
ε,x
s , X
ε,x
s )− b(X˜ε,xs , 0)
〉
+ C(L1)
(∣∣∣Xε,xs ∣∣∣+ ∣∣∣Xε,xs ∣∣∣ ∣∣∣X˜ε,xs ∣∣∣+ ∣∣∣X˜ε,xs ∣∣∣2)
+ 2G
((
σ(X˜ε,xs , X
ε,x
s )− σ(X˜ε,xs , 0)
)⊤ (
σ(X˜ε,xs , X
ε,x
s )− σ(X˜ε,xs , 0)
))
≤ −η
∣∣∣Xε,xs ∣∣∣2 + C(L1, η)(1 + ∣∣∣X˜ε,xs ∣∣∣2) .
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It follows from inequality (14) that
Eˆ
[∣∣∣Xε,xt ∣∣∣2] ≤ e−ηε t|x¯|2 + C(L1, η)ε
∫ t
0
e
η
ε
(s−t)
(
1 + Eˆ
[∣∣∣X˜ε,xs ∣∣∣2]) ds, ∀t ∈ [0, T ]. (15)
On the other hand, using inequality (15) and by a similar analysis as step 1, we obtain that
Eˆ
[
sup
0≤s≤t
∣∣∣X˜ε,xs ∣∣∣2] ≤3|x˜|2 + C(L1, T )∫ t
0
Eˆ
[
1 +
∣∣∣Xε,xs ∣∣∣2 + ∣∣∣X˜ε,xs ∣∣∣2] ds
≤C(L1, T )
(
1 + |x˜|2 + ε|x¯|2 +
∫ t
0
Eˆ
[
sup
0≤r≤s
∣∣∣X˜ε,xr ∣∣∣2] ds)
Consequently, it holds that
Eˆ
[
sup
0≤s≤T
∣∣∣X˜ε,xs ∣∣∣2]+ sup
0≤t≤T
Eˆ
[∣∣∣Xε,xt ∣∣∣2] ≤ C(L1, η, T ) (1 + |x˜|2 + |x¯|2) .
The proof is complete.
Then, we have the following asymptotic properties of uε.
Lemma 4.2 Let ϕ be in Cb.lip(R
n). Suppose assumptions (H1) and (H2) are satisfied. Then, there
exist a sequence εm ↓ 0, m ≥ 1 and a function u˜∗ ∈ Cb([0, T ] × Rn), such that for each s, t ∈ [0, T ]
and x = (x˜, x¯) ∈ R2n,
(i) lim
m→∞
uεm(t, x˜, x¯) = u˜∗(t, x˜),
(ii) lim
m→∞
Eˆ
[∣∣∣uεm(s, X˜εm,xt , Xεm,xt )− u˜∗(s, X˜εm,xt )∣∣∣] = 0.
Proof. From Lemma 4.1, we have that, for any s, t ∈ [0, T ] and x, x′ ∈ R2n,
Eˆ
[∣∣∣X˜ε,xt − X˜ε,x′s ∣∣∣2] ≤2Eˆ [∣∣∣X˜ε,xt − X˜ε,xs ∣∣∣2]+ 2Eˆ [∣∣∣X˜ε,xs − X˜ε,x′s ∣∣∣2]
≤C(L1, η, T )
(
(1 + |x|2)|t− s|+ |x˜− x˜′|2 + ε|x¯− x¯′|2) .
It follows from the definition of uε that |uε(t, x˜, x¯)| ≤ C(ϕ) and
|uε(t, x˜, x¯)− uε(s, x˜′, x¯′)| ≤ Eˆ
[∣∣∣ϕ(X˜ε,xt )− ϕ(X˜ε,x′s )∣∣∣] ≤ C(ϕ)Eˆ [∣∣∣X˜ε,xt − X˜ε,x′s ∣∣∣]
≤ C(L1, η, T, ϕ)
(
(1 + |x|)
√
|t− s|+ |x˜− x˜′|+√ε|x¯− x¯′|
)
.
Thus, by the Arzela`-Ascoli theorem, we can find a sequence εm ↓ 0, such that uεm(t, x˜, x¯) is a Cauchy
sequence for any (t, x˜, x¯) ∈ [0, T ]× R2n. Denote u˜∗(t, x˜, x¯) := lim
m→∞u
εm(t, x˜, x¯). It is obvious that
|u˜∗(t, x˜, x¯)− u˜∗(s, x˜′, x¯′)| ≤ C(L1, η, T, ϕ)
(
(1 + |x|)
√
|t− s|+ |x˜− x˜′|
)
, ∀x¯, x¯′ ∈ Rn,
which indicates that u˜∗ is independent of the argument x¯.
Next, we will prove the term (ii). For each N > 0, we get that
Eˆ
[∣∣∣uεm(s, X˜εm,xt , Xεm,xt )− u˜∗(t, X˜εm,xt )∣∣∣]
≤ Eˆ
[∣∣∣uεm(s, X˜εm,xt , Xεm,xt )− u˜∗(s, X˜εm,xt )∣∣∣ I{|X˜εm,xt |≤N}I{|Xεm,xt |≤N}]
+ C(ϕ)Eˆ
[
I{|X˜εm,xt |≥N} + I{|Xεm,xt |≥N}
]
≤ sup
s∈[0,T ],|x˜|,|x¯|≤N
|uεm(s, x˜, x¯)− u˜∗(s, x˜)|+ C(ϕ)
N
Eˆ
[∣∣∣X˜εm,xt ∣∣∣+ ∣∣∣Xεm,xt ∣∣∣] .
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Note that uεm converges uniformly to u˜∗ on every compact subset of [0, T ]×R2n. Thus, with the help
term (iii) of Lemma 4.1, we conclude that
lim sup
m→0
Eˆ
[∣∣∣uεm(s, X˜εm,xt , Xεm,xt )− u˜∗(s, X˜εm,xt )∣∣∣] ≤ C(L1, η, T, ϕ)N (1 + |x˜|+ |x¯|).
Sending N →∞ yields the desired result.
Next, we show that the above function u˜∗ is the viscosity solution to PDE (9). For this purpose,
we need the following two results.
Lemma 4.3 Suppose (H1) and (H3) hold. Then, for any p ≥ 2 and t, s ∈ [0, T ],
Eˆ
[
sup
0≤s≤T
∣∣∣X˜ε,xs ∣∣∣p] ≤ C(L1, L2, p, T ) (1 + |x˜|p) ,
Eˆ
[∣∣∣X˜ε,xt − X˜ε,xs ∣∣∣p] ≤ C(L1, L2, p, T ) (1 + |x˜|p) |t− s| p2 .
Proof. The proof is immediate from BDG’s inequality and Gronwall’s inequality.
Lemma 4.4 Suppose (H1) holds. Then, for each ρ ∈ L1G(Ω) and element Γ ∈ S(n), it holds that
Eˆ
[
ρ+
〈
Γ
∫ t
0
σ˜(Xε,xs )dBs,
∫ t
0
σ˜(Xε,xs )dBs
〉
−
∫ t
0
σ˜Γ(Xε,xs )d〈B〉s
]
= Eˆ [ρ] , ∀t > 0,
where σ˜Γ is given by Lemma 3.2.
Proof. Suppose that {Mt}t≥0 is a symmetric G-martingale, i.e., −Eˆ [−Mt] = Eˆ [Mt]. Then, using
the property of G-expectation (see Proposition 3.6 in Chap. I of [31]), we get that
Eˆ [ρ+Mt] = Eˆ [ρ] . (16)
On the other hand, applying G-Itoˆ’s formula and recalling the definition of σ˜Γ, we can get that,〈
Γ
∫ t
0
σ˜(Xε,xs )dBs,
∫ t
0
σ˜(Xε,xs )dBs
〉
−
∫ t
0
σ˜Γ(Xε,xs )d〈B〉s
is a symmetric G-martingale. It follows from equation (16) that the desired result holds.
Lemma 4.5 Assume all the conditions of Lemma 4.2 are satisfied. Furthermore, suppose assumption
(H3) holds. Then, u˜∗ is the unique viscosity solution to PDE (9).
Proof. The uniqueness can be obtained by applying Lemma B.1 in appendix B. It suffices to prove
that u˜∗ is a viscosity subsolution, since the other case can be proved in a similar fashion. Without
loss of generality, assume that h˜ij , hij = 0, i, j = 1, . . . , d.
Note that u˜∗ is a bounded function. Then, assume that the test function ψ ∈ C3b ([0, T ] × Rn)
satisfies that ψ ≥ u˜∗ and ψ(t, x˜) = u˜∗(t, x˜) for some point (t, x˜) ∈ (0, T )× Rn, where C3b ([0, T ]× Rn)
is the space of the bounded real-valued functions that are continuously differentiable up to the third
order and whose derivatives of order from 1 to 3 are bounded. We need to prove that
H(t, x˜, ψ) := ∂tψ(t, x˜)− G˜(x˜, Dψ(t, x˜), D2ψ(t, x˜)) ≤ 0. (17)
The proof is divided into the following four steps.
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Step 1 (Dynamic programming principle). Use the same notations as Lemma 4.2. Recalling
equation (4), we obtain that, for each δ ∈ (0, 1) and for any x¯ ∈ Rn
uεm(t, x˜, x¯) = Eˆ
[
uεm(t− δ, X˜εm,xδ , X
εm,x
δ )
]
,
which together with term (ii) of Lemma 4.2 implies that
u˜∗(t, x˜) = lim
m→∞ Eˆ
[
u˜∗(t− δ, X˜εm,xδ )
]
.
It follows that
ψ(t, x˜) ≤ lim sup
m→∞
Eˆ
[
ψ(t− δ, X˜εm,xδ )
]
. (18)
Step 2 (The subsolution property). For each m ≥ 1, define
ξ1,m =
∫ δ
0
b˜(X˜εm,xs , X
εm,x
s )ds and ξ
2,m =
∫ δ
0
σ˜(X˜εm,xs , X
εm,x
s )dBs.
Note that
ψ(t− δ, X˜εm,xδ )− ψ(t, x˜) = ψ(t− δ, X˜εm,xδ )− ψ(t, X˜εm,xδ ) + ψ(t, X˜εm,xδ )− ψ(t, x˜). (19)
Then, applying Taylor’s expansion yields that,
ψ(t− δ, X˜εm,xδ )− ψ(t, X˜εm,xδ ) = −∂tψ(t, x˜)δ + ǫ1,m,
ψ(t, X˜εm,xδ )− ψ(t, x˜) =
〈
Dψ(t, x˜),
(
ξ1,m + ξ2,m
)〉
+
1
2
〈
D2ψ(t, x˜)ξ2,m, ξ2,m
〉
+ ǫ2,m,
with
ǫ1,m = δ
∫ 1
0
[
−∂tψ(t− αδ, X˜εm,xδ ) + ∂tψ(t, x˜)
]
dα,
ǫ2,m =
∫ 1
0
〈
Dψ(t, x˜ + ξ2,m + αξ1,m)−Dψ(t, x˜), ξ1,m〉 dα
+
∫ 1
0
∫ 1
0
〈(
D2ψ(t, x˜+ αβξ2,m)−D2ψ(t, x˜)) ξ2,m, ξ2,m〉αdβdα.
Denote Jm by
Jm := −∂tψ(t, x˜)δ +
〈
Dψ(t, x˜), ξ1,m
〉
+ γm and γm :=
1
2
∫ δ
0
σ˜D
2ψ(t,x˜)(X˜εm,xs , X
εm,x
s )d〈B〉s.
In view of the equation (19), we deduce that
ψ(t− δ, X˜εm,xδ )− ψ(t, x˜) = Jm +
1
2
〈
D2ψ(t, x˜)ξ2,m, ξ2,m
〉− γm + 〈Dψ(t, x˜), ξ2,m〉+ ǫ1,m + ǫ2,m.
Note that
〈
Dψ(t, x˜), ξ2,m
〉
has no mean uncertainty. Thus, with the help of Lemma 4.4, we obtain
that∣∣∣Eˆ[ψ(t− δ, X˜εm,xδ )]− ψ(t, x˜)− Eˆ [Jm]∣∣∣ = ∣∣∣Eˆ [Jm + ǫ1,m + ǫ2,m]− Eˆ [Jm]∣∣∣ ≤ Eˆ[|ǫ1,m|+ |ǫ2,m|].
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Note that δ < 1. Recalling assumption (H3) and Lemma 4.3, we get that
Eˆ[|ξ1,m|2] ≤ C(L1, L2)(1 + |x˜|2)|δ|2 and Eˆ[|ξ2,m|3] ≤ C(L1, L2)(1 + |x˜|3)|δ| 32 .
Then, from the definition of ǫi,m, i = 1, 2, we derive that
Eˆ[|ǫ1,m|+ |ǫ2,m|] ≤ C(L1, L2, ψ)(1 + |x˜|3)|δ| 32 ,
which indicates that∣∣∣Eˆ[ψ(t− δ, X˜εm,xδ )]− ψ(t, x˜)− Eˆ [Jm]∣∣∣ ≤ C(L1, L2, ψ)(1 + |x˜|3)|δ| 32 . (20)
We claim that∣∣∣Eˆ [Jm] +H(t, x˜, ψ)δ∣∣∣ ≤ C(L1, L2, η, ψ)(1 + |x|3)(εm
δm
+
√
δm +
√
δ +
√
ρm
)
δ, (21)
whose proof will be given in step 4. Here the constants δm and ρm will be given in step 3.
From the inequalities (20) and (21), we derive that∣∣∣Eˆ[ψ(t− δ, X˜εm,xδ )]− ψ(t, x˜) +H(t, x˜, ψ)δ∣∣∣ ≤ C(L1, L2, η, ψ)(1 + |x|3)(εmδm +√δm +√δ +√ρm
)
δ,
which implies that
1
δ
(
Eˆ[ψ(t− δ, X˜εm,xδ )]− ψ(t, x˜)
)
≤ −H(t, x˜, ψ) + C(L1, L2, η, ψ)(1 + |x|3)
(
εm
δm
+
√
δm +
√
δ +
√
ρm
)
.
Consequently, we put the above inequality into the equation (18), and obtain that, for each δ ∈ (0, 1),
0 ≤ lim sup
m→∞
1
δ
(
Eˆ[ψ(t− δ, X˜εm,xδ )]− ψ(t, x˜)
)
≤ −H(t, x˜, ψ) + C(L1, L2, η, ψ)(1 + |x|3)
√
δ,
where we have using the fact that δm,
εm
δm
, ρm converge to 0 as m → ∞. Sending δ → 0 yields that
H(t, x˜, ψ) ≤ 0, which is the desired result.
Setp 3 (Khasminskii’s discretization). In order to prove the inequality (21), we shall introduce
Khasminskii’s discretization for the fast component X
ε,x
. For each positive integer m, we define
δm := εm
4
√
ln ε−1m .
Note that δm converges to 0 as m→∞. Then, we split the time interval [0, δ] in length δm for large
enough m. Next, consider the following auxiliary stochastic process, for any s ∈ [lδm, (l + 1)δm ∧ δ),
l = 0, . . . , Nm with Nm := [ δδm ],
X
D,εm,x
s = X
εm,x
lδm +
∫ s
lδm
b(X˜εm,xlδm , X
D,εm,x
r )
εm
dr +
∫ s
lδm
σ(X˜εm,xlδm , X
D,εm,x
r )√
εm
dBr,
which is well-posed in light of the assumption (H1).
By Lemma 4.3 and a standard calculus forG-SDEs, we could get that, for any s ∈ [lδm, (l+1)δm∧δ),
Eˆ
[∣∣∣Xεm,xs −XD,εm,xs ∣∣∣2]
≤ C(L1)
( δm
|εm|2 +
1
εm
) ∫ s
lδm
(
Eˆ
[∣∣∣X˜εm,xr − X˜εm,xlδm ∣∣∣2]+ Eˆ [∣∣∣Xεm,xr −XD,εm,xr ∣∣∣2]) dr
≤ C(L1, L2)
( δm
|εm|2 +
1
εm
)(
(1 + |x˜|2)|δm|2 +
∫ s
lδm
Eˆ
[∣∣∣Xεm,xr −XD,εm,xr ∣∣∣2 dr]) ,
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which together with Gronwall’s inequality implies that,
Eˆ
[∣∣∣Xεm,xs −XD,εm,xs ∣∣∣2] ≤ (1 + |x˜|2)ρm (22)
with
ρm := C(L1, L2)
( δm
|εm|2 +
1
εm
)
|δm|2 exp
(
C(L1, L2)
(
δm
|εm|2 +
1
εm
)
δm
)
.
Recalling the choice of δm, one can easily check that ρm converges to 0 as m→∞.
Step 4 (The proof of the inequality (21)). For each l = 0, . . . , Nm, set
ξ1,m,l =
∫ (l+1)δm∧δ
lδm
b˜(X˜εm,xs , X
εm,x
s )ds, ξ
D,1,m,l =
∫ (l+1)δm∧δ
lδm
b˜(X˜εm,xlδm , X
D,εm,x
s )ds,
γD,m,l =
1
2
d∑
i,j=1
∫ (l+1)δm∧δ
lδm
σ˜
D2ψ(t,x˜)
ij (X˜
εm,x
lδm
, X
D,εm,x
s )d〈Bi, Bj〉s,
and
JD,m,l := −∂tψ(t, x˜)((l + 1)δm ∧ δ − lδm) +
〈
Dψ(t, x˜), ξD,1,m,l
〉
+ γD,m,l.
From Lemma 4.3 and the equation (22), we get that
Eˆ
[∣∣∣∣∣〈Dψ(t, x˜), ξ1,m〉−
Nm∑
l=0
〈
Dψ(t, x˜), ξD,1,m,l
〉∣∣∣∣∣
]
≤
Nm∑
l=0
C(ψ)Eˆ
[∣∣ξ1,m,l − ξD,1,m,l∣∣]
≤
Nm∑
l=0
C(L1, ψ)
∫ (l+1)δm∧δ
lδm
Eˆ
[∣∣∣X˜εm,xs − X˜εm,xlδm ∣∣∣+ ∣∣∣Xεm,xs −XD,εm,xs ∣∣∣] ds
≤
Nm∑
l=0
C(L1, L2, ψ)(1 + |x˜|)
(√
δm +
√
ρm
)
δm ≤ C(L1, L2, ψ)(1 + |x˜|)
(√
δm +
√
ρm
)
δ,
where we have used the fact that Nmδm ≤ δ ≤ (Nm + 1)δm in the last inequality. By a similar way,
we could obtain that
Eˆ
[∣∣∣∣∣γm −
Nm∑
l=0
γD,m,l
∣∣∣∣∣
]
≤ C(L1, L2, ψ)(1 + |x˜|2)
(√
δm +
√
ρm
)
δ.
Thus, it follows from the definition of Jm that
Eˆ
[∣∣∣∣∣Jm −
Nm∑
l=0
JD,m,l
∣∣∣∣∣
]
=Eˆ
[∣∣∣∣∣〈Dψ(t, x˜), ξ1,m〉+ γm −
Nm∑
l=0
〈
Dψ(t, x˜), ξD,1,m,l
〉− Nm∑
l=0
γD,m,l
∣∣∣∣∣
]
≤C(L1, L2, ψ)(1 + |x˜|2)
(√
δm +
√
ρm
)
δ.
(23)
Now, with the help of term (iv) of Lemma 3.3 and Lemma 4.3, we have that,
Eˆ
[∣∣∣G(X˜ε,xlδm , Dψ(t, x˜), D2ψ(t, x˜)) −G(x˜, Dψ(t, x˜), D2ψ(t, x˜))∣∣∣]
≤ C(L1, L2, η)
(|Dψ(t, x˜)|+ ∣∣D2ψ(t, x˜)∣∣) Eˆ [(1 + ∣∣∣X˜ε,xlδm ∣∣∣2 + |x˜|2) ∣∣∣X˜ε,xlδm − x˜∣∣∣]
≤ C(L1, L2, η, ψ)
(
Eˆ
[(
1 +
∣∣∣X˜ε,xlδm ∣∣∣2 + |x˜|2)2
]
Eˆ
[∣∣∣X˜ε,xlδm − x˜∣∣∣2]
) 1
2
≤ C(L1, L2, η, ψ)(1 + |x˜|3)
√
δ.
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On the other hand, applying Lemma 4.1 and Lemma 4.7 yields that,
Eˆ
[∣∣∣Eˆlδ [〈Dψ(t, x˜), ξD,1,m,l〉+ γD,m,l]−G(X˜ε,xlδm , Dψ(t, x˜), D2ψ(t, x˜))((l + 1)δm ∧ δ − lδm)∣∣∣]
≤ C(L1, L2, η, ψ)εmEˆ
[(
1 + |X˜εm,xlδm |2 + |X
εm,x
lδm |2
)]
≤ C(L1, L2, η, ψ)(1 + |x|2)εm.
Then, by the definition of H (see inequality (17)) and the above two inequalities, we derive that, for
each l = 1, . . . , Nm,
Eˆ
[∣∣∣Eˆlδ [JD,m,l]+H(t, x˜, ψ)((l + 1)δm ∧ δ − lδm)∣∣∣]
= Eˆ
[∣∣∣Eˆlδ [〈Dψ(t, x˜), ξD,1,m,l〉+ γD,m,l]−G(x˜, Dψ(t, x˜), D2ψ(t, x˜))((l + 1)δm ∧ δ − lδm)∣∣∣]
≤ Eˆ
[∣∣∣Eˆlδ [〈Dψ(t, x˜), ξD,1,m,l〉+ γD,m,l]−G(X˜ε,xlδm , Dψ(t, x˜), D2ψ(t, x˜))((l + 1)δm ∧ δ − lδm)∣∣∣]
+ Eˆ
[∣∣∣G(X˜ε,xlδm , Dψ(t, x˜), D2ψ(t, x˜))−G(x˜, Dψ(t, x˜), D2ψ(t, x˜))∣∣∣] ((l + 1)δm ∧ δ − lδm)
≤ C(L1, L2, η, ψ)(1 + |x|3)
(
εm +
√
δ((l + 1)δm ∧ δ − lδm)
)
.
It follows that∣∣∣∣∣Eˆ
[
Nm∑
l=0
JD,m,l
]
+H(t, x˜, ψ)δ
∣∣∣∣∣ =
∣∣∣∣∣Eˆ
[
Nm−1∑
l=0
JD,m,l + EˆNmδ
[
JD,m,N
m
]]
+H(t, x˜, ψ)δ
∣∣∣∣∣
≤
∣∣∣∣∣Eˆ
[
Nm−1∑
l=0
JD,m,l
]
+H(t, x˜, ψ)Nmδm
∣∣∣∣∣+ Eˆ [∣∣∣EˆNmδ [JD,m,Nm]+H(t, x˜, ψ)(δ −Nmδm)∣∣∣]
≤ · · · · · · · · ·
≤
Nm∑
l=0
Eˆ
[∣∣∣Eˆlδm [JD,m,l]+H(t, x˜, ψ)((l + 1)δm ∧ δ − lδm)∣∣∣] ≤ C(L1, L2, η, ψ)(1 + |x|3)(εmδm +√δ
)
δ.
Consequently, in view of the inequality (23), we deduce that∣∣∣Eˆ [Jm] +H(t, x˜, ψ)δ∣∣∣ ≤ C(L1, L2, η, ψ)(1 + |x|3)(εm
δm
+
√
δm +
√
δ +
√
ρm
)
δ.
The proof is complete.
Remark 4.6 The assumption (H3) is used for establishing uniform L3G-estimate for the slow diffusion
process, which is crucial for inequality (20) in our setting. Indeed, one could strengthen the assumption
(H2) to remove (H3); see [19].
Lemma 4.7 Suppose that (p,A) is in Rn×S(n). Then, for each s ∈ [lδm, (l+1)δm∧δ], l = 0, . . . , Nm,
it holds that∣∣∣∣Eˆlδm [∫ s
lδm
〈p, b˜(X˜εm,xlδm , X
D,εm,x
r )〉dr +
∫ s
lδm
σ˜A(X˜εm,xlδm , X
D,εm,x
r )d〈B〉r
]
− G˜(X˜ε,xlδm , p, A)(s− lδm)
∣∣∣∣
≤ C(L1, L2, η)εm(|p|+ |A|)
(
1 + |X˜εm,xlδm |2 + |X
εm,x
lδm |2
)
.
Proof. Consider the following G-SDE: for each x = (x˜, x¯) ∈ R2n,
X
′,ε,(x˜,x¯)
t = x¯+
∫ t
0
b(x˜, X
′,ε,(x˜,x¯)
r )
ε
dr +
∫ t
0
σ(x˜, X
′,ε,(x˜,x¯)
r )√
ε
dBr.
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Recalling equation (5), we get that
X
(x˜,x¯)
t
εm
=x¯+
1
εm
∫ t
0
b(x˜, X
(x˜,x¯)
r
εm
)dr +
1√
εm
∫ t
0
σ(x˜, X
(x˜,x¯)
r
εm
)dBεmr ,
where (Bεmr =
√
εmB r
εm
)r≥0 also is a G-Brownian motion. Then, by a standard approximation
method, we derive that (X
′,εm,(x˜,x¯)
t , Bt) has the same distribution as (X
(x˜,x¯)
t
εm
, Bεmt ). It follows that
Eˆ
∫ t
0
〈p, b˜(x˜, X ′,εm,(x˜,x¯)r )〉dr +
1
2
d∑
i,j=1
∫ t
0
σ˜Aij(x˜, X
′,εm,(x˜,x¯)
r )d〈Bi, Bj〉r

= Eˆ
∫ t
0
〈p, b˜(x˜, X(x˜,x¯)r
εm
)〉dr + 1
2
d∑
i,j=1
∫ t
0
σ˜Aij(X
(x˜,x¯)
r
εm
)d〈Bεm,i, Bεm,j〉r

= εmEˆ
∫ tεm
0
〈p, b˜(x˜, Xxr )〉dr +
1
2
d∑
i,j=1
∫ t
εm
0
σ˜Aij(x˜, X
x
r )d〈Bi, Bj〉r
 ,
which together with inequality (7) yields that, for each t > 0,∣∣∣∣∣∣Eˆ
∫ t
0
〈p, b˜(x˜, X ′,εm,(x˜,x¯)r )〉dr +
1
2
d∑
i,j=1
∫ t
0
σ˜Aij(x˜, X
′,εm,(x˜,x¯)
r )d〈Bi, Bj〉r
− G˜(x˜, p, A)t
∣∣∣∣∣∣
≤ C(L1, L2, η)εm(|p|+ |A|)(1 + |x˜|2 + |x¯|2).
(24)
On the other hand, recalling the definition X
D,εm,x
and using the Markov property (see term (7)
of Theorem 5.1 in [18]), we conclude that
Eˆlδm
∫ s
lδm
〈p, b˜(X˜εm,xlδm , X
D,εm,x
r )〉dr +
1
2
d∑
i,j=1
∫ s
lδm
σ˜Aij(X˜
εm,x
lδm
, X
D,εm,x
r )d〈Bi, Bj〉r

= Eˆ
[∫ s−lδm
0
〈
p, b˜(x˜′, X
′,εm,(x˜′,x¯′)
r )
〉
dr +
1
2
∫ s−lδm
0
σ˜A(x˜′, X
′,εm,(x˜′,x¯′)
r )d〈B〉r
]
(x˜′,x¯′)=(X˜εm,x
lδm
,X
εm,x
lδm
)
,
which together with the inequality (24) indicates the desired result. This ends the proof.
Finally, we are ready to complete the proofs of Theorem 3.6 and Theorem 3.9.
The proof of Theorem 3.6. Without loss of generality, assume that t ∈ [0, T ]. Let (t, x˜, x¯) ∈
[0, T ]× R2n be fixed. Denote by u˜ϕ the solution to PDE (9) with the initial condition ϕ. Similarly,
we can define uϕ,ε. The proof is divided into the following two steps.
Step 1 (ϕ ∈ Cb.lip(Rn)). Suppose that the sequence (εl)l≥1 converges to 0. Then, from Lemma
4.2, we can find a subsequence (εlm)m≥1 that u
ϕ,εlm converges to some function u˜ϕ,∗ ∈ Cb([0, T ]×Rn)
on [0, T ]×R2n. Applying Lemma 4.5 yields that u˜ϕ,∗ is a viscosity solution to the averaged PDE (9).
It follows from Lemma B.1 in appendix B that u˜ϕ,∗ ≡ u˜ϕ. Thus, we derive that
lim
m→∞u
ϕ,εlm (t, x˜, x¯) = u˜ϕ(t, x˜),
which implies the desired result.
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Step 2 (ϕ ∈ C(Rn) of polynomial growth). For each positive integer N , we can find a function
ϕN ∈ Cb.lip(Rn) so that
|ϕN (x˜′)− ϕ(x˜′)| ≤ C(ϕ)1 + |x˜
′|C(ϕ)
N
, ∀x˜′ ∈ Rn.
With the help of Lemma 4.3, we have that, for any (s, x′) ∈ [0, T ]× R2n,
Eˆ
[∣∣∣ϕN (X˜ε,x′s )− ϕ(X˜ε,x′s )∣∣∣] ≤ C(ϕ)1 + Eˆ
[∣∣∣X˜ε,x′s ∣∣∣C(ϕ)]
N
≤ C(L1, L2, T, ϕ)1 + |x˜
′|C(ϕ)
N
. (25)
Then, from inequality (25), we get that
lim inf
ε→0
Eˆ
[
ϕ(X˜ε,x
′
s )
]
≥ −C(L1, L2, T, ϕ)1 + |x˜
′|C(ϕ)
N
+ lim
ε→0
Eˆ
[
ϕN (X˜
ε,x′
s )
]
,
lim sup
ε→0
Eˆ
[
ϕ(X˜ε,x
′
s )
]
≤ C(L1, L2, T, ϕ)1 + |x˜
′|C(ϕ)
N
+ lim
ε→0
Eˆ
[
ϕN (X˜
ε,x′
s )
]
,
which implies that
lim sup
ε→0
Eˆ
[
ϕ(X˜ε,x
′
s )
]
≤ lim inf
ε→0
Eˆ
[
ϕ(X˜ε,x
′
s )
]
+ C(L1, L2, T, ϕ)
1 + |x˜′|C(ϕ)
N
.
Sending N →∞, we deduce that lim
ε→0
Eˆ
[
ϕ(X˜ε,x
′
s )
]
exists. Moreover, recalling equation (25), we obtain
that
lim
ε→0
Eˆ
[
ϕ(X˜ε,x
′
s )
]
= lim
N→∞
lim
ε→0
Eˆ
[
ϕN (X˜
ε,x′
s )
]
= lim
N→∞
u˜ϕN (s, x˜′) =: u˜ϕ,∗(s, x˜′).
On the other hand, applying equation (25) again, we get that
|u˜ϕN (s, x˜′)− u˜ϕ,∗(s, x˜′)| = lim
ε→0
∣∣∣Eˆ [ϕN (X˜ε,x′s )]− Eˆ [ϕ(X˜ε,x′s )]∣∣∣ ≤ C(ϕ)1 + |x˜′|C(ϕ)N ,
which indicates that u˜ϕN converges uniformly to u˜ϕ,∗ on each compact subset of [0, T ]× R2n. In the
spirit of Proposition 4.3 in [9] and Lemma B.1 in appendix B, we conclude that u˜ϕ,∗ is the unique
viscosity solution to the averaged PDE (9). The proof is complete.
The proof of Theorem 3.9. It suffices to prove the case that k = 2, since other cases can be
proved by iterative method. Without loss of generality, assume that t1, t2 ∈ [0, T ].
From Theorem 3.6 and Lemma 4.3, it is easy to check that ϕ1(x˜1) = lim
ε→0
Eˆ[ϕ(x˜1, X˜
ε,(x˜1,0)
t2−t1 )] is
well-defined and of polynomial growth. We claim that
(x˜1, x¯1)→ Eˆ
[
ϕ(x˜1, X˜
ε,(x˜1,x¯1)
t2−t1 )
]
uniformly converges to ϕ1(x˜1) on each compact subset of R2n,
whose proof will be given later.
According to the Markov property (see [18]) and Lemma 4.3, we conclude that,∣∣∣Eˆ [ϕ(X˜ε,xt1 , X˜ε,xt2 )]− Eˆ [ϕ1(X˜ε,xt1 )]∣∣∣ ≤ Eˆ [∣∣∣∣Eˆ [ϕ(x˜1, X˜ε,(x˜1,x¯1)t2−t1 )](x˜1,x¯1)=(X˜ε,xt1 ,Xε,xt1 ) − ϕ1(X˜ε,xt1 )
∣∣∣∣]
≤ sup
|x˜1|,x¯1|≤N
∣∣∣Eˆ [ϕ(x˜1, X˜ε,(x˜1,x¯1)t2−t1 )]− ϕ1(x˜1)∣∣∣ + C(L1, L2, T, ϕ)N Eˆ
[(
1 +
∣∣∣X˜ε,xt1 ∣∣∣C(ϕ) + ∣∣∣Xε,xt1 ∣∣∣)]
≤ sup
|x˜1|,x¯1|≤N
∣∣∣Eˆ [ϕ(x˜1, X˜ε,(x˜1,x¯1)t2−t1 )]− ϕ1(x˜1)∣∣∣ + C(L1, L2, T, ϕ)N (1 + |x|C(ϕ)), ∀N ≥ 1,
19
where we have used Lemma 4.1 in the last inequality. It follows that
lim sup
ε→0
∣∣∣Eˆ [ϕ(X˜ε,xt1 , X˜ε,xt2 )]− Eˆ [ϕ1(X˜ε,xt1 )]∣∣∣ ≤ C(L1, L2, T, ϕ)N (1 + |x|C(ϕ)).
Sending N → 0, we obtain that
lim
ε→0
Eˆ
[
ϕ(X˜ε,xt1 , X˜
ε,x
t2 )
]
= lim
ε→0
Eˆ
[
ϕ1(X˜ε,xt1 )
]
,
which is the desired result.
Now, we shall prove the above claim. For each positive integer N , we can find a function ϕN ∈
Cb.lip(R
2n) so that
|ϕN (x˜1, x˜2)− ϕ(x˜1, x˜2)| ≤ C(ϕ)1 + |x˜
1|C(ϕ) + |x˜2|C(ϕ)
N
, ∀x˜1, x˜2 ∈ Rn.
Thus, according to Lemma 4.3, we have that∣∣∣Eˆ [ϕ(x˜1, X˜ε,(x˜1,x¯1t2−t1 )]− ϕ1(x˜1)∣∣∣
≤
∣∣∣Eˆ [ϕ(x˜1, X˜ε,(x˜1,x¯1)t2−t1 )]− Eˆ [ϕN (x˜1, X˜ε,(x˜1,x¯1)t2−t1 )]∣∣∣+ ∣∣∣Eˆ[ϕN (x˜1, X˜ε,(x˜1,x¯1)t2−t1 )]− ϕ1N (x˜1)∣∣∣+ ∣∣ϕ1N (x˜1)− ϕ1(x˜1)∣∣
≤
∣∣∣Eˆ [ϕN (x˜1, X˜ε,(x˜1,x¯1)t2−t1 )]− ϕ1N (x˜1)∣∣∣+ C(L1, L2, T, ϕ)1 + |x˜1|C(ϕ)N .
On the other hand, by a similar analysis as Lemma 4.2, it is easy to check that Eˆ[ϕN (x˜
1, X˜
ε,(x˜1,x¯1)
t2−t1 )]
uniformly converges to ϕ1N (x˜
1) on each compact subset of R2n. Consequently, from the above inequal-
ity, we get that the claim holds. The proof is complete.
Appendix A: Ergodic theory in the G-expectation framework
In the following, we shall recall some basic results about ergodic G-BSDE: for each x ∈ Rn and for
any 0 ≤ t ≤ T <∞,
Xxt = x+
∫ t
0
b(Xxs )ds+
d∑
i,j=1
∫ t
0
hij(X
x
s )d〈Bi, Bj〉s +
∫ t
0
σ(Xxs )dBs,
Y xt = Y
x
T +
∫ T
t
(g(Xxs )− λ) ds+
d∑
i,j=1
∫ T
t
g′ij(X
x
s )d〈Bi, Bj〉s −
∫ T
t
Zxs dBs − (KxT −Kxt ),
(26)
where b, hij = hji : R
n → Rn, σ : Rn → Rn×d and g, g′ij : Rn → R are deterministic functions
satisfying the following conditions.
(A1) There exists a constant κ > 0 such that for each x, x
′ ∈ Rn,
|ℓ(x)− ℓ(x′)| ≤ κ1|x− x′|, for ℓ = b, hij , σ, and |ℓ(x)− ℓ(x′)| ≤ κ2|x− x′|, for ℓ = g, g′.
(A2) There exists a constant η > 0 such that for each x, x
′ ∈ Rn,
G
(
(σ(x) − σ(x′))⊤(σ(x) − σ(x′)) + 2 [〈x− x′, hij(x) − hij(x′)〉]di,j=1
)
+ 〈x− x′, b(x)− b(x′)〉
≤ −η|x− x′|2.
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Lemma A.1 Under assumptions (A1) and (A2), there exists a constant C(κ1, η), such that for any
x, x′ ∈ Rn and t, s ≥ 0,
(i) Eˆ[|Xxt |2] ≤ C(κ1, η)(1 + |x|2 + |κ¯|2),
(ii) Eˆ[|Xxt −Xx
′
t |2] ≤ exp(−2ηt)|x− x′|2,
where κ¯ := max{|b(0)|, |σ(0)|, |hij(0)|, 1 ≤ i, j ≤ d}.
Proof. The proof is immediate from Lemma 3.2 of [19] or Lemma 4.1 of [22].
Let S0G(0, T ) = {h(t, Bt1∧t, · · ·, Btn∧t) : t1, . . . , tn ∈ [0, T ], h ∈ Cb.lip(Rn+1)}. For η ∈ S0G(0, T ),
set ‖η‖S2
G
= {Eˆ[supt∈[0,T ] |ηt|2]}
1
2 . Denote by S2G(0, T ) the completion of S
0
G(0, T ) under the norm
‖ · ‖S2
G
. For the sake of brevity, denote by S2G(0,∞) the collection of processes (Yt, Zt, At)t≥0 such
that, for each T > 0, (Yt)t∈[0,T ] ∈ S2G(0, T ), (Zt)t∈[0,T ] ∈M2G(0, T ;Rd) and (Kt)t∈[0,T ] ∈ S2G(0, T ) is a
continuous non-increasing G-martingale starting from origin.
Lemma A.2 Suppose that (A1) and (A2) hold. Then, the G-EBSDE (26) has a solution (Y x, Zx,Kx, λ) ∈
S
2
G(0,∞)× R for each x ∈ Rn, where the constant λ is independent of argument x. Moreover, there
exists a continuous function v satisfying
v(0) = 0, |v(x) − v(x′)| ≤ C(η)κ2|x− x′|, ∀x, x′ ∈ Rn,
such that Y xt = v(X
x
t ) for each (t, x) ∈ [0,∞)× Rn.
Proof. We shall give the sketch of the proof for readers’ convenience. Without loss of generality,
assume g′ij = 0. For each ǫ > 0, consider the following G-BSDE with infinite horizon:
Y ǫ,xt = Y
ǫ,x
T +
∫ T
t
(g(Xǫ,xs )− ǫY ǫ,xs ) ds−
∫ T
t
Zǫ,xs dBs − (Kǫ,xT −Kǫ,xt ), ∀0 ≤ t ≤ T <∞.
We define the function vǫ(x) := Y ǫ,x0 for each x ∈ Rn. Then from Lemma A.1, the proof of Theorem
3.1 and Lemma 4.2 of [22], we have that
|vǫ(x)| ≤ C(κ1, κ2, η)1 + |x|+ |κ¯|
ǫ
and |vǫ(x)− vǫ(x′)| ≤ C(η)κ2|x− x′|.
Denote vǫ(x) = vǫ(x)− vǫ(0). Note that vǫ(x) is a uniformly Lipschitz function. Thus, by a diagonal
procedure, we can construct a sequence ǫm ↓ 0 such that vǫm(x)→ v(x) for all x ∈ Rn and ǫmvǫm(0)→
λ for some real number λ. Finally, by a similar analysis as in Theorem 5.1 of [22], we can get the
desired result.
Then, we have the following asymptotic property, which can be seen as the ergodic theorem in the
G-expectation framework.
Lemma A.3 Assume conditions (A1) and (A2) hold. Then, for each T ∈ [0,∞), we have∣∣∣∣∣∣Eˆ
∫ T
0
g(Xxs )ds+
d∑
i,j=1
∫ T
0
g′ij(X
x
s )d〈Bi, Bj〉s
− λT
∣∣∣∣∣∣ ≤ C(κ1, η)κ2(1 + |x|+ |κ¯|), ∀x ∈ Rn.
where κ¯ and λ are given by Lemma A.1 and Lemma A.2, respectively. In particular,
λ = lim
T→∞
1
T
Eˆ
∫ T
0
g(Xxs )ds+
d∑
i,j=1
∫ T
0
g′ij(X
x
s )d〈Bi, Bj〉s
 .
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Proof. From equation (26), we get that
Y x0 = Eˆ
Y xT + ∫ T
0
g(Xxs )ds+
d∑
i,j=1
∫ T
0
g′ij(X
x
s )d〈Bi, Bj〉s − λT
 ,
which implies that∣∣∣∣∣∣Eˆ
∫ T
0
g(Xxs )ds+
d∑
i,j=1
∫ T
0
g′ij(X
x
s )d〈Bi, Bj〉s
− λT
∣∣∣∣∣∣
≤
∣∣∣∣∣∣Eˆ
Y xT + ∫ T
0
g(Xxs )ds+
d∑
i,j=1
∫ T
0
g′ij(X
x
s )d〈Bi, Bj〉s
− λT
∣∣∣∣∣∣+ Eˆ[|Y xT |] ≤ |Y x0 |+ Eˆ[|Y xT |].
Recalling Lemma A.2, there exists a constant C(η) such that
|Y xs | ≤ C(η)κ2|Xxs |, ∀s ≥ 0,
which together with the term (i) of Lemma A.1, indicates that
Eˆ [|Y xT |] ≤ C(η)κ2Eˆ[|XxT |] ≤ C(κ1, η)κ2(1 + |x|+ |κ¯|).
It follows that∣∣∣∣∣∣Eˆ
∫ T
0
g(Xxs )ds+
d∑
i,j=1
∫ T
0
g′ij(X
x
s )d〈Bi, Bj〉s
− λT
∣∣∣∣∣∣ ≤ C(κ1, η)κ2(1 + |x|+ |κ¯|),
which completes the proof.
Appendix B: Comparison theorem for the averaged PDE
In this appendix, we shall state the comparison theorem for PDE (9).
Lemma B.1 Let v˜1 be a viscosity subsolution and v˜2 be a viscosity supersolution to PDE (9) satisfying
the polynomial growth condition, respectively. Then v˜1 ≤ v˜2 on [0, T ] × Rn provided that v˜1|t=0 ≤
v˜2|t=0.
Proof. The main idea is from Theorem 8.6 in [14] and Theorem 2.2 in Appendix C of [31]. For
reader’s convenience, we shall give the sketch of the proof.
For some constant λ > 0 to be chosen below, we set ξ(x˜) := (1 + |x˜|2)l/2 and
v˜1(t, x˜) := v˜
1(t, x˜)ξ−1(x˜)e−λt, v˜2(t, x˜) := −v˜2(t, x˜)ξ−1(x˜)e−λt,
where l ≥ 2 is chosen to be large enough such that |v˜i| → 0 uniformly as x →∞. It is easy to check
that, v˜i is a bounded viscosity subsolution of
∂tv˜i + λv˜i − G˜∗i (x˜, v˜1, Dv˜1, D2v˜1) = 0,
where the function G˜∗1(x˜, v, p,X) = G˜
∗(x˜, v, p,X), G˜∗2(x˜, v, p,X) = −G˜∗(x˜,−v,−p,−X) and
G˜∗(x˜, v, p,X) : = e−λtξ−1G˜(x˜, eλt(pξ(x˜) + vη(x˜)), eλt(Xξ(x˜) + p⊗ η(x˜) + η(x˜)⊗ p+ vκ(x˜)))
= G˜(x˜, p+ vη(x˜)ξ−1(x˜), X + p⊗ η(x˜)ξ−1(x˜) + η(x˜)⊗ pξ−1(x˜) + vκ(x˜)ξ−1(x˜))
(27)
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for any (x˜, v, p,X) ∈ Rn × R× Rn × S(n). Here p⊗ η(x˜) = [piηj(x˜)]i,j and
η(x˜) := ξ−1(x˜)Dξ(x˜) = l(1 + |x˜|2)−1x˜,
κ(x˜) := ξ−1(x˜)D2ξ(x˜) = l(1 + |x˜|2)−1In + l(l− 2)(1 + |x˜|2)−2x˜⊗ x˜.
Note that l ≥ 2, η and κ are uniformly bounded functions. Then, using term (iv) of Lemma 3.3, we
could choose λ large enough, so that the function
v → −λv + G˜∗(x˜, v, p,X) is non-increasing for any (x˜, p,X) ∈ Rn × Rn × S(n). (28)
Next, we shall verify that G˜∗ satisfies the regularity condition (3.14) in [9] for the comparison
principle. Suppose that A,B ∈ S(n) satisfies(
A 0
0 B
)
≤ 3α
(
In −In
−In In
)
,
for some α > 0. Note that G(A) ≤ 12σ2tr[A] for any A ≥ 0. Then, we get that
Eˆ
 d∑
i,j=1
∫ T
0
σ˜Aij(x˜, X
(x˜,x¯)
s )d〈Bi, Bj〉s −
d∑
i,j=1
∫ T
0
σ˜−Bij (y˜, X
(y˜,x¯)
s )d〈Bi, Bj〉s

≤ 2Eˆ
[∫ T
0
G
(
σ˜⊤(x˜, X
(x˜,x¯)
s )Aσ˜(x˜, X
(x˜,x¯)
s ) + σ˜
⊤(y˜, X
(y˜,x¯)
s )Bσ˜(y˜, X
(y˜,x¯)
s )
)
ds
]
≤ 3
2
σ2αEˆ
[∫ T
0
∣∣∣σ˜(x˜, X(x˜,x¯)s )− σ˜(y˜, X(y˜,x¯)s )∣∣∣2 ds
]
≤ C(L1, η)α|x˜ − y˜|2T,
where we have used assumption (H1) and estimate (8) in the last inequality. Thus, from the definitions
of G˜, G˜∗ and by a similar analysis as the proof of term (iv) of Lemma 3.3 , we conclude that
G˜∗(x˜, v, α(x˜− y˜), A)− G˜∗(y˜, v, α(x˜− y˜),−B) ≤ C(L1, L2, η)(1 + |x˜|2 + |y˜|2)(|v||x˜ − y˜|+ α|x˜− y˜|2).
(29)
Finally, we will prove v˜1 + v˜2 ≤ 0. By the proof of Theorem 2.2 in [31], it suffices to prove the
result under the additional assumptions: for each δ¯ > 0,
∂tv˜i + λv˜i − G˜∗i (x˜, v˜i, Dv˜i, D2v˜i) ≤ −δ¯/T 2, and lim
t→T
v˜i(t, x˜) = −∞ uniformly on Rn. (30)
Assume the contrary that
sup
(t,x)∈[0,T )×Rn
(v˜1(t, x) + v˜2(t, x)) > 0.
Note that (v˜1(t, x˜)− v˜2(t, x˜))+ → 0 uniformly as x˜→∞. Thus, taking β1 = β2 = 1 and following the
proof of Theorem 2.2 in [31] line by line, for large enough α > 0, we could find some point (tα, x˜α1 , x˜
α
2 )
inside a compact subset of [0, T )× R2n, so that v˜1(tα, x˜α1 ) + v˜2(tα, x˜α2 )− α2 |x˜α2 − x˜α1 |2 > 0 and
lim
α→∞α|x˜
α
1 − x˜α2 |2 = 0, and limα→∞(t
α, x˜α1 , x˜
α
2 ) = (t
∗, x˜∗, x˜∗) for some (t∗, x˜∗) ∈ (0, T )× Rn.
Then, there exist bαi ∈ R, Xαi ∈ S(n) such that bα1 + bα2 = 0,
(bα1 , α(x˜
α
1 − x˜α2 ), Xα1 ) ∈ P¯2,+v˜1(tα, x˜α1 ), (bα2 , α(x˜α2 − x˜α1 ), Xα2 ) ∈ P¯2,+v˜2(tα, x˜α2 ),
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and (
Xα1 0
0 Xα2
)
≤ 3α
(
In −In
−In In
)
.
Moreover, it follows from equation (30) that
bα1 + λv˜1(t
α, x˜α1 )− G˜∗1(x˜α1 , v˜1(tα, x˜α1 ), α(x˜α1 − x˜α2 ), Xα1 ) ≤ −δ¯/T 2,
bα2 + λv˜2(t
α, x˜α2 )− G˜∗2(x˜α2 , v˜2(tα, x˜α2 ), α(x˜α2 − x˜α1 ), Xα2 ) ≤ −δ¯/T 2.
According to the definition of G˜∗i and with the help of conditions (28) and (29), we derive that
−2δ¯/T 2 ≥ λv˜2(tα, x˜α2 ) + G˜∗(x˜α2 ,−v˜2(tα, x˜α2 ), α(x˜α1 − x˜α2 ),−Xα2 )
+ λv˜1(t
α, x˜α1 )− G˜∗(x˜α1 , v˜1(tα, x˜α1 ), α(x˜α1 − x˜α2 ), Xα1 )
≥ G˜∗(x˜α2 , v˜1(tα, x˜α1 ), α(x˜α1 − x˜α2 ),−Xα2 )− G˜∗(x˜α1 , v˜1(tα, x˜α1 ), α(x˜α1 − x˜α2 ), Xα1 )
≥ −C(L1, L2, η)(1 + |x˜α1 |2 + |x˜α2 |2)(|v˜1(tα, x˜α1 )||x˜α1 − x˜α2 |+ α|x˜α1 − x˜α2 |2).
The right side tends to zero as α → ∞, which induces a contradiction. Consequently, we get that
v˜1 ≤ v˜2, the proof is complete.
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