Abstract. Let G be a graph and I = I(G) be its edge ideal. When G is the clique sum of two different length odd cycles joined at single vertex then we give an explicit description of the symbolic powers of I and compute the Waldschmidt constant. When G is complete graph then we describe the generators of the symbolic powers of I and compute the Waldschmidt constant and the resurgence of I. Moreover for complete graph we prove that the Castelnuvo-Mumford regularity of the symbolic powers and ordinary powers of the edge ideal coincide.
Introduction
Let k be a field and R = k[x 1 , . . . , x n ] be a polynomial ring in n variables and I be a homogeneous ideal of R. Then for n ≥ 1, the n-th symbolic power of I is defined as I (n) = ⋂ p∈Ass R (I n R p ∩ R). Symbolic powers of an ideal is geometrically an important object of study as by a classical result of Zairiski and Nagata n-th symbolic power of a given ideal consists of the elements that vanish up to order n on the corresponding variety.
In general finding the generators of symbolic power is a difficult job. It is easy to see that I n ⊆ I (n) for all n ≥ 1. The opposite containment, however, does not hold in general. Much effort has been invested in to determining for which values of r the containment I (r) ⊆ I m holds. To answer this question C. Bocci and B. Harbourne in [2] defined an asymptotic quantity known as resurgence which is defined as ρ(I) = sup{ s t I (s) ⊈ I t } and showed that it exists for radical ideals. Since computing the exact value of resurgence is difficult, another asymptotic invariantα(I) = lim s→∞ α(I (s) ) s , known as Waldschmidt constant was introduced, where α(I) denotes the least generating degree of I. In order to measure the difference between I (m) and I m , Gattleo et al in [5] have introduced an invariant known as the symbolic defect which is defined as sdefect(I, m) = µ
I m , where µ(I) denote the minimal number of generators of I. It counts the number of generators which must be added to I m to make I (m) . In this paper we investigate these invariants for edge ideal of graphs. Let G be a simple graph with n vertices x 1 , . . . , x n and I = I(G) be the edge ideal generated by {x i x j x i x j is an edge of G}. In [14] Simis, Vasconcelos and Villarreal have proved that G is a bipartite graph if and only if I(G) s = I(G) (s) , for every s ∈ N. So it is interesting to study the symbolic power of edge ideal of non bipartite graphs. The class of non bipartite graph which was studied first is odd cycle by Janssen et al in [9] . They have described the generators of the symbolic powers of the edge ideal of an odd cycle by using the concept of minimal vertex cover and calculated the invariants associated to the symbolic powers of the edge ideal of the same graph. In [6] Gu et al have extended these results for the unicyclic graph by explicitly computing the generators of the symbolic powers. Another important invariant in commutative algebra is Castelnuvo-Mumford regularity. Regularity of the edge ideal and their powers has been extensively studied in literature by many researchers while the regularity of the symbolic powers of edge ideals has not been much explored. It has been conjectured by N. C. Minh that for a finite simple graph G reg I(G)
= reg I(G) s for s ∈ N. For bipartite graph the conjecture is true. In [6] Gu et al have proved the conjecture for odd cycles. Recently in [10] Jayanthan and Rajiv has proved the conjecture for certain class of unicyclic graph and in [13] Seyed Fakhari has solved the conjecture for unicyclic graph.
The work of this paper is mainly motivated by the papers [9] and [6] . In this paper we study the structure of the symbolic power of edge ideals of clique sum of two different odd length cycles joined at a single vertex and also proved Minh's conjecture for the class of complete graphs. In section 2 we recall all the definitions and results that will be required for the rest of the paper. Motivated by the concept of vertex weight described in [9] by Janssen, in section 3, we have found the generators of the symbolic powers of edge ideals of clique sum of two different odd length cycles joined at a single vertex by explicitly choosing a minimal vertex cover. Using the description of the generating set we compute the Waldschmidt constant and establish symbolic defect partially. In section 4, we have described the generators of the symbolic power of edge ideal of complete graph and compute the Waldschmidt constant, the resurgence and establish the symbolic defect partially. We close the paper by showing that for a complete graph G and for all s ≥ 1,
Preliminaries
In this section, we collect the notations and terminologies used in this paper. Throughout the paper, G denote a finite simple graph over the vertex set V (G) and the edge set E(G).
Definition 2.1. Let G be a graph.
(1) A collection of the vertices W ⊆ V (G) is called a vertex cover if for any edge e ∈ E(G), W ∩ e ≠ φ. A vertex cover is called minimal if no proper subset of it is also a vertex cover. (2) The vertex cover number of G, denoted by τ (G), is the smallest size of a minimal vertex cover in G. (3) The graph G is called decomposable if there is a proper partition of its vertices
. . , x n } be a set of vertices. For a monomial x a ∈ k[x 1 , . . . , x n ] with exponent vector a = (a 1 , a 2 , . . . , a n ) define the vertex weight
Now we recall some results which describe the symbolic powers of the edge ideal in terms of minimal vertex covers of the graph.
. . , x n ] be the edge ideal of G and V 1 , . . . , V r be the minimal vertex covers of G. Let P j be the monomial prime ideal generated by the variables in V j . Then
In the next lemma, the elements in the symbolic power of edge ideals has been described in terms of minimal vertex cover of the graph.
Lemma 2.4. [1, Lemma 2.6] Let I ⊆ R be a square free monomial ideal with minimal primary decomposition I = P 1 ∩ . . . ∩ P r with P j = (x j 1 , . . . , x js j ) for j = 1, . . . , r. Then
Using Lemma 2.4 and the concept of vertex weight Janssen et al in [9] described the elements of symbolic powers of edge ideals as follows
Further they have divided the elements of the symbolic powers of edge ideals into two sets written as
, where Thus for any graph, if we are able to identify the elements in L(t) and D(t) then we will be able to describe I (t) .
Definition 2.5. Let G be a graph with n-vertices and let v = (v 1 , . . . , v n ) ∈ N n .
(1) The duplication of a vertex x ∈ V (G) in G is the graph obtained from G by adding a new vertex x ′ and all edges {x ′ , y} for y ∈ N G (x). A commonly-used method in commutative algebra when investigating (symbolic) powers of an ideal is to consider its (symbolic) Rees algebra.
Definition 2.6. Let R be a ring and I be an ideal of R. The Rees algebra, denoted by R(I), and the symbolic Rees algebra, denoted by R s (I), of I are defined as
If I = I(G) is the edge ideal of a graph then the generators of R s (I) can be described by indecomposable graphs arising from G. The following characterization for R s (I) was given in [12] .
Theorem 2.7. Let G be a graph over the vertex set V (G) = {x 1 , . . . , x n }. Let I = I(G) be its edge ideal. Then
where v = (v 1 , . . . , v n ) and
Definition 2.8. Let G be a simple graph of n vertices with edge ideal I = I(G). Then the graph G is called an implosive graph if the symbolic Rees algebra R s (I) is generated by monomials of the form x v t b , where v ∈ {0, 1} n .
Next two theorems gives a class of implosive graphs. 
In this case we have tried to understand the generators of L(t). For this we recall the definition of the optimal form introduced in [9] . , where b(m) ∶= ∑ b j is as large as possible, when m is written in this way, we will call this an optimal factorization of m or we will say that m is expressed in optimal form, or simply m is in optimal form. In addition, each x a i i with a i > 0 in this form will be called an ancillary factor of the optimal factorization, or just ancillary for short.
Note that optimal form of an monomial need not be unique but b(m) is unique. Lemma 3.3. Let G be a finite simple connected graph on the set of vertices {x 1 , x 2 , . . . , x n }.
, and e i = x i x i+1 . Then mx j will not be an optimal factorization if and only if the number of vertices within x i and x j is even and b i+2h+1 ≥ 1, where 0 ≤ h ≤ j−i−2 2 , and h ∈ Z.
Proof. Since m contains only one ancillary, so m is in optimal form. Here
Assume that mx j is not in optimal factorization, then b(mx j ) > b(m) so there will be no ancillary in mx j . That means x i will no longer an ancillary, it has to pair up with x i+1 to form an edge. The vertex x i+1 can come from two edges e i and e i+1 . If x i+1 comes from e i , then x i will be again an ancillary, so that vertex should come from the edge e i+1 , which implies that the edge e i+1 has to be present there. As x i form an edge with x i+1 , then x i+2 has to be pair up with some vertex. By similar argument e i+3 has to be present. By repeating this process we get b i+2h+1 ≥ 1 for 0 ≤ h ≤ j−i−2 2 . As there are no ancillary, x j has to be pair up with x j−1 . There is only one option to get the edge x j−1 x j , is that x j−1 has to come from an edge e i+2h+1 = x i+2h+1 x i+2h+2 , for some h, then
Therefore the number of vertices has to be even.
Definition 3.4. Let G be the clique sum of two cycles joined at a single vertex. Let x i , x j ∈ V (G) and the vertices between x i and x j is even and let e i denote the edge x i x i+1 . Then the edges e i+1 , e i+3 , . . . , e j−2 are called alternating edges.
Lemma 3.5. Let G be the clique sum of two odd cycles C 1 = (x 1 , . . . , x 2n+1 ) and C 2 = (x 1 , y 2 , . . . , y 2m+1 ) joined at a vertex x 1 with n < m and I = I(G) be the edge ideal of G.
Proof. Here we will prove the lemma by contrapositive. Let m be a monomial in I (t) . Let m ∉ I t and m ∉ (c 1 , c 2 ). If we can show that m ∉ (L(t)) then we are done.
As m ∉ I t , therefore we have b(m) < t. Let the monomial m is of the form m =
, where e i = x i x i+1 for 1 ≤ i ≤ 2n and e 2n+1 = x 2n+1 x 1 and f i = y i y i+1 for 2 ≤ i ≤ 2m + 1 and
Our goal is to show that there exist some vertex cover with a weight equal to b(m), as b(m) < t, m cannot be in L(t). Since L(t) is a generating set of (L(t)), this is sufficient to claim that m ∉ (L(t)) because neither m, nor any of its divisors whose vertex weights can only be less than that of m, will be in the generating set.
There are four parts in this proof depending on neighbourhood ancillary vertices of x 1 . Here we describe the process to choose the minimal vertex cover V such that W V (m) = b(m). In case1 and case4 we take H q as the induced subgraph on the vertex set V Hq among the ancillaries, and m q is the monomial part corresponding to that induced subgraph. Then we describe a vertex cover V such that W V (m q ) = b(m q .) This is enough to claim that there exist a minimal vertex cover
. This claim follows from the proof of [9, Theorem 4.4] . Let [x i , x j ] denote the set of vertices between x i and x j including x i and x j along clock-wise path and [x i , x j ] denote the number of vertices in that set.
Case 1: Suppose there are at least two ancillaries from each cycle. Let x i 1 and x j 1 are two consecutive ancillaries from the cycle C 1 and y i 2 , y j 2 are two consecutive ancillaries from the cycle C 2 such that
And let m q = x
2n+1 . We will show that for the subgraph H q there exist some set of vertices V ⊆ V Hq such that w V (m q ) = b(m q ). If x 1 is an ancillary vertex of then we can choose minimal vertex cover V 1 and V 2 from the cycles C 1 and C 2 such that V = V 1 ∪ V 2 will not contain x 1 . Then we can show that W V (m) = b(m). It follows form [9, Theorem 4.4] .
So assume that x 1 is not an ancillary. Let
2n+1 . Now consider the monomial mx 1 . If mx 1 is in optimal form then x 1 is an ancillary of mx 1 , so we can find a minimal vertex cover V such that as
x 1 is in optimal form then one of the following condition will hold.
is even and one of the alternating edge between x j 1 and y i 2 will be missing (as m 1 C 1 m 1 C 2 is in optimal form). Since all the alternating edges in m 1 C 1 are present so the alternating edge will be missing from
2 . Then choose the minimal vertex cover for the part m 1 C 2 as C 2 V 1 = {x 1 , y 3 , . . . , y 2h+1 , y 2h+2 , y 2h+4 , . . . ,
is even and one of the alternating edges will be missing. Then choose the minimal vertex cover as
is even, then choose the minimal vertex cover as C 2 V 1 = {x 1 , y 3 , . . . , y i 2 −1 }. Similarly we do the same thing for m
are in optimal form or not we can choose the minimal vertex cover. Here we will show for one case. Other cases will be similar. Assume that
x 1 is not in optimal form, and m 2 C 1 x 1 is not in optimal form. Then depending on [x 1 , y i 2 ] is even or odd there are two possibilities of minimal vertex cover. If [x 1 , y i 2 ] is odd then choose the minimal vertex cover form m q as V = {x j 1 +1 , x j 1 +3 , . . . , x 1 , y 3 , . . . , y 2h+1 , y 2h+2 , y 2h+4 , y i 2 −1 , y j 2 +1 , y j 2 +3 , . . . , y 2m , x 1 , x 3 , . . . ,
is even then choose the minimal vertex cover as V = {x j 1 +1 , x j 1 +3 , . . . x 1 , y 3 , . . . , y i 2 −1 , y j 2 +1 , y j 2 +3 , . . . , y 2n−1 , x 1 , x 3 , . . . , x i 1 −1 }. In either cases W V (m q ) = b(m q ). Similarly we can choose the minimal vertex cover for other cases. It follows from [9, Theorem 4.4] that there exist a minimal vertex cover
Case 2: Let us consider the case that each cycle contains single ancillary. Let the ancillaries are x j 1 and y j 2 in C 1 and C 2 respectively. Let us assume that m 1 C 1 x 1 is not in optimal form. Then [x j 1 , x 1 ] is even and all the alternating edges will be present. Then choose the minimal vertex cover as C 1 V 1 = {x j 1 +1 , x j 1 +3 , . . . , x 1 }. Here we have assumed that x j 1 is only one ancillary in C 1 . As m ∉ (C 1 , C 2 ), therefore at least one vertex will be missing from each of the cycle in m. The missing vertex in C 1 will be of the form x 2k or x 2k+1 . If x 2k is missing then take the minimal vertex cover for m 2 C 1 as [Here d 2k = 0 and − 1 is even) . If x 2k+1 is missing then take the minimal vertex cover as , x j 1 +3 , . . . , x 1 , x 3 , . . . , x 2k−1 , x 2k , x 2k+2 , . . . , x j 1 −1 } or {x j 1 +1 , x j 1 +3 , . . . , x 1 , x 3 , . . . , x 2k+1 , x 2k+2 , x 2k+4 , . . . , x j 1 −1 }. Now if m 1 C 2 x 1 is optimal form then either i) [x 1 , y j 2 ] is odd or ii) [x 1 , y j 2 ] is even and one of the alternating edge will be missing. i) For this case d 2h+1 = 0 for some h, where 1 ≤ 2h + 1 ≤ j 2 . Then choose the minimal vertex cover as C 2 V 1 = {x 1 , y 3 , . . . , y 2h+1 , y 2h+2 , y 2h+4 , . . . ,
x 1 is not optimal form then [x 1 , y j 2 ] is even so we can choose the minimal vertex cover as previously C 2 V 1 = {x 1 , y 3 , . . . , y j 2 −1 }. Also there will be an missing vertex from the second cycle. Also we can assume that the missing vertex is from the part m 2 C 2
. Depending on that missing vertex we can choose the minimal vertex cover C 2 V 2 for the monomial part m 2 C 2 .
By similar type of calculation we can show that
Case 3: Now if one cycle contain single ancillary and another cycle contain more than one ancillary, then by the previous part we can choose the minimal vertex cover V such that W V (m) = b(m).
Case 4:
Now assume that all the ancillaries from one cycle and assume that this cycle is C 1 . It may contain one ancillary or more than one ancillary. Let us do here for the case more than one ancillary, other case will be similar. Let us assume that two neighbourhood vertices of x 1 are x j 1 and x i 1 with i 1 < j 1 . Then V Hq = {x j 1 , x j 1 +1 , . . . , x 1 , . . . , x i 1 , y 2 , y 3 , . . . , y 2m+1 }. By the previous discussion we can choose the minimal vertex cover for the monomial parts m 1 C 1 and m 2 C 1 . Let V 1 be the minimal vertex cover for these two parts. Now we will choose the minimal vertex cover for the cycle C 2 . Now since m ∉ (c 1 , c 2 ) so there will be missing one vertex from the cycle C 2 .
(a) If the vertex x 1 is missing from the monomial then we can keep x 1 in the minimal vertex cover. Then take V 2 = {x 1 , y 2 , y 4 , . . . , y 2n }, and
is not missing from the monomial then we need to find V 2 . Here some y r will be missing from the monomial. Now V 1 may or may not contain x 1 . Now we concentrate on the case where V 1 contains x 1 . If the missing vertex is of the form y 2k then take the minimal vertex cover as V 2 = {x 1 , y 3 , . . . , y 2k−1 , y 2k , y 2k+2 , . . . , y 2n }, or if missing vertex is of the form y 2k+1 then take the minimal vertex cover as V 2 = {x 1 , y 3 , . . . , y 2k+1 , y 2k+2 , y 2k+4 , . . . , y 2n }. Now if x 1 is not missing as well as x 1 is not in V 1 then take V 2 as {y 2 , y 4 , . . . , y 2k , y 2k+1 , . . . , y 2m }. V = V 1 ∪ V 2 . A similar type calculation shows that W V (m q ) = b(m q ). Hence we are done for all cases.
In order to describe I (t) we need the description of D(t). Next lemma describes the elements of D(t). Lemma 3.6. Let G be the clique sum of two odd cycles C 1 = (x 1 , . . . , x 2n+1 ) and C 2 = (x 1 , y 2 , . . . , y 2m+1 ) joined at a vertex x 1 with n ≤ m. Let I = I(G) be the edge ideal of G.
where c 1 = x 1 x 2 ⋯x 2n+1 and c 2 = x 1 y 2 ⋯y 2m+1 .
Proof. Consider the set
is the ancillary part of the monomial.
Then we can find a minimal vertex cover V such that Proof. In Corollary 3.6 put m = n. then we need to find the solutions for (i, s, b) such that the following two inequalities will hold (i) i+(n+1)(s+b) ≥ n+1 and (ii) 2i+(2n+1)(s+b) ≤ 2n+1. There are only two solutions namely (0, 1, 0), (0, 0, 1). Thus D(n+1) = {c 1 , c 2 }.
All the generators of D(t) described in Lemma 3.6 need not be minimal. In the next lemma we identify the minimal generators of D(t) for n + 1 ≤ t ≤ m + 1. and it is for t = m + 1. So to find the other solutions we assume b = 0 and count the number of solutions of the equations i + (n + 1)s = t with i < t. As, 0 ≤ i < t,
and cardinality of D min (m + 1) is ⌊ t n + 1 ⌋ + 1. Hence the result follows.
Theorem 3.11. Let G be the clique-sum of two odd cycles C 1 = (x 1 , . . . , x 2n+1 ) and C 2 = (x 1 , y 2 , . . . , y 2m+1 ) joined at a vertex x 1 . Let I = I(G) be the edge ideal. Then for any s ∈ N, α(I (t) ) =2t − ⌊ t n + 1 ⌋. Particularly, the Waldscmidt constant of I is given bŷ
Proof. Since the degree of the elements of D(t) is strictly less than the degree of the elements of L(t), so minimal generating degree term will come from D(t). Therefore
. Then d will be minimum when s + b will be maximum. Write t = k(n + 1) + r, where 0 ≤ r ≤ n. In general all the possible choices of (i, s, b) are
Again write r 1 + r 2 = k 4 (n + 1) + r 4 , where r 4 ≤ n. Then t = (k 1 + k 2 + k 3 )(n + 1) + r 4 , with r 4 ≤ n, which implies that k = k 1 + k 3 + k 4 and r = r 4 .
Lemma 3.12. Let G be the clique sum of two odd cycles C 1 = (x 1 , . . . , x 2n+1 ) and C 2 = (x 1 , y 2 , . . . , y 2m+1 ) joined at a vertex x 1 with n < m. Let I = I(G) be the edge ideal of G. Let x a ∈ I (m+1) be a minimal generator of I (m+1) such that x a ∈ (c 1 ) and + 1) ).
Proof. Any such monomial x a can be written in the form E(x a )A(x a ), where E(
is a product of some ancillaries. If we can show that deg(x a ) < 2(m + 1) then we are done. Note that we can choose a minimal vertex cover V ′ excluding the vertices that appear in ancillaries such that
Since we are interested in minimal generators so we can take the monomial as
. Hence we are done.
With the help of this lemma and by the previous results we can prove the following theorem.
Theorem 3.13. Let G be the clique sum of two odd cycles C 1 = (x 1 , . . . , x 2n+1 ) and C 2 = (x 1 , y 2 , . . . , y 2m+1 ) joined at a vertex x 1 with n < m. Let I = I(G) be the edge ideal of G. Let c 1 = x 1 . . . x 2n+1 and c 2 = x 1 y 2 . . . y 2m+1 . Then
Proof. Thus by Corollary 3.7
(3) From Lemma 3.12 and Lemma 3.5, it follows that (L(m+1)) ⊆ I m+1 +(D(m+1)).
Corollary 3.14. Let G be the clique sum of two odd cycles C 1 = (x 1 , . . . , x 2n+1 ) and C 2 = (x 1 , y 2 , . . . , y 2n+1 ) of same length joined at a vertex x 1 . Let I = I(G) be the edge ideal of G and c 1 = x 1 ⋯x 2n+1 and c 2 = x 1 y 2 ⋯y 2n+1 . Then
Proof.
(1) The proof follows from [11, Corollary 4.5] . (2) The proof follows from Lemma 3.5 and Corollary 3.8.
In [10, Lemma 3.1] Jayanthan and Rajib have described the structure of the symbolic Rees algebra for the clique sum of same length odd cycles and computed the invariants.
In the next theorem we describe the structure of the symbolic Rees algebra for the clique sum of two different length odd cycles joined at a single vertex using the description of L(t) and D(t).
Theorem 3.15.
(1) Let G be clique sum of two odd cycles of same length (x 1 , . . . , x 2n+1 ) and (x 1 , y 2 , . . . , y 2n+1 ) with a common vertex x 1 . Let I = I(G) be the edge ideal. Let s ∈ N and write s = k(n + 1) + r for some k ∈ Z and 0 ≤ r ≤ n. Then
(2) Let G be the clique sum of two odd cycles of different lengths (2n+1) and (2m+1), where n < m, in a single point x 1 . I = I(G) be the edge ideal. Let the odd cycles are (x 1 , . . . , x 2n+1 ) and (x 1 , y 2 , . . . , y 2m+1 ). Let s = k 1 (n + 1) + r 1 , where 0 ≤ r 1 ≤ n and s = k 2 (m + 1) + r 2 , where 0 ≤ r 2 ≤ m. Then
Proof. By Theorems 2.9 and 2.11, G is an implosive graph in either cases. Thus symbolic Rees algebra R s (I) of I is generated by the monomials of the form x v t b , where v ∈ {0, 1} V (G) and G v is induced indecomposable subgraph of G. It can be seen from [8, Corollary 2a] that induced indecomposable subgraphs of G is either an edge or an odd cycle.
(1) Thus symbolic Rees algebra is minimally generated only in degrees 1 and n + 1, so we have
(2) Here symbolic Rees algebra is generated in degrees 1,n + 1, and m + 1.
s ∈ N and write s = k(n + 1) + r for some k ∈ Z and 0 ≤ r ≤ n. Then
Proof. Let I = (g 1 , . . . , g 4n+2 ), where g i = x i x i+1 for i = 1, . . . , 2n, g 2n+1 = x 2n+1 x 1 , g 2n+2 = x 1 y 2 , g i = y i y i+1 for i = 2n + 2, . . . , 4n + 1, and g 4n+2 = y 2m+1 x 1 .
) is an (4n + 2) × (4n + 1) with maximal rank. The conclusion now follows from Theorem 3.15 and [3, Proposition5.3].
Symbolic powers of edge ideals of complete graph
Throughout this section G is a complete graph with n vertices and I = I(G) be the edge ideal of G. In this section we describe the generators of the symbolic powers of I and calculate Waldschmidt constant,the resurgence and establish the symbolic defect partially. We prove Minh's conjecture by showing that the regularity of symbolic powers and ordinary powers of I are equal. We know that I (t) = (L(t))+(D(t)). In [9, Theorem 6.4] it is known that for complete graph (L(t)) = I t . Thus it is enough to understand the generators of (D(t)). The following lemma describes the generators of (D(t)).
Lemma 4.1. Let G be a complete graph with n vertices and I = I(G) is the edge ideal. Then for t ≥ 2 we have
. . , i n−1 } ⊆ {1, 2, . . . , n} and a 1 + ⋅ ⋅ ⋅ + a n ≤ 2t − 1}
Proof. Since G is a complete graph in n vertices, any set of (n − 1) vertices forms a minimal vertex cover for G . Let
an n ∈ D(t) then a 1 + ⋅ ⋅ ⋅ + a n ≤ 2t − 1 and since x a ∈ I (t) for any minimal vertex cover V, W V (x a ) ≥ t which implies that
. . , i n−1 } ⊆ {1, 2, . . . , n}. Hence the result follows.
Next theorem describes the generators of R s (I). Since complete graph is perfect graph thus by [4] , G is implosive graph. Hence by Theorem 2.7 we need to find all the induced indecomposable subgraph of G. Proof. Here all induced subgraphs are induced indecomposable subgraphs. Therefore symbolic Rees algebra are minimally generated in degrees 1, 2, . . . , n − 1. Thus it is enough to find L(s), D(s) in for 2 ≤ s ≤ n − 1. For 1 ≤ s ≤ n − 1 we get I (s) = I s + (D(s)), and if s ≥ n then I (s) is generated by I, I (2) , . . . , I (n−1) . Hence the result follows.
Next we compute the Waldschmidt constant, resurgence and symbolic defect for G.
Theorem 4.3. Let G be the complete graph on the vertices {x 1 , . . . , x n }, and I = I(G) be its edge ideal. Then
(1) For any s ∈ N, α(I (s) ) =s + ⌈ s n − 1 ⌉. Particularly, the Waldscmidt constant of I is given bŷ
The resurgence of I is given by ρ(I) = 2n−2 n Proof.
(1) Since G is a complete graph any minimal vertex cover of G will be of the form x i 1 , x i 2 , . . . , x i n−1 where {i 1 , i 2 , . . . , i n−1 } ⊆ {1, 2, . . . , n}. Note that for 1 ≤ s ≤ n − 1, no monomial of degree s is in I (s) , where as x 1 x 2 . . . x s+1 ∈ I (s) . Therefore α(I (s) ) = s + 1 for 1 ≤ s ≤ n − 1. From Theorem 4.2 it follows that for s ≥ n, α(I (s) ) = min{2r 1 + 3r 2 + ⋅ ⋅ ⋅ + nr n−1 s = r 1 + 2r 2 + ⋅ ⋅ ⋅ + (n − 1)r n−1 }. Now 2r 1 + 3r 2 + ⋅ ⋅ ⋅ + nr n−1 = s + r 1 + r 2 + ⋅ ⋅ ⋅ + r n−1 . Then it is equivalent to find the minimum of r = r 1 + r 2 ⋅ ⋅ ⋅ + r n−1 with the condition s = r 1 + 2r 2 + ⋅ ⋅ ⋅ + (n − 1)r n−1 . Write s = k(n−1)+p for some k ∈ Z and 0 ≤ p ≤ n−2. Then observe that minimum value of r will occur for maximum value of r n−1 and the maximum value of r n−1 is k. Therefore the minimal generating degree term will come from Theorem 4.4. Let G be a complete graph with n vertices and I = I(G) be the edge ideal of G. Then for 2 ≤ s ≤ n − 1 we have
Proof. Since G is a complete graph we have I (s) = I s + (D(s)). Therefore in order to compute sdefect(I, s) we count the number minimal generators of the ideal (D(s) ). Then the following set give the minimal generators of the ideal (D(t)),
. . , i n−1 } ⊆ {1, 2, . . . , n} and a 1 + ⋅ ⋅ ⋅ + a n = α(I
)}.
Any other elements in D(s) with condition a 1 + ⋅ ⋅ ⋅ + a n > α(I (s) ) will be generated by the elements of D min (s). From Theorem 4.3, it follows that for 1 ≤ s ≤ n − 1, α(I (s) ) = s + 1. Therefore a i ∈ {0, 1}. Then it is clear that (a 1 , a 2 , . . . , a n ) will be solution if and only if (s + 1) co-ordinates in that tuple will be 1 and rest will be 0. Hence number of solutions will be n s+1 . Now we show that Minh's conjecture is true for complete graphs. In order to prove this we need the following lemma. . . . x an+bn n = x a+b . Since G is a complete graph, if any monomial is written in the optimal form then there will be at most one ancillary. Let x 1 is the ancillary with degree at least 2. Let e ij denote the edge between x i and x j . Then in the optimal form only the edges of the form e 1i will be present. . . . e an+bn 1n ) = a 2 + ⋅ ⋅ ⋅ + a n + b 2 + ⋅ ⋅ ⋅ + b n ≥ t, which implies x a+b ∈ I t . Hence m t−1 I (t) ⊆ I t . Now consider the case when x 1 is an ancillary of degree at most 1. We would like to prove that deg(x a ) ≥ t+1. Let us assume that deg (x a ) < t + 1. So deg(x a ) ≤ t, but we also have that a 1 + ⋅ ⋅ ⋅ + a n−1 ≥ t which implies that a n = 0. Similarly we can show that a 1 = a 2 = . . . a n = 0 which is a contradiction. Therefore deg(x a ) ≥ t + 1. Thus the degree of x a+b is at least (t − 1) + (t + 1) = 2t. Now ) → 0.
Now from (1) it follows that a 0 (R I (s) ) ≤ a 0 (R I s ). So we can conclude that reg R I (s) = max{a i (R I (s )+i i ≥ 0} ≤ max{a i (R I s )+i i ≥ 0} = reg(R I s ). Therefore reg I (s) ≤ reg I s .
It follows from [6, Theorem 4.6] that reg I (s) ≥ 2s. As complete graph is co-chordal graph, so reg I s ≤ 2s. Thus we have reg I (s) = reg I s .
