These restoration mechanisms allow backup paths, onto which traffic can be quickly redirected upon failure detection, to be setup simultaneously with the active path thus ensuring that an U P if set-up is quickly restorable upon failure.
L INTRODUCTION
Much research attention has been focussed on QoS routing. However, the problem of dynamically routing QoS guaranteed paths with restoration has not been studied extensively. This problem is motivated by emerging trends in backbone and transport networks toward fast dynamic provisioning of restorable bandwidth guaranteed paths. Even though this routing problem arises in many contexts, for ease of exposition, we mostly focus on Multi-Protocol-Label-Switching 0VLpL.S) or MF'LS-related applications. However, the presented algorithms are not limited to MPLS networks and are useful in other networking applications requiring dynamic restorable bandwidth provisioning.
In MPLS [13] packets are encapsulated, at ingress points, with labels that are then used to forward the packets along label switched paths (UPS). These LSPs can be thought of as virtual traac trunks that cany flow aggregates generated by classifying the packets arriving at the edge or ingress routers of an MPLS network into "forwarding equivalence classes" [4], [13] . This classification into flow aggregates combined with explicit muting of bandwidth guaranteed U P S enables service providers to traffic engineer their networks [2] and to dynamically provision bandwidth guaranteed paths. Recently, proposals 181, [9] , E121 have been made to incorporate restoration mechanisms in MPLS.
These restoration mechanisms allow backup paths, onto which traffic can be quickly redirected upon failure detection, to be setup simultaneously with the active path thus ensuring that an U P if set-up is quickly restorable upon failure.
The incorporation of restoration leads to a new QoS routing problem where it is necessary to dynamically route both an active path and a backup path in order to satisfy a request to set-up a restorable bandwidth guaranteed UP. Simultaneous routing of both paths ensures that sufficient resources will be available upon failure for succesful LSP restoration. Simultaneously established backup paths also aid fast restoration by elimination path computation and path set-up signaling delays.
In this paper, we present new algorithms for the problem of setting up bandwidth guaranteed tunnels with backup. Since we are focusing on the MPLS application, we use the terms LSP and tunnels synonymously in the rest of the paper. We concentrate on bandwidth routing because this is the most likely traffic engineering use for setting up QoS guaranteed paths. If QoS constraints such as delays and losses are to be incorporated in service level agreements (SLA), one way of accomodating this, given the traffic descriptor and SLA, is to convert such an SLA into an effective bandwidth requirement for the U P S (with the queueing delays and losses primarily restricted to the network edges) which can then be routed through the MPLS network as a constant-bit-rate stream encountering only negligible or predictable queueing delays in the MPLS core network. Routing taking delay and loss metrics directly into account is difficult computationally and requires information difficult to acquire such 8s nodal load versus delay characteristics. The problem is further compounded when backup paths have to routed as well.
Note that an approach essentially similar to routing of bandwidth guaranteed paths can be used for dynamic wavelengthpath set-up in optical networks @articularly when wavelength conversion is permitted at each optical crossconnect). Here a wavelength can be thought of as the outermost (non-stackable) label in the MPLS label stack. These functional similarities between setting-up wavelength switched paths and setting-up 0-7803-5880-5/0a/$10.00 ( c ) 2000 IEEE h4F' LS label-switched paths have been pointed out in [3] as a basis for integrating the optical layer control plane and Multi Protocol Label Switched (MPLS) control plane (as also the fact that integration permits more efficient network resource allocation). Given these similarities and the possible standardization effort toward integrated control protocols [3], we present our routing algorithms in a more general setting and use the term LSP to denote either a bandwidth-guaranteed MPLS label-switched path or a wavelength (lambda) switched path. The rest of the paper discusses U P routing, with U P S as defined above. Our algorithms can be used for routing wavelength paths in optical networks as well as for routing bandwidth-guaranteed labelswitched paths. The restoration feature is particularly important in optical networking.
A. Online Routing
Since we are interested in dynamic routing of Ups. we cannot use offline algorithms that assume that all the restorabledemands that are to be routed are known a priori or assume that any number of existing U P S can be rerouted to accommodate a new UP. Instead, the U P requests that anive one-by-one have to be routed by an on-line algorithm that routes both the active path and the backup path while meeting the service provider traffic engineering requirement of optimizing network resource utilization so as to increase the number of potential future demands that can be routed.
We assume that requests for LSP set-up arrive one at a time.
Each request has an ingress node, an egress node and an associated bandwidth (for wavelength switched paths, the bandwidth is just the wavelength capacity or unit bandwidth if all wavelengths have identical capacity). The objective of the routing algorithm is to compute an active path and a backup path for every request. If sufficient bandwidth is not available to set up either the active path or the backup path then the connection set-up request is rejected. For restoration to be feasible, a link or node failure should not cause both the active path and the backup path to fail and so they cannot share the same network resources. We first consider the problem of restoration upon link failures. Then, links are the network resources which cannot be shared between the active and backup paths. In Section V, we will indicate how to extend the single link failure protection algorithms to protect against single node failures as well. We only consider the case of protection against single link (node) failures. This is because the backup path is likely to be used only for a short time until a new active path is set-up. Secondly, protection against multiple failures requires multiple backups and this is too expensive in backup resource requirements.
B. Restoration Options and Sharing of Backap Paths
For path failure protection analogous to 1:l link protection, when any single link fails in the network, the active connections that traverse that link should be switched to their preestablished backup paths. With I:1 link protection, traffic is directed to the backup link by signaling after link failure. Since the backup path is used only after a failure, it can be used to c w lower priority traffic during normal operation. It is also possible to judiciously share backup paths. Sometimes, however, the delay involved in signaling the sender to start using the backup upon path failure may be unacceptable to applications. A faster restoration atternative is path protection analogous to 1+1 link protection where data is simultaneously sent on both primary and backup paths.
The receiver upon detection of primary path failure immediately starts using data from the backup path. Since the backup path is always used for sending data, it cannot be shared.
Our primary focus is path protection permitting sharing of backup paths. We use the 1+1 like non-sharing case only for bandwidthefficiency comparison purposes. Because we are protecting against single link failures, note that two connections whose active paths are completely link disjoint can share backup links. If they are partially link disjoint then they can share some backup links. The objective of the algorithm is to exploit this sharing in order to reduce the total amount of bandwidth consumed by the UPS. The amount of sharing that can be achieved in the backup paths is a function of the information available to the routing algorithm. There are three possibilities of importance to be considered.
C. None, Complete, and Partial Infomhon for Routing
The first scenario that we consider is what we call the no information scenario. In this case, we assume that the only information that the routing algorithm has about the network is the residual (available) bandwidth on each link. The residual bandwidth is defined as the difference between the link capacity and the amount of bandwidth already taken by the active and the backup paths traversing the link. This information is obtainable from routing protocol extensions similar to those in [7] , [IO] , [14]. However, note that in this scenario, for each link the amount of bandwidth utilized separately by the active and the backup paths is not known. Only the total used bandwidth is known.
In the second scenario, we assume that that the routing algorithm has complete information, i.e, it knows the routes for the the active and backup paths of all the connections currently in progress. This is too much information to make it feasible for availability via routing protocol extensions. If routing is done in a centralized manner this information can be maintained by the routing algorithm. However, if the computation is distributed, then it would be very difficult to disseminate this information to all the nodes. The amount of information needed for the complete information model is very large.
In the third partial information scenario, the information available to the routing algorithm is slightly more than that in the no information scenario. The additional information in this scenario is that for each link instead of knowing only the total bandwidth usage, we now separately know the total bandwidth used by active paths, and the total bandwidth used by backup paths. This incremental information is very useful and it is possible to disseminate it in a distributed manner. It is feasible to obtain this information from traffic engineering extensions to routing protocols provided the backup and active paths are grouped into separate classes for which link bandwidth usage is distributed.
In the first no information scenario, it is not possible to do any sharing of the backup paths since the relevant information for setting up shared paths while maintaining restorability against single link failures is not available. The bandwidth usage is analogous to 1+1 protection if there is no low-priority pre-emptable traffic that can be used to fill the backup path (in 1+1 protection the backup path's bandwidth is wasted in normal operation because it carries duplicated data). The second complete information scenario permits the best sharing but is not always practical. Hence. we only use it to obtain performance bounds on how well the joint routing can be done. The third partial information scenario is fairly modest in terms of the amount of information to be maintained. Because only aggregate information is needed and no per-LSP information is needed it is easy to maintain and use this infomation in a distributed fashion. Therefore joint on-line routing of bandwidth guaranteed active and backup paths under the partial information model is the main focus of this paper.
II. PROBLEM DEFIN~ON
Consider a network of n nodes (label-switched-routers or optical crossconnects) and m links. All links are unidirectional.
Requests for restorable LSP set-ups anive either to the ingressnodes or to a centralized route server. The explicit route for both the active and the backup path is computed either at the ingress-node or at the route server and the path is distributed to the ingress-node for set-up. The actual path set-up is done using a signaling mechanism such as RSVP/LDP [2], [ 131 in IP/MPU networks. The communication between ingress node and route servers (if any) can be done using protocols such as COPS and its proposed extensions [5] . We leave out the details of protocols that can be used for this interaction for the sake of conciseness.
We consider the request for LSP k to be defined by a triple (sk, d k , bt). For request IC, the first field sk specifies the ingress node, the second field d k specifies the egress node, and the third field bk specifies the amount of bandwidth required (or unit bandwidth per wavelength for wavelength routing with identical wavelength capacities). For each request. both an active path and a backup path have to be set up. Even though it may not be necessary to protect every UP, in this paper, the only U P S we consider are those that require protection by preestablished backup paths.
Since all U P S are to be protected, the active path and the backup path cannot share a common link for any UP. If we want to protect U P S against node failures then the active and backup paths should not share a common node. Section V, shows how to transform, from the perspective of the routing algorithm, the single node survivability problem to a single link survivability problem. Hence the techniques developed in this paper, can be used for protection against node failures as well. When trying to route a request if we determine that sufficient bandwidth is not available in the network to either set up the active path or the backup path then the request is rejected.
LSP requests arrive one at a time. For the ease of notation, we suppress the subscript k for the current request Hence, b units is the current LSP setup request's bandwidth demand, 8 denotes the source node for the current request and d denotes the destination node for the current request. If the request is successfully set-up, then note that all links on its active path will As an example, consider two U P S between nodes s and d each forb units of bandwidth. Suppose that the active paths for these two U P S are routed such that they do not share! any common links. Since we are interested in restorability under single link failures and a single link failure can cause only one of the active paths to fail, we do not have to consider the possibility that both active paths fail at the same time. This makes it feasible for both active paths to have the same backup path and then it is enough to reserve a bandwidth of only b units (for both these requests together) on each link of this backup path. Note that in this example, to determine whether the backup path can be shared we used complete information indicating the links traversed by the two active paths or in general information about the paths of each individual LSP.
A key contribution of the paper is the development of routing algorithms that can effectively share backup paths while using only partial aggregated-information that indicates only the aggregate link occupancy due to active paths and aggregate link occupancy due to backup paths. We use algorithms for the case of no information and complete information only to determine upper and lower bounds with which to compare the performance of the developed partial information algorithm. We define the following notation. Since we do not have any knowledge of the demands that will arrive in the future, the objective of the routing algorithm is to determine the active and backup paths for the current request so as to "optimize" the use of network infrastructure. One reasonable objective then is to minimize the amount of bandwidth that is totally used by the active and the backup paths. (In the case where no restoration is needed, i.e., we just have to determine one path, this objective leads to minhop routing.) Other objectives that can minimize blocking of requests can be considered within the backup sharing framework, but in this paper we concentrate on the objective of minimizing bandwidth usage. As stated before, we are primarily interested in efficient backup path sharing with partial routing information (SPI). We use the no sharing and the sharing with complete information as bounds to see how much sharing can be achieved with partid information.
We consider these situations in more detail in the next three sections.
m. No SHARING ( N S )
In this section, the case considered is that where the only information known at the time of routing the current request is the the residual capacity &j for each link (i, j ) in the network. The objective as stated earlier, is to minimize the total amount of bandwidth consumed for routing this request and this is analogous to min-hop routing for the case of routing without restoration. The key difference for routing with restoration is that we have to determine two link disjoint paths instead of just determining one path. Since the amount of bandwidth consumed on each link is b units, the objective of minimizing the total amount of bandwidth consumed is equivalent to determining a pair of link disjoint paths, where the total number of links is minimum. This problem can be formulated as a standard network flow problem where each link has unit cost and unit capacity. There is a supply of two units at node 8 and a demand of two units are at d. Any minimum cost flow algorithm can be used to solve this problem. A very fast algorithm for solving this problem is given in [ 161 and this involves solving two shortest path problems. The algorithm works as follows:
STEP 1: Assume that all links have unit length. Determine the shortest path tree from node s. Let di represent the shortest path length from node 8 to node i. We replace the cost of link (i,j) which is currently 1 with 1 -dj + dj. See [ 161 for a proof of correctness. One of these paths is chosen as the active path for the current demand and the other path is chosen as the backup path. The NS scenario gives an upper bound on the SPI scenario.
Iv. SHARING WITH COMPLETE ROUTING INFORMATION (SCI)
In this section, we obtain a lower bound on the SPI scenario by solving the routing problem with complete information. We formulate SCI as an integer linear programming problem. Even though this problem has been studied extensively in the literature for network planning purposes, it is relatively unexplored for dynamic routing with restoration. The integer programming formulation developedin this section is new. In the SCI scenario, the sets Aij and Bij are known for all links (i,j). Since we are assuming robustness under single link failures, it is possible to share backup paths between demands whose active paths do not share the same link In order to formulate this problem, we first define the quantity 0 7 for each link pair (i,j) and (U, U ) .
This quantity 0 v is the cost (bandwidth usage) of using link (U, U) on the backup path if link (i, j ) is used in the active path.
In order to compute the value of O r we first define the set (6) give the flow balance for the backup path. Note that the term inside the bracket in equation (7) is one when Z i j and U,, are set to one. In all other cases the quantity inside the bracket is zero or negative and therefore the constraint is non-binding. Therefore Equation (7) indicates that the amount of bandwidth to be reserved on link (U, U) if it used on the backup path is not less than the highest value of S g for any link (i,j) on the active path. Since the objective is to minimize the sum of the E,,, the value of z , , will in fact be set equal to the highest value of for any link (i,j) on the active path. The first term in the objective function just indicates that the amount of bandwidth reserved for the active path it b units for every link on the active path. Note that if the integer linear program is infeasible, then there is no feasible solution to the routing problem and the current request is dropped. We can introduce an additional constraint z i j + y i j 5 1 to explicitly take care of the fact that the active and the backup paths are disjoint. This is current implicitly handled by setting = 00 if ( i , j ) = (u,u). Since the LP relaxation to the explicit formulation of the disjoint paths problem is better than the implicit formulation, we use the explicit formulation. We solve this integer linear programming problem using CPLEX. We solved problems with about 80 nodes and 250-300 links using CPLEX in about 10-15 minutes on a low-end workstation. This time is reasonable since we are primarily using this scenario only to obtain lower bounds on bandwidth usage.
V. SHARING WITH PARTIAL ROUTING kFoRh4ATION (SPI)
This scenario is the primary focus of this paper because the routing information required is obtainable from traffic engineering extensions to routing protocols and hence this is the most appealing scenario from a practical viewpoint. In this scenario, the information available is the the aggregate bandwidth used on each link by active paths denoted by Fijs the aggregate bandwidth used on each link by backup paths denoted by Gij, and the link residual bandwidths R + j . Note that since we are only maintaining aggregate information on bandwidth usage, the amount of information maintained in this scenario is independent of the number of U P S that are currently using the network. Whereas the complete information scenario requires per-UP information to be maintained, the partial information scenario requires information to be maintained only for two types of UPS: active U P S and backup U P S . This is only slightly more information than the no infomation model which keeps track of only the total aggregate bandwidth usage. As we shall see later, using the developed routing algorithms, the small amount of extra information in the partial information scenario in comparison to the no information scenario can be used to obtain big gains in network performance that is fairly close to the complete information scenario when the performance metric is the number of rejected requests.
First note that some sharing of the backup paths is possible even though only minimal information is maintained. Let A P represent the active path and BP represent the backup path for the current demand. Let us assume for the moment that the active path A P has been selected already. Let M represent the largest value of F!j for some link (i,j) in the active path, i.e., M = arg max Fij. We can capture these sharing notions in a formulation that is similar to the full information formulation. For partial information, we set the value of fly as follows: This is based on the observation that
F i j V ( i , j ) V(U,V).
One can solve the integer linear programming problem with the new values for erfi". However, we need a faster algorithm to do on-line routing for large networks. This is particularly so if the algorithm is to run on edgenodes with liited computational resources. Let us assume that the active path A P has been Therefore the feasibility of this approach to solving SPXdepends on the ability to solve DISJOINT PATH (). This problem can be stated more formally as follows: Given a directed graph and two costs a i j and qj on link ( i , j ) , find a pair of link disjoint paths between a given pair of nodes s and t with minimum total cost, where the cost of the first path will be the sum of the a i j for all links (i, j) on the first path and the cost of the second path sum of the ~j for all links (i, j) on the second path. Unlike the disjoint path problem considered in the NS scenario where the link costs are the same for both path computations, this problem with its different link costs &j and q j is NP-hatd. The proof is in [ill. This paper also gives an algorithm for this problem with a worst-case guarantee. However, the worst-case guarantee is too weak for our purposes. Hence, we develop a dual based algorithm suitable for our purpose.
We write this in the form of a mathematical programming problem. Equations (12) to (17) give the flow balances for the active and backup paths. In order to get lower bounds on the optimal solution value to this problem, we first the relax the integrality constraints. Next we write the dual to this linear programming problem. Note that when we relax the integrality constraints, we can drop the constraints that x i j and yij are less than one since this is implied by constraints (18). Let denote the dual variable associated with the flow balance at node i for the x variables, let pi denote the dual variable associated with the flow balance constraint at node i for the y variables. Let aij denote the dual associated with constraint (18). The dual then is given by
The following facts will be used in the development of an algorithm for solution algorithm for DISJOINT PATH().
From linear programming duality, any feasible solution to the dual problem is a lower bound on the optimal solution to the primal problem. The objective of the dual is to find the largest (best) lower bound. The dual linear programming problem consists of variables A. p. and Q. If the value of the U variables are fixed, then the dual linear programming problem decomposes into two independent shortest path problems. The weight of arc (i,j) for the first shortat path problem is a i j + u i j . The weight of arc (i, j ) for the second shortest path problem is . For a fixed value of U , the objective function of the dual is the sum of the lengths of the two shortest paths minus cij Q i j . This is a lower bound on the optimal solution to the problem. The idea now is to determine a Q vector so that this lower bound is as high as possible.
Assume that the solution to the shortest path problems is unique. If an arc (i,j) 
5)
Any feasible solution to the primal problem is an upper bound on the optimal solution value. Any time the costs on the arcs change in the dual, we can compute two disjoint paths (using any h h t i c ) using thii dual cost and compute the actual cost of the pair of paths obtained. If this cost is lower than the current upper bound. then the upper bound is updated. (STEP 4) We use the above observations to generate tight lower and upper bounds for the problem. Note that in the description of the algorithm given below, all the shortest path problems are solved from node s to node d. We will however assume that Dijkstra's algorithm is executed from node s until all nodes are labeled. This is needed in order to execute STEP 5 of the algorithm. STEP 4: If (i, j) E PI n P 2 then increment the value of uij by one.
STEP 5: For each link ( i , j ) , set uij = uijmin{Tij, sij,uij]. STEP 2 and STEP 3 compute valid lower and upper bounds by obtaining feasible solution to the primal and dual respectively.
As outlined earlier STEP 4 and STEP 5 attempt to increase the lower bound. STEP 4 attempts to increase the lower bound by increasing the value of Uij for arcs that lie on both the shortest paths. In addition STEP 4 also attempts to generate a feasible solution for the primal. If this solution value is smaller that the current upper bound then the upper bound value and hence the incumbent solution is updated. STEP 5 attempts to increase the lower bound by decreasing the values Of uij while keeping the shortest path lengths the same. Therefore, we reduce the value of uij on link (i, j ) , that is not on the shortest path whose reduced costs is positive for both the shmest path problems.
There are several modifications that can be done to the basic steps outlined above in order to speed up the computation. We will not address these issues in this paper. To illustrate the working of the algorithm we give the lower and upper bound values in a typical run shown in Figure 1 . The example was run on a network with 70 nodes and 206 arcs. The costs aij and c;j were randomly distributed in the range [0 : 1000). The x-axis shows the number of iterations and the y-axis shows the value of the lower and upper bounds.
for link (i, j ) . Note that the reduced cost for the links on 2 the shortest path tree determined by Dijkstra's algorithm 3 8 will be zero. For all links not in the shortest path tree, this reduced cost represents the amount by which the cost on that link can be decreased until it lies in the shortest path tree. Let Pz and 12 represent the shortest path and its length with respect to the second set of weights. Let ei represent the label for node i after the second shortest path The algorithm executes very fast as it only involves solving shortest path problems. The running time on networks with 70-100 nodes and a two to three hundred arcs is less than a second on a low end work station. The quality of solutions obtained by DISJOINT PATHO is shown in Table 1 . Since we have a lower bound on the optimal solution, it is easy to evaluate the quality of the solution obtained (in the worst case). All the examples in Table 1 Figure 2 below. Each undirected link in Figure 1 represents two directed links. We don't show the 70 node network since it is too large for visualization. Results using the 70 node network are shown in Figure 6 . The In each case 100 experiments were run. The start and the end n point for the paths were picked at random in each experiment.
The results were averaged over these 100 experiments. The results are shown in Table 1 . Note that DISJOINT PATH() performs extremely well (less than about 5% from the optimal solution) and the average time taken to run each experiment is less than a second on a low end workstation.
The basic idea in solving the overall SPI problem is that once M is fixed then the problem becomes that of computing DIS-JOINT PATH (). Since we don't know the best choice of M , we try all values of M and take the least-cost solution. Of course, if different links have the same fi, values, then we need to do the experiment only once for all those links. Also note that if the current value of LB is DISJOINT PATH 0 for a particular value of M is greater than BEST then the DISJOINT PATH() computation can be stopped. W i t h these enhancements, the algorithm for SPI runs in less than two seconds on a low-end workstation for problems with 70-80 nodes and about 250 links.
To extend the algorithm to work for node failures, we merely change the representation of nodes by splitting each node into an ingress sub-node where all the incoming links terminate and an egress sub-node where all the outgoing links terminate. The two sub-nodes are connected with a link and the failure of this link is equivalent to a node failure. 
A. Network Loading Experiments
For this set of experiments, the link capacities are set to infinity. We use the network shown in Figure 2 . Requests arrive one at a time to the network. The source and the destination nodes axe picked up at random from among the nodes in the network.
The bandwidth request is uniformly distributed between 1 and 10 units. Each demand has to be allocated an active path and a backup path. Since the capacity is infinite, there is no request rejection. The objective therefore is to compare how much total bandwidth the algorithm using partial information uses relative to the no information and complete information schemes.
In the NS model there can be no sharing of the backup paths. In the SPI and SCI models, there will be a sharing pf the backup paths. The goal here is to determine how much bandwidth is saved by this sharing. After a 100 demands have been loaded on to the network, the total amount of bandwidth consumed by the demands (for both active and backup) is determined for each of the information models. We performed 10 experiments with different random seeds. The saving in total bandwidth between the NS and SCI modes ranges from about 25% to about 40%. The savings in bandwidth between the NS and the SPI modes is between 15% and and 20%. This is surprising considering the fact that the SPI maintains an order of magnitude less information than the SCI mode. Considerable gains can be obtained by maintaining a small amount of additional information beyond what NS maintains.
Requests arrive one at a time. Each request is uniformly distributed between 1 and 10 units. The source and the destination for the demands are picked at random. If there is no capacity for either the active or the backup path, then the demand is assumed to be rejected. We performed 10 experiments. We count the number of rejected demands after 50 demands are loaded on to the network. The results are shown in Figure 5 which gives gives the number of rejected requests for each of the 10 experiments.
Both SCI and SPI perform much better than NS which is iiot surprising. The surprising .result is that SPI performs almost as well as SCI in most cases. Using the developed algorithms, performance gains close to that obtainable with non-aggregated information is possible using only aggregate information. ._______---
B. Experiments with dropped demands
The second set of experiments were behavior of the algorithms with mands dropped when there is an overloading of the network. In
EXPERIMENT NUMBER
these experiments, the links have finite capacity. For the results
6.
of rcjcctcd requests for random experiments in a node, shown in Figure 5 , we use the 15 node network shown in Figure   204 Figure 6 shows the number of rejected requests under the three information scenarios. Our algorithm using partial information performs considerably better than the algorithm which uses no information. More importantly, the performance of the partial information algorithm is very close to that of the algorithm with complete information. This shows that partial information, which is feasible in a network to obtain, can be very effectively used for efficient routing of restorable LSPS.
w. CONCLUDING REMARKS
We considered the problem of on-line routing of bandwidth guaranteed U P S with joint setting up of backup paths for fast pre-provisioned restoration. In this paper, by U P S we mean both bandwidth guaranteed MPLS label-switched paths and wavelength switched paths (for networks with full wavelength conversion). The unified presentation was motivated by recent proposals to unify MPLS and optical network-control protocols, and that restoration is an important objective for optical networks. Motivated by the information obtainable from trafiicengineering extensions to routing protocols, a partial infomation model which uses only aggregate link bandwidth usage information by class was used to formulate a new QoS routing problem. New algorithms were presented for thii routing problem. We used a complete information model and a no information model to provide lower and upper bounds on how well routing with partial information can be done. We showed that the developed algorithms for the partial information model which provides only a small amount of aggregated bandwidth usage information performs very well in comparison to the complete information model which uses considerably more and non-aggregated information. The performance is almost identical to that of the full information model when the performance metric is the number of rejected demands. In the paper, we used minimizing the total bandwidth used as the routing objective since this is analogous to min-hop routing for the case of routing with no restoration requirement. This min-hop like routing does not necessarily minimize the number of rejected requests. Restorable on-line routing with other objectives that maximizes the number of requests satisfied is a topic for future study.
