To overcome the over-enhancement problem, [2] and [3] proposed similar solutions that preserve the intensity mean of the image data by using sub-histogram information. However, under some circumstances, the improvement of the image quality may be restricted due to the meanpreserving criterion. On the other hand, [4] and [5] performed contrast enhancement based on adaptive histogram equalization (AHE). The operation of AHE is basically the same as HE, except that the histogram is now formed from localized data. However, computational
INTRODUCTION
Histogram Equalization (HE) has been widely used for image enhancement [1] . In HE, the cumulative density function (cdf) of the histogram is used as the intensity transfer function for intensity value mapping. This approach enhances the contrast of an image by expanding dynamic range of the original image to all available dynamic range. Since the HE approach considers only global statistics of the image, some image details may get lost while some portions of the image may get over-enhanced. Moreover, image noise may also get enhanced during the contrast enhancement process. To overcome the over-enhancement problem, [2] and [3] proposed similar solutions that preserve the intensity mean of the image data by using sub-histogram information. However, under some circumstances, the improvement of the image quality may be restricted due to the meanpreserving criterion. On the other hand, [4] and [5] performed contrast enhancement based on adaptive histogram equalization (AHE). The operation of AHE is basically the same as HE, except that the histogram is now formed from localized data. However, computational complexity can be a major concern and the enhanced results may look unnatural. In this paper, we propose an extension of histogram equalization for image enhancement. By taking local characteristics into account, a more general approach is developed. This approach can be applied to various image enhancement applications, like contrast enhancement and shadow enhancement. In this paper, the concept of the proposed approach is first introduced in Section 2. Its applications to contrast enhancement and shadow enhancement are then demonstrated in Section 3. Finally, conclusions are given in Section 4.
GENERALIZED HISTOGRAM EQUALIZATION 2.1 Generation of Histogram in HE
In histogram equalization, the first step is to generate the histogram of the image. Then the intensity transfer function for contrast enhancement is obtained as (1) h(x)dx T(g) = gj-n + (gax -gminm ,Fa -) hmxin where g denotes the intensity value, g .11 and gmax denote the lower bound and upper bound of g, h(x) denotes the histogram of the image, and T(g) denotes the intensity transfer function for contrast enhancement. Intuitively, a large peak in the histogram causes a steep increase in the cdf function. Hence, this approach allocates more gray levels for frequent intensity values, while assigns less gray levels for infrequent intensity values. Actually, this histogram equalization process can also be explained from a different viewpoint. Here, we may imagine h(x) as an expansion function, which describes how likely the intensity value x needs to be expanded for image enhancement. In HE, if an intensity value X occurs more frequently, then we tend to expand more these intensity values around X. Hence, Equation (1) can also be explained as the reallocation of intensity values based on the distribution of an expansion function h(x). On the other hand, the generation of the histogram h(x) can be viewed as a masking-and-accumulating operation. Imagine we use a 1 x 1 mask to scan through the image to measure the intensity data at each pixel. These intensity 1-4244-0481-9/06/$20.00 C2006 IEEE values are then accumulatively added into h(x). By repeating the masking-and-accumulating operation over the whole image, the histogram function h(x) is obtained. In Figure 1 , we illustrate such a masking-and-accumulating operation. Due to the limited size of the 1xl mask, the HE method doesn't consider the neighboring information around each pixel. Hence, the histogram function h(x) contains only global statistics of the image.
I(x,y) count 
.1 Extended Histogram
In our approach, we first extend the scanning mask size from 1 x 1 to nxn. When the center of the mask is placed at (x,y), we define I(x, y) as the intensity value at the center pixel, while define N(x, y) as the set of intensity values within the nxn neighborhood of (x,y). The definitions of I(x,y) and N(x,y) are illustrated in Figure 2 (a). Besides, we propose the use of two measures f1(I(x,y),N(x,y)) and f2(I(x,y),N(x,y)) to estimate some local characteristics within the mask window. Here, we define f1 and f2 to measure the local average and local variations within the mask, respectively. For example, if we choose the mask size to be 3x3, we may define f1 and f2 to be
Min{I(x+i,y+ j);-l <i<1,-l < j<1} In fact, many other functions, like a weighted mean and the local variance, can also be used to define f1 and f2. With the definitions of f1 and f2, we can calculate f1(I(x,y),N(x,y)) and f2(I(x,y),N(x,y)) at each pixel (x,y). As the mask scans through the image, we count the occurrence frequency of (f1,f2) and generate a so-called "extended histogram". Figure 2(b) illustrates the generation of this extended histogram. This operation is similar to the operation illustrated in Figure 1 , except that the mask size is now nxn and the intensity value I(x,y) is replaced by two local measures f1 and f2.
After the generation of the extended histogram, we perform normalization over the extended histogram to get the 2-D probability density function p(f1,f2). In theory, p(f1,f2) records the global statistics of the local characteristics. For example, if p(c,4) = k, it means there exists some pixels in the image with local features being fi = oc and f2 =3. Moreover, the occurrence rate of these pixels is k. (c) p(f1,f2) of (a). (6) ,imin rnin This S(g) function indicates which intensity values are more likely to be stretched in the image enhancement process. Then, based on S(g), we can deduce the intensity transfer function T(g), which is defined as Figure 4 . Here, we set a threshold over f2 to ignore pi, P2, P3 and p4. S[g f1,f2] is defined as Equation (4) and Figure 4(a) shows the S[gJf1,f2]p(f1,f2) profiles corresponding to P5, P6, P7, and P8. Based on Equations (6) and (7), c+S(g) and T(g) can be easily computed, as shown in Figure 4 (b) and Figure 4 (c). It can be easily imagined that if (c+S(g)) has a larger value at g, then T(g) has a larger slope at g. This means the intensity values around g tend to be stretched more. Hence, after having obtained the expansion function S(g), we can deduce the intensity transfer function T(g) to assign intensity values based on the prominence of local statistics. Moreover, note that in Equation (7) we add one extra parameter c. This parameter provides flexible control over the degree of image enhancement. A smaller value of c causes a more apparent adjustment, and vice versa. Figure 4 Example of S[gJf1,f2]p(f1,f2), c+S(g), and T(g).
Prevention of Over-Enhancement
As mentioned above, once we have gotten the expansion function S(g), we can generate the intensity transfer function based on Equation (7). In practice, the magnitude of S(g) has significant influence on the enhanced result. If there are some dominant peaks in S(g), overly enhanced images may be produced. To avoid this problem, we proposed the use of a magnitude mapping function MO ) to compress the dynamic range of S(g). This magnitude mapping function is a monotonically increasing function, with its slope monotonically decreasing to zero. An example of MO is Y = M(X) = X1XM° (8) where X is the original expansion function, Y is the adjusted expansion function, and Mo is a control parameter. In summary, Equation (7) is further modified to be
With the use of M( ), the expansion function with large magnitudes will be properly constrained to an extent so that the processed image looks more natural.
APPLICATIONS 3.1 Contrast Enhancement
In our simulations, an RGB-formated color image is first converted to the HSI color space and we apply our algorithm to the I component only. Besides, f1 and f2 are defined as Equations (2) Figure 5 , we show some simulations and the comparisons with HE, AHE and the method proposed by [3] . We can find that the proposed algorithm provides robust and more natural enhancement results. Besides, it is worth mentioning that the image quality in Figure 5 (d) is with little improvement due to the mean-preserving constraint used in [3] , Moreover, even though there exists strong image noise in Figure 6 (a), we may still properly enhance the image contrast without overly enhance the image noise. 
