ABSTRACT. A new method is proposed for variable screening, variable selection and prediction in linear regression problems where the number of predictors can be much larger than the number of observations. The method involves minimizing a penalized Euclidean distance, where the penalty is the geometric mean of the ℓ1 and ℓ2 norms of the regression coefficients. This particular formulation exhibits a grouping effect, which is useful for screening out predictors in higher or ultra-high dimensional problems. Also, an important result is a signal recovery theorem, which does not require an estimate of the noise standard deviation. Practical performances of variable selection and prediction are evaluated through simulation studies and the analysis of a dataset of mass spectrometry scans from melanoma patients.
INTRODUCTION
High dimensional regression problems are of great interest in a wide range of applications, for example in analysing microarrays (Hastie et al., 2008; Fan et al., 2009) , functional magnetic resonance images (Caballero Gaudes et al., 2013) and mass spectrometry data (Tibshirani et al., 2005) . We consider the problem of predicting a single response Y from a set of p predictors X 1 , . . . , X p , where p can be much larger than the number of observations n of each variable. If p > n, commonly used methods include regularization by adding a penalty to the least squares objective function or variable selection of the most important predictors.
A wide range of methods is available for achieving one or both of the essential goals in linear regression: accomplishing predictive accuracy and identifying pertinent predictive variables. There is a very large literature on high-dimensional regression methods, for example introductions to the area are given by Hastie et al. (2008) and James et al. (2013) . Earlier methods for high-dimensional regression include procedures which minimize a least squares objective function plus a penalty on the regression parameters. The methods include ridge regression (Hoerl and Kennard, 1970a,b) with a squared ℓ 2 penalty; LASSO (Tibshirani, 1996) with an ℓ 1 penalty; and the Elastic Net (Zou and Hastie, 2005 ) with a linear combination of ℓ 1 and squared ℓ 2 penalties. Alternative methods include the Dantzig selector (Candes and Tao, 2007) , where the correlation between the residuals and predictors is bounded; Sure Independence Screening (Fan and Lv, 2008) where predictors are initially screened using componentwise regression; and Square Root LASSO (Belloni et al, 2011) , which involves minimizing the square root of the least squares objective function (a Euclidean distance) plus an ℓ 1 penalty. Belloni et al (2011) have given a rationale for choosing the regularization parameter using a property called pivotal recovery, without requiring an estimate of the noise standard deviation.
We also use a Euclidean distance objective function in our method plus a new norm based on the geometric mean of the ℓ 1 and ℓ 2 norms of the regression paramaters. The advantage of our approach is that we are also able to provide the pivotal recovery property, but in addition gain the grouping property of the Elastic Net. The resulting penalized Euclidean distance method is shown to work well in a variety of settings. A particularly strong feature is that it works well when there are correlated designs with weak signal and strong noise.
PENALIZED EUCLIDEAN DISTANCE
2.1. Notation. We assume that the data are organized as an n × p design matrix X, and a n dimensional response vector Y , where n is the number of observations and p is the number of variables. The columns of the matrix X, are x * ,j := (x 1,j , x 2,j ..., x n,j ) T , j = 1, ..., p and the regression parameters are β = (β 1 , . . . , β p ) T . The usual linear model is Y = Xβ + σǫ where E[ǫ] = 0 and var(ǫ) = I n , and I n is the n × n identity matrix. We shall assume that the expectation of the response Y = (y 1 , y 2 , ..., y n ) T depends only on a few variables, and so
where the columns of the matrixX are a subset of the set of columns of the entire design matrix X, soX is associated with a subset of indicesJ ⊂ {1, 2, . . . , p} andβ is a vector whose dimension is equal to the cardinality ofJ. We call the columns inX the "drivers" of the model. We make the observation that in general,J may not be unique since an underdetermined system could have solutions with different sparsity patterns, even if the degree of the optimal sparsity (model size) is the same. However, in the signal reconstruction problem that we consider, where a penalty on the parameters is introduced, we shall assume that there is a unique solution. The cardinality ofJ is assumed to be less than the number of observations and it is desirable that the columns ofX are linearly independent. When p is much greater than |J| a huge challenge is to detect the set of irrelevant columns, i.e. the variables that are not needed for efficiently controlling the response Y .
2.2. PED objective function. Our method involves minimizing the Euclidean distance between Y and Xβ, with a penalty based on the geometric mean of the ℓ 1 and ℓ 2 norms. In particular, we minimize
where λ is scalar regularization parameter, β = (
β 2 j is the squared ℓ 2 norm and
|β j |, the ℓ 1 norm. The penalized Euclidean distance (PED) estimatorβ is defined as the minimizer of the objective function (2), i.e.β = (β 1 ,β 2 , . . . ,β p ) and
The penalty is proportional the geometric mean of the ℓ 1 and ℓ 2 norms and has only one control parameter, λ.
An alternative, well-established method that combines ℓ 1 and ℓ 2 penalties in a linear manner is the Elastic Net (Zou and Hastie, 2005) , which is based on the naïve Elastic Net criterion Tibshirani, 1996) is a special case with λ 1 > 0, λ 2 = 0 and ridge regression has λ 1 = 0, λ 2 > 0, and so the Elastic Net combines the two methods.
Our PED method also combines features of LASSO and Ridge Regression but in a radically different way. The PED penalty is identical to the LASSO penalty for a single non-zero β i , and so for very sparse models behaviour like the Square Root LASSO is envisaged. We shall show that for PED there is a grouping effect for correlated variables, which is a property shared by the Elastic Net.
2.3. Standardizing to the unit hyper-sphere. By applying a location transformation, both the design matrix X and the response vector Y can be centred, and we also scale the predictors so that
Note that each covariate x * ,j can be regarded as a point on the unit hypersphere S n−1 with a centring constraint. We assume that the global minimum of Y −Xβ is very small, but nonetheless positive
as obtained in the presence of noise and when the number of observations is larger than |J|, andX,β, |J| were defined after (1). Given this situation and since we define the PED objective function through the sparsity of the solution and the minimization of the norm of the residual, we exclude the possibility of exact solutions.
For any vector β ∈ R p , we denote by θ j the angle between x * ,j and Y − Xβ. Thus for a vectorβ that achieves the global minimum of Y −Xβ , we must have θ j = π 2 for j ∈J and we can define the set of solutions as
whereJ c denotes the complement ofJ in the set of all indexes {1, 2, . . . , p}. We also assume that S is bounded away from 0 R p (i.e. β = 0 R p cannot be a solution for minimizing Y − Xβ ). Given these minimal and common sense assumptions, our goal is to build an estimator of the index set S. Also, thinking of covariates as vectors on the unit hypersphere S n−1 , we would like to build an objective function that facilitates automatic detection of "overcrowding", where we have a group of very close observations on the hypersphere (where the great circle distances are small within the group) which correspond to highly correlated predictors, which in turn will have similar estimated regression parameters. Throughout the paper we assume that Y have been centered and the columns of X have been standardized as described above.
3. THEORETICAL RESULTS 
The following two theorems demonstrate the grouping effect achieved by a minimizer of the penalized Euclidean distance.
Considering the situation of very large p compared to n, selecting and grouping variables is an important priority. 
Note that the grouping property holds for X j and X k that are highly (but not perfectly) correlated. This special grouping effect is facilitated by our particular choice for the objective function. Strong overcrowding on the unit hypersphere around an "irrelevant" column would be detected by a dramatic drop in the relative size of the corresponding components of the solution to our objective function.
Sparsity Properties.
It is important and of great interest to consider the case when the number of variables by far exceeds the number of drivers for the optimal sparse model. Therefore the cardinality of the set S is infinite, and the challenge is to find a sparse solution in it. The starting point of our analysis will be a solution of the penalized Euclidean distance problem defined by (3). As before, we letθ j represent the angle between vectors X j and Y −Xβ.
We note that the angleθ j could be defined aŝ
whenever
. It is well known that we have
Thus a common-sense but not very restrictive assumption would be that 0 R p should not be a minimizer for Y − Xβ .
Lemma 2. Ifβ(λ) is a solution of (3) then we have that
(5)β j (λ) β (λ) =k 2 cos(θ j ) λ −k sgn(β j (λ)) ifβ j (λ) = 0. Proposition 1. We have (6) | cos(θ j )| ≤ λk 2 if and only ifβ j (λ) = 0.
Proposition 2. Ifβ is the solution of (3) and its j-th component is nonzero (i.e.β
The following two results demonstrate the existence of a minimizing sequence whose terms have the grouping effect property for the relative size of their components.
Lemma 3. Ifβ is the solution of (3), we have
β j β (λ) < M ≤ 1 if and only if | cos(θ j )| ≤ λ 2 k + M k , where M is a constant.
Proposition 3. The solution of the penalized Euclidean distance problem (2) given byβ(λ), converges to a minimizer
of the norm of the residual as the λ approaches 0.
Oracle Property.
In this section we demonstrate that PED is also able to recover sparse signals without (pre)-estimates of the noise standard deviation or any knowledge about the signal. In Belloni et al (2011) this property is referred as "pivotal recovery". An important aspect is that the development of an oracle theorem also brings a solid theoretical justification for the choice of the parameter λ.
Let Y = Xβ * + σǫ, where β * is the true value for β, σ is the standard deviation of the noise and ǫ i , i = 1, ..., n, are independent and identically distributed with a law F * such that E F * (ǫ i ) = 0 and E F * (ǫ 2 i ) = 1. LetJ = supp(β * ). For any candidate solutionβ we can use the notation L for the plain Euclidean loss, i.e. L(β) = Y − Xβ and the newly introduced norm is denoted by β (1,2) , i.e. β (1,2) = β 1 β .
The idea behind the following considerations is the possibility of estimating
in probability by using the law F * . Estimation is explained in Belloni et al (2011) as Lemma 1 under the assumptions of Condition 1. We can use the same general result to show that the method we propose is also capable of producing "pivotal" recoveries of sparse signals.
Before stating the main theorem we introduce some more notation and definitions. The solution of the PED objective
c > 1 and, for brevity,c = c+1 c−1 . Also, we writeũ for the vector of components of u that correspond to the non-zero β * elements, i.e. with indices inJ. Also, we writeũ c for the vector of components of u that correspond to the zero elements of β * , i.e. with indices in the complement ofJ. Consider
Assume thatk * c = min
and
are bounded away from 0. We can investigate when these compatibility conditions might hold. Let
and M * / √ p * is bounded. Such compatibility conditions could be easily achieved in the case when p = n 1+α 1 and p * = n α 2 with α 1 , α 2 > 0 and α 1 + α 2 ≤ 1. We also present later a result with certain compatibility conditions for the case when p > n 2 .
We refer to k * c andk * c as restricted eigenvalues. The terminolgy is similar to Bickel et al. (2009) , although our definition and usage are different here. As stated before, our oracle theorem is based on estimation of
In the case when the law F * = Φ 0 is normal, directly following from Lemma 1 of Belloni et al (2011) , we have:
Lemma 4. Given 0 < α < 1 and some constant c > 1, the choice of parametrization λ =
satisfies λ ≥ c 4 √ pS with probability 1 − α.
Now we are ready to state the main result:
A direct consequence is the following oracle inequality:
We can use the value of λ in Lemma 4 for practical implementation in order to ensure λ ≥ c 4 √ pS holds with probability 1−α. Note that the rate of convergence is asymptotically the same as rates seen in other sparse regression problems (e.g. see Negahban et al., 2012) , although as for the square root LASSO of Belloni et al. (2011) knowledge of σ is not needed. Also there are some circumstances when we can consider other values of λ, as shown in the Corollary.
Corollary 1. Let 0 < ξ < 1 and β (λ) − β * ≤ const. p * log(2p/α) n with probability 1 − α.
We use the corollary to suggest a method for choosing the model parameters by maximizing
Although the compatibility conditions require p ≤ n 2 if we assume that min
is bounded away from 0, we could allow p > n 2 and a sufficient condition for the compatibility inequality invoked by the Corollary would be to
> ξ > 0 for all n. Such a condition is not unrealistic if the set of columns of the design matrix X has a finite partition by subsets of highly correlated covariates. If we have that the set of all indices has always a finite partition by subsets of indices whose corresponding columns in the design matrix X maintain strong correlations.
Thus we assume
where m < ∞ when n → ∞. If for each subset J k the columns of X whose indices are in J k have the lowest pairwise correlation, ρ k , such that
then, based on Theorem 2, we can show that
is bounded when n → ∞ and implicitly the compatibility condition from the Corollary is satisfied.
For a practical implementation of our method we exclusively use the proven theoretical results. From the signal recovery theorem and corollary we obtain that β (λ) − β * ≤ const. p * log(2p/α)/ √ n with probability 1 − α.
Thus, if j is an index where there is no signal, i.e. β * j = 0 then, from the previous inequality, we have that |β j (λ))| < β (λ) − β * ≤ const. p * log(2p/α)/ √ n. If β (λ) = 0 we can divide the constant by β (λ) and get (10)
We will use (10) to inform a threshold choice as part of the PED fitting algorithm. As well as dependence on n we also investigate the effect of p on the relative size of the components. Note that the components ofβ(λ) whose relative size (i.e.
) is small belong to columns of X that make with Y − Xβ(λ) an angle a lot closer to π 2 than the rest of the columns. For example, since 1/ 4 √ p ≤k ≤ 1 and if
For a practical method we implement the detection of a set I(λ, δ) of "irrelevant" indices (with zero parameter estimates) as follows
where C(p) is a threshold value defined in (11) that needs to be chosen. We construct a new vectorβ(λ) which satisfiesβ j (λ) = 0, if j ∈ I(λ, C(p)) and the rest of the components give a minimizer of
whereX is obtained from X by dropping the columns with indices in I(λ, C(p)).
In the next section we show how these results can be implemented in an algorithm for finding sparse minimizers of L(β).
THE PED ALGORITHM
The objective function L P ED (λ, β) = Y − Xβ + λ β · β 1 is convex for any choice of λ and also differentiable on all open orthants in R p bounded away from the hyperplane Y − Xβ = 0. In order to find good approximations for minimizers of our objective function, as in many cases of nonlinear large scale convex optimization problems, a Quasi-Newton method may be strongly favoured. A Quasi-Newton method would be preferred since it is known to be considerably faster than methods like coordinate descent by achieving super-linear convergence rates. Another important advantage is that second-derivatives (Hessians) are not necessarily required. For testing purposes, we present an algorithm based on the well performing Quasi-Newton methods for convex optimization known as Broyden-Fletcher-Goldfarb-Shanno (BFGS) methods: limited-memory BFGS (Nocedal, 1980) and BFGS (Bonnans et al, 2006) . We also tested a version of non-smooth BFGS called Hybrid Algorithm for Non-Smooth Optimization (HANSO) (Lewis and Overton, 2008) and obtained very similar results.
The PED algorithm is:
(1) Implement the L-BFGS algorithm to minimize the objective function (2) using λ = λ 0 .
(2) Setβ j = 0 if
is motivated by (12)). Eliminate the columns of the design matrix corresponding to the zero coefficientsβ j , with p * 0 non-zero columns remaining. (3) (optional) For i in 1 to N : { Use the L-BFGS algorithm to minimize the objective function with λ = λ i < λ i−1 .
. Eliminate the columns of the design matrix corresponding to the zero coefficientsβ j , with p * i non-zero columns remaining.} (4) Use the L-BFGS algorithm to minimize the objective function with small λ F with p adapted to p * .
The algorithm uses the theoretically informed parameters λ i , i = 0, . . . , N (based on Corollary 1), and the threshold parameters C(p). The steps i = 0, . . . , N involve screening unnecessary variables using the irrelevant information criterion and the final step with small λ F improves the prediction.
We consider a particular version of the algorithm in our examples using choosing λ 0 and C(p) from a grid of values λ ∈ {0.2, 0.5, 1} and C(p) ∈ {0.75, 1, 1.25, 1.5} in order to maximizek, and of course other grid choices could be used. In addition we do not use step 3 and finally λ F is based on Theorem 3 with adapted p = p * . The algorithm is a one-pass method. Other possibilities include using Akaike's Information Criterion (AIC) and 10-fold cross-validation to select the parameters.
APPLICATIONS
5.1. Simulation study. Example 1. We consider a simulation study to illustrate the performance of our method and the grouping effect in the case when p ≥ n. In this example we compare the results with the Square Root of Lasso method (Belloni et al, 2011 ) that uses a scaled Euclidean distance as a loss function plus an ℓ 1 penalty term.
We also compare the results with both LASSO and Elastic Net methods as they are implemented in the publicly available packages for R. In particular we used 10-fold cross-validation to choose the roughness penalty for LASSO and the Elastic Net using the command cv.glmnet in the R package glmnet and we use the command slim in the R package flare with penalty term λ = 1.1Φ −1 (1 − 0.05/(2p))/ √ n. We use the one-pass PED algorithm with parameters chosen from a grid to maximize (9). We consider situations with weak signal, strong noise and various correlated designs. In particular, for a range of values of n, p, ρ the data are generated from the linear model The results are summarized in the following table and the reported values are based on averaging over 100 data sets.
The distance between the true signal and the solution produced is also recorded. Under highly correlated designs, the method we propose shows a very efficient performance against the "curse of dimensionality" and overcrowding.
PED has performed very well, obtaining the highest rate of true positives in many examples. We use the one-pass PED method where the choice of λ 0 is taken such thatk is an approximate maximum. Also, we compare with PED when the parameters are selected by AIC, given by PED(AIC). The Elastic Net is the next best, and Lasso and The best values in the TP and RMSE columns are in bold. The True Positives (TP) are the average number of non-zero parameters which are estimated as non-zero and the Model Size (MS) is the average number estimated non-zero parameters, from 100 simulations. The RMSE is given for theβ parameters.
Square root Lasso have low rates of True Positives. PED has a lower model size compared to the Elastic Net. Finally the RMSE is generally best for PED, particularly for the higher correlated situations. Overall PED has performed extremely well in these simulations.
5.2. Mass spectrometry data from melanoma patients. We consider an application of the method to a proteomics dataset from the study of melanoma (skin cancer). The mass spectrometry dataset was described by Mian et al. (2005) and further analysed by Browne et al. (2010) . The data consist of mass spectrometry scans from serum samples of 205 patients, with 101 patients with Stage I melanoma (least severe) and 104 patients with Stage IV melanoma (most severe). Each mass spectrometry scan consists of an intensity for 13951 mass over charge (m/z) values between 2000 and 30000 Daltons. It is of interest to find which m/z values could be associated with the stage of the disease, which could point to potential proteins for use as biomarkers. We first fit a set of 500 important peaks to the overall mean of the scans using the deterministic peak finding algorithm of Browne et al. (2010) to obtain 500 m/z values at peak locations. We consider the disease stage to be the response, with Y = −1 for Stage I and Y = 1
for Stage IV. Note that we have an ordered response here as Stage IV is much more severe than Stage I, and it is reasonable to treat the problem as a regression problem.
We fit the PED regression model versus the intensities at the 500 peak locations. We have n = 205 by p = 500. The data are available at http://www.maths.nottingham.ac.uk/∼ild/mass-spec for the Lasso 5 peaks were chosen from the top 50 largest, with 4 in common with Browne et al. (2010) . Note that here PED has selected the most peaks in common with Browne et al. (2010) , and it is reassuring that the different methods have selected some common peaks.
CONCLUSIONS
We have introduced a sparse linear regression method which does not make use of existing sparse regression algorithms. Backed up by a concrete and relatively simple theoretical explanation, we show that the proposed methodology is useful and practical to implement without imposing any assumptions that in general could be infeasible to verify. A notable aspect is that under correlated designs we did not assume any restrictive conditions between the number of observations and the number of predictors, and so the proposed method has wide range of applicability.
Further extensions of the work will follow in a natural way, for example as Fan et al. (2009) have extended ISIS to generalized linear models and classification problems. It will be interesting to analyse the mass spectrometry data using PED for binary response models, and compare this with the PED regression approach of our paper.
The performance of the proposed method has been compared with a number of well known variable selection methods and has performed favourably. Further, the predictive performance of the proposed method has been compared to some current state-of-the-art known predictive techniques and it seems very effective in higher dimensional situations. In conclusion, the method appears to be a promising addition to the sparse regression toolbox.
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We notice that C ≡ {β ∈ R n |[f (β)g(β)] 2p 1 p 2 ≤ 1} and therefore C is a bounded, closed and convex subset of R n which contains the origin. Let Epi(h) denote the epigraph of some function h :
We see that in our case Epi(
homogeneous of degree 1 it follows that it must also satisfy the triangle inequality. Therefore √ f · g is a norm on R n . What we present is the fact that the geometric mean of two p-norms is also a norm on a finite dimensional vector space.
Proof. (Theorem 1.) We follow a similar idea as stated in Zou and Hastie (2005) . Letβ = arg min β {L P ED (λ, β)} and assume that x * ,i = x * ,j . Let J(β) = λ β β 1 . Ifβ i =β j consider
which implies J(β * ) < J(β), a contradiction with the fact thatβ = arg min
Proof. (Theorem 2.) If x * ,i = x * ,j thenβ i =β j which means that the proposed regression method should assign identical coefficients to the identical variables. Sinceβ(λ) = arg min
If we take k = i and k = j, after subtraction we obtain
and x T * ,j − x T * ,i 2 = 2(1 − ρ) since X is standardized, and ρ = cos(θ ij ). We have √ β · β 1 β 1 ≤ 1 for any nonzero vector β in R p and |r(λ)| ≤ 1. Thus, equation (17) implies that
which proves the grouping effect property for the proposed method.
Proof. (Proposition 1) Here we are going to prove the "if" part as the "only if" implication follows directly from the previous Lemma. Let us assume that
for a given λ > 0. Here we can fix λ and, for brevity, we can omit it from notations in the course of this proof. For any t > 0 we have
Again, for brevity we can denoteβ t@j = (β 1 , ...β j−1 , t,β j+1 , ...β p ) T and also letθ t@j be the angle between x * ,j and Y − Xβ t@j . By using the mean value theorem (Lagrange), there exists 0 < t * < t such that
If we rationalize the numerator of the second fraction in the previous equation, we get 
Analogously, by starting with t < 0, we can show that cos(θ 0@j ) ≥ − λ 2 β 0@j
Proof. (Proposition 2) By writing the necessary conditions for optimality in the case of problem (3) Proof. (Theorem 3) The proof follows a similar method to that of Theorem 1 in Belloni et al (2011) . Given thatβ (λ) is a minimizer of the PED objective function for a given λ, we have
We obtain
At the same time, due to the convexity of L, we have 
Considering the identity
along with 
