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Abstract—Stochastic block models (SBMs) have been playing
an important role in modeling clusters or community structures
of network data. But, it is incapable of handling several complex
features ubiquitously exhibited in real-world networks, one of
which is the power-law degree characteristic. To this end, we
propose a new variant of SBM, termed power-law degree SBM
(PLD-SBM), by introducing degree decay variables to explicitly
encode the varying degree distribution over all nodes. With an
exponential prior, it is proved that PLD-SBM approximately
preserves the scale-free feature in real networks. In addition,
from the inference of variational E-Step, PLD-SBM is indeed
to correct the bias inherited in SBM with the introduced
degree decay factors. Furthermore, experiments conducted on
both synthetic networks and two real-world datasets including
Adolescent Health Data and the political blogs network verify the
effectiveness of the proposed model in terms of cluster prediction
accuracies.
Index Terms—Stochastic block models, power-Law degree
distribution, EM algorithm.
I. INTRODUCTION
Recent years, network data has been growing rapidly in
a wide range of areas, from bioinformatics to academic
collaboration. How to mining useful information from such
data, i.e., network analysis, has attracted both theoretical and
computational studies [1][2][3][4]. Statistical models, with
statistical inference, deal with uncertainties elegantly and thus
provide powerful tools for network analysis such as disclosing
hidden structures within the data. Although classical statistical
models for network modeling have been explored for decades,
e.g., exponential random graph model [2], latent space model
[5] and stochastic block model (SBM) [6], studies show new
features of real-world networks that cannot be fully modeled
with existing approaches. Such ubiquitous features include
small world phenomenon, power-law degree distributions, and
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overlapped cluster or community structures [7][8][9]. Dozens
of recent works have focused on modifying classical statistical
models to improve the model capability and consequently
improve the performance of statistical inference.
Stochastic block models (SBM) has been a significant
statistical tool for latent cluster discovering in network data
[6][10][11], and a variety of its extensions have also been
developed. On the assumption that the nodes of a network is
partitioned into different clusters and the existence of edges
between pairwise nodes depends only on the clusters they
belong to, Snijders and Nowicki [6] first proposed using
posterior inference to uncover such cluster structures. Incor-
porating nonparametric Bayesian techniques in SBM, with a
Chinese Restaurant Process (CRP) prior over the node partition
imposed, [12] addresses the issue of cluster number selection.
In addition, mixed membership SBM (MMSBM) has also been
developed [13] to deal with the situation where nodes can
have multi-label properties, namely belonging to overlapped
clusters.
Other main extension of SBM includes hierarchical SBM
[14], integrating node attributes into SBM [15], dynamic
infinite extension of MMSBM [16], and improving model
scalability by stochastic variational methods [17][18]. Due
to its computational flexibility and structural interpretation,
SBM and its extension have been popularizing in a variety
of network analysis tasks, e.g., uncovering social groups from
relationship data [19][20][21][22], functional annotation of
protein-protein interaction networks [13], and network clus-
tering [23].
It has been long noticed that real networks exhibit a
ubiquitous scale-free property, i.e., the distribution of node
degrees following a power-law [24]. For example, some nodes
in the World Wide Web have far more connections than
others and are recognized as “hubs”. However, the traditional
SBM is incapable to handle this naturally existing scale-
free property in networks. This is due to its block property,
which tends to grouping nodes of similar degrees rather than
nodes whose degrees distribution follows a power-law. Thus,
it can cause significant bias when applied to infer cluster
structures especially for assortative networks. In this paper, a
new extension of SBM is proposed, termed power-law degree
stochastic block model (PLD-SBM), to address this problem.
PLD-SBM explicitly encodes the power-law characteristic,
and thus is capable to correct the bias caused by statistical
inference in the traditional SBM. Its learning and inference
are derived with efficient variational methods. We evaluate the
proposed PLD-SBM on both simulated networks and two real
networks.
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The rest of the paper is organized as follows: Section II
reviews related literature. Section III introduces our proposed
model and analyzes the degree characteristic. Section IV
describes the learning and inference algorithms in PLD-SBM.
We present the experimental results of simulations in Section
V, followed by real-world experiments on the Adolescent
Health Network and the political blog network in Section VI
and VI-B. Section VII concludes this paper.
II. RELATED WORK
A stochastic block model (SBM) handles the task of re-
covering blocks, groups or community structures in networks
[25][26].
From a generative perspective [27], SBM, with given
parameters specifying cluster-level node portions and edge
connectivity, produces a network via two steps: firstly nodes
of a pair are independently sampled from a multinomial
prior over node portions, and secondly the existence of the
edge between them is sampled from a prior distribution over
connectivity. Different priors have been explored for certain
situations, such as Bernoulli for simple graphs, a Poisson
distribution for multigraphs, [28][29], and exponential family
for valued graphs [30]. Literally, SBM models the cluster
structures in a block level and does not take the individuality
of nodes into consideration. In other words, it treats nodes
within a group equally. However such a strategy renders SBM
incapable of handling node degree heterogeneity. For example,
in the political blog network [31], within either the liberal
community or the conservative one, both popular blogs and
inactive ones naturally exist, and the popular ones typically
have higher degree than those of inactive. In this situation,
the node degrees are heterogeneously distributed. However,
according to the experimental results in [32], SBM fails to
discover such clusters. Another similar example is in the
clustering of Zachary karate network [33]. A community in the
club is naturally constituted with high-degree leading members
such as instructors and low-degree satellite members such
as students. The experiments show that SBM divided club
members into degree-homogeneous groups, even though it can
indeed indirectly identify degree-heterogeneous groups with
extra steps by first finely dividing the network (i.e., with large
group number) and then merging the high-degree instructor
nodes and low-degree student nodes into groups of degree
heterogeneity.
A degree-corrected SBM (DC-SBM) model to alleviate the
heterogeneous bias inherited by SBM was proposed by Karren
and Newman [32]. An expected degree parameter is introduced
for each node into a Poisson-valued SBM in order to handle
the heterogeneity of node degrees. Then, it smoothly incor-
porates the newly introduced node-wise degree parameters
into the existing block parameters as new expected number of
links via multiplying them together. Still, the derived objective
function is only dependent on group-level degrees, rather than
degrees of node-level. Finally, an iterative process involving
node switching groups is derived to attain a best cluster
structure. On one hand, DC-SBM is superior to SBM in terms
of capacity to handle degree heterogeneity within each cluster.
Specifically, SBM tends to discover homogeneous structures
while DC-SBM is able to split networks into heterogeneous
groups via adding independent degree-encoded variables to
each node. On the other hand, as mentioned above, we notice
that its inference procedure is rather directly dependent on the
introduced node-level expected degree parameters. Thus, there
are no “posterior” explanations for the proposed model, and no
network generation procedure can be derived. Besides, obtain-
ing an optimal community structure is inefficient due to the
almost exhaustive iterative procedure. Note that several studies
have extended DC-SBM by considering different modeling
scenarios, such as model selection [28], clustering consistency
[34], edge direction type [35] and regularized spectral analysis
[36].
Latent degree learning has also been investigated to address
the heterogeneous bias of SBM. One typical approach is a Link
Density model (LD) [37] built on MMSBM [13]. Essentially,
MMSBM contains two layers of variables - one observation
layer representing edges and one latent layer denoting nodes.
To model degree heterogeneity, LD adds another latent layer,
representing link properties, into the standard MMSBM. The
probability of each latent link variable is decomposed into
a product of two free parameters over node-specific degrees.
Finally, model parameter learning and MAP inference are
solved via a variational Bayesian approach. Though at first
glance our proposed model seems to be similar to LD, there
exist fundamental differences, namely node-specific degree
parameters vs node-specific latent degree variables. The latter
one is able to incorporate a power-law prior distribution into
SBM to handle the scale free characteristic, which is ignored
by the former LD model.
There is also other literature on addressing degree hetero-
geneity in networks using spectral methods, for which we
leave the references [38][39][40][41] for interested readers.
III. THE PROPOSED MODEL
SBM constructs networks by two matrices and a layer of
hidden variables. One matrix is an N × N binary adjacency
matrix Y , representing observed edge connectivity of an
undirected binary random graph G. Its entries {yij} with value
1 or 0 indicates the existence or nonexistence of an edge
between two nodes i and j. The other matrix is a K × K
matrix B, parameterizing the connection probabilities between
clusters, i.e., a node from cluster k is connected to a node
from cluster k′ with probability 0 ≤ bkk′ ≤ 1. In addition,
the cluster or community structure underlying a network is
encoded via an extra layer of hidden variables, each of which
zi ∈ {1, 2, ...,K} associated with one node and whose value
within K indicating its belonging of clusters or communities.
Given nodes’ cluster indexes, the single-edge likelihood for
each observed edge yij is given below, and the whole-edge
likelihood is easily obtained by multiplying over the whole
edge set.
p(yij = 1|zi, zj , B) = bzizj . (1)
A multinomial prior Multi(pi) is assigned to each latent vari-
able zi. Maximum likelihood estimation (MLE) or Bayesian
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methods can be applied to learn the model parameter B, and
then a posterior inference on z reveals the network’s cluster
structure, i.e., the cluster indexes of nodes in the network [6].
The graph representation for SBM is shown in the left part
of Figure 1, comprised of parameters (pi,B) and variables
(Y, z1, . . . , zN ). The shadow circles represent the observed
edges, while the hollow circles represent the latent cluster
index variables. pi parameterizes the node portion of clusters
in the network while B is the cluster-level connectivity param-
eters. (All observed edges are generatively controlled by B.
Here, for clarity, we link B just to the first row of adjacency
matrix observations.) Clearly, the edges in Y are independent
conditioning on cluster indexes z [42].
Although SBM is generally more able to model directed
graphs, undirected graphs, and mixed-membership cluster
structures [6][13][43][44][45], we have restricted this paper
to a very specific setting - undirected graphs with single
memberships - to avoid distractions and emphasize our main
contribution. Extensions to general cases are, however, rather
straightforward.
A. The Generative Model
Real-world networks often have power-law characteristic
over node degrees, where a few nodes of a cluster in the
associated graph G have considerably large degrees while the
rest nodes of it have relatively small degrees. One example
is for liberal and conservative communities in a political
blog network [31]. In this network, each community of a
political party contains both high-degree popular blog nodes
and low-degree inactive blog nodes. The another example in
the Zachary karate club relationship network shows similar
degree configuration. Each club community contains high-
degree instructor nodes and low-degree student nodes [33].
However, as discussed above, SBM is unable to model
this skew degree feature ubiquitously existing in real-world
networks. This is because SBM (1) treats, in terms of connec-
tivity, all nodes within a cluster k equally with the same group-
level parameters, i.e., bkk, bk·, b·,k, which obviously ignores
node-specific information as proven to be useful in other
network clustering processes.
In order to capture a heterogeneous degree distribution, we
associate each node i with another latent variable, δi ≥ 0,
and use it to adjust the generating probability of connectivity.
Specifically,
p(yij = 1|zi, zj , δi, δj , B) = b1+δi+δjzizj . (2)
We term δi the degree decay variable. Clearly, these variables
δi and/or δj are negatively associated with the probability
of single individual connection between nodes i and j. As
such, with δi varying among nodes, heterogeneous node degree
distribution is easily formed. We assign an exponential prior
Exp(λ) over δi to capture a diverse value range, i.e.,
p(δi|λ) = λe−λδi .
The graphical representation for our PLD-SBM is shown in
Figure 1. Again, the edge variables are conditionally indepen-
dent given all hidden variables {zi, δi}Ni=1.
Accordingly, the edge generation procedure by the proposed
PLD-SBM is summarized as follows:
• For each node i ∈ N = {1, 2, ...N},
- sample the cluster index zi ∼ Multi(pi), and
- sample the degree decay variable δi ∼ Exp(λ).
• For each node-pair (i, j) ∈ N ×N ,
- sample the edge yij ∼ Bern(b1+δi+δjzizj ).
The joint probability distribution over observable edge vari-
ables Y and latent variables (z, δ) in PLD-SBM is then
formulated as
p(Y, z, δ|pi, λ,B)
=
∏
i,j
p(yij |bzi,zj , δi, δj)
∏
i
p(δi|λ)p(zi|pi)
=
∏
yij=1
b1+δi+δjzi,zj
∏
yij=0
[1− b1+δi+δjzi,zj ]
∏
i
λe−λδipizi .
Its corresponding graph representation is given in Figure 1.
Fitting PLD-SBM to a network or graph G is achieved by
optimizing model parameters (pi, λ,B) with MLE; and a pos-
terior inference on (z, δ) unveils structural information hidden
in the network. Algorithms for estimation and inference will be
developed later in Section IV, however first both theoretically
and empirically we demonstrate that the node degrees of the
proposed model do follow a power-law distribution.
B. Degree Characteristic
Although a direct formulation of scale-free network mod-
eling is considerably difficult, intuitive generation procedures
that result in a scale-free network have been proposed. For
example, in the BA model [24], a network starts from a small
number of nodes and grows by each time linking a new node
to a fixed number of already presented nodes with connection
preference. The connection probability is proportional to the
degree of old nodes. However, these scale-free network models
make statistical inference inherently difficult, especially when
the intention is to incorporate cluster structure modeling as
well. Conversely, the state-of-the-art statistical models for
network data, e.g., SBM, deviate far from the scale-free
characteristic of degree distributions. The proposed PLD-SBM
tries to reduce such gaps in the statistical modeling of network.
Yet, it should be noted that we are not proving PLD-SBM to
be a “rigorous” scale-free model, rather that it can improve
SBM by incorporating it to power-law degree distributions.
Power-law degree distributions with long heavy tails have
been observed on network data in various fields, e.g., biology,
social science and Internet studies; and it has been shown that,
for many of these networks, the degree distribution can be well
fitted by a power-law [24]. Let p(d) be the degree distribution
of a network, its power-law characteristic is defined by
p(d = k) ∝ k−γ , (3)
with γ a shape parameter. As (3) is invariant to the scale trans-
formation of a network, such characteristic is also regarded as
scale-free.
In assortative networks, intra-cluster edges contributes most
node degrees. Based on this basic assumption, we consider an
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Fig. 1: Graphical representation for PLD-SBM.
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Fig. 2: The scale-free characteristic of PLD-SBM. Black dots
show the results over 100 simulations, while the red line shows
the result from 1 simulation. The best line fitting to the results
by least squares has a slope about −0.892.
intra-cluster or equivalently a single-cluster case to justify the
ability of PLD-SBM for degree modeling. With a cluster of
n0 nodes, as established by the proposed model, each node is
associated with a latent degree decay variable δi ∼ Exp(λ).
Suppose the edge probability between two nodes is p0. Then,
based on the Strong Law of Large Numbers (SLLN), as n0
increases, it can be shown that with PLD-SBM the normalized
degree of node i will converge to a random variable d¯i that
only depends on δi. Formally,
1
n0 − 1
∑
j 6=i
yij
a.s.−→ d¯i(δi) = λ
λ− ln p0 p
1+δi
0 . (4)
Applying the fact that δi follows an exponential prior, the
distribution of d¯i s obeys a power-law
p(d¯i = k) ∝ k−(1+
λ
ln p0
), (5)
where γ = 1 +λ/ln p0 denoting its shape parameter. We term
(5) as PLD-SBM’s power-law degree characteristic. The proof
for both (4) and (5) are given in Supplementary. When λ is
small, the value of the shape parameter γ = 1 + λ/ln p0 in
(5) approaches 1. This is smaller than the typical value for
real networks, lying between 2 and 4. However, smaller shape
parameters enable PLD-SBM to adapt to much severer heavy-
tail cases in a prior manner.
Note that the power-law degree characteristic (5) of PLD-
SBM is only for the degree distribution of an individual node,
rather than statistic overall as in (3). However, in a sparse
network (valid for most real networks), d¯i, i = 1, 2, ..., N ,
are nearly independent, which makes the overall degree dis-
tribution (a statistic over i.i.d. examples) similar to that of an
individual one, i.e., (5). We demonstrate this by a simulation
experiment. The setting is: For the exponential distribution
parameter, λ = 0.01, and the probability for linking any
node pairs, p0 = 0.9. Then, 100 single-cluster networks of
n0 = 1000 nodes are generated. Empirical degree distribution,
i.e., node number vs node degree, is shown in Figure 2.
Clearly, it concentrates approximately along a line in the log-
domain, with a slope about −0.892. When comparing to (5),
the slope is −(1 + λ/ln p0) = −0.905 - very close to the
simulation result. We refer interesting readers for better power-
law fitting methods to [46]. We conclude that the networks
generated by PLD-SBM do follow a power-law overall.
IV. EM ALGORITHM
In this section, we derive a Viterbi-type variational EM
algorithm [47][48] for the implementation of PLD-SBM.
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A. Viterbi-type E-Step
Given observations of the adjacency matrix Y and model
parameters (pi, λ,B), the posterior distribution of latent vari-
ables (z, δ) is required to reveal the underlying cluster struc-
ture. However, this joint posterior p(z, δ|Y, pi, λ,B) has no
closed-form, because the calculation of observation likelihood
p(Y |pi, λ,B) requires integrals over all latent variables which
are generally analytically intractable. Instead, variational meth-
ods [49] provide a tractable way via approximating the true
posterior with a certain distribution family that usually can
be learned efficiently. The mean-field method is within this
category, and applies a fully factorized distribution family
based on the assumption that all associated variables are
independent to each other. For SBM, it is
q(z, δ) =
∏
i
q(zi)q(δi). (6)
Generally, the form of variational posterior distributions q(zi)
and q(δi) is chosen, based on computational convenience, from
the same family of prior distributions to take advantage of the
conjugate between likelihood and prior. However, this is not
the case in our problem. Instead, we set
q(zi) = Multi(φi) and q(δi) = 1(δ¯i), (7)
where q(zi) is a multinomial distribution parameterized with
φi, while q(δi) is a degenerated distribution with probability
1 at point δ¯i.
Here, the use of degenerated distribution q(δi) is inspired
by the Viterbi-type EM algorithm used for training Hidden
Markov Models (HMM) [50], and is based on whether it
should be concentrated somewhere in the positive half real
line in the posterior sense. .
One optimal set of variational distributions is to maximize
the objective of marginal likelihood of observation and is ob-
tained via approximating the true posterior within family (6).
Specifically, it is attained by minimizing the Kullback-Leibler
(KL) divergence between q(z, δ) and p(z, δ|Y, pi, λ,B). Often,
minimization is equivalently transformed to the maximization
of an evidence lower bound (ELBO) of the marginal likelihood
of observed edges. By applying Jensen’s inequality [51] to
the marginal likelihood, the ELBO L(φ, δ) for our problem
is given by
log p(Y |pi, λ,B) ≥
L(φ, δ) = Eq log p(Y, z, δ|pi, λ,B)− Eq log q(z, δ)
By (7) and Taylor approximation [52][53], we get:
L(φ, δ) ≈
∑
yij=1
(1 + δ¯i + δ¯j)
∑
k
∑
k′
φikφjk′ log bkk′
−
∑
yij=0
∑
k
∑
k′
φikφjk′b
1+δ¯i+δ¯j
kk′
+
∑
i
∑
k
φik log pik −
∑
i
∑
k
φik log φik
+N log λ− λ
∑
i
δ¯i. (8)
Here for networks of sparse and with assortative communities,
which is the situation we are concerned, bkk′s are not large,
and a small portion of deltais are rather large. Under these
cases, this Taylor approximation is valid.
Although (8) is not jointly concave w.r.t. (φ, δ¯), it is veri-
fiable that it is concave w.r.t. each individual variable φi and
δ¯i. Thus we apply coordinate gradient ascend to alternatively
optimize these variables. We present the results here, and
the detailed derivations are described in Supplementary. The
associated gradient for δ¯i is computed by
∂O(δ¯i)
∂δ¯i
=
∑
k
φik
∑
k′
log bkk′
∑
yij=1
φjk′
−
∑
k
φik
∑
yij=0
∑
k′
φjk′b
1+δ¯i+δ¯j
kk′ ln(bkk′)− λ, (9)
and the updating for φi is as,
φik ∝pik exp
∑
yij=1
∑
k′
(1 + δ¯i + δ¯j)φjk′ log bkk′
−
∑
yij=0
∑
k′
φjk′b
1+δ¯i+δ¯j
kk′
 . (10)
From (10), when optimizing φi, i.e., inferring the cluster
membership of node i, the membership and degree decay of
all other nodes matter. The two terms in the exp(·) operator
count respectively to contribution of linked nodes and unlinked
nodes, but in different manner. When yij = 1, i.e., node j
is linked to node i, its membership is considered with extra
weight extra weight δ¯j due to δ¯j ≥ 0 and bkk′ ≤ 1. By
contrast, when yij = 0, less weight is taken because b
1+δ¯i+δ¯j
kk′
decreases for large δ¯j . This differs PLD-SBM from SBM,
which treats the contribution of each node j uniformly, and
thus helps correct inference bias induced by power-law degree
distributions.
B. M-Step
When it comes to the optimization of model parameters
(pi, λ,B), ELBO (8) is again applied as the objective, but with
the entropy term of q dropped since it is irrelevant to model
parameters. First, we set a fixed configuration λ = 0.01 for
practical use (We tried different values from {0.01, 0.1, 1, 10}
for λ, but no performance difference is observed. Therefore,
we simply fixed λ as 0.01 following that small λ leading to
small shape parameters which enables PLD-SBM to adapt
to much severer heavy-tail cases). Then, the optimal B is
obtained iteratively by gradient ascend method, and the as-
sociated gradient is
∂O(bkk′)
∂bkk′
=
∑
yij=1
(1 + δ¯i + δ¯j)φikφjk′
bkk′
−
∑
yij=0
(1 + δ¯i + δ¯j)φikφjk′b
δ¯i+δ¯j
kk′ (11)
Finally, the optimal pi has closed-form, and each unnormalized
element is computed by
pik ∝
∑
i
φik. (12)
The overall pseudo code of above algorithm is summarized in
Algorithm 1.
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Algorithm 1 Inference for PLD-SBM
Require: Initialization for model parameters λ,B, pi and vari-
ational parameters φ, δ¯; the number of communities K;
stop criterion ε.
1: Compute variational likelihood Lnew by (8).
2: repeat
3: Lold = Lnew.
4: variational E-step
5: update δ¯ by coordinate gradient ascend and gradient is
given by (9).
6: update φ via (10).
7: M-step
8: update B by coordinate gradient ascend and gradient is
given by (11).
9: update pi via (12).
10: Compute variational likelihood Lnew with updated pa-
rameters by (8)
11: until |LnewA − LoldA | < ε
12: predict the cluster index zi of each node via (13).
13: return learned model parameters δ¯∗, pi∗, B∗ and cluster
structure z∗
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Fig. 3: Histograms of Node Degrees and Estimated Degree
Decay Parameters δ¯i on one Simulated Network.
C. Algorithm Complexity Analysis
The computation complexity is roughly analyzed. Line 4
in Algorithm 1 updates {δi}i=1,...,N , and its complexity is
O(N × max{Ni,¬E}i=1,...,N × K2) with N the number of
network nodes, K the number of clusters, and Ni,¬E equal to
N minus the degree of node i. Line 5 updates φ, where each
element takes O(max{Ni,¬E , Ni,E} × K) and its total time
complexity is O(N×max{Ni,¬E , Ni,E}×K2), with Ni,E the
degree of node i. Line 7 updates B with time complexity of
O(K2 × max{Ni,¬E , Ni,E}i=1,...,N ), and Line 9 calculates
the likelihood which takes the highest time complexity of
O(max{N¬E , NE}×K2) with N¬E the number of non-edge
pairs and NE the number of edges. Suppose the number of EM
iterations for convergence is T , then the overall computation
complexity is O(T ×max{N¬E , NE} ×K2).
Accordingly, the complexity of our algorithm is of order
O(N2), as both yij = 1 and yij = 0 are used in calculating
the objective. The same complexity is shared by SBM in the
literature. As most real networks are sparse, i.e., the edge
number NE is much less than N(N − 1)/2. Thus, it is
common to speedup the algorithm by sampling a subset of
non-edges, i.e., the entries yij = 0, to get an approximate
estimate of the objective [43]. When the size of the non-edge
subset is less than NE , the algorithm complexity is reduce to
O(T ×NE ×K2).
D. Choice of the number of communities
The number of network communities is unknown in prac-
tice. How to estimate it under SBM has been extensively
studied [28][54][55][56]. However, as this issue is not our
main concern, we simply adopt the criterion of integrated
complete log-likelihood (ICL) developed by [57][58] to choose
the community numbers for different experimental datasets. In
our case the criterion is calculated as
ICL(K) = log p(Y,z∗, δ¯∗|K,pi∗, B∗)
− K − 1
2
logN − 1
2
K(K + 1)
2
log
N(N − 1)
2
,
where z∗, δ¯∗, pi∗, B∗ are the outputs of the proposed learning
and inference procedure. Here, the first term denotes the fitness
of the model with K communities, while the second and third
terms penalize the model complexity.
V. SIMULATION STUDIES
In this section, we evaluate the performance of PLD-SBM
on simulated networks either biased to SBM or biased to
PLD-SBM. Since the cluster structure is known during the
data generation process, we are able to exactly measure the
performance of node clustering, and show how PLD-SBM
improves SBM.
A. Networks with Homogeneous Degree Distribution
The network generating setting is: Three clusters of 20
nodes are generated with different intra-cluster link probabil-
ities, i.e., 0.3, 0.7, and 0.9; the λ is fixed to 0.1; all inter-
cluster link probabilities are the same and equal to 0.1; all
links are generated independently once the cluster labels of
the relevant nodes are given [10]. One generated network is
shown in Figure 4a. The size of each node is proportional to its
degree. It clearly shows that the degrees are almost uniformly
distributed within each community, and do not follow any
power-law alike distributions.
SBM, supposed to fit the network best, surprisingly achieves
the worst community detection in terms of similarity to the
ground truth, as shown in Figure 4b. This might because the
nodes within the wrongly clustered-together block have quite
similar degrees, as visualized with similar circle sizes in the
figure. By contrast, both DC-SBM and the proposed PLD-
SBM achieves similar and better cluster accuracy. This should
attribute to their explicit degree correct consideration.
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Fig. 4: Clustering results on SBM-generated network.
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Fig. 5: Clustering Error Comparison on Simulated Networks:
SBM, stochastic block model[6]; DC-SBM, degree-corrected
SBM; PLD-SBM, power-law degree SBM; SC, spectral clus-
tering [59].
B. Networks with Heterogeneous Degree Distribution
The network generating setting is as below. 20 networks are
generated, each with 3 clusters and each cluster with around 20
nodes1. The edges between nodes are generated in two steps.
First, the BA model [24] is applied to generate intra-cluster
links. Next, 5 node pairs from each cluster pair are randomly
picked to form inter-cluster edges.
First, we implemented the spectral clustering (SC) [61][59]
algorithm, based on similarity matrix, in order to see if the
generated networks are trivially simple for clustering task. Its
result of clustering error, as shown in Figure 5, indicates that
the clustering task is moderately difficult.
Then, both SBM [6] and two variants, i.e., DC-SBM and
PLD-SBM, were also fit to the 20 simulated networks, and
1Due to the scale-free network model, no fixed but only approximate node
numbers are obtained in the resulting network
K
2 4 6 8 10 12 14
IC
L
-1100
-1000
-900
-800
-700
-600
-500
-400
-300
SBM
PLD-SBM
Fig. 6: Model Selection of K on Adolescent Health Data.
The dashed black vertical line indicates the truth number of
communities, i.e., K = 6.
the learned models are used to predict the cluster structure.
For PLD-SBM, the prediction is obtained by maximizing the
variational posterior distribution, i.e.,
z∗i = arg max
k
φik, (13)
where φik is the optimal variational posterior parameter from
(10). From the clustering error result, as shown in Figure 5,
PLD-SBM achieves significant improvement over the three
compared models. We attribute such superiority to the explic-
itly established power-law representation ability through the
degree decay parameter δ¯i. The histograms of node degrees
and the estimated degree decay parameter δ¯i of one simulated
network are shown in Figure 3. shows the histograms of node
degree and the estimated degree decay parameter δ¯i on one of
the simulated networks. Clearly, the power-law feature of the
network is evident, and the degree decay parameter δ¯i varies in
a range from 0 to 1.7, consistent with the previous discussion,
offering automatic degree adaptation ability, which is absent
in SBM.
VI. REAL WORLD APPLICATION
A. Adolescent Health Network
We evaluated PLD-SBM on a real friendship network in-
volving a group of 69 students in grades 7 to 12. The network
is drawn from the National Longitudinal Study of Adolescent
Health, which is a school-based longitudinal study of the
health-related behaviors of adolescents and their outcomes
in young adulthood [62][63]. During the study, an in-school
questionnaire was conducted on a sample of students in grades
7 to 12 of each school. These students were asked to nominate
up to 5 boys and 5 girls within the school they regarded
as their best friends. The network we used is from a single
school and has been widely used in previous studies [13][64].
Note that the original friendship nominations were collected
among 71 students, while 2 students nominated none. To
focus on network connectivity, we simply reformulated the
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SBM Clusters PLD-SBM Clusters MMSBM Clusters MSBM Clusters
Grade 1 2 3 4 5 6 1 2 3 4 5 6 1 2 3 4 5 6 1 2 3 4 5 6
7 13 1 0 0 0 0 13 1 0 0 0 0 13 1 0 0 0 0 13 1 0 0 0 0
8 0 11 1 0 0 0 0 11 1 0 0 0 0 9 2 0 0 1 0 10 2 0 0 0
9 0 0 14 0 0 2 0 0 14 0 0 2 0 0 16 0 0 0 0 0 10 0 0 6
10 0 0 0 8 0 2 0 0 0 10 0 0 0 0 0 10 0 0 0 0 0 10 0 0
11 0 0 0 2 7 4 0 0 0 0 11 2 0 0 1 0 11 1 0 0 1 0 11 1
12 0 0 0 0 1 3 0 0 0 0 1 3 0 0 0 0 0 4 0 0 0 0 0 4
Total Error 13 Total Error 7 Total Error 6 Total Error 10
TABLE I: Performance Evaluation on the Adolescent Health Network: SBM, stochastic block model [6]; PLD-SBM, power-law
degree stochastic block model; MMSBM, mixed membership stochastic block model [13]; MSBM, stochastic block mixture
model [60].
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Fig. 7: Prediction on the Adolescent Health Data with K = 6: SBM, stochastic block model [6]; PLD-SBM, power-law degree
stochastic block model. Color stands for predicted cluster; number indicates true grade.
original directed graph, based on friendship nominations, into
an undirected setting to train SBM and PLD-SBM.
Firstly, we use the ICL criterion to help choose the number
of communities. As shown in Figure 6, both baseline model
SBM and the proposed model PLD-SBM achieve the highest
ICL score with K = 6, which is equal to the number of
grade groups. The node degree characteristic within each grade
is obviously skewed, and experiments on such a network
demonstrate the effectiveness of the proposed model as shown
below.
The degree distribution of the friendship network is plot
in Figure 8. It reveals that the network exhibits a significant
power-law feature. We therefore expect PLD-SBM to outper-
form SBM in identifying cluster structures hidden in the net-
work, by addressing the skew degree distribution within each
cluster. Like previous studies, we used grade as the true cluster
index. We also implemented two more SBM variants, i.e., the
mixed membership stochastic model (MMSBM) [13] and the
stochastic block mixture model (SBMM) [60], for comparison.
The prediction results are presented in Table I. PLD-SBM
outperforms SBM by reducing the 13 miss-predicted errors to
7, and one clustering result is visualized via the Fruchterman-
Reingold algorithm [65] and shown in Figure 7. We attribute
this superiority to its ability of power law modeling, and the
fitted degree decay parameters δ¯i vary considerably, as shown
in Figure 8. Similarly, PLD-SBM also outperforms SBMM in
terms of clustering error as shown in Table I. However, its
performance is slightly inferior to MMSBM. This might due
to some mixed membership structures indeed existing in this
network.
In addition, we set K = 3 to further examine the clustering
behavior of baseline SBM and the proposed PLD-SBM. The
cluster structures discovered by the two are shown in Figure
9a and 9b respectively. PLD-SBM consistently retains the
skewness of degree distribution throughout the network. By
contrast, SBM divides the network into groups of high-
degree ‘hub’ nodes and of low-degree ‘peripheral’ nodes. Such
division is obviously not suitable here.
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Fig. 8: Histograms of Node Degree and Estimated Degree
Decay Parameter δ¯i on the Adolescent Health Data.
B. the Political Blog Network
We also evaluated PLD-SBM on a larger real-world net-
work, political blogs, constructed by Adamic and Glance [31].
The nodes, from the front pages of individual and group
blogs were labeled as either liberal or conservative according
to the blog’s political leanings. The edges were retrieved as
URL references. Like [32], we treated the directed-constructed
network as an undirected form and considered only the largest
connected subgraph, assembled by 1, 222 nodes and 19, 089
edges.
The ICL scores with different specifications of K for this
dataset is shown in Figure 10. The curves clearly show that
the proposed PLD-SBM consistently outperforms the baseline
SBM in terms of likelihood with varying Ks. In addition, the
upward trending indicates that the ICL score prefers larger
K for this dataset. However, to dig deeper how PLD-SBM
works differently from the state-of-the-art models, we choose
smaller values, i.e., K = 2, 3, 4, 5, to visually demonstrate the
different community structures discovered by different models.
Firstly, we evaluate the case K = 2, which is equal to the
true number of political parties in the network. The degree
distributions for both political parties are highly skewed, as
demonstrated in Figure 11 by the histogram of the overall
degree distribution. This is consistent with the intuition that
each political party has only a few popular blogs of over a
hundred links and the rest of the blogs having rare connections
with other blogs. We therefore expect that PLD-SBM will
fit this network better than SBM. This is verified by their
clustering accuracies reported in Table II. PLD-SBM achieves
a clustering error of 0.0466, while the baseline SBM outputs
higher error rate of 0.4492. Again, we attribute this superiority
to its ability of addressing the power-law feature, and the range
of fitted degree decay parameters δ¯i varies considerably, shown
in Figure 11, from 0 to 2.
Figure 12 visualizes the cluster structures by ForceAtlas
graph layout algorithm [66]. Observe that SBM obtained low-
and high- degree node groups indicating the SBM was unable
SBM PLD-SBM
Grade 1 2 1 2
Conservative 329 258 548 39
Liberal 291 344 18 617
Error Rate 0.4492 Error Rate 0.0466
TABLE II: Performance Evaluation on the Political Blog Net-
work: SBM, stochastic block model [6]; PLD-SBM, power-
law degree stochastic block model.
to recover the hidden cluster structures. On the contrary,
PLD-SBM inferred a better cluster structure and it was very
close to the ground-truth manually labeled by Adamic and
Glance [31]. We also compared our proposed PLD-SBM with
a degree-corrected extension of SBM, i.e., DC-SBM. PLD-
SBM achieved a normalized mutual information (NMI) [67]
of 0.7323 while DC-SBM achieved a value of 0.72 (reported in
[32]). According to this, PLD-SBM outperformed DC-SBM.
We attribute this slight superiority of PLD-SBM to its devotion
to dealing with the power-law distribution, which coincides
fairly well with the degree distribution in the political blog
network. DC-SBM, on the other hand, is supposed to handle
much more general degree heterogeneity and therefore loses
its advantage in this case.
Finally, we compare SBM, DC-SBM and PLD-SBM in
terms of cluster structures with K = 3, 4, 5 to explore more
insight about their different working mechanism. The results
are visualized in Figure 13. SBM behaviours consistently
throughout different Ks. Nodes with similar degrees are
grouped together. As K increases, the low-degree peripheral
nodes coloured in purple, which are more than high-degree
ones, are further divided into smaller groups. To address the
homogeneity issue of cluster node degrees inherited in SBM,
both DC-SBM and PLD-SBM are proposed but they adopt
different strategies as discussed previously. Thus, the cluster
structures discovered by them, when K varies from 3 to 5,
should be different. In the second row in Figure 13, DC-
SBM divides large groups with heterogenous node degrees into
smaller ones with consistent heterogenous node degrees, as K
increases. In comparison, PLD-SBM retains the two political
parties, but splits the peripheral nodes into smaller clusters as
K increases, which are demonstrated in the third row of the
figure.
VII. CONCLUSION
A new extension of stochastic block models (SBM), termed
power-law degree SBM (PLD-SBM), has been developed in
this paper. By adding a layer of hidden variables associated
with degree decay of every single node, the proposed model
exhibits power-law degree characteristic and explicitly ad-
dresses the ubiquitous scale-free feature of real networks. Such
a property enables PLD-SBM to correct the homogeneous
degree bias of SBM. Experiments conducted on both simulated
networks and real-world networks, i.e., a friendship network
from the National Adolescent Health data and the political
IEEE TRANSACTION ON CYBERNETICS 10
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Fig. 9: Prediction on the Adolescent Health Data with K = 3: SBM, stochastic block model [6]; PLD-SBM, power-law degree
stochastic block model. Color stands for predicted cluster; number indicates true grade.
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Fig. 10: Model selection of K on the political blog network.
Although K = 2 does not achieve the best ICL scores for both
SBM and PLD-SBM, it improves K = 1 greatly. Here, due
to the larger size of this dataset (comparing to the Adolescent
Health Data), it is natural to use more complex model to fit.
This is the reason for the upward trending of both curves.
blog network, verity the effectiveness of the proposed PLD-
SBM.
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