Various toxicological profiles, such as genotoxic potential, need to be studied in drug discovery processes and submitted to the drug regulatory authorities for drug safety evaluation. As part of the effort for developing low cost and efficient adverse drug reaction testing tools, several statistical learning methods have been used for developing genotoxicity prediction systems with an accuracy of up to 73.8% for genotoxic (GT+) and 92.8% for nongenotoxic (GT-) agents. These systems have been developed and tested by using less than 400 known GT+ and GTagents, which is significantly less in number and diversity than the 860 GT+ and GT-agents known at present. There is a need to examine if a similar level of accuracy can be achieved for the more diverse set of molecules and to evaluate other statistical learning methods not yet applied to genotoxicity prediction. This work is intended for testing several statistical learning methods by using 860 GT+ and GT-agents, which include support vector machines (SVM), probabilistic neural network (PNN), k-nearest neighbor (k-NN), and C4.5 decision tree (DT). A feature selection method, recursive feature elimination, is used for selecting molecular descriptors relevant to genotoxicity study. The overall accuracies of SVM, k-NN, and PNN are comparable to and those of DT lower than the results from earlier studies, with SVM giving the highest accuracies of 77.8% for GT+ and 92.7% for GT-agents. Our study suggests that statistical learning methods, particularly SVM, k-NN, and PNN, are useful for facilitating the prediction of genotoxic potential of a diverse set of molecules.
Introduction
Adverse drug reactions (ADRs) are responsible for the failure of a substantial percentage of investigational drugs and the withdrawal of marketed drugs (1, 2) . Up to one-third of all drug failures are due to ADRs (3) . A variety of toxicological tests and clinical safety evaluations need to be conducted and evaluated by the drug regulatory authorities for drug safety assessment. Because of the high cost of conducting toxicity tests and clinical trials, effort has been directed at developing low cost and efficient tools for predicting ADRs aimed at eliminating unsafe drug candidates in the early stages of drug development (2, 3) .
Genotoxicity is one of the ADRs closely evaluated in drug discovery and approval processes. The molecular mechanisms of genotoxicity include DNA intercalation by aromatic ring of a drug, DNA methylation, DNA adduct formation and strand break, and unscheduled DNA synthesis (4) . Some genotoxic (GT+) compounds require metabolic activation, and their GT+ effects are mediated via N-dialkylation (5) . These events subsequently result in chromosomal aberrations, micronuclei, sister chromatid exchanges, and cell death, which contribute to drug ADRs (4).
Tools for fast and efficient prediction of drug GT+ potential, particularly those based on computational methods, are being developed (6, 7) . For instance, expert systems that use structural alerts for predicting GT+ as well as other toxicological profiles are now commercially available. These include Deductive Estimation on Risk from Existing Knowledge (DEREK), Multiple Computer Automated Structure Evaluation (MCASE), and Toxicity Prediction by Komputer Assisted Technology (TOPKAT). Specific details about these computational databases can be found in the review by Greene (8) . Quantitative structure-activity relationships (QSAR) have been developed for predicting the GT+ potential of several groups of related chemicals (9, 10) . However, the QSARs of a majority of chemical groups are yet to be determined, which hinders the practical application of this method.
Statistical learning methods have recently been explored as a new approach for genotoxicity prediction without the restriction on the features of structures or types of molecules (11) (12) (13) . Instead of focusing on specific structural features or a particular group of related molecules, these methods classify molecules into GT+ and nongenotoxic (GT-) agents based on their general structural and physicochemical properties regardless of their structural and chemical types. Therefore, in principle, these methods are expected to be applicable to a diverse set of molecules. However, the performance of these methods can be practically limited by the quality of molecular descriptors, diversity of training and testing data, and the efficiency of statistical learning algorithm.
So far, three statistical learning methods, linear discriminate analysis (LDA), k-nearest neighbor classification (k-NN), and probabilistic neural networks (PNNs), have been used and achieved a prediction accuracy of up to 73.8% for GT+ and 92.8% for GT-agents, respectively (11) (12) (13) . However, these methods have been developed and tested by using no more than 394 GT+ and GTagents (5) , which is significantly smaller in number and diversity than the 860 known GT+ and GT-agents found from our recent literature search. Therefore, there is a need to examine if a similar level of accuracy can be achieved for the more diverse set of molecules. It is also of interest to determine if the GT+ accuracy can be further improved by a training set composed of a more diverse set of GT+ agents. Moreover, other statistical learning methods such as support vector machines (SVM) (14, 15) and decision tree (DT) (16) have shown promising potential, and it is useful to evaluate these methods.
This work is intended to evaluate several statistical learning methods by using 860 GT+ and GT-agents. These methods include SVM (14, 15) , PNN (17) , k-NN (18) , and DT (16) . In particular, SVM is studied because of its good performance in a number of classification problems (19) (20) (21) (22) . SVM has been applied to the prediction of chromosome aberrations (23) , torsade-causing potential of drugs (24) , blood-brain barrier-penetrating agents (19, 20) , P-glycoprotein substrates (25) , structureactivity relationship (SAR) of enzyme inhibition (26) , and QSAR of antihistamines and antibacterials (27) . Most of these studies have consistently demonstrated that SVM to various degrees gives better prediction accuracy than other supervised statistical learning methods (19) (20) (21) (22) .
A widely used feature selection method, recursive feature elimination (RFE), is used in this work for selecting the molecular descriptors relevant to the classification of GT+ and GT-agents. This method has recently gained popularity due to its effectiveness for discovering informative features or attributes in drug activity analysis (28, 29) , toxicological, pharmacokinetic, and pharmacodynamic properties (25, 30) . To adequately assess the prediction accuracy of the methods used in this work, two different evaluation methods are used. One is 5-fold cross-validation, which is a popular method for evaluating drug prediction systems (21, 31) , and the other is the use of an external independent validation set, which has been found to be equally useful for assessing drug prediction systems (24, 25) .
Materials and Methods
Selection of GT+ and GT-Agents. A total of 860 GT+ and GT-agents with known genotoxicity test results are selected from several sources including the 1999-2002 Physician's Desk Reference, National Toxicology Program, and a number of publications (5, (11) (12) (13) 32) . Genotoxicity tests for generating these data include the pre-ICH four standard batteries (Ames test, in vitro cytogenetics, in vivo cytogenetics, and mouse lymphoma assay) and the salt-overly-sensitive (SOS) chromotest (which is a rapid alternative genotoxicity test based on the detection of the DNA damage through the SOS pathway) (33, 34) . Agents with genotoxicity test results are divided into GT+ and GT-groups according to whether these genotoxicity test results showed at least one positive finding. Under this definition, there are a total of 229 GT+ agents and 631 GTagents, which are given in the Supporting Information. The three-dimensional (3D) structures of these compounds are generated by using the Concord software (35) and optimized by using the semiempirical AM1 method (36) .
These compounds are further separated into training and testing sets by two different ways depending on the evaluation method used. For 5-fold cross-validation, these compounds are randomly divided into five subsets of approximately equal size. Four subsets are selected as the training set and the fifth as the testing set. This process is repeated five times such that every subset is selected as a testing set once. For evaluation by an independent validation set, these compounds are divided into training, testing, and independent validation sets based on their distribution in the chemical space. Chemical space is defined by the commonly used structural and chemical descriptors (37) . Compounds of similar structural and chemical features are evenly assigned into separate sets. For those compounds without enough numbers of structurally and chemically similar counterparts, they are assigned, in order of priority, to the training and then the testing set, respectively. The training set is used for developing the prediction system, the testing set is used for optimizing the parameters of the system, and the independent validation set is used for assessing the accuracy of the system. The generated training, testing, and independent evaluation sets contain 577 (166 GT+, 411 GT-), 160 (36 GT+, 124 GT-), and 123 (27 GT+, 96 GT-) compounds, respectively. Molecular Descriptors. Molecular descriptors have routinely been used in quantitative description of structural and physicochemical properties of molecules in a statistical study of drugs and small molecules (37) (38) (39) (40) (41) . In this work, a set of 199 molecular descriptors were selected from the more than 1000 descriptors described in the literature after eliminating those descriptors that are obviously redundant or unrelated to the problem studied here. These descriptors, described in our earlier publications (25, 30) , include 143 topological, 31 quantum chemical, and 25 geometrical descriptors. They are computed from the 3D structure of each compound using our own designed molecular descriptor computing program. The remaining redundant and unrelated descriptors are further reduced by using the feature selection method (28, 29, 42) .
Feature Selection Method. Feature selection methods have been introduced for the improvement of classification performance of statistical learning methods and for the selection of features relevant to the discrimination of two data sets (21, 28, 29, (42) (43) (44) . The RFE method has become a popular choice for feature selection in a variety of problems (28, 29) . Our study on torsade-causing potential of drugs (30) , P-glycoprotein substrates (25) , and human intestinal absorption (30) also showed that this method is useful for selecting features relevant to the study of toxicological and pharmacokinetic properties. Thus, the RFE method is used for feature selection in this work, and the details of the implementation of this method can be found in our earlier publications (25, 30) .
The feature selection procedure can be demonstrated by the following illustrative example of the development of a SVM classification system: This system is trained by using a Gaussian kernel function with an adjustable parameter σ. Sequential variation of σ is conducted against the whole training set to find a value that gives the best prediction accuracy. This prediction accuracy is evaluated by means of 5-fold cross-validation. In the first step, for a fixed σ, the SVM classifier is trained by using the complete set of features (molecular descriptors) described in the previous section. The second step involves the computation of the ranking criterion score DJ(i) for each feature in the current set. All of the computed DJ(i) scores are subsequently ranked in descending order. The third step involves the removal of the m features with smallest criterion scores. In the fourth step, the SVM classification system is retrained by using the remaining set of features, and the corresponding prediction accuracy is computed by means of 5-fold cross-validation. The first to fourth steps are then repeated for other values of σ. After the completion of these procedures, the set of features and parameter σ that gives the best prediction accuracy is selected.
The choice of the parameter m affects the performance of SVM as well as the speed of feature selection. Although it is desirable to remove one feature at a time (m ) 1), this is often difficult due to high CPU cost. It has been found that, in some cases, removal of several features at a time (m > 1) significantly improves computational efficiency without losing too much accuracy (29) . Our studies on a subset of randomly selected GT+ and GT-agents in this work and compounds of different pharmacokinetic properties (25, 30) suggested that the accuracy of a SVM system with m ) 5 is only a few percentages smaller than that with m ) 1, which is consistent with the findings from other studies (28, 44) . Thus, for computational efficiency, m )5 is used in this study.
Statistical Learning Methods. 1. SVM. The theory of SVM has been extensively described in the literature (15, 45) . Thus, only a brief description is given here. SVM is based on the structural risk minimization principle from statistical learning theory (45) . In linearly separable cases, SVM constructs a hyperplane to separate two classes of molecules with a maximum margin. A molecule is represented by a vector xi, with the structural and physicochemical descriptors of this molecule as its components. Separation of the two classes of molecules is conducted by finding another vector w and a parameter b that minimizes ||w|| 2 and satisfies the following conditions:
where yi is the class index, w is a vector normal to the hyperplane, |b|/||w|| is the perpendicular distance from the hyperplane to the origin, and ||w|| 2 is the Euclidean norm of w. After the determination of w and b, a given vector xi can be classified by:
In nonlinearly separable cases, SVM maps the feature vectors into a higher dimensional feature space using a kernel function K(xi,xj). An example of a kernel function is the Gaussian kernel, which has been extensively used in different studies with good results (20, 26, 27) . The linear SVM algorithm is then applied to the vectors in this hyperspace, and the following decision function is used to classify a vector:
where the coefficients Ri 0 and b are determined by maximizing the following Langrangian expression: under the following conditions:
A positive or negative value from eq 5 indicates that the vector x belongs to the positive or negative class, respectively.
2. k-NN. k-NN measures the Euclidean distance between a to-be-classified vector x and each individual vector xi in the training set (18, 46) . The Euclidean distances for the vector pairs are calculated using the following formula:
A total of k number of vectors nearest to the vector x are used to determine its class, f(x):
argmax is the maximum of the function, V is a finite set of vectors {v 1,...vs}, and f(x) is an estimate of f(x). Here, estimate refers to the class of the majority of the k-NNs.
3. PNN. PNN is a form of neural network designed for classification through the use of Bayes' optimal decision rule (17) where hi and hj are the prior probabilities, ci and cj are the costs of misclassification, and fi(x) and fj(x) are the probability density function for classes i and j, respectively. An unknown vector x is classified into population i if the product of all of the three terms is greater for class i than for any other class j (not equal to i). In most applications, the prior probabilities and costs of misclassifications are treated as being equal. The probability density function for each class for a univariate case can be estimated by using the Parzen's nonparametric estimator (47) where n is the sample size, σ is a scaling parameter, which defines the width of the bell curve that surrounds each sample point, W(d) is a weight function, which has its largest value at d ) 0, and (x -xi) is the distance between the unknown vector and a vector in the training set. The Parzen's nonparametric estimator was later expanded by Cacoullos (48) for the multivariate case.
The Gaussian function is frequently used as the weight function because it is well-behaved, easily calculated, and satisfies the conditions required by Parzen's estimator. Thus, the probability density function for the multivariate case becomes
The network architectures of PNN are determined by the number of compounds and descriptors in the training set. There are four layers in a PNN. The input layer provides input values to all neurons in the pattern layer and has as many neurons as the number of descriptors in the training set. The number of pattern neurons is determined by the total number of compounds in the training set. Each pattern neuron computes a distance measure between the input and the training case represented by that neuron and then subjects the distance measure to the Parzen's nonparameteric estimator. The summation layer has a neuron for each class, and the neurons sum all of the pattern neurons' output corresponding to members of that summation neuron's class to obtain the estimated probability density function for that class. The single neuron in the output layer then estimates the class of the unknown vector x by comparing all of the probability density function from the summation neurons and choosing the class with the highest probability density function.
4. C4.5 DT. C4.5 DT is a branch test-based classifier (16) . A branch in a DT corresponds to a group of classes, and a leaf represents a specific class. A decision node specifies a test to be conducted on a single attribute value, with one branch and its subsequent classes as possible outcomes of the test. C4.5 DT uses recursive partitioning to examine every attribute of the data and rank them according to their ability to partition the
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Prediction of Genotoxicity by Statistical Methods Chem. Res. Toxicol., Vol. 18, No. 6, 2005 1073 remaining data, thereby constructing a DT. A vector x is classified by starting at the root of the tree and moving through the tree until a leaf is encountered. At each nonleaf decision node, a test is conducted and the classification process proceeds to the branch selected by the test. Upon reaching the destination leaf, the class of the vector x is predicted to be that associated with the leaf. The algorithm is a recursive greedy heuristic that selects descriptors for membership within the tree. Whether or not a descriptor is included within the tree is based on the value of its information gain. As a statistical property, information gain measures how well the descriptor separate training cases into subsets in which the class is homogeneous. Given that the descriptors in this study were all continuous variables, a threshold value had to be established within each descriptor so that it could partition the training cases into subsets. These threshold values for each descriptor were established by rank ordering the values within each descriptor from lowest to highest and repeatedly calculating the information gain using the arithmetical midpoint between all successive values within the rank order. The midpoint value with the highest information gain was selected as the threshold value for the descriptor. That descriptor with the highest information gain (information being the most useful for classification) was then selected for inclusion in the DT. The algorithm continued to build the tree in this manner until it accounted for all training cases. Ties between descriptors that were equal in terms of information gain were broken randomly (49) .
Performance Evaluation. As in the case of all discriminative methods (50, 51) , the performance of statistical learning methods can be measured by the quantity of true positives (TP), true negatives (TN), false positives (FP), false negatives (FN), sensitivity, SE ) TP/(TP + FN) × 100, which is the prediction accuracy for the GT+ compounds in this work, and specificity, SP ) TN/(TN + FP) × 100, which is the prediction accuracy for the GT-compounds in this work. The overall prediction accuracy (Q) and Matthews correlation coefficient (C) (52) are also used to measure the prediction accuracies and can be given by:
Results and Discussion
Overall Prediction Accuracies. SVM, PNN, and k-NN are conducted by using our own software, and C4.5 DT was performed by using the code from Quinlan (16) . Prediction results of SVM without RFE and SVM with RFE (SVM + RFE) by using 5-fold cross-validation are given in Table 1 . The accuracies of SVM + RFE are 75.5% for GT+ agents and 90.6% for GT-agents, which are slightly better than the values of 69.4% for GT+ agents and 88.2% for GT-agents derived from SVM without RFE. The GT+ prediction accuracy is noticeably improved, which indicates the usefulness of RFE in selecting the proper set of features for the prediction of GT+ and GT-agents. The use of these RFE-selected descriptors also slightly improves the prediction accuracy of the other three statistical methods. The GT+ accuracies are improved from 70.4 to 74.1% for PNN and from 44.4 to 55.6% for DT, respectively, and that of k-NN remains roughly unchanged. The GT-accuracy of k-NN is improved from 82.2 to 86.5%, and those of PNN and DT are roughly unchanged. These results showed that feature selection by using RFE plays the important role in improving the prediction capability for the above methods in general. Similar prediction accuracies are also found from two additional 5-fold cross-validation studies conducted by using training-testing sets separately generated from different random number seed parameters. Table 2 gives the GT+ and GT-prediction accuracies derived from the four methods SVM, PNN, k-NN, and DT by using the independent validation set and the RFEselected molecular descriptors. The GT+ accuracies are in the range of 55.6-77.8% and the GT-accuracies are in the range of 75.0-92.7%. Similar level of accuracies are obtained for SVM, PNN, and k-NN, with SVM giving the highest value of 77.8 and 92.7% for GT+ and GTagents, respectively. DT appears to give substantially lower accuracies, which is concordant with other experimental comparison results (53, 54) . A possible reason for this lower accuracy is that DT uses information gain to find the optimum set of descriptors, which may not be the most effective approach for every problem. It has been pointed out that filter methods, such as information gain, may not be as efficient as wrapper methods, such as RFE, for determining the subset of descriptors relevant to a particular problem (55, 56) .
Relevance of Selected Features to Genotoxicty Study.
Apart from the quality of data sets used, selection of descriptors relevant to genotoxicity study is important for optimizing the prediction system by reducing the noise in a statistical learning process. A total of 39 molecular a Predicted results are given in TP, FN, TN, FP, SE, which is the prediction accuracy for GT+, SP, which is the prediction accuracy for GT-, Q, and C. Statistical significance is indicated by SD (standard deviation) and SE (standard error), respectively. descriptors are selected by the RFE method, as given in Table 3 . Most of these are found to be relevant to the assessment of genotoxicity potential of molecules. For instance, an important characteristics of some GT+ agents is their ability to intercalate DNA (12) . The selected electrotopological state descriptors S(10) and S(14) describe atom type H estate sum for :CH: sp 2 aromatic structures and atom type H estate sum for CH n aromatic structures, respectively.
Many GT+ agents are known to structurally modify or form a covalent bond to DNA via chemical reactions. A substantial portion of the RFE selected descriptors are from the class of electrotopological state that describe characteristics of specific types of functional groups involved in DNA modification. There are also a substantial number of descriptors from the quantum chemical class that determine molecular dipole moment, chemical potential, electronegativity, electrophilicity, relative positive and negative charge, and the atomic charge on H, N, and O atoms in a molecule. These properties are important for describing features of chemical reactions involved in the modification of DNA.
The size, shape, and polar property of a molecule have also been found to play a role in genetic damages caused by GT+ agents (12) . Eight of the selected descriptors are VolSurf descriptors (39) . These are molecular rugosity, molecular globularity, capacity factor, hydrophilic and hydrophobic region, hydrophilic integy moment, hydrophobic moment, and amphiphilic moment. These descriptors primarily describe the size, shape, and polar property of a molecule. In general, VolSurf descriptors, which are one-dimensional descriptors extracted from the computed 3D molecular field maps, were developed specifically for pharmacokinetics and pharmacodynamics applications (39, 57) . It is thus not surprising that the VolSurf descriptors related to the molecular size, shape, and polar property are selected.
Molecular connectivity is another feature known to be important for discriminating between some GT+ compounds from their GT-analogues. For instance, 4-amino-3-nitro-2,5-dimethylaniline is a GT+ agent, while its analogue 4-amino-3-nitro-2,6-dimethylaniline is GT- (58) . Four molecular connectivity descriptors, 3 C , 4 PC , 3 C v , and 4 PC v , are selected by RFE in this work. These descriptors are simple molecular connectivity indices for cluster, simple molecular connectivity indices for path/cluster, valence molecular connectivity indices for cluster, and valence molecular connectivity indices for path/cluster, respectively.
Performance Evaluation. To assess the performance of the statistical learning methods for genotoxicity prediction of the more diverse set of molecules, it is useful to examine whether the accuracy from these methods is at a similar level as those derived by the use of a significantly smaller set of molecules. It is noted that a direct comparison with results from previous studies is inappropriate because of the differences in the data set and molecular descriptors used. Although desirable, it is impossible to conduct a separate comparison using results directly from other studies without full information about the algorithms of molecular descriptors and classification methods used in each study. Nonetheless, a tentative comparison may provide some crude estimate regarding the approximate level of accuracy of the genotoxicity prediction systems studied in this work. Table 4 gives the prediction results of the four statistical methods from this work along with those derived from previous studies. The GT+ accuracies of these four methods are comparable and in some cases slightly better than those of earlier studies derived from k-NN (11, 13) and the consensus model developed with k-NN, LDA, and PNN (12) . The GT-accuracies of these four methods are comparable to those of earlier studies (5, (11) (12) (13) . The results from all of these statistical learning methods are substantially better than those obtained by DEREK, TOPKAT, and MCASE programs (5) . This is likely due to the capability of statistical learning methods for classification of a more diverse range of molecules than that of structural alert-based approaches.
Overall, our study suggests that statistical learning methods, particularly SVM, k-NN and PNN, are useful for genotoxicity assessment of a broad range of molecules. The prediction accuracy of these methods is at a similar level as those of earlier studies that were tested by using a much smaller number of molecules. Another advantage of these methods is that they do not require knowledge about the molecular mechanism or SAR of a particular drug property. Moreover, the classification speed of these methods is generally fast. For instance, the number of compounds, which can be classified per second by using SVM, k-NN, PNN, and DT methods, is approximately 4000, 3000, 2000, and 62000, respectively, on a P4 3.6 GHz machine. SVM typically uses a portion of the training set as support vectors for classification. In contrast, k-NN and PNN use the whole training set for classification. The number of support vectors of SVM is in the range of 45-75% of the training set. Thus, the classification speed of SVM is usually 25-55% faster than that of k-NN and PNN. On the other hand, the classification speed of SVM is slower than that of DT methods, which use a set of rules to reach a decision leaf.
There are six GT+ and seven GT-agents in the independent evaluation set that were misclassified by SVM, which are shown in Figures 1 and 2 , respectively. The six misclassified GT+ compounds are mebendazole, clomiphene, lansoprazole, clarithromycin, imipramine, and ampicillin. From the study of Snyder et al. (5), ampicillin, imipramine, and lansoprazole were also misclassified by MCASE, DEREK, and TOPKAT. Clomiphene was misclassified by MCASE and TOPKAT but correctly classified by DEREK, which alerts the halogenated alkene structure (5). Mebendazole was misclassified by DEREK but predicted as equivocal genotoxicity by TOPKAT and by MCASE as GT+ with 57% probability (5) . To the best of our knowledge, there is no computational study on clarithromycin, which has been found to be GT+ in the in vitro cytogenetics tests (32) but GT-in other assays such as bacterial mutation (Ames), mouse lymphoma assay (MLA), and in vivo cytogenetics.
DEREK is a knowledge-based expert system of qualitative estimation model (8) . MCASE performs a quantitative prediction by generating each test molecule into 2-10 atom fragments by consideration of their physicochemical properties (8) . TOPKAT uses electrotopological states as well as shape, symmetry, molecular weight, and logP as descriptors in a QSAR model for prediction (8) . Although each of these methods is able to correctly predict one of the six GT+ compounds misclassified by our method, there are also GT+ compounds, such as naloxone and pentobarbital (5), correctly predicted by our method but misclassified by each of these methods. While all of the methods misclassified some of the GT+ compounds due to the general inadequacy for fully representing all of the properties of these molecules, each method appears to be more useful to specific types of compounds than other methods. For instance, clomiphene is correctly predicted by DEREK because of the use of knowledgebased alert for halogenated alkene structure, while it is misclassified by our method because of the lack of a descriptor to properly represent halogen atoms. Thus, the use of multiple methods may be useful to cover a more diverse set of compounds.
The seven misclassified GT-compounds are dansyltryptamine, ketotifin, 2-chloro-4-(4-methoxyphenyl)-3-phenylquinoline, ceftibuten, 5-chloro-1,3-dihydro-1,3,3-trimethylspiro, candesartan, and indinavir. Both candesartan and indinavir were correctly classified by MCASE, DEREK, and TOPKAT (5). Ketotifin was correctly classified by MCASE and DEREK but misclassified by TOPKAT (5). Ceftibuten was correctly classified by MCASE and TOPKAT but misclassed by DEREK (5). The first two compounds contain aromatic amines, the third contains an R, -unsaturated ketone group, and the fourth is composed of an R, -unsaturated amide group. These chemical groups can be easily distinguished from the structural alerts of genotoxicity (59) used in MCASE, DEREK, and TOPKAT, but they are not properly described by the commonly used molecular descriptors. This is perhaps the reason our method failed to correctly a Prediction accuracies of this work listed here are based on independent evaluation sets, which are similar to those based on 5-fold cross-validation. Because different groups used different sets of descriptors, the accuracies given in this table only reflect the relative efficiency of each method. b Best performance characteristics of the three programs were selected.
classify these four compounds. Dansyltryptamine, 2-chloro-4-(4-methoxyphenyl)-3-phenylquinoline, and 5-chloro-1,3-dihydro-1,3,3-trimethylspiro were correctly predicted by using LDA, k-NN, PNN, and their consensus model in an earlier study (12) . These are polycyclic aromatic compounds that contain either halogen chlorine atom or aromatic amine and a N-dimethyl group. One possible reason for the correct prediction of these compounds in that study (12) is that it focused on polycyclic aromatic compounds only and thus was easier to select all of the relevant features without the concern of introducing noises for other types of chemical groups. In contrast, our study includes a diverse set of compounds, and our feature selection method can only pick up those descriptors that are both relevant to the polycyclic aromatic compounds and without significant noise to other types of compounds. It is also noted that there are polycyclic aromatic compounds, such as 9-aminophenanthrene and ethyl 5-hydroxy-2-methylindole-3-carb-oxylate, that were correctly predicted by our method and misclassified in the earlier study (12) . This seems to suggest that the currently available descriptors may not be fully representative of the polycyclic aromatic compounds.
In general, the main reason for the SVM misclassification of these GT+ and GT-compounds is that none of the currently used descriptors adequately represents the compounds containing multirings with various heteroatoms such as nitrogen, oxygen, sulfur, fluorine, and chlorine. Currently used topological descriptors are capable of representing molecular shape, connectivity, and some level of molecular flexibility (23, (60) (61) (62) . However, because of the limited coverage of the number of bond links in a heteroatom loop, these descriptors are not yet capable of describing the special features of a complex multiring structure that contains multiple heteroatoms. Another reason for the misclassification of some of these compounds is that none of the currently used descriptors can be used to fully represent molecules containing a long flexible chain. Therefore, there is a need to explore different combination of descriptors and to select more optimum set of descriptors by using more refined feature selection algorithms and parameters. However, indiscriminate use of many existing topological descriptors, which are overlapping and redundant to each others, may introduce noise as well as extending the coverage of some the aspects of these special features. Thus, it may be necessary to introduce more appropriate descriptors for representing these and other special features.
Conclusion
This study shows that statistical learning methods, particularly SVM, k-NN, and PNN, are useful for facilitating the prediction of GT+ potential of a diverse set of molecules without requiring the intrinsic mechanism knowledge of chemical compounds. The prediction accuracy of these methods may be further improved by introducing molecular descriptors that can better represent complex ring structures and flexible long chains and by selection of descriptors most relevant to genotoxicity prediction by means of more refined feature selection methods and parameters. Current efforts are directed at the improvement of the efficiency and speed of feature selection methods (44) , which can further help to optimally select molecular descriptors and enable the development of more accurate and efficient computational tools for genotoxicity prediction. Moreover, recent works on the introduction of weighting function into SVM descriptors (63) may also be helpful in developing SVM into a practical tool for the prediction of toxicological properties of chemical agents.
