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SPECTRAL MEASURES GENERATED BY ARBITRARY AND RANDOM
CONVOLUTIONS
DORIN ERVIN DUTKAY AND CHUN-KIT LAI
Abstract. We study spectral measures generated by infinite convolution products of discrete
measures generated by Hadamard triples, and we present sufficient conditions for the measures to
be spectral, generalizing a criterion by Strichartz. We then study the spectral measures generated
by random convolutions of finite atomic measures and rescaling, where the digits are chosen from a
finite collection of digit sets. We show that in dimension one, or in higher dimensions under certain
conditions, “almost all” such measures generate spectral measures, or, in the case of complete digit
sets, translational tiles. Our proofs are based on the study of self-affine spectral measures and tiles
generated by Hadamard triples in quasi-product form.
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1. Introduction
Let µ be a compactly supported Borel probability measure on Rd and let 〈·, ·〉 and 〈· , ·〉L2(µ)
denote respectively the standard inner product on Rd and L2(µ). The measure µ is called a spectral
measure if there exists a countable set Λ ⊂ Rd, called spectrum of the measure µ, such that the
collection of exponential functions E(Λ) := {e2πi〈λ,x〉 : λ ∈ Λ} forms an orthonormal basis for
L2(µ). If we define the Fourier transform of µ to be
µ̂(ξ) =
∫
e−2πi〈ξ,x〉dµ(x),
then E(Λ) is an orthonomal basis for µ if and only if
(i) (Mutual orthogonality) µ̂(λ− λ′) = 0 for all λ 6= λ′ ∈ Λ.
(ii) (Completeness) If
〈
f , e2πi〈λ,x〉
〉
L2(µ)
= 0 for all λ ∈ Λ, then f = 0, µ-a.e.
If only condition (i) is satisfied, then we say that Λ is a mutually orthogonal set.
2010 Mathematics Subject Classification. 42B10,28A80,42C30.
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Classical spectral measures were first introduced by Fuglede [Fug74] when he studied his famous
conjecture stating that χΩdx is a spectral measure if and only if Ω is a translational tile. Although
the conjecture was proven to be false eventually in general [Tao04, KM06], this conjecture has
generated a lot of interest (see [LW96, LW97b, IKT01, IK13, JP99, Kol00] and the reference therein)
and it is related to the construction of Gabor and wavelet bases [LW03, Wan02]. The studies
entered into the realm of fractals when Jorgensen and Pedersen discovered that some singular fractal
measures can also be spectral [JP98]. Since then, singular spectral measures has been an active
research topic which involves constructing new examples [ LW02, Str00, DJ07], classifying classes of
measures which are spectral [HL08, Dai12] and classifying their possible spectra [DHS09, DHL13].
It was surprising to find that the convergence of the associated Fourier series is uniform in the
space of continuous functions [Str06]. All the constructions of singular spectral measures, in the
literature, to the best of our knowledge, are based on the Hadamard triple assumption.
Definition 1.1. Let R ∈Md(Z) be an d×d expansive matrix (expansive means that all eigenvalues
have modulus strictly greater than 1) with integer entries. Let B,L ⊂ Zd and 0 ∈ B ∩ L be finite
sets of integer vectors with N := #B = #L (# denotes the cardinality). We say that the system
(R,B,L) forms a Hadamard triple if the matrix
(1.1) H =
1√
N
[
e2πi〈R
−1b,ℓ〉
]
ℓ∈L,b∈B
is unitary, i.e., H∗H = I.
Given a discrete set A ⊂ Rd, we define the discrete measure on A by
δA =
1
#A
∑
a∈A
δa
where δa is the Dirac mass at a. From a direct observation, we can easily see that (R,B,L) forms
a Hadamard triple if and only if the discrete measure δR−1B is a spectral measure with spectrum
L. Singular spectral measures have been constructed by infinite convolutions of these discrete
measures. To put it in the most general sense, suppose that we are given a sequence of Hadamard
triples (Ri, Bi, Li), i = 1, 2, .... Then we define
Rn = Rn...R1
and the probability measure induced by these triples as
(1.2) µ = µ(Ri, Bi) = δR−1
1
B1
∗ δ
R
−1
2
B2
∗ ... ∗ δ
R
−1
n Bn
∗ ....,
assuming the infinite convolution product is weakly convergent to a Borel probability measure.
It is easy to show that the measure has an infinite mutually orthogonal set
(1.3) Λ = L1 +R
T
1 L2 + ...+ (R
T
1 R
T
2 ...R
T
n−1)Ln + ...
The spectral property of these measures was first studied by Strichartz [Str00], in which the sequence
{(Ri, Bi)} was called a compatible tower, and it has received a lot of attention recently since all
measures arising from factorization of Lebesgue measure on [0, 1]d are of this type [GL14] and it
gives rise to spectral measures with support of arbitrary dimensions [DS15]. We also note that if
all Ri = R and Bi = B for some expanding matrix R ∈Md(Z) and B ⊂ Rd, then the measure
(1.4) µ = µR,B = δR−1B ∗ δR−2B ∗ ... ∗ δR−nB ∗ ....
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is reduced to the self-affine measure generated by the maps τb(x) = R
−1(x + b), see [Hut81]. It
was recently proved by the authors, by suitably modifying L, that all self-affine measures generated
by Hadamard triples are spectral measures [DL15, DHL15]. In this paper, we study the spectral
property of these arbitrary convolution and then a special case of random convolution with finitely
many choices of Hadamard triples, chosen in a random order.
Arbitrary convolutions. We first generalize the Strichartz criterion for Λ in (1.3) to be a
spectrum for µ. For µ and Λ in (1.2) and (1.3), we define
µn = δR−1
1
B1
∗ δ
R
−1
2
B2
∗ ... ∗ δ
R
−1
n Bn
, µ>n = δR−1n+1Bn+1
∗ δ
R
−1
n+2Bn+2
∗ ...
and
Kn =
{ ∞∑
k=n+1
R−1k bk : bk ∈ Bk
}
,Bn =
{
n∑
k=1
R−1k bk : bk ∈ Bk
}
.
Hence, K0 =
⋃
b∈Bn(bn +Kn) and K0, Bn,Kn are respectively the support of µ, µn and µ>n. We
will also use the notation T ({Ri, Bi}) for the support K0 of the measure µ.
We say that µ satisfies the no overlap condition if
µ((bn +Kn) ∩ (b′n +Kn)) = 0, for all bn 6= b′n ∈ Bn, for all n ∈ N.
For Λ in (1.3), we also define its nth-level approximation.
Λn = L1 +R
T
1 L2 + ...+R
T
1 R
T
2 ...R
T
n−1Ln.
It is easy to see that #Bn = #Λn =
∏n
i=1Ni :=Mn. From this, we consider the following matrices
Fn = 1√
Mn
[
|µ̂>n(λ)|e−2πi〈b,λ〉
]
λ∈Λn,b∈Bn
.
Recall that the singular values of Fn are the eigenvalues of F∗nFn and we denote by σ(Fn) the set
of all singular values of Fn.
Our first main result is as follows:
Theorem 1.2. Suppose that the measure µ in (1.2) satisfies the no-overlap condition and that µ
is compactly supported. If infnminσ(Fn) > 0, then Λ is a spectrum for µ.
In particular, if infn infλ∈Λn |µ̂>n(λ)| > 0, then Λ is a spectrum for µ.
We remark that the assumption that the measure µ is compactly supported ensures that the
family of step functions is dense in L2(µ) and the no-overlap condition is also necessary to ensure
that µ(Kn) = 1/Mn. In fact, if the no-overlap condition is not satisfied, µ can be non-spectral (see
Example 1.8).
Random Convolutions. In the second part of the paper, we consider Ri = R for all i with R is
a fixed integral expanding matrix. Let also B(1), ...., B(N) be a finite collection of sets in Rd, with
0 ∈ B(i) and #B(i) =M(≤ |detR|), for all i, so that (R,B(i), L) form Hadamard triples for all i.
Note that the set L is the same for all i.
Let ω = ω1ω2 . . . be an infinite word in {1, . . . , N}N. The measure µ in (1.2) is now read as a
random convolution of discrete measures scaled by R.
(1.5) µω = µ(ω,R) := δR−1B(ω1) ∗ δR−2B(ω2) ∗ . . . .
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Some special cases of these measures were studied by He et al. [AHL15a, AHL15b]. We will see
that spectral measures exist in abundance in the setting of random convolutions. To be precise, we
treat ωn as independent random variables with values 1, ..., N , with equal probability 1/N , and P
is the product probability on {1, ..., N}N. i.e.
(1.6) P(ω1 = i1, ..., ωk = ik) =
1
Nk
, ∀k ∈ N, i1, .., ik ∈ {1, ..., N}.
The main important observation is that measures in (1.5) can be put together in the fibres of the
self-affine measures generated by a Hadamard triple in quasi-product form.
Definition 1.3. Given the Hadamard triples (R,B(i), L), i = 1, ..., N and #B(i) = M . We
associate the matrix R and the sets B and L with the following form:
(1.7) R =
[
R1 0
C R
]
,
where R1 ∈Mr(Z), R ∈Md(Z) and C ∈Md,r(Z). Let
(1.8) B =
{ [
ai
di,j
]
: i ∈ {1, ..., N}, di,j ∈ B(i)
}
where ai ∈ Zr, di,j ∈ Zd and a1 = di,1 = 0, for all i, j.
Suppose L = L1 × L with L1 ⊂ Zr, L ⊂ Zd and (R1, B1 := {ai : 1 ≤ i ≤ N}, L1) is a Hadamard
triple. Then we say that (R,B,L) is in quasi-product form on Rd+r associated with (R,B(i), L),
i = 1, ..., N . The self-affine measure associated with (R,B,L) is the measure defined by
µR,B = δR−1B ∗ δR−2B ∗ ... ∗ δR−nB ∗ ....
We denote also by µ1 the self-affine measure associated with (R1, B1) defined in (1.4).
Theorem 1.4. Let (R,B(i), L), i = 1, ..., N , be the Hadamard triples and (R,B,L) be the triple in
quasi-product form associated with (R,B(i), L) in Definition 1.3. Assume Λ1 is a spectrum for µ1
and let Λ2 be a subset of R
d. Then Λ1 × Λ2 is a spectrum for µR,B if and only if Λ2 is a spectrum
for µω, P-almost surely.
With the theorem above, we will construct a spectrum of the form Λ1 × Λ2 for µR,B in some
associated quasi-product form. Under two different assumptions, we have the following conclusion:
Theorem 1.5. Let (R,B(i), L), i = 1, ..., N , be the Hadamard triples. Assume that one of the
following condition holds:
(i) the Hadamard triples (R,B(i), L) are on R1, i.e. R is an integer.
(ii) Each B(i) is a complete set representative of R
Then there exists a set Λ such that Λ is a spectrum for µω, for P-almost every ω.
Moreover, in the case (ii), there exists a lattice Γ˜ such that the support T ({R,B(ik)}k) of the
measure µω tiles R
d by Γ˜ and µω is the normalized Lebesgue measure on T ({R,B(ik)}), for P-almost
every ω = (i1i2 . . . ).
Definition 1.6. We say that a Lebesgue measurable set T tiles Rd by a set T , if (T + t)t∈T is a
partition of Rd, up to Lebesgue measure zero.
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The proof for the first case involves one of the canonical spectra in spectral measures theory.
These are studied in [DJ06, DJ07, DJ09]. We call it here the dynamically simple spectra (Definition
3.8). We will summarize this in a separate study in the appendix of this paper. Theorem 1.5
perhaps hints towards a conjecture about random convolutions.
Conjecture 1.7. Let (R,B(i), L), i = 1, ..., N , be the Hadamard triples on Rd. Then some asso-
ciated quasi-product form admits a spectrum of the form Λ1 × Λ2 and hence Λ2 is a spectrum for
µω, P-almost surely.
Theorem 1.5 showed that the conjecture is true on R1 and in the case when we can construct a
quasi-product form self-affine tile. In the end of the introduction, we illustrate Theorem 1.5 by an
example. It is very interesting to notice, that some simple infinite convolution products, are not
spectral. This sheds some light on our results that show that “almost every” infinite convolution
is a spectral measure. However, not all of them as we see in the next example.
Example 1.8. Let R = 2 and B(0) = {0, 1} and B(1) = {0, 3}. As each B(i) is a complete residue
modulo 2. Theorem 1.5 shows that, almost surely,
µω = δB(ω1)/2 ∗ δB(ω2)/22 ∗ ...
is a spectral measure with a common spectrum Z. However, if we consider a special case with
ω = 01111..., we see that the measure
µω = δ{0,1}/2 ∗ L[0,3/2],
where L[0,3/2] is the normalized Lebesgue measure supported on the interval [0, 3/2]. Thus, in
the first level, the no-overlap condition is not satisfied. Moreover, the measure µω is absolutely
continuous with respect to the Lebesgue measure, but it is not spectral as the density is not
uniformly distributed [DL14]. Despite this specific example, the measures µω are spectral, for
almost all ω ∈ {0, 1}N, by Theorem 1.5.
One may also refer to [AHL15a, AHL15b] for some deterministic examples in which the random
convolution is spectral everywhere. However, strong assumption on L is required and it does not
cover Example 1.8.
We organize our paper as follows: we study arbitrary convolutions in Section 2 and random
convolutions in Section 3. In the appendix, we study the dynamically simple spectrum used in
Section 3.
2. Arbitrary convolutions
Given a sequence of Hadamard triples {(Ri, Bi, Li)} with measures µ defined in (1.2), its Fourier
transform is easily computed as
µ̂(ξ) =
∞∏
n=1
δ̂Bi((R
T
n )
−1ξ).
We first note that
Lemma 2.1. The set Λ in (1.3) is a mutually orthogonal set for µ.
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Proof. This was proved in Strichartz [Str00, Theorem 2.7]. In short, it follows from the fact that
the Hadamard matrices Hn =
1√
Ni
[
e2πi〈R
−1b,ℓ〉
]
ℓ∈Li,b∈Bi
have mutually orthogonal rows, and so
does the matrix
1√
Mn
(
e−2πi〈R−nb , λ〉
)
λ∈Λn,b∈Bn
.

Recall that we can write the support of µ, K0, as
(2.1) K0 =
⋃
b∈Bn
(b+Kn).
Denote by Kb = b+Kn and by 1Kb the characteristic function of Kb. Let
Sn =
∑
b∈Bn
wb1Kb : wb ∈ C
 .
Sn denotes the collection of all nth level step functions on K0. As
Kn =
⋃
b∈Bn+1
(
R−1n+1b+Kn+1
)
and 0 ∈ Bn for all n, we have S1 ⊂ S2 ⊂ ..... Let also
S =
∞⋃
n=1
Sn.
Lemma 2.2. If µ is compactly supported, then S forms a dense set of functions in L2(µ).
Proof. Take first a continuous function f on K0 and ǫ > 0. Since K0 is compact, the function f is
uniformly continuous. We can find m large enough such that the diameter of all sets Kb, b ∈ Bm,
is small enough so that |f(x) − f(y)| < ǫ for all x, y ∈ Kb. Consider g =
∑
b∈Bm f(b)1Kb . It is
easy to see that supx∈K0 |f(x)− g(x)| < ǫ. Hence, S is uniformly dense in C(K0). As µ is a regular
Borel measure, S is dense in L2(µ). 
Lemma 2.3. Let f =
∑
b∈Bn wb1Kb ∈ Sn and let w = (wb)b∈Bn . Denote by ‖ · ‖ the Euclidean
norm on CMn. Then
(2.2)
∫
|f |2dµ = 1
Mn
∑
b∈Bn
|wb|2 = 1
Mn
‖wb‖2.
(2.3)
∫
f(x)e−2πi〈λ , x〉dµ(x) =
1
Mn
µ̂>n(λ)
∑
b∈Bn
wbe
−2πi〈b , λ〉.
(Recall that Mn = N1...Nn). Moreover,
(2.4)
∑
λ∈Λn
∣∣∣∣∫ f(x)e−2πi〈λ , x〉dµ(x)∣∣∣∣2 = 1Mn ‖Fnw‖2.
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Proof. Note that
(2.5) µ(Kb) =
∫
1Kb(x)d(µn ∗ µ>n(x)) =
1
Mn
+
1
Mn
∑
b′∈Bn,b′ 6=b
∫
1b+Kn(b
′ + y)dµ>n(y).
This implies that µ(Kb) ≥ 1/Mn for all b ∈ Bn. On the other hand, because of the no-overlap
condition and (2.1),
1 = µ(K0) = µ
 ⋃
b∈Bn
Kb
 = ∑
b∈Bn
µ(Kb).
If µ(Kb) > 1/Mn for some b ∈ Bn, then
∑
b∈Bn µ(Kb) > 1, which is a contradiction. Hence,
all Kb, b ∈ Bn have the same µ-measure 1/Mn and (2.2) follows from a direct computation. For
(2.3), we note that (2.5) now becomes
1
Mn
= µ(Kb) =
∫
1Kb(x)d(µn ∗ µ>n(x)) =
1
Mn
+
1
Mn
∑
b′∈Bn,b′ 6=b
∫
1b+Kn(b
′ + y)dµ>n(y)
since supp µ>n = Kn. Thus,
∫
1b+Kn(b
′ + y)dµ>n(y) = 0 and 1b+Kn(b′ + y) = 0 µ>n-a.e. Hence,∫
f(x)e−2πi〈λ , x〉dµ(x) =
∑
b∈Bn
wb
∫
1Kb(x)e
−2πi〈λ , x〉d(µn ∗ µ>n(x))
=
∑
b∈Bn
wb
∫ ∫
1b+Kn(x+ y)e
−2πi〈λ , x+y〉dµn(x)dµ>n(y).
=
∑
b∈Bn
wb
1
Mn
∫ ∑
b′∈Bn
1b+Kn(b
′ + y)e−2πi〈λ ,b
′+y〉dµ>n(y)
=
∑
b∈Bn
wb
1
Mn
e−2πi〈λ ,b〉
∫
e−2πi〈λ , y〉dµ>n(y)
=
1
Mn
µ̂>n(λ)
∑
b∈Bn
wbe
−2πi〈b , λ〉.
Thus (2.3) follows. Finally, we have
(2.6)
∑
λ∈Λn
∣∣∣∣∫ f(x)e−2πi〈λ , x〉dµ(x)∣∣∣∣2 = 1Mn ∑
λ∈Λn
|µ̂>n(λ)|2
∣∣∣∣∣∣
∑
b∈Bn
wbe
−2πi〈b , λ〉
∣∣∣∣∣∣
2
=
1
Mn
∑
λ∈Λn
∣∣∣∣∣∣
∑
b∈Bn
wb|µ̂>n(λ)|e−2πi〈b , λ〉
∣∣∣∣∣∣
2
=
1
Mn
‖Fnw‖2,
and (2.4) follows. 
We are now ready to prove our first theorem. We recall a standard fact of matrix analysis: If A
is a self-adjoint matrix and λmin is its minimum eigenvalue, then
λmin = min‖w‖=1
〈Aw,w〉.
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Proof of Theorem 1.2. Suppose first that σ := infnminσ(Fn) > 0. For all f ∈ Sn, by equations
(2.2) and (2.4) in Lemma 2.3,∑
λ∈Λn
∣∣∣∣∫ f(x)e−2πi〈λ , x〉dµ(x)∣∣∣∣2 = 1Mn ‖Fnw‖2 = 1Mn 〈F∗nFnw,w〉 ≥ 1Mnσ‖w‖2 = σ
∫
|f |2dµ.
As f ∈ Sn ⊂ Sm for all m > n, we apply f to the inequality for m and obtain∑
λ∈Λm
∣∣∣∣∫ f(x)e−2πi〈λ , x〉dµ(x)∣∣∣∣2 ≥ σ ∫ |f |2dµ.
Taking m to infinity and using the fact that Λ =
⋃∞
m=1 Λm, we have∑
λ∈Λ
∣∣∣∣∫ f(x)e−2πi〈λ , x〉dµ(x)∣∣∣∣2 ≥ σ ∫ |f |2dµ.
As S forms a dense set, the above inequality is actually true for any f ∈ L2(µ). This establishes
the completeness of Λ in L2(µ).
Let δ = infn infλ∈Λn |µ̂>n(λ)|. We now prove the special case. This follows from a direct obser-
vation that
‖Fnw‖2 ≥ δ2‖Hnw‖2 = δ2‖w‖2
where Hn =
1√
Mn
[
e−2πi〈b,λ〉
]
λ∈Λn,b∈Bn is a Hadamard matrix. Hence, σ ≥ δ2 > 0. 
Remark 2.4. We note that the theorem generalizes the result of Strichartz [Str00, Theorem 2.8],
which asserted that if the Hadamard triples (Ri, Bi, Li) are chosen only from finitely many choices,
and the zero sets Zi of the functions
mBi(x) =
1
Ni
∑
b∈Bi
e2πi〈b , x〉
are separated from the set
Γn = (R
T
n )
−1 (L1 +RT1 L2 + ...+ (RT1 RT2 ...RTn−1)Ln)
by a distance δ > 0, uniformly in n. Then the measure µ(Ri, Bi) is a spectral measure. Indeed,
this assumption implies infn infλ∈Λn |µ>n(λ)|2 > 0. To see this, we note that
|µ̂>n(λ)|2 =
∞∏
k=n+1
|mBk((RTk )−1λ)|2.
As there are only finitely many Bi, Γn lies inside a compact set independent of n. From the fact
that mBi(0) = 1 and that (R
T
k )
−1λ decays to zero exponentially, we can find a k1, independent
of λ ∈ Λn such that
∏∞
k=n+k1+1
|mBk((RTk )−1λ)|2 is uniformly bounded below by some constant
c > 0. For the first k1 terms, the assumption on Zi guarantees they are bounded away from δ
′k1 ,
for some δ′ > 0. Thus,
inf
n
inf
λ∈Λn
|µ̂>n(λ)|2 ≥ δ′k1c > 0.
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3. Random convolution
In this section, we study random convolutions of discrete measures generated by Hadamard
triples. We first show that quasi-product forms generate Hadamard triples.
Proposition 3.1. If (R,B,L) is in quasi-product form as in Definition 1.3, then (R,B,L) is a
Hadamard triple on Rd+r.
Proof. We have that R−1 is of the form
(3.1) R−1 =
[
R−11 0
D R−1
]
,
for some matrix D. Consider b =
[
ai
di,j
]
6= b′ =
[
ai′
di′,j′
]
and
A((i, j), (i′ , j′)) :=
∑
ℓ∈L
e−2πi〈R−1(b−b′) , ℓ〉
=
∑
ℓ1∈L1
∑
ℓ2∈L
e−2πi(〈R−11 (ai−ai′ ) , ℓ1〉+〈D(ai−ai′ ) , ℓ2〉+〈R−1(di,j−di′,j′ ) , ℓ2〉)
=
∑
ℓ1∈L1
e−2πi〈R−11 (ai−a′i) , ℓ1〉
 ·
∑
ℓ2∈L2
e−2πi(〈D(ai−ai′ ) , ℓ2〉+〈R−12 (di,j−di′,j′) , l2〉)
 .
If i 6= i′ then A((i, j), (i′ , j′)) = 0 because (R1, B1, L1) is a Hadamard triple. If i = i′, then
A((i, j), (i′ , j′)) = N1
∑
l2∈L2
e2πiR
−1
2
(di,j−di,j′ )·l2 = 0,
because (R2, B2(i), L2) are Hadamard triples for all i. This shows that the matrix
[
e−2πi〈R−1b , ℓ〉
]
ℓ∈L,b∈B
has mutually orthogonal rows and hence (R,B,L) is a Hadamard triple on Rd+r. 
We now derive and collect the necessary information about the self-affine measure generated by
the quasi-product form in Definition 1.3. These properties were all considered in [DJ07]. First, we
note that
R−1 =
[
R−11 0
−R−1CR−11 R−1
]
and, by induction,
R−k =
[
R−k1 0
Dk R
−k
]
, where Dk := −
k−1∑
j=0
R−(j+1)CR−(k−j)1 .
The support of the self-affine measure µ defined by R and B is given by
(3.2) T (R,B) =
{ ∞∑
k=1
R−kbk : bk ∈ B
}
.
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Therefore any element (x, y)T ∈ T (R,B) can be written in the following form
x =
∞∑
k=1
R−k1 aik , y =
∞∑
k=1
Dkaik +
∞∑
k=1
R−kdik,jk .
Let X1 be the attractor (in R
r) associated to the IFS defined by the pair (R1, B1), i.e.,
X1 = T (R1, B1) =
{ ∞∑
k=1
R−kbk : bk ∈ B1
}
.
Let µ1 be the (equal-weighted) invariant measure associated to this pair.
For each sequence ω = (i1i2 . . . ) ∈ {1, . . . , N}N = {1, . . . , N} × {1, . . . , N} × ..., define the map
π : Ω1 → X1 by
(3.3) π(ω) =
∞∑
k=1
R−k1 aik .
As (R1, B1) forms a Hadamard triple with L1, the measure µ1 has the no-overlap property [DL15,
Theorem 1.7]. It implies that for µ1-a.e. x ∈ X1, there is a unique ω such that π(ω) = x. We define
this as π−1(x). This establishes a bijective correspondence, up to measure zero, between the set
Ω1 := {1, . . . , N}N and X1. For details about the correspondence, one can refer to [Kig01, Section
1.4]. The measure µ1 from X1 is pulled back to the product measure P defined in (1.6), i.e.
µ1 = P ◦ π−1.
For ω = (i1i2 . . . ) in Ω1, define
Ω2(ω) := {(di1,j1di2,j2 . . . din,jn . . . ) : jk ∈ {1, . . . ,M}}.
For ω ∈ Ω1, define g(ω) :=
∑∞
k=1Dkaik . Also define
X2(ω) :=
{ ∞∑
k=1
R−k2 dik ,jk : dik,jk ∈ B(ik)
}
.
Note that T (R,B) takes the following form
T (R,B) = {(π(ω), g(ω) + y)T : ω ∈ Ω1, y ∈ X2(ω)}.
For x ∈ X1, up to a µ1-measure zero set, F , we can write ω = π−1(x) = (i1i2...) and we can
define µ2x to be the infinite convolution product defined by µω in (1.5). i.e.
µ2x = µω = δR−1
2
B2(i1)
∗ δR−2
2
B2(i2)
∗ . . . .
with the support of µ2x equal to X2(x) := X2(π
−1(x)).
The following lemmas, established in [DJ07], are the key identities for our analysis.
Lemma 3.2. [DJ07, Lemma 4.4] For any bounded Borel functions on Rd, the self-affine measure
µR,B satisfies ∫
T (R,B)
f dµR,B =
∫
X1
∫
X2(x)
f(x, y + g(x)) dµ2x(y) dµ1(x).
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Lemma 3.3. [DJ07, Lemma 4.5] If Λ1 is a spectrum for the measure µ1, then
F (y) :=
∑
λ1∈Λ1
|µ̂R,B(x+ λ1, y)|2 =
∫
X1
|µ̂2s(y)|2 dµ1(s), (x ∈ Rr, y ∈ Rd−r).
We recall also the Jorgensen-Pedersen Lemma about checking when Λ is a spectrum for µ.
Lemma 3.4. [JP98] Λ is a spectrum for a probability measure µ on Rd if and only if
Q(ξ) :=
∑
λ∈Λ
|µ̂(ξ + λ)|2 ≡ 1.
Moreover, if Λ is an orthogonal set, then Q is an entire function on Cd with 0 ≤ Q(x) ≤ 1 for
x ∈ Rd.
Proof of Theorem 1.4. Assume that Λ2 is a spectrum for µω for P-a.e. ω. Let
E = {ω : Λ2 is a spectrum for µω}.
Then P(E ∩ (Ω1 \ F )) = 1. The set of points x ∈ Ω1 such that Λ2 is a spectrum for µ2x is exactly
equal to π−1(x) ∈ E ∩ (Ω1 \ F ). This shows Λ2 is a spectrum for µ2x for µ1-a.e. x. We now check
that Λ1 × Λ2 is a spectrum for µR,B. For (x, y) ∈ Rd+r we have , with Lemma 3.3 and Fubini’s
theorem, ∑
λ1∈Λ1
∑
λ2∈Λ2
|µ̂R,B(x+ λ1, y + λ2)|2 =
∑
λ2∈Λ2
∫
X1
|µ̂2x(y + λ2)|2 dµ1(x)
=
∫
X1
∑
λ2∈Λ2
|µ̂2x(y + λ2)|2 dµ1(x) =
∫
X1
1 = 1.
Thus Λ1 × Λ2 is a spectrum for µR,B.
For the converse, assume Λ1 × Λ2 is a spectrum for µR,B. Take λ1 6= λ′1 in Λ1 and λ2, λ′2 in Λ2.
Then
0 = µ̂R.B(λ1 − λ′1, λ2 − λ′2) =
∫
X1
e−2πi(λ1−λ
′
1)·xµ̂2x(λ2 − λ′2) dµ1(x).
But Λ1 − λ′1 is a spectrum for µ1 so µ̂2x(λ2 − λ′2) = 0 for µ1-a.e. x. Since Λ2 is countable, this
implies that Λ2 is an orthogonal set for µ
2
x, for µ1-a.e. x. and in particular
(3.4)
∑
λ2∈Λ2
|µ̂2x(y + λ2)|2 ≤ 1 for all y ∈ Rd−r and µ1-a.e. x.
Then
1 =
∑
λ1∈Λ1
∑
λ2∈Λ2
|µ̂R,B(x+ λ1, y + λ2)|2 =
∑
λ2∈Λ2
∑
λ1∈Λ1
∣∣∣∣∫
X1
e−2πi〈(λ1+x) , t〉µ̂2t (y + λ2) dµ1(t)
∣∣∣∣2
=
∑
λ2∈Λ2
∫
X1
|µ̂2t (y + λ2)|2 dµ1(t) (by the Parseval equality for the spectrum Λ1)
=
∫
X1
∑
λ2∈Λ2
|µ̂2t (y + λ2)|2 dµ1(t) ≤
∫
X1
1 = 1.
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But combining with (3.4), we get that, for a fixed y,∑
λ2∈Λ2
|µ̂2t (y + λ2)|2 = 1
for µ1-a.e. t. As Q(y) :=
∑
λ2∈Λ2 |µ̂2x(y + λ2)|2 is a continuous function, by Lemma 3.4 taking a
countable dense set of y, we get that Λ2 is a spectrum for µ
2
t , for µ1-a.e. t and this means Λ2 is a
spectrum, P-almost surely. 
In rest of the section, we will prove the spectral property result in Theorem 1.5. To this end, we
need to analyze a dynamical system generated by the Hadamard triple, for a detailed account of
this dynamical system see [DJ06, DJ07].
Definition 3.5. Let (R,B,L) be a Hadamard triple. We define the function
mB(x) =
1
#B
∑
b∈B
e2πi〈b , x〉, (ξ ∈ Rd).
The Hadamard triple condition implies that δR−1B is a spectral measure with a spectrum L and
mR−1B is the Fourier transform of the Dirac measure. Lemma 3.4 implies that
(3.5)
∑
ℓ∈L
|mB((RT )−1(x+ ℓ))|2 = 1, or
∑
ℓ∈L
|mB(τℓ(x))|2 = 1,
where we define the maps
τℓ(x) = (R
T )−1(x+ ℓ), (x ∈ Rd, ℓ ∈ L), and τℓ1...ℓm = τℓ1 ◦ ... ◦ τℓm .
A closed set K in Rd is called invariant (with respect to the system (R,B,L)) if, for all x ∈ K and
all ℓ ∈ L
mB(τℓ(x)) > 0 =⇒ τℓ(x) ∈ K.
We say that the transition, using ℓ, from x to τℓ(x) is possible, if ℓ ∈ L and mB(τℓ(x)) > 0. A
compact invariant set is called minimal if it does not contain any proper compact invariant subset.
For ℓ1, . . . , ℓm ∈ L, the cycle C(ℓ1, . . . , ℓm) is the set
C(ℓ1, . . . , ℓm) = {x0, τℓm(x0), τℓm−1ℓm(x0), . . . , τℓ2...ℓm(x0)},
where x0 := ℘(ℓ1, . . . , ℓm) is the fixed point of the map τℓ1...ℓm. i.e. τℓ1...ℓm(x0) = x0. The cycle
C(ℓ1, . . . , ℓm) is called an extreme cycle for (R,B,L) if |mB(x)| = 1 for all x ∈ C(ℓ1, . . . , ℓm).
Remark 3.6. Here are some remarks about the properties of extreme cycles.
(i) For any extreme cycles, the only possible transition is from x0 to τℓm(x0) since |mB(τℓm(x0))| =
1 and (3.5) implies all other must be zero.
(ii) Given any c in an extreme cycle C, we can always find another point in this cycle c′ such
that c = τℓ(c
′) for a unique digit ℓ defining the cycle. Iterating the process, for any n ≥ 1,
c = τℓ0...ℓn−1(c
′) for some c′ ∈ C. Rewriting the relation, we have
(3.6) − c′ = (RT )n(−c) + ℓ0 +RT ℓ1 + ...+ (RT )n−1ℓn−1.
In particular, (RT )nc is congruent modulo Zd to another cycle point.
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(iii) If 0 ∈ B, we have
(3.7) 〈Rnb, c〉 ∈ Z, ∀n ≥ 0 and b ∈ B.
First, |mB(c)| = 1 implies that 〈b, c〉 ∈ Z for all b ∈ B (we have equality in a triangle
inequality so all the terms of the sum that defines mB must be equal to 1, since 0 ∈ B).
In general, from (3.6) and the fact that c′ is an extreme cycle point, mB(c′) = 1 and
〈b , c′〉 ∈ Z. As we know 〈b, ℓ〉 ∈ Z, so we must have 〈Rnb , c〉 = 〈b , (RT )nc〉 ∈ Z.
The following theorem shows the structure of minimal compact invariant sets and we will use it
throughout the rest of the paper.
Theorem 3.7. [CCR96, Theorem 2.8] Let M be a minimal compact invariant set contained in the
zero set of an entire function h on Rd.
(i) There exists a proper rational subspace V (can be {0}) invariant for RT such that M is
contained in the union R of finitely many translates of V .
(ii) This union contains the translates of V by the elements of a cycle C(ℓ1, . . . , ℓm) in M, and
h is zero on x+ V for all x ∈ C(ℓ1, . . . , ℓm).
(iii) If the hypothesis “(H) modulo V ” is satisfied, i.e., (RT )−1(e1−e′1)+(RT )−2(e2−e′2)+ · · ·+
(RT )−p(ep−e′p) ∈ V implies e1−e′1, e2−e′2, . . . , ep−e′p ∈ V for all e1, . . . , ep, e′1, . . . , e′p ∈ L,
then
R = {x0 + V, τℓm(x0) + V, . . . , τℓ2...ℓm(x0) + V }
where x0 = ℘(ℓ1, . . . ℓm) and every possible transition from a point in M∩(τℓq...ℓm(x0)+V )
leads to a point in M∩ (τℓq−1...ℓm(x0) + V ) for all 1 ≤ q ≤ m, with ℓ0 = ℓm.
(iv) The union R is invariant.
In particular, from (3.5), extreme cycles are clearly compact invariant sets which correspond to
the case V = {0} (if needed, we can always take the entire function h to be 0, in Theorem 3.7).
However, the extreme cycles are not the only minimal compact invariant sets (see [DJ07] for some
examples). We isolate this special case in the following definition.
Definition 3.8. We say that the Hadamard triple (R,B,L) is dynamically simple if the only
minimal compact invariant set are extreme cycles. For a Hadamard triple (R,B,L), the orthonormal
set Λ generated by extreme cycles is the smallest set such that
(i) it contains −C for all extreme cycles C for (R,B,L)
(ii) it satisfies RTΛ+ L ⊂ Λ.
When this set Λ is a spectrum (see Theorem 3.9 below), we call it the dynamically simple spectrum.
More generally, the set generated by an invariant subset A of Rd, is the smallest set which contains
−A and satisfies (ii).
Theorem 3.9. Let (R,B,L) be a dynamically simple Hadamard triple. Then the orthonormal set
Λ generated by extreme cycles is a spectrum for the self-affine measure µR,B and Λ is explicitly
given by
Λ = {ℓ0+RT ℓ1+. . . (RT )n−1ℓn−1+(RT )n(−c) : ℓ0, . . . , ℓn−1 ∈ L, n ≥ 0, c are extreme cycle points}.
Moreover, if (R,B,L) is a Hadamard triple on R1, it must be dynamically simple.
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Proof. This theorem combines results in [DJ06, DJ07, DJ09]. An independent proof will be given
in the appendix of this paper. 
Our main theorem leading to main conclusion in the introduction is the following:
Theorem 3.10. Assume that the Hadamard triple (R,B,L) is in a quasi-product form defined in
Definition 1.3 with C = 0 and that (R,B,L) is dynamically simple. Let Λ1 be the orthonormal
set generated by extreme cycles for (R1, B1, L1) and suppose that Λ2 is the set generated by those
cycles which are extreme for all triples (R,B(i), L), i = 1, . . . , N1. Then Λ1 ×Λ2 is a spectrum for
(R,B,L) and Λ2 is a spectrum for µω for P-almost every ω.
Proof. As (R,B,L) is dynamically simple, we can define Λ to be the dynamically simple spectrum
for the quasi-product form (R,B,L). We need to show that Λ = Λ1×Λ2. In the proof, it is worth
to note that |mB(x)| = 1 if and only if 〈b , x〉 ∈ Z for all b ∈ B, since 0 ∈ B.
We show first that Λ ⊆ Λ1 × Λ2. Property (ii) in Definition 3.8 shows that the sets Λ1 and Λ2
satisfy RT1 Λ1 + L1 ⊆ Λ1 and RTΛ2 + L ⊆ Λ2. With R =
[
R1 0
0 R
]
, it is clear that
(3.8) RT (Λ1 × Λ2) + (L1 × L2) ⊆ Λ1 × Λ2.
Thus we only have to show that Λ1 × Λ2 contains −C for all extreme cycles C for (R,B,L) and
then it follows from definition of Λ that Λ ⊆ Λ1 × Λ2.
Let C = {x0, x1, ..., xp−1} be such an extreme cycle of (R,B,L). Then there exists ℓ = (ℓ1, ℓ2) ∈
L1 × L2 such that xk+1 = (RT )−1
(
xk + (ℓ1, ℓ2)
T
)
for all k = 0, . . . , p − 1 and xp = x0. Writing
xk = (x
(1)
k , x
(2)
k ), we must have x
(1)
k+1 = (R
T
1 )
−1
(
x
(1)
k + l1
)
and x
(2)
k+1 = (R
T )−1
(
x
(2)
k + l2
)
for all
k = 0, . . . , p−1. Thus the first components form a cycle for (R1, B1, L1) and the second components
form a cycle for (RT2 , B(i), L) for all i. From the property of extreme cycle, we have that 〈b , xk〉 ∈ Z
for all b ∈ B and k = 0, 1, ..., p − 1. Therefore,〈
ai , x
(1)
k
〉
+
〈
di,j , x
(2)
k
〉
∈ Z
for all 1 ≤ i ≤ N , 1 ≤ j ≤ M . Since di,1 = 0, we must have
〈
ai , x
(1)
0
〉
∈ Z for 1 ≤ i ≤ N and
therefore
〈
di,j , x
(2)
0
〉
∈ Z for 1 ≤ j ≤ M . This shows that C1 = {x(1)0 , x(1)1 , ..., x(1)p−1} is an extreme
cycle for (R1, B1, L1), and C2 = {x(2)0 , x(2)1 , ..., x(2)p−1} is an extreme cycle for all (RT2 , B(i), L2).
Hence, −C1 ⊆ Λ1, −C2 ⊆ Λ2, and −C ⊆ (−C1) × (−C2) ⊆ Λ1 × Λ2. Since Λ is the smallest set
which is invariant under RTΛ + L and which contains −C for all extreme cycles C, we must have
Λ ⊆ Λ1 × Λ2.
Next, we show that Λ1 × Λ2 = Λ. It suffices to show that Λ1 × Λ2 forms an orthogonal set
for µR,B. Indeed, Λ is a spectrum for µR,B by Theorem 3.9. This means that Λ is a maximal
orthogonal set (i.e. if λ′ 6∈ Λ, the exponential e2πi〈λ′,x〉 cannot be orthogonal to all exponentials
with frequencies in Λ). But Λ ⊂ Λ1 × Λ2 and Λ1 × Λ2 is a mutually orthogonal set, we must have
Λ = Λ1 × Λ2.
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To show that Λ1 × Λ2 forms an orthogonal set for µR,B. We first note that as Λ1 is a spectrum
for the measure µ1 = µ(R1, B1) by Theorem 3.9, Λ1 is a mutually orthogonal set for µ1. Hence,
(3.9) µˆ1(λ1 − λ′1) = 0,∀λ1 6= λ′1 ∈ Λ1.
We now show that Λ2 is a mutually orthogonal set for all µ
2
x. Indeed, for all x = x(i1, i2, ...),
(3.10) µˆ(2)x (λ2 − λ′2) =
∞∏
k=1
mB2(ik)((R
T )−k(λ2 − λ′2))
where λ2 6= λ′2 ∈ Λ2. They can be written as
(3.11) λ2 = ℓ0 +R
T ℓ1 + ...+ (R
T )m−1ℓm−1 + (RT )m(−x0),
(3.12) λ′2 = ℓ
′
0 +R
T ℓ′1 + ...+ (R
T )m
′−1ℓ′m′−1 + (R
T )m
′
(−x′0),
with ℓi, ℓ
′
i ∈ L, x0, x′0 extreme cycle points for (R,B(i), L). From (3.6), for any p ≥ 1, we can write
(3.13) − x0 = (RT )k(−xk) + αp +RTαp−1 + ...+ (RT )k−1αp−k.
Using (3.13) in (3.11), we can write λ2 with as many digits as we want. Similarly, we can do this
for case of λ′2 in (3.12) and therefore we can take m = m
′, and, as λ2, λ′2 are distinct elements, we
can assume that there exists n < m such that ℓ0 = ℓ
′
0, ..., ℓn−1 = ℓ
′
n−1, ℓn 6= ℓ′n. Then
mB2(in+1)((R
T )−n−1(λ2 − λ′2)) = mB2(in)
(
(RT2 )
−1(ℓn − ℓ′n) +M0 + (RT )m−n−1(x− x′)
)
,
where M0 ∈ Zd and x, x′ are extreme cycle points. From integral periodicity of mB2(in) and (3.7),
the above quantity is equal to mB2(in)((R
T
2 )
−1(ℓn − ℓ′n)) = 0 by the Hadamard triple assumption.
This implies from (3.10) that µˆ
(2)
x (λ2 − λ′2) = 0.
If now (λ1, λ2) 6= (λ′1, λ′2) ∈ Λ1 × Λ2, we have, by Lemma 3.2,
〈e2πi〈(λ1,λ2) , (x,y)〉, e2πi〈(λ′1,λ′2) , (x,y)〉〉L2(µR,B) =
∫
e2πi〈(λ1−λ′1,λ2−λ′2) , (x,y)〉dµB(x, y)
=
∫ ∫
e2πi((λ1−λ
′
1)x+(λ2−λ′2)y)dµ(2)x (y)dµ1(x)
=
∫
e2πi〈λ1−λ′1 , x〉µ̂(2)x (λ2 − λ′2)dµ1(x).
As Λ2 is a mutually orthogonal set for µ
(2)
x , the term above is equal to 0 if λ2 6= λ′2. And if λ2 = λ′2,
we must have λ1 6= λ′1 and hence µ̂1(λ1−λ′1) = 0. Thus Λ1×Λ2 forms an orthogonal set and hence
completes the proof that Λ1 × Λ2 is a dynamically simple spectrum for (R,B,L).
Finally, by Theorem 3.9, Λ1 × Λ2 is a spectrum for the self-affine measure µR,B. Therefore, it
follows from Theorem 1.4 that Λ2 is P-almost surely a spectral measure for µω. 
We now present the proof of Theorem 1.5.
Proof of Theorem 1.5 (when (i) holds, i.e., the Hadamard triples (R,B(i), L) are on R1). We pick
a number p ∈ N such that pN 6= R. Define the matrix
R =
[
pN 0
0 R
]
.
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Let B˜(i) = B(i(mod N)) for all i ∈ {0, 1, ..., pN − 1}. Here, i(mod N) is the remainder when i is
divided by N . Let
B˜ :=
{
(i, d)T : i ∈ {0, 1, . . . , pN − 1}, d ∈ B˜(i)
}
.
Let L˜ := {0, . . . , pN − 1} × L. In each of the coordinates, they form Hadamard triples on R1
and hence they must be dynamically simple by Theorem 3.9. We now show that (R, B˜, L˜) is also
dynamically simple, so that Theorem 3.10 is applicable.
LetM be a minimal compact invariant set. Assume thatM is infinite and M is not an extreme
cycle. Then , by Theorem 3.7, there is a subspace V 6= R2, invariant for R, such that M is
contained in a union of finitely many translates of V . Since V is invariant for R, pN 6= R and
V 6= {0} (V = {0} corresponds to the extreme cycles), the only options are V = R × {0} or
V = {0}×R. We show that the first case is impossible while the second case implies all B˜j are the
same, which means that Theorem 1.5 holds trivially.
Case (i) V = R×{0}. A direct check shows that the hypothesis “(H) modulo V ” in Theorem 3.7(iii)
is satisfied with L˜ (See for example [DJ07, Proposition 3.7] for an analogous proof). Applying now
Theorem 3.7(iii), we deduce the existence of an L˜-cycle (x0, y0), with digits (i1, ℓ1), . . . , (im, ℓm)
(ℓj ∈ L, ij ∈ {0, 1, ..., pN − 1}) such that
M⊂
m⋃
k=1
(
τ(ik,ℓk) . . . τ(im,ℓm)(x0, y0) + V
)
=: R
and R is invariant. Moreover, every possible transition from τ(ik,ℓk)...(im,ℓm)(x0, y0) + V leads to a
point in τ(ik−1,ℓk−1)...(im,ℓm)(x0, y0) + V for 1 ≤ k ≤ m, where (i0, ℓ0) := (im, ℓm).
Let (x, y0) ∈ (x0, y0)+V . Let ℓ 6= ℓm. Then τ(i′,ℓ)(x, y0) 6∈ τ(im,ℓm)(x0, y0)+V , thus the transition
is not possible so m
B˜
(τ(i′,ℓ)(x, y0)) = 0 which means
pN−1∑
k=0
∑
d∈B˜(k)
e2πi(k
x+i′
pN
+d
y0+ℓ
R
) = 0.
Let x′ := x+i
′
pN . Then
0 =
pN−1∑
k=0
e2πikx
′
∑
d∈B˜2(k)
e2πid
y0+l
R .
Since x′ can be any real number, the coefficients of this polynomial must be zero:∑
d∈B˜(k)
e2πid
y0+ℓ
R = 0, for all ℓ 6= ℓm
by the linear independence of the trigonometric polynomials e2πikx
′
, k = 0, 1, ..., pN − 1. This
means that mB˜(k)(τℓ(y0)) = 0 for all ℓ 6= ℓm and hence |mB˜(k)(τℓm(y0))| = 1. Since 0 ∈ B˜(k) we
have equality in the triangle inequality, so mB˜(k)(τℓm(y0)) = 1. We can do this for all the points in
the cycle C2 := {yk := τℓk . . . τℓm(y0) : 1 ≤ k ≤ m}, and we conclude that C2 is an extreme L-cycle
for all B˜(k).
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We now consider v := (x, yk) ∈ M and the possible transition from v, which must be of the form
(i′, ℓk−1). From the extreme cycle property, we have mB˜(k)(yk−1) = 1 and hence
0 6= m
B˜
(τ(i′,ℓk−1)(x, yk)) =
1
pN
pN−1∑
j=0
e
2πij x+i
′
pN mB˜(k)(yk−1) =
pN−1∑
j=0
e
2πij x+i
′
pN .
This holds if and only if x + i′ 6∈ Z or x + i′ is a multiple of pN . As M is infinite and M ⊂
T (R, L˜) = [0, 1] × T (R,L), we can assume that x 6∈ Z. In this case, when i′ = 0,
m
B˜
(τ(0,ℓk−1)(x, yk)) =
pN−1∑
j=0
e
2πij x
pN 6= 0.
Hence the transition is possible and we conclude that (x/pN, yk−1) is in M. Iterate this step by
replacing (x, yk) with (x/pN, yk−1). Taking the limit and using the compactness of M, we obtain
that M contains (0, yk) for all k. But that means that M contains an L˜-cycle which is extreme for
B˜, and by minimality, it has to be equal to the extreme cycle. That is a contradiction. Thus, V
cannot be R× {0}.
Case (ii) V = {0} × R. As before, “(H) modulo V ” in Theorem 3.7(iii) is satisfied and Theorem
3.7 implies that there exists (x0, y0), and an L˜-cycle, with digits (i1, ℓ1), . . . , (im, ℓm) such that
M ⊂
m⋃
k=1
(
τ(ik,ℓk) . . . τ(im,ℓm)(x0, y0) + V
)
=: R,
R is invariant and every possible transition from τ(ik,ℓk) . . . τ(im,ℓm)(x0, y0) + V leads to a point in
τ(ik−1,ℓk−1) . . . τ(im,ℓm)(x0, y0) + V for 1 ≤ k ≤ m, where (i0, ℓ0) := (im, ℓm).
Take i′ 6= im in {0, . . . , pN − 1} and y ∈ R. The transition from (x0, y) to τ(i′,ℓ)(x0, y) is not
possible and thus mB(τ(i,ℓ)(x0, y)) = 0. Then with y
′ = (y + ℓ)/R,
0 =
pN−1∑
j=0
∑
d∈B˜(j)
e2πij
x0+i
′
pN e2πid
y+ℓ
R =
∑
d∈∪jB˜(j)
e2πidy
′
∑
{j:d∈B˜(j)}
e2πij
x0+i
pN .
Then, all the coefficients are zero so, for all d ∈ ∪Nj=1B˜(j), and all i′ 6= im,∑
j:d∈B˜(j)
e2πij
x0+i
pN = 0.
But 0 ∈ B˜(j) for all j so
pN−1∑
j=0
e2πij
x0+i
′
pN = 0
for all i′ 6= im. As the same time, this implies that
∑pN−1
j=0 e
2πij
x0+im
pN = 1 and hence x0 ≡
(−im)(mod pN). Since x0 ∈ [0, 1] (by M ⊂ T (R, L˜) = [0, 1] × T (R,L)) we obtain that x0 = 0 or
x0 = 1.
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If x0 = 0, then the digits corresponding to this cycle are m = 1 and i1 = 0. Then we have∑
j:d∈B˜2(j)
e
2πij 0+i
′
pN = 0
for all i′ 6= i1 = 0 and all d ∈ ∪Nj=1B˜(j). Let Ad(x) :=
∑
j:d∈B˜2(j) x
j. Then Ad(e
2πi i
′
pN ) = 0 for
all i′ ∈ {1, . . . , pN − 1}. Therefore Ad is divisible by 1 + x + · · · + xpN−1 and this implies that
Ad(x) = 1 + x + · · · + xpN−1. So every d ∈ ∪Nj=1B˜(j) appears in all B˜(j). But this means that
all the sets B˜(j) are equal and so all µω = µR,B˜(0) which is the self-affine spectral measure. The
conclusion holds trivially. Similarly, the case x0 = 1 follows from the same argument , the cycle
has digits m = 1 and i1 = pN − 1.
Now, we can see that the only minimal compact invariant sets are extreme cycles. By Theorem
3.10, with Λ2 as defined in its hypothesis, we have that µ
2
x has spectrum Λ2 for µ1-a.e. x. Note
that µ1 is the Lebesgue measure. Then µω has spectrum Λ2 for P˜-a.e. ω ∈ {0, . . . , pN − 1}N, where
P˜ is the product probability measure on {0, 1, . . . , pN − 1}N that assigns equal probabilities 1pN to
every digit 0, 1, . . . , pN − 1. Consider now the map
Φ : {0, 1, . . . , pN − 1}N → {0, 1, . . . , N − 1}N, Φ(i1i2 . . . ) = (i1(modN), i2(modN), . . . ).
By checking on cylinder sets, note that for any Borel subset of {0, 1, . . . , N − 1}N,
P(E) = P˜(Φ−1(E)).
Also, note that for ω = i1i2 · · · ∈ {0, 1, . . . , pN − 1}N, we have µω = µΦ(ω), because B˜2(i) =
B(i(modN)). Then
P(ω : µω has spectrum Λ2) = P˜(ω : µΦ(ω) has spectrum Λ2) = P˜(ω : µω has spectrum Λ2) = 1.
This completes the proof. 
Proof of Theorem 1.5 (when (ii) holds, i.e., each B(i) is a complete set representative of R). Consider
R =
[
N 0
0 R
]
, and
B˜ :=
{
(i, d)T : i ∈ {0, 1, . . . , N − 1}, d ∈ B(i)} .
In this case, the attractor T (R, B˜) defined in (3.2) is a self-affine tile and it admits a lattice tiling of
the form Z× Γ˜ for some lattice Γ˜ (See e.g. [LW97a] and [DHL15, Proposition 4.4, Claim]). Hence,
it admits a spectrum of the form Z× Γ with Γ a dual lattice of Γ˜. Hence, Theorem 1.4 shows that
Γ is almost surely a spectrum for µω.
The final statement in Theorem 1.5 will be proved via the following general lemma. 
Lemma 3.11. Let µ be a Borel, compactly supported probability measure on Rd. Suppose µ is
spectral and the spectrum is a full-rank lattice Γ. Then µ is the Lebesgue measure with support T
which tiles Rd by the dual lattice Γ˜.
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Proof. Let Γ = AZd for some integer d×d non-singular matrix A. The dual lattice is Γ˜ = (AT )−1Zd.
We change the variable to reduce the problem to the case when Γ = Zd. Define the Borel probability
measure ν by ∫
f(x) dν(x) =
∫
f(ATx) dµ(x),
for all continuous functions f on Rd. Then ν has spectrum Zd. By Lemma 3.4,
∑
n∈Zd |ν̂(ξ+n)|2 =
1. Thus, ∫
Rd
|ν̂(ξ)|2dξ =
∫
[0,1)d
∑
n∈Zd
|ν̂(ξ + n)|2dξ = 1.
This shows that ν is absolutely continuous with respect to the Lebesgue measure. As ν is a spectral
measure, we must have ν = 1
Leb(S)
χSdx for some measurable set S (Theorem 1.5 in [DL14]). S is
therefore a spectral set with spectrum Zd. By the well-known theorem of Fuglede [Fug74], S is a
translational tile by tiling set Zd. This implies that µ is the normalized Lebesgue measure on the
set T := (AT )−1S, which tiles Rd by (AT )−1Zd = Γ˜.
See also [DJ13, Theorem 2.4] for a variation of the proof. 
4. Appendix: dynamically simple spectrum
We will prove Theorem 3.9 in this section. We let Λ be the orthonormal set generated by the
extreme cycles for (R,B,L) and
Λ′ = {ℓ0+RT ℓ1+. . . (RT )n−1ℓn−1+(RT )n(−c) : ℓ0, . . . , ℓn−1 ∈ L, n ≥ 0, c are extreme cycle points}
the set given in Theorem 3.9. We first prove from definition that they are the same.
Lemma 4.1. Λ = Λ′. In fact,
Λ = RTΛ+ L.
Proof. It is clear that RTΛ′ + L ⊂ Λ′. Also, for any extreme cycle points c, there exists unique ℓ
such that c′ = τℓ(c) is an extreme cycle point. Hence, −c = ℓ+RT (−c′), which implies Λ′ contains
all extreme cycles. By definition, Λ ⊂ Λ′. On the other hand, since −c ∈ Λ, the invariance implies
that ℓm +R
T (−c) ∈ Λ for all ℓn ∈ L. Inductively, (RT )2(−c) +RT ℓn + ℓn−1 ∈ Λ, and in the end,
ℓ0 +R
T ℓ1 + . . . (R
T )n−1ℓn−1 + (RT )n(−c) ∈ Λ,
for all n. Thus Λ′ ⊂ Λ. This shows Λ = Λ′. From the definition of Λ′, it is clear that Λ =
RTΛ+ L. 
From now on, we will work on the expression Λ′, and for simplicity, we still write it as Λ. We
first show the mutually orthogonality of Λ in µR,B .
Proposition 4.2. Λ is a mutually orthogonal set in µR,B.
Proof. We need to see whether
(4.1) µˆ(λ− λ′) =
∞∏
k=1
mB((R
T )−k(λ− λ′))
20 DORIN ERVIN DUTKAY AND CHUN-KIT LAI
is zero whenever λ 6= λ′ ∈ Λ. Now, they can be written as
(4.2) λ = ℓ0 +R
T ℓ1 + ...+ (R
T )m−1ℓm−1 + (RT )m(−c),
(4.3) λ′ = ℓ′0 +R
T ℓ′1 + ...+ (R
T )m
′−1ℓ′m′−1 + (R
T )m
′
(−c′),
with ℓi, ℓ
′
i ∈ L, c, c′ extreme cycle points for (R,B,L) (they may be from different cycles). From
(3.6), for any p ≥ 1, we can write
(4.4) − c = (RT )k(−ck) + αp +RTαp−1 + ...+ (RT )k−1αp−k
for some digits αi in L and another extreme cycle point ck. Using (4.4) in (4.2), we can write λ
with as many digits as we want. Similarly, we can do it for case of λ′ in (4.3). As λ, λ′ are distinct
elements, we can assume for some m = m′ that there exists n < m such that ℓ0 = ℓ′0, ..., ℓn−1 =
ℓ′n−1, ℓn 6= ℓ′n.
mB((R
T )−n−1(λ− λ′)) = mB
(
(RT2 )
−1(ℓn − ℓ′n) +M0 + (RT )m−n−1(x− x′)
)
,
where M0 is some integer vector in Z
d and x, x′ are extreme cycle points. From the integral
periodicity of mB and (3.7), 〈b , M〉 ∈ Z and
〈
b , (RT )m−n−1(x− x′)〉 ∈ Z, The term above is equal
to mB((R
T
2 )
−1(ℓn − ℓ′n)) = 0 by the Hadamard triple assumption. This implies from (4.1) that
µˆ(λ− λ′) = 0. 
We need an easy geometric lemma.
Lemma 4.3. Suppose that (R,B,L) is a Hadamard triple and we define τℓ(x) = (R
T )−1(x + ℓ).
Let Br be the closed Euclidean ball centered at origin. Then for r sufficiently large,⋃
ℓ∈L
τℓ(Br) ⊂ Br.
Proof. Denote by | · | the Euclidean distance on Rd. Since R is expansive, there exists 0 < c > 1
such that |(RT )−1v| ≤ c|v| for all v ∈ Rd. Let
M = max{|(RT )−1ℓ| : ℓ ∈ L}
and let r > cM/(1 − c). Then for all ℓ ∈ L and |x| ≤ r, we have
|τℓ(x)| ≤ c(r +M) < r.
Hence, τℓ(Br) ⊂ Br. This proves the lemma. 
Proof of Theorem 3.9. As mutually orthogonality has been established in Proposition 4.2, we just
need to show that the set Λ generated by the extreme cycle is complete. By Jorgensen-Pedersen
Lemma (Lemma 3.4), we need to show
QΛ(ξ) :=
∑
λ∈Λ
|µ̂(ξ + λ)|2 = 1, ∀ξ ∈ Rd.
In fact, QΛ ≤ 1 is well-known by mutually orthogonality. We just need to see whether QΛ ≥ 1. To
do this, we define the Ruelle transfer operator
Rf(ξ) :=
∑
ℓ∈L
|mB(τℓ(ξ))|2f(τℓ(ξ)).
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Using Lemma 4.3, we choose r large enough such that the closed ball Br satisfies
(4.5)
⋃
ℓ∈L
τℓ(Br) ⊂ Br
and let cr = minξ∈Br QΛ(ξ). Then Rcr = cr. On the other hand, as Λ satisfies RTΛ + L = Λ by
Lemma 4.1, we have
QΛ(ξ) =
∑
ℓ∈L
∑
λ∈Λ
|µ̂(ξ +RTλ+ ℓ)|2
=
∑
ℓ∈L
∑
λ∈Λ
|mB((RT )−1(ξ + ℓ))|2|µ̂((RT )−1(ξ + ℓ) + λ)|2 = (RQΛ) (ξ).
Thus, if we define
fn = QΛ − cr,
then Rfn = fn and fn is an entire function. Consider the set in Br for which Qn attains minimum,
i.e.,
M0 = {ξ ∈ Br : fn(ξ) = 0}.
We note that M0 is a compact invariant set in Br. To show the invariance, we suppose ξ ∈ M and
|mB(τℓ(ξ))| > 0. As
0 = fn(ξ) =
∑
ℓ∈L
|mB(τℓ(ξ))|2fn(τℓ(ξ))
and f ≥ 0, |mB(τℓ(ξ))|2fn(τℓ(ξ)) = 0 and hence fn(τℓ(ξ)) = 0. Because of (4.5), τℓ(ξ) ∈ Br.
Take a minimal compact invariant set M ⊂M0 ⊂ BR. The crux of the proof is to note that the
dynamically simple Hadamard triple assumption forces M to be an extreme cycle. But extreme
cycles are contained in Λ, this in turn shows that there are some points (indeed the whole extreme
cycle) x0 ∈ Λ ∩M0. By mutual orthogonality, QΛ(x0) = 1,
fn(x0) = 0, and cr = QΛ(x0) = 1.
Hence, minξ∈Br QΛ(ξ) = 1. But r can be arbitrarily large this shows QΛ(ξ) ≥ 1 for ξ ∈ Rd.
Finally, on R1, the zero set of an entire function must be a discrete set, showing that any minimal
invariant set contained in M0 must be discrete, which must be an extreme cycle as the subspace
can only be V = {0} by Theorem 3.7. 
The idea of cycle points is also related to the integer points inside a self-affine fractal. A study
in this direction can be found in [GY06].
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