A model of cardinality blindness in inferotemporal cortex.
A classifier is cardinality invariant if it can classify more than one token of a single type at a time. We present a convolutional neural network (CNN) model of inferotemporal cortex (IT) and show that it is cardinality invariant. While the CNN is designed with translation invariance in mind, cardinality invariance is an emergent property. We speculate that translation invariance may lead to cardinality invariance in general, and particularly in IT. Recent investigations have shown that cells in IT are indeed cardinality blind. We also explore the implications of a cardinality blind classifier for vision overall, concentrating on visual attention and search.