









 Supervisor: Prof. Toru Wakahara 
情景内カラー文字認識のための最適 2値化と変形耐性 
画像マッチング 
Recognition of Color Characters in Scene Images via Optimal Binarization and 








In this paper, we propose the method of recognition of 
color characters in scene images. In this method, we 
apply two key ideas to recognition. The first idea is 
optimal binarization, which separates the image into the 
character region and the background region. We use K-
means clustering in Lab color space to generate multiple 
segmented images. After generation, these segmented 
images are classified to correctly binarized character 
image or not, by the convolutional neural network. All of 
the segmented images are classified, one of binarized 
image is selected as the optimal binarized character 
image among them. The second idea is distortion-tolerant 
image matching. Distortion indicates rotation, expansion, 
shearing, and translation, expressed by an affine 
transformation. In this matching, the correlation value is 
calculated between the target image and the template 
images first. Then, the optimal affine transformation is 
applied to the template images, to make a higher 
correlation value. These steps are repeated while the 
maximum correlation values are gained. Finally, we 
select k samples which gained higher correlation values 
and classify the target image using k-NN classification 
method. Experimental results made on the public color 
character image dataset “the Chars74K” show that the 
proposed method achieves 96.6% of correctly binarized 







































選択率 96.6%，文字認識率 73.9%を達成した． 
以下，2．で使用した画像データを紹介する．3．で K-









ラビア数字 10 カテゴリと，A～Z，a～z のアルファベッ
ト 52 カテゴリの計 62 カテゴリからなる画像データのう
ち，情景内単独カラー文字画像データ“Img”と，コン
ピュータによって生成されたフォント画像データ“Fnt”
を用いた．Img データセットは Campos らが撮影した
12,503枚の画像から各カテゴリについて学習用 15枚，テ
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画像サイズ𝑀 × 𝑁 のカラー文字画像に対して RGB色空



















(b) 生成された 2値化候補画像． 
 















は 8 となった．そのため，本研究で生成される 2 値化候







め定めた平均距離の正規化値𝑟0(= 30.0) に従い，重心𝑔 
周りの画像の伸縮率𝑠 = 𝑟0/𝑟  を決定する．そして，黒画
素の重心𝑔 を(64, 64) に移動し，伸縮率𝑠 で大きさを正規
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ト画像𝐺の画素(𝑖, 𝑗)での濃淡値を𝑔(𝑖, 𝑗) と記す．ただし，
画像サイズを𝑀 × 𝑁とする． 
まず，次式を満たすように𝑓(𝑖, 𝑗), 𝑔(𝑖, 𝑗)を線形変換する．  
 
 
























この操作により，2 枚の画像𝐹, 𝐺  の正規化相互相関値
は内積(𝑓, 𝑔) = ∑ ∑ 𝑓(𝑖, 𝑗)𝑔(𝑖, 𝑗)𝑀𝑖=1
𝑁
𝑗=1  に等しくなる． 
次に，正規化相互相関値が最大となる最適なアフィン
変換𝐴, 𝒃 を求める．ただし，𝐴 は回転・伸縮・せん断を
















𝐶GAT(𝑓, 𝑔) ≡ max
𝐴,𝒃
𝐽GAT(𝐴, 𝒃) , 







𝑖′ = 𝑎00𝑖 + 𝑎01𝑗 + 𝑏0, 𝑗


















𝐺(𝐴, 𝒃, 𝑖, 𝑗, 𝑖′′, 𝑗′′)
= exp (−





𝐽GAT 最大化の必要条件から，𝐽GAT を𝐴, 𝒃 の各成分で偏
微分した値を 0 とすると，非線形連立方程式が得られる．






























28 × 28 14 × 14 × 32 7 × 7 × 64 1024 2 












) , 𝒃 = (
𝑏0
𝑏1

































𝐺(𝐴, 𝒃, 𝒄, 𝑖, 𝑗, 𝑖′′, 𝑗′′)
= exp (−




𝑎00𝑖 + 𝑎01𝑗 + 𝑏0
1 + 𝑐0𝑖 + 𝑐1𝑗
, 𝑗′ =
𝑎10𝑖 + 𝑎11𝑗 + 𝑏1




𝐽GPT 最大化の必要条件から，𝐽GPT を𝐴, 𝒃, 𝒄 の各成分で
偏微分した値を 0 とすると，非線形連立方程式が得られ
る．さらに 0 次近似を適用すると，𝐴, 𝒃, 𝒄 に関する連立
一次方程式が得られる．これを解くと𝐴, 𝒃, 𝐜 の準最適解
が得られる．準最適解の逐次代入による反復解法により，
正規化相互相関値𝐶GPT(𝑓, 𝑔)を最大化する最適解𝐴, 𝒃, 𝒄 を
求める． 
 
6. 最適 2値化の実験結果 
3.および 4.で述べた文字画像の 2値化を Imgデータセッ
トのテスト用画像に適用し，正 2 値化画像の生成率，お
よび最適 2値化画像の選択率を調べた． 










表1. 正 2値化画像の生成率と最適 2値化画像の選択率． 
色空間 RGB Lab 
学習用 2値化画像生成数 14,916 2,732 
テスト用 2値化画像生成数 15,704 2,476 
正 2値化画像の生成率 97.3% 96.9% 
最適 2値化画像の選択率 92.4% 96.6% 
 
























CNN は，図 4 と同じ構成の CNN を用いて，62 カテゴ
リの認識を行った結果を示す．ただし，学習にはテンプ
レート画像のみを用いた． 
















































単純相関法 64.5 64.3 
GAT相関法 72.6 72.6 
GAT相関法_loose 73.2 73.3 
GPT相関法 71.5 71.9 
改良投影距離法 63.5 63.9 




率は，𝑘 = 10 としたときの値である． 
最高認識率が得られた，Lab 色空間を用いた GAT 相関
法_loose による認識実験において，k-NN 分類における𝑘 
の値を𝑘 = 1,3,5,7,9,10 としたときの認識率を調べた． 
表 3に，𝑘 の値ごとの認識率を示す． 







































単純相関法 50.5 49.6 
GAT相関法 66.3 64.2 
GAT相関法_loose 65.2 64.2 
CNN 62.6 61.5 
DirectCNN_gray 41.3 





















類似カテゴリへの誤分類 136 105 
複数の文字が存在する 47 69 







文字が横向きである 9 8 
文字領域の潰れ 3 4 
アノテーションの間違い 5 5 
原因不明 0 17 
計 248 261 
     
 
   


















   
 






た計算機の CPUは 3.60GHz Intel Core i7-4790である．ま
た，CNN による認識では GPU として NVIDIA GeForce 
GTX 760を用いた． 
表 6 に，認識処理にかかった時間を掲げる．値は 1 サ
ンプル単位での平均とした． 
 





















ト“The Chars74K”を用いた評価実験により，正 2 値化
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