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Abstract
Let X be a smooth compact complex surface subject to the following conditions:
(i) the canonical line bundle OX(KX) is very ample,
(ii) the irregularity q(X) := h1(OX) = 0,
(iii) X contains no rational normal curves of degree ≤ (pg − 1),
(iv) the multiplication map m2 : Sym
2(H0(OX(KX))) −→ H0(OX(2KX)) is surjective.
It is shown that the Infinitesimal Torelli holds for such X .
Our proof is based on the study of the cup-product
H1(ΘX) −→ H
0(OX(KX))
∗ ⊗H1(ΩX)
where ΘX (resp. ΩX) is the holomorphic tangent (resp. cotangent) bundle of X . Concep-
tually, the approach consists of lifting the data of the cohomological cup-product above to
the category of complexes of coherent sheaves of X . This establishes connections between
the geometry of the canonical map and the above cup-product by exhibiting geometrically
meaningful objects in the category of (short) exact complexes of coherent sheaves on X .
§ 0 Introduction
The classical Torelli theorem says that a smooth projective curve of genus ≥ 2 is determined,
up to an isomorphism, by its Jacobian and its theta-divisor (see, e.g. [G-H]). The works of
Griffiths on the variation of Hodge structure allow one to formulate the Torelli question in
arbitrary dimension. Namely, the question asks if a smooth projective manifold of complex
dimension n can be recovered, up to an isomorphism, from its Hodge structure of weight n,
i.e. from the Hodge decomposition Hn(X,C) =
⊕
p+q=n
Hp,q(X) (we refer to [G] and references
therein for more details). The infinitesimal version of the Torelli question arises naturally
as follows. Let π : X −→ B be a proper surjective smooth morphism of smooth algebraic
varieties with π−1(b) = Xb being projective manifold of complex dimension n. Fixing a
reference point o ∈ B we can view the morphism π as a deformation of complex structure
on Xo = π
−1(o). This induces the variation of Hodge structure on Hn(Xo,C). Following
Griffiths one obtains the period map Pn : B −→ Dn/Γ, where Dn is the Griffiths period
domain for Hodge structures of weight n on Hn(Xo,C) and Γ is the monodromy group of
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the family {Xb}b∈B , i.e. the image of the representation of the fundamental group π1(B, o)
on Hn(Xo,C) (see [G], [G-S]). The Infinitesimal Torelli question asks if the derivative of the
period map Pn is injective. More precisely, one knows ([G-S]) that the period map is locally
liftable to Dn, i.e. for any point b ∈ B there exists a neighborhood Ub and a morphism
P˜n : Ub −→ Dn such that the diagram
Dn

Ub
P˜n ;;✈✈✈✈✈
Pn
##●
●●
●●
Dn/Γ
commutes. Then the Infinitesimal Torelli question is about the injectivity of the differential
of P˜n
(dP˜n)b : TB,b −→ TDn,P˜n(b)
where TB,b (resp. TDn,P˜n(b)) is the holomorphic tangent space of B (resp. Dn) at b (resp.
P˜n(b)). From the work of Griffiths one knows that the image of (dP˜n)b is contained in the
subspace
⊕
p+q=n
Hom(Hp,q(Xb),H
p−1,q+1(Xb)) of TDn,P˜n(b) (Griffiths’ transversality of the pe-
riod map) while Kodaira-Spencer theory of deformation of complex structure gives the linear
map TB,b −→ H
1(ΘXb), where ΘXb is the holomorphic tangent bundle of Xb. Furthermore,
Griffiths shows that the following diagram commutes
TB,b

(dP˜n)b//
⊕
p+q=n
Hom(Hp,q(Xb),H
p−1,q+1(Xb))
H1(ΘXb)
pn //
⊕
p+q=n
Hom(Hp,q(Xb),H
p−1,q+1(Xb))
where the homomorphism at the bottom is given by the cohomology cup-product
H1(ΘXb)⊗H
q(ΩpXb) −→ H
q+1(Ωp−1Xb )
where ΩXb is the holomorphic cotangent bundle of Xb and Ω
p
Xb
is its p-th exterior power and
where the identification Hp,q(Xb) = H
q(ΩpXb) (via Dolbeault isomorphism) has been used.
This cohomological interpretation allows one to reformulate the Infinitesimal Torelli question
as the question about the injectivity of the homomorphism
pn : H
1(ΘXb) −→
⊕
p+q=n
Hom(Hq(ΩpXb),H
q+1(Ωp−1Xb )) (0.1)
This cohomological interpretation turned out to be tractable in certain cases. In particular,
it has given rise to the Infinitesimal Torelli theorem for hypersurfaces of high degree in an
arbitrary projective variety, [Gr] (see also [F]). For smooth projective surfaces, i.e. n = 2, R.
Pardini proved the Infinitesimal Torelli theorem for smooth abelian covers with a ”general”
building data for the abelian cover, [Pa] (see also [Pe]). Our previous works settled the
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question for a large class of irregular surfaces of general type, [R1], and for bicanonical double
coverings, i.e. double coverings branched along a smooth divisor in |2KX |, [R2].
One of the results of this paper is the Infinitesimal Torelli theorem for any smooth complex
projective surface X subject to the following conditions:
(i) the canonical line bundle OX(KX) of X is very ample,
(ii) the irregularity q(X) = h1(OX) = h
0(ΩX) = 0, (0.2)
(iii) X contains no rational normal curves of degree ≤ (pg − 1),
(iv) the canonical line bundle is quadratically normal, i.e. the multiplication map
m2 : Sym
2H0(OX(KX) −→ H
0(OX(2KX)) is surjective.
Theorem 0.1 Let X be subject to (0.2). Then the Infinitesimal Torelli theorem holds for X.
More precisely, for X subject to (0.2) the cup-product
pX : H
1(ΘX) −→
(
H0(OX(KX))
)∗
⊗H1(ΩX) (0.3)
is injective.
The above result could be viewed as a precise generalization of the analogous result for
curves, since for a curve C the differential of the period map is encoded in the cup-product
H1(ΘC) −→
(
H0(OX(KC))
)∗
⊗H1(OC)
and its injectivity is equivalent to the quadratic normality of the canonical embedding, since
H1(ΘC) = H
1(OC(−KC)) and the above map is essentially the dual of the multiplication
m2 : Sym
2(H0(OX(KC)) −→ H
0(OX(2KC)). The quadratic normality of the canonical
embedding of curves is a classical result of Max Noether, see e.g. [G-H]. For canonical
surfaces the analogue of Noether’s theorem is not known. Hence the reason for a rather
unpleasant assumption (iv) in (0.2). That assumption can be replaced by a weaker one of a
cohomological nature. This way the above theorem is a corollary of a more general result. To
state it we will need to recall another cohomological cup-product
δX : Sym
2(H1(ΘX)) −→ H
2(
∧2ΘX) = H2(OX(−KX)). (0.4)
We view this as a vector-valued quadratic form onH1(ΘX). In particular, we will be interested
in the quadratic cone
Q̂X = {ξ ∈ H
1(ΘX)| δX(ξ
2) = 0} (0.5)
of isotropic (with respect to δX) vectors in H
1(ΘX). Our main result can be stated as follows.
Theorem 0.2 Let X be a smooth compact complex surface subject to the conditions (i)−(iii)
in (0.2). Then the intersection of the kernel ker(pX) of the cup-product (0.3) and the quadratic
cone Q̂X is the zero vector:
ker(pX)
⋂
Q̂X = {0}.
In particular, the kernel ker(pX) of the cup-product (0.3) is a proper subspace of H
1(ΘX),
provided the cone Q̂X in (0.5) is nonzero.
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Before going further into explaining the main ideas of the paper, let us spell out the reason
for Theorem 0.1 to be a consequence of Theorem 0.2. The point is that under the assumption
of quadratic normality (iv) in (0.2), the kernel ker(pX) becomes a totally isotropic subspace
of H1(ΘX), i.e. ker(pX) ⊂ Q̂X . This is due to the fact that the quadratic form δX in (0.4)
and the dual of the multiplication map
m∗2 : H
2(OX(−KX)) ∼= (H
0(OX(2KX )))
∗ −→ (Sym2H0(OX(KX))
∗
are parts of the following commutative triangle
Sym2(H1(ΘX))
δX //
p(2) ++❱❱
❱❱❱
❱❱❱
❱❱
H2(OX (−KX))
m∗2
ss❤❤❤❤❤
❤❤❤
❤❤
(Sym2(H0(OX(KX))))
∗
(0.6)
where p(2) is the (second) iterate of the cup-product in (0.3). We recall that the dual of
the above triangle appears in one of the Griffiths’ invariants of the infinitesimal variation
of Hodge structure (IVHS), see [G]. Namely, the kernel of (p(2))∗ is a system of quadrics
in P(H0(OX (KX))
∗) naturally attached to the IVHS of a canonical surface and it contains
the space of quadrics containing the canonical image of X. Griffiths’ insight here is that
ker((p(2))∗) should have a geometric meaning as well. Our considerations suggest that the
kernel of the quadratic form δX and, in particular, isotropic Kodaira-Spencer classes are
related to the geometry of the canonical map.
We will now give a detailed outline of the main ideas and steps involved in the proof of
Theorem 0.2.
Outline of the proof of Theorem 0.2. Our approach toward the study of the cup-
product in (0.3) is based on interpreting the cohomology classes of H1(ΘX) as objects in the
category of (short) exact complexes of coherent sheaves on X. Namely, we make the following
identification
H1(ΘX) = Ext
1(OX(KX),ΩX), (0.7)
according to which a cohomology class ξ ∈ H1(ΘX) can be thought of as the corresponding
extension, i.e., an exact sequence of sheaves on X
0 // ΩX
i // Tξ
p
// OX(KX) // 0 . (0.8)
We fix a nonzero ξ lying in the kernel of (0.3), then p induces a surjective homomorphism
H0(Tξ)
p0
// H0(OX(KX)) (0.9)
due to the fact that the coboundary map H0(O(KX)) −→ H
1(ΩX) in the long exact sequence
of cohomology groups of (0.8) is the cup-product with ξ, which we assume to be identically
zero. This together with the assumption (ii) of (0.2) imply that (0.9) is an isomorphism.
Thus the fact that ξ lies in the kernel of the cup-product (0.3) means that the sheaf Tξ in
(0.8) has global sections parametrized by H0(O(KX )). This will be recorded by introducing
the isomorphism
α : H0(OX(KX)) // H
0(Tξ), (0.10)
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which is the inverse of p0 in (0.9). The main guiding line of the subsequent arguments is to
use the abundance of global sections of Tξ to construct a sort of ‘destabilizing’ subobjects of
the extension sequence (0.8). This involves the study of the sheaf Tξ.
Step 1. As a first step toward understanding the properties of Tξ we show that it is
generated by its global sections almost everywhere.
Lemma 0.3 Tξ is generically generated by its global sections.
The main point in the proof of this lemma is to rule out the case when the global sections
of Tξ generate a subsheaf of rank 2. Our observation is that in such a situation X admits a
foliation. By that we mean that the holomorphic tangent bundle ΘX fits into the following
exact sequence
0 // OX(D −KX) // ΘX // IA(−D) // 0, (0.11)
where OX(D) is a line bundle intrinsically attached to ξ and IA is the sheaf of ideals of some
0-dimensional subscheme A of X. Furthermore, we observe that the cohomology class ξ must
come from some cohomology class ξ′ under the homomorphism
H1(OX(D −KX)) −→ H
1(ΘX)
induced by the monomorphism in the above exact sequence. It turns out that even more is
true: the class ξ′ comes from a cohomology class of a sufficiently negative line bundle. Namely,
we show that for every integer m ≥ 1 and any nonzero global section ψ ∈ H0(OX (mKX)),
the cohomology class ξ′ lies in the image of the homomorphism
H1(OX(D − (m+ 1)KX))
ψ
−→ H1(OX(D −KX))
induced by the multiplication by ψ. Of course, for m sufficiently big the cohomology group on
the left vanishes. Hence the vanishing of ξ and the conclusion that Tξ is generically globally
generated.
We wish to point out that though the argument seems to turn on the unraveling the
cohomological properties of the class ξ, the essential observation is that the failure of generic
global generation of Tξ produces a nontrival subsheaf of Tξ. That subsheaf is a part of an
extension sequence which produces a destabilizing subobject of the extension sequence (0.8).
It is the properties of this subobject that impose the cohomological restrictions on ξ.
There is even stronger generic generation criterion for Tξ.
Proposition 0.4 Let W be a subspace of H0(OX(KX)) of dimension at least 3. Then the
subspace α(W ) ⊂ H0(Tξ) generically generates Tξ, provided the linear subsystem |W | ⊂ |KX |
has at most 0-dimensional base locus.
The result gives a clear indication of the relation between the geometry ofX and the properties
of the extension (0.8). But it also tells us that it takes more than abundance of global sections
of Tξ to construct geometrically interesting subsheaves of smaller rank in Tξ.
Step 2. A new ingredient for producing geometrically interesting subsheaves of Tξ and its
second exterior power
∧2 Tξ is the condition of isotropy of ξ. To explain this we use the
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parametrization α : H0(OX(KX)) −→ H
0(Tξ) in (0.10) to define the ‘higher’ order products.
Namely, for k = 2, 3, we consider the linear maps
α(k) :
∧kH0(OX(KX)) −→ H0(∧k Tξ)
defined by the composition
∧kH0(OX(KX)) ∧kα−→ ∧kH0(Tξ) −→ H0(∧k Tξ),
i.e. for any k-tuple φ1, . . . φk ∈ H
0(OX(KX)) one defines α
(k)(φ1, . . . φk) as the image of the
exterior product
∧k
s=1 α(φs) under the natural homomorphism
∧kH0(Tξ) −→ H0(∧k Tξ).
The two products are related by the formula
φ′′α(2)(φ, φ′)− φ′α(2)(φ, φ′′) + φα(2)(φ′, φ′′) = α(3)(φ, φ′, φ′′)j, ∀φ, φ′, φ′′ ∈ H0(OX(KX)),
(0.12)
where j is the global section of
∧2 Tξ(−KX) corresponding to the exterior product ∧2i :
OX(KX) −→
∧2 Tξ of the monomorphism i in the extension sequence (0.8). The above
formula is just the expansion of the determinant of a 3 × 3 matrix with respect to one
of its columns. The formula also tells us that α(3) :
∧3H0(OX(KX)) −→ H0(∧3 Tξ) =
H0(OX(2KX)) is a Koszul cocycle. Furthermore, it represents the cohomology class δX(ξ
2) ∈
H2(OX(−KX)). So the assumption that ξ is isotropic, i.e., δX(ξ
2) = 0, means that α(3) is a
Koszul coboundary: there exists a linear map
l :
∧2H0(OX (KX)) −→ H0(OX(KX)),
such that
α(3)(φ, φ′, φ′′) = dKosz(l)(φ, φ
′, φ′′) = φ′′ l(φ, φ′)− φ′ l(φ, φ′′) + φ l(φ′, φ′′), ∀φ, φ′, φ′′ ∈ H0(OX(KX)).
(0.13)
Combining this with the determinantal formula in (0.12) gives
φ′′(α(2)(φ, φ′)− l(φ, φ′)j)−φ′(α(2)(φ, φ′′)− l(φ, φ′′)j)+φ(α(2)(φ′, φ′′)− l(φ′, φ′′)j) = 0, (0.14)
for all φ, φ′, φ′′ ∈ H0(OX(KX)). This means that for any triple φ, φ
′, φ′′ ∈ H0(OX(KX)), the
global sections {α(2)(φ, φ′)− l(φ, φ′)j, α(2)(φ, φ′′)− l(φ, φ′′)j, α(2)(φ′, φ′′)− l(φ′, φ′′)j} of
∧2 Tξ
fail to generate that sheaf everywhere. This is a source of producing nontrivial subsheaves
of
∧2 Tξ whose properties turn out to contradict the generic global generation criterion in
Proposition 0.4.
Indeed, under the additional technical assumption that Tξ is generated by its global sec-
tions outside of a subscheme of codimension 2 it is easy to arrive to a contradiction. Namely,
that assumption guaranties that the nonzero divisors (α(3)(φ, φ′, φ′′) = 0), as φ, φ′, φ′′ vary in
H0(OX(KX)), move in a linear system with no fixed part and a general divisor of that form
is irreducible. On the other hand the relation (0.14) implies that the global section
τ(φ, φ′, φ′′) = l(φ, φ′)α(φ′′)− l(φ, φ′′)α(φ′) + l(φ′, φ′′)α(φ)
of Tξ(KX) must have 1-dimensional zero locus. In view of the coboundary relation (0.13) that
1-dimensional zero locus must be a proper component of the divisor (α(3)(φ, φ′, φ′′) = 0) and
this contradicts the irreducibility of such a divisor for a general triple φ, φ′, φ′′.
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It should be remarked that it is not so much the isotropy condition on δX(ξ
2), but the
Koszul coboundary relation (0.13) that really matters in our argument. Of course, in the
situation just discussed the two conditions are equivalent.
To deal with the general situation, we produce a modified extension sequence
0 // P // T ′ // OX(KX) // 0 (0.15)
which is a subobject of the extension (0.8) and such that the sheaf T ′ in the middle has the
following properties:
- T ′ is a modification of Tξ along an effective divisor E
′,
- H0(T ′) ∼= H0(OX(KX)),
- T ′ is generated by its global sections outside of a codimension 2 subscheme.
So replacing our original extension by (0.15) would seem to bring our argument to a conclusion.
However, there is an additional difficulty: the new extension corresponds to a cohomology class
in H1(P(−KX )) via the identification Ext
1(OX(KX),P) ∼= H
1(P(−KX )) and the isotropy
condition imposed on ξ may no longer hold for that class. But we recall that what really
matters to us is the Koszul coboundary relation. The situation here is as follows: the extension
(0.15) also comes with a parametrization α′ : H0(OX(KX)) −→ H
0(T ′) which in its own turn
provides the higher order products
α′(k) :
∧kH0(OX(KX)) −→ H0(∧k T ′), k = 2, 3.
In particular, α′(3) :
∧3H0(OX(KX)) −→ H0(∧3 T ′) = H0(OX(2KX − E′)) is a Koszul
cocycle and it is related to α(3) by the formula
α(3) = e′α′(3),
where e′ is a global section defining the divisor E′, i.e., E′ = (e′ = 0). Hence, the coboundary
condition (0.13) for α(3) gives
dKosz(l) = e
′α′(3),
a ‘twisted’ coboundary condition for α′(3). This relation indicates that the Koszul cochain
l :
∧2H0(OX(KX)) −→ H0(OX(KX)) should ‘see’ the divisor E′.
At this point one should take into account that l is not unique and can be deformed by
adding any Koszul cochain dKosz(f), where f : H
0(OX(KX)) −→ C is a linear form. Ideally,
one would wish to deform l to a cochain ‘divisible’ by e′, i.e., one wishes to have a linear
function f : H0(OX(KX)) −→ C such that
l = e′m+ dKosz(f),
where m :
∧2H0(OX(KX)) −→ H0(OX(KX − E′)). In such a situation α′(3) = dKosz(m)
becomes a Koszul coboundary and then we are done. It turns out that the above relation
holds, up to multiple components of E′. In other words
l = e′1m+ dKosz(f),
where the divisor E′1 = (e
′
1 = 0) is a component of E
′ such that the corresponding reduced
divisors (E′1)red and E
′
red coincide, and the Koszul cochain m takes its values in H
0(OX(KX−
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E′1)) and its image Im(m) determines the linear subsystem |Im(m)| ⊂ |KX − E
′
1| without
fixed part.
The above deformation does not seem to come for free. In our argument it is the condition
(iii) in (0.2) that permits it. Once this is done, the new coboundary relation becomes
dKosz(m) = e
′
0α
′(3)
where E′0 = (e
′
0 = 0) = E
′ − E′1. It turns out that the presence of the residual divisor
(if nonzero) E′0 interferes mildly
1 and we can complete our argument as though α′(3) is a
coboundary.
Concluding remarks and speculations. Conceptually, our proof consists of realizing
Kodaira-Spencer classes lying in the kernel of the cup-product (0.3) on the level of the category
of complexes of coherent sheaves on X. In this our argument is an instance of the general
theme so aptly summarized by R.P. Thomas in [T] by the slogan
“ Complexes good, (Co)homology bad.”
We believe that the power of this approach resides in the consideration of pairs (Tξ, α(φ)) of
the extension sheaf Tξ with its nonzero global sections α(φ) and this should relate to such
topics as Hilbert schemes of points of X and nonabelian Hodge theory in the spirit of Simpson.
This happens because the family of pairs (Tξ, α(φ)) give rise to a family of sheaves of rank 2
on X having regular global sections2 - an instance of a so called nonabelian Jacobian of X
whose study was initiated in [R3], see [R4] for an overview. This will be elaborated elsewhere.
Closer to the theme of the paper, we suggest that this approach could be useful in revealing
the geometry of canonically polarized surfaces hidden in the cup-products (0.3) and (0.4).
Namely, to a nonzero Kodaira-Spencer class ξ one naturally attaches the subspace
Wξ := ker
(
H0(OX(KX))
ξ
−→ H1(ΩX)
)
(0.16)
of H0(OX(KX)). The proof of Theorem 0.2 should give a precise criterion for the linear
subsystem |Wξ| ⊂ |KX | to have base points, whenever ξ is isotropic. Such a criterion could be
useful for a better understanding of the canonical map of surfaces and for studying the moduli
of canonical surfaces. It is also a step toward recovering a canonical surface X from its IVHS,
since the criterion would tell us that IVHS of X recovers all multi-secant linear subspaces
in the canonical embedding of X, unless X has a special geometry. These matters will be
discussed in the sequel to this paper. But what should be hopefully clear already is that
our approach gives a substantial evidence of a rich geometry contained in Kodaira-Spencer
classes.
To summarize the above discussion, one could say that the Kodaira-Spencer classes which
are isotropic with respect to the quadratic cup-product
δX : Sym
2(H1(ΘX)) −→ H
2(det(ΘX)) = H
2(OX(−KX)) (0.17)
carry geometric information. The ‘visible’ part of this geometric information is either the base
locus of the linear subsystem |Wξ| or a very particular geometry of X. As we pointed out
1though some technical issues need to be overcome - this is the contents of §6.
2global sections with 0-dimensional zero locus.
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in the outline of the proof, this geometric part emerges through constructions of subobjects
of the extension sequence (0.8) (or its modified version (0.15)). So we suggest that the
‘hidden’, perhaps more substantial, part as well as the proper context of our approach and
its possible generalizations are in the realm of the derived category of coherent sheaves on
X with some kind of stability conditions a` la Bridgeland, inducing a ‘wall’ structure on
P(H1(ΘX)). From this point of view the quadratic cup-product δX seems to be of independent
interest. Our results suggest that the totally isotropic3 subspaces of H1(ΘX) might be a
part of this hypothetical ‘wall’ structure of P(H1(ΘX)). More generally, the subvariety of
P(H1(ΘX)) × P(H
1(ΘX)) parametrizing orthogonal (with respect to δX) pairs should be
of interest from algebro-geometric as well as derived categorical points of view. It should be
noticed that from the diffeo-geometric perspective, the interest of this orthogonality condition
in H1(ΘX) was pointed out long time ago by Y.-T. Siu in [S], where he proves that the Weil-
Petersson metric on the moduli space of canonically polarized complex compact manifolds
has negative holomorphic bisectional curvature in the directions ξ, η ∈ H1(ΘX) which are
orthogonal with respect to δX .
Finally, we would like to comment on the set of assumptions (0.2) under which Theorem
0.2 holds.
The condition of the canonical bundle OX(KX) being ample and globally generated is
indispensable in the proof of Lemma 0.3 in the arguments involving
- the construction of the destabilizing extension (1.10) in the proof of Lemma 1.1 and the
modified extension (0.15),
- the semistability of ΩX with respect to KX ,
- the vanishing of H1(OX (D −mKX)), for m sufficiently large.
The condition of very ampleness of KX is only used in the last stages of the proof, in
Lemma 6.2. So we expect Theorem 0.2 to hold for regular surfaces with OX(KX) ample,
globally generated and (iii) in (0.2) replaced by the condition
(iii)′ the canonical image of X contains no rational normal curves of degree ≤ (pg − 1).
The condition of the irregularity q(X) = 0 in (0.2), (ii), is important in establishing the
isomorphism α in (0.10) as well as at numerous points where the surjectivity of the homo-
morphism H0(OX(KX)) // H0(OC(KX)) of the restriction of global sections of OX(KX)
to divisors C in the canonical linear system |KX | is used.
In fact, for irregular surfaces with very ample canonical bundle, the work [Ga-Z] gives
examples where the injectivity of the cup-product (0.3) fails.4 On the conceptual level, the
(Infinitesimal) Torelli problem for irregular surfaces of general type requires the consideration
of the variation of Hodge structure of weight 2 as well as of weight 1. This is the approach taken
in our earlier work [R1] which already has placed an accent on a use of higher rank bundles in
the context of Torelli problem(s). In that work, under the assumption that ΩX is generated
by its global sections, we were able to trace the failure of the Infinitesimal Torelli theorem
to a special geometric property of zero-loci of global sections of ΩX , a sort of hyperellipticity
phenomenon for irregular surfaces of general type. From this point of view, our present work
follows a similar logic by making use of the higher rank bundle Tξ with enough well-behaved
sections (this is the essence of Lemma 0.3). Furthermore, the choice of Tξ is quite natural
3with respect to the quadratic form δX in (0.17).
4we are grateful to F. Catanese for pointing out this article.
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since if X is a fibre of a one-parameter deformation corresponding to ξ and X is the total
space of the deformation, then Tξ is the restriction of
∧2ΩX to X.
The assumption (iii) in (0.2) is purely technical: it allows to deform the cochain l in the
coboundary condition for α(3), see (0.13), to take into account the geometry stemming from
replacing the original extension sequence (0.8) by its subobject - the extension (0.15).
The condition of isotropy of ξ is a cohomological substitute of the Noether’s property of
quadratic normality of the canonical bundle, the assumption (iv) in (0.2). In our argument
it has a flavor of a second order condition on the extension sequence (0.8) which allows to
‘destabilize’ that sequence. So the proper understanding of this condition seems to be related
to stability conditions in the sense of Bridgeland.
We hope that our approach and some of the ideas of this paper could be used for a better
understanding of the moduli spaces of surfaces of general type, higher dimensional manifolds
fibred in polarized surfaces and for the Infinitesimal Torelli problem for smooth compact
canonical varieties of dimension ≥ 3.
Organization of the paper. The paper is organized as follows.
In §1 we prove Lemma 0.3 and Lemma 1.7, a somewhat more general version of Proposition
0.4.
§2 studies the locus where Tξ fails to be globally generated. As a result one defines a
modification of Tξ along a certain effective divisor E, where all global sections of Tξ are
proportional. That new sheaf is defined by the extension corresponding to a cohomology class
η in H1(ΘX(−E)) and it is shown that its general global section has no zeros. This gives rise
to a family of rank 2 bundles F[φ] parametrized by points [φ] of a Zariski dense open subset
of P(H0(OX(KX))).
One then further modifies to obtain the extension (0.15) (this is the extension (2.23) in
Lemma 2.9). This new modification provides a new family of rank 2 bundles F ′[φ] which are
modifications of F[φ] along a divisor. This modification achieves additional properties (see
Proposition 2.14):
– F ′[φ] is globally generated outside of a 0-dimensional subscheme of X,
– for a general nonzero global section f of F ′[φ], its locus of zeros Zf = (f = 0) is 0-
dimensional , the linear system |JZf ⊗ det(F
′
[φ])| is fixed part free and its general member is
irreducible ( JZf denotes the ideal sheaf of Zf ).
§3 is devoted to the study of sheaves F[φ] and F
′
[φ].
In §4 the condition of isotropy of the class ξ is given in terms of the properties of global
sections of the sheaf Tξ - the Koszul coboundary relation (0.13).
In §5 is taken up the question of deforming the Koszul cochain in the coboundary relation
as discussed in the outline; the main result of the section is Lemma 5.1.
§6 translates the deformed Koszul coboundary condition obtained in §5 into geometrically
meaningful subsheaves of
∧2 Tξ.
Acknowledgments. It is a pleasure to express my gratitude to S. Mori, S. Mukai and to
the whole staff of RIMS at Kyoto University, where a part of this work has been completed.
The final stages of this work have been done while ‘en de´le´gation’ (semester of research) at
C.N.R.S. and I thank that institution for this opportunity.
10
§ 1 Proof of Lemma 0.3
We consider the following morphisms of sheaves
H0(OX(KX))⊗OX
α // H0(Tξ)⊗OX
ev // Tξ (1.1)
where the first map is the isomorphism defined by α in (0.10) and the second is the evaluation
morphism. Our task will be to show that Tξ is generically generated by its global sections or,
equivalently, that the evaluation morphism in (1.1) is generically surjective.
Let G be the subsheaf of Tξ defined as the saturation of the image of ev in (1.1). Since
OX(KX) is generated by its global sections and α in (1.1) is an isomorphism, it follows that
the inclusion G →֒ Tξ composed with the epimorphism p in (0.8) give an epimorphism
G // OX(KX) // 0 . (1.2)
From this it follows that the rank of G is at least 2 (if rk(G) = 1, then the epimorphism above,
since G is torsion free, must be an isomorphism; this isomorphism provides the splitting of
the extension sequence (0.8) and hence the vanishing of ξ).
Assume rk(G) = 2. Then the definition of G gives rise to the following exact sequence
0 // G // Tξ // IA(L) // 0 , (1.3)
where IA is the ideal sheaf of a 0-dimensional subscheme A of X and OX(L) is a line bundle
on X. The above exact sequence implies that G is locally free. This is due to the fact that
(1.3) exhibits G as a second syzygy sheaf and those are locally free on a surface, see [O-S-S],
Theorem 1.1.6.
Combining the exact sequence (1.3) with the defining sequence (0.8) of Tξ gives the diagram
0

G
''◆◆
◆◆
◆◆
◆◆

0 // ΩX
i //
##❍
❍❍
❍❍
Tξ
p
//

OX(KX) // 0
IA(L)

0
(1.4)
where the slanted arrow on the top is the epimorphism in (1.2). In particular, the kernel of
this epimorphism is a line subbundle, call it OX(D), of G. Thus the above diagram can be
11
completed as follows
0

0

0 // OX(D) //

G //

OX(KX) // 0
0 // ΩX
i //

Tξ
p
//

O(KX) // 0
IA(KX −D)

IA(KX −D)

0 0
(1.5)
The above diagram implies the following properties.
Lemma 1.1 1) The cohomology class ξ lies in the image of the homomorphism
H1(OX(D −KX)) −→ H
1(ΘX)
induced by the monomorphism OX(D−KX) −→ ΘX , the dual of the epimorphism in the left
column of the diagram (1.5).
2) The homomorphism in 1) admits the factorization
H1(OX(D −KX)) //
))❙❙
❙❙
❙❙
❙❙
H1(ΘX)
H1(T ∗ξ )
88qqqqqq
(1.6)
In particular, ξ is an isotropic element with respect to the quadratic form
δX : Sym
2(H1(ΘX)) −→ H
2(det(ΘX)) = H
2(OX(−KX)), (1.7)
in (0.4), i.e., δX(ξ
2) = 0.
Proof. Dualizing the left vertical sequence in (1.5) gives
0 // OX(D −KX) // ΘX // IA(−D) // 0 (1.8)
and hence the homomorphism
H1(OX(D −KX)) // H
1(ΘX)
Ext1(OX(KX),OX (D)) Ext
1(OX(KX),ΩX)
(1.9)
relating two groups of extensions. Furthermore, the morphism of two horizontal extension se-
quences in (1.5) tells us that the cohomology class ξ ∈ H1(ΘX) is the image of the cohomology
class in H1(OX(D −KX)) corresponding to the extension sequence
0 // OX(D) // G // OX(KX) // 0 (1.10)
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which is the horizontal sequence on the top of the diagram (1.5). This proves the assertion 1)
of the lemma.
We now turn to the part 2). From the diagram (1.5) it follows that the dual of the
epimorphism of the left column factors through T ∗ξ , the dual of Tξ, to give the diagram
OX(D −KX) //
''◆◆
◆◆
◆◆
◆◆
ΘX
T ∗ξ
==⑤⑤⑤⑤⑤
Hence the first assertion in 2). To see the assertion that ξ is isotropic we observe that the
slanted arrow on the right in the diagram (1.6) is part of the long exact sequence of cohomology
groups arising from the dual of our extension sequence, the dual of the middle row in (1.5).
Namely, we have
0 // H1(T ∗ξ )
// H1(ΘX)
ξ
// H2(OX(−KX)) (1.11)
where the coboundary map above is the cup-product with ξ, i.e., the map H1(ΘX)
ξ
−→
H2(OX(−KX)) above is the quadratic form δX in (1.7) restricted to the subspace ξ ·H
1(ΘX) ⊂
Sym2(H1(ΘX)). From (1.11) we deduce
H1(T ∗ξ )
∼= {ξ}⊥ := {σ ∈ H1(ΘX)|δX (ξ · σ) = 0}.
From the first part of the assertion 2) it follows that ξ lies in the image of the monomorphism
in (1.11). Hence δX(ξ
2) = 0. ✷
Remark 1.2 The fact that ξ is isotropic with respect to the quadratic form (1.7) is imposed
here by the presence of the extension sequence (1.10) which is a subobject of (0.8). This is
the meaning of the diagram (1.5). The situation could be thought of as the object (0.8) being
destabilized by the subobject (1.10) . In the later part of the proof the logic will reversed: the
condition of isotropy of ξ will be used to produce auxiliary, geometrically meaningful subobjects
of (0.8).
Next we establish some geometric properties of global sections of G.
Claim 1.3 Under the identifications
H0(OX(KX))
α
∼= H0(Tξ)
τ
∼= H0(G),
where a section φ ∈ H0(OX(KX)) goes to α(φ) ∈ H
0(Tξ) and g(φ)
def
= τ(α(φ)) ∈ H0(G), one
has the following.
Let Cφ = (φ = 0) be the divisor corresponding to a nonzero φ ∈ H
0(OX(KX)). Then a
section g(φ) gives rise to a section σ(φ) ∈ H0(OCφ(D)) and the zero-locus Zg(φ) = (g(φ) =
0) = (σ(φ) = 0) is a subscheme of Cφ. In particular, Zg(φ) is 0-dimensional, for every Cφ
reduced and irreducible, and its degree deg(Zg(φ)) = D.KX .
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Proof. Let g(φ) be a nonzero section of G and view it as a monomorphism OX −→ G. Putting
it together with the extension sequence in (1.10) gives the diagram
OX

φ
&&▲▲
▲▲
▲▲
0 // OX(D) // G // OX(KX) // 0
(1.12)
where the slanted arrow is the multiplication by φ. In particular, the restriction of the above
diagram to the divisor Cφ = (φ = 0) implies that the vertical arrow (which must be nonzero
in view of H0(G(−KX )) = 0, an immediate consequence of Lemma 1.1, 1)) factors through
OCφ(D), thus giving a section, call it σ(φ), of OCφ(D). Furthermore, if Cφ is irreducible the
quotient of the vertical arrow in (1.12) is torsion-free sheaf of rank 1 and hence of the form
IZg(φ)(KX + D), where Zg(φ) = (g(φ) = 0) is 0-dimensional and IZg(φ) is its sheaf of ideals.
In particular, deg(Zg(φ)) = c2(G) = KX ·D. The section σ(φ) : OCφ −→ OCφ(D) vanishes on
the 0-dimensional subscheme Dφ = (σ(φ) = 0) ⊂ Zg(φ). Since degDφ = D ·KX = deg(Zg(φ)),
it follows that Dφ = Zg(φ). ✷
To analyze the situation further we will need the following general observation about ξ.
Lemma 1.4 Let C be a smooth irreducible curve on X and let ΘX(−logC) be the sheaf of
germs of holomorphic vector fields on X tangent along C . Then ξ lies in the image of the
map
H1(ΘX(−logC)) −→ H
1(ΘX) (1.13)
induced by the natural inclusion ΘX(−logC) →֒ ΘX , provided the restriction homomorphism
H0(OX(KX)) −→ H
0(OC(KX)) is surjective.
Proof. By definition ΘX(−logC) is related to ΘX by the following exact sequence
0 // ΘX(−logC) // ΘX // OC(C) // 0. (1.14)
So the assertion is equivalent to showing that ξ goes to zero under the homomorphism
H1(ΘX) −→ H
1(OC(C)) in the long exact sequence of the cohomology groups associated
to (1.14). This can be seen by examining the multiplication by sections of O(KX). Namely,
for every φ ∈ H0(OX(KX)) we have a commutative square
H1(ΘX) //
φ
H1(OC(C))
φ
H1(ΩX) //// H
1(OC(C +KX))
where φ is the restriction of φ to C. Since ξ·φ = 0 it follows that the image ξ of ξ inH1(OC(C))
is annihilated by φ, for every φ ∈ H0(OX(KX)). Since H
0(OX (KX)) −→ H
0(OC(KX)) is
assumed to be onto, we deduce that the linear map
ξ : H0(OC(KX)) −→ H
1(OC(C +KX)) ∼= C
is identically zero. But this linear map is identified with ξ under the Serre duality isomorphism
H0(OC(KX))
∗ ∼= H1(OC(C)). Hence the assertion of the claim. ✷
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The main point in ruling out the rank 2 case consists of showing that ξ comes from
the first cohomology group of a sufficiently negative line bundle. Namely, for every nonzero
ψ ∈ H0(OX(mKX)), for any m ≥ 1, one has the following commutative diagram
H1 (OX(D − (m+ 1)KX))

ψ
// H1(OX(D −KX))

H1(ΘX(−mKX))
ψ
// H1(ΘX)
(1.15)
where the horizontal arrows are the multiplication by ψ and the vertical arrows come from
the monomorphisms in (1.8) and (1.8) tensored with OX(−mKX) respectively. According to
Lemma 1.1, the cohomology class ξ ∈ H1(ΘX) comes from the class ξ
′ ∈ H1(OX(D −KX))
defining the extension sequence (1.10). We claim the following.
Lemma 1.5 The cohomology class ξ′ lies in the image of the homomorphism
H1(OX(D − (m+ 1)KX))
ψ
// H1(OX(D −KX)),
for any nonzero ψ ∈ H0(OX(mKX)). In particular, the cohomology class ξ comes from some
cohomology class in H1(OX (D − (m+ 1)KX)) via the diagram (1.15).
Proof. Let C be a smooth curve in the linear system |mKX |, for some m ≥ 1. The assertion
comes down to showing that the restriction to C of the extension sequence (1.10) splits. This
will be done by a careful examination of the relation between the extension classes ξ′ and ξ
encapsulated in the diagram (1.5).
From Lemma 1.4 we know that ξ comes from a cohomology class in H1(ΘX(−logC)).
Choose such a class and call it η. Consistent with our approach we view it as an extension
sequence
0 // ΘX(−logC) // Eη // OX // 0.
The fact that η goes to ξ as described in Lemma 1.4 means that the extension sequences
(twisted by OX(KX)) of those cohomology classes are related as follows.
0

0

0 // ΘX(−logC)(KX) //

Eη(KX) //

OX(KX) // 0
0 // ΩX //

Tξ //

OX(KX) // 0
OC(C +KX)

OC(C +KX)

0 0
(1.16)
We begin by the following observation.
Claim 1.6 The linear map
H0(Tξ) −→ H
0(OC(C +KX)) (1.17)
induced by the epimorphism Tξ −→ OC(C +KX) in (1.16) is nonzero.
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Proof. Assume that the map in question is zero. Then all sections of Tξ come from the global
sections of Eη(KX) and we have the parametrization
α′ : H0(OX(KX)) −→ H
0(Eη(KX))
lifting the parametrization α in (0.10).
Observe that for all φ1, φ2 ∈ H
0(OX(KX)) the global sections
β(φ1, φ2) = φ2α
′(φ1)− φ1α
′(φ2) (1.18)
of Eη(2KX ) go to zero under the homomorphism H
0(Eη(2KX)) −→ H
0(OX(2KX)) induced
by the epimorphism in the top exact sequence (tensored with OX(KX)) in (1.16). This implies
that β(φ1, φ2) must come from the sections of ΘX(−logC)(2KX ) = ΩX(logC)(KX − C) =
ΩX(logC)(−(m − 1)KX ). But it is well-known that H
0(ΩX(logC)) ∼= H
0(ΩX) which is zero
by our assumption. Thus we obtain
β(φ1, φ2) = φ2α
′(φ1)− φ1α
′(φ2) = 0,
for all φ1, φ2 ∈ H
0(OX(KX)). This implies that there is a section σ ∈ H
0(Eη) such that
sections α′(φ) have the form
α′(φ) = φσ, ∀φ ∈ H0(OX(KX)).
The section σ delivers a monomorphism
OX(KX) −→ Eη(KX)
which gives the splitting of the top (and hence the middle) row in (1.16). ✷
We now bring in the subsheaf G →֒ Tξ in (1.5) and consider the morphism
G −→ OC(C +KX) = OC((m+ 1)KX). (1.19)
induced by the epimorphism Tξ −→ OC(C+KX) in (1.16), where a smooth curve C ∈ |mKX |
is chosen not to pass through any of the points of the 0-dimensional subscheme A in (1.5).
Since all global sections of Tξ come from global sections in G, we are assured, by Claim
1.6, that the morphism in (1.19) is nonzero. The image of that morphism has the form
OC((m+ 1)KX |C −M) for some effective divisor M on C. Thus we obtain
0 // G //

Tξ //

IA(KX −D) //

0
0 // OC((m+ 1)KX |C −M) //

OC((m+ 1)KX) //

OM ((m+ 1)KX) //

0
0 0 0
(1.20)
Our task will be to understand the subscheme M . For this we observe that all global sections of Tξ
must vanish along the subsheaf OX(D−KX) →֒ T
∗
ξ (this is seen by dualizing the middle row in (1.20)
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and using H0(Tξ) ∼= H0(G)). On the other hand the restriction to C of the dual of the left column in
(1.5) combined with the normal sequence of C ⊂ X gives the following diagram
0

OC(D −KX)
 ((◗◗
◗◗
◗◗
0 // OC(−C −KX) //
))❚❚❚
❚❚❚
❚❚
ΘX ⊗OC //

OC(C) // 0
OC(−D)

0
(1.21)
where the slanted arrows give rise to a nonzero global section, call it τC , of OC(C + KX − D) (the
slanted arrow on the top in the above diagram is nonzero since otherwise it gives a nonzero section of
OC(−C−D) = OC(−mKX −D) which, in view of the positivity of K
2
X and Claim 1.3, is impossible).
Let ∆C = (τC = 0) be the zero-divisor of τC . It is important to observe that this is precisely the divisor
where the curve C is tangent to the foliation of X defined by the subsheaf OX(D −KX) →֒ ΘX (this
inclusion is the dual of the epimorphism in the left column in (1.5)). This together with the previous
observation about global sections of Tξ vanishing along the subsheaf OX(D −KX) →֒ T ∗ξ imply that
the image OC((m+ 1)KX |C −M) of the morphism G −→ OC((m+ 1)KX) in (1.19) factors through
OC((m+ 1)KX |C −∆C) = OC(D). Thus we obtain a nonzero morphism
G −→ OC(D).
Putting this together with the restriction to C of the extension sequence (1.10) gives the following.
0 // OC(D) //
&&▼▼
▼▼
▼
G ⊗ OC //

OC(KX) // 0
OC(D)
(1.22)
The slanted arrow in the above diagram must be nonzero, since otherwise one has a nonzero morphism
OC(KX) −→ OC(D) implying the inequality D.KX ≥ K2X contradicting the condition D.KX ≤
1
2K
2
X
of semistability of ΩX with respect to KX , see [Ts].
Once the slanted arrow in (1.22) is nonzero it must be an isomorphism and it gives a splitting of
the horizontal sequence in (1.22). This completes the proof of the lemma. ✷
The above result shifts our attention to the cohomology H1(OX(D− (m+1)KX)) which obviously
vanishes for all m sufficiently large. Hence ξ = 0, thus ruling out the possibility for G to be of rank 2.
This completes the proof of Lemma 0.3.
The argument of the proof of Lemma 0.3 applies without changes for the following more general
situation. For a nonzero ξ ∈ H1(ΘX) we set
Wξ := ker(H
0(OX(KX))
ξ
−→ H1(ΩX). (1.23)
Then the extension sequence
0 // ΩX // Tξ // OX(KX) // 0.
as in (0.8) gives rise to an identification
αξ :Wξ ∼= H
0(Tξ).
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Lemma 1.7 Assume that a nonzero Kodaira-Spencer class ξ satisfies the following properties.
a) For some ample line bundle OX(H) and any divisor C ∈ |mH |, for m >> 0, the class ξ lies in
the kernel of the obvious homomorphism
H1(ΘX) −→ H
1(OC(C)).
b) dim(Wξ) ≥ 3 and the linear subsystem |Wξ| ⊂ |KX | has at most 0-dimensional base locus.
Then the locally free sheaf Tξ is generically generated by the subspace αξ(W ) ⊂ H0(Tξ), for any subspace
W ⊂ Wξ of dimension at least 3 with the linear subsystem |W | ⊂ |KX | having at most 0-dimensional
base locus.
Proof. Let W be a subspace of Wξ of dimension at least 3 such that the linear subsystem |W | ⊂ |KX |
has at most 0-dimensional base locus. Assume that the subspace αξ(W ) of global sections of Tξ fails
to generate that sheaf everywhere. Then, as in the beginning of §1, we define the subsheaf G ⊂ Tξ as
the saturation of the image of the composition morphism
W ⊗OX
αξ
−→ H0(Tξ)⊗OX
ev
−→ Tξ.
As before G is locally free. The image of the morphism
G
 %%❑
❑❑
❑❑
❑
Tξ // OX(KX)
given by the slanted arrow has the form IB(KX), where B is the base locus of the subsystem |W | and
IB is its sheaf of ideals. This implies that G is of rank 2 and fits into the diagram
0

0

0

0 // OX(D) //

G //

IB(KX) //

0
0 // ΩX
i //

Tξ
p
//

OX(KX) //

0
0 // IA′(KX −D) //

IA′′(KX −D)

// OB(KX) //

0
0 0 0
(1.24)
which is an analogue of the diagram (1.5). From the bottom row we deduce that the 0-dimensional
subschemes in the above diagram are subject to the relation
A′ = B +A′′.
Next we take a smooth irreducible curve C ∈ |mH |, for somem >> 0, and not passing through any
of the points in A′. From the relation above it follows that C is disjoint from B. Hence the restriction
to C of the top row in (1.24) gives an exact sequence
0 // OC(D) // G ⊗ OC // OC(KX) // 0 (1.25)
and we claim that it splits. This is seen as follows.
We know that Tξ admits an epimorphism Tξ −→ OC(C +KX), see (1.16). Thus restricting to C
we obtain an exact sequence
0 // E // Tξ ⊗OC // OC(C +KX) // 0 (1.26)
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where E is a rank 2 bundle whose determinant det(E) = OC(KX −C) = OC(KX −mH). Hence for m
sufficiently large its degree is negative. We now bring the subbundle G ⊗ OC ⊂ Tξ ⊗OC . Combining
this inclusion with the epimorphism in (1.26) gives a morphism
G ⊗ OC −→ OC(C +KX) (1.27)
which must be nonzero, since otherwise G ⊗ OC ∼= E ⊗ OC which is impossible because of the degree
consideration.
To understand the image of the above morphism we use the global sections of G (they generically
generate G ⊗ OC) and the observation that their image in OC(C + KX) must be sections vanishing
along the divisor ∆C ∈ |OC(C +KX −D), for details see the argument just below the diagram (1.21).
Hence we deduce that the morphism in (1.27) factors through OC(C +KX) ⊗ OC(−∆C) = OC(D).
Therefore G ⊗ OC admits a nonzero morphism
G ⊗ OC −→ OC(D).
This together with the exact sequence (1.25) gives the diagram
0 // OC(D) //
&&▼▼
▼▼
▼
G ⊗ OC //

OC(KX) // 0
OC(D)
with the slanted arrow being nonzero, see the argument just below (1.22). This implies the splitting
of the horizontal sequence above.
The splitting also implies that H0(G ⊗ OC(−KX)) 6= 0, for all C ∈ |mH |. But for m >> 0 we
clearly have an isomorphism H0(G ⊗ OC(−KX) ∼= H0(G(−KX)). This and the middle column in
(1.24) gives a nonzero global section of Tξ(−KX) and hence the splitting of our extension sequence in
the middle row of that diagram. ✷
§ 2 Study of the degeneracy locus of Tξ
We know now that Tξ is generically generated by its global sections. This means that the evaluation
morphism
ev : H0(Tξ)⊗OX −→ Tξ
is generically surjective. Let Dξ be the subscheme of X where that morphism fails to be onto. The
subscheme Dξ admits the rank stratification: for k ∈ {0, 1, 2}, we let Dkξ to be the subscheme of Dξ
whose closed points are defined as follows:
Dkξ = {x ∈ X |rk(evx) ≤ k}.
This gives the stratification
∅ = D0ξ ⊂ D
1
ξ ⊂ D
2
ξ = Dξ. (2.1)
The main purpose of this section is to show that if Dξ has the nonzero divisorial part, then Tξ can be
modified along that divisor to obtain a new locally free sheaf with the same space of global sections
and whose degeneracy locus is at most 0-dimensional. Such a modification is achieved in two stages:
1) a modification which eliminates the divisorial part (if nonzero) of D1ξ ,
2) a modification producing a locally free sheaf with at most 0-dimensional degeneracy locus.
It should be stressed that the modified sheaves are part of extension sequences which are subse-
quences of the initial one in (0.8). So what we are producing here is a particular filtration of the object
(0.8) by its subobjects in the category of exact complexes of coherent sheaves of X . That filtration
could be viewed as a categorical counterpart of the stratification (2.1).
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§ 2.1 The divisorial part of D1ξ
We will be concerned here with the stratum D1ξ and, in particular, with its divisorial component which
will be denoted D1,1ξ . We begin by establishing a relation between the cohomology class ξ and D
1,1
ξ .
Proposition 2.1 1) The cohomology class ξ lies in the image of the homomorphism
H1(ΘX(−D
1,1
ξ )) −→ H
1(ΘX)
induced by the multiplication morphism ΘX(−D
1,1
ξ ) −→ ΘX.
2) There is a cohomology class η ∈ H1(ΘX(−D
1,1
ξ )) mapping to ξ under the homomorphism in 1)
and lying in the kernel of the homomorphism
H1(ΘX(−D
1,1
ξ )) −→ H
0(OX(KX))
∗ ⊗H1(ΘX(KX −D
1,1
ξ ))
∼= H1(ΩX(−D
1,1
ξ )).
3) H0(OX(2KX − 2D
1,1
ξ )) 6= 0.
Proof. To simplify the notation we set D1,1ξ = D and consider the restriction of the extension sequence
(0.8) to D.
0 // ΩX ⊗OD // Tξ ⊗OD // OD(KX) // 0.
The fact that the evaluation morphism has rank 1 on D implies that the image of the evaluation
morphism is an invertible subsheaf of Tξ ⊗OD. Call that subsheaf L. By definition we have
0

L
 ''PP
PP
PP
PP
0 // ΩX ⊗OD // Tξ ⊗OD // OD(KX) // 0.
(2.2)
Furthermore, the slanted arrow must be surjective everywhere and hence an isomorphism since both
sheaves are of rank 1. The surjectivity of the slanted arrow comes from the fact that the homomorphism
H0(L) −→ H0(OD(KX))
induced on the global sections has the image which generates the sheaf OD(KX).
Once the slanted arrow in (2.2) is an isomorphism, the short exact sequence in that diagram
splits. The short exact sequence in (2.2) corresponds to the image of ξ in H1(ΘX ⊗ OD) under the
homomorphism
H1(ΘX) −→ H
1(ΘX ⊗OD) (2.3)
induced by the restriction morphism of sheaves ΘX −→ ΘX ⊗OD. Hence ξ lies in the kernel of (2.3)
or, equivalently, in the image
H1(ΘX(−D)) −→ H
1(ΘX).
We now turn to the part 2) of the proposition. From the splitting of the exact sequence in (2.2) it
follows that there is a surjective morphism
Tξ −→ ΩX ⊗OD
whose kernel, call it T , is a subsheaf of Tξ with H0(T ) ∼= H0(Tξ). This implies that the morphism
T −→ OX(KX), the composition of the inclusion T ⊂ Tξ with the epimorphism in (0.8), is still
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surjective and it gives rise to the following commutative diagram:
0

0

0 // K //

T //

OX(KX) // 0
0 // ΩX //

Tξ //

OX(KX) // 0
ΩX ⊗OD

ΩX ⊗OD

0 0
(2.4)
where the sheaf K is the kernel of the epimorphism in the top row. From the column on the left that
sheaf is identified with ΩX(−D) and the top horizontal sequence becomes
0 // ΩX(−D) // T // OX(KX) // 0. (2.5)
This is an extension sequence corresponding to a class in Ext1(OX(KX),ΩX(−D)) ∼= H
1(ΘX(−D)).
Furthermore, the morphism between the rows in (2.4) means that this cohomology class inH1(ΘX(−D))
goes to ξ ∈ H1(ΘX) under the homomorphism
H1(ΘX(−D)) −→ H
1(ΘX)
defined by the multiplication by a section defining the divisor D.
Let η be the cohomology class in H1(ΘX(−D)) corresponding to the extension in (2.5). By
construction we have
H0(T ) ∼= H0(Tξ) ∼= H
0(OX(KX)).
This implies that the coboundary map H0(OX(KX)) −→ H1(ΩX(−D)) in the cohomology sequence
of (2.5) is identically zero. Since that coboundary map is given by the cup-product with the class η
we deduce that η lies in the kernel of the homomorphism
H1(ΘX(−D)) −→ H
0(OX(KX))
∗ ⊗H1(ΩX(−D))
as asserted in 2) of the proposition.
The part 3) of the proposition uses the fact that Tξ is generically generated by global sections,
Lemma 0.3. This amounts to saying that for a general triple φ, φ′, φ′′ ∈ H0(OX(KX)) the exterior
product α(φ) ∧ α(φ′) ∧ α(φ′′) ∈
∧3H0(Tξ) goes to a nonzero global section of OX(2KX) under the
homomorphism ∧3
H0(Tξ) −→ H
0(det(Tξ)) = H
0(OX(2KX)).
Let α(3)(φ, φ′, φ′) be the image of α(φ) ∧ α(φ′) ∧ α(φ′′) under the above map. The fact that the
evaluation morphism drops its rank by 2 along D means that all global sections lying in the image of
the homomorphism above vanish along D with multiplicity 2, i.e. the section α(3)(φ, φ′, φ′) has the
form
α(3)(φ, φ′, φ′) = t2D α
′(φ, φ′, φ′),
where α′(φ, φ′, φ′) is a nonzero section of OX(2KX − 2D) and tD is a global section of OX(D) corre-
sponding to D. ✷
The set of effective divisors of X subject to Proposition 2.1 is partially ordered by the inclusion
and the part 3) of the proposition implies that the set admits maximal elements. We choose one and
denote it by E. By definition the cohomology group H1(ΘX(−E)) has a class, call it η, which maps
to ξ under the homomorphism
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H1(ΘX(−E)) −→ H
1(ΘX).
Using the identification
H1(ΘX(−E)) = Ext
1(OX(KX),ΩX(−E))
we interpret that class as the corresponding extension
0 // ΩX(−E) // Tη // OX(KX) // 0 (2.6)
The property 1) in Proposition 2.1 implies that this extension sequence is related to the one defined
by ξ, see (0.8), by the following diagram
0

0

0 // ΩX(−E) //

Tη //

OX(KX) // 0
0 // ΩX //

Tξ //

OX(KX) // 0
ΩX ⊗OE

ΩX ⊗OE

0 0
(2.7)
The meaning of this diagram is that the exact sequence (2.6) is a subobject of the sequence (0.8) in the
category of exact complexes of coherent sheaves on X . Furthermore, by the property 2) of Proposition
2.1 we have the isomorphisms
H0(Tη) ∼= H
0(OX(KX)) ∼= H
0(Tξ). (2.8)
This immediately implies
Proposition 2.2 The sheaf Tη is generically generated by its global sections.
Proof. From the middle column of the diagram (2.7) it follows that the sheaves Tη and Tξ are isomorphic
outside of the divisor E. This together with the isomorphism H0(Tη) ∼= H0(Tξ) provided by (2.8) and
the generic global generation of Tξ implies the assertion. ✷
As for the sheaf Tξ, we define the degeneracy locus Dη of Tη as the support of the cokernel of the
evaluation morphism
H0(Tη)⊗OX −→ Tη.
Its rank stratification
∅ = D0η ⊂ D
1
η ⊂ D
2
η = Dη (2.9)
becomes simpler due to the following.
Lemma 2.3 The stratum D1η is at most 0-dimensional.
Proof. Let F be the 1-dimensional part of D1η. Then arguing as in the proof of Proposition 2.1, we
deduce that the cohomology class η
– comes from a cohomology class H1(ΘX(−E − F )) under the homomorphism H
1(ΘX(−E −
F )) −→ H1(ΘX(−E)) induced by the the multiplication with a global section of OX(F ) corresponding
to F ,
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– the above cohomology class can be chosen to lie in the kernel of the cup-product
H1(ΘX(−E − F )) −→ H
0(OX(KX))
∗ ⊗H1(ΘX(K − E − F )) = H
1(ΩX(−E − F )).
But this means that the cohomology class ξ comes from a cohomology class H1(ΘX(−E − F )) lying
in the kernel of the cup-product above. The condition of maximality imposed on E forces F to be 0.
✷
The first isomorphism in (2.8) will be recorded as
αη : H
0(OX(KX)) −→ H
0(Tη), (2.10)
a parametrization of global sections of Tη by the spaceH0(OX(KX)). One of the advantages of working
with the sheaf Tη is the following property.
Proposition 2.4 A general global section of Tη has no zeros.
Proof. Consider the incidence correspondence
Z = {(x, [φ]) ∈ X × P(H0(OX(KX)))|αη(φ)(x) = 0},
where αη(φ)(x) stands for the value of the global section αη(φ) at a point x ∈ X . The correspondence
comes with two projections
Z
p1
((◗◗
◗◗
◗◗
◗◗
p2
⑧⑧
⑧
⑧
X P(H0(OX(KX)))
and the assertion of the proposition comes down to showing that p1(Z) is a proper subscheme of
P(H0(OX(KX))). This will be done by counting the dimension of Z.
Over the open surface X ′ = X \ Dη the scheme Z is Ppg−4- bundle. Hence Z ′ = p
−1
2 (X
′) has
dimension (pg − 2).
Over the stratum D′η = Dη \ D
1
η, the projection p2 is a P
pg−3- bundle. Since dim(D′η) ≤ 1, we
have
dim(p−12 (D
′
η)) ≤ pg − 2.
Over the stratum D1η the projection p2 is a P
pg−2-bundle. By Lemma 2.3 that stratum is at most
0-dimensional. Hence
dim(p−12 (D
1
η)) ≤ pg − 2.
The above considerations imply that all irreducible components of Z have dimension at most pg − 2.
Hence p1(Z) is a subscheme of codimension at least 1. ✷
We know now that the locus of P(H0(OX(KX))) parametrizing the projectivized global sections
of Tη with zeros is a proper subscheme of P(H0(OX(KX))). We will also need the following.
Lemma 2.5 The subscheme of P(H0(OX(KX))) parametrizing the projectivized global sections of Tη
with 1-dimensional zero locus has the codimension at least 2.
Proof. Let Σ be a reduced irreducible subscheme of P(H0(OX(KX))) whose closed points parametrize
the projectivized global sections of of Tη having 1-dimensional zero locus and assume it to be of
codimension 1 in P(H0(OX(KX))), i.e. dim(Σ) = pg − 2. Consider the incidence
IΣ = {(x, [φ]) ∈ X × Σ |α(φ)(x) = 0}.
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This is a scheme of dimension pg−1. Choose a reduced irreducible component Σ˜ of IΣ having dimension
(pg − 1) and consider the morphism
p1 : Σ˜ −→ X
induced by the projection of IΣ onto the first factor. Observe that p1 is surjective. Indeed, otherwise
the image is a reduced irreducible curve Γ ⊂ X contained in the zero-locus of all sections α(φ) with
[φ] ∈ Σ. In particular, Γ is in the zero-locus of all [φ] ∈ Σ. But then Γ is in the zero-locus of all [φ] in
the linear span of Σ in P(H0(OX(KX))). That linear span is a linear subspace of P(H0(OX(KX))) of
codimension at least 1 and, i.e. h0(OX(KX − Γ) ≥ pg − 1. But this means that Γ is either in the base
locus of |KX | or is mapped onto a point under the canonical map. Either is in contradiction with the
condition (i) in (0.2).
Once the morphism p1 is surjectve, the dimension of its fibre p
−1
1 (x) for a general x ∈ X has
dimension (pg − 3). Under the projection p2 : Σ˜ −→ Σ that fibre is identified with the sections α(φ)
vanishing at x and [φ] ∈ Σ. But the generic global generation of Tη, see Proposition 2.2, tells us that
the projectivization of the subspace of global sections of Tη vanishing at a general point on X has
dimension (pg − 4). An obvious contradiction. ✷
We now return to the parametrization (2.10) of global sections of Tη by the space H0(OX(KX)).
It will be used to construct a family of sheaves of rank 2 on X . Namely, for every nonzero φ ∈
H0(OX(KX)) we view the section αη(φ) as a (nonzero) morphism
αη(φ) : OX −→ Tη
and we set
F[φ] := coker(αη(φ)), (2.11)
where [φ] is the point of the projective space P(H0(OX(KX))) underlying a vector φ ∈ H0(OX(KX)).
Proposition 2.6 1) For every [φ] ∈ P(H0(OX(KX))) the sheaf F[φ] has rank 2 and the Chern invari-
ants
c1(F[φ]) = 2KX − 2E, c2(F[φ]) = c2 +K
2
X − 3KX ·E + E
2.
2) H0(F[φ]) ∼= H
0(OX(KX))/Cφ.
3) The sheaf F[φ] is locally free if and only if the section αη(φ) has no zeros. A general section of
such F[φ] has at most 0-dimensional scheme of zeros.
Proof. By definition of F[φ] we have the exact sequence
0 // OX
αη(φ)
// Tη // F[φ] // 0 (2.12)
from which it follows that F[φ] has rank 2 and the Chern invariants equal the ones of Tη. The Chern
invariants of the latter are easily computed from the extension sequence (2.6).
The assertion 2) follows from (2.12) since that sequence gives rise to the exact sequence on the
level of global sections
0 // H0(OX)
αη(φ)
// H0(Tη) // H0(F[φ]) // 0.
This together with the parametrization (2.10) implies the identifications
H0(OX(KX))/Cφ ∼= H
0(Tη)/Cαη(φ) ∼= H
0(F[φ]).
The first assertion of part 3) is again immediate from (2.12), since by definition F[φ] is locally
free if and only if the monomorphism in that sequence is a monomorphism of vector bundles and this
occurs precisely when αη(φ) has no zeros.
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For the second assertion of 3), we take φ′ ∈ H0(OX(KX)) linearly independent of φ and consider
the diagram
OX
αη(φ
′)

0 // OX
αη(φ)
// Tη // F[φ] // 0
(2.13)
The composition of the vertical arrow and the epimorphism of the horizontal sequence gives a morphism
OX −→ F[φ] corresponding to the global section fφ′ of F[φ] given by the equivalence class of φ
′ in
H0(OX(KX))/Cφ under the isomorphism established in 2) of the proposition. Observe that fφ′ has
1-dimensional zero-locus iff there is a reduced irreducible curve C ⊂ X such that the vertical arrow in
(2.13) restricted to C factors through
αη(φ)|C : OC −→ Tη ⊗OC .
This means that there is a constant λ ∈ C such that
αη(φ
′)|C = λαη(φ)|C .
Equivalently, the above relation means that the section αη(φ
′ − λφ) vanishes on C. By Lemma 2.5 a
general line l in P(H0(OX(KX))) passing through [φ] does not meet the subscheme of P(H0(OX(KX)))
parametrizing the global sections of Tη having 1-dimensional zero-locus. Hence for a general choice of
φ′ ∈ H0(OX(KX)) the global sections αη(ψ) have at most 0-dimensional scheme of zeros for all [ψ] in
the pencil spanned by [φ] and [φ′]. ✷
The parametrization αη : H
0(OX(KX)) −→ H0(Tη) also gives rise to ‘higher products’
α
(k)
η :
∧kH0(OX(KX)) −→ H0(∧k Tη) (2.14)
for k = 2, 3, where α
(k)
η (φ1, . . . , φk) is defined to be the image of the exterior product
k∧
i=1
αη(φi) under
the natural homomorphism ∧k
H0(Tη) −→ H0(
∧k Tη).
Notice that the map
α
(3)
η :
∧3
H0(OX(KX)) −→ H0(
∧3 Tη) = H0(OX(2KX − 2E))
is related to the analogous product α(3) :
∧3H0(OX(KX)) −→ H0(∧3 Tξ) = H0(OX(2KX)) by the
formula
α(3) = τ2Eα
(3)
η , (2.15)
where τE is a global section of OX(E) corresponding to the divisor E. The following property follows
easily from the previous results.
Corollary 2.7 1) For every φ ∈ H0(OX(KX)) with the divisor Cφ = (φ = 0) reduced and irreducible,
the section α
(3)
η (φ, φ′, φ′′) 6= 0, for any linearly independent triple φ, φ′, φ′′ ∈ H0(OX(KX)).
2) For any subsheaf T ⊂ Tη of rank 1, one has h0(T ) ≤ 1. In particular, α
(2)
η (φ, φ′) = 0 if and
only if φ, φ′ ∈ H0(OX(KX)) are linearly dependent.
Proof. Take W := C{φ, φ′, φ′′} a 3-dimensional subspace of H0(OX(KX)). By the assumption on
φ the base locus of the linear subsystem |W | ⊂ |KX | is at most 0-dimensional. Applying Lemma
1.7 to W , we deduce that the subspace α(W ) ⊂ H0(Tξ) generically generates Tξ or, equivalently,
α(3)(φ, φ′, φ′′) 6= 0. From the relation
α(3)(φ, φ′, φ′′) = τ2Eα
(3)
η (φ, φ
′, φ′′)
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in (2.15) it follows that α
(3)
η (φ, φ′, φ′′) 6= 0.
For the second assertion, assume that there is a subsheaf T ⊂ Tη of rank 1 with h0(T ) ≥ 2. Then
a pair t′, t′′ of linearly independent sections of T corresponds to two global sections αη(φ
′), αη(φ
′′) of
Tη which are proportional, i.e. α
(2)
η (φ′, φ′′) = 0. But then α
(3)
η (φ, φ′, φ′′) = 0, for all φ ∈ H0(OX(KX)),
and this is in contradiction with the first assertion proved above. ✷
We will be concerned now with the image Im(α
(3)
η ) of α
(3)
η . In particular, we are interested in
the geometry of the linear subsystem |Im(α
(3)
η )| of |2KX − 2E|. This linear subsystem may have the
nonzero fixed part - the divisorial part of the degeneracy locus Dη in (2.9). In the next subsection we
show that it is always possible to modify the extension (2.6) so that the resulting linear system has no
fixed part.
§ 2.2 The divisorial part of Dη and a modification of (2.6)
Let φ, φ′ ∈ H0(OX(KX)) be a linearly independent pair and consider the linear map
α(3)η (φ, φ
′, •) : H0(OX(KX)) −→ H
0(OX(2KX − 2E)).
From Corollary 2.7 this is nonzero. Its image Im(α
(3)
η (φ, φ′, •)) gives rise to a nonzero subspace of
H0(OX(2KX−2E)). Assume that the corresponding linear subsystem |Im(α
(3)
η (φ, φ′, •))| of |2KX−2E|
has the nonzero fixed part (otherwise there is nothing to modify), call it Eφ,φ′ . As C{φ, φ′} vary in
some Zariski dense open subset of the Grassmannian of lines in P(H0(OX(KX))), these divisors are
rationally equivalent and we denote by E1 the corresponding rational equivalence class in the Picard
group Pic(X) of X . Thus Im(α
(3)
η (φ, φ′, •)) lies in the image of the multiplication map
eφ,φ′ : H
0(OX(2KX − 2E − E1)) = H
0(OX(2KX − 2E − Eφ,φ′)) −→ H
0(OX(2KX − 2E)), (2.16)
where eφ,φ′ is a global section of OX(E1) corresponding to Eφ,φ′ .
We will now interpret Im(α
(3)
η (φ, φ′, •)) from the point of view of the family of sheaves {F[ψ]}. For
this we choose two linearly independent φ, φ′ ∈ H0(OX(KX)) so that the sections αη(φ) and αη(φ′)
have no zeros. Those sections define the locally free sheaves F[φ] and F[φ′] respectively. Furthermore,
we know that those sheaves are both subbundles of
∧2 Tη. This is recorded in the following diagram.
0

F[φ′]
 **❚❚❚
❚❚❚
❚❚❚
❚❚
0 // F[φ] //
''PP
PP
PP
PP
∧2 Tη ∧αη(φ) //
∧αη(φ
′)

OX(2KX − 2E) // 0
OX(2KX − 2E)

0
(2.17)
We also know that H0(F[φ′]) (resp. H
0(F[φ]) ) is isomorphic to the image Im(α
(2)
η (•, φ′)) (resp.
Im(α
(2)
η (φ, •, )) of the linear map α
(2)
η (•, φ′) : H0(OX(KX)) −→ H0(
∧2 Tη) (resp., α(2)η (φ, •, ) :
H0(OX(KX)) −→ H0(
∧2 Tη)). Hence the slanted arrow in the lower left (resp. upper right) cor-
ner of the above diagram gives rise to the linear map
H0(F[φ]) −→ H
0(OX(2KX − 2E)) (resp. H0(F[φ′]) −→ H
0(OX(2KX − 2E)))
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whose image is precisely Im(α
(3)
η (φ, φ′, •)). From what was said above that map factors through
H0(OX(2KX − 2E − E1)):
H0(OX(2KX − 2E − E1))
eφ,φ′

H0(F[φ]) //
44✐✐✐✐✐✐✐✐✐✐
H0(OX(2KX − 2E))
(2.18)
where the vertical arrow is the map in (2.16).
Consider the composition
cφ,φ′ : F[φ] −→ OEφ,φ′ (2KX − 2E) (2.19)
of the slanted arrow in the lower left corner in the diagram (2.17) with the restriction morphism
OX(2KX − 2E) −→ OEφ,φ′ (2KX − 2E).
Lemma 2.8 Let φ and φ′ in H0(OX(KX)) be two linear independent sections chosen so that αη(φ)
and αη(φ
′) are nowhere vanishing, and the global sections αη(ψ), for all nonzero ψ ∈ C{φ, φ′}, have
at most 0-dimensional zero locus. Then the cokernel of cφ,φ′ is supported on at most 0-dimensional
subscheme.
Proof. Assume that the support of the cokernel of cφ,φ′ is 1-dimensional and let Γ be a reduced,
irreducible component in the support of coker(cφ,φ′). Restricting the diagram (2.17) to Γ implies that
F[φ]⊗OΓ = F[φ′]⊗OΓ or, equivalently, αη(φ) and αη(φ
′) are proportional along Γ. Arguing as in the
proof of Proposition 2.6, 3), we deduce that for some constant λ ∈ C the global section αη(φ′ − λφ)
vanishes on Γ and this is contrary to the assumption on the pencil C{αη(φ), αη(φ
′)}. ✷
Let φ, φ′ in H0(OX(KX)) be subject to the condition of Lemma 2.8 and define
F[φ],[φ′] := ker
(
F[φ] −→ OEφ,φ′ (2KX − 2E)
)
.
From this it follows that F[φ],[φ′] is a torsion free subsheaf of F[φ] of rank 2 fitting into the exact
sequence
0 // F[φ],[φ′] // F[φ] // Im(cφ,φ′) // 0, (2.20)
where Im(cφ,φ′) is the image of the morphism cφ,φ′ in (2.19). From Lemma 2.8 we have
0 // Im(cφ,φ′) // OEφ,φ′ (2KX − 2E)
// coker(cφ,φ′) // 0, (2.21)
where coker(cφ,φ′) is supported on at most 0-dimensional subscheme of X . Furthermore, the above
exact sequence tells us that Im(cφ,φ′) has no subsheaves supported on 0-dimensional subschemes. This
in turn means that F[φ],[φ′] is locally free (since otherwise taking the double dual F
∗∗
[φ],[φ′] of F[φ],[φ′],
we obtain the cokernel of the canonical inclusion coker(F[φ],[φ′] −→ F
∗∗
[φ],[φ′]), a sheaf supported on a
0-dimensional subscheme, injecting into Im(cφ,φ′)). In addition, from (2.18) we deduce
H0(F[φ],[φ′]) ∼= H
0(F[φ]).
Recall that F[φ] is also a quotient of Tη, see (2.11). Combining that sequence with the one in (2.20)
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we obtain the diagram
0

0

0 // OX // T ′η //

F[φ],[φ′] //

0
0 // OX // Tη //

F[φ] //

0
Im(cφ,φ′)

Im(cφ,φ′)

0 0
(2.22)
where the sheaf T ′η is defined as the kernel of the epimorphism Tη −→ Im(cφ,φ′).
Lemma 2.9 1) The sheaf T ′η in (2.22) is locally free and H
0(T ′η )
∼= H0(Tη).
2) The parametrization αη : H
0(OX(KX)) ∼= H0(Tη) induces a parametrization
α′η : H
0(OX(KX)) ∼= H
0(T ′η ).
Under this parametrization the global sections αη(ψ) with no zeros go to sections α
′
η(ψ) having no zeros
as well.
3) The sheaf T ′η fits into the extension sequence
0 // P // T ′η // OX(KX) // 0, (2.23)
where P is locally free sheaf. That extension sequence is related to the one in (2.6) by the following
commutative diagram
0

0

0 // P //

T ′η //

OX(KX) // 0
0 // ΩX(−E) //

Tη //

OX(KX) // 0
Im(cφ,φ′)

Im(cφ,φ′)

0 0
(2.24)
Proof. The first two parts, 1) and 2), are immediate from the construction of T ′η , the diagram (2.22)
and the properties of F[φ],[φ′]. To see the part 3), we combine the middle column in (2.22) with the
extension sequence (2.6):
0

T ′η
 ''❖
❖❖
❖❖
❖❖
❖
0 // ΩX(−E) // Tη //

OX(KX) // 0
Im(cφ,φ′)

0
(2.25)
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where the slanted arrow is the composition of the monomorphism of the column with the epimorphism
of the row. From the isomorphism H0(T ′η ) ∼= H
0(OX(KX)) and the global generation of OX(KX)
it follows that the slanted arrow is an epimorphism. This implies that the above diagram can be
completed to the diagram (2.24), where the sheaf P is defined to be the kernel of the slanted arrow
T ′η −→ OX(KX) in (2.25). Thus P is a second syzygy sheaf and hence locally free. ✷
Remark 2.10 1) Under the identification H1(P(−KX)) ∼= Ext1(OX(KX),P) the extension sequence
(2.23) corresponds to a cohomology class η′ ∈ H1(P(−KX)). Tensoring the diagram (2.24) with
OX(−KX), we deduce that this cohomology class maps to the class η ∈ H
1(Θ(−E)) under the homo-
morphism
H1(P(−KX)) −→ H
1(Θ(−E))
induced by the monomorphism P(−KX) −→ Θ(−E) in the left column in (2.24) tensored with OX(−KX).
2) From Lemma 2.9, 1), it follows that the cohomology class η′ lies in the kernel of the cup-product
H1(P(−KX)) −→ H
0(OX(KX))
∗ ⊗H1(P).
The parametrization α′η in Lemma 2.9, 2), similarly to the parametrization αη, is used to define
the higher order products
α
′(k)
η :
∧kH0(OX(KX)) −→ H0(∧k T ′η ), for k = 2, 3. (2.26)
By definition
α
′(3)
η :
∧3
H0(OX(KX)) −→ H0(
∧3 T ′η ) = H0(OX(2KX − 2E − E1)).
By construction of T ′η , the linear maps α
′(3)
η and α
(3)
η are related by the formula
α(3)η = eφ,φ′α
′(3)
η , (2.27)
where eφ,φ′ is a global section of OX(E1) corresponding to Eφ,φ′ . This relation implies the following.
Lemma 2.11 1) Let φ, φ′ be as in the diagram (2.22). Then the linear subsystem |Im(α
′(3)
η (φ, φ′, •)|
has no fixed part. In particular, the linear subsystem |Im(α
′(3)
η )| ⊂ |2KX − 2E − E1| has no fixed
part as well, or, equivalently, the sheaf T ′η is generated by its global sections outside of a subscheme of
codimension at least 2.
2) The divisor E0 := Eφ,φ′ is the fixed part of the linear subsystem |Im(α
(3)
η )|. In particular, that
divisor is independent of the choice of φ, φ′ used in defining the extension sequence (2.23).
Proof. The assertion 2) follows immediately from the formula (2.27) and the part 1) of the lemma.
For the part 1), we go back to the diagram (2.22). From the second exterior power of its top row
it follows that the sheaf F[φ],[φ′] also fits into the exact sequence
0 // F[φ],[φ′] //
∧2 T ′η ∧α
′
η(φ)
// OX(2KX − 2E − E1) // 0
and hence the global sections of F[φ],[φ′] admit the following identification
H0(F[φ],[φ′]) ∼= {α
′(2)
η (φ, ψ)|ψ ∈ H
0(OX(KX))} = Im(α
′(2)
η (φ, •)). (2.28)
Viewing the sheaf F[φ],[φ′] (resp. F[φ]) as a subsheaf of
∧2 T ′η (resp. ∧2 Tη), the triangle in (2.18) can
be completed as follows.
H0(F[φ],[φ′])
∧α′η(φ)
//

H0(OX(2KX − 2E − E1)
eφ,φ′

H0(F[φ])
∧αη(φ)
// H0(OX(2KX − 2E)
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This and the identification in (2.28) (resp. H0(F[φ]) ∼= Im(α
(2)
η (φ, •))) imply
α(3)η (φ, φ
′, ψ) = eφ,φ′α
′(3)
η (φ, φ
′, ψ),
for every ψ ∈ H0(OX(KX)). Furthermore, by definition the divisor Eφ,φ′ = (eφ,φ′ = 0) is the fixed
part of |Im(α
(3)
η (φ, φ′, •)|. Therefore |Im(α
′(3)
η (φ, φ′, •)| is the moving part of |Im(α
(3)
η (φ, φ′, •)| and
hence has no fixed part. ✷
We summarize the above results in the following.
Proposition 2.12 1) For a general pair of linearly independent sections φ, φ′ ∈ H0(OX(KX)), the
fixed part Eφ,φ′ of the linear system |Im(α
(3)
η (φ, φ′, •)| is independent of φ, φ′ and coincides with the
fixed part E0 of |Im(α
(3)
η )|.
2) There is a locally free sheaf P fitting into the exact sequence
0 // P // ΩX(−E) // L // 0 (2.29)
where L = Im(cφ,φ′), see (2.24), is a sheaf of rank 1 supported on E0 and which is part of the following
exact sequence
0 // L // OE0(2KX − 2E) // J // 0 (2.30)
with the sheaf J (= coker(cφ,φ′), see (2.21)) supported on at most 0-dimensional subscheme.
3) There is a distinguished cohomology class η′ ∈ H1(P(−KX)) which maps to the class η under the
homomorphism H1(P(−KX)) −→ H1(ΘX(−E)) induced by the monomorphism in the exact sequence
(2.29) tensored with OX(−KX). Furthermore, η′ lies in the kernel of the cup-product
H1(P(−KX)) −→ H
0(OX(KX))
∗ ⊗H1(P).
4) The extension sequence
0 // P // T ′η // OX(KX) // 0 (2.31)
defined by η′ under the identification H1(P(−KX)) ∼= Ext
1(OX(KX),P), gives rise to a locally free
sheaf T ′η with the isomorphism H
0(T ′η )
∼= H0(OX(KX)) induced by the epimorphism of the extension
sequence. Furthermore, the extension sequence above is related to the one in (2.6) by the commutative
diagram in (2.24).
5) Let α′η : H
0(OX(KX)) −→ H0(T ′η ) be the inverse of the isomorphism in 4) and let α
′(k)
η :∧kH0(OX(KX)) −→ H0(∧k T ′η ), k = 2, 3 be the higher products defined in (2.26). Then
(i) for a general φ ∈ H0(OX(KX)) the global section α′η(φ) of T
′
η has no zeros,
(ii) α
′(3)
η (φ, φ′, φ′′) 6= 0, for any linearly independent triple φ, φ′, φ′′ ∈ H0(OX(KX)) for which the
linear subsystem of |KX | generated by φ, φ′, φ′′ has at most 0-dimensional base locus,
(iii) any subsheaf of rank 1 of T ′η has at most 1 dimensional space of global sections; in particular,
α
′(2)
η (φ, φ′) = 0 iff φ, φ′ are linearly dependent,
(iv) for a general pair φ, φ′ ∈ H0(OX(KX)) the linear system |Im(α
′(3)
η (φ, φ′, •))| is the moving
part of the linear system |Im(α
(3)
η (φ, φ′, •))|,
(v) T ′η is generated by its global sections outside of a subscheme of codimention ≥ 2.
As for Tη, we associate with the sheaf T
′
η and the parametrization α
′
η in Proposition 2.12, 5), the
family {F ′[φ]}[φ] of rank 2 sheaves by setting
F ′[φ] := coker(OX
a′η(φ)
−→ T ′η ), (2.32)
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for every nonzero φ ∈ H0(OX(KX)). These sheaves are related to F[φ]’s by a modification along the
divisor E0 in Proposition 2.12, 1). Namely, we have the following commutative diagram
0

0

0 // OX
α′η(φ)
// T ′η //

F ′[φ]
//

0
0 // OX
αη(φ)
// Tη //

F[φ] //

0
L

L

0 0
for every nonzero φ ∈ H0(OX(KX)), and where the middle column is as in the diagram (2.24).
The following properties of the sheaves F ′[φ]’s are similar to the ones found for F[φ]’s in Proposition
2.6.
Proposition 2.13 1) For every nonzero φ ∈ H0(OX(KX)) the sheaf F ′[φ] has rank 2 and the Chern
invariants
c1(F
′
[φ]) = 2KX − 2E − E0, c2(F
′
[φ]) = c2(F[φ]) +KX · E0 − deg(J ),
where J is as in (2.30).
2) H0(F ′[φ])
∼= H0(OX(KX))/Cφ.
3) The sheaf F ′[φ] is locally free if and only if the global section α
′
η(φ) has no zeros. For such a
sheaf F ′[φ] and a general ψ ∈ H
0(OX(KX)), the global section fψ of F
′
[φ] corresponding to ψ under the
isomorphism in 2) has 0-dimensional scheme of zeros Zfψ and gives rise to the Koszul sequence
0 // OX
fψ
// F ′[φ]
∧fψ
// IZfψ (2KX − 2E − E0)
// 0.
The homomorphism ∧fψ : H0(F ′[φ]) −→ H
0(IZfψ (2KX − 2E − E0)) induced by the epimorphism in
the Koszul sequence above is given by the map α
′(3)
η (φ, ψ, •). More precisely, one has a commutative
diagram
H0(F ′[φ])
∧fψ
// H0(IZfψ (2KX − 2E − E0)) _

H0(OX(KX))/Cφ
α
′(3)
η (φ,ψ,•)
// H0(OX(2KX − 2E − E0))
where the identification on the left is the isomorphism in 2). Thus, for a general linearly independent
pair φ, ψ ∈ H0(OX(KX)), one has an identification
H0(IZfψ (2KX − 2E − E0)) = Im(α
′(3)
η (φ,ψ,•)),
implying that the linear system |IZfψ (2KX − 2E − E0)| has at most 0-dimensional base locus.
In addition to the above, the locally free sheaves F ′[φ] are subject to the following.
Proposition 2.14 1) For φ ∈ H0(OX(KX)) with α′η(φ) nowhere vanishing, the locally free sheaf F
′
[φ]
is generated by its global sections outside of at most 0-dimensional subscheme of X.
2) Set Y := P(F ′∗[φ]), the projectivization of F
′∗
[φ], and define OY (1) so that the direct image
π∗(OY (1)) = F ′[φ], where π : Y = P(F
′∗
[φ]) −→ X is the structure projection. Then OY (1) defines
the (rational) map
γ˜ : Y −− → P(H0(F ′[φ])
∗) ∼= Ppg−2
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whose locus of indeterminacy is contained in a finitely many fibres of π. Furthermore, if pg ≥ 5, then
the image of the above map is 3-dimensional.
3) Under the natural identifications
H0(OP(H0(F ′
[φ]
)∗)(1)) ∼= H
0(OY (1)) ∼= H
0(F ′[φ])
∼= H0(OX(KX))/Cφ (2.33)
every nonzero ψ ∈ H0(OX(KX)) linearly independent of φ corresponds to a unique hyperplane H˜ψ
in P(H0(F ′[φ])
∗). For a general such ψ, with the assumption pg ≥ 5, the hyperplane section Hψ =
H˜ψ
⋂
γ˜(Y ) is a reduced irreducible surface which is the image of X under the rational map defined by
the linear system |Im(α
′(3)
η (φ,ψ,•))|. In particular, for general ψ ∈ H0(OX(KX)) the linear system
|Im(α
′(3)
η (φ,ψ,•))| is not composed of a pencil and hence its general member is irreducible.
Proof. The sheaf F ′[φ] is defined by the exact sequence
0 // OX
α′η(φ)
// // T ′η // F
′
[φ]
// 0.
From this we deduce the following commutative diagram
0 // OX // H0(T ′η )⊗OX //

H0(F ′[φ])⊗OX

// 0
0 // OX
α′η(φ)
//// T ′η // F
′
[φ]
// 0.
This implies that the two vertical arrows have isomorphic cokernels. By Proposition 2.12, (v), the
cokernel of the middle vertical arrow is supported on at most 0-dimensional subscheme. Hence the
same holds for the right vertical arrow. This proves the assertion 1) of the proposition.
Set Z to be the support of the cokernel of the evaluation morphism
H0(F ′[φ])⊗OX −→ F
′
[φ]. (2.34)
According to 1), the subscheme Z is at most 0-dimensional and F ′[φ] is globally generated outside of Z.
By definition OY (1) is globally generated outside π∗(Z), a subscheme supported on a finite number of
fibres of the structure projection π : Y = P(F ′∗[φ]) −→ X .
We now turn to the statement about the image of the map γ˜ defined by OY (1). This map admits
the following description. The dual of the evaluation morphism defines the morphism
γ : X \ Z −→ Gr(1,P(H0(F ′[φ])
∗)), (2.35)
where Gr(1,P(H0(F ′[φ])
∗)) is the Grassmannian of lines in P(H0(F ′[φ])
∗) and γ sends a point x ∈ X \Z
to the line P(F ′∗[φ](x)) in P(H
0(F ′[φ])
∗), where F ′∗[φ](x) denotes the fibre of F
′∗
[φ] at x. This tells us that
the universal bundle U on Gr(1,P(H0(F ′[φ])
∗)) pulls back by γ to F ′∗[φ], i.e., γ
∗(U) = F ′∗[φ]. The map γ˜
defined by OY (1) is the composition of the arrows in the top row of the following diagram
P(F ′∗[φ])
//❴❴

P(U|Σ)
  //

Gr(1,P(H0(F ′[φ])
∗))× P(H0(F ′[φ])
∗) //

P(H0(F ′[φ]))
∗)
X
γ
//❴❴❴❴ Σ 

// Gr(1,P(H0(F ′[φ])
∗))
(2.36)
where Σ is the closure of the image of the morphism γ in (2.35).
Claim 2.15 The image Σ of γ in (2.35) is 2-dimensional.
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Proof. The vector bundle F ′[φ] is obviously nontrivial, since h
0(F ′[φ]) = pg − 1 ≥ 4 − 1 = 3. So γ is
not a constant map. Assume that the image Σ of γ is a curve. Then, in view of (0.2), (ii), it must
be a rational curve. So after resolving the indeterminacy locus Z we obtain a surjective morphism
f : X˜ −→ P1 with connected fibres, where b : X˜ −→ X is a sequence of of blowing down maps. Let
F˜ denote the rational equivalence class of the fibres of f . Then O
X˜
(F˜ ) = f∗(OP1(1)). Furthermore,
the induced map γ˜ : X˜ −→ Gr(1,P(H0(F ′[φ])
∗)) is constant on the fibres of f . This means that the
pull back b∗(F ′[φ]) must be trivial on the fibres of f . In particular, h
0(b∗(F ′[φ]) ⊗ OF˜t) = 2, for every
reduced irreducible fibre F˜t = f
−1(t), t ∈ P1, of f . From the exact sequence
0 // b∗(F ′[φ])(−F˜ )
// b∗(F ′[φ])
// b∗(F ′[φ])⊗OF˜t
// 0
follows the estimate
h0(b∗(F ′[φ])(−F˜ )) ≥ h
0(b∗(F ′[φ]))− h
0(b∗(F ′[φ])⊗OF˜t) = h
0(F ′[φ])− 2 = pg − 1− 2 = pg − 3 ≥ 1.
Setting F := b∗(F˜ ) we have the identification b
∗(JZ(F )) = OX˜(F˜ ), where JZ is the ideal sheaf of the
indeterminacy locus Z of γ. Hence we obtain
H0((b∗(F ′[φ])(−F˜ )) = HomOX˜ (OX˜(F˜ ), b
∗(F ′[φ])) = HomOX˜ (b
∗(JZ(F )), b
∗(F ′[φ])) =
HomOX (JZ(F ), b∗(b
∗(F ′[φ]))) = HomOX (JZ(F ),F
′
[φ]) = HomOX (OX(F ),F
′
[φ]),
where the third equality uses the adjoint property of the functors b∗, b∗. Thus we obtain a nonzero
morphism
OX(F ) −→ F
′
[φ].
Since h0(OX(F )) ≥ h0(JZ(F )) = h0(b∗(OX˜(F˜ ))) = h
0(O
X˜
(F˜ )) = 2, the above morphism gives rise to
two linearly independent global sections of F ′[φ] which are proportional. In view of Proposition 2.13, 3),
this means that there exist linearly independent ψ, ψ′ ∈ H0(OX(KX)) such that φ, ψ, ψ′ are linearly
independent and α
′(3)
η (φ, ψ, ψ′) = 0 and this is contrary to Proposition 2.12, 5), (ii). ✷
Once we know that Σ in the diagram (2.36) is a surface, the P1-bundle P(U|Σ) over it is a 3-fold. The
image of P(U|Σ) ⊂ Gr(1,P(H
0(F ′[φ])
∗))× P(H0(F ′[φ])
∗) under the projection to P(H0(F ′[φ])
∗) ∼= Ppg−2
is irreducible and spans Ppg−2. Hence it must be at least of dimension 2. Furthermore, the dimension 2
can only occur if Ppg−2 is a plane, i.e. pg = 4. Thus the image of γ˜ : Y = P(F ′∗[φ])−− → P(H
0(F ′[φ])
∗)
is a 3-dimensional irreducible variety, provided pg ≥ 5. This completes the proof of part 2).
In the part 3) of the proposition the first identification from the left is obvious, the second comes
from π∗(OY (1)) = F ′[φ] and the third is Proposition 2.13, 2).
We now assume pg ≥ 5. By 2) of the proposition the image γ˜(Y ) of γ˜ is a 3 dimensional ir-
reducible subvariety of P(H0(F ′[φ])
∗). Hence for a general hyperplane H˜ψ , the hyperplane section
Hψ = H˜ψ
⋂
γ˜(Y ) is a reduced irreducible surface. Our task is to identify that surface as the image of
the map defined by the linear system |Im(α
′(3)
η (φ,ψ,•))|.
By Proposition 2.13, 3), for a general ψ ∈ H0(OX(KX)) linearly independent of φ, we have the
identification
Im(α′(3)η (φ,ψ,•))
∼= H0(IZfψ (2KX − 2E − E0)), (2.37)
where fψ is the global section of F ′[φ] corresponding to ψ under the first isomorphism from the right in
(2.33), Zfψ = (fψ = 0) and IZfψ is the ideal sheaf of Zfψ . By the identification H
0(F ′[φ])
∼= H0(OY (1))
in (2.33), the section fψ corresponds to a global section of OY (1) which we denote by sψ. The divisor
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Dsψ = (sψ = 0) is a reduced irreducible surface
5 in Y which is mapped by γ˜ onto the hyperplane
section Hψ , i.e., the rational map γ˜|Dsψ : Dsψ − − → Hψ is defined by ODsψ (1), the restriction of
OY (1) to Dsψ . Furthermore, the invertible sheaf ODsψ (1) is related to IZfψ (2KX − 2E − E0) by the
following isomorphism
π∗(ODsψ (1))
∼= IZfψ (2KX − 2E − E0). (2.38)
This is seen by taking the exact sequence
0 // OY
sψ
// OY (1) // ODsψ (1)
// 0
on Y and applying to it the direct image π∗ to obtain the exact sequence
0 // OX
fψ
// F ′[φ]
// π∗(ODsψ (1))
// 0,
which is the Koszul sequence of (F ′[φ], fψ). Hence the identification (2.38). This identification combined
with (2.37) implies that the linear system |H0(IZfψ (2KX−2E−E0))| defines a rational map X−− →
Hψ. Since Hψ is 2-dimensional and the linear system |H0(IZfψ (2KX − 2E − E0))| has no fixed part,
we deduce that |H0(IZfψ (2KX − 2E − E0))| is not composed of pencil and its general member is
irreducible. ✷
§ 3 Sheaves F[φ] and F
′
[φ]
Set U to be the subset of P(H0(OX(KX))) parametrizing global sections of Tη without zeros. By
Proposition 2.4 this is a Zariski dense open subset of P(H0(OX(KX))). In view of Lemma 2.9, 2),
the same open subset parametrizes global sections of T ′η without zeros. By Proposition 2.6, 3), (resp.
Proposition 2.13, 3)) that set also parametrizes the sheaves F[φ] (resp. F
′
[φ]) which are locally free. We
will need some further properties of these sheaves.
Proposition 3.1 For [φ] ∈ U the locally free sheaf F[φ] (resp. F
′
[φ]) admits the following inclusions
ΩX(−E) →֒ F[φ] →֒ ΩX(KX − E) ( resp. P →֒ F
′
[φ] →֒ P(KX)),
where P is as in the extension sequence (2.23). Furthermore, those inclusions can be completed to the
following exact sequences:
0 // ΩX(−E) // F[φ] // OCφ(KX) // 0
0 // F[φ] // ΩX(KX − E) // OCφ(2KX − 2E) // 0,
0 // P // F ′[φ] // OCφ(KX) // 0
0 // F ′[φ] // P(KX) // OCφ(2KX − 2E − E0) // 0,
(3.1)
5Dsψ is birationally isomorphic toX - the projection pi restricted to Dsψ exhibits that surface as the blow-up
of X along Zfψ .
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where Cφ = (φ = 0). In addition, the two pairs of exact sequences are related by the following
commutative diagrams
0

0

0 // P //

F ′[φ] //

OCφ(KX) // 0
0 // ΩX(−E) //

F[φ] //

OCφ(KX) // 0
L

L

0 0
(3.2)
0

0

0

0 // F ′[φ] //

P(KX) //

OCφ(2KX − 2E − E0) //

0
0 // F[φ] //

ΩX(KX − E) //

OCφ(2KX − 2E) //

0
0 // L //

L ⊗OX(KX)

// OCφ·E0(2KX − 2E) //

0
0 0 0
(3.3)
Proof. Consider the Koszul sequence defined by the section αη(φ)
0 // OX
αη(φ)
// Tη
∧αη(φ)
//
∧2 Tη ∧αη(φ)// OX(2KX − 2E) // 0.
For αη(φ) with no zeros the above complex is exact. From this it follows that F[φ], the cokernel of the
first morphism on the left, is isomorphic to the kernel of the second arrow from the right. Namely, the
above Koszul complex breaks into the following two short exact sequences
0 // OX
αη(φ)
// Tη // F[φ] // 0
0 // F[φ] //
∧2
Tη
∧αη(φ)
// OX(2KX − 2E) // 0.
(3.4)
Combining the first sequence with the defining extension sequence in (2.6) gives the diagram
0

ΩX(−E)
 ''◆◆
◆◆
◆◆
◆
0 // OX
αη(φ)
//
φ ''◆◆
◆◆
◆◆
◆ Tη
//

F[φ]
// 0
OX(KX)

0
(3.5)
where the slanted arrow in the lower left corner of the diagram is the multiplication by the section φ
of OX(KX). Hence the slanted arrow in the upper right corner of the diagram can be completed to
the first exact sequence in (3.1).
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Combining the second exact sequence in (3.4) with the second exterior power of (2.6) gives rise to
the diagram
0

OX(KX − 2E)

φ
**❯❯❯
❯❯❯
❯❯❯
0 // F[φ] //
((◗◗
◗◗
◗◗
◗◗
∧2
Tη
∧αη(φ)
//

OX(2KX − 2E) // 0
ΩX(KX −E)

0
(3.6)
where the slanted arrow in the upper part of the diagram is the multiplication by φ. Hence the slanted
arrow in the lower part can be completed to the second exact sequence in (3.1).
Repeating the same argument for the global section α′η(φ) of T
′
η one obtains the assertions involving
F ′[φ].
The diagrams (3.2) and (3.3) are obtained by exploiting the diagram (2.24) and the exact sequences
in (3.1). ✷
Corollary 3.2 Let F[φ] and F
′
[φ] be as in Proposition 3.1. Then the following hold.
1) The restriction of F[φ] to Cφ fits into the exact sequence
0 // OCφ(KX − 2E) // F[φ] ⊗OCφ // OCφ(KX) // 0.
2) The restriction of F ′[φ] to Cφ fits into the exact sequence
0 // OCφ(KX − 2E − E0) // F
′
[φ] ⊗OCφ
// OCφ(KX) // 0.
3) The two exact sequences above are related by the commutative diagram
0

0

0 // OCφ(KX − 2E − E0) //

F ′[φ] ⊗OCφ
//

OCφ (KX)
// 0
0 // OCφ(KX − 2E) //

F[φ] ⊗OCφ
//

OCφ (KX)
// 0
OCφ·E0(KX − 2E)

L ⊗OCφ

0 0
Proof. The sequence in 1) (resp. 2)) follows from the epimorphism in the first (resp. third) exact
sequence in (3.1) restricted to Cφ and the fact that det(F[φ]) = OX(2KX − 2E) (resp. det(F
′
[φ]) =
OX(2KX − 2E − E0), see Proposition 2.6, 1) (resp. Proposition 2.13, 1)).
The diagram in 3) is obtained from restricting (3.2) to Cφ and and then using 1) and 2). ✷
§ 4 The condition of isotropy of ξ
We return to the cohomology class ξ in the kernel of the cup-product (0.3) fixed at the outset and
explain how the isotropy condition with respect to the quadratic form δX in (0.4) enters the study of
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the extension (0.8). For this we recall the commutative triangle
Sym2(H1(ΘX))
δX //
p(2) ++❱❱
❱❱❱
❱❱❱
❱
H2(OX(−KX)
m∗2
tt❤❤❤❤
❤❤❤
❤❤
(Sym2(H0(OX(KX))))∗
discussed in the introduction, see (0.6) for notation.
The fact that ξ lies in the kernel of the cup-product p implies that p(2)(ξ2) = 0. The commutativity
of the diagram above implies that δX(ξ
2) ∈ H2(OX(−KX)) is in the kernel of m∗2. For our purposes
it is better to write that map in the following form
H2(OX(−KX)) −→ H
0(OX(KX))
∗ ⊗H0(OX(KX))
∗ ∼= H0(OX(KX))
∗ ⊗H2(OX), (4.1)
where the second identity comes from the Serre duality H0(OX(KX))∗ ∼= H2(OX). The kernel of this
map can now be identified with a certain Koszul cohomology. Namely, set W = H0(OX(KX)) and
consider the exact Koszul complex
0 // OX(−KX) // W ∗ ⊗OX //
∧2
W ∗ ⊗OX(KX) //
∧3
W ∗ ⊗OX(2KX) // · · ·
From the spectral sequence associated to this complex one deduces the isomorphism
d3 : E
0,2
3 −→ E
3,0
3 , (4.2)
where the term E0,23 = E
0,2
2 = E
0,2
1 is the kernel of the map in (4.1), while the term on the right is
the Koszul cohomology group alluded to above. More precisely, the group E3,03 = E
3,0
2 = E
3,0
1 is the
quotient of the space of Koszul cocycles, i.e. linear maps
γ :
∧3
W −→ H0(OX(2KX))
subject to the cocycle relation
φ′′′γ(φ, φ′, φ′′)−φ′′γ(φ, φ′, φ′′′)+φ′γ(φ, φ′′, φ′′′)−φγ(φ′, φ′′, φ′′′) = 0, ∀φ, φ′, φ′′, φ′′′ ∈ W = H0(OX(KX)),
by the space of Koszul coboundaries, the cocycles γ of the form γ = dKosz(b), where b is a linear map
b :
∧2
W −→ H0(OX(KX)) and dKosz is the Koszul differential given by the formula
dKosz(b)(φ, φ
′, φ′′) = φ′′ b(φ, φ′)− φ′ b(φ, φ′′) + φ b(φ′, φ′′),
for every φ, φ′, φ′′ ∈ H0(OX(KX)).
Let us now see how to attach a Koszul cocycle as above to ξ by using the extension construction.
This exploits the parametrization α in (0.10). Namely, for every triple φ, φ′, φ′′ ∈ H0(OX(KX)) we
set α(3)(φ, φ′, φ′′) to be the image of the exterior product α(φ)∧α(φ′)∧α(φ′′) ∈
∧3
H0(Tξ) under the
natural homomorphism ∧3
H0(Tξ) −→ H0(
∧3 Tξ) = H0(OX(2KX)).
This way we obtain the linear map
α(3) :
∧3
H0(OX(KX)) −→ H0(OX(2KX)).
To see that this is a Koszul cocycle we take the second exterior power of the extension sequence (0.8)
tensored with OX(KX)
0 // OX(2KX)
∧2i//
∧2 Tξ(KX) // ΩX(2KX) // 0
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and observe the following relation of global sections of
∧2 Tξ(KX)
φ′′α(2)(φ, φ′)− φ′α(2)(φ, φ′′) + φα(2)(φ′, φ′′) = ∧2i(α(3)(φ, φ′, φ′′)) (4.3)
for every triple φ, φ′, φ′′ ∈ H0(OX(KX)) and where α(2)(ψ, ψ′) stands for the image of the exterior
product α(ψ) ∧ α(ψ′) under the natural homomorphism
∧2
H0(Tξ) −→ H0(
∧2 Tξ).
The above formula is essentially the standard expansion of the determinant of a 3×3matrix with respect
to one of its columns. From the point of view of Koszul cohomology, the formula exhibits the cochain
α(3) ∈
∧3
W ∗ ⊗ H0(OX(2KX))
∧2i
→֒
∧3
W ∗ ⊗ H0(
∧2 Tξ(KX)) as a Koszul coboundary with values
in H0(
∧2 Tξ(KX)). This immediately implies that α(3) is a cocycle (with values in H0(OX(2KX))).
However, there seems to be no reason for α(3) to be a coboundary with values in H0(OX(2KX)). This
occurs precisely when ξ is isotropic, i.e. δX(ξ
2) = 0.
Lemma 4.1 δX(ξ
2) = 0 iff the cocycle α(3) ∈
∧3
W ∗ ⊗H0(OX(2KX)) is a coboundary.
Proof. This is a restatement of the fact that d3 in (4.2) is an isomorphism and the identification
E3,03 = E
3,0
1 =
ker
(∧3W ∗ ⊗H0(OX(2KX)) −→ ∧4W ∗ ⊗H0(OX(3KX)))
im
(∧2
W ∗ ⊗H0(OX(KX)) −→
∧3
W ∗ ⊗H0(OX(2KX))
) .
✷
From now on we assume that the cohomology class ξ is isotropic with respect to the quadratic
form δX . According to the above lemma we can write α
(3) as a Koszul coboundary, i.e. there is a
linear map
l :
∧2W −→ H0(OX(KX))
such that
α(3)(φ, φ′, φ′′) = φ′′l(φ, φ′)− φ′l(φ, φ′′) + φ l(φ′, φ′′), (4.4)
for every triple φ, φ′, φ′′ ∈ W . Substituting this into the formula (4.3) gives the following relation of
global sections of
∧2 Tξ(KX)
φ′′
(
α(2)(φ, φ′)− l(φ, φ′)j
)
− φ′
(
α(2)(φ, φ′′)− l(φ, φ′)j
)
+ φ
(
α(2)(φ′, φ′′)− l(φ, φ′)j
)
= 0, (4.5)
for every triple φ, φ′, φ′′ ∈ W and where j is the global section of
∧2 Tξ(−KX) corresponding to the
monomorphism ∧2i : OX(KX) −→
∧2 Tξ.
The above relation means that for every triple φ, φ′, φ′′ ∈ W the global sections {α(2)(φ, φ′) −
l(φ, φ′)j, α(2)(φ, φ′′) − l(φ, φ′)j, α(2)(φ, φ′) − l(φ, φ′)j} of
∧2 Tξ(KX) fail to generate that sheaf every-
where. This eventually will be exploited to arrive to a contradiction with the generic global generation
of Tξ. The direct approach, however, fails because of the possible presence of the 1-dimensional part
of the degeneracy locus D1ξ as well as the fixed part of linear systems |Im(α
(3)(φ, φ′, •)|. We have seen
how to get rid of those loci by replacing ξ by a cohomology class η′ ∈ H1(P(−KX)), see Proposition
2.12 for notation and precise statement. But in this replacement the isotropy condition for η′ might
be lost. Our next task is to examine such a possibility. In fact, we will be concerned with a somewhat
different though closely related question. Namely, as in the case of ξ, we will attach to η′ a Koszul
cocycle and investigate how far it is from being a Koszul coboundary. This will lead us to the question
of deforming the cochain l in (4.4).
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§ 5 Deforming the Koszul cochain in (4.4)
We recall the parametrization
α′η : H
0(OX(KX)) −→ H
0(T ′η )
introduced in Lemma 2.9, 2), and the higher order products α
′(k)
η , for k = 2, 3, in (2.26). Our study
will focus on the triple product
α
′(3)
η :
∧3
(H0(OX(KX))) −→ H0(
∧3 T ′η ) = H0(OX(2KX − 2E − E0))) (5.1)
defined by sending the exterior product φ∧φ′∧φ′′ to α
′(3)
η (φ, φ′, φ′′), the image of the exterior product
α′η(φ) ∧ α
′
η(φ
′) ∧ α′η(φ
′′) under the natural homomorphism
∧3
(H0(T ′η )) −→ H
0(
∧3 T ′η ) = H0(OX(2KX − E′)),
where E′ := 2E + E0.
As in the case of α(3), the map α
′(3)
η is a Koszul cocycle due to the determinantal formula
α′(3)η (φ, φ
′, φ′′) · h = φ′′α′(2)η (φ, φ
′)− φ′α′(2)η (φ, φ
′′) + φα′(2)η (φ
′, φ′′),
where h stands for the global section of
∧2 T ′η (−(KX − E′)) corresponding to the monomorphism in
the exact sequence
0 // OX(KX − E
′) //
∧2 T ′η // P(KX) // 0.
This sequence is the second exterior power of the extension sequence (2.31) defined by η′, see Propo-
sition 2.12, 4).
We wish to understand how far the Koszul cocycle α
′(3)
η is from being a Koszul coboundary. Our
considerations begin by comparing the cocycles α(3) and α
′(3)
η . This is given by the formula
α(3) = τ2Eα
(3)
η = τ
2
Eeα
′(3)
η ,
where the first and the second equalities are (2.15) and (2.27) respectively and e is a global section
of OX(E1) defining E0. Denoting by e′ = τ2Ee a global section of OX(2E + E1) corresponding to the
divisor E′(= 2E + E0) in |2E + E1|, we record the above identity as follows:
α(3) = e′α′(3)η . (5.2)
We know that the condition of isotropy of ξ means that α(3) is a Koszul coboundary
dKosz(l) = α
(3) = e′α′(3)η , (5.3)
where l :
∧2H0(OX(KX)) −→ H0(OX(KX)) is a linear map. This linear map is not unique and the
ambiguity is given by dKosz(f), for any linear form f : H
0(OX(KX)) −→ H0(OX). This is important
since we are able to deform l to take into account the divisor E′. Throughout the subsequent discussion
we assume that E′ 6= 0, otherwise α(3) = α
′(3)
η and there is nothing to modify.
Lemma 5.1 If the canonical image of X has no rational normal curves Γ of degree dΓ ≤ (pg − 1),
then there exists f : H0(OX(KX)) −→ H
0(OX) ∼= C such that
l = e′1m+ dKosz(f), (5.4)
where (e′1 = 0) = E
′
1 is a component of E
′ such that the reduced divisor (E′1)red equals E
′
red, the reduced
part of E′, and m :
∧2
H0(OX(KX)) −→ H0(OX(KX −E′1)) is a linear map. Furthermore, the image
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Im(m) of m corresponds to the linear subsystem |Im(m)| of |KX − E′1| with at most 0-dimensional
base locus.
In addition, the cocycle α
′(3)
η is subject to the following coboundary condition
e′0α
′(3)
η = dKosz(m) (5.5)
where e′0 is defined by the relation e
′ = e′1e
′
0.
Proof. We start with the Koszul relation in (5.3)
dKosz(l)(φ, φ
′, φ′′) = φ′′l(φ, φ′)− φ′l(φ, φ′′) + φ l(φ′, φ′′) = α(3)(φ, φ′, φ′′) = e′α′(3)η (φ, φ
′, φ′′), (5.6)
holding for any triple φ, φ′, φ′′ ∈ H0(OX(KX)). To define our deformation of l we examine the
restriction of (5.6) to the complete intersection of the divisor E′red with the divisors of the canonical
linear system |KX |. Namely, for every φ ∈ H0(OX(KX)) with the divisor Cφ = (φ = 0) having no
components in common with E′red, we restrict the above relation to the complete intersection subcheme
∆E′
red
,φ = Cφ ·E
′
red to obtain
[φ′′ l(φ, φ′)− φ′ l(φ, φ′′)]|∆E′
red
,φ
= 0. (5.7)
Write E′red =
∑N
k=1 Γk, the decomposition of E
′
red into its irreducible components Γk’s. Then
∆E′
red
,φ = Cφ · E
′
red =
N∑
k=1
Cφ · Γk.
We choose Cφ smooth so that all complete intersections Cφ ·Γk are distinct points in the smooth part
of E′red =
∑N
k=1 Γk, and in general position in each linear span Πk of Γk in P(H
0(OX(KX))∗).
Let ΠE′
red
be the linear span of E′red. The hyperplane Hφ of P(H
0(OX(KX))∗) corresponding to
φ intersects ΠE′
red
along the hyperplane ΠE′
red
,φ spanned by the 0-dimensional subscheme ∆E′
red
,φ ⊂
ΠE′
red
,φ. Observe:
deg(∆E′
red
,φ) =
N∑
k=1
deg(Γk) >
N∑
k=1
dim(Πk) ≥ dim(ΠE′
red
), (5.8)
where the first inequality uses the condition that none of the curves Γk can be a rational normal curve
in its linear span Πk. The resulting inequality
deg(∆E′
red
,φ) > dim(ΠE′
red
) (5.9)
will be used shortly in the proof of Claim 5.2 below.
The projective space ΠE′
red
,φ is the projectivization of the vector space Λ, whose dual Λ
∗ is defined
as follows:
Λ∗ = H0(OX(KX))/(e
′
rH
0(OX(KX − E
′
red)) +Cφ),
where (e′r = 0) = E
′
red.
From the equation (5.7) it follows that l(φ, •) defines an endomorphism
lφ : Λ
∗ −→ Λ∗,
where lφ(v) = l(φ, v˜) mod
(
e′rH
0(OX(KX − E′red)) +Cφ
)
, for every v ∈ Λ∗ and where v˜ is any lift of
v to H0(OX(KX)). The essential observation is the following.
Claim 5.2 The endomorphism lφ is a multiple of identity.
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Let us assume this and complete the proof of the lemma. According to Claim 5.2 we have lφ = λidΛ∗
for some constant λ. Set f(φ) = −λ. Then we have
l(φ, ψ) + f(φ)ψ ∈ e′rH
0(OX(KX − E
′
red)) +Cφ, ∀ψ ∈ H
0(OX(KX)).
This implies that there is a unique linear function f : H0(OX(KX)) −→ C and a unique linear map
m(φ, ψ) : H0(OX(KX)) −→ H0(OX(KX − E′red) such that
l(φ, ψ) + f(φ)ψ = e′rm(φ, ψ) + f(ψ)φ, ∀ψ ∈ H
0(OX(KX)).
Substituting these expressions into (5.6) we deduce
φ[l(φ′, φ′′)− f(φ′′)φ′ + f(φ′)φ′′] ∈ e′rH
0(OX(KX − E
′
red)), ∀φ
′, φ′′ ∈ H0(OX(KX)).
Since φ does not vanish on any irreducible component of E′red, we deduce
l(φ′, φ′′)− f(φ′′)φ′ + f(φ′)φ′′ ∈ e′rH
0(OX(KX − E
′
red)), ∀φ
′, φ′′ ∈ H0(OX(KX)).
Thus there is a unique linear map
mE′
red
:
∧2H0(OX(KX)) −→ H0(OX(KX − E′red))
such that
l(φ′, φ′′) = f(φ′′)φ′−f(φ′)φ′′+e′rmE′red(φ
′, φ′′) = dKosz(f)(φ
′, φ′′)+e′rmE′red(φ
′, φ′′), ∀φ′, φ′′ ∈ H0(OX(KX)).
Hence the coboundary l has the form
l = dKosz(f) + e
′
rmE′red . (5.10)
Substituting into (5.3) gives the relation
e′α′(3)η = dKosz(l) = dKosz(dKosz(f) + e
′
rmE′red) = e
′
rdKosz(mE′red). (5.11)
Let B = (e′B = 0) be the fixed part of the linear subsystem |Im(mE′red)| ⊂ |KX −E
′
red|. Then the
coboundary mE′
red
has the form
mE′
red
= e′Bm,
where m :
∧2
H0(OX(KX)) −→ H0(OX(KX −E′red−B)) determines the linear subsystem |Im(m)| ⊂
|KX − E′red −B| which is fixed part free. Thus the Koszul relation (5.11) becomes
e′α′(3)η = e
′
rdKosz(mE′red) = e
′
rdKosz(e
′
Bm) = e
′
re
′
BdKosz(m).
Since the linear subsystem |Im(α
′(3)
η )| is fixed part free, see Lemma 2.11, the equation above implies
that the divisor E′red +B = (e
′
re
′
B = 0) is a component of E
′ = (e′ = 0). Thus setting e′1 := e
′
re
′
B, the
cochain l in (5.10) becomes
l = dKosz(f) + e
′
rmE′red = dKosz(f) + e
′
re
′
Bm = dKosz(f) + e
′
1m.
Hence the equality e′α
′(3)
η = e′1dKosz(m). Dividing by e
′
1, gives the relation
e′0α
′(3)
η = dKosz(m),
where e′0 is defined by the factorization e
′ = e′1e
′
0.
All statements of the lemma are now proved. It remains to prove Claim 5.2. For this we return
to the complete intersection cycle ∆E′
red
,φ. By definition this is a set of deg(∆E′
red
,φ) distinct points
spanning the projective space ΠE′
red
,φ = P(Λ). Set π = dim(Λ) and choose the points p1, . . . , ppi in
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∆E′
red
,φ so that they span ΠE′
red
,φ. In addition, we may always choose the set {p1, . . . , ppi} so that the
hyperplanes in ΠE′
red
,φ spanned by any of its (π−1) points do not contain any other points of ∆E′
red
,φ.
With such a choice made, we let p˜1, . . . , p˜pi be vectors in Λ overlying the points p1, . . . , ppi. The vectors
{p˜1, . . . , p˜pi} form a basis of Λ and we let {v1, . . . , vpi} to be the dual basis of Λ∗. We will now compute
lφ(vi), for i = 1, . . . , π.
By definition lφ(vi) = l(φ, φi)mod
(
e′rH
0(OX(KX − E′red)) + Cφ
)
, where φi ∈ H0(OX(KX)) is
a lifting of vi. Observe, by the choice of {p1, . . . , ppi} made, the hyperplane in P(Λ) defined by φi
contains the points {pj}j 6=i and no other point of ∆E′
red
,φ, i.e., we have
φi(pj) = 0, for all j 6= i, and φi(p) 6= 0, for all p ∈ ∆E′
red
,φ \ {pj}j 6=i. (5.12)
Substituting φi for φ
′ in the equation (5.7) gives
[φ′′l(φ, φi)− φil(φ, φ
′′)]|∆E′
red
,φ
= 0, ∀φ′′ ∈ H0(OX(KX)). (5.13)
From this it follows that l(φ, φi) vanishes on the set {pj}j 6=i and hence
l(φ, φi) ≡ λiφimod
(
e′rH
0(OX(KX − E
′
red)) +Cφ
)
= λivi,
for some scalar λi ∈ C. Thus lφ(vi) = λivi, for every i. Furthermore, substituting φj for φ
′′ in (5.13),
we obtain
0 = [φj l(φ, φi)− φil(φ, φj)]|∆E′
red
,φ
= [φj(λiφi)− φi(λjφj)]|∆E′
red
,φ
= (λi − λj)[φiφj ]∆E′
red
,φ
, ∀i, j.
From (5.12) it follows that φiφj does not vanish at any point of the set ∆E′
red
,φ \ {pk}k=1,...,pi and that
set, according to the inequality (5.9), is nonempty. Hence λi = λj , for all i, j and thus lφ is a multiple
of identity as asserted in Claim 5.2. ✷
We will now draw some geometric conclusions from the coboundary relation
e′0α
′(3)
η = dKosz(m) (5.14)
in Lemma 5.1, (5.5). They all will result from the considerations of the cochain
m :
∧2
H0(OX(KX)) −→ H0(OX(KX − E′1)). (5.15)
Namely, for every nonzero φ ∈ H0(OX(KX)) we consider the linear map
m(φ, •) : H0(OX(KX)) −→ H
0(OX(KX − E
′
1)).
Lemma 5.3 Set Wφ := ker(m(φ, •)). Then the following holds.
1) Cφ ⊂Wφ and dim(Wφ) ≥ 3,
2) for φ with Cφ = (φ = 0) having no components in common with E
′
0 = (e
′
0), the restriction of
m to the subspace
∧2
Wφ takes values in the subspace e
′
0H
0(OX(KX − E′) of H0(OX(KX −E′1)). In
particular,
h0(OX(KX − E
′)) ≥ 2dim(Wφ)− 5 ≥ 1, (5.16)
for every φ with Cφ = (φ = 0) irreducible.
Proof. The inclusion Cφ ⊂ Wφ is obvious in view of the skew-symmetry of m. To see the asserted
lower bound on the dimension ofWφ, we observe that h
0(OX(KX−E
′
1)) ≤ pg−3, since by assumption
(0.2), (iii), the divisor E′1 can not be a line. From this it follows
dim(Wφ) = pg − dim(Im(m(φ, •))) ≥ pg − h
0(OX(KX − E
′
1)) ≥ pg − (pg − 3) = 3.
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For part 2), we use the coboundary relation (5.14) which gives
e′0α
′(3)
η (φ, φ
′, φ′′) = φ′′m(φ, φ′)− φ′m(φ, φ′′) + φm(φ′, φ′′)
for every triple φ, φ′, φ′′ ∈ H0(OX(KX)). Taking φ
′, φ′′ ∈Wφ in the above equation, we obtain
e′0α
′(3)
η (φ, φ
′, φ′′) = φm(φ′, φ′′). (5.17)
If, in addition, the divisor Cφ = (φ = 0) has no common components with E
′
0 = (e
′
0 = 0), the above
equation implies that m(φ′, φ′′) is a multiple of e′0, i.e. there is a unique global section σ(φ
′, φ′′) ∈
H0(OX(KX − E′)) such that m(φ′, φ′′) = e′0σ(φ
′, φ′′), for every φ′, φ′′ ∈ Wφ. Thus we obtain a linear
map
σφ :
∧2
(Wφ/Cφ) −→ H0(OX(KX − E′))
subject to the relation
α′(3)η (φ, φ
′, φ′′) = φσφ(φ
′, φ′′), ∀φ′, φ′′ ∈ Wφ. (5.18)
We now assume that Cφ is irreducible. Then according to Proposition 2.12, 5), (ii), the left side
of the equation (5.18) is nonzero for any linearly independent triple {φ, φ′, φ′′}. Hence σφ does not
vanish on any nonzero decomposable vector ψ ∧ ψ′ ∈
∧2
(Wφ/Cφ). Hence the estimate
h0(OX(KX − E
′)) ≥ dim(Im(σφ)) ≥ 2
(
dim(Wφ/Cφ)− 2
)
+ 1 = 2dim(Wφ)− 5 ≥ 1,
where the last inequality comes from 1) of the lemma. ✷
We can now strengthen the assertion in Lemma 5.1 about the linear system |Im(m)| having at
most 0-dimensional base locus.
Corollary 5.4 Assume pg ≥ 5. Then, for a general 3-dimensional subspace Π ⊂ H0(OX(KX)), the
linear system corresponding to the subspace
VΠ := {m(ψ, ψ
′)|ψ, ψ′ ∈ Π} ⊂ Im(m)
has at most 0-dimensional base locus.
Proof. Assume that every nonzero subspace VΠ gives the linear system |VΠ| with 1-dimensional base
locus. Set BΠ to be the divisorial part of that base locus. Then the divisors BΠ must move as Π
varies, since otherwise |Im(m)| has 1-dimensional base locus and this is contrary to Lemma 5.1. From
the relation e′0α
′(3)
η = dKosz(m) in (5.5) it follows that for a general Π the moving part of BΠ, call it
B′Π, must be a component of the divisor (α
′(3)
η (φ, φ′, φ′′) = 0), where {φ, φ′, φ′′} is a basis of Π. By
Proposition 2.14, 2), the divisor (α
′(3)
η (φ, φ′, φ′′) = 0) is irreducible, for a general choice of Π. Hence,
the equality
B′Π = (α
′(3)
η (φ, φ
′, φ′′) = 0) = 2KX − E
′.
On the other hand, by definition, B′Π = KX − E
′
1 −MΠ, where MΠ is the moving part of the linear
system |VΠ|. Substituting into the above equality we obtain
KX − E
′
1 −MΠ = 2KX − E
′ (5.19)
or, equivalently, KX − E′ = −E′1 −MΠ. But by Lemma 5.3, 2), the divisor (KX − E
′) is effective.
Hence E′1 =MΠ = 0. Since the reduced parts of E
′
1 and E
′ are the same, Lemma 5.1, we deduce that
E′ = 0 and this is contrary to our assumption (of course, with the divisors E′ = E′1 = MΠ = 0, the
equation (5.19) becomes KX = 2KX , i.e., KX = 0 which is impossible). ✷
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We now return to subspacesWφ in Lemma 5.3 and show how to ‘lift’ it to the level of the category
of coherent sheaves on X . More precisely, we take φ ∈ H0(OX(KX)) with Cφ a smooth curve and
α′η(φ) with no zeros and consider the morphism
βφ :
(
Wφ/Cφ
)
⊗OX −→ F
′
[φ] (5.20)
which is the composition of the inclusion
(
Wφ/Cφ
)
⊗ OX →֒ H0(F ′[φ]) ⊗ OX together with the
evaluation morphism H0(F ′[φ])⊗OX −→ F
′
[φ]. The inclusion comes from the parametrization
H0(OX(KX))/Cφ −→ H
0(F ′[φ]) (5.21)
established in Proposition 2.13, 2).
Lemma 5.5 The cokernel of βφ in (5.20) is supported on Cφ. In particular, the restriction F ′[φ]⊗OCφ
fits into the following exact sequence
0 // OCφ(KX)⊗OCφ(−Bφ) // F
′
[φ] ⊗OCφ // OCφ(KX − E
′)⊗OCφ(Bφ) // 0, (5.22)
where Bφ is an effective divisor on Cφ. Furthermore, the morphism
βφ :
(
Wφ/Cφ
)
⊗OX −→ F
′
[φ] ⊗OCφ , (5.23)
the composition of βφ with the restriction morphism F ′[φ] −→ F
′
[φ]⊗OCφ, factors through OCφ(KX)⊗
OCφ(−Bφ), i.e. there is a commutative diagram
(
Wφ/Cφ
)
⊗OX
βφ
tt✐✐✐✐
✐✐✐
✐✐
0 // OCφ(KX)⊗OCφ(−Bφ) // F
′
[φ] ⊗OCφ // OCφ(KX − E
′)⊗OCφ(Bφ) // 0.
(5.24)
In particular, Bφ is contained in the base locus of the linear subsystem |Wφ/Cφ| ⊂ |OCφ(KX)|.
Proof. For ψ ∈ H0(OX(KX)) denote by fψ the global section of F ′[φ] corresponding to the equivalence
class ψ ∈ H0(OX(KX))/Cφ under the isomorphism in (5.21). From Proposition 2.13, 3), we know
that α
′(3)
η (φ, φ′, φ′′) = fφ′ ∧fφ′′ , for all φ′, φ′′ ∈ H0(OX(KX)), where the expression on the right stands
for the image of the exterior product fφ′ ∧ fφ′′ under the map
∧2
H0(F ′φ) −→ H
0(
∧2 F ′φ) = H0(OX(2KX − E′)).
This together with the formula (5.18) imply that all global sections in the image of βφ are proportional
along Cφ. Hence the cokernel of the morphism βφ defined in (5.23) is a sheaf of rank 1 on Cφ. Factoring
out its torsion part (if nonzero), we obtain a torsion free and, hence, locally free sheaf on Cφ. Call
that sheaf M′. By construction we have the exact sequence
0 //M // F ′[φ] ⊗OCφ //M
′ // 0,
where M = OCφ(2KX −E
′)⊗M′−1, and the factorization of βφ throughM as in the diagram (5.24).
It remains to show that M (resp. M′) has the form asserted in (5.22). For this we recall the exact
sequence
0 // OCφ(KX − E
′) // F ′[φ] ⊗OCφ // OCφ(KX) // 0
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in Corollary 3.2,2). Putting this sequence together with the preceding one, we obtain the diagram
0

M
 ((❘❘
❘❘
❘❘
❘❘
0 // OCφ(KX − E
′) // F ′[φ] ⊗OCφ //

OCφ(KX) // 0
M′

0
(5.25)
The slanted arrow, obtained as the composition of the monomorphism of the column with the epimor-
phism of the row, is nonzero since on the level of global sections
H0(F ′[φ])
 ++❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳
H0(F ′[φ] ⊗OCφ) // H
0(OCφ(KX))
∼= H0(OX(KX))/Cφ
the composition (slanted) arrow is the isomorphism in Proposition 2.13, 2).
Once the morphismM−→ OCφ(KX) in the diagram (5.25) is nonzero, we identify it as a nonzero
global section, call it ρφ, of OCφ(KX) ⊗ M
−1 = OCφ(Bφ), where Bφ = (ρφ = 0). Hence M =
OCφ(KX)⊗OCφ(−Bφ) and M
′ = det(F ′[φ] ⊗OCφ)⊗M
−1 = OCφ(2KX − E
′)⊗M−1 = OCφ(KX −
E′)⊗OCφ(Bφ) as asserted in (5.22). ✷
Using the epimorphism in (5.22) we can now define a modification of F ′[φ] along the curve Cφ.
Namely, taking the composition
F ′[φ] −→ OCφ(KX − E
′)⊗OCφ(Bφ) (5.26)
of the restriction morphism F ′[φ] −→ F
′
[φ] ⊗OCφ with the epimorphism in (5.22), we define
F ′′[φ] := ker
(
F ′[φ] −→ OCφ(KX − E
′)⊗OCφ(Bφ)
)
. (5.27)
The following properties of F ′′[φ] follow immediately from the construction.
Proposition 5.6 1) F ′′[φ] is a locally free sheaf of rank 2 fitting into the following exact sequence
0 // F ′′[φ]
// F ′[φ] // OCφ(KX − E
′)⊗OCφ(Bφ) // 0. (5.28)
In particular, c1(F
′′
[φ]) = KX − E
′ and c2(F
′′
[φ]) = c2(F
′
[φ])−K
2
X + deg(Bφ).
2) The morphism βφ :
(
Wφ/Cφ
)
⊗ OX −→ F ′[φ] in (5.20) factors through F
′′
[φ] and gives an
injection
Wφ/Cφ →֒ H
0(F ′′[φ]).
We can go further and ‘promote’ Wφ to an object in the category of (short) exact complexes. For
this we recall that F ′[φ] is defined as a quotient of T
′
η in the exact sequence
0 // OX
α′η(φ)
// T ′η // F
′
[φ]
// 0,
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see (2.32). Combining this with the morphism in (5.26) gives the epimorphism
T ′η −→ OCφ(KX − E
′)⊗OCφ(Bφ) (5.29)
and we set T ′η,φ to be the kernel of that epimorphism. This gives rise to the following commutative
diagram.
0

0

0 // OX // T ′η,φ
//

F ′′[φ]
//

0
0 // OX
α′η(φ)
// T ′η //

F ′[φ]
//

0
OCφ(KX − E
′)⊗OCφ(Bφ)

OCφ(KX − E
′)⊗OCφ(Bφ)

0 0
(5.30)
The top row of the above diagram gives a realization of Wφ in the category of (short) exact complexes
of locally free sheaves on X .
§ 6 From the cochain m to subsheaves of
∧2 T ′η
In this section we show how to construct geometrically interesting subsheaves of
∧2 T ′η (E′0) from the
fact that the Koszul cocycle e′0α
′(3)
η is a coboundary. For this we write down the coboundary condition
e′0α
′(3)
η = dKosz(m) explicitly:
e′0α
′(3)
η (φ, φ
′, φ′′) = φ′′m(φ, φ′)− φ′m(φ, φ′′) + φm(φ′, φ′′), ∀φ, φ′, φ′′ ∈ H0(OX(KX)). (6.1)
On the other hand we have the determinantal formula
φ′′α′(2)η (φ, φ
′)− φ′α′(2)η (φ, φ
′′) + φα′(2)η (φ
′, φ′′) = α′(3)η (φ, φ
′, φ′′)h,
where h denotes the global section of
∧2 T ′η (−(KX −E′)) corresponding to the monomorphism in the
exact sequence
0 // OX(KX − E′) //
∧2 T ′η // P(KX) // 0,
the second exterior power of the extension sequence (2.23) defined by η′. Combining the determinantal
and the coboundary formulas together gives the following relation
e′0
(
φ′′α′(2)η (φ, φ
′)− φ′α′(2)η (φ, φ
′′) + φα′(2)η (φ
′, φ′′)
)
= φ′′m(φ, φ′)h− φ′m(φ, φ′′)h+ φm(φ′, φ′′)h,
for every triple φ, φ′, φ′′ ∈ H0(OX(KX)). This can be rewritten in the form
φ′′(e′0α
′(2)
η (φ, φ
′)−m(φ, φ′)h)− φ′(e′0α
′(2)
η (φ, φ
′′)−m(φ, φ′′)h) + φ (e′0α
′(2)
η (φ
′, φ′′)−m(φ′, φ′′)h) = 0,
(6.2)
for every triple φ, φ′, φ′′ ∈ H0(OX(KX)). The relation means that the triple of global sections
{e′0α
′(2)
η (φ, φ′) − m(φ, φ′)h, e′0α
′(2)
η (φ, φ′′) − m(φ, φ′′)h, e′0α
′(2)
η (φ′, φ′′) − m(φ′, φ′′)h} of
∧2 T ′η (E′0) fail
to generate this sheaf everywhere. This allows to construct subsheaves of
∧2 T ′η . Namely, let Π be a
3-dimensional subspace of H0(OX(KX)). Under an identification
∧2
Π ∼= Π∗ we have the linear map
Π∗ ∼=
∧2
Π −→ H0(
∧2 T ′η (E′0)),
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defined by the rule π ∧ π′ 7→ e′0α
′(2)
η (π, π′)−m(π, π′)h, for every π ∧ π′ ∈
∧2Π. This gives rise to the
morphism of sheaves
Π∗ ⊗OX ∼=
∧2
Π⊗OX −→
∧2 T ′η (E′0).
The Koszul relation (6.2) tells us that the saturation GΠ of the image of the above morphism is a
subsheaf of
∧2 T ′η (E′0) of rank at most 2.
Lemma 6.1 The subsheaf GΠ has rank 2, if the subspace α
′
η(Π) ⊂ H
0(T ′η ) generically generates T
′
η .
Proof. The result follows from the following formula
(e′0α
′(2)
η (φ, φ
′)−m(φ, φ′)h) ∧ (e′0α
′(2)
η (φ, φ
′′)−m(φ, φ′′)h) =
e′0φ
(
m(φ, φ′)α′η(φ
′′)−m(φ, φ′′)α′η(φ
′) +m(φ′, φ′′)α′η(φ)
)
,
(6.3)
where the expression on the left is viewed as a global section of
∧2 (∧2 T ′η (E′0)
)
∼= T ′η⊗det(T
′
η )(2E
′
0) =
T ′η (2KX−E
′+2E′0) = T
′
η (2KX−E
′
1+E
′
0). The formula (6.3) is in turn a consequence of the coboundary
condition (6.1) and the identities:
α′(2)η (ψ, ψ
′) ∧ α′(2)η (ψ, ψ
′′) = α′(3)η (ψ, ψ
′, ψ′′′)α′η(ψ), ∀ψ, ψ
′, ψ′′′ ∈ H0(OX(KX)),
α′(2)η (ψ, ψ
′) ∧ ρh = ρ
(
ψα′η(ψ
′)− ψ′α′η(ψ)
)
, ∀ψ, ψ′ ∈ H0(OX(KX)), ∀ρ ∈ H
0(OX(K − E
′)),
where the expressions on the left are viewed as global sections of
∧2 (∧2 T ′η
)
∼= T ′η ⊗ det(T
′
η ) =
T ′η (2KX − E
′). The above identities are easily derived from writing down the sections α′η(ψ), ψ ∈
H0(OX(KX)), in a local frame of T
′
η adapted to the extension sequence (2.23). ✷
For a 3-dimensional subspace Π in H0(OX(KX)) we define
τ(φ, φ′, φ′′) = m(φ, φ′)α′η(φ
′′)−m(φ, φ′′)α′η(φ
′) +m(φ′, φ′′)α′η(φ) (6.4)
a global section of T ′η (KX − E
′
1), for some basis {φ, φ
′, φ′′} of Π. This section, up to a nonzero scalar
multiple, is intrinsically attached to a subspace Π. Since the subsequent constructions depend only on
the homothety class of τ(φ, φ′, φ′′), we denote that section by τΠ. With this notation, the sheaf GΠ
can now be defined as the kernel of the morphism
∧2 T ′η (E′0) ∧τΠ−→ OX(3KX − E′1 − E′). (6.5)
We establish the following property of τΠ.
Lemma 6.2 The zero locus ZΠ of a nonzero τΠ is 1-dimensional.
Proof. Assume that for a general 3-dimensional subspace Π ⊂ H0(OX(KX)) the zero locus ZΠ of τΠ
is at most 0-dimensional. Choose Π ⊂ H0(OX(KX)) so that the corresponding linear subsystem |Π|
of |KX | is base point free. Then from the formula (6.3) in the proof of Lemma 6.1, it follows that the
evaluation morphism
evΠ∗ : Π
∗ ⊗OX // GΠ (6.6)
has the cokernel, call it S, supported on (e′0τΠ = 0) = E
′
0 + T , where T is the subscheme (τΠ = 0)
and the determinant det(GΠ) = OX(K + E′0). We claim that our choice of Π guaranties that T = ∅.
Indeed, consider the composition
GΠ −→ S −→ S ⊗OE′0 .
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Set G′Π := ker
(
GΠ −→ S ⊗ OE′0
)
. This is a torsion free subsheaf of GΠ of determinant det(G′Π) =
det(GΠ)(−E′0) = OX(K). Furthermore, the evaluation morphism evΠ∗ in (6.6) factors through G
′
Π
Π∗ ⊗OX // G′Π
and the cokernel ST of that morphism is supported on the subscheme T . So the above morphism can
be completed to the following exact complex
0 // OX(−KX) // Π∗ ⊗OX // G′Π
// ST // 0.
Dualizing and using the fact that Π⊗OX −→ OX(KX) is surjective we deduce that the double dual
(G′Π)
∗∗ fits into the following exact sequence
0 // OX(−KX) // Π
∗ ⊗OX // (G
′
Π)
∗∗ // 0.
This implies the equality (G′Π)
∗∗ = G′Π. Hence the cokernel ST = 0 or, equivalently, T = ∅.
Once τΠ has no zeros, the morphism in (6.5) is an epimorphism and GΠ is a part of the following
exact sequence
0 // GΠ //
∧2 T ′η (E′0) ∧τΠ// OX(3KX − 2E′1) // 0, (6.7)
This is a part of the Koszul complex of (T ′η (KX − E
′
1), τΠ) tensored with OX(−2(KX − E
′
1) + E
′
0)).
So we also have the exact sequence
0 // OX(−2(KX − E′1) + E
′
0)
τΠ // T ′η (−(KX − E
′)) // GΠ // 0. (6.8)
The immediate consequence of this is that E′ 6= 0, since otherwise H0(Tξ(−KX)) = H0(T ′η (−KX))
∼=
H0(GΠ) thus implying a nonzero global section of Tξ(−KX) and hence a splitting of the extension
sequence (0.8). So from now on we assume that the divisor E′ 6= 0.
The exact sequence (6.8) will play an important role in the rest of the argument, since it will serve
to impose serious restrictions on the divisors involved in it. We already know from Lemma 5.1 that
the linear system |KX − E
′
1| has at most 0-dimensional base locus, so the divisor (KX − E
′
1) is nef.
Thus (KX − E′1)
2 ≥ 0 and we proceed our considerations according to two possibilities:
– (KX − E′1)
2 > 0,
– (KX − E′1)
2 = 0.
Case 1: (KX − E′1)
2 > 0. This imposes
Lemma 6.3 h0(OX(KX − E′)) = 1.
Proof. By Lemma 5.3 we know that h0(OX(KX −E′)) ≥ 1. Assume h0(OX(KX −E′)) ≥ 2. Then we
write
KX − E
′ =M +N,
where M (resp. N) is the moving (resp. fixed) part of the linear system |KX − E′1|. Tensoring the
exact sequence (6.8) with OX(N) we obtain
0 // OX(−(KX − E′1)−M)
τΠ // T ′η (−M) // GΠ(N) // 0.
Since the divisor ((KX−E′1)+M) is nef and big we deduce the vanishingH
1(OX(−(KX−E′1)−M)) = 0.
Hence an isomorphism
H0(T ′η (−M))
∼= H0(GΠ(N)).
This implies that T ′η (−M) has a nonzero global section or, equivalently, a nonzero monomorpism
OX(M) −→ T
′
η .
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which is in contradiction with Proposition 2.12, 5), (iii) saying that all line subsheaves of T ′η have at
most one dimensional space of global sections. ✷
The above result imposes further restrictions on the linear map
m :
∧2
H0(OX(KX)) −→ H0(OX(KX − E′1))
found in Lemma 5.1. Namely, recall the subspaceWφ := ker(m(φ, •)), see Lemma 5.3. We can be now
more precise about it.
Lemma 6.4 1) For every φ ∈ H0(OX(KX)) with Cφ = (φ = 0) irreducible, the subspace Wφ ⊂
H0(OX(KX)) is 3-dimensional.
2) h0(OX(KX − E′1)) = pg − 3, i.e. E
′
1 is contained in a plane.
Proof. Combining the inequality (5.16) with the equality h0(OX(KX − E′)) = 1 of Lemma 6.4 gives
the estimate
1 = h0(OX(KX − E
′) ≥ 2dim(Wφ)− 5
from which we deduce dim(Wφ) ≤ 3. This together with the lower bound dim(Wφ) ≥ 3, see Lemma
5.3, 1), give the equality dim(Wφ) = 3.
From 1) of the lemma we deduce
h0(OX(KX − E
′
1)) ≥ dim(Im(m(φ, •)) = pg − dim(Wφ) = pg − 3.
Since E′1 can not be a line in view of (0.2), (iii), the above inequality must be equality and hence E
′
1
is contained in a plane. ✷
We are now in a position to show that the subspaceWφ intersects the subspace e
′
0H
0(OX(KX−E′0))
nontrivially.
Lemma 6.5 The intersection Wφ
⋂
e′0H
0(OX(KX − E′0)) is nonzero.
Proof. Let σ0 be a generator of H
0(OX(KX −E′)). The multiplication of the exact sequence (6.8) by
σ0 implies that all global sections in GΠ(KX −E′) are of the form τΠ ∧H0(T ′η ). Using this observation
for the global section (e′0α
′(2)
η (φ, φ′)−m(φ, φ′)h) used in defining GΠ, we obtain the equation
σ0(e
′
0α
′(2)
η (φ, φ
′)−m(φ, φ′)h) = τΠ ∧ α
′
η(ψ),
for a unique nonzero ψ ∈ H0(OX(KX)). Taking the exterior product (on the right) with α′η(ψ), we
obtain
σ0(e
′
0α
′(3)
η (φ, φ
′, ψ)−m(φ, φ′)ψ) = 0
or, equivalently,
e′0α
′(3)
η (φ, φ
′, ψ) = m(φ, φ′)ψ. (6.9)
This means that m(φ, φ′)ψ vanishes on the divisor E′0 = (e
′
0 = 0). The fact that the linear system
|Im(m)| has no fixed part, see Lemma 5.1, insures that for a generally chosen φ, φ′ ∈ H0(OX(KX)),
the section m(φ, φ′) does not vanish on any component of E′0. Hence ψ must be a multiple of e
′
0, i.e.
ψ ∈ e′0H
0(OX(KX − E′0)). Furthermore, we claim that the equation (6.9) implies that m(φ, ψ) = 0.
Indeed, substituting for the left hand side the Koszul coboundary expression in (6.1) we deduce
φm(φ′, ψ)− φ′m(φ, ψ) = 0.
Since φ and φ′ have no components in common, the above can only occur for m(φ, ψ) = m(φ′, ψ) = 0.
Hence ψ is a nonzero element in the intersection e′0H
0(OX(KX − E′0))
⋂
Wφ. ✷
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Let x be a nonzero element of Wφ
⋂
e′0H
0(OX(KX −E′0)). Then the coboundary relation (6.1) for
φ, x, and an arbitrary φ′ ∈ H0(OX(KX)) reads
e′0α
′(3)
η (φ, φ
′, x) = xm(φ, φ′) + φm(φ′, x).
Since x is a multiple of e′0 and φ is general and hence does not vanish on any component of E
′
0 = (e
′
0 =
0), the above relation tells us that m(φ′, x) ∈ H0(OX(KX −E′1)) is a multiple of e
′
0 as well. So, upon
fixing a generator σ0 of the one dimensional space H
0(OX(KX − E
′)), we obtain a linear function
tx : H
0(OX(KX)) −→ C such that
m(φ′, x) = tx(φ
′)e′0σ0, ∀φ
′ ∈ H0(OX(KX)).
From this it follows
dim(Wx) ≥ pg − 1, (6.10)
where Wx := ker(m(•, x)).
For any ψ, ψ′ ∈Wx the coboundary formula (6.1) gives
e′0α
′(3)
η (ψ, ψ
′, x) = xm(ψ, ψ′) = e′0pxm(ψ, ψ
′),
where px ∈ H0(OX(KX − E′0)) is such that x = e
′
0px. Hence the formula
α′(3)η (ψ, ψ
′, x) = pxm(ψ, ψ
′), ∀ψ, ψ′ ∈Wx.
This tells us that the global sections α′η(ψ), α
′
η(ψ
′), α′η(x) are algebraically dependent along the
divisor Dx = (px = 0) ∈ |KX − E′0|, for any ψ, ψ
′ ∈ Wx. This in turn implies that α′η(ψ), α
′
η(ψ
′),
α′η(ψ
′′) are algebraically dependent along Dx, for all ψ, ψ
′, ψ′′ ∈Wx, or, equivalently, α
′(3)
η (ψ, ψ′, ψ′′) =
pxσ(ψ, ψ
′, ψ′′), for a unique σ(ψ, ψ′, ψ′′) ∈ H0(OX(KX − E′1)). This gives a linear map
σ :
∧3
Wx −→ H0(OX(KX − E′1))
determined by the rule ψ ∧ ψ′ ∧ ψ′′ 7→ σ(ψ, ψ′, ψ′′).
Fix ψ ∈ Wx so that Cψ = (ψ = 0) is irreducible6 and consider the linear map
σ(ψ, •, •) :
∧2Wx −→ H0(OX(KX − E′1)).
From the relation α
′(3)
η (ψ, ψ′, ψ′′) = pxσ(ψ, ψ
′, ψ′′) and Proposition 2.12, 5), (ii), the kernel of this
map misses all decomposable tensors ψ′ ∧ ψ′′ in
∧2
(Wx/Cψ). Hence the estimate
pg−3 = h
0(OX(KX−E
′
1)) ≥ dim(Im(σ(ψ, •, •))) ≥ 2(dim(Wx/Cψ)−2)+1 ≥ 2(pg−4)+1 = 2pg−7,
where the third inequality comes from (6.10). The inequality implies that pg = 4. But then X is a
smooth quintic in P3 and the condition (0.2), (iii), implies that the canonical linear system |KX | has
no reducible members7. This forces E′ = E′1 = KX and contradicts (KX − E
′
1)
2 > 0.
Case 2: (KX − E′1)
2 = 0. We claim the following.
Lemma 6.6 OX(KX − E′1) = OX and pg = 4.
Proof. Assume KX − E′1 6= 0. Then the linear system |KX − E
′
1| is base point free and defines a
surjective morphism f : X −→ P1 with connected fibres such that KX −E′1 = aF , where F is the class
of a fibre of f and a is a positive integer.
6this is possible since the linear subsystem |Wx| ⊂ |KX | has at most one base point in view of the estimate
(6.10).
7see a more general argument on p. 52 ruling out all quintic surfaces.
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Our argument turns on the property of the sheaf T ′η recorded in Proposition 2.12, 5), (ii):
α
′(3)
η (φ, φ′, φ′′) 6= 0 as long as the linear system defined by C{φ, φ′, φ′′} is 2-dimensional and has
at most 0-dimensional base locus. This implies in particular that for a general φ ∈ H0(OX(KX)),
the sheaf F ′[φ] can not have a subsheaf of rank 1 with at least 2-dimensional space of global sections.
Indeed, otherwise F ′[φ] has two linearly independent global sections fφ′ and fφ′′ which are proportional,
i.e. fφ′ ∧ fφ′′ = 0 as a global section of det(F ′[φ]), and then 0 = fφ′ ∧ fφ′ = α
′(3)
η (φ, φ′, φ′′).
With the above remark in mind, we start with F ′[φ], for a general φ ∈ H
0(OX(KX)), and recall its
modification F ′′[φ] along the curve Cφ = (φ = 0). This is given by the exact sequence
0 // F ′′[φ]
// F ′[φ]
// OCφ(KX − E
′)⊗OCφ(Bφ) // 0 ,
see Proposition 5.6, (5.28). According to that proposition, F ′′φ is a locally free sheaf of rank 2 subject
to:
c1(F
′′
φ ) = KX − E
′ = KX − E
′
1 − E
′
0 = aF − E
′
0.
Furthermore, Proposition 5.6, 2), tells us that H0(F ′′φ ) contains a subspace isomorphic to Wφ/Cφ,
where Wφ is the kernel of the homomorphism
m(φ, •) : H0(OX(KX)) −→ H
0(OX(KX − E
′
1)).
Hence the estimate
h0(F ′′φ ) ≥ dim(Wφ/Cφ) ≥ pg − 1− h
0(OX(KX − E
′
1)) ≥ pg − 1− (pg − 3) = 2, (6.11)
where the last inequality uses the upper bound
h0(OX(KX − E
′
1)) ≤ pg − 3 (6.12)
imposed by the condition that E′1 can not be a line. We claim that the equality must hold. Indeed, if
the inequality above is strict, then the estimate (6.11) implies
h0(F ′′φ ) ≥ 3. (6.13)
If a general global section of F ′′φ has at most 0-dimensional zero locus, then the Koszul sequence of
such a section has the form
0 // OX // F ′′φ
// IZ(aF − E′0) // 0,
where Z is subscheme of dimension at most 0 and IZ is its ideal sheaf. Hence (aF − E′0) is effective
and the divisor E′0 must be contained in the fibers of f . Therefore, restricting the above sequence to
a smooth fibre Ft of f disjoint from Z gives
0 // OFt // F
′′
φ ⊗OFt
// OFt // 0. (6.14)
Hence h0(F ′′φ ⊗OFt) ≤ 2. This together with (6.13) imply
h0(F ′′φ (−F )) ≥ h
0(F ′′φ )− h
0(F ′′φ ⊗OFt) ≥ 3− 2 = 1.
From this and the inclusion F ′′φ →֒ F
′
φ, it follows that F
′
φ ⊗ OX(−F ) has a nonzero global section.
Equivalently, we have a monomorphism OX(F ) −→ F ′φ. This provides a a subsheaf of rank 1 of F
′
φ
with the 2-dimensional space of global sections and this, as we explained at the beginning of the proof,
contradicts Proposition 2.12, 5), (ii). So we may assume that all nonzero global sections of F ′′φ have
1-dimensional zero locus. Denote by T the rational equivalence class of the divisorial part of a nonzero
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global section of Fφ . Then we have a monomorphism OX(T ) −→ F ′′φ and h
0(OX(T )) = 1. This
means that all global sections of F ′′φ vanish along an effective nonzero divisor T . Hence h
0(F ′′φ (−T )) =
h0(F ′′φ ) ≥ 3. Furthermore, a general global section of F
′′
φ (−T ) has at most 0-dimensional zero locus.
Hence the Koszul sequence of such a section has the form
0 // OX // F ′′φ (−T )
// IZ(aF − 2T ) // 0, (6.15)
where Z is a subscheme of codimension at least 2 and IZ is its ideal sheaf. From h0(IZ(aF − 2T )) =
h0(F ′φ(−T ))− 1 ≥ 3− 1 = 2, it follows that aF − 2T = N +M , where N (resp. M) is the fixed (resp.
moving) part of the linear system |aF − 2T |. Again, the divisors T,N,M are contained in the fibres
of the morphism f : X −→ P1. Thus the restriction of (6.15) to a general smooth fibre Ft of f has the
form
0 // OFt // F
′′
φ ⊗OFt
// OFt // 0
and we deduce h0(F ′′φ ⊗OFt) ≤ 2 with the conclusion h
0(F ′′φ (−F )) ≥ 1. Thus there are global sections
of F ′′φ with a moving divisorial part which contradicts our assumptions.
We now have the equality h0(OX(KX −E′1)) = pg − 3. This means that the linear span PE′1 of E
′
1
is a plane. From this it follows that E′1 has no multiple components, since for such a component the
plane PE′1 would be the embedded tangent plane of X along that component and this is impossible in
view of the finiteness of the Gauss map of X ⊂ P(H0(OX(KX))∗), see [Z].
Next we show the equality E′1 = E
′. For this we use that KX − E′ = KX − E′1 − E
′
0 = aF − E
′
0.
Hence all irreducible components of E′0 must be contained in the fibres of f . In particular, C
2 ≤ 0 for
any irreducible component of E′0. We recall that the support of E
′ is E′1, see Lemma 5.1. Therefore, the
irreducible components of E′0 are plane curves. But then the normal sheaf OC(C) = OC((dC − 4)KX),
where dC = KX · C is the degree of C. Hence the inequality
0 ≥ C2 = dC(dC − 4)
implying dC = 3 or 4 (we are using here the condition (0.2), (iii), excluding lines and conics). But the
formula
KX = (KX − E
′
1) + E
′
1 = aF + E
′
1
shows that none of such curves can exist on X . Indeed, if there is C in E′1 with dC = 3 (i.e.,
KX · C = −C2 = 3) and which is also part of a fibre of f , the formula for KX gives
3 = KX · C = E
′
1 · C = C
2 + (E′1 − C) · C = −3 + (E
′
1 − C) · C.
Hence (E′1 − C) · C = 6 and this means that the component complementary to C is a conic which is
impossible in view of the condition (0.2), (iii). Running the same argument for dC = 4, i.e., KX ·C = 4,
C2 = 0, we obtain
4 = KX · C = E
′
1 · C = C
2 + (E′1 − C) · C = (E
′
1 − C) · C.
This means that the component complementary to C is a line and this again is in contradiction with
(0.2), (iii).
With the understanding that E′ = E′1 and KX − E
′ = KX − E′1 = aF , we return to the exact
sequence (6.8) to obtain
0 // OX(−2aF ) // T ′η (−aF ) // GΠ // 0.
Tensoring with OX((a− 1)F ) we deduce
h0(T ′η (−F )) ≥ h
0(GΠ((a− 1)F ))− h
1(OX(−(a+ 1)F )) ≥ 3a− a = 2a ≥ 2.
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Hence a nonzero morphism OX(F ) −→ T ′η which is in contradiction with Proposition 2.12, 5), (iii).
This completes the proof of the assertion OX(KX − E′1) = OX .
We now turn to the assertion pg = 4. From KX − E
′
1 = 0 and the effectiveness of KX − E
′ =
KX − E′1 − E
′
0 = −E
′
0 it follows that E
′
1 = E
′. The cochain m now is a linear map
∧2
H0(OX(KX)) −→ H
0(OX(KX − E
′
1)) = H
0(OX).
In particular, the kernel Wφ = ker(m(φ, •)) is a subspace of H
0(OX(KX)) of codimension at most 1.
Hence the inequality (5.17) reads
1 = H0(OX(KX − E
′)) ≥ 2dim(Wφ)− 5 ≥ 2(pg − 1)− 5 = 2pg − 7
or, equivalently, pg ≤ 4. The condition (0.2), (i), saying that KX is very ample gives the equality
pg = 4. ✷
From Lemma 6.6 it follows that X is a smooth quintic surface in P3. Of course, for surfaces of
degree d ≥ 4 in P3 the injectivity of the cup-product (0.3) is well known and is a consequence of
Macaulay’s theorem, see e.g [V], Theorem 18.19 and Remarque 18.30. Let us see, however, how the
situation of a quintic can be ruled out by using the extension construction.
The problem here is easy to detect: our parametrization α : H0(OX(KX)) −→ H0(Tξ) has the
property that the global sections (φ′α(φ)−φα(φ′)) of H0(Tξ(KX)), for all φ, φ′ ∈ H0(OX(KX)), lie in
the image of the injective homomorphism H0(ΩX(KX)) −→ H0(Tξ(KX)) induced by the monomor-
phism of our extension sequence (0.8) tensored with OX(KX). But it is immediately seen from the
normal sequence of X ⊂ P3 that H0(ΩX(KX)) = 0. Hence the relation
φ′α(φ) − φα(φ′) = 0, ∀φ, φ′ ∈ H0(OX(KX)).
But for φ, φ′ linearly independent and φ with Cφ = (φ = 0) irreducible the above relation tells us
that α(φ) must vanish on Cφ or, equivalently, it has the form α(φ) = φσ, where σ is a nonzero global
section of Tξ(−KX). This in turn means that the extension sequence (0.8) splits, i.e. ξ = 0.
✷
Denote by Z1Π the 1-dimensional part of the zero locus ZΠ of the global section τΠ defined in (6.4).
By Lemma 6.2 the divisor Z1Π 6= 0. We wish to understand this divisor.
Lemma 6.7 Let ΓΠ = (α
′(3)
η (φ, φ′, φ′′) = 0), for some basis {φ, φ′, φ′′} of a 3-dimensional subspace Π
of H0(OX(KX)). Then, for a general Π, the divisor Z1Π = ΓΠ and the global section τΠ has the form
τΠ = α
′(3)
η (φ, φ
′, φ′′)τ, (6.16)
where τ is a nonzero global section of T ′η (−KX + E
′
0).
Proof. Recall that for a 3-dimensional subspace Π of H0(OX(KX)) the section τΠ is defined by the
formula
τΠ = m(φ, φ
′)α′η(φ
′′)−m(φ, φ′′)α′η(φ
′) +m(φ′, φ′′)α′η(φ) (6.17)
for some basis {φ, φ′, φ′′} of Π. Taking the exterior product of τΠ with α(2)(ψ, ψ′), for ψ, ψ′ ∈ Π we
deduce that the zero locus ZΠ = (τΠ = 0) is contained in the base locus of the linear system generated
by the divisors
M(ψ, ψ′) + ΓΠ :=
(
m(ψ, ψ′)α′(3)η (φ, φ
′, φ′′) = 0
)
, ∀ψ, ψ′ ∈ Π,
where M(ψ, ψ′) = (m(ψ, ψ′) = 0). In particular, Z1Π is contained in the fixed part of the linear system
ΓΠ + |M(ψ, ψ
′)|ψ,ψ′∈Π.
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By Corollary 5.4, for a general choice of Π the linear system |M(ψ, ψ′)|ψ,ψ′∈Π is fixed part free.8 Hence
Z1Π is a component of ΓΠ. By Proposition 2.14, 3), the latter divisor is irreducible, for a general Π.
Therefore, Z1Π = ΓΠ, for a general Π, and we deduce
τΠ = α
′(3)
η (φ, φ
′, φ′′)τ,
where τ is a nonzero global section of T ′η (KX − E
′
1)⊗OX(−2KX + E
′) = T ′η (−KX + E
′
0). ✷
We are now ready to complete our argument. The first consequences of the lemma above are
• the global section τ in (6.16) is unique,
• h0(OX(KX − E
′
0)) = 1.
The second statement is immediate from Proposition 2.12, 5), (iii). For the first one, we observe
that under the homomorphism
p′0 : H
0(T ′η (−(KX − E
′
0))) −→ H
0(OX(E
′
0)) (6.18)
induced by the epimorphism in the extension sequence
0 // P // T ′η // OX(KX) // 0, (6.19)
tensored with OX(−(KX −E′0)) (see (2.31) for that sequence), the global section τ ∈ H
0(T ′η (−(KX −
E′0))) goes to e
′
0, the section defining the divisor E
′
0. This follows from applying the homomorphism
p′ : H0(T ′η ((KX − E
′
1))) −→ H
0(OX(2KX − E
′
1)),
induced by the epimorphism in (6.19) tensored with OX(KX − E′1), to the equation (6.16):
p′(τΠ) = p
′(α′(3)η (φ, φ
′, φ′′)τ) = α′(3)η (φ, φ
′, φ′′)p′0(τ), (6.20)
where p′0 is the homomorphism in (6.18). On the other hand p
′(τΠ) computed from the defining formula
(6.17) gives
p′(τΠ) = p
′
(
m(φ, φ′)α′η(φ
′′)−m(φ, φ′′)α′η(φ
′) +m(φ′, φ′′)α′η(φ)
)
=
m(φ, φ′)φ′′ −m(φ, φ′′)φ′ +m(φ′, φ′′)φ = e′0α
′(3)
η (φ, φ
′, φ′′),
where the last equality is the Koszul coboundary relation (5.5). Putting this together with (6.20) we
deduce
p′0(τ) = e
′
0.
The uniqueness of τ now follows from the injectivity of p′0, due to the fact that ker(p
′
0)
∼= H0(P(−(KX−
E′0))) = 0.
The uniqueness of τ in the formula (6.16) implies that the formula holds for all triples φ, φ′, φ′′ ∈
H0(OX(KX)). Furthermore, taking the exterior product with α
′(2)
η (φ, φ′) on the both sides of (6.16)
we obtain
m(φ, φ′)α′(3)η (φ, φ
′, φ′′) = α′(3)η (φ, φ
′, φ′′)
(
τ ∧ α′(2)η (φ, φ
′)
)
.
Hence the formula for m:
m(φ, φ′) = τ ∧ α′(2)η (φ, φ
′), ∀φ, φ′ ∈ H0(OX(KX)).
Fix a nonzero global section σ′0 of OX(KX − E
′
0) and multiply by it the above equation to obtain
σ′0m(φ, φ
′) = (σ′0τ) ∧ α
′(2)
η (φ, φ
′) = α′(3)η (φ0, φ, φ
′), (6.21)
where φ0 = e
′
0σ
′
0 and the second equality uses the identity σ
′
0τ = α
′
η(σ
′
0e
′
0) = α
′
η(φ0). But Lemma
5.3 asserts that the kernel of m(φ, •) is at least 3-dimensional. Thus we are sure to find φ′0 ∈
H0(OX(KX)), linearly independent of φ0 and φ such that m(φ, φ′0) = 0. Hence the equation (6.21)
implies α
′(3)
η (φ0, φ, φ
′
0) = 0 and, for general φ ∈ H
0(OX(KX)), this in contradiction with Proposition
2.12, 5), (ii). The proof of Theorem 0.2 is now completed.
8Corollary 5.4 requires the assumption pg ≥ 5. This is now superfluous, since in the end of the proof of
Lemma 6.2 the case pg = 4 has been ruled out.
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