We develop systematically the notions of weighted and controlled frames, including their mutual relationship. We also make the connection with frame multipliers.
Introduction
Weighted and controlled frames were introduced in [7] to get a numerically more efficient approximation algorithm. Since these concepts were used just as a tool for spherical wavelets, they were not discussed in full detail there. In this note, we will develop the related theory, with some emphasis on the mutual relationship between the two concepts, and also with frame multipliers. We also show some numerical properties.
Preliminaries
In this section, we collect the basic notation and some preliminary results. In the following H denotes a separable Hilbert space, with inner product ., . , linear in the first coordinate, and norm · . We denote by I the identity operator on H. Let B(H 1 , H 2 ) be the set of all bounded operators from H 1 to H 2 . This set is a Banach algebra for the operator norm A = sup
By A * we denote the adjoint of the operator A. GL(H 1 , H 2 ) denotes the set of all bounded operators which have a bounded inverse. By σ(A) we will denote the spectrum of A. Our standard reference for Hilbert space and operator theory is [10] .
Frames and bases
For more details on this topic, see for instance [8] or [9] . m is a lower, M an upper frame bound. If the bounds can be chosen such that m = M, the frame is called tight.
The optimal bounds m opt , M opt are the biggest m and smallest M that fulfill the corresponding inequality.
Definition 2.2 For a frame
If there is no risk of confusion, we will omit the index and write L instead of L (ψn) . The frame operator L is a positive invertible operator satisfying the inequalities m I L M I and M −1 I L −1 m −1 I. As a matter of fact, frames can be classified by this property. Theorem 2.3 Let (ψ n ) be a frame for H with bounds m, M > 0. Then ψ n = (L −1 ψ n ) is a frame with bounds M −1 , m −1 > 0, the so called canonical dual frame. Every f ∈ H has expansions f = n∈Γ f, ψ n ψ n and f = n∈Γ f, ψ n ψ n , and both sums converge unconditionally in H.
The bounded and boundedly invertible positive operators GL (+) (H)
Recall [11] that a bounded operator T is called positive (respectively nonnegative), if T f, f > 0 for all f = 0 (respectively T f, f 0 for all f ). Every non-negative operator is clearly selfadjoint. If A ∈ B(H) is non-negative, then there exists [11] a unique non-negative operator B such that B 2 = A. Furthermore B commutes with each operator that commutes with A. This will be denoted by B = A 1/2 .
Let GL (+) (H) be the set of positive operators in GL(H). The following result is easy. 
(3) T is positive and
Proof.
(1) =⇒ (2): If (1) is fullfilled, then T is clearly positive. Since T is defined everywhere on H, it is symmetric and therefore bounded and selfadjoint [10] . Therefore T 1/2 exists and is positive. Then,
(2) =⇒ (1): The derivation (2.1) can be used in the opposite direction.
(2) =⇒ (3): If T is positive, then T 1/2 exists and is positive, therefore selfadjoint and injective. Therefore (T 1/2 ) * = T 1/2 has dense range. If (2) is fullfilled, it follows that T 1/2 has closed range. So T 1/2 is surjective, and T
1/2
belongs to GL(H). (5): T is the composition of two operators in GL(H) and so is itself in GL(H). Then,
A is injective and therefore T f, f = Af 2 > 0 for all f = 0.
(5) =⇒ (3): T is positive, so T 1/2 exists, it is bounded and positive and
. If the composition of two maps A B is bijective, B has to be injective and A has to be surjective. So T 1/2 is bijective and therefore T 1/2 ∈ GL(H).
(1) =⇒ (6): Trivial. (1) =⇒ (7): Let C be any operator in GL (+) (H).
We have already shown that (1) − (5) are equivalent and so we know that there exist m C , M C with
and an analogous property for the lower bound (see also Proposition 2.8).
(6) =⇒ (1): As C ∈ GL (+) (H), we know from the above that there exist m C , M C such that m C I C M C I. Combined with the property (6), this leads to
are called lower and upper bound of T , respectively. If m T is maximal, resp. if M T is minimal, we call them the optimal bounds and we denote them by m
The upper and lower bounds are clearly not unique.
The following result is easy.
Proof. Clearly T −1 ∈ GL (+) (H). According to Proposition 2.4, we can write
Now let x = T −1/2 y, then
Proposition 2.8 Let S, T ∈ GL (+) (H) be commuting operators. Then T admits as lower and upper bounds (
m T S M S , M T S m S ) and S T admits (m S m T , M S M T ).
Proof. By Proposition 2.4, we have
Using Lemma 2.7, we get
For the other statement, the argument is virtually identical.
Numerical issues
A well known algorithm to find the inverse of an operator is the Neumann algorithm (Figure 1 ), which is based on the following property:
Proposition 2.9 Given two Banach spaces B 1 , B 2 , if U : B 1 → B 2 is bounded and I − U < 1, then U is invertible and
Initialization:
Result: A way to improve the numerical efficiency of an iterative algorithm for solving a linear system of equations is preconditioning [6, 13] . Instead of solving the linear system of equations Ax = b, one solves the system P Ax = P b for a properly chosen preconditioning matrix P . To this end, the matrix P should be chosen according to the following criteria:
(1) P should be constructed within few operations.
(2) P should be storable in an efficient way (3) The convergence of the chosen algorithm for P A should be much faster than the one for A, i.e., here in the case of the Neumann algorithm,
S is the condition number of the matrix, which measures the stability of a linear system of equations. A sufficient condition for the fourth criterion is a clustered spectrum, since κ(A) = σn σ 1 where σ n and σ 1 are the largest and smallest singular values, respectively. A clustered spectrum also yields a faster convergence (see [2, 12] ).
For an operator T in GL (+) (H), we can use preconditioning by looking for an
In this case, indeed, Lemma 2.7 yields
3 Controlled frames Definition 3.1 Let C ∈ GL(H). A frame controlled by the operator C or Ccontrolled frame is a family of vectors Ψ = (ψ n ∈ H : n ∈ Γ), such that there exist two constants m CL < 0 and M CL < ∞ verifying
We call
The definition above is clearly equivalent to CL ∈ GL (+) (H), so the notation is coherent with the one in the previous section.
Proof. Let Ψ be a controlled frame. Then using the definition and Proposition 2.4, we know that
and
Therefore L is everywhere defined and L ∈ GL(H). Thus Ψ is a frame [9] .
By definition L C is positive, therefore self-adjoint. So
It is difficult to see in full generality which conditions are needed for a frame and an operator to form a controlled frame. But if C is self-adjoint, we can give necessary and sufficient conditions: Proof. From Proposition 3.2, it is clear that Ψ is a frame and that L and C commute. Therefore C = L C L −1 is also positive.
For the converse implication, we note that, if Ψ is a frame, then L ∈ GL(H). Therefore CL = L C ∈ GL(H) and so L C is positive. By Proposition 2.4, we satisfy Definition 3.1 of a controlled frame.
Numerical aspects of controlled frames
The main motivation for introducing controlled frames in [7] was to get better convergence rates for the inversion of the equation Lf = h, by using the operator C as a preconditioning matrix. For this to be effective, the bounds of the operator, which are clearly also bounds for the spectrum of the operator, should be close to each other. A clustered spectrum not only speeds up the convergence speed of iterative schemes, but also keeps the condition number low. So how are m L , M L and m CL , M CL related?
Lemma 3.4 Let C be a self-adjoint operator and let Ψ be a C-controlled frame. Denote by (m CL , M CL ), (m, M) and (m C , M C ) any bounds for the controlled frame operator L C , the frame operator L, and the operator C, respectively. Then,
If two bounds are optimal in the above equations, the resulting third one is optimal, too.
Proof. Proposition 2.8 gives us the equalities. Now suppose that two bounds are optimal (e.g. m and m C ) and the third one (e.g. m CL ) is not, so for example there is a m CL > m CL . But this means that
would also be a lower bound for L. This contradicts the optimality of m.
This means that, if we find a C such that m CL ∼ = M CL , we get a very efficient scheme, in the sense that :
. The resulting algorithm is much more stable, according to the remarks made in Section 2.
. Using a Neumann algorithm as described Section 2.3, we get a good approximation of the inverse operator already in the first iteration
So, as stated in [7] , although controlled frames and "standard" frames are mathematically equivalent, these different 'view-points' of frames give opportunities for efficient implementations. 
Proof. (1) The inequalities on the left mean that Ψ is a frame controlled by C, thus C is positive and commutes with L. Therefore,
(2) The inequalities on the left imply that L ∈ GL (+) (H). Then the result follows from Theorem 3.3.
This result shows the equivalence of Eqs.(3.11) and (3.12) of [7] , which was stated there without proof. 
Assume now that the restriction on the weights is lifted, i.e., (ω n ) ⊆ C. Then we call (ω n ψ n ) a weighted frame 1 if this sequence forms a frame, i.e.,
Clearly those two definitions are identical for w n = |ω n | 2 , respectively, ω n = √ w n ǫ n , where ǫ ∈ C with |ǫ| = 1. It is also obvious that the introduction of w-frames gives more freedom.
There is a way to find a correspondence between operators and matrices using frames [5] . It is easy to find an operator corresponding to a diagonal matrix. However, these operators don't have to act diagonally on the frame elements, unless the frame happens to be a Riesz basis. It is very hard to decide if an operator acts diagonally on an overcomplete frame.
Weighted frames as controlled frames
It is clear that, if an operator is diagonal on a given sequence and together they form a controlled frame, then everything works as in Section 3. But we cannot get all possible cases of weighted frames (or w-frames) in that way and so we cannot apply the result in Section 3 to the general w-frame case.
Let us suppose the operator C ∈ GL(H) is self-adjoint, diagonal on Ψ and turns Ψ into a controlled frame. Then, by Theorem 3.3, we know that is C is positive. Therefore Cψ n , ψ n = w n ψ n , ψ n = w n ψ n 2 .
Thus w n > 0, for every n. But there is more: by Proposition 2.4, we get the following result for C 1/2 :
As Cψ n = w n ψ n , clearly C 1/2 ψ n = √ w n ψ n . Applying the inequalities above to the elements of the sequence, we get
Such as sequence is called semi-normalized.
2
Corollary 4.2 Let C ∈ GL(H) be self-adjoint and diagonal on Ψ = (ψ n ) and assume it generates a controlled frame. Then the sequence (w n ), which verifies the relations Cψ n = w n ψ n , is semi-normalized.
It is not clear which relation holds between controlled frames and weighted frames for non-self-adjoint operators C. For nonexact frames, a definition by Uψ n = w n ψ n is in general not applicable. If this shortcoming is circumvented by setting Uf = n f, ψ n w n ψ n , then in general Uψ n = w n ψ n . See [5] for more on this.
We give a short example showing that not every weighted frame can be seen as a controlled frame:
Let w n = −1 for all n ∈ Γ. Then (w n ψ n ) is clearly a frame for every frame Ψ = (ψ n ). This cannot be described as a controlled frame, because the only possible candidate would be C ≡ −1. Now this is a self-adjoint operator. Therefore, if the frame would be C-controlled, C would have to be positive.
Semi-normalized weights
As a converse to Corollary 4.2, a frame weighted by a semi-normalized sequence is always a frame. Indeed, 
In addition, ∆ a
In the sequel we investigate some examples showing that
• The condition for semi-normalized sequences in Lemma 4.3 is necessary. It is in general not enough for the weights to be strictly positive, w n > 0, for all n.
• Lemma 4.3 is not reversible. There are cases where weights that are not semi-normalized lead to weighted frames.
• There are even cases where unbounded sequences lead to weighted frames.
Example 4.2
Let (e n ) be an orthonormal basis in H with index set N and ψ n = 1 n e n . This is not a frame, since this sequence does not fullfill the lower frame condition, for instance for f = e n .
Example 4.3
Let (ψ n : n ∈ Γ) be any overcomplete frame. Therefore there exists n 0 , such that ψ n 0 ∈ span {ψ n : n ∈ Γ ′ := Γ\{n 0 }}. The sequence (ψ n : n ∈ Γ ′ ) is again a frame [9] . This means that for the weights
the sequence (w n ψ n ) is a frame.
Example 4.4
Given an orthonormal basis (e n : n ∈ Γ), let ψ n,l = 1 l e n for l = 1, 2, ... Then (ψ n,l ) is a tight frame, as
If we use the weights
0 otherwise, which are not even bounded, we would still get the frame (w n,l ψ n,l ) = {0} ∪ {e n }.
Connection to frame multipliers
The concept of weighted frames is connected the concept of frame multipliers [4] . These are operators defined by With this we can extend a result in [7] for weighted frames: It is easy to show that the set of multipliers forms a vector space, but with the above properties we know that it normally does not form an algebra. So the space of the frame multipliers is an example of a partial algebra [1] , of a type different from all the known ones. As such it deserves a systematic study, that will be the subject of future work.
