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Previously proposed quantum algorithms for solving linear systems of equations cannot be im-
plemented in the near term due to the required circuit depth. Here, we propose a hybrid quantum-
classical algorithm, called Variational Quantum Linear Solver (VQLS), for solving linear systems on
near-term quantum computers. VQLS seeks to variationally prepare |x〉 such that A|x〉 ∝ |b〉. We
derive an operationally meaningful termination condition for VQLS that allows one to guarantee
that a desired solution precision  is achieved. Specifically, we prove that C > 2/κ2, where C is
the VQLS cost function and κ is the condition number of A. We present efficient quantum circuits
to estimate C, while providing evidence for the classical hardness of its estimation. Using Rigetti’s
quantum computer, we successfully implement VQLS up to a problem size of 1024× 1024. Finally,
we numerically solve non-trivial problems of size up to 250 × 250. For the specific examples that we
consider, we heuristically find that the time complexity of VQLS scales efficiently in , κ, and the
system size N .
I. INTRODUCTION
Linear systems of equations play an important role in
many areas of science and technology, including machine
learning [1, 2], solving partial differential equations [3],
fitting polynomial curves [4], and analyzing electrical cir-
cuits [5]. In the past decade, significant attention has
been given to the possibility of solving linear systems on
quantum computers. Classically solving an N ×N linear
system (N equations for N unknowns) scales polynomi-
ally in N . In contrast, Harrow-Hassidim-Lloyd (HHL)
introduced a quantum algorithm that scales logarithmi-
cally in N , suggesting that quantum computers may pro-
vide an exponential speedup for certain linear system
problems [6]. More precisely, the HHL algorithm treats
the Quantum Linear Systems Problem (QLSP), where
the goal is to prepare a quantum state |x〉 that is propor-
tional to a vector x that satisfies the equation Ax = b.
If both A and b are sparse, then for a fixed precision 
in the solution, the complexity of HHL scales polynomi-
ally in logN and κ, where κ is the condition number of
A, i.e, the ratio of the largest to the smallest singular
value. Further improvements to HHL have reduced the
complexity to linear κ scaling [7, 8] and polylogarithmic
scaling in 1/ [9, 10], as well as improved the sparsity
requirements [11].
The aforementioned quantum algorithms hold promise
for the future, when large-scale quantum computers ex-
ist with enough qubits for quantum error correction.
∗ pcoles@lanl.gov
The timescale for such computers remains an open ques-
tion, but is typically estimated to be on the order of
two decades. On the other hand, commercial quantum
computers currently exist with ∼ 50 noisy qubits, with
the number of qubits rapidly increasing. A crucial ques-
tion is how to make use of such noisy intermediate-scale
quantum (NISQ) computers [12]. In principle, one can
implement the aforementioned quantum algorithms on
NISQ devices, however noise limits the problem size to
be extremely small. For example, the HHL algorithm has
been implemented with superconducting qubits [13, 14],
nuclear magnetic resonance (NMR) [15], and photonic
devices [16, 17], but these experiments were limited to
a problem size of 2 × 2. More recently, an alternative
approach based on an adiabatic-inspired quantum algo-
rithm [8] was implemented with NMR for an 8× 8 prob-
lem, and this appears to be the current record for the
largest linear system solved with a gate-based quantum
computer [18].
An interesting strategy to make use of NISQ devices
is to employ variational hybrid quantum-classical algo-
rithms (VHQCAs). VHQCAs manage to reduce quan-
tum circuit depth at the expense of additional classi-
cal optimization. Specifically, VHQCAs employ a short-
depth quantum circuit to efficiently evaluate a cost func-
tion, which depends on the parameters of a quantum
gate sequence, and then leverage well-established clas-
sical optimizers to minimize this cost function. For ex-
ample, while Shor’s algorithm for factoring is not a near-
term algorithm, recently a VHQCA for factoring was in-
troduced potentially making factoring nearer term [19].
Other VHQCAs have been proposed for chemistry [20–
23], simulation [24–28], data compression [29], state di-
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FIG. 1. Schematic diagram for the VQLS algorithm. The input to VQLS is a matrix A written as a linear combination of
unitaries Al and a short-depth quantum circuit U which prepares the state |b〉. The output of VQLS is a quantum state |x〉
that is approximately proportional to the solution of the linear system Ax = b. Parameters α in the ansatz V (α) are adjusted
in a hybrid quantum-classical optimization loop until the cost C(α) (local or global) is below a user-specified threshold. When
this loop terminates, the resulting gate sequence V (αopt) prepares the state |x〉 = x/||x||2, from which observable quantities
can be computed. Furthermore, the final value of the cost C(αopt) provides an upper bound on the deviation of observables
measured on |x〉 from observables measured on the exact solution.
agonalization [30–32], compiling [33, 34], quantum foun-
dations [35], fidelity estimation [36], and metrology [37].
In this work, we propose a VHQCA for solving the
QLSP. Our algorithm, called the Variational Quantum
Linear Solver (VQLS), employs a cost function that quan-
tifies either the global or local closeness of the quantum
states A|x〉 and |b〉, where the latter is a normalized ver-
sion of b. We provide efficient quantum circuits to esti-
mate our cost functions, and show under typical complex-
ity assumptions that they cannot be efficiently estimated
classically. Furthermore, we derive operational meaning
for our cost functions, as upper bounds on 2/κ2. This
is crucial since it gives a termination criterion for VQLS
that guarantees a desired precision .
It is important to emphasize that all VHQCAs are
heuristic algorithms, making rigorous complexity anal-
ysis difficult. Nevertheless, our numerical simulations
(without finite sampling, and both for specific A and for
randomly chosen A) indicate that the run time of VQLS
scales efficiently in κ, , and N . Namely, we find evidence
of (at worst) linear scaling in κ, logarithmic scaling in 1/,
and polylogarithmic scaling in N .
We employ Rigetti’s Quantum Cloud Services [38] to
implement VQLS. With their quantum hardware, we
were able to successfully solve a particular linear sys-
tem of size 1024×1024. We are therefore optimistic that
VQLS could provide a near-term approach to the QLSP.
II. RESULTS
A. VQLS Algorithm
1. Overview
Figure 1 shows a schematic diagram of the VQLS al-
gorithm. The input to VQLS is: (1) an efficient gate
sequence U that prepares a quantum state |b〉 that is
proportional to the vector b, and (2) a decomposition of
the matrix A into a linear combination of L unitaries of
the form
A =
L∑
l=1
clAl , (1)
where the Al are unitaries, and the cl are complex num-
bers. The assumption that A is given in this form is
analogous to the assumption that the Hamiltonian H in
the variational quantum eigensolver [20] is given as a lin-
ear combination of Pauli operatorsH =
∑L
l=1 clσl, where
naturally one makes the assumption that L is only a poly-
nomial function of the number of qubits, n. Additionally,
we assume κ <∞ and ||A|| 6 1, and that the Al unitaries
can be implemented with efficient quantum circuits. Ap-
pendix A describes an efficient method to decompose A
in the form of (1) for the case when A is a sparse matrix.
With this input, the Quantum Linear Systems Problem
(QLSP) is to prepare a state |x〉 such that A|x〉 is pro-
portional to |b〉. To solve this problem, VQLS employs
an ansatz for the gate sequence V (α) that prepares a
potential solution |x(α)〉 = V (α)|0〉. The parameters α
are input to a quantum computer, which prepares |x(α)〉
and runs an efficient quantum circuit that estimates a
cost function C(α). The precise details of the cost func-
tion and its estimation are discussed below. We simply
remark here that C(α) quantifies how much component
A|x〉 has orthogonal to |b〉. The value of C(α) from the
quantum computer is returned to the classical computer
which then adjusts α (via a classical optimization algo-
rithm) in an attempt to reduce the cost. This process
is iterated many times until one reaches a termination
condition of the form C(α) 6 γ, at which point we say
that α = αopt.
VQLS outputs the parameters αopt, which can then
be used to prepare the quantum state |x(αopt)〉 =
V (αopt)|0〉. One can then measure observables of in-
terest on the state |x(αopt)〉 in order to characterize the
3solution vector. Due to the operational meaning of our
cost function (discussed below), one can upper bound the
deviation of observable expectation values for |x(αopt)〉
from those of the true solution, based on the value of
the cost function. Hence, before running VQLS, one can
decide on a desired error tolerance , where
 = (1/2)Tr| |x0〉〈x0| − |x(αopt)〉〈x(αopt)| | (2)
is the trace distance between the exact solution |x0〉 and
the approximate solution |x(αopt)〉. This  then trans-
lates into a threshold value γ that the final cost C(αopt)
must achieve (see (9) for the relation between  and γ).
2. Cost functions
For simplicity, we write |x(α)〉 as |x〉 henceforth. Here
we discuss several reasonable cost functions. A simple,
intuitive cost function involves the overlap between the
(unnormalized) projector |ψ〉〈ψ|, with |ψ〉 = A|x〉, and
the subspace orthogonal to |b〉, as follows:
ĈG = Tr(|ψ〉〈ψ|(1 − |b〉〈b|)) = 〈x|HG|x〉 . (3)
We note that one can view this cost function as the ex-
pectation value of an effective Hamiltonian
HG = A
†(1 − |b〉〈b|)A , (4)
which is similar to the final Hamiltonian in Ref. [8]. The
ĈG function is small if |ψ〉 is nearly proportional to |b〉 or
if the norm of |ψ〉 is small. The latter does not represent a
true solution, and hence to deal with this, one can divide
ĈG by the norm of |ψ〉 to obtain
CG = ĈG/〈ψ|ψ〉 = 1− |〈b|Ψ〉|2 , (5)
where |Ψ〉 = |ψ〉/√〈ψ|ψ〉 is a normalized state. As dis-
cussed in the Supplemental Material, CG and ĈG have
similar performance for the QLSPs that we considered.
We emphasize that global cost functions such as those
in (3) and (5) can exhibit barren plateaus, i.e., cost func-
tion gradients that vanish exponentially in the number
of qubits n, see Ref. [39]. To improve trainability for
large n, one can introduce local versions of these costs,
as follows:
ĈL = 〈x|HL|x〉 , CL = ĈL/〈ψ|ψ〉 , (6)
where the effective Hamiltonian is
HL = A
†U
1 − 1
n
n∑
j=1
|0j〉〈0j | ⊗ 1 j
U†A , (7)
with |0j〉 the zero state on qubit j and 1 j the identity
on all qubits except qubit j. One can show that (see
Appendix B)
ĈL 6 ĈG 6 nĈL , CL 6 CG 6 nCL , (8)
FIG. 2. Comparison of local CL and global CG cost perfor-
mance. Here we consider the QLSP of Eq. (21) for different
system sizes. In all cases κ = 20. For each n ∈ {10, . . . , 50},
we plot the cost value versus the number of cost function eval-
uations. As n increases it becomes increasingly hard to train
to global cost function. At n = 50, our optimization cannot
significantly lower CG below a value of one. On the other
hand, we are able to train CL for all values of n considered.
which implies that ĈL = 0 ↔ ĈG = 0 and CL = 0 ↔
CG = 0. We assume that κ is not infinite (i.e., that A is
full rank) and hence that 〈ψ|ψ〉 6= 0. This implies that
all four cost functions vanish under precisely the same
conditions, namely, when |ψ〉 ∝ |b〉, which is the case
when |x〉 is a solution to the QLSP.
As shown in Fig. 2, as n increases it becomes increas-
ingly hard to optimize the global cost function CG. On
the other hand, the local cost function CL performs sig-
nificantly better, as we are able to train CL for systems
of size up to 250×250 (i.e., with 50 qubits). These results
show that the vanishing gradients of global cost functions
could make them untrainable for large n, and hence we
propose using our local cost functions for large-scale im-
plementations.
3. Operational meaning of cost functions
Here we provide operational meanings for the afore-
mentioned cost functions. These operational meanings
are crucial since they allow one to define termination con-
ditions for VQLS in order to achieve a desired precision.
In particular, we find that the following bounds hold in
general:
ĈG >
2
κ2
, CG >
2
κ2
, ĈL >
1
n
2
κ2
, CL >
1
n
2
κ2
. (9)
Note that one can take the right-hand-sides of these in-
equalities as the γ quantity shown in Fig. 1.
We remark that, for CG and CL, the bounds in (9) can
be tightened (by using the bounds on ĈG and ĈL in (9))
4as follows:
CG >
2
κ2〈ψ |ψ〉 , CL >
1
n
2
κ2〈ψ |ψ〉 . (10)
Here, 〈ψ |ψ〉 is experimentally computable (see (14) be-
low) and satisfies 〈ψ |ψ〉 6 1. Hence, when training CG
or CL, one can employ the right-hand-sides of (10) as
opposed to those of (9) as the termination condition γ.
Furthermore, one can employ the operational meaning
of the trace distance [40] to note that, for any POVM
element M , we have  > D(M), where
D(M) = |〈x|M |x〉 − 〈x0|M |x0〉| (11)
measures the difference between expectation values on
|x〉 and |x0〉. Relaxing to the general case where M is
any Hermitian observable gives  > D(M)/(2‖M‖), and
hence (9) is a bound on observable differences.
Let us now provide a proof for (9). Consider first that
ĈG = 〈HG〉, with the eigenstates and eigenvalues of HG
denoted by {|xi〉} and {Ei}, respectively for i = 0, 1, . . . .
By construction |x0〉 is the ground state of HG with
E0 = 0. In what follows we assume for simplicity that
|x1〉 is non-degenerate, although the same proof approach
works for the degenerate case.
It is clear that for a given , the smallest energy 〈HG〉
(hence cost) is achieved if the state |x〉 is a superpo-
sition of |x0〉 and |x1〉 only. One can see this by ex-
panding an arbitrary state |x〉 in the energy eigenbasis,
|x〉 = ∑i χi|xi〉, and noting that  depends only on the
magnitude of χ0. Hence for a fixed , one is free to vary
the set of coefficients {χi}i6=0, and the set that minimizes
the energy corresponds to choosing χi = 0 for all i > 1.
So we take:
|x〉 = cos(θ/2)|x0〉+ eiφ sin(θ/2)|x1〉 , (12)
and the associated energy is given by
〈x|HG|x〉 = E1 sin2(θ/2) > sin
2(θ/2)
κ2
, (13)
where we used the fact that E0 = 0, and that the first ex-
cited state energy satisfies E1 > 1/κ2 (which was shown
in Ref. [8]). The trace distance between |x〉 and |x0〉 can
be easily computed as
√
1− |〈x|x0〉|2, which results in
 = | sin(θ/2)|. Inserting this into (13) yields ĈG > 2/κ2.
The remaining inequalities in (9) follow from (8) and from
the fact that 〈ψ|ψ〉 6 1, which implies CG > ĈG.
4. Cost evaluation
In principle, all the aforementioned cost functions can
be efficiently evaluated using the Hadamard Test circuit
and simple classical post-processing. However, in prac-
tice, care must be taken to minimize the number of con-
trolled operations in these circuits. Consider evaluating
the term 〈ψ|ψ〉, which can be written as
〈ψ|ψ〉 =
∑
ll′
clc
∗
l′βll′ , (14)
with
βll′ = 〈0|V †A†l′AlV |0〉. (15)
There are L(L− 1)/2 different βll′ terms that one needs
to estimate, and which can be measured with Hadamard
Tests. The Hadamard Test involves acting with V on |0〉,
and then using an ancilla as the control qubit, applying
CAl followed by CA†
l′
, where CW denotes controlled-W
(see Appendix for precise circuits).
In addition, for ĈG and CG, one needs to evaluate
|〈b|ψ〉|2 = |〈0|U†AV |0〉|2 =
∑
ll′
clc
∗
l′γll′ , (16)
with
γll′ = 〈0|U†AlV |0〉〈0|V †A†l′U |0〉. (17)
The γll terms are easily estimated by applying U†AlV to
|0〉 and then measuring the probability of the all-zeros
outcome. For the L(L − 1)/2 terms with l 6= l′, there
are various strategies to estimate γll′ . For example, one
could estimate the L terms of the form 〈0|U†AlV |0〉 with
a Hadamard Test, but one would have to control all of the
unitaries: V , Al, and U†. Instead, we introduce a novel
circuit called the Hadamard-Overlap Test that directly
computes γll′ without having to control V or U at the
expense of doubling the number of qubits. This circuit is
schematically shown in Fig. 1 and explained in detail in
Appendix C.
Finally, for ĈL and CL, one needs to estimate terms of
the form
δ
(j)
ll′ = 〈0|V †A†l′U(|0j〉〈0j | ⊗ 1 j)U†AlV |0〉 . (18)
These terms can either be estimated with the Hadamard-
Overlap Test or with the Hadamard Test, which are dis-
cussed in Appendix C.
5. Classical hardness of computing the cost functions
Here we state that computing the cost functions in (3),
(5), and (6) is classically hard under typical complexity
assumptions. As shown in Appendix D, the following
proposition holds:
Proposition 1. The problem of estimating the VQLS
cost functions ĈG, CG, ĈL, or CL to within precision
±δ = 1/ poly(n) is DQC1-hard.
Recall that the complexity class Deterministic Quan-
tum Computing with 1 Clean Qubit (DQC1) consists of
all problems that can be efficiently solved with bounded
5FIG. 3. Fixed-structure layered Hardware-Eficient Ansatz
for V (α). As indicated by the dashed box, each layer is
composed of controlled-Z gates acting on alternating pairs of
neighboring qubits which are preceded and followed by single
qubit rotations around the y-axis, Ry(αi) = e−iαiY/2. Shown
is the case of four layers and n = 10 qubits. The number of
variational parameters and gates scales linearly with n: for
n = 50, four layers of this ansatz consist of 640 gates and 440
variational parameters.
error in the one-clean-qubit model of computation [41].
Moreover, classically simulating DQC1 is impossible un-
less the polynomial hierarchy collapses to the second
level [42, 43], which is not believed to be the case. Hence,
Proposition 1 strongly suggests that a classical algorithm
cannot efficiently estimate the VQLS cost functions, and
hence VQLS cannot be efficiently simulated classically.
6. Ansatz
In the VQLS algorithm, |x〉 is prepared by acting on
the |0〉 state with a trainable gate sequence V (α). With-
out loss of generality, V (α) can be expressed in terms of
L gates from a gate alphabet A = {Gk(α)} as
V (α) = GkL(αL) . . . Gki(αi) . . . Gk1(α1) . (19)
Here k = (kL, . . . , k1) identifies the types of gates and
their placement in the circuit (i.e., on which qubit they
act), while α are continuous parameters. When work-
ing with a specific quantum hardware, it is convenient
to choose a Hardware-Efficient Ansatz [44], where A is
composed of gates native to that hardware. This reduces
the gate overhead that arises when implementing the al-
gorithm in the actual device. We use the term “fixed-
structure ansatz” when the gate structure of V (α) is fixed
(i.e., when k is fixed), and when one only optimizes over
α. Figure 3 shows an example of such an ansatz, with
A composed of single qubit y-rotations and controlled-Z
gates. We employ the ansatz in Fig. 3 for the heuristics
in Section II B 1. Let us remark that this ansatz can have
trainability issues [39, 45] for large-scale problems.
Strategies such as layer-by-layer training [46] and cor-
relating the α parameters [47] have been shown to be
effective to address these trainability issues. In addi-
tion, trainability could be further improved by combin-
ing these strategies with more advanced ansatz architec-
tures, and we now consider two such architectures. First
we discuss a “variable structure ansatz” [30, 48], where
one optimizes over the gate angles and the gate place-
ment in the circuit, i.e., where one optimizes over α and
also over k. We employ such ansatz for our heuristics
in Section II B 2. We refer the reader to Appendix E for
a discussion of the optimization method employed for a
variable structure ansatz.
In addition to the aforementioned ansatz, one can
also employ the Quantum Alternating Operator Ansatz
(QAOA) [49, 50] to construct the unitary V (α) and avoid
trainability issues. The QAOA consists of evolving the
H⊗n|0〉 state (where H denotes the Hadamard unitary)
by two Hamiltonians for a specified number of layers, or
rounds. These Hamiltonians are conventionally known
as driver and mixer Hamiltonians, and respectively de-
noted as HD and HM . Since the ground state of both
HG and HL is |x0〉, we can either use (4) or (7) as the
driver Hamiltonian HD. Evolving with HD for a time αi
corresponds to the unitary operator UD(αi) := e−iHDαi .
Moreover, one can take the mixer Hamiltonian to be
the conventional HM =
∏n
i=1Xi, where Xi denotes
Pauli X acting on the ith qubit. Accordingly, evolv-
ing with HM for a time αj yields the unitary operator
UM (αj) := e
−iHMαj . The trainable ansatz V (α) is then
obtained by alternating the unitary operators UD(αi)
and UM (αj) p times:
V (α) = e−iHMα2pe−iHDα2p−1 · · · e−iHMα2e−iHDα1 . (20)
In this ansatz, each αi is a trainable continuous parame-
ter. We note that QAOA is known to be universal as
the number of layers p tends to infinity [49, 51], and
that finite values of p have obtained good results for sev-
eral problems [52–54]. In the Supplemental Material we
present results of a small scale implementation of VQLS
with a QAOA ansatz.
Let us remark that Ref. [6] showed that it is possible
to efficiently generate an accurate approximation to the
true solution |x0〉, i.e., with a number of gates that is
polynomial in n, assuming certain constraints on A and b.
Therefore, in principle, one may efficiently approximate
these sort of solutions with a universal variational ansatz,
such as the ones that we discussed above.
7. Training algorithm
There are several classical optimizers that may be em-
ployed to train V (α) and minimize the cost functions
of VQLS. For example, our heuristics in Section II B 1
employ an optimization method that, at each itera-
tion, chooses a random direction w in the parameter
space along which to perform a line search, i.e., to solve
6FIG. 4. Scaling with κ for the Ising-inspired QLSP. The time-
to-solution is the number of executions needed to guarantee a
precision of  = 0.002 (solid line) and  = 0.01 (dashed line).
Curves are shown for n = 10, 20, 30 qubits. In each case we
averaged over 30 runs of the VQLS algorithm with four layers
of the Layered Hardware-Efficient Ansatz of Fig. 3, and we
trained the gate sequence by minimizing CL of (6). While the
the κ scaling appears to be sub-linear here, it is known that
linear scaling is optimal in general [6], and hence the observed
scaling is likely specific to this example.
mins∈R C(α+ sw). On the other hand, in Section II B 2
we perform an optimization where all the parameters in
α are independently optimized at each iteration.
In addition, there has been an increasing interest in
gradient-based methods for VHQCAs [55–57] as it has
been shown that the first-order gradient information can
be directly measured [58, 59] and can lead to faster rates
of convergences to the optimum [60]. To enable gradient-
based strategies, Appendix F derives explicit formulas for
the gradients of the cost functions and shows that the
same circuits used to compute the cost functions can be
used to compute their gradients. Finally, when employ-
ing the QAOA ansatz we leverage literature on QAOA-
specific training (for instance, Ref. [53]).
B. Heuristic Scaling
Here we study the scaling of VQLS with the condition
number κ, error tolerance , and number of qubits n.
First we consider a specific QLSP for which |x0〉 admits
an efficient matrix-product-state representation, allow-
ing us to simulate large values of n. We then consider
QLSPs where the matrix A is randomly generated. In
both cases we restrict A to be a sparse matrix, which
is standard for QLSPs [6], and we simulate VQLS with-
out finite sampling. Moreover, we quantify the run time
of VQLS with the time-to-solution, which refers to the
number of exact cost function evaluations during the op-
timization needed to guarantee that  is below a specified
FIG. 5. Scaling with 1/ for the Ising-inspired QLSP. Curves
are shown for n = 10, 20, 30 qubits, with κ = 60 (solid line)
or κ = 200 (dashed line). In all cases V (α) was composed of
four layers of the Layered Hardware-Efficient Ansatz of Fig. 3,
and we trained the local cost CL. The time-to-solution was
obtained by averaging over 30 runs of the VQLS algorithm.
The inset depicts the same data in a logarithmic scale. The
dependence on 1/ appears to be logarithmic, i.e., linear on a
logarithmic scale.
value. In practice, for large-scale implementations where
the true solution |x0〉 is unknown,  cannot be directly
calculated. Rather, one can use the operational meaning
of our cost function in (9) to upper-bound . Hence, we
take this approach in all of our heuristics, i.e., we use the
value of the cost, combined with (9), to determine the
worst-case . We emphasize that, while it is tempting
to directly compute  from (2) in one’s heuristics, this
is essentially cheating since |x0〉 is unknown, and this is
why our certification procedure is so important.
1. Ising-inspired QLSP
Here we numerically simulate VQLS to solve the QLSP
defined by the sparse matrix
A =
1
ζ
 n∑
j=1
Xj + J
n−1∑
j=1
ZjZj+1 + η1
 ,
|b〉 = H⊗n|0〉 ,
(21)
where the subscripts in (21) denote the qubits acted upon
non-trivially by the Pauli operator. Here, we set J = 0.1.
The parameters ζ and η are chosen such that the small-
est eigenvalue of A is 1/κ and its largest eigenvalue is 1,
which involves analytically computing [61] the smallest
eigenvalue of the first two terms of A and then re-scaling
A. As previously mentioned, this QLSP example is mo-
tivated from the fact that for J = 0 the solution is given
by |x0〉 = |b〉. Hence for small J , |x0〉 admits an efficient
matrix-product-state representation.
7FIG. 6. Scaling with n for the Ising-inspired QLSP. Curves
are shown for  = 0.01 and for κ = 60, 120, 200. In all cases
we trained the local cost CL with four layers of the Layered
Hardware-Efficient Ansatz of Fig. 3. The dependence on n
appears to be linear (logarithmic in N) for this example.
Dependence on κ: Figure 4 shows our results, plotting
time-to-solution versus κ for the QLSP in (21). Our nu-
merical results were obtained by employing the layered
Hardware-Efficient Ansatz of Fig. 3, and by training the
local cost CL for different values of n. Figure 4 shows
that as the condition number κ is increased, the time-
to-solution needed to achieve a given  increases with
a scaling that appears to be sub-linear. Hence VQLS
scales efficiently with κ for this example. It is known
that linear scaling is optimal [6]. Hence we expect that
the scaling observed here is specific to this example, and
indeed the example in the next subsection shows scaling
that is closer to linear.
Dependence on : To study the scaling of VQLS with ,
we numerically solved the QLSP in (21) for different val-
ues of κ and n. In all cases we trained the gate parame-
ters by optimizing the CL cost function. Figure 5 shows
the time-to-solution versus 1/. These results show that
as 1/ grows, the time-to-solution exhibits a logarithmic
growth.
Dependence on n: The QLSP of (21) allows us to
increase the number of qubits and analyze the scaling
of VQLS with n. Here we implemented VQLS with
n = 6, 8, . . . , 30 and for κ = 60, 120, 200 by training the
local cost function CL. Figure 6 shows time-to-solution
versus n. As the number of qubits increases the time-to-
solution needed to guarantee a particular  with κ fixed
appears to increase linearly with n. This corresponds to
logarithmic scaling in the linear system size N , analogous
to that of the HHL algorithm [6].
2. Randomly generated QLSP
In this section we present scaling results for the case
when the matrix A is randomly generated with the form
A = ξ1
(
1 + ξ2
∑
j
∑
k 6=j
paj,kσ
α
j σ
β
k
)
. (22)
Here p is either 0 or 1 according to a fixed binomial dis-
tribution, aj,k are random weights in (−1, 1), and σαj
is the Pauli matrix acting on qubit j with α = x, y, z.
For each j, k = 1, . . . , n in (22), α and β are randomly
chosen. Finally, we remark that ξ1, and ξ2 are normaliza-
tion coefficients that rescale the matrix so that its largest
eigenvalue is 1 and its smallest is 1/κ (where κ is fixed).
For a given number of qubits n, we randomly created a
matrix A according to (22), and we ran four independent
instances of VQLS. We then selected the best run, i.e.,
the instance that required the smallest number of cost
function evaluations to reach a specified value of guar-
anteed  (guarenteed via (9)). This procedure was then
repeated for 10 independent random matrices A, and the
time-to-solution was obtained as the average of the best
run for each matrix.
Dependence on κ: In Fig. 7(a) we show the time-to-
solution versus κ for matrices randomly generated ac-
cording to (22), and for n = 4. Here we employed a
variable-structure ansatz as described in Appendix E,
and we trained the local cost in (6). Different curves
represent different desired precision . The data were
plotted in a log-log scale and each curve was fitted with
a power function κm. In all cases we found m < 1, indi-
cating that the scaling in κ for these examples is at worst
linear. Linear scaling in κ is known to be optimal [6].
Dependence on : Let us now analyze the scaling
of VQLS with respect to  for matrices with different
condition numbers. Figure 7(b) depicts the time-to-
solution versus  for matrices randomly generated accord-
ing to (22), and for n = 4. All curves were fitted with a
linear function, and since the x axis is in a logarithmic
scale, the dependence on 1/ appears to be logarithmic.
Dependence on n: In Fig. 7(c) we present the time-to-
solution versus n needed to guarantee  = 0.3 for QLSPs
with n = 2, . . . , 7. All matrices A had condition number
κ = 10. The data were fitted with a power function and
we obtained the relation y ∼ n8.5. This corresponds to
polylogarithmic scaling in N , which is the standard goal
of quantum algorithms for the QLSP [7–10].
We refer the reader to the Supplemental Material
for additional numerical simulations of VQLS for other
QLSP examples, both with a Hardware-Efficient Ansatz
and with a QAOA ansatz. These examples also exhibit
efficient scaling behavior.
C. Implementation on quantum hardware
Here we present the results of a 1024 × 1024 (i.e.,
10-qubit) implementation of VQLS using Rigetti’s 16Q
8FIG. 7. VQLS heuristic scaling for random matrices generated according to (22). The time-to-solution is the number of
executions needed to guarantee a desired precision . In all cases we employed a variable-structure ansatz V (α) as described in
Appendix E, and we trained the local cost CL of (6). a) Time-to-solution versus κ for a system of n = 4 qubits. Axes are shown
in a log-log scale. For each value of  the data were fitted with a power function κm and in all cases m < 1, suggesting that the
κ scaling appears to be sub-linear. b) Time-to-solution versus 1/ for a system of n = 4 qubits. The x axis is shown in a log
scale. Each curve corresponds to a different condition number. For all values of κ the data were fitted with a linear function,
implying that the 1/ scaling is logarithmic. c) Time-to-solution versus n needed to guarantee  = 0.3. All matrices had a
condition number κ = 10. The plot employs a log-log scale. The data were fitted with a power function y ∼ n8.5, suggesting
that the N dependence is polylogarithmic.
Aspen-4 quantum computer [38]. Specifically, we solved
the QLSP defined by the matrix A in (21), with ζ =
η = 1, and where the vector |b〉 = |0〉 was the all zero
state. The ansatz consisted of Ry(αi) gates acting on
each qubit. To adapt to hardware constraints, we com-
puted the cost function CG in (5) by expanding the ef-
fective Hamiltonian HG in terms of Pauli operators and
then employing Rigetti’s quantum computer to estimate
the expectation values of these terms.
The results of two representative VQLS runs are shown
in Fig. 8. As shown, the cost function data obtained
by training in a quantum computer closely matches the
one obtained from training on a noiseless simulator. For
each run on the QPU, the value of the cost function ap-
proaches zero, indicating that a good solution to the lin-
ear system was found.
Additional experiments performed on quantum hard-
ware are presented in the Supplemental Material.
III. DISCUSSION
In this work, we presented a variational quantum-
classical algorithm called VQLS for solving the quantum
linear systems problem. On the analytical side, we pre-
sented four different faithful cost functions, we derived
efficient quantum circuits to estimate them while show-
ing that they are difficult to estimate classically, and we
proved operational meanings for them as upper bounds
on 2/κ2. On the numerical side, we studied the scaling
of the VQLS run time by solving non-trivial problems of
size up to 250 × 250. For the examples considered, we
found VQLS to scale efficiently, namely, at worst linearly
in κ, logarithmically in 1/, and polylogarithmically in
the linear system size N .
It remains to be seen how the VQLS training is af-
fected by finite sampling, which is not accounted for in
FIG. 8. Implementation of VQLS on Rigetti’s quantum
hardware. Cost function CG is plotted against the number
of optimization steps, where A is defined in (21). One can
observe that for each QPU run the cost function is reduced
to a value below 10−1. Due to noise present in the quantum
device the cost does not go to zero.
our heuristics. Our solution verification procedure in
Sec. II A 3 will require the shot noise to appropriately
scale with  and κ as dictated by (9). Namely, the num-
ber of shots would need to scale as (κ/)4, although this
complexity might be reduced if one does not require so-
lution verification.
Furthermore, we utilized Rigetti’s Quantum Cloud
Services to implement VQLS for a particular problem
up to a size of 1024 × 1024, which to our knowledge is
the largest implementation of a linear system on quan-
tum hardware. Interestingly, with our implementation on
Rigetti’s hardware, we noticed some preliminary evidence
of noise resilience, along the same lines as those discussed
in Ref. [62] for a different variational algorithm. Namely,
we noticed optimal parameter resilience, where VQLS
9learned the correct optimal parameters despite various
noise sources (e.g., measurement noise, decoherence, gate
infidelity) acting during the cost evaluation circuit. We
will explore this in future work, including tightening our
certification bound in (9) when accounting for noise.
Finally, we discuss how VQLS fits into the larger lit-
erature on quantum algorithms for linear systems. Most
prior algorithms rely on time evolutions with the matrix
A [6, 7, 9] or a simple function of it [8]. In these al-
gorithms, the duration of the time evolution is O(κ) in
order to prepare a state |x〉 that is -close to the cor-
rect answer. In general, this can only be achieved with
a quantum circuit of size linear in κ as per the “no fast-
forwarding theorem” [63, 64]. This is even true if there
exists a very short quantum circuit that prepares the de-
sired state |x〉. The non-variational algorithms simply
cannot exploit this fact. On the other hand, a varia-
tional algorithm with a short-depth ansatz might be used
to prepare such a state.
This does not mean, however, that the overall com-
plexity of the variational algorithm does not depend on
the condition number. This dependence enters through
the stopping criteria given in (9). As the condition num-
ber increases, the cost has to be lowered further in order
to guarantee an error of . This will undoubtedly re-
quire more iterations of the variational loop to achieve.
In effect, our variational approach trades the gate com-
plexity of non-variational algorithms with the number of
iterations for a fixed circuit depth. This trade-off can be
useful in utilizing NISQ devices without error correction.
We remark that other variational approaches to the
QLSP distinct from ours were very recently proposed [65,
66]. Relatively speaking, the distinct aspects of our work
include: (1) our quantitative certification procedure for
the solution, (2) our clear approach to improve train-
ability for large-scale problems, (3) our novel circuits
for efficient cost evalutaion, (4) our large-scale heuristics
demonstrating efficient scaling, and (5) our large-scale
implementations on quantum hardware. Finally, it ex-
citing that, shortly after our paper was posted, two inde-
pendent tutorials for the VQLS algorithm were created
and added to IBM’s open-source Qiskit textbook [67],
and to Xanadu’s PennyLane library [68].
Appendix A: Sparse Matrices
In this section we describe how sparse matrices can
be expressed as a linear combination of unitaries. Once
this is achieved, the cost function can be computed using
the methods described elsewhere in this paper. The con-
struction below from Ref. [8] uses a version of Szegedy
walks that applies to Hermitian matrices [69, 70]. Let
A be a d-sparse matrix of dimension N and n = log2N .
We define unitary operations Ux, Uy, and S that act as
follows:
Ux|j〉|0〉|0〉|0〉 = 1√
d
∑
i∈Fj
|j〉|i〉|0〉
(√
A∗ji|0〉+
√
1− |Aji||1〉
)
, (A1)
Uy|0〉|j′〉|0〉|0〉 = 1√
d
∑
i′∈Fj′
|i′〉|j′〉
(√
Ai′j′ |0〉+
√
1− |Ai′j′ ||1〉
)
|0〉 , (A2)
S|j〉|j′〉|·〉|·〉 = |j′〉|j〉|·〉|·〉 . (A3)
The first two registers have n qubits each, the last two
registers have a single qubit each, and Fj is the set of
indices i for which Aji is nonzero. It follows that
A⊗ |0˜〉〈0˜| = d |0˜〉〈0˜|U†xUyS|0˜〉〈0˜|
=
d
4
(
1 − eipiP )U†xUyS (1 − eipiP ) , (A4)
where we defined |0˜〉 := |0〉|0〉|0〉 for the state of the last
three registers and P = |0˜〉〈0˜|. Equation (A4) is a de-
composition of A as a linear combination of 4 unitaries
with equal weights of d/4.
We assume access to an oracle for A that acts as
|j〉|i〉|z〉 → |j〉|i〉|z ⊕Aji〉 , (A5)
|j〉|l〉 → |j〉|f(j, l)〉 . (A6)
Here, j and i label the row and column of A, respectively,
so that j, i ∈ {1, . . . , N}, and f(j, l) is the column index
of the l’th nonzero element of A in row j. We refer to this
oracle as OA. This is the same as that used in previous
works for the QLSP and Hamiltonian simulation such as
Refs. [9, 70].
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Ux can then be implemented in five steps as follows:
|j〉|0〉|0〉|0〉|0〉
log(d)−−−−−−−→
Hadamards
1√
d
d−1∑
l=0
|j〉|l〉|0〉|0〉|0〉
OA−−→ 1√
d
∑
i∈Fj
|j〉|i〉|0〉|0〉|0〉
OA−−→ 1√
d
∑
i∈Fj
|j〉|i〉|Aji〉|0〉|0〉
M−−−−→ 1√
d
∑
i∈Fj
|j〉|i〉|Aji〉|0〉
(√
A∗ji|0〉+
√
1− |Aji||1〉
)
OA−−→ 1√
d
∑
i∈Fj
|j〉|i〉|0〉|0〉
(√
A∗ji|0〉+
√
1− |Aji||1〉
)
.
The third register is used to temporarily store the ma-
trix elements of A and is discarded at the end. Its size
depends on the precision with which the matrix elements
of A are specified. A similar procedure can be followed
to implement Uy.
Next, we briefly analyze the gate complexity of the uni-
taries in the decomposition of A given by Eq. (A4). Since
both Ux and Uy use 3 queries to OA, each unitary uses 6
queries. Other than the queries the main gate complex-
ity comes from the implementation of the operations Ux
and Uy. The gate complexity of both of these strongly
depends on the form and precision with which the matrix
elements of A are specified. The gate complexity of the
unitaries eipiP is O(logN) = O(n).
Finally, we note that the decomposition in Eq. (A4) has
a prefactor proportional to d multiplying all the unitaries
in the linear combination. This implies that in order to
compute the cost function with a given precision, we have
to estimate the expectation value of each unitary with a
precision that is inversely proportional to d. For this
reason we can only use this approach for sparse matrices
where d N .
Appendix B: Faithfulness of the cost functions
We now prove (8), which is restated here:
ĈL 6 ĈG 6 nĈL , CL 6 CG 6 nCL . (B1)
For the lower bound, let ΠG = 1 − |0〉〈0| and ΠL = 1 −
1
n
∑n
j=1 |0j〉〈0j | ⊗ 1 j . Using the fact that |0j〉〈0j | ⊗ 1 j >
|0〉〈0|, we have ΠG > ΠL and hence HG > HL. This
implies that ĈG > ĈL and CG > CL.
For the upper bound, note that ΠG =
∑
z 6=0 |z〉〈z|.
Let Sj denote the set of all bitstrings that have a one at
position j, and let S = ⋃j Sj denote the union of all of
these sets. Then
nΠL =
∑
j
∑
z∈Sj
|z〉〈z| >
∑
z∈S
|z〉〈z| =
∑
z 6=0
|z〉〈z| = ΠG .
(B2)
Hence we have nHL > HG, which implies nĈL > ĈG and
nCL > CG.
Equation (8) implies the faithfulness of the cost func-
tions as follows. Because ΠG > 0 and ΠL > 0, we
have that all four cost functions are non-negative. Fur-
thermore, it is clear that if A|x〉 = |b〉, then we have
ĈG = CG = ĈL = CL = 0. Conversely, assuming that
A|x〉 6= |b〉 implies that CG > 0 and hence that all four
cost functions are positive. Therefore, all four cost func-
tions are faithful, vanishing if and only if A|x〉 = |b〉.
Appendix C: Cost evaluation circuits
In this section we present short-depth circuits for com-
puting the cost functions of Eqs. (3), (5) and (6). In
particular, we introduce the Hadamard-Overlap Test cir-
cuit, which should be of interest on its own as it is likely
to have applications outside of the scope of VQLS.
1. Hadamard Test
Figure 9(a) shows a Hadamard Test which can be used
to measure the coefficients βll′ defined in (15), and used
to compute 〈ψ|ψ〉 as in (14). When the phase gate is
excluded, the probability of measuring the ancilla qubit
in the |0〉a state is P (0) = (1 + Re[βll′ ])/2, while the
probability of measuring it in the |1〉a state is P (1) =
(1−Re[βll′ ])/2. Hence, by means of the Hadamard Test
we can compute the real part of βll′ as
Re[βll′ ] = P (0)− P (1) . (C1)
With a similar argument it can be easily shown that by
including the phase gate one can compute Im[βll′ ].
As we now show, in order to compute the coefficients
δ
(j)
ll′ in (18) we can use the previous result combined with
those obtained by means of the Hadamard test of Fig-
ure 9(c). In particular, since |0j〉〈0j | = (1 j +Zj)/2, then
we can express
δ
(j)
ll′ = βll′ + 〈0|V †A†l′U(Zj ⊗ 1 j)U†AlV |0〉 . (C2)
Hence, in order to calculate δ(j)ll′ one only needs to mea-
sure the real and imaginary parts of the matrix ele-
ments 〈0|V †A†l′U(Zj ⊗ 1 j)U†AlV |0〉, which can be ac-
complished by means of the circuit in Fig. 9(c).
2. Hadamard-Overlap Test
Consider the circuit in Fig. 9(b), which we refer to
as the Hadamard-Overlap Test. A nice feature of the
Hadamard-Overlap Test is that it only requires one appli-
cation of both U and V , and these unitaries do not need
to be controlled, in contrast to the Hadamard Test. As
explained below, the circuit for the Hadamard-Overlap
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FIG. 9. a) Circuit for the Hadamard Test used to compute the coefficients βll′ = 〈0|V †A†l′AlV |0〉 and calculate the inner
product 〈ψ|ψ〉 of (14). The phase gate in the colored box is excluded when calculating the real part of βll′ and included when
calculating its imaginary part. b) Hadamard-Overlap Test used to compute the coefficients γll′ defined in (17). The Overlap
circuit of Refs. [48, 71] is indicated in the dashed box. Here, the Rz gate in the colored box denotes a rotation about the z axis
of an angle −pi/2. Excluding (including) this rotation allows one to calculate the real (imaginary) part of γll′ . As explained in
the text, additional post-processing is required. c) Hadamard Test circuit for computing δ(j)ll′ as defined in (C2). Shown here is
case when j = 1.
Test can be obtained by combining the Hadamard Test
with the Overlap circuit of Refs. [48, 71]. This circuit re-
quires 2n+ 1 qubits and classical post-processing (which
scales linearly with n) similar to that of the Overlap cir-
cuit, except that here we add a conditional statement.
When the Rz gate in Fig. 9(b) is excluded, and condi-
tioning the measurement on the ancilla qubit to yield the
|0〉a state, we can perform the depth-two Overlap circuit
between registers S1 and S2 to get
P (0) =
1
2
(〈0|U†V |0〉〈0|V †U |0〉
+ 〈0|U†Al′AlV |0〉〈0|V †A†lA†l′U |0〉 (C3)
+ Re
[
〈0|U†AlV |0〉〈0|V †A†l′U |0〉
]
) .
On the other hand, by conditioning the ancilla qubit be-
ing measured in the state |1〉a, we perform the Overlap
circuit between subsystems S1 and S2 to obtain
P (1) =
1
2
(〈0|U†V |0〉〈0|V †U |0〉
+ 〈0|U†Al′AlV |0〉〈0|V †A†lA†l′U |0〉 (C4)
− Re
[
〈0|U†AlV |0〉〈0|V †A†l′U |0〉
]
) .
Then, combining (C3) and (C4) yields
Re[γll′ ] = P (0)− P (1) . (C5)
Following a similar procedure, it can be shown that in-
cluding the Rz gate allows us to calculate Im[γll′ ].
Note that the Hadamard-Overlap test can also be used
to compute the real and imaginary parts of δ(j)ll′ in (18).
In this case an additional random unitary Rj must be
initially applied to the qubits in register S2 in order to
generate the input state |0j〉〈0j | ⊗ 1 j . Specifically, Rj
randomly applies a bit-flips to all qubits except qubit j:
Rj = X
r1
1 ⊗Xr22 ⊗ · · · ⊗ 1 rjj ⊗ · · · ⊗Xrnn , (C6)
with r = r1, r2 . . . , rn a random bitstring of length n.
Appendix D: Proof of Proposition 1
Here we prove Proposition 1 of the main text, which
we restate for convenience.
Proposition 1. The problem of estimating the VQLS
cost functions ĈG, CG, ĈL, or CL to within precision
±δ = 1/ poly(n) is DQC1-hard.
Proof. Let us first show that estimating ĈG and CG is
DQC1-hard. Our proof is a reduction from the problem of
estimating the Hilbert-Schmidt inner-product magnitude
∆HS between two quantum circuits U˜ and V˜ acting on
n-qubits [33], where we have defined
∆HS(U˜ , V˜ ) :=
1
d2
|Tr(V˜ †U˜)|2, (D1)
with d = 2n.
In particular, let us consider the following specific case
of estimating ∆HS, which in turn can be identified as a
specific instance of approximating the cost functions ĈG
or CG. Let A = 1 , and let |x〉 and |b〉 be 2n-qubit states
given by
|x〉 = V |0〉 = (V˜ ⊗ 1 )E|0〉 , (D2)
|b〉 = U |0〉 = (U˜ ⊗ 1 )E|0〉 , (D3)
where E is an efficient unitary gate that produces a maxi-
mally entangled state (e.g., a depth-two circuit composed
of Hadamard and CNOT gates). Note that here |x〉 and
|b〉 correspond to the Choi states of V˜ and U˜ , respectively.
The global cost function is given by
CG = ĈG = 1− |〈x|b〉|2 (D4)
= 1− |〈0|E†(V˜ †U˜ ⊗ 1 )E|0〉|2 (D5)
= 1− 1
d2
|Tr(V˜ †U˜)|2 = 1−∆HS(U˜ , V˜ ) . (D6)
Moreover, it is known that approximating ∆HS to
within inverse polynomial precision is DQC1-hard [33],
and hence the result follows. We additionally remark
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FIG. 10. Schematic representation of the circuit used to com-
pute CL for the specific case when A = 1 , and |x〉 = V |0〉,
|b〉 = U |0〉 are 2n + 1-qubit states such that U†V is given
by (D7). Shown is the measurement of the qubit in S1. The
dashed box indicates the entangling gate E. The phase gate
in the colored box is excluded when calculating the real part
of Tr W and included when calculating the imaginary part.
that estimating Eq. (D4) can also be interpreted as esti-
mating the Fidelity between two pure states, which was
also shown to be DQC1-hard [36].
We now show that estimating ĈL and CL is also DQC1-
hard. In this case our proof is reduced to the problem
of approximating the trace of a unitary matrix W . Let
|x〉 = V |0〉 and |b〉 = U |0〉 be 2n+ 1-qubit states and let
A = 1 . Moreover, as depicted in Fig. 10, let us denote
the first qubit as S1, while qubits 2, . . . , n + 1 compose
system S2, and qubits n+ 2, . . . , 2n+ 1 compose S3. Let
U†V = HS1CS1S2W H
S1ES2S3 , (D7)
where HS1 is a Hadamard gate acting on S1, CS1S2W de-
notes a controlled-W gate with S1 the control and S2 the
target, and E is a maximally-entangling gate on S2 and
S3.
The local cost is then
CL = ĈL
= 1− 1
n
n∑
j=1
〈0|V †U
(
|0j〉〈0j | ⊗ 1 j
)
U†V |0〉 . (D8)
Consider first the case when j = 1 and we measure
the qubit in S1. It is straightforward to see that the
probability of measuring this qubit in the |0〉 state is
P (0) = (1 + Re(TrW ))/2. On the other hand, the prob-
ability P (0) = 1/2 for all qubits in S2 or S3. Hence, we
find
CL =
n+ 1
2n+ 1
− 1 + Re(TrW )
4n+ 2
, (D9)
which implies that the real part of TrW can be computed
as
Re(TrW ) =
n+ 1
2
− (4n+ 2)CL − 1 . (D10)
Similarly, by adding a phase gate on S1 (as indicated in
Fig. 10) we can compute the imaginary part of TrW .
By choosing U and V according to (D7) one finds that
the problem of estimating the local cost function up to in-
verse polynomial precision is equivalent to approximating
the real (or imaginary) part of TrW . Hence, computing
CL or ĈL is hard for DQC1, since all problems in DQC1
can be seen as estimating the real part of a trace of a
unitary matrix [33].
Appendix E: Variable ansatz optimization
Here we discuss the optimization method employed for
the heuristics in Section II B 2. As mentioned in the main
text, we employed a variable-structure ansatz where the
gate placement and the type of gates in V (α) can change
during the optimization. Our approach here is similar to
the variable-structure ansatzes employed in Refs. [30, 48].
First, the gate structure and the angles of V (α) are
randomly initialized. That is, one randomly chooses k,
and α in (19). Then, the optimization is performed in
two alternating loops: an inner loop and an outer loop.
During the inner loop, k is fixed and one optimizes over
α. Once a local minima is reached, the circuit layout
is changed in the outer optimization loop. In this outer
loop, the circuit is randomly grown by inserting into V (θ)
a sequence of parametrized gates which compile to iden-
tity, such that they do not change the cost value. The
previous process is then repeated by alternating between
the inner and outer loops until the optimization termi-
nation condition is met.
Here we remark that the goal of the outer loop is to
enhance the expressivity of V (α) and lead to smaller cost
values during the next inner loop. However, it may hap-
pen that after growing the circuit, the optimizer is not
able to minimize the cost function. This is due to the
fact that some gate insertions do not lead to more ex-
pressive circuits. In order to avoid such unnecessary cir-
cuit growth, one can then accept the parametrized gate
insertion conditioned to leading to smaller cost values.
Appendix F: Gradient-based optimization
Here we derive analytical expressions for the gradients
of our cost functions, and we show that these gradients
can be computed with the same circuits as those intro-
duced in Section C. This enables one to take a gradient-
descent optimization approach to VQLS, and is inspired
by gradient-based approaches in previous work [33, 58]
for other VHQCAs.
For simplicity, let us first consider the global cost func-
tions. Let us recall from (19) that the trainable unitary
V (α) can be expressed as a sequence of gates G(αi),
where we have dropped the subscript on G. In turn,
each gate G(αi) can always be parametrized by a single-
qubit rotation angle of the form e−iαiσi/2. The gradient
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of V (α) with respect to α is then given by
∇αV (α) =
(
∂V (α)
∂α1
, . . . ,
∂V (α)
∂αD
)
, (F1)
and each partial derivative is
∂V (α)
∂αi
= G(αL) . . .
∂G(αi)
∂αi
. . . G(α1)
= − i
2
G(αL) . . . σiG(αi) . . . G(α1) . (F2)
As we now show, the gradient of βll′ and γll′ can
be computed with the Hadamard-Overlap test and the
Hadamard test, respectively. Let us consider the partial
derivatives
∂γll′(α)
∂αi
= 〈0|U†Al ∂V (α)
∂αi
|0〉〈0|V (α)†(Al′)†U |0〉
+ 〈0|U†AlV (α)|0〉〈0|∂V (α)
†
∂αi
(Al′)
†U |0〉 ,
(F3)
∂βll′(α)
∂αi
= 〈0|∂V (α)
†
∂αi
Al(Al′)
†V (α)|0〉
+ 〈0|V (α)†Al(Al′)† ∂V (α)
∂αi
|0〉 . (F4)
By means of the identity i[σi, A] = Gi(−pi2 )AGi(−pi2 )† −
Gi(
pi
2 )AGi(
pi
2 )
†, which is valid for any matrix A, we com-
bine Eqs. (F2)–(F4) to obtain
∂γll′(α)
∂αi
=
1
2
(〈0|U†AlV i+(α)|0〉〈0|V i+(α)†(Al′)†U |0〉
− 〈0|U†AlV i−(α)|0〉〈0|V i. (α)†(Al′)†U |0〉) ,
(F5)
∂βll′(α)
∂αi
=
1
2
(〈0|V i+(α)†Al(Al′)†V i+(α)|0〉
− 〈0|V i−(α)†Al(Al′)†V i−(α)|0〉) , (F6)
where we have defined
V i±(α) = G(αL) . . . G(αi ±
pi
2
) . . . G(α1) . (F7)
Each term in (F5) can be computed by means of the
Hadamard-Overlap test, while the terms in (F6) can be
determined via the Hadamard test. These results imply
that the gradient with respect to α of CG and ĈG are
determined by
∂CG
∂αi
= −
∑
l,l′m,m′ clc
∗
l′cmc
∗
m′
∂γll′ (α)
∂αi
βmm′(α)(∑L
l,l′=1 clc
∗
l′βll′(α)
)2
+
∑
l,l′m,m′ clc
∗
l′cmc
∗
m′γll′(α)
∂βmm′ (α)
∂αi(∑L
l,l′=1 clc
∗
l′βll′(α)
)2 , (F8)
and
∂ĈG
∂αi
=
L∑
l,l′=1
clc
∗
l′
(
∂βll′(α)
∂αi
− ∂γll′(α)
∂αi
)
, (F9)
and hence that they can be computed by means of the
Hadamard-Overlap test and the Hadamard test.
A similar derivation can be used with
∂δ
(j)
ll′
∂αi
= 〈0|∂V (α)
†
∂αi
A†l′U(|0j〉〈0j | ⊗ 1 j)U†AlV |0〉
+ 〈0|V †A†l′U(|0j〉〈0j | ⊗ 1 j)U†Al
∂V (α)
∂αi
|0〉 .
(F10)
Hence the gradient of the local cost functions, ĈL and
CL, can also be computed with the circuits in Sec. C.
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Supplemental Material for
“Variational Quantum Linear Solver”
SUPPLEMENTARY NOTE 1 – ADDITIONAL
IMPLEMENTATIONS
1. Scaling Heuristics for 8× 8 Systems
Here we study the scaling of the VQLS algorithm for
8× 8 systems. For this purpose we employed the ansatz
of Fig. S1 (with randomly initialized parameters) and we
numerically implement VQLS to solve the three differ-
ent QLSPs with different degeneracy g in the minimum
eigenvalue of A defined by:
A1 =
1
8κ
[4(κ+ 1)1 + (κ− 1)(Z3 + Z2 + 2Z1)] (S11)
A2 =
1
4κ
[2(κ+ 1)1 + (κ− 1)(Z3 + Z2)] (S12)
A3 =
1
2κ
[(κ+ 1)1 + (κ− 1)Z3] . (S13)
The degeneracy of each matrix is g = 1, 2, 4, respectively.
We remark that we considered different values of g to
analyze if this parameter affects the VQLS performance.
The state |b〉 is
|b〉 = H⊗3|000〉 . (S14)
Figure S2 shows results plotting time-to-solution ver-
sus κ for the aforementioned A matrices by training ĈG,
CG, ĈL, and CL. In all cases we employed the operational
meanings of our cost functions in (9) and (10) of the main
text for our certification procedure, i.e., to upper-bound
the quantity . For each data point in Fig. S2, we imple-
mented and averaged over 1000 runs of VQLS.
These results show that the κ scaling is efficient for the
problems considered (regardless of the value of g consid-
ered). This is in agreement with the scaling observed in
the main text. It is worth noting that this efficient scal-
ing holds for all of our cost functions. The unnormalized
cost functions have slightly better performance for the
A1 and A2 matrices, although all four cost functions per-
form similarly for A3, indicating that the performances
of different cost functions is problem dependent.
2. Implementation with QAOA Ansatz
Here we numerically analyze the VQLS scaling with κ
when employing the QAOA ansatz. Since poorly condi-
tioned matrices (i.e., large κ) are more difficult to invert,
we expect that for fixed  the number of layers p must
increase with κ. While this is generally true, we can also
alleviate this issue by evolving with the driver Hamilto-
nian HD for a longer time. This corresponds to scaling
the parameters αi for odd i in (20) of the main text by
some value that grows with κ. As shown in Fig. S3(a)
Supplementary Figure S1. Hardware-Efficient Ansatz used
to solve the QLSPs in (S11)–(S14). Since A and |b〉 are
real, V (α) contains only rotation around the y-axis Ry(αi) =
e−iαiY/2, and control-Z gates.
and (b), this scaling can indeed transform the cost land-
scape such that it contains more regions of low cost and
thus makes optimization more likely to be successful.
In Fig. S3(c), we show the time-to-solution versus the
condition number. Here, we consider the QLSP on three
qubits defined by the A2 matrix of (S12) and with |b〉
given by (S14). For this small scale-implementation
we obtained the time-to-solution be exactly computing
. The condition number was varied from κ = 100 to
κ = 103. For each κ, VQLS was implemented 100 times
with the parameters randomly initialized. For each of the
three values of  considered, the scaling with κ is sub-
exponential. Hence, these results indicate that VQLS
with QAOA also scales efficiently in the condition num-
ber κ. Finally, we emphasize that these results were ob-
tained with only p = 1 round of QAOA, and remark that
additional rounds p > 1 may lead to better performance.
3. Implementations on Rigetti’s quantum computer
Here we present additional implementations performed
on Rigetti’s quantum device 16Q Aspen-4. We have con-
sidered different problem sizes, from 2× 2 up to 32× 32.
We additionally recall that the matrices A and states
|b〉 in these QLSP are such that the ansatz and the cost
computing circuits are simplified.
First we present the results of a 32× 32 (i.e., 5-qubit)
implementation of VQLS using Rigetti’s quantum chip
16Q Aspen-4 [38]. We considered the QLSP defined by
A = 1 + 0.2X1Z2 + 0.2X1 , (S15)
and |b〉 = H1H3H4H5|0〉⊗5. This particular choice of A
and |b〉 is motivated from the fact that they lead to sim-
plified ansatz and cost evaluation circuits. In particular,
the ansatz considered consists of Ry(αi) gates acting on
each qubit.
The results are shown in Fig. S5. At each run of the
VQLS algorithm the parameters were initialized to ran-
dom angles, and the classical optimization was performed
with the Powell method [72]. For every run, the local cost
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Supplementary Figure S2. Time-to-solution versus condition number κ. The time-to-solution is the mean number of executions
needed to guarantee a desired precision . The QLSP is determined by |b〉 of (S14), and A given by: Left: Matrix A1 of (S11).
Center: Matrix A2 of (S12). Right: Matrix A3 of (S13). For each data point we ran and averaged 1000 instances of the VQLS
algorithm. In all cases we trained the gate sequence by minimizing ĈG, CG, ĈL, and CL. As can be seen, the scaling in terms
of the condition number κ appears to be efficient for all A matrices and for all cost functions.
Supplementary Figure S3. (a) Landscape for ĈG with a
QAOA ansatz of p = 1 layer and unscaled parameters α1
and α2. Here, α1 (α2) corresponds the the parameter in the
driver (mixer) Hamiltonian. (b) Landscape for ĈG with a
QAOA ansatz of p = 1 layer where α1 was scaled by the
condition number κ. In both cases the QLSP is defined by
a randomly generated 4 × 4 matrix with condition number
κ ≈ 11, and with |b〉 given by (S14). The scaled landscape
contains more regions of low cost and thus makes optimiza-
tion more likely to be successful. (c) Time-to-solution versus
condition number κ for the QLSP on three qubits defined by
the A2 matrix of (S12) and with |b〉 given by (S14). Three
curves are shown for 2 = 0.10, 0.02, and 0.01. The inset de-
picts the same data on a logarithmic scale. As can be seen
from the inset, the scaling in κ is sub-exponential for each 
considered.
function CL of (6) achieved a value of ∼ 7× 10−2 (hard-
ware noise prevented further cost reduction). While this
cost value led to a trivial bound on  via (9), we never-
theless found the solution |x〉 to be of high quality. We
M 〈M〉exact 〈M〉exp D(M)2
Z 0 0.04 ± 0.02 0.002 ± 0.002
Supplementary Table S1. Expectation value of an observable
M computed with the exact solution, and with the output so-
lution of VQLS. D(M) measures the difference between these
two results. The linear system considered is A2×2 = H, and
|b〉 = X|0〉.
M 〈M〉exact 〈M〉exp D(M)2
Z -1 -0.819 ± 0.005 0.032 ± 0.002
Supplementary Table S2. Expectation value of an observable
M computed with the exact solution, and with the output so-
lution of VQLS. D(M) measures the difference between these
two results. The linear system considered is A2×2 = 1 + 0.25
Z, and |b〉 = X|0〉.
verified this by measuring the expectation value of differ-
ent Hermitian observables M on the state |x〉 prepared
on the quantum computer. According to (11), we can use
D(M)2 as a figure of merit to quantify the quality of our
solution. For all M we considered, D(M)2 was no larger
than 0.01, and hence the results have a good agreement
with the exact solution. See Table S7 for all values of
D(M)2.
Figure S4 shows the value of the cost function versus
the number of optimization steps for different linear sys-
tems and for several runs. It is worth mentioning that
the cost function is reduced to values . 0.1 for every ex-
ample, except for the case depicted in panel (b). In this
particular case, the solution of the 2 × 2 linear system
is |x0〉 = |1〉. Therefore, one may note the effect of re-
laxation to the state |0〉 in the quantum device, which
likely significantly affected the result quality. The Tables
S1, S2, S3, S4, S5 and S6 correspond to the examples
shown in Figure S4. In the tables we show the expecta-
tion values of several observables M , obtained from the
output of the VQLS and we compare them to the exact
ones.
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Supplementary Figure S4. Cost function versus number of optimization steps. The classical optimization algorithm employed
is the Powell method which uses an unconstrained bi-directional search. Randomization in this algorithm occasionally leads
to spikes in the cost function, visible in the plots, which quickly deteriorate as the optimizer reverts back towards better
parameters. (a) A2×2 = H, and |b〉 = X|0〉. (b) A2×2 = 1 + 0.25Z, and |b〉 = X|0〉. (c) A4×4 = X1H2, and |b〉 = H1H2|0〉. (d)
A4×4 = 1 +0.25Z2, and |b〉 = H1|0〉. (e) A8×8 = 1 +0.25Z3, and |b〉 = H1H2|0〉. (f) A32×32 = 1 +0.25X5, and |b〉 = H⊗5|0〉.
M 〈M〉exact 〈M〉exp D(M)2
Z2 1 0.943 ± 0.003 0.0032 ± 0.0003
Z1 0 0.02 ± 0.04 0.000 ± 0.002
Z1Z2 0 0.02 ± 0.04 0.000 ± 0.002
Supplementary Table S3. Expectation value of observablesM
computed with the exact solution, and with the output solu-
tion of VQLS. D(M) measures the difference between these
two results. The linear system considered is A4×4 = X1H2,
and |b〉 = H1H2|0〉.
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Supplementary Figure S5. Implementation of VQLS on
Rigetti’s quantum hardware. Cost function CL is plotted ver-
sus number of optimization steps, where A is given by (S15).
One can observe that for every run the cost function is re-
duced to a value of ∼ 7 × 10−2. Due to noise present in the
quantum device the cost does not go to zero.
M 〈M〉exact 〈M〉exp D(M)2
Z2 1 0.930 ± 0.004 0.0047 ± 0.0005
Z1 0 0.00 ± 0.02 0.00000 ± 0.00006
Z1Z2 0 0.00 ± 0.02 0.00000 ± 0.00009
Supplementary Table S4. Expectation value of observables
M computed with the exact solution, and with the out-
put solution of VQLS. D(M) measures the difference be-
tween these two results. The linear system considered is
A4×4 = 1 + 0.25Z2, and |b〉 = H1|0〉.
M 〈M〉exact 〈M〉exp D(M)2
Z3 1 0.88 ± 0.01 0.013 ± 0.002
Z2 0 0.00 ± 0.04 0.0000 ± 0.0001
Z2Z3 0 0.00 ± 0.03 0.0000 ± 0.0002
Z1 0 0.04 ± 0.05 0.002 ± 0.003
Z1Z3 0 0.04 ± 0.04 0.002 ± 0.004
Z1Z2 0 -0.002 ± 0.009 0.00000 ± 0.00004
Z1Z2Z3 0 -0.004 ± 0.009 0.00002 ± 0.00009
Supplementary Table S5. Expectation value of observables
M computed with the exact solution, and with the out-
put solution of VQLS. D(M) measures the difference be-
tween these two results. The linear system considered is
A8×8 = 1 + 0.25Z3, and |b〉 = H1H2|0〉.
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M 〈M〉exact 〈M〉exp D(M)2
Z5 0 0.180 ± 0.030 0.030000 ± 0.01000
Z4 0 0.000 ± 0.100 0.000000 ± 0.00400
Z4Z5 0 0.000 ± 0.020 0.000000 ± 0.00040
Z3 0 0.000 ± 0.100 0.000000 ± 0.00900
Z3Z5 0 0.000 ± 0.020 0.000000 ± 0.00040
Z3Z4 0 -0.006 ± 0.009 0.000000 ± 0.00010
Z3Z4Z5 0 0.000 ± 0.001 0.000000 ± 0.000001
Z2 0 0.100 ± 0.020 0.010000 ± 0.00500
Z2Z5 0 0.019 ± 0.009 0.000300 ± 0.00030
Z2Z4 0 0.000 ± 0.010 0.000000 ± 0.00004
Z2Z4Z5 0 -0.001 ± 0.009 0.000000 ± 0.00003
Z2Z3 0 0.000 ± 0.010 0.000000 ± 0.00002
Z2Z3Z5 0 0.005 ± 0.004 0.000020 ± 0.00004
Z2Z3Z4 0 -0.007 ± 0.006 0.000050 ± 0.00009
Z2Z3Z4Z5 0 -0.002 ± 0.008 0.000000 ± 0.00004
Z1 0 0.010 ± 0.020 0.000200 ± 0.00070
Z1Z5 0 0.005 ± 0.008 0.000030 ± 0.00009
Z1Z4 0 0.003 ± 0.005 0.000010 ± 0.00003
Z1Z4Z5 0 -0.002 ± 0.007 0.000000 ± 0.00004
Z1Z3 0 0.000 ± 0.010 0.000000 ± 0.00001
Z1Z3Z5 0 -0.002 ± 0.005 0.000000 ± 0.00002
Z1Z3Z4 0 0.000 ± 0.008 0.000000 ± 0.00001
Z1Z3Z4Z5 0 -0.001 ± 0.004 0.000000 ± 0.00004
Z1Z2 0 0.006 ± 0.004 0.000040 ± 0.00005
Z1Z2Z5 0 0.000 ± 0.010 0.000010 ± 0.00007
Z1Z2Z4 0 -0.002 ± 0.001 0.000000 ± 0.00001
Z1Z2Z4Z5 0 0.002 ± 0.005 0.000000 ± 0.00002
Z1Z2Z3 0 0.001 ± 0.007 0.000000 ± 0.00002
Z1Z2Z3Z5 0 0.000 ± 0.006 0.000000 ± 0.00001
Z1Z2Z3Z4 0 0.001 ± 0.002 0.000001 ± 0.000006
Z1Z2Z3Z4Z5 0 0.002 ± 0.001 0.000004 ± 0.000007
Supplementary Table S6. Expectation value of observables
M computed with the exact solution, and with the out-
put solution of VQLS. D(M) measures the difference be-
tween these two results. The linear system considered is
A32×32 = 1 + 0.25X5, and |b〉 = H⊗5|0〉.
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M 〈M〉exact 〈M〉exp D(M)2
Z5 0 0.1 ± 0.1 0.01 ± 0.04
Z4 0 0.00 ± 0.04 0.0 ± 0.0005
Z4Z5 0 0.00 ± 0.01 0.0 ± 0.00007
Z3 0 0.0 ± 0.1 0.0 ± 0.004
Z3Z5 0 0.01 ± 0.02 0.0002 ± 0.0009
Z3Z4 0 -0.002 ± 0.007 0.0 ± 0.00003
Z3Z4Z5 0 0.000 ± 0.005 0.0 ± 0.000009
Z2 1 0.971 ± 0.002 0.0008 ± 0.0001
Z2Z5 0 0.1 ± 0.1 0.01 ± 0.04
Z2Z4 0 0.00 ± 0.04 0.0 ± 0.0004
Z2Z4Z5 0 0.00 ± 0.01 0.0 ± 0.00006
Z2Z3 0 0.0 ± 0.1 0.0 ± 0.003
Z2Z3Z5 0 0.01 ± 0.02 0.0002 ± 0.0009
Z2Z3Z4 0 -0.002 ± 0.006 0.0 ± 0.00003
Z2Z3Z4Z5 0 0.001 ± 0.005 0.0 ± 0.00001
Z1 0 -0.02 ± 0.04 0.0 ± 0.001
Z1Z5 0 0.000 ± 0.007 0.0 ± 0.0006
Z1Z4 0 0.000 ± 0.004 0.0 ± 0.0000006
Z1Z4Z5 0 0.000 ± 0.006 0.0 ± 0.00001
Z1Z3 0 -0.002 ± 0.006 0.0 ± 0.00003
Z1Z3Z5 0 -0.001 ± 0.004 0.0 ± 0.00001
Z1Z3Z4 0 0.004 ± 0.005 0.00001 ± 0.00004
Z1Z3Z4Z5 0 0.003 ± 0.004 0.00001 ± 0.00003
Z1Z2 0 -0.02 ± 0.03 0.0 ± 0.001
Z1Z2Z5 0 0.000 ± 0.008 0.0 ± 0.0000004
Z1Z2Z4 0 0.000 ± 0.005 0.0 ± 0.000004
Z1Z2Z4Z5 0 0.000 ± 0.006 0.0 ± 0.000006
Z1Z2Z3 0 -0.001 ± 0.007 0.0 ± 0.00002
Z1Z2Z3Z5 0 0.000 ± 0.004 0.0 ± 0.000008
Z1Z2Z3Z4 0 0.004 ± 0.003 0.00001 ± 0.00003
Z1Z2Z3Z4Z5 0 0.004 ± 0.003 0.00001 ± 0.00003
Supplementary Table S7. Expectation value of observables
M computed with the exact solution, and with the out-
put solution of VQLS. D(M) measures the difference be-
tween these two results. The linear system considered is
A32×32 = 1 + 0.2X1Z2 + 0.2X1, and |b〉 = H1H3H4H5|0〉.
