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Abstract
A general framework for cluster tilting is set up by showing that any quotient
of a triangulated category modulo a tilting subcategory (that is, a maximal one-
orthogonal subcategory) carries an induced abelian structure. These abelian quo-
tients turn out to be module categories of Gorenstein algebras of dimension at most
one.
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1 Introduction
Abelian and triangulated categories are two fundamental structures in algebra and ge-
ometry. While modules or sheaves are forming abelian categories, complexes lead to
homotopy or derived categories that are triangulated. Triangulated categories which at
the same time are abelian must be semisimple. There are, however, well-known ways to
produce triangulated categories from abelian ones [15]. For example, taking the mod-
ule category of a self-injective algebra ’modulo projectives’ produces the stable category,
which is triangulated. In particular, [H] the (triangulated) derived module category of a
finite dimensional algebra of finite global dimension is equivalent to the stable category
of its (infinite dimensional, but locally finite-dimensional) repetitive algebra. Homotopy
categories of complexes provide another example of passing from abelian categories (of
complexes) to triangulated ones.
Among the surprises produced by the recent theory of cluster algebras and cluster cat-
egories is the possibility of sometimes going the opposite way; starting from a cluster
category, which is a triangulated category constructed from a derived category, one can
pass to a quotient category, which turns out to be abelian [BMR, BMRRT, Z1, KR]. The
quotient is taken modulo a ’tilting subcategory’ (a maximal 1-orthogonal subcategory as
defined in [I1, I2]). Such tilting subcategories correspond to clusters in the cluster alge-
bras introduced by Fomin and Zelevinsky [FZ1, FZ2]. Their endomorphism rings have
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been shown to have interesting properties [KR], such as being Gorenstein of dimension
one, and are expected to contain crucial information about clusters and cluster variables.
In this article we are going to provide a general framework for passing from triangulated
categories to abelian categories by factoring out tilting subcategories. Indeed, our main
result states in full generality that any such quotient category carries an abelian structure.
We will relate the two structures in a direct and explicit way, thus not only reproving,
but also strengthening the known results in the case of cluster categories. In particular,
we give explicit constructions of kernels and cokernels in the abelian quotient category.
By examples we show that our result also applies to stable categories and that it is not
restricted to Calabi Yau dimension two.
A crucial difference between abelian and triangulated categories concerns monomorphisms
and epimorphisms. In an abelian category, plenty of these must exist, as kernels or cok-
ernels, respectively. In a triangulated category, however, any monomorphism or epimor-
phism (in the categorical sense) must split. One of our main tools is a characterisation
of maps in a triangulated category which become monomorphisms or epimorphisms after
factoring out a tilting subcategory.
The abelian quotient categories in our general situation enjoy nice properties similar
to the situation of Calabi Yau dimension two studied by Keller and Reiten [KR]. For
instance, they have enough projectives and injectives and thus are equivalent to module
categories over the endomorphism rings of tilting objects. Moreover, these endomorphism
rings are Gorenstein of dimension at most one.
The article is organised as follows:
In Section 2 we first collect basic material on quotient categories and then prove The-
orem 2.3, the characterisation of morphisms in a triangulated category which become
monomorphisms or epimorphisms in a quotient modulo a tilting subcategory.
Section 3 contains the main result, Theorem 3.3, and its proof; the quotient of a trian-
gulated category modulo a tilting subcategory carries an induced abelian structure.
In Section 4 we first extend a number of results on the abelian quotient category, which
are known for cluster categories or Calabi-Yau categories of CY-dimension two, to quo-
tients of triangulated categories. In particular, we show in Theorem 4.3 that the abelian
quotient category always is the module category of a Gorenstein algebra (maybe of infinite
dimension or just a ring) of Gorenstein dimension at most one. Moreover, we give ex-
amples different from cluster categories or Calabi-Yau categories. Then we go back from
our general cluster-tilting to the classical cluster-tilting theory and show that the tilting
subcategories of Db(H) are sent to cluster-tilting subcategories (or cluster-tilting objects)
by the projection pi : Db(H) −→ C(H), thus complementing results in [BMR, BMRRT].
Moreover we show that the projection pi gives a covering functor from the subcategory
of projective objects in the abelian quotient Db(H)/T to the subcategory of projec-
tive modules of the module category over the corresponding cluster-tilting subcategory
(cluster-tilted algebra) pi(T ) and that it also gives the corresponding push-down functor
between their module categories; this again accompanies results in [BMRRT].
Section 5 discusses various aspects of potential converses of Theorem 3.3. There are trivial
and non-trivial counterexamples to a direct converse. Assuming an abelian structure on
a quotient of a triangulated category modulo some subcategory, we can, however, recover
some of the conditions used as assumptions in Theorem 3.3 and also the characterisation
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in Theorem 2.3.
2 Quotient categories and morphisms
In this section, we collect some basic material and then prove our main tool, Theorem 2.3,
characterising morphisms which become monomorphisms or epimorphisms in a quotient
category.
2.1 Basics on quotient categories
Let H be an additive category and T a full subcategory which is closed under taking
direct sums and direct summands, i.e, for any two objects X,Y ∈ H, X ⊕ Y ∈ T if and
only if X, Y ∈ T . Then the quotient category A := H/T has the same objects as H,
and morphisms from X to Y in the quotient category are the H-morphisms modulo the
subgroup of morphisms factoring through some object in T . For f a morphism in H,
we denote by f its residue class in the quotient category. The quotient A is additive. If
T = addT for some object T , the quotient category is denoted by H/T .
The following is well-known:
Lemma 2.1. (a) The property of being a Krull-Schmidt category is inherited by the
quotient category.
(b) indA = indH \ indT .
Throughout the paper, the shift functor of a triangulated category will be denoted by
[1]. From Subsections 4.2 to the end of the paper, we will assume that H is a k−linear
triangulated category with split idempotents. Furthermore, in these sections we also will
assume that all Hom-spaces ofH are finite dimensional and the existence of a Serre functor
Σ on H, that is, an autoequivalence naturally satisfying Hom(X,Y ) ≃ DHom(Y,ΣX).
Hence, H has Auslander-Reiten triangles, and Σ = τ [1]. Here, τ is the Auslander-Reiten
translate. The spaceHom(Y,X[1]) sometimes is denoted by Ext1(Y,X). If Ext1(T, T ′) =
0 for any T, T ′ ∈ T , we say that T satisfies Ext1(T ,T ) = 0.
IfH is a triangulated category, then its distinguished triangles will be just called triangles.
2.2 How to become a monomorphism
A morphism f in a category H is called a monomorphism (or an epimorphism) provided
g = 0 whenever f ◦ g = 0 (respectively g ◦ f = 0).
The following well-known lemma exhibits a crucial difference between triangulated and
abelian categories.
Lemma 2.2. A monomorphism in a triangulated category is a section, that is, it admits
a left inverse. Dually an epimorphism in a triangulated category is a retraction, that is,
it admits a right inverse.
Proof. See, for example, Exercise 1 in [GM], IV.1.
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Theorem 2.3. Let H be a triangulated category and T a full subcategory of H with
Ext1(T ,T ) = 0. Let f : X → Y be a morphism in H which is a part of a triangle
Z[−1]
h
→ X
f
→ Y
g
→ Z. Then f is a monomorphism in A if and only h = 0; f is an
epimorphism in A if and only if g = 0.
In particular, if Z is in T , then f is an epimorphism; if Z[−1] is in T , then f is a
monomorphism.
Proof. We give the proof for the statement about epimorphisms, the case of monomor-
phisms being dual. We first will deal with a special case: Suppose that f : X → Y is a
morphism in H which is part of a triangle T [−1]
h
→ X
f
→ Y
g
→ T with T ∈ T . We will
prove that f is an epimorphism in A. Let g1 : Y → Z with g1 ◦ f = 0. Then there exists
an object T ′ ∈ T and morphisms g′1 : X → T
′ and f ′1 : T
′ → Z with g1 ◦ f = f
′
1 ◦ g
′
1.
The resulting commutative square can be completed to a commutative diagram with rows
being triangles:
T [−1]
h
−−−−→ X
f
−−−−→ Y
g
−−−−→ T


y


yg
′
1


yg1


y
M [−1] −−−−→ T ′
f ′
1−−−−→ Z −−−−→ M
In this diagram, g′1 ◦h = 0 since Hom(T [−1], T
′) ∼= Hom(T, T ′[1]) = 0. By the long exact
homology sequence associated to the triangle, the morphism g′1 factors through Y , i.e.
there is a morphism f1 : Y → T
′ with g′1 = f1 ◦f . It follows that (g1−f
′
1 ◦f1)◦f = 0, and
then the morphism g1 − f
′
1 ◦ f1 factors through g, i.e., there is a morphism σ1 : T → Z
such that g1 − f
′
1 ◦ f1 = σ1 ◦ g. Therefore we have g1 = f
′
1 ◦ f1 + σ1 ◦ g which means that
g1 factors through T ⊕ T
′. Hence g1 = 0, proving that f is epimorphism.
Now we turn to the general case: Suppose that f : X → Y is a morphism in H which
is part of a triangle Z[−1]
h
→ X
f
→ Y
g
→ Z such that g factors through T with T ∈ T .
Then, by completing the right hand square, we get a commutative diagram with rows
being triangles:
T [−1] −−−−→ M
f1
−−−−→ Y
σ1−−−−→ T


y


yg1


yid


yσ
′
1
X[−1]
h
−−−−→ X
f
−−−−→ Y
g
−−−−→ Z
As shown above, we have that f1 is an epimorphism in A. This implies that f is also an
epimorphism in A since f ◦ g1 = f1.
The converse is easy: Suppose f is an epimorphism and g ◦ f = 0, then g = 0.
Corollary 2.4. Let f : X → Y be a morphism in H which is part of a triangle Z[−1]
h
→
X
f
→ Y
g
→ Z. If f and g are zero maps, then Y ∈ T .
Proof. As g = 0, f is an epimorphism. Then idY ◦ f = 0 implies idY = 0 and thus Y
∼= 0
in A, i.e. Y ∈ T .
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3 Induced abelian structure on quotient categories
In this section we prove our main result, Theorem 3.3, stating that any quotient of
any triangulated category modulo any tilting subcategory carries an induced abelian
structure.
The following definition is due to Iyama [I1].
Definition 3.1. Let H be an abelian category or a triangulated category. A subcategory
T of H is called a maximal 1-orthogonal subcategory of H, if it satisfies the following
conditions:
1. T is contravariantly finite and covariantly finite,
2. X ∈ T if and only if Ext1(X,T ) = 0,
3. X ∈ T if and only if Ext1(T ,X) = 0.
In case H is a triangulated category, the maximal 1-orthogonal subcategories are called
tilting subcategories. If T = addT , we call T is a maximal 1−orthogonal object of H.
Recall that a subcategory T is called contravariantly finite in H provided for any object
X of H there is a right T -approximation f : T → X, i.e. Hom(T ′, f) : Hom(T ′, T ) −→
Hom(T ′,X) is surjective for any T ′ ∈ T . Dually, one can define left T −approximation
of X and covariantly finiteness of T .
We first show that in a triangulated category, some of the defining conditions of maximal
1-orthogonal imply others.
Lemma 3.2. Let H be a triangulated category and T a full subcategory. Then
1. If T is contravariantly finite in H and satisfies condition 3 of Definition 3.1, then
for any object M of H, there is a triangle T1 → T0
σ
→ M → T1[1] with σ being a
right T −approximation of M , and T1 ∈ T . Dually, if T is covariantly finite in H
and satisfies condition 2 of Definition 3.1, then for any object M of H, there is a
triangle M
σ
→ T0 → T1 → M [1] with σ being a left T −approximation of M , and
T1 ∈ T .
2. Let G be an automorphism of H. Then T is contravariantly (or covariantly) finite
in H if and only if so is the image G(T ).
3. If T is contravariantly finite and satisfies condition 3 of Definition 3.1, then T is
a tilting subcategory of H, i.e. it satisfies all conditions in Definition 3.1.
Proof. (1) We will prove the statement on right T −approximations, the case of a left
T −approximation being dual. Let σ : T0 →M be a right T −approximation of M , and
X → T0
σ
→M → X[1] a triangle containing σ. For any T ∈ T , by applying Hom(T,−) to
this triangle, there is an exact sequence Hom(T,X) −→ Hom(T, T0)
Hom(T,σ)
−→ Hom(T,M) −→
Hom(T,X[1]) → Hom(T, T0[1]). Since Hom(T, σ) is surjective and Hom(T, T0[1]) = 0,
also Hom(T,X[1]) = 0. By condition 3 it follows that X ∈ T .
(2) We will prove that G sends any right T −approximation f : T → M to a right
G(T )−approximation of G(M). Given any morphism g : G(T ′) → G(M), we can write
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g = G(g′) where g′ : T ′ → M since G is full. Hence there is a map h : T ′ → T with
g′ = f ◦ h. Then g = G(g′) = G(f) ◦ G(h). Thus G(f) is a right G(T )−approximation
of G(M). Since G is an automorphism, any object of H is isomorphic to G(X) for some
object X. Therefore the image of T under G is contravariantly finite in H.
(3) Suppose T is contravariantly finite in H and satisfies condition 3 of Definition 3.1.
Then T [−1] is also contravariantly finite by (2). Similarly the subcategory T [−1] satisfies
an analogue of condition 3 of Definition 3.1 since T satisfies condition 3. Then for anyM ∈
H, it follows from assertion 1 of this lemma that there is a triangle T1[−1] → T0[−1]
σ
→
M
β
→ T1 with σ being right T [−1]−approximation of M . Since Hom(T0[−1], T ) ∼=
Ext1(T0, T ) = 0 for any T ∈ T , we have that β is a left T −approximation of M . This
proves that T is also covariantly finite in H. Now assume that Ext1(X,T ) = 0 for some
X. We have to prove X ∈ T . Let T0[−1] → X be the right T [−1]−approximation of
X. Then we have a triangle T1 → T0 → X
h
→ T1[1] by the statement of part (1). Then
h ∈ Ext(X,T ) = 0. Thus the triangle splits, T0 ∼= X ⊕ T1 and thus X ∈ T .
Theorem 3.3. Let H be a triangulated category and T a tilting subcategory of H. Then
A = H/T is an abelian category.
In the proof we will explicitly construct the abelian structure of A, that is, kernels and
cokernels, from the triangulated structure of H.
Proof. Since A is an additive category, in order to prove it is abelian, we need to prove
the existence of kernels and cokernels and also that monomorphisms are kernels and
epimorphisms are cokernels.
Claim (1). For any morphism f : X → Y , there is a morphism g : Y →M which is the
cokernel of f .
We complete f : X
f
→ Y
f1
→ Z
f2
→ X[1] to a triangle. Let σ : T0 → X[1] be the right
T −approximation ofX[1]. Then we form another triangle T1 → T0
σ
→ X[1]→ T1[1]. Here
σ being an approximation implies that T1 ∈ T . Composing the map X[1] → T1[1] with
f2 we get a map Z → T1[1]. Extending to a triangle we get the following commutative
diagram:
T1 = T1
↓ ↓
Y
g
→ M → T0
‖ ↓ σ′ ↓ σ
X
f
→ Y
f1
→ Z
f2
→ X[1]
Then f1 = σ
′ ◦g and σ′ is a monomorphism, g is an epimorphism by 2.3. Since σ′ ◦g ◦f =
f1 ◦ f = 0, we also have that g ◦ f = 0.
We will prove that g is the cokernel of f .
First, for any h : Y → N with h ◦ f = 0 we will prove that h factors through g.
By h ◦ f = 0, it follows that hf factors through some object T ∈ T . Hence, there is the
following commutative diagram:
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Y
g
→ M → T0
‖ ↓ σ′ ↓ σ
X
f
→ Y
f1
→ Z → X[1]
↓ ↓ h ↓ h′ ↓ h′′
T
ρ
→ N
ρ1
→ Z ′
ρ2
→ T [1]
Since h′′ ◦ σ ∈ Hom(T0, T [1]) = 0, we have that ρ2 ◦ h
′ ◦ σ′ = 0. It follows that h′ ◦ σ′
factors through ρ1, i.e. there is a morphism ρ
′ : M → N such that h′ ◦ ρ′ = ρ1 ◦ ρ
′.
Therefore, ρ1 ◦ (h − ρ
′g) = 0 and h − ρ′ ◦ g factors through ρ, i.e. there is a morphism
ρ′′ : Y → T such that h− ρ′ ◦ g = ρ ◦ ρ′′. So, h factors through g, i.e. h = ρ′ ◦ g.
Second, we will prove that the map ρ′ is unique. Suppose that we have two such maps ρ1
′
and ρ′ such that h = ρ′◦g = ρ1
′◦g. Then (ρ′1−ρ
′)◦g factors through some object T1 ∈ T ,
i.e. (ρ′1 − ρ
′) ◦ g = β ◦ α with α : Y → T1 and β : T1 → N . Let T1
β
→ N
β1
→ N ′
β2
→ T1[1] be
a triangle into which β is embedded. We have the commutative diagram:
Y
g
−−−−→ M
g′
−−−−→ T −−−−→ Y [1]
α


y


yρ
′
1
−ρ′


yβ3


y
T1
β
−−−−→ N
β1
−−−−→ N ′
β2
−−−−→ T1[1]
Since β2 ◦ β3 ∈ Hom(T, T [1]) = 0, β3 factors through β1, i.e. β3 = β1 ◦ β4 for a map β4.
Therefore ρ′1 − ρ
′ − β4 ◦ g
′ factors through β. Then ρ′ − ρ′1 = 0. This finishes the proof
that any morphism in A has a unique cokernel. Dually, we have that any morphism in
A has a unique kernel.
Claim (2). Let g : Y → Z be a morphism in H such that g is an epimorphism. Then g
is a cokernel.
For such g we form a triangle X
f
→ Y
g
→ Z
g′
→ X[1]. We want to show that g is the
cokernel of f . Let h : Y →M be a morphism with h ◦ f = 0. Then we have some object
T1 ∈ T and the following commutative diagram:
X
f
−−−−→ Y
g
−−−−→ Z
g′
−−−−→ X[1]
h1


y


yh


yh2


yh3
T1
δ
−−−−→ M
δ1−−−−→ Z ′
δ2−−−−→ T1[1]
Since g is an epimorphism, by Theorem 2.3, g′ factors through some object T2 ∈ T . It
follows that h3◦g
′ = 0, and then h2 factors through δ1, i.e. h2 = δ1◦δ3 for some morphism
δ3 : Z →M . As above it follows that h = δ3 ◦ g. Also the uniqueness of δ3 is obtained in
the same way as above. The corresponding statement for monomorphisms can be shown
dually.
This finishes the proof.
Corollary 3.4. Let H and T be as in Theorem 2.3. and M
f
→ N
g
→ L
h
→M [1] a triangle
in H.
If h = 0 then M
f
→ N
g
→ L→ 0 is exact in A.
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If h[−1] = 0 then 0→M
f
→ N
g
→ L is exact in A.
Furthermore if h = 0 = h[−1], then 0→M
f
→ N
g
→ L→ 0 is an exact sequence in A.
4 More on the abelian quotient category
In this section we will show that the quotient category modulo a tilting subcategory is
indeed the module category of a certain endomorphism ring, which under mild additional
assumptions turns out to have various strong properties, including being a Gorenstein
algebra of Gorenstein dimension at most one. Several results in this section, especially in
the first subsection, generalize results of [KR], obtained there under stronger assumptions.
Results in the third subsection complement results of [BMR, BMRRT].
4.1 Endomorphisms algebras and Gorenstein property
Here, and in the following we write Ext(X,Y ) for Hom(X,Y [1]).
Lemma 4.1. LetH be a triangulated category,and T a full subcategory of H with Ext(T ,T ) =
0. Then T ∩ T [1] = {0}.
Proof. This follows directly from the assumptions.
Proposition 4.2. Let T be a tilting subcategory of a triangulated category H and A the
abelian quotient of H by T . Then an object M of A is a projective object if and only if
M ∈ T [−1]. Dually an object N of A is an injective object if and only if N ∈ T [1].
Proof. We prove the first statement only, the second one being dual.
Firstly we show that for any T ∈ T the shifted object T [−1] is projective in A. For any
epimorphism X
f
→ Y in A and any morphism g : T [−1]→ Y , let Z[−1]→ X
f
→ Y
h
→ Z
be the triangle into which f is embedded. Since f is an epimorphism in A, the map
h factors through an object T ′ of T by Theorem 2.3. It follows that h ◦ g = 0 since
Hom(T [−1], T ′) = 0. Then g factors through f , hence g factors through f . This proves
that T [−1] is projective in A.
Conversely assume M is a projective object in A. By Lemma 3.2, there is a triangle
T1[−1] → T0[−1]
σ
→ M → T1 with σ being a right T [−1]−approximation of M . This
yields an exact sequence T1[−1]→ T0[−1]
σ
→M → 0 with σ being an epimorphism in A.
So the sequence splits, hence M ∈ T [−1].
The main result in this subsection is the following theorem, generalizing and reproving
in a different way a result in [KR].
By a category having enough projectives we mean that every object has a projective
cover.
An abelian category with enough projectives and enough injectives is called Gorenstein if
the full subcategory of projective objects is covariantly finite and the full subcategory of
inject objects is contravariantly finite and there is an integer d such that all projectives
are of injective dimension at most d and all injectives are of projective dimension at most
d. The maximum of the injective dimensions of projectives and the projective dimensions
of injectives is called Gorenstein dimension of the category.
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Theorem 4.3. Let H be a triangulated category, let T be a tilting subcategory of H and
let A be the abelian quotient category of H by T . Then:
1. The category A has enough projective objects.
2. The category A has enough injective objects.
3. The category A is Gorenstein of Gorenstein dimension at most one.
Proof. We start by proving that any object X of A has a projective cover. Now let
X ∈ H. There is a T [−1]−approximation of X: T1[−1]
f
→ X, which is a morphism in the
triangle T2[−1]→ T1[−1]
f
→ X
g
→ T2 with T2 ∈ T . Thus we get a projective cover of X in
A: f : T [−1]→ X → 0 and a projective presentation of X: T2[−1]→ T1[−1]
f
→ X → 0.
Dually, injective objects in A are of the form T [1] with T ∈ T , and any object has an
injective envelope.
Furthermore, for any injective object T [1] in A, we have a T [−1]−approximation of T [1]:
T1[−1]
f
→ T [1] since T [−1] is contravariantly finite in A. As before we have the triangle
T → T2[−1] → T1[−1]
f
→ T [1]
g
→ T2 with T2 ∈ T . By Theorem 2.3 there is an exact
sequence: 0 → T2[−1] → T1[−1]
f
→ T [1]
g
→ 0 which is a projective resolution of the
injective object T [1] in A. Therefore proj.dim. T [1] ≤ 1. For a projective object T [−1]
of A, we have a triangle in H: T → T [−1]
f
→ T1[1]→T2[1] → T with T2 ∈ T and f
being a T [1]−approximation of T [1]. It follows that 0 → T [−1]
f
→ T1[1]→T2[1] → 0 is
an exact sequence in A, which is an injective resolution of the projective object T [−1].
Thus inj.dimT [−1] ≤ 1.
Therefore A is an abelian category, which is Gorenstein of Gorenstein dimension at most
one.
We denote by ModT the category of modules over T , and by modT the subcategory of
ModT consisting of finitely presented modules.
As in [KR] we get the following:
Corollary 4.4. Let H be a triangulated category and T a tilting subcategory of H. Then
A is equivalent to mod(T [−1]) as abelian categories.
Proof. By Theorem 4.3, T [−1] is a full subcategory of the abelian category A consisting of
projective objects and A has enough projectives and injectives. Therefore A is equivalent
to mod(T [−1]), and the equivalence preserves the exact structure.
Corollary 4.5. Let H be a triangulated category and T = add(T ) a tilting subcategory of
H. Let A = End(T ) be the endomorphism ring of T . Then A is Gorenstein of Gorenstein
dimension at most one.
Here, A above may be an algebra of infinite dimension over a field k, or it may just be
a ring. If it is an artin algebra, then either it is hereditary or its global dimension is
infinite.
An abelian category with enough projectives and enough injectives is called a Frobenius
category if projective and injective objects coincide.
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Proposition 4.6. Let H be a triangulated category and T a tilting subcategory. Then A
is a Frobenius category if and only if T = T [2].
Proof. By the proof of Theorem 4.3, A is a Gorenstein abelian category of Gorenstein
dimension ≤ 1 whose projective objects are of the form T [−1] and whose injective objects
are of the form T [1]. Then A is a Frobenius category if and only if T [1] = T [−1] if and
only if T = T [2].
4.2 Triangulated categories with Serre duality
From now on, we assume that H is a k−linear triangulated category with split idem-
potents and all Hom-spaces of H are finite dimensional. We also assume that H has
Serre functor Σ such that for all X,Y there is a natural isomorphism Hom(X,Y ) ≃
Hom(Y,ΣX)∗, where ∗ denotes k-duality. Then H has Auslander-Reiten triangles and
Σ = τ [1], where τ is the Auslander-Reiten translate. Without loss of generality, we may
assume that the AR-quiver of H has no loops. Indeed, triangulated categories with loops
in their AR quivers have been classified in [XZ], Theorem 2.2.1. It turns out that in these
categories τ = [1] = idH and, obviously, H then has no tilting subcategory.
Proposition 4.7. Let T be a tilting subcategory of triangulated category H and A the
abelian quotient category of H by T . Then:
1. A has source maps and sink maps. In particular, the category A has AR-sequences.
2. T ∩ τT = {0}.
3. There is equality τ−1T = T [−1] i.e, FT = T , where F = τ−1[1].
Proof. It is routine to prove that the residue class of any sink (or source) map in H is
again a sink (or source, respectively) map in A. Then A has sink maps and source maps,
and it has AR-sequences.
Now we will prove the equality τ−1T = T [−1]. For any projective object τ−1T with
T ∈ T , we have a T [−1]−approximation of τ−1T : T1[−1]
f
→ τ−1T since T , hence also
T [−1], are contravariantly finite in A. As before we have the triangle T2[−1]→ T1[−1]
f
→
τ−1T
g
→ T2 with T2 ∈ T . Since Hom(τ
−1T, T2) ∼= DExt
1(T2, T ) = 0, we have g = 0.
It follows that the triangle above splits, i.e., T1[−1] ∼= τ
−1T ⊕ T2[−1]. This proves
τ−1T ⊆ T [−1]. A similar approximation argument shows that τ−1T ⊇ T [−1]. Therefore
τ−1T = T [−1].
For the proof of (2), we take T ∈ T ∩ τT . Then there exists T ′ ∈ T such that T = τT ′.
Hence Hom(T, T ) = Hom(T, τT ′) ∼= DHom(T ′, T [1]) = 0, and therefore T ′ = T = 0.
In the special case of cluster categories, endomorphism rings of tilting objects have been
studied in [BMR]. Assuming finite representation type, a bijection has been shown to
exist between the indecomposable representations of the hereditary algebra and of the
cluster tilted algebra.
Proposition 4.8. Let H be a k−linear triangulated category over an algebraically closed
field k and Ti = add(Ti) two tilting subcategories of H, for i = 1, 2. Let Ai = End(Ti)
the endomorphism algebras of Ti. Then A1 and A2 have the same representation type.
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Proof. By Corollary 4.4, Ai−mod≈ H/addTi for i = 1, 2. Therefore A1 −mod/addT2 ≈
H/add(T1 ∪ T2) ≈ A2 −mod/addT1. Hence, indA1 is a finite set if and only if indH is a
finite set. Thus A1 is of finite type if and only if A2 is so. Moreover, by [Kr], A1 −mod
is wild if and only if A2 −mod is wild. Therefore, by tame-wild dichotomy, A1 and A2
have the same representation type.
Theorem 4.9. Let T be a tilting subcategory of H and A the abelian quotient. If C
is a 1−orthogonal subcategory of H, i.e. Ext1
H
(C, C) = 0, then its image in A is a
1−orthogonal subcategory of A, i.e. Ext1
A
(C, C) = 0.
Proof. Let X, X1 ∈ C such that X1 has no direct summands in T . We will prove
that Ext1A(X1,X) = 0, i.e., any short exact sequence 0 → X
f
→ M
g
→ X1 → 0 in A
splits. Lifting the morphism f : X → M in A to a morphism f in H, we get a triangle
N [−1]
f1
→ X
f
→M
f2
→ N
f3
→ X[1]. Since f1 = 0, f is a monomorphism.
From our construction of the cokernel of a monomorphism in the proof of 2.3, we get the
following commutative diagram:
T1Y = T1
↓ ↓
X ′[−1]
g3
→ T0[−1]
g2
→ M
g
→ X ′
g1
→ T0
↓ h4 ↓ h3 ‖ ↓ h2 ↓ h1
N [−1]
f1
→ X
f
→ M
f2
→ N
f3
→ X[1]
Since X ′ ∼= X1 in A we have that X
′ ∼= X1⊕T
′ for some T ′ ∈ T . Then h4 can be written
as h4 = (h5, h6) : X1[−1]⊕T
′[−1]→ N [−1]. It follows that f1◦h4 = (f1◦h5, f1◦h6) where
f1 ◦ h5 ∈ Hom(X1[−1],X) = 0 and f1 ◦ h6 = 0, the latter because f1 factors through an
object in T and thus f1 ◦h6 factors through a map from some T
′′[−1] to some T ′′′, which
by assumption is zero. Therefore h3 ◦ g3 = 0 and so there exists a morphism σ :M → X
such that h3 = σ ◦ g2. It follows that (1 − fσ) ◦ g2 = 0. Hence there exists a morphism
ρ : X ′ → M such that 1 − f ◦ σ = ρ ◦ g i.e. 1 = f ◦ σ + ρ ◦ g. By passing this equality
to the quotient category A, we get that 1 = f ◦ σ + ρ ◦ g. Here, e1 = fσ and e2 = ρg
are orthogonal idempotents of EndA. Then M ∼= e1M ⊕ e2M , and e1M = fσM ∼= σM
and e2M = ρgM ∼= ρX1. So e1M is a subobject of X and e2M is an image of X1. Since
0 → X
f
→ M
g
→ X1 → 0 is an exact sequence, we obtain that σM ∼= X and ρX1 ∼= X1
by computing their lengths. Therefore the exact sequence 0→ X
f
→M
g
→ X1 → 0 in A
splits. This finishes the proof.
Corollary 4.10. Under the same assumptions as in Theorem 4.9, an indecomposable
1−orthogonal object C in H (that is, Ext1
H
(C,C) = 0), which does not belong to T is an
1−orthogonal indecomposable object in A.
Such 1−orthogonal objects sometimes are also called exceptional objects.
Proposition 4.11. Let H be a triangulated category and T a tilting subcategory. Then
modT [−1] is a Frobenius category if and only if ΣT = T .
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Proof. By Proposition 4.7, τ−1T = T [−1]. Then by Proposition 4.6, modT [−1] is a
Frobenius category if and only if T = T [2] if and only if ΣT = T .
4.3 Cluster categories
Cluster categories are the motivating example for our results. These categories have
been introduced in [BMRRT], and in [CCS1] in the case of type An, in order to connect
the cluster algebras defined by Fomin and Zelevinsky [FZ1, FZ2] (see also the survey
[FZ3] on cluster algebras), with representation theory of algebras. The cluster variables
of Fomin and Zelevinsky correspond to indecomposable exceptional objects in cluster
categories, and clusters correspond to tilting objects, that is, to maximal 1−orthogonal
subcategories [I1], which play a crucial role also in our more general framework. For
recent developments on cluster tilting, we refer to the survey papers [BM, Ri].
Recall that cluster categories by definition are orbit categories Db(H)/F of derived cat-
egories Db(H) (of a hereditary category H) by an automorphism group generated by
F = τ−1[1] where τ is the Auslander-Reiten translate in Db(H), and [1] is the shift
functor of Db(H). Cluster categories are triangulated categories by [K] and they form
examples of Calabi-Yau triangulated categories of CY-dimension 2 as studied in [KR].
Of particular interest are the endomorphism algebras of tilting objects. These provide,
or are expected to provide, essential information on cluster variables and clusters, see
[CCS1, CCS2]. Moreover, by [BMR, BMRRT, KR] quotients of cluster categories or
Calabi-Yau categories of CY-dimension two modulo tilting objects are equivalent to the
module category of the corresponding endomorphism algebra. Our main theorem 3.3
puts these results into a more general context. Moreover, several results we prove in the
present section are direct generalisations of results on cluster or Calabi-Yau categories
[BMR, KR, Z2], for instance on representation types or on the Gorenstein property.
We add another result in this special situation:
Corollary 4.12. Let T be a tilting object of a cluster category C(H) and A the cluster
tilted algebra. If A is hereditary and T ′ is a tilting object in C(H) with add(T )∩add(T ′) =
{0}, then T ′ is a tilting module in A−mod.
Proof. By Theorem 4.9, T ′ is a partial tilting A−module. It is a tilting module since the
number of non-isomorphic indecomposable summands of T ′ and of T [−1] is the correct
one.
In the following, we apply our results to cluster categories. Let H be a hereditary algebra
and F = τ−1[1]. F is an automorphism ofDb(H). The cluster category C(H) = Db(H)/F
is a triangulated category, and the projection pi : Db(H) −→ C(H) is a triangle functor.
Now we show that it induces a covering functor of cluster tilted algebras.
Theorem 4.13. Let T be a tilting subcategory of Db(H) and pi : Db(H) −→ C(H) the
projection. Then:
1. The restriction of pi to T [−1] is a Galois covering of the cluster tilted algebra
pi(T [−1]).
2. The projection pi induces a covering functor from mod(T [−1]) to mod(pi(T [−1])).
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This is closely related to results in section two of [BMRRT], where Ext-configurations and
tilting sets are studied. In particular, Propositions 2.1 and 2.2. there compare properties
relevant to tilting in the derived category and in the cluster category.
Before we prove the Theorem, we first show a lemma:
Lemma 4.14. T is a tilting subcategory of Db(H) if and only if T = pi−1(pi(T )) and
pi(T ) is a tilting subcategory of C(H).
Proof. For a subcategory T of Db(H) with T = pi−1(pi(T )), it is easy to prove that T is
contravariantly finite in Db(H) if and only if pi(T ) is so in C(H).
Suppose T is a tilting subcategory of Db(H). Then FT = T by Proposition 4.7. We
denote by T ′ the intersection of T with the additive subcategory C′ generated by all
H−modules as stalk compleses of degree 0 together with H[1]. Then we have that
T = {Fn(T ′)|n ∈ Z}. Now pi(T ) = pi(T ′), denoted by T1. For any pair of objects
T˜1, T˜2 ∈ T1, there are T1, T2 ∈ T
′ such that T˜1 = pi(T1), T˜2 = pi(T2). Then Ext
1(T˜1, T˜2) =
Hom(T˜1, T˜2[1]) ∼= ⊕n∈ZHomDb(H)(T1, F
nT2[1]) = ⊕n∈ZExt
1
Db(H)
(T1, F
nT2) = 0. If there
are indecomposable objects X˜ = pi(X) ∈ C(H) with X ∈ C′ satisfying Ext1(T1, X˜) = 0,
then Ext1(FnT ′,X) = 0 for any n, and then Ext1(T ,X) = 0. Hence X ∈ T by T being
a tilting subcategory. Thus X˜ ∈ T1. This proves that the image T1 of T under pi is a
tilting subcategory of C(H).
Conversely, from T = pi−1(T1), we get F (T ) = T . As above we denote by T
′ the
intersection of T with the additive subcategory C′ generated by all H−modules as stalk
compleses of degree 0 together with H[1]. Since Ext1(T1,T1) ∼= ⊕n∈ZExt
1(T ′, FnT ′) = 0,
we have that Ext1(FmT ′, FnT ′) ∼= Ext1(T ′, Fn−mT ′) = 0. This proves that T is an
orthogonal subcategory. Now ifX ∈ Db(H) satisfies Ext1(T ,X) = 0, then Ext1(T1, X˜) =
0. It follows that X˜ ∈ T1, henceX ∈ T . Similarly, ifX ∈ D
b(H) satisfies Ext1(X,T ) = 0,
then X ∈ T .
Now we are ready to give the proof of the theorem.
Proof. (1). By Lemma 4.14, pi(T ) is a cluster tilting object in C(H). The projection pi
sends T [−1] to pi(T [−1]), which is equivalent to the cluster tilted algebra pi(T )[−1] since
pi is a triangle functor. Thus piT [−1] : T [−1] −→ pi(T )[−1] is a Galois covering with Galois
group generated by F .
(2). By Theorem 4.3 and Corollary 4.4 (or by [BMR], [Z1], [KR]) there are equivalences
Db(H)/T ∼= mod(T [−1]) and C(H)/(pi(T )) ∼= mod(pi(T )[−1]). We define the induced
functor p¯i as follows: p¯i(X) := pi(X) for any object X ∈ Db(H)/T , and p¯i(f) := pi(f) for
any morphism f : X → Y in Db(H)/T . Clearly p¯i is well-defined and makes the following
diagram commutative:
Db(H)
pi
−−−−→ C(H)
q1


y


yq2
Db(H)/T
p¯i
−−−−→ C(H)/pi(T ).
Then p¯i is a covering functor from Db(H)/T to C/pi(T ), i.e, it is a covering functor from
mod(T [−1]) to mod(pi(T )).
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4.4 Self-injective algebras
Stable module categories of self-injective algebras are triangulated categories with Serre
functor. Preprojective algebras and group algebras of finite groups are examples of self-
injective algebras.
Proposition 4.15. Let A be a self-injective finite dimensional algebra andM an A−module.
Then M is a maximal 1−orthogonal module if and only if add(M) is a tilting subcategory
of A−mod.
Proof. We note that Ext1A(X,Y )
∼= Hom(X,Ω−1Y ), for any A−modules X,Y. Then
Ext1A(X,Y )
∼= Ext1A−mod(X,Y ). It follows that M is a maximal 1−orthogonal module if
and only if add(M) is a tilting subcategory of A−mod.
A maximal 1-orthogonal module over a self-injective algebra must contain a projective
generator. Hence we get:
Corollary 4.16. Let A be a self-injective finite dimensional algebra and M a maximal
1−orthogonal module. Then A−mod/addM is again an abelian category.
4.5 Other examples
The following examples indicate that our examples cover not only cluster categories,
but also some stable categories. Moreover, we also cover situations not of Calabi Yau
dimension two.
1. Let H = A − mod be the stable category of the self-injective algebra A = kQ/I
given by the quiver Q:
a◦ ◦b
✲
✛
α
β
modulo the relations αβαβ, βαβα. H is not of CY-dimension 2.
The following is the Auslander Reiten quiver of A − mod (the first and the last
column have to be identified). Deleting the top row gives the Auslander Reiten
quiver of A−mod.
a
b
a
b
b
a
b
a
ր ց ր ց
b
a
b
a
b
a
b
a
b
ց ր ց ր
b
a
a
b
ր ց ր ց
a b a
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We choose T to be the subcategory add(M) whereM is the direct sum of the simple
module L(a) and the indecomposable module
a
b
a
with top and socle isomorphic to
L(a) and with length 3. Then T is a tilting subcategory of H. The quotient
category of H by this tilting subcategory T is equivalent to the module category
of the endomorphism algebra B of M . Here B is given by the same quiver with
relation αβ, βα.
The Auslander Reiten quiver of the quotient category is as follows:
b
a
a
b
ր ց ր ց
b
a
b
b
b
a
b
Again the first and the last column are identified.
Note that north-east arrows denote epimorphisms, while south-east arrows denote
monomorphisms.
2. Let H be the (bounded) derived category of hereditary algebra A, where A is the
path algebra of the quiver:
a◦ ◦b ◦ c
✲ ✲
Let Pa, Pb, Pc be the indecomposable projective modules of A with simple top
L(a), L(b), L(c), respectively. If we take T to be the subcategory generated by
{τ−nPa[n], τ
−nPb[n], τ
−nPc[n] | n ∈ Z}, then T is a tilting subcategory of H and
Db(A)/T ∼= ⊕i∈ZAi where Ai ∼= A for any i.
If we take T ′ to be the subcategory generated by {τ−nPa[n], τ
−nL(c)[n], τ−nPc[n] |
n ∈ Z}, then T ′ is also a tilting subcategory of H and Db(A)/T ∼= B where B is
the locally finite path algebra of the quiver
A∞∞ : · · · ◦ −→ ◦ −→ ◦ −→ · · ·
with r2 = 0.
5 Partial converse
In this section, we discuss potential converse results to Theorem 3.3. Obviously, the direct
converse does not hold true. A trivial counterexample comes from the trivial category -
with a zero object only - being abelian. A more interesting counterexample is given at
the end of this section; a non-trivial abelian quotient category obtained by factoring out
a subcategory that is not tilting.
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Other counterexamples can be obtained by starting with the derived module category
of a finite dimensional path algebra of a quiver and factoring out all preprojective and
preinjective components. For example, start with the tame Kronecker algebra H (over
an algebraically closed field k), which is derived equivalent to the category of coherent
sheaves over the projective line. The indecomposable objects in H = Db(H −mod) are
shifts of indecomposable modules, which are either preprojective or regular or preinjec-
tive. Let T be the full subcategory generated by all sums of shifts of preprojective or
preinjective modules (that is, of torsionfree sheaves). Then the quotient category H/T
has as objects all shifts of regular modules. In the quotient category there are no maps
between regular objects in different degrees, since the extensions between regulars exist-
ing in the module category are maps factoring through injective objects. And in each
fixed degree, the category of regular objects decomposes into blocks, called tubes, each of
which is equivalent to the category of finite dimensional modules over a power series ring
in one variable. Therefore, the quotient H/T also decomposes into blocks of this type.
Such a tube is an abelian category without projective or injective objects.
Theorem 5.1. Let H be a triangulated category and T a full subcategory of H. Suppose
that A is an abelian category (with induced structure). Then the following conditions are
equivalent:
1. Hom(T, T ′[1]) = 0 for any T, T ′ ∈ T .
2. T ∩ τT = {0} and for any triangle Z[1]
h
→ X
f
→ Y
g
→ Z, if h = 0, then the map f
is a monomorphism in A .
3. T ∩ τT = {0} and for any triangle Z[1]
h
→ X
f
→ Y
g
→ Z, if g = 0, then the map f
is an epimorphism in A .
Since the abelian structure is induced from the triangulated one, Auslander Reiten tri-
angles in the quotient become Auslander Reiten sequences (if non-trivial).
Proof. (2) ⇒ (3) Suppose s : Y → M satisfies s ◦ f = 0, hence s ◦ f factors through T :
Then there exists the following commutative diagram, with T ∈ T :
X
f
−−−−→ Y
g
−−−−→ Z
σ
−−−−→ X[1]
s′


y


ys


ys′′


y
T
f ′
−−−−→ M
g′
−−−−→ Z ′ −−−−→ T [1]
Then g′ ◦ s = s′′ ◦ g, so g′ ◦ s = s′′ ◦ g = 0. By (2), g′ is a monomorphism, since f ′ = 0.
This implies that s = 0.
(3)⇒ (2) Similar to the argument for the converse implication.
(1)⇒ (2) The statement is part of Theorem 2.3.
(2) ⇒ (1) Suppose there are indecomposable objects T, T ′ ∈ T with Hom(T, T ′[1]) 6= 0.
Then there is a non-zero morphism σ : T ′ → τT since 0 6= Hom(T, T ′[1]) ∼= DHom(T ′[1], τT [1]) ∼=
DHom(T ′, τT ). Let T [−1]
h
→ τT
g
→ M → T be the AR-triangle ending at T and
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T ′
σ
→ τT
f
→ N → T ′[1] the triangle into which σ is embedded. Then g is an epimor-
phism and f is a monomorphism by the condition (2). Moreover, there is a morphism
h : M → N such that f = h ◦ g since f is not split. Then g is also a monomorphism,
hence it is an isomorphism in A. This is a contradiction to g being non-zero and a source
map.
Theorem 5.2. Let H be a triangulated category and T a full subcategory of H with
Ext1(T ,T ) = 0. Suppose that A is an abelian category (with induced structure). Then
for any X ∈ H, if Ext1(X,T ) = 0 and Ext1(T ,X) = 0, then X ∈ T .
Proof. SupposeX is an indecomposable object satisfying Ext1(X,T ) = 0 and Ext1(T ,X) =
0. Assume X /∈ T . Since Hom(X, τX[1]) ∼= DHom(X,X) 6= 0, τX /∈ T . Let
τX
f
→M
g
→ X
h
→ τX[1] be the AR-triangle ending at X.
Claim: M ∈ T .
Otherwise, 0 → τX
f
→ M
g
→ X → 0 is the AR-sequence ending at X in the abelian
category A. Then g is an epimorphism in A. Hence h[−1] : X[−1]→ τX factors through
some object of T , i.e., there are T ∈ T and morphisms h1 : X[−1]→ T and h2 : T → τX
such that h[−1] = h2◦h1. Hence h[−1] = 0 since h1 ∈ Hom(X[−1], T ) ∼= Hom(X,T [1]) =
0. Thus h = 0, a contradiction.
Now let X
f1
→ τ−1M
g1
→ τ−1X
h1→ X[1] be the AR-triangle starting at X.
Claim: τ−1X /∈ T . Otherwise, for any T ∈ T , we have that 0 = Hom(τ−1X,T [1]) ∼=
Hom(X, τT [1]) ∼= DHom(T,X). This is a contradiction to the AR-triangle ending at X
and having middle term M ∈ T .
Therefore we have the following AR-sequence in A starting at X: 0 → X
f1
→ τ−1M
g1
→
τ−1X → 0. In particular, g1 is an epimorphism and thus h1 = 0, i.e., there are morphisms
τ−1X
h2→ T
h3→ X[1] with h1 = h3 ◦ h2. Thus h1 = 0 since h3 ∈ Hom(T,X[1]) = 0, and it
follows that h = 0. Hence the AR triangle splits, a contradiction. So we get X ∈ T .
Example. The following example gives a situation not covered by our results.
Let A = kQ/I be the self-injective algebra given by the quiver Q
a◦ ◦b
✲
✛
α
β
and the relations αβα, βαβ.
The Auslander Reiten quiver of A−mod looks as follows:
b
a
b
a
b
a
b
a
b
ց ր ց ր
b
a
a
b
ր ց ր ց
a b a
Here, the first and the last column are identified.
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Deleting the first row produces the Auslander Reiten quiver of the stable category A −
mod:
b
a
a
b
ր ց ր ց
a b a
This stable category H = A − mod of A has no tilting subcategory. Indeed, including
any of the four indecomposable objects into T leaves us with the problem that one of the
maximality conditions forces us to include another object, since it has no extensions with
the first one, in one direction; but then there are always extensions in the other direction,
thus spoiling another defining condition.
ButH = A−mod does have non-trivial abelian quotient categories. For example, choosing
T to be the subcategory add(L(a)) of H, it is not difficult to check that H/T is an abelian
category.
The Auslander Reiten quiver of H/T is:
b
a
a
b
ց ր
b
Note that the arrow pointing south-east represents a monomorphism, while the arrow
pointing north-east represents an epimorphism in the abelian quotient category. There
is a projective object, which is not of the form T [−1].
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