Abstract. Most of domains people have studied are convex bounded projective (or affine) domains. Edith Socié-Méthou [15] characterized ellipsoid in R n by studying projective automorphism of convex body. In this paper, we showed convex and bounded projective domains can be identified from local data of their boundary points using scaling technique developed by several mathematicians. It can be found that how the scaling technique combined with properties of projective transformations is used to do that for a projective domain given local data around singular boundary point. Furthermore, we identify even unbounded or non-convex projective domains from its local data about a boundary point.
Introduction
In (G, X)-manifold theory, the developing map plays a crucial role since it is essentially a global chart map defined on the universal covering space of the manifold. Through the developing map, the covering action induces the holonomy group action on the developing image equivariantly and the holonomy group H ⊂ G acts syndetically as an automorphism group when the (G, X)-manifold is compact. Therefore, the study of a syndetic domain which has a compact generating subset by automorphism group is directly related to the study of a compact (G, X)-manifold.
Kuiper [12] divided the convex subsets of S n which is the double covering of the projective space RP n into three types C a , C b and C c -sets. In affine domains, Vey [16] showed that a convex saillant (which means that there is no affine full line) syndetic domain is a cone if the action is properly discontinuous. For projective domains, Benzécri [3] gave a deep and important description of convex bounded syndetic domains. He used the method which might be a source of inspiration of the "scaling method" so called by geometric analysts. In several complex variables, the scaling method was initiated by S. Pinchuk in the late 1970's. We can see the idea of the Pinchuk scaling technique in [14] and an example of the scaling method in [1] , [2] , [9] in several complex variables, when the automorphism group is non-compact.
The intrinsic metrics such as Hilbert metric, Kobayashi metric, and affine invariant metric defined by Vey, play a very important role in convex bounded or saillant projective domains as well as in several variable complex domains. As we see in papers like [3] , [4] , [11] , [16] , these metrics are crucial, for example, in the proof of Vey's theorems. Many results Benzécri proved in [3] can be drawn using the scaling method for the projective domains having non-compact automorphism groups without assuming that the domain is syndetic. Furthermore, we sometimes can handle even unbounded domains and non-convex domains which may contain an affine full line. This is one of the main theme in this paper.
The idea of the proof in Kim's book [10] of the Ball Characterization Theorem (Wong-Rosay Theorem) using the scaling method is that if one knows the local boundary equation(s) of a domain Ω, then Ω is determined by these equation(s) using the scaling method. We can apply the scaling method used in the study of complex domains to the projective domains and obtain some results about convex projective domains using affine scaling sequence together with Benzécri's theorem [3] . In the case of non-convex or unbounded, i.e., non-hyperbolic domains, the intrinsic metrics mentioned above cannot be used for these domains since they are not distance any more. Without using these intrinsic metrics, we'll scale the projective domains with a local description at a boundary point along with the simplex at another boundary point or interior point to find out that the whole original domain is really the domain described by the local equation(s). The following result proved using scaling technique may be proved in a different way.
Theorem. Suppose that there is q ∈ Ω and {ϕ
If ∂Ω is C 2 in a neighborhood of p which is strictly convex, then Ω is projectively equivalent to a paraboloid, i.e., a ball.
The condition of this theorem is weaker than Edith Socié-Méthou's result [15] which assumes Hessian is non-degenerate at every boundary point. However, we cannot apply the scaling method directly to an unbounded domain but should observe how points converge to the accumulation point(s) carefully. Taking care of convergence, we can generalize the above theorem to the unbounded or non-convex domains: Section 2 contains basic concepts in projective geometry and basic properties of non-compact automorphism group. In Section 3, we introduce a kind of "normalization" of domain and its automorphism sequence to handle domain and its local equations in a convenient way and showed a few theorems which is used to prove main theorems. We proved the Ball Characterization Theorem for projective domains in Section 4. In Section 5, we applied the technique in Section 4 to domains with a local C 2 boundary equation at a boundary point without hyperbolic assumption.
Basic property of non-compact automorphism groups
We'll summarize some basic facts developed by Myrberg and then used by Kuiper and Benzécri in the study of projective domains and its automorphism groups. We will also discuss a basic theorems obtained as a consequence of non-compactness of the automorphism group.
A projective domain Ω of dimension n is an open subset of RP n . For a given projective domain Ω, Aut(Ω) is the group of all projective transformation which preserves Ω, i.e., Aut(Ω) = {f ∈ P GL(n + 1, R) | f (Ω) = Ω}. Since P gl(n + 1, R) is a compactification of P GL(n + 1, R), there exists a convergent subsequence of {f j } for any sequence {f j } ⊂ P GL(n + 1, R) whose limit is, in general, in P gl(n + 1, R). Definition 1. We say that an element f ∈ P gl(n + 1, R) is singular if f ∈ P gl(n + 1, R) − P GL(n + 1, R).
The kernel K(f ) and the range R(f ) is the projectivization of the kernel and image of a representative matrix of a singular element f , respectively. Thus the domain of a singular element f is RP n − K(f ). Suppose that f = lim j→∞ f j is singular. Choose a subsequence of {f [8] ). The following proposition is not hard to show, so we'll not prove it.
Remark. In (1), when f is a singular projective transformation, we can think of f γ as a singular projective transformation given by the product of any representatives of f and γ.
General relations of range or kernel with a sequence of projective transformations were observed by Benzécri.
Theorem 1 (Benzécri) .
(
Proof. See Benzécri's paper [3] .
Let Ω 1 and Ω 2 be open domains in RP n . We'll call (
n . Due to the above Theorem 1, we can get the following theorem. The essential content of the theorem must be well known but we state and prove in the useful form for our purpose.
Theorem 2.
Let Ω be a domain of a pair and its automorphism group Aut(Ω) be non-compact. Then there exist q ∈ Ω, p ∈ ∂Ω, and a sequence
Remark. We will call such a point p ∈ ∂Ω a boundary accumulation point.
Proof. Being Aut(Ω) non-compact, there is a sequence {f j } whose limit is singular. Let g = lim j→∞ f −1 j by extracting a subsequence. Clearly, g is singular, if not, f is not singular. Let Ω, Ω be the pair. We can consider three cases:
and lim j→∞ f j (B) = R(f ). Now, we have two cases to be considered.
Change the role of Ω and Ω and use the same argument as the proof of (ii)
h-normalization
We will define an "h-normalization" of a sequence {ϕ ν } in Aut(Ω), where Aut(Ω) ⊂ P GL(n + 1, R) is the automorphism group of a projective domain Ω in RP n . If ϕ is the limit of a subsequence of {ϕ ν }, an h-normalization makes a representative matrix of the limit ϕ diagonal and decomposes the kernel K(ϕ) and range R(ϕ) of the limit ϕ so that they are disjoint when ϕ is singular.
Let A ∈ GL(n + 1, R). It is a well-known fact that A has a polar decomposition BC, where B is a positive definite symmetric matrix and C ∈ O(n + 1, R). In addition, B is similar to a diagonal matrix by an orthogonal matrix P ∈ O(n + 1, R). Combining these, one has A = P DQ, where P,
Suppose that Ω ⊂ RP n is a projective domain with its automorphism group Aut(Ω) ⊂ P GL(n + 1, R). If {ϕ ν |ν = 1, 2, . . .} is a sequence in Aut(Ω), then there exists a subsequential limit ϕ since the projectivization P gl(n + 1, R) is compact, where gl(n + 1, R) is the general linear group. We assume that ϕ ∈ P gl(n+1, R)−P GL(n+1, R), i.e., ϕ is singular. Especially, this is the case when Aut(Ω) is non-compact. A representative matrix A ∈ gl(n+1, R) of ϕ is a nonzero singular matrix so that the kernel and range of A are nontrivial. Denote K(ϕ), R(ϕ) the projectivizations of the kernel and range of A, respectively.
(We can take an L 2 -norm for the convergence.) Let h 1 , h 2 be the projective transformations corresponding to Q, P −1 , respectively. One gets a singular
is of the form, up to an order of the standard basis {e 1 , . . . , e n+1 },
} of projective transformations such that both of h 1 (Ω) and h 2 (Ω) are projectively equivalent to the original domain Ω and G h is homeomorphic to the automorphism group Aut(Ω). The homeomor-
. This is a kind of "normalization" of the pair (Ω, {ϕ ν }). 
Remark. Note that R(h 2 ϕh
Definition 2. For a given projective domain Ω and a sequence {ϕ ν } ⊂ Aut(Ω), we define {h(Ω), G h } to be the triple {h 1 (Ω), h 2 (Ω), G h } and call it an hnormalization of the pair Ω and {ϕ ν }. In this case, we say {ϕ ν } is h-normalized. Denote a subsequential limit of an h-normalized sequence {ϕ ν } by ϕ h and h = (h 1 , h 2 ).
Remark. One can easily show that the diagonal matrix of an h-normalization for a given sequence {ϕ ν } ⊂ Aut(Ω), hence the limit ϕ h is independent of change of orthogonal basis of R n+1 .
From now on, we always assume that ϕ h has its representative matrix of the form D(γ d+1 , . . . , γ n , 1) in Fig.1 . This can be done by the previous remark and the representative matrix is defined up to nonzero constant. After an h-normalization, one sees that a 
, . . . , 
Now, we will state several useful facts which are used throughout this paper. Proof. This was observed by Benzécri [3] . See [13] for the proof.
Ball Characterization Theorem
We will reprove the Wong-Rosay Theorem or, Ball Characterization Theorem using an affine scaling along simplex since its proof contains the main ideas of this paper. Let Ω be a domain in RP n equipped with the metric induced from the standard Euclidean metric. Suppose that there exist a neighborhood N of x ∈ ∂Ω and a real-valued function ρ defined on
is never zero at any point of N ∩ Ω. In this case, ρ is called a defining function of Ω at x. For x ∈ RP n , an n-simplex at x to be a convex n-simplex with a vertex x. The vertices other than x of the n-simplex at x are called the end points of the n-simplex at x and a line segment connecting x and an end point of the n-simplex at x is called an axis of the n-simplex at x. We call the simplex with  vertices (0, . . . , 0), (1, 0, . . . , 0), . . . , (0, . . . , 0, 1 ) the standard unit simplex at 0 in an affine coordinate. Now, we will present one of main theorems which is the first application with our scaling method using simplex. 
Theorem 3. Suppose that there is q ∈ Ω and {ϕ
where ρ is the defining function and all δ ∈ R are positive. Note that for all ∈ {2, . . . , n}, one has δ = 0 since p is a strictly convex point. For brevity, we write x 1 = (x 2 , . . . , x n ). Now, we define affine coordinate changes as follows. (I) For each ν,
where a ν 's are determined so that, in the coordinate (y 1 , . . . , y n ), (i) Φ ν (c ν ) is the point (0, . . . , 0) ∈ ∂Ω (ii) The tangent space to ∂Ω at (0, . . . , 0) is given by {y | y 1 
If one consider an n-frame at p 0 , there are 2 n simplexes at p 0 satisfying the same conditions as E 0 . Thus, one can take the simplex E 0 at p 0 so that β 
. . .
It follows that 0 =
Lemma 1. By the affine transformation Φ ν , the defining function can be written as
Proof. By the second order Taylor expansion of h at (c
By differentiating both sides of (EQ) for 2 ≤ , j, k ≤ n,
Because ρ is of class C 2 , every partial derivative is continuous so that
. From (EQ), we have
where 
This linear transformation sends the axis of the simplex E ν which is not tangential at 0 to the normal direction at 0, i.e., on the x 1 -axis and all the other axes are invariant, i.e., belong to the tangent space of the boundary 
Define an affine coordinate change Γ ν as follows.
Now, all axes of the simplex (Γ
Let D ν be the intersection of a small neighborhood U of p = 0 and the domain defined by ρ ν (x) > 0. Now, we introduce a sequence L ν to blow up D ν defined by 
Then all limits satisfy lim ν→∞ 
A subsequential limit yields a mapping G : Ω −→ G(Ω) ∈ P gl(n + 1, R).
Lemma 2. G : Ω −→ G(Ω) is a projective transformation.
Proof. By our construction of Φ ν , Ψ ν , R ν , Γ ν , and L ν , G ν (E 0 ) is the standard unit simplex at 0 for all ν. So, E 0 ∩ K(G) = ∅ if G were singular. Otherwise, there must exist an affine half line contained in lim
Since at least one of coefficients limν→∞ for , a, b = 2, . . . , n is not be zero, the limit equation is not trivial. From
and the limit open set G(K) should be inside the set defined by the limit equation of ρ ν (x) above so that the limit set cannot be contained in a lower dimensional subset. Furthermore, the domainΩ defined by the limit equation should be projectively equivalent to Ω since G is a projective transformation. This implies that the limit ν |α ν | 2 as ν → ∞ cannot be zero. Observe that all the coefficients of the limit defining function cannot be 0 since δ 's have the same sign, i.e., δ > 0 for all ∈ {2, . . . , n}. By a linear change of coordinate if necessary, the limit equation must be
The domain L ν (D ν ) converges to the domainΩ defined by ( * ). Note that Ω = Q(b 2 , . . . , b n ) such that all b 's are positive, which is projectively equivalent to an n-ball. Proof. Syndetic action implies that there is a compact subset K ⊂ Ω such that ϕ∈Aut(Ω) ϕ(K) = Ω. If {U n | n = 1, 2, . . .} is a family of open neighborhoods of p with U n+1 ⊂ U n and n U n = p ∈ ∂Ω, we can find q n ∈ K such that ϕ n (q n ) ∈ U n . Let q ∈ K be a subsequential limit lim n→∞ q n . Then lim n→∞ ϕ n (q) = p. Thus we have an interior point q ∈ K ⊂ Ω and a sequence {ϕ ν } of automorphism group of Ω such that lim ν→∞ ϕ ν (q) = p. Apply Theorem 3.
Remark. In fact, Proposition 3 says that Ω
∩ K(ϕ) = ∅. If Ω ∩ K(ϕ) = ∅,
Unbounded domains : quadratic domains
We can extend the idea of the previous section to unbounded projective domains with C 2 boundary point. In this section, we will prove: if a domain has a C 2 defining function at a boundary accumulation point, then it is one of the quadratic domains defined by
Proofs depend on the dimension of the range through the boundary point. Unlike ellipsoid, we need an additional assumption which is analyzed in 5.1.
A geometric condition in scaling for quadratic domains
Let Ω be an n-dimensional projective domain with {ϕ ν } ⊂ Aut(Ω and D(γ d+1 , . . . , γ n , 1) is a diagonal matrix with diagonal elements 0, . . .,  0, γ d+1 , . . ., γ n , 1. If v ∈ R n , we can think of v as an (n + 1)-vector by the affine coordinate (v 1 , . . . , v n , 1) −→ (v 1 , . . . , v n ) , and vice versa. By defini-
Since |a ν | = 0 for all ν and lim ν→∞ a ν = 0 for a primary sequence {a
This implies that
Since H p is a real symmetric matrix, the eigenvalues are real. If s, t are the number of positive and negative eigenvalues of H p , respectively, we say that
be the unit sphere at the origin ψ(p) = 0 in the ϕ h -related affine coordinate ψ, ( * ) implies that the direction of convergence of x by {ϕ ν }, i.e., the limit of unit vectors 
h 1 (q). Choose an n-simplex E 0 at p 0 with vertices {e = (p 1 , . . . , p n , 1) , Finally, we can apply scaling method to get typical bounded domains even if we do not know whether they are bounded or not since scaling method enables us identify domains from local data around boundary points [18] .
