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Abstract
We find Bethe vectors for quantum integrable models associated with the supersym-
metric Yangians Y (gl(m|n) in terms of the current generators of the Yangian double
DY (gl(m|n)). We use the method of projections onto intersections of different type Borel
subalgebras in this infinite dimensional algebra to construct the Bethe vectors. Calculat-
ing these projection the supersymmetric Bethe vectors can be expressed through matrix
elements of the universal monodromy matrix elements. Using two different but isomor-
phic current realizations of the Yangian double DY (gl(m|n)) we obtain two different
presentations for the Bethe vectors. These Bethe vectors are also shown to obey some
recursion relations which prove their equivalence.
1 Introduction
The problem of calculating form factors and correlation functions in quantum integrable
models is a cornerstone in the field of exactly solvable models of statistical physics and low-
dimensional quantum mechanics. A lot of results were obtained in this direction starting from
1 hutsalyuk@gmail.com, a.liashyk@gmail.com, stanislav.pakuliak@jinr.ru, eric.ragoucy@lapth.cnrs.fr,
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the earlier years of development of the Quantum Inverse Scattering Method (QISM) [1, 2].
For models related to the different deformations of the affine algebra ĝl(2) one of the most
important results is a determinant presentation for a particular case of the scalar product, in
which one of vectors is an eigenstate of the transfer matrix [3]. It allows one to address the
problem of calculating the correlation functions [4] of the local operators in solvable models
(see the review paper [5] and references therein).
One of the most important notions of QISM is a Bethe vector. In the ĝl(2) based models
the Bethe vector is a monomial in the right-upper element of the monodromy matrix (creation
operator) applied to a pseudo-vacuum vector. It depends on a set of complex variables
called Bethe parameters. The distinguishing feature of these vectors is that they become
eigenvectors of the transfer matrix provided the Bethe parameters satisfy a special system of
equations (Bethe equations). In this case we call them on-shell Bethe vectors. Otherwise, if
the Bethe parameters are generic complex numbers, then the corresponding vectors are called
off-shell Bethe vectors, or simply Bethe vectors. In this paper we deal with the universal
monodromy matrix. This means that it depends only on the underlying algebra generators.
We refer to the corresponding Bethe vectors as universal Bethe vectors.
The main topic of this paper is to study Bethe vectors in the Yangian doubleDY (gl(m|n)).
Our first goal is to obtain explicit formulas for them. The second goal is to derive formulas
for the action of the monodromy matrix entries onto the off-shell Bethe vectors. Achieving
these two goals allows to put the problem of calculating the scalar products of Bethe vectors,
which in turn is necessary for the study of form factors and correlation functions in integrable
models with underlying gl(m|n) supersymmetry.
For models related to higher rank symmetries, QISM is based on the so-called Nested
Bethe Ansatz, which was elaborated in the pioneering papers [6, 7, 8]. There a recursive
procedure was developed to construct Bethe vectors corresponding to the ĝl(N) algebra
from the known Bethe vectors of the ĝl(N − 1) algebra. Formally, this method allows one
to obtain explicit formulas for Bethe vectors in terms of certain polynomials in the creation
operators (upper-triangular entries of the monodromy matrix) acting onto the pseudo-vacuum
vector. However, the procedure is quite involved, therefore no explicit representations in the
mentioned early works were obtained, with the exception of graphical representations found
by N. Reshetikhin in [9] for models with ĝl(3) algebra. The use of this diagram technique
yielded a formula for the scalar products of off-shell Bethe vectors in terms of sums over
partitions of the sets of the Bethe parameters (a sum formula).
In papers [10, 11] the Bethe vectors for the integrable models associated with deformed
ĝl(N) algebras were obtained as traces of products of the monodromy matrices, R-matrices
and certain projections. These results were generalized to the supersymmetric algebras in
[12]. This approach allows to calculate in some cases the norms of the nested Bethe vectors,
but not their scalar products.
An alternative approach to construct Bethe vectors was proposed in the paper [13]. This
method explores the relation between two different realizations of the quantized Hopf algebra
Uq(ĝl(N)) associated with the affine algebra ĝl(N), one in terms of the universal monodromy
matrix T(z) and RTT commutation relations and second in terms of the total currents, which
are defined by the Gauss decomposition of the monodromy matrix T(z) [24]. Further, it was
shown in the paper [14] that two different types of formulas for the universal off-shell Bethe
vectors (constructed from the monodromy matrix) are related to the two different current
realizations of the quantum affine algebra Uq(ĝl(N)) and their associated projections.
Moreover, the approach which uses the current generators of the deformed current algebras
allows to calculate the action of the monodromy matrix elements onto universal Bethe vectors.
These action formulas appeared to be very useful for calculating form factors in the different
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quantum integrable models related to the rational and trigonometric deformations of the
affine algebra ĝl(3) [15, 16, 17]. Recently similar results were obtained for the models with
ĝl(1|2) and ĝl(2|1) superalgebras in [18, 19]. In these works the explicit formulas for the
Bethe vectors and the action formulas were essentially used [20, 21].
In the present paper we use the approach of [13]. In this framework the universal off-
shell Bethe vector is defined as a projection of a product of the total currents applied to the
peseudo-vacuum vector. We postpone the detailed definition to section 3, because it requires
the introduction of many new concepts and notation. For the same reason, we postpone a
description of our main results to section 3.5. Here we would like to mention only that we
construct explicit formulas for the universal Bethe vectors in terms of the current generators
of the Yangian double DY (gl(m|n)) for two different Gauss decompositions of the universal
monodromy matrix and two different current realizations of this algebra. These different
Gauss decompositions correspond to the embeddings of DY (gl(m−1|n)) or DY (gl(m|n−1))
into DY (gl(m|n)). On the level of the RTT realization these embeddings are either in the
upper-left corner or in the lower-right corner of the universal monodromy matrix. Using
the first or the second type of these embeddings we obtain two different representations for
the Bethe vectors, which we respectively denote by B(t¯) and Bˆ(t¯), where t¯ is a set of Bethe
parameters (3.11). We prove that these two representations are equivalent, i.e. B(t¯) = Bˆ(t¯).
The paper is organized as follows. In section 2 we introduce the necessary notation used for
calculations in graded vector spaces, as well as the RTT and current realizations of the algebra
DY (gl(m|n)). In section 3 we define universal Bethe vectors using the notion of projections
onto intersections of different type Borel subalgebras. As already mentioned, section 3.5
contains the main results obtained in this paper. Section 4 collects calculations of the action
of the monodromy matrix elements onto Bethe vectors in the generic case of DY (gl(m|n)).
It is proved there, using these action formulas, that the vectors we constructed become
on-shell Bethe vectors if the supersymmetric Bethe equations for the Bethe parameters are
satisfied. In the last section 5 we calculate projections of the product of the currents and
present explicit formulas for the off-shell Bethe vectors as sums over partitions of the Bethe
parameters. Appendix A introduces the notion of the composed currents and the relation
between them and the Gauss coordinates of the universal monodromy matrix. Appendix B
describes important properties of the projections. Appendix C shows how the Izergin and
Cauchy determinants appear in the resolution of the hierarchical relations to obtain the
explicit formulas for the off-shell Bethe vectors.
2 Universal monodromy matrix
In this paper we adopt the following approach. We do not consider any specific supersymmet-
ric solvable model defined by a particular monodromy matrix T(z) satisfying the standard
RTT relation. Instead, we consider a T-operator (2.3) as the universal monodromy matrix
whose matrix elements are generating series of the full set of generators of the Yangian dou-
ble DY (gl(m|n)) acting in a generic representation space of this algebra, which is a rational
deformation of the affine algebra ĝl(m|n). These representations are not specified, except the
existence of left and right pseudo-vacuum vectors that ensures the applicability of the alge-
braic Bethe ansatz. To construct Bethe vectors we will use only one T-operator T+(z) picked
up from the dual pair {T+(z),T−(z)} which generates the whole algebra DY (gl(m|n)). The
eigenvalues λi(z) (see (2.12) and (2.13)) of the diagonal matrix elements onto the pseudo-
vacuum vector are free functional parameters which possibly can be set equal to zero, if
necessary.
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We first present a definition of Z2-graded linear spaces and their multiplication rules, as
well as the matrices acting in these spaces.
2.1 Z2-graded linear space and notation
Let Cm|n be a Z2-graded space with a basis ei, i = 1, . . . ,m + n. We assume that the basis
vectors {e1, e2, . . . , em} are even while {em+1, em+2, . . . , em+n} are odd. We introduce the
Z2-grading of the indices as
[i] = 0 for i = 1, 2, . . . ,m and [i] = 1 for i = m+ 1,m+ 2, . . . ,m+ n. (2.1)
Let Eij ∈ End(C
m|n) be a matrix with the only nonzero entry equal to 1 at the intersection
of the i-th row and j-th column.
The basis vectors ei and the matrices Eij have grade
[ei] = [i], [Eij] = [i] + [j] mod 2.
The tensor product is also graded according to the rule
(Eij ⊗ Ekl) · (Epq ⊗ Ers) = (−)
([k]+[l])([p]+[q])EijEpq ⊗ EklErs .
Let P be a graded permutation operator acting in the tensor product Cm|n ⊗ Cm|n as
P =
m+n∑
a,b
(−)[b] Eab ⊗ Eba.
Let
g(u, v) =
c
u− v
be a rational function of the spectral parameters u, v and c is a deformation parameter. By
rescaling the spectral parameters it is always possible to set c = 1, but we will keep it for
later convenience.
We define R(u, v) ∈ End(Cm|n⊗Cm|n) as a rational supersymmetric R-matrix associated
with the vector representation of gl(m|n),
R(u, v) = I⊗ I+ g(u, v)P, (2.2)
where we introduced the unity matrix in Cm|n
I =
m+n∑
i=1
Eii.
2.2 Universal monodromy commutation relations
The super-algebra DY (gl(m|n)) is a graded associative algebra with unit 1 and generated by
the modes T
(ℓ)
i,j , ℓ ∈ Z, 1 ≤ i, j ≤ N + 1 of the T-operators
T±(u) = I⊗ 1+
∑
ℓ≥0
ℓ<0
N+1∑
i,j=1
Eij ⊗ T
(ℓ)
i,ju
−ℓ−1, (2.3)
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where ℓ ≥ 0 (resp. ℓ < 0) refers to the ’+’ index (resp. ’−’ index) in T±(u) and N = m+n−1
is the number of simple root of the super-algebra gl(m|n). Monodromy matrix elements
T±i,j(u) subject to the relations
R(u, v) · (Tµ(u)⊗ I) · (I⊗ Tν(v)) = (I⊗ Tν(v)) · (Tµ(u)⊗ I) ·R(u, v), (2.4)
where µ, ν = ±. For the monodromy matrix1 T(u) to be globally even, we fix the grading of
the monodromy matrix elements as
[Ti,j(u)] = [i] + [j] mod 2.
The tensor product between matrices and algebra generators is also graded, that is
(Eij ⊗ Ti,j(u)) · (Ekl ⊗ Tk,l(v)) = (−)
([i]+[j])([k]+[l])EijEkl ⊗ Ti,j(u)Tk,l(v).
The subalgebras formed by the modes T
(ℓ)
i,j for ℓ ≥ 0 and ℓ < 0 of the T-operators T
±(u)
are the standard Borel subalgebras U(b±) ⊂ DY (gl(m|n)). These Borel subalgebras are Hopf
subalgebras of DY (gl(m|n)). Their coalgebraic structure is given by the graded coproduct
∆
(
T±i,j(u)
)
=
n+m∑
k=1
(−)([i]+[k])([k]+[j])T±k,j(u)⊗ T
±
i,k(u) . (2.5)
Due to the commutation relations (2.4), the universal transfer matrix t(u) defined as the
supertrace of the universal monodromy matrix T+(u)
t(u) = str
(
T+(u)
)
≡
n+m∑
i=1
(−)[i]T+i,i(u) (2.6)
commutes for arbitrary values of the spectral parameters
[t(u), t(v)] = 0.
Thus, it may be considered as a generating function of the commuting integrals of motion in
the corresponding supersymmetric quantum integrable model.
The whole commutation relations (2.4) can be rewritten in the following form
[Tµi,j(u),T
ν
k,l(v)} ≡ T
µ
i,j(u)T
ν
k,l(v)− (−)
([i]+[j])([k]+[l])Tνk,l(v)T
µ
i,j(u)
= (−)[i]([k]+[l])+[k][l]g(u, v)
(
Tνk,j(v)T
µ
i,l(u)−T
µ
k,j(u)T
ν
i,l(v)
)
.
(2.7)
Renaming in (2.7) the indices and the spectral parameters as i ↔ k, j ↔ l, and u ↔ v we
obtain an equivalent relation
[Tµi,j(u),T
ν
k,l(v)} = T
µ
i,j(u)T
ν
k,l(v)− (−)
([i]+[j])([k]+[l])Tνk,l(v)T
µ
i,j(u)
= (−)[l]([i]+[j])+[i][j]g(u, v)
(
Tµi,l(u)T
ν
k,j(v) −T
ν
i,l(v)T
µ
k,j(u)
)
,
(2.8)
where µ, ν = ±.
Note that according to the commutation relations (2.7) and (2.8) the odd matrix elements
of the monodromy matrix do not commute in contrast to the even ones
Tµi,j(u)T
ν
i,j(v) =
h[i](v, u)
h[j](v, u)
Tνi,j(v)T
µ
i,j(u) . (2.9)
1We use the notation T(u) to denote either T+(u) or T−(u) when both matrices share the same property.
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Here and below we use the graded rational functions2
f[i](u, v) = 1 + g[i](u, v) = 1 +
c[i]
u− v
=
u− v + c[i]
u− v
, h[i](u, v) =
f[i](u, v)
g[i](u, v)
.
and3
c[i] = (−)
[i]c .
Further on we will use following combination of the Kronecker symbol
ǫi,j = 1− δi,j ,
which is equal to zero for i = j and to 1 otherwise.
2.3 Morphism of DY (gl(m|n)), singular vectors and Gauss decompositions
Since R-matrix (2.2) and universal monodromy matrix (2.3) are globally even, one can easily
check that the mapping4
Ψ : T±ij(u)→ (−)
[i]([j]+1)T∓ji(u) (2.10)
is an antimorphism of DY (gl(m|n)) which is a super or graded transposition compatible with
the notion of super-trace. This map satisfies a property
Ψ(A · B) = (−)[A][B]Ψ(B) ·Ψ(A) (2.11)
for arbitrary elements A,B ∈ DY (gl(m|n)) and will be used to relate right and left states or
equivalently, Bethe vectors and the dual ones.
Let |0〉 and 〈0| be vectors which satisfy the following conditions:
T±i,j(u)|0〉 = 0 , i > j , T
±
i,i(u)|0〉 = λ
±
i (u)|0〉 , i = 1, . . . , N + 1 (2.12)
and
〈0|T±i,j(u) = 0 , i < j , 〈0|T
±
i,i(u) = λ
±
i (u)〈0| , i = 1, . . . , N + 1 , (2.13)
where in (2.12) the monodromy matrix elements are acting to the right, while in (2.13) they
are acting to the left. Such vectors, if they exist, are called singular vectors. If the pseudo-
vacuum vectors |0〉 and 〈0| belong to the finite-dimensional representations of the Yangian
double DY (gl(m|n)), then functions λ±i (u) are coinciding rational functions of the spectral
parameter [22] expanded in the different domains: the function λ+i (u) is a series with respect
to u−1 and the same function λ−i (u) is a series with respect to u. In what follows we will use
the same notation λi(u) for the functions λ
±
i (u).
For the T-operators fixed by the relations (2.4) we have two possibilities to introduce the
Gauss coordinates. The first possibility is to introduce F±j,i(u), E
±
i,j(u), 1 ≤ i < j ≤ N + 1,
and k±ℓ (u), ℓ = 1, . . . , N + 1, such that
T±i,j(u) = F
±
j,i(u)k
±
i (u) +
∑
1≤ℓ<i
F±j,ℓ(u)k
±
ℓ (u)E
±
ℓ,i(u), (2.14)
T±i,i(u) = k
±
i (u) +
∑
1≤ℓ<i
F±i,ℓ(u)k
±
ℓ (u)E
±
ℓ,i(u), (2.15)
T±j,i(u) = k
±
i (u)E
±
i,j(u) +
∑
1≤ℓ<i
F±i,ℓ(u)k
±
ℓ (u)E
±
ℓ,j(u) . (2.16)
2We will keep usual notation f(u, v) = u−v+c
u−v
and h(u, v) = u−v+c
c
and use them occasionally.
3Introducing this graded deformation parameters allows one to write many relations systematically and
this is a reason why we do not scale the deformation parameter c to 1.
4We keep the superscripts ± to give the anti-morphism compatible with the inclusion of a central charge
in the double Yangian.
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In the second case we introduce Fˆ±j,i(u), Eˆ
±
i,j(u), 1 ≤ i < j ≤ N+1, and kˆ
±
ℓ (u), ℓ = 1, . . . , N+1,
such that
T±i,j(u) = Fˆ
±
j,i(u)kˆ
+
j (u) +
∑
j<ℓ≤N+1
(−)([ℓ]+[i])([ℓ]+[j])Fˆ±ℓ,i(u)kˆ
±
ℓ (u)Eˆ
±
j,ℓ(u), (2.17)
T±j,j(u) = kˆ
±
j (u) +
∑
j<ℓ≤N+1
(−)([ℓ]+[j])Fˆ±ℓ,j(u)kˆ
±
ℓ (u)Eˆ
±
j,ℓ(u), (2.18)
T±j,i(u) = kˆ
±
j (u)Eˆ
±
i,j(u) +
∑
j<ℓ≤N+1
(−)([ℓ]+[i])([ℓ]+[j])Fˆ±ℓ,j(u)kˆ
±
ℓ (u)Eˆ
±
i,ℓ(u). (2.19)
One can verify that the antimorphism (2.10) and the Gauss decomposition (2.14)–(2.16)
imply the following formulas for the Gauss coordinates
Ψ
(
F±j,i(u)
)
= (−)[i]([j]+1)E∓i,j(u) , Ψ
(
E±i,j(u)
)
= (−)[j]([i]+1)F∓j,i(u) , Ψ
(
k±ℓ (u)
)
= k∓ℓ (u) .
(2.20)
Analogously
Ψ
(
Fˆ±j,i(u)
)
= (−)[i]([j]+1)Eˆ∓i,j(u) , Ψ
(
Eˆ±i,j(u)
)
= (−)[j]([i]+1)Fˆ∓j,i(u) , Ψ
(
kˆ±ℓ (u)
)
= kˆ∓ℓ (u) .
Gauss decomposition formulas also yield
E±i,j(u)|0〉 = Eˆ
±
i,j(u)|0〉 = 0 , i < j , k
±
ℓ (u)|0〉 = kˆ
±
ℓ (u)|0〉 = λ
±
ℓ (u)|0〉 ,
and
〈0|F∓j,i(u) = 〈0|Fˆ
∓
j,i(u) = 0 , i < j , 〈0|k
∓
ℓ (u) = 〈0|kˆ
∓
ℓ (u) = λ
∓
ℓ (u)〈0| .
2.4 Current realizations of DY (gl(m|n))
Let
Fi(u) = F
+
i+1,i(u)− F
−
i+1,i(u) , Ei(u) = E
+
i,i+1(u)− E
−
i,i+1(u)
be total currents [23]. Note that according to the formulas (2.20) we have
Ψ (Fi(u)) = −(−)
[i]([i+1]+1)Ei(u) = −Ei(u) ,
Ψ(Ei(u)) = −(−)
[i+1]([i]+1)Fi(u) = −(−)
δi,mFi(u) , i = 1, . . . , N.
(2.21)
This proves that the graded transposition is idempotent of the order 4 and its square counts
the number of odd elements.
Using straightforward calculations [24, 25] and the Gauss decomposition (2.14)–(2.16) we
can obtain the following nontrivial commutation relations in terms of the total currents Fi(t),
Ei(t) and the Cartan currents k
±
i (t):
k±i (u)Fi(v)k
±
i (u)
−1 = f[i](v, u) Fi(v),
k±i+1(u)Fi(v)k
±
i+1(u)
−1 = f[i+1](u, v) Fi(v),
(2.22)
k±i (u)
−1Ei(v)k
±
i (u) = f[i](v, u) Ei(v),
k±i+1(u)
−1Ei(v)k
±
i+1(u) = f[i+1](u, v) Ei(v),
(2.23)
((u− v)ǫi,m − c[i]) Fi(u)Fi(v) = ((u− v)ǫi,m + c[i]) Fi(v)Fi(u), (2.24)
((u− v)ǫi,m + c[i]) Ei(u)Ei(v) = ((u− v)ǫi,m − c[i]) Ei(v)Ei(u), (2.25)
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(u− v) Fi(u)Fi+1(v) = (u− v − c[i+1]) Fi+1(v)Fi(u), (2.26)
(u− v − c[i+1]) Ei(u)Ei+1(v) = (u− v) Ei+1(v)Ei(u), (2.27)
[Ei(u), Fj(v)} = Ei(u)Fj(v)− (−)
([i]+[i+1])([j]+[j+1])Fj(v)Ei(u)
= δi,jc[i+1]δ(u, v)
(
k−i+1(u) · k
−
i (u)
−1 − k+i+1(v) · k
+
i (v)
−1
) (2.28)
where δ(u, v) is the rational δ-function given by the equality (2.32). These calculations also
lead to the Serre relations. For the simple root currents Fi(u), i = 1, . . . , N they read:
Symu1,u2
(
((u2 − u1)δi,m − c[i+1])(Fi(u1)Fi(u2)Fi+1(v)
− 2Fi(u1)Fi+1(v)Fi(u2) + Fi+1(v)Fi(u1)Fi(u2))
)
= 0 ,
(2.29)
Symu1,u2
(
((u1 − u2)δi,m + c[i])(Fi(u1)Fi(u2)Fi−1(v)
− 2Fi(u1)Fi−1(v)Fi(u2) + Fi−1(v)Fi(u1)Fi(u2))
)
= 0 ,
(2.30)
Symu1,u2
(
(u1 − u2 + c)
[
Fm(u1)Fm(u2)Fm−1(v1)Fm+1(v2)
− 2Fm(u1)Fm−1(v1)Fm(u2)Fm+1(v2)
]
+ 2c Fm−1(v1)Fm(u1)Fm(u2)Fm+1(v2)
+(u2 − u1 + c)
[
Fm−1(v1)Fm+1(v2)Fm(u1)Fm(u2)
− 2Fm−1(v1)Fm(u1)Fm+1(v2)Fm(u2)
])
= 0 .
(2.31)
Analogous formulas for the currents Ei(u), i = 1, . . . , N , can be obtained by applying the
antimorphism Ψ to these relations. It amounts to do the replacements Fi(u) → Ei(u) and
c→ −c in the formulas (2.29)–(2.31).
The ’rational’ or equivalently, ’additive’ δ-function used in the relation (2.28) can be
presented as difference of two series
δ(u, v) = δ(v, u) =
1
(u− v)>
−
1
(u− v)<
=
∑
n∈Z
vn
un+1
, (2.32)
where
1
(u− v)>
=
1
u
∑
k≥0
(v
u
)k
,
1
(u− v)<
= −
1
v
∑
k≥0
(u
v
)k
. (2.33)
Here the symbol ’>’ in the rational function 1(u−v)> means that |u| > |v| and this rational
function should be presented as the first series in (2.33). In its turn, the symbol ’<’ in the
rational function 1(u−v)< means that |u| < |v| and this rational function should be presented
as the second series in (2.33). Below we will also use notation 1(u−v)≶
to stress that one can
use either one or another decomposition into series (2.33) of the rational function 1u−v .
It is known [14] that another current realization of the Yangian double DY (gl(m|n)) can
be obtained using a different Gauss decomposition of the monodromy matrix, as in (2.17)–
(2.19). The commutation relations between Cartan currents kˆ±i (u) and the simple root total
currents Fˆi(u), Eˆi(u)
Fˆi(u) = Fˆ
+
i+1,i(u)− Fˆ
−
i+1,i(u) , Eˆi(u) = Eˆ
+
i,i+1(u)− Eˆ
−
i,i+1(u) , (2.34)
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are gathered below
kˆ±i (u)Fˆi(v)kˆ
±
i (u)
−1 = f[i](v, u) Fˆi(v),
kˆ±i+1(u)Fˆi(v)kˆ
±
i+1(u)
−1 = f[i+1](u, v)Fˆi(v),
(2.35)
kˆ±i (u)
−1Eˆi(v)kˆ
±
i (u) = f[i](v, u) Eˆi(v),
kˆ±i+1(u)
−1Eˆi(v)kˆ
±
i+1(u) = f[i+1](u, v) Eˆi(v),
(2.36)
((u− v)ǫi,m + c[i]) Fˆi(u)Fˆi(v) = ((u− v)ǫi,m − c[i]) Fˆi(v)Fˆi(u), (2.37)
((u− v)ǫi,m − c[i]) Eˆi(u)Eˆi(v) = ((u− v)ǫi,m + c[i]) Eˆi(v)Eˆi(u), (2.38)
(u− v − c[i+1]) Fˆi(u)Fˆi+1(v) = (u− v) Fˆi+1(v)Fˆi(u), (2.39)
(u− v) Eˆi(u)Eˆi+1(v) = (u− v − c[i+1]) Eˆi+1(v)Eˆi(u), (2.40)
[Eˆi(u), Fˆj(v)} =Eˆi(u)Fˆj(v)− (−)
([i]+[i+1])([j]+[j+1])Fˆj(v)Eˆi(u)
=δi,jc[i+1]δ(u, v)
(
kˆ+i (u) · kˆ
+
i+1(u)
−1 − kˆ−i (v) · kˆ
−
i+1(v)
−1
)
.
(2.41)
The Serre relations for the simple root currents Eˆi(u), i = 1, . . . , N now read
Symu1,u2
(
((u2 − u1)δi,m − c[i+1])(Eˆi(u1)Eˆi(u2)Eˆi+1(v)
− 2Eˆi(u1)Eˆi+1(v)Eˆi(u2) + Eˆi+1(v)Eˆi(u1)Eˆi(u2))
)
= 0 ,
(2.42)
Symu1,u2
(
((u1 − u2)δi,m + c[i])(Eˆi(u1)Eˆi(u2)Eˆi−1(v)
− 2Eˆi(u1)Eˆi−1(v)Eˆi(u2) + Eˆi−1(v)Eˆi(u1)Eˆi(u2))
)
= 0 ,
(2.43)
Symu1,u2
(
(u1 − u2 + c)
[
Eˆm(u1)Eˆm(u2)Eˆm−1(v1)Eˆm+1(v2)
− 2Eˆm(u1)Eˆm−1(v1)Eˆm(u2)Eˆm+1(v2)
]
+ 2c Eˆm−1(v1)Eˆm(u1)Eˆm(u2)Eˆm+1(v2)
+(u2 − u1 + c)
[
Eˆm−1(v1)Eˆm+1(v2)Eˆm(u1)Eˆm(u2)
− 2Eˆm−1(v1)Eˆm(u1)Eˆm+1(v2)Eˆm(u2)
])
= 0 .
(2.44)
Due to the antimorphism Ψ, analogous relations occur for the currents Fˆi(u), i = 1, . . . , N
with the replacements Eˆi(u)→ Fˆi(u) and c→ −c in the formulas (2.42)–(2.44). The action
of the antimorphism (2.10) onto currents Fˆi(u), Eˆi(u) and kˆℓ(u) is given by the same formulas
as in (2.21).
Note that in the commutation relations (2.24), (2.25), (2.37) and (2.38), one can replace
c[i] by c[i+1]. Indeed, when i 6= m, c[i] = c[i+1], while for i = m, the factor (u− v)ǫi,m vanishes
and it does not matter to use either c[i] or c[i+1].
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3 Universal Bethe vectors
It follows from the commutation relations (2.4) that the subalgebras U± generated by the
modes of the T-operators T
(n)
ij form two Borel subalgebras in DY (gl(m|n)). Moreover due to
(2.5) they are Hopf subalgebras. We call the subalgebras U± the standard Borel subalgebras
in the Yangian double DY (gl(m|n)).
As we already mentioned, the universal Bethe vectors are constructed from the matrix
elements of one universal monodromy matrix T+ij and belong to the standard ’positive’ Borel
subalgebra U+. The goal of this section is to express the universal Bethe vectors through the
current generators of the Yangian double DY (gl(m|n)) using the approach developed in the
papers [13, 14, 26].
In this paper we consider formulas for the Bethe vectors compatible with two different
possibilities to embed an algebra of smaller rank into the one of bigger rank. Namely, from
the explicit formulas for the right Bethe vectors B(t¯) (see eq. (5.17)), one may deduce
that the Bethe vector B(t¯) is obtained by resolving the hierarchical relations based on the
embedding of the Yangian double DY (gl(m − 1|n)) into the bigger algebra DY (gl(m|n)).
Similarly, it follows from the eq. (5.25), the Bethe vector Bˆ(t¯) is obtained by resolving the
hierarchical relations based on the embedding of the Yangian double DY (gl(m|n − 1)) into
DY (gl(m|n)). To express Bethe vectors B(t¯) and Bˆ(t¯) in terms of the current generators we
will use two different types of Gauss decompositions of the monodromy matrix elements and
the corresponding current generators [14].
The general theory of the relation between Bethe vectors and currents was developed in the
paper [26] and then applied in the papers [13, 14] to the construction of the hierarchical Bethe
vectors for quantum integrable models based on the quantum affine algebra Uq(ĝl(N)). The
main tool used in these papers was the language of projections onto intersections of different
type Borel subalgebras.
To describe Bethe vectors B(t¯) and C(t¯) we will use the current Borel subalgebras associ-
ated with the Gauss decomposition (2.14)–(2.16) and the antimorphism (2.10). For the Bethe
vectors Bˆ(t¯) and Cˆ(t¯) we will use the same antimorphism and the current Borel subalgebras
associated with the second Gauss decomposition (2.17)–(2.19).
3.1 Notation and conventions
As in (3.11) we denote sets of the parameters by bar: u¯, v¯ and so on. To simplify further
formulas we use a shorthand notation for the products of functions depending on one or two
variables. Namely, whenever a function λj depends on a set of variables λj(u¯), it stands for
the product of λj(uℓ) over the set u¯. Similarly, the notation f[i](u¯, v¯) or g[i](u¯, v¯) or h[i](u¯, v¯)
means the double product of these functions over corresponding sets. For example,
λj(u¯) =
∏
uℓ∈u¯
λj(uℓ), f[i](u¯, v¯) =
∏
uℓ∈u¯ , vℓ′∈v¯
f[i](uℓ, vℓ′).
Moreover, we use the same convention when considering products of commuting operators.
For example,
Ti,j(u¯) =
∏
ℓ
Ti,j(uℓ), for [i] + [j] = 0 mod 2.
We also introduce several rational functions which will appear in the text below. First,
for any function x(u1, u2), we set
∆x(u¯) =
∏
1≤ℓ<ℓ′≤a
x(uℓ′ , uℓ) and ∆
′
x(u¯) =
∏
1≤ℓ<ℓ′≤a
x(uℓ, uℓ′),
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where a = #u¯.
Second, for arbitrary sets of the parameters u¯ and v¯ we define
γi(u¯) =
∆f[i](u¯)
∆h(u¯)δi,m
and γi(u¯, v¯) =
f[i](u¯, v¯)
h(u¯, v¯)δi,m
. (3.1)
The first function coincides with the function ∆f[i](u¯) for i 6= m and with ∆g(u¯) for i = m.
The second function coincides with the function f[i](u¯, v¯) for i 6= m and with g(u¯, v¯) for i = m.
Analogously, we define
γˆi(u¯) =
∆f[i+1](u¯)
∆′h(u¯)
δi,m
and γˆi(u¯, v¯) =
f[i+1](u¯, v¯)
h(v¯, u¯)δi,m
.
For i 6= m, γˆi(u¯) = ∆f[i+1](u¯) and γˆi(u¯, v¯) = f[i+1](u¯, v¯), while for i = m, γˆm(u¯) = ∆
′
g(u¯) and
γˆm(u¯, v¯) = g(v¯, u¯). Note that function γm(u¯) differs from the function γˆm(u¯) by the factor
(−)#u¯(#u¯−1)/2. Similarly,
γm(u¯, v¯) = (−)
#u¯·#v¯γˆm(u¯, v¯) . (3.2)
Also note that γi(u¯) = γˆi(u¯) and γi(u¯, v¯) = γˆi(u¯, v¯) for i 6= m.
3.2 Deformed symmetrization
For any formal series G(t¯) depending on the set of the variables t¯ (3.11) we define a deformed
symmetrization (or c-symmetrization) as a summation5
Sym t¯ G(t¯) =
∑
σ∈Sr¯
N∏
s=1
∏
ℓ<ℓ′
σs(ℓ)>σs(ℓ′)
(tsσs(ℓ′) − t
s
σs(ℓ))ǫs,m + c[s]
(tsσs(ℓ′) − t
s
σs(ℓ))ǫs,m − c[s]
G(σ t¯) , (3.3)
where Sr¯ = Sr1 × · · · × SrN is the direct product of the groups Srs that permute the integers
1, . . . , rs, s = 1, . . . , N and
σ t¯ is the corresponding permuted set of Bethe parameters (3.11).
Due to the argument given in the end of section 2.4 the formula of deformed symmetrization
can be equally written as
Sym t¯ G(t¯) =
∑
σ∈Sr¯
N∏
s=1
∏
ℓ<ℓ′
σs(ℓ)>σs(ℓ′)
(tsσs(ℓ′) − t
s
σs(ℓ))ǫs,m + c[s+1]
(tsσs(ℓ′) − t
s
σs(ℓ))ǫs,m − c[s+1]
G(σ t¯). (3.4)
In what follows we will use either formula (3.3) or formula (3.4) depending on the situation.
We say that a series Q(t¯) is c-symmetric if
Sym t¯ Q(t¯) =
( N∏
s=1
rs!
)
Q(t¯) .
Note that for s = m, the product over ℓ and ℓ′ is equal to (−)P (σ
m), where P (σm) is a
parity of the permutation σm and the summation over all permutations σm is nothing else
but anti-symmetrization over set t¯m.
5Recall that N = m+ n− 1 denotes the number of simple roots of the superalgebra gl(m|n).
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3.3 Bethe vector B(t¯) and the dual Bethe vector C(t¯)
We first explain the relation between the Bethe vector B(t¯) and the current presentation
(2.22)–(2.28).
Let UF ⊂ DY (gl(m|n)) be the DY (gl(m|n)) subalgebra generated by the modes of the
simple roots currents F
(ℓ)
i ; i = 1, . . . , N ; ℓ ∈ Z and by the modes of the ‘positive’ Cartan
currents k
(ℓ′)
j ; j = 1, . . . , N+1; ℓ
′ ≥ 0. In the framework of the quantum double construction,
the subalgebra UE ⊂ DY (gl(m|n)), dual to UF , is generated by the modes of the simple roots
currents E
(ℓ)
i ; i = 1, . . . , N ; ℓ ∈ Z and by the modes of the ‘negative’ Cartan currents k
(ℓ′)
j ;
j = 1, . . . , N + 1; ℓ′ < 0.
We call the subalgebras UF and UE the current Borel subalgebras. These subalgebras are
Hopf subalgebras in DY (gl(m|n)) with respect to the so-called Drinfeld coproduct
∆(D)(Fi(z)) = Fi(z)⊗ 1+ k
+
i+1(z)
(
k+i (z)
)−1
⊗ Fi(z),
∆(D)(k±j (z)) = k
±
j (z)⊗ k
±
j (z),
∆(D)(Ei(z)) = 1⊗ Ei(z) + Ei(z)⊗ k
−
i+1(z)
(
k−i (z)
)−1
,
(3.5)
which obviously differs from the coproduct given by the relation (2.5).
In order to express Bethe vectors B(t¯) in terms of the current generators we need only
one current Borel subalgebra UF and its coalgebraic property given by the first two formulas
in (3.5). Let us consider the following intersections of this current Borel subalgebra with the
standard Borel subalgebras U±:
U−F = UF ∩ U
− , U+F = UF ∩ U
+ . (3.6)
Each of these intersections is a subalgebra in DY (gl(m|n)) [26] and they are coideals with
respect to the coproduct (3.5)
∆(D)(U+F ) = U
+
F ⊗ UF , ∆
(D)(U−F ) = UF ⊗ U
−
F . (3.7)
To see this we introduce the expansion of the combination of Cartan currents
k+i+1(z)
(
k+i (z)
)−1
= 1+
∑
ℓ≥0
κ
(ℓ)
i z
−ℓ−1 .
Then, the coproduct (3.5) maps the modes F
(ℓ)
i of the currents Fi(z) to
∆(D)
(
F
(ℓ)
i
)
= F
(ℓ)
i ⊗ 1+ 1⊗ F
(ℓ)
i +
∑
ℓ′≥0
κ
(ℓ′)
i ⊗ F
(ℓ−ℓ′−1)
i . (3.8)
Properties (3.7) become obvious from the relations (3.8).
According to the Cartan–Weyl construction of the Yangian double we have to find a global
ordering on the generators in this algebra. There are two different choices for this ordering.
We choose the ordering such that elements in the subalgebra U−F precede elements from the
subalgebra U+F [26, 27]. We say that an arbitrary element F ∈ UF is ordered if it is presented
in the form
F = F− · F+ ,
where F± ∈ U
±
F .
According to the general theory [26] one may define the projections of any ordered ele-
ments from the subalgebras UF onto subalgebras (3.6) using the formulas
P+f (F− · F+) = ε(F−)F+ , P
−
f (F− · F+) = F− ε(F+) , F± ∈ U
±
F , (3.9)
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where the counit mapping ε : UF → C is defined by the rules
ε(F
(ℓ)
i ) = 0 and ε(k
(ℓ)
j ) = 0 .
Let UF be the closure of the algebra UF formed by infinite sums of monomials that are
ordered products A
(ℓ1)
i1
· · · A
(ℓa)
ia
with ℓ1 ≤ · · · ≤ ℓa, where A
(ℓl)
il
is either F
(ℓl)
il
or k
(ℓl)
il
. It can
be proved [26] that
(1) the action of the projections (3.9) extends to the algebra UF ;
(2) for any F ∈ UF with ∆
(D)(F) = F ′ ⊗F ′′ we have
F = P−f
(
F ′
)
· P+f
(
F ′′
)
. (3.10)
Formula (3.10) is an important tool for calculating the universal Bethe vectors. It allows
one to present an arbitrary product of currents in the ordered form using simple formulas for
the Drinfeld current coproducts.
Now we are in position to give a definition of the universal Bethe vector. Let
t¯ = {t11, . . . , t
1
r1 ; t
2
1, . . . , t
2
r2 ; . . . ; t
N
1 , . . . , t
N
rN } (3.11)
be a set of parameters. The superscript indicates the type of parameters corresponding to
simple roots and the subscript counts the number of parameters of a given type. There are
rℓ Bethe parameters of the type ℓ = 1, . . . , N .
Define an ordered product of total currents
F(t¯) =
−→∏
1≤a≤N
 −→∏
1≤ℓ≤ra
Fa(t
a
ℓ )
 , (3.12)
where the symbol
←−∏
a
Aa (resp.
−→∏
a
Aa) stands for the ordered product of noncommutative
operators Aa, such that Aℓ is on the right (resp. on the left) of Aℓ′ for ℓ
′ ≥ ℓ:
←−∏
j≥a≥i
Aa = Aj Aj−1 · · · Ai+1Ai and
−→∏
i≤a≤j
Aa = AiAi+1 · · · Aj−1Aj .
The product of currents F(t¯) is a formal series over the ratios tbk/t
c
l with b > c and t
a
i /t
a
j
with i > j taking values in the completions UF (see [26]). The product (3.12) has poles
for some values of the ratios tbk/t
c
l and t
a
i /t
a
j . The operator valued coefficients at these poles
take values in the completions UF and can be identified with composed root currents (see
Appendix A). Note also that due to the commutation relations between currents, the product
(3.12) as well as its projection are all c-symmetric.
Let us introduce the normalized product of currents
F(t¯) =
∏N
ℓ=1 γℓ(t¯
ℓ)∏N−1
ℓ=1 f[ℓ+1](t¯
ℓ+1, t¯ℓ)
F(t¯), (3.13)
where γℓ is given by (3.1). Then the universal off-shell Bethe vector B(t¯) is defined as the
action of the projections onto this normalized product and applied to the singular vector |0〉
B(t¯) = P+f (F(t¯))
N∏
s=1
λs(t¯
s)|0〉 . (3.14)
13
Note that due to the commutation relations between currents (2.24) and (2.26) the normalized
product of the currents (3.13) is symmetric with respect to permutations of Bethe parameters
of the same type.
The normalization of the universal off-shell Bethe vector is chosen in such a way that it
removes all zeros and poles originating from the products of currents. For example, according
to the commutation relations (2.24), the products of the currents Fℓ(t¯
ℓ) have poles when
tℓj − t
ℓ
i + c[ℓ] = 0 for j > i and ℓ 6= m and zeros for all ℓ when t
ℓ
j − t
ℓ
i = 0. The potential
singularities are compensated by the rational functions in the prefactor numerator in the
formulas (3.13). On the other hand, the products of the currents Fℓ(t¯
ℓ)Fℓ+1(t¯
ℓ+1) have poles
when tℓ+1j − t
ℓ
i = 0 and zeros when t
ℓ+1
j − t
ℓ
i+c[ℓ+1] = 0 for all i, j. These possible singularities
are compensated by the product of the rational functions f[ℓ+1](t¯
ℓ+1, t¯ℓ)−1 in the denominator
of the prefactor in the formula (3.13).
Our strategy is to calculate first the projection in (3.14) and then to rewrite the result of
this calculation as certain polynomial in the monodromy matrix elements. This will be done
in section 5. Then we define the dual Bethe vector C(t¯) by the formula
C(t¯) = Ψ
(
B(t¯)
)
, (3.15)
where the antimorphism (2.10) is extended from the algebra to vectors of the representation
of this algebra using Ψ(|0〉) = 〈0| and Ψ(〈0|) = |0〉.
Alternatively, the formula for the dual Bethe vector can be found via the projection
method and another choice of current Borel subalgebras, Drinfeld coproduct, and associated
projections from the ordered product of the currents
E(t¯) =
←−∏
N≥a≥1
 ←−∏
ra≥ℓ≥1
Ea(t
a
ℓ )
 .
We do not perform these calculations in this paper.
3.4 Bethe vector Bˆ(t¯) and dual Bethe vector Cˆ(t¯)
For the Bethe vector Bˆ(t¯) and dual Bethe vector Cˆ(t¯) one has to explore the second current
realization (2.35)–(2.41) of the Yangian double DY (gl(m|n)) given by the currents Fˆi(z),
Eˆi(z) and kˆ
±
j (z) which are related to the monodromy matrix elements through the Gauss
decomposition (2.17)–(2.19) and Frenkel-Ding formulas (2.34).
As in the previous sections, to describe Bethe vector Bˆ(t¯) we define a Borel subalgebra
UˆF such that ’positive’ Cartan currents kˆ
+
j (z) are in UˆF with coalgebraic properties
∆ˆ(D)(Fˆi(z)) = 1⊗ Fˆi(z) + Fˆi(z)⊗ kˆ
+
i (z)
(
kˆ+i+1(z)
)−1
,
∆ˆ(D)(kˆ+j (z)) = kˆ
+
j (z)⊗ kˆ
+
j (z).
(3.16)
We again consider the intersections of this current Borel subalgebra with the standard
Borel subalgebras U±
Uˆ−F = UˆF ∩ Uˆ
− , Uˆ+F = UˆF ∩ Uˆ
+ , (3.17)
and check the coideal properties of these intersections
∆ˆ(D)(Uˆ+F ) = UˆF ⊗ Uˆ
+
F , ∆ˆ
(D)(Uˆ−F ) = Uˆ
−
F ⊗ UˆF ,
14
with respect to coproduct (3.16).
Using the same cycling ordering for the Cartan–Weyl generators of UˆF as we used for
ordering elements in UF , we say that an arbitrary element Fˆ ∈ UˆF is ordered if
Fˆ = Fˆ− · Fˆ+ ,
where Fˆ± ∈ Uˆ
±
F .
Again according to the general theory formulated in [26] one can define the projections
of any ordered elements from the subalgebras UˆF and UˆE onto subalgebras (3.17) using the
formulas
Pˆ+f (Fˆ− · Fˆ+) = εˆ(Fˆ−) Fˆ+ , Pˆ
−
f (Fˆ− · Fˆ+) = Fˆ− εˆ(Fˆ+) , Fˆ± ∈ Uˆ
±
F , (3.18)
where the counit mapping εˆ : DY (gl(m|n))→ C is defined by the rules
εˆ(Fˆ
(ℓ)
i ) = 0 , ε(kˆ
(ℓ)
j ) = 0 ,
and Fˆ
(ℓ)
i and kˆ
(ℓ)
j are modes of the currents Fˆi(z) and kˆ
+
i (z) in the second current realization
of the Yangian double DY (gl(m|n)).
Defining the completion UˆF we can check [26] that:
(1) the action of the projections (3.18) extends to the algebras UˆF ;
(2) for any Fˆ ∈ UˆF with ∆ˆ
(D)(Fˆ) = Fˆ ′ ⊗ Fˆ ′′ we have
Fˆ = Pˆ−f
(
Fˆ ′′
)
· Pˆ+f
(
Fˆ ′
)
. (3.19)
For the set (3.11) of Bethe parameters we consider the normalized ordered products of
currents
Fˆ(t¯) =
∏N
ℓ=1 γˆℓ(t¯
ℓ)∏N−1
ℓ=1 f[ℓ+1](t¯
ℓ+1, t¯ℓ)
Fˆ(t¯) , (3.20)
where
Fˆ(t¯) =
←−∏
N≥a≥1
 ←−∏
ra≥ℓ≥1
Fˆa(t
a
ℓ )
 . (3.21)
The universal off-shell Bethe vectors associated with the second current realization of the
Yangian double DY (gl(m|n)) are defined through the action of the above projections on the
singular vector |0〉 as follows
Bˆ(t¯) = Pˆ+f
(
Fˆ(t¯)
) N∏
s=1
λs+1(t¯
s)|0〉 . (3.22)
The normalization of these universal off-shell Bethe vector is chosen again in such a way to
remove all zeros and poles originating from the products of currents.
The dual Bethe vector Cˆ(t¯) is defined by antimorphism (2.10):
Cˆ(t¯) = Ψ
(
Bˆ(t¯)
)
. (3.23)
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3.5 Main results
In this paper we claim the following statements:
• We prove that the two different ways to construct Bethe vectors lead eventually to the
same result, that is
B(t¯) = Bˆ(t¯) and C(t¯) = Cˆ(t¯). (3.24)
In section 4 we will give the proof of this statement for the Bethe vectors B(t¯) and
Bˆ(t¯) only. The proof for the dual vectors C(t¯) and Cˆ(t¯) follows from application of
antimorphism Ψ to the first equality in (3.24).
• Bethe vectors become on-shell or equivalently, become eigenvectors of the supersym-
metric transfer matrix t(z) (2.6) with the eigenvalue (4.78) if the Bethe equations (4.75)
for the parameters (3.11) are satisfied.
• Explicit formulas for the Bethe vectors in terms of the monodromy matrix elements are
given by the formulas (5.17) and (5.25). Explicit formulas for the dual vectors can be
obtained using antimorphism (2.10).
• The coproduct properties for the Bethe vectors are given in relations (4.8) and (4.9).
They express the coproduct of a Bethe vector in term of Bethe vectors belonging to
two copies of DY (gl(m|n)) arising under application of the coproduct.
4 Monodromy matrix elements action formulas
The goal of the present section is to prove that the Bethe vectors B(t¯) and Bˆ(t¯) coincide.
Restoring formulas for the universal off-shell Bethe vectors in terms of matrix elements of the
monodromy matrix (see section 5) we will see that the problem to prove (3.24) is a rather
complicated combinatorial problem. Instead, we will prove it by checking that both of these
vectors satisfy the same recurrence relations with respect to the action of the upper triangular
and diagonal monodromy matrix elements onto these vectors. To check this statement it is
not necessary to get explicit formulas for the universal off-shell Bethe vectors in terms of the
monodromy matrix elements. Before starting this analysis we show that Bethe vectors B(t¯)
and Bˆ(t¯) satisfy the same coproduct properties coming from the coproduct of the monodromy
matrix (2.5).
4.1 Coproduct properties of the Bethe vectors
Calculating the coproduct of the product of currents Fi(t) using the first formula in (3.5) we
obtain that the Drinfeld coproduct of the ordered product of simple root currents F(t¯) is
∆(D) (F(t¯)) =
∑
0≤s1≤r1
· · ·
∑
0≤sN≤rN
N∏
ℓ=1
1
sℓ!(rℓ − sℓ)!
× Sym t¯
Zs¯(t¯) F(t¯′) N∏
s=1
rℓ∏
ℓ=sℓ+1
k+s+1(t
s
ℓ)k
+
s (t
s
ℓ)
−1 ⊗F(t¯′′)
 , (4.1)
where the sets t¯′ and t¯′′ are
t¯′ = {t11, . . . , t
1
s1 ; t
2
1, . . . , t
2
s2 ; . . . ; t
N
1 , . . . , t
N
sN
},
t¯′′ = {t1s1+1, . . . , t
1
r1 ; t
2
s2+1, . . . , t
2
r2 ; . . . ; t
N
sN+1
, . . . , tNrN },
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and Zs¯(t¯) is the rational function
Zs¯(t¯) =
N−1∏
a=1
∏
sa<ℓ≤ra
0<ℓ′≤sa+1
taℓ − t
a+1
ℓ′ − c[a+1]
taℓ − t
a+1
ℓ′
=
N−1∏
a=1
∏
sa<ℓ≤ra
0<ℓ′≤sa+1
f[a+1](t
a+1
ℓ′ , t
a
ℓ ).
Formula (4.1) allows one to obtain the coalgebraic properties of the normalized product
of the currents (3.13) with respect to the Drinfeld coproduct. Indeed, the c-symmetrization
can be transformed into the usual symmetrization over the set {t¯s} due to the property
γs(t¯
s) Sym t¯s (G(t¯
s)) = Sym t¯s (γs(t¯
s)G(t¯s)) . (4.2)
Then the symmetrization can be replaced by the sum over partitions and symmetrizations
over parted subsets:
Sym t¯s(·) =
∑
t¯s⇒{t¯sI ,t¯
s
II}
Sym t¯sI Sym t¯
s
II
(·) . (4.3)
Here the summation goes over partitions of the set {t¯s} onto two non-intersecting subsets
{t¯sI } and {t¯
s
II} with cardinalities #t¯
s
I +#t¯
s
II = #t¯
s, where
t¯ = {t¯1, . . . , t¯N} ⇒ t¯I ∪ t¯II , (4.4)
and
t¯I = {t¯
1
I , . . . , t¯
N
I } t¯II = {t¯
1
II, . . . , t¯
N
II }. (4.5)
Using (4.2) and (4.3) and the fact that the normalized product of the currents F(t¯) is
symmetric with respect to permutations in each set of the Bethe parameters t¯ℓ, ℓ = 1, . . . , N
we can transform equation (4.1) into the sum over partitions given by (4.4) and (4.5)
∆(D) (F(t¯)) =
∑
part
∏N
s=1 γs(t¯
s
II, t¯
s
I )∏N−1
s=1 f[s+1](t¯
s+1
II , t¯sI )
F(t¯I)
N∏
s=1
k+s+1(t¯
s
II)k
+
s (t¯
s
II)
−1 ⊗ F(t¯II). (4.6)
Using the Drinfeld coproduct (3.16) for the second current realization of DY (gl(m|n)) we
can show that the coproduct of the normalized product of the currents (3.20) is given by
∆ˆ(D)
(
Fˆ(t¯)
)
=
∑
part
(−)#t¯
m
I ·#t¯
m
II
∏N
s=1 γˆs(t¯
s
II, t¯
s
I )∏N−1
s=1 f[s+1](t¯
s+1
II , t¯sI )
Fˆ(t¯I)⊗ Fˆ(t¯II)
N∏
s=1
kˆ+s (t¯
s
I )kˆ
+
s+1(t¯
s
I )
−1, (4.7)
where summation goes over non-intersecting subsets defined by the equalities (4.4) and (4.5).
We can use formulas (4.6) and (4.7) to establish the coproduct properties of the universal
Bethe vectors (3.14) and (3.22). It was proved in [26] that for any elements F ∈ UF and
Fˆ ∈ UˆF the following equations hold:
∆
(
P+f (F)
)
≡
(
P+f ⊗ P
+
f
)(
∆(D) (F)
)
mod U+F ⊗ J,
∆
(
Pˆ+f
(
Fˆ
))
≡
(
Pˆ+f ⊗ Pˆ
+
f
)(
∆ˆ(D)
(
Fˆ
))
mod Uˆ+F ⊗ Jˆ ,
where J and Jˆ are ideals in the corresponding subalgebras killing the singular vectors |0〉. A
proper definition of these ideals is given in the beginning of the next subsection. Using these
equalities and formulas (4.6), (4.7) we obtain
B(t¯) =
∑
part
∏N
s=1 γs(t¯
s
II, t¯
s
I )∏N−1
s=1 f[s+1](t¯
s+1
II , t¯sI )
B
(1)(t¯I)
N∏
s=1
λ
(1)
s+1(t¯
s
II)⊗ B
(2)(t¯II)
N∏
s=1
λ(2)s (t¯
s
I ) (4.8)
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and
Bˆ(t¯) =
∑
part
(−)#t¯
m
I ·#t¯
m
II
∏N
s=1 γˆs(t¯
s
II, t¯
s
I )∏N−1
s=1 f[s+1](t¯
s+1
II , t¯sI )
Bˆ
(1)(t¯I)
N∏
s=1
λ
(1)
s+1(t¯
s
II)⊗ Bˆ
(2)(t¯II)
N∏
s=1
λ(2)s (t¯
s
I ). (4.9)
Taking into account (3.2) we conclude that universal Bethe vectors B(t¯) and Bˆ(t¯) satisfy the
same coproduct properties, which signify that they may coincide. Below we show that these
vectors satisfy the same recurrence relations, thus proving that they coincide.
Coproduct formulas (4.1) and (4.6) are very powerful tools for the calculation of the
projection of the product of the currents. Indeed, using the fundamental property of the
projection P±f given by the equality (3.10) we obtain from (4.1)
F(t¯) =
∑
0≤s1≤r1
· · ·
∑
0≤sN≤rN
N∏
ℓ=1
1
sℓ!(rℓ − sℓ)!
Sym t¯
(
Zs¯(t¯)P
−
f
(
F(t¯′)
)
P+f
(
F(t¯′′)
))
, (4.10)
and from (4.6)
F(t¯) =
∑
t¯s⇒{t¯sI ,t¯
s
II}
∏N
s=1 γs(t¯
s
II, t¯
s
I )∏N−1
s=1 f[s+1](t¯
s+1
II , t¯sI )
P−f (F(t¯I)) · P
+
f (F(t¯II)) . (4.11)
This equality and analogous equality for the product of the currents Fˆi(t) will be used in the
section 5 to resolve the hierarchical relations for the nested Bethe vectors and to obtain the
explicit formulas for the Bethe vectors in terms of the monodromy matrix elements. This
will be achieved by the explicit calculation of the projection of the corresponding products
of the currents, which is reduced to the calculation presented in Appendix C.
4.2 Ideals of the Yangian double and presentation of the projections
For the calculation of the monodromy matrix elements actions onto Bethe vectors we have
to formulate an important auxiliary statement about the action of the monodromy ma-
trix elements T+i,j(z) onto ’negative’ projections of the composed currents P
−
f (Fk,l(w)) and
Pˆ−f
(
Fˆk,l(w)
)
modulo certain ideals. The proof of this statement can be performed along the
route used in the paper [27] for the quantum affine algebra Uq(ĝl(N)), so that we just sketch
it below.
Let U±F and U
±
E be intersections of the standard Borel subalgebras U
± and current Borel
subalgebras UF and UE used in section 3.3. Let I ⊂ DY (gl(m|n)) be the ideal in the
Yangian double generated by the elements of the form F− · F such that F− ∈ U
−
F , F ∈ UF
and ε(F−) = 0. Here and below ε is a counit in the Hopf algebra DY (gl(m|n)). It is clear
from the definition (3.9) of the projection P+f that the whole ideal I is annihilated by this
projection: P+f (I) = 0. Let K ∈ DY (gl(m|n)) be the ideal generated by the elements which
contain any combination of the ’negative’ Cartan currents k−j (u). Due to the commutation
relations in DY (gl(m|n)), K is an ideal because the ’negative’ Cartan currents cannot be
’killed’ by any of the commutation relations in DY (gl(m|n)). Let J ⊂ DY (gl(m|n)) be the
ideal in the Yangian double generated by the elements of the form F ·E+ such that E+ ∈ U
+
E ,
F ∈ U+F and ε(E+) = 0. By definition of this ideal, any element in J annihilates the right
vacuum vector: J |0〉 = 0. Further on we will use the symbols ∼I , ∼K , and ∼J for equalities
in the Yangian double DY (gl(m|n)) modulo terms from the corresponding ideals I, K, and
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J . Analogously, from the current Borel subalgebras UˆF and UˆE , we define the ideals Iˆ , Kˆ,
and Jˆ and the equivalence relations ∼Iˆ , ∼Kˆ , and ∼Jˆ .
Since off-shell Bethe vectors defined in (3.14) and (3.22) obviously do not belong to the
ideals I and K or the ideals Iˆ and Kˆ we can compute the action of the monodromy matrix
elements on these Bethe vectors modulo these ideals. Moreover, since the ideals J and Jˆ
kill the vacuum vector |0〉 we can also skip the terms from these ideals when calculating the
action of monodromy on the projections of the currents.
Using the commutation relations between the Gauss coordinates of the ’positive’ and
’negative’ monodromy matrices (2.7) and (2.8), as well as the relations between the ’negative’
projections of the composed currents and the Gauss coordinates (A.32) and (A.36) we can
prove
Proposition 4.1 [27]
T+i,j(z) · P
−
f (Fk,l(w)) ∼I,K − φk c[l,k] δjl g(z, w) T
+
i,k(z), (4.12)
T+i,j(z) · Pˆ
−
f
(
Fˆk,l(w)
)
∼Iˆ,Kˆ − φˆl c[l,k] δik g(z, w) T
+
l,j(z), (4.13)
where c[l,k] is given by the relation (A.30), and
6
φk = (−)
([i]+[j])[k]+[i][j] for k > j ,
φˆl = (−)
1+[i] for l < i .
(4.14)
We extend the values of the indices k and l in (4.14) to the values k = j and l = i:
φk = 1 for k = j and φˆl = 1 for l = i .
This extension will be justified later on, see Proposition 4.6.
Sketch of the proof. The appearance of the Kroneker symbols δjl and δik respectively in
(4.12) and (4.13) were proved in [27]. Let us give arguments which fix the rest in the right
hand side of equations (4.12) and (4.13) including the phases (4.14). In order to do this we
consider equations (4.12) and (4.13) applied to the right singular vectors.
It is clear from the Gauss decompositions (2.14) that
F−k,l(w)|0〉 = T
−
l,k(w)T
−
l,l(w)
−1|0〉.
Then the equation (2.8) can be interpreted as
T+i,j(z)T
−
l,k(w)T
−
l,l(w)
−1 ∼I,K (−)
[k]([i]+[j])+[i][j]g(z, w)T+i,k(z)T
−
l,j(w)T
−
l,l(w)
−1, (4.15)
and due to the Kroneker symbol δjl in the right hand side of (4.12) the ’negative’ monodromy
matrix elements in the right hand side of (4.15) cancel each other. Taking into account the
relation (A.32) we obtain that φk = (−)
[k]([i]+[j])+[i][j].
Similarly, it follows from the Gauss decomposition (2.17) that
Fˆ−k,l(w)|0〉 = T
−
l,k(w)T
−
k,k(w)
−1|0〉.
Then the equation (2.7) can be interpreted as
T+i,j(z)T
−
l,k(w)T
−
k,k(w)
−1 ∼Iˆ ,Kˆ (−)
1+[i]([k]+[l])+[k][l]g(z, w)T+l,j(z)T
−
i,k(w)T
−
k,k(w)
−1, (4.16)
and due to the Kroneker symbol δik in the right hand side of (4.13) the ’negative’ monodromy
matrix elements in the right hand side of (4.16) disappear, leading to φˆl = (−)
1+[i].

We conclude this subsection with formulation the following
6The asymmetry in the signs φk and φˆl is related to the asymmetry in the different Gauss decompositions.
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Proposition 4.2 The off-shell Bethe vectors given by the formulas (3.14) and (3.22) satisfy
the same recurrence relations following from the action by the upper-triangular monodromy
matrix elements Ti,j(z), i ≤ j onto these vectors. This implies that the Bethe vectors coincide
B(t¯) = Bˆ(t¯) .
The proof of this proposition will be given in the next two sections 4.3 and 4.4.
4.3 Auxiliary presentations for the projections
In order to calculate the action of the upper triangular and diagonal monodromy matrix
elements onto Bethe vectors (3.14) and (3.22) we have to obtain a special presentation for
the projections for the products of the total simple root currents. The systematic way to
get such presentation is based on the techniques elaborated in the paper [28]. Below we use
results of this paper adapting them to the case under consideration.
Proposition 4.3 We have following series identities for i < j
P−f
(
Fi(t
i) · · ·Fj(t
j)
)
=
j−i∑
ℓ=0
c−1[i,i+ℓ+1]
i+ℓ−1∏
s=i
g[s+1](t
s+1, ts)P−f
(
Fi+ℓ+1,i(t
i+ℓ)
)
× P−f
(
Fi+ℓ+1(t
i+ℓ+1) · · ·Fj(t
j)
)
, (4.17)
Pˆ−f
(
Fˆj(t
j) · · · Fˆi(t
i)
)
=
j−i∑
ℓ=0
c−1[j−ℓ,j+1]
j+1∏
s=j−ℓ
g[s+1](t
s+1, ts)Pˆ−f
(
Fˆj+1,j−ℓ(t
j−ℓ)
)
× Pˆ−f
(
Fˆj−ℓ−1(t
j−ℓ−1) · · · Fˆi(t
i)
)
. (4.18)
Proof. Both equalities can be proved analogously using the definition of the projections.
Therefore, we give a detailed proof only for (4.17). We start from the definition
P−f
(
Fi(t
i) · · ·Fj(t
j)
)
= P−f
(
Fi(t
i)
)
· P−f
(
Fi+1(t
i+1) · · ·Fj(t
j)
)
+ P−f
(
F
(+)
i (t
i)Fi+1(t
i+1)Fi+2(t
i+2) · · ·Fj(t
j)
)
.
(4.19)
Using the definition
F
(+)
i (t
i) =
∫
dw
Fi(w)
ti −w
and the commutation relation
Fi(u)Fi+1(v) =
u− v − c[i+1]
(u− v)<
Fi+1(v)Fi(u)− δ(u, v)Fi+2,i(v), (4.20)
which is a particular case of the definition of the composed current (A.1) or (A.9), we obtain
F
(+)
i (t
i)Fi+1(t
i+1) = f[i+1](t
i+1, ti)Fi+1(t
i+1)F
(+)
i (t
i; ti+1)
+ c−1[i+1]g[i+1](t
i+1, ti)Fi+2,i(t
i+1),
(4.21)
where F
(+)
i (t
i; ti+1) = F
(+)
i (t
i) −
c[i+1]
ti+1−ti+c[i+1]
F
(+)
i (t
i+1). Because of the commutativity of
the current Fi(t) with the currents Fi+2(t
i+2) · · ·Fj(t
j) the first term in (4.21) vanishes under
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’negative’ projections in the second term of (4.19). On the other hand, due to the second
relation in (A.13)
Fi+2,i(t
i+1) = −S
F
(0)
i
(
Fi+1(t
i+1)
)
+ c[i+1]Fi+1(t
i+1)F
(+)
i (t
i+1) (4.22)
where the operators S
F
(0)
i
(·) are called screening operators and are defined by equations (B.1).
The second term in the right hand side of (4.22) also vanishes under the ’negative’ projection
in the second line of (4.19). Thus, (4.19) turns into
P−f
(
Fi(t
i) · · ·Fj(t
j)
)
= P−f
(
Fi(t
i)
)
· P−f
(
Fi+1(t
i+1) · · ·Fj(t
j)
)
− c−1[i+1]g[i+1](t
i+1, ti)S
F
(0)
i
(
P−f
(
Fi+1(t
i+1) · · ·Fj(t
j)
))
.
(4.23)
In the second line of (4.23) we obtain the ’negative’ projection of the product of currents
Fi+1(t
i+1) · · ·Fj(t
j). Therefore, we can use this equality recursively to obtain at the first step
P−f
(
Fi(t
i) · · ·Fj(t
j)
)
= P−f
(
Fi(t
i)
)
· P−f
(
Fi+1(t
i+1) · · ·Fj(t
j)
)
+ c−1[i,i+2]g[i+1](t
i+1, ti)P−f
(
Fi+2,i(t
i+1)
)
P−f
(
Fi+2(t
2+1) · · ·Fj(t
j)
)
+ c−1[i,i+3]g[i+1](t
i+1, ti)g[i+2](t
i+2, ti+1)S
F
(0)
i
(
S
F
(0)
i+1
(
P−f
(
Fi+2(t
i+2) · · ·Fj(t
j)
)))
,
where we again used (4.22) and the commutativity of the screening operators and projections
(see Appendix B). Continuing this recursion we prove (4.17). Equation (4.18) can be proved
similarly starting from the commutation relations
Fˆi+1(u)Fˆi(v) =
u− v + c[i+1]
(u− v)<
Fˆi(v)Fˆi+1(u) + δ(u, v)Fˆi+2,i(v)
and using the first equation in (A.17). 
For each simple root index i = 1, . . . , N we introduce the following notation for ordered
products of the currents
Fi(t¯
i) = Fi(t
i
1) · · ·Fi(t
i
ri) and Fˆi(t¯
i) = Fˆi(t
i
ri) · · · Fˆi(t
i
1).
Using the normal ordering relation (3.10) (in the form (4.10)) and (4.17) we can prove
following
Proposition 4.4 There is an equality
P+f
(
F1(t¯
1) · · · FN (t¯
N )
)
= P+f
(
F1(t¯
1) · · · FN−1(t¯
N−1)
)
· FN (t¯
N )
−
N∑
ℓ=1
Cℓ Sym t¯ℓ,...,t¯N
[
Gℓ(t¯
ℓ−1, . . . , t¯N ) c−1[ℓ,N+1]P
−
f
(
FN+1,ℓ(t
N
1 )
)
× P+f
(
F1(t¯
1) · · · Fℓ−1(t¯
ℓ−1)Fℓ(t¯
ℓ
1) · · · FN−1(t¯
N−1
1 )
)
· FN (t¯
N
1 )
]
+W,
(4.24)
where for any 1 ≤ ℓ ≤ N we have introduced rational functions
Gℓ(t¯
ℓ−1, . . . , t¯N ) = f[ℓ](t
ℓ
1, t¯
ℓ−1)
N−1∏
s=ℓ
g[s+1](t
s+1
1 , t
s
1)f[s+1](t
s+1
1 , t¯
s
1) , (4.25)
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and a combinatorial factor
Cℓ =
N∏
s=ℓ
1
(rs − 1)!
. (4.26)
In (4.24), W denotes terms which have the structure P−f (Fj1,i1(w1))P
−
f (Fj2,i2(w2))F with
j1 ≥ j2 and some element F ∈ UF .
In (4.24) we used a shorthand notation for the set t¯ℓi (for i = 1, . . . , rℓ)
t¯ℓi = {t
ℓ
1, . . . , t
ℓ
i−1, t
ℓ
i+1, . . . , t
ℓ
rℓ
} ,
where the Bethe parameter tℓi is omitted from the set t¯
ℓ, ℓ = 1, . . . , N .
Due to (4.12), the action of any monodromy matrix element T+i,j(z) onto terms W belongs
to the ideal I, except for terms which are proportional to δj,i1δj1,i2 . These terms are irrelevant
due to the condition j1 ≥ j2 > i2.
Proof. It was proved in [28] that the projection P+f
(
F1(t¯
1) · · · FN (t¯
N )
)
can be presented
in the form7
P+f (F1 · · · FN ) =
∑
P
(
P−f (FN+1,ℓ)
)
· P+f (F1 · · · FN−1) · FN , (4.27)
where P
(
P−f (FN+1,ℓ)
)
is a certain polynomial with rational coefficients of the ’negative’
projections of the composed currents FN+1,ℓ, ℓ = 1, . . . , N , and Fℓ are products of the
currents corresponding to the simple root ℓ. To be compact we didn’t write the argument of
the currents in (4.27).
It was shown in [28] that only ’negative’ projections of the currents P−f (FN+1,ℓ(t)) appear
in the right hand side of (4.27). Other ’negative’ projections of the currents P−f
(
Fℓ′,ℓ(t)
)
with N ≥ ℓ′ > ℓ do not arise. The main reason for such a phenomena is the factorisation of
projections of the products of currents. We will demonstrate this phenomena below in the
simplest non-trivial case of N = 2 using the normal ordering relation (4.10).
Moreover, due to equation (4.12), it is enough to keep in the formula (4.27) only the
first order polynomials with respect to the ’negative’ projections of the composed currents.
Indeed, after the action of the monodromy matrix element T+i,j(z) onto the product of two
’negative’ projections of the composed currents P−f (FN+1,ℓ1(t)) · P
−
f (FN+1,ℓ2(t)), the terms
which are not in the ideal I and K are proportional to δj,ℓ1δN+1,ℓ2 and they vanish due to
ℓ2 < N + 1.
Let us show how the relations of the type (4.27) arise in the simple case of m = 2 and
n = 1. We rename the sets of parameters t¯1 ≡ u¯ and t¯2 ≡ v¯ with cardinalities #u¯ = a and
#v¯ = b to simplify formulas below. Formula (4.10) in this case can be rewritten as
P+f (F1(u1) · · ·F1(ua) · F2(v1) · · ·F2(vb)) = F1(u1) · · ·F1(ua) · F2(v1) · · ·F2(vb)
− Sym u¯
1
(a− 1)!
P−f (F1(u1))P
+
f (F1(u2) · · ·F1(ua) · F2(v1) · · ·F2(vb))
− Sym v¯
f(v1, u¯)
(b− 1)!
P−f (F2(v1))P
+
f (F1(u1) · · ·F1(ua) · F2(v2) · · ·F2(vb))
− Sym u¯,v¯
f(v1, u¯1)
(a− 1)!(b − 1)!
P−f (F1(u1)F2(v1))P
+
f (F1(u2) · · ·F1(ua) · F2(v2) · · ·F2(vb))
+W.
(4.28)
7In fact, this statement was proved in [28] for the case of the currents Fˆℓ, but it can be repeated easily for
the currents Fℓ, leading to (4.27).
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We keep the double symmetrized term in (4.28) because it is a source of the ’negative’
projection of the composed currents P−f (F3,1(v)) (see (4.29) below), while the quadratic
terms from P−f (F1(u1)F2(v1)) disappears at the next step of the recursion.
Next we apply this formula recursively in the right hand side of (4.28) in order to replace
’positive’ projections by the corresponding products of total currents. Using equality
P−f (F1(u)F2(v)) = P
−
f (F1(u))P
−
f (F2(v)) + c
−1g(v, u)P−f (F3,1(v)) , (4.29)
which is a direct consequence of the relation (4.20), we obtain instead of (4.28) a formal series
equality (recall that Fi+1,i(t) ≡ Fi(t))
P+f (F1(u1) · · ·F1(ua) · F2(v1) · · ·F2(vb)) = F1(u1) · · ·F1(ua) · F2(v1) · · ·F2(vb)
− Sym u¯
1
(a− 1)!
P−f (F2,1(u1))F1(u2) · · ·F1(ua) · F2(v1) · · ·F2(vb)
− Sym v¯
f(v1, u¯)
(b− 1)!
P−f (F3,2(v1))F1(u1) · · ·F1(ua) · F2(v2) · · ·F2(vb)
− Sym u¯,v¯
c−1g(v1, u1)f(v1, u¯1)
(a− 1)!(b − 1)!
P−f (F3,1(v1))F1(u2) · · ·F1(ua) · F2(v2) · · ·F2(vb) +W,
where again the terms denoted by W belong to the ideal I after action of any monodromy
matrix element. Finally, using the normal ordering rule (4.10) for the product of currents F1
we can replace these products by their “positive” projections to obtain
P+f (F1(u1) · · ·F1(ua) · F2(v1) · · ·F2(vb)) = P
+
f (F1(u1) · · ·F1(ua)) · F2(v1) · · ·F2(vb)
− Sym v¯
f(v1, u¯)
(b− 1)!
P−f (F3,2(v1))P
+
f (F1(u1) · · ·F1(ua)) · F2(v2) · · ·F2(vb)
− Sym u¯,v¯
c−1g(v1, u1)f(v1, u¯1)
(a− 1)!(b − 1)!
P−f (F3,1(v1))P
+
f (F1(u2) · · ·F1(ua)) · F2(v2) · · ·F2(vb) +W,
(4.30)
and we see that the terms containing the ’negative’ projection of the current P−f (F2,1(u1))
disappear from the final formula (4.30).
Now we prove the statement of Proposition 4.4 in the general case using the normal
ordering relation (4.10). Taking into account the arguments above we write
P+f
(
F1(t¯
1) · · · FN−1(t¯
N−1)FN (t¯
N )
)
= F1(t¯
1) · · · FN−1(t¯
N−1)FN (t¯
N )
−
N∑
ℓ=1
Cℓ Sym t¯ℓ,··· ,t¯N
[
f[ℓ](t
ℓ
1, t¯
ℓ−1)
N−1∏
s=ℓ
f[s+1](t
s+1
1 , t¯
s
1)P
−
f
(
Fℓ(t
ℓ
1) · · ·FN (t
N
1 )
)
× P+f
(
F1(t¯
1) · · · Fℓ−1(t¯
ℓ−1) · Fℓ(t¯
ℓ
1) · · · FN (t¯
N
1 )
)]
+W,
(4.31)
where we keep only the terms which contains P−f
(
Fℓ(t
ℓ
1) · · ·FN (t
N
1 )
)
as a source of the ’neg-
ative’ projection of the composed current P−f
(
FN+1,ℓ(t
N
1 )
)
, and W are the terms which
produce the elements of the ideal I after action of any monodromy matrix element T+i,j(z).
Using (4.17) we can replace (4.31) by
P+f
(
F1(t¯
1) · · · FN−1(t¯
N−1)FN (t¯
N )
)
= F1(t¯
1) · · · FN−1(t¯
N−1)FN (t¯
N )
−
N∑
ℓ=1
Cℓ Sym t¯ℓ,...,t¯N
[
Gℓ(t¯
ℓ−1, . . . , t¯N ) c−1[ℓ,N+1]P
−
f
(
FN+1,ℓ(t
N
1 )
)
× P+f
(
F1(t¯
1) · · · Fℓ−1(t¯
ℓ−1) · Fℓ(t¯
ℓ
1) · · · FN (t¯
N
1 )
)]
+W.
(4.32)
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Now we can use the result of the paper [28] which states that only ’negative’ projections
of the composed currents P−f
(
FN+1,ℓ(t
N
1 )
)
, ℓ = 1, . . . , N appear in the right hand side of the
equation (4.27). This allows us to replace the first term F1(t¯
1) · · · FN−1(t¯
N−1)FN (t¯
N ) in the
right hand side of (4.32) by the term P+f
(
F1(t¯
1) · · · FN−1(t¯
N−1)
)
FN (t¯
N ).
Analogously, positive “projections” of the products of the composed currents
P+f
(
F1(t¯
1) · · · Fℓ−1(t¯
ℓ−1) · Fℓ(t¯
ℓ
1) · · · FN (t¯
N
1 )
)
under the sum in (4.32) can be replaced by
P+f
(
F1(t¯
1) · · · Fℓ−1(t¯
ℓ−1) · Fℓ(t¯
ℓ
1) · · · FN−1(t¯
N−1
1 )
)
· FN (t¯
N
1 ),
and this replacement changes only the structure of the elements W. This finishes the proof
of the Proposition 4.4. 
Similarly, using (3.19) and (4.18) we can prove following
Proposition 4.5
Pˆ+f
(
FˆN (t¯
N ) · · · Fˆ1(t¯
1)
)
= P+f
(
FˆN (t¯
N ) · · · Fˆ2(t¯
2)
)
· Fˆ1(t¯
1)
−
N∑
ℓ=1
Sym t¯1,...,t¯ℓ
[
Cˆℓ Gˆℓ(t¯
1, . . . , t¯ℓ+1) c−1[1,ℓ+1]Pˆ
−
f
(
Fˆℓ+1,1(t
1
r1)
)
× Pˆ+f
(
FˆN (t¯
N ) · · · Fˆℓ+1(t¯
ℓ+1)Fˆℓ(t¯
ℓ
rℓ
) · · · Fˆ2(t¯
2
r2)
)
· Fˆ1(t¯
1
r1)
]
+ Wˆ,
(4.33)
where for any 1 ≤ ℓ ≤ N we introduce a rational function
Gˆℓ(t¯
1, . . . , t¯ℓ+1) = f[ℓ+1](t¯
ℓ+1, tℓrℓ)
ℓ−1∏
s=1
g[s+1](t
s+1
rs+1 , t
s
rs)f[s+1](t¯
s+1
rs+1 , t
s
rs) , (4.34)
and a combinatorial factor
Cˆℓ =
ℓ∏
s=1
1
(rs − 1)!
. (4.35)
A symbol Wˆ denotes the terms which have the structure P−f
(
Fˆj1,1(w1)
)
P−f
(
Fˆj2,1(w2)
)
.
Again, the action of any monodromy matrix element T+i,j(z) onto terms Wˆ belongs to the
ideal Iˆ due to (4.13). The terms which would not be in this ideal are proportional to δi,j1δ1,j2
and they vanish due to the condition 1 < j2.
4.4 Action of the monodromy matrix element T+i,j(z)
Let us apply from the left the monodromy matrix element T+i,j(z) to equations (4.24) and
(4.33). As one can easily verify, the structure of the action formulas differs significantly for
the cases i ≤ j and i > j.
The action of the monodromy matrix elements Ti,j(z) for i < j lead to recursions which
relate the Bethe vectors with smaller number of Bethe parameters with the ones with bigger
numbers of these parameters. If we prove that the action formulas for i < j are the same
for the Bethe vectors B(t¯) and Bˆ(t¯) this will provide the same recurrence relations for these
vectors. As a result we will prove that the vectors B(t¯) and Bˆ(t¯) coincide.
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The action formulas for the diagonal monodromy matrix elements Ti,i(z) lead to the
Bethe equations. They prove that Bethe vectors become eigenvectors of the transfer matrix
provided Bethe equations are satisfied.
Finally, the action formulas of the monodromy matrix elements Ti,j(z) with i > j are
necessary for calculating the scalar products of the Bethe vectors. This last problem is beyond
the scope of the present paper, and we will consider the general action formulas in this case
in a separate publication. From now on, we restrict ourselves to the action of the monodromy
matrix elements Ti,j(z) with i ≤ j.
We introduce the shorthand notation
Fℓ ≡ F(t¯
ℓ) , F ′ℓ ≡ F(t¯
ℓ
1) , F
′′
ℓ ≡ F(t¯
ℓ
rℓ
)
and a similar notation for
Fˆℓ ≡ Fˆ(t¯
ℓ) , Fˆ ′ℓ ≡ Fˆ(t¯
ℓ
1) , Fˆ
′′
ℓ ≡ Fˆ(t¯
ℓ
rℓ
) ,
where t¯ℓ1 = {t¯
ℓ} \ {tℓ1} and t¯
ℓ
rℓ
= {t¯ℓ} \ {tℓrℓ}, are the sets of Bethe parameters of the same
type with either the first or the last element omitted.
For any ℓ, 1 ≤ ℓ ≤ N we introduce two collections of rational functions
G
q
ℓ(t¯
ℓ−1, . . . , t¯q) = f[ℓ](t
ℓ
1, t¯
ℓ−1)
q−1∏
s=ℓ
g[s+1](t
s+1
1 , t
s
1)f[s+1](t
s+1
1 , t¯
s
1) , ℓ ≤ q ≤ N ,
Gˆ
p
ℓ(t¯
p, . . . , t¯ℓ+1) = f[ℓ+1](t¯
ℓ+1, tℓrℓ)
ℓ−1∏
s=p
g[s+1](t
s+1
rs+1 , t
s
rs)f[s+1](t¯
s+1
rs+1 , t
s
rs) , 1 ≤ p ≤ ℓ.
(4.36)
The rational functions in (4.25) and (4.34) are particular cases of the functions (4.36):
Gℓ(t¯) ≡ G
N
ℓ (t¯) and Gˆ(t¯) ≡ Gˆ
1
ℓ (t¯) .
For q = j + 1, . . . , N + 1 and p = 1, . . . , i− 1 we also define the rational functions
Z
q
j(z; t¯) = g(z, t
q−1
1 ) G
q−1
j (t¯) and Zˆ
p
i (z; t¯) = g(z, t
p
rp) Gˆ
p
i−1(t¯). (4.37)
We extend these definition to q = j and p = i by setting Zjj(z; t¯) = Zˆ
i
i(z; t¯) ≡ 1. Finally, let
C
ℓ′
ℓ =
ℓ′∏
s=ℓ
1
(rs − 1)!
.
Then the combinatorial factors given by the equations (4.26) and (4.35) are
Cℓ ≡ C
N
ℓ and Cˆℓ ≡ C
ℓ
1 .
We have following
Proposition 4.6
T+i,j(z) · P
+
f (F1 · · · FN ) ∼I,K
N+1∑
q=j
Sym t¯j ,...,t¯q−1
[
φq C
q−1
j Z
q
j(z; t¯)
× T+i,q(z) · F1 · · · Fj−1F
′
j · · · F
′
q−1
]
· Fq · · · FN
(4.38)
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and
T+i,j(z) · Pˆ
+
f
(
FˆN · · · Fˆ1
)
∼Iˆ ,Kˆ
i∑
p=1
Sym t¯p,...,t¯i−1
[
φˆp C
p
i−1 Zˆ
p
i (z; t¯)
× T+p,j(z) · FˆN · · · FˆiFˆ
′′
i−1 · · · Fˆ
′′
p
]
· Fˆp−1 · · · Fˆ1,
(4.39)
where the sign factors φq for q = j + 1, . . . , N + 1 and φˆp for p = 1, . . . , i − 1 are given by
(4.14), and we set φj = φˆi ≡ 1.
Proof. We begin the proof with the equation (4.24). Assume that j = N + 1. Then due
to (4.12) the sum over ℓ in the right hand side of (4.24) as well as the terms W generate the
elements from the ideal I under the action of T+i,N+1(z). As the result we obtain
T+i,N+1(z) · P
+
f
(
F1(t¯
1) · · · FN (t¯
N )
)
∼I,K T
+
i,N+1(z) · P
+
f
(
F1(t¯
1) · · · FN−1(t¯
N−1)
)
· FN (t¯
N ).
(4.40)
Using again (4.24) for the projection P+f
(
F1(t¯
1) · · · FN−1(t¯
N−1)
)
we can continue to obtain
T+i,N+1(z) · P
+
f
(
F1(t¯
1) · · · FN (t¯
N )
)
∼I,K T
+
i,N+1(z) · F1(t¯
1) · · · FN (t¯
N ). (4.41)
Assume now that j ≤ N . Then besides first terms as in (4.40) and due to (4.12) there will
be a contribution of one term from the sum in the right hand side of (4.24) corresponding to
ℓ = j, so that
T+i,j(z) · P
+
f (F1 · · · FN ) ∼I,K T
+
i,j(z) · P
+
f (F1 · · · FN−1) · FN
+ Sym t¯j ,...,t¯N
[
φN+1g(z, t
N
1 ) C
N
j G
N
j (t¯) T
+
i,N+1(z) · F1 · · · Fj−1F
′
j · · · F
′
N−1 · F
′
N
]
.
(4.42)
Observe that due to (4.41) and (4.12) we can relax the projection on the product of the
currents F1 · · · Fj−1F
′
j · · · F
′
N−1.
We leave the second term in the right hand side of (4.42) as it is and consider the first
one. In the first term we have the projection P+f (F1 · · · FN−1) and we can use again the
presentation (4.24) for the product of currents for the smaller rank algebra gl(m|n − 1).
Again the only contribution is a regular term and one term from the sum over ℓ with ℓ = j.
We obtain
T+i,j(z) · P
+
f (F1 · · · FN ) ∼I,K T
+
i,j(z) · P
+
f (F1 · · · FN−2) · FN−1FN
+ Sym t¯j ,...,t¯N−1
[
φN g(z, t
N−1
1 ) C
N−1
j G
N−1
j (t¯) T
+
i,N(z) · F1 · · · Fj−1F
′
j · · · F
′
N−1
]
· FN
+ Sym t¯j ,...,t¯N
[
φN+1 g(z, t
N
1 ) C
N
j G
N
j (t¯) T
+
i,N+1(z) · F1 · · · Fj−1F
′
j · · · · F
′
N
]
.
Continuing this process we conclude that the action of the monodromy matrix element T+i,j(z)
onto the projection P+f (F1 · · · FN ) modulo elements from the ideals I and K is given by
T+i,j(z) · P
+
f (F1 · · · FN ) ∼I,K T
+
i,j(z) · F1 · · · FN
+
N+1∑
q=j+1
Sym t¯j ,...,t¯q−1
[
φq g(z, t
q−1
1 ) C
q−1
j G
q−1
j (t¯)
× T+i,q(z) · F1 · · · Fj−1F
′
j · · · F
′
q−1
]
· Fq · · · FN .
(4.43)
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Using relation (4.33) and similar argument as above we obtain
T+i,j(z) · Pˆ
+
f
(
FˆN · · · Fˆ1
)
∼Iˆ ,Kˆ T
+
i,j(z) · FˆN · · · Fˆ1
+
i−1∑
p=1
Sym t¯p,...,t¯i−1
[
φˆp g(z, t
p
rp) Cˆ
p
i−1 Gˆ
p
i−1(t¯)
× T+p,j(z) · FˆN · · · FˆiFˆ
′′
i−1 · · · Fˆ
′′
p
]
· Fˆp−1 · · · Fˆ1.
(4.44)
With the notation (4.37) formulas (4.43) and (4.44) are equivalent to the statement of the
Proposition 4.6. 
The next step is to use the explicit expressions for the monodromy matrix element T+i,j(z)
in terms of the Gauss coordinates (2.14)
T+i,q(z) =
∑
1≤p≤i
F+q,p(z)k
+
p (z)E
+
p,i(z) (4.45)
and in terms of the ’hatted’ Gauss coordinates (2.17)
T+p,j(z) =
∑
j≤q≤N+1
(−)([q]+[p])([q]+[j])Fˆ+q,p(z)kˆ
+
q (z)Eˆ
+
j,q(z), (4.46)
where we formally have set the Gauss coordinates F+i,i(z) = Fˆ
+
j,j(z) = E
+
i,i(z) = Eˆ
+
j,j(z) ≡ 1.
These representations give us a possibility to move the Gauss coordinates E+p,i(z) and Eˆ
+
j,q(z)
through the corresponding products of the currents.
As will be demonstrated below, for i ≤ j these commutations transform the product of
the currents in (4.38) into
F1 · · · Fp−1 · F
′′
p · · · F
′′
i−1 · Fi · · · Fj−1 · F
′
j · · · F
′
q−1 · Fq · · · FN , (4.47)
and the product of the currents in (4.39) into
FˆN · · · Fˆq · Fˆ
′
q−1 · · · Fˆ
′
j · Fˆj−1 · · · Fˆi · Fˆ
′′
i−1 · · · Fˆ
′′
p · Fˆp−1 · · · Fˆ1, (4.48)
for p = 1, . . . , i and q = j, . . . , N + 1.
The Gauss coordinates F+q,p(z) and Fˆ
+
q,p(z) can be replaced by the total composed currents
Fq,p(z) and Fˆq,p(z) according to (A.29) and (A.35) modulo terms from the ideal I. Then,
due to (A.5) and (A.7) the products of the currents in (4.47) and (4.48)
F ′′p · · · F
′′
i−1 · Fi · · · Fj−1 · F
′
j · · · F
′
q−1
and
Fˆ ′q−1 · · · Fˆ
′
j · Fˆj−1 · · · Fˆi · Fˆ
′′
i−1 · · · Fˆ
′′
p (4.49)
will be extended by the simple root currents depending on the auxiliary parameter z.
This consideration shows that the action of the monodromy matrix element T+i,j(z) onto
the projections of currents P+f (F1 · · · FN ) and Pˆ
+
f
(
FˆN · · · Fˆ1
)
have a similar structure. This
is the first sign that the recursions for the Bethe vectors (3.14) and (3.22) coincide.
Let us be more precise. Due to (A.37) the Gauss coordinate E+p,i(z) commute with all
the products of currents Fq · · · Fj−1 except Fp · · · Fi−1. This is because the Gauss coordinate
E+p,i(z) is constructed from the modes of the currents Ep(z), Ep+1(z), . . . , Ei−1(z) due to
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(A.37). From the commutation relation (2.28) for the simple root total currents we obtain
the commutation relations of the simple root Gauss coordinates
[E+i,i+1(v),F
+
i+1,i(u)} =
c[i+1]
(v − u)≶
(
k+i+1(v)k
+
i (v)
−1 − k+i+1(u)k
+
i (u)
−1
)
,
[E+i,i+1(v),F
−
i+1,i(u)} =
c[i+1]
(v − u)>
(
k+i+1(v)k
+
i (v)
−1 − k−i+1(u)k
−
i (u)
−1
)
,
which also follows from (2.8). Then we conclude that
[E+p,p+1(z), Fp(t)} ∼K g[p+1](t, z)ψ
+
p (t),
where
ψ+p (t) = k
+
p+1(t)k
+
p (t)
−1.
We recall that [· , ·} is the graded commutator defined in (2.28). Using this commutation
relation, the commutation of the Cartan currents with the total currents Fp(t), and the
definition of deformed symmetrization (3.3) we have
[E+p,p+1(z),Fp(t¯
p)} ∼K
(−)(rp−1)δp,m
(rp − 1)!
Sym t¯p
[
g[p+1](t
p
rp , z) Fp(t¯
p
rp) ψ
+
p (t
p
rp)
]
. (4.50)
Let us explain the appearance of the phase factor (−)(rm−1) in (4.50) at p = m. Using the
definition of the graded commutator in (2.28), the commutativity ψ+m(t)Fm(t
′) = Fm(t
′)ψ+m(t),
and the anti-commutativity of the currents Fm(t) we conclude that
[E+m,m+1(z),Fm(t¯
m)} ∼K
rm∑
ℓ=1
(−)ℓ−1g(z, tmℓ )Fm(t
m
1 ) · · ·Fm(t
m
ℓ−1)ψ
+
m(t
m
ℓ )Fm(t
m
ℓ+1) · · ·Fm(t
m
rm)
∼K
(−)(rm−1)
(rm − 1)!
ASym t¯m
(
g(z, tmrm)Fm(t
m
1 ) · · ·Fm(t
m
rm−1)ψ
+
m(t
m
rm)
)
,
where symbol ASym t¯m(·) stands for an anti-symmetrization over the set of the variables t¯
m.
It coincides with deformed symmetrization Sym t¯m(·) (see equation (3.3)), over the same set.
Within the product of screening operators S
E
(0)
i−1
· · · S
E
(0)
p+1
entering the formula (A.37) for
the Gauss coordinate E+p,i(z) only the screening operator SE(0)p+1
does not commute with the
Cartan current k+p+1(t
p
rp):
S
E
(0)
p+1
(
k+p+1(t
p
rp)
)
= −c[p+1]k
+
p+1(t
p
rp)E
+
p+1,p+2(t
p
rp)
which can be obtained from the commutation relation (2.23). Using again relation (A.37) we
obtain that
[E+p,i(z),Fp(t¯
p)} ∼K
(−)(rp−1)δp,m
(rp − 1)!
Sym t¯p
[
g[p+1](t
p
rp , z) Fp(t¯
p
rp) ψ
+
p (t
p
rp)E
+
p+1,i(t
p
rp)
]
. (4.51)
Due to
E+p,i(z) · Fp+1 · · · Fi−1 ∼J 0
we can rewrite (4.51) as an action of the Gauss coordinate E+p,i(z) onto the product of currents
Fp · · · Fi−1 modulo elements in the ideals K and J
E+p,i(z) · Fp(t¯
p) · · · Fi(t¯
i) ∼K,J
(−)(rp−1)δp,m
(rp − 1)!
Sym t¯p
[
g[p+1](t
p
rp , z) Fp(t¯
p
rp) ψ
+
p (t
p
rp)
× E+p+1,i(t
p
rp) · Fp+1(t¯
p+1) · · · Fi(t¯
i)
]
.
(4.52)
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In the last line of (4.52) we can use again relation (4.51) and iterating the calculations, we
obtain finally
E+p,i(z) · Fp(t¯
p) · · · Fi−1(t¯
i−1)Fi(t¯
i) ∼K,J ǫp
i−1∏
s=p
(−)(rs−1)δs,m
× Sym t¯p,...,t¯i−1
[
C
i−1
p Zˆ
p
i (z; t¯)Fp(t¯
p
rp) · · · Fi−1(t¯
i−1
ri−1)Fi(t¯
i)
i−1∏
s=p
k+s+1(t
s
rs)k
+
s (t
s
rs)
−1
]
,
(4.53)
where ǫp is the sign factor
ǫi = 1 and ǫp = (−)
1+[i] for p = 1, 2, . . . , i− 1. (4.54)
Recall that the rational function Zˆpi (z; t¯) is defined by (4.36) and (4.37).
Similarly, taking into account that the Gauss coordinate Eˆ+j,q(z) does not commute only
with the product of currents Fˆq−1(t¯
q−1) · · · Fˆj(t¯
j) in the product (4.49) we find
(−)([q]+[p])([q]+[j])Eˆ+j,q(z) · Fˆq−1(t¯
q−1) · · · Fˆj(t¯
j)Fˆj−1(t¯
j−1) ∼Kˆ,Jˆ ǫˆq
q−1∏
s=j
(−)(rs−1)δs,m
× Sym t¯j ,...,t¯q−1
Cq−1j Zqj(z; t¯)Fˆq−1(t¯q−11 ) · · · Fˆj(t¯j1)Fˆj−1(t¯j−1) q−1∏
s=j
kˆ+s (t
s
1)kˆ
+
s+1(t
s
1)
−1
 , (4.55)
where ǫˆq is the sign factor
ǫˆj = 1 and ǫˆq = (−)
([j]+[p])[q]+[j][p] for q = j + 1, j + 2, . . . , N, (4.56)
and the rational function Zqj(z; t¯) is defined by the formulas (4.36) and (4.37).
The Gauss coordinates F+q,p(z) and Fˆ
+
q,p(z) entering formulas (4.45) and (4.46) can be
replaced by the product of the corresponding currents (see formulas (A.5), (A.29) and (A.7),
(A.34) respectively)
F+q,p(z) ∼I
q−2∏
s=p
f[s+1](zs+1, zs)
−1 Fp(zp) · · ·Fq−1(zq−1)
∣∣∣∣∣
zp=···=zq−1=z
, (4.57)
Fˆ+q,p(z) ∼Iˆ
q−2∏
s=p
f[s+1](zs+1, zs)
−1 Fˆq−1(zq−1) · · · Fˆp(zp)
∣∣∣∣∣
zp=···=zq−1=z
, (4.58)
where we interchanged the orders in the products of currents and introduced an auxiliary set
of variables z¯ = {zp, . . . , zq−1}, which at the end should be all equal to the parameter z.
Combining formula (4.38), the Gauss decomposition (4.45), the action (4.53) of the Gauss
coordinates E+p,i(z) and formula (4.57) we can calculate the action formulas of the monodromy
matrix element T+i,j(z) onto the unnormalized Bethe vector
B(t¯) = P+f (F(t¯))
N∏
ℓ=1
λℓ(t¯
ℓ)|0〉,
29
where the ordered product of the simple root currents F(t¯) is given by the formula (3.12).
We have
T+i,j(z) · B(t¯) =
i∑
p=1
N+1∑
q=j
φq ǫp C
i−1
p C
q−1
j
i−1∏
s=p
(−)(rs−1)δs,m
× Sym t¯p,...,t¯i−1,t¯j ,...,t¯q−1
[
Zˆ
p
i (z; t¯
p, . . . , t¯i) Zqj(z; t¯
j−1, . . . , t¯q−1)
X(z¯; t¯p, . . . , t¯q−1)
× B(t¯1, . . . , t¯p−1, {zp, t¯
p
rp}, . . . , {zi−1, t¯
i−1
ri−1}, {zi, t¯
i}, . . . , {zj−1, t¯
j−1},
{zj , t¯
j
1}, . . . , {zq−1, t¯
q−1
1 }, t¯
q, . . . , t¯N )
×
λp+1(t
p
rp) · · ·λi(t
i−1
ri−1)λj(t
j
1) · · · λq−1(t
q−1
1 )
λp(zp) · · ·λq−1(zq−1)
λp(z)
]∣∣∣∣∣
zp=···=zq−1=z
,
(4.59)
where we introduce one more rational function X(z¯, t¯p, . . . , t¯q−1) depending on the auxiliary
set z¯ and the Bethe parameters
X(z¯; t¯p, . . . , t¯q−1) =
i−1∏
s=p
f[s+1](zs+1, {zs, t¯
s
rs})
×
j−1∏
s=i
f[s+1](zs+1, {zs, t¯
s})
q−2∏
s=j
f[s+1](zs+1, {zs, t¯
s
1}) f[p](t¯
p
rp , zp)
−1.
(4.60)
Similarly, using (4.39), the Gauss decomposition (4.46), the action (4.55) of the Gauss
coordinates Eˆ+j,q(z), and formula (4.58), we can calculate the action formula of the monodromy
matrix element T+i,j(z) onto the unnormalized Bethe vector
Bˆ(t¯) = Pˆ+f
(
Fˆ(t¯)
) N∏
ℓ=1
kˆ+ℓ+1(t¯
ℓ)|0〉,
where the ordered product of the currents Fˆ(t¯) is given by (3.21). We obtain
T+i,j(z) · Bˆ(t¯) =
i∑
p=1
N+1∑
q=j
φˆp ǫˆq C
i−1
p C
q−1
j
q−1∏
s=j
(−)(rs−1)δs,m
× Sym t¯p,...,t¯i−1,t¯j ,...,t¯q−1
[
Zˆ
p
i (z; t¯
p, . . . , t¯i) Zqj(z; t¯
j−1, . . . , t¯q−1)
Xˆ(z¯; t¯p, . . . , t¯q−1)
× Bˆ(t¯1, . . . , t¯p−1, {zp, t¯
p
rp}, . . . , {zi−1, t¯
i−1
ri−1}, {zi, t¯
i}, . . . , {zj−1, t¯
j−1},
{zj , t¯
j
1}, . . . , {zq−1, t¯
q−1
1 }, t¯
q, . . . , t¯N )
×
λp+1(t
p
rp) · · · λi(t
i−1
ri−1)λj(t
j
1) · · · λq−1(t
q−1
1 )
λp+1(zp) · · · λq(zq−1)
λq(z)
]∣∣∣∣∣
zp=···=zq−1=z
,
(4.61)
where we introduce another rational function Xˆ(z¯, t¯p, . . . , t¯q−1) depending on the auxiliary
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set z¯ and the Bethe parameters
Xˆ(z¯, t¯p, . . . , t¯q−1) =
i−2∏
s=p
f[s+1]({zs+1, t¯
s+1
rs+1}, zs)
×
j−2∏
s=i−1
f[s+1]({zs+1, t¯
s+1}, zs)
q−2∏
s=j−1
f[s+1]({zs+1, t¯
s+1
1 }, zs) f[q](zq−1, t¯
q−1
1 )
−1.
(4.62)
Let us compare the phase factors entering the first rows of (4.59) and (4.61). Using
definitions of these factors given by the formulas (4.14), (4.54) and (4.56) we observe that
φˆp = ǫp for p = 1, . . . , i. On the other hand,
φq = (−)
[q][j]+([q]+[j])[i] (4.63)
seems to be different from
ǫˆq = (−)
[q][j]+([q]+[j])[p]. (4.64)
However, this is not true because of the restrictions between on p, i, j, and q. If the parities of
the indices [p] and [i] coincide, then the factors (4.63) and (4.64) coincide. Let now consider
the case where the parities of the indices [p] and [i] are different. Recall that p ≤ i. Due to the
definition of the grading (see (2.1)), this means that [p] = 0 and [i] = 1. But we consider in
this section the action of the diagonal and the upper triangular monodromy matrix elements
T+i,j(z) onto Bethe vectors. It means that there is a restriction p ≤ i ≤ j ≤ q so that if
[p] 6= [i] then [j] = [q] = 1 and both factors in (4.63) and (4.64) are equals to −1. Further on
we denote these phase factors
φqǫp = φˆpǫˆq = ϕp,q. (4.65)
Now we can restore the normalizations of the Bethe vectors (3.14) and (3.22) and observe
that the actions of the diagonal and the upper triangular monodromy matrix elements onto
these Bethe vectors yield the same recurrence relations. This means that the Bethe vectors
given by the formulas (3.14) and (3.22) coincide.
We start to restore the normalization of the Bethe vectors (4.59) using equation (3.13).
Note that the deformed symmetrization in the formula of the action (4.61) turns into the
usual symmetrization in (4.66) due to the property (4.2). Using explicit expressions for the
rational functions (4.25), (4.34), and (4.60) we obtain
T+i,j(z) · B(t¯) =
i∑
p=1
N+1∑
q=j
ϕp,q C
i−1
p C
q−1
j
× Sym t¯p,...,t¯i−1,t¯j ,...,t¯q−1
[
D(t¯) Y(z, t¯) Λ(z; t¯) B({z, t¯}′)
]
,
(4.66)
where the sign factor ϕp,q is given by (4.65), and the Bethe vector B({z, t¯}
′) in the right hand
side of this equation depends on the following set of parameters:
{z, t¯}′ = {t¯1, . . . , t¯p−1, {z, t¯prp}, . . . , {z, t¯
i−1
ri−1}, {z, t¯
i}, . . . , {z, t¯j−1},
{z, t¯j1}, . . . , {z, t¯
q−1
1 }, t¯
q, . . . , t¯N} .
The rational function D(t¯) is given by the product
D(t¯) =
i−1∏
s=p
f[s](t
s
rs , t¯
s
rs)
[(−)(rs−1)h(tsrs , t¯
s
rs)]
δs,m
q−1∏
s=j
f[s](t¯
s
1, t
s
1)
h(t¯s1, t
s
1)
δs,m
. (4.67)
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The form of the two other rational functions Y(z, t¯) and Λ(z; t¯) strongly depends on the
values of p and q. For p < i and q > j
Y(z, t¯) = f[p](z, t¯
p−1) f[q](t¯
q, z)
i−1∏
s=p
h(t¯srs , z)
δs,m
j−1∏
s=i
h(t¯s, z)δs,m
q−1∏
s=j
h(t¯s1, z)
δs,m
×
g(z, tprp)
∏i−2
s=p g[s+1](t
s+1
rs+1 , t
s
rs)∏i−2
s=p−1 f[s+1](t
s+1
rs+1 , t¯
s)
g(z, tq−11 )
∏q−2
s=j g[s+1](t
s+1
1 , t
s
1)∏q−1
s=j f[s+1](t¯
s+1, ts1)
,
Λ(z; t¯) =
λp+1(t
p
rp) · · · λi(t
i−1
ri−1)λj(t
j
1) · · ·λq−1(t
q−1
1 )
λp+1(z) · · · λq−1(z)
,
for p = i and q > j
Y(z, t¯) = f[i](z, t¯
i−1) f[q](t¯
q, z)
j−1∏
s=i
h(t¯s, z)δs,m
q−1∏
s=j
h(t¯s1, z)
δs,m
g(z, tq−11 )
∏q−2
s=j g[s+1](t
s+1
1 , t
s
1)∏q−1
s=j f[s+1](t¯
s+1, ts1)
,
Λ(z; t¯) =
λj(t
j
1) · · · λq−1(t
q−1
1 )
(λi+1(z) · · · λq−1(z))θi+1,q−1
,
for p < i and q = j
Y(z, t¯) = f[p](z, t¯
p−1) f[j](t¯
j , z)
i−1∏
s=p
h(t¯srs , z)
δs,m
j−1∏
s=i
h(t¯s, z)δs,m
g(z, tprp)
∏i−2
s=p g[s+1](t
s+1
rs+1 , t
s
rs)∏i−2
s=p−1 f[s+1](t
s+1
rs+1 , t¯
s)
,
Λ(z; t¯) =
λp+1(t
p
rp) · · · λi(t
i−1
ri−1)
(λp+1(z) · · · λj−1(z))θp+1,j−1
,
and finally for p = i and q = j
Y(z, t¯) = f[i](z, t¯
i−1) f[j](t¯
j, z)
j−1∏
s=i
h(t¯s, z)δs,m ,
Λ(z; t¯) =
λi(z)
δij
(λi+1(z) · · · λj−1(z))θi+1,j−1
,
where θi,j is the step function
θi,j =
{
1, i ≤ j,
0, i > j.
Now we restore the normalization of the Bethe vectors (4.61) using equation (3.22). Again,
using the explicit expressions for the rational functions (4.25), (4.34), and (4.62) we obtain
T+i,j(z) · Bˆ(t¯) =
i∑
p=1
N+1∑
q=j
ϕp,q C
i−1
p C
q−1
j Sym t¯p,...,t¯i−1,t¯j ,...,t¯q−1
[
Dˆ(t¯) Y(z, t¯) Λ(z; t¯) Bˆ({z, t¯}′)
]
,
(4.68)
where the only difference compared to the action formula (4.66) is the function D(t¯) which
is replaced by
Dˆ(t¯) =
i−1∏
s=p
f[s+1](t
s
rs , t¯
s
rs)
h(t¯srs , t
s
rs)
δs,m
q−1∏
s=j
f[s+1](t¯
s
1, t
s
1)
[(−)(rs−1)h(ts1, t¯
s
1)]
δs,m
. (4.69)
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Comparing the action formulas (4.66) and (4.68) we can prove Proposition 4.2, if we prove
that the functions D(t¯) and Dˆ(t¯) actually coincide. First of all we recall that for s 6= m the
rational functions f[s](u, v) and f[s+1](u, v) entering the definitions of the functions (4.67) and
(4.69) coincide. The difference may occur only in the case when s = m, since by definition
f[m](u, v) =
u− v + c
u− v
and f[m+1](u, v) =
u− v − c
u− v
.
Assume first that m 6∈ {p, . . . , i − 1} and m 6∈ {j, . . . , q − 1}. Then the functions (4.67)
and (4.69) coincide. If m ∈ {p, . . . , i − 1} then the factors in the functions D(t¯) and Dˆ(t¯)
depending on the Bethe parameters t¯m are both equal to g(tmrm , t¯
m
rm). Analogously, if m ∈
{j, . . . , q − 1}, then these factors are equal to g(t¯m1 , t
m
1 ). This means that in the Yangian
double DY (gl(m|n)), the Bethe vectors constructed via the first current realization given
by the formula (3.14) coincide with the Bethe vectors constructed using the second current
realization (3.22).
This concludes the proof of the main statement formulated in Proposition 4.2. 
4.5 Actions of the diagonal elements and Bethe equations
In this section we consider the action of the universal transfer matrix t(z) (2.6) onto Bethe
vectors. For this we should find the action of the diagonal monodromy matrix elements.
Hence, we should set i = j in the right hand side of the action formula (4.66). Since the
action formulas (4.66) and (4.68) coincide, we use the first of these relations. We have
t(z) · B(t¯) =
N+1∑
i=1
(−)[i]
i∑
p=1
N+1∑
q=i
ϕp,q C
i−1
p C
q−1
i
× Sym t¯p,...,t¯q−1
[
D(t¯) Y(z, t¯) Λ(z; t¯) B({z, t¯}′)
]
,
(4.70)
where
{z, t¯}′ = {t¯1, . . . , t¯p−1, {z, t¯prp}, . . . , {z, t¯
i−1
ri−1}, {z, t¯
i
1}, . . . , {z, t¯
q−1
1 }, t¯
q, . . . , t¯N} ,
and we recall that N = m+ n− 1.
Among all the terms in the right hand side of (4.70) there are so called ’wanted’ terms
corresponding to the values p = q = i. One can easily see that they are equal to
N+1∑
i=1
(−)[i]λi(z)f[i](z, t¯
i−1)f[i](t¯
i, z) B(t¯) .
Let us compare the terms in (4.70) coming from the action of the monodromy matrix
elements Ti,i(z) and Ti+1,i+1(z). They correspond to the terms in the sums over p and q in
the right hand side of (4.66) for p = i and q = i + 1 in both cases. For the action of the
matrix element (−)[i]Ti,i(z) these terms are
1
(ri − 1)!
Sym t¯i
[
λi(t
i
1)
f[i+1](t¯i+1, t
i
1)
f[i](t¯
i
1, t
i
1)
h(t¯i1, t
i
1)
δi,m
B(t¯1, . . . , t¯i−1, {z, t¯i1}, t¯
i+1, . . . , t¯N )
× g(z, ti1)f[i](z, t¯
i−1)f[i+1](t¯
i+1, z)h(t¯i1, z)
δi,m
]
.
(4.71)
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For the action of the matrix element (−)[i+1]Ti+1,i+1(z) similar terms are
(−)1+(ri−1)δi,m
(ri − 1)!
Sym t¯i
[
λi+1(t
i
ri)
f[i](tiri , t¯
i−1)
f[i](t
i
ri , t¯
i
ri)
h(tiri , t¯
i
ri)
δi,m
B(t¯1, . . . , t¯i−1, {z, t¯iri}, t¯
i+1, . . . , t¯N )
× g(z, tiri)f[i](z, t¯
i−1)f[i+1](t¯
i+1, z)h(t¯iri , z)
δi,m
]
.
(4.72)
Symmetrizations in the formulas (4.71) and (4.72) can be replaced by summation over ℓ =
1, . . . , ri
ri∑
ℓ=1
[
λi(t
i
ℓ)
f[i+1](t¯i+1, t
i
ℓ)
f[i](t¯
i
ℓ, t
i
ℓ)
h(t¯iℓ, t
i
ℓ)
δi,m
B(t¯1, . . . , t¯i−1, {z, t¯iℓ}, t¯
i+1, . . . , t¯N )
× g(z, tiℓ)f[i](z, t¯
i−1)f[i+1](t¯
i+1, z)h(t¯iℓ, z)
δi,m
] (4.73)
and
− (−)(ri−1)δi,m
ri∑
ℓ=1
[
λi+1(t
i
ℓ)
f[i](t
i
ℓ, t¯
i−1)
f[i](t
i
ℓ, t¯
i
ℓ)
h(tiℓ, t¯
i
ℓ)
δi,m
B(t¯1, . . . , t¯i−1, {z, t¯iℓ}, t¯
i+1, . . . , t¯N )
× g(z, tiℓ)f[i](z, t¯
i−1)f[i+1](t¯
i+1, z)h(t¯iℓ, z)
δi,m
]
.
(4.74)
If the set of the Bethe parameters t¯ satisfy a system of equations
λi+1(t
i
ℓ)
λi(tiℓ)
= (−)(ri−1)δi,m
f[i](t¯
i
ℓ, t
i
ℓ)
h(t¯iℓ, t
i
ℓ)
δi,m
h(tiℓ, t¯
i
ℓ)
δi,m
f[i](t
i
ℓ, t¯
i
ℓ)
f[i](t
i
ℓ, t¯
i−1)
f[i+1](t¯i+1, t
i
ℓ)
, (4.75)
then the terms in (4.73) and (4.74) cancel each other. If i 6= m, then equations (4.75) become
the standard Bethe equations similar to those of gl(N + 1)
λi+1(t
i
ℓ)
λi(tiℓ)
=
f[i](t¯
i
ℓ, t
i
ℓ)
f[i](t
i
ℓ, t¯
i
ℓ)
f[i](t
i
ℓ, t¯
i−1)
f[i+1](t¯i+1, t
i
ℓ)
. (4.76)
For i = m Bethe equations (4.75) simplify to
λm+1(t
m
ℓ )
λm(tmℓ )
=
f(tmℓ , t¯
m−1)
f(tmℓ , t¯
m+1)
. (4.77)
This simplified form of Bethe equations is typical for the models of free fermions, however,
one should remember that in the case under consideration the parameters tmℓ are coupled
through equations (4.76) with i = m± 1.
If the Bethe equations are satisfied, then the Bethe vector becomes an eigenvector of the
transfer matrix (2.6)
t(z) · B(t¯) = τ(z; t¯) B(t¯)
with the eigenvalue
τ(z; t¯) =
N+1∑
i=1
(−)[i]λi(z)f[i](z, t¯
i−1)f[i](t¯
i, z). (4.78)
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In this case we call B(t¯) an on-shell Bethe vector. Note that the Bethe equations (4.76) and
(4.77) can be considered as conditions of cancelation of the poles in the eigenvalue (4.78) at
z = tiℓ.
Let us verify that all the remaining ’unwanted’ terms in the action of the transfer matrix
(2.6) onto the on-shell Bethe vector vanish.To do this we calculate the combined coefficient
of the Bethe vector
B(t¯1, . . . , t¯i−1, {z, t¯iℓi}, . . . , {z, t¯
i+a
ℓi+a
}, t¯i+a+1, . . . , t¯N ) (4.79)
for fixed i and 8 a > 0 under summation over Bethe parameters tbℓb for b = i, . . . , i+a. These
sums appear from the symmetrization in (4.70). One can see that the vector with Bethe
parameters as in (4.79) may appear only from the actions of the diagonal monodromy matrix
elements T+b,b(z) for b = i, . . . , i + a + 1. This occurs if we take in the sums over p and q in
(4.66) the only term for p = i and q = i + a + 1. Restoring definition of the phase factor
ϕi,i+a+1 (4.65) for each b = i, . . . , i+ a+ 1 and denoting it as ϕi,i+a+1(b) we obtain
(−)[b]ϕi,i+a+1(b) =

1 for b = i,
(−)1+[b] for b = i+ 1, . . . , i+ a,
−1 for b = i+ a+ 1.
Using explicitly Bethe equation in the function Λ(z; t¯) we obtain that the coefficient of the
Bethe vector (4.79) in the right hand side of the action formula (4.70) is proportional to the
sum
g(z, tiℓi)
−1 −
i+a∑
b=i+1
g(tbℓb , t
b−1
ℓb−1
)−1 − g(z, ti+aℓi+a)
−1 = 0,
which obviously vanishes. Note that the same trivial identity was used in the paper [27] (see
unnumbered formula on the page 29 of this paper) to prove that the universal off-shell Bethe
vectors become on-shell provided the Bethe equations are satisfied.
5 Explicit formulas for the universal Bethe vectors
5.1 Hierarchical relations for the Bethe vector B(t¯)
Calculating the ’positive’ projection in the formula for the Bethe vector B(t¯) (3.14) we can
obtain the hierarchical recurrence relation which relates the Bethe vectors constructed for the
Yangian doubleDY (gl(m|n)) with the Bethe vectors for the Yangian doubleDY (gl(m−1|n)).
Let us separate the product of currents F1(t¯
1) = F1(t
1
1) · · ·F1(t
1
r1) from the product of the
other currents Fℓ(t¯
ℓ), ℓ = 2, . . . , N and apply to the latter product the normal ordering rule
(4.11). It is obvious from this rule that in order to obtain desired hierarchical relations for
the Bethe vectors (see formula (5.3) below) it is sufficient to calculate the projection
P+f
(
F1(t¯
1) · P−f
(
F2(t¯
2
I )F3(t¯
3
I ) · · · FN (t¯
N
I )
))
. (5.1)
Using the property P−f (F · P
+
f (F
′)) = 0 for any elements F ,F ′ ∈ UF such that ε(F
′) = 0,
we reduce the problem to the calculation of the projections
P+f
(
F1(t¯
1) · P−f (F2(t¯
2
I ) · P
−
f (F3(t¯
3
I ) · · ·P
−
f (FN (t¯
N
I )) · · · ))
)
. (5.2)
8The case a = 0 was considered above to obtain Bethe equations.
35
The calculation of the projection in (5.2) is given in Appendix C. There it is shown that
this calculation yields an answer in the form of a sum over partitions of the sets t¯1 and t¯ℓI ,
ℓ = 2, . . . , N of the Bethe parameters entering in the expression (5.2).
To obtain the hierarchical relations for the Bethe vectors in the framework of this approach
we use formula (4.11) to rewrite the Bethe vector (3.14) as a sum over partitions of the Bethe
parameters
t¯′ = {t¯2, . . . , t¯N} ⇒ t¯′I ∪ t¯
′
II,
where
t¯′I = {t¯
2
I , . . . , t¯
N
I } and t¯
′
II = {t¯
2
II, . . . , t¯
N
II }.
The primed set of Bethe parameters t¯′ differs from the full set t¯ of these parameters (3.11)
by excluding the first type of Bethe parameters t¯1. It follows from (4.11) and properties of
the projections that
B
(m|n)(t¯) =
∑
t¯′⇒t¯′I∪t¯
′
II
γ1(t¯
1)
f[2](t¯2I , t¯
1)
P+f
(
F2,1(t
1
1) · · ·F2,1(t
1
r1)P
−
f
(
F(t¯′I)
))
k+1 (t¯
1)
×
1
f[2](t¯2II, t¯
1)
∏N
s=2 γs(t¯
s
II, t¯
s
I )∏N−1
s=2 f[s+1](t¯
s+1
II , t¯sI )
B
(m−1|n)(t¯′II)
N∏
s=2
λs(t¯
s
I ),
(5.3)
where we have identified t¯1I with t¯
1 and used the fact that the Cartan currents k+1 (z) commute
with all the currents Fs(t
′), s = 2, . . . , N . Denote
X (t¯) =
γ1(t¯
1)
f[2](t¯2, t¯1)
P+f
(
F2,1(t
1
1) · · ·F2,1(t
1
r1)P
−
f
(
F(t¯′)
))
k+1 (t¯
1) (5.4)
with t¯′ = {t¯2, . . . , t¯N}. Then the first line of the right hand side of (5.3) is equal to
X (t¯1, t¯′I). (5.5)
To calculate the ’positive’ projection from the product of the currents F2,1(t
1
1) · · ·F2,1(t
1
r1)
and the ’negative’ projection P−f (F(t¯
′)) in (5.4) we use formulas (C.23) and (C.25) for different
i starting from i = N until i = 2. We use the first formula (C.23) for i = m+1, . . . , N starting
from i = N until i = m + 1, and the second formula (C.25) for i = 2, . . . ,m starting from
i = m until i = 2.
The results of Appendix C show that the sets t¯ℓ will be further divided into subsets. To
describe this division we introduce for each subset t¯ℓ, ℓ = 1, . . . , N the subdivision
t¯ℓ ⇒ {t¯ℓℓ, t¯
ℓ
ℓ+1, . . . , t¯
ℓ
N} (5.6)
such that the following constraints for the cardinalities of the subsets hold:
#t¯ℓq = #t¯
ℓ′
q for all ℓ 6= ℓ
′ and q = max(ℓ, ℓ′), . . . , N . (5.7)
Moreover, in order to get a nontrivial result in the calculation of the ’positive’ projection in
(5.4) we have to impose the following restrictions for the cardinalities of the subsets t¯s:
#t¯1 ≥ #t¯2 ≥ · · · ≥ #t¯N ≥ 0.
In (5.6) and (5.7) the superscripts of the subsets describe the type of Bethe parameter,
while the subscripts count the subsets in the division (5.6). One should not confuse this
notation with the notation t¯ℓi = t¯
ℓ \ {tℓi} used in the previous section 4.
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Appendix C demonstrates how the Izergin determinant [29] K[i](y¯|x¯) (see (C.22)) appears
in the calculation of the projections. It also shows how the result of these calculations can be
rewritten in the form of sums over partitions of the set of Bethe parameters. Let us denote
K0(y¯|x¯) = K[i](y¯|x¯) for i = 1, . . . ,m,
K1(y¯|x¯) = K[i](y¯|x¯) = K0(x¯|y¯) for i = m+ 1, . . . , N.
It is also convenient to introduce for any sets y¯ and x¯ of the same cardinalities the following
product of rational functions:
C(y¯|x¯) = g(y¯, x¯)h(x¯, x¯) . (5.8)
Let us give more details on the calculation of the projections using the results obtained
in Appendix C. The division of the sets (5.6) can be presented by the following table
t¯11 ∪ t¯
1
2 ∪ · · · ∪ t¯
1
m−1 ∪ t¯
1
m ∪ t¯
1
m+1 ∪ · · · ∪ t¯
1
N−1 ∪ t¯
1
N
t¯22 ∪ · · · ∪ t¯
2
m−1 ∪ t¯
2
m ∪ t¯
2
m+1 ∪ · · · ∪ t¯
2
N−1 ∪ t¯
2
N
. . .
...
...
...
...
...
...
t¯m−1m−1 ∪ t¯
m−1
m ∪ t¯
m−1
m+1 ∪ · · · ∪ t¯
m−1
N−1 ∪ t¯
m−1
N
t¯mm ∪ t¯
m
m+1 ∪ · · · ∪ t¯
m
N−1 ∪ t¯
m
N
t¯m+1m+1 ∪ · · · ∪ t¯
m+1
N−1 ∪ t¯
m+1
N
. . .
...
...
t¯N−1N−1 ∪ t¯
N−1
N
t¯NN
(5.9)
where the cardinalities of the subsets entering the same column are all equal.
For any set w¯ of cardinality #w¯ = d we introduce the following ordered product of
composed (or simple when j = i+ 1) currents:
Fj,i(w¯) = Fj,i(w1) · Fj,i(w2) · · ·Fj,i(wd). (5.10)
Then the ’negative’ projection P−f (F(t¯
′)) entering the definition of the element (5.4) can be
written in the form∏N
s=2 γs(t¯
s)∏N−1
s=2 f[s+1](t¯
s+1, t¯s)
P−f
(
F3,2(t¯
2)P−f (· · ·P
−
f (FN,N−1(t¯
N−1) · P−f (FN+1,N (t¯
N ))) · · · )
)
,
and at the first step we have to calculate
γN−1(t¯
N−1)γN (t¯
N )
f[N ](t¯N , t¯N−1)
P−f
(
FN,N−1(t¯
N−1) · P−f
(
FN+1,N (t¯
N )
))
(5.11)
using either formula (C.23) or (C.25) depending on the relation between m and N .
If m < N , and hence, [N ] = 1, then we have to use (C.23) to obtain for the element (5.11)
the sum over partitions of the set t¯N−1 ⇒ {t¯N−1N−1 ∪ t¯
N−1
N } such that #t¯
N−1
N = #t¯
N
N (see the
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second to last line in the table above), where we identify the sets t¯NN ≡ t¯
N
(−c)−#t¯
N
N γN−1(t¯
N−1)
∑
t¯N−1⇒{t¯N−1
N−1 ∪ t¯
N−1
N
}
f1(t¯
N−1
N , t¯
N−1
N−1)K1(t¯
N
N |t¯
N−1
N )
f1(t¯NN , t¯
N−1
N−1)f1(t¯
N
N , t¯
N−1
N )
× P−f
(
FN+1,N−1(t¯
N−1
N ) ·FN,N−1(t¯
N−1
N−1)
)
On the other hand, if m = N , and hence, [N ] = 0 (this case corresponds to the algebra
gl(m|1)), we have to use (C.25) to obtain the element (5.11) again as the sum over the same
partition of the set t¯N−1
c−#t¯
N
NγN−1(t¯
N−1)
∑
t¯N−1⇒{t¯N−1
N−1 ∪ t¯
N−1
N
}
f0(t¯
N−1
N , t¯
N−1
N−1)C(t¯
N
N |t¯
N−1
N )
f0(t¯
N
N , t¯
N−1
N−1)f0(t¯
N
N , t¯
N−1
N )
×∆h(t¯
N−1
N )
−1P−f
(
FN+1,N−1(t¯
N−1
N ) ·FN,N−1(t¯
N−1
N−1)
)
.
The next step is to calculate the projection
γN−2(t¯
N−2)γN−1(t¯
N−1)
f[N−1](t¯N−1, t¯N−2)
P−f
(
FN−1,N−2(t¯
N−2) · P−f
(
FN+1,N−1(t¯
N−1
N ) ·FN,N−1(t¯
N−1
N−1)
))
using equation (C.23) for m < N − 1 and (C.25) for m = N − 1. Continuing the calculation
of the element (5.4) using the first formula (C.23) and then (C.25) we obtain eventually for
this element
X (t¯) =
∑
t¯ℓ⇒{t¯ℓ
ℓ
,t¯ℓ
ℓ+1,...,t¯
ℓ
N
}
ℓ=1,...,N
N−1∏
ℓ=1
N∏
ℓ≤q≤q′≤N
f[ℓ+1](t¯
ℓ+1
q′ , t¯
ℓ
q)
−1
N∏
ℓ=1
∏
ℓ≤q<q′≤N
f[ℓ](t¯
ℓ
q′ , t¯
ℓ
q)
h[ℓ](t¯
ℓ
q′ , t¯
ℓ
q)
δℓ,m
×
m−1∏
q=2
q∏
ℓ=2
K[ℓ](t¯
ℓ
q|t¯
ℓ−1
q )
N∏
q=m+1
q∏
ℓ=m+1
K[ℓ](t¯
ℓ
q|t¯
ℓ−1
q )
N∏
q=m
m∏
ℓ=2
C(t¯ℓq|t¯
ℓ−1
q )
N∏
q=m
∆h(t¯
1
q)
−1
× γ1(t¯
1) P+f
(
FN+1,1(t¯
1
N ) · · ·Fm+1,1(t¯
1
m) ·Fm,1(t¯
1
m−1) · · ·F2,1(t¯
1
1)
)
k+1 (t¯
1).
(5.12)
The projection in the last line of (5.12) can be calculated using methods of the paper
[13]. Being multiplied from the right by the product of the Cartan currents k+1 (t¯
1) it can be
expressed through an ordered product of the matrix elements of the monodromy operators
T1,ℓ(t), ℓ = 2, . . . , N + 1. This demonstrates that the hierarchical relations which we are
resolving by the calculation of the projection in (5.3) are compatible with the embedding of
DY (gl(m− 1|n)) into DY (gl(m|n)).
Finally, the element (5.4) is given as a multiple sum over partitions
X (t¯) =
∑
t¯ℓ⇒{t¯ℓ
ℓ
,t¯ℓ
ℓ+1,...,t¯
ℓ
N
}
ℓ=1,...,N
N−1∏
ℓ=1
N∏
ℓ≤q≤q′≤N
f[ℓ+1](t¯
ℓ+1
q′ , t¯
ℓ
q)
−1
N∏
ℓ=1
∏
ℓ≤q<q′≤N
f[ℓ](t¯
ℓ
q′ , t¯
ℓ
q)
h[ℓ](t¯
ℓ
q′ , t¯
ℓ
q)
δℓ,m
×
m−1∏
q=2
q∏
ℓ=2
K[ℓ](t¯
ℓ
q|t¯
ℓ−1
q )
N∏
q=m+1
q∏
ℓ=m+1
K[ℓ](t¯
ℓ
q|t¯
ℓ−1
q )
N∏
q=m
m∏
ℓ=2
C(t¯ℓq|t¯
ℓ−1
q )
× T1,N+1(t¯
1
N )T1,N (t¯
1
N−1) · · ·T1,m+1(t¯
1
m) · T1,m(t¯
1
m−1) · · ·T1,2(t¯
1
1).
(5.13)
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Here the symbol Ti,j(w¯) means
Ti,j(w¯) = ∆h(w¯)
−1Ti,j(w1)Ti,j(w2) · · ·Ti,j(wd−1)Ti,j(wd). (5.14)
for any set w¯ of cardinality #w¯ = d and [i]+[j] = 1. Obviously, due to the commutation rela-
tion (2.9), this product of odd matrix elements is symmetric with respect to the permutations
of the parameters wi.
5.2 Bethe vectors B(t¯)
The element (5.13) for the subsets (5.5) should be substituted in the hierarchical relations
(5.3) and the same procedure should be repeated for the Bethe vector B(m−1|n)(t¯′II) in the
second line of (5.3). Finally, we will obtain an explicit expression for the Bethe vector
B
(m|n)(t¯) as a sum over multiple partitions of the set of Bethe parameters. Each term of this
sum appears to be a rational coefficient multiplied with a product of symmetric products of
the monodromy matrix elements. To describe this expression it is necessary to introduce a
more convenient indexing of the multiple partitions.
For all ℓ = 1, . . . , N we introduce the partition of the sets of Bethe parameters
t¯ℓ =
ℓ⋃
q=1
N⋃
q′=ℓ
t¯ℓq,q′ (5.15)
indexed by a pair of positive integers
1 ≤ q ≤ ℓ ≤ q′ ≤ N .
We also introduce ordering rules ’≺’ and ’4’ for these pairs according to the following con-
vention
q, q′ ≺ p, p′ if q < p,∀q′, p′ or q = p, q′ < p′ (5.16)
and
q, q′ 4 p, p′ if q < p,∀q′, p′ or q = p, q′ < p′ or q = p, q′ = p′.
Using this notation and combining (5.3) with (5.13) we obtain the following expression
for the Bethe vector:
B(t¯) = B(t¯)|0〉,
where the pre-Bethe vector B(t¯) is given by the sum over partitions (5.15)
B(t¯) =
∑
part
∏
q,q′4 p,p′
N−1∏
ℓ=1
f[ℓ+1](t¯
ℓ+1
p,p′ , t¯
ℓ
q,q′)
−1
∏
q,q′≺ p,p′
g(t¯mp,p′ , t¯
m
q,q′)
N∏
ℓ=1
ℓ 6=m
f[ℓ](t¯
ℓ
p,p′ , t¯
ℓ
q,q′)
×
m−2∏
q=1
m−1∏
q′=q+1
m−1∏
ℓ=q+1
K[ℓ](t¯
ℓ
q,q′ |t¯
ℓ−1
q,q′ )
m−1∏
q=1
N∏
q′=m
m∏
ℓ=q+1
C(t¯ℓq,q′|t¯
ℓ−1
q,q′ )
×
m−1∏
q=1
N∏
q′=m+1
q′∏
ℓ=m+1
K[ℓ](t¯
ℓ
q,q′ |t¯
ℓ−1
q,q′ )
N−1∏
q=m
N∏
q′=q+1
q′∏
ℓ=q+1
K[ℓ](t¯
ℓ
q,q′ |t¯
ℓ−1
q,q′ )
×
−→∏
1≤q≤m
 ←−∏
N+1≥q′≥m+1
Tq,q′(t¯
q
q,q′−1)
←−∏
m≥q′≥q+1
Tq,q′(t¯
q
q,q′−1)

×
−→∏
m+1≤q≤N
 ←−∏
N+1≥q′≥q+1
Tq,q′(t¯
q
q,q′−1)
 N∏
ℓ=2
ℓ−1∏
q=1
N∏
q′=ℓ
Tℓ,ℓ(t¯
ℓ
q,q′).
(5.17)
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The partitions of the Bethe parameters can be pictured by an ordered table, which is the
following union of diagrams similar to (5.9)
−→⋃
ℓ=1,...,N
t¯ℓℓ,ℓ ∪ t¯
ℓ
ℓ,ℓ+1 ∪ · · · ∪ t¯
ℓ
ℓ,N−1 ∪ t¯
ℓ
ℓ,N
t¯ℓ+1ℓ,ℓ+1 ∪ · · · ∪ t¯
ℓ+1
ℓ,N−1 ∪ t¯
ℓ+1
ℓ,N
. . .
...
...
t¯N−1ℓ,N−1 ∪ t¯
N−1
ℓ,N
t¯Nℓ,N
(5.18)
The ordering means that if ℓ′ < ℓ, then the diagram associated to ℓ′ in (5.18) is on the left of
the diagram corresponding to ℓ. The ordering rules (5.16) mean literally that if q, q′ ≺ p, p′,
then the subset t¯ℓ
′
q,q′ from the ℓ
′-th row is located to the left from the subset t¯ℓp,p′ placed in the
ℓ-th row of the diagram. The subsets in a given column have all the same cardinality. The
subsets which describe partitions of the same type of Bethe parameters are aligned along the
same row of the diagram (see examples of such tables in (5.19), (5.21) and (5.23)).
Examples
Let us consider formula (5.17) in some particular cases of small m and n.
The case m = 2 and n = 1. In this case N = m+n− 1 = 2 and the partitions of the sets
t¯1 and t¯2 can be pictured by the following union of two diagrams:
t¯1 : t¯11,1 ∪ t¯
1
1,2
t¯2 : t¯21,2 ∪ t¯
2
2,2
(5.19)
Formula (5.17) in this case simplifies:
B
(2|1)(t¯1, t¯2) =
∑
part
f(t¯2, t¯1)−1f(t¯11,2, t¯
1
1,1)g(t¯
2
2,2, t¯
2
1,2)C(t¯
2
1,2|t¯
1
1,2)
× T1,3(t¯
1
1,2) T1,2(t¯
1
1,1) T2,3(t¯
2
2,2) T2,2(t¯
2
1,2).
(5.20)
After the identifications t¯11,1 ≡ u¯II, t¯
1
1,2 ≡ u¯I, t¯
2
2,2 ≡ v¯II, t¯
2
1,2 ≡ v¯I, we recover from formula
(5.20) the expression (5.32) for the Bethe vector.
The case m = 2 and n = 2. Partitions (5.15) can be described by the following table
t¯1 : t¯11,1 ∪ t¯
1
1,2 ∪ t¯
1
1,3
t¯2 : t¯21,2 ∪ t¯
2
1,3 ∪ t¯
2
2,2 ∪ t¯
2
2,3
t¯3 : t¯31,3 ∪ t¯
3
2,3 ∪ t¯
3
3,3
(5.21)
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It corresponds to the union of 3 diagrams of type (5.9). With this notation, the formula
(5.17) takes the form
B
(2|2)(t¯1, t¯2, t¯3) =
∑
part
f0(t¯
2
1,2, {t¯
1
1,1 ∪ t¯
1
1,2})
−1f0({t¯
2
1,3 ∪ t¯
2
2,2 ∪ t¯
2
2,3}, t¯
1)−1
× f1(t¯
3
1,3, {t¯
2
1,2 ∪ t¯
2
1,3})
−1f1({t¯
3
2,3 ∪ t¯
3
3,3}, t¯
2)−1
× f0(t¯
1
1,3, {t¯
1
1,2 ∪ t¯
1
1,1})f0(t¯
1
1,2, t¯
1
1,1)
× g(t¯22,3, {t¯
2
2,2 ∪ t¯
2
1,3 ∪ t¯
2
1,2})g(t¯
2
2,2, {t¯
2
1,3 ∪ t¯
2
1,2})g(t¯
2
1,3, t¯
2
1,2)
× f1(t¯
3
3,3, {t¯
3
1,3 ∪ t¯
3
2,3})f1(t¯
3
2,3, t¯
3
1,3)
×C(t¯21,2|t¯
1
1,2)C(t¯
2
1,3|t¯
1
1,3)K1(t¯
3
1,3|t¯
2
1,3)K1(t¯
3
2,3|t¯
2
2,3)
× T1,4(t¯
1
1,3)T1,3(t¯
1
1,2) T1,2(t¯
1
1,1) T2,4(t¯
2
2,3) T2,3(t¯
2
2,2) T3,4(t¯
3
3,3)
×T2,2(t¯
2
1,2) T2,2(t¯
2
1,3) T3,3(t¯
3
1,3) T3,3(t¯
3
2,3).
(5.22)
There is a rule which allows to construct a pre-Bethe vector from any given table of partitions
(5.15). Let us show this rule for the diagram (5.21). We consider each line in the formula
(5.22) and explain all the factors entering into this formula from the diagram (5.21).
• For a given subset t¯ℓi,j in the ℓ-th row of the diagram (5.21), the first and second lines
in the formula (5.22) (corresponding to the values ℓ = 2, 3) are the product of inverse
functions f[ℓ](t¯
ℓ
i,j , t¯
ℓ−1
k,l )
−1 where the subset t¯ℓ−1k,l is either above or on the left from the
starting subset t¯ℓi,j.
• The third, fourth and fifth lines in (5.22) correspond to products for each line of the
diagram with the following rule. For the lines corresponding to t¯ℓ with ℓ < m (resp.
ℓ = m, resp. ℓ > m), we form products of the function f0(x¯, y¯) (resp. g(x¯, y¯), resp.
f1(x¯, y¯)). In these products, the subset x¯ is on the right of the subset y¯ in each of the
lines of the diagram (5.21).
• The sixth line in (5.22) is the product of either Cauchy or Izergin determinants based
on neighboring pairs of subsets (t¯ki,j, t¯
k−1
i,j ) belonging to the same column of a diagram
associated to some ℓ.
For ℓ = 1, . . . ,m− 1 and any pair (t¯ki,j, t¯
k−1
i,j ) ≡ (x¯, y¯), we use
– the Izergin determinant K0(x¯|y¯) if ℓ+ 1 ≤ k ≤ j ≤ m− 1;
– the normalized Cauchy determinant C(x¯|y¯) (5.8) if ℓ+ 1 ≤ k ≤ m ≤ j ≤ N ;
– the Izergin determinant K1(x¯|y¯) if m+ 1 ≤ k ≤ j ≤ N .
For ℓ = m, . . . ,N − 1 and any pair (t¯ki,j , t¯
k−1
i,j ) ≡ (x¯, y¯), we use the Izergin determinant
K1(x¯|y¯) if ℓ+ 1 ≤ k ≤ j ≤ N .
Remark that the asymmetry between the cases ℓ < m and ℓ ≥ m is due to the hierar-
chical relation (5.3), which is based on the series of inclusions gl(m|n) ⊃ gl(m− 1|n) ⊃
· · · ⊃ gl(1|n) ⊃ gl(n).
In our example of the diagram (5.21) there are four such pairs (t¯21,2, t¯
1
1,2), (t¯
2
1,3, t¯
1
1,3),
(t¯31,3, t¯
2
1,3), and (t¯
3
2,3, t¯
2
2,3). There is no K0(x¯|y¯) determinant in this example, however
they can appear for higher m. For instance, this determinant appears in the Bethe
vector for the algebra gl(3|2) and constructed by the diagram given in formula (5.23)
for the pair of subsets (t¯21,2, t¯
1
1,2).
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• The next line is given by the ordered products of monodromy matrix elements Ti,j
with i < j and depending on the subsets t¯ii,j−1. It is a usual product for even matrix
elements (i.e. when [i] + [j] = 0 mod 2) and a normalized product (5.14) otherwise.
The order of the product is from top to bottom for the lines and right to left within a
line, as it should be clear by comparing the penultimate line in (5.22) and the diagram
(5.21).
• Last line in (5.22) is the product of the diagonal matrix elements depending on the
remaining subsets of Bethe parameters that were not used in the previous line. The
index Ti,i of the diagonal matrix element coincides with the number of the line in the
diagram. The order in their product is not relevant, because they commute when the
pre-Bethe vector (5.22) is acting onto the vacuum vector |0〉.
The case m = 3 and n = 2. The Bethe vectors in this case can be constructed by the rules
described above using following table of partitions of the Bethe parameters t¯1, t¯2, t¯3 and t¯4
t¯1 : t¯1
1,1
∪ t¯1
1,2
∪ t¯1
1,3
∪ t¯1
1,4
t¯2 : t¯21,2 ∪ t¯
2
1,3 ∪ t¯
2
1,4 ∪ t¯
2
2,2 ∪ t¯
2
2,3 ∪ t¯
2
2,4
t¯3 : t¯3
1,3
∪ t¯3
1,4
∪ t¯3
2,3
∪ t¯3
2,4
∪ t¯3
2,2
∪ t¯3
3,4
t¯4 : t¯4
1,4
∪ t¯4
2,4
∪ t¯4
3,4
∪ t¯4
4,4
(5.23)
5.3 Bethe vectors Bˆ(t¯)
Quite analogously one can obtain a hierarchical relation for the Bethe vector (3.22) defined by
means of the second current realization of Yangian double DY (gl(m|n)) which are compatible
with the embedding of DY (gl(m|n − 1)) into DY (gl(m|n)). Another possibility to obtain
this hierarchial relation is to apply a special mapping to the formulas (5.3), (5.13). This
morphism was discussed in the work [30]. It maps the Bethe vectors B(t¯) of DY (gl(m|n))
to the Bethe vectors Bˆ(t¯) of DY (gl(n|m)), see (5.26) and the discusion that follows. Thus,
using this mapping and replacing m↔ n we can obtain the explicit hierarchical relation for
the Bethe vector Bˆ(t¯). We do not give here this explicit relation, however, we give an analog
of (5.17) for the Bethe vector Bˆ(t¯).
Again, for all ℓ = 1, . . . , N we introduce similarly to (5.15) a partition of the sets of the
Bethe parameters
t¯ℓ =
ℓ⋃
q=1
N⋃
q′=ℓ
t¯ℓq′,q , (5.24)
indexed by a pair of positive integers
1 ≤ q ≤ ℓ ≤ q′ ≤ N .
We also introduce ordering rules ’≻’ and ’<’ for these pairs according to the following con-
ventions
p′, p ≻ q′, q if p′ > q′, ∀p, q or p′ = q′, p > q
and
p, p′ < q, q′ if p′ > q′, ∀p, q or p′ = q′, p > q or p′ = q′, p = q.
In this notation we have the following expression for the Bethe vector:
Bˆ(t¯) = Bˆ(t¯)|0〉
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where pre-Bethe vector Bˆ(t¯) is given by the sum over partitions (5.24)
Bˆ(t¯) =
∑
part
∏
p′,p< q′,q
N−1∏
ℓ=1
f[ℓ+1](t¯
ℓ+1
p′,p , t¯
ℓ
q′,q)
−1
∏
p′,p≻ q′,q
g(t¯mq′,q, t¯
m
p′,p)
N∏
ℓ=1
ℓ 6=m
f[ℓ+1](t¯
ℓ
p′,p, t¯
ℓ
q′,q)
×
N∏
q′=m+2
q′−1∏
q=m+1
q′−1∏
ℓ=m+1
K[ℓ](t¯
ℓ+1
q′,q |t¯
ℓ
q′,q)
N∏
q′=m+1
m∏
q=1
q′−1∏
ℓ=m
Cˆ(t¯ℓ+1q′,q |t¯
ℓ
q′,q)
×
N∏
q′=m+1
m−1∏
q=1
m−1∏
ℓ=q
K[ℓ](t¯
ℓ+1
q′,q |t¯
ℓ
q′,q)
m∏
q′=2
q′−1∏
q=1
q′−1∏
ℓ=q
K[ℓ](t¯
ℓ+1
q′,q |t¯
ℓ
q′,q)
×
←−∏
N≥q′≥m
 −→∏
1≤q≤m
Tq,q′+1(t¯
q′
q′,q)
−→∏
m<q≤q′
Tq,q′+1(t¯
q′
q′,q)

×
←−∏
m>q′≥1
 −→∏
1≤q≤q′
Tq,q′+1(t¯
q′
q′,q)
N−1∏
ℓ=1
N∏
q′=ℓ+1
ℓ∏
q=1
Tℓ+1,ℓ+1(t¯
ℓ
q′,q),
(5.25)
where in contrast to (5.8) we normalize Cauchy determinant Cˆ(y¯|x¯) differently
Cˆ(y¯|x¯) = g(x¯, y¯)h(y¯, y¯) = C(x¯|y¯).
The partitions of the Bethe parameters used in (5.25) can be also pictured by the ordered
union of diagrams similar to (5.9)
←−⋃
ℓ=N,...,1
t¯ℓℓ,ℓ ∪ t¯
ℓ
ℓ,ℓ−1 ∪ · · · ∪ t¯
ℓ
ℓ,2 ∪ t¯
ℓ
ℓ,1
t¯ℓ−1ℓ,ℓ−1 ∪ · · · ∪ t¯
ℓ−1
ℓ,2 ∪ t¯
ℓ−1
ℓ,1
. . .
...
...
t¯2ℓ,2 ∪ t¯
2
ℓ,1
t¯1ℓ,1
The ordering here is opposite to the one used in table (5.18). This means that the triangle
for smaller ℓ in (5.18) is on the right of the larger ℓ triangle. The subsets in a given column
have all the same cardinality again. The subsets which describe partitions of the same type
of Bethe parameters are aligned along the same row of the table (see examples of such tables
in (5.27) and (5.29)).
Remark that the two realizations (5.17) and (5.25) are related by the morphism ϕ defined
by [30]
ϕ :
{
DY (gl(m|n)) → DY (gl(n|m)) ,
Tij(x) → (−1)
[i][j]+[j]+1 T˜j′i′(x) , k
′ = m+ n+ 1− k .
(5.26)
Indeed, starting from the pre-Bethe vector B(t¯) ∈ DY (gl(m|n)) and applying ϕ we get the
pre-Bethe vector (−1)#t¯−#t¯
m
Bˆ(s¯) ∈ DY (gl(n|m)), where the set t¯ is divided in subsets t¯ℓi,j
obeying (5.15), while the set s¯ is divided into subsets s¯ℓi,j obeying (5.24). The relation between
these partitions is given by t¯ℓi,j = s¯
ℓ′−1
i′−1,j′−1 with k
′ = m+ n+ 1− k, ∀k. In particular, when
m = n, we have ϕ
(
B(t¯)
)
= (−1)#t¯−#t¯
m
Bˆ(s¯), as it can be checked on the example m = n = 2
given in (5.22) and (5.30).
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Examples
For m = 2 and n = 1 the partition (5.24) can be pictured by the table
t¯2 : t¯22,2 ∪ t¯
2
2,1
t¯1 : t¯12,1 ∪ t¯
1
1,1
(5.27)
and formula (5.25) reduces to
Bˆ
(2|1)(t¯1, t¯2) =
∑
part
f(t¯2, t¯1)−1f(t¯12,1, t¯
1
1,1)g(t¯
2
2,2, t¯
2
2,1)K0(t¯
2
2,1|t¯
1
2,1)
× T1,3(t¯
2
2,1) T2,3(t¯
2
2,2) T1,2(t¯
1
1,1) T2,2(t¯
1
2,1),
(5.28)
and yields (5.33) after identification t¯11,1 ≡ u¯II, t¯
1
2,1 ≡ u¯I, t¯
2
2,2 ≡ v¯II, t¯
2
2,1 ≡ v¯I.
In the case m = 2 and n = 2 the partitions (5.24) can be described by the following union
of diagrams
t¯3 : t¯33,3 ∪ t¯
3
3,2 ∪ t¯
3
3,1
t¯2 : t¯23,2 ∪ t¯
2
3,1 ∪ t¯
2
2,2 ∪ t¯
2
2,1
t¯1 : t¯13,1 ∪ t¯
1
2,1 ∪ t¯
1
1,1
(5.29)
According to this table, formula (5.25) takes the form
Bˆ
(2|2)(t¯1, t¯2, t¯3) =
∑
part
f0(t¯
2, {t¯12,1 ∪ t¯
1
1,1})
−1f0({t¯
2
3,2 ∪ t¯
2
3,1}, t¯
1
3,1)
−1
× f1(t¯
3
3,1, {t¯
2
3,1 ∪ t¯
2
2,2 ∪ t¯
2
2,1})
−1f1({t¯
3
3,3 ∪ t¯
3
3,2}, t¯
2)−1
× f0(t¯
1
3,1, {t¯
1
2,1 ∪ t¯
1
1,1})f0(t¯
1
2,1, t¯
1
1,1)
× g({t¯23,1 ∪ t¯
2
2,2 ∪ t¯
2
2,1}, t¯
2
3,2)g({t¯
2
2,2 ∪ t¯
2
2,1}, t¯
2
3,1)g(t¯
2
2,1, t¯
2
2,2)
× f1({t¯
3
3,3 ∪ t¯
3
3,2}, t¯
3
3,1)f1(t¯
3
3,2, t¯
3
3,3)
×K0(t¯
2
2,1|t¯
1
2,1)K0(t¯
2
3,1|t¯
1
3,1)Cˆ(t¯
3
3,1|t¯
2
3,1)Cˆ(t¯
3
3,2|t¯
2
3,2)
× T1,4(t¯
3
3,1)T2,4(t¯
3
3,2) T3,4(t¯
3
3,3) T1,3(t¯
2
2,1) T2,3(t¯
2
2,2) T1,2(t¯
1
1,1)
×T2,2(t¯
1
3,1) T2,2(t¯
1
2,1) T3,3(t¯
2
3,2) T3,3(t¯
2
3,1).
(5.30)
Comparing (5.30) and the diagram (5.29) one can formulate the rules to associate with a
partition diagram the explicit formula for the Bethe vector similar to those formulated in the
previous subsection. We leave this exercise to the interested reader.
5.4 Dual Bethe vectors and examples for DY (gl(2|1))
In order to obtain explicit expressions for the dual Bethe vectors C(t¯) and Cˆ(t¯) we have to
exploit the definition and the properties of the antimorphism (2.10) and (2.11). It is clear
that for even operators Ψ(Ti,j(u¯)) = Tj,i(u¯). Consider an odd monodromy matrix element
Ti,j(u) for i < j. Then it means that [i] = 0 and [j] = 1 and it follows from the commutation
relations (2.9) that for any set u¯ with cardinality #u¯ = a the product Ti,j(u¯) given by equality
(5.14) is symmetric with respect to permutations of the parameters ui.
For the odd monodromy matrix element Ti,j(u) with i > j and the set u¯ we define a
product
Ti,j(u¯) = ∆
′
h(u¯)
−1Ti,j(u1)Ti,j(u2) · · ·Ti,j(ua−1)Ti,j(ua) ,
which is also symmetric with respect to the permutations in u¯ due to the commutation
relations (2.9).
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Let us apply the antimorphism (2.10) to the product Ti,j(u¯) with i < j. Using (2.11) we
obtain for i < j
Ψ(Ti,j(u¯)) = ∆h(u¯)Ψ (Ti,j(u1)Ti,j(u2) · · ·Ti,j(ua−1)Ti,j(ua))
= (−)a(a−1)/2∆h(u¯)Ψ (Ti,j(ua))Ψ (Ti,j(ua−1)) · · ·Ψ(Ti,j(u2))Ψ (Ti,j(u1))
= (−)a(a−1)/2∆′h(u¯)Ψ (Ti,j(u1))Ψ (Ti,j(u2)) · · ·Ψ(Ti,j(ua−1))Ψ (Ti,j(ua))
= (−)a(a−1)/2Tj,i(u¯).
Analogously we can calculate for i < j that
Ψ (Tj,i(u¯)) = (−)
a(a+1)/2
Ti,j(u¯), (5.31)
taking into account that in this case
Ψ (Tj,i(u)) = (−)
[j]([i]+1)Ti,j(u) = −Ti,j(u).
Relation (5.31) shows that for any i, j such that [i] + [j] = 1
Ψ (Ψ (Ti,j(u¯))) = (−)
a
Ti,j(u¯),
and the antimorphism Ψ is idempotent of the forth order.
Thus, we have described the action of the antimorphism Ψ onto symmetric products of
even and odd operators. Applying this action to the pre-Bethe vectors B(t¯) (5.17) and Bˆ(t¯)
(5.25) we respectively obtain explicit expressions for the dual pre-Bethe vectors C(t¯) and
Cˆ(t¯). Up to the sign factor they are still given by (5.17) and (5.25) with opposite order of
the operator products and the transposition Ti,j → Tj,i. Let us give explicit formulas for
a particular case of (dual) Bethe vectors B(t¯), Bˆ(t¯), C(t¯) and Cˆ(t¯) defined by the formulas
(5.20), (5.28) and related to the Yangian double DY (gl(2|1)). Then, we have two sets of
Bethe parameters t¯ℓ with cardinalities #t¯ℓ = rℓ, ℓ = 1, 2, which we rename as t¯
1 ≡ u¯ and
t¯2 ≡ v¯ with cardinalities r1 = a and r2 = b. Formulas (3.14), (3.15), (3.22) and (3.23) for
these Bethe vectors acquire the form
Ba,b(u¯, v¯) = f(v¯, u¯)
−1
∑
g(v¯I, u¯I)f(u¯I, u¯II)g(v¯II, v¯I)h(u¯I, u¯I)
× T1,3(u¯I)T1,2(u¯II)T2,3(v¯II)λ2(v¯I)|0〉,
(5.32)
Bˆa,b(u¯, v¯) = f(v¯, u¯)
−1
∑
Kp(v¯I|u¯I)f(u¯I, u¯II)g(v¯II, v¯I)
× T1,3(v¯I) T2,3(v¯II)T1,2(u¯II)λ2(u¯I)|0〉,
(5.33)
Ca,b(u¯, v¯) = (−)
r2(r2−1)/2 f(v¯, u¯)−1
∑
g(v¯I, u¯I) f(u¯I, u¯II) g(v¯II, v¯I) h(u¯I, u¯I)
× 〈0|λ2(v¯I) T3,2(v¯II) · T2,1(u¯II) · T3,1(u¯I),
(5.34)
Cˆa,b(u¯, v¯) = (−)
r2(r2−1)/2 f(v¯, u¯)−1
∑
Kp(v¯I|u¯I)f(u¯I, u¯II)g(v¯II, v¯I)
× 〈0|λ2(u¯I) T2,1(u¯II) T3,2(v¯II) T3,1(v¯I),
(5.35)
where the sums run over partitions of the sets u¯ ⇒ {u¯I, u¯II} and v¯ ⇒ {v¯I, v¯II} such that
#u¯I = #v¯I = p ≤ min(a, b).
Formulas (5.32)–(5.35) were already used in the series of papers [18, 19, 20] to calculate the
form factors of the monodromy matrix elements in the supersymmetric quantum integrable
models associated with the super-Yangian Y (gl(2|1)).
45
Acknowledgements
N.A.S. thanks LAPTH in Annecy-le-Vieux for the hospitality and stimulating scientific at-
mosphere, and CNRS for partial financial support. The work of A.L. has been funded by the
Russian Academic Excellence Project 5-100 and by joint NASU-CNRS project F14-2016. The
work of S.P. was supported in part by the RFBR grant 14-01-00547-a. N.A.S. was supported
by the grant RFBR-15-31-20484-mol-a-ved.
A Composed currents and Gauss coordinates
In the completed algebras UF , UE , UˆF , and UˆE a product of the total currents has specific
analytical properties. This means that if one performs the normal ordering of the current
generators in these products, then one can observe the pole structure of this product, which
is encoded into commutation relations of the total currents. This normal ordering procedure
demonstrates that the products Fi(u)Fi+1(v), Ei+1(v)Ei(u), Fˆi+1(v)Fˆi(u), and Eˆi(u)Eˆi+1(v)
have simple poles at u = v. We define the composed currents Fj,i(u), Ei,j(u), Fˆj,i(u) and
Eˆi,j(u) for 1 ≤ i < j ≤ m+ n inductively as the residues
Fj,i(v) = res
u=v
Fa,i(v)Fj,a(u) = − res
u=v
Fa,i(u)Fj,a(v) , (A.1)
Ei,j(v) = res
u=v
Ea,j(u)Ei,a(v) = − res
u=v
Ea,j(v)Ei,a(u) , (A.2)
Fˆj,i(v) = res
u=v
Fˆj,a(u)Fˆa,i(v) = − res
u=v
Fˆj,a(v)Fˆa,i(u) , (A.3)
Eˆi,j(v) = res
u=v
Eˆi,a(v)Eˆa,j(u) = − res
u=v
Eˆi,a(u)Eˆa,j(v) , (A.4)
where i < a < j and we denoted the simple root currents as follows: Fi(u) ≡ Fi+1,i(u),
Ei(u) ≡ Ei,i+1(u), Fˆi(u) ≡ Fˆi+1,i(u), and Eˆi(u) ≡ Eˆi,i+1(u).
Calculating the residues via the commutation relations (2.26), (2.27), (2.39), and (2.40)
in (A.1)–(A.4) respectively we obtain
Fj,i(v) = c[i+1] · · · c[j−1]Fj,j−1(v)Fj−1,j−2(v) · · · Fi+1,i(v) , (A.5)
Ei,j(v) = c[i+1] · · · c[j−1]Ei,i+1(v)Ei+1,i+2(v) · · ·Ej−1,j(v) , (A.6)
Fˆj,i(v) = c[i+1] · · · c[j−1]Fˆi+1,i(v)Fˆi+2,i+1(v) · · · Fˆj,j−1(v) , (A.7)
Eˆi,j(v) = c[i+1] · · · c[j−1]Eˆj−1,j(v)Eˆj−2,j−1(v) · · · Eˆi,i+1(v) . (A.8)
Let us prove one of these formulas, namely (A.5). Consider (A.1) for j = i + 2 and
a = i + 1. Since we know that the product Fi+1,i(v)Fi+2,i+1(u) has a simple pole at u = v,
we can calculate the residue in (A.1) as follows
Fi+2,i(v) = res
u=v
Fi+1,i(v)Fi+2,i+1(u) = (u− v)Fi+1,i(v)Fi+2,i+1(u)
∣∣∣
u=v
= (u− v + c[i+1])Fi+2,i+1(u)Fi+1,i(v)
∣∣∣
u=v
= c[i+1]Fi+2,i+1(v)Fi+1,i(v) .
Here we used the commutation relation (2.26) to transform the first line into the second one.
Now we repeat the same calculation to define the current Fi+3,i(v) using the simple root
current Fi+3,i+2(u) and the composed current Fi+2,i(v) that we just calculated. Due to the
commutativity of Fi+3,i+2(u) and Fi+1,i(v) we obtain that
Fi+3,i(v) = c[i+1]c[i+2]Fi+3,i+2(v)Fi+2,i+1(v)Fi+1,i(v).
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Iterating the calculation, we get formula (A.5). Formulas (A.6)–(A.8) can be proved com-
pletely analogously.
The composed currents are important in calculating the universal Bethe vectors using
formulas (3.14) and (3.22). In this section we show that the projections of the composed
currents discussed in section 4 coincide with the Gauss coordinates of the universal mon-
odromy matrix (2.14)–(2.16) and (2.17)–(2.19), up to some unessential prefactors. To do this
we rewrite the defining formulas for the composed currents in an integral form.
Both equations in (A.1) can be written through the contour integrals
Fj,i(v) = −
∮
C0
du Fa,i(v)Fj,a(u) +
∮
C∞
du
u− v + c[a]
(u− v)>
Fj,a(u)Fa,i(v)
= −
∮
C∞
du Fa,i(u)Fj,a(v) +
∮
C0
du
u− v − c[a]
(u− v)<
Fj,a(v)Fa,i(u)
(A.9)
where C0 and C∞ are small closed contours around the points 0 and∞ on the complex plane
u. The rational functions 1(u−v)≶
are defined by the series (2.33).
For any formal series G(u) =
∑
ℓ∈ZG
(ℓ)u−ℓ−1, we define G(±)(u) as
G(±)(u) = ±
∑
ℓ≥0
ℓ<0
G(ℓ)u−ℓ−1 . (A.10)
It is obvious that the half-currents F (±) and E(±) coincide with the corresponding projections
of the currents only for the simple root currents Fi(u) and Ei(u). For the composed currents
this is not the case, but nevertheless one can prove that
P+f
(
F
(−)
j,i (u) · F
)
= 0 , P−f
(
F · F
(+)
j,i (u)
)
= 0 ,
P+e
(
E · E
(−)
i,j (u)
)
= 0 , P−e
(
E
(+)
j,i (u) · E
)
= 0 ,
(A.11)
for any elements F ∈ UF and E ∈ UE . Similar properties can be formulated for the projec-
tions Pˆ±f and Pˆ
±
e .
Using the notation (A.10) and calculating the formal contour integrals in (A.9) as∮
C0
du G(u) =
∮
C∞
du G(u) = G(0) (A.12)
we obtain the following expressions for the composed currents Fj,i(v):
Fj,i(v) = [F
(0)
j,a , Fa,i(v)] − c[a]F
(−)
j,a (v)Fa,i(v)
= [Fj,a(v), F
(0)
a,i ] + c[a]Fj,a(v)F
(+)
a,i (v).
(A.13)
For the composed currents Ei,j(v) defined by the formula (A.2) we have
Ei,j(v) = −
∮
C0
du Ea,j(u)Ei,a(v) +
∮
C∞
du
u− v + c[a]
(u− v)>
Ei,a(v)Ea,j(u)
= −
∮
C∞
du Ea,j(v)Ei,a(u) +
∮
C0
du
u− v − c[a]
(u− v)<
Ei,a(u)Ea,j(v),
(A.14)
or using (A.12) we obtain for these composed currents
Ei,j(v) = [Ei,a(v), E
(0)
a,j ]− c[a]Ei,a(v)E
(−)
a,j (v)
= [E
(0)
i,a , Ea,j(v)] + c[a]E
(+)
i,a (v)Ea,j(v).
(A.15)
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Quite similarly, we have for the currents Fˆj,i(v) defined by the relation (A.3)
Fˆj,i(v) =
∮
C∞
du Fˆj,a(u)Fˆa,i(v)−
∮
C0
du
u− v + c[a]
(u− v)<
Fˆa,i(v)Fˆj,a(u)
=
∮
C0
du Fˆj,a(v)Fˆa,i(u)−
∮
C∞
du
u− v − c[a]
(u− v)>
Fˆa,i(u)Fˆj,a(v),
(A.16)
or calculating these formal contour integrals
Fˆj,i(v) = [Fˆ
(0)
j,a , Fˆa,i(v)] + c[a]Fˆa,i(v)Fˆ
(+)
j,a (v)
= [Fˆj,a(v), Fˆ
(0)
a,i ]− c[a]Fˆ
(−)
a,i (v)Fˆj,a(v).
(A.17)
Finally, for the composed currents Eˆj,i(v) defined by the relation (A.4) we can calculate
Eˆi,j(v) =
∮
C∞
du Eˆi,a(v)Ea,j(u)−
∮
C0
du
u− v + c[a]
(u− v)<
Eˆa,j(u)Eˆi,a(v)
=
∮
C0
du Eˆi,a(u)Eˆa,j(v)−
∮
C∞
du
u− v − c[a]
(u− v)>
Eˆa,j(v)Eˆi,a(u),
(A.18)
or
Eˆi,j(v) = [Eˆi,a(v), Eˆ
(0)
a,j ] + c[a]Eˆ
(+)
a,j (v)Eˆi,a(v)
= [Eˆ
(0)
i,a , Eˆa,j(v)]− c[a]Eˆa,j(v)Eˆ
(−)
i,a (v).
(A.19)
A.1 Projections of the composed currents
Formulas (A.13), (A.15), (A.17), and (A.19) are convenient for the calculation of the projec-
tions of the composed currents. Indeed, let us consider a = j−1 in the first line of (A.13) and
apply to the both sides of this equation the ’positive’ projection P+f defined by the formula
(3.9). Analogously, we can consider the second line in (A.13) for a = i+ 1 and apply to this
equality the ’negative’ projection P−f . Using the properties of the projections (A.11) we have
P+f (Fj,i(v)) =
[
F
(0)
j,j−1, P
+
f (Fj−1,i(v))
]
,
P−f (Fj,i(v)) =
[
P−f (Fj,i+1(v)) , F
(0)
i+1,i
]
,
(A.20)
where we have used the commutativity of the projections with the adjoint action of the zero
modes of the simple root currents proved in the next appendix. Then equations (A.20) can
be easily iterated to obtain
P+f (Fj,i(v)) = SF (0)j−1
S
F
(0)
j−2
· · · S
F
(0)
i+1
(
F+i+1,i(v)
)
,
P−f (Fj,i(v)) = (−)
j−iS
F
(0)
i
S
F
(0)
i+1
· · · S
F
(0)
j−2
(
F−j,j−1(v)
)
,
(A.21)
where we have used the relation between the projections of the simple root currents and the
Gauss coordinates: P±f (Fi+1,i(v)) = ±F
±
i+1,i(v).
Quite analogously we can obtain from the formulas (A.15), (A.17) and (A.19):
P+e (Ei,j(v)) = (−)
j−i−1S
E
(0)
j−1
S
E
(0)
j−2
· · · S
E
(0)
i+1
(
E+i,i+1(v)
)
,
P−e (Ei,j(v)) = −SE(0)i
S
E
(0)
i+1
· · · S
E
(0)
j−2
(
E−j−1,j(v)
)
,
(A.22)
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Pˆ−f
(
Fˆj,i(v)
)
= −S
Fˆ
(0)
j−1
S
Fˆ
(0)
j−2
· · · S
Fˆ
(0)
i+1
(
Fˆ−i+1,i(v)
)
,
Pˆ+f
(
Fˆj,i(v)
)
= (−)j−i−1S
Fˆ
(0)
i
S
Fˆ
(0)
i+1
· · · S
Fˆ
(0)
j−2
(
Fˆ+j,j−1(v)
)
,
(A.23)
Pˆ−e
(
Eˆi,j(v)
)
= (−)j−iS
Eˆ
(0)
j−1
S
Eˆ
(0)
j−2
· · · S
Eˆ
(0)
i+1
(
Eˆ−i,i+1(v)
)
,
Pˆ+e
(
Eˆi,j(v)
)
= S
Eˆ
(0)
i
S
Eˆ
(0)
i+1
· · · S
Eˆ
(0)
j−2
(
Eˆ+j−1,j(v)
)
.
(A.24)
In the rest of this section we are going to demonstrate that the ’positive’ projections of
the composed currents given by the first lines in the formulas (A.21), (A.22) and the second
lines in the formulas (A.23), (A.24) coincide with the Gauss coordinate of the universal
monodromy operator T+i,j(v). To do this we consider equation (2.8) for i → i, j → j − 1,
k → j − 1, l→ j, and i < j − 1
[T±i,j−1(u),T
+
j−1,j(v)] =
c[j−1]
u− v
(
T±i,j(u)T
+
j−1,j−1(v)− T
+
i,j(v)T
±
j−1,j−1(u)
)
. (A.25)
To obtain (A.25) from (2.7) we take into account that (−)([i]+[j−1])([j−1]+[j]) = 1 for any i, j
satisfying i < j − 1 and the sign factor (−)[j]([i]+[j−1])+[i][j−1] is equal to (−)[j−1].
One can easily see from the Gauss decompositions and the modes expansions of the Gauss
coordinates (2.3) that the zero modes of the monodromy matrix elements
res
v→∞
vT+i,i+1(v) = (T
+
i,i+1)
(0) = (F+i+1,i)
(0) = (Fˆ+i+1,i)
(0) = F
(0)
i = Fˆ
(0)
i ,
res
v→∞
vT+i+1,i(v) = (T
+
i+1,i)
(0) = (E+i,i+1)
(0) = (Eˆ+i,i+1)
(0) = E
(0)
i = Eˆ
(0)
i ,
(A.26)
coincide with the zero modes of the corresponding currents.
Let us multiply equation (A.25) by v and send v →∞. Due to the formulas (A.26) this
relation becomes
c[j−1] T
±
i,j(u) = SF (0)j−1
(
T±i,j−1(u)
)
, (A.27)
or
c[j−1]
(
F±j,i(u)k
±
i (u) + · · ·
)
= S
F
(0)
j−1
(
F±j−1,i(u)k
±
i (u) + · · ·
)
, (A.28)
where dots denote the terms given by the Gauss decomposition (2.14). One can prove using
weight arguments that the contribution of these terms vanishes and due to the commutativity
of the Cartan current k±i (u) with the zero mode F
(0)
j−1 at i < j − 1 we obtain from (A.28)
c[j−1] F
±
j,i(u) = SF (0)j−1
(
F±j−1,i(u)
)
.
Iterating this relation for the ’positive’ Gauss coordinates we obtain
c[i,j] F
+
j,i(u) = SF (0)j−1
· · · S
F
(0)
i+1
(
F+i+1,i(u)
)
= P+f (Fj,i(u)) , (A.29)
according to the first line in the relations (A.21), where we denoted by c[i,j] the product
c[i,j] = c[i+1]c[i+2] · · · c[j−2]c[j−1] . (A.30)
In particular, we set c[i,i+1] = 1.
Formula (A.29) describes the relation between the ’positive’ projection of the composed
currents and the ’positive’ Gauss coordinates. The relations between the ’negative’ projection
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of the composed currents and the ’negative’ Gauss coordinates are more tricky. To find them
we apply the ’negative’ projection to the first equation in (A.13) for a = j − 1 to obtain
P−f (Fj,i(u)) =
(
S
F
(0)
j−1
− c[j−1]F
−
j,j−1(u)
)
P−f (Fj−1,i(u)) , (A.31)
where we have used the equality F
(−)
j,j−1(u) = F
−
j,j−1(u) between the ’negative’ half-currents
and the ’negative’ Gauss coordinates. Iterating (A.31) we obtain an expression for the ’nega-
tive’ projection, which uses only the zero modes screening operators and the ’negative’ Gauss
coordinates
P−f (Fj,i(u)) = −
(
S
F
(0)
j−1
− c[j−1]F
−
j,j−1(u)
)(
S
F
(0)
j−2
− c[j−2]F
−
j−1,j−2(u)
)
· · ·
· · ·
(
S
F
(0)
i+1
− c[i+1]F
−
i+2,i+1(u)
)
F−i+1,i(u) ,
where at the last step we used the relation P−f (Fi+1,i(u)) = −F
−
i+1,i(u). Developing the
parentheses in the latter relation we obtain finally
P−f (Fj,i(u)) = −c[i,j]
F−j,i(u) + j−i−1∑
ℓ=1
(−)ℓ
∑
j>iℓ>···>i1>i
F−j,iℓ(u) · · ·F
−
i2,i1
(u)F−i1,i(u)
 . (A.32)
This expression is very useful for the calculating the action of the monodromy matrix elements
onto Bethe vectors.
On the other hand, we can relate the projection of the composed current given by the
second line in formula (A.23) with the Gauss coordinates defined by the relation (2.17). To
do this we consider relation (2.7) for i → i, j = k → i + 1, l → j, and i < j − 1, which is
equivalent to
[T+i,i+1(u),T
+
i+1,j(v)] =
c[i+1]
u− v
(
T+i+1,i+1(v)T
+
i,j(u)− T
+
i+1,i+1(u)T
+
i,j(v)
)
. (A.33)
Again the factor (−)([i]+[i+1])([i+1]+[j]) = 1 becomes trivial for any i, j satisfying i < j − 1
and the sign factor (−)[i]([i+1]+[j])+[i+1][j] is equal to (−)[i+1]. Multiplying equation (A.33)
by u and sending u → ∞ we obtain using (2.17) a relation between the following Gauss
coordinates:
c[i+1] Fˆ
+
j,i(v) = −SFˆ (0)i
(
Fˆ+j,i+1(v)
)
. (A.34)
Iterating this equality we find
c[i,j] Fˆ
+
j,i(u) = (−)
j−i−1S
Fˆ
(0)
i
· · · S
Fˆ
(0)
j−2
(
Fˆ+j,j−1(u)
)
= Pˆ+f
(
Fˆj,i(v)
)
. (A.35)
For the relation between the ’negative’ projections of the composed currents and the ’negative’
Gauss coordinates we obtain
Pˆ−f
(
Fˆj,i(u)
)
= −c[i,j]
Fˆ−j,i(u) + j−i−1∑
ℓ=1
(−)ℓ
∑
j>iℓ>···>i1>i
Fˆ−i1,i(u)Fˆ
−
i2,i1
(u) · · · Fˆ−j,iℓ(u)
 .
(A.36)
Using again the (2.8) for i → i + 1, j → i, k → j, l → i + 1, and i < j − 1, we obtain
using analogous arguments and the Gauss decomposition (2.19) a relation between the Gauss
coordinate Eˆ+i,j(v) and the projection of the composed current Pˆ
+
e (Eˆi,j(v):
c[i,j] Eˆ
+
i,j(v) = SEˆ(0)i
· · · S
Eˆ
(0)
j−2
(
Eˆ+j−1,j(v)
)
= Pˆ+e
(
Eˆi,j(v)
)
.
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Finally, from the relation (2.7) for i → j − 1, j → i, k → j, l → j − 1, i < j − 1, and (2.16)
we obtain:
c[i,j] E
+
i,j(u) = (−)
j−i−1S
E
(0)
j−1
· · · S
E
(0)
i+1
(
E+i,i+1(u)
)
= P+e (Ei,j(v)) . (A.37)
Summarizing the considerations above we conclude that the ’positive’ projections of the
composed currents coincide with the corresponding Gauss coordinates of the universal mon-
odromy operator. The formulas for the relation of the ’negative’ projections of the composed
currents are a little bit more complicated and one can obtain formulas similar to (A.32) and
(A.36) for the other two types of composed currents Ei,j(u), and Eˆi,j(u).
B Commutativity of the projection and screening operators
The adjoint actions by the zero modes of the simple root currents F
(0)
i , E
(0)
i and Fˆ
(0)
i , Eˆ
(0)
i
play an important role. For any elements F ∈ UF , E ∈ UE, Fˆ ∈ UˆF and Eˆ ∈ UˆE we introduce
the screening operators
S
F
(0)
i
(F) ≡ [F
(0)
i ,F ] , SE(0)i
(E) ≡ [E
(0)
i , E ] ,
S
Fˆ
(0)
i
(Fˆ) ≡ [Fˆ
(0)
i , Fˆ ] , SEˆ(0)i
(Eˆ) ≡ [Eˆ
(0)
i , Eˆ ] .
(B.1)
One can check that the intersections between standard and current Borel subalgebras are all
stable under respective action of the screening operators.
Let us check, for example, that the subalgebras U±F defined by (3.6) are invariant under
the adjoint action of the screening operator S
F
(0)
i
for i = 1, . . . , N . It follows from (3.10)
that any element F ∈ UF can be presented in the normal ordered form F =
∑
ℓF
(−)
ℓ ⊗F
(+)
ℓ ,
where by definition the elements F
(±)
ℓ ∈ U
±
F . Then
S
F
(0)
i
(F) =
∑
ℓ
S
F
(0)
i
(
F
(−)
ℓ
)
· F
(+)
ℓ +
∑
ℓ
F
(−)
ℓ · SF (0)i
(
F
(+)
ℓ
)
,
and by definition of the projection P+f (3.9) we have
P+f
(
S
F
(0)
i
(F)
)
=
∑
ℓ
ε
(
S
F
(0)
i
(
F
(−)
ℓ
))
· F
(+)
ℓ +
∑
ℓ
ε
(
F
(−)
ℓ
)
· S
F
(0)
i
(
F
(+)
ℓ
)
. (B.2)
The first sum in the right hand side of equation (B.2) vanishes, because S
F
(0)
i
(
F
(−)
ℓ
)
∈ U−F if
ε
(
F
(−)
ℓ
)
= 0. It also vanishes if ε
(
F
(−)
ℓ
)
= 1 due to the definition of the screening operators
and the commutation relations
S
F
(0)
i
(
k−i (u)
)
= c[i]F
(−)
i (u)k
−
i (u) ,
S
F
(0)
i
(
k−i+1(u)
)
= −c[i+1]F
(−)
i (u)k
−
i+1(u),
which easily follow from (2.22). Since ε
(
F
(−)
ℓ
)
∈ C the equation (B.2) can be rewritten in
the form
P+f
(
S
F
(0)
i
(F)
)
= S
F
(0)
i
(∑
ℓ
ε
(
F
(−)
ℓ
)
·
(
F
(+)
ℓ
))
= S
F
(0)
i
(
P+f (F)
)
,
which proves the assertion. A commutativity of the projections and the corresponding other
screening operators can be proved analogously.
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C Calculation of the projection
Let v¯ be a set of variables with cardinality #v¯ = b. Let us consider a product of composed
currents (A.5)
Fj1,i(v1) · Fj2,i(v2) · · ·Fjb−1,i(vb−1) · Fjb,i(vb) (C.1)
with the following restrictions for the indices of the composed currents
j1 ≥ j2 ≥ · · · ≥ jb−1 ≥ jb ≥ i+ 1 . (C.2)
In the previous papers on the method of projections these products were called strings.
For any ℓ, ℓ′ = 1, . . . , N and ℓ ≤ ℓ′ denote by Uℓ,ℓ′ the subalgebra of UF formed by the
modes of the currents Fℓ(t), Fℓ+1(t), . . . , Fℓ′(t). Let U
ε
ℓ,ℓ′ = Uℓ,ℓ′ ∩Ker ε be the corresponding
augmentation ideal.
Proposition C.1 Using the commutation relations between composed currents one can prove
the following equation:
Fi,i−1(u1) · · ·Fi,i−1(ua) · P
−
f
(
Fj1,i(v1) · Fj2,i(v2) · · ·Fjb−1,i(vb−1) · Fjb,i(vb)
)
=
c−b[i]
(a− b)!
Sym u¯
 b∏
ℓ=1
g[i](vℓ, uℓ)
∏
1≤ℓ<ℓ′≤b
f[i](uℓ, uℓ′)
f[i](vℓ′ , uℓ)
f[i](vℓ′ , vℓ)
b∏
ℓ=1
a∏
ℓ′=b+1
f(uℓ, uℓ′)
× Fj1,i−1(u1) · Fj2,i−1(u2) · · ·Fjb,i−1(ub) · Fi,i−1(ub+1) · · ·Fi,i−1(ua)
]
,
mod P−f (U
ε
i,j1−1) · Ui−1,j1−1 .
(C.3)
Below the equalities between elements A1 and A2 from the subalgebra UF modulo ele-
ments P−f (U
ε
i,j−1) · Ui−1,j−1 will be denoted by the symbol A1 ∼i,j A2.
Let us prove (C.3) step by step. First of all we observe that the ’negative’ projection of
the product of the composed currents (C.1) with restrictions (C.2) can be factorized [13, 14]
P−f
(
Fj1,i(v1) · Fj2,i(v2) · · ·Fjb−1,i(vb−1) · Fjb,i(vb)
)
= P−f (Fj1,i(v1; v2, . . . , vb)) · P
−
f (Fj2,i(v2; v3, . . . , vb)) · · ·P
−
f (Fjb,i(vb)) ,
where Fj,i(v1; v2, . . . , vb) is the following linear combination of the composed currents of the
same type
Fj,i(v1; v2, . . . , vb) = Fj,i(v1)−
b∑
ℓ=2
h[i](vℓ, v1)
−1
b∏
ℓ′=2
ℓ′ 6=ℓ
f[i](vℓ′ , vℓ)
f[i](vℓ′ , v1)
Fj,i(vℓ). (C.4)
Next, we observe that due to the first relation in (A.13) for the composed currents we have
P−f (Fj,i(v)) + F
(−)
j,i (v) ∼i,j SF (0)j−1
(
P−f (Fj−1,i(v)) + F
(−)
j−1,i(v)
)
.
Iterating this relation we obtain that
P−f (Fj,i(v)) + F
(−)
j,i (v) ∼i,j SF (0)j−1
· · · S
F
(0)
i+1
(
P−f (Fi+1,i(v)) + F
(−)
i+1,i(v)
)
,
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and since P−f (Fi+1,i(v)) + F
(−)
i+1,i(v) = 0 we arrive at
P−f (Fj,i(v)) ∼i,j −F
(−)
j,i (v).
This means that
P−f
(
Fj1,i(v1) · Fj2,i(v2) · · ·Fjb−1,i(vb−1) · Fjb,i(vb)
)
∼i,j (−)
bF
(−)
j1,i
(v1; v2, . . . , vb) · F
(−)
j2,i
(v2; v3, . . . , vb) · · ·F
(−)
jb,i
(vb).
(C.5)
Hence, calculating the projection (5.2) one can move the terms of the form P−f (U
ε
i+1,j−1) to
the left through the product of the currents F1(u), · · ·Fi−1(u), where they disappear under
the ’positive’ projection P+f . This fact allows us to replace in the left hand side of (C.3) the
product of the currents and ’negative’ projection by the product
(−)b Fi,i−1(u1) · · ·Fi,i−1(ua) · F
(−)
j1,i
(v1; v2, . . . , vb) · F
(−)
j2,i
(v2; v3, . . . , vb) · · ·F
(−)
jb,i
(vb).
The commutation relations between the product of currents Fi,i−1(u) and the ’negative’ half-
currents F
(−)
j,i (v) can be calculated via
Fi,i−1(u)F
(−)
j,i (v) = f[i](v, u)
(
F
(−)
j,i (v)− h[i](v, u)
−1F
(−)
j,i (u)
)
Fi,i−1(u)
+ c−1[i] g[i](u, v)Fj,i−1(u).
(C.6)
The latter equation is a consequence of the commutation relations between the simple root
currents and the composed currents
Fi,i−1(u)Fj,i(v) = f[i](v, u) Fj,i(v)Fi,i−1(u)− δ(u, v)Fj,i−1(u)
and the definition of the ’negative’ half-current
F
(−)
j,i (v) = −
∑
p<0
F
(p)
j,i u
−p−1 .
Using commutation relation (C.6) we obtain that
Fi,i−1(u1) · · ·Fi,i−1(ua) · F
(−)
j,i (v)
= f[i](v, u¯)F˜
(−)
j,i (v;u1, . . . , ua) · Fi,i−1(u1) · · ·Fi,i−1(ua)
+
a∑
q=1
c−1[i] g[i](uq, v)
a∏
q′=q+1
(uq − uq′)ǫi,m+1 + c[i]
(uq − uq′)ǫi,m+1 − c[i]
× Fi,i−1(u1) · · ·Fi,i−1(uq−1) · Fi,i−1(uq+1) · · ·Fi,i−1(ua) · Fj,i−1(uq),
(C.7)
where
F˜
(−)
j,i (v;u1, . . . , ua) = F
(−)
j,i (v)−
a∑
ℓ=1
h[i](v, uℓ)
−1
a∏
q=1
q 6=ℓ
f[i](uℓ, uq)
f[i](v, uq)
F
(−)
j,i (uℓ). (C.8)
The linear combination of the ’negative’ half-currents (C.8) in the first term of the right hand
side of (C.7) commutes with all products of the currents Fi−2(u), . . . , F1(u). Therefore, this
term eventually disappears under the ’positive’ projection in (5.2). To transform the sum
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over q in the right hand side of (C.7) we move the composed current to the right using the
commutation relation for i 6= m+ 1
Fj,i−1(u2)Fi,i−1(u1) = f[i](u1, u2)
−1Fi,i−1(u1)Fj,i−1(u2) , (C.9)
and for i = m+ 1
Fj,m(u2)Fm+1,m(u1) = −f[m+1](u2, u1)
−1Fm+1,m(u1)Fj,m(u2),
or, what is the same,
Fj,m(u2)Fm+1,m(u1) = −f(u1, u2)
−1Fm+1,m(u1)Fj,m(u2). (C.10)
Here we have used the fact that [m + 1] = 1 and f1(u2, u1) = f(u1, u2). The both cases of
i 6= m+ 1 and i = m + 1 can be combined in one formula, and due to the definition of the
deformed symmetrization (3.3) the sum in (C.7) can be written as follows
Fi,i−1(u1) · · ·Fi,i−1(ua) · F
(−)
j,i (v)
∼i,j
c−1[i]
(a− 1)!
Sym u¯
(
g[i](ua, v)Fi,i−1(u1) · · ·Fi,i−1(ua−1) · Fj,i−1(ua)
)
,
(C.11)
or
Fi,i−1(u1) · · ·Fi,i−1(ua) · F
(−)
j,i (v)
∼i,j
c−1[i]
(a− 1)!
Sym u¯
(
g[i](u1, v)f[i](u1, u¯1)Fj,i−1(u1) · Fi,i−1(u2) · · ·Fi,i−1(ua)
)
.
(C.12)
Here, one has to use the commutation relations (C.9) and (C.10) in order to obtain (C.12)
from (C.11).
Using now the definition of the linear combinations of the half-currents (C.4) and sum-
mation formula
g[i](u, v1)f[i](v¯1, u) = g[i](u, v1)f[i](v¯1, v1) +
b∑
ℓ=2
g[i](u, vℓ)g[i](v1, vℓ)
b∏
ℓ′=2
ℓ′ 6=ℓ
f[i](vℓ′ , vℓ),
the relation (C.12) can be rewritten in the form
Fi,i−1(u1) · · ·Fi,i−1(ua) · F
(−)
j,i (v1, v2, . . . , vb) ∼i,j
c−1[i]
(a− 1)!
× Sym u¯
(
g[i](u1, v1)f[i](u1, u¯1)
f[i](v¯1, u1)
f[i](v¯1, v1)
Fj,i−1(u1) · Fi,i−1(u2) · · ·Fi,i−1(ua)
)
.
Now we can use this relation for calculating the commutation of the product of currents
Fi,i−1(u1) · · ·Fi,i−1(ua) with the ’negative’ projection (C.5) modulo terms which vanish under
’positive’ projection in (5.1). The result gives us the proof of the relation (C.3). Note that
the deformed symmetrization Sym u¯ over the set u¯ becomes a usual antisymmetrization over
this set for i = m+ 1. 
Let us stress the meaning of the relation (C.3). Moving the ’negative’ projection of the
string (C.1) through the product of currents Fi,i−1(u1) · · ·Fi,i−1(ua) we are obtaining linear
combinations of analogous strings
Fj1,i−1(u1) · Fj2,i−1(u2) · · ·Fja,i−1(ua) (C.13)
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modulo elements which are irrelevant for the calculation the ’positive’ projection in the defi-
nition of the Bethe vector (3.14) with restrictions
j1 ≥ j2 ≥ · · · ≥ ja−1 ≥ ja ≥ i , (C.14)
such that the first b indices jℓ, ℓ = 1, . . . , b in the string (C.13) coincide with the corresponding
indices of the string (C.1) and the rest indices jb+1 = . . . = ja = i.
This linear combination is given by the deformed symmetrization over the set u¯ which
can be reduced to the sum over partitions of this set. Let us describe these partitions.
Let p1 be the number of equal indices jℓ starting from j1. Then, let p2 be the number
of equal indices jℓ starting from jp1+1 and so on. Assume that the whole set of indices jℓ is
divided into s subsets of identical indices with cardinalities pl, l = 1, . . . , s and all pl > 0.
The number s counts the number of groups of the same type of composed currents in the
string (C.1). It is clear that this number is in the interval 1 ≤ s ≤ b including the cases when
all currents are the same (s = 1) or when all currents are different (s = b). The restriction
for the indices in the product of composed currents (C.1) induces a natural decomposition of
the set v¯
v¯ = {v1, v2, . . . , vb−1, vb} ⇒ {v¯
1, . . . , v¯s} (C.15)
into s non-intersecting subsets with cardinalities #v¯q = pq, q = 1, . . . , s. Here we were forced
to use a superscript to count these subsets and this superscript should not be confused with
the index which characterizes the type of Bethe parameters.
Assume that a ≥ b. Let us decompose the set u¯ into s+ 1 non-intersecting subsets
u¯ = {u1, u2, . . . , ua−1, ua} ⇒ {u¯
1, . . . , u¯s, u¯s+1} (C.16)
such that
#u¯q = pq > 0 and #u¯
s+1 = a− b.
The last subset u¯s+1 can be empty for the terms in (C.3) with a = b. According to the
definition of the sizes of the subsets u¯q, q = 1, . . . , s we have
j1 = . . . = jp1 > jp1+1 = . . . = jp2 > · · · > jps−1+1 = . . . = jps > i .
Let
jpℓ−1+1 = . . . = jpℓ = j
′
ℓ
for ℓ = 1, . . . , s. Using the definition of the ordered product of the same type of composed or
simple currents given by the formula (5.10) and dividing the initial set of variables v¯ (C.15)
into subsets v¯q, q = 1, . . . , s we can transform the string (C.1) to
Fj1,i(v1) · Fj2,i(v2) · · ·Fjb−1,i(vb−1) · Fjb,i(vb)→
→ Fj′1,i(v¯
1) ·Fj′2,i(v¯
2) · · ·Fj′s−1,i(v¯
s−1) ·Fj′s,i(v¯
s).
(C.17)
Denote the ordered product of currents in the right hand side of (C.17) as
F¯′,i(v¯) = Fj′1,i(v¯
1) ·Fj′2,i(v¯
2) · · ·Fj′s−1,i(v¯
s−1) ·Fj′s,i(v¯
s),
where the set ¯′ = {j′1, · · · , j
′
s} such that j
′
1 > j
′
2 > · · · > j
′
s > i.
Similarly, dividing the set u¯ into subsets (C.16) the string (C.13) transforms into
F¯,i−1(u¯) = Fj′1,i−1(u¯
1) ·Fj′2,i−1(u¯
2) · · ·Fj′s,i−1(u¯
s) ·Fi,i−1(u¯
s+1), (C.18)
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where ¯ = {j′1, · · · , j
′
s, i}.
In order to rewrite the summation over permutations over the elements of the set u¯ in
the right hand side of (C.3) we multiply both sides of this equation by the rational function
∆f[i](u¯)∆h[i](u¯)
−δi,m+1 . Then, using the fact that the deformed symmetrization (or antisym-
metrization in the case i = m + 1) can be transformed into the usual symmetrization over
the set u¯
∆f[i](u¯)
∆h[i](u¯)
δi,m+1
Sym u¯(G(u¯)) = Sym u¯
(
∆f[i](u¯)
∆h[i](u¯)
δi,m+1
·G(u¯)
)
for any formal series G(u¯), we can replace it into the sum over partitions (C.16) and sym-
metrizations inside the partial subsets
Sym u¯ (·) =
∑
u¯⇒{u¯1,...,u¯s,u¯s+1}
Sym u¯1Sym u¯2 · · · Sym u¯sSym u¯s+1(·) .
Below we use the fact that after multiplication of both sides of (C.3) by the rational
function ∆f[i](u¯)∆h[i](u¯)
−δi,m+1 we can perform summations over symmetrization in each of
the non-intersecting subsets u¯q, q = 1, . . . , s+ 1 in the right hand side of (C.3).
For any composed current Fj,i(u), j > i we introduce its parity µi,j defined as
µi,j = [i] + [j] =
{
1, i ≤ m ≤ j − 1,
0, i > m or m > j − 1.
We refer to the composed currents with the parity 1 as odd and with the parity 0 as even.
Using the commutation relations between simple root currents one can check that the com-
mutation relations between even composed currents are the same as for even simple root
currents, while the odd composed currents anticommute
(u− v − c[i])Fj,i(u)Fj,i(v) = (u− v + c[i])Fj,i(v)Fj,i(u), for µi,j = 0,
Fj,i(u)Fj,i(v) = −Fj,i(v)Fj,i(u) for µi,j = 1.
(C.19)
If m + 1 < i ≤ N , then it is clear from the restrictions (C.2) and (C.14) that only even
currents (both simple and composed) enter both sides of the equation (C.3). Otherwise, for
i = m+ 1 all the currents (again both simple and composed) in the right hand side of (C.3)
are odd. When 1 < i ≤ m, then there are simultaneously odd and even currents in the
right hand side of (C.3), and according to the structure of the initial string (C.1) all odd
currents are placed to the left of all even currents. In this case there are s′ (1 ≤ s′ < s)
factors in the string which are products of the same odd currents. Due to the commutation
relations of the composed currents (C.19) the symmetrizations over sets u¯q, q = 1, . . . , s′ and
q = s′ + 1, . . . , s + 1 will be performed differently. For m + 1 ≤ i ≤ N all symmetrizations
over sets u¯q for all q = 1, . . . , s+1 are the same. The number s′ can be calculated as follows
s′ =
s∑
ℓ=1
µi,j′
ℓ
. (C.20)
Let us first consider the case m + 1 ≤ i ≤ N . Multiplying both sides of (C.3) by the
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function γi−1(u¯) we obtain
γi−1(u¯)Fi,i−1(u¯) · P
−
f
(
F¯′,i(v¯)
)
∼i,j1
c−b[i]
∆f[i](v¯)
∑
u¯⇒{u¯1,...,u¯s,u¯s+1}
s+1∏
q<q′
f[i](u¯
q, u¯q
′
)
s∏
q<q′
f[i](v¯
q′ , u¯q)γi−1(u¯)F¯,i−1(u¯)
×
s∏
q=1
Sym u¯q
[
∆′f[i](u¯
q)
∏
ℓ
g[i](vℓ, uℓ)
∏
ℓ<ℓ′
f[i](vℓ′ , uℓ)
]
vℓ,vℓ′∈v¯
q
uℓ,uℓ′∈u¯
q
,
(C.21)
where we used the fact that the product of function γi−1(u¯) and the string (C.18) is symmetric
with respect to permutations within every subset u¯q. In particular, this symmetry allows
one to remove the symmetrization over the set u¯s+1 and to cancel the combinatorial factor
(a − b)!−1 in (C.3). Note that if i = m + 1, then all the currents in the product F¯,m(u¯)
become odd and the symmetry over permutations of the variables in each set u¯q is provided
by the function γm(u¯) = ∆g[m](u¯).
The remaining symmetrization over each subsets u¯q, q = 1, . . . , s is a famous Izergin
determinant [29] defined for two sets y¯ and x¯ with the same cardinality #y¯ = #x¯ = p as
follows
K[i](y¯|x¯) = Sym x¯
[
∆′f[i](x¯)
p∏
ℓ=1
g[i](yℓ, xℓ)
p∏
ℓ<ℓ′
f[i](yℓ′ , xℓ)
]
= ∆g[i](y¯)∆
′
g[i]
(x¯)h[i](y¯, x¯) det
[
g[i](yℓ, xℓ′)
h[i](yℓ, xℓ′)
]
ℓ,ℓ′=1,...,p
.
(C.22)
Thus, we conclude that if the index i belongs to the interval m+ 1 ≤ i ≤ N , then equation
(C.3) can be rewritten as a sum over partitions of the set u¯ which is defined by the string
F¯,i(v¯)
γi−1(u¯)Fi,i−1(u¯) · P
−
f
(
F¯′,i(v¯)
)
∼i,j1
c−b[i]
∆f[i](v¯)
∑
u¯⇒{u¯1,...,u¯s,u¯s+1}
s+1∏
q<q′
f[i](u¯
q, u¯q
′
)
s∏
q<q′
f[i](v¯
q′ , u¯q)
×
s∏
q=1
K[i](v¯
q|u¯q) γi−1(u¯)F¯,i−1(u¯).
(C.23)
Let us consider now the case when 1 < i ≤ m. As it was mentioned above, in this case
the product of currents F¯,i−1(u¯) contains both odd and even composed currents. Therefore,
in order to perform symmetrization over subsets u¯q we have to use different approaches for
odd and even currents.
Let s′, 1 ≤ s′ ≤ s be the number of products of the same odd currents in the right hand
side of (C.3) defined by (C.20). Then the symmetrization over the sets u¯q for s′ < q ≤ s+ 1
in (C.21) is the same as described above. It leads to the appearance of Izergin determinants
depending on the corresponding sets of variables. Since variables from the subsets u¯q for
1 ≤ q ≤ s′ become the arguments of the odd anticommuting currents, the relation (C.3) after
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multiplication by the function (3.1) takes the form
γi−1(u¯)Fi,i−1(u¯) · P
−
f
(
F¯′,i(v¯)
)
∼i,j1
c−b[i]
∆f[i](v¯)
∑
u¯⇒{u¯1,...,u¯s,u¯s+1}
s+1∏
q<q′
f[i](u¯
q, u¯q
′
)
s∏
q<q′
f[i](v¯
q′ , u¯q)
×
s∏
q=s′+1
K[i](v¯
q|u¯q)
s′∏
q=1
Sym u¯q
[
∆′g[i](u¯
q)
∏
ℓ
g[i](vℓ, uℓ)
∏
ℓ<ℓ′
f[i](vℓ′ , uℓ)
]
vℓ,vℓ′∈v¯
q
uℓ,uℓ′∈u¯
q
× γi−1(u¯)
s′∏
q=1
∆′h[i](u¯
q) F¯,i−1(u¯),
(C.24)
where we have used factorization ∆′f[i](u¯
q) = ∆′g[i](u¯
q)∆′h[i](u¯
q).
The fact that products of odd currents in the right hand side of (C.24) can be extracted
from the symmetrization over the sets u¯q, q = 1, . . . , s′ follows from the observation that the
function γi−1(u¯) = ∆f[i−1](u¯) for 1 < i ≤ m contains the factors ∆h[i−1](u¯
q) and ∆g[i−1](u¯
q).
The first factor together with the function ∆′h[i](u¯
q) produces a symmetric function of the
variables of the set u¯q
∆h[i−1](u¯
q)∆′h[i](u¯
q) = ∆h[i](u¯
q)∆′h[i](u¯
q) = h[i](u¯
q, u¯q) for 1 < i ≤ m,
while the second factor ∆g[i−1](u¯
q) makes symmetric the product of the odd currents depend-
ing on the set of variables u¯q.
Let us denote the normalized symmetrization in the third line of (C.24) as C[i](v¯|u¯)
C[i](v¯|u¯) = ∆
′
h[i]
(u¯) Sym u¯
[
∆′g[i](u¯
q)
∏
ℓ
g[i](vℓ, uℓ)
∏
ℓ<ℓ′
f[i](vℓ′ , uℓ)
]
vℓ,vℓ′∈v¯
uℓ,uℓ′∈u¯
.
This function is proportional to the Cauchy determinant according to the chain of equalities
C[i](v¯|u¯) = ∆
′
h[i]
(u¯)∆′g[i](u¯) ASym u¯
[∏
ℓ
g[i](vℓ, uℓ)
∏
ℓ<ℓ′
f[i](vℓ′ , uℓ)
]
vℓ,vℓ′∈v¯; uℓ∈u¯
= ∆′f[i](u¯)∆f[i](v¯) ASym u¯
[∏
ℓ
g[i](vℓ, uℓ)
]
vℓ∈v¯; uℓ∈u¯
=
∆′f[i](u¯)∆f[i](v¯)
∆′g[i](u¯)∆g[i](v¯)
g[i](v¯, u¯) = ∆
′
h[i]
(u¯)∆h[i](v¯)g[i](v¯, u¯),
where the symbol ASym u¯ means antisymmetrization with respect to the set u¯.
Thus, the relation (C.3) for 1 < i ≤ m can be presented as the following sum over
partitions
γi−1(u¯)Fi,i−1(u¯) · P
−
f
(
F¯′,i(v¯)
)
∼i,j1
c−b[i]
∆f[i](v¯)
∑
u¯⇒{u¯1,...,u¯s,u¯s+1}
s+1∏
q<q′
f[i](u¯
q, u¯q
′
)
s∏
q<q′
f[i](v¯
q′ , u¯q)
×
s′∏
q=1
C[i](v¯
q|u¯q)
s∏
q=s′+1
K[i](v¯
q|u¯q) γi−1(u¯)F¯,i−1(u¯),
(C.25)
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where s′ is given by (C.20).
Now we apply (C.23) and (C.25) for the calculation of the projection (5.2) to obtain the
recursion for the Bethe vectors given by (3.14).
We should add the rule for the ordering of the sets u¯q in the formulas (C.23) and (C.25).
As it was shown in the definition of the string (C.18) the sets marked by the smaller indices
enter more complicated composed current placed on the left of the string (C.18).
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