UML basierte Zeitmodellierung für eingebettete Echtzeitsysteme by Dimitrow, Wassil
UML basierte Zeitmodellierung für eingebettete Echtzeitsysteme 
 
Wassil Dimitrow, Mathias Sporer, Wolfram Hardt 
Professur Technische Informatik, Fakultät für Informatik 
 Technische Universität Chemnitz, D -09107 Chemnitz, Germany 
mailto: hardt@cs.tu-chemnitz.de 
http://www.tu-chemnitz.de/informatik
Telefon: +49 371 531-1469 
 
 
Abstract: 
 Es wird eine Methodik zur modellbasierten Spezifikation und Analyse des Zeitverhaltens 
eines Systems mit UML (Unified Modeling Language) vorgestellt. Die erforderlichen 
Eigenschaften werden durch die Stereotypen und Tags des Profile for Schedulability, 
Performance and Time (SPT) beschrieben. Als Eingangsinformation dient das UML-Modell 
des zu entwerfenden Systems. Die Analyse liefert eine Aussage über die Einhaltung von 
Zeitconstraints als Ganzes. Bei Verletzungen erfolgen elementbezogene Kommentare. Damit 
wird mit standardisierten Mitteln eine Analyse des zeitbezogenen Systemverhaltens vor den 
Partitionierungsentscheidungen möglich. Die Modellierung erfolgt im Tool Real-time Studio 
(RtS) der Firma Artisan Software Tools, Inc.
1. Einführung 
Eingebettete Echtzeitsysteme werden meist als Mix von Hardware- (HW) und 
Softwarefunktionalität (SW) realisiert. Beim Entwurf sind sowohl funktionale 
Anforderungen als auch nichtfunktionale zeitbezogene Einschränkungen zu 
berücksichtigen. Für den SW- bzw. HW-Teil werden spezifische Entwurfsmethoden und 
Tools genutzt. Bei dieser Herangehensweise wird das Zeitverhalten erst in der 
Implementierungsphase überprüft und bei Problemen der Designprozess wiederholt. 
Implementierungsunabhängige Performancemodelle wurden z.B. mit PDL 
(Performance Description Language) [PDL 96] erstellt und analysiert.  Dabei geht es  um 
eine spezielle Sprache, die zusätzlichen Einarbeitungsaufwand erfordert. 
Dagegen erfolgt  bei der UML-basierten Modellierung des Systems parallel zur  
Erfassung der funktionalen Anforderungen auch die Spezifikation der zeitbezogenen 
Einschränkungen bzw. zeitrelevanten Eigenschaften und ihre Werte durch entsprechende 
standardisierte Stereotypen und Tags des RealTime Profils. Damit wird das Modell auf 
der höchsten Abstraktionsebene noch vor der Entscheidung, ob die Funktionalität in HW 
oder SW realisiert wird, auf die zeitbezogene Performanceanalyse vorbereitet. Der Soll-Ist 
Vergleich zwischen Einschränkungs- und Verhaltensattributwerten innerhalb des Modells 
liefert als  Ergebnis eine Aussage über Einhaltung der vorgegebenen Zeiteinschränkungen 
oder Identifikation der Stellen im Modell, die zu Problemen führen. Dadurch können 
durch Modelchecking und darauf bezogene Zeitanalyse verschiedene Designvarianten auf 
ihre Grobfunktionalität und Zeitverhalten szenariobasiert in der frühen Entwurfsphase 
überprüft und notwendige Änderungen vorgenommen werden, bevor es zur 
Implementierung und Testung kommt. Die vorgestellte Methode ist eine sinnvolle 
Ergänzung des Entwurfsprozesses, die den Designer bereits in einem frühen Stadium auf 
die Einhaltung der Zeitanforderungen hinweist. 
 Der Entwurfsprozess eingebetteter Systeme kann mit dem Y-Modell von Prof. Gajski 
beschrieben werden. In  [WH 00], SS. 47 - 49 gibt Prof. Hardt die P-Chart 
Charakterisierung der Entwurfsebenen und Sichten. Das hier vorgeschlagene Konzept mit 
kausaler Zeitmodellierung betrifft die System- und  algorithmische Ebene als Vorstufe des 
HW/SW Codesigns. 
 1
Im Abschnitt 2 wird das Problem der Zeitmodellierung beschrieben, die möglichen 
Analyseergebnisse und die Unterschiede zwischen Schedulability- und 
Performancebetrachtung vorgestellt. Ein Überblick des heutigen Stands wird im Abschnitt 
3 gegeben. Die UML und ihr RT-Profil als passendes Mittel für die Echtzeitmodellierung 
wird im Abschnitt 4 vorgestellt. Punkt 5 erläutert die vorgeschlagene Methodik. Im 
Abschnitt 6 wird das UML-basierte Verfahren  an einem kleinen Beispiel analysiert. Der 
Abschnitt 7  fasst die Ergebnisse der Arbeit zusammen und gibt einen Ausblick auf 
weitere Forschungsaktivitäten. 
2. Problemstellung 
2.1. Einsatzbereiche des Verfahrens bei digitalen Systemen 
• Widerspruchsfreiheitsprüfung von Zeiteinschränkungen untereinander. 
• Soll/Ist Vergleich zwischen Einschränkungsattributwerten  und 
Verhaltensattributwerten auf Systemebene. 
• Vorgabe zulässiger Wertebereiche als Einschränkungen für die nachfolgende 
domänenorientierte Designphase.  
• Nutzung von Attributwerten aus der Designphase als Verhaltensattributwerte auf der 
Systemmodellebene. 
2.2. Einhaltung von Zeiteinschränkungen 
Bei Echtzeitsystemen steht neben der Funktionalität auch immer die Frage der 
Einhaltung von Zeiteinschränkungen. Einen Überblick der Analyseergebnisse zum 
zeitbezogenen Systemverhalten gibt Tabelle 1. 
 
Analyseergebnis 
 
Zeitbezogene 
Systemanforderungen 
bekannt 
 
(Soll-Werte) 
zeitbezogene 
Attributwerte der 
Modell-
/Designelemente 
(Ist-Werte) 
erfüllt die 
Anforderungen
Identifikation  
von RT-Verletzungen 
nein nicht relevant immer  nicht relevant 
ja nicht relevant bekannt 
nein Engpässe im Modell 
(Elemente, Werte) 
ja nicht relevant teilweise bekannt 
(z.B. datenabhängig, 
zyklisch) 
nein Engpässe im Modell 
(Elemente, Werte) 
 
 
ja 
unbekannt keine Aussage keine Aussage 
 
Tabelle 1: Zuordnung Zeitanforderungen - Analyseergebnisse 
 
Nach der Identifikation der Engpässe wird jeder  betroffene Verhaltenspunkt nach dem 
gleichen Systemmodellierungsansatz untersucht, um die verursachende Stelle genauer zu 
lokalisieren. Die Endaussage ist möglich sobald eine atomare Systemkomponente, z.B. 
fertige IP, vorliegt. 
 Das Zeitproblem ist als Nichteinhaltung der geforderten Antwortzeit des Systems zu 
verstehen, d.h. ein „Quality of Service“-Problem.  
Eine Verbesserung des Zeitverhaltens kann durch Austausch der „langsamen“ 
Systemkomponente (Komponente ersetzen, Struktur erhalten), durch Veränderung der 
Systemstruktur (Zusammenfassung/Teilung von Komponenten unter Beibehaltung der 
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HW/SW Funktionstrennung, andere funktionsbezogene HW/SW Partitionierung) oder 
durch eine schnellere Plattform erreicht werden. 
In erster Linie wird eine SW-Lösung der geforderten Funktionalität unter Einhaltung 
der Constraints angestrebt, weil das die größte Flexibilität und die niedrigsten Kosten 
bedeutet. Erreicht man hier die Grenzen und ist ein Plattformwechsel unerwünscht, z.B. 
aus Kostengründen, so spielt die HW/SW Partitionierung eine wichtige Rolle. Es geht 
darum, die Zeitverletzung genauer zu lokalisieren und durch bessere funktionsbezogene 
HW/SW Partitionierung zu lösen.  
Der obere Teil in  
Abb. 1 zeigt  die SW-Partitionierung und Allocation aus der PROCESSING-Sicht. Bei  
dieser Kombination von SW-Komponente/Prozessor werden die Zeitconstraints nicht 
eingehalten: die Funktion „Fkt1“ auf „Pr1“ braucht statt max. 2 ms ganze 8 ms. Die 
Problemlösung erreicht man durch die funktionsbezogene HW/SW Partitionierung 
(FUNCTION Sicht).  Damit wird die in SW realisierte Funktionalität „Fkt1“ vom System 
A, die  das Zeitproblem verursacht hatte, als Funktionalität „Fkt1“ in HW, z.B. FPGA, im 
System B realisiert ( 
 
Abb. 1, unten). Ihre Ausführungszeit ist auf 0.5 ms reduziert und die Einschränkung 
von 2 ms erfüllt. So können lokalisierte Engpässe in Spezial-HW  realisiert und das 
restliche System beibehalten werden. 
 
 
 
Abb. 1: Funktionsbezogene HW/SW Partitionierung 
2.3. Performanceanalyse auf der Systemebene  
Sowohl Performance als auch Schedulability betrachten die Systeme zeitrelevant. Es 
gibt verschiedene andere Herangehensweisen für die Analyse auf der Basis von UML-
Modellen. In [DHK 03] wurde ein Werkzeug zur automatischen Schedulability-Analyse 
vorgestellt. Dort wird auch die Nutzung des SPT-Profiles demonstriert. Dabei geht es um 
die Schedulability bei der Nutzung einer Ressource und die Einhaltung der Antwortzeiten  
(Deadlines) des Systems. Das setzt aktive Komponenten, gemeinsame Nutzung von 
Processingressourcen, Vergabe verschiedener Prioritäten usw. voraus, d.h. es geht um 
SW-Lösungen.  Bei der Anforderungserfassung und der Systemmodellierung im Sinne des 
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Systems Engineerings, sowie der frühen Phase des Designs steht die Frage der 
funktionsbezogenen Partitionierung noch offen. Gerade hier bietet die Performance-
Analyse mit ihren spezifischen Mitteln eine Lösung. 
3. Heutige Herangehensweise 
Das zu entwerfende System wird nach praktischen Gesichtspunkten oder 
Erfahrungswerten vorab funktionell in HW und SW partitioniert. Die SW wird ausgehend 
von Kundenanforderungen eventuell mit UML modelliert und auf dieser Basis analysiert 
[DHK 03], dann geht es so schnell wie möglich zum Design und Kodierung mit den 
entsprechenden Tools über. Danach beginnt die Codegenerierung. Das Ziel besteht in der 
Transformation der gewünschten Funktionalität in den Quellcode einer 
Programmiersprache. In der HW wird ähnlich verfahren. Ausgehend von den 
Kundenanforderungen oder einer Funktionsbeschreibung wird in VHDL oder Verilog das 
Teilsystem entworfen (in Modulen und Funktionsblöcken) und daraus entsteht die HW-
Realisierung (Wahrheitstabellen, Bitströme, Layouts usw.) als ASICs, FPGAs usw. 
Danach werden die Teilsysteme integriert und getestet, und bei zeitlichen Problemen 
werden die Entwurfszyklen wiederholt. Es fehlt der ganzheitliche Modellierungsansatz 
des Gesamtsystems auf der Basis der Kundenanforderungen, ihre Validierung auf 
Modellebene, insbesondere der Zeitanforderungen. UML wird praktisch immer noch nur 
im SW-Bereich eingesetzt. Mit der Weiterentwicklung des SysML-s (ein UML-Dialekt) 
wird die komplette implementierungs- und domänenunabhängige Systembeschreibung 
und Analyse angestrebt. 
4. Kurzvorstellung der UML - Möglichkeiten für die Zeitmodellierung 
4.1. Übersicht 
Die UML2.0 bietet mit den Diagrammtypen [UML 05] verschiedene Sichten für die 
Anforderungserfassung und Modellierung auf der System- und der Designebene. Das 
SPT-Profil erweitert die Modellierungs- und Notationsmöglichkeiten für Echtzeitsysteme. 
Von besonderem Interesse ist sein Kern - das General Resource Model (GRM) mit den 
Subprofilen für Causality Modeling und  GeneralTimeModeling, sowie das Subprofile für 
Performance Modeling [SPT05]. Ein Profil im UML ist eine fachgebietsbezogene 
Zusammenfassung von UML - Anpassungen in Form von Stereotypen, die bessere 
Problembeschreibung erlauben. 
4.2. UML Diagramme bei der Zeiterfassung 
Die Anwendungsfalldiagramme (UCD) beschrieben das Systemverhalten und die 
Systemgrenzen. Die Sequenzdiagramme (OSD) bilden Szenarien des Systemverhaltens 
ab. Beim Zustandsdiagramm (STD) wird das komplette ereignisgesteuerte Verhalten einer 
Systemeinheit oder Klasse dargestellt. Das Aktivitätsdiagramm(AD) bildet algorithmische 
Abläufe ab und kann den Informationsaustausch zwischen mehreren Klassen darstellen. 
Die Klassen- (CLD) und die Strukturdiagramme (SD) zeigen statisch die einzelnen 
Komponenten, ihre Kommunikationsmöglichkeiten und die existierenden Beziehungen 
innerhalb des Systems. 
4.3. Das SPT Profil - Subprofile, Konzepte, Stereotypen und Tags 
• Das Core Resource Model  [SPT05] stellt das Grundkonzept von „Resource“ und  
„Dienst“ vor. Der Begriff „Quality of Service“ (QoS) definiert das Maß an Effektivität 
eines Dienstes. So ist die Ausführungszeit als Charakteristik einer Aktion ein QoS und 
wird durch ein Attribut dieser Aktion dargestellt: 
<<Aktionsstereotyp1>> {Attribut1 =  (Zeitwert1)} 
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• Das Kausalitätsmodell  bildet die Basis für die dynamische Verhaltensmodellierung. 
Es baut auf die Verkettung von Ursache-Folge im Verhalten. Ein Stimulusempfang 
kann ein Szenario hervorrufen, das seinerseits eine Stimulusauslösung bewirken 
könnte (Abb. 2). Hier werden folgende Begriffe [SPT05, S.3-6] definiert: 
 
[event occurrance]: Bezeichnung für eine Zustandsänderung  
[stimulus]: Kommunikationsinstanz in Bewegung zwischen einem aufrufenden und 
einem aufgerufenen Objekt mit allen Parametern der Kommunikation 
[stimulus generation]: Stimuluserzeugung als ein Ereignis der Sendung eines Signals 
oder Auslösung einer Operation an einem anderen Objekt   
[stimulus reception]: Stimulusempfang als Auslöser einer Empfangsoperation  
[scenario]: eine Folge von Aktionen  
 
 
  Abb. 2: Das SPT-Basismodell der Kausalitätsschleife [SPT05], S. 3-6 
 
• Im Zeitmodell ist die Zeit eine diskrete Folge von geordneten Momenten von 0-Dauer 
auf der Zeitachse. Die Zeitmessung wird mit dem Zeitwert (RTtimeValue) 
repräsentiert, bildet die Anzahl abgezählter Zyklen bezüglich eines Startwertes ab, 
kann verschiedene Formate haben und ist immer mit einer Referenzuhr verbunden  
[SPT05], S. 4-33. Folgende Begriffe spielen eine wichtige Rolle: 
[PhysicalInstant]: das physikalische Moment- ein Punkt auf der Zeitachse 
[Duration]: die Dauer als Zeitdifferenz zwischen zwei Momenten 
 
Abb. 3: Die Konzepte von Zeit und zeitbehafteten Aktionen/Ereignissen [SPT05], S.4-3, 8 
 
Eine Zeitinstanz (Abb. 3, links) repräsentiert ein Zeitmoment und kann mehrere 
Zeitwerte haben (verschiedene Referenzuhren). Der Zeitwert einer Dauer wird als 
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Zeitintervall  bezeichnet. Jedes Ereignis erscheint augenblicklich, (Abb. 3, rechts) und 
wird mit dem entsprechenden Zeitwert des Erscheinungsmomentes charakterisiert. 
An einem System trifft eine Anfrage (Ereignis1) zum Zeitpunkt t1 ein. Von der 
empfangenden Komponente wird die Zustandsänderung zum Zeitpunkt t2 erkannt 
(Ereignis2). Eine Antwortaktion hierzu startet (Ereignis3)  erst zum Zeitpunkt t3 und 
wird zum Zeitpunkt t4 abgeschlossen (Ereignis4). Es gilt stets: 
 
t1 ≤ t2 ≤  t3 ≤  t4
 
Stereotyp Tags 
<<RTinterval>> RTintStart; RTintEnd; RTintDuration 
<<RTstimulus>> RTstart; RTend 
Tabelle 2: eingesetzte Stereotype des Subprofiles RTPofile 
Eine innerhalb gewisser Zeit abgeschlossene Aktion wird timed action bezeichnet 
und kann als Scenario von mehreren geordneten Aktionen betrachtet werden (Abb. 3, 
rechts).  
Im SPT-Profile wird die UML-Zeitmodellierung in Abhängigkeit der Zielsetzung 
der einzelnen Subprofile unterschiedlich unterstützt. Vom RTProfile kommen in 
unserem Fall die Stereotypen und Tags aus der Tabelle 2 zum Einsatz. 
 
Abb. 4: UML Modellierung mit Zeitnotation 
  
Ein Sequenzdiagramm erfasst die partiell geordnete Reihenfolge von Ereignissen 
und Aktivitäten. Abb. 4 zeigt die Kommunikation zwischen zwei Objekten, wobei  die 
Nachricht „Message1“ mit dem <<RTstimulus>> stereotypisiert ist. Die 
Anfangsbuchstaben „RT“ stehen für das RT-Profil. Das Attribut „RTstart“ mit dem 
Zeitwert  (0 ns) definiert den Zeitpunkt, wann das Objekt „Obj.1“ die Nachricht 
generiert hat. „Message1“  kommt nach 3 ns am Objekt „Obj.2“ an. Der 
Ankunftszeitpunkt wird mit dem Attribut „RTend“ und dem Zeitwert (3 ns) bezeichnet 
und bedeutet, wann der Stimulus vom empfangenden Objekt erkannt wurde. Das 
empfangende Objekt kann sofort oder später darauf reagieren. Damit hat die Nachricht 
„Message1“ als Stimulus eine Gesamtdauer zwischen dem Senden (RTstart) und 
Empfangen (RTend) von 3 ns, das als Zeitwert mit der Angabe einer Zahl und einer 
Zeitmaßeinheit (3,’ns’) charakterisiert wird.  
 
Stereotyp Tags 
<<PAstep>> PArespTime; PArep; PAextOp 
Tabelle 3: Eingesetztes Stereotyp des Subprofils PAProfile 
 
Ähnlich wird auf den Aktivitätsdiagrammen verfahren, wobei es dort 
hauptsächlich um die Dauer der Aktivitäten und die Bildung von Zeitsequenzen in 
Abhängigkeit von den internen Abläufen geht. 
 
• Die Performance Modellierung und die entsprechende Analyse liefern zwei Arten 
von Ergebnissen: die Erste ist die Performanceschätzung einer Systeminstanz auf der 
Basis des erstellten Modells; die Zweite ist das Herausfinden von Engpässen 
(Flaschenhälsen) oder kritischen Ressourcen und dient der Unterstützung bei der 
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Systemverbesserung. Mit dem Stereotypen <<PAstep>> (Tabelle 3) wird ein Schritt 
endlicher Zeitdauer bei der Ausführung eines Szenarios charakterisiert. Der Typ 
PAperfValue spezifiziert komplexe Performancewerte. Sie sind für die Zeitanalyse 
besonders interessant und erlauben parallele Erfassung verschiedener Kategorien von 
Zeitwerten, z.B.  gemessene oder geforderte, Mittel- oder Maxwerte usw. 
 
Die  Bedeutung der Tags ist wie folgt: 
- PArespTime - charakterisiert die gesamte Antwortzeit eines Schrittes/Action und 
ist vom Typ PAperfValue [SPT05], S.7-21: 
 „(“<source-modifier>“,“<type-modifier>“,“<time-value>“)“ 
 
 
 
 Die einzelnen Felder bezeichnen: 
o <source-modifier>::= ’req’ | ’assm’ | ’pred’ | ’msr’ 
   die Quelle des Wertes als Strings; 
o <type-modifier>  -  die Art des Wertes;  
o <time-value>  -  ein Zeitwert vom Typ RTtimeValue. 
 
Ein Beispiel für  Tag-Wert Ausdruck:  
{PArespTime = (’msr’ , ’mean’ , (20, ’ms’))} ist die 
Darstellung einer Antwortzeit in einem Szenario- Schritt mit einem gemessenen 
Mittelwert von 20 ms. 
 
- PArep vom Typ Integer gibt die Aufrufanzahl einer externen Operation an. 
- PAextOp charakterisiert die aufzurufende externe Operation.  
5. Der Modellierungsansatz für die Zeiterfassung 
5.1. Existierende Voraussetzungen 
Nach der Definition im SPT-Profil wird die Zeit als eine Achse geordneter 
Ereignisse gesehen. Die Dauer ist der Abstand zwischen zwei Ereignissen/Zeitmarken. 
Die Anordnung von Ereignisse/Aktionen wird nach dem Ursache/Folge Prinzip erreicht. 
So ist Schritt t1 (Abb. 5 , parallel) der Vorläufer von den Schritten t2, t3 und t5. Der 
Schritt t4 ist der Nachfolger von t2 und t3. 
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Abb. 5: Verkettung von Aktionsschritten 
5.2. Bildung von Zeitketten 
Durch die Zeitmodellierung werden alle relevanten Aktionsschritte mit den 
entsprechenden Stereotypen, Tags und Tag-Werten vorbereitet, sowie Folgen partiell 
geordneter Ereignisse auf der Basis der Sequenz- und Aktivitätsdiagramme erstellt. Auf 
dieser Grundlage wird die Zeitanalyse vorgenommen, wobei das Endziel die Verkettung 
der infrage kommenden Aktivitäten zwecks ihrer Abbildung auf der Zeitachse ist. 
Abb. 5(links) zeigt die Zeiterfassung in schleifenfreien Strukturen wie Sequenz, 
Vereinigung und Verzweigung, sowie ihre Kombinationen.  
Bei iterativen Aktivitäten/datenabhängigen Knoten entstehen Schleifenstrukturen 
(Abb. 5, rechts). Sie werden mit  dem Stereotypen <<PAstep>> (Tabelle 3) erfasst und 
markieren gleichzeitig die Gefahrenstellen. 
5.3. Definition des Auswertungsalgorithmus 
Bei der Zeitanalyse werden zuerst alle schleifenfreien Ketten  (Abb. 5, links) aufgelöst: 
- Sequentieller Fall: Gesamtdauer der Kette = t1+t2; 
- Parallelen Fall (von innen nach außen): Dauer (t2,t3) = max (t2,t3); 
- Auswahlstruktur: Dauer (t8,t9) = max (t8,t9) 
 
Im nächsten Schritt rollt man die Schleifen (Abb. 5, rechts) aus. Bei bekannter 
Wiederholungszahl wird die gesamte Zeitkette ergänzt (N hat einen konkreten Wert). 
Andernfalls werden Grenzwerte (z.B. max. Wiederholungszahl) berechnet, bei denen die 
Einschränkung noch eingehalten wird (Abb. 5, rechts): 
Wiederholungszahl = Zeitconstraint : t1 
 
Mit den Attributen von <<PAstep>> ausgedrückt: 
{PArep}= Zeitconstraint : {PAextOp} 
 
Das oben beschriebene Verfahren wird  für die Zeitattribute der jeweiligen Aktionen 
angewandt.  Bei Problemstellen wird auf der nächsttieferen Ebene untersucht, um die 
Zeitverletzungsursache genauer zu lokalisieren. 
Für die Constraints wird im Typ PAperfValue ([SPT05], S.7-21) der Teil 
<source-modifier> mit (’req’) belegt und somit die darauf folgenden Angaben 
als geforderte Werte spezifiziert. 
5.4. Modellierungs- und Analyseergebnisse 
Damit sind folgende Aussagen möglich: 
- Die Echtzeitconstraints werden eingehalten. 
- Die Echtzeitconstraints werden nicht eingehalten, die Problemstellen sind identifiziert 
und es folgen Aussagen, unter welchen Designeinschränkungen das zeitbezogene 
Systemverhalten akzeptabel ist. 
- Die Anforderungseinschränkungen dienen als Zieleigenschaftswerte der 
Designelemente bei der Modellierung und führen zu der Abgrenzung der 
Systemkomponenten untereinander bezüglich ihres Zeitverhaltens ( 
-  
- Abb. 1). 
6. Beispiel 
Als Beispiel wurde ein Nand-Gatter im UML-Tool Real-time Studio der Firma Artisan 
unter Nutzung des ergänzenden UML-RealTime Profils modelliert. Dabei ging es um die 
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Möglichkeit, eine typische HW-Funktionalität in UML als System zu beschreiben und 
damit den Weg für die Designentscheidungen, ob HW- oder SW-Entwurf, offen zu halten. 
Da UML für die Modellierung von SW Systemen geschaffen ist, bedeutet das die 
Modellierungsmöglichkeit auf Systemebene unabhängig von der späteren Realisierung. 
Dabei wird das Nand-Gatter als ein Gerät betrachtet und nicht als Element der Gatter-
Ebene vom Y-Entwurfsmodell. Aus Platzgründen wird bei der Lösungsbeschreibung auf 
weitere Diagramme und Abbildungen im Anhang 1(Anh.1-1 bis 8) verwiesen. 
• Die Abgrenzung der Systemfunktionalität erfolgt mit dem UCD(Anh.1- 1).  
• Das Strukturdiagramm (Anh.1- 2 beinhaltet auf Systemebene die Blackbox- 
Komponenten mit der beabsichtigten Funktionalität, ihre Schnittstellen,  die 
Informationsflüsse und die beteiligten Akteure.  
• Die Analyse und Erfassung der funktionalen und der Zeitanforderungen erfolgt mit 
dem Sequenzdiagramm (Abb. 6). Hier ist die relative zeitliche Reihenfolge der 
externen Ereignisse und der Systemreaktion dargestellt. Die Stereotypen 
<<RTstimulus>> und <<RTinterval>> kommen zum Einsatz. 
 
Abb. 6: OSD: Analysis Szenario mit Events  (RtS) 
 
Auf der Abbildung ist die Sequenz folgender Aktivitäten erkennbar: evPush als 
auslösendes Ereignis, evAFall, setA (false), highY und evLampOn. 
 
Als Constraint steht ein vertikaler Doppelpfeilstrich mit der Bezeichnung 
overallChangeTimeYRise und dem Wert 15 ns. Bei der Zeitberechnung werden nur 
die Aktivitäten mit Stereotypen und entsprechenden Zeitwerten berücksichtigt: 
evAFall Æ { RTend= (3,’ns’)} - {RTstart= (0,’ns’)} =  (3,’ns’) 
setA (false)Æ {RTintDuration = (0,’ns’)}  = (0,’ns’) 
highY Æ {RTintDuration = (12,’ns’)}   = (12,’ns’) 
 
Die Gesamtdauer der verketteten Aktivitäten beträgt 15 ns. Es zeigt sich, dass 
Sollwert und Istwert  gleich sind. Damit sind die Anforderungen erfüllt, wenn auch an 
der oberen Grenze. 
 
• Auf der Grundlage der Sequenzdiagramme (Szenarien)  wird  ein Zustandsdiagramm 
(Abb. 7) der Komponente „Nand2“ erstellt, welches das aktive Systemverhalten mit 
der Reaktion auf allen externen Ereignissen, sowie die eigenen Aktivitäten, zeigt. 
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Abb. 7: Systemzustandsdiagramm in der Anforderungserfassungsphase  (RtS) 
 
• In der Designphase wird zunächst die oberste Ebene der internen Struktur bestimmt. 
Die Sequenzdiagramme erfassen nur Messages innerhalb der Systemgrenzen, sowie 
die präzisierten Operationen (Anh.1- 8). Das zugehörige KlassendiagrammAnh.1- 5 
entsteht auf der Basis der erforderlichen Objekte und der Beziehungen zwischen 
ihnen. Das Zustanddiagramm der aktiven Klasse, der vom State Chart Generator 
automatisch erzeugte Code der Timer-Funktion, sowie ein Aktivitätsdiagramm mit 
eingesetztem <<PAstep>> Stereotypen sind im Anhang1 zu finden. 
7. Ausblick 
Die vorgestellten Beschreibungsmöglichkeiten der Zeiteigenschaften auf den 
Diagrammen erlauben in dieser Form die manuelle Auswertung (Pkt.6.). Die 
Aufsummierung der Zeitdauer verketteter Aktivitäten erfolgt entsprechend Pkt.5.3. Dabei 
wird je nach Struktur der Wert selbst oder ein Ersatzwert als Maximum ermittelt. Bei 
Schleifen mit unbekannter Wiederholungszahl können kritische Werte berechnet werden.  
Die Möglichkeiten des automatisierten Zugriffs und der Analyse ergeben sich durch 
das OLE-Automation Interface des Real-time Studios. 
Als weitere Aufgabe steht die Auswertungsimplementierung der im Modell erfassten 
Zeiteigenschaften und –constraints, um die unter  
Tabelle 1 in Aussicht gestellten Analyseergebnisse dem Systemdesigner automatisiert 
anbieten zu können. Die  Optimierung der Zeitanalyse soll nach dem TDG-Ansatz  
(Timing Dependency Graph) [HLV 01] erfolgen. 
 
Literatur:  
[SPT05] Object Management Group: UML Profile for Schedulability, Performance 
and Time Specification, Version 1.1 formal/05-01-02, 
http://www.omg.org/docs/formal/05-01-02.pdf,  Stand Juli 2005  
 
[UML 05] Object Management Group: Unified Modeling Language: Superstructure, 
Version 2.0 formal/05-07-04, http://www.omg.org/docs/formal/05-07-04.pdf, 
Stand Okt. 2005  
 10
 
[WH 00]  Hardt, Wolfram: Integration von Verzögerungszeit-Invarianz in den Entwurf 
eingebetteter Systeme : Habilitation, University Paderborn, 2000 
 
[HLV 01] Hardt, Wolfram; Lehmann, Th.;  Visarius, Marcus: Towards a Design 
Methodology Capturing Interface Synthesis,  4.GI/ITG/GMM-Workshop: 
Methoden und Beschreibungssprachen zur Modellierung und Verifikation 
von Schaltungen und Systemen: TB T.1, S.93-97, Dresden, Feb.2001 
 
[DHK 03] K. Diethers, M. Huhn, I. Kasiuk: Ein Werkzeug zur automatischen 
Schedulability-Analyse auf Basis von UML-Modellen, 
DASS2003&SDA2003, Dresden, S.75 - 80 
 
[ARTS 03] Artisan: Real-time Studio, (http://www.artisansw.com/), Stand Juli 2005 
 
[PDL 96] University of Cincinnati: Laboratory for Digital Design Environments: 
Performance Description Language, 
http://www.ececs.uc.edu/~ddel/projects/pdl/pdl.html), Stand Juli 2005 
 
[GK 01] Götze, Marco; Kattanek, Wolfram: Erfahrungen mit der UML beim Entwurf 
von KfZ-Steuerungen, 4.GI/ITG/GMM-Workshop der Fachgruppen 3 und 4 
der Kooperationsgemeinschaft ”Rechnergestützter Schaltungs- und 
Systementwurf ”: Vol.2/87-98, Meissen, Feb. 2001 
 
[BPD 99] Douglass, Bruce Powel: Real-Time UML Second Edition - Developing 
Efficient Objects for Embedded Systems, Edisson-Wesley, 1999 
 
[HPH 05] Hoffmann, Hans-Peter: UML 2.0-Based Systems Engineering Using a 
Model-Driven Development Approach, 
http://www.ilogix.com/uploadedFiles/UML2.0SysEngMDDApproach.pdf, 
Stand Okt. 2005 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 11
 
 
Anhang 1 
 
 
 
Anh.1- 1:  Das Use Case Diagramm 
 
 
Anh.1- 2: Strukturdiagramm 
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Anh.1- 3: Automatisch generierter Code in C++ (RtS) 
  
 
 
 
 
 
 
 
 
Anh.1- 4: Wertetabelle der Nand-Funktion (RtS) 
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Anh.1- 5: Das Klassendiagramm der Detail-Phase (RtS) 
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Anh.1- 6: Zustandsdiagramm der Klasse SNand (RtS) 
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Anh.1- 7: Aktivitäsdiagramm der Detail-Phase (RtS) 
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Anh.1- 8: OSD der Design-Phase  (RtS) 
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