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INFINITE RANK SURFACE CLUSTER ALGEBRAS
I˙LKE C¸ANAKC¸I AND ANNA FELIKSON
Abstract. We generalise surface cluster algebras to the case of infinite surfaces where the
surface contains finitely many accumulation points of boundary marked points. To connect
different triangulations of an infinite surface, we consider infinite mutation sequences.
We show transitivity of infinite mutation sequences on triangulations of an infinite surface
and examine different types of mutation sequences. Moreover, we use a hyperbolic structure
on an infinite surface to extend the notion of surface cluster algebras to infinite rank by giving
cluster variables as lambda lengths of arcs. Furthermore, we study the structural properties of
infinite rank surface cluster algebras in combinatorial terms, namely we extend “snake graph
combinatorics” to give an expansion formula for cluster variables. We also show skein relations
for infinite rank surface cluster algebras.
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1. Introduction
We introduce cluster algebras associated with infinite bordered surfaces. Our work extends
cluster algebras from (finite) marked surfaces [17, 18] and generalises surface cluster algebra
combinatorics advanced in [39, 7].
Cluster algebras were introduced by a groundbreaking work of Fomin and Zelevinsky [19]
and further developed in [3, 20, 21] with the original motivation to give an algebraic framework
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for the study of dual canonical basis in Lie theory. Cluster algebras are combinatorially defined
commutative algebras given by generators, cluster variables, and relations which are iteratively
defined via a process called mutation.
An important class of cluster algebras, called cluster algebras associated with surfaces or
surface cluster algebras, was introduced in [17] by using combinatorics of (oriented) Riemann
surfaces with marked points and consequently, building on an earlier work of [15, 16], an intrinsic
formulation of surface cluster algebras was given in [18] where lambda lengths of curves serve
as cluster variables (see also [42]). Surface cluster algebras also constitute a significant class in
terms of classification of cluster algebras since it was shown in [12, 13, 14] that all but finitely
many cluster algebras of finite mutation type are those associated with triangulated surfaces
(or to orbifolds for the skew-symmetrizable case). An initial data to construct a cluster algebra
corresponds to a triangulation of the surface, namely a maximal collection of non-crossing arcs.
Combinatorial and geometric aspects of surface cluster algebras have been studied remarkably
widely. For instance, an expansion formula for cluster variables was given by Musiker, Schiffler
andWilliams [39] extending the work of [44, 46, 45, 38] and bases for surface cluster algebras were
constructed in [40, 47, 11]. Further combinatorial aspects of surface cluster algebras were studied
in [7, 8, 9, 6]. Moreover, it was shown in [37] that the quantum cluster algebra coincides with
the quantum upper cluster algebra for the surface type under certain assumptions. In addition,
combinatorial topology of triangulated surfaces and surface cluster algebra combinatorics have
been influential in representation theory, e.g. in cluster categories associated with marked
surfaces [5, 43, 10, 48] and in gentle algebras associated with marked surfaces [1, 33, 34, 10].
Infinite rank cluster algebras have appeared in a number of different contexts. In particular,
in the study of cluster categories associated with the infinity-gon and the infinite double strip
in [31, 32, 29, 36]. Moreover, triangulations of the infinity-gon were used in [4, 29] to give
full classification of SL2-tilings and also in [23] to associate subalgebras of the coordinate ring
C[Gr(2,±∞)] of an infinite rank Grassmannian Gr(2,±∞). Furthermore, infinite rank cluster
algebras were considered in [27, 28] in the context of quantum affine algebras and also in [22] to
show that the equations of generalised Q-systems can be given as mutations. See also [24, 25]
where infinite rank cluster algebras are given as colimits of finite rank cluster algebras.
However so far, to the best of our knowledge, infinite rank cluster algebras were considered
with the focus only on finite mutation sequences. One exception to this restriction was given
in an independent recent work of Baur and Gratz [2] which considers infinite triangulations
of unpunctured surfaces and classifies those in the same equivalence class. The article [2]
concentrates on two examples, namely, on triangulations of the infinity-gon as well as of the
completed infinity-gon where triangulations are completed with strictly asymptotic arcs (those
connecting to limit points). The first is motivated to overcome finiteness constraints in the
corresponding representation theory whereas the latter is motivated to introduce a combinatorial
model to capture representation theory of the polynomial ring in one variable. However [2] does
not study the associated cluster algebra structures.
In this paper, we aim to consider infinite sequences of mutations and subsequently we intro-
duce cluster algebras for infinite surfaces allowing infinite mutation sequences. More precisely,
we have a three-fold goal for this paper:
• topological: not to have any restrictions on the type of triangulations, i.e. being able to
mutate between any two triangulations of a fixed surface;
• geometric: to introduce cluster algebras from infinite surfaces by associating a hyperbolic
structure to the surface and considering lambda lengths of arcs as cluster variables
without having to deal with combinatorics of (infinite) quiver mutations;
• combinatorial: to extend further main properties of surface cluster algebras from finite
case using “snake graph calculus”, in particular:
- to give an expansion formula for cluster variables in terms of intersection pattern
of arcs with a fixed initial triangulation;
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- to show skein relations, i.e. certain identities in the cluster algebra associated with
generalised Ptolemy relations in the surface, for infinite surface cluster algebras.
Our setting is the following. By an infinite surface we mean a connected oriented surface of a
finite genus, with finitely many interior marked points (punctures), with finitely many boundary
components, and with infinitely many boundary marked points, located in such a way that they
have only finitely many accumulation points of boundary marked points.
We start with investigating the combinatorics of infinite mutations in Section 2. In order
to be able to mutate between any two triangulations, we need to introduce infinite sequences
of mutations, called infinite mutations, and moreover, infinite sequences of infinite mutations.
When we refer to infinite mutation sequences, we only permit sequences “converging” in a certain
sense. Our main result establishes the transitivity of infinite sequences of infinite mutations on
triangulations of a given infinite surface.
Theorem A (Theorem 2.25). For any two triangulations T and T ′ of an infinite surface S,
there exists a mutation sequence µ• such that µ•(T ) = T ′, where µ• is a “finite mutation”, a
“finite sequence of infinite mutations” or an “infinite sequence of infinite mutations” (see also
Definition 2.11).
Furthermore, we show that the type of the mutation µ• required in Theorem A depends on
combinatorial properties of triangulations T and T ′ such as intersection numbers of curves of
T ′ with the curves in T . We stress that there are some pairs of triangulations requiring infinite
mutations and there are pairs of triangulations for which infinite sequences of infinite mutations
are unavoidable. More precisely, we have the following result.
Theorem B (Theorem 2.46, Theorem 2.52, Theorem 2.57). Let T and T ′ be triangulations of
an infinite surface. Then
(1) the mutation sequence µ• satisfying µ•(T ) = T ′ in Theorem A can be chosen “finite” if
and only if T ′ crosses T in finitely many places;
(2) there exist triangulations T and T ′ such that there is no “finite sequence of infinite
mutations” transforming T to T ′;
(3) given some sufficient conditions (described in terms of intersections of T and T ′), there
exists a “finite sequence of infinite mutations” transforming T to T ′;
(4) given some sufficient conditions (described in certain combinatorial terms), there is no
“finite sequence of infinite mutations” transforming T to T ′.
In Section 3, we follow [18] and [42] and consider triangulated surfaces with hyperbolic metrics
such that every triangle of T is an ideal triangle in this metric. We choose horocycles at every
marked point (including accumulation points). Doing so, we require that if a sequence of marked
points converge to an accumulation point p∗, then the corresponding horocycles converge to the
horocycle at p∗. Under these assumptions, the lambda lengths of the arcs satisfy some “limit
conditions”. On the other hand, it turns out that as soon as these necessary conditions are
satisfied, there exists a unique hyperbolic structure and a unique choice of horocycles leading
to the prescribed values of lambda lengths. In other words, lambda lengths of the arcs in an
infinite surface can serve as coordinates on the decorated Teichmu¨ller space. In order to achieve
these results, we need to consider triangulations without infinite zig-zag (or leap-frog) pieces
and we refer to such triangulations as fan triangulations. In this setting, the following version
of Laurent phenomenon holds.
Theorem C (Theorem 3.42). Lambda lengths of the arcs with respect to an initial fan triangu-
lation are absolutely converging Laurent series in terms of the initial (infinite) set of variables
corresponding to the fan triangulation.
Based on the result of this theorem, we can introduce infinite rank surface cluster algebras
associated with fan triangulations. Subsequently, we show that the definition of cluster algebra
associated with a fan triangulation is independent of the choice of an initial fan triangulation
which allows us to speak about cluster algebras associated with a given infinite surface.
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Section 4 is devoted to the generalisation of combinatorial results known for (finite) surface
cluster algebras. We extend the notion of snake graphs introduced in [39, 38] to infinite snake
graphs and give an expansion formula for cluster variables with respect to fan triangulations of
the surface by generalising the Musiker-Schiffler-Williams [39] formula subject to some “limit”
conditions. This formula also manifestly gives cluster variables as Laurent series (with positive
integer coefficients) in an (infinite) initial set of cluster variables associated with fan triangula-
tions.
Theorem D (Theorem 4.18). Let T be a fan triangulation of an infinite surface S and γ be
an arc. Let xγ be the cluster variable associated with γ, let Gγ be the snake graph of γ and xGγ
be the Laurent series associated with Gγ. Then xγ = xGγ .
We also generalise the skein relations of [41, 7] by extending the technique of [7] for cluster
algebras from unpunctured infinite surfaces.
Theorem E (Theorem 4.23). Let S be an infinite unpunctured surface, T be a fan triangulation
of S, and γ1, γ2 be crossing generalised arcs. Let γ3, . . . , γ6 be the (generalised) arcs obtained by
smoothing a crossing of γ1 and γ2 and x1, . . . , x6 be the corresponding elements in the associated
infinite surface cluster algebra A(S) in terms of the initial cluster corresponding to T . Then
the identity
x1x2 = x3x4 + x5x6
holds in A(S).
Finally, in Section 5 we collect properties of infinite surface cluster algebras.
Theorem F (Theorem 5.1). Let S be an infinite surface and A(S) be the corresponding cluster
algebra. Then
• seeds are uniquely determined by their clusters;
• for any two seeds containing a cluster variable xγ there exists a mutation sequence µ
•
(where µ• is a finite mutation, a finite sequence of infinite mutations or an infinite
sequence of infinite mutations) such that xγ belongs to every cluster obtained in the
course of mutation µ•;
• there is a cluster containing a collection of cluster variables {xi | i ∈ I}, where I is a
finite or infinite index set, if and only if for every choice of i, j ∈ I there exists a cluster
containing xi and xj.
Moreover, if T is a fan triangulation of S then
• the “Laurent phenomenon” holds, i.e. any cluster variable in A(S) is an absolutely
converging Laurent series in cluster variables corresponding to the arcs (and boundary
arcs) of T ;
• “Positivity” holds, i.e. the coefficients in the Laurent series expansion of a cluster
variable in A(S) are positive.
If in addition the surface S is unpunctured then
• the exponent of initial variable xi in the denominator of a cluster variable xγ corre-
sponding to an arc γ is equal to the intersection number |γ ∩ τi| of γ with the arc τi of
T .
We would expect that our construction can be used as a combinatorial model to generalise
representation theory of finite dimensional algebras (e.g. surface cluster categories, surface
gentle algebras, tilting theory, etc.) to the infinite case beyond A∞ types.
The paper is organised as follows. Section 2 is devoted to combinatorics of infinite trian-
gulations, in particular transitivity of infinite mutations and a discussion of different types of
mutation sequences. Section 3 deals with hyperbolic geometry and introduces surface cluster
algebras associated with infinite surfaces. Section 4 concerns with infinite snake graphs and
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introduces an expansion formula for cluster variables as well as skein relations in this context.
Finally in Section 5, we establish some properties of infinite rank surface cluster algebras.
Acknowledgements: We would like to thank Peter Jørgensen and Robert Marsh for stimulating
discussions regarding potential representation theory associated with our combinatorial model.
We would also like to thank Karin Baur and Sira Gratz for sharing their preprint [2] shortly
before publishing it on the arXiv. Last but not least, we are very grateful to the anonymous
referee for significant comments and corrections they proposed.
2. Triangulations and mutations of infinite surfaces
In this section, we introduce our setting for infinite surfaces, infinite triangulations, and
infinite sequences of mutations. The main result of this section presents transitivity of infinite
mutation sequences.
2.1. Infinite triangulations. We first fix our setting for infinite surfaces.
Definition 2.1 (Infinite surface). Throughout the paper by an infinite surface S we mean a
connected oriented surface
- of a finite genus,
- with finitely many interior marked points (punctures),
- with finitely many boundary components,
- with infinitely many boundary marked points, located in such a way that they have only
finitely many accumulation points of boundary marked points.
Accumulation points themselves are also considered as boundary marked points.
The following definition coincides with the one for finite surfaces.
Definition 2.2 (Arc, compatible arcs, triangulation, boundary arc). An arc on an infinite sur-
face S is a non-self-intersecting curve with both endpoints at the marked points of S, considered
up to isotopy. As usual, we assume that an arc γ is disjoint from the boundary of S except for
the endpoints, and that it does not cut an unpunctured monogon from S. The two endpoints
of γ may coincide. Two arcs are called compatible if they do not intersect (i.e. if there are
representatives in the corresponding isotopy classes which do not intersect). A triangulation of
S is a maximal (by inclusion) collection of mutually compatible arcs, i.e a maximal set of arcs
on S one can draw without crossings. A boundary arc is a non-self-intersecting curve α ∈ ∂S
such that the endpoints of α are boundary marked points and no other point of α is a boundary
marked point.
Obviously, any triangulation of an infinite surface contains infinitely many arcs and infinitely
many triangles.
Remark 2.3. In case of an infinite punctured surface we will also consider tagged triangulations
as in [17]. We will not present this definition here as we will only use this notion occasionally
and in a very straightforward way.
Notation 2.4. Denote by TS the set of all triangulations of an infinite surface S. When the
surface is clear from the context, we will simply abbreviate this notation by T.
Definition 2.5 (Convergence of arcs, limit of arcs, limit arc). a
• We say that a sequence of arcs {γi}i∈N, converges to an arc (or to a boundary arc) γ∗
in an infinite surface S if
(1) the endpoints of {γi} converge to the endpoints of γ∗ and
(2) for i large, the arc {γi} is “almost isotopic” to γ∗ in the following sense:
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- Let {pi} → p∗ and {qi} → q∗ be the endpoints of {γi}, i ∈ N, converging to the
endpoints of γ∗. Let Up∗ ⊂ ∂S and Uq∗ ⊂ ∂S be neighbourhoods of p∗ and q∗ such
that neither Up∗ nor Uq∗ contains a connected component of ∂S. Let γ˜i be the arc
obtained from γi by shifting the endpoints to p∗ and q∗ without leaving the sets
Up∗ and Uq∗, respectively. We say that {γi} converge to γ∗ if γ˜i is isotopic to γ∗ for
all i > N for some N ∈ N.
If {γi} converge to γ∗ we also say that γ∗ is a limit of the arcs γi and write γi → γ∗ as
i→∞.
• Given a triangulation T of S, if {γi} → γ∗ as i → ∞ and γi, γ∗ ∈ T for all i ∈ N, we
say that γ∗ is a limit arc of T . Graphically, we will show limit arcs (as well as boundary
limit arcs) by dashed lines, see Fig. 2.1.
• Furthermore, if p∗ = q∗ and the curves γ˜i (obtained from γi by shifting the endpoints
to p∗ = q∗ inside Up∗) are contractible to the accumulation point p∗, we say that γi
converges to the accumulation point p∗ and write γi → p∗.
(a) (b)
Figure 2.1. A limit arc in a triangulation may arise in two different ways: in
an infinite fan (a) and as a limit of an infinite zig-zag (b).
Proposition 2.6. Let T be a triangulation of S containing a sequence of arcs γi, i ∈ N. If
{γi} → γ∗ as i→∞ then γ∗ ∈ T .
Proof. Suppose that γ∗ /∈ T . Then T contains an arc α which intersects γ∗, otherwise T would
not be a maximal set of compatible arcs. However, it is easy to see that if α intersects γ∗, then
it also intersects γi for large enough i, which contradicts the assumption that α and γi lie in
the same triangulation T .

Remark 2.7. Notice that an arc with an endpoint at an accumulation point or an arc connecting
two accumulation points is not necessarily a limit arc, see Fig. 2.2 for an example.
Figure 2.2. Triangulation of an infinite surface: marked points are denoted by
dots, accumulation points are indicated by white dots and limit arcs are shown
by dashed lines.
Proposition 2.8. Let S be an infinite surface. Every triangulation of S contains only finitely
many limit arcs.
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Proof. Every accumulation point is an endpoint of at most two limit arcs since each of the right
and left limits at this point gives rise to at most one limit arc. The result follows since S has
finitely many accumulation points. 
Proposition 2.9. Two arcs on an infinite surface S have only finitely many intersections.
Proof. Fix two arcs γ, γ′ on S. Each accumulation point of S has a right and a left neighbourhood
containing no endpoints of γ and γ′. We remove these neighbourhoods from S as shown in
Fig. 2.3. The obtained surface is finite, and hence the result follows. 
Figure 2.3. Removing left and right neighbourhoods of accumulation points
gives rise to a finite surface.
Propositions 2.8 and 2.9 imply the following corollary.
Corollary 2.10. For any arc γ ∈ S and a triangulation T of S, there are only finitely many
crossings of γ with limit arcs of T.
2.2. Infinite mutation sequences. As in [17], we are going to use flips of arcs to change
a triangulation (see Fig. 2.4). Our aim is to be able to transform every triangulation of an
infinite surface S to any other triangulation of S. Observe that a limit arc cannot be flipped,
and moreover, one cannot make it flippable in finitely many steps. To fix this, we will need to
introduce infinite mutations (see Definition 2.11). However, even that would not be enough for
transitivity of the action of our moves on all triangulations of S, and therefore we will also need
to introduce infinite sequences of infinite mutations.
γ γ′µ
Figure 2.4. Flip of an arc γ ∈ T : µ(γ) = γ′, µ(α) = α ∀α ∈ T , α 6= γ.
Definition 2.11 (Infinite mutation, infinite sequence of infinite mutations). Consider a trian-
gulation T = {γi | i ∈ N} of an infinite surface S.
(1) An elementary mutation µ is a flip of an arc in T , see Fig. 2.4.
(2) A finite mutation µn ◦ . . . ◦ µ1 is a composition of finitely many flips for some n ∈ N.
We will use the notation µ(0) to refer to a finite mutation.
(3) An infinite mutation is the following two step procedure:
- apply an admissible infinite sequence of elementary mutations . . . ◦ µ2 ◦ µ1, where
a sequence is admissible if for every γ ∈ T there exists n = n(γ) ∈ N such that
∀i > n, we have µi ◦ . . . ◦ µ2 ◦ µ1(γ) = µn ◦ . . . ◦ µ2 ◦ µ1(γ);
- complete the resulting collection of arcs by all limit arcs (if there are any).
We will use the notation µ(1) to specify an infinite mutation.
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(4) A finite sequence of infinite mutations µ
(1)
n ◦ . . . ◦ µ
(1)
1 is a composition of finitely many
admissible infinite mutations µ
(1)
i for i = 1, . . . , n for some n ∈ N. We will use the
notation µ(n) to specify a sequence of n infinite mutations.
(5) An infinite sequence of infinite mutations is the following two step procedure:
- apply an admissible infinite composition of infinite mutations . . .◦µ
(1)
2 ◦µ
(1)
1 , where
a composition is admissible if the orbit of every individual arc converges, i.e. the
sequence of arcs {µ
(1)
i+j ◦ . . . ◦ µ
(1)
i+2 ◦ µ
(1)
i+1(γ)}, for j ≥ 1, converges for every arc
γ ∈
∞⋃
i=0
[
µ
(1)
i ◦ . . . ◦ µ
(1)
2 ◦ µ
(1)
1 (T )
]
, for i ≥ 0;
- complete the resulting collection of arcs by all limit arcs (if there are any).
We will use the notation µ∞ to specify an infinite sequence of infinite mutations.
If an arc γ′ is obtained from γ by a mutation sequence µ (defined above) we will say that γ′
lies in the orbit of γ for the mutation sequence µ.
Remark 2.12. In Definition 2.11, when completing collections of arcs by limit arcs we only
need to add those that are not already in the collection before the completion.
Figure 2.5. Switching between two triangulations (more precisely, in terms
of Definition 2.16 below, it is transforming an elementary outgoing fan to an
elementary incoming fan).
Example 2.13. (a) In Fig. 2.5, 2.6 and 2.7, we see examples of finite sequences of infinite
mutations.
(b) The infinite mutation in Fig. 2.6 allows us to shift the source of a fan in one direc-
tion, namely in the direction of the accumulation point. However, to shift it back we
would need to apply an infinite sequence of infinite mutations (this will follow from
Theorem 2.57).
(c) Applying the shift as in Fig. 2.6 infinitely many times we get an infinite sequence of
infinite mutations which may serve as an “inverse” to the infinite mutation shown in
Fig. 2.5 (again, Theorem 2.57 shows that there is no way to mutate back with a finite
sequence of infinite mutations). Notice that in this example the orbit of every arc of the
initial triangulation converges to the accumulation point.
Figure 2.6. Shifting the source of a fan. Notice that the limit arc in the first
triangulation becomes a regular arc at the end of infinite mutation and a new
limit arc is created.
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Remark 2.14. • Our notion of infinite mutation is similar to the notion of mutation
along admissible sequences in [2]. More precisely, an infinite mutation is a mutation
along admissible sequences completed by all limit arcs. However, this does not coincide
precisely with the notion of completed mutation in [2], as we only add limit arcs while
[2] sometimes adds more arcs.
• Our notion of infinite sequence of infinite mutations is a bit more restrictive than the
notion of transfinite mutation in [2]: we require every individual orbit to converge, while
[2] considers a collection of orbits which stabilise allowing the others to diverge.
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Figure 2.7. Transforming an infinite zig-zag into a union of two fans via com-
position of two infinite mutations (where the second infinite mutation coincides
with the one in Fig. 2.6).
Remark 2.15. (a) Note that not every infinite mutation (even an admissible one!) gives
rise to a complete triangulation, see Fig. 2.8 for an example of admissible infinite mu-
tation not leading to a triangulation.
(b) Notice also that if a (finite or infinite) sequence of infinite mutations is applied to a
compatible collection of arcs not forming a triangulation then the result will not be a
triangulation either.
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6◦4◦6◦5◦4 8◦6◦8◦7◦6
Figure 2.8. Mutating an infinite zig-zag to an incomplete triangulation: there
is no diagonal in the resulting triangulation as every individual arc moves to a
lower fan (for even indices) or to an upper fan (for odd indices) and we cannot
add a diagonal at the end since it does not appear as a limit arc.
2.3. Elementary domains. For the proofs of main results of this section, we will need to cut
the surface into smaller pieces. Each of the pieces will be a disc triangulated in one of the five
ways classified according to the local behaviour around an accumulation point.
In what follows, by disc we always mean an unpunctured disc with finitely or infinitely many
boundary marked points.
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Definition 2.16 (Elementary domains). Triangulations of discs combinatorially equivalent to
the ones shown in Fig. 2.9 will be called elementary domains. Moreover, the elementary domains
shown in Fig. 2.9(a)-(e) will be called
(a) finite fan (may contain any finite number of triangles);
(b) infinite incoming fan;
(c) infinite outgoing fan;
(d) infinite zig-zag around an accumulation point;
(e) infinite zig-zag converging to a limit arc.
(a) (b) (c)
(d) (e)
Figure 2.9. Five types of elementary domains: (a) finite fan, (b) incoming
fan, (c) outgoing fan, (d) zig-zag around an accumulation point, (e) zig-zag
converging to a limit arc. Notice that the incoming and outgoing fans may lie
on the right or on the left of the accumulation point.
Remark 2.17. In the literature, infinite fan triangulations are also called fountains. Zig-zag
triangulations around an accumulation point are also called leap-frogs.
Remark 2.18. Any domain in Definition 2.16 has at most one left accumulation point and at
most one right accumulation point, and these points may coincide.
If the two limit points of an infinite zig-zag of type (e) coincide in such a way that the limit
arc is contractible to a point and therefore vanishes, we obtain exactly an infinite zig-zag of
type (d). Therefore, we will understand a zig-zag around an accumulation point as a zig-zag
converging to a (vanishing) limit arc.
Similarly, when a limit arc of an incoming fan is contracted and vanishes, we obtain an
outgoing fan. Hence, in many cases it makes sense to speak about fans in general, without
specifying the type.
There are triangulations of a disc with at most two accumulation points which are not exactly
of the form given as elementary domains, but have very similar underlying behaviour, see
Fig. 2.10. This leads us to the following definitions.
Definition 2.19 (Total number of accumulation points Acc(S) of S). By the total number of
accumulation points in S we mean the total number of left and right accumulation points on S
(where two-sided accumulation points are counted twice). Denote this number by Acc(S).
Definition 2.20 (Almost elementary domains). Let D be a disc with at least one accumulation
point, let T be a triangulation of D. Suppose that it is possible to remove an infinite sequence
of marked points from D together with all arcs incident to them so that
(a) the total number of accumulation points of the obtained surface S ′ is the same as the
one of S, i.e. Acc(S ′) = Acc(S);
(b) the obtained triangulation is an infinite elementary domain.
Then we say that D together with T is an almost elementary domain (D, T ). The type of an
almost elementary domain is determined according to the type of the corresponding elementary
domain (i.e. almost elementary incoming/outgoing fan, almost elementary zig-zag).
10
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Figure 2.10. Examples of almost elementary domains.
Definition 2.21 (Source of fan, base of fan, bases of zig-zag). A
• By the source of a fan F we mean the marked point incident to infinitely many arcs of
F .
• Let γ be the (possibly vanishing) limit arc of a fan F and let α 6= γ be another boundary
arc of F incident to the source of F . Then by the base of F we mean ∂F\{γ ∪ α} (see
the horizontal part of the boundary of the fan in Fig. 2.11).
• Similarly, for an almost elementary zig-zag Z, let γ be the (possibly vanishing) limit arc
and let α be the first arc of the zig-zag. Then by the bases of Z we mean the connected
components of ∂Z\{γ ∪ α} (see the two horizontal parts of the boundary of the zig-zag
in Fig. 2.11).
αα γ γ
Figure 2.11. Source of a fan, base of a fan and bases of a zig-zag.
Our next aim is to prove Proposition 2.23 which shows that almost elementary domains may
serve as building blocks of triangulated infinite surfaces and that every triangulation requires
finitely many of them. For this we first need a technical lemma giving a characterisation of
almost elementary domains.
Lemma 2.22. Let D be a disc with at least one accumulation point of marked points on the
boundary. Let T be a triangulation of D such that it contains
(1) no internal limit arc, and
(2) no arc γ cutting D into two discs D1 and D2 such that Acc(Di) < Acc(D) for i = 1, 2.
Then (D,T ) is an almost elementary fan or an almost elementary zig-zag.
Proof. We will consider two cases: either D has at least two accumulation points or D has a
unique accumulation point.
Case 1: Suppose that D contains at least 2 accumulation points. We will identify the disc D
with the upper half-plane {z ∈ C | Im z > 0} ∪ {∞}, and we will assume that 0 and ∞ are
successive accumulation points, i.e. there is no accumulation point at any r > 0, r ∈ R. We will
also assume (by symmetry) that ∞ is an ascending limit, i.e. that there is an infinite sequence
of marked points in {r > 0, r ∈ R}. Furthermore, there are two possibilities: either there is a
sequence of marked points decreasing to 0 or not. We will consider these cases.
Case 1.a: Suppose 0 is not an accumulation point from the right. The marked points on the
positive ray can be labelled by qi, i ∈ N, so that qi < qj if i < j, qi →∞ as i→∞ (see Fig. 2.12,
left). Assumption (2) implies that there is no arc of T connecting qi to any point s < 0; and
moreover, there is no arc from qi to ∞. Similarly, there is no arc from 0 to any point s ≤ 0
(since 0 is an accumulation point from the left).
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Consider the point q1. Denote u1 = q1. The triangle t1 in T containing the boundary arc 0q1
has a third vertex. From the discussion above we derive that it is one of qi (i > 1). Denote that
vertex u2 = qi, and let γ0,2 be the arc connecting 0 with u2. There is another triangle t2 6= t1
containing the arc γ0,2. Let u3 = qj, where j > i, be the third vertex of t2. Denote by γ0,3
the arc connecting 0 with u3. We may continue in this way constructing an infinite growing
sequence of the points ui, an infinite sequence of triangles ti all having 0 as a vertex, and an
infinite sequence of arcs γ0,i ∈ T . However, this implies that the arc connecting 0 with ∞ is a
limit arc, which contradicts assumption (1).
00 ∞∞= ==
q1 q2 q3 q4 q5 q6
u1 u2 u3
t0
q0
t1
t1
t2
t2
t3
t3
a0 b0 b1
Figure 2.12. To the proof of Lemma 2.22: Case 1.a (left) and Case 1.b (right).
Case 1.b: Suppose 0 is an accumulation point from the right. The marked points on the
positive ray can be labelled by qi, i ∈ Z, so that qi < qj if i < j, qi →∞ as i→∞ and qi → 0
as i → −∞ (see Fig. 2.12, right). Assumption (2) implies that every arc emanating from qi
have the other endpoint at some qj (as it cannot terminate at any point r ≤ 0 or r =∞).
Let u0 = q0. There are finitely many triangles of T incident to q0 (as q0 is not an accumulation
point) and the leftmost of these triangles has at least one vertex in the interval (0, q0), while
the rightmost triangle has a vertex in (q0,∞). Moreover, the arcs (and boundary arcs) incident
to q0 split into a family of consecutive arcs landing in (0, q0) and a family of consecutive arcs
landing in (q0,∞). Hence, exactly one triangle incident to q0 has vertices a0q0b0 such that
0 < a0 < q0 < b0 < ∞. Denote this triangle by t0. The side a0b0 of t0 belongs to some other
triangle t1 ∈ T , with the third vertex either at a point a1 < a0 or at a point b1 > b0. Denote the
leftmost vertex of t1 by a1 and the rightmost vertex of t1 by b1 (with either a1 = a0 or b1 = b0).
Similarly, this new side a1b1 of t1 also belongs to the next triangle t2. Proceeding in this way we
obtain a sequence of triangles ti and a sequence of arcs aibi. Notice that all ai, bi are positive,
the sequence {ai} is monotone decreasing and the sequence {bi} is monotone increasing. Hence
both sequences are converging, which implies that there exists a limit arc γ (a limit of the arcs
aibi). This contradicts assumption (1) unless γ is actually a boundary segment with endpoints
at 0 and ∞. In the latter case, we see that there are no marked points in the negative ray, and
the arcs aibi define an almost elementary zig-zag of D. Moreover, the set of vertices {ai, bi}
is obtained from the set {qi} by removing some marked points (so that the total number of
accumulation points in the disc remains equal to 2), removing some further vertices from the
set {ai, bi} we can obtain an elementary zig-zag. By definition, this implies that the original
triangulation of D is an almost elementary zig-zag.
This completes the consideration of Case 1.
Case 2: Suppose that D contains a unique accumulation point, say at ∞. If it has a two-sided
accumulation point, then the case is considered exactly in the same way as in Case 1.b. So,
suppose it is a one-sided limit, say from the right. Then we may assume that the marked points
qi, i ∈ N, on D satisfy q1 < q2 < q3 < . . . . Using the same construction as in Case 1.a, we arrive
to an almost elementary incoming or outgoing fan. Notice that in this setting there may be an
arc from qi to ∞, and if there are infinitely many of such arcs, the fan under consideration is
outgoing. 
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Proposition 2.23. Fix a triangulation T of S. There exists a finite set of arcs γi in T with
i = 1, . . . , n such that S\{γ1, . . . , γn} is a finite union of almost elementary domains.
Proof. For each puncture on S, we cut along an arc coming to this puncture to get an unpunc-
tured surface. Then, we cut along each of the finitely many limit arcs to obtain finitely many
surfaces. On each connected component, there may be 3 different types of arcs, see Fig. 2.13:
A. arcs connecting two boundary components;
B. arcs with two endpoints on the same boundary component, which cut a disc from S (in
other words, these arcs are contractible to the boundary of S);
C. a non-trivial arc with endpoints at the same boundary but not contractible to this
boundary.
Figure 2.13. Examples of arcs of types A (left), B (middle), C (right).
If there is an arc of type A, we cut along this arc and reduce the number of boundary
components. If there is an arc of type C, we cut along it either to reduce the genus or to split
the surface into two connected components each having either smaller genus or smaller number
of boundary components. If there is no arc of type A or C, then the connected component is a
disc.
Now we are left with finitely many discs Di each of them having finitely many accumulation
points. The discs having no accumulation points on the boundary may be cut into finitely many
separate triangles. Hence, it is left to consider a disc Di containing at least one accumulation
point. If there is an arc γ ∈ T cutting Di into two parts D
+
i and D
−
i such that Acc(D
+
i ) <
Acc(Di) and Acc(D
−
i ) < Acc(Di), then we cut Di along γ. Otherwise, Lemma 2.22 implies that
Di is an almost elementary domain (see Fig. 2.14). Clearly, this process terminates in finitely
many steps and results in finitely many discs all triangulated as almost elementary domains, as
required. 
Figure 2.14. Example of cutting along thick arcs into almost elementary fans
and zig-zags.
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Remark 2.24. The choice of cuts splitting S into almost elementary domains in Proposi-
tion 2.23 is not unique. In particular, one can always cut a finite number of triangles from any
infinite domain.
2.4. Transitivity of infinite mutations. The main result of this section is that any two
infinite triangulations of S are connected by a sequence of mutations. This generalises the
result of [2] which is obtained in a slightly different setting and which establishes transitivity of
transfinite mutations for the case of completed infinity-gon.
Theorem 2.25. For any two triangulations T and T ′ of S, there exists a mutation sequence
µ• such that µ•(T ) = T ′, where µ• is a finite mutation, a finite sequence of infinite mutations
or an infinite sequence of infinite mutations.
We will first prove a couple of technical lemmas and the proof of the theorem will be presented
at the end of this section.
Lemma 2.26. (1) Let F be an almost elementary fan. Then there exists an infinite muta-
tion µ(1) such that µ(1)(F) is an elementary fan.
(2) Let Z be an almost elementary zig-zag. Then there exists an infinite mutation µ(1)
such that µ(1)(Z) is an elementary zig-zag with (possibly infinitely many) finite polygons
attached along its bases.
Proof. Let D be an almost elementary fan or zig-zag. By Definition 2.20, one can remove a
(possibly infinite) number of boundary marked points (together with the arcs incident to them)
from D, so that the resulting surface D′ is an elementary domain and Acc(D′) = Acc(D). From
each triangle ti of D
′, we have removed at most finitely many marked points (otherwise we
would get a contradiction to condition (a) of Definition 2.20). Hence, each triangle ti of D
′
is subdivided in D into finitely many triangles constituting a finite triangulated polygon t˜i in
D. We can transform the triangulation of t˜i to a finite fan as shown in Fig. 2.15 in finitely
many flips. Doing so for t˜i, i ∈ N, successively, we will get an infinite mutation transforming
the triangulation of D to the required pattern.

Figure 2.15. To the proof of Lemma 2.26.
Definition 2.27 (Domain of γ in T , almost elementary domains of γ). Let γ ∈ S be an arc
and T be a triangulation of S.
(1) A domain DTγ of γ in T is an open set which consists of triangles intersected by γ given
by
DTγ = (
⋃
i∈I
∆
o
i
)
⋃
(
⋃
j∈J
γj),
where J is the index set of all arcs in T intersected by γ, I is the index set of triangles
of T having at least one of their boundary arcs in the set {γj | j ∈ J}, and ∆
o
is the
interior of a triangle ∆.
(2) As it is the case for any surface, the domain DTγ of γ may be cut into almost elementary
domains (see Proposition 2.23). These domains for DTγ will be called almost elementary
domains of γ.
Examples of elementary domains of an arc γ are shown in Fig. 2.16.
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(a) (b) (c)
γ
γ
γ
Figure 2.16. Almost elementary domains of γ: (a) elementary fan, (b) (al-
most) elementary zig-zag, (c) in the punctured case, a fan with the source in
a puncture p is an elementary domain for an arc γ incident to p if γ is tagged
oppositely at p with respect to the tagging of T .
Remark 2.28. In the case of a punctured surface we need to use the notion of crossing of
tagged arcs, see [17, Definition 7.4]. In particular, the arc γ in Fig. 2.16(c) (having an endpoint
at a puncture p and tagged oppositely at p with respect to the tagging of T ) crosses every arc
of the fan, so the whole fan will be an almost elementary domain for γ.
Remark 2.29. The domain of γ in T is a finite union of almost elementary incoming fans and
almost elementary zig-zags. Indeed, it cannot contain an almost elementary outgoing fan, as no
arc can cross infinitely many arcs of an outgoing fan. (Also, the union is finite as the surface is
a finite union of almost elementary domains).
Remark 2.30. Almost elementary domains of γ in T are not uniquely defined (compare to
Remark 2.24).
Remark 2.31. If D is an almost elementary fan domain of an arc γ, then (after removing
finitely many triangles) D is actually an elementary fan domain. Indeed, as γ intersects every
triangle in the domain DTγ , γ crosses only the arcs of the triangulation of D incident to the
source of the fan (except for finitely many triangles at the end).
Lemma 2.32. For any arc γ ∈ S and a triangulation T , the domain DTγ of γ is a finite
union of disjoint almost elementary domains R1, ..., Rk such that for every domain Ri one of
the following holds:
- either Ri is a single triangle,
- or all parts of γ crossing Ri are parallel to each other (see Fig. 2.17).
γ γ
Figure 2.17. Parallel crossings of elementary fan and zig-zag domains.
Proof. Applying Proposition 2.23 to DTγ we can find a finite set of arcs α1, . . . , αk ∈ T such
that DTγ \{α1, . . . , αk} is a finite union of unpunctured discs Ri with at most two accumulation
points. In each of these discs the triangulation is an almost elementary fan or almost elementary
zig-zag. There are only finitely many pieces γij of the arc γ in each Ri since the discs Ri are
obtained by finitely many cuts, each cutting γ into finitely many pieces (as any two arcs on DTγ
have finitely many intersections by Proposition 2.9).
Let γij ∈ Ri be a piece of γ crossing finitely many triangles in Ri. Then we can cut these
triangles out of Ri and consider each of them as an individual elementary domain. Therefore,
15
we can assume that Ri is an almost elementary fan or zig-zag and every part γ
i
j ∈ Ri of γ
crosses the limit arc (or terminates at the accumulation point in the case of a zig-zag around
an accumulation point).
Furthermore, as there are finitely many pieces γij in Ri, there are finitely many endpoints
of γij leaving Ri through the base/bases. Thus, we can also remove finitely many triangles
containing these endpoints, see Fig. 2.18. This will cut Ri into finitely many subdomains (one
infinite and several finite ones). We will cut the finite domains into finitely many triangles. The
remaining infinite domain then is crossed in a parallel way as there is a unique way to cross a
fan or a zig-zag not crossing the bases.
Therefore, DTγ is a finite union of disjoint triangles, infinite fan domains and infinite zig-zag
domains, and each infinite domain is crossed by pieces of γ in a parallel way. 
γ γ
Figure 2.18. Cutting fan and zig-zag domains to isolate parallel crossings by γ.
Lemma 2.33. For any arc γ ∈ S and triangulation T of S, there exists a finite sequence
of infinite mutations µ(n) of T such that T ′ = µ(n)(T ) ∈ T, γ ∈ T ′ and T |S\DTγ = T
′|S\DTγ .
Moreover, µ(n) can be chosen so that no elementary mutation inside µ(n) flips any arc α ∈ S\DTγ .
Proof. By Lemma 2.32, the domain DTγ of γ is a finite union of disjoint almost elementary
domains R1, ..., Rk such that for every infinite domain Ri the crossing of Ri by γ looks like a
parallel pencil. More precisely, among Ri, ..., Rk there are finitely many triangles, finitely many
elementary fans and finitely many almost elementary zig-zags.
Given an elementary fan domain Ri, let µ
(1)
i be an infinite mutation shifting the source of
the fan as in the left of Fig. 2.19 (see Fig. 2.6 for the construction of µ
(1)
i ). Denote µRi := µ
(1)
i .
µRi µRj
Figure 2.19. µRi : resolving infinitely many crossings in a fan and zig-zag domains.
Similarly, for every almost elementary zig-zag domain Rj, we first apply an infinite mutation
µ
(1)
j to turn it to an elementary zig-zag (with finite polygons attached along its boundary arcs,
see Lemma 2.26). Then we apply a composition of two infinite mutations µ
(2)
j which turns the
zig-zag into two fans as in Fig. 2.7. Denote µRj := µ
(2)
j ◦ µ
(1)
j , see Fig. 2.19 (right).
Notice that as the domains R1, ..., Rk are disjoint, the above mutations µRi do not interact, i.e.
they commute. Applying the composition µ(n) = µRk ◦ · · · ◦µR1 to T , we obtain a triangulation
T ∗ := µ(n)(T ) having finitely many crossings with γ inside every Ri. This means that D
T ∗
γ is a
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finite surface, and in view of [26] there exists a finite mutation µ(0) such that γ ∈ µ(0)(T ∗) ∈ T.
Hence, µ(0) ◦ µ(n) is a finite sequence of infinite mutations of the required form.
Since we only consider arcs lying inside the domain DTγ of γ in the argument of the proof, no
elementary mutation inside µ(0) ◦ µ(n) flips any arc α ∈ S\DTγ . 
Remark 2.34. Applying Lemma 2.33, we can try to prove Theorem 2.25 (transitivity of se-
quences of infinite mutations) in the following way:
(1) label the arcs of T ′ with positive integers, so that T ′ = {γi | i ∈ N};
(2) apply Lemma 2.33 repeatedly, to obtain first a triangulation T1 containing γ1, then
a triangulation T2 containing γ1, γ2; after n steps we get a finite sequence of infinite
mutations transforming T to a triangulation Tn containing γ1, . . . , γn;
(3) applying Lemma 2.33 infinitely many times we get a triangulation containing all arcs
γi ∈ T
′, i.e. we obtain T ′.
The only problem with this algorithm is that in general it is not clear whether the infinite
sequence of infinite mutations is admissible (i.e. whether the orbit of every arc converges).
To prove Theorem 2.25, we will first show the statement for almost elementary domains in
Lemma 2.36. Both the proof of Lemma 2.36 and the proof of Theorem 2.25 will be based on
Lemma 2.33 and Observation 2.35.
Observation 2.35. Let S be an infinite surface, T be a triangulation of S, let α ∈ T and γ /∈ T
be two arcs on S. If α ∩ γ = ∅ then α ∩ DTγ = ∅.
Proof. By Definition 2.27 of DTγ , an arc α have common points with D
T
γ if and only if α∩γ 6= ∅.

Lemma 2.36. Let (D, T ′) be an almost elementary domain, and let T be another triangulation
of D. Then there exists a mutation sequence µ• such that µ•(T ) = T ′, where µ• is a finite
mutation, a finite sequence of infinite mutations or an infinite sequence of infinite mutations.
Proof. First, suppose that D is an elementary domain. Label the arcs of T ′ by γi, i ∈ N so that
the sequence {γi} converges as i → ∞ (in other words, label the arcs from top to bottom in
Fig. 2.9(c)-(e), and from bottom to top in Fig. 2.9(b)). By Lemma 2.33 we can find a finite
sequence of infinite mutations µ
(n)
1 such that γ1 ∈ T1 := µ
(n)
1 (T ), then we find a sequence µ
(n)
2
such that γ2 ∈ T2 := µ
(n)
2 ◦µ
(n)
1 (T ). As γ2 does not intersect γ1 (lying in the same triangulation
T ′), we see from Observation 2.35 that γ1 is disjoint from D
T1
γ2 , which implies that γ1 is not
touched by any elementary mutation inside µ
(n)
2 . In particular, we have γ1, γ2 ∈ T2. Repeatedly
applying Lemma 2.33 for γi, we obtain a finite sequence of infinite mutations µ
(n)
i ◦· · ·◦µ
(n)
2 ◦µ
(n)
1
which transforms T to Ti such that γ1, . . . , γi ∈ Ti. Doing this infinitely many times, we obtain
a set of arcs on the surface containing all arcs γi of T
′, hence we obtain the triangulation T ′.
To finish the proof, we are left to show that the composition µ = . . . ◦ µ
(n)
2 ◦ µ
(n)
1 is an
admissible sequence of infinite mutations, i.e. that the orbit of every arc of T or Ti either
stabilises or converges. We will first show this for an arc α crossing finitely many arcs of T ′ and
then we will extend the proof for all other arcs.
1: arcs with finitely many crossings. Let α ∈ T be an arc. Notice that if α ∩ γi = ∅ then
we obtain that µ
(n)
j ◦· · · ◦µ
(n)
2 ◦µ
(n)
1 (α)∩γi = ∅ (this follows by induction from Observation 2.35
and the fact that µ
(n)
i acts in the domain D
Ti−1
γi ). Hence, the orbit of every arc α ∈ T crossing
finitely many arcs of T ′ stabilises.
2: arcs with infinitely many crossings. Notice that the arcs γ1, . . . , γi are not touched by
any of the mutations µ
(n)
j with j > i. This implies that as j grows, all elementary mutations
contained in µ
(n)
j are performed inside smaller and smaller regions, which shrink in the limit
to the accumulation point (when D is as in Fig. 2.9 (c) or (d)) or to the limit arc (in cases
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when D is as in Fig. 2.9 (b) or (e)). In the former case this immediately implies that the orbit
of every arc either stabilises or converges. The latter case (i.e. the cases of an incoming fan
and of a zig-zag converging to a limit arc) require more work as the orbit of an arc may have
a subsequence converging to the limit arc and another subsequence converging to one of the
accumulation points.
2.a: (D, T ′) is an incoming fan. In this case an arc α ∈ T crossing infinitely many arcs of
the incoming fan T ′ have one of its endpoints at the accumulation point and another at some
marked point in the base of the fan. If after several mutations the arc α transforms to an arc α′
connecting the source of the fan to the base, then none of the further mutations will change α′
anymore (since α′ does not cross any of γi and so does not lie in any of domains D
Ti
γi+1), hence
the orbit of α will stabilise. If every arc in the orbit of α has one end at the accumulation point
and another end at the base, then the orbit of α converge to the accumulation point.
2.b: (D, T ′) is a zig-zag converging to a limit arc. In this case, an arc α ∈ T crossing
infinitely many arcs of T ′ connects a marked point pi in one of the bases of the zig-zag to an
accumulation point q lying either on the other or on the same base of the zig-zag (see Fig. 2.20
(a) and (b)). We may assume that the mutations µ
(n)
1 , . . . , µ
(n)
i are already applied, so that all
arcs γj = pjpj+1 for j ≤ i are already in the triangulation Ti. Also, we assume α = piq ∈ Ti. We
need to construct the mutation µ
(n)
i+1 clearing the arc γi+1 = pi+1pi+2 from the intersections. In
both cases of Fig. 2.20 (a) and (b), all almost elementary domains of γi+1 in Ti are fans (as the
the arc α = piq separates the left limit from the right one in Ti, so the zig-zags are impossible).
We will first remove infinite number of intersections (if they exist) by shifting the source of
fans as in Fig. 2.6, then we remove all the other intersections in order of their appearance on
the (oriented) path pi+1pi+2. Then the arc α = piq will be flipped either to an arc having
no endpoints at an accumulation point (which would imply its orbit will stabilise as shown in
Case 1) or to an arc connecting pi+1 with the accumulation point on the other base. The latter
may only occur in the case of Fig. 2.20 (a), and if this configuration repeats infinitely many
times, then the orbit of α converges to the limit arc.
(a) (b)
α α
q
q
p1 p1
p2p2
p3 p3 pi−1pi−1
pipi
pi+1pi+1
Figure 2.20. Arcs crossing infinitely many arcs of a zig-zag: if an arc α = piq is
the first arc crossed by the (oriented) arc pi+1pi+2 then α flips to an arc crossing
only finitely many arcs of the zig-zag.
So, in each of the cases the orbits of all arcs either stabilise or converge, hence the infinite
mutations µ
(n)
i compose an admissible infinite sequence of infinite mutations.
Finally, if D is not an elementary domain but an almost elementary one, then exactly the
same reasoning works for appropriate enumeration of arcs of T ′ (i.e. for the enumeration where
the arcs forming the underlying elementary domain triangulation have increasing numbers and
additional arcs lying “between” γi and γj have the numbers between i and j).

Remark 2.37. We expect that Lemma 2.36 can be derived from the results of [2], but it is not
a straightforward task due to differences in the definitions, see Remark 2.14.
Corollary 2.38. Let D with triangulation T ′ be an almost elementary domain, and let T be
another triangulation of D. If every arc of T ′ intersects only finitely many arcs of T , then there
exists an infinite mutation µ(1) such that µ(1)(T ) = T ′.
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Proof. We construct the sequence of mutations as in the proof of Lemma 2.36, but notice that
when each arc of T intersects only finitely many arcs of T ′, one can substitute each of µ
(n)
i by
a finite mutation. Moreover, the proof of Lemma 2.36 also shows that the orbit of every arc
stabilises.

We are now ready to prove the main theorem of this section.
Proof of Theorem 2.25. We will start by choosing arcs γ1, . . . , γs in T
′, s ∈ N, as in Proposi-
tion 2.23, which split the surface S into finitely many almost elementary domains D1, . . . ,Dk
for some k ∈ N. Then we apply Lemma 2.33 repeatedly for each of γ1 . . . , γs in the same way
as we did in the proof of Lemma 2.36. We obtain a finite sequence of infinite mutations µ(n)
such that T ∗ := µ(n)(T ) is a triangulation containing the arcs γ1, . . . , γs.
As D1, . . . ,Dk are almost elementary domains of T
′, Lemma 2.36 implies that there exist
finite or infinite sequences of infinite mutations µ
(n)
i transforming T
∗|Di to T
′|Di . All mutations
in these sequences only flip the arcs in the corresponding almost elementary domains, so the
infinite mutations contained in µ
(n)
i and µ
(n)
j commute for i 6= j. Which means that we can
apply the first mutations from each of µ
(n)
1 , . . . µ
(n)
k , then the second mutations from each of
µ
(n)
1 , . . . µ
(n)
k , then the third ones and so on, forming an infinite sequence of infinite mutations
and obtaining all arcs of T ′ in the limit (and this is an admissible sequence of infinite mutations
since µ
(n)
i is admissible sequence for each i).

2.5. Infinite sequences are unavoidable. In the main result of this section, Theorem 2.46,
we will show that for every infinite surface there are triangulations T and T ′ such that it is
not possible to transform T to T ′ using finitely many infinite mutations, i.e. the use of infinite
sequences of infinite mutations is necessary to ensure transitivity of mutations on triangulations
of a given surface.
Notation 2.39 (Intersection number). Denote by
- |γ ∩ α| the minimum number of intersection points of representatives of the arcs γ and
α on S;
- |γ ∩ T | =
∑
τ∈T |γ ∩ τ | the sum of intersection numbers |γ ∩ τ | for all τ ∈ T (this may
be infinite);
- |T ′∩T | =
∑
γ∈T ′ |γ∩T | the sum of all intersection numbers of all arcs in the triangulation
T with the arcs of the triangulation T ′ (this may also be infinite).
Remark 2.40. (a) Clearly, |T ′ ∩ T | = |T ∩ T ′|.
(b) In a punctured surface, the intersection numbers for the tagged arcs are computed as
defined in [17, Definition 8.4]. In particular, for arcs γ 6= α on S we have |γ ∩ α| <∞;
also γ ∩ α = 0 if and only if γ is compatible with α.
Definition 2.41 (Bad arcs for a given triangulation). For an arc γ ∈ S and a triangulation T
of S, we say γ is a bad arc for T if |γ ∩ T | =∞. We denote by BadT T
′ the set of all arcs of T ′
which are bad for the triangulation T . We also denote by |BadT T
′| the cardinality of this set
(which may be infinite).
Definition 2.42. Let p be a left (resp. right) accumulation point of boundary marked points
of a surface S and T be a triangulation of S. A −→p -domain (resp. ←−p -domain) of T is an almost
elementary domain of T containing infinitely many marked points accumulating to p from the
left (resp. right). We will denote a −→p -domain (resp. ←−p -domain) of T by DT−→p or simply by D−→p
(resp. DT←−p or D←−p ). When there is no need to specify which side the accumulation point p is
approached from, we will use the simplified notation Dp.
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Remark 2.43. Given triangulations T and T ′ of S and an accumulation point p, by Dp and
D′p we will mean p-domains of T and T
′ where p stands either for −→p or ←−p in both Dp and D
′
p
simultaneously.
Lemma 2.44. Let T and T ′ be triangulations of S and let p be an accumulation point. Let Dp
and D′p be p-domains of T and T
′, respectively.
If Dp is an almost elementary incoming fan or an almost elementary zig-zag and D′p is an
almost elementary outgoing fan, then |BadTT
′| =∞.
Proof. Every arc of D′p incident to p crosses infinitely many arcs of T , so there are infinitely
many bad arcs in T ′ with respect to T .

Proposition 2.45. For two triangulations T and T ′ of S, if |BadT T
′| =∞ then µ(1)(T ) 6= T ′
for any infinite mutation µ(1).
Proof. Suppose that µ(1)(T ) = T ′. Then every non-limit arc of T ′ arises after finitely many flips,
i.e. intersects with finitely many arcs in T ′, so, it is not bad for T . By Corollary 2.10, there are
only finitely many limit arcs in T ′. This contradicts the assumption that |BadT T
′| =∞.

Theorem 2.46. Let S be an infinite surface. Then there exist triangulations T and T ′ such
that µ(n)(T ) 6= T ′ for any finite sequence of infinite mutations µ(n).
Proof. Given a triangulation T and an accumulation point p ∈ S, we introduce a function
Typep(T ) : T → {In,Out,Zig} defined by
Typep(T ) =

In, if Dp is an almost elementary incoming fan,
Out, if Dp is an almost elementary outgoing fan,
Zig, if Dp is an almost elementary zig-zag.
Now, choose triangulations T and T ′ so that Typep(T ) = In and Typep(T
′) = Out. Suppose
there is a finite sequence of infinite mutations µ(n) such that µ(n)(T ) = T ′. Denote µ(n) =
µ
(1)
n ◦ · · · ◦ µ
(1)
1 and Ti := µ
(1)
i ◦ · · · ◦ µ
(1)
1 (T ). Choose the minimal k, 1 ≤ k ≤ n, satisfying
Typep(Tk) = Out
(note that such k exists as Typep(T ) = In and Typep(T
′) = Out). Then Typep(Tk−1) is either In
or Zig. By Lemma 2.44, this implies that |BadTk−1 Tk| =∞. So, the existence of µ
(1)
k such that
µ
(1)
k (Tk−1) = Tk is in contradiction with Proposition 2.45.

2.6. Existence of finite sequences of infinite mutations. Theorem 2.25 shows that for any
two triangulations T and T ′ of a surface S there exists some mutation sequence µ• transforming
T to T ′. This sequence can be
- a finite sequence of elementary mutations µ(0);
- a finite sequence of infinite mutations µ(n);
- an infinite sequence of infinite mutations µ(∞).
In this section we discuss the following questions:
Given two triangulations T and T ′ of a surface S,
- is there a finite sequence of elementary mutations µ(0) satisfying µ(0)(T ) = T ′?
- if not, is there a finite sequence of infinite mutations µ(n) satisfying µ(n)(T ) = T ′?
The first of these questions is easy:
Proposition 2.47. Two triangulations T and T ′ of S are related by a finite sequence of ele-
mentary mutations if and only if |T ∩ T ′| <∞.
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Proof. Resolve each of the finitely many crossings one by one to switch from one triangulation
to the other. Conversely, a finite mutation is completely contained inside a finite union of finite
polygons, so it cannot create infinitely many crossings.

We will not be able to give a complete answer to the second question but we will give a
sufficient condition for the existence of µ(n) (Theorem 2.52) and a sufficient condition for the
non-existence (see Theorem 2.57). The proofs of existence statements will be mainly based on
the notion of bad arcs, while the proof for non-existence will use the function introduced in the
proof of Theorem 2.46 and based on the types In,Out,Zig of infinite almost elementary domains.
Proposition 2.48. For two triangulations T and T ′ of S, if |BadT T
′| = 0, (i.e. if no arc
of T ′ intersects infinitely many arcs of T ) then there exists an infinite mutation µ(1) such that
µ(1)(T ) = T ′.
Proof. As in the proof of Theorem 2.25, we first use Proposition 2.23 to choose finitely many
arcs γ1, . . . , γs ∈ T
′, s ∈ N, splitting the surface S into finitely many almost elementary domains
D1, . . . ,Dk for some k ∈ N. As |BadT T
′| = 0, we can find a finite sequence µ(0) of elemen-
tary mutations first transforming T to a triangulation containing γ1, then to a triangulation
containing γ1, γ2, and finally to a triangulation T˜ containing all of the arcs γ1, . . . , γs.
Now, when γ1, . . . , γs are in the triangulation T˜ = µ
(0)(T ), we are left to sort the question
in each of the almost elementary domains D1, . . . ,Dk separately. By Corollary 2.38, there
exists an infinite mutation µ
(1)
i such that µ
(1)
i (T˜ |Di) = T
′|Di . Since mutations in separate
domains commute, we can compose the first elementary mutations of µ
(1)
1 , . . . , µ
(1)
s , then the
second elementary mutations of µ
(1)
1 , . . . , µ
(1)
s , then the third ones an so on, to obtain an infinite
composition µ˜(1) of elementary mutations transforming T˜ to T ′. Moreover, this composition
is an admissible infinite mutation, i.e. the orbit of every arc stabilise, since each of µ
(1)
i is an
infinite mutation and distinct mutations act in distinct elementary domains Di. Hence, µ˜
(1)◦µ(0)
is an infinite mutation transforming T to T ′. 
The following observation is easy to check using the definition of bad arcs.
Observation 2.49. Let T and T ′ be two triangulations of an infinite surface S. Then
(a) if |α ∩ γ| 6= 0, where γ ∈ T ′ and α ∈ T is a limit arc, then γ ∈ BadT T
′;
(b) if |α ∩ γ| 6= 0 where α ∈ T is a limit arc and γ ∈ T ′ is a limit arc, then |BadT T
′| =∞;
(c) if T contains a zig-zag around an accumulation point p (as in Fig. 2.9.d), then every arc
γ ∈ T ′ incident to p belongs to BadT T
′.
Lemma 2.50. For two triangulations T and T ′ of S, if 0 < |BadT T
′| <∞ then there exists a
limit arc γ ∈ T ′ satisfying γ ∈ BadT T
′.
In particular, if |BadTT
′| = 1, then the only bad arc is a limit arc of T ′.
Proof. Choose an arc β ∈ BadT T
′. If β is a limit arc of T ′ denote γ := β. Otherwise, consider
the domain DTβ of β with respect to T . By Remark 2.29, D
T
β is a finite union of almost
elementary incoming fans and almost elementary zig-zags (and as β is a bad arc, at least one
of these almost elementary domains is infinite). Let p be an accumulation point in DTβ and Dp
and D′p be the p-domains of T |DT
β
and T ′|DT
β
, respectively. Since |BadT T
′| < ∞, Lemma 2.44
implies that D′p cannot be an outgoing fan. So, each of Dp and D
′
p is either an incoming fan,
or a zig-zag converging to a limit arc, or a zig-zag around p. Below we will see that for any of
these combinations either D′p has a bad limit arc (as required) or D
′
p contains infinitely many
bad arcs in contradiction to the assumption.
More precisely, suppose first that D′p has a non-vanishing limit arc γ. Then γ is incident to
p and either γ crosses infinitely many arcs of Dp (and hence is a bad limit arc as required), or
infinitely many arcs approaching γ in D′p cross the limit arc of Dp (and hence |BadT T
′| = ∞
in view of Observation 2.49.b). If D′p is a zig-zag around p, then Dp is not a zig-zag around
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p (as D′p ⊂ D
T
β ), hence Dp has a limit arc α incident to p, which implies that infinitely many
arcs of D′p cross α, and again, Observation 2.49.b implies |BadT T
′| = ∞ in contradiction to
the assumption.

The following lemma will be used in the proof of Theorem 2.52.
Lemma 2.51. Let S be a finite triangulated surface distinct from the sphere with three punc-
tures, let T and T ′ be triangulations of S. Let α ∈ T and γ ∈ T ′ be any arcs. There exists a
finite sequence of flips µ(0) which transforms T to T ′ and takes α to γ.
Proof. We will start with proving the lemma for the case when S is a polygon and then extend
the proof to the general case.
Step 1: Proof for a polygon. First, suppose that α crosses γ. We will remove (by flipping arcs
of T ) all other crossings of γ with the arcs of T : to do this we flip an arc αˆ 6= α crossing γ
closest to one of the endpoints of γ (we can always do so if α is not the only arc crossing γ).
When all crossings except for the one with α are resolved, we can flip α to γ and then apply
finitely many flips (not changing γ) to obtain the triangulation T ′.
Now, if α does not cross γ, then there exists an arc β ∈ S crossing both α and γ. We will
first mutate T to take α to β (obtaining any triangulation T˜ containing β) and then mutate T˜
to T ′ so that β is mapped to γ. The lemma is proved when S is a polygon.
Step 2: General case. Now, let S be any finite surface. If S is a punctured surface, we understand
the triangulation as ideal triangulation (and then the result would hold for the corresponding
tagged triangulation).
As before, first we assume that α crosses γ. We choose one of the intersection points and
resolve all other crossings of γ with arcs of T (in particular, if α crosses γ more than once, we
resolve these crossings and then work with the image of α instead of α itself). Then we flip (the
image of) α to γ and restore the triangulation T ′ in any way not changing γ.
Suppose now that α does not intersect γ. Consider any triangulation T of S including α
and γ. If T contains an arc δ such that δ /∈ {α, γ} and δ does not cut S into two connected
components, then the surface S\δ has smaller number of arcs in the triangulation than S and
we may use induction on the size of surface to find a mutation sequence as required. If T
contains an arc δ which cuts S into two connected components one of which contains both α
and γ, then again, we use induction to find the mutation sequence. So, we may assume that
every arc of T (distinct from α and γ) cuts S into two connected components C1 and C2, so
that α ∈ C1, γ ∈ C2. If C1 is not a polygon, then C1 contains an arc τ which does not cut
C1 into two components and is disjoint from α ∪ γ, so S\τ is connected in contradiction to the
assumption above. This implies that each of C1 and C2 are polygons. If in addition δ (the arc
which cuts S into C1 and C2) has two distinct endpoints, then S is a polygon. If the endpoints
of δ coincide then each of C1 and C2 are discs with one boundary marked point, and, in view
of the assumption that every arc on S\{α, β} is separating, each of C1 and C2 is the once
punctured disc. Hence, S is the sphere with three punctures.

The proof of the following theorem is a bit technical. Neither the proof nor the result will be
used later in the article, so the reader can easily skip it without any harm to the understanding
of the rest of the paper.
Theorem 2.52. Given two triangulations T and T ′ of S, suppose that |BadT T
′| = k < ∞
and all bad arcs of T ′ with respect to T are limit arcs of T ′. Then there exists a composition of
finitely many infinite mutations µ(n) satisfying µ(n)(T ) = T ′. Moreover, µ(n) can be chosen so
that the number of infinite mutations in µ(n) does not exceed k + 1.
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Proof. The idea of the proof is as follows. If |BadT T
′| = 0, the statement is shown in Propo-
sition 2.48, so we assume |BadT T
′| > 0. In Steps 1-4, we will choose an arc γ ∈ BadT T
′ and
will find a mutation f1 ◦ µ
(1)
1 such that
- µ
(1)
1 is an infinite mutation;
- f1 is an elementary mutation, i.e. a flip;
- f1 ◦ µ
(1)
1 (T ) is a triangulation T˜ such that BadT T
′ ⊂ BadT˜ T
′ and γ ∈ T˜ .
All assumptions of the theorem will hold for triangulations T˜ and T ′ (but with smaller number
of bad arcs), so we will be able to repeat Steps 1–4 finitely many (i.e. at most k) times to arrive
to a triangulation Tˆ such that |BadTˆ T
′| = 0 (see Step 5). This will produce a finite sequence
of infinite mutations µ(n) taking T to Tˆ . Finally, in Step 6 we will use Proposition 2.48 to show
the existence of an infinite mutation µ
(1)
k+1 transforming Tˆ to T
′. Composing them we will get
µ = µ
(1)
k+1 ◦ µ
(n) satisfying µ(T ) = T ′.
To construct the sequence f1 ◦ µ
(1)
1 transforming T to T˜ (see Steps 1–4), we will only change
arcs lying inside the domain DTγ of γ with respect to T . We will first discuss the structure of
DTγ (Step 1) and the crossing pattern of T
′ with DTγ (Step 2). Then we will construct a special
triangulation T˜ of DTγ satisfying |BadT˜ T
′| = 0 (see Step 3). Then, in Step 4, we will show that
there is a mutation f1 ◦ µ
(1)
1 transforming T to T˜ .
Step 1: Structure of DTγ . Let γ = p1p2 be a bad arc of T
′ with respect to T . By assumption, γ
is a limit arc of T ′. Although there are infinitely many arcs of T crossing γ, none of these arcs
is a limit arc of T (otherwise, Observation 2.49.b would imply |BadT T
′| =∞ in contradiction
to the assumption). Since γ does not cross any limit arc of T and DTγ is a union of almost
elementary fans and almost elementary zig-zags, the domain DTγ has to be a union of at most
two infinite almost elementary domains D1 and D2 and some finite surface S connecting them
(here, D1 and D2 are attached to a finite triangulated surface S along a boundary segment of S;
also, one of D1 and D2 may be absent, or D1 may coincide with D2). The endpoints p1 and p2
of γ lie in D1 and D2 respectively (or one of them, say p2 lies in the finite surface S). Observe
that Di cannot be an outgoing fan for i = 1, 2, since this would contradict the assumption that
|BadT T
′| <∞.
Our next aim is to show that each of the discs D1 and D2 has a unique accumulation point,
namely the endpoint p1 or p2 of γ. Suppose that D1 has more than one accumulation point.
Then D1 is a zig-zag converging to a non-vanishing limit arc δ. As δ should not cross γ, one of
the endpoints of δ coincides with p1. Let q1 be another endpoint of δ. Notice that every arc
τ starting from p1 or q1 in T
′ crosses infinitely many arcs of T , and hence, is bad for T . As
|BadT T
′| <∞ by assumption, we see that T ′ contains only finitely many arcs starting from p1
or q1. Consider the triangulation T
′ in the neighbourhood of γ approaching γ from the same
side as δ = q1p1 does. The arc γ cannot be a limit arc from that side as there are finitely
many arcs starting from p1 and there is no accumulation of boundary marked points towards
p1 from that side. Hence, there is a triangle t in T
′ containing γ as one of its sides and having
an arc τ 6= γ starting at p1. Then τ is not a limit arc: it is clearly not a limit arc on the side
containing the triangle t, but also it cannot be a limit arc on the other side containing q1 by a
similar argument as above. So, τ crosses infinitely many arcs of T , but it is not a limit arc. This
is a contradiction to the assumption that every bad arc of T ′ with respect to T is a limit arc of
T ′. The contradiction shows that each of D1 and D2 is a disc with at most one accumulation
point (one of the endpoints p1 and p2 of γ). Note that the same reasoning works for the case
when the discs D1 and D2 coincide.
Observe also that the triangulation T of DTγ may be understood as a limit of growing finite
connected surfaces Si → D
T
γ as i→∞, where Si is a union of i triangles of T and Si ⊂ Si+1.
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Figure 2.21. To the proof of Theorem 2.52.
Step 2: Arcs of T ′ crossing DTγ . Let α ∈ T
′ be an arc not lying in BadT T
′, i.e. α has finitely
many crossings with the arcs of T . This means that if α is crossing the domain DTγ of γ, then
the whole crossing X = α ∩ DTγ lies in some Si for a big enough i.
From this we will show that the crossing X “stays far away” from γ, by which we mean that
there is a thin enough belt Bi along γ containing no points of X. More precisely, if X ⊂ Si,
consider an arc γ+ starting at any vertex of D1\{Si ∪ {p1}}, then coming close to γ inside D1,
then following γ till almost the other endpoint p2 and landing at any vertex of D2\{Si ∪ {p2}}
(if p2 is not an accumulation point of D
T
γ , the arc γ
+ will have the second endpoint at p2). If
D2 is an incoming fan, then γ
+ ends at the source of that fan. Similarly, we construct an arc γ−
on the other side of γ (γ− may coincide with γ). Cutting DTγ along γ
+ and γ− we obtain a belt
Bi along γ (which is a disc with at most two accumulation points p1 and p2) and some finite
connected or disconnected surface. Clearly, Bi is free of points of X. Notice also that if the
belts Bi are chosen as maximal possible inside D
T
γ \Si, then these belts are nested: Bi+1 ⊂ Bi
for each i. In the case when D1 = D2, the construction of the belt is very similar but now γ
−
coincides with γ.
Step 3: Triangulation T˜ of DTγ . Now, we will construct a triangulation T˜ of the domain D
T
γ
satisfying BadT˜ T
′ ⊂ BadT T
′ and containing γ. We will choose the triangulation T˜ as follows:
• in S\DTγ the new triangulation T˜ coincides with T ;
• γ ∈ T˜ ;
• T˜ contains γ+ and γ− for a belt Bi constructed in Step 2 for some choice of Si, i.e. T˜
contains γ+ and γ−, so that DTγ \{γ
+ ∪ γ−} is a union of a finite surface S0 and a disc
Bi with at most two accumulation points (the endpoints of γ);
• the finite surface S0 is triangulated in any way;
• each of the two connected components of Bi\γ is a disc triangulated as in Fig. 2.22, that
is as
– an elementary zig-zag (if the disc has two one-sided accumulation points);
– an elementary incoming fan (if the disc has a unique one-sided accumulation point
pi where i ∈ {1, 2}), the source of this fan will be at the vertex closest to pj, where
j 6= i, j ∈ {1, 2}.
– any triangulation of a finite polygon (otherwise).
Notice that the triangulation T˜ contains the arcs γ+i and γ
−
i cutting out the belt Bi for some
i ∈ N. Moreover, by construction it contains a belt lying inside any given belt Bj, j > i. This
implies that for every arc α ∈ T ′ such that α /∈ BadT T
′, some belt Bj is free of α and hence,
α /∈ BadT˜ T
′ (here, we also use that the triangulation T˜ coincides with T outside DTγ ). So,
BadT T
′ ⊂ Bad
T˜
T ′.
Furthermore, T˜ has at most three bad arcs with respect to T : γ and at most two limit arcs
of incoming fans. Note that γ is not necessarily a limit arc of T˜ .
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Figure 2.22. Constructing triangulation T˜ .
Step 4: Mutation from T to T˜ . Now, we will construct a mutation µ(0) ◦ µ
(1)
1 transforming T
to T˜ inside DTγ .
The plan will be as follows. We will label the non-limit arcs of T˜ by natural numbers and
will first apply a finite sequence of flips to obtain the first arc of T˜ , then the second, and so on.
By this we will reconstruct all non-limit arcs of T˜ , and all the limit arcs of T˜ will be included
in the newly obtained triangulation as limits of existing arcs.
There are two difficulties with this plan:
(A) the arc γ may be a non-limit arc of T˜ , while γ ∈ BadT T˜ ;
(B) the sequence of mutations described above may turn out to be not admissible (recall
that a sequence of elementary mutations µ
(1)
1 := ... ◦ µ2 ◦ µ1 is admissible, if for every
β ∈ T there exist n such that µi ◦ · · · ◦ µ1(β) = µn ◦ · · · ◦ µ1(β), for all i > n).
To resolve the first difficulty, notice that if γ is not a limit arc in T˜ then the arc τ obtained
by flipping γ in T˜ is not a bad arc with respect to T (see Fig. 2.23). So, we can obtain τ after
a finite mutation µ(0). Then we will reconstruct one by one all other non-limit arcs of T˜ (as
they are not bad with respect to T ). At the end we will flip τ back to γ (i.e. the mutation
transforming T to T˜ will be an infinite mutation followed by a single flip).
γ γγ
τττ
Figure 2.23. To Step 4.
To resolve the second difficulty, i.e. to make sure that the constructed sequence of mutations
is admissible, we will be a bit more precise about the order of mutations. We start with choosing
some belt Bi, i ∈ N, bounded by arcs of T˜ . Then we apply a finite mutation µ
(0)
0 to get all arcs
of T˜ lying in the finite part DTγ \Bi (this is possible as T˜ contains no bad arcs with respect to
T lying in DTγ \Bi). Now, our aim is to find an infinite mutation inside the disc Bi which will
transform µ
(0)
0 (T ) to T˜ .
To settle the triangulation inside Bi we label the arcs of µ
(0)
0 (T ) lying inside Bi by {αj},
j ∈ N, we will also label the non-limit arcs of T˜ lying inside Bi by {βj}, j ∈ N. The arcs of
µ(0)(T ) can be labelled in an arbitrary order. The arcs of T˜ will be labelled “from outside to
inside” so that each of the domains Bi\{β1, . . . , βm} remains connected (i.e. remains a disc) for
every m.
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Given this labelling, we will first find a sequence of flips which will take the arc α1 to the arc
β1. To achieve this, notice that there is a finite surface Si ∈ T containing β1 (as β1 is not bad
with respect to T ), so one can expand Si to obtain a finite surface Sˆi ∈ T containing both α1
and β1. Now, we apply Lemma 2.51 to find a finite mutation µ
(0)
1 which takes α1 to β1 inside Sˆi.
Then we will find a finite sequence of flips which will take µ
(0)
1 (α2) to β2 (here, we use that the
arcs of T˜ are enumerated so that Bi\{β1} is connected). Similarly, we proceed for all other arcs
inside Bi (using that Bi\{β1, . . . , βm} is connected). The composition µ
(1)
1 = ...◦µ
(0)
2 ◦µ
(0)
1 ◦µ
(0)
0
is an admissible infinite sequence of mutations transforming T to a triangulation which differs
from T˜ at most by flipping γ to δ. Composing the flip with µ
(1)
1 we obtain a mutation f1 ◦ µ
(1)
1
taking T to T˜ .
Step 5: Repeating Steps 1–4 to remove all bad arcs. The mutation f1◦µ
(1)
1 constructed in Step 4
transforms T to a triangulation T˜ such that BadT T
′ ⊂ Bad
T˜
T ′. As γ ∈ T˜ , this implies that
BadT˜ T
′ < BadT T
′. Also, notice that all bad arcs of T ′ with respect to T˜ are still limit arcs of
T ′. So, all assumptions of the theorem hold for the pair of triangulations T˜ and T ′ (but with
smaller number of bad arcs). So, we can apply Steps 1-4 again to find a mutation f2 ◦µ
(1)
2 which
will reduce the number of bad arcs. Repeating this at most k times we obtain a finite sequence
of infinite mutations µ(n) = fk ◦ µ
(1)
k ◦ · · · ◦ f1 ◦ µ
(1)
1 such that Tˆ = µ
(n)(T ) is a triangulation for
which BadTˆ T
′ = 0.
Step 6: Mutation from Tˆ to T ′. Since T ′ has no bad arcs with respect to Tˆ , by Proposition 2.48
there exists an infinite mutation µ
(1)
k+1 transforming Tˆ to T
′. Composing µ
(1)
k+1 with µ
(n) con-
structed in Step 5, we obtain µk+1 = µ
(1)
k+1 ◦ µ
(n) satisfying µk+1(T ) = T
′. Notice, that a flip
applied between two infinite mutations can be considered as a first elementary mutation in the
next infinite sequence, so these flips do not affect the total number of infinite mutations we need
to apply. Hence, we will be able to transform T to T ′ in at most k + 1 infinite mutations.

In a more general situation, i.e. in the presence of non-limit bad arcs in T ′, it turns out that
the number of bad arcs does not provide the answer to the question whether there exists µ(n)
such that µ(n)(T ) = T ′ or not. In particular, |BadT T
′| < ∞ does not imply existence of µ(n)
and |BadT T
′| = ∞ does not imply non-existence of µ(n) either (see Examples 2.62 and 2.61
below).
Definition 2.53 (Stronger domain). Given triangulations T and T ′ of a surface S and an
accumulation point p, we will say that the p-domain Dp is stronger than the p-domain D
′
p and
write Dp ≻ D
′
p if D
′
p is not an ongoing fan and one of the following holds:
(a) D′p is an outgoing fan;
(b) Dp contains a limit arc which crosses infinitely many arcs of D
′
p.
Remark 2.54. An incoming fan domain always has a limit arc. A zig-zag domain may contain
no limit arcs (when it is a zig-zag around an accumulation point p). In this case one can
understand p as the vanishing limit arc of Dp and so Definition 2.53 (b) applies.
Remark 2.55. Definition 2.53 can be rephrased in the following way. For the pair (Dp,D
′
p) we
can write whether its components are incoming fans, outgoing fans or zig-zags (denoting them
In,Out,Zig respectively). For example, (Dp,D
′
p) ⊂ (In,Out) would mean that Dp is an almost
elementary incoming fan and D′p is an almost elementary outgoing fan.
In this notation, Dp ≻ D
′
p if (Dp,D
′
p) is one of the following:
(a) (In,Out) or (Zig,Out);
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(b) (In, In), or (In,Zig), or (Zig, In), or (Zig,Zig) and Dp contains a limit arc which crosses
infinitely many arcs of D′p.
In this case there exists a neighbourhood N of p such that N ∩Dp ⊂ N ∩D
′
p.
Proposition 2.56. Let T, T ′, T ′′ be three triangulations of S and p be an accumulation point.
If Dp ≻ D
′
p and D
′
p ≻ D
′′
p then Dp ≻ D
′′
p .
Proof. If D′′p ∈ Out then the statement follows immediately from the definition. If D
′′
p 6∈ Out,
then each of Dp,D
′
p and D
′′
p belongs to {In,Zig}, hence transitivity follows from the property in
Remark 2.55 (b). 
Theorem 2.57. Let T and T ′ be triangulations of S. Suppose that Dp ≻ D
′
p for some one-sided
limit at an accumulation point p. Then there is no finite sequence of infinite mutations µ(n)
transforming T to T ′.
Proof. If Dp ≻ D
′
p then |BadT T
′| = ∞ (every arc of D′p crossing the limit arc α of Dp lies
in BadT T
′ by Observation 2.49.a). By Proposition 2.45 this implies that if Dp ≻ D
′
p then T
cannot be transformed to T ′ in one infinite mutation.
In particular, if Dp is not an outgoing fan, then it will not turn into an outgoing fan after
applying one infinite mutation, so it will not turn into an outgoing fan after two infinite muta-
tions, and so on: it cannot become an outgoing fan after finitely many infinite mutations. This
proves the proposition for pairs Dp ≻ D
′
p coming from Case (a) of Definition 2.53.
For the pairs Dp ≻ D
′
p coming from Case (b), notice that applying an infinite mutation µ
(1)
either leaves the limit arc of Dp unchanged or makes the domain stronger (otherwise, we get a
contradiction to the first paragraph of the proof). This means that after a finite sequence of
infinite mutations the domain Dp turns into a domain D which either has the same limit arc or
is stronger than Dp. Since Dp ≻ D
′
p, this implies that T
′ cannot be obtained from T by a finite
sequence of infinite mutations.

Theorem 2.57 gives a practical tool for deciding whether a triangulation T can be trans-
formed into a triangulation T ′ in finitely many infinite mutations (in particular, we use it in
Examples 2.62 and 2.63). At the same time, it still cannot be turned into an “if and only if”
condition: in Example 2.62 we present a triangulation T which cannot be transformed into T ′
in finitely many infinite mutations, however, one cannot show it by immediate application of
Theorem 2.57.
Remark 2.58. It is shown in [2] that mutations along admissible sequences induce a preorder
on the triangulations of a given surface (where T < T ′ when there exists an admissible sequence
of elementary mutations µ such that µ(T ) = T ′). In our settings of infinite mutations completed
with all limit arcs, this property obviously holds for the relation <n (where T <n T
′ if there
exists a finite sequence of infinite mutations µ(n) such that µ(n)(T ) = T ′). On the other hand,
the relation <1 (where T <1 T
′ if there exists an infinite mutation µ(1) such that µ(1)(T ) = T ′)
does not induce a preorder as a composition of two infinite mutations is not necessarily an
infinite mutation.
The relation <n clearly defines a preorder on all triangulations of S (as T <n T for every T
and T1 <n T2 <n T3 implies T1 <n T3). In the following proposition we will see that for every
infinite surface there is a minimal element with respect to the preorder defined by the relation
<n.
Proposition 2.59. For every infinite surface S, there exists a triangulation T such that
- for any arc γ ∈ S, holds |γ ∩ T | <∞, and
- for any triangulation T ′ of S there exists an infinite mutation µ(1) satisfying T ′ =
µ(1)(T ).
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Proof. For each accumulation point pi, choose a small disc neighbourhoodDi so that these neigh-
bourhoods do not intersect. Inside each Di, set an outgoing fan triangulation (see Fig. 2.24).
Choose any triangulation on the rest of the surface (the surface S\ ∪ Di has finitely many
boundary marked points, so it has a finite triangulation).
Denote the triangulation constructed above by T and observe that any arc γ in S crosses T
only finitely many times (indeed, γ crosses at most finitely many arcs from each Di). Thus,
for any triangulation T ′, we have |BadT T
′| = 0 which in view of Proposition 2.48 proves the
result. 
Figure 2.24. An example of an outgoing fan triangulation: neighbourhood of
each accumulation point is triangulated as a union of at most two outgoing fans,
and the rest of the surface may be triangulated by finitely many arcs.
Remark 2.60. Proposition 2.59 states that among all the triangulations there is a class of
particularly good ones composed of almost elementary outgoing fans. We will call them outgoing
fan triangulations (see Definition 3.30).
In Section 3, we will introduce cluster algebras associated with infinite surfaces, and we will
see that for an outgoing fan triangulation every cluster variable can be expressed as a Laurent
polynomial in the initial cluster, see also Remark 5.2.
2.7. Examples. In this section we collect examples illustrating the statements from Section 2.6.
Example 2.61 (|BadT T
′| = ∞ does not imply µ(n)(T ) 6= T ′). One could expect that if
|BadT T
′| =∞ for triangulations T and T ′ of a surface, then there is no finite sequence of infinite
mutations transforming T to T ′. This is not true, as illustrated in Fig. 2.25 by triangulations T
and T ′ such that |BadT T
′| = ∞, |BadT ′ T | = ∞, but T
′ = µ
(1)
2 ◦ µ
(1)
1 (T ) where both µ
(1)
1 and
µ
(1)
2 are shifts of sources of some fans.
T T ′
µ
(1)
1 µ
(1)
2
Figure 2.25. Triangulations T and T ′: |BadT T
′| =∞ and T ′ = µ
(1)
2 ◦µ
(1)
1 (T ),
see Example 2.61.
Theorem 2.46 above shows that for some triangulations T and T ′ of the same surface one
really needs infinite sequences of infinite mutations to transform T to T ′. The proof is based on
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two triangulations such that |BadT T
′| =∞. One could hope that the condition |BadT T
′| <∞
would imply that there is a finite sequence of infinite mutations transforming T to T ′. However,
the following example shows that it is not always the case.
Example 2.62 (|BadT T
′| < ∞ does not imply µ(n)(T ) = T ′). Consider the triangulations
T and T ′ shown in Fig. 2.26. Notice that the set |BadT T
′| consists of three arcs of T ′: two
horizontal limit arcs of T ′ and the diagonal passing through the centre of the octagon. We will
show that it is not possible to obtain T ′ from T by applying finitely many infinite mutations.
The idea is very similar to the one in the proof of Theorem 2.46.
Proof. Step 1: no µ(1) transforms T to T ′. We will start by showing that T cannot be trans-
formed to T ′ in one infinite mutation µ(1). Suppose that µ(1)(T ) = T ′ for an admissible infinite
mutation µ(1). Then every non-limit arc of T ′ is obtained after finitely many elementary muta-
tions (while the limit arcs can also arise in the process of completion). Consider the diagonal
arc γ ∈ T ′ passing through the centre of the octagon: γ crosses infinitely many arcs of T , so it
cannot arise after finitely many elementary mutations, however, γ is not a limit arc of T ′. This
contradicts the existence of µ(1).
Step 2: no µ(n) transforms T to T ′. Now, suppose that there exists a finite sequence of infinite
mutations µ(n), so that µ(n)(T ) = T ′. Denote µ(n) = µ
(1)
n ◦ · · · ◦µ
(1)
1 and Ti := µ
(1)
i ◦ · · · ◦µ
(1)
1 (T ).
We will also assume T0 := T . Notice that as T
′ = Tn is a triangulation, each of Ti should be a
triangulation.
Let p be one of the four accumulating points A,B,C,D of the octagon. Consider the types
of p-domains D
(i)
p of the triangulation Ti at the one-sided limit accumulating to p. Notice that
for every choice of p ∈ {A,B,C,D} the domain D
(0)
p is a zig-zag with the limit arc lying on the
boundary of the octagon (as T0 = T ).
Let k be the smallest number 0 < k ≤ n such that at least one of the four p-domains D
(k)
p is
not a zig-zag with the limit arc on the boundary. We will now look at the type of this p-domain:
• This domain D
(k)
p cannot be an outgoing fan (this follows from Theorem 2.57, but also
one can directly notice that in this case |BadTk−1 Tk| = ∞ which is a contradiction to
µ
(1)
k (Tk−1) = Tk by Proposition 2.45).
• Suppose, D
(k)
p is an incoming fan. Then for at least one other accumulation point
q ∈ {A,B,C,D}, q 6= p, the q-domain is not a zig-zag, and hence, is an incoming fan
(clearly, q is one of the two neighbours of p in ABCD). Suppose that the limit arc of
the incoming fan D
(k)
p lies outside the quadrilateral ABCD. Then D
(k)
p ≻ D
′
p, which
contradicts the assumption that T ′ can be obtained from Tk by finitely many infinite
mutations (see Theorem 2.57). Hence, the limit arc of the incoming fan D
(k)
p starts at
p and passes through the interior of ABCD (it may land at A,B,C, or D, or cross
through a side of ABCD). Similarly, the limit arc of the incoming fan D
(k)
q starts at p
and passes through the interior of ABCD. These limit arcs are only compatible in one
triangulation if one of them is a diagonal of ABCD and another is a side. However, this
would imply that the domains at the other two points s, t ∈ {A,B,C,D}\{p, q} are not
zig-zags, but incoming fans. The above reasoning shows that the limit arcs of these two
new fans are also a diagonal and a side of ABCD, however, all limit arcs of the four
fans will not be compatible. The contradiction shows that D
(k)
p is not an incoming fan.
• So, D
(k)
p is a zig-zag with a limit arc not lying on the boundary of the octagon. Now,
consider the other q-domains D
(k)
p for q 6= p, q ∈ {A,B,C,D}. None of them is a
zig-zag with the limit arc on the boundary as such a domain is not compatible with
the zig-zag D
(k)
p . So, by a similar argument as above, all of D
(k)
q are also zig-zags with
limit arcs not lying on the boundary of the octagon. This means that Tk−1 looks similar
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to T0 = T while Tk looks similar to Tn = T
′, thus the argument in Step 1 shows that
Tk = µ
(1)
k (Tk−1) is impossible.

T T ′ T ∩ T ′
Figure 2.26. Triangulations T and T ′ with |BadT T
′| = 3 and no mutation
µ(n) transforming T to T ′, see Example 2.62.
Example 2.63 (Infinity-gon). In Fig. 2.27 and 2.28, we illustrate the relations between various
triangulations of the one-sided infinity-gon I1 and the two-sided infinity-gon I2, respectively,
where
- solid arrows indicate finite sequences of infinite mutations,
- dashed arrows indicate infinite sequences of infinite mutations.
Moreover, these figures can be considered as “underlying exchange graphs” for I1 and I2:
- vertices of the graphs correspond to classes of triangulations of I1 and I2, respec-
tively, where classes are composed of triangulations having similar combinatorics, which
roughly speaking means that two triangulations are in the same class if they have the
same set of almost elementary domains attached to each other in the same way.
We use direct constructions (as in Fig. 2.5, 2.6 and 2.7) to show existence of finite sequences
of infinite mutations (where they do exist) and Theorem 2.57 to prove non-existence of finite
sequences (otherwise). The graphs shown in Fig. 2.27 and 2.28 agree with those presented in
Fig. 8 and 9 of [2].
j
>
i
i
i + 1
i + 2
i + 3
j
j + 1
j + 2
Figure 2.27. “Underlying exchange graph” for the one-sided infinity-gon.
Remark 2.64. In Fig. 2.27 and 2.28 one can find examples of outgoing fan triangulations for
the infinity-gon: these are those triangulations shown in the middle of the figure and connected
to every other triangulation by a solid arrow.
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i ′
≤
i
i
i
j
j
i′
j′
j′
i + k
i′ + k′
i ′
+
k ′
≥
i +
k
k ≥ 0
k′ ≥ 0
j′ > j
j′ < j
i+ k ≥ j
n
i ≤ j
Figure 2.28. “Underlying exchange graph” for the two-sided infinity-gon. We
omit dashed arrows representing infinite sequences of infinite mutations, but they
are assumed between the states where no solid arrow is shown.
3. Infinite rank surface cluster algebras
In this section we will use hyperbolic structures on infinite surfaces to define infinite rank
surface cluster algebras. The spirit of this section follows the one of Fomin and Thurston [18].
3.1. Hyperbolic structure and converging horocycles. Consider an infinite surface S
with a triangulation T . We will understand the triangles of T as ideal hyperbolic triangles, i.e.
hyperbolic triangles with all three vertices on the boundary of the hyperbolic plane. To each
marked point pi, we will assign a horocycle hi with an additional requirement that if marked
points pj, j ∈ N, converge to an accumulation point p∗ then the corresponding horocycles
converge to the horocycle h∗ at p∗ (see Definition 3.3).
Similarly to the case of finite surfaces, hyperbolic triangles together with a choice of horocycles
induce a lambda length assigned to each arc of the triangulation. We will show in Section 3.2
that these lambda lengths satisfy certain conditions (as long as the horocycles are converging).
Conversely, in Section 3.3 we will see that given a set of positive numbers associated with the
arcs of T and satisfying the above-mentioned conditions, there exists a hyperbolic surface with
a choice of converging horocycles such that the lambda lengths of the arcs of T coincide with
the prescribed numbers, see Theorem 3.33.
3.1.1. Admissible hyperbolic structures.
Definition 3.1 (Admissible hyperbolic structure). By an admissible hyperbolic structure on an
infinite surface S we mean a locally hyperbolic metric such that
- all boundary arcs are complete (i.e. bi-infinite) geodesics, and
- all interior marked points are cusps.
A surface with admissible hyperbolic structure will be called an admissible hyperbolic surface.
This means that having all vertices of triangles at interior or boundary marked points of a
triangulation of S, every triangle is isometric to a hyperbolic triangle with all vertices at the
boundary of the hyperbolic plane.
Lemma 3.2. Let S be an infinite surface with an admissible hyperbolic structure. Then the
universal cover of S is contained in the hyperbolic plane H2 as a proper subset.
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Proof. We start by choosing an outgoing fan triangulation T of S as in Proposition 2.59. Let
t1 be a triangle in T . We can embed t1 isometrically into the hyperbolic plane H
2 (uniquely up
to hyperbolic isometry) and we denote the obtained triangle t˜1. The triangle t1 has at most 3
adjacent triangles t2, t3, t4 in S (some of them may coincide with others or with t1). The gluing
of two adjacent triangles is determined by the choice of hyperbolic structure on S and it may be
described by shear coordinates as in Fig 3.1 (a): we drop the perpendiculars from the vertices
of the adjacent triangles to the common side and look at the hyperbolic distance between the
feet of the two perpendiculars. This dictates how the triangles t2, t3, t4 will lift to the universal
cover. We add the triangles to the universal cover one by one. Notice that we will always be
able to embed the next triangle t˜n+1 (attached to the previous triangle t˜n by the common side
γ, see Fig 3.1 (b)) into the hyperbolic plane without intersecting the previous ones. Indeed, the
finite union of already placed triangles t˜1, . . . , t˜n lies on one side from the line γ = t˜n∩ t˜n+1, and
the new triangle t˜n+1 lies on the other side. Lifting adjacent triangles of each triangle ti ∈ T
we will reach every triangle of T in finitely many steps: indeed T was chosen as an outgoing
fan triangulation, in particular, it contains no limit arcs. The fact that the boundary of S is
non-empty implies that the lifts will not cover the whole hyperbolic plane.
γ
(a) (b)
t˜n t˜n+1
Figure 3.1. Lift of S to the universal cover: (a) gluing of adjacent triangles
(shear coordinates); (b) attaching the next triangle.

In this section, we will often consider the surface S as lifted to the hyperbolic plane H2. More
precisely, we will often lift S to the upper half-plane model H of the hyperbolic plane H2, i.e.
to the set of points {z ∈ C | Im z > 0} with hyperbolic distance defined by
cosh d(z1, z2) = 1 +
|z1 − z2|
2Im(z1)Im(z2)
.
In this model the lines are represented by half-lines and half-circles orthogonal to ∂H. The
cusps, as well as the boundary marked points, lift to the points on the boundary ∂H.
3.1.2. Converging horocycles. A horocycle centred at a cusp p is a curve perpendicular to every
geodesic incident to p. Lifted to the universal cover H, a horocycle centred at p 6= ∞ is
represented by a circle tangent to ∂H at p. A horocycle centred at p = ∞ is represented by a
horizontal line Im z = const. A horocycle centred at p may be understood as a set of points
“on the same (infinite) distance from p”, and it is also a limit of a sequence of circles through
a fixed point with the centres converging to p.
Definition 3.3 (Converging horocycles in H). Let H be the upper half-plane model of the
hyperbolic plane and let pi ∈ ∂H, i ∈ N, be a sequence of points on the boundary. Suppose that
the points pi converge to some point p∗, denote it by pi → p∗. Let hi be a horocycle centred at
pi and let h∗ be a horocycle centred at p∗. We say that the horocycles hi converge to h∗ (and
denote it by hi → h∗) if the Euclidean circles representing hi converge to the Euclidean circle
representing h∗.
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Figure 3.2. Converging horocycles in the upper half-plane.
Remark 3.4. (a) If a point p∗ in Definition 3.3 is represented by∞ in H, we apply an isometry
of the hyperbolic plane (i.e. any linear-fractional transformation f(z) = az+bcz+d with a, b, c, d ∈ R,
ad− bc > 0) which takes ∞ to another point of ∂H and then we use the definition above.
(b) Definition 3.3 refers to the Euclidean shapes in the upper half-plane model. So, we need
to check the convergence of horocycles (i.e. the property that they can be represented by a
converging sequence of Euclidean circles) does not change under hyperbolic isometries. This
follows since the property can also be reformulated in purely hyperbolic terms (see part (c)
below).
(c) Hyperbolic interpretation of convergence of horocycles: the horocycles hi at pi converge
to the horocycle h∗ at p∗ if they pointwise converge in the hyperbolic plane. More precisely, for
every point q ∈ ∂H, let ξi(q) = qpi ∩ hi be the point of intersection of the horocycle hi and the
hyperbolic line qpi connecting q to pi. Then ξi(q) converges to ξ∗(q) = qp∗ ∩ h∗ as pi → p∗.
Part (c) of Remark 3.4 allows us to introduce the notion of converging horocycles in any
infinite hyperbolic surface.
Definition 3.5 (Converging horocycles in S, surface with converging horocycles). Let S be an
infinite surface with an admissible hyperbolic metric. Fix a horocycle at every marked point.
(a) Let pi be a sequence of boundary marked points converging to an accumulation point
p∗. We say that the horocycles hi at pi converge to the horocycle h∗ at p∗ if there are
lifts of hi to the universal cover converging to a lift of h∗.
(b) We say that the horocycles in S converge if for any converging sequence pi of boundary
marked points the horocycles hi at pi converge to the horocycle h∗ at the accumulation
point p∗, i.e. hi → h∗ as i→∞.
Similarly to the case of finite surfaces, we will use horocycles to define lambda lengths of arcs
and boundary segments.
Definition 3.6. (Lambda length of an arc, [42]) Given an admissible hyperbolic structure in
S together with a choice of converging horocycles, consider an arc or boundary arc γ in S. The
horocycles at the both endpoints of γ define the signed length l(γ) of γ, where l(γ) is negative
if the horocycles overlap, zero if they are tangent and positive if they do not intersect. The
lambda length λ(γ) is defined by
λ(γ) = e
l(γ)
2 .
Remark 3.7. To be able to work with punctured surfaces, the authors of [17] introduced the
notion of tagged arcs and tagged triangulations. [18] gives the notion of the lambda length of a
tagged arc using the idea of conjugate horocycles. We will follow exactly the same definitions
without presenting them here.
Remark 3.8. (Ptolemy relation in a quadrilateral) Let S be a finite hyperbolic surface with a
choice of horocycles at all punctures and boundary marked points. Let pqrs be a quadrilateral
in S (where each of p, q, r, s is a puncture or a boundary marked point), see Fig. 3.3. It is shown
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in [42] that the lambda lengths of the arcs connecting these marked points satisfy the Ptolemy
relation
λprλqs = λpqλrs + λqrλps,
where λij is the lambda length of the arc connecting i to j for i, j ∈ {p, q, r, s}.
In the case of an infinite surface, the same relation obviously holds, as all elements of the
relation are just a part of one quadrilateral.
p q r s
Figure 3.3. Ptolemy relation in a quadrilateral: λprλqs = λpqλrs + λqrλps.
3.1.3. Decorated Teichmu¨ller space.
Definition 3.9 (Decorated Teichmu¨ller space). Let S be an infinite surface. A point in the
decorated Teichmu¨ller space T˜ (S) of S is an admissible hyperbolic structure on S together with
a choice of converging horocycles.
It is shown in [18] that given a triangulation T of a finite hyperbolic surface S, lambda lengths
of the arcs of T uniquely define a point of the decorated Teichmu¨ller space T˜ (S). We will obtain
a similar result for triangulations containing no infinite zig-zag domains, see Theorem 3.33.
In the case of a finite surface, the construction (implying both existence and uniqueness) was
based on the following simple observation (which will also play the key role for infinite surfaces).
Observation 3.10 ([42], Corollary 4.8). For every x1, x2, x3 ∈ R+, there exists a unique hy-
perbolic triangle ∆ with all vertices at ∂H (modulo isometry of hyperbolic plane) and a unique
choice of horocycles at its vertices such that x1, x2, x3 are the lambda lengths of the sides of ∆.
Proof. Up to an isometry of hyperbolic plane (i.e. up to a linear-fractional map of H) all
triangles with vertices on ∂H are equivalent to the triangle 01∞. Choose any horocycle h∞ at
∞ (it is represented in H by a horizontal line Im z = C for some C ∈ R). Then there exists
a unique horocycle h0 at 0 such that the lambda length of the arc 0∞ is x1. Similarly, there
is a unique horocycle h1 at 1 such that the lambda length of the arc 1∞ is x2. The lambda
length of the arc 01 is determined by the horocycles h0 and h1, but in most cases is not equal
to x3. However, it changes monotonically depending on the initial choice of h∞ and it tends to
0 or ∞ when the constant C in the definition of the horocycle h∞ is very large or very small,
respectively. This implies that for every value of x3 there exists a unique choice of suitable
horocycle h∞, which in turn gives a unique choice of the horocycles h0 and h1. 
3.2. Conditions induced by the geometry of the surface. We will now analyse the be-
haviour of infinite sequences of arcs in an infinite surface S. As a first easy result in this direction
we will show that the lambda length of a limit arc equals to the limit of the lambda lengths of
the arcs.
Proposition 3.11. Let S be an infinite surface with an admissible hyperbolic structure and
with converging horocycles. Let {γi} be a sequence of arcs in S such that γi → γ∗ as i → ∞.
Let xi be the lambda length of γi for i ∈ N ∪ {∗}. Then xi → x∗ as i→∞.
Proof. Since the horocycles on S are converging by construction, the intersection points of γi
with corresponding horocycles at both endpoints of γi converge to the intersection points of γ∗
with horocycles at both endpoints of γ∗. 
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Proposition 3.12. Choose marked points {pi | i ∈ N ∪ {∗}} on the boundary of the upper
half-plane H so that pi → p∗ with p∗ 6=∞, and assign horocycles hi at each marked point pi so
that hi → h∗ as i→∞. Let xi,i+1 be the lambda length of the geodesic arc from pi to pi+1 and
let si,i+1 be the Euclidean distance between pi and pi+1, for each i. Then
(1)
xi,i+1
si,i+1
→ 12 ,
(2)
∞∑
i=1
xi,i+1 <∞, and
(3) if xi is the lambda length of the arc starting at p∗ and ending at pi, for i ∈ N, then
xi → 0 as i→∞.
Proof. Part (1) is a straightforward computation in the upper half-plane (we write the equation
of the hyperbolic line explicitly, find its intersections with horocycles, compute the lambda
length, and take the limit).
To see part (2), notice that since p∗ 6= ∞ and pi → p∗ as i → ∞, the condition si,i+1 =
|pi+1−pi| > 0 implies that the positive number series
∞∑
i=1
si,i+1 converges. By (1),
xi,i+1
si,i+1
→ 12 , so
there exists N such that for i > N we have 0 ≤ xi,i+1 < si,i+1. So,
∞∑
i=N
xi,i+1 <
∞∑
i=N
si,i+1 <∞,
and hence
∞∑
i=1
xi,i+1 <∞.
Finally, to see part (3), notice that as the horocycles hi converge to some horocycle h∗ and
the points pi converge to p∗ then, for large i, the horocycles hi and h∗ at the ends of the arc
pip∗ produce the larger and larger intersections hˆi ∩ hˆ∗ ∩ pip∗, so that the lambda lengths xi
tend to 0 as i → ∞ (here by hˆi and hˆ∗ we mean the horoballs bounded by the horocycles hi
and h∗).

p∗p∗
p∗
p∗
x∗ x∗x1
x1
x1
x1
x2
x2
x2x2
x3
x3
x3
x3
xn
xn
xn
xn+1
xn+1
x1,2
x1,2
x1,2x1,2
x2,3
x2,3x2,3
xn,n+1
xn,n+1
p1 p1
p1p1
p2 p2
p2p2
p3p3
p3p3
pn pn
pnpn
pn+1
pn+1
p0
(a) (b)
(c) (d)
Figure 3.4. Notation for an incoming fan (on the top) and for an outgoing fan
(at the bottom), respectively. On the left, each fan is drawn with the source at
infinity, whereas the same fan is viewed with the source at a finite point on the
right.
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Combining Propositions 3.11 and 3.12(3), we obtain the following corollary.
Corollary 3.13. If {γi} is a converging sequence of arcs in S, then the corresponding lambda
lengths {xγi} converge. Moreover,
- if {γi} converges to a limit arc γ∗ on S then xγi → xγ∗, and
- if {γi} converges to an accumulation point, then xγi → 0.
Definition 3.14. By a Laurent series in an infinite variable set X = {xi : i ∈ N} we mean a
formal infinite sum
∞∑
i=1
mi where each mi is a Laurent monomial with positive coefficients in
finitely many variables {xj1 , xj2 , . . . , xjki} ⊂ X for some ki ∈ N.
Remark 3.15. (a) Multiplication of two Laurent series is defined formally (since the coef-
ficients are all positive we do not specify the order we write the terms).
(b) All Laurent series we will consider in this paper will turn out to be convergent by
geometric reasons.
Proposition 3.16. Let F = {γi, γi,i+1 | i ∈ N} ∪ {γ∗} be an elementary incoming fan with
converging horocycles. Let xi be the lambda lengths of the arcs γi, i ∈ N, and xi,j be the lambda
length of the geodesic arc between marked points pi and pj, for i 6= j, where i, j ∈ N ∪ {∗}, see
Fig. 3.4(a), (b). Then
(1) xi → x∗ as i→∞;
(2)
∞∑
i=1
xi,i+1 <∞;
(3) xs,n = xsxn
n−1∑
i=s
xi,i+1
xixi+1
for s ∈ N, n > s;
(4) xs,∗ = xsx∗
∞∑
i=s
xi,i+1
xixi+1
for s ∈ N; in particular, xs,∗ is an absolutely converging Laurent
series in {xi, xi,i+1 | i ∈ N}.
p1p1 ps pipi pi+1pi+1 p∗ p∗
x∗x∗
x 1
,∗
x1,
∗
xi,i+1xi,i+1
xi
xi xi+1xi+1
Figure 3.5. An arc crossing an infinite incoming fan (left: viewed with the
source at ∞; right: viewed with the source at a finite point).
Proof. (1) Follows from Proposition 3.11.
(2) Follows from Proposition 3.12 (2).
(3) Without loss of generality, we will set s = 1. We will show by induction on n that
x1,n = x1xn
n−1∑
i=1
xi,i+1
xixi+1
.
The base step is evident since
x1,2 = x1x2
1∑
i=1
xi,i+1
xixi+1
.
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Assume now the identity holds for all n < k for some k ∈ N. By the Ptolemy relation
in the quadrilateral p1pk−1pkp∗,
x1,k =
xkx1,k−1 + x1xk−1,k
xk−1
=
xk
xk−1
x1xk−1
k−2∑
i=1
xi,i+1
xixi+1
+
x1xk−1,k
xk−1
= x1xk
k−1∑
i=1
xi,i+1
xixi+1
.
(4) It remains to show x1,n → x1x∗
∞∑
i=1
xi,i+1
xixi+1
as n→∞, or in other words that
δk := |x1x∗
∞∑
i=1
xi,i+1
xixi+1
− x1,k| → 0 as k →∞.
By part (1) we have xi → x∗, and by part (2) we know that
∞∑
i=1
xi,i+1 converges.
Therefore, for any ε > 0, we can choose k ∈ N such that |xi−x∗| < ε, and
∞∑
i=k
xi,i+1 < ε
for all i > k. Also, as xi > 0 for all i and xi → x∗ with xi > 0 and x∗ > 0, there exists
K ∈ R such that 1xi <
1
x∗
+ ε for i > K and
∣∣ 1
xj
∣∣ < K for all j. Thus,
δk = |x1x∗
∞∑
i=1
xi,i+1
xixi+1
− x1,k| =
∣∣∣∣x1(x∗ − xk) k−1∑
i=1
xi,i+1
xixi+1
+ x1x∗
∞∑
i=k
xi,i+1
xixi+1
∣∣∣∣
< x1εK
2
k−1∑
i=1
xi,i+1 + x1x∗(
1
x∗
+ ε)2
∞∑
i=k
xi,i+1.
By Proposition 3.12 (2),
∞∑
i=1
xi,i+1 converges, say to C. Therefore,
δk < x1εK
2C + x1x∗(
1
x∗
+ ε)2ε.
Hence, δk is bounded by a constant times ε, which completes the proof.

Proposition 3.17. Let F = {γi, γi,i+1 | i ∈ N} be an elementary outgoing fan with converging
horocycles and let {xi, xi,i+1 | i ∈ N} be the corresponding lambda lengths, i ∈ N (see Fig. 3.4
(c)-(d)). Then
(1) xi → 0 as i→∞;
(2) xn
n−1∑
i=1
xi,i+1
xixi+1
→ 1 as n→∞.
Proof. Part (1) follows from Proposition 3.12 (3). To show part (2), notice that x1,n → x1
as n → ∞ in view of Proposition 3.11. On the other hand, by Proposition 3.16 (3), we have
x1,n = x1xn
n−1∑
i=1
xi,i+1
xixi+1
for n ∈ N. Hence, in order to have x1,n → x1 as n → ∞, we need
xn
n−1∑
i=1
xi,i+1
xixi−1
→ 1. 
The proof of part (2) of Proposition 3.17 implies the following corollary.
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Corollary 3.18. Let F = {γi, γi,i+1 | i ∈ N} be an elementary outgoing fan on the hyperbolic
plane. Let {pi}, i ∈ N, be the marked points in F such that pi → p∗ for some p∗, and let hi be a
horocycle at pi and h∗ be a horocycle at p∗. Let {xi, xi,i+1 | i ∈ N} be the corresponding lambda
lengths. Then hi → h∗ if and only if xn
n−1∑
i=1
xi,i+1
xixi+1
→ 1 as n→∞.
Proof. If hi → h∗ then xn
n−1∑
i=1
xi,i+1
xixi+1
→ 1 by Proposition 3.17(2).
Conversely, if xn
n−1∑
i=1
xi,i+1
xixi+1
→ 1, then x1,n → x1, and hence the horocycles converge. 
Now, we will introduce a metric characteristic of a fan which will allow us to distinguish
incoming fans from outgoing ones.
Definition 3.19 (Width of fan). Let F (resp. F) be an elementary outgoing (resp. incoming)
fan with the source p∗ (resp. p0) and the arcs γn = p∗pn, for n ∈ N (resp. the arcs γn = p0pn,
for n ∈ N, and a limit arc γ∗ = p0p∗). We will define the width of F (resp. F) as follows:
- drop a perpendicular from p1 to every arc γn for n ∈ N and denote by qn the foot of the
perpendicular;
- let ln be the (signed) hyperbolic distance from qn to the horocycle h1 centred at p1 (in
other words, ln is the hyperbolic length of the portion of the perpendicular lying outside
of the horocycle h1);
- wn = exp(ln) will be called the width of a finite fan with n− 1 triangles;
- the width wF of an infinite fan F (resp. F) is defined by the (finite or infinite) limit of
wn as n→∞ (see Lemma 3.20 for the proof of the existence of the limit).
See Fig. 3.6 for an illustration. We will simply use the notation w for the width of a fan F
when the fan is clear from the context.
Lemma 3.20. The width of an infinite elementary fan is well-defined, i.e. the (finite or infinite)
limit in Definition 3.19 does exist. Moreover, the width of an incoming fan is finite and the
width of an outgoing fan is infinite.
Proof. In the case of an incoming fan, the length ln tends to the distance between the horocycle
h1 centred at p1 and the limit arc, and this distance is finite (see Fig. 3.6 (a)-(b)). In the
case of an outgoing fan, the length ln is the distance between the horocycle h1 and the line γn,
which grows as n gets larger and tends to the infinite distance between the horocycle h1 and
the accumulation point p∗, see Fig. 3.6 (c)-(d).

Lemma 3.21. Let Fn be a finite fan {γi, γi,i+1 | 1 ≤ i ≤ n− 1} ∪ {γn}, let xi and xi,i+1 be the
corresponding lambda lengths of arcs and boundary arcs of F . Then the width wn of Fn satisfies
wn = 2x
2
1
n−1∑
i=1
xi,i+1
xixi+1
.
Proof. By definition, the width wn is the lambda length of the double of the arc from p1 to
qn, namely, in order to compute wn, we double the fan by taking a symmetric copy of it (see
Fig. 3.7). If we set pn+i = pn + (pn − pn−i) for 1 ≤ i ≤ n − 1, then wn = x1,2n−1 and by
Proposition 3.16 (3) we have
wn = x1,2n−1 = x1x2n−1
2n−2∑
i=1
xi,i+1
xixi+1
= 2x21
n−1∑
i=1
xi,i+1
xixi+1
,
where the last equality holds since xn+i = xn−i and xi,i+1 = x2n−i−1,2n−i for i = 1, . . . , n−1. 
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Figure 3.6. Width of an incoming fan ((a) and (b)) and of an outgoing fan ((c)
and (d)). For each type of fans, we show the fan with the source at ∞ on the
left and the same fan viewed with the source not at ∞ on the right.
p∗ p∗
x1,2 x1,2x1,2x2,3 x2,3x2,3
xn−1,nxn−1,nxn−1,n
p1 p1pn−1 pn−1p2 p2p3 p3pn pn p2n−1pn+1 p2n−2p2n−3
x1 x1x1 xn−1xn−1xn−1x2 x2x2 x3x3 x3xn xn
wn
Figure 3.7. Computing the width of a finite fan by using two symmetric copies
of it.
3.3. Geometry induced by compatible data. In this section, we will start with combina-
torial data (triangulation T of S) and numerical data (numbers associated with arcs of T ) and
show that under certain conditions the data is realisable by a decorated hyperbolic surface with
converging horocycles. The data sets (F ,D) and (F ,D) will be considered for an outgoing and
incoming elementary fans and will have the following ingredients:
- a collection of arcs
F = {γi, γi,i+1 | i ∈ N} or F = {γi, γi,i+1 | i ∈ N} ∪ {γ∗}
forming an elementary outgoing or incoming fan (together with its base), respectively;
- a collection of positive real numbers
D = {xi, xi,i+1 ∈ R>0 | i ∈ N} or D = {xi, xi,i+1 ∈ R>0 | i ∈ N} ∪ {x∗ ∈ R>0}
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associated with each arc in the outgoing or incoming fan, respectively, see Fig. 3.4.
Definition 3.22 (Compatibility of combinatorial and numerical data). We say that D is com-
patible with F (resp. D is compatible with F) if there is an admissible hyperbolic surface S
with converging horocycles triangulated according to F (resp. F) and such that the lambda
lengths of the geodesic arcs in S coincide with the numerical data given in D (resp. D).
Proposition 3.23. Let F = {γi, γi,i+1 | i ∈ N} ∪ {γ∗} be an elementary incoming fan and let
D = {xi, xi,i+1 ∈ R>0 | i ∈ N} ∪ {x∗ ∈ R>0}, see Fig. 3.4 (a)-(b). Then F is compatible with D
if and only if the following two conditions hold:
(1) xn → x∗ as n→∞, and
(2)
∞∑
i=1
xi,i+1 <∞.
Proof. By Proposition 3.16, the conditions are necessary for the existence of the corresponding
admissible hyperbolic structure with converging horocycles. To show they are also sufficient,
we will assume that conditions (1) and (2) hold and construct an embedding of the incoming
fan F to the upper half-plane. We will map the source of the fan to ∞.
We start with embedding the first triangle of the fan by mapping it to (0, 1,∞) = (p1, p2, p0).
Then we can glue each successive triangles ∆i in F one by one so that each triangle satisfy
∆i = pipi+1p0. Indeed, Observation 3.10 implies that given pi ∈ ∂H (together with the choice
of horocycles at pi and at p0) there exists a unique position for pi+1 and a unique choice of
horocycle hi+1 at pi+1 allowing to match the numerical data assigned to γi,i+1 and γi. It is left
to show that the constructed points pi converge to some p∗ 6= ∞ (i.e. we obtain an incoming
fan as required and not an outgoing one) and that the constructed horocycles hi at pi converge
to a horocycle at p∗.
By condition (1), xi → x∗ as i→∞, which implies that the Euclidean sizes of horocycles hi
converge as i→∞. Condition (2) implies that xi,i+1 → 0 as i→∞, which (as Euclidean sizes
of horocycles converge) is only possible if (pi+1 − pi)→ 0.
Now, shift each of the triangles ∆i to p1 by the map fi(x) = x − pi + p1, i ∈ N (the
corresponding horocycles are shifted together with the triangles). Since pi+1 − pi → 0, we have
fi(pi+1) → p1 as i → ∞. Note also that the shifted horocycles fi(hi+1) at fi(pi+1) converge.
Hence, we can use Proposition 3.12 (1) to see that
xi,i+1
si,i+1
→ 12 where si,i+1 = pi+1 − pi. Since∑
xi,i+1 < ∞ by assumption, this implies that
∑
si,i+1 < ∞. Thus, pi → p∗ for some point
p∗ 6= ∞. As Euclidean sizes of the horocycles hi converge, we conclude that the horocycles hi
converge. 
Proposition 3.24. Let F = {γi, γi,i+1 | i ∈ N} be an elementary outgoing fan and let D =
{xi, xi,i+1 ∈ R>0 | i ∈ N}, see Figure 3.4 (c)-(d). Then F is compatible with D if and only if
the following two conditions hold:
(1) xn → 0 as n→∞, and
(2) xn
n−1∑
i=1
xi,i+1
xixi−1
→ 1 as n→∞.
Proof. The conditions are necessary in view of Proposition 3.17. To prove they are also sufficient,
we suppose that the assumptions (1) and (2) hold and construct an embedding of the outgoing
fan to the upper half-plane (with the source of the fan mapped to ∞).
We start by embedding the first triangle of the fan and then we glue each successive triangle
while assigning the appropriate horocycles at its vertices at each step. We construct some
infinite fan in H. Combining assumptions (1) and (2), we have
n−1∑
i=1
xi,i+1
xixi−1
→∞ as n→∞. In
view of Lemma 3.21 this implies that the width of the constructed fan is infinite, so the fan is
outgoing. This implies pi →∞ as i→∞. Assumption (2) together with Corollary 3.18 implies
that horocycles at marked points pi converge, as required. 
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In the presence of almost elementary fans (i.e. in the case of an elementary fan with infinitely
many finite polygons attached to it), some additional conditions will be required. To introduce
them we will need the following notation.
Notation 3.25. Let F be an almost elementary fan and p1, p2, . . . be the marked points at
the base of the elementary fan contained in F , see Fig. 3.8. We may assume without loss of
generality that the marked points p1, p2, . . . lie at the same boundary component of S (up to
shifting the base of the fan by finitely many marked points, i.e. by relabelling pn by pn−k for
some k ∈ N). Let sn be any boundary marked point lying between pn and pn+1. Denote by xn,sn
and xsn,n+1 the lambda lengths of the arcs pnsn and sn, pn+1. Then the following condition
holds.
Proposition 3.26. In the Notation 3.25, the following additional condition holds for almost
elementary domains:
xn,sn + xsn,n+1
xn,n+1
→ 1.
Proof. Denote by xsn the lambda length of the arc p∗sn. By Ptolemy relation, we have
xn,n+1xsn = xsn,n+1xn + xn,snxn+1.
As the horocycles at the boundary marked points accumulating to p∗ converge, each of xsn , xn, xn+1
tends to x∗. So, we have xn,sn + xsn,n+1 → xn,n+1 as n→∞. 
We collect compatibility conditions for elementary and almost elementary fan domains in
Table 3.1.
Remark 3.27. For each of the two types of fans it is easy to check that neither of the two
conditions is sufficient alone without the other condition.
Table 3.1. Compatibility conditions elementary fans
Domain Conditions
Additional conditions
for almost elementary fans
in
co
m
in
g
fa
n
p0 p∗pi pi+1
xi
xi+1
xi,i+1
xn → x∗
∞∑
i=1
xi,i+1 <∞
xn,sn+xsn,n+1
xn,n+1
→ 1
ou
tg
oi
n
g
fa
n
p∗
p1 pi pi+1
xi
xi+
1
xi,i+1
xn → 0
xn
∞∑
i=1
xi,i+1
xixi−1
→ 1
Proposition 3.28. The compatibility conditions for almost elementary incoming and outgoing
fans are exactly the same as the ones given in Table 3.1 (this comprises two conditions for
incoming / outgoing fans together with one additional condition for almost elementary fans).
Proof. We use Propositions 3.23 and 3.24 to construct elementary incoming and outgoing fans
embedded into almost elementary fans. We also construct separately all polygons attached to
almost elementary fans, see Fig. 3.8. Then we glue them to elementary fans to construct a
surface for almost elementary incoming and outgoing fans. We have constructed an admissible
surface with a choice of horocycles at marked points so that the lambda lengths of the arcs
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are equal to the given numerical data. It remains to show that the horocycles given by this
construction converge.
Notice that by Propositions 3.23 and 3.24 we know that the horocycles at pi converge to the
one at p∗, so we only need to show that the horocycles at the marked points si converge to the
one at p∗. Assuming the condition
xn,sn+xsn,n+1
xn,n+1
→ 1 is satisfied and using Ptolemy relation
xn,n+1xsn = xsn,n+1xn + xn,snxn+1 as in Proposition 3.28 together with the condition xn → x∗
which follows from Propositions 3.23 and 3.24, we compute
xsn =
xsn,n+1xn + xn,snxn+1
xn,n+1
→ x∗.
This implies xsn → x∗, hence the horocycles at xsn converge to the horocycle at p∗. 
xi
xi+1
xi,i+1
p∗pip0 si pi+1pi−1
Figure 3.8. An almost elementary fan as a union of an elementary fan and an
infinite number of finite polygons, attached to its base.
Remark 3.29. We do not know how to derive compatibility conditions for elementary zig-zag
pieces. This leads us to the following definition.
Definition 3.30 (Fan triangulations, incoming/outgoing fan triangulations). We say a trian-
gulation T of S is
• a fan triangulation if T is a finite union of almost elementary fan domains;
• an incoming (resp. outgoing) fan triangulation if all almost elementary domains are
incoming (resp. outgoing) fans.
Example 3.31. The triangulation used in the proof of Theorem 2.59 is an outgoing fan trian-
gulation (see Fig. 2.24).
Remark 3.32. Let T be a fan triangulation of S and γ ∈ S be an arc. Then the domain DTγ
of γ in T is a finite union of elementary fans (compare to Remark 2.31).
Theorem 3.33. Given a fan triangulation T of an infinite surface S together with a collection of
positive real numbers associated with arcs and boundary arcs of T , if the compatibility conditions
listed in Table 3.1 are satisfied for all almost elementary domains of T then the numerical data
is compatible with the combinatorial data in the whole surface S.
Proof. We cut the surface S into finitely many almost elementary domains and realise each
domain using Proposition 3.28. We then glue these domains in finitely many steps. 
3.4. Teichmu¨ller space.
Definition 3.34. We say numerical values {xi ∈ R>0 | i ∈ N} are compatible with a fan
triangulation T = {γi | i ∈ N} of an infinite surface S if compatibility conditions hold for every
almost elementary domain in T .
In view of Definition 3.34, we reformulate Theorem 3.33 as follows.
Corollary 3.35. Let T be a fan triangulation of an infinite surface S. Collections of values
compatible with T are in bijection with points in the decorated Teichmu¨ller space T˜ (S).
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Since the compatibility conditions for incoming fan triangulations are linear, the Teichmu¨ller
space has the following nice properties.
Theorem 3.36. The set of points in the decorated Teichmu¨ller space T˜ of an infinite surface
S forms a convex cone.
Proof. Let T = {γi | i ∈ N} be a triangulation formed as a union of incoming fan triangulations
and xT = {xi | i ∈ N} be the associated collection of values. Since the compatibility conditions
(see top row of Table 3.1) are linear in the case of an incoming fan, it is immediate that, given
x ∈ T˜ and λ > 0, we have λx ∈ T˜ and given x, y ∈ T˜ we have x+y ∈ T˜ . Also λx+(1−λ)y ∈ T˜
for any scalar λ, where 0 < λ < 1. Hence, T˜ is a convex cone. 
3.5. Lambda lengths as Laurent series. Given a triangulated infinite surface S with an
admissible hyperbolic structure and with converging horocycles, consider the lambda lengths
{xi} of the arcs γi of T as variables (depending on the point in T˜ ).
Proposition 3.37. Let S be an unpunctured infinite surface. Let T be a fan triangulation of
S and x = {xi ∈ R>0 | i ∈ N} be variables (including boundary variables) compatible with T.
If γ is an arc in S, then the lambda length of γ is a Laurent series in {x1, x2, . . . } converging
absolutely for any x compatible with T .
Proof. Consider the lift D of the domain DTγ of γ to the universal cover. By Proposition 2.23
together with Remark 2.31, D is a finite union of elementary fans (as T contains no infinite
zig-zags). The proof of the statement is by induction on the number of elementary fans in D.
The base case is when γ lies in a single fan and it follows from Proposition 3.16.
To show that the statement holds for an arc crossing k elementary fans, we assume that
it holds for all arcs crossing less than k fans and apply the Ptolemy relation (see Fig. 3.9 for
notation):
xγxγ′ = xβ1xβ3 + xβ2xβ4 ,
where the k-th elementary fan of D is attached to the (k − 1)-th one along the arc γ′ ∈ T .
Notice that the arcs β1, β2, β3, β4 satisfy the induction assumption, which implies that the
variables xβj are converging Laurent series in {xi}. As γ
′ ∈ T , dividing both sides by xγ′ we
obtain the required expression for xγ . 
γ
γ′
β1 β2
β3
β4
Figure 3.9. Induction on the number of fans crossed by γ: Ptolemy relation.
Remark 3.38. In the proof of Proposition 3.37, the fans adjacent to the arc γ′ may be finite
or infinite, they may either share the same source or have the sources at different endpoints of
γ′; however, the proof does not depend on any of these factors.
We will extend the result of Proposition 3.37 to the case of punctured surfaces in Theo-
rem 3.42. For that matter we will need the following definitions and a technical lemma.
Definition 3.39 (Ordinary and conjugate pair punctures with respect to T ). Let T be a
triangulation of an infinite surface S. We say that a puncture p of S
• is an ordinary puncture with respect to T if all arcs of T incident to p are tagged the
same way at p;
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• otherwise, p is the endpoint of two copies of the same arc with different taggings at
p (these arcs are called a conjugate pair). In this case, we will call p a conjugate pair
puncture for T (see Fig. 3.10(a) for an example).
Definition 3.40 (Right and wrong tagging). Let T be a triangulation of a punctured surface
and let p be an ordinary puncture with respect to T . An arc γ with an end point at p has a
right tagging (resp. wrong tagging) at p if it is tagged the same (resp. tagged oppositely) at p
as the arcs of T .
ψ
ψ′
µ
pp
(a) (b)
Figure 3.10. A conjugate pair puncture: xµ = xψxψ′ .
Lemma 3.41. Let T be a triangulation of an infinite surface S and let p be a puncture on S.
Then there exists an arc ψ ∈ T having exactly one endpoint at p.
Proof. Suppose that all arcs of T incident to p have both endpoints at p. Then all triangles
incident to p have all three vertices at p. The neighbours of those triangles also have the same
property, namely all their vertices coincide with p. This implies that all vertices of all triangles
in T coincide with p. However, an infinite surface S should contain infinitely many boundary
marked points, which implies that there should be some vertices different from p. 
Theorem 3.42. The statement of Proposition 3.37 holds for punctured infinite surfaces, i.e. if
T is a fan triangulation of an infinite surface S and x = {xi | i ∈ N} are variables (including
boundary variables) compatible with T, and γ is an arc in S, then the lambda length of γ is a
Laurent series in {x1, x2, . . . } converging absolutely for any x compatible with T .
Proof. The proof remains the same for arcs with no endpoints at punctures and for arcs having
one or two endpoints at ordinary punctures with the right tagging at these punctures. This
implies that we are left to prove the statement in two cases:
• when γ has a wrongly tagged endpoint at an ordinary puncture p;
• when γ has an endpoint at a conjugate pair puncture p.
Case 1: wrong tagging at an ordinary puncture. Let γ be an arc with a wrongly tagged
endpoint at an ordinary puncture p. We will assume that the other endpoint of γ is not a
conjugate puncture. We will consider the three cases given below:
1.a: only one endpoint of γ has wrong tagging. Let γ′ be the same arc as γ but with
the opposite tagging at p. As it is shown above, xγ′ is a Laurent series in {x1, x2, . . . }.
We will use xγ′ to find xγ .
Notice that given two curves ϕ and ψ both with exactly one endpoint at p and tagged
the same at p, and given the arcs ϕ′ and ψ′ which coincide with ψ and ϕ except that
they are tagged oppositely at p, one has
xϕ/xϕ′ = xψ/xψ′
since the ratio above is e±d/2, where d is the distance between the two conjugate horo-
cycles at p, see [18, Section 7]. Hence, it is sufficient to show that the ratio xψ/xψ′ is a
Laurent series for some specifically chosen arc ψ′ ∈ T and get
xγ = xγ′xψ/xψ′ ,
which is a Laurent series as xγ′ is.
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If the triangulation T is locally finite at p (i.e. there are finitely many triangles
incident to p), then we choose ψ′ ∈ T to be an arc having exactly one end at p (there
is such an arc in view of Lemma 3.41). Notice that ψ′ is tagged oppositely to γ at p by
the assumption. Then xψ is a Laurent polynomial in view of classical theory for finite
surfaces, and hence xψ/xψ′ is also a Laurent polynomial in {x1, x2, . . . }.
If T is not locally finite around p, then there are infinitely many arcs of T incident
to p. Hence, there is a limit arc ψ′ ∈ T incident to p, i.e. an arc with one endpoint at
p and another endpoint q ∈ ∂S (since a limit arc should have at least one endpoint at
the boundary). Again by the assumption, ψ′ is tagged oppositely to γ at p. Let ψ be
the arc parallel to ψ′ but tagged the same as γ at p, and let µ be the loop going around
ψ′, see Fig. 3.10(b). Then xµ is a Laurent series in {x1, x2, . . . } as it is shown above
(since this arc has no endpoints at punctures). By [18, Lemma 7.10], xµ = xψxψ′ . This
implies that xψ/xψ′ = xµ/(xψ′)
2 is also a converging Laurent series since ψ′ ∈ T .
1.b: two endpoints of γ are distinct ordinary punctures, both with wrong taggings.
In this case we apply the same reasoning as in Case 1.a, changing the tagging of γ first
in one endpoint and then at the other.
1.c: both endpoints of γ are at the same ordinary puncture p, tagged wrongly at
p. In this case, xγ′/xγ = (e
±d/2)2 since we add or remove a segment of length d from
both ends of γ which implies that
xγ = xγ′(xψ/xψ′)
2,
where ψ′ ∈ T is chosen in the same way as in Case 1.a.
Case 2: conjugate pair puncture. Let p be a puncture and let ρ, ρ′ ∈ T be two curves
forming a conjugate pair incident to p. Let α, β ∈ T be the sides of the digon containing the
conjugate pair, and let γ be an arc coming to p through the arc β (see Fig. 3.11(a)). Without
loss of generality, we may assume that γ is tagged at p in the same way as ρ.
We will consider the following three cases:
2.a: only one endpoint of γ is a conjugate pair puncture. Let σ be the arc inside the
digon tagged the same as ρ at p. By the Ptolemy relation, we have
xγxβ = xσxψ + xρxϕ,
see Fig. 3.11(a). Notice that none of the endpoints of the arcs α and β can be a conjugate
pair puncture in T . This implies that xψ and xϕ are Laurent series in {x1, x2, . . . } by
Case 1. As ρ ∈ T , xρ is one of {x1, x2, . . . }. The lambda length xσ may be computed
by the Ptolemy relation in a (self-folded) quadrilateral lying inside the digon:
xσxµ = xρ(xα + xβ),
where µ is a loop around ρ. By [18, Lemma 7.10], xµ = xρxρ′ , which implies
xσ =
xα + xβ
xρ′
.
Finally, as β ∈ T we see that
xγ =
xσxψ + xρxϕ
xβ
is a converging Laurent series.
2.b: two endpoints of γ are at two distinct conjugate pair punctures p and q. The
proof is the same as in Case 2.a. We apply the Ptolemy relation as in Fig. 3.11(b), and
since the arcs ψ and ϕ have only one of their endpoints at a conjugate pair puncture,
xψ and xϕ are converging Laurent series by Case 2.a.
2.c: both endpoints of γ are at the same conjugate pair puncture p. First suppose
that γ intersects finitely many arcs of T . Then the domain DTγ of γ for T consists of
finitely many triangles, which implies that xγ is a Laurent polynomial in terms of the
lambda lengths of the finitely many arcs contained in the finite surface DTγ .
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(a) (b) (c)
Figure 3.11. Arc γ with an endpoint in a conjugate puncture.
Now, suppose that γ intersects infinitely many arcs. As both endpoints of γ are
at the conjugate puncture p (i.e. there are finitely many arcs intersecting γ at the
endpoints), there exists a limit arc ψ ∈ T crossing γ. Notice that both endpoints of
ψ are distinct from p (as p is a conjugate pair puncture), i.e. for any arc ϕ starting
from p and terminating at an endpoint of ψ, the lambda length xϕ is a Laurent series
in {x1, x2, . . . } in view of Cases 2.a and 2.b. Consider a lift of γ to the universal cover
(together with a lift of ψ intersecting the lift of γ). Applying the Ptolemy relation as in
Fig. 3.11(c), we obtain
xγxψ = xδ1xδ3 + xδ2xδ4 ,
which implies that xγ is a Laurent series as each of xδi is for i = 1, 2, 3, 4; and thus,
ψ ∈ T (here δi, i = 1, . . . , 4, is obtained by resolving the crossing of ψ and γ).

Corollary 3.43. The coefficients of the Laurent series obtained in Theorem 3.42 are positive
integers.
Proof. The Laurent series were constructed by applying Ptolemy relations repeatedly, where the
only division performed was by the variable corresponding to an arc lying in the triangulation.
Also, we have not used subtraction in the construction. So, the coefficients of the terms are
positive integers by induction. 
Theorem 3.44. Let T be a fan triangulation of an infinite surface S. Let β, γ ∈ S be two
distinct arcs and xβ and xγ be the Laurent series associated with β and γ with respect to the
triangulation T . Then xγ 6= xβ .
Proof. First, notice that given a fan triangulation T , the Laurent series (in terms of the initial
lambda lengths {x1, x2, . . . } of the internal and boundary arcs of T ) does not depend on the
choice of initial numerical data compatible with the combinatorial structure of the triangulation.
Hence, it is sufficient to show that for any two arcs β and γ in the combinatorial infinite surface
S, there is an admissible hyperbolic structure with converging horocycles such that the lambda
lengths of β and γ are different. In what follows, we construct such a hyperbolic structure on
the (combinatorial) surface S.
Fix two arcs β, γ ∈ S, and let T be an outgoing fan triangulation (as in Definition 3.30).
Then each of the arcs β and γ crosses only finitely many arcs of T . Hence, it is possible to
choose finitely many arcs α1, . . . , αn (where n = Acc(S) is the total number of accumulation
points, see Definition 2.19) so that
- none of the arcs αi crosses β or γ, and
- {αi} cuts S into finitely many pieces one of which is a finite subsurface S
′ containing
only finitely many triangles of T and all the others being elementary outgoing fans.
Without loss of generality (i.e. by changing the choice of αi if needed), we may assume that
β, γ ∈ S ′. Then the lambda lengths of γ and β are expressed through finitely many of {xi}
(more precisely, both of them are Laurent polynomials in {xi | i ∈ I(S
′)}, where I(S ′) is a finite
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index set of the arcs lying inside or on the boundary of S ′). In particular, xγ 6= xβ in view of the
corresponding result for finite surfaces (see [17], proof of Proposition 9.21). This implies that
for some choice of {xi | i ∈ I(S
′)} the corresponding lambda lengths of β and γ are different.
Now, fix a hyperbolic structure and a choice of horocycles on S ′ such that the lambda lengths
of β and γ are different. To get the required structure on S, we are left to attach finitely many
outgoing fans with a unique condition that the lambda lengths of arcs αi cutting the fans are
given from the boundary of S ′. This can be easily done by constructing the corresponding fans
in the upper half-plane. 
3.6. Cluster algebras from infinite surfaces. The definition of cluster algebras from infinite
surfaces is an immediate generalisation of the one associated with finite surfaces.
Definition 3.45 (Cluster algebra from infinite triangulated surface). Let S be an infinite
surface together with an admissible hyperbolic structure and a choice of converging horocycles,
and let T be a fan triangulation of S. Denote by {γi}, i ∈ N, the set of arcs of T including
infinitely many boundary arcs {βj} as a subset. Let {xi} be the lambda lengths of {γi}. Then
- for any (internal) arc γ in S, the Laurent series giving the lambda length of γ in terms
of {xi} will be called the cluster variable associated with γ;
- denote by X the set of all cluster variables;
- the lambda lengths (considered as independent variables) of the boundary arcs will be
called boundary coefficients;
- by a cluster we mean a collection of cluster variables associated with arcs lying in one
triangulation together with the boundary coefficients;
- by an initial cluster we mean the set {xi} corresponding to the arcs of an initial trian-
gulation T (notice that we require an initial triangulation to be a fan triangulation);
- by a seed we mean a triangulation of S together with the corresponding cluster;
- mutations of triangulations are defined as in Section 2, and mutations of clusters are
corresponding transformation of the set of functions.
Finally,
- the cluster algebra A(S, T ) associated with (S, T ) is the Z-algebra generated by all
cluster variables, i.e.
A(S, T ) =
{
t∑
k=1
nk∏
i=1
six
mi
ji
| nk, ji, t ∈ N, si,mi ∈ Z, xji ∈ X
}
.
Remark 3.46. A cluster variable may be defined as an infinite Laurent series, however when
generating a cluster algebra we only consider finite sums of finite products of cluster variables.
Since all cluster variables are absolutely convergent, the elements of A(S, T ) are convergent
Laurent series as well.
Remark 3.47. As usual, in the case of punctured surfaces by “triangulations” we mean “tagged
triangulations”.
Remark 3.48 (Independence of triangulation). The definition of cluster algebra A(S, T ) given
above depends on the choice of a fan triangulation, however one can check that given two
fan triangulations T1 and T2 of the surface S, there exists a homomorphism f of algebras
A1 = A(S, T1) and A2 = A(S, T2).
Indeed, by Theorem 3.44 we see that a cluster variable is uniquely determined by the cor-
responding arc γ ∈ S. Construct the bijection between the sets of cluster variables of A1 and
A2 by mapping the cluster variable of A1 associated to an arc γ to the cluster variable of A2
associated with γ.
To see that the bijection f defines an algebra homomorphism, notice that cluster variables
of both algebras satisfy the same relations coming from the geometry of S, i.e.
- Ptolemy relations, and
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- limit relations (see Corollary 3.13 stating that the lambda lengths of the converging
sequence of arcs converge).
Moreover, for any given initial fan triangulation T , every cluster variable may be obtained
from the initial cluster variables in finitely many steps (where at every step we apply either a
Ptolemy relation or a limit relation to the variables obtained in the previous steps).
Remark 3.48 leads to the following definition.
Definition 3.49 (Cluster algebra from an infinite surface). By a cluster algebra A(S) from an
infinite surface S we mean the cluster algebra obtained from any fan triangulation of S.
4. Infinite staircase snake graphs
In this section, we will generalise the construction of snake graphs, introduced by Musiker,
Schiffler and Williams in [39], for arcs in an infinite surface and use them to give an expansion
formula for cluster variables. Since we consider cluster algebras with initial variables associated
with fan triangulations, we will introduce the construction of snake graphs in this setting for
simplicity, though infinite snake graphs associated with non-fan triangulations can be given in
a similar way.
4.1. Construction of snake graphs associated with fan triangulations. Let S be an
infinite surface with a fan triangulation T and γ be an arc in S. Consider the domain DTγ of
γ lifted to the universal cover. The domain DTγ is a finite union of elementary fans Fi where
1 ≤ i ≤ k for some k ∈ N. Fix an orientation on γ.
We will construct the snake graph of γ in several steps depending on the complexity of the
collection of crossings of γ with T . In the case of finitely many crossings, our construction
coincides with that of [39]. Suppose {τi | i ∈ I} is the collection of arcs in T that γ crosses in
the universal cover (remark that τi may be a lift of the same arc as τj, for some i and j).
Step I. Finitely many crossings of γ with T :
- to each crossing of γ in T , associate a weighted tile which is a square of a fixed side
length:
– if γ crosses an arc τi, consider the quadrilateral Qi in T which contains τi as a
diagonal; the corresponding tile Gi will have τi in the diagonal and weights on the
edges induced by the labelling on Qi, see Figure 4.1;
- glue successive tiles as follows: the tiles Gi and Gi+1 are glued along the edge with
weight τb, where τb is the third side of the triangle bounded by τi and τi+1; arrange the
gluing so that the diagonals τi and τi+1 of the tiles Gi and Gi+1 connect the top-left to
the bottom-right corners of the tiles, see Figure 4.1.
τi−1
τi−1
τi
τi
τi
τi+1
τi+1
τi+1
τi+1
τi+2
τi+2
τi+2
τi+2 τi+3
τi+3
τi+3 τi+4
τi+4
τa
τa
τb
τb
τb
τc
τc
τc
τd
τd
τd
τe
τe
i− 1 i
i
i+ 1
i+ 1
i+ 1
i+ 2
i+ 2
i+ 2
i+ 3
i+ 3
i+ 4
a b c
d
e
Figure 4.1. Construction of snake graphs. Notice that two successive tiles have
opposite orientations relative to the orientation of the surface.
Step II. Crossing an infinite elementary fan:
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- associate a tile to the first crossing of an almost elementary fan;
- glue each tile associated with successive crossings as in the finite case;
- obtain an infinite graph G;
- associate a limit tile Glim at the end of G to indicate that we approach to the limit arc
γ∗ of the fan:
– Glim is a dotted square of the same side length;
– G approaches Glim from the bottom;
– associate the weight ∗ to the top edge of Glim, see left of Fig. 4.2.
∗
γ
∗
∗
γ
∗
∗
Figure 4.2. Infinite one-sided zig-zag snake graph associated with an infinite
elementary fan on the left and infinite snake graph associated with an arc crossing
an elementary fan and the limit arc of the fan on the right.
Step III. Crossing a limit arc:
- if an arc γ crosses a limit arc γ∗, we associate a regular tile to this crossing and glue it
to G according to the local configuration of γ and γ∗ in (S, T ), see Fig. 4.2 (right).
Step IV. Crossing a finite union of infinite elementary fans and polygons:
- construct finitely many (finite or one-sided infinite zig-zag) snake graphs {Gi}
k
i=1 for
elementary fans Fi in Dγ by Step I and II;
- glue each Gi and Gi+1 at the common ends according to the local configuration of the
change of the fans from Fi to Fi+1, see Fig. 4.3 (i.e. attaching the last tile of Gi and the
first tile of Gi+1 to the tile G0 associated with γ0 = Fi ∩ Fi+1 in a zig-zag way when Fi
has the same source as Fi+1 and in a straight way otherwise, compare to Fig. 4.4);
Step V. Completing the construction of snake graph Gγ associated with γ:
- remove the diagonals in all tiles.
After this process, we obtain an infinite snake graph Gγ associated with γ, see Fig. 4.3 for an
example.
1 2 3
∗
∗∗
⊛
1˜
2˜
3˜
1′
2′
3′
2′′
3′′
4′′
1′′′
2′′′
3′′′
1 2
3
∗
∗
∗
2′
3′
1′
2′′ 3′′
∗∗
∗∗
∗∗
3′′′2′′′
1′′′
⊛
⊛
3˜ 2˜˜
1
⊛
G1
G2
G3
G4
G5
Figure 4.3. The snake graph for an arc crossing five elementary fans F1, . . . ,F5
is composed out of five one-sided zig-zag snake graphs G1, . . . ,G5 (we drop the
boundary weights on the snake graph except the ones coming from limit arcs).
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Remark 4.1. (a) The limit tile may be approached by an infinite zig-zag from the left
or from the bottom and there is no difference how we draw this; however, its effect is
detected on the snake graph by sign function introduced in Definition 4.5.
(b) In Step IV, by a one-sided infinite zig-zag we mean an infinite zig-zag snake graph
together with a limit tile associated with a fan in the triangulation, see left of Figure 4.2.
(c) Changing the orientation of an arc γ gives rise to isomorphic snake graphs, one obtained
from the other by a reflection. On the other hand, the choice of orientation of γ induces
a total order on the tiles of Gγ .
(d) A limit tile of a snake graph has no face weight and only one of its edges has a weight.
This edge is labelled by the limit arc.
Observation 4.2. (a) If an arc γ ∈ S crosses arcs forming a zig-zag in a triangulation,
then the corresponding piece in the snake graph is straight and if it forms a fan, then
the corresponding piece in the snake graph is zig-zag, see Fig. 4.4 (we acknowledge that
this terminology is a bit confusing but it will be clear from the context which meaning
of zig-zag we refer to).
(b) By construction, there is no tile in a snake graph which is a limit tile for two consecutive
infinite subgraphs of an infinite staircase snake graph (approaching the tile from two
distinct sides). Indeed, if an arc γ crosses an elementary fan leaving it through the limit
arc, then γ crosses at least a limit arc γ∗ for which we associate a regular tile G∗ in
Gγ . Hence, a tile associated with a limit arc separates the limit tile from the rest of the
snake graph. Therefore, Gγ cannot have a two-sided limit tile.
→ →
Figure 4.4. Crossing a fan in a surface gives rise to a zig-zag in the snake graph
and crossing a zig-zag in a surface gives rise to a straight piece in the snake
graph.
The next proposition follows directly from the construction of snake graphs.
Proposition 4.3. Let T be a fan triangulation of S and γ be an arc. Then Gγ is either
(a) a finite snake graph, or
(b) a finite union of finite and infinite one-sided zig-zag snake graphs.
Definition 4.4 (Infinite staircase snake graph). Let T be a fan triangulation and γ be an arc
such that |γ ∩ T | = ∞. We will call the infinite snake graph Gγ associated with the arc γ, the
infinite staircase snake graph Gγ associated with γ (see Fig. 4.3 and 4.7 (d) for examples).
We now extend the notion of sign function of [7] to infinite staircase snake graphs.
Definition 4.5 (Sign function). A sign function f of an infinite staircase snake graph G is a
map from the edges of G to {+,−} such that
- the bottom and the right edges of a tile Gi have the same sign which is opposite to that
of the top and the left edges;
- fixing a sign function on a single edge of a snake graph induces a sign function on the
whole snake graph by extending with the rule
ε
−ε
−ε ε where ε ∈ {+,−} and applying
the limit rules when needed; in particular, the sign function on a limit tile is induced
by the sign of the interior edges of the zig-zag approaching the limit tile;
- the sign function of a limit tile induces a sign function in the infinite zig-zag following
this tile.
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Remark 4.6. (a) In accordance with Remark 4.1 (a), there is no way to determine whether
we approach to a limit tile from the left or bottom. In terms of the sign function, this
does not create any ambiguity since we associate the same sign on the left or the bottom
of the limit tile as the sign in all interior edges in the infinite zig-zag approaching to this
limit tile.
(b) A sign function of an infinite zig-zag snake graph G has either all + or all − assigned to
the interior edges of G.
By construction, two successive tiles of G have different orientations relative to the orientation
of the surface S. We will use this to define edge positions in the tiles relative to the orientation
of the surface and to the sign function.
Definition 4.7 (Orientation of a limit tile). The orientation of a limit tile is induced by the
orientation of the tiles in the zig-zag approaching it, i.e. the orientation of the limit tile coincides
with the orientation of the tiles having the previous tile attached at the bottom edge, see Fig. 4.5.
Figure 4.5. The induced orientation of the limit tile: two different shadings
represent two different orientations of the tiles with respect to the surface.
Definition 4.8 (Edge positions in the tiles). Let Gi be a tile of an infinite staircase snake
graph G together with its orientation induced from G and f be a sign function of G. The edges
a, b, c, d of Gi are in positions I, II, III, IV, respectively if
- a, b, c, d follow each other in the direction of the orientation of Gi, and
- a is the first edge of Gi with sign “−” in f(G) (when walked in the direction of the
orientation).
See Fig. 4.6.
+
+
+
+
+
+
++
−
−
−−
−
−
−
−
I
I
I
I II
II
II
II
III
III
III
III IV
IV
IV
IV
Figure 4.6. Edge positions defined depending on the orientation and the sign function.
Convention 4.9 (On drawing snake graphs). We always assume that the first tile is oriented
clockwise and that the second tile of a snake graph is attached to the first from the right.
Next, we will extend the notion of perfect matchings to infinite staircase snake graphs.
Definition 4.10. A perfect matching P of an infinite staircase snake graph G is a set of edges
of G such that each vertex in G is incident to precisely one edge in P and an edge of a limit tile
is in the perfect matching if one of the following applies:
- a limit tile Glim is followed by a regular tile G∗ and the edge between Glim and G∗ is in
the matching of G∗;
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- limit edge condition: if Glim is a limit tile of the tiles Gi, for i ∈ N, and there exists
k ∈ N such that an edge of Gi at the position Y ∈ {I, II, III, IV } is in P for all i > k,
then the edge of Glim at the position Y is also in P , see Example 4.12.
Remark 4.11. - By definition, the vertices of a limit tile are either matched by the limit
condition or by an edge of a successive tile (if such tile exists). We cannot add any other
edge of a limit tile to complete a set of edges to a perfect matching of an infinite snake
graph.
- By Observation 4.2 (b), a limit tile cannot be a two-sided limit which implies that two
opposite boundary edges of a limit tile are never in a matching of an infinite staircase
snake graph, compare with Example 4.12 (b).
Example 4.12. (a) The set of edges P in Fig. 4.7 (a) is a perfect matching of the snake
graph G since the top edges of every odd tile and the right edge of every even tile is
in the matching which induces the top edge of the limit tile in the matching (since it
has the same orientation as the odd tiles). Indeed, comparing to Fig. 4.6, we see that
the edge at position II is in the matching of Gi for all i. Therefore, by the limit edge
condition the edge at position II of the limit tile is also in the matching, i.e. the top
edge of the limit tile is in the matching. Hence, every vertex of G is incident to precisely
one edge in P and thus P is a perfect matching.
(b) (A non-perfect matching example) We consider the set of edges P ′ consisting of the
edge at position I of Gi for each i together with the edge at position I of the limit tile
(obtained by the limit rule) as illustrated in Fig. 4.7 (b). Then the top-right vertex
of the limit tile Glim is not incident to any edge in P
′, and hence P ′ is not a perfect
matching of G.
(c) The set of edges of P ′′ in Fig. 4.7(c) is a perfect matching of the bi-infinite zig-zag snake
graph G′ since two vertices of each limit tiles are matched by the limit condition and
other vertices of the limit tiles are matched by an edge in the adjacent tile G∗.
(d) The set of edges of P ′′′ in Fig. 4.7(d) forms a perfect matching of an infinite staircase
snake graph.
1 2
3 4
5 6
∗
1 2
3 4
5 6
∗
1 2
3 4
5
∗
5′ 4′
3′ 2′
1′
(a) (b) (c) (d)
Figure 4.7. (a), (c), (d) are examples of perfect matchings; (b) is not a perfect
matching (see Example 4.12).
Notation 4.13. Given a snake graph G,
- we denote by Match G the set of all perfect matchings of G;
- we sometimes use the shorthand notation P ⊢ G to indicate that P ∈ Match G.
Lemma 4.14. Let G = ∪i∈NGi be an infinite one-sided zig-zag snake graph (as in Fig. 4.5) and
let P ∈ Match G be a perfect matching. Then there exists a unique i ∈ N such that i is the
first tile of G with the property that the restriction P |Gi is a perfect matchings of Gi. Moreover,
the matching P is uniquely determined by the matching P |Gi of Gi.
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Proof. Suppose that no tile of G is completely matched. The left edge of the first tile G1 must
be in the matching because otherwise in order to cover the bottom-left vertex we would have
to take the bottom edge in the matching of G1 which would require to take the top edge giving
rise to a complete matching on G1. Similarly, this forces the bottom edge of G2 to be in the
matching. Continuing in this manner successively, we construct the pattern in Fig. 4.7 (b)
which does not lead to a perfect matching as it is shown in Example 4.12 (b). Hence, there
exists i ∈ N such that P |Gi is a perfect matching of Gi. We can choose i so that no tile Gk is
completely matched for k < i.
i−1
i i+1
i−1
i i+1
i−1
i i+1
i−1
i i+1
i−1
i i+1
i−1
i i+1
(a) (b) (c) (d) (e) (f)
Figure 4.8. Corner snake graph.
Suppose that i > 1. Without loss of generality, suppose Gi is placed on the top-left of the
corner piece (Gi−1, Gi, Gi+1), see Fig. 4.8 (a) (bottom-right case may by considered similarly).
Then the matching P contains either the two vertical or the two horizontal edges of Gi as in
Fig. 4.8 (b) and (e). First, assume that the two vertical edges of Gi are in the matching. This
enforces to have the bottom edge of the tile Gi−1 and the right edge of Gi+1 in the matching,
see Fig. 4.8 (c). The matching on Gi−1 enforces the left edge of Gi−2 and the matching on Gi+1
enforces the top edge of Gi+2, see Fig. 4.8 (d). Continuing in this manner, all the bottom edges
of the tiles Gi−2k+1 and all the left edges of the tiles Gi−2k for 1 ≤ k ≤
⌊
i
2
⌋
are in the matching
of G. Similarly, all the right edges of the tiles Gi+2j−1 and all the top edges of the tiles Gi+2j for
j ∈ N are in the matching of G. Moreover, the limit tile Glim have the top edge in the matching
by the limit condition, hence this is a perfect matching of G which is uniquely determined by a
matching on the tile Gi.
If Gi has two horizontal edges in the matching (see Fig. 4.8 (f)), then this forces the bottom
of the tile Gi−1 in the matching, see Fig. 4.8 (f). But then P |Gi−1 is a matching of Gi−1 and i
is not the first position with a complete matching, hence we argue as above for i− 1.
In the case of i = 1, each of two possible perfect matchings of Gi = G1 (see Fig. 4.9) extends
uniquely to a perfect matching of G. 
1 2
3
1 2
3
(a) (b)
Figure 4.9. Initial segments of two perfect matchings of infinite one-sided zig-
zag snake graph with two complete matchings of the first tile G1.
Definition 4.15 (Height of a perfect matching). Let G be a one-sided zig-zag snake graph, let
P be a matching of G, and let i be the first position of a tile of G such that P |Gi is a perfect
matching of Gi (this tile exists and is unique by Lemma 4.14). If i > 1, we say that P is a
perfect matching of height i. If i = 1, we will associate height 0 and height 1 to the perfect
matchings of the form shown in Fig. 4.9 (a) and (b), respectively.
4.2. Laurent series associated with snake graphs. [39] introduced an explicit formula for
cluster variables of surface cluster algebras which is parametrised by perfect matchings of snake
graphs associated with arcs in a finite surface. In this section, we aim to generalise this formula
for infinite surfaces with fan triangulations.
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Definition 4.16 (Laurent series associated with Gγ). Let S be an infinite surface and T be
a fan triangulation of S. Let γ be an arc in S and Gγ its snake graph. Let P be a perfect
matching of Gγ . Then
- assign a formal variable xi to every arc τi (including the limit arcs and the boundary
arcs) of the triangulation T ;
- the (possibly infinite) weight monomial x(P ) of P is given by
x(P ) =
∏
ei∈P
xei ,
where xei = xj for an edge ei ∈ P with weight τj;
- the crossing monomial of γ with T is given by
cross (γ, T ) =
∏
j∈J
xj,
where J is the index set of the tiles in Gγ , i.e. Gγ = ∪j∈JGj and
xj =
{
xk if Gj has weight τk,
1 if Gj is a limit tile;
- the Laurent series associated with Gγ is defined by
xGγ =
∑
P∈ Match Gγ
x(P )
cross (γ, T )
,
where x(P ) is the weight monomial of P and cross (γ, T ) is the crossing monomial of γ
with T .
As in the finite case, xG gives an explicit formula for cluster variables. We will first show this
for arcs lying inside a single fan.
Proposition 4.17. Let F = {γi, γi,i+1 | i ∈ Z≥0} ∪ {γ∗} be an infinite incoming elementary
fan and γ be the arc which crosses γi for i ∈ N, see Fig. 4.10. Let xγ be the cluster variable
associated with γ and Gγ be the snake graph of γ. Then xγ = xGγ .
Proof. The snake graph Gγ associated with γ is an infinite one-sided zig-zag. By Definition 4.15,
perfect matchings of Gγ are indexed by Z≥0 corresponding to the height i of a perfect matching
Pi. We will show
x(Pi)
cross (γ, T )
=
x0x∗xi,i+1
xixi+1
,
for i ∈ Z≥0, which will imply
xGγ = x0x∗
∑
i∈Z≥0
xi,i+1
xixi+1
= xγ ,
where the last equality follows from Proposition 3.16 (4). To show the claim, consider the
perfect matching Pi given in Fig. 4.10. By definition, we have
x(Pi)
cross (γ, T )
=
x0x1/x2/. . . xi−1/xi,i+1xi+2/. . . x∗
x1/x2/. . . xi−1/xixi+1xi+2/. . .
=
x0x∗xi,i+1
xixi+1
,
as required. 
We are now ready to present the main theorem of this section.
Theorem 4.18. Let T be a fan triangulation of an infinite unpunctured surface S and let γ be
an arc. Let xγ be the cluster variable associated with γ and Gγ be the snake graph of γ. Then
xγ = xGγ .
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xγx0
x1 x2 x3
x∗
x0,1 x1,2 x2,3
1 2
3
i−1 i
i+1 i+2
0
1
2
i−2
i−1
i+2
(i, i+1)
i+3
∗
Figure 4.10. Arc γ inside an incoming fan (left) and the corresponding one-
sided infinite snake graph Gγ (right). Gγ is given with a perfect matching of
height i.
Proof. Abusing the notation, we will denote by γ the lift of an arc γ to the universal cover. Let
DTγ be the domain of γ in the universal cover. By Remark 2.31, the domain D
T
γ is a finite union
of elementary fans. Similarly to the proof of Theorem 3.42, we will argue by induction on the
number of elementary fans in DTγ .
For the base of the induction, we will consider the case when DTγ is a fan. Then it is either
a finite fan or an infinite elementary fan. In the first case, the snake graph is finite, hence the
statement follows from [39]. In the latter, the snake graph is a one-sided infinite zig-zag and
xγ = xGγ by Proposition 4.17.
Assume that xGδ = xδ for every arc δ crossing strictly less than k fans. Now suppose γ is an
arc crossing k fans in the universal cover. We will denote these fans by F (i) for 1 ≤ i ≤ k. Fix
an orientation on γ and let γ∗ be the arc separating the fans F
(k−1) and F (k). Note that γ∗
might be a limit arc. We have one of the following main configurations in the neighbourhood
of γ∗ in Dγ (see also Fig. 4.11):
(I) the fans F (k−1) and F (k) have sources at the same end of γ∗;
(II) the fans F (k−1) and F (k) have sources at opposite ends of γ∗.
γ
γ
(I) (II)
Figure 4.11. Two principle ways to change an elementary fan (each of the two
fans in the figures may be finite or infinite).
Case (I): Suppose that the last change of fan in Dγ is of type (I). We will also assume that both
of the fans Fk−1 and Fk are infinite. Then the snake graph of γ is of the form given in Fig. 4.12.
Denote the arcs in Dγ as shown in the figure, denote also the snake subgraph corresponding to
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the arc γ by G and the snake subgraph corresponding to the crossing of γ with the fan Fi by
Gi.
γ
γ¯
β1
β2
0′
1′
2′
1
2
3
∗
G
1 2
3
∗
3′ 2′
1′
Figure 4.12. Snake graph associated with γ in Case (I).
The snake graphs Gk−1 and Gk are one-sided infinite zig-zag snake graphs since they are
associated with infinite zig-zag fans Fk−1 and Fk. Note that since the fans Fk−1 and Fk have
the same source, the corresponding glueing in Gγ between Fk−1, γ∗ and Fk is a zig-zag and
G = G ∪ Gk−1 ∪G∗ ∪ Gk.
By Ptolemy relations, we have the identity
(1) xγx∗ = xβ1x0′ + xβ2xγ
in terms of lambda lengths of the arcs γ, γ∗, β1, γ0′ , β2, and γ, see Fig. 4.12. We will show that
the corresponding identity
xGγxG∗ = xGβ1xG0′ + xGβ2xGγ(2)
in terms of expansion formula for the associated snake graphs holds. Observe that we have
xβi = xGβi , for i = 1, 2, xγ = xGγ , x∗ = xG∗ and x0
′ = xG0′ by the induction hypothesis.
In order to show the identity (2), we will reorganise the set of perfect matchings of Gγ by
considering those that have the vertical boundary edge a or the horizontal boundary edge b of
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the tile G∗ in a matching of Gγ :
Match Gγ = Match

G
a
1 2
3
∗
3′ 2′
1′

∪ Match

G
b
1 2
3
∗
3′ 2′
1′

= Match
 G 1 23
∗
3′ 2′
1′
0′
1′
2′
Gβ1
P˜

∪ Match
 G 1 23
∗
3′ 2′
1′
1
2
Gγ
˜˜
P
Gβ2

= ( Match Gβ1 ⊔ P˜ ) ∪ ( Match Gγ ⊔
˜˜
P ⊔ Match Gβ2).(3)
Note that we obtain unique matchings P˜ and
˜˜
P on G(k) ∪ {a} and (G(k−1)\G1) ∪ {b}, re-
spectively. Indeed, when the edge a is in the matching, we must have the top of the successive
limit tile in the matching as well. Hence the top of every even (or odd) tile in G(k−1) must be
in the matching. This also requires that the right edge of every odd (resp. even) tile is in the
matching, compare to Example 4.12. Similarly, if the edge b is in the matching, this gives rise
to the unique matching
˜˜
P .
We will also use the following rearrangement of cross (γ, T ):
cross (γ, T ) = cross (β1, T ) · x∗ · cross (β2, T )(4)
= cross (γ, T ) · x1x2 . . . x∗ · cross (β2, T )(5)
Applying equation (3) of perfect matchings of Gγ , we obtain:
xGγ
(def)
=
∑
P⊢Gγ
x(P )
cross (γ, T )
(3)
=
( ∑
P1⊢Gβ1
x(P1)
)
x(P˜ ) +
( ∑
P⊢Gγ
x(P )
)
x(
˜˜
P )
( ∑
P2⊢Gβ2
x(P2)
)
cross (γ, T )
(4,5)
=
 ∑
P1⊢Gβ1
x(P1)
cross (β1, T )
 1
x∗
(
x(P˜ )
cross (β2, T )
)
+
∑
P⊢Gγ
x(P )
cross (γ, T )
 x( ˜˜P )
x1x2x3 · · ·
 1
x∗
 ∑
P2⊢Gβ2
x(P2)
cross (β2, T )

(def)
= (xβ1)
(
1
x∗
)
x0′x1′/x2′/. . .
x1′/x2′/. . .
+ (xγ)
x1/x2/. . .
x1/x2/. . .
(
1
x∗
)
xβ2
=
xβ1x0′ + xγxβ2
x∗
(1)
= xγ ,
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where the last equality follows from (1) since x∗ is an initial variable.
The proof of the remaining cases where only one of the fans is infinite is given in the same
way. The key consideration is that the snake graph Gγ will be exactly as in Fig. 4.12 except
that one of the zig-zag subgraphs G(k−1) or G(k) will be finite.
Case (II): Consideration of this case follows similar steps to Case (I) except that the local
configuration at G∗ will be different. Now suppose that last change of fan in the domain of γ
is of Type (II) and that both fans around γ∗ are infinite. Then the snake graph of γ is of the
form given in Fig. 4.13. Denote the arcs of Dγ as in the figure, denote also the snake subgraph
of Gγ corresponding to the arc γ by G and the snake subgraph corresponding to the crossing of
γ with the fan Fi by Gi.
γ
γ¯
β1
β2
0′
1′
2′
1
2
3
∗
G
1 2
3
∗
3′ 2′
1′
Gk−1
Gk
Figure 4.13. Snake graph associated with γ in Case (II).
The snake graphs Gk−1 and Gk are one-sided infinite zig-zag snake graphs since they are
associated with the infinite zig-zag fans Fk−1 and Fk. Note that since the fans Fk−1 and
Fk have distinct sources, the corresponding glueing in Gγ between Gk−1, G∗ and Gk in G =
G ∪ Gk−1 ∪G∗ ∪ Gk is straight.
Using the notation as in Fig. 4.13 and applying the Ptolemy relation, we have the identity
xγx∗ = xβ1xβ2 + x0′xγ(6)
in terms of lambda lengths of the arcs γ, γ∗, β1, β2, γ0′ , and γ. We will show the identity
xGγxG∗ = xGβ1xGβ2 + xG0′xGγ .(7)
Observe that we have xβi = xGβi , for i = 1, 2, and xγ = xGγ , by the induction hypothesis.
To show the identity (7), we will reorganise the set of perfect matchings of Gγ by considering
those having the two boundary edges of the tile G∗ in the matching or not:
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Match Gγ = Match

G
1 2
3
∗
3′ 2′
1′

∪ Match

G
1 2
3
∗
3′ 2′
1′

= Match
 G 1 23
∗
3′ 2′
1′
Gβ2
Gβ2

∪ Match
 G 2 1
2′
1′
0′
1 2
3
∗
3′ 2′
1′
Gγ
P˜

= ( Match Gβ1 ⊔ Gβ2) ∪ ( Match Gγ ⊔ P˜ ).(8)
Observe that we obtain the unique matching P˜ of Gγ\G as in Case (I).
Applying equation (8) of perfect matchings of Gγ , we get:
xGγ
(def)
=
∑
P⊢Gγ
x(P )
cross (γ, T )
(8)
=
( ∑
P1⊢Gβ1
x(P1)
)( ∑
P2⊢Gβ2
x(P2)
)
+
( ∑
P⊢Gγ
x(P )
)
x(P˜ )
cross (γ, T )
(4,5)
=
 ∑
P1⊢Gβ1
x(P1)
cross (β1, T )
 1
x∗
 ∑
P2⊢Gβ2
x(P2)
cross (β2, T )

+
∑
P⊢Gγ
x(P )
cross (γ, T )
( x(P˜ )
x1x2x3 . . . x∗ . . . x2′x1′
)
(def)
= (xβ1)
(
1
x∗
)
(xβ2) + (xγ)
x1/x2/. . . x2′/x1′/x0′
x1/x2/. . . x∗ . . . x2′/x1′/
=
xβ1xβ2 + xγx0′
x∗
(6)
= xγ ,
where the last equality follows from (6) as x∗ is an initial variable.
The remaining cases are argued in a similar way since the local configuration around G∗
adjacent to the (finite or infinite) zig-zag snake subgraphs G(k−1) and G(k) will be a straight
piece inside the staircase snake graph Gγ . 
4.3. Skein relations. In this section we will consider fan triangulations of unpunctured infinite
surfaces. The goal is to generalise skein relations to the infinite case under this setting. To
establish these relations, we will generalise the snake graph calculus of [7] to the infinite case.
For a finite unpunctured surface S, given two arcs γ1, γ2 ⊂ S and a crossing of them, one can
resolve the crossing by locally replacing the crossing × with the pair of segments ⌣⌢ or ⊃⊂.
This gives rise to four new (generalised) arcs γ3, γ4 and γ5, γ6 (see Definition 4.19) corresponding
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Figure 4.14. Three different types of crossings in a surface.
to the two different ways of smoothing the crossing. As shown initially in [38], the corresponding
elements xγ1 , xγ2 , . . . , xγ6 in the cluster algebra satisfy the skein relations given by
xγ1xγ2 = xγ3xγ4 + xγ5xγ6 .
Again in the finite case, another proof of skein relations is given combinatorially in [7] in
terms of snake graphs associated with a pair of crossing arcs and those obtained by smoothing
a crossing. The main idea of the proof is given by
• detecting the region of a crossing in the surface in terms of the associated snake graphs
(this notion is called crossing overlap in [7]):
– crossing in a (finite or infinite) surface occurs exactly in one of the 3 ways given
in Fig. 4.14. In the infinite surface case, the same configuration remains fixed
and the only difference is that the region where the crossing occurs might be a
triangulated infinite polygon in the universal cover of the surface. However, the
crossing condition only depends on the local configuration on the boundary of this
region, and therefore, the whole argument in terms of snake graphs immediately
generalises when infinite surfaces are considered;
• giving a bijection between perfect matchings of G1 ⊔ G2 and (G3 ⊔ G4)∪ (G5 ⊔ G6) where
Gi for i = 1, . . . , 6 are the snake graphs associated with the arcs obtained by smoothing
a crossing: this notion is called resolution or grafting in [7]:
- the essential idea of the proof of the bijection between perfect matchings of a pair
of snake graphs is to find a switching position in an overlap under consideration.
When infinite staircase snake graphs are considered, one might need to determine
the switching position in an infinite snake graph. Although it may not be obvious at
first sight, this could be done in a similar manner to that of the finite version. This is
due to the fact that we only consider infinite staircase snake graphs (Proposition 4.3)
and perfect matchings of infinite zig-zag snake graphs are characterised explicitly
(Lemma 4.14).
Definition 4.19 (Generalised arc). By a generalised arc we mean any curve on S with endpoints
in the marked points of S that is not contractible to a boundary segment and not cutting out
an unpunctured monogon. As usual, the curves are considered up to isotopy.
Definition 4.20 (Laurent series associated with generalised arcs). Let S be an infinite surface
and T be a fan triangulation of S. Let γ be a generalised arc in S and Gγ be the infinite snake
graph associated with the lift of γ in the universal cover. The Laurent series xγ associated with
γ is defined to be equal to the Laurent series associated with Gγ , see Definition 4.16.
Remark 4.21. The assumption that a generalised arc does not cut out an unpunctured mono-
gon can be removed from the definition, and in this case one could use smoothings of self-
crossings to associate Laurent series as in [40].
If γ is a generalised arc, then xγ is not a cluster variable; however, applying induction on the
number of fans crossed by the lift of γ as in Theorem 4.18 one can show that xγ is an element
of the associated cluster algebra.
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Proposition 4.22. The Laurent series associated with a generalised arc is an element of the
cluster algebra A(S).
By following the same arguments as in [7], we obtain skein relations for cluster algebras
associated with unpunctured infinite surfaces.
Theorem 4.23. Let S be an infinite unpunctured surface and γ1, γ2 be crossing generalised
arcs. Let γ3, . . . , γ6 be the (generalised) arcs obtained by smoothing a crossing of γ1 and γ2 and
x1, . . . , x6 be the corresponding elements in the associated infinite surface cluster algebra A(S).
Then the identity
x1x2 = x3x4 + x5x6
holds in A(S).
5. Properties of infinite rank cluster algebras
In this section we generalise some properties of (surface) cluster algebras to the setting of
cluster algebras from infinite surfaces.
Theorem 5.1. Let S be an infinite surface and A(S) be the corresponding cluster algebra. Then
• seeds are uniquely determined by their clusters;
• for any two seeds containing a particular cluster variable xγ there exists a mutation
sequence µ• ∈ {µ(0), µ(n), µ(∞)} such that xγ belongs to every cluster obtained in the
course of mutation µ•;
• there is a cluster containing cluster variables {xi | i ∈ I}, where I is a finite or infinite
index set, if and only if for every choice of i, j ∈ I there exists a cluster containing xi
and xj .
Moreover, if T is a fan triangulation of S then
• the “Laurent phenomenon” holds, i.e. any cluster variable in A(S, T ) is a Laurent series
in cluster variables corresponding to the arcs (and boundary arcs) of T ;
• “Positivity” holds, i.e. the coefficients in the Laurent series expansion of a cluster
variable in A(S, T ) are positive.
If in addition the surface S is unpunctured then
• the exponents in the denominator of a cluster variable xγ corresponding to an arc γ are
equal to the intersection numbers |γ ∩ τi| of γ with arcs τi of T .
Proof. First three properties follow from the bijection between cluster variables and arcs in S
established in Theorem 3.44.
The other three properties are immediate consequences of Theorem 4.18 since the expan-
sion formula is a Laurent series by definition and the coefficients of the terms are parametrised
by perfect matchings of snake graphs. The coefficients are positive integers in view of Corol-
lary 3.43. In addition, in the case of unpunctured surface, the denominator of the expansion
formula is given by the crossing pattern of the arc. 
Remark 5.2. For clusters associated with outgoing fan triangulations, the Laurent phenomenon
takes the classical form: in this case the cluster variables are Laurent polynomials as every arc
on S crosses only finitely many arcs of a given outgoing fan triangulation.
Remark 5.3. All results (and the proofs) of Sections 2 and 3 hold also in presence of finite
number of orbifold points (in the sense of [14]). More precisely, we can have two types of orbifold
points: the cone points with angle π (orbifold points of weight 1/2) and the punctures with
self-conjugate horocycles (orbifold points of weight 2).
Remark 5.4. In principle, one could also introduce laminations (hence principal coefficients)
using outgoing fan triangulations. Then, one could give skein relations for infinite rank surface
cluster algebras with principal coefficients. Moreover, one could associate infinite adjacency
quivers of infinite triangulations of surfaces, discuss quiver mutations for cluster variables and
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also generalise [39] expansion formula for snake graphs to give Laurent series expansions for
cluster variables with principle coefficients.
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