Abstract. Let X be a chain complex over a commutative noetherian ring R. We investigate the interactions between the complex K ⊗ L R X where K is the Koszul complex on a generating sequence for an ideal a, the derived local cohomology RΓa(X), and the derived local homology LΛ a (X). In particular, we show how these constructions can detect isomorphisms in the derived category D(R) in the presence of certain support/co-support restrictions. We characterize complexes such that the natural morphisms RΓa(X) → X → LΛ a (X) are isomorphisms, and we characterize the finiteness of the homology modules of K ⊗ L R X.
Introduction
Throughout this paper let R be a commutative noetherian ring, let a R be a proper ideal of R, and let R a be the a-adic completion of R. We work in the derived category D(R) the objects of which are the R-complexes, indexed homologically
We let Λ a (−) denote the a-adic completion functor, and Γ a (−) is the a-torsion functor. The left-and right-derived functors, respectively, are LΛ a (−) and RΓ a (−). (See Section 2 for some background information on these topics.)
We investigate the interactions between three derived constructions for an Rcomplex X: the Koszul construction K R (x) ⊗ L R X where x = x 1 , . . . , x n is a generating sequence for a, derived local cohomology RΓ a (X), and derived local homology LΛ a (X). The fact that these are connected is well-known. For instance, local cohomology can be computed as a limit of Koszul homologies.
Our first method of investigation is via the small support X, as defined by Foxby [14] and studied, e.g., in [7, 8] : a prime ideal p is in supp R (X) if κ(p)⊗ L R X ≃ 0 in D(R). This is the topic of Section 3 of the current paper. For instance, we show in the next result that a restriction of the small support is strong enough to make sure that Koszul homology and local cohomology can detect isomorphisms in D(R). It is contained in Theorem 3.11 below. In Section 4, we introduce and study a dual version of supp R (X), which we call the small co-support: a prime ideal p is in co-supp R (X) if RHom R (κ(p), X) ≃ 0 in D(R). In particular, we prove a dual version of the preceding result in Theorem 4.13. These results are applied in our investigation of certain categorical equivalences in [32] . For the current paper, one application is found in the following result which characterizes the "cohomogically complete" complexes of Yekutieli [35] ; see Theorem 4.14.
Theorem 1.2. Let X ∈ D − (R). Then one has co-supp R (X) ⊆ V (a) if and only if the natural morphism f : X → LΛ a (X) is an isomorphism in D(R).
Note that a version of this result for RΓ a (−) is in Theorem 3.12.
Thirdly, we investigate a-cofinite complexes in Section 5: a complex X ∈ D b (R) is a-cofinite if RHom R (R/a, X) ∈ D f (R) and supp R (X) ⊆ V(a). (For perspective, note that the condition RHom R (R/a, X) ∈ D f (R) is satisfied if and only if Ext i R (R/a, X) is finitely generated for all i.) This notion originates with work of Hartshorne [23] and continues, e.g., in [9, 23, 24, 25, 28] . To allow for some flexibility in the study of such complexes, we prove the following result in Theorem 5.4. One interesting feature of this result is the use of techniques from differential graded algebra in the proofs of the implications (ii) =⇒ (i) and (iii) =⇒ (i); see Propositions 5.1 and 5.2. Also of interest in this section are versions of Theorem 1.1 for certain cofinite complexes; see 5.12 and 5.14.
Background
Derived Categories. Standard references on this subject include [19, 21, 33, 34] .
The quantities inf(X) and sup(X) are the infimum and supremum, respectively, of the set {i ∈ Z | H i (X) = 0}, and amp(X) := sup(X) − inf(X). Given an integer i, we let Σ i X denote the ith shift (or suspension) of X. Isomorphisms in D(R) are identified by the symbol ≃ Complexes in D + (R) are called "homologically bounded below", and those in D − (R) are "homologically bounded above". Complexes in D b (R) are "homologically bounded", and those in D Derived Local (Co)homology. These notions originate in [21, 22] , and are developed extensively, e.g., in [1, 7, 16, 20, 27] . Let x = x 1 , . . . , x n be a generating sequence for a. Then RΓ a (R) is isomorphic in D(R) to theČech complexČ(x). It follows that pd R (RΓ a (R)) n + 1. Indeed, theČech complexČ(x) is a bounded complex of direct sums of modules of the form
By 
Proof. (a) Let F ≃ − → J be a free resolution over R a . Then this is a flat resolution over R, so we have the following isomorphisms over R a :
(b) This follows as in (a), using the fact that an injective resolution of X over R a is an injective resolution over R.
Minimal Injective Resolutions. For a module, the notion of a minimal injective resolution is standard. For complexes, one may consult [5, 8] .
is a minimal injective resolution over R.
Support
The point of this section is to investigate some useful aspects of support for complexes. One main result is Theorem 1.1 from the introduction (i.e., Theorem 3.11).
It takes significantly more work to show that X ≃ 0 if and only if supp R (X) = ∅; see [7, 5.2, 9.2] .
If X ∈ D f + (R), then Nakayama's Lemma implies that supp R (X) = Supp R (X). In particular, if x = x 1 , . . . , x n is a generating sequence for a, then we have 
Part of the following result is in [7, (9. 2)]; see, however, [8, Remark 2.3] for some words of caution.
Proposition 3.5. Let X ∈ D(R) and p ∈ Spec(R), and let x = x 1 , . . . , x n be a generating sequence for p. Then the following conditions are equivalent:
Proof. By applying Fact 3.4 to the R p -complex X p , we see that the following complexes are simultaneously homologically trivial.
This gives the equivalence of conditions (i)-(vi). The equivalence of conditions (vi) and (vii) follows from a comparison with conditions (vi) and (i) of Fact 3.4.
When X, Y ∈ D + (R), the next result is from [15, Theorem 7.1(c)].
Proof. The isomorphism
conspires with the Künneth formula to imply that
The next result is dual to the previous one, with some restrictions on the complexes involved.
Proof. Let p ∈ Spec(R). Our assumptions on X and M explain the first isomorphism in the next sequence.
The remaining isomorphisms are Hom-tensor adjointness and tensor cancellation. 
See [8, Remark 2.3] for a discussion of what goes wrong in the next result when M is not homologically bounded above.
Proof. By [8, 2.1] , it suffices to observe that, for each p ∈ Spec(R), the complex J p is minimal by Fact 2.4, and J p is "homotopically injective" since it is a bounded above complex of injectives.
Proof. Let R ≃ − → I be a minimal injective resolution. It is well known that each injective hull E R (R/p) occurs in a summand of some J i . From the fact
we conclude that E R (R/p) occurs in a summand of some Γ a (J) i if and only if
by Fact 2.1 and Proposition 3.6.
In the next two results, note that the support assumptions are essential. 
Proof. Proposition 3.6 explains the next sequence:
Since we have supp R (RΓ a (R)) = V(a) by Proposition 3.9, the equivalence (i) ⇐⇒ (iv) now follows from the special case M = RΓ a (R) because of the isomorphism
follow from special cases where M is either K or R/a, by Fact 3.3.
Our next result contains Theorem 1.1 from the introduction.
and let K be the Koszul complex on a generating sequence for a. Then f is an isomorphism in D(R) if and only if
In particular, the following conditions are equivalent:
Proof. There is a distinguished triangle
Also, this gives rise to a distinguished triangle For X ∈ D − (R), parts of the next few results can be proved using Proposition 3.9.
by Proposition 3.9, we conclude from Theorem 3.11 that f is an isomorphism.
The converse follows from Proposition 3.9.
Proof. The forward implication is from the containment supp R (X) ⊆ Supp R (X). For the converse, assume that supp R (X) ⊆ V(a), and let p ∈ Spec(R) V(a). It follows from Theorem 3.12 that X p ≃ RΓ a (X) p ≃ 0 since RΓ a (X) is represented by a complex of a-torsion R-modules and a ⊆ p. Thus, we have p / ∈ Supp R (X), as desired. 
Proof. By Theorem 3.12, the support condition on X explains the first isomorphism in the next sequence:
The second one is from part (iv) of the Corollary to [1, Theorem (0.3)*]. The third one is by assumption, and the others follow similarly. 
Co-support
In this section, we introduce and study a notion of co-support for modules and complexes. Our main result here is Theorem 4.14, i.e., Theorem 1.2 from the introduction. It is worth noting that our notion of small co-support is related to minimal flat resolutions of modules in a manner that is similar to the relation between small support and minimal injective resolutions from Proposition 3.8; see [10] . Our next result is a version of Proposition 3.5 for co-support. Proposition 4.4. Let X ∈ D(R) and p ∈ Spec(R), and let x = x 1 , . . . , x n be a generating sequence for p. Then the following conditions are equivalent:
Proof. Apply Fact 3.4 to the R p -complex RHom R (R p
Remark 4.5. Regarding condition (iii) of Proposition 3.5, note that we have
The next results are proved like Propositions 3.6 and 3.9.
Our next result compares to part of Fact 3.3. Note that the set supp R (X) has maximal elements, since R is noetherian.
Theorem 4.9. Let 0 ≃ X ∈ D − (R). If p is maximal in supp R (X) with respect to containment, then p ∈ co-supp R (X). In particular, we have co-supp R (X) = ∅.
Proof. Let p be maximal in supp R (X), and let X ≃ − → J be a minimal injective resolution. Proposition 3.5 implies that RΓ pRp (X p ) ≃ 0. Because of the maximum condition for p, we know that for each prime q p, the module E R (R/q) is not a summand in any J i , by Proposition 3.8. From this, it follows that Γ p (J) is a complex of direct sums of copies of E R (R/p) ∼ = E Rp (κ(p)). It follows that we have
Set s = sup(RΓ p (X)). It follows that H s (RΓ p (X)) is a non-zero pR p -torsion R pmodule. We conclude that Hom Rp (κ(p), H s (RΓ p (X))) = 0, so over R we have
The fact that κ(p) is a p-torsion R-module explains the first step in the next display
and the second step is from the previous sequence. It follows that p ∈ co-supp R (X), as desired. 
Proof. Argue as in the proof of Lemma 3.10, employing Propositions 4.7-4.8 and Theorem 4.9.
Remark 4.12. In the previous result, the self-dual nature of the Koszul complex K implies that condition (ii) is equivalent to the following:
Similarly, in the next result, condition (ii) is equivalent to the following:
, and let K be the Koszul complex on a generating sequence for a. Then f is an isomorphism in D(R) if and only if RHom R (M, f ) is an isomorphism in D(R). In particular, the following conditions are equivalent:
Proof. Argue as in the proof of Theorem 3.11, using Lemma 4.11.
The next result is Theorem 1.2 from the introduction. For perspective, note that if X is a finitely generated R-module, then the natural morphism X → LΛ a (X) is an isomorphism in D(R) if and only if X is a-adically complete.
Theorem 4.14. Let X be a homologically bounded above R-complex. Then one has co-supp R (X) ⊆ V (a) if and only if the natural morphism f :
Proof. Argue as in the proof of Theorem 3.12, using Proposition 4.8.
Lemma 4.15. Let X, Y be homologically bounded above R-complexes such that
Proof. Argue as in the proof of Lemma 3.16, using Theorem 4.14.
Since co-support is new and (to us) somewhat mysterious, we close this section with some computations, beginning with Matlis duality and Grothendieck duality. Proposition 4. 16 . If E is a faithfully injective R-module and X ∈ D(R), then co-supp R (E) = Spec(R) and co-supp R (RHom R (X, E)) = supp R (X).
Proof. As E is faithfully injective, for all p ∈ Spec(R), we have RHom R (κ(p), E) ≃ 0. Thus, the conclusion co-supp R (E) = Spec(R) follows by definition. Because of this, Corollary 4.7 implies that
as desired.
For the next two results, recall that an R-complex C ∈ D f b (R) is semidualizing if the natural homothety morphism R → RHom R (C, C) is an isomorphism in D(R).
A dualizing R-complex is a semidualizing R-complex of finite injective dimension.
Proposition 4.17. Given a semidualizing R-complex C, one has co-supp R (C) = co-supp R (R).
Proof. Since C is semidualizing for R, we have supp R (C) = Supp R (C) = Spec(R). It follows that co-supp R (C) = Spec(R) co-supp R (C)
by Corollary 4.7.
Proposition 4.18. If R has a dualizing complex, then each
Proof. Let D be a dualizing R-complex. As X is homologically finite, Grothendieck duality implies that X ≃ RHom R (RHom R (X, D), D), and it follow readily that
With Proposition 4.17, this explains the third equality in the next sequence.
The first equality is from Corollary 4.7. Proof. If X ≃ 0, then co-supp R (X) = ∅ = supp R (X), and we are done. So, assume that X ≃ 0. Set i = inf(X) and s = sup(X). Then, we have Proof. Since R = 0 is homologically bounded, we have co-supp R (R) = {m} if and only if co-supp R (R) ⊆ {m} by Theorem 4.9. Also, R is m-adically complete if and only if the natural morphism R → LΛ m (R) is an isomorphism in D(R). Thus, the desired result follows from Theorem 4.14. Proof. This follows from Proposition 4.21 since ∅ = co-supp R (R) ⊆ Spec(R) = {0, m} by Theorem 4.9.
Other computations (not included in this paper) give some supporting evidence for Question 4.23 below, which requires some notation. Let C(R) denote the set of ideals a R such that R is a-adically complete. Since R is 0-adically complete, this is a non-empty set of ideals of R, so the noetherian property implies that C(R) has maximal elements. If R is a-adically complete and b-adically complete, then it is also (a + b)-adically complete; it follows that C(R) has a unique maximal element, which we denote c(R). Since R is also rad(c(R))-adically complete, the maximality of c(R) implies that c(R) is a radical ideal. 
Cofiniteness
The main result of this section is Theorem 5.4, i.e., Theorem 1.3 from the introduction. We begin with versions for half-bounded complexes in Propositions 5.1 and 5.2. It should be noted that, in the second of these, the equivalence of conditions (i)-(iv) is in [25, Claim 1] . However, our proof is significantly different in a key way: instead of using spectral sequences, we use a small amount of technology from differential graded (DG) homological algebra. Specifically, we use the following.
Let x = x 1 , . . . , x n ∈ R. The Koszul complex K = K R (x) has the structure of a positively graded, commutative DG R-algebra. As with R-complexes, we index DG K-modules homologically, and − ⊗ L K − and RHom K (−, −) are the derived functors of − ⊗ K − and Hom K (−, −). References on DG algebras and DG modules include [2, 3, 4, 5, 6, 11, 18, 29, 30] . We most closely follow the conventions from [29] .
Proposition 5.1. Let X ∈ D + (R). Then the following conditions are equivalent:
for some (equivalently, for every) generating sequence x of a.
Proof. (i) =⇒ (ii):
Consider the following commutative diagram of ring epimomorphisms.
By assumption, the complex (R/a) ⊗ L R X is homologically degree-wise finite and bounded below over R, hence over R/a. Using a degree-wise finite free resolution
(ii) =⇒ (iii): Assume that N is finitely generated with Supp R (N ) ⊆ V(a). Then there is a prime filtration 0 a) for i = 1, . . . , t. We argue by induction on t.
Base case: t = 1. Then
R X is homologically degree-wise finite. Induction step. Assume that N ⊗ L R X is homologically degree-wise finite for all finitely generated R-modules N with Supp R (N ) ⊆ V(a) having a prime filtration of length t − 1. Let N have a prime filtration 0
We proceed by induction on amp(Y ). Base case: amp(Y ) = 0. Then Y has one non-zero homology module, so we have
by the previous paragraph.
Induction step: Assume that for all homologically finite complexes
is an isomorphism for all i < s and H i (Y ′′ ) = 0 for all i s. Thus, the induction hypothesis applies to Y ′′ and the base case applies for
and consider the following commutative diagram of morphisms of DG R-algebras.
Since K ⊗ L R X is homologically degree-wise finite over R, it is homologically degreewise finite as a DG K-module. Using a degree-wise finite semi-free resolution of
is homologically degree-wise finite over R/a, hence over R as well.
The next result is proved like Proposition 5.1, using
Then the following conditions are equivalent:
Remark 5.3. In the previous result, the self-dual nature of the Koszul complex K implies that condition (v) is equivalent to the following:
The following result is Theorem 1.3 from the introduction. 
Proof. Since X is homologically bounded, so is
Thus, the equivalence of conditions (i)-(iii) is from Propositions 5.1 and 5.2.
In preparation for the rest of the proof, we note that LΛ a (X) is homologically bounded. Indeed, X is homologically bounded by assumption, and we have LΛ a (X) ≃ RHom R (RΓ a (R), X), so it suffices to recall that Fact 2.1 implies that RΓ a (R) has finite projective dimension over R. It follows that LΛ a (X) is homologically finite over R a if and only if it is degree-wise homologically finite over R a . Furthermore, the natural morphism 
The second isomorphism is from the fact that R/a is homologically finite. (i) ⇐⇒ (iv) Using the above isomorphisms, we conclude that RHom R (R/a, X) is homologically degree-wise finite over R if and only if RHom R a ( R a /a R a , LΛ a (X)) is homologically degree-wise finite over R. Since the homology modules of this complex are annihilated by a, it is homologically degree-wise finite over R if and only if it is homologically degree-wise finite over R a . We conclude from [31, Lemma
is homologically degree-wise finite over R a if and only if LΛ a (X) is homologically degree-wise finite over R a , that is, if and only if it is homologically finite over R a , as desired.
We are now prepared to define a-cofiniteness. Note that, in the next definition, the condition supp R (X) ⊆ V(a) is equivalent to Supp R (X) ⊆ V(a) by Proposition 3.13. (b) For one implication, assume that each H i (X) is artinian. It follows that for each prime ideal p = m, we have H i (X) p = 0, and hence X p ≃ 0. In other words, we have Supp R (X) ⊆ V(m). By Proposition 3.13, this implies that supp R (X) ⊆ V(m). Furthermore, we have H i (X) ⊆ E (µi) for some integer µ i where E = E R (k). From the construction of injective resolutions, say in [12, 2.6 .I], it follows that there is an injective resolution X ≃ − → I such that each I j is of the form E (λj ) for some integer λ j . From this, we conclude that the complex RHom R (k, X) ≃ Hom R (k, I) is a bounded above complex of modules of the form Hom R (k,
For the converse, assume that X is m-cofinite. The condition supp R (X) ⊆ V(m) implies that the minimal injective resolution X ≃ − → J consists of direct sums of copies of E by Proposition 3.8. Moreover, we have J i ∼ = E (µi) for each i ∈ Z, where µ i = rank k (H i (RHom R (k, X))) < ∞; the finiteness is from the cofiniteness assumption on X. Hence, X is isomorphic in D(R) to a complex of artinian Rmodules, and it follows that each of its homology modules is artinian, as desired. Proof. Let K denote the Koszul complex over R on a finite generating sequence for a. By definition, this follows from the next straightforward facts: 1. For each X ∈ D b (R) and each i ∈ Z, the complex X is a-cofinite if and only if
, if two of the three complexes X, Y, Z are a-cofinite, then so is the third. 3. For all X, Y ∈ D b (R), the direct sum X ⊕ Y is a-cofinite if and only if X and Y are both a-cofinite.
Proof. Note that we have supp(RΓ b (X)) ⊆ V(b) by Proposition 3.9. Since X is a-cofinite, the complex RHom R (R/a, X) is homologically degree-wise finite, so Proposition 5.2 implies that RHom R (R/b, X) is homologically degree-wise finite. As in the proof of Theorem 4.9, the fact that R/b is b-torsion implies that
We end with a few indications of how cofiniteness can give variations on previous results. For instance, the next result is a version of Proposition 3.6 for RHom R (−, −) or, if one prefers, a version of Proposition 4.7 for support.
Proof. Let x = x 1 , . . . , x n be a generating sequence for a, and set K := K R (x). By assumption, the complex K ⊗ L R M is homologically finite, so Proposition 3.7 explains the fourth equality in the next sequence:
The first and fifth equalities are by Proposition 3.6; this uses the following conditions supp R (M ) ⊆ V(a) = supp R (K), which also explain the last equality (see Fact 3.3). The second equality follows from the self-dual nature of the Koszul complex which manifests as the first isomorphism in the next sequence.
The remaining equality is from Hom-tensor adjointness.
Compare the next result to Propositions 3.9 and 4.8.
Proof. The complex M = RΓ a (R) is a-cofinite by Proposition 5.8, so Theorem 5.9 implies that
by Fact 2.1 and Proposition 3.9.
The next four results are versions of our results 3.10, 3.11, 4.11, and 4.13 for the cofinite setting. Proof. The implication X ≃ 0 =⇒ RHom R (M, X) ≃ 0 is standard. For the converse, assume that X ≃ 0. Theorem 5.9 explains the first equality in the next sequence.
supp R (RHom R (M, X)) V(a) = supp R (M ) supp R (X) = supp R (X) = ∅
The second equality follows from the assumptions supp R (X) ⊆ V(a) = supp R (M ), and the inequality is from Fact 3.3. In particular, we have supp R (RHom R (M, X)) = ∅, so RHom R (M, X) ≃ 0. The equivalence of the conditions (i)-(iv) now follows from the special cases M = K, M = R/a, and M = RΓ a (R). We end this paper with a criterion for an a-cofinite R-complex to satisfy the condition supp R (M ) = V(a) from the previous four results. It is key for some of our work in [32] . The other steps are straightforward or by definition.
