Let G be a locally compact Vilenkin group with dual group 0. We prove Littlewood-Paley type inequalities corresponding to arbitrary coset decompositions of 0. These inequalities are then applied to obtain new L p .G/ multiplier theorems. The sharpness of some of these results is also discussed.
Introduction
Given a sequence fg n g of Fourier multipliers for L p .Ê/, 1 < p < 1, let g :D P 1 1 g n n , where n denotes the characteristic function of the dyadic interval [2 n ; 2 nC1 ] in Ê. In an earlier paper [OQ] we proved that if the sequence fg n g belongs to a certain mixed-norm space, then g is also an L p .Ê/ multiplier. A similar result was established for Fourier multipliers for L p .G/-spaces, where G is a locally compact Vilenkin group. In that case we considered the decomposition of 0, the dual group of G, into sets that are comparable to the dyadic intervals in Ê.
In this paper we consider essentially the same problem for decompositions of 0 into a union of arbitrary disjoint cosets of subgroups of 0. The proof of the resulting multiplier theorem, Theorem 5, depends on a one-sided extension of the LittlewoodPaley inequality in the context of Vilenkin groups. This generalizes a similar result of Rubio de Francia for functions in L p .Ê/, 2 Ä p < 1. We also prove another one-sided Littlewood-Paley-type inequality for functions in L p .G/, 1 < p < 2. This inequality is then used to obtain an additional multiplier theorem, Theorem 6. Finally, we discuss the sharpness of some of our results, see Theorems 7, 8 and 9. c 1999 Australian Mathematical Society 0263-6115/99 $A2:00 C 0:00
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Definitions and notation
Throughout this paper G will denote a locally compact Vilenkin group, that is to say, G is a locally compact Abelian topological group containing a strictly decreasing sequence of open compact subgroups .G n / . Clearly, such groups are totally disconnected. Examples of locally compact Vilenkin groups are the p-adic numbers and, more generally, the additive group of a local field, see [EG] or [Ta] for further details.
Let 0 denote the dual group of G, and for each n 2 , let 0 n denote the annihilator of G n , that is,
We choose Haar measures ¼ on G and ½ on 0 so that
1 for all n 2 ; we set m n :D ½.0 n /. For p with 1 Ä p Ä 1 we shall denote its conjugate by p 0 ; thus 1= p C 1= p 0 D 1. For an arbitrary set E we denote its characteristic function by E . The symbols^and _ will be used to denote the Fourier and inverse Fourier transform, respectively. It is easy to see that for each n 2 we have
Gn :D 4 n : For a definition of the spaces of test functions and distributions on G and 0, see [Ta] ; these spaces will be denoted by Ë.G/, Ë 0 .G/, Ë.0/ and Ë 0 .0/. We can also extend the Fourier and inverse Fourier transform to Ë 0 .G/ and Ë 0 .0/ in the standard way and the usual properties hold, see [Ta] for details.
Let f be a locally integrable function on G. The function M 2 f is defined on G by
where M is the Hardy-Littlewood maximal operator on G.
The sharp function f # is defined on G by
where
G/ be the space of all p-th integrable functions on G, with obvious modification for p D 1. For a measurable function f on G we set
For 1 Ä p < 1 and 1 Ä q Ä 1, the Lorentz space
Next, the function f
By Hardy's inequality we also have
We note that where 1 Ä p; r < 1, 1 Ä q; s Ä 1. We say that is a multiplier of weak type
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The following result was proved by Rubio de Francia in [R, Theorem 1.2] .
In [Sj] Sjölin gave a different proof of Theorem R. In this section we use Sjölin's method to obtain an analogue of Theorem R on locally compact Vilenkin groups G. 
and this inequality can be extended to all f 2 L p .G/.
PROOF. It follows immediately from Plancherel's equality that
Thus we may assume that 2 < p < 1.
The theorem will follow from the following string of inequalities as in Rubio de Francia [R, p. 5] :
It is clear that the last inequality holds as long as 2 < p < 1 and we only have to justify the second inequality the proof of which will be given in Lemma 1 below.
PROOF. Take any x 0 2 G and let
where S 0 D fk : n k Ä k 0 g; that is to say, we sum over those values of k for which the corresponding function k has the property:
For every x 2 G we have
We analyze each of the two terms in . †/. By the`2-triangle inequality we have
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Similarly,
Therefore,
For the second term in . †/ we have
Thus we see that
We now consider in turn 1
We have 1
To find an estimate for
we observe that for x 2 I 0 and k = 2 S 0 we have
we observe that .i/ if x 2 I 0 and k 2 S 0 and y 2 x 0 C G nk then we have x y 2 G nk and x 0 y 2 G nk , so that
.ii/ if x 2 I 0 and k 2 S 0 and y = 2 x 0 C G nk then x y = 2 G nk and x 0 y = 2 G nk , so that
We see that for x 2 I 0 and k 2 S 0 we have
Thus we may conclude that
This completes the proof of the Lemma.
4.
A Littlewood-Paley-type inequality for arbitrary coset decompositions of 0; the case 1 < p < 2
For the case 1 < p < 2, Rubio de Francia conjectured that for each f 2 L p .Ê/ we have
In this section we shall prove an inequality that is related to but weaker than the inequality in Rubio de Francia's conjecture.
PROOF. For each k ½ 0, x 2 G and f 2 Ë.G/ we have
Thus,
so that the mapping
We now choose Â such that 1= p D 1 Â=2; that is, Â D 2.1 1= p/; then 0 < Â < 1.
Let [`1;`2] Â be the complex interpolation space. Then [`1;`2] Â D`p 0 (see [Tr, 1.18.1, (12) 
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It follows from [Tr, 1.10.3, (9) ] that
where P 0 .Â; t/ ½ 0, P 1 .Â; t/ ½ 0,
It follows from Jensen's inequality that
For each measurable subset E of G we have
It follows that for y > 0
Hölder's inequality we have
where we use 1= p 0 D Â=2 in the first inequality. We shall estimate kH N;0 k 1;1 . For y > 0 we have
where the last equality follows from Fubini's theorem. Now
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Consequently we have
where the last inequality follows from (2). Similarly we have
.G/ and so T can be extended to all functions in L p .G/ and our proof is complete.
We observe that inequality .ŁŁ/ in the proof of Theorem 2 above shows that for each r > 1 we have
Interpolation between (1) and (4) yields the following theorem. 
Another result we can derive from inequality .Ł/ in the proof of Theorem 2 is the following theorem. 
PROOF. According to .Ł/ in the proof of Theorem 2, we have for every k ½ 0,
Interpolation between (1) and (6) yields (5).
REMARK. Note that
nÞ for some n Þ 2 . In this case we have for each k ½ 0,
yielding again (5).
Multipliers on L p .G/
In [OQ] we considered the decomposition of 0 into disjoint sets 0 kC1 n0 k and in [OQ, Theorem 2 .1] the following multiplier theorem was proved.
As an application of Theorem 1 we prove a comparable result for decompositions of 0 as considered in the present paper, see Theorem 5. Our proof was motivated by [CFF, Theorem 2] and is similar to that of [OQ, Theorem 2.1] . We shall discuss the sharpness of Theorem 5 in Theorem 8.
PROOF. We may assume that 2 < p < 1 and that s D p=. p 2/. Take any f 2 Ë.G/. A direct computation for the cases p D 2 and p D 1, followed by an interpolation argument shows that the following inequality holds:
p ; where the penultimate inequality holds because 2 < p, while the final inequality follows from Theorem 1.
As an additional application of Theorems 1 and 2 we have THEOREM 6. Let f3 k g 1 kD0 be a decomposition of 0 as in Theorem 1.
PROOF. (i) It follows from Theorem 1 that for 2 Ä p < 1 we have
Hence P 1 kD0 a k 3k is a multiplier on L p .G/ for 2 Ä p < 1. The case 1 < p < 2 follows from duality.
(ii) Applying real interpolation (see [Tr, 1.18.6, Theorem 2] ) to the inequalities obtained from the cases p D 2 and p D r Ł for some r Ł > r of Theorem 1, we obtain (
for 2 < r < 1 and 1 Ä q < 1. Also, an argument as in [St, Chapter IV, 5.3.1] shows that for all f; g 2 Ë.G/
Next, a standard argument using (7), (8) and the converse of Hölder's inequality for Lorentz spaces shows that for 1 < p < 2
Finally, set t D 2s=.2 C s/; using inequality (9), Hölder's inequality and Theorem 2 (see the proof in [CFF, p.341] 
The result now follows because P 1 kD0 a k 3k is also a multiplier on L 2 .G/.
Sharpness of certain results
The following theorem shows that Theorem 2 is sharp in a certain sense. 
, that is, partition 0 into the cosets of 0 0 and choose the k in such a way that for each l ½ 0, we have [
If there were a constant C such that
then we would have .m l / 1=s Ä C.m l / 1 1= p for all l ½ 0. But this is impossible because s < p 0 .
Theorem 7 has the following obvious corollary which shows that Theorem 1 is not necessarily true if 1 < p < 2: 
PROOF. We assume that 1
and choose the k so that for each l ½ 0, we have [
Choose Þ so that 1=q < Þ < 1=s. For each k ½ 0 choose an x k 2 G k n G kC1 and define the functions k : 0 ! by Our last result shows that Theorem 6 is also best possible in a certain sense. THEOREM 9. Let G be the dyadic group. Let 2 < s < 1 and let p D 2s=. Choose q such that r < q < p and choose Þ so that q < 2=.2 Þ/ < p; then 0 < Þ < 1. Define 8 on 0 by
.Þ 1/n=2 02n n02n 1 . /2. /:
Note that for n ½ 1, 8. / is constant .D š2 .Þ 1/n=2 / on the 2 n cosets of 0 n 1 in 0 2n n0 2n 1 and is zero elsewhere. Denote the 2 n cosets of 0 n 1 in 0 2n n0 2n 1 by 3 .2n;k/ for k D 1; : : : ; 2 n . Now define the sequence fa .2n;k/ g such that 
