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We reveal a dramatic departure of electron thermodiffusion in solids relative to the commonly ac-
cepted picture of the ideal free-electron gas model. In particular, we show that the interaction with
the lattice and impurities, combined with a strong material dependence of the electron dispersion
relation, leads to counterintuitive diffusion behavior, which we identify by comparing a single-layer
two-dimensional electron gas (2DEG) and graphene. When subject to a temperature gradient ∇T ,
thermodiffusion of massless Dirac electrons in graphene exhibits an anomalous behavior with elec-
trons moving along ∇T and accumulating in hot regions, in contrast to normal electron diffusion in a
2DEG with parabolic dispersion, where net motion against ∇T is observed, accompanied by electron
depletion in hot regions. These findings have fundamentally importance for the understanding of
the spatial electron dynamics in emerging material, establishing close relations with other branches
of physics dealing with electron systems under nonuniform temperature conditions.
I. INTRODUCTION
Thermodiffusion, also known as thermophoresis or
Soret effect, and widely studied in molecular [1–3], and
nanoparticle [4–6] systems, essentially denotes the fact
that a temperature gradient ∇T in an ensemble of parti-
cles can induce a nonuniform density distribution of the
constituents. As can be intuitively understood from the
equipartition theorem m
〈
v2
〉
/2 = ξkBT (in ξ dimen-
sions), particles at higher temperatures move faster and
thus should diffuse against the gradient ∇T towards cold
regions, causing depletions of particle density in the hot
regions [1, 3, 6]. For conduction electrons in solids, a
similar description is also routinely adopted to explain
the Seebeck effect, in which a nonzero ∇T can give rise
to a measurable voltage across a material. Although this
intuitive prescription correctly describes the signs of the
thermoelectric voltage, it does not correctly describe the
relation between the Seebeck effect and electron ther-
modiffusion. As we clarify in this work, electron ther-
modiffusion is not only driven by the electromotive field
in the Seebeck effect, but also by an effective electric field
associated with the temperature dependence of the chem-
ical potential. More interestingly, actuated by this total
thermoelectric field, electron diffusion could be anoma-
lously directed along the temperature gradient ∇T .
The diffusivity can be quantitatively characterized by
a diffusion coefficient D = 〈v2〉 〈τ〉, as known from the
Fick’s laws. For free particles, the relaxation time τ re-
sults only from inter-particle collisions. In contrast, elec-
trons in solids are subject to various relaxation mecha-
nisms, such as scattering by impurities or phonons [7].
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More importantly, the group velocity of Bloch electrons
can have significant departures from free electrons when
the dispersion is far from parabolic. A notable exam-
ple is provided by massless Dirac electrons (MDEs) in
graphene [8, 9], which feature a constant group velocity
independent of the electron energy. Such a unique coni-
cal dispersion could endow graphene with unconventional
thermoelectric properties, and indeed anomalous Seebeck
properties in graphene materials have already been ob-
served [10–12]. Anticipating a dependence of diffusivity
on electron velocity, we can also expect unconventional
diffusion behavior of MDEs to emerge in graphene.
In this Letter, we focus on single-layer two-dimensional
electron gas (2DEG) and graphene systems for a com-
parative study of the thermodiffusion behavior associ-
ated with either free electrons or MDEs. We find that
the free-electron thermodiffusion in 2DEGs behaves in-
deed in accordance with conventional intuition, whereby
electrons at higher temperatures tend to spread to low
temperature regions, regardless of the scattering mech-
anisms. In contrast, MDEs in graphene exhibit an un-
expected anomalous thermodiffusion effect. Although a
higher temperature in graphene also signifies more ener-
getic electrons, the diffusivity of these electrons is weaker,
so that MDEs in graphene diffuse to and accumulate in
the hot regions. This result is not only important for
thermopower applications, but also it is relevant to ultra-
fast hot-electron dynamics and its effect on the material
response [13–17].
Qualitative explanation of anomalous
thermodiffusion.— We consider the thermodiffusion
of electrons in a single-layer 2DEG or graphene subject
to a temperature gradient. As illustrated in Fig. 1,
a strong temperature gradient can be easily achieved
by using a tightly focused visible CW laser. The
2DEG can be experimentally realized by a thin doped
semiconductor, so in both 2DEG and graphene materials
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FIG. 1: (a) Illustration of a two dimensional system illumi-
nated by a focused CW laser beam to locally heat electrons
(red region). (b),(c) Energy dispersion and group velocity
of (b) free electrons in a 2DEG and (c) MDEs in graphene.
The electron diffusion direction is determined by the temper-
ature dependence of the diffusivity coefficient D = 〈v2〉 〈τ〉,
which displays the qualitative behavior summarized in (a)
(right text), as derived from the electron group velocity in
(b) and (c). Normal and anomalous electron diffusion are
predicted in a 2DEG and graphene, respectively.
the incident laser can cause strong interband transitions
and heat the electrons up to ∼ 103 K [14–17]. With a
temperature gradient established, electron thermodif-
fusion occurs because the diffusivity characterized by
the coefficient D = 〈v2〉 〈τ〉 varies with spatial location.
For a 2DEG with parabolic dispersion Ek = h¯
2k2/2me
[black curve in Fig. 1(b), assuming a bare electron
mass me throughout the paper], the group velocity√
2Ek/me is proportion to the wave vector k, so hot
regions containing more energetic electrons should show
stronger diffusivity (i.e., Dhot > Dcold), if we assume a
constant relaxation time τ . In fact, even when taking
into account the energy dependence of the relaxation
time τ(E), higher temperature still yields larger D in the
2DEG (see below). In consequence, the thermodiffusion
direction of free electrons is consistent with particles in
the ideal gas model.
In stark contrast to the 2DEG, MDEs in graphene ex-
hibit anomalous thermodiffusion with net motions along
the temperature gradient as a result of the constancy of
the group velocity vF ≈ 108 cm/s [Fig. 1(c)]. Assum-
ing a constant τ , the diffusivity coefficient D is indepen-
dent of temperature, therefore producing no thermod-
iffusion of MDEs. In practice, we need to consider an
energy dependence of τ(E) resulting from various scat-
tering mechanisms, so in general, electrons with higher
energy possess shorter relaxation time, as shown below
based on impurity and phonon scattering calculations.
MDEs therefore show stronger diffusivity in hot regions
(i.e., Dhot < Dcold), leading to anomalous diffusions, with
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FIG. 2: Electron diffusion coefficient D in a (a) 2DEG
and (b) graphene as a function of temperature. Each curve
only considers one scattering mechanism caused by impurities
(black), acoustic phonons (blue), or optical phonons (red).
The temperature dependence of D supports the conclusion
anticipated in Fig. 1(a). Fermi level and impurity density are
assumed to be EF = 0.15 eV and ni = 2× 1011 cm−2 in both
materials (see main text for other parameters).
electrons accumulated in the hot areas.
II. DIFFUSION COEFFICIENTS AND
ENERGY-DEPENDENT RELAXATION
Although it is not a rigourous procedure, we first esti-
mate the temperature dependence of the electrons us-
ing the conventional definition of the diffusion coeffi-
cient D = 〈v2〉 〈τ〉. A more rigorous model is pre-
sented in next section. The mean square velocity of
2DEG electrons is determined by the their thermal en-
ergy me
〈
v2
〉
/2 = 〈ET 〉 − 〈ET=0〉 at temperature T , and
for MDEs in graphene one trivially gets
〈
v2
〉
= v2F.
Both the definition of D and the more rigourous
model used below requires information on the en-
ergy dependence of the relaxation time τ(E). In
D, the relaxation time enters through the average
〈τ〉 = ∫ N(E)τ(E)[−∂Ef(E)]/ ∫ N(E)[−∂Ef(E)], where
the density of states is N(E) = m2/pih¯2 for 2DEG and
N(E) = 2|E|/pivFh¯2 for graphene, and f(E) is the Fermi-
Dirac distribution, involving a temperature-dependent
chemical potential µ(T ). Throughout this paper, the
electron energy integral runs over {0,+∞} for 2DEG and
{−∞,+∞} for graphene. The relaxation time is taken
to satisfy τ(−E) = τ(E).
In this study, we consider energy-dependent relax-
ations associated with three major processes, correspond-
ing to scattering by impurities, acoustic phonons and op-
tical phonons. Assuming ionic impurities located on the
plane of the 2D material and each of them has a charge
e, the resulting scattering rate is determined by [18, 19]
1
τim(Ek, T )
=
2pini
h¯
∑
`k′
∣∣∣v

∣∣∣2 F [1− cos(θk′ − θk)]δk,k′ ,
where ni is the density of impurities, ` runs over the two
pi bands in graphene with energy Ek = ±vFh¯|k|, ` = 1
for 2DEG, v = 2pie2/q is the 2D Fourier component of
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FIG. 3: Thermoelectric field acting on a uniform (a)-(d) 2DEG and (e)-(f) graphene subject to a temperature gradient.
We consider different models for scattering: (a),(e) a constant scattering rate, (b),(f) impurity scattering, (c),(g) acoustic-
phonon scattering, and (d),(h) optical-phonon scattering. A uniform temperature gradient is assumed over a length of d:
T (x) = 1700[K]x/d+ 300[K] [see insets in (c),(g)]. Electron diffusion is determined by the total thermoelectric field ~Etot (black
curves), which is the sum of the electromotive field associated with the Seebeck effect ~Eemf (red curves) and an effective field
~Eµ (blue curves), arising from the temperature dependence of the chemical potential. The force −e~Etot drives electron diffusion
opposite and along the temperature gradient in a 2DEG and graphene, respectively, for all scattering mechanisms considered
(see signs of ~Etot), except when assuming an unrealistic constant relaxation time in graphene [see (e)], which leads to ~Etot = 0.
All parameters are the same as in Fig. 2.
Coulomb potential with wave vector q = k′−k, F = 1 for
2DEG, and F = [1 + cos(θk′ − θk)]/2 for graphene. The
temperature dependence is incorporated in the screening
function (q, T ) = 1 + vχ(q, T ), where χ(q, T ) is the sus-
ceptibility [20–22]. Scattering by this type of impurity
is dominant in graphene at low and room temperatures
[19].
The scattering rate of electrons by acoustic phonons
can be written as [23, 24]
1
τac(E, T )
= α
piD2ac
4h¯ρv2ac
kBTN(E),
and for optical phonons the rate is given by [24–26]
1
τop(E, T )
= α
piD2op
8ρω0
∑
±
[
nT (ω0) +
1
2
± 1
2
]
N(E ∓ h¯ω0),
where α = 4 for 2DEG and α = 1 for graphene, Dac
and Dop are the deformation potentials of acoustic and
optical phonons, ρ is the area mass density, h¯ω0 is the
optical phonon energy, and nT (ω0) is the Bose-Einstein
distribution. We note that nT should be evaluated at the
lattice temperature, which can be much lower than the
electron temperature [14]. For convenience, we assume
equal temperatures of electrons and lattice at each spatial
location, a condition that does not affect the main results
of this work. We also use the effective acoustic velocity
vac, defined by 2/v
2
ac = 1/v
2
ac,L + 1/v
2
ac,T and accounting
for both longitudinal and transverse phonons [24].
With the energy and temperature dependent τ(E, T )
obtained from the above equations, we can readily find
the diffusion coefficient D for electrons at different tem-
peratures, as shown in Fig. 2. Here, for both we use the
same parameters Dac = 9.94 eV, Dop = 5 × 109 eV/cm,
h¯ω0 = 147 meV, ρ = 7.6 × 10−8 g/cm2, and vac =
1.62× 106cm/s, which are in fact chosen to be consistent
with the properties of graphene [24, 26, 27]. Actually, re-
sults presented below on the thermoelectric field do not
strongly depend on these parameters. In Fig. 2, for all
the three scattering mechanisms considered, D increases
monotonically with temperature in the 2DEG, while it
decreases for MDEs in graphene at high temperatures,
thus confirming normal and anomalous diffusion regime
in the 2DEG and graphene, respectively.
III. MODEL BASED ON THE BOLTZMANN
EQUATION
A standard and more rigorous description of electron
diffusion is based on Boltzmann’s transport equation,
which is valid for small temperature gradients as those
here considered. According to this model, the total elec-
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FIG. 4: (a) Illustration of a Gaussian temperature distribu-
tion in a 2D system: T (x) = 1700[K]e−x
2/w2 + 300[K] with
w = 2µm, produced by focused laser heating (inset). (b)-(c)
Steady-state electron density in a (b) 2DEG and (c) graphene
under the temperature distribution in (a). Here, n0 is the
unperturbed electron density, determined by the Fermi level
EF = 0.15 eV. (d) Amplitude (color scale) and orientation
(arrows) distributions of the static electric fields generated
by the thermally excited nonuniform electron charges [color
in (b),(c)]. The three scattering mechanisms by impurities
and phonons shown in Fig. 3 are all included using the same
calculation parameters.
tric field acting on the electrons can be written
~Etot = ~ECoul + 1
e
∇µ− S∇T, (1)
where ~ECoul is the Coulomb electric field produced by
the nonuniform electron charges, the second term ~Eµ =
∇µ/e = ∂Tµ∇T/e is due to the temperature dependence
of the chemical potential, and ~Eemf = −S∇T is the elec-
tromotive field in the Seebeck effect. It should be noted
that for most studies on thermoelectricity, the field com-
ponent ~Eµ is combined with ~ECoul to define the electro-
chemical potential that corresponds to the voltage mea-
surable through an external electric circuit, as observed
in thermocouples. However, for closed systems such as
in Fig. 1(a), the direction of electron diffusion depends
on the details of both ~Eµ and ~Eemf . In particular, the
Seebeck coefficient is given by S = −J1/J0eT in terms
of Jm = (pih¯2)−1
∫ |E|dEτ(E)(E − µ)m[−∂Ef(E)].
IV. THERMOELECTRIC FIELD ACTING ON
THE MATERIAL ELECTRONS
In Fig. 3, we show calculations of the thermoelectric
field acting on electrons in 2DEG [Fig. 3(a)-(d)] and
graphene [Fig. 3(e)-(h)] materials, assuming a constant
temperature gradient [see insets in Fig. 3(c),(g)] and uni-
form density (i.e., ~ECoul = 0). We study a region of
length d with a uniform temperature gradient between
300 K and 2000 K. To disentangle the contributions of
different relaxation mechanisms, we only consider the
energy-dependent relaxation time τ() through a single
scattering channel in each plot of Fig. 3. In addition to
scattering associated with impurities [Fig. 3(b),(f)] and
phonons [Fig. 3(c),(d) and (g),(h)], as investigated in Fig.
2 , we also include here results obtained for a constant
relaxation time τconst [Fig. 3(a),(e)]. Noticing that ~Eµ is
a material property, and also that both a constant pref-
actor in τ(E) or the chosen τconst cancel out in the above
definition of the Seebeck coefficient S, we conclude that
the thermoelectric field is independent of the actual mag-
nitude of τ .
Due to the vanishing of ~ECoul for homogeneous electron
distributions, the total field reduces to ~Etot = ~Eemf + ~Eµ,
so the electron diffusion direction is determined by the
relative magnitude of ~Eemf and ~Eµ. In all calculations,
the electromotive force −e~Eemf [red curves, Fig. 3] is al-
ways directed opposite the temperature gradient ∇T due
to the negative Seebeck coefficient in all electron doped
systems. In contrast, −e~Eµ is always along ∇T because
an increase in electron temperature lowers the chemical
potential µ (see Eq. (1)).
For a 2DEG [Fig. 3(a)-(d)], all scattering mechanisms
result in a similarly positive thermoelectric field (black
curves), which confirms that free electrons undergo con-
ventional diffusions. In contrast, for a graphene layer
with realistic scattering processes due to impurities and
phonons [Fig. 3(f)-(h)], ~Eµ dominates over ~Eemf , which
results in a total force −e~Etot along ∇T , thus producing
anomalous electron diffusions of MDEs. Interestingly, al-
though a constant relaxation time [Fig. 3(b)] can give rise
to a nonzero Seebeck effect, ~Eemf is perfectly cancelled by
~Eµ, which confirms our intuitive explanation in Fig. 1.
Charge rearrangement in a temperature gradient.—
The thermoelectric fields ~Eemf and ~Eµ revealed for uni-
form electrons in Fig. 3 further cause electron diffusions,
until a steady electron density distribution is established,
when ~Eemf + ~Eµ is balanced by the additional ~ECoul pro-
duced by the nonuniform charge distribution.
Here, we show the resulting electron rearrangement for
a Gaussian distribution of temperature [profile in Fig.
4(a)] in a 2DEG and graphene [Fig. 4(b),(c), respec-
tively]. The thermoelectric field ~Eemf and ~Eµ induced by
the temperature gradient can be directly calculated fol-
lowing a similar approach as used for the calculations of
Fig. 3, where we can safely assume a constant EF because
the density rearrangement is relatively small. The elec-
tric field induced by the nonuniform charge satisfies the
Poisson equation∇·~ECoul = −4pien(r), and together with
the equilibrium condition ~ECoul = −~Eemf−~Eµ, we can eas-
ily find the steady charge distributions in the 2DEG [Fig.
54(b)] and graphene [Fig. 4(c)]. The highest temperature
gradient around the waist of the Gaussian distribution
results in strong outward and inward electron drifts in
the normal and anomalous diffusion regimes found in the
2DEG and graphene, respectively. Such electron drifts
further decrease or increase the electron density in the
temperature Gaussian peak (around x = 0), by accu-
mulating or depleting electrons outside the waist. Addi-
tionally, nonuniform charge distributions [colors in Fig.
4(b),(c)] associated with the electron density rearrange-
ments can induce static electric fields ~ECoul to balance the
thermoelectric field. The spatial distributions of ~ECoul for
the 2DEG and graphene outside the film are shown in
Fig. 4(d). The field ~ECoul is localized around the span of
the temperature Gaussian distribution, with the field di-
rections determined by the signs of charges accumulated
by electron thermodiffusions in Fig. 4(b),(c).
V. CONCLUDING REMARKS
In summary, we have shown that electron thermodiffu-
sion in solids portrays richer physics than in free particle
systems, due to a wealth of scattering mechanisms and
ways in which the electron velocity depends on electron
energy, reflecting the wide variety of electron band struc-
tures near the Fermi level. We expect anomalous ther-
modiffusion to be found in MDEs in various 2D or higher-
dimensional materials, such as surface states of topolog-
ical insulators [28–32] or Dirac semi-metals [33, 34]. The
concepts of conventional and anomalous thermodiffusion
can be straightforwardly generalized to holes in n-doped
semiconductors and graphene. In addition, the Seebeck
coefficients of electrons in some metals (e.g., nickel and
potassium) are intrinsically positive. We expect that
anomalous electron thermodiffusion will also be found
in such materials.
Our findings are important for a fundamental under-
standings of the evolution of electrons in a material sub-
ject to a temperature gradient, which can be relevant
to applications in thermopower generation. The pro-
cesses of electron thermodiffusion here revealed can be re-
lated to branches of physics dealing with electron systems
in nonuniform temperature environments. For example,
when further considering the dynamical establishment of
a nonuniform charge density as shown in Fig. 4(b),(c), a
focused laser pulse can directly excite charge oscillations
in extended graphene, thus offering a sought-after way
to generate graphene plasmons in extended homogeneous
layers without resorting to scattering structures [35–37],
such as the tips commonly used in scanning near-field
optical microscopy [38–40]. The interaction between the
electric field induced by the thermally excited charges
and neighboring molecules could lead to a new way of
performing nonlinear optical sensing [41–43]. The elec-
tric potential built up by a nonuniform electron charge
distribution as shown in Fig. 4(d) could interact with an
electron beam and thus provide the a potential way to
realize a phase plate for ultrafast electron beam shaping
[44–46].
Appendix A: Thermal properties of two dimensional
systems
1. Temperature-dependent chemical potential
For a homogeneous two-dimensional electron system at
finite temperature T , the charge density is determined by
ne =
∫ +∞
0
N(E)dE
1
e(E−µ)/kBT + 1
+
∫ 0
−∞
N(E)dE
(
1− 1
e(E−µ)/kBT + 1
)
, (A1)
where Θ(x) is the step function and we use the den-
sity of states N(E) = Θ(E)me/pih¯
2 for a 2DEG and
N(E) = 2|E|/pivF2h¯2 for graphene. We consider only
one parabolic band for the 2DEG with energy disper-
sion E = h¯2k2/2me, and two conical bands in graphene
with energies E = ±vFh¯|k|. Assuming the material to be
doped to a Fermi energy EF, the Fermi-Dirac distribu-
tion reduces to Θ(EF−E) at zero temperature T = 0, so
Eq. (A1) relates the electron density ne to EF through
ne = meEF/pih¯
2 for the 2DEG and ne = E
2
F/pih¯
2v2F for
graphene. Inserting these relations back into Eq. (A1),
we find
E˜F =
∫ ∞
0
dE˜
1
eE˜−µ˜ + 1
(A2)
for the 2DEG, and
E˜2F = 2
∫ ∞
0
E˜dE˜
(
1
eE˜−µ˜ + 1
− 1
eE˜+µ˜ + 1
)
(A3)
for graphene, where a tilde is used for normalized quan-
tities such as E˜F = EF/kBT , E˜ = E/kBT , and µ˜ =
µ/kBT . The solutions of these equations give the tem-
perature dependence of the chemical potential in both
types of materials. Numerical solution of Eqs. (A2)
and (A3) yields the temperature-dependent chemical po-
tentials shown in Fig. 5. We find that µ drops below
zero with increasing temperature in the 2DEG, while it
asymptotically approaches zero in graphene.
2. Electron thermal energy
In the main text, we estimate the mean square velocity〈
v2
〉
from the thermal energy instead of the total elec-
tron energy because from the semiclassical perspective
the diffusion coefficient D should be zero at T = 0 due to
freezing of diffusion motion. The average electron energy
at finite temperature is given by
〈ET 〉 =
∫
N(E)EdE
1
e(E−µ)/kBT + 1
.
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FIG. 5: Temperature dependence of the chemical potentials in a 2DEG (a) and graphene (b). The Fermi energy is assumed to
be EF = 0.15 eV in both cases.
The integration limits are here understood to run over
{0,+∞} for the 2DEG and {−∞,+∞} for graphene.
The average electron energy at zero temperature 〈ET=0〉
can be analytically found by writing the Fermi-Dirac dis-
tribution as Θ(EF−E). In our study, we calculate the av-
erage electron energy at finite temperature numerically,
and then estimate the mean square velocity in the 2DEG
by using me
〈
v2
〉
/2 = 〈ET 〉 − 〈ET=0〉. For MDEs in
graphene, one trivially has
〈
v2
〉
= v2F.
Appendix B: Thermoelectric field described through
the Boltzmann equation
We discuss here a description of electron thermodif-
fusion based on Boltzmann’s transport equation (BTE),
where the macroscopic electron properties can be sta-
tistically captured by the distribution function f(r,p, t)
as a function of space, electron momentum, and time.
Since we are only interested in the quasi-equilibrium
limit, the electrons at each spatial location r can be char-
acterized by a well-defined temperature T (r), following
the Fermi-Dirac distribution f(E) = 1/[e(E−µ)/kBT + 1],
where µ(r, t, T ) is the temperature-dependent local chem-
ical potential, and the electron energy E is related to the
momentum p by the electron dispersion relation, which
depends on the choice of material.
According to Eq. (A1), the chemical potential µ(r, t, T )
is determined by the local electron density ne(r, t), which
includes the density perturbation caused by charge rear-
rangement due to electron thermodiffusion ne = n
0
e +
∆ne, where the uniform unperturbed electron density is
n0e = meEF/pih¯
2 in the 2DEG and n0e = E
2
F/pih¯
2v2F in
graphene (see Sec. A). Because n0e  ∆ne (see Fig. 4),
we can safely use n0e and EF to calculate the chemical
potential µ(r, t, T ). Nonetheless, the electric field ~ECoul
generated by the nonuniform charge distribution should
be calculated from ∆ne.
The dynamics of the distribution function f(r,p, t) is
governed by the BTE, which, in the relaxation time ap-
proximation, can be written as
∂tf + vk · ∇f + F · ∇pf = − (f − f
0)
τ(Ek)
,
where the operator ∇ without subscript it defined to act
on space coordinates r, vk = ∇kEk/h¯ is the electron
group velocity, p = h¯k is the electron momentum, and
F = −e~ECoul is the Lorentz force acting on the electrons
(the contribution of magnetic fields is negligible). The
gradients of f in the real and momentum spaces can be
explicitly found to be
∇f = ∂f
∂µ
∇µ+ ∂f
∂T
∇T = −
(
∇µ+ Ek − µ
T
∇T
)
∂f
∂Ek
,
∇pf = ∂f
∂Ek
vk,
which allows us to rewrite the BTE as
τ∂tf + (f − f0) = τvk ·
(
e~ECoul +∇µ+ E − µ
T
∇T
)
∂f
∂Ek
.
Taking into account the contributions of multiple electron
bands denoted by an index `, and considering that the
electric current is determined by j = −ge∑`k f(E`k)v`k,
the integral of the above equation leads to
〈τ∂tj〉+ j = e2J0~E + eJ0∇µ+ e
T
J1∇T, (B1)
in terms of
〈τ∂tj〉 = −ge
∑
`k
τ(E`k)f(E`k)v`k
7and
Jm =g
∑
`
∫
τ(E`k)
dk
(2pi)2
v`k ⊗ v`k
× (E`k − µ)m
(
−∂f(E`k)
∂E`k
)
,
where g = gsgv accounts for spin degeneracy (gs = 2), as
well as valley degeneracy in graphene (gv = 2); we have
gv = 1 for the 2DEG. At low temperatures, Eq. (B1)
reduces to the Drude model because 〈τ∂tj〉 ≈ τ(µ)∂tj.
For isotropic systems, the integral of the dyadic term
kˆ ⊗ kˆ over the azimuthal angle just contributes a factor
of pi. Finally, for both 2DEG and graphene, Jm simplifies
to
Jm = 1
pih¯2
∫
|E|dE(E − µ)mτ(E)
(
−∂f(E)
∂E
)
,
where the energy integration limits those mentioned in
Sec. A.
Equation (B1) can be recast in the form
τ∂tj+ j = σ0~Etot, (B2a)
~Etot = ~ECoul +∇µ− S∇T, (B2b)
where σ0 = e
2J0 is the DC electric conductivity, and S =
−J1/J0Te is the Seebeck coefficient (generally negative
for electrons and positive for holes).
Appendix C: Energy-dependent relaxation times
1. Scattering by charge impurities
In the Born approximation, the scattering rate of an
electron by the Coulomb potential associated with ion
impurities in a 2D system is given by [18? ]
γk→k′ = ni
2pi
h¯
| 〈k′| V (q)
(q, T )
|k〉 |2δ(Ek − Ek′),
where ni is the area density of the said impurities,
h¯q = h¯(k′−k) is the change of electron momentum dur-
ing scattering, and (q, T ) is the screening function. We
assume that ionic impurities are located on the plane
of the 2D material and each of them has a charge e.
The 2D Fourier component of the Coulomb potential
V (q) = v(q)eiq·r/q = 2pie2eiq·r/q, evaluated at a wave
vector q = k′ − k, is screened by the 2D material as
V (q)/(q, T ), which provides the true potential leading
to electron scattering in the above scattering matrix ele-
ment.
The relaxation time τ(E) in the BTE due to the scat-
tering by charge impurities can be found by summing
over all scattering channels according to
1
τ(Ek, T )
=
∑
k′
γk→k′ [1− cos(θk′k)]. (C1)
We note that the factor [1 − cos(θk′k)] properly intro-
duces a dependence on scattering angle θk′k = θk′ − θk.
For charge-impurity scattering, the temperature depen-
dence of τ(Ek, T ) is incorporated through the screening
function (q, T ).
We can apply the above approach to both 2DEG and
graphene. The electron wave function for 2DEG is simply
|k〉 = eik·r/√A, while for graphene the we need to use a
Dirac spinor |k〉 = eik·r[e−iθk/2,±eiθk/2]T/√2A, where
A is the surface normalization area. With the factor
δ(Ek − Ek′) rewritten as δ(k − k′)(me/h¯2k) for 2DEG
and δ(k − k′)/vFh¯ for graphene, we can carry out the
k′ integral and only the angular integral remains in Eq.
(C1). The relaxation time for both 2DEG and graphene
finally reduces to
1
τ(Ek, T )
=
2pi2nie
4
gvh¯
N(Ek)
∫ 2pi
0
1
|q(q, T )|2F [1− cos(θ)],
where q = 2k sin(θ/2), F = 1 for 2DEG and F = [1 +
cos(θ)]/2 for graphene, and the valley degeneracy is gv =
1 for 2DEG and gv = 2 graphene.
The screening function used above can be writ-
ten as (q, T ) = 1 + vχ(q, T ) in terms of the
temperature- and chemical-potential-dependent suscepti-
bility χ(q, T, µ). At zero temperature, the susceptibilities
of 2DEG and graphene are given by [20–22]
χ(q, 0, EF)
N(EF)
= 1−Θ(1− x)
×

√
1− x2, (for 2DEG)
1
2
√
1− x2 + 1
2x
cos−1(x), (for graphene)
(C2)
where x = 2kF/q. The first term on the right-hand
side of this expression is all that remains if q < 2kF in
both 2DEG and graphene; it corresponds to the Thomas-
Fermi screening, which produces (q, T = 0) = 1+kTF/q,
where kTF = 2pie
2N(EF) is the Thomas-Fermi wave vec-
tor and N(EF is the electron density of states at the
Fermi level (see Sec. A).
The susceptibility at finite temperature can be found
from the zero temperature expression in Eq. (C2) accord-
ing to [? ]
χ(q, T, µ) =
1
4kBT
∫ ∞
0
dEχ(q, 0, E) sech2
(
µ− E
2kBT
)
.
(C3)
In our study, the chemical potential µ(T ) at the studied
temperature T is first found numerically following the
approach discussed in Sec. A, and χ(q, T, µ) at this tar-
get temperature is calculated using Eq. (C3). We note
that χ(q, 0, E) in Eq. (C3) is evaluated at arbitrary E,
so the variable x in Eq. (C2) should be determined as
x = 2kE/q, where h¯
2k2E/2me = E for the 2DEG and
vFh¯kE = E for graphene.
82. Acoustic phonon scattering
We consider the displacement field operator associated
with a phonon of frequency ωq, wave vector of q, and
polarization vector uq:
U =
√
h¯
2ωqρA
(uqbˆe
iq·r + u†qbˆ
†e−iq·r), (C4)
where ρ is the mass area density, and bˆ and bˆ† are phonon
creation and annihilation operators. The corresponding
strain tensor is defined as E¯ = ∇(U+UT )/2.
The interaction Hamiltonian obtained from linear de-
formation potential theory is HˆI = D¯ac∇U, where D¯ is
the deformation potential [7, 23]. Considering the small-
ness of the phonon wave vector compared to that of the
electrons, both the 2DEG and graphene can be regarded
as isotropic, so the contributions of the transverse and
longitudinal fields to the energy can be decoupled as
HˆI,j =
√
h¯
2ω0ρA
iqDac,j(bˆe
iq·r − bˆ†e−iq·r) (j = T, L).
The following results are equivalent for transverse and
longitudinal components, so we disregard the subscript j
and sum over both contributions in the final result.
For the quantum states combining the electron and
phonon subspaces |k, {n}q〉, the transition matrix ele-
ments of the interaction Hamiltonian become
| 〈k′, {n− 1}q| HˆI |k, {n}q〉 |2 = n h¯q
2D2
2ω0ρA
| 〈k′| eiq·r |k〉 |2,
| 〈k′, {n+ 1}q| HˆI |k, {n}q〉 |2 = (n+ 1)
× h¯q
2D2
2ω0ρA
| 〈k′| eiq·r |k〉 |2,
where n denotes phonon occupation numbers. Now, us-
ing Fermi’s golden rule, the rate of electron scattering
from states |k〉 to |k′〉 is given by
γk→k′ =
∑
q,j
piq2D2
ωqρA
F{nT (ωq)δ(Ek′ − Ek − h¯ωq)
+ [nT (ωq) + 1]δ(Ek′ − Ek + h¯ωq)}δ(k′ − k− q),
where we have performed a sum over all possible photon
number states |n〉q, leading to the Bose-Einstein distribu-
tion nT evaluated at the lattice temperature T (assumed
to be locally equal to the electron temperature), and we
include a sum over phonon modes labeled by q and j.
The first and second terms inside the curly brackets ac-
count for photon absorption and emission, respectively.
With this scattering rate, the resulting relaxation time
associated with acoustic phonon scattering can be found
in a way similar to Eq. (C1). Considering that low-energy
phonons dominate the scattering process, the equiparti-
tion approximation nT (ωq) ≈ kBT/h¯ωq can be adopted,
and the two energy δ functions reduce to δ(Ek′−Ek). By
further writing δ(Ek′ −Ek) in momentum space as done
above for charge-impurity scattering in the 2DEG and
graphene, and then performing the integral over k′, we
finally find the relaxation time associated with acoustic
phonon scattering:
1
τ(E, T )
= α
piD2ac
4h¯ρv2ac
kBTN(E),
where have taken into account contributions of both lon-
gitudinal and transverse acoustic phonons, and we define
2/v2ac = 1/v
2
ac,T+1/v
2
ac,L in terms of the sound velocity of
transverse and longitudinal phonons, vac,T and vac,L, re-
spectively. Also, α = 4 for 2DEG and α = 1 for graphene.
3. Optical phonon scattering
The interaction Hamiltonian obtained from linear de-
formation potential theory for optical phonons is HˆI =
D¯op ·U. We note a difference in units between D¯op and
D¯ac [7]. The displacement field of optical phonons is also
quantized by analogy to Eq. (C4), with ωq substituted
by a constant frequency ω0 at q → 0 for both trans-
verse and longitudinal optical phonons, in contrast to the
low energy acoustic phonon dispersion ωq = vacq. The
Hamiltonian of interaction between electrons and optical
phonons is thus given by
HˆI =
√
2h¯
ω0ρA
Dop(bˆe
iq·r + bˆ†e−iq·r),
where a factor of 2 is introduced to take into account
the contributions of both transverse and longitudinal
phonons.
Following a similar procedure as for acoustic phonons,
we find the scattering rate of electrons by optical phonons
to be
γk→k′ =
2piD2
ω0ρA
F{nT (ω0)δ(Ek′ − Ek − h¯ω0)
+ [nT (ω0) + 1]δ(Ek′ − Ek + h¯ω0)}.
With this scattering rate, the relaxation time due to op-
tical phonon scattering can be found by analogy to Eq.
(C1) in the equipartition approximation as
1
τ(E, T )
= α
piD2op
8ρω0
{nT (ω0)N(E + h¯ω0)
+ [nT (ω0) + 1]N(E − h¯ω0)}.
Appendix D: 2D Plasmon generation by electron
thermodiffusion
Figure 4 in the main text shows that the rearrange-
ment of electrons in a 2DEG or graphene layer even-
tually reaches a steady configuration under continuous
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FIG. 6: A snapshot of the electron density in a graphene layer
heated by a focused laser pulse. Two chirped plasmon waves
are observed, which propagate out of the heated region.
heating by a focused CW laser beam. If we now con-
sider the dynamical establishment of such nonuniform
electron distribution, the emergence of the density per-
turbance starting from the homogeneous background in
fact involves charge oscillations that can spread out as
propagating plasmons.
The time-dependent evolution of the electron den-
sity under a dynamical temperature change is governed
by Eqs. (B2), together with the continuity equation
e∂tn(r) = ∇ · j. In the simulation presented below for
graphene, these two equations are solved numerically us-
ing a real-space discretization combined with iteration in
the time domain. The effect of laser-pulse heating can be
modeled by a temperature evolution T (x, t) = (Tmax −
300[K])e−x
2/w2/[1+e−(t−t0)/∆t]+300[K], where the spa-
tial distribution and temporal evolution are described by
the Gaussian and logistic functions, respectively. This as-
sumed evolution is realistic because thermal conduction
is a much slower process compared to plasmon propaga-
tion, so the electrons are suddenly heated by a laser pulse
to a certain temperature that is then maintained during
the time period in which plasmons evolve in this study.
Figure 6 shows a snapshot at time at t = 3 ns of the
resulting graphene electron density distribution excited
by the temperature distribution defined above, where
we assume the parameters EF = 0.2 eV, w = 500 nm,
Tmax = 2000 K, and t0 = ∆t = 50 fs. In addition to the
strong electron rearrangement around the laser heated re-
gion that will be eventually relaxed to a steady electron
distribution as shown in Figure 4, we also observe that
two plasmon wave pulses carried by the charges oscilla-
tions propagate to 20µm away from the heating source.
These two plasmon waves are chirped pulses, because
the Fourier components of different frequencies propa-
gate at different phase velocities due to the dispersion of
the plasmon mode. This all-optical excitation approach
of highly confined plasmons is feasible because the waist
and duration of the incident laser pulse nearly match the
wavelength and optical period of the graphene plasmons,
respectively. In consequence, the phase-matching condi-
tion universally required to generate plasmons is natu-
rally satisfied. Considering that the parameters of the
temperature evolution function assumed above can be
adjusted by changing the waist w and duration ∆t of the
incident laser pulse, the effect thus provides a feasible and
tunable method to generate propagating plasmons in ex-
tended monolyaer graphene or even ultraconfined acous-
tic plasmons in double-layer graphene or metal-graphene
structures [40].
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