Abstract. Nonreflecting boundary conditions for problems of wave propagation are nonlocal in space and time. While the nonlocality in space can be efficiently handled by Fourier or spherical expansions in special geometries, the arising temporal convolutions still form a computational bottleneck. In the present article, a new algorithm for the evaluation of these convolution integrals is proposed. To compute a temporal convolution over Nt successive time steps, the algorithm requires O(Nt log Nt) operations and O(log Nt) memory. In the numerical examples, this algorithm is used to discretize the Neumann-to-Dirichlet operators arising from the formulation of nonreflecting boundary conditions in rectangular geometries for Schrödinger and wave equations.
Introduction.
Wave propagation is usually formulated in terms of partial differential equations on unbounded domains. For a computational treatment, however, the equations need to be restricted to a bounded domain in a neighborhood of the region of physical interest. This requires imposing transparent boundary conditions (or, synonymously, nonreflecting boundary conditions) which are ideally such that the solution of the equations incorporating these boundary conditions coincides with the restriction to the bounded domain of the solution to the whole-space equations. The derivation of such transparent boundary conditions is well understood; see, e.g., [3, 6] and also sections 3 and 4 below. However, these boundary conditions turn out to be nonlocal both in space and time. For special geometries, e.g., discs or balls or periodically extended slabs and cylinders, Fourier or spherical expansions decouple the boundary equations for the expansion coefficients. There still remain temporal convolutions of the type
For concreteness, consider the example of the wave equation u tt = u xx + u yy + u zz on R 3 . Suppose the solution is 2π-periodic in y and z, a situation that occurs in modeling wave propagation near extended layers. Transparent boundary conditions are required at the planes x = ±a. We consider the Fourier coefficients of the solution, u k (x, t) with k = (k y , k z ) ∈ Z × Z. Their Laplace transforms U k (x, s) then satisfy the linear ordinary differential equation
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Applying the inverse Laplace transform to this equation gives the transparent boundary condition as the temporal convolution
where f k (t) is the function with Laplace transform F k (s) = (s 2 + |k| 2 ) −1/2 . As in the above example, it is typically the Laplace transform F (s) of f (t) in (1.1), rather than the convolution kernel f (t) itself, which is known a priori. The function g(τ ) contains the expansion coefficients of Neumann or Dirichlet data of the solution on the boundary, which are not known beforehand but are computed as the algorithm proceeds from time step to time step. A naive implementation would require O(N 2 t ) operations and O(N t ) memory per expansion coefficient for computing the temporal convolution over N t time steps. In this paper we propose an algorithm that takes O(N t log N t ) operations and O(log N t ) memory. The computational work and the memory requirements for accurately implementing the transparent boundary conditions thus become less than those for treating the interior domain and are asymptotically negligible as the spatial and temporal grid sizes tend to zero. The present paper describes the algorithmic aspects of this approach.
In section 2, after briefly reviewing existing approaches to the computational treatment of the temporal convolutions in transparent boundary conditions, we describe our algorithm. The basic idea is illustrated in Figure 1 .1: each of the L-shaped regions in the triangle {(t, τ ) : 0 ≤ τ ≤ t ≤ T } corresponds to solving a set of scalar linear ordinary differential equations. On each of these regions, the memory requirements are therefore independent of the time step number, and along any vertical line in the triangle, i.e., for any fixed t = n∆t with n ≤ N t , there are at most log 2 N t such regions. This leads to the logarithmic memory requirement mentioned above. The scheme extends to decompositions of the triangle that correspond to other bases of the logarithm, yielding log B N t , for example, with B = 10.
In section 3 we apply the algorithm to Schrödinger equations in conjunction with an implicit time discretization in the interior domain and in section 4 to wave equations with fully explicit time stepping. Numerical experiments illustrate the performance of the method in both cases. It should be noted that the algorithm is not restricted to Schrödinger and wave equations but applies equally to other problems of wave propagation, e.g., Maxwell's equations, linear elasticity equations, or damped wave equations.
The convolution algorithm.
In this section we describe the algorithm for computing temporal convolutions which forms the basic ingredient in our treatment of nonreflecting boundary conditions.
Previously existing convolution algorithms.
We consider the convolution (1.1) which is to be computed on the grid t = 0, ∆t, 2∆t, . . . , T = N t ∆t with step size ∆t. In (1.1) f and g assume different roles. We are interested in situations where the evaluation of g(τ ) at τ = n∆t requires knowledge of the values of the convolution up to (n − 1)∆t so that the required values of g(τ ) cannot be computed in advance. This is the situation in transparent boundary conditions or, more generally, in Volterra-type convolution equations. Typically, it is the Laplace transform F (s) of the kernel f (t), rather than the kernel itself, which is known a priori and can be evaluated easily. Therefore the algorithm should use evaluations only of F (s).
If F (s) is a rational function with a known partial fraction decomposition, say
and it is a simple but very useful fact that the problem of computing the convolution (1.1) is in this case reduced to solving m linear differential equations:
where y(t, 0, λ) is the solution of the initial value problem
The computation of the convolution then requires O(mN t ) operations and O(m) active memory.
The situation of rational Laplace transforms F (s) occurs in transparent boundary conditions on a sphere for the three-dimensional (3D) wave equation, and the above observation lies at the heart of the algorithm by Grote and Keller [4, 5] . Although this situation of rational F (s) does arise in some situations of practical interest, F (s) is not rational in many other cases arising from nonreflecting boundary conditions, be it for other equations (e.g., Schrödinger equations, damped wave equations) or other geometries. Moreover, even in cases of rational F (s) the maximum degree m corresponds to the largest wave number considered and can therefore become large. The direct reduction to m differential equations is then not necessarily computationally efficient.
In view of the benefits of a rational Laplace transform F (s), it is not a far-fetched idea to approximate a general F (s) by a rational function and hence to approximate f (t) by a finite sum of exponentials. This approach is excellently reviewed by Hagstrom [6] , where the reader finds many more references. In particular, Alpert, Greengard, and Hagstrom [1] give theoretical bounds on the degree m required for a uniform approximation of f (t) on [0, T ] by a sum of m complex exponentials for the particular kernels f (t) arising from nonreflecting boundary conditions of the wave equation in spherical and cylindrical geometries. The bounds grow only logarithmically with the wave number bound and with T . Alpert, Greengard, and Hagstrom [1] also propose a nonlinear least squares algorithm for the numerical construction of the exponents λ j and coefficients c j , which is, however, not free from computational difficulties.
A different approach to a fast convolution algorithm is given by Hairer, Lubich, and Schlichte [7] . That algorithm applies after replacing the continuous convolution with a discrete convolution
where the convolution quadrature weights ω n (n ≥ 0) can be constructed from F (s) by the method of [8, 9] . The fast discrete convolution algorithm of [7] is based on decomposing the triangle 0 ≤ τ ≤ t ≤ T of the (t, τ )-plane into squares on which partial convolutions, composed of the values ω n−j g(j∆t) for grid points (n∆t, j∆t) of the square, can be computed by fast Fourier transforms. In Figure 2 .1 each square corresponds to an FFT of a length proportional to the length of a side of the square. The computational complexity is then O (N t (log N t ) 2 ) operations and O(N t ) memory. A problem with this algorithm in the context of nonreflecting boundary conditions is the fact that all past boundary values and all quadrature weights need to be kept in active memory throughout the computation, which may not be feasible for 3D problems over longer time intervals.
Local approximation by discretized contour integrals.
The algorithm to be described in the following approximates the kernel f (t) by sums of exponentials locally on a sequence of fast growing time intervals I covering [∆t, T ]:
where the base B > 1 is an integer. For example, B = 10 was found to be a good choice in our numerical experiments. The approximation of f (t) on I results from applying the trapezoidal rule to a parametrization of the contour integral for the inverse Laplace transform,
with a suitably chosen complex contour Γ to be described in detail below. The number of quadrature points on Γ , 2N + 1 is chosen independent of . It is much smaller than what would be required for a uniform approximation of the contour integral on [0, T ].
To make such a contour integral approximation computationally efficient, F (s) must have a bounded analytic extension to a complex domain whose boundary is given by contours that have only pieces of short total length in and near the right half-plane and tend to infinity with an acute angle to the negative real axis so that exponentials decay rapidly along such contours. It is a remarkable fact that the Laplace transforms F (s) arising from Fourier or spherical expansions in nonreflecting boundary conditions on planar, cylindrical, and spherical geometries for the Schrödinger equation, undamped and damped wave equations, and Maxwell equations all have this property, in contrast to the resolvents of the corresponding differential operators (which are not sectorial operators). In the sections below, we will encounter
for the Schrödinger and the wave equation, respectively. We will also consider approximations to these functions with similar behavior, which result from a regular space discretization on the exterior domain. All these functions satisfy the above requirements uniformly in the wave number parameter α ∈ R, though with different contours shifted by ±iα. The numerical integration in (2.2) is done by applying the trapezoidal rule with equidistant steps to a parametrization of a Talbot contour [12, 10] , which is given by
where the parameters µ, ν, and σ are such that the singularities of F (s) lie to the left of the contour; see Figure 2 .2. We may also use two shifted Talbot contours with σ = ±iα if necessary, as in (W) above with large α. The parameter µ will depend on via the right end-point of I , which yields a Talbot contour Γ depending on the approximation interval I .
For completeness we note that the weights and quadrature points in (2.2) are given by (omitting in the notation) The error of the quadrature approximation is known to decrease exponentially with N [12] . The constants in the error bound depend on the distance of the singularities of the analytic function F to the contour and on bounds of F . This error behavior would suggest to choose µ large, but this must be counterbalanced with the increased sensitivity to perturbations in terms multiplied with e µt . For the above functions F (s), which have inverse square root bounds near the singularities and at infinity, it can be shown that the required number N to obtain an error bounded by / √ t on (0, ∞) decomposed as in (2.1) is bounded by
with a moderate constant C, uniformly in and B ≥ 2. 
Reduction to ordinary differential equations. For general boundary points a < b in the integral we have
The 2N + 1 differential equations (2.5) with λ = λ j are solved approximately by replacing the function g with its piecewise linear approximation and then solving exactly. Setting g n = g(a + n∆t), we get approximations y n ≈ y(a + n∆t) recursively via
To estimate the error, note that in total we approximate
where f is the quadrature approximation to f constructed in the previous subsection, whose error is well under control, and g is the piecewise linear interpolant of g. (Higher-order interpolants of g might also be used, but we have not implemented such an extension.)
The convolution algorithm with base 2.
The approximations of sections 2.2 and 2.3 can be combined into a fast convolution algorithm that requires O(N t log N t ) arithmetical operations and O(log N t ) memory. This algorithm is best explained by describing the first few steps for base B = 2. (Here B refers to (2.1).)
First step. We compute the convolution integral at t = ∆t by approximating g(τ ) linearly:
The remaining integrals are approximated as the inverse Laplace transforms of F (s)/s and F (s)/s 2 , respectively:
where the weights w j and nodes λ j correspond to a Talbot contour with the parameter µ chosen for t = ∆t (e.g., µ = 8/∆t). 
The integral over [0, ∆t] is approximated according to (2.6): This requires solving 2N + 1 differential equations (2.5) with λ = λ (1) j ∈ Γ 1 by one step of (2.7).
Third step. We compute
which requires advancing the solutions of the differential equations for Γ 1 from ∆t to 2∆t.
Fourth step.
A new situation appears at t = 4∆t. Continuing as in the two previous steps would involve approximations of f (t − τ ) for t − τ ∈ [∆t, 4∆t] ⊂ I 1 . As is indicated in Figure 2 .5 by the different textures of the column for t = 4∆t, the integral from 0 to 4∆t is therefore split into integrals over the intervals [0, 2∆t], [2∆t, 3∆t], and [3∆t, 4∆t], which correspond to different distance classes from the diagonal t − τ = 0. The integral over [3∆t, 4∆t], which is next to the diagonal, is approximated as in the above formulas with φ 1 and φ 2 , with the arguments of g advanced by ∆t. The integral over the interval [2∆t, 3∆t], whose points τ have t − τ ∈ I 1 , is approximated by
which uses the result of one step of method (2.7) for differential equations for Γ 1 . The approximation of the integral over [0, 2∆t] , which is farthest from the diagonal, involves the weights and nodes for the Talbot contour Γ 2 that corresponds to the approximation interval I 2 = [2∆t, 7∆t]:
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Computing y(2∆t, 0, λ
j ) only at this moment would require the values g(0), g(∆t), g(2∆t), which would thus have to be kept in memory. However, we can reorganize the computations so that in the second step above we not only compute y(∆t, 0, λ The algorithm is organized such that all the differential equations for all integration contours required for the given interval [0, T ] are advanced by one time step in every step t → t + ∆t of the algorithm. In this way, past values of g(t) need not be kept in memory but instead the present value and possibly one past value of the solutions y(t, 0, λ [16∆t, 127∆t] , and so on. In this case, the differential equations associated with the quadrature points λ
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More formally, the general base-B algorithm approximates the convolution as follows: in the nth step (n = 1, . . . , N t ), let t = n∆t and approximate
with φ 1 and φ 2 of (2.8). Let L be the smallest integer for which t < 2B L ∆t. For  = 1, 2, . . . , L − 1 determine the integer q ≥ 1 such that
Note that q is augmented by 1 every B steps and 3. Schrödinger equations. In this section we illustrate the use of the convolution algorithm on Schrödinger equations (or Fresnel equations, as they are called in applications to fiber optics) on unbounded domains. We consider transparent boundary conditions for both the spatially continuous and the spatially discretized problem. The convolution algorithm for the transparent boundary conditions is combined with an implicit time discretization of the partial differential equation in the interior domain. We discuss the one-dimensional (1D) case in some detail because it shows the basics of the approach with a minimum of notational effort. We then turn to a two-dimensional (2D) problem which is periodic in one space direction and requires transparent boundary conditions in the orthogonal direction.
Transparent boundary conditions for a 1D Schrödinger equation.
We consider the time-dependent Schrödinger equation for u = u(x, t),
where b(x, t, u) = 0 for |x| ≥ a > 0 and all t and u and α and c are real constants. The differential equation is complemented with the initial condition u(x, 0) = u 0 (x) for x ∈ R, where we also assume u 0 (x) = 0 for |x| ≥ a. Further, there is a radiation condition for |x| → ∞, which ensures that u(x, t) → 0 for |x| → ∞ uniformly on bounded time intervals.
The derivation of transparent boundary conditions at x = ±a is well known (see, e.g., [6] ) and proceeds formally as follows: the Laplace transform U (x, s) satisfies, for Re s > 0,
For given Neumann data ∂ ν U (±a, s) = ±∂ x U (±a, s) and with the condition U (x, s) → 0 for |x| → ∞ this equation can be solved to give
for x ≥ a and x ≤ −a, respectively. At x = ±a this yields
Taking the inverse Laplace transforms and denoting by f (t) the function with Laplace transform F (s) = 1/ is/c + α 2 , we obtain the Neumann-to-Dirichlet map
and the Dirichlet-to-Neumann map
Either (3.3) or (3.4) forms the transparent boundary conditions for (3.1) restricted to the interior |x| ≤ a. Numerical methods can be based on either of them, but in the following we work with (3.3) or spatially discrete variants thereof.
Transparent boundary conditions for a spatially discretized 1D
Schrödinger equation. Spurious reflections introduced by the spatial discretization are avoided if the transparent boundary conditions are derived directly for the spatially discretized equation; cf. [2] and [11] . Let 2a = N x ∆x and let ∂ xx u be discretized by the standard finite difference quotient
for x = m∆x, m an integer, so that (3.1) is replaced with
The characteristic roots of this equation are determined from
Choosing z(s) as the root of modulus greater than 1 for Re s > 0, we obtain for the decaying solution of the difference equation
Transforming back gives the "discrete Neumann-to-Dirichlet map," which establishes a relation between the solution values at ±a and at ±(a − ∆x):
where f (t) is now the function with Laplace transform
which is O(∆x) close to 1/ is/c + α 2 uniformly for s/c in a bounded complex domain away from iα 2 and behaves as 1/(is/c + α 2 ) for |is/c + α 2 | → ∞. Equation (3.7) gives a transparent boundary condition for the spatial semi-discretization (3.5) restricted to |x| ≤ a. (This would remain unchanged if a different, adaptive discretization were used in the interior domain away from the boundary.) The expression for F (s) can be rewritten as
This shows that F (s) has a singularity not only at iα 2 c, as in the continuous case, but additionally at i(α 2 + 4/∆x 2 ), which tends to infinity as ∆x → 0. Therefore, one would need two Talbot contours Γ 0 and Γ 1 to take account of these two singularities; see Figure 3 .1 for α = 0. However, the contribution from Γ 1 is small: Figure 3 .2 and an analytic study show that it is of size ∆x 2 /t 3/2 . For the analytic study we refer to the Ph.D. thesis of Achim Schädle (in preparation). Therefore, Γ 1 may be omitted in the algorithm, at least when the time step is considerably larger than ∆x 2 , as is typical when using an implicit time discretization scheme. For small time steps and fixed ∆x, the Talbot contours are such that they enclose all singularities by construction.
3.3.
Numerical experiments with a full discretization. We use (3.7), discretized in time by the convolution algorithm of section 2, as a boundary condition for the trapezoidal rule time discretization of (3.5) for |x| < a, which reads (denoting the fully discrete approximation again by u)
for x = m∆x with integer m, |x| < a, and t = n∆t with integer n ≥ 1. This yields an implicit discretization scheme. The discretized boundary condition (3.7) gives, in view of (2.9), an equation of the form
where the dots represent known values, computed from (2.9) and (2.10). For the parameter values c = 1/14, a = 2, α = 0 and for b ≡ 0 we compute the evolution of a Gaussian beam shown in Figure 3 .3 with starting value u 0 given by
traveling left with an angle of 65
• . The decay of energy versus time, E(t)/E(0) with
is shown in Figure 3 .4 for different convolution kernels. We used 160 grid points in x, 400 grid points in t, and we set N = 10 and B = 10 in the convolution algorithm. The parameters were chosen as in section 2.2: ν = 0.6 and µ 0 = 8. for all integers m, l. We assume that the period p is a multiple of ∆y: p = N y ∆y with integer N y . We take the discrete Fourier transform of length N y with respect to y in (3.12) and denote the discrete Fourier coefficients by This decouples (3.12) on the exterior into N y 1D problems (3.5) for the Fourier coefficients. The transparent boundary conditions at x = ±a are therefore, as in (3.7),
where f k (t) is the function with Laplace transform F k (s) = ∆x z k (s) − 1 and z k (s) is, for Re s > 0, the root of modulus greater than 1 of (3.6) with α = α k .
As in the 1D case, the convolution algorithm for (3.13) is combined with the implicit trapezoidal time discretization of (3.12) in the interior domain.
The numerical results are similar to the 1D case and therefore are not displayed. We remark that this double-periodic geometry appears in studying wave propagation in the neighborhood of thin layers. (A corresponding problem for the Maxwell equations is currently under investigation.)
As in the Schrödinger case we rewrite the expression for F k (s) , (4.6) which clearly shows that it has singularities not only in ±icα as the continuous kernel but also in ic α 2 + 4/∆x 2 . Thus we have to develop a new strategy for choosing the Talbot contours with parameters µ, ν, and σ. Setting σ = 0, µ = 8/T l , ν 0 = 0.6, and β = cπµν 0 /2 we choose one contour if α < β. If, in addition, β < ( α 2 + 4/∆x 2 − α)/2 we set ν = ν 0 (1 + α/β), thus enclosing only the singularities ±icα, or else we set ν = ν 0 (1 + α 2 + 4/∆x 2 /β), thus enclosing all singularities. If α > β, we choose two contours. If, in addition, β < ( α 2 + 4/∆x 2 − α)/2 we set ν = ν 0 enclosing only the singularities ±icα, or else we set ν = ν 0 (1 + ( α 2 + 4/∆x 2 − α)/(2β)). The situation is illustrated in Figures 4.1-4.4 , where the solid lines correspond to Γ 0 and the dashed lines to Γ 1 , similarly as in Figure 3 .1. size in x is doubled. In the algorithm we are using Γ 0 and Γ 1 such that the only errors introduced are spurious reflections at the artificial boundary that emerge from using different time discretizations in the interior domain and in the boundary condition and from the quadrature approximations of the contour integrals. We also implemented the double periodic 3D case and obtained similar results (at least on the shorter time intervals on which a computation of the error was still feasible).
