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The aim of presented research is to design a nanodevice based on a gate-defined quantum dot
within a MoS2 monolayer in which we confine a single electron. By applying control voltages to the
device gates we modulate the confinement potential and force intervalley transitions. The present
Rashba spin-orbit coupling additionally allows for spin operations. Moreover, both effects enable
the spin-valley SWAP. The device structure is modeled realistically, taking into account feasible
dot-forming potential and electric field that controls the Rasha coupling. Therefore, by performing
reliable numerical simulations, we show how by electrically controlling the state of the electron in the
device, we can obtain single- and two-qubit (thus universal) gates in a spin-valley two-qubit system.
Through simulations we investigate possibility of implementation of two qubits locally, based on
single electron, with an intriguing feature that two-qubit gates are easier to realize than single ones.
PACS numbers: 73.63.Kv, 73.22.-f, 85.35.Gv, 03.67.Lx
I. INTRODUCTION
Two-dimensional crystals consisting of single layers of
atoms are modern materials that can be used for imple-
mentation of quantum computation. 2D monolayers of
transition metal dichalcogenides (TMDCs), e.g. MoS2,
seem to be better candidates than graphene because of
their wide band gaps and strong electrically induced spin-
orbit coupling of the Rashba type1,2. By considering the
valley degree of freedom of an electron together with its
spin we extend our ability to define a qubit into: spin,
valley3 and hybrid spin-valley qubit4. However, the most
interesting is the definition based on spin and valley of a
single electron as a two-qubit system5,6.
The area of application of monolayer materials for
construction of electronic nanodevices is currently under
strong development1,7–12. Methods for building devices
based on gated TMDC monolayers or nanotubes become
increasingly advanced13–17, opening the possibility of uti-
lizing the spin and valley index of electrons controlled
therein. In particular, it is shown by recent results with
electrostatic quantum dots (QDs) with a gated MoS2-
nanoribbon-QD sensed by single electron transport18,19,
or tunable TMDC spintronic devices, where spin or valley
polarized currents emerge in TMDC monolayer proximi-
tized by nearby ferromagnetic20–24. Transistor structures
with TMDC monolayer forming active area in tunnel
FETs are being developed25, also with vertical TMDCs
heterostructures26,27. The more intriguing lateral, in-
plane TMDCs heterojunctions are also constructed, en-
abling interesting 1D physics at interfaces28, or leading
to improved FETs switching characteristics29–31.
Inspired by this, we examined the possibility of realiza-
tion of a nanodevice based on a MoS2 monolayer, capable
of creating a two-qubit system defined on spin and valley
degrees of freedom of a confined electron. For this pur-
pose, we have built a realistic model of the nanodevice
and perform numerical simulations that prove its capa-
bilities. Thanks to the use of appropriately modulated
local control voltages, the system is all-electrically con-
trolled and does not require using photons or external
microwaves, thus significantly improving its scalability.
II. MODEL
In this section we will go through the device model.
The potential in the entire nanodevice, controlled by the
gate voltages, is calculated by solving the Poisson equa-
tion, while the electron states in the flake are described
with the tight-binding formalism. Let’s start with the
nanostructure overview.
A. Device structure
The proposed nanodevice structure is presented in
Fig. 1. On a strongly doped silicon substrate we place a
20-nm-thick layer of SiO2. Then we place two electrodes
which serve as a source (S) and a drain (D). Directly on
FIG. 1. The proposed nanodevice structure containing a
MoS2 monolayered flake deposited on a SiO2 layer, and sepa-
rated by hBN from the control gates responsible for creating
the QD confinement potential.
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2them we deposit a MoS2-monolayer (hexagonally shaped)
flake of 16-nm-diameter. The monolayer is then covered
with a 5-nm thick insulating layer of hexagonal boron
nitride (hBN) with a large bandgap32, forming a tunnel
barrier. Finally on top of the sandwiched structure we
lay down four 15-nm-wide control gates (G1..4), placed
symmetrically around the central square-like gap of size
20×20 nm. The gate layout presented here is quite simi-
lar to the one proposed by us recently3, but with a larger
20 nm clearance between opposite gates, which may ease
their deposition.
Source, drain and the gates layout are clearly presented
in Fig. 1. Voltages applied to these gates (relative to the
substrate) are used to create confinement in the flake.
To calculate realistic electrostatic potential φ(r) we solve
the Poisson equation taking into account voltages V1..4
applied to control gates G1..4 and to the highly doped
substrate V0 = 0, together with space-dependent permit-
tivity of different materials in the device3,33. Resulting
potential in the area between SiO2 and hBN layers, where
the flake is sandwiched, is presented in Fig. 2. We de-
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FIG. 2. The confinement potential energy at the area where
the monolayer lies (indicated by a black hexagon), created by
the four symmetrically arranged control gates (see Fig. 1).
plete the electron gas until a single electron remains in
the formed dot confinement potential.
B. Monolayer model
The monolayer flake is made of molybdenum disulfide.
MoS2 monolayers are successfully described by several
tight-binding (TB) models, with different numbers of or-
bitals used, including nearest or next-nearest neighbors.
Seven34 or eleven35–37 Mo and S orbitals construct TB
basis to reproduce low-energy physics in the entire Bril-
louin zone, also near the Γ-point. Although the sim-
pler three-band (including three Mo orbitals) TB model38
fails around the Γ-point, it correctly represents the or-
bital composition around the K point near the (both
FIG. 3. The MoS2 monolayered flake structure: (left) hexag-
onal flake employed in the device has sides made of NB = 25
Mo atoms, giving the flake side of 8 nm (lattice distance be-
tween Mo nodes is 0.319 nm); (right) MoS2 crystal lattice
structure formed of hexagonally packed Mo and S atoms ar-
ranged in triangular lattices rotated relative to each other by
pi. The Mo lattice vectors Rk determine the hopping direc-
tions in our nearest-neighbors TB model.
conduction and valence) band edges, where the Bloch
states mainly consist of Mo d orbitals39. Thus it is good
enough to deal with low energy states near the band min-
imum. However when considering perpendicular electric
field, crucial for the Rashba coupling, we have to include
also S orbitals localized above and below Mo plane in the
MoS2 structure (see Fig. 3). For calculating Rashba cou-
pling we will utilize 11-band model with three p orbitals
for each S atom in dimer.35
Consequently, we have described the monolayer struc-
ture using three Mo orbitals: dz2 , dxy, dx2−y2 , and the
nearest-neighbors hoppings38:
H =
∑
i σσ′αβ
δσσ′δαβ(α + ϕi) nˆiασ + s
z
σσ′λαβ cˆ
†
iασ cˆiβσ′
+
∑
〈ij〉σσ′αβ
δσσ′tαβ cˆ
†
iασ cˆjβσ +HR +HZ . (1)
The potential energy of the electrostatic confinement at
the i-th lattice site: ϕi = −|e|φ(xi, yi) together with the
on-site energies α enter the on-diagonal matrix elements
(α numbers the orbitals).
The off-diagonal electron hopping element from the β
Mo orbital localized in the j-th lattice site to the α orbital
localized in the i-th site is denoted by tαβ ≡ tαβ
(
Rk(i,j)
)
.
It depends on the hopping direction (between 〈ij〉 neigh-
bor pair) described by the nearest neighbor vectors Rk
for the molybdenum (Mo) lattice, which are defined as in
Fig. 3. They form two non-equivalent families: R1, R3,
R5 and R2, R4, R6 with the nearest sulphur (S) neighbor
on the left or right side, as shown in Fig. 3. This sym-
metry constraint reflects on the reciprocal lattice where
in the corners of the first (hexagonal) Brillouin zone, the
K points form two non-equivalent families: K and K ′.
Opposite hoppings are mutually transposed:
tαβ(Rk) = tβα(−Rk). Their explicit forms, together
with the on-site energies α, can be found in [3 and 38].
3C. Rashba coupling
Electric field perpendicular to the monolayer surface
breaks the reflection σh symmetry and modifies the on-
site energies of atoms in three MoS2 sublayers. This leads
to externally, electrically controlled spin-orbit interaction
(SOI) of the Rashba type. The Rashba coupling can be
also introduced to layered TMDCs by a structure asym-
metry from ferromagnetic substrate leading to the prox-
imity effect20.
The idea to calculate the electrically induced Rashba
spin-orbit coupling strength is to take the tight-binding
model with atomic spin-orbit coupling (introduced by
λαβ in Eq. 1) including also p orbitals of the sulfur
top and bottom sublayers to which we apply on-site
potentials Vt and Vb
34,40–42. The difference between
them results from external electric field: Vb(x, y) =
Ez(x, y, 0)d/2, Vt(x, y) = −Vb(x, y). While d = 0.32 nm
is the monolayer thickness (sulfur sublayers distance).
Given such extended tigh-binding model (we take 11-
orbital morel of Ridolfi et al. [35]), we perform down-
folding, using the Lo¨wdin partitioning technique, to our
Mo-orbitals model and obtain the Rashba coupling γR
within this 3-band base. Further details of the calculation
are attached in the Appendix. Resulting coupling ma-
trix elements are proportional to external electric field:
γαβR (x, y) = |e|Ez(x, y) γαβ , with the explicit form
γ =
0.1 5 175 4 1
17 1 4
× 10−3 nm. (2)
The tight-binding Rashba Hamiltonian42–46 (in Eq. 1)
with characteristic spin- and orientation-dependent hop-
ping between two nearest neighbor bonds is:
HR =
∑
〈ij〉σσ′αβ
ıγαβR (eˆij× zˆ)· sσσ′ c†iασcjβσ′ , (3)
with the Pauli-matrices vector s = (σx, σy, σz), and the
(unit) versor eˆij ≡ (exij , eyij) pointing along the bond con-
necting sites i and j. An obvious property eˆji = −eˆij
ensures HR hermiticity. The expanded hopping expres-
sion is (eˆij× zˆ)· sσσ′ = eyijsxσσ′ − exijsyσσ′ , where sx = σx,
sy = σy, and γR = |e|Ezγ with the above defined γ.
D. External magnetic field
To include electron interaction with a perpendicular
magnetic field in the monolayer model, we should add to
the Hamiltonian a standard Zeeman term (in Eq. 1):
HZ =
∑
i σσ′αβ
γZ B · sσσ′ δαβ cˆ†iασ cˆiασ′ , (4)
with a magnetic field B. For γZ =
geµB
2 we arrive at the
standard Zeeman energy gµB2 s ·B.
To address also orbital effects related to magnetic
field we apply the so-called Peierls substitution47. We
multiply the hopping matrix, by the additional factor
tij → t˜ij = tij exp (ıθB) in the Hamiltonian (1). Now the
vector potential enters Eq. (1) via the Peierls phase θB ,
calculated as the path integral between neighbor nodes:
θB =
e
~
∫ rj
ri
A(r) · dr. (5)
A is a vector potential induced by the B field. We use
the Landau gauge, with the vector potential A(r) =
[0,
∫
dxBz(x, y), 0]
T for the perpendicular magnetic field
B(r) = [0, 0, Bz(r)]
T . This leads to the phase:
θB =
e
~
(Ay(ri) +Ay(rj)) (yj − yi)/2. (6)
The most important result of applying a magnetic field
is a splitting introduced between levels with opposite spin
and valley index. Interestingly there are two types of Zee-
man splittings: standard, spin type, and Zeeman valley
splitting, both presented in Fig. 6 in Section IV. Each of
them possesses other Lande´ factor. This will enable us
to separately address each transition between four basis
states in the spin-valley two-qubit space.
III. CALCULATION METHOD
Let’s have a look at the stationary and time-dependent
calculation methodology. Firstly, we solve the eigenprob-
lem for the stationary Hamiltonian (1): H(r)ψm(r) =
Emψm(r), and obtain M eigenstates. For our hexago-
nal flake of size NB = 25 we have 1801 sites × 6 giv-
ing M = 10806 eigenstates. For the Hamiltonian ma-
trix eigenproblem we utilize the fast and efficient FEAST
routine48. The obtained eigenstates are represented by
6-dimensional vectors ψm(r) = (ψ
σα
m (r))
ᵀ, with σ =
1, 2 and α = 1, 2, 3. They belong to te state space
Hspin2 ⊗Horibital3 , with the spin and the 3-dimensional Mo-
orbitals space. To identify them, at first we need an elec-
tron density calculated as ρ(r) = |ψm(r)|2 to determine
if given state is localized at the flake edge forming the
so-called edge state, or is confined within the quantum-
dot. Secondly, we need to identify the state quantum
numbers—valley and spin indices. To do this we utilize
similar formulas as in Eqs. (12) and (13), here adapted
to a stationary state ψm(r).
During the time-dependent calculations we will be
working in the previously found eigenstates base. There-
fore the full time-dependent wave function is represented
as a linear combination of N basis states ψn:
Ψ(r, t) =
∑
n
cn(t)ψn(r)e
− ı~Ent, (7)
together with time-dependent amplitudes cn(t) and
phase factors of the corresponding eigenvalues En. We
assume a basis of N = 200 < M lowest eigenstates from
4the conduction band (represented by yellow bullets in the
lower inset in Fig. 5). The time evolution is governed by
the time-dependent Schro¨dinger equation:
ı~
∂
∂t
Ψ(r, t) = H(r, t)Ψ(r, t), (8)
with the time-dependent Hamiltonian being a sum of the
stationary part (Eq. 1) and a time-dependent contribu-
tion to both the potential energy and the Rashba cou-
pling:
H(r, t) = H(r) + δϕ(r, t) + δHR(r, t). (9)
The full time-dependent potential energy ϕ(r, t) = ϕ(r)+
δϕ(r, t) contains variable part δϕ(r, t), generated by
modulation of the gate voltages. Whole is calculated as
ϕ(r, t) = −|e|φ(r, t), with the potential φ(r, t) obtained
by solving the Poisson equation for the variable density
ρ(r, t) at every time step. Note that the charge den-
sity originates from the actual wave-function, thus the
Schro¨dinger and Poisson equations are solved in a self-
consistent way. Similarly, the time-dependent part of the
Rashba coupling δHR(r, t) is induced by the variable part
of the electric field: Ez(r, t) = E(r) + δEz(r, t). That is,
E(r) induces (3), while δEz(r, t) enters δHR(r, t) in (9)
with the same formula.
Insertion of (7) to the Schro¨dinger equation (8) gives a
system of equations for time-derivatives of the expansion
coefficients at subsequent moments of time:
c˙m(t) = − ı~
∑
n
cn(t) δmn(t) e
ı
~ (Em−En)t. (10)
The actual matrix elements δmn(t) = 〈ψm|δϕ(r, t) +
δHR(r, t)|ψn〉 need to be calculated at every time step
due to changes in the potential and the electric field.
Then, by using it, we solve the system (10) iteratively us-
ing a predictor-corrector method, with explicit “leapfrog”
and implicit Crank-Nicolson scheme, obtaining the next
time step of the system evolution.
For the electron wave function Ψ(r, t) we calculate the
Fourier transform:
Ψ˜(k, t) =
∫
F
d2rΨ(r, t)e−ıkr, (11)
on the flake surface area F , with 2D-wave vector k ≡
(kx, ky). The Fourier transform naturally has periodic
structure in the reciprocal space, therefore we can limit
the k-area to F˜ : kx,y ∈
[− 2pia , 2pia ], encompassing the
(first) Brillouin Zone (BZ). Knowing Ψ˜(k, t) we can
calculate density in the reciprocal space expressed as:
ρ˜(k, t) = |Ψ˜(k, t)|2. The k-density calculated for the
|K ↓〉 state from Fig. 5 is presented in Fig. 10(0). We
also mark the BZ along with points of high symmetry: Γ
in the center, two types of K(K ′) at the corners of the
hexagonal zone and M on the edges of the hexagon. The
coordinates of the high-symmetry points are: Γ = (0, 0),
one of K = pia (
4
3 , 0) and one of M =
pi
a (1,
1√
3
), with the
lattice constant a = 0.319 nm. We can clearly see in
Fig. 10(0) that density peaks are localized in the neigh-
borhood of the K points (while not next to K ′), confirm-
ing that in the |K↓〉 state exactly K valley is occupied.
Now, the valley index K is calculated as:
K(t) = 3a
4pi
∫
F˜1/3
d2k ρ˜(k, t)kx (12)
on the reciprocal space area F˜1/3 defined as two opposite
pi/3 sectors (within F˜ area) encompassing exactly one
K point and one K ′ point, i.e. |ϑ| ≤ pi6 ∪ |ϑ| ≥ 5pi6 , with
azimuthal angle ϑ = atan2(kx, ky). Because K(K
′) point
in F˜1/3 has coordinates 1(−1)×( 4pi3a , 0), the valley indexK ∈ [−1, 1]. K = 1 represents the K valley, whereas
K = −1 the K ′ valley. For example the state |K ↓〉 is
thus represented by |K, s〉 = |1, ↓〉 ket.
The electron spin value s is calculated as the expecta-
tion value of the Pauli z-matrix sz = σz:
s(t) =
∫
F
d2rΨ†(r, t)σz ⊗ 13 Ψ(r, t), (13)
also integrated on the flake area F for the actual wave
vector Ψ(r, t). Operation ⊗13 means that during the
spin calculations we trace out over the orbitals subspace.
IV. ELECTROSTATIC QUANTUM DOT
By applying voltages V1..4 = 1500 mV to all of the
gates we form the QD potential energy in the flake area,
presented in Fig. 4(a). Calculated electronic eigenstates
of the Hamiltonian (1) for the entire flake lattice, forms
a ladder in Fig. 5 representing subsequent M = 10806
eigenstates ψm(r). The bullets color is used to mark the
dot occupation, namely the brighter the color is, the elec-
tron is more localized in the flake center. E.g. the yellow
states are strongly confined, while black color marks the
edge states with density localized on the flake border.
These states are inaccessible to the electron confined in
the QD, forming a forbidden energy range, namely, a
bandgap. The bandgap divides the QD eigenstates into
conduction and valence bands. Lets now zoom into CB
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FIG. 4. (a) The confinement potential energy, as in Fig. 2,
induced in the MoS2 flake area forming QD in which we con-
fine a single electron. (b) The density of the electron lowest
state in the CB minimum.
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FIG. 5. Subsequent eigenenergies of the flake Hamilto-
nian (1) for an electron confined in the created quantum dot,
marked as color bullets. The bullet-colors describe the QD
occupation, with yellow states for carriers strongly confined
and localized at the flake center, while black bullets for the
edge states with density at the flake border. The latter levels
are forbidden for a carrier confined within the dot and define
the energy bandgap.
minimum. The states therein are presented in insets from
Fig. 5.
The first four states form two doublets {|−1, ↑〉, |1, ↓〉}
and {|−1, ↓〉, |1, ↑〉}, spin-orbit split (see the upper inset in
Fig. 5). Their electron density is presented in Fig. 4(b).
It turns out, that (states from) both the bottom of the
conduction band and the top of the valence band are
located at the points K and K ′ (we have a direct band
gap here), not at the Γ point. These bands form two
non-equivalent valleys K and K ′ which can be occupied
by qubit carriers. Subspace spanned by the first four
states consists of exactly one valley and one spin two-level
system, forming together a 4-dimensional Hilbert space
Hvalley2 ⊗Hspin2 of spin-valley two-qubit states |K, s〉.
A. Two-qubit subspace
If we add an external magnetic field, degeneracy in
both pairs is lifted, as presented in Fig. 6 for Bz = 1 T.
Calculated splitting, here for 1 T (for 2 T resulting factors
are the same), between first pair: EK′↑ = 12 (gs− gv)µBB
(split down) and EK↓ = 12 (−gs + gv)µBB (split up) is
242 µeV, which is in agreement with differences 238 µeV
between opposite spin states (with different valleys) in
the conduction band minimum for a larger dot [49]. The
difference of 242 µeV leads to gv − gs ' 4.18. For the
second pair EK′↓ = 12 (−gs − gv)µBB (split down) and
EK↑ = 12 (gs + gv)µBB (split up) we have 512 µeV, thus
gv + gs ' 8.84. Therefore, obtained effective valley and
spin g-factors are: gv = 6.51, similar to DFT calculations
giving the value 7.14 [2, and errata: 50]. While the spin
splitting factor gs = 2.33, with agreement with the DFT
calculations [2] and experimental result [51], both giving
value about 2.2.
If we now take into account both spin and valley split-
FIG. 6. The four lowest CB states (yellow bullets) forming
the two-qubit spin-valley subspace. Applied magnetic field
Bz = 1 T induces spin (represented by red arrows) and valley
(blue arrows) Zeeman splitting, enabling separate addressing
of all six transitions within the two-qubit subspace.
ting, it turns out that the higher states pair is more split
than the lower one, as presented in Fig. 6. This results
from emergence of additional valley Zeeman splitting, for
whichK levels bend upwards and forK ′ downwards (blue
arrows). Similarly, spin-down level bends down, while
spin-up bends up (red arrows). Therefore, for the higher
levels pair the splittings will add, while for the lower one
they will subtract. Thanks to such a form of level split-
tings, all of the transitions between them (6 in total) can
be separately addressed.
B. Intervalley coupling
Let’s now examine the intervalley coupling strength
and its origin. The doubled intervalley coupling 2Λ can
be calculated from the difference between the ground
state and the 1st excited state in CB with no spin-orbit
interaction52. Further, we assume that the intervalley
coupling is: Λ(t) = Λ0 +
Λ1
2 cos(ωt), with a modulation
amplitude Λ1.
The structure of electronic states confined within a
nanoflake and mostly presence of edge states, that cross
the gap, depends on the flake edge type53–55. Zigzag
edges do not mix valleys, but supports edge states. On
the other hand, gap states are missing for an armchair
edge type, which mixes valleys and induces transitions
in graphene-like structures56. Same edge-dependent val-
ley mixing was proven for MoS2 nanoribbons
57. Here,
to skip the edge influence, we take a flake with a zigzag
edge, and induce confinement strong enough to decouple
the electron from the flake edge.
To check completely the edge influence on the inter-
valley mixing, we calculate 2Λ as a function of the flake
size NB and the confinement depth, controlled by Vdc.
The results with no confinement are presented in Fig. 7,
by dark-blue bullets. While there is significant coupling
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FIG. 7. Intervalley coupling 2Λ as a function of the flake
size NB and the applied voltage. Rising the voltage amplitude
Vdc increases the confinement depth, which results in stronger
intervalley coupling.
for very small flakes with NB ∼ 10, it suddenly decreases
with the flake size, reaching two orders smaller value for
NB ∼ 15. Then the coupling slightly increase, but for
larger flakes with NB > 25 it generally does not exceed
several µeV. However if we add the confinement potential
by applying Vdc, the intervalley coupling increases with
the potential depth, which is clearly visible for NB > 25.
Subsequent voltage values, marked by the brighter bul-
lets, are Vdc = −500,−1000,−1500,−2000,−2500 mV.
It turns out that the approximate relation between the
coupling and the applied voltage in this range of the flake
sizes is 2Λ ∼ √V . It is similar to the relation between
eigenenergies and potential of a harmonic oscillator. Now
the coupling is purely confinement-dependent and does
not depend on the flake size. In this way the confined
electron is decoupled from the edges and its valley mixing
is controlled electrically via the confinement potential.
V. SPIN-VALLEY TWO QUBIT SYSTEM
Let’s now switch to the time-dependent calculations
and examine the process of inducing transitions within
the defined spin-valley subspace. By applying addi-
tional oscillating voltage to the single control gate G1:
V1(t) = Vdc + Vac sin(ωt), Vac = −100 mV together with
V2 = V3 = V4 = Vdc = −2500 mV, we modulate the
confinement potential in a way that the dot minimum
oscillates back and forth in the x-direction. The poten-
tial energy landscape at oscillations start, i.e. at t = 0, is
presented in Fig. 8(b). While its form at the maximum
left and right displacement from the center position, e.g.
at t = pi2ω and t =
3pi
2ω , is presented in Figs. 8(a) and 8(c)
respectively. Additionally to inducing oscillatory move-
ment of the dot position, the potential shape is mod-
ulated and becomes narrower at the maximum shift to
the left—see Fig. 8(a), while shallower at the maximum
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FIG. 8. The confinement modulation: (a-c) the gate defined
electrostatic potential ϕ within the flake at three instants:
t = pi
2ω
(left column), t = 0 (middle), and t = 3pi
2ω
(right);
(d-f) the perpendicular electric field Ez at the same instants;
(g-i) the confined electron density is squeezed and moved by
the corresponding potential modulation.
right—Fig. 8(c). This enforces oscillatory squeezing of
the electron state density, as seen in Fig. 8(g-i).
A. Spin and valley transitions
The confinement potential modulation introduces two
effects to the system. Firstly, the voltage modulation
moves the electron confined in the QD potential in an
oscillatory way. The electron position oscillations causes
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FIG. 9. The gate G1 voltage modulation Vac = −100 mV
provides two simultaneous effects: oscillatory shifting of the
confinement minimum moves the electron position (orange
curve) and thus generates the electron momentum (red curve),
which together with the Rashba SOI, introduced by a perpen-
dicular electric field (blue curve), induces the electron spin
transitions. Simultaneous potential narrowing squeezes the
electron density, modulates the electron packet size (green
curve) and provides the intervalley transitions.
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FIG. 10. Successive stages of the intervalley transitions
visible as gradual flow of the electron from the K to K′ valley.
The electron density in the reciprocal space ρ˜(kx, ky) initially
localized in the K valley in the BZ (0), starts to flow into K′
point (pi
4
), reaches equal occupation (pi
2
), and finally entirely
occupies the K′ valley (pi).
that its momentum also oscillates. The velocity defined
as the time derivative of the electron expectation posi-
tion ddt 〈x〉 is presented in Fig. 9 as the red curve, while
the electron position as the orange one. Together with
the present perpendicular electric field 〈Ez〉 felt by the
electron (blue curve in Fig. 9) which induces the Rashba
SOI, it creates spin-orbit mediated electron spin reso-
nance transitions. The mean electric field 〈Ez〉 is al-
most constant during oscillations, which is related to fact
that the perpendicular electric field component Ez(x, y)
is mostly uniformly distributed on the flake, as seen in
Fig. 8(d-f).
Secondly, oscillatory shallowing of the confinement po-
tential leads to electron packet squeezing, visible as os-
cillations of the electron packet size σ in Fig. 9 (green
curve) and causes intervalley coupling changes. Resonant
modulation of the intervalley coupling generates gradual
transitions of the electron between the different valley
states3.
Subsequent stages of a transition between the differ-
ent valleys in reciprocal space are presented in Fig. 10.
Initially, the electron density in the reciprocal space
ρ˜(kx, ky) is localized in the K point vicinity within the
BZ, as showed in Fig. 10(0). The voltage pumping pro-
cess with the resonant frequency ω, tuned to the energy
spacing ~ω between the states |1, ↑〉 and |−1, ↑〉 (or |1, ↓〉
and |−1, ↓〉), leads to a gradual change of occupation
to K ′ valley, with density flow between valleys visible in
the subsequent stages—Fig. 10(pi4 ) and (
pi
2 ). After time
t = 345 ps the electron occupies the K ′ valley entirely
(Fig. 10(pi)) and the intervalley transition is completed.
The whole process is presented in Fig. 12, where the green
curve represents the valley index K evolution during the
entire transition.
Besides inter- spin and valley transitions we can simul-
taneously obtain spin and valley manipulation leading
to inter spin-valley transitions or simply the spin-valley
SWAP. Similarly here transitions are resonant and we
need to tune the modulation frequency ω to the energy
spacing between |−1, ↑〉 and |1, ↓〉 (or |−1, ↓〉 and |1, ↑〉).
During voltage oscillations both the Rashba SOI medi-
ated spin transitions and the intervalley coupling modu-
lation effects are enabled, thus allowing for simultaneous
spin and valley flipping. Both effect are needed: turning
off the Rashba SOI, by setting Ez(x, y) = 0, turns off
the spin-valley SWAP. Simulation results are presented
in Fig. 11 with the resonance frequency ~ω0 = 0.244 meV
and the driving voltage Vac = 100 mV. We observe here
simultaneous spin (blue curve) and valley index (violet
curve) flips. These transitions are obviously of the Rabi
oscillations type. If we diverge from the resonance, the
maximum (minimum) value of the valley (spin) index
falls down rapidly, entering the region of incomplete tran-
sitions. In Fig. 11, green and orange (red and yellow)
curves pair present spin and valley index courses for a
driving frequency ω = 1.003ω0 (ω = 1.006ω0) beyond
the resonance.
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FIG. 11. The spin-valley SWAP operation exhibiting Rabi
oscillations form: blue and violet curves present spin and
valley index swaps at resonance leading to full transitions.
Whereas beyond the resonance we observe incomplete flips:
the green and orange curve pair shows transitions closer, while
the red and yellow further from the resonance.
In opposite to spin-valley SWAP, the intervalley tran-
sitions are not mediated by the spin-orbit coupling, and
are unaffected even if we eliminate the electric field in the
simulations, simply by setting Ez(x, y) = 0 in (Eq. 3).
Moreover, the transition time depends on the amplitude
of the intervalley coupling modulation. In Fig. 12(a)
are presented transitions between both valleys, start-
ing from K valley with the index K = 1. The transi-
tion period T deceases as the voltage modulation ampli-
tude Vac increases. Indeed, for presented in Fig. 12 am-
plitude Vac ranges (50–150 mV), oscillations frequency
Ω turns out to be approximately proportional to Vac,
and thus to the intervalley coupling modulation ampli-
tude Λ1 (we assume here that for such a small voltage
modulation range the intervalley coupling 2Λ responses
linearly—cf. Fig. 7). This is typical for the Rabi os-
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FIG. 12. The intervalley transitions for different driving volt-
age Vac amplitudes. The transition frequency Ω =
2pi
T
(with T
being the transition period) and the resonance peak width are
proportional to the driving amplitude, which is characteristic
of the Rabi oscillations.
cillations, where near the resonance the Rabi frequency
Ω =
√
(ω − ω0)2 + (Λ1/~)2 depends linearly on the driv-
ing amplitude Λ1 of the intervalley coupling oscillations.
In case of resonance Ω = Λ1/~.
If we calculate the minimum value reached by the K
index for out-of-resonance transitions, we obtain reso-
nance curves presented in Fig. 12(b). The full width at
half maximum (FWHM) parameter characterizing reso-
nance curves in case of the Rabi oscillations corresponds
to the transition duration. The resonance curve (for driv-
ing Λ12 cos(ωt)) has the form
(Λ1/~)2
(ω−ω0)2+(Λ1/~)2 , which gives
FWHM equal 2Λ1. This agrees with our calculations.
E.g. for the green curve, i.e. Vac = 100 mV, transition
time (period) T = 2pi/Ω is 680 ps, which corresponds to
Λ1 = h/T ' 0.006 meV and agrees with FWHM equal
0.012 meV. In comparison, for the violet curve FWHM
is just over two times wider than for orange one.
B. Two-qubit gates
In Fig. 13(a) there are presented four basis states
spanning the two-qubit subspace together with all six
transitions—each with a different resonant frequency.
The voltage modulations induce electron momentum os-
cillations and intervalley coupling amplitude modulations
which enables us to obtain spin operations (blue and vi-
olet arrow pair), intervalley transitions (green and pur-
ple), or spin-valley swapping (red and yellow). This
twofold control of the electron state allows to fully op-
erate within the defined spin-valley two-qubit subspace.
Simply, by tuning the modulation frequency we can select
and switch-on desired transition.
If we apply a proper magnetic field value (we assume
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FIG. 13. Tunning of the driving frequency enables to reach
all the transitions within spin-valley two-qubit subspace.
Bz = 1 T), the Zeeman splitting together with the
spin-orbit induced splitting result in different frequencies
among transitions (and allows to separately address each
of them). If we now sweep the driving frequency over a
range covering all the six transitions, assuming that the
system can be initially in four different basis states we
observe in Fig. 13(b) all of transitions at their own fre-
quencies. They are highlighted by colors corresponding
to colors of the arrows from the scheme in Fig. 13(a).
Interestingly we also observe some minor fractional res-
onances for lower frequencies ω/2. Fortunately, they do
not overlap with other peaks and transitions are not dis-
turbed by each other. The driving amplitude applied in
presented simulations is Vac = 100 mV, with an excep-
tion for SWAPs where Vac = 150 mV.
Let us now translate obtained transitions to the lan-
guage of qubit operations. Starting from the blue transi-
tion from Fig. 13, for pumping at 2.063 meV, we obtain
a spin-flip only if K = −1, i.e. K ′ valley is occupied.
In case of the valley index K = 1, we would not observe
any operation on spin for such a driving frequency. This
means that we get the spin NOT operation controlled
by the valley qubit. We denote it simply by CKNOTs.
For the violet transition (2.333 meV) we get the opposite
CNOT operation with the spin qubit flipped if K = 1,
denoted by C¯KNOTs. On the other hand, for the green
transition we get complementary operation with the val-
ley index being rotated only if the spin is oriented down.
In this case acquiring spin-controlled NOT operation on
the valley qubit, analogously denoted as CsNOTK. The
purple transition is performed for the opposite, spin-up,
thus denoted by C¯sNOTK. Let us note that the CNOT
gates are universal in the sense that any (multi-qubit)
quantum operation can be approximated by a sequence
9of gates from a set consisting one of these gates and some
single-qubit operations, e.g. the Hadamard and the phase
shift gate.
Beside the both CNOT operations with spin or valley
serving as the control qubit, while the other one being the
target qubit, we can create previously mentioned SWAPs.
By taking the red transition we get spin and valley states
swapped, i.e. |−1, ↑〉 ↔ |1, ↓〉. Note that half of the
SWAP operation—
√
SWAP is also universal. The com-
plementary operation, induced by the yellow transition,
interchanges the two remaining states: |−1, ↓〉 ↔ |1, ↑〉.
We denote it by cSWAP . All the mentioned two-qubit
operations are represented in the spin-valley two-qubit
subspace of |K, s〉 states by 4×4 unitary matrices. Their
explicit form can be found in the appendix.
C. Single-qubit gates
Two-qubit gates are easy to implement here, because
the both qubits are specified on two degrees of freedom of
the same particle, thus defined in the same localization.
Therefore, coupling between them emerges naturally and
two-qubit operations require a single transition between
one of the four electron basis states. On the other hand,
to obtain a single-qubit gate, acting on a given qubit
within such a subspace must be done independently from
the other qubit state. It turns out that joining two op-
posite CNOTs makes the operation on the target qubit
independent from the control one. If we perform simulta-
neously both valley-controlled spin NOTs, i.e. CKNOTs
and C¯KNOTs we arrive at single spin-NOT gate, denoted
as NOTs, independent from the valley degree. Similarly,
for simultaneous CsNOTK and C¯sNOTK we get valley-
NOT, NOTK operation.
Indeed, to obtain correct operations on spin or val-
ley separately, we need to pump two transitions at the
same time. Luckily, it turns out that such twofold tran-
sitions are possible, and to do that we need to simultane-
ously induce oscillations in perpendicular directions, i.e.
V1(t) = Vdc+V
x
ac sin(ωxt) and V2(t) = Vdc+V
y
ac sin(ωyt),
by feeding both G1 and G2 gates. In Fig. 14 there are
presented twofold transitions which are composed of two
intervalley transitions for both spin orientations making
up the valley-NOT operation (top: K-qubit NOT gate),
and two spin transitions for both valley occupations (K
and K ′) forming s-qubit NOT gate (bottom).
The both pumping frequencies ωx and ωy (blue and vi-
olet transitions in Fig. 14(bottom)) are very slightly dif-
ferent from these for single separate transitions, e.g. for
spin-NOT single-qubit gate they change from (2.06, 2.33)
to (2.07, 2.35) meV for ~(ωx, ωy) respectively. Whereas
the voltage oscillation amplitudes pair (V xac, V
y
ac) should
be selected in a way that the both transitions in the pair
lasts the same time. The ratio between them should be
properly tuned, e.g. for valley-NOT single-qubit gate
(green and purple transitions in Fig. 14(top)) V xac/V
y
ac =
100mV/62mV for ~(ωx, ωy) = (1.82, 2.58) meV respec-
tively.
We see an intriguing feature that local—defined on
single electron—two-qubit gates are easier to implement
than single-qubit. However, the same single-qubit op-
erations can be obtained a bit easier, simply by per-
forming appropriate CNOTs one by one. Unfortunately,
in this simpler approach the operation time is twice as
long as for simultaneous twofold transitions. Applying
series of operations CKNOTs · C¯KNOTs = C¯KNOTs ·
CKNOTs = 12 ⊗ NOTs gives spin-NOT. Similarly,
CsNOTK ·C¯sNOTK = C¯sNOTK ·CsNOTK = NOTK⊗12
results in valley-NOT. Both relations can be easily veri-
fied by multiplying matrices (included in the appendix)
representing the particular operations.
D. Gate fidelities and qubits readout
In the course of transitions from Figs. 14 or 12 we
can notice a minor oscillation structure of frequency ~ω
related to a single cycle of pumping induced by the volt-
ages oscillations. This can be viewed as a reference
frame rotation with ω frequency in the standard RWA
approximation58. However, it should be emphasized that
our numerical calculations are strict. These small oscil-
lations affect the qubit operations fidelity. Fortunately,
their amplitude decreases as we get closer to the basis
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FIG. 14. Single qubit NOT gate acting on the valley
(top) and the spin (bottom) qubit. Induced simultaneously,
both opposite spin controlled valley-flip transitions, marked
in Fig. 13 with green and purple colors, make a single-qubit
valley-NOT gate. In a similar way, both valley controlled
spin-flips (blue and violet transitions) create the spin-NOT
gate.
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FIG. 15. Single- (NOT) and two-qubit (CNOT and SWAP)
gate fidelities as a function of the operation time. Rising the
gates fidelity is done at the expense of increasing the duration
of a given operation.
states (i.e. poles on the Bloch sphere). Moreover, we
can reduce them arbitrarily by decreasing the amplitude
Vac of the voltage oscillations. This is at the expense
of increasing the number of pumping cycles, and thus
increases the operation time.
We have performed simulations of the operations for
decreasing voltage amplitudes, with simultaneously in-
creasing the gates time. In Fig. 15 there is presented
fidelity of various operations as a function of their gate
time. One should find an appropriate trade-off between
high gate fidelity and low operation time. For example, to
obtain an error of the order of 1% (99% fidelity) we find
valley-related gates (CsNOTK and NOTK) duration of
about half a nanosecond, and spin-gates about 1 ns. The
lowest fidelity is for SWAP operations with a 2 ns opti-
mum for 1%-fidelity. The duration of operations should
be much shorter than the coherence time. Estimated6
and reported59 lifetimes of electron valley and spin de-
grees of freedom in MoS2 monolayers, related mainly to
the hyperfine interaction decoherence, are of 40–100 ns
timescales, thus about two orders of magnitude longer
than our operation times.
Each full qubit implementation has to comprise ini-
tialization and readout. To do this we can utilize the
valley- and spin-Pauli blockade, so far observed in car-
bon nanotubes60,61. The blockade utilizes selection rules,
which block electron transport between an adjacent dot
with the same valley and spin state. Let us add to
the setup a nearby auxiliary dot with an electron in
the ground state, i.e. |K0, s0〉 = | − 1, ↑〉. Assum-
ing that valley and spin are conserved during tunnel-
ing, the electron carrying our qubits cannot tunnel to
the nearby dot if the electron confined there occupies the
same spin and valley state5,62. The electron is blocked
in the same state as its neighbor: |−1, ↑〉(1, 1)|−1, ↑〉
and both qubits are initialized. However, when we per-
form operation on valley or spin qubit, the blockade is
lifted and the electron can freely enter the nearby dot:
|−1, ↑〉(1, 1)|−1, ↑〉 → (0, 2)|K1, s1〉|−1, ↑〉 with K1 = 1
or s1 = ↓. In this way, by extending the system with ad-
jacent reference electron, we can perform both—spin or
valley qubits readout.
VI. SUMMARY
The emerging branch of electronics utilizing the val-
ley degree of freedom, called valleytronics in analogy to
spintronics, introduces new intriguing methods for defin-
ing qubits. Nanodevices with gated monolayer QDs cur-
rently become more reliably fabricated. To advantage
this, we investigate the possibility of realization of the
spin-valley two-qubit system defined on a single electron,
that is confined in a QD, controlled by voltages applied
to the device local gates. The proposed nanodevice is
modeled after structures that were experimentally real-
ized.
A realistically calculated QD confinement potential
and electric field via the Poisson equation together with
the exact form of the Rashba coupling within the tight-
binding monolayer model, leads to reliable modeling of
both the intervalley coupling and the Rashba SOI. We
solve the time-dependent Schro¨dinger equation with such
variable confinement, and track the transitions by cal-
culating actual values of the spin and valley index. We
also analyze the edge influence on the intervalley coupling
with the increasing flake size and confinement depth.
As a result of the performed simulations, we show fea-
sibility of electrically controlling both the electron spin
and valley degrees of freedom, simultaneously. By apply-
ing an appropriate magnetic field we get such spin and
valley Zeeman splittings, that all of the six possible tran-
sitions within the spin-valley subspace can be separately
addressed. These transitions are interpreted as a vari-
ety of two-qubit gates (i.e. CNOTs and SWAPs), and
properly combined, they give single-qubit NOT gates.
Encoding two qubits locally on two degrees of free-
dom of a single electron reverse difficulty in such a way
that two-qubit gates are easer to implement than a single
qubit. The latter, however, can be achieved in one go or
as two consecutive transitions. By examining the exact
course of transitions, we can also estimate fidelity of the
implemented gates.
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Appendix A: Rashba coupling parameters
To calculate the Rashba coupling parameter matrix we
utilize the 11-band model from [35] with five d-orbitals in
the Mo atom dz2 , dxy, dx2−y2 , dxz, dyz, and six p-orbitals
for the S atoms, three for top (t) and three for bottom
(b) layers: pt,bx , p
t,b
y , p
t,b
z . We add the atomic spin-orbit
interaction of the form taken from [63 and 64] with intrin-
sic parameters λMo = 0.086 and λS = 0.052 eV.
64 After
calculating appropriate Slater-Koster elements we obtain
the full Hamiltonian 22 × 22 (together witch spin) [see
Appendix B in 35], with additional onsite potentials Vt,b
for the top/bottom layers, serving as parameters. Now,
it can be expressed in an infinite layer-form as a function
of the momentum H(kx, ky), simply by substituting each
hopping tij → tij exp (ık ·Rij).
We calculate numeric value of H(kx, ky) for differ-
ent Vt,b = ∓Ezd/2 around the CB minimum, i.e. for
k = K = ( 4pi3a , 0) (or k = K
′ = ( 2pi3a ,
2pi√
3a
)) and energy
level E = 2.22 eV. By utilizing the Lo¨wdin partitioning
technique65–67 we downfold it to a reduced Hamiltonian
6 × 6 within our 3-band model38,68, used in the simu-
lations. The Schroo¨dinger equation for the full 22 × 22
block Hamiltonian is(
H6×6 H6×16
H†6×16 H16×16
)(
ψ6
ψ16
)
= E
(
ψ6
ψ16
)
. (A1)
We perform downfolding by eliminating ψ16 and arrive
at representation H ′6×6 ψ6 = E ψ6 where
H ′6×6 = H6×6 +H6×16 (E −H16×16)−1H†6×16, (A2)
which is equivalent to (A1). Afterwards calculating (A2),
we finally obtain a numeric value of H ′6×6 as a func-
tion of Ez. The vector ψ6 is represented in the ba-
sis of orbitals (dz2 , dxy, dx2−y2) ⊗ (↑, ↓), while ψ16 =
(dxz, dyz, p
t
x, p
t
y, p
t
z, p
b
x, p
b
y, p
b
z)⊗ (↑, ↓).
After the procedure of downfolding to the 3-band
model we obtain a 3× 3 matrix representing the Rashba
Hamiltonian, indexed by the orbital numbers α and β,
made up of 2× 2 spin blocks. Each of this block has the
form a012 + aσx + bσy, which we write down as
a012 + |e|Ezγα,β
(
0 e−iη
eiη 0
)
. (A3)
As expected, resulting specific numeric value e|Ezγαβ of
each block (α, β) is proportional to the external electric
field Ez. Moreover, it is multiplied by the matrix with
phase factors e±ıη of the form equivalent to eyijσx−exijσy
in the HR Hamiltonian from (Eg. 3). The phase depends
on the hopping direction, however in our calculations it
is undetermined and resulting η was disordered.
In this way we obtain the parameter matrix γαβR =|e|Ezγαβ , where
γR = |e|Ezγ, γ =
0.09 5.62 17.45.62 3.59 1.26
17.4 1.26 4.97
× 10−3 nm.
(A4)
We get the same results for the two remaining K points.
However, values obtained around K ′ point are slightly
different
γ =
0.08 4.58 16.94.58 4.65 0.71
16.9 0.71 3.10
× 10−3 nm, (A5)
Finally, we take to the model an approximate—average
value of the γ as written down in (2), remembering, how-
ever, of slightly different values between valleys. The
obtained value corresponds to the Rashba coupling am-
plitude from [2], where λR = 3.3× 10−4Ez (eV nm), for
Ez expressed in the V/nm units. E.g. for 1 V/nm and
k of order 4pi3a we get λRk ∼ 4.3 meV (a = 0.319 nm).
While in our calculations, for a similar electric field, the
γ is reaching comparable values of a few meVs.
Appendix B: energy spectrum in magnetic field
FIG. 16. The energy spectrum with applied magnetic field
(B0 = 9.4 × 104 T) for an electron confined in the QD. The
presented levels comes from the CB minimum.
Applying an external magnetic field introduces a split-
ting of levels with opposite spin (and also valley). If
we now gradually increase the magnetic field we obtain
typical energy levels structure in a quantum dot with a
magnetic field, presented in Fig 16. Similar structures are
shown in [69] (or [2]), calculated within the k.p model for
50-nm-size (or 40 nm) MoS2 QD. However here we have
more than 10 times smaller dot, thus to obtain similar
orbital effects relatively to the magnetic scale
√
~
eB (size
of the Landau ground state), equal ∼ 25.66 nm for 1 T,
we need to increase B field more than 100 times. To keep
the results in Fig. 16 comparable, we omit the Zeeman
term here. Presented results are calculated for N = 15
and Vdc = −1500 mV, forming the QD confinement.
If we further increase the magnetic field, the energy
levels will start to attract to each other and form char-
acteristic Landau levels. Calculations for the whole
range of artificially high magnetic fields 0 < B < B0,
B0 = 9.4 × 104 T, shows that Landau levels posses
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FIG. 17. The full energy spectrum for electron confined in
the QD with applied artificiality strong magnetic field. The
energy levels form sophisticated structure called Hofstadter’s
butterfly.
complicated self-similar structure, called the Hofstadter
butterfly47,70–72. It is presented in Fig. 17. Complex reg-
ularities are also manifested in colors that represent the
QD occupation. Same here we skip the Zeeman energy
term.
Appendix C: two-qubit gate matrices
Here we present the explicit forms of matrices repre-
senting the all two-qubit operations obtained in the sim-
ulations. They act in the 4-dimensional Hilbert space of
the two-qubit spin-valley states |K, s〉 = |K〉 ⊗ |s〉. The
first pair constitutes CNOT operations where the valley
is the control qubit and the spin is the target one:
CKNOTs =
1 0 0 00 1 0 00 0 0 1
0 0 1 0
 , C¯KNOTs =
0 1 0 01 0 0 00 0 1 0
0 0 0 1
 .
While in the second pair, the spin controlled valley-NOT
operations are:
CsNOTK =
1 0 0 00 0 0 10 0 1 0
0 1 0 0
 , C¯sNOTK =
0 0 1 00 1 0 01 0 0 0
0 0 0 1
 .
Finally, the SWAP and its complementary operations are
given by:
SWAP =
1 0 0 00 0 1 00 1 0 0
0 0 0 1
 , cSWAP =
0 0 0 10 1 0 00 0 1 0
1 0 0 0
 .
Note that performing jointly both SWAP operations is
equivalent to the NOT operation on the both qubits σx⊗
σx, i.e. SWAP · cSWAP = cSWAP · SWAP = NOTK ⊗
NOTs.
∗ jaroslaw.pawlowski@pwr.edu.pl
1 Q. H. Wang, K. Kalantar-Zadeh, A. Kis, J. N. Coleman,
and M. S. Strano, Nature Nanotechnology 7, 699 (2012).
2 A. Korma´nyos, V. Zo´lyomi, N. D. Drummond, and
G. Burkard, Phys. Rev. X 4, 011034 (2014).
3 J. Paw lowski, D. Z˙ebrowski, and S. Bednarek, Phys. Rev.
B 97, 155412 (2018).
4 G. Sze´chenyi, L. Chirolli, and A. Pa´lyi, 2D Materials 5,
035004 (2018).
5 N. Rohling and G. Burkard, New Journal of Physics 14,
083008 (2012).
6 Y. Wu, Q. Tong, G.-B. Liu, H. Yu, and W. Yao, Phys.
Rev. B 93, 045313 (2016).
7 N. Papadopoulos, K. Watanabe, T. Taniguchi, H. S. J.
van der Zant, and G. A. Steele, Phys. Rev. B 99, 115414
(2019).
8 C. Shang, B. Lei, W. Zhuo, Q. Zhang, C. Zhu, J. Cui,
X. Luo, N. Wang, F. Meng, L. Ma, et al., arXiv preprint
arXiv:1902.09358 (2019).
9 T. Paul, T. Ahmed, K. K. Tiwari, C. S. Thakur, and
A. Ghosh, arXiv preprint arXiv:1904.03387 (2019).
10 R. Pisoni, T. Davatz, K. Watanabe, T. Taniguchi, T. Ihn,
and K. Ensslin, arXiv preprint arXiv:1904.09202 (2019).
11 T. S. Ghiasi, A. A. Kaverzin, P. J. Blah, and B. J. van
Wees, arXiv preprint arXiv:1905.01371 (2019).
12 W. Huang, X. Wang, X. Ji, Z. Zhang, and C. Jin, Nano
Research 11, 5849 (2018).
13 Y. Kim, P. Herlinger, T. Taniguchi, K. Watanabe, and
J. H. Smet, arXiv preprint arXiv:1903.10260 (2019).
14 P. K. Sahoo, S. Memaran, Y. Xin, T. D. Ma´rquez, F. A.
Nugera, Z. Lu, W. Zheng, N. D. Zhigadlo, D. Smirnov,
L. Balicas, et al., arXiv preprint arXiv:1904.00311 (2019).
15 K. Wang, K. D. Greve, L. A. Jauregui, A. Sushko, A. High,
Y. Zhou, G. Scuri, T. Taniguchi, K. Watanabe, M. D.
Lukin, H. Park, and P. Kim, Nature Nanotechnology 13,
128 (2018).
16 B.-K. Kim, D.-H. Choi, T.-H. Kim, H. Kim, K. Watanabe,
T. Taniguchi, H. Rho, Y.-H. Kim, J.-J. Kim, and M.-H.
Bae, arXiv preprint arXiv:1904.10295 (2019).
17 S. Reinhardt, L. Pirker, C. Ba¨uml, M. Remsˇkar, and A. K.
Hu¨ttel, arXiv preprint arXiv:1904.05972 (2019).
18 D. Kotekar-Patil, J. Deng, S. L. Wong, and K. E. J. Goh,
arXiv preprint arXiv:1904.06983 (2019).
19 Z.-Z. Zhang, X.-X. Song, G. Luo, G.-W. Deng, V. Mos-
allanejad, T. Taniguchi, K. Watanabe, H.-O. Li, G. Cao,
G.-C. Guo, F. Nori, and G.-P. Guo, Science Advances 3,
13
e1701699 (2017).
20 N. Corte´s, O. A´valos-Ovando, L. Rosales, P. A. Orellana,
and S. E. Ulloa, Phys. Rev. Lett. 122, 086401 (2019).
21 K. Zollner and J. Fabian, arXiv preprint arXiv:1902.01631
(2019).
22 R.-Y. Yuan, Q.-J. Yang, and Y. Guo, Journal of Physics:
Condensed Matter 30, 355301 (2018).
23 H. Li, J. Shao, D. Yao, and G. Yang, ACS Applied Mate-
rials & Interfaces 6, 1759 (2014).
24 L. Majidi and R. Asgari, Phys. Rev. B 90, 165440 (2014).
25 H. Ilatikhameneh, Y. Tan, B. Novakovic, G. Klimeck,
R. Rahman, and J. Appenzeller, IEEE Journal on Ex-
ploratory Solid-State Computational Devices and Circuits
1, 12 (2015).
26 T. Georgiou, R. Jalil, B. D. Belle, L. Britnell, R. V. Gor-
bachev, S. V. Morozov, Y.-J. Kim, A. Gholinia, S. J.
Haigh, O. Makarovsky, L. Eaves, L. A. Ponomarenko,
A. K. Geim, K. S. Novoselov, and A. Mishchenko, Na-
ture Nanotechnology 8, 100 (2012).
27 D. Wu, W. Li, A. Rai, X. Wu, H. C. P. Movva, M. N. Yo-
geesh, Z. Chu, S. K. Banerjee, D. Akinwande, and K. Lai,
Nano Letters 19, 1976 (2019).
28 O. A´valos-Ovando, D. Mastrogiuseppe, and S. E. Ulloa,
Phys. Rev. B 99, 035107 (2019).
29 J. Choukroun, M. Pala, S. Fang, E. Kaxiras, and P. Doll-
fus, Nanotechnology 30, 025201 (2018).
30 D. Marian, E. Dib, T. Cusati, E. G. Marin, A. Fortunelli,
G. Iannaccone, and G. Fiori, Phys. Rev. Applied 8, 054047
(2017).
31 G. Iannaccone, F. Bonaccorso, L. Colombo, and G. Fiori,
Nature Nanotechnology 13, 183 (2018).
32 A. Laturia, M. L. Van de Put, and W. G. Vandenberghe,
npj 2D Materials and Applications 2, 6 (2018).
33 J. Paw lowski, P. Szumniak, and S. Bednarek, Phys. Rev.
B 93, 045309 (2016).
34 H. Rostami, A. G. Moghaddam, and R. Asgari, Phys. Rev.
B 88, 085440 (2013).
35 E. Ridolfi, D. Le, T. S. Rahman, E. R. Mucciolo, and
C. H. Lewenkopf, Journal of Physics: Condensed Matter
27, 365501 (2015).
36 E. Cappelluti, R. Rolda´n, J. A. Silva-Guille´n, P. Ordejo´n,
and F. Guinea, Phys. Rev. B 88, 075409 (2013).
37 S. Fang, R. Kuate Defo, S. N. Shirodkar, S. Lieu, G. A.
Tritsaris, and E. Kaxiras, Phys. Rev. B 92, 205108 (2015).
38 G.-B. Liu, W.-Y. Shan, Y. Yao, W. Yao, and D. Xiao,
Phys. Rev. B 88, 085433 (2013).
39 E. S. Kadantsev and P. Hawrylak, Solid State Communi-
cations 152, 909 (2012).
40 H. Ochoa and R. Rolda´n, Phys. Rev. B 87, 245421 (2013).
41 L. Petersen and P. Hedeg˚ard, Surface Science 459, 49
(2000).
42 S. Konschuh, M. Gmitra, and J. Fabian, Phys. Rev. B 82,
245412 (2010).
43 J. Klinovaja and D. Loss, Phys. Rev. X 3, 011008 (2013).
44 J. Klinovaja and D. Loss, Phys. Rev. B 88, 075404 (2013).
45 M. Ezawa, New Journal of Physics 16, 065015 (2014).
46 C. L. Kane and E. J. Mele, Phys. Rev. Lett. 95, 226801
(2005).
47 D. R. Hofstadter, Physical Review B 14, 2239 (1976).
48 E. Polizzi, Phys. Rev. B 79, 115112 (2009).
49 A. C. Dias, J. Fu, L. Villegas-Lelovsky, and F. Qu, Journal
of Physics: Condensed Matter 28, 375803 (2016).
50 A. Korma´nyos, V. Zo´lyomi, N. D. Drummond, and
G. Burkard, Phys. Rev. X 4, 039901 (2014).
51 K. Marinov, A. Avsar, K. Watanabe, T. Taniguchi, and
A. Kis, Nature Communications 8, 1938 (2017).
52 G.-B. Liu, H. Pang, Y. Yao, and W. Yao, New Journal of
Physics 16, 105011 (2014).
53 L. Brey and H. A. Fertig, Phys. Rev. B 73, 235411 (2006).
54 M. Zarenia, A. Chaves, G. A. Farias, and F. M. Peeters,
Phys. Rev. B 84, 245403 (2011).
55 B. Szafran, D. Z˙ebrowski, and A. Mren´ca-Kolasin´ska, Sci-
entific Reports 8, 7166 (2018).
56 B. Szafran, A. Mren´ca-Kolasin´ska, B. Rzeszotarski, and
D. Z˙ebrowski, Phys. Rev. B 97, 165303 (2018).
57 H. Rostami, R. Asgari, and F. Guinea, Journal of Physics:
Condensed Matter 28, 495001 (2016).
58 D. Zeuch, F. Hassler, J. Slim, and D. P. DiVincenzo, arXiv
preprint arXiv:1807.02858 (2018).
59 P. Rivera, K. L. Seyler, H. Yu, J. R. Schaibley, J. Yan,
D. G. Mandrus, W. Yao, and X. Xu, Science 351, 688
(2016).
60 F. Pei, E. A. Laird, G. A. Steele, and L. P. Kouwenhoven,
Nature Nanotechnology 7, 630 (2012).
61 E. A. Laird, F. Pei, and L. P. Kouwenhoven, Nature Nan-
otechnology 8, 565 (2013).
62 E. N. Osika and B. Szafran, Phys. Rev. B 95, 205305
(2017).
63 R. Rolda´n, M. P. Lo´pez-Sancho, F. Guinea, E. Cappel-
luti, J. A. Silva-Guille´n, and P. Ordejo´n, 2D Materials 1,
034003 (2014).
64 K. Kos´mider, J. W. Gonza´lez, and J. Ferna´ndez-Rossier,
Phys. Rev. B 88, 245436 (2013).
65 P.-O. Lo¨wdin, Journal of Mathematical Physics 3, 969
(1962).
66 A. D. Bochevarov and C. D. Sherrill, Journal of Mathe-
matical Chemistry 42, 59 (2006).
67 L. Jin and Z. Song, Phys. Rev. A 83, 062118 (2011).
68 S. Pavlovic´ and F. M. Peeters, Phys. Rev. B 91, 155410
(2015).
69 A. J. Pearce and G. Burkard, 2D Materials 4, 025114
(2017).
70 N. Goldman, Journal of Physics B: Atomic, Molecular and
Optical Physics 42, 055302 (2009).
71 B. Hunt, J. D. Sanchez-Yamagishi, A. F. Young,
M. Yankowitz, B. J. LeRoy, K. Watanabe, T. Taniguchi,
P. Moon, M. Koshino, P. Jarillo-Herrero, and R. C.
Ashoori, Science 340, 1427 (2013).
72 L. Wang, Y. Gao, B. Wen, Z. Han, T. Taniguchi,
K. Watanabe, M. Koshino, J. Hone, and C. R. Dean,
Science 350, 1231 (2015).
