Abstract. We study the spectrum of the Robin Laplacian with a complex Robin parameter α on a bounded Lipschitz domain Ω. We start by establishing a number of properties of the corresponding operator, such as generation properties, local analytic dependence of the eigenvalues and eigenspaces on α ∈ C, and basis properties of the eigenfunctions. Our focus, however, is on bounds and asymptotics for the eigenvalues as functions of α: we start by providing estimates on the numerical range of the associated operator, which lead to new eigenvalue bounds even in the case α ∈ R. For the asymptotics of the eigenvalues as α → ∞ in C, in place of the min-max characterisation of the eigenvalues and Dirichlet-Neumann bracketing techniques commonly used in the real case, we exploit the duality between the eigenvalues of the Robin Laplacian and the eigenvalues of the Dirichlet-to-Neumann map. We use this to show that every Robin eigenvalue either diverges to ∞ in C or converges to a point in the spectrum of the Dirichlet Laplacian, and also to give a comprehensive treatment of the special cases where Ω is an interval, a hyperrectangle or a ball. This leads to the conjecture that on a general smooth domain in dimension d ≥ 2 all eigenvalues converge to the Dirichlet spectrum if Re α remains bounded from below as α → ∞, while if Re α → −∞, then there is a family of divergent eigenvalue curves, each of which behaves asymptotically like −α 2 .
defined on a fixed domain Ω, that is, a sufficiently smooth, bounded open set in R d , d ≥ 1, as the parameter α ∈ R appearing in the boundary condition tends to ±∞ (here and throughout ν denotes the outer unit normal to ∂Ω; if d = 1, then we understand Ω to be a bounded interval). Denote these eigenvalues, which depend smoothly on α, by λ 1 (α) ≤ λ 2 (α) ≤ . . . → ∞, and the eigenvalues of the Dirichlet Laplacian, i.e., the solutions of −∆u = λu in Ω,
by λ 1 ≤ λ 2 ≤ . . . → ∞. Then it is known that λ k (α) → λ k from below as α → +∞ for each k ∈ N [25, 26] . If α → −∞, then the situation is more complicated: if Ω is C 1 , then λ k (α) ∼ −α 2 as α → −∞ for each fixed k ∈ N, but there are further curves of eigenvalues which converge to eigenvalues of the Dirichlet Laplacian from above [2, 17, 20, 30, 31, 41, 44] ; moreover, in the last few years very precise asymptotics have been developed for the divergent eigenvalues in the case α → −∞ [23, 27, 32, 39, 50] . The case of less regularity, namely when Ω has a finite number of "model corners" and the asymptotic behaviour is different, has also been extensively considered [15, 37, 38, 42] . We refer to [16] for a recent summary of the problem, its history and more references.
Our principal goal is to investigate what happens when α ∈ C is a large complex parameter. In this case, it is easy to see that the problem (1.1) still admits a discrete spectrum, and studying this problem should give a more complete picture of the eigenvalue behaviour even in the real case. However, for α ∈ C \ R, the Robin Laplacian obviously ceases to be self-adjoint, and thus neither the known results themselves, nor their methods of proof, which to a large extent rely on variational methods in some form, are applicable. Thus new methods and insights are required.
What is more, although there seems to be a burgeoning interest in non-self-adjoint Robin Laplacians in various contexts such as half-spaces [18] , waveguides [49] , thin layers [40] , triangles [46, 52] and metric graphs [33] , to date many basic spectral properties of this operator on general domains seem not yet to have been established. Thus, our first result is as follows. (1) each eigenvalue has finite algebraic multiplicity and depends locally analytically on α ∈ C: more precisely, if (λ k (α 0 )) k∈N is an enumeration of the eigenvalues (each repeated according to its finite algebraic multiplicity) for some α 0 ∈ R, then each λ k (α 0 ) may be extended to a meromorphic function λ k (α) such that for any α ∈ C, these eigenvalues form the spectrum of the corresponding Robin Laplacian; (2) away from crossing points of eigenvalues, each eigenvalue λ k (α) and the corresponding eigenprojection are holomorphic functions of α, whereas at the crossing points the weighted eigenvalue mean and the total projection are holomorphic; (3) for any α ∈ C, the set of eigenfunctions and generalised eigenfunctions corresponding to the eigenvalues {λ k (α) : k ∈ N} can be chosen to form an Abel basis of L 2 (Ω), of order (d − 1)/2 + δ for any δ > 0, and even a Riesz basis if d = 1; (4) however, for any α ∈ C \ R, the eigenfunctions can not be chosen to form an orthonormal basis of L 2 (Ω).
This theorem combines statements from several theorems which we will give below, namely Theorems 3.3, 4.1, 5.1 and 5.7, and for its proof we refer to the respective proofs of these results. As a consequence of Theorem 1.1, the question of the asymptotic behaviour of the eigenvalues is meaningful since we can speak of (at least meromorphic) curves of eigenvalues in the complex plane.
However, our main focus is on the location of these eigenvalues in the complex plane, in particular as regards their behaviour for large α. Let us start by examining what we expect to happen in the general case. Based on explicit calculations on the interval (which we will perform in Section 2) and other concrete examples, we can expect that the behaviour should mirror the real case.
, be a bounded Lipschitz domain, and suppose α ∈ C, |α| → ∞.
(1) If Re α → −∞, then there exists a sequence of absolutely divergent eigenvalues. Any eigenvalues which do not diverge absolutely converge to points in the Dirichlet spectrum (that is, solutions of (1.
2)). (i)
If Ω has C 1 boundary, then each divergent eigenvalue behaves asymptotically like −α 2 +o(α 2 ). (ii) If Ω has Lipschitz boundary, then for any divergent analytic curve of eigenvalues λ = λ k (α), there is a constant C Ω,k ∈ [1, ∞) depending only on k from Theorem 1.1, such that λ k (α) ∼ −C Ω,k α 2 + o(α 2 ). (2) If Re α remains bounded from below, then each eigenvalue converges to a point in the Dirichlet spectrum.
We repeat that most statements in Conjecture 1.2 are known for real α, although some questions are still open; in particular the asymptotics on general Lipschitz domains has not yet been settled, see [16, Open Problems 4.17 and 4.20] . Regarding the divergent eigenvalues, we emphasise that it is now possible for them to have large positive real part: Re (−α 2 ) → +∞ when C α → ∞, if |Im α| grows faster than |Re α|.
As mentioned above, existing techniques used in the real case are completely inapplicable to Conjecture 1.2, as they rely in an essential way either on the variational characterisation of the eigenvalues and test function arguments, as in [20, 30, 31, 41] , or, what for our purposes amounts to the same thing, on Dirichlet-Neumann bracketing techniques (or equivalent) to decompose the operator, as in [23, 42, 50] etc.
Here, while we are not able to give a complete answer to Conjecture 1.2, and also leave open the question of the higher terms in the corresponding asymptotic expansions, we will make progress on two fronts. Firstly, we give sharp trace-type estimates on the boundary integral of the Robin eigenfunctionsthe only term in the expression for the eigenvalues with possibly non-zero imaginary part -to control the location of the spectrum of the Robin Laplacian for fixed α ∈ C inside an explicitly specified parabolictype region of the complex plane.
, is a bounded Lipschitz domain. Then there exist constants C 1 ≥ 2 and C 2 > 0 depending only on Ω, such that for any α ∈ C, any corresponding eigenvalue λ ∈ C of (1.1) is contained in the set Λ Ω,α := t + α · s ∈ C : t ≥ 0, s ∈ [0, C 1 √ t + C 2 ] ;
in particular, we have the estimate
Re λ ≥ − C 2 1 4 |Re α| 2 − C 2 |Re α|.
If Ω has C 2 boundary, then we may choose C 1 = 2.
Actually, we will prove a slightly stronger version of this theorem, namely for the numerical range of the associated form: see Section 6 for details, including a description of the parabolic-type region Λ Ω,α , and in particular Theorem 6.1 for the stronger version and its proof.
In the case of real negative α, Theorem 1.3 is already new; for general reference, we will formulate it here explicitly:
, is a bounded Lipschitz domain. Then there exist constants c 1 ≥ 1 and c 2 > 0 depending only on Ω such that for any α < 0 and any corresponding eigenvalue λ ∈ R we have λ ≥ −c 1 α 2 − c 2 α.
If Ω has C 2 boundary, then we may choose c 1 = 1.
Among other things, this essentially answers [16, Open Problem 4.17] in the affirmative (see Remark 6.2 for more details): as α → −∞, for any bounded Lipschitz domain Ω, there exists a constant c 1 = c 1 (Ω) > 0 such that λ 1 (α) −c 1 α 2 . To the best of our knowledge, this is also the first time a bound of the form λ ≥ −α 2 + c 2 α has been found which is valid for all α < 0 and general smooth domains; in this case, the constant c 2 = c 2 (Ω) can be estimated explicitly in terms of the geometry of Ω and is related to the maximal mean curvature of ∂Ω (see Remark 6.7).
The other part of our approach is based on the duality between the Robin Laplacian on L 2 (Ω) and Dirichlet-to-Neumann-type operators defined on L 2 (∂Ω). Suppose that some λ ∈ C is an eigenvalue of the Robin Laplacian for some given α ∈ C and not in the spectrum of the Dirichlet Laplacian. Then α is an eigenvalue of the operator which maps given Dirichlet data g ∈ L 2 (∂Ω) to the (negative of the) outer normal derivative − ∂u ∂ν , if one exists, of the solution u of the Dirichlet problem
for this value of λ, and vice versa. The Dirichlet-to-Neumann operator is defined in such a way that λ ∈ C is an eigenvalue of the Robin Laplacian (1.1) for a given α ∈ C if and only if α is an eigenvalue of the Dirichlet-to-Neumann eigenvalue for the corresponding spectral parameter λ. As such, the study of the Robin eigenvalues is equivalent to the problem of studying the dependence of the Dirichlet-to-Neumann eigenvalues α as functions of λ; and indeed the duality between the two has been explored and exploited frequently in various other contexts such as [6, 7, 19, 28, 45] , among numerous others. It turns out that it is often easier to study the behaviour of α as a function of λ than the other way round, and this is the approach we will take. It firstly allows us to give a short proof of a dichotomy result which forms part of Conjecture 1.2.
, be a bounded Lipschitz domain and α ∈ C. As α → ∞, each eigenvalue curve λ = λ(α) of (1.1) either converges to a point in the Dirichlet spectrum or diverges to ∞ in C.
For the proof, see Theorem 7.8, which contains a slightly more precise formulation (for d = 1, see Theorem 2.1). In the real case, although this was expected, it does not previously seem to have been formally proved, see [16, Open Problem 4.11] ; thus, Theorem 1.5 also fills this gap in the literature in the case of real α.
We will also use Dirichlet-to-Neumann operators to give a detailed analysis of the asymptotic behaviour of the Robin eigenvalues in a number of concrete examples, namely the interval, rectangles and hyperrectangles, and balls in d ≥ 2 dimensions, which support Conjecture 1.2. We expect that many of the ideas here could be carried over to more general settings. For example, the case of quantum graphs with some δ vertex conditions, that is, the Laplacian defined on a metric graph with complex Robin-type potentials at some of the vertices, can be analysed using the same ideas and will be treated in a later work.
This paper is organised as follows. To motivate our results, we start out in Section 2 by sketching the case of the eigenvalues of (1.1) in the special case when Ω is a bounded interval and everything can be calculated explicitly. Divergence of the eigenvalues λ outside an arbitrarily small sector around the positive real semi-axis is shown to be possible only if Re α → −∞; in this case, one obtains exactly two divergent eigenvalues, which behave like −α 2 , while the rest converge to the Dirichlet spectrum. If Re α remains bounded from below, then, at least outside such a sector, all eigenvalues are convergent (see Theorems 2.1 and 2.4, as well as Proposition 2.6).
In Section 3, we then introduce the Robin Laplacian as an operator on L 2 (Ω) and establish basic spectral and generation properties such as m-sectoriality. Section 4 is devoted to the holomorphic dependence of the eigenvalues and eigenfunctions on α (Theorem 4.1 and Remark 4.2) based on Kato's theory. In Section 5 we treat the failure of the eigenfunctions to form an orthonormal basis in L 2 (Theorem 5.1), as well as the positive result that they at least form an Abel basis (Theorem 5.7). Theorem 1.1 follows immediately from the results in Sections 4 and 5 (plus elementary properties of the operator given in Section 3). The bounds on the region in C in which eigenvalues can be found are in Section 6; in particular, we give the statement and proof of our main Theorem 6.1, which in particular implies Theorem 1.3 and hence also Corollary 1.4.
In Section 7, we introduce and prove a few basic properties of the Dirichlet-to-Neumann operator, including the "duality" between the Robin and Dirichlet-to-Neumann eigenvalue problems, which is well known in the real case. We use the Dirichlet-to-Neumann operator to give the proof of Theorem 1.5. Finally, in Section 8, we give three concrete examples: we start with the interval, where we furnish a number of technical details omitted from the exposition in Section 2, including a consideration of the relation between the eigenvalues diverging near the positive real semi-axis and the parameter α. We then use our results on the interval to deal with d-dimensional rectangles (hyperrectangles), see Theorem 8.3, and finally, we treat d-dimensional balls in Section 8.3, see in particular Theorems 8.8 and 8.9. In these examples we also pay attention to the error estimates appearing in the asymptotic expansions.
A motivating example: the interval
To gain insight into what to expect in general, we start by looking at the case of intervals, where everything can be computed explicitly. We start by fixing a > 0 and consider the interval Ω = (−a, a) ⊂ R of length 2a. Here we will present a slightly abridged version; the (somewhat tedious) details of the calculations are given in Section 8.1. In one dimension, our problem becomes
for given α ∈ C (where the sign in front of u (±a) corresponds to the outer normal derivative at ±a). We will study this problem with the help of the inhomogeneous Dirichlet problem
for given Dirichlet data g := (g 1 , g 2 ) T ∈ C 2 and λ ∈ C. A number λ solving (2.2) for given g is an eigenvalue of the Laplacian with complex Robin boundary conditions (2.1) if and only if there is a solution u of (2.2) such that u (−a) = αg 1 and −u (a) = αg 2 . Let us write M (λ) for the mapping which
is the Dirichlet-to-Neumann operator (matrix) mapping given Dirichlet data to the associated Neumann data of the corresponding λ-harmonic function u, which we study in more detail in Section 7. Thus a Robin eigenvalue λ for given α corresponds to an eigenvalue α of the equation
for given λ. In anticipation of our later strategy, to study the behaviour of the Robin eigenvalues, we will in fact study the eigenvalues α of the matrix M (λ). To this end, starting with the general solution of (2.2) given by u(x) = C + cos(
whose coefficients C + and C − depend on a, √ λ, and g, it is not difficult to derive the representation
We see that this matrix is well defined, and has two eigenvalues, except at the singularities of cot and csc. These correspond exactly to the values π 2 j 2 /(4a 2 ), j ∈ Z, of λ, that is, the eigenvalues of the Dirichlet Laplacian on (−a, a) together with 0, which is a double eigenvalue. From this representation we can also deduce that the eigenvalues
. Moreover, apart from the crossing at λ = 0, the two curves α ± described by (2.6) have no points of intersection; and their respective derivatives dα ± /dλ never vanish. Hence, away from this one crossing, the eigenvalues λ = λ(α) of (2.1) are simple and depend analytically on α ∈ C. A more general version of this will be discussed in Section 4. At any rate, for this reason, whenever we speak of divergent or convergent eigenvalues λ(α) as α → ∞ in C, we have a family of (in general meromorphic, here even analytic) functions and are considering the asymptotic behaviour of each of these.
Moreover, to establish what types of behaviour of λ(α) are possible as α → ∞, we may equally ask what conditions on λ guarantee that the eigenvalues α of the matrix M (λ) diverge. To this end, we classify the different situations in which this can happen as follows:
(1) √ λ approaches a pole of cot or csc, which represent the Dirichlet eigenvalues. In this case, as α → ∞ the Robin eigenvalue λ converges to a Dirichlet eigenvalue; (2) λ diverges to ∞ in C away from the positive real axis, where the poles of cot and csc are located.
In this case, as we shall see, both eigenvalues of M (λ) diverge as ±i √ λ, corresponding to two divergent Robin eigenvalues λ ∼ −α 2 ; (3) λ diverges to ∞ but remains within a finite distance of the real axis. While it is clear that the eigenvalues of M (λ) must also diverge in this case, the relationship between α and λ appears to be more complicated owing to the proximity of √ λ to the poles of M (λ).
Let us examine each situation a little more closely.
2.1.
Convergence to the Dirichlet spectrum. Consider the behaviour of the eigenvalues α(λ) of M (λ) as √ λ approaches a singularity of cot or csc, that is, λ approaches an eigenvalue of the Dirichlet Laplacian: this is the only case in which α may diverge while λ remains bounded. Inverting this statement by writing λ as a function of α leads to the following theorem, whose proof will be given in Section 8.1; see also Theorem 1.5.
Theorem 2.1. Suppose the eigencurve λ = λ(α) remains bounded as α → ∞ in C. Then it converges to some eigenvalue of the Dirichlet Laplacian, that is, there exists some j ∈ Z such that
2.2. Divergent eigenvalues away from the positive real axis. Suppose now that λ → ∞ in C in such a way that its distance to the positive real axis diverges. For simplicity, we will actually suppose that λ diverges in a sector away from the positive real axis; more precisely, we start by dividing the complex plane in the following fashion:
(1) Let 0 < θ < π/2 be an (arbitrarily small) angle and define the open sectors
in the upper and right-hand half-planes, respectively (here we assume that the principal argument is always between −π and π). We then define S We then make the following assumption. Assumption 2.3. We suppose that λ diverges in the sector C \ T + 2θ for some small θ ∈ (0, π/2). This ensures that λ does not approach any eigenvalue λ j ∈ σ(−∆ D Ω ) ⊂ R of the Dirichlet Laplacian; moreover, the assumption is equivalent to √ λ diverging to ∞ in one of the sectors S as Im z → ±∞, independently of Re z. Indeed, Assumption 2.3 allows us to choose z = a √ λ, which leads to
Recalling (2.3), in each of the cases Im √ λ → +∞ and Im √ λ → −∞ we obtain the respective existence of exactly one diverging eigenvalue behaving like α = α(λ), whose square satisfies the behaviour
as Im √ λ → ±∞. Inverting the equation from α(λ) to λ(α) and noting that these eigenvalues always correspond to Re α → −∞ (more precisely, we want α → ∞ in the left half-plane away from the imaginary axis, in order to guarantee that −α 2 remains away from the positive real axis), we arrive at the following result. A special case and immediate implication of the latter theorem is α diverging on any ray (half-line) in the left half-plane and thus in a sector T − ϕ for some given ϕ ∈ (0, π/2): we suppose α may be written as a function α : (0, ∞) t → te iϑ ∈ C for some fixed π/2 < ϑ < 3π/2, which in particular means that
Corollary 2.5. For the interval Ω = (−a, a), if α(t) = te iϑ → ∞ for any fixed π/2 < ϑ < 3π/2, then for any θ ∈ (0, π − 2ϑ), for sufficiently large t > 0 there are exactly two eigenvalues λ of the Robin Laplacian in the sector C \ T + θ , and these both satisfy the asymptotics λ(α(t)) = −t 2 e 2iϑ + O t 2 e 2 cos(ϑ)at (2.13)
For full details and a proof of the theorem we refer to Section 8.1. The eigenvalue behaviour described in Theorems 2.1 and 2.4, and our approach taken here, should be compared with the corresponding case of real α discussed in [16, While it is clear that the corresponding eigenvalues α of M (λ) must diverge, equivalently, that the divergent eigenvalues λ(α) in this sector correspond to divergent α, the situation is complicated by the proximity of √ λ to the poles of cot and csc. In such cases, we can expect Im α → ±∞, consistent with the asymptotics λ ∼ −α 2 . However, in general any particular λ-curve such that λ diverges along a path within a strip of fixed width around the positive real axis, the corresponding eigenvalues α(λ) of M (λ) satisfy |Im α(λ)| → ∞ and Re α(λ) oscillates and diverges indefinitely: A more complete description of the relationship between λ and α in this case will however be deferred to a later work.
The Robin Laplacian with complex parameter
In this section we will collect a number of basic properties of the Robin Laplacian. We will be using the framework of Kato [36, Chapter V and VII], and we start by recalling some definitions from there.
We assume throughout that H is a Hilbert space with inner product ( · , · ) and norm · H , A : D(A) ⊂ H → H is a closed, densely defined linear operator with spectrum σ(A) ⊂ C, point spectrum (set of eigenvalues) σ p (A) and resolvent set ρ(A) = C \ σ(A), and a : D(a) × D(a) ⊂ H × H → C is a densely defined sesquilinear form. We call the set
the numerical range of A and, likewise, the set
the numerical range of a. If A is the operator associated with a, that is, if A is defined by
then it follows immediately from the definitions that
Finally, we call A m-sectorial (of semi-angle θ) if there exist a vertex γ ∈ R and an angle 0
3) (where, again, the principal argument of a complex number is taken to be between −π and π) and for all λ ∈ C with Re λ < γ we have that λ ∈ ρ(A) satisfies the resolvent norm estimate
, a bounded open set with a finite number of connected components, and (if d ≥ 2) assume that its boundary ∂Ω is locally the graph of a Lipschitz function, for short Lipschitz. For α ∈ C we define the sesquilinear form a α :
we will refer to this form as the Robin form (for the parameter α) and call the operator on L 2 (Ω) associated with a α the Robin Laplacian, denoted by −∆ α Ω , that is,
is the positive distributional Laplacian and ∂u ∂ν is the outer normal derivative of u, that is, the function ∂u ∂ν =: h such that
in the sense of (3.5). For more details on this approach to the Robin Laplacian (for real α), we refer to, e.g., [ (Ω), then we call the associated operator the Dirichlet Laplacian, which we denote by −∆
The following theorem is well known.
are discrete, consisting only of eigenvalues of finite multiplicity, whose algebraic and geometric multiplicities always coincide, and with +∞ as their only point of accumulation.
We now turn to the Robin Laplacian. The following lemma is key to establishing its properties.
, be a bounded Lipschitz domain and α ∈ C. The Robin form given by (3.4) is bounded in H 1 (Ω) and sectorial of semi-angle θ for any 0 < θ < π/2.
Proof. By the trace theorem, a α is well defined, bounded on H 1 (Ω) × H 1 (Ω) and sectorial. 
, m-sectorial of semi-angle θ for any 0 < θ < π/2, it is densely defined on H 1 (Ω), and its spectrum σ(−∆ α Ω ) is discrete, consisting of eigenvalues of finite algebraic multiplicity, with their only point of accumulation being ∞ ∈ C. It is self-adjoint if and only if α ∈ R. Moreover, for any given α ∈ R, its eigenfunctions may be chosen to form an orthonormal basis of L 2 (Ω).
We also briefly state for the record a result on the well-posedness of the associated parabolic equation. We will not need this here, so we do not go into any details. Proof. This follows immediately from the resolvent estimate contained in the m-sectoriality assertion of Theorem 3.3, combined with Proposition 3.7.4 and Theorem 3.7.11 of [5] .
Holomorphic dependence of the Robin eigenvalues and eigenfunctions on the parameter
We will now apply Kato's theory of holomorphic families of operators, see [36, Chapter VII], to study the behaviour of the eigenvalues and eigenprojections of the Robin Laplacians −∆ α Ω in dependence on the parameter α ∈ C (where, as before,
, is a fixed bounded, Lipschitz domain); to emphasise this dependence and for ease of notation, in this section we will write
We first recall some more theory. For an isolated eigenvalue λ of a linear operator A on a Hilbert space H, its eigenprojection Q λ is defined as follows (see [36, Section III.6.5]). Take a closed curve Γ λ ⊂ ρ(A) enclosing λ but no other point of σ(A) and define
Then Q λ , which is independent of the choice of Γ λ , is a projection onto the algebraic eigenspace of λ in H.
, be a bounded, Lipschitz domain and let A(α), α ∈ C, be given by (4.1).
(1) The operator family A(α), α ∈ C, is holomorphic and even self-adjoint holomorphic, i.e. A(α)
(2) Each eigenvalue λ k (α) can be extended to a meromorphic function with at most algebraic singularities at non-real crossing points of eigenvalues, and there are only finitely many eigenvalue curves meeting at locally finitely many crossing points. The same is true of the corresponding eigenprojections Q λ and eigennilpotents (A(α) − λ(α))Q λ(α) .
Remark 4.2. If two different eigenvalue curves λ 1 (α) and λ 2 (α) meet at λ for α = α 0 , i.e. λ = λ 1 (α 0 ) = λ 2 (α 0 ), the corresponding separating curves Γ λ1(α) , Γ λ2(α) in (4.2) do not exist in the limit α → α 0 . However, the holomorphic continuation of the total projection Q λ (α) := Q λ1(α) + Q λ2(α) exists in α 0 and is equal to the eigenprojection for λ of A(α 0 ). In addition, by [36, Sections VII.4.5, II.2], the weighted eigenvalue mean λ(α) :
) (with m j denoting the respective algebraic multiplicities, which are locally constant, and m = m 1 + m 2 the multiplicity at α 0 ) is holomorphic in α 0 . A corresponding statement holds in the case of more than two curves meeting at λ, but in general the eigennilpotents may be discontinuous in α 0 .
Proof of Theorem 4.1. By [36, Theorem VII.4.2], A(α), α ∈ C, is a holomorphic family of operators, and by [36, Remark VII.4.7] , it is a self-adjoint holomorphic family. Then it follows from [36, Theorem VII. 1.8] that the eigenvalues and eigenprojections depend (locally) holomorphically on α, and hence so do the eigennilpotents. Since the operator family is self-adjoint holomorphic, there are no singularities at real crossing points of eigenvalues, see [36, Section VII.3.1] . The finiteness of the number of eigenvalue curves meeting at a crossing point, and of the local number of crossing points, follows from A(α) having compact resolvent and from the holomorphy of the eigenvalue curves. More precisely, since the total projection (see Remark 4.2) is locally holomorphic, [36, Problem III.3.21] implies that the dimension of its range is locally constant and thus finite. This also implies that if there were infinitely many crossing points in a compact set, then finitely many eigenvalue curves meet at infinitely many points which have an accumulation point; now the identity theorem implies that the eigenvalue curves have to be identical.
Even though the latter theorem states that the eigenprojections can be continued holomorphically (away from possible crossing points), that is the holomorphy of the eigenfunctions themselves, the normalised eigenfunctions lack this property: Theorem 4.3. Let H be a separable Hilbert space and let D ⊂ C be an open, connected set. Let A(α) be an operator family on H such that its eigenfunctions u(α) depend holomorphically on α ∈ D. Then the norm u(α) H is non-constant on D or u does not depend on α ∈ D.
Proof. Let α ∈ D, assume the family of normalised eigenfunctions u(α) of A(α) to be holomorphic and fix an arbitrary α 0 ∈ D. Then, the function f :
that is, f is contractive on D. Now, since f (α 0 ) = 1, the maximum principle yields that |f | ≡ 1 is constant and by f (α 0 ) = 1 we conclude f ≡ 1. Furthermore, for any α ∈ D we have
) and the family of eigenfunctions is independent of α, a contradiction. , a) ) will be clarified in Section 5.
The question whether the eigenfunctions of
Remark 4.4. In the case of the domains where one can describe the eigenvalues explicitly (that is, as solutions of transcendental equations), namely intervals, balls and (hyper-) rectangles, it is possible to show that the eigennilpotents are always zero; see Remark 8.2 for the case of hyperrectangles and Remark 8.7 for the case of the ball. It seems reasonable to expect that in fact on any Lipschitz domain the eigennilpotents are always zero. However, it would take us too far afield to explore this question here and so we leave it as an open problem.
Basis properties of the eigenfunctions
Given the analytic dependence of the eigenfunctions {e k (α)} k≥1 of the Robin Laplacian on α ∈ C, it is a natural question to ask whether they also still have reasonable basis properties for non-real α. In this section we will explore this question and, in particular, prove parts (3) and (4) of Theorem 1.1.
We start with the negative result (4) , that the eigenfunctions do not generally form an orthonormal basis.
, be a bounded Lipschitz domain and α ∈ C. Then the eigenfunctions e k (α), k ∈ N, of −∆ Proof. For ease of notation, in this section we will write A(α) := −∆ α Ω . For α ∈ R the claim follows from the selfadjointness of A(α).
Let α ∈ C \ R and assume that the eigenfunctions {e k (α)} ∞ k=1 of A(α) do form an orthonormal basis of L 2 (Ω). To distinguish the notation from the complex conjugation z of z ∈ C and
which we use to calculate
By the definition of the numerical range (3.2) and the identity cl(
Note that due to the normalisation of u the right-hand side of (5.1) can be interpreted as a convex combination of the complex conjugated elements λ k (α) ∈ σ(A(α)); the convex hull of the whole spectrum will be denoted by conv (σ(A(α))) = conv {λ k (α) : k ∈ N} . Due to (5.2) and (5.1) we obtain
and by complex conjugation of both sides we arrive at
This equation leads us to a contradiction as follows. Since A(α) is sectorial and its resolvent is compact, for any sufficiently large r > 0 the truncated convex hull
is a polygon which contains at most finitely many eigenvalues of A(α). To show that P r (α) is contained in the upper half-plane it is sufficient to prove Im λ k (α) > 0 for all k ∈ N: due to
it is clear that Im λ k (α) ≥ 0 for all k ∈ N. Now assume that there exists an eigenvalue λ ∈ P r (α) ∩ R, that is, we find a corresponding (normalised) eigenfunction u ∈ D(A(α)) such that
This holds if and only if u| ∂Ω = 0, that is, u is an eigenfunction of the Dirichlet Laplacian 
Recall that the domains of the Dirichlet Laplacian and the Robin form satisfy
see Section 3. Consequently, λ 1 ∈ cl(W (a α )), a contradiction to (5.3) and (5.4). Hence the eigenfunctions
One may show by explicit calculation that, even on the interval Ω = (−a, a), consistent with Theorem 5.1, for given α ∈ C \ R the eigenfunctions of the Robin Laplacian −∆ α Ω belonging to different eigenspaces are not in general orthogonal to each other. Hence, for our positive result, we necessarily need to introduce "weaker" notions of basis. Here we will consider three: Bari, Riesz and Abel bases. The definitions of the first two of these, namely Definitions 5.3 and 5.4, are taken from [34, 3.6.16-19] . For what follows we assume (H, · H ) to be a separable complex Hilbert space.
is an Abel basis of order γ ≥ 0. (Note that an Abel basis will not generally be a basis in the sense of Definition 5.2, since the unweighted Fourier series expansion is explicitly not required to converge.) We will follow the definition given in [55] .
Definition 5.5. Suppose A : H ⊃ D(A) → H is a densely defined operator with purely discrete spectrum, such that all but finitely many of its eigenvalues lie in the sector T + θ = {z ∈ C : | arg z| < θ} for some θ ∈ (0, π). Then we say that the generalised eigenvectors of A form an Abel basis of H of order γ ≥ 0 if γθ < π/2 and there exists an enumeration of the eigenvalues {λ k } ∞ k=1 (with {e k } ∞ k=1 the corresponding enumeration of the generalised eigenvectors) such that for this fixed enumeration, for each h ∈ H, there exists a sequence of coefficients h k ∈ C for which the series
is convergent for all t > 0, and h(t) → h in H as t → 0 + . For the eigenvalues λ which do not lie in T + θ , the weight e −λ γ k t in (5.5) is to be interpreted as 1, while if some λ is a repeated eigenvalue and {e j , . . . , e j+ } is a basis of its eigenspace, then the corresponding terms in the series (5.5) are to be interpreted in terms of the eigenprojection, that is,
where Γ is any closed path in C separating λ from the rest of the spectrum.
The definition can be extended to allow γθ < π in place of γθ < π/2; we refer, again, to [55, Section 1.2.13].
One may derive from the definitions that an orthonormal basis is always a Bari basis, a Bari basis is always a Riesz basis, and a Riesz basis, if it consists of the generalised eigenfunctions of a suitable operator, is always an Abel basis of order zero. The latter, in turn, is an Abel basis of any positive order γ > 0, provided only that the sectoriality estimate γθ < π still holds.
Our goal is to show that the eigenfunctions of −∆ α Ω form (at least) an Abel basis of L 2 (Ω), for any α ∈ C. This is based on a theorem of Agranovich (the main theorem of [3] ), which we recall here for ease of reference. for all u ∈ V , and (ii) there exists p > 0 such that the sequence of eigenvalues λ k (B), k ≥ 1, of B (bounded from below by assumption), repeated according to their multiplicities, has the asymptotic behaviour
Then A has discrete spectrum, the invariant subspaces of A are all finite dimensional, and the corresponding eigenfunctions and generalised eigenfunctions of A constitute (1)
Theorem 5.6 was already used for a similar purpose in [33, Section 5] to prove a corresponding onedimensional result; more precisely, for the Laplacian on a compact metric graph, equipped with complex δ conditions at one or more of the vertices (corresponding to a complex Robin condition), one can apply (2) to obtain a Riesz basis. With this background, we can now state our main positive result, which corresponds to Theorem 1.1(3). Proof. We only need to apply Theorem 5.6, as was done in [33, Section 5] for d = 1, and in fact we refer there for the proof in this case.
So suppose that d ≥ 2. Obviously, we choose H = L 2 (Ω) and V = H 1 (Ω). Given α ∈ C, which will be fixed throughout, we suppose ω ≥ 0 to be such that a α [u, u] + ω(u, u) is coercive H 1 (Ω), which we may always do by the trace inequality, cf. Lemma 3.2. We then choose
α Ω + ωI, and B = −∆ Re α Ω + ωI, and to apply Theorem 5.6 we only need to check the conditions (i) and (ii). We will show that (i) holds for q = 1/2 and (ii) holds for any p ≤ d/2, leading in particular to the order of the Abel basis claimed in the theorem.
For (i), first note that for any operator B satisfying the assumptions of the theorem, we have that
for all u ∈ D(B), and in particular
Up to a possibly different constant, the form a Re α +ω(·, ·) defines an equivalent norm on H 1 (Ω). Thus, in our setting, and with q = 1/2, (5.6) reduces to the question of the existence of a constant m > 0 such that, for all u ∈ H 1 (Ω)
But this, in turn, follows immediately from the trace inequality (6.15) of Remark 6.6, to be proved below. For (ii), note that the constant ω has no effect on the asymptotic behaviour of the eigenvalues; thus we may assume without loss of generality that ω = 0. We are thus interested in the smallest p > 0 such that lim sup
But by the Weyl asymptotics for the Robin Laplacian, valid for any Re α ∈ R, in fact
as k → ∞ for a constant C d (|Ω|) > 0 (see, for example, [35, 53] ), leading to p ≤ d/2.
On the numerical range
In this section we will give bounds on the numerical range of the form a α associated with the operator −∆ α Ω on a general Lipschitz domain Ω ⊂ R d , which we recall is given by
, in addition to giving an independent proof of the sectoriality of the form and the operator claimed in Section 3, these bounds will more importantly give an estimate on the rate at which any eigenvalues can diverge in the regime Re α < 0, as well as the size of the imaginary part of the eigenvalues: in particular, the following theorem contains Theorem 1.3. We obtain somewhat different results, and require a different method of proof, in the case where ∂Ω is sufficiently smooth (C 2 ) on the one hand, and Lipschitz on the other.
, is a bounded Lipschitz domain. Then there exist constants C 1 ≥ 2 and C 2 > 0 depending only on Ω such that for α ∈ C the set W (a α ) is contained in
In particular, we have the estimate
The regions Λ Ω,α for different values of α are depicted in Figures 6.1 and 6.2. The constants C 1 , C 2 depend on the geometry of ∂Ω, and with our method of proof it should be possible to give an estimate on them, at least in principle. See Remark 6.7 for a discussion of the meaning of C 2 in the case of smooth domains, where we obtain an expression for C 2 related to the curvature of ∂Ω. It does not seem clear that we should expect C 1 = 2 in Theorem 6.1 for domains of class C 1 , not just C 2 ; cf. Remark 6.2(1). Since these bounds are new even in the case of real negative α (see also Corollary 1.4), we wish to discuss how they fit in with known results before we turn to the proofs. 4 |Re α| 2 − C 2 |Re α| to +∞.
The only other proof of this fact available for C 2 -actually C
1
-domains, which is completely different and involves a blow-up argument, is the principal result of [44] ; all other proofs (which give more terms in the expansion) require more boundary regularity: indeed, if Ω is C 3 , then, as α → −∞,
whereκ max denotes the maximal mean curvature of ∂Ω; see [16, Section 4.4.2.1] for a discussion and references. It is interesting to note that in the case of smooth Ω the constant C 2 appearing in Theorem 6.1 is likewise related to the curvature of ∂Ω (see Remark 6.7 for more details); the presence of the curvature suggests that the "smooth" version of Theorem 6.1 (i.e., with C 1 = 2) does not hold under significantly weaker regularity assumptions than C 2 . We leave it as an open problem to determine whether a better bound than ours is possible for C 1 domains. (2) We recall that for domains Ω with piecewise smooth boundary and a finite number of "model corners", the asymptotic behaviour of the principal eigenvalue becomes . Here, we see that −Λ Ω,α is contained in the parabolic region described in that theorem for sufficiently large ω > 0, how large depending on α, C 1 and C 2 .
The proof of Theorem 6.1 is based on the following trace-type inequality.
, be a bounded Lipschitz domain. Then there exist constants C 1 ≥ 2 and C 2 > 0, both depending only on Ω, such that
for all u ∈ H 1 (Ω) with u 2 = 1. If Ω has C 2 boundary, then we may choose C 1 = 2.
The constants C 1 and C 2 will be the same as the ones appearing in the statements of Theorems 6.1 and 1.3. The proofs for the cases of C 2 and Lipschitz boundaries are completely different. For the smooth case, which we treat first, we first need a technical lemma involving the geometry of Ω near its boundary, where we will heavily rely on the assumption that ∂Ω is C 2 . We first introduce some notation: for a
to be the signed distance function to ∂Ω, d Ω ∈ C(R d ). Given any ε > 0 and t ∈ [0, ε], we also set
to be the (open) "strip" around ∂Ω of width 2ε, where we also write
and finally
to be the level surfaces of d Ω in Ω ε ,
Lemma 6.5. Suppose Ω ⊂ R d is a bounded domain of class C 2 . Then there exists ε > 0 such that
(2) for each x ∈ Ω ε there exists a unique minimiser z ∈ ∂Ω such that d Ω (x) = |x − z|; (3) for each x ∈ Ω ε \ ∂Ω,
with z as in (2). In particular, |∇d Ω (x)| = 1 for all x ∈ Ω ε ; (4) for each t ∈ [−ε, ε], S t is a compact manifold of class C 1 ; and
is differentiable at every t ∈ (−ε, ε), and its derivative, given by
is in C([−ε, ε]). In particular, for any f ∈ C 1 (Ω + ε ) and any ε 1 ∈ [0, ε), , where we note that ∇d Ω ∈ C 1 (Ω ε ) and |∇d Ω | = 1 in Ω ε \ ∂Ω implies that |∇d Ω | = 1 everywhere in Ω ε ; and (4) follows from (1) using the Implicit Function Theorem and the fact that ∇d Ω never vanishes on Ω ε by (3), together with a covering argument since S t is clearly compact.
For (5), fix f ∈ C 1 (Ω ε ) and for brevity write
We first claim that (6.10) is the distributional derivative of F . Indeed, for any test function ϕ ∈ C ∞ c (−ε, ε), we have
by the coarea formula in the form of [22, Section 3.4.3] , using the fact that the S t are the level surfaces of d Ω and |∇d Ω | = 1 everywhere by (3). In particular,
where for the second last equality we have used the divergence theorem (integration by parts) and the compact support of ϕ, and the last equality follows from another application of the coarea formula. The claim now follows from the short calculation (1), and using the fact that ∇d Ω points in the direction of t by (3). We next note that the integrand in (6.10) is in C(Ω ε ) and hence a short argument using the compactness of S t and the uniform continuity of the integrand shows that the integral in (6.10) is in fact in C([−ε, ε]); in particular, it is the pointwise derivative of F at every point in (−ε, ε).
Finally, for (6.11) , by what we have just shown we may apply the Fundamental Theorem of Calculus in the form of [51, Theorem 7.21 ] to the function F on the interval [0, ε 1 ] (for any ε 1 < ε) to obtain
A final application of the coarea formula to the integral on the right-hand side, together with the definition of F , yields (6.11).
Proof of Lemma 6.4. The case of C 2 boundary. We keep the notation from (6.6), (6.7), (6.8) and (6.9) and note that it suffices to prove (6.5) for all u ∈ C 1 (Ω), by density of the latter set in H 1 (Ω) for bounded Ω of class C 2 (cf. [29, Section 7.6] ) and the trace theorem. We let ε > 0 be as in Lemma 6.5 (in particular, by making ε a little smaller if necessary we assume that (6.11) holds with ε in place of ε 1 ) and choose a cut-off function ϕ ∈ C 1 (Ω) such that 0 ≤ ϕ ≤ 1 in Ω, ϕ = 0 outside Ω ε , ϕ| St is constant for all t ∈ [0, ε], and ϕ| ∂Ω = 1. (The existence of such a function is guaranteed by the regularity statements in Lemma 6.5: indeed, if we let ψ ∈ C ∞ ([0, ∞)) be any smooth function satisfying ψ(0) = 1 and ψ(t) = 0 for all t ≥ ε, then we may take
Now fix u ∈ C 1 (Ω) such that u 2 = 1. Then f := |u| 2 ϕ ∈ C 1 (Ω) and we apply the formula (6.11) to f , and use the fact that ϕ = 1 on ∂Ω and ϕ = 0 on S ε , to obtain
Using the fact that ϕ = 0 on Ω \ Ω + ε , we may therefore estimate
|∆d Ω (x)| using the normalisation u 2 = 1 as well as ϕ ∞ = 1 (where all norms are over Ω). This proves (6.5) with
The case of Lipschitz boundary. Since in the case of general Lipschitz domains the corresponding parametrisation of Ω ε does not enjoy the same regularity properties, we give a different, local argument. Fix z ∈ ∂Ω and a neighbourhood U z of z such that within U z , ∂Ω is given by the graph of a Lipschitz function g : Then for a given function u ∈ H 1 (Ω) with u 2 = 1, we have ess inf
by the divergence theorem applied to the function F = (0, . . . , 0, ϕ|u| 2 ) ∈ W 1,1 (Ω) and the Lipschitz domain Ω (see [48, Théorème 3.1.1]) . The latter integral may be estimated by
(6.14)
using the normalisations u 2 = 1, ϕ ∞ = 1, this estimate may be expressed as
for suitable constants C 1,z , C 2,z > 0 depending on z. Since ∂Ω is compact, a simple covering argument now yields (6.5). Note that for every z ∈ ∂Ω we have C 1,z = 2/ ess inf y∈∂Ω∩Uz ν d (y) ≥ 2 since |ν| = 1; hence also C 1 ≥ 2.
Remark 6.6. For Lipschitz Ω, the above proof also yields the slightly different trace inequality
for all u ∈ H 1 (Ω), needed in the proof of Theorem 5.7. Indeed, by (6.14), we have ess inf
for all u ∈ H 1 (Ω), for a constant C z > 0 depending only on z ∈ ∂Ω. A covering argument as in the above lemma then yields (6.15).
Proof of Theorem 6.1. Let C 1 ≥ 2, C 2 > 0 be the constants from Lemma 6.4 (in particular, we assume C 1 = 2 if Ω is C 2 ). Fix u ∈ H 1 (Ω) with u 2 = 1 and set
For t := ∇u 2 2 ≥ 0 and s := ∂Ω |u| 2 dσ ≥ 0, we have
moreover, by Lemma 6.4, we obtain that s ≤ C 1 √ t + C 2 ; thus λ ∈ Λ Ω,α . To see that every λ ∈ W (a α ), and hence every λ ∈ σ(−∆ α Ω ), satisfies the estimate (6.1), we first remark that if Re α ≥ 0, then clearly Λ Ω,α ⊂ {z ∈ C : Re z ≥ 0}. Hence we may assume without loss of generality that Re α < 0. Then by Lemma 6.4 and the inequality
we have
Remark 6.7. Suppose that ∂Ω is C 2 . We recall that the constant C 2 = C 2 (Ω) appearing in Theorem 6.1 and Lemma 6.4, as noted in (6.12), may in this case be taken as
where ε > 0 is as in Lemma 6.5 and ϕ is chosen to have support in Ω + ε . Let us be a bit more specific. We may take ∇ϕ ∞ to be 1/ε, corresponding to a linear function of t ∈ [0, ε] extended by 0 at t = ε (which can be approximated arbitrarily well in the ∞-norm by C 1 functions), while for x ∈ Ω + ε , it is known that the Hessian of the signed distance function is equal to the Weingarten map of the (unique) surface S t passing through x, at x. In particular,
where κ . This means that the essentially optimal form of the constant C 2 coming from our proof -to be compared with the coefficient of α in (6.3) -is
where ε > 0 is any constant for which Lemma 6.5 (2) holds; in the language of [24] , we may take any ε ∈ (0, reach(∂Ω)]. As a simple example, in the case of a ball B of radius R > 0, since κ St j ≡ 1/(R − t) for all j and we may take any ε < R, we thus end up with
which may be compared with the known bound and asymptotics for real negative α
where the inequality is valid for all α < 0 and the asymptotic expansion is for α → −∞, see [4, Theorem 2 and eq. (1.2)].
The Dirichlet-to-Neumann operator
From now on, we will be interested in the asymptotic behaviour of the eigenvalues of −∆ α Ω as α → ∞ in C. To this end, we will exploit the duality between the Robin eigenvalue problem (1.1) and the eigenvalue problem M (λ)g = αg (7.1) of the Dirichlet-to-Neumann operator M (λ) acting on ∂Ω, defined for λ in the resolvent set of the Dirichlet Laplacian. For more information on this operator, we refer to, e.g., [6, 7, 11, 10, 19, 28, 45] ; the relationship between this operator and the Robin Laplacian (at least for real α) is explored in [6, Section 2] and [7, Section 8] , for example, and for complex α see for example [28, Section 3] .
In order to define M (λ), we first need to recall a solubility result for the inhomogeneous Dirichlet problem.
Here and in what follows we fix a bounded Lipschitz domain Ω ⊂ R d , d ≥ 2, write tr u = u| ∂Ω for the trace of a function u ∈ H 1 (Ω) (though, as we have done previously, if there is no ambiguity we will tend to omit the "tr" notation), and recall that every g ∈ H 1/2 (∂Ω) is the trace of a function u ∈ H 1 (Ω).
, the Dirichlet boundary value problem
interpreted in the usual weak sense, has a unique solution
for all v ∈ H 1 0 (Ω), and tr u = g. Moreover, for such λ, if H 1 (λ) := {u ∈ H 1 (Ω) : −∆u = λu in the sense of (7.3)}, (7.4) then we have the direct sum decomposition We denote by P (λ) :
where u λ solves (7.2), which is well defined for any λ ∈ ρ(−∆ D Ω ); indeed, one may show that P (λ) is a bijection from H 1/2 (∂Ω) onto H 1 (λ) as defined in (7.4) and in fact a right inverse of the trace operator. We can now define the Dirichlet-to-Neumann operator. For λ ∈ ρ(−∆ D Ω ), we first define a sesquilinear form q λ :
is then the operator in L 2 (∂Ω) associated with −q λ , which a short calculation shows to be given by
where the normal derivative ∂ ∂ν P (λ)g was defined in (3.5). In words, the Dirichlet-to-Neumann operator maps given Dirichlet data g = tr u to the Neumann data − ∂u ∂ν of the same solution u = P (λ)g of −∆u = λu.
is closed, densely defined and m-sectorial, and has compact resolvent in L 2 (∂Ω). In particular, its spectrum consists of eigenvalues of finite algebraic multiplicity.
Proof. Everything except the sectoriality follows immediately since H 1/2 (∂Ω) is densely and compactly embedded in L 2 (∂Ω), and q λ is closed on H 1/2 (∂Ω). For the sectoriality of the operator, it suffices to show that q λ is sectorial, that is, that there exist constants ω, µ ∈ R such that
for all g ∈ H 1/2 (∂Ω); to prove (7.8) , by the fact that the trace map is bounded from H 1 (Ω) to H 1/2 (∂Ω) it certainly suffices to show that for any λ ∈ C there exists ω ≥ 0 such that (2) It is also possible to define the Dirichlet-to-Neumann operator for λ ∈ σ(−∆ D Ω ), either as a multivalued operator, or by factoring out the eigenfunctions of the eigenvalue λ of the Dirichlet Laplacian from H 1 (Ω). We will not need this here, so we do not go into the details, which may be found in [6] . (3) In dimension d = 1, i.e. for a bounded, non-degenerate interval, the Dirichlet-to-Neumann operator can be represented by the 2 × 2-matrix given by (2.5). Obviously, Lemma 7.2 continues to hold in this case.
Lemma 7.4. The Dirichlet-to-Neumann operator M (λ) is meromorphic with respect to the spectral parameter λ ∈ C. Its singularities are poles of finite order and coincide with the eigenvalues of the corresponding Dirichlet Laplacian, i.e., the set of singularities of
, is a self-adjoint holomorphic operator family and the corresponding quadratic forms are holomorphic of type (a). 
This expression depends polynomially on λ and on the resolvent of the Dirichlet Laplacian which is known to be a meromorphic function with poles of finite order, as follows from Theorem 3.1. This
, is a holomorphic operator family. It is self-adjoint holomorphic, i.e. M (λ) = (M (λ)) * , by (7.9) and using that M (0) is self-adjoint and that ρ(−∆ Proof. Note first that the spectra of M (λ) and −∆ α Ω consist only of eigenvalues of finite multiplicity. Now λ ∈ σ(−∆ α Ω ) for given α ∈ C with eigenfunction u ∈ H 1 (Ω) if and only if
. Using the fact that P (λ)g satisfies (7.3) together with the direct sum decomposition of Lemma 7.1, it follows that the eigenfunction g satisfies
for all v ∈ H 1 (Ω). Comparing (7.10) and (7.11) leads immediately to the statement λ ∈ σ(−∆ As a first application, we establish the dichotomy claimed in Theorem 1.5, that any curve of eigenvalues of −∆ α Ω can only either converge to σ(−∆ D Ω ), the spectrum of the Dirichlet Laplacian, or diverge absolutely as α becomes large. In Section 8 we will give other applications, namely to investigate Conjecture 1.2 for some special domains via a Dirichlet-to-Neumann analysis.
Actually, here we will prove the following more precise version of Theorem 1.5, which in particular immediately implies the latter.
Theorem 7.8. Let Ω be a bounded Lipschitz domain and let K ⊂ C be an arbitrary bounded set such that
Then there exists a numberα K > 0 depending only on K and Ω such that
for all α ∈ C with |α| >α K .
Proof of Theorem 7.8 and hence of Theorem 1.5. For α ∈ C \ {0}, we consider the invertibility of
Now M is a meromorphic function of λ (see Lemma 7.4) , and hence continuous on K; and for each fixed λ it is bounded from D(M (λ)) (which is closed when equipped with the graph norm by Lemma 7.2), to L 2 (∂Ω). Hence for each such K there exists a constant c K > 0 independent of α ∈ C such that
as |α| → ∞. This convergence implies that M (λ) − αI is invertible (as a Neumann series); in particular, there exists a constantα K > 0 such that
This means that the kernel of M (λ) − αI is trivial if |α| >α K is sufficiently large. By Theorem 7.
8. Higher-dimensional examples: the hyperrectangle and the ball 8.1. The interval revisited. We first return to the one-dimensional case sketched in Section 2. However, before we give the remaining details, in particular the proofs of Theorems 2.1 and 2.4 and also use these results to discuss the eigenvalue asymptotics for higher dimensional rectangles in Section 8.2. 2) with Dirichlet data g = (g 1 , g 2 ) T ∈ C 2 is given by
The coefficients C + and C − are given by
where C + = 0 if u is odd and C − = 0 if u is even. The normal derivatives of u read
and similarly
meaning that the C 2×2 -valued Dirichlet-to-Neumann operator is given by
The expression (2.5) for M (λ) used in Section 2 then follows from the identities tan z − cot z = −2 cot 2z and tan z + cot z = 2 csc 2z for z = 0.
The convergent eigenvalues.
We begin with the easy case of the eigenvalues which remain bounded as α → ∞.
Proof of Theorem 2.1. The poles of cot and csc are of order one, and thus so are the poles of the meromorphic Dirichlet-to-Neumann operator M (λ) given by (2.5). If λ(α) remains bounded as α → ∞ in C, the only possibility for this behaviour is that √ λ approaches one of said poles, namely
Remark 8.1. In principle, one could derive additional terms in the asymptotic expansion of λ(α) as α → ∞, in powers of α −1 ; let us sketch briefly how one might get further information. The poles being the eigenvalues of the Dirichlet Laplacian allows us to obtain a partial fraction decomposition
for a matrix-valued function G j which is holomorphic (thus bounded) in a neighbourhood of λ j , and matrices A j . Calculating the residues ±πj/(2a 2 ) of the on-and offdiagonal components of M (λ), we can write down A j explicitly, which, together with the bounded G j terms, may yield a more detailed statement.
8.1.3. Divergence away from the positive real axis. We next consider the case of the eigenvalues λ diverging to ∞ away from the positive real axis, that is, for which Im √ λ → ±∞. We recall from Section 2 that then the matrix M (λ) has two divergent eigenvalues α whose squares both behave like
This equation implies the anticipated asymptotic behaviour λ ∼ −α 2 , however, we are also interested in the asymptotic remainder term. Consequently, our next goal is to invert this equation from α(λ) to obtain the asymptotic equation for λ(α) and thus the proof of Theorem 2.4.
We will restrict ourselves to the case Im √ λ → +∞. We first sketch the idea behind our inversion, namely an application of Rouché's theorem, because we will also use this again in Section 8.3 when considering the ball. Let τ ≥ 0 and let h : C → C be a continuous function such that h(z) → 0 as Im z → +∞. Suppose that α = α(λ), as a holomorphic function of λ, satisfies the asymptotics
as Im √ λ → +∞ for a certain error term g( √ λ) which is O(h( √ λ)); for the choice of h see (2.10) for the interval and (8.27) for the ball. For given λ and hence α = α(λ), we define a new holomorphic function f α by f α (z) := iz + τ − α, whose only zero is given by z α := i(τ − α). Then (8.5) becomes f α (z) + g(z) = 0 if and only if z = λ(α). Let B α := B rα (z α ) be a ball with centre z α and some given radius r α > 0. Then, by Rouché's theorem, if α is sufficiently large and |g| < |f α | on ∂B α , both f α and f α + g have exactly one zero in B α . This technique proves not only the existence of an eigenvalue of the Robin Laplacian that satisfies said asymptotics, but gives an error term in the asymptotic expansion of λ(α) as follows. By construction, for each z ∈ ∂B α we have |f α (z)| = r α . Moreover, g = O(h) as Im z → +∞ implies the existence of some constant δ > 0, such that
on ∂B α for all sufficiently large α. For all such α we want r α to satisfy
To ensure this inequality, the decay of h is crucial: if it is too slow, then the method fails. This will be clarified in the following proof.
Proof of Theorem 2.4. The eigenvalues α ± of the Dirichlet-to-Neumann matrix (2.5) read
As α → ∞ in C we have either | √ λ| → ∞ or √ λ is forced to approach a zero of sin(2a · ), which corresponds to a Dirichlet eigenvalue. The second case, in particular, requires λ to remain bounded and thus is covered by Theorem 2.1 (alternatively, one could adapt the proof of Theorem 1.5 to dimension d = 1). We divide the proof into four steps:
Step 1: We assume that for some given θ ∈ (0, π) some Robin eigenvalue λ diverges to ∞ away from the real axis, inside the sector S + θ which, in particular, yields Im √ λ → +∞. In Section 2.2 we saw that for this behaviour of √ λ we obtain
as Im √ λ → ∞; for more details see (2.8)-(2.11). (The other case Im √ λ → −∞ will be discussed in Step 3.)
Step 2: It remains to invert this asymptotical behaviour by means of the Rouché inversion technique sketched above and to show, based on the assumed asymptotic behaviour of α, the existence of exactly two (see Step 3 and 4) divergent eigenvalues λ which obey (2.12) away from the real axis. Here we deal with the inversion; as mentioned before, we will only consider the case Im √ λ → +∞ in detail. So let τ = 0, that is f α (z α ) = 0 for z α = −iα. Here we take h(z) := ze −2aIm z , which satisfies h(z) → 0 as Im z → +∞. By construction, every point z ∈ ∂B α is represented by
for some ϕ ∈ [0, 2π). Our goal is to estimate h as in (8.7): a short calculation using (8.9) gives
We now choose r α to ensure (8.7) on ∂B α . To this end, it suffices to find r α > 0 such that
(8.10)
for sufficiently large α. To show this, we make the Ansatz
for a suitable constant C > 0 (in fact we may take any C > δ). Then, for such an r α , (8.10) is equivalent to
that is,
Since Ce 2aRe α → 0 and e 2Ca|α|e 2aRe α → 1 as Re α → −∞, the left-hand side of (8.12) converges to δ and hence (8.10) is satisfied whenever Re α is sufficiently large negative, how large depending only on a, δ and C. In particular, for the Ansatz (8.11), the inequality (8.10) is then valid. We arrive at
as Re α → −∞, and thus
Step 3: We remark briefly on the adaptation of the above proof to the assumption Im √ λ → −∞: one now chooses f α (z) = −iz − α which vanishes only for z α = +iα. Similar calculations as above lead to λ(α) = +iα + O αe 2aRe α (8.13) as Re α → −∞.
Step 4 -Conclusion: We obtain that in both cases Im √ λ → ±∞ the real part Re α is always negative and divergent, that is, each divergent √ λ within a sector of the form S
√ λ ∼ iα and √ λ ∼ −iα, respectively. We conclude that, under the assumption that α diverges in a sector T − ϕ with ϕ ∈ (0, π/2), then there are exactly two divergent eigenvalues λ ∈ C \ T + 2θ , and these both satisfy λ ∼ −α 2 as Re α → −∞. Moreover, this implies that if Re α remains bounded from below, then there are no divergent eigenvalues λ → ∞ in C \ T + θ for any 0 < θ < π/2. 8.1.4. Divergence near the positive real axis. Finally, we return to the case where λ diverges near the positive real axis, say, in such a way that Im λ = 0 (and hence Im √ λ) remains bounded. In this case the asymptotics of the Dirichlet-to-Neumann matrix is less obvious: each of its entries is meromorphic with poles on the real axis and those on the off-diagonal do not vanish asymptotically if Im √ λ remains bounded. Since poles and zeros of the Dirichlet-to-Neumann operator M (λ) correspond to Dirichlet and Neumann eigenvalues, respectively, which are discrete points on the real axis, the chosen path will pass arbitrarily closely to every single one of them. The question arises which associated paths of α in the complex plane correspond to such λ paths. It would appear that any such λ path requires Re α to be unbounded from below, cf. Figure 8 .1. The explicit form of M (λ) (2.5) allows us to calculate its two eigenvalues α ± explicitly, that is, for z = 2 √ λa,
From this equation it follows that α ∼ ±i √ λ as Im √ λ → ∞ in C which is the same result as calculated in (2.10). However, consider √ λ = √ λ(τ ) following some (continuous) path described by √ λ = x(τ ) + iy(τ ) for an unbounded function x : [0, 1) → R which diverges as τ → 1 and some bounded y : [0, 1) → R. Firstly note that, since the imaginary part y of √ λ remains bounded, for each such path and each sector T ± θ there exists some τ θ ∈ [0, 1) such that √ λ ∈ T ± θ for all τ θ < τ < 1; up to a possibly different θ > 0 so too does λ. Secondly, the boundedness of Im λ implies y = O(1/x). Without loss of generality, we consider α + ; from
e 2iax + e 2ay by a somewhat tideous calculation we arrive at
Both denominators are bounded (and they can only vanish if y = 0) and so is the numerator of the first quotient. The second numerator, however, diverges (indefinitely) as x = Re √ λ → ∞. This proves Proposition 2.6.
8.2.
Hyperrectangles. Based on our understanding of the interval we can easily obtain results for ddimensional hyperrectangles, sometimes called cuboids or rectangular parallelepipeds. Fix the dimension d ≥ 2, choose intervals (−a j , a j ) for a 1 , . . . , a d > 0, and set
Denote the one-dimensional Robin Laplacian on the edge e j := (−a j , a j ) for j = 1, . . . , d by A j ; then there exists a sequence of eigenvalues {λ k (α)} k≥1 ⊆ σ(−∆ α Q ) ⊂ C of the Robin Laplacian −∆ α Q on Q such that each eigenvalue is given by a sum of eigenvalues of the constituent operators A j , that is Remark 8.4. As already mentioned in Section 1 there are several results on the eigenvalue asymptotics for domains with less regularity and real parameter α. However, there are no results for general Lipschitz domains but only for those having a finite number of "model corners". Just like in the case of real α [16] we expect that the asymptotics is mainly driven by the "most acute" corner(s) of the domain -the sharper the corner(s), the larger the (negative) leading coefficient of the asymptotics. 
and
The E l are eigenspaces of the Laplace-Beltrami operator and one can calculate that the corresponding eigenvalues −µ 8.3.3. The convergent eigenvalues. We start with the convergent eigenvalues; we are interested in establishing the rate of convergence. As we intimated for the interval, we may consider the residues of the Dirichlet-to-Neumann operator, which also in the case of balls can be reduced to a scalar problem. For m ∈ R and p ∈ N 0 , we denote the pth zero of the Bessel function J m of order m by j m,p ∈ R. 
for the pth pole. From 
8.3.4.
Divergence away from the positive real axis. We next study those divergent eigenvalues λ which remain away from the positive real axis, that is, we now take Assumption 2.3. (Here, unlike for the interval, the assumption of divergence in a sector, that is, that Im √ λ grows sufficiently rapidly compared with Re √ λ, will turn out to be important.) We first need an asymptotic expansion of M (l) for large λ, which in turn requires knowledge of the asymptotics of the Bessel functions appearing in (8.19) . To this end, let H Let Q l (m, √ λ), P l (m, √ λ) be the sums up to the lth summand. To obtain the order 1/ √ λ, we only have to consider the first terms in the expansions of P and Q to obtain 
in S ± θ . Recalling (8.19) , this means that for each l ∈ N 0 we obtain an α = α(λ) with the behaviour as α → ∞ in T − ϕ . Proof. We invert (8.27 ) to obtain (8.28) using Rouché's theorem, as explained in Section 8.1. First, let τ = (d − 1)/2 and let α ∈ C be large in some non-trivial sector T
