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Kurzzusammenfassung
Numerische Modelle der Farley-Buneman-Instabilita¨t im
polaren Elektrojet
In der vorliegenden Arbeit wurden verschiedene numerische Modelle zur Beschrei-
bung von Plasmen auf ihre Eignung zum Studium der Farley-Buneman-Instabilita¨t im
polaren Elektrojet in der ionospha¨rischen E-Schicht der Erde hin untersucht. Diese
Untersuchung war notwendig, weil gezeigt werden konnte, daß fru¨here Studien un-
ter verschiedenen numerischen Problemen litten, aufgrund derer die Ergebnisse dieser
Arbeiten einer weiteren ¨Uberpru¨fung bedu¨rfen.
Das parallelisierte explizite particle-in-cell-Verfahren und das direkte implizite
particle-in-cell-Verfahren erwiesen sich als potentiell geeignet zur Modellierung der
Farley-Buneman-Instabilita¨t in der polaren E-Schicht der Ionospha¨re. Die ideale Ska-
lierbarkeit des parallelisierten expliziten Verfahrens konnte gezeigt werden.
Es wurde ein physikalisch detailliertes Modell zur Beschreibung der Sto¨ße mit
dem Neutralgas entwickelt, das durch die Verwendung der Nullstoß-Methode keinen
gro¨ßeren Rechenaufwand beno¨tigt als die einfacheren Modelle aus a¨lteren Arbeiten.
Es wurde gezeigt, daß dieses Stoßmodell die experimentell bekannten Stoßfrequenzen
fu¨r ein ionospha¨risches Plasma im thermischen Gleichgewicht korrekt wiedergibt.
Die Stabilita¨t beider Verfahren wurde untersucht. Hierbei wurde eine bisher nicht
analytisch beschriebene Stabilita¨tsgrenze fu¨r die Gitterweite im Zusammenhang mit
der Zahl der Simulationsteilchen pro Gitterzelle gefunden, die in einigen fru¨heren Ar-
beiten nicht beachtet wurde. Fu¨r das direkte implizite PIC-Verfahren wurde besta¨tigt,
daß das Verha¨ltnis von Gitterweite zu Zeitschrittweite um einen Faktor drei gro¨ßer sein
muß als die thermische Geschwindigkeit der Elektronen, um die Stabilita¨t zu gewa¨hr-
leisten.
Bei verschiedenen Initialisierungen zeigte das implizite PIC-Verfahren in einem
Bereich der physikalischen Parameter, der nach der linearisierten Theorie instabil ist,
keinerlei Anwachsen einer Instabilita¨t. Dies legt die Schlußfolgerung nahe, daß die
numerische Da¨mpfung, die dem impliziten Verfahren eigen ist, so stark ist, daß die
Farley-Buneman-Instabilita¨t an ihrem Entstehen gehindert wird.
Das explizite PIC-Verfahrens hingegen zeigt ein deutliches Anwachsen der Insta-
bilita¨t. Die generelle Anwendbarkeit des Verfahrens wurde gezeigt, der a¨ußerst große
Rechenaufwand dieses Verfahrens ist mit heutigen Parallelrechnern zu bewa¨ltigen.
Schlagworte: Farley-Buneman-Instabilita¨t, Ionospha¨re, PIC-Verfahren

Abstract
Numerical Models of the Farley-Buneman-Instability in the
Auroral Electrojet
Different numerical models of plasmas have been analysed with respect to their suit-
ability for the study of the Farley-Buneman-instability in the polar electrojet of the
Earth’s ionosphere. This was considered necessary, since previous work in this field
suffered from numerical problems. These older results therefore need to be critically
reviewed.
Two methods, the parallelised explicit particle-in-cell (PIC) method and the direct
implicit PIC method were found to be potentially applicable to model the Farley-Bu-
neman-instability in the auroral E-region of the ionosphere. The perfect scalability of
the parallelisation was shown.
A detailed model for the collisions with the neutral gas was developed. By means
of the null-collision method, it was computationally not more expensive than the rather
simple models of previous authors.
The stability of both methods was analysed. Besides the well known limit for the
time step in the explicit method, another limit for the grid spacing in combination with
the number of particles per cell was found, which was not taken into account in some
previous work. For the implicit method, it could be reproduced that the ratio of grid
spacing to time step must be about three times the electron thermal velocity in order to
achieve stability.
For different initialisations, the direct implicit method did not show any instability
in cases where linear theory does predict it. This leads to the conclusion that the
numerical damping inherent to that method is too strong to allow for the growth of the
Farley-Buneman-instability
The parallelised explicit method in contrast shows the growth of an instability. The
general applicability of this method was shown. The extremely high computational
expense of this method can be accomplished by today’s parallel computers.
Key words: Farley-Buneman-instability, Ionosphere, PIC-simulation

Inhaltsverzeichnis
1 Einleitung 1
1.1 Physik der Ionospha¨re . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.1 Zur Geschichte . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.2 Aufbau der Atmospha¨re . . . . . . . . . . . . . . . . . . . . 3
1.2 Farley-Buneman-Instabilita¨t . . . . . . . . . . . . . . . . . . . . . . 7
1.2.1 Zur Geschichte . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2.2 Theorie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2.3 Fru¨here Simulationsrechnungen . . . . . . . . . . . . . . . . 15
2 Numerische Verfahren 19
2.1 Anforderungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2 Kontinuumsmechanische Verfahren . . . . . . . . . . . . . . . . . . 21
2.2.1 Magnetohydrodynamik . . . . . . . . . . . . . . . . . . . . . 21
2.2.2 Zweiflu¨ssigkeitsmodell . . . . . . . . . . . . . . . . . . . . . 22
2.3 Kinetische Verfahren . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.1 Vlasov-Verfahren . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.2 Particle-in-cell-Verfahren . . . . . . . . . . . . . . . . . . . 24
2.3.3 Explizites PIC-Verfahren . . . . . . . . . . . . . . . . . . . . 26
2.3.4 Driftna¨herung . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.3.5 Hybridverfahren . . . . . . . . . . . . . . . . . . . . . . . . 30
2.3.6 Implizites PIC-Verfahren . . . . . . . . . . . . . . . . . . . . 31
2.3.7 Parallelisierung . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.3.8 Initialisierung . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.4 Sto¨ße mit dem Neutralgas . . . . . . . . . . . . . . . . . . . . . . . . 42
2.4.1 Einfaches Modell . . . . . . . . . . . . . . . . . . . . . . . . 43
2.4.2 Verfeinertes Modell . . . . . . . . . . . . . . . . . . . . . . . 44
2.4.3 Nullstoß-Methode . . . . . . . . . . . . . . . . . . . . . . . 45
2.4.4 Details des Stoßprozesses . . . . . . . . . . . . . . . . . . . 46
2.5 Fazit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
ix
3 Resultate der verschiedenen PIC-Verfahren 55
3.1 Stabilita¨tsuntersuchung . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.1.1 Explizites Verfahren . . . . . . . . . . . . . . . . . . . . . . 56
3.1.2 Implizites Verfahren . . . . . . . . . . . . . . . . . . . . . . 59
3.2 Anwendung auf die Farley-Buneman-Instabilita¨t . . . . . . . . . . . . 61
3.2.1 Implizites Verfahren . . . . . . . . . . . . . . . . . . . . . . 62
3.2.2 Explizites Verfahren . . . . . . . . . . . . . . . . . . . . . . 66
3.3 Fazit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4 Zusammenfassung 75
A Parameter der E-Schicht 79
B Details der numerischen Verfahren 81
B.1 Struktur des Programms . . . . . . . . . . . . . . . . . . . . . . . . 81
B.2 Hammersley-Sequenzen . . . . . . . . . . . . . . . . . . . . . . . . . 83
B.3 Parallelisierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
B.4 Gla¨ttung der Ladungsdichte . . . . . . . . . . . . . . . . . . . . . . . 86
C Symbolverzeichnis 87
Literaturverzeichnis 88
Abbildungsverzeichnis
1.1 Schichtstruktur der Atmospha¨re und deren Nomenklatur . . . . . . . 4
1.2 Neutralgaskomposition der oberen Atmospha¨re (aus Hargreaves, 1992). 5
1.3 Typische Elektronendichte in mittleren Breiten als Funktion der Ho¨he
(nach W. Swider, zitiert aus Hargreaves, 1992) . . . . . . . . . . . . 6
1.4 Schematische Darstellung der Verteilungsfunktion im ruhenden Plas-
ma (links) und im Fall einer Drift vd zwischen Elektronen (e) und Io-
nen (i) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.5 Koordinatensystem zur Beschreibung der Farley-Buneman-Instabilita¨t. 11
2.1 Lo¨sung der eindimensionalen linearisierten Dispersionsrelation fu¨r
|Eext| = 60mV/m, Massenverha¨ltnis mi/me = 55000, Temperatur
Te = Ti = 250K. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2 Ra¨umliches Gitter und Ladungszuweisung im 2D particle-in-cell-
Verfahren. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.3 Numerische Aufheizung des Plasmas bei dem expliziten PIC-Verfah-
ren in Abha¨ngigkeit von der Gitterweite ∆x. . . . . . . . . . . . . . . 29
2.4 Aufteilung des Simulationsgebiets auf 4 Prozessorelemente (PE). . . . 39
2.5 Effizienz der Parallelisierung (nur fu¨r die Teilchen). . . . . . . . . . . 40
2.6 Phasenraumschnitte zum Vergleich der Initialisierungen mit Zufalls-
zahlen und mit Hammersley-Sequenzen. . . . . . . . . . . . . . . . . 41
2.7 Schema der Nullstoß-Methode: Der zusa¨tzliche Stoßkanal bewirkt ei-
ne konstante Stoßfrequenz u¨ber alle Energien. . . . . . . . . . . . . . 45
2.8 Vektordiagramm der Geschwindigkeiten im Stoßprozeß. . . . . . . . 47
2.9 Stoßquerschnitte fu¨r Elektronen in N2 nach Phelps und Pitchford
(1985a). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.10 Stoßquerschnitte fu¨r Elektronen in O2 nach Phelps und Pitchford
(1985a). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.11 Numerisch ermittelte Stoßfrequenzen im kumulierten Mittel. . . . . . 51
3.1 Explizites PIC-Verfahren, Elektronentemperatur fu¨r verschiedene Git-
terweiten ∆x/λD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
xi
3.2 Explizites PIC-Verfahren, Elektronentemperatur fu¨r verschiedene An-
zahlen der Simulationsteilchen pro Gitterzelle np. . . . . . . . . . . . 58
3.3 Explizites PIC-Verfahren, Elektronentemperatur fu¨r gleiche Anzahl
der Simulationsteilchen pro Debyefla¨che nD = 100. . . . . . . . . . . 58
3.4 Implizites PIC-Verfahren, Elektronentemperatur fu¨r verschiedene
Zeitschrittweiten ∆t bei fester Gitterweite ∆x = ∆y = 5λD . . . . . . 59
3.5 Implizites PIC-Verfahren, Elektronentemperatur fu¨r verschiedene
Zeitschrittweiten ∆t bei fester Gitterweite ∆x = ∆y = 25λD . . . . . 60
3.6 Wachstumsrate der Farley-Buneman-Instabilita¨t, bestimmt aus der ki-
netischen Dispersionsrelation (1.19) mit den physikalischen Parame-
tern aus Anhang A. . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.7 Die sta¨rksten Fourier-Komponenten der Elektronendichte aus Lauf Nr.
064072 (implizites Verfahren). . . . . . . . . . . . . . . . . . . . . . 63
3.8 Die sta¨rksten Fourier-Komponenten der Elektronendichte aus Lauf Nr.
064972 (implizites Verfahren) mit Initialisierung durch Hammersley-
Sequenzen. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.9 Die sta¨rksten Fourier-Komponenten der Elektronendichte aus Lauf Nr.
256072 (explizites Verfahren). . . . . . . . . . . . . . . . . . . . . . 68
3.10 Die sta¨rksten Fourier-Komponenten der Elektronendichte aus Lauf Nr.
256000 (explizites Verfahren). . . . . . . . . . . . . . . . . . . . . . 69
3.11 Explizites PIC-Verfahren, Vergleich der Elektronentemperatur aus
zwei La¨ufen mit und ohne a¨ußerem elektrischen Feld E0. . . . . . . . 70
3.12 Die sta¨rksten Fourier-Komponenten der Elektronendichte aus Lauf Nr.
256001 (explizites Verfahren) mit Gla¨ttung der Ladungsdichte. . . . . 71
3.13 Die sta¨rksten Fourier-Komponenten der Elektronendichte aus dem
la¨ngeren Lauf Nr. 256772 (explizites Verfahren). . . . . . . . . . . . 73
B.1 Aufteilung des ra¨umlichen Gitters mit Hilfspunkten der benachbarten
Prozessorelemente. . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
B.2 Filter zur Gla¨ttung der Ladungsdichte fu¨r verschiedene Werte des
Gla¨ttungsparameters a . . . . . . . . . . . . . . . . . . . . . . . . . 86
Kapitel 1
Einleitung
Die modifizierte Zweistrominstabilita¨t oder nach ihren Entdeckern auch Farley-Bune-
man-Instabilita¨t (Farley, 1963; Buneman, 1963) ist nach heutigem Wissensstand die
wichtigste Plasmainstabilita¨t in der E-Schicht der Ionospha¨re. Sie tritt sowohl in der
Na¨he des magnetischen ¨Aquators als auch in den hohen geografischen Breiten der
Polarlichtregion auf und beeinflußt bei stark gesto¨rten magnetischen Bedingungen die
Energiebilanz Ionospha¨re–Thermospha¨re. Fu¨r den Funkverkehr ergeben sich direkte
Konsequenzen aus dieser Instabilita¨t.
Die Farley-Buneman-Instabilita¨t entsteht, wenn die Relativgeschwindigkeit zwi-
schen Elektronen und Ionen eine gewisse Schwelle nahe der Ionenschallgeschwindig-
keit u¨berschreitet. Dies ist genau in der E-Schicht der Ionospha¨re der Fall, da dort die
Elektronen magnetisiert sind, wa¨hrend die Ionen stoßdominiert sind und daher fast
keine E ×B-Drift ausfu¨hren. Am ¨Aquator wird das treibende elektrische Feld durch
Dynamoeffekte hervorgerufen, die von der Gezeitenbewegung1 der Atmospha¨re ver-
ursacht werden. In der Polarlichtregion wird das elektrische Feld durch Konvektion in
der Magnetospha¨re verursacht, die vom Sonnenwind getrieben wird, und kann um ein
Mehrfaches sta¨rker sein als am ¨Aquator.
Diese sta¨rkeren Felder fu¨hren dazu, daß die Instabilita¨t eine Aufheizung des Elek-
tronengases bewirkt. In dieser Arbeit werden numerische Modelle vorgestellt, mit de-
nen diese starke Form der Instabilita¨t untersucht werden kann.
Die Arbeit ist wie folgt aufgebaut: Zuna¨chst wird in diesem Kapitel eine kurze
Einfu¨hrung in die Physik der Ionospha¨re gegeben, um die Begriffe fu¨r die folgenden
Kapitel einzufu¨hren. Außerdem wird die Entstehung und Erscheinungsform der Far-
ley-Buneman-Instabilita¨t erla¨utert. Verschiedene numerische Verfahren zur Behand-
lung von Plasmen werden in Kapitel 2 vorgestellt und auf ihre generelle Eignung zur
1Man nennt auch die ta¨gliche thermische Expansionsbewegung der Atmospha¨re Gezeiten, obwohl
sie von der Sonne, nicht vom Mond, getrieben werden.
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2 Kapitel 1. Einleitung
Untersuchung der Farley-Buneman-Instabilita¨t gepru¨ft. Dieses Kapitel nimmt einen
breiten Raum ein, weil in der vero¨ffentlichten Literatur verschiedene Verfahren benutzt
wurden, zum Teil mit numerisch fragwu¨rdigen Ergebnissen. Diejenigen Verfahren, die
von ihren numerischen Eigenschaften her als geeignet erscheinen, werden in Kapitel 3
eingehender betrachtet und auf die Farley-Buneman-Instabilita¨t angewandt.
1.1 Physik der Ionospha¨re
In diesem Abschnitt soll eine kurze Einfu¨hrung in die Teilgebiete der Physik der Io-
nospha¨re gegeben werden, die fu¨r diese Arbeit von Belang sind. Hierbei werden keine
eigenen Ergebnisse dargestellt, sondern nur bekannte Tatsachen in knapper Form wie-
dergeben, um die Begriffe fu¨r die folgenden Kapitel einzufu¨hren. Ausfu¨hrliche Dar-
stellungen findet man z. B. bei Kelley (1989) oder Hargreaves (1992).
1.1.1 Zur Geschichte
Bereits seit dem Beginn der Neuzeit beobachteten Seefahrer, daß die Nadeln der Ma-
gnetkompasse in der Na¨he des ¨Aquators leicht mit der Tageszeit variierten. 1839 ver-
mutete F. Gauss, daß diese Schwankungen von der Gegenwart starker Stro¨me in der
Atmospha¨re hervorgerufen werden. B. Stewart schlug 1882 als Erkla¨rung vor, daß die-
se Stro¨me von einem von der Sonne getriebenen Dynamo in einer ionisierten Schicht
der oberen Atmospha¨re hervorgerufen werden. Auf gro¨ßeres Interesse stieß die Erfor-
schung der Ionospha¨re mit der ¨Ubertragung eines Funksignals von England nach Neu-
fundland durch G. Marconi 1901. Ein Jahr spa¨ter erkla¨rten A. Kennelley und O. Heavi-
side unabha¨ngig voneinander diese u¨berraschend große Reichweite mit der Reflexion
des Signals an einer Schicht ionisierter Teilchen in 100 km Ho¨he.
Mit der Verbreitung des Rundfunks in den ersten beiden Jahrzehnten dieses Jahr-
hunderts begannen die Versuche, die Ionospha¨re genauer zu erforschen. In den zwan-
ziger Jahren zeigten Appleton und Barnes, daß Radiowellen an einer elektrisch aktiven
Schicht in 100 km Ho¨he reflektiert werden, die sie E-Schicht nannten (E fu¨r elektrisch).
Spa¨ter konnte Appleton mit Interferenzverfahren zeigen, daß es unter- und oberhalb
dieser Schicht weitere elektrisch aktive Schichten gab, die er dann alphabetisch D-
bzw. F-Schicht nannte (siehe auch Abb. 1.3). Appleton erhielt 1947 den Nobelpreis
fu¨r Physik fu¨r diese Entdeckungen.
In den zwanziger Jahren wurden auch die ersten Versuche unternommen, die fun-
damentalen physikalischen Prozesse in der Ionospha¨re zu verstehen und die Elektro-
nendichte als Funktion der Ho¨he zu bestimmen. Pedersen (1927) und Chapman (1931)
erkla¨rten, daß diese Schichten durch die ultraviolette Strahlung der Sonne gebildet
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werden. Zu dieser Zeit glaubten Chapman, Pedersen und andere fa¨lschlicherweise,
daß u¨berwiegend negativ geladene Ionen fu¨r die Effekte in der Ionospha¨re verantwort-
lich seien. Es dauerte bis in die vierziger Jahre (Bates und Massey, 1946; Bates, 1994;
Fukushima, 1994), diesen Irrtum aufzukla¨ren.
Einen hervorragenden geschichtlichen ¨Uberblick, der natu¨rlich sowohl ein gro¨ße-
res Gebiet der Physik des erdnahen Weltraumes umfaßt als auch viel tiefer in die De-
tails vordringt, als es hier mo¨glich ist, findet man in der Sammlung von Vero¨ffentli-
chungen zum 75. Jahrestag der American Geophysical Union (AGU) von Bates (1994);
Fukushima (1994); Friedman (1994); Parker (1994); Simpson (1994); Sonett (1994);
Dungey (1994); Axford (1994).
Die heutige Beobachtung der Ionospha¨re geschieht auf drei verschiedene Weisen:
1. Bodengebunden, mittels aktiver (Radar, Lidar) oder passiver (Riometer, Kameras)
Techniken. Diese Verfahren wurden seit den zwanziger Jahren kontinuierlich weiter-
entwickelt und erlauben heute eine routinema¨ßige Beobachtung vieler Gro¨ßen in der
Ionospha¨re. 2. Weltraumgestu¨tzt von Satelliten aus. In den tieferen Schichten der Io-
nospha¨re, bis etwa 200 km Ho¨he, ist der Luftwiderstand zu groß, um dort Satelliten
auf einer dauerhaften Umlaufbahn zu halten. Die Beobachtung dieser Schichten ist
also auch von Satelliten nur aus der Ferne mo¨glich, wa¨hrend die ho¨heren Schichten
der Ionospha¨re und die Magnetospha¨re von mehreren Satelliten kontinuierlich beob-
achtet werden. 3. In-situ mit Sonden auf ballistischen Raketen. Diese Raketenkampa-
gnen liefern zwar nur Momentaufnahmen der Ionospha¨re, sind aber unerla¨ßlich, um
die tieferen Schichten der Ionospha¨re mit hoher Ortsauflo¨sung zu beobachten.
1.1.2 Aufbau der Atmospha¨re
Schichtstruktur
Es gibt verschiedene Mo¨glichkeiten, die Atmospha¨re der Erde in einzelne Bereiche
aufzuteilen (siehe Abb. 1.1). Anhand verschiedener Eigenschaften der Atmospha¨re
gelangt man zu folgenden Einteilungen:
• Temperatur: Dies ist die gela¨ufigste Einteilung. Die verschiedenen Schichten der
unteren und mittleren Atmospha¨re sind hier nicht relevant, es sei nur erwa¨hnt,
daß sich die Farley-Buneman-Instabilita¨t sich in der unteren Thermospha¨re in
90 - 120 km Ho¨he, also direkt u¨ber der Mesopause, der ka¨ltesten Schicht der
Atmospha¨re, ergibt.
• Zusammensetzung: Bis zur Turbopause in etwa 100 km Ho¨he ist die Atmospha¨re
turbulent durchmischt, so daß die Zusammensetzung im Wesentlichen der Luft
in Bodenna¨he entspricht. Oberhalb der Turbopause nimmt die Konzentration an
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Abbildung 1.1: Schichtstruktur der Atmospha¨re und deren Nomenklatur. Die Temperatur ent-
stammt dem MSIS-E-90 - Modell der Atmospha¨re (Labitzke et al., 1985; Hedin, 1991), die
Elektronendichte der internationalen Referenzionospha¨re IRI (Bilitza, 1990), jeweils fu¨r den 1.
April 1997, 70◦ Nord, 0◦ West, 12 Uhr UT.
atomarem Sauerstoff immer weiter zu, so daß in ca. 125 km Ho¨he die Konzen-
trationen von O2 und O gleich groß sind. In gro¨ßeren Ho¨hen u¨berwiegt dann der
atomare Sauerstoff (siehe Abb. 1.2).
• Ionisation: In der unteren und mittleren Atmospha¨re ist die Elektronendichte
verschwindend gering, zum einen weil die ionisierende Strahlung der Sonne
bereits gro¨ßtenteils in ho¨heren Schichten absorbiert wurde, zum anderen weil
das dichtere Gas eine schnellere Rekombination der Ionen bewirkt. Zu gro¨ßeren
Ho¨hen steigt der Ionisierungsgrad an, bis die Elektronendichte in der F-Schicht
in 200 - 300 km Ho¨he ein Maximum erreicht. Daru¨ber hinaus nimmt der Ioni-
sierungsgrad weiterhin zu, aufgrund der exponentiellen Abnahme der Gesamt-
dichte nimmt die Elektronendichte jedoch wieder ab.
Auf die Chemie der Atmospha¨re soll hier nicht weiter eingegangen werden, die
Aufza¨hlung der verschiedenen Reaktionen wu¨rde den Rahmen dieser Arbeit sprengen.
Ausfu¨hrliche Darstellungen findet man z. B. bei Hargreaves (1992) oder Dieminger
et al. (1996). Fu¨r die Modellierung der Farley-Buneman-Instabilita¨t ist allerdings die
Kenntnis der Neutralgas- und Ionenzusammensetzung der E-Schicht von Bedeutung,
da bei dem geringen Ionisierungsgrad des Plasmas Sto¨ße der geladenen Teilchen un-
tereinander vernachla¨ssigt werden ko¨nnen und nur die Sto¨ße der geladenen Teilchen
mit dem Neutralgas zu beru¨cksichtigen sind.
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Abbildung 1.2: Neutralgaskomposition der oberen Atmospha¨re (aus Hargreaves, 1992).
Wie man aus Abb. 1.2 ersieht, herrschen bis in eine Ho¨he von gut 150 km mo-
lekularer Stickstoff und Sauerstoff vor, mit Beimengungen anderer Spurengase. Zur
Modellierung der Farley-Buneman-Instabilita¨t in dieser Ho¨he ist es also ausreichend,
diese beiden Gase als Stoßpartner zu verwenden. In gro¨ßeren Ho¨hen mu¨ßte man auch
noch molekularen Sauerstoff in das Modell mit einbeziehen. Das numerische Modell
der Sto¨ße, welches in Abschnitt 2.4 vorgestellt wird, la¨ßt sich problemlos auf weitere
Gase erweitern, sofern die experimentell zu bestimmenden energieabha¨ngigen Stoß-
querschnitte vorliegen.
Ionospha¨re
Der ionisierte Teil der Atmospha¨re, die Ionospha¨re, entha¨lt eine signifikante Anzahl
von freien Elektronen und positiven Ionen. In niedrigen Ho¨hen unterhalb von 90 km
gibt es noch einen kleinen Anteil an negativ geladenen Ionen. Die Ionospha¨re ist quasi-
neutral, d. h. in einem gegebenen Volumen befinden sich im Mittel gleichviel positive
und negative Ladungen. Obwohl die Ionospha¨re nur schwach ionisiert ist – der Ioni-
sierungsgrad betra¨gt in 100 km Ho¨he etwa 10−7 – bestimmen die geladenen Teilchen
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Abbildung 1.3: Typische Elektronendichte in mittleren Breiten als Funktion der Ho¨he (nach
W. Swider, zitiert aus Hargreaves, 1992)
die elektrischen Eigenschaften und damit die meisten der physikalischen Prozesse in
der Ionospha¨re.
Wie in Abschnitt 1.1.1 bereits erwa¨hnt, wird die Ionospha¨re noch weiter in Schich-
ten unterteilt, die historisch bedingt D- E- und F-Schicht genannt werden (Abb. 1.3).
Die E-Schicht zeichnet sich dadurch aus, daß in ihr sowohl am ¨Aquator als auch in
polaren Breiten große Stro¨me fließen ko¨nnen. Diese Hall-Stro¨me, die durch ein a¨uße-
res elektrisches Feld angetrieben werden, ko¨nnen nur in der E-Schicht fließen, da in
tieferen Schichten sowohl die Elektronen als auch die Ionen durch Sto¨ße mit dem Neu-
tralgas an der E ×B-Drift gehindert werden, wa¨hrend sich in ho¨heren Schichten bei-
de Teilchensorten magnetisiert sind und die gleiche E×B-Driftbewegung ausfu¨hren,
woraus sich netto kein Strom ergibt. Wegen der unterschiedlichen Gyrations- und Stoß-
frequenzen liegt der ¨Ubergang von dem stoßdominierten zum magnetisierten Bereich
fu¨r Elektronen in etwa 90 km Ho¨he und fu¨r Ionen bei etwa 125 km. Diese beiden
¨Ubergangszonen bilden die Ra¨nder der E-Schicht.
Die Ionospha¨re zeigt ein weites Spektrum von Irregularita¨ten, d. h. Schwankungen
der Elektronendichte. Es wu¨rde hier zu weit fu¨hren, all die verschiedenen Effekte auf-
zulisten, die hierzu beitragen. Im folgenden Abschnitt wird nur die modifizierte Zwei-
strominstabilita¨t, nach ihren Entdeckern auch Farley-Buneman-Instabilita¨t genannt, als
wichtigste Plasmainstabilita¨t der Ionospha¨re betrachtet.
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1.2 Farley-Buneman-Instabilita¨t
In diesem Abschnitt werden die bisherigen Kenntnisse der Farley-Buneman-Instabil-
ita¨t zusammengefaßt, aus denen sich dann die offenen Fragen ergeben, die in dieser
Arbeit untersucht werden sollen. Diese Darstellung ist keinesfalls vollsta¨ndig, viel-
mehr sollen hier nur diejenigen Aspekte beschrieben werden, die fu¨r die vorliegende
Arbeit von Belang sind. Fu¨r eine umfassendere Darstellung siehe z. B. Farley (1985)
oder Fejer und Kelley (1980).
1.2.1 Zur Geschichte
Hier soll nur ein kurzer Einblick gegeben werden, Schlegel (1990) beschreibt die hi-
storische Entwicklung ausfu¨hrlich, besonders im Hinblick auf Beobachtungen. Eine
ausfu¨hrliche Darstellung der Geschichte der experimentellen Untersuchung der Far-
ley-Buneman-Instabilita¨t, die die verschiedenen Radareinrichtungen und Raketenkam-
pagnen mit ihren jeweiligen Vor- und Nachteilen beschreibt, findet man auch in einem
¨Ubersichtsartikel von Sahr und Fejer (1996).
Die ersten Beobachtungen, die – wie man heute weiß – auf die Farley-Buneman-
Instabilita¨t zuru¨ckzufu¨hren sind, stammen von Appleton et al. (1937) und Harang und
Stoffregen (1940). Diese Autoren beschrieben die Ru¨ckstreuung von Radiowellen im
HF- und VHF-Bereich an Strukturen, die offenbar im Zusammenhang mit sichtba-
ren Polarlichtern standen. Im englischen Sprachgebrauch wird diese Erscheinung mit
”
radio aurora“ bezeichnet, im Deutschen wird die etwas unglu¨ckliche ¨Ubersetzung
”
Radiopolarlicht“ verwendet.
Funkamateure erkannten schnell, daß sich dieser Effekt dazu eignet, u¨bergroße
Reichweiten bei der Meterwellenkommunikation zu erreichen (Moore, 1951), auch bei
der Nachrichtenu¨bertragung im 2. Weltkrieg spielte er eine große Rolle (vgl. Lange-
Hesse, 1968). Gezielte Forschung auf diesem Gebiet brachte in den fu¨nfziger Jahren
drei wichtige Ergebnisse (Moore, 1951; Dyce, 1955):
• die Ru¨ckstreuung der Radiowellen tritt nur wa¨hrend geomagnetisch gesto¨rter
Bedingungen auf
• die Ru¨ckstreuung ist nur dann mo¨glich, wenn die Ausbreitungsrichtung der Wel-
len einen Winkel von etwa 90◦ mit dem Erdmagnetfeld bildet
• die Ru¨ckstreuzentren befinden sich in etwa 110 km Ho¨he
Selbst bei geringer Abweichung von der Senkrechten, auch Aspektwinkelbedin-
gung genannt, verringerte sich die Ru¨ckstreuleistung um mehr als eine Gro¨ßenord-
nung. Es wurde deutlich, daß die Ru¨ckstreuung nicht einfach eine Totalreflektion an
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vertikalen Ionisationsfla¨chen (Lovell et al., 1947) war, die – wie das sichtbare Polar-
licht – durch einfallende energiereiche Teilchen verursacht werden, sondern tatsa¨chlich
eine Streuung an Strukturen, deren Wellenla¨nge die halbe Wellenla¨nge der Radiosigna-
le betrug (Booker, 1956). In den sechziger Jahren wurde herausgefunden, daß diese
Strukturen, die die Ru¨ckstreuung bewirken, durch eine Plasmainstabilita¨t hervorgeru-
fen werden (Leadabrand et al., 1965; Unwin und Knox, 1968).
Grundlage zu dieser Erkenntnis waren Arbeiten von Farley (1963) und Buneman
(1963), denen es gelang, diese Plasmainstabilita¨t theoretisch zu beschreiben und ei-
ne Dispersionsrelation aufzustellen. Von der Zweistrominstabilita¨t ausgehend, die fu¨r
stoßfreie Plasmen bereits recht gut erforscht war (Penrose, 1960), konnten sie zei-
gen, daß die Anwesenheit eines Magnetfeldes und die Sto¨ße der Elektronen und Ionen
mit den Neutralgasteilchen vo¨llig andere Effekte hervorrief. Die Relativgeschwindig-
keit vd zwischen Elektronengas und Ionengas muß nur knapp u¨ber der Ionenschallge-
schwindigkeit liegen, um diese Instabilita¨t anzuregen. Diese spezielle Form der Zwei-
strominstabilita¨t wird deshalb
”
modifizierte Zweistrominstabilita¨t“ oder auch
”
Farley-
Buneman-Instabilita¨t“ genannt. Damit war auch gekla¨rt, warum die Erscheinung des
Radiopolarlichts erst ab einem Mindestwert der geomagnetischen Unruhe auftritt: Ein
Schwellenwert der Relativgeschwindigkeit vd muß u¨berschritten sein, die Geschwin-
digkeit ha¨ngt aber von der geomagnetischen Unruhe ab.
¨Ahnliche Ergebnisse fu¨r die Ru¨ckstreuung von Radiowellen wurden auch am geo-
magnetischen ¨Aquator gefunden (z. B. Bowles et al., 1960). Auch dort gilt die Aspekt-
winkelbedingung, d. h. der Wellenvektor muß senkrecht zum Erdmagnetfeld stehen.
Die Ru¨ckstreuung tritt am ¨Aquator allerdings praktisch unabha¨ngig von geomagneti-
schen Sto¨rungen auf. Dies liegt in einem anderen Anregungsmechanismus der Instabi-
lita¨t begru¨ndet. Die prima¨re Ursache ist hier der sogenannte
”
a¨quatoriale Elektrojet“,
der durch Polarisationsfelder angetrieben wird, die durch die Dynamowirkung des glo-
balen Windsystems verursacht werden (siehe z. B. Untiedt, 1967).
In den siebziger Jahren wurde die Abha¨ngigkeit der ru¨ckgestreuten Leistung von
Gro¨ßen wie dem Aspektwinkel, der Richtung der Relativgeschwindigkeit vˆd oder der
Wellenla¨nge der Radiosignale weiter systematisch untersucht. Gleichzeitig fand ei-
ne weitere Meßgro¨ße zunehmende Beachtung, na¨mlich die Doppler-Verschiebung des
ru¨ckgestreuten Signals, die als Phasengeschwindigkeit der instabilen Wellen inter-
pretiert wurde. Dies fu¨hrte vom eigentlichen Studium der Farley-Buneman-Instabil-
ita¨t weg zu einer Anwendung des Effekts zur geophysikalischen Diagnostik. Ausge-
hend von der vereinfachten Dispersionsrelation (1.1) ergibt sich, daß die gemesse-
ne Doppler-Verschiebung direkt proportional zur Relativgeschwindigkeit vd zwischen
Elektronen und Ionen ist. Diese Geschwindigkeit ist aber ein direktes Maß fu¨r die in
der E-Schicht herrschenden elektrischen Felder. Auf diese Weise konnte das Versta¨nd-
nis der Magnetospha¨ren-Ionospha¨ren-Kopplung deutlich vertieft werden (z. B. Baum-
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johann et al., 1980).
Ein neuer Gesichtspunkt in der Erforschung der Farley-Buneman-Instabilita¨t er-
gab sich ab 1980 mit der Entdeckung einer unbekannten Wa¨rmequelle in der polaren
E-Schicht. Schlegel et al. (1980) und Schlegel und St.-Maurice (1981) hatten mit Hilfe
der incoherent scatter Anlage in Chatanika/Alaska gefunden, daß die Elektronentem-
peratur im Bereich zwischen 110 und 115 km Ho¨he stark zunimmt, wenn die elektri-
schen Felder einen bestimmten Wert u¨berschreiten. St.-Maurice et al. (1981) konnten
diese Aufheizung eindeutig auf die Farley-Buneman-Instabilita¨t zuru¨ckfu¨hren. Durch
eine nichtlineare Welle-Teilchen-Wechselwirkung geben die instabilen Wellen Energie
an das Elektronengas ab.
Diese Aufheizung der Elektronen soll in der vorliegenden Arbeit mit numerischen
Modellen weiter untersucht werden. Hierzu ist es zuna¨chst notwendig, ein geeigne-
tes Modell zu finden, welches die nichtlinearen Wechselwirkungen beschreiben kann.
Oppenheim et al. (1995) haben ein numerisches Modell fu¨r die Farley-Buneman-In-
stabilita¨t im a¨quatorialen Elektrojet vorgestellt, das allerdings keine Aufheizung der
Elektronen vorsieht. Fu¨r die schwa¨cheren elektrischen Felder2 am ¨Aquator ist das aus-
reichend, dort ist keine erho¨hte Elektronentemperatur beobachtet worden. Leider la¨ßt
sich dies Modell nicht auf die polare E-Schicht u¨bertragen. Verschiedene Mo¨glichkei-
ten der Modellierung eines Plasmas werden in Kap. 2 vorgestellt und auf ihre Eignung
zur Untersuchung der Elektronenheizung hin untersucht.
1.2.2 Theorie
Die Farley-Buneman-Instabilita¨t ist eine sogenannte Mikroinstabilita¨t, d. h. sie kann
u¨ber die Verteilungsfunktion des Plasmas beschrieben werden. Der Name
”
Zweistrom-
instabilita¨t“ bezeichnet die Ursache: Zwei Plasmakomponenten mu¨ssen relativ zuein-
ander stro¨men, hier sind dies die Elektronen mit der E×B-Driftgeschwindigkeit und
die Ionen in Ruhe relativ zum Neutralgas.
Wenn wir annehmen, daß beide Plasmakomponenten relativ zueinander ruhen, so
daß nur die thermischen Bewegungen der Teilchen vorhanden sind (Abb. 1.4, links),
kann das Plasma mit einer Verteilungsfunktion beschrieben werden, die sich aus einer
schmalen Maxwell-Verteilung der Ionen und, wegen der geringeren Masse, einer brei-
ten Maxwell-Verteilung der Elektronen zusammensetzt. Die Dichteverteilung im Plas-
ma ist weder zeitlich noch ra¨umlich konstant, es finden vielmehr sta¨ndig thermische
Fluktuationen statt, die man als elektrostatische Wellen ansehen kann. Diese Wellen
stehen mit den Teilchen in sta¨ndiger Wechselwirkung. Einer Teilchengeschwindigkeit
v0 entsprechen dabei Wellen der Frequenz ω0 = k · v0. Teilchen mit einer Geschwin-
2Die physikalischen Parameter der E-Schicht am ¨Aquator und in polaren Breiten sind in Anhang A
zusammengefaßt.
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Abbildung 1.4: Schematische Darstellung der Verteilungsfunktion im ruhenden Plasma (links)
und im Fall einer Drift vd zwischen Elektronen (e) und Ionen (i)
digkeit v > v0 liefern Energie in diese Wellen, solche mit v < v0 entziehen ihnen
Energie. Bei monoton abnehmender Verteilungsfunktion gibt es in der Umgebung von
v0 immer mehr Teilchen mit v < v0 als solche mit v > v0. Insgesamt wird den Wellen
mehr Energie entzogen als zugefu¨hrt. Die Wellen ko¨nnen also nicht anwachsen, das
Plasma bleibt stabil.
Eine andere Situation ergibt sich bei einer hinreichend großen relativen Geschwin-
digkeit zwischen Ionen und Elektronen (Abb. 1.4, rechts). In diesem Fall gibt es einen
Geschwindigkeitsbereich, in dem die Verteilungsfunktion ansteigt. Es gibt in der Um-
gebung von v0 also mehr Teilchen mit v > v0 als mit v < v0. Den Wellen wird
insgesamt mehr Energie zugefu¨hrt als entzogen, sie wachsen an und das Plasma wird
instabil.
Die Farley-Buneman-Instabilita¨t ist eine spezielle Form der allgemeinen Zwei-
strominstabilita¨t. Bei letzterer muß die Driftgeschwindigkeit vd in der Gro¨ßenordnung
der thermischen Geschwindigkeit der Elektronen liegen, damit die Instabilita¨t ange-
regt wird. Ist jedoch ein Magnetfeld vorhanden, das senkrecht zur Driftrichtung liegt,
so liegt der Schwellwert von vd in der Na¨he der Ionenschallgeschwindigkeit. Dieser
Fall liegt bei der Farley-Buneman-Instabilita¨t vor. Er kommt dadurch zustande, daß
die Elektronen sich nur la¨ngs der Magnetfeldlinien frei bewegen ko¨nnen, wa¨hrend
sie senkrecht dazu Gyrationsbewegungen ausfu¨hren. Die relative Driftgeschwindigkeit
zwischen Elektronen und Ionen ergibt sich aus dem unterschiedlichen Stoßverhalten:
Die Elektronen vollenden oberhalb von 75 km mehrere Gyrationen, bevor sie mit ei-
nem Neutralgasteilchen zusammenstoßen. Ihre Gyrationsfrequenz Ωe ist groß gegen
die Stoßfrequenz νe, sie sind
”
magnetisiert“. Anders hingegen die Ionen: Fu¨r sie gilt
Ωi = νi in einer Ho¨he von etwa 125 km. Da die Stoßzahl proportional zur Dichte ist,
nimmt νi zu niedrigeren Ho¨hen hin zu, im Bereich der E-Schicht sind die Ionen also
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Abbildung 1.5: Koordinatensystem zur Beschreibung der Farley-Buneman-Instabilita¨t.B ist
das Erdmagnetfeld, E0 das in der Magnetospha¨re erzeugte a¨ußere elektrische Feld, vD ist die
Driftgeschwindigkeit der Elektronen.
stoßdominiert und folgen der Bewegung des Neutralgases. Ein a¨ußeres elektrisches
Feld senkrecht zum Magnetfeld kann daher die Elektronen ungehindert beschleuni-
gen, die Ionen bleiben aber mit dem Neutralgas in Ruhe, eine relative Drift bildet sich.
In der polaren Ionospha¨re steht das Magnetfeld fast senkrecht zur Erdoberfla¨che, ein
elektrisches Feld wird durch die magnetospha¨rische Konvektion meist in Nord-Su¨d-
Richtung wirksam, die relative Driftgeschwindigkeit bildet sich in Ost-West-Richtung
aus. Wie man sieht, stellt sie einen Hall-Strom dar, den sogenannten
”
polaren Elektro-
jet“.
Die Farley-Buneman-Instabilita¨t wird nur in einem recht schmalem Ho¨henbereich
von 100 - 120 km beobachtet. Oberhalb dieser Schicht nimmt die relative Drift-
geschwindigkeit exponentiell ab, da auch die Ionen mit zunehmender Ho¨he immer
sta¨rker magnetisiert werden. Oberhalb von 160 km driften beide Plasmakomponenten
praktisch gleich schnell in die gleiche Richtung. Unterhalb 100 km nimmt die Ionisie-
rung stark ab, so daß dort der
”
Tra¨ger“ der Instabilita¨t verschwindet.
Da die Schwerkraft keinen nennenswerten Einfluß auf so kleinskalige Pha¨nome-
ne wie die Farley-Buneman-Instabilita¨t hat, ist es sinnvoller, statt der Richtung der
Schwerkraft die Richtung des Erdmagnetfeldes als ausgezeichnete Richtung im Ko-
ordinatensystem zu verwenden (vgl. Abb. 1.5). Die Ebene, in der sich die Instabilita¨t
entwickelt, liegt dann in der x− y - Ebene, und nicht schief im Koordinatensystem.
Lineare Zweiflu¨ssigkeitstheorie
Reduziert man die Zweiflu¨ssigkeitsgleichungen unter Vernachla¨ssigung des Dichte-
gradienten auf eine Dimension parallel zur Driftrichtung der Elektronen und fu¨hrt eine
Fouriertransformation durch, so erha¨lt man folgende Dispersionsrelation (vgl. z. B.
Oppenheim, 1995):
(ω2 + iωνi − C
2
sk
2)− ivdΩiκk +
me
mi
νe(1− κ
2)iω = 0 (1.1)
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Hierbei bezeichnen Cs =
√
(Ti + Te)/mi die Ionenschallgeschwindigkeit, vd die
Driftgeschwindigkeit der Elektronen, κ = Ωe/νe den Hall-Koeffizienten der Elektro-
nen, Ω die Gyrationsfrequenz, ν die Stoßfrequenz. Diese Dispersionsrelation la¨ßt sich
nach der komplexen Frequenz ω lo¨sen, wenn man voraussetzt, daß die Wachstumsrate
ℑ(ω) klein gegenu¨ber der Frequenz ℜ(ω) und der Stoßfrequenz νe ist und außerdem
κ≫ 1 ist:
ℜ(ω) =
vdk
1 + Ψ0
(1.2a)
ℑ(ω) =
ℜ(ω)− C2sk
2
νi(1 + Ψ
−1
0 )
(1.2b)
Ψ0 =
νeνi
ΩeΩi
(1.2c)
Die Instabilita¨t entsteht, wenn der Imagina¨rteil der Frequenz gro¨ßer ist als Null. Dies
ist der Fall, wenn die Driftgeschwindigkeit gro¨ßer ist als die Ionenschallgeschwindig-
keit multipliziert mit einem Faktor der Gro¨ßenordnung eins:
ℑ(ω) > 0 ⇒ vd > Cs(1 + Ψ0). (1.3)
Aus der linearisierten Zweiflu¨ssigkeitstheorie resultiert eine Wachstumsrate der Insta-
bilita¨t, die zu kleinen Wellenla¨ngen hin unbegrenzt ansteigt. Dies unphysikalische Er-
gebnis ru¨hrt daher, daß eine Flu¨ssigkeitsbeschreibung nur fu¨r Wellenla¨ngen, die gro¨ßer
sind als die kinetischen La¨ngen wie mittlere freie Wegla¨nge λm ≈ 0.57m, Debyela¨nge
λD = 2.4mm oder Gyrationsradius rL ≈ 14mm, gerechtfertigt ist. Der Gu¨ltigkeits-
bereich der Zweiflu¨ssigkeitstheorie ist also u¨berschritten, es ist daher notwendig, eine
kinetische Dispersionsrelation aufzustellen.
Lineare kinetische Theorie
Die erste kinetische Theorie der Farley-Buneman-Instabilita¨t stammt von Farley
(1963). Schmidt und Gary (1973) erweiterten diese Theorie und bestimmten Wachs-
tumsraten. Da diese Rechnungen und die Wachstumsraten fu¨r die Wahl der numeri-
schen Modelle von Bedeutung sind, soll diese Theorie hier kurz wiedergegeben wer-
den.
Da die kinetische Dispersionsrelation fu¨r die Bestimmung der Gro¨ße des Simula-
tionsgebiets in Kap. 2 von ausschlaggebender Bedeutung ist, soll hier kurz die Her-
leitung von Farley in der Notation dieser Arbeit vorgestellt werden. Anders als in der
Originalarbeit ist hier vereinfachend vorausgesetzt, daß sich die Wellen in Driftrich-
tung ausbreiten, k‖vD.
Die Stromdichte j in einem Plasma folgt Ohms Gesetz:
j = σ ·E (1.4a)
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Hierbei bezeichnet E das elektrische Feld. Die Strom- und Ladungsdichte mu¨ssen
außerdem die Kontinuita¨tsgleichung und die Poissongleichung erfu¨llen.
∇ · j + ρ˙ = 0 (1.4b)
∇ ·E = ρ/ε0 (1.4c)
Aus den Gleichungen (1.4) kann man j und ρ eliminieren:
∇(σ ·E) + ε0∇ · E˙ = 0 (1.5)
E sei proportional zu exp[i(ωt − k · x)] mit reellem k und komplexem ω. Der Ein-
fachheit halber sei das Koordinatensystem so gewa¨hlt, daß k = (0, 0, k), dann ist fu¨r
longitudinale Wellen auch E = (0, 0, E). Gleichung (1.5) wird damit zu
σxxE + iωε0E = 0 (1.6)
wenn man σ(ω, k) als ra¨umlich konstant voraussetzt. Um nichttriviale Lo¨sungen E 6=
0 zu erhalten, muß gelten
σxx + iωε0 = 0 (1.7)
Um die Dispersionsrelation zu erhalten, muß man also lediglich die longitudinale
Komponente des Leitfa¨higkeitstensors bestimmen.
Hierzu beginnt man mit der Verteilungsfunktion der verschiedenen geladenen Teil-
chen. Diese la¨ßt sich durch die Boltzmanngleichung beschreiben. Fu¨r ein schwach io-
nisiertes Plasma kann man den Stoßterm recht gut mit dem BGK-Stoßterm (Bhatnagar
et al., 1954) na¨hern:
∂f
∂t
+ v ·
∂f
∂x
+
q
m
E ·
∂f
∂v
= −ν
(
f −
n
n0
f0
)
(1.8)
Hierbei ist f = f(v,x, t) die zeitabha¨ngige Verteilungsfunktion, f0 = f0(v) die
anfa¨ngliche homogene Verteilungsfunktion, n = n(x) die Teilchendichte und n0
die anfa¨ngliche isotrope Teilchendichte. Zur Linearisierung zerlegt man f in f =
f0(v) + f1(v,x, t) + O(2), wobei die Terme zweiter und ho¨herer Ordnung ver-
nachla¨ssigt werden. Mit einem ebene-Welle-Ansatz, f1 ∝ exp[i(ωt − k · x)] erha¨lt
man
i(ω − k · v)f1 +
q
m
E ·
∂f0
∂v
+
q
m
(v ×B0) ·
∂f1
∂v
= −ν
(
f −
n1
n0
f0
)
, (1.9)
wobei n0 und n1 die Teilchendichten zu f0 und f1 nach der Definition
n(x, t) =
∫
v
f(x,v, t)d3v (1.10)
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sind. Nachdem man f1 gefunden hat, bestimmt man die Stromdichte der einzelnen
Teilchensorten nach
j = q
∫
v
vf1 d
3v (1.11)
und erha¨lt aus Gleichung (1.4a) die Komponenten des Leitfa¨higkeitstensors. Dieser
Schritt ist mathematisch recht mu¨hsam, weswegen hier nur das Ergebnis zitiert werden
soll: Nimmt man fu¨r f0 eine Maxwellverteilung
f0(v) = (2pikBT/m)
3/2n0 exp(−mv
2/2kBT ) (1.12)
an, ergibt sich folgende Dispersionsrelation:
ye(θe − ζe, ψe, φe) +
Te
Ti
yi(θi, ψi, φi) + iλ
2
Dk
2 = 0 (1.13)
Hierbei steht y fu¨r
y =
(θ − iψ)J + i
1− ψJ
(1.14)
mit
J(θ − iψ, φ) =
∫ ∞
0
exp[−i(θ− iψ)t− φ−2 sin2(φt/2)]dt (1.15)
Die Gro¨ßen θ, φ, ψ und ζ sind die normierte Schwingungsfrequenz ω, Gyrationsfre-
quenz Ω, Stoßfrequenz ν und Driftgeschwindigkeit vd:
θ =
ω
k
v−1th ∼
Phasengeschwindigkeit
thermische Geschwindigkeit
(1.16a)
φ =
Ω
k
v−1th ∼
Wellenla¨nge / 2pi
Larmorradius
(1.16b)
ψ =
ν
k
v−1th ∼
Wellenla¨nge / 2pi
freie Wegla¨nge
(1.16c)
ζ = vdv
−1
th ∼
Driftgeschwindigkeit
thermische Geschwindigkeit
(1.16d)
mit der jeweils entsprechenden thermischen Geschwindigkeit vth. Dieser noch eher
unhandliche Ausdruck fu¨r die Dispersionsrelation la¨ßt sich weiter vereinfachen. Da
die Ionen stoßdominiert sind, gilt ν ≫ Ω⇔ ψ ≫ φ. Damit la¨ßt sich Glg. (1.14) durch
die Plasmadispersionsfunktion Z (siehe z. B. Fried und Conte, 1961) ausdru¨cken:
yi = −
1
2
Z ′(βi)
ψ Z(βi)− i
, Z ′(β) =
dZ
dβ
(1.17)
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mit βi = −θi + iψi. Eine andere Na¨herung ist fu¨r die Elektronen mo¨glich, hier gilt
φ ≫ 1 und φ ≫ ψ, d. h. der Larmorradius ist klein gegenu¨ber der Wellenla¨nge und
der freien Wegla¨nge. Dann gilt
ye =
i
2φ2e
θe − ζe − iψe
θe − ζe − iψe/2φ2e
(1.18)
Setzt man nun die Na¨herungen (1.17) und (1.18) in die Dispersionsrelation (1.13) ein,
so erha¨lt man folgende kinetische Dispersionsrelation der Farley-Buneman-Instabili-
ta¨t:
ω2pe(1 + i(ω − vdk)/νe)
v2th,ek
2 + 2iκ2νe(ω − vdk)
−
Te
Ti
ωpiZ ′(
−ω+iνi
vth,ik
)
2ivth,iνikZ(
−ω+iνi
vth,ik
) + 2v2th,ik
2
+ 1 = 0 (1.19)
Numerische Lo¨sungen dieser Dispersionsrelation werden in Abschnitt 2.1 vorgestellt.
1.2.3 Fru¨here Simulationsrechnungen
Man ko¨nnte vermuten, daß die neuesten theoretischen Erkenntnisse der Farley-Bu-
neman-Instabilita¨t mit Hilfe von numerischen Resultaten gewonnen wurden. Dies ist
jedoch nicht der Fall, was damit zusammenha¨ngen mag, daß es sich als recht schwierig
erwiesen hat, auf diesem Gebiet verwertbare numerische Resultate zu erzielen.
Die ersten Modellrechnungen der Farley-Buneman-Instabilita¨t wurden Ende der
siebziger Jahre von Newman (1979) und Newman und Ott (1981) durchgefu¨hrt.
Hierbei wurde ein Zweiflu¨ssigkeitsmodell verwendet, bei dem eine erho¨hte, wel-
lenla¨ngenabha¨ngige Viskosita¨t die Landau-Da¨mpfung der Ionen bewirken soll. Wie
Oppenheim (1995) bemerkt hat, hatte allerdings deren Methode zur Lo¨sung der Glei-
chung fu¨r das Potential ein numerisches Problem, das sie nicht lo¨sen konnten. Das
gleiche Problem tritt auch beim impliziten particle-in-cell-Verfahren auf, welches in
dieser Arbeit verwendet wird. Hierauf und wie man das Problem lo¨st wird in Abschnitt
2.3.6 genauer eingegangen. Das wesentliche Resultat ihrer Arbeit war die Feststellung,
daß sich die Richtung der Wellenausbreitung von der Driftrichtung der Elektronen
wegbewegt.
Der erste wirkliche Vorla¨ufer dieser Arbeit in dem Sinne, daß sie zum ersten Mal
ein reines particle-in-cell-Verfahren zur Modellierung der Farley-Buneman-Instabilita¨t
im polaren Elektrojet anwendeten, waren in der Mitte der achtziger Jahre die Rechnun-
gen von Machida und Goertz (1988). Da Schlegel und St.-Maurice (1981) und Nielsen
und Schlegel (1985) in den fru¨hen achtziger Jahren eine Aufheizung der Elektronen
in der E-Schicht in polaren Breiten beobachtet hatten und dies auf die Farley-Bune-
man-Instabilita¨t zuru¨ckfu¨hrten, war es zur Untersuchung dieses Pha¨nomens notwen-
dig, kinetische Effekte der Elektronen zu beru¨cksichtigen. Das Ziel von Machida und
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Goertz war es, zwischen verschiedenen vorgeschlagenen Mechanismen der Elektro-
nenheizung zu unterscheiden. Ihre Ergebnisse besta¨tigten den Mechanismus von Prim-
dahl (1986), Robinson (1986) und Sudan (1983) und standen im Widerspruch zu dem
Erkla¨rungsversuch von Schlegel und St.-Maurice (1981).
Da C. K. Goertz auf so tragische Weise fru¨h verstarb, wurde diese Arbeit leider
nicht fortgesetzt.
Thiemann und Schlegel (1994) fu¨hrten dann diese Rechnungen fort. Deren Re-
sultate haben, wie auch die von Machida und Goertz, das Problem, daß sie sich bei
periodischen Randbedingungen in einem fundamentalen Mode mit den Wellenzah-
len (1, 1) befinden. Dies bedeutet aber, daß die Randbedingungen das Verhalten des
Systems bestimmen, also genau das, was man mit periodischen Randbedingungen ei-
gentlich vermeiden will. Des weiteren beschra¨nken sich sowohl Machida und Goertz
als auch Thiemann und Schlegel auf die vD - B0 - Ebene und ko¨nnen somit den sta¨rk-
sten nichtlinearen Einfluß des δE × B0 - Terms nicht beru¨cksichtigen. Ein weiteres
numerisches Problem dieser Arbeiten liegt in der Wahl der Gitterweite, die zu nume-
rischen Instabilita¨ten fu¨hrt, die letztendlich eine rein numerisch bedingte Aufheizung
des Plasmas bewirken, wie in Abschnitt 2.3.3 noch ausfu¨hrlicher dargestellt wird.
Janhunen (1992) benutzte ein dreidimensionales Zweiflu¨ssigkeitsmodell, um zu
untersuchen, weshalb die Phasengeschwindigkeit der Instabilita¨t gleich der Ionen-
schallgeschwindigkeit Cs =
√
kB(Ti + Ti)/mi ist, unabha¨ngig von der Sta¨rke des
treibenden elektrischen Feldes. Da er eine konstante Elektronentemperatur voraussetzt,
ist es mit diesem Modell nicht mo¨glich, die beobachtete Elektronenheizung und ihren
Einfluß u¨ber die gea¨nderte Ionenschallgeschwindigkeit auf die Instabilita¨t zu beru¨ck-
sichtigen. Janhunen folgert aus seinen Resultaten, daß sich die Wellen nicht exakt
senkrecht zum Magnetfeld (Aspektwinkel 0) ausbreiten. Die Resultate dieses Modells
befinden sich aber in Moden mit sehr niedrigen Wellenzahlen, was die Schlußfolge-
rung des Autors zumindest etwas zweifelhaft erscheinen la¨ßt, da das Verhalten des
Plasmas von den numerischen Randbedingungen diktiert zu sein scheint.
In einer weiteren Arbeit benutzte Janhunen (1994b) ein particle-in-cell-Modell.
Hierbei verwendete er die gleiche Geometrie wie in der vorliegenden Arbeit, ein
zweidimensionales Simulationsgebiet senkrecht zum Erdmagnetfeld mit periodischen
Randbedingungen und drei Geschwindigkeitskomponenten der Teilchen zur Model-
lierung der Sto¨ße. Bei seinen Rechnungen verwendete Janhunen eine Gitterweite von
∆x = ∆y = 1λD , womit er die numerische Instabilita¨t wie bei Machida und Goertz
und Thiemann und Schlegel vermied. Mit einer Gro¨ße von 128× 128λD ist sein Simu-
lationsgebiet allerdings zu klein, um mehrere der nach der linearisierten kinetischen
Dispersionsrelation (1.19) am sta¨rksten instabile Moden zu enthalten. Damit ist auch
die Schlußfolgerung dieser Arbeit, daß sich die Wellen nicht exakt zur Driftrichtung
der Elektronen ausbreiten, in Frage zu stellen, da die Ausbildung der Wellen von den
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periodischen Randbedingungen zu stark beeinflußt werden.
Eine Zusammenfassung des Standes der particle-in-cell - Simulationen der Farley-
Buneman-Instabilita¨t in der E-Schicht der Ionospha¨re vor der hier vorgelegten Arbeit
findet man in dem ¨Ubersichtsartikel von Janhunen (1995).
Die numerischen Probleme, die in den oben erwa¨hnten fru¨heren Arbeiten auftreten,
machen es notwendig, genauer zu untersuchen, auf welche Weise die Farley-Buneman-
Instabilita¨t in der E-Schicht der polaren Ionospha¨re modelliert werden kann. Nur auf
der Grundlage eines soliden numerischen Verfahrens ist es mo¨glich, ein physikalisch
aussagekra¨ftiges Modell zu entwickeln. Diese Suche nach einem neuen, geeigneteren
Modell ist das Hauptziel dieser Arbeit. Verschiedene mo¨gliche Ansa¨tze werden in Ka-
pitel 2 vorgestellt und auf ihre Eignung hin untersucht.
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Kapitel 2
Numerische Verfahren
In diesem Kapitel werden die Anforderungen an ein numerisches Verfahren zur Unter-
suchung der Farley-Buneman-Instabilita¨t analysiert.
In der theoretischen Plasmaphysik gibt es grundsa¨tzlich zwei Mo¨glichkeiten, ein
Plasma mathematisch zu beschreiben: Zum einen kontinuumsmechanisch im Rahmen
der Magnetohydrodynamik, zum anderen kinetisch mittels der Boltzmanngleichung
oder der Vlasovgleichung fu¨r stoßfreie Plasmen. Verschiedene hierauf aufbauende Ver-
fahren der numerischen Behandlung von Plasmen werden im folgenden vorgestellt und
auf ihre Tauglichkeit zur Behandlung der Farley-Buneman-Instabilita¨t untersucht.
Bevor man Modellrechnungen durchfu¨hren kann, mu¨ssen einige ¨Uberlegungen zur
Wahl des geeigneten Modells zur Beschreibung des Plasmas getroffen werden. Die er-
sten beiden Entscheidungen sind (1.) fu¨r jede Teilchensorte im Plasma, ob sie kinetisch
oder kontinuumsmechanisch behandelt werden muß und (2.) ob die vollen Maxwell-
Gleichungen oder eine Vereinfachung davon zu lo¨sen sind. Diese Fragen legen den
Typ der Modellrechnung fest. Des weiteren muß (3.) die Geometrie des Problems fest-
gelegt werden, insbesondere die Anzahl der erforderlichen ra¨umlichen Dimensionen.
Außerdem beno¨tigt man noch (4.) geeignete Anfangsbedingungen und (5.) Randbe-
dingungen fu¨r die Teilchen und Felder.
2.1 Anforderungen
Fu¨r die Wahl des geeigneten Simulationsverfahrens ist es zuna¨chst einmal notwendig,
die wesentlichen physikalischen Einflu¨sse bei der Farley-Buneman-Instabilita¨t heraus-
zustellen, damit die unwesentlichen Effekte vernachla¨ssigt werden ko¨nnen.
Kinetische Effekte der Ionen spielen eine wesentliche Rolle, wie man sieht, wenn
man die eindimensionale Dispersionsrelation betrachtet (Abb. 2.1). Lo¨st man fu¨r das
linearisierte Zweiflu¨ssigkeitsmodell die Dispersionsrelation (1.1), so steigt die Wachs-
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Abbildung 2.1: Lo¨sung der eindimensionalen linearisierten Dispersionsrelation fu¨r |Eext| =
60mV/m, Massenverha¨ltnis mi/me = 55000, Temperatur Te = Ti = 250K.
tumsrate zu kleinen Wellenla¨ngen unbegrenzt an, wa¨hrend aus der kinetischen Di-
spersionsrelation (1.19) eine Instabilita¨t mit einem maximalen Wachstum bei einer
bestimmten Wellenla¨nge λ > 0 folgt.
Die in der linearen kinetischen Theorie am sta¨rksten instabile Wellenla¨nge betra¨gt
je nach Sta¨rke des a¨ußeren elektrischen Feldes etwa 100− 400 Debyela¨ngen, das sind
in der E-Schicht ungefa¨hr 0.25− 1m. Die vertikale Ausdehnung der E-Schicht betra¨gt
einige 10 Kilometer, u¨bersteigt diese Wellenla¨nge also um mehrere Gro¨ßenordnun-
gen, so daß Randeffekte keine Rolle spielen und das Plasma als unendlich ausgedehnt
angenommen werden kann. Da man natu¨rlich nur ein endliches Gebiet numerisch be-
handeln kann, verwendet man periodische Randbedingungen in jeder Raumrichtung.
Hierdurch und durch die Verwendung eines ra¨umlichen Gitters wird das kontinuierli-
che Spektrum von Wellenvektoren eines unendlich ausgedehnten Plasmas auf diskrete
Werte k = 2pii∆x/L eingeschra¨nkt, i la¨uft u¨ber die Gitterpunkte. Dies ist nur dann
zula¨ssig, wenn die diskreten k-Werte im physikalisch bedeutsamen Teil des Spektrums
genu¨gend dicht liegen. Da diese Anforderung schwer zu quantifizieren ist, begnu¨gt
man sich statt dessen mit der direkt anschaulichen Bedingung, daß das Ergebnis der
Modellrechnung sich nicht in einem fundamentalen Mode k = 1 befinden soll. Dies
bedeutet, daß das Simulationsgebiet mehrere Wellenzu¨ge umfassen soll, damit z. B.
nichtlineare Modenkopplungen mo¨glich sind. Eine weitere Bedingung fu¨r die Verwen-
dung von periodischen Randbedingungen ist, daß die Korrelationsla¨ngen der physika-
lischen Gro¨ßen kleiner als die Gro¨ße des Rechengebiets sein mu¨ssen. Diese Korrela-
tionsla¨ngen sind aber a-priori nicht bekannt, so daß man aus dieser Bedingung keine
Abscha¨tzung der erforderlichen Gro¨ße des Rechengebiets gewinnen kann.
Da man bei den Messungen eine Aufheizung der Elektronen beobachtet und die
Erkla¨rung dieses Effekts weiterhin Gegenstand einer kontroversen Diskussion (Hamza
und St-Maurice, 1995; Schlegel und St.-Maurice, 1981) ist, muß das Verfahren in der
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Lage sein, eine Aufheizung und auch eine eventuell auftretende Nichtgleichgewichts-
verteilung der Elektronen zu beschreiben. Die Instabilita¨t entwickelt sich innerhalb
einer sehr kurzen Zeitspanne, so daß eine Aufheizung des Neutralgases vernachla¨ssigt
werden kann.
Radarbeobachtungen zeigen außerdem, daß sich die Wellen nicht exakt in Drift-
richtung, also senkrecht zum Magnetfeld und zum elektrischen Feld, ausbreiten, son-
dern einen kleinen Winkel mit ihr bilden. Daher ist eine eindimensionale Simulation
nicht ausreichend, das Verfahren muß mindestens die Ebene senkrecht zum Magnet-
feld beschreiben.
Das konstante Erdmagnetfeld u¨berwiegt bei weitem das vom Plasma hervorgerufe-
ne Magnetfeld, so daß in guter Na¨herung ∂B/∂t = 0 gilt. Die E-Schicht ist ein Plasma
mit einem niedrigenβ, dem Verha¨ltnis zwischen Druck und magnetischer Energiedich-
te. Es ist daher mo¨glich, eine elektrostatische Na¨herung der Maxwell-Gleichungen zu
verwenden. Da diese Na¨herung keine Wellenlo¨sungen entha¨lt, gibt es keine Courant-
Friedrichs-Levi-Bedingung (Courant und Hilbert, 1993), die die Zeitschrittweite bei
einer numerischen Lo¨sung der vollen Maxwell-Gleichungen einschra¨nkt.
Da die hier betrachteten Wellenla¨ngen in der Gro¨ßenordnung von einem Meter lie-
gen und damit viel kleiner sind als die Skalenho¨he der ionospha¨rischen E-Schicht,
ko¨nnen die Gradienten der Teilchendichte vernachla¨ssigt werden. Hierdurch wird
gleichzeitig die la¨ngerwellige Gradient-Drift-Instabilita¨t unterdru¨ckt, die hier nicht
weiter betrachtet werden soll.
Der Einfluß der Schwerkraft auf kleinskalige Effekte wie die Farley-Buneman-In-
stabilita¨t ist vernachla¨ssigbar gering.
2.2 Kontinuumsmechanische Verfahren
2.2.1 Magnetohydrodynamik
Eine besonders in astrophysikalischen Problemen ha¨ufig verwendete Mo¨glichkeit zur
Modellierung von Plasmen ist die Beschreibung durch MHD - Gleichungen (siehe z. B.
Kippenhahn und Mo¨llenhoff , 1975, §16):
∇×B =
4pi
c
j (2.1a)
∇×E = −
1
c
∂B
∂t
(2.1b)
∇ ·B = 0 (2.1c)
j = σ(E +
1
c
v ×B) (2.1d)
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ρm
[
∂v
∂t
+ (v ·∇)v
]
= −∇P +
1
c
j ×B + ρmη∆v (2.1e)
∂ρm
∂t
= −∇ · (ρmv) (2.1f)
P = P (ρm, T ) (2.1g)
Hierbei bezeichnet B die magnetische Induktion, j die Stromdichte,E die elektrische
Feldsta¨rke, v die makroskopische Stro¨mungsgeschwindigkeit, c die Lichtgeschwin-
digkeit, σ die Leitfa¨higkeit, ρm die Massendichte, η die kinematische Viskosita¨t, P
den Druck und T die Temperatur.
Man hat dann ein Anfangs-Randwertproblem zu lo¨sen. Zur numerischen Behand-
lung sind diese Gleichungen noch geeignet zu diskretisieren. Bei dieser Beschreibung
des Plasmas sind allerdings sa¨mtliche kinetischen Effekte außer der kinematischen
Viskosita¨t vernachla¨ssigt worden. Diese Beschreibung ist nur fu¨r großskalige Pha¨no-
mene geeignet.
2.2.2 Zweiflu¨ssigkeitsmodell
Eine weitere Mo¨glichkeit zur Modellierung der Farley-Buneman-Instabilita¨t ist die
Verwendung von getrennten Flu¨ssigkeitsgleichungen fu¨r das Elektronen- bzw. Ionen-
gas, wie in der Arbeit von Newman und Ott (1981):
∂n
∂t
+∇ · (nvi) = 0 (2.2a)
dvi
dt
= −
1
nmi
∇Pi +
e
mi
(E0 −∇φ+ vi ×B)− νivi − µ∇
2vi (2.2b)
0 = −
1
nme
∇Pe −
e
me
(E0 −∇φ+ vi ×B)− νeve (2.2c)
∇ · (nve) =∇ · (nvi) (2.2d)
Hierbei bezeichnen n, v und p Plasmadichte, Geschwindigkeit und Druck, die Indizes
E und I stehen fu¨r Elektronen und Ionen. Der Druck ist u¨ber die isotherme Zustands-
gleichung ∇P = kBT∇n definiert. E0 ist das a¨ußere elektrische Feld, φ das elek-
trostatische Potential, B das konstante Erdmagnetfeld. Die Stoßfrequenzen νe und νi
beschreiben Sto¨ße mit dem Neutralgas. Ein Viskosita¨tsterm µ∇2vi soll die Landau-
Da¨mpfung bei kurzen Wellenla¨ngen wiedergeben. Newman und Ott selbst stellen fest,
daß dieser Ansatz fu¨r die Ionen fragwu¨rdig ist, da die freie Wegla¨nge der Ionen gro¨ßer
als die Wellenla¨nge der Farley-Buneman-Instabilita¨t ist. Des weiteren wird angenom-
men, daß das Plasma quasineutral ist, daß die Tra¨gheit der Elektronen vernachla¨ssigbar
ist und daß die Elektronen und Ionen isothermal sind, Te = Ti. Die letzte Annahme
2.3. Kinetische Verfahren 23
schließt also die Mo¨glichkeit einer Aufheizung der Elektronen von vornherein aus dem
Modell aus.
Da der Prozeß, der die Aufheizung der Elektronen in der Farley-Buneman-Instabil-
ita¨t bewirkt, nicht bekannt ist, lassen sich hierfu¨r keine Ratengleichungen angeben, die
den Prozeß quantitativ beschreiben. Wenn der Prozeß, der zur Elektronenheizung bei
der Farley-Buneman-Instabilita¨t fu¨hrt, identifiziert ist, ko¨nnte es mo¨glich sein, anhand
der Ergebnisse aus Modellrechnungen gena¨herte Ratengleichungen zu finden, die dann
eine kontinuumsmechanische Beschreibung des Problems erlauben.
Fu¨r den a¨quatorialen Elektrojet, fu¨r den Newman und Ott das Modell entwickelt
hatten, ist die Annahme einer konstanten Temperatur physikalisch sinnvoll. Fu¨r die
Behandlung der Farley-Buneman-Instabilita¨t im polaren Elektrojet ist dies Modell al-
lerdings nicht geeignet.
2.3 Kinetische Verfahren
Kinetische Vorga¨nge in Plasmen werden durch die Boltzmanngleichung
∂fs
∂t
+ v ·
∂fs
∂x
+
F
ms
·
∂fs
∂v
=
(
∂fs
∂t
)
Sto¨ße
(2.3)
beschrieben. Hierbei ist fs(x,v, t) die Verteilungsfunktion der s-ten Plasmakompo-
nente, F ist die Summe der Kra¨fte auf die Teilchen, das elektrische (E) und magne-
tische (B) Feld ist durch die Maxwell-Gleichungen gegeben, wobei die Quellterme
durch die Momente aller Plasmakomponenten (s = 1, . . . ,M) bestimmt werden:
∇ ·E = 4pi
M∑
s=1
qs
∫
fs dv (2.4a)
∇×B =
4pi
c
M∑
s=1
qs
∫
fsv dv (2.4b)
∇×E = −
1
c
∂B
∂t
(2.4c)
∇ ·B = 0 (2.4d)
2.3.1 Vlasov-Verfahren
Fu¨r den Fall stoßfreier Plasmen ohne a¨ußere Kra¨fte geht die Boltzmanngleichung (2.3)
in die Vlasovgleichung
∂fs
∂t
+ v ·
∂fs
∂x
+
qs
ms
(E + v ×B) ·
∂fs
∂v
= 0 (2.5)
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u¨ber.
Es existieren eine Reihe von Arbeiten, die sich mit der numerischen Lo¨sung der
Vlasovgleichung bescha¨ftigen (z. B. Schumer und Holloway, 1998; Klimas, 1987).
Hierzu werden oftmals spektrale Verfahren angewandt, die sowohl eine gute Auflo¨sung
der Details der Verteilungsfunktion als auch gu¨nstige numerische Eigenschaften hin-
sichtlich der Erhaltungsgro¨ßen bieten. Leider sind diese Arbeiten auf Probleme mit
je einer Geschwindigkeits- und Ortskomponente beschra¨nkt. Da diese spektralen Ver-
fahren ein operator-splitting verwenden, ist es auch nicht auf triviale Weise mo¨glich,
diese Verfahren auf ho¨here Dimensionen zu verallgemeinern.
2.3.2 Particle-in-cell-Verfahren
Die Vorgehensweise der particle-in-cell-Verfahren zur Lo¨sung der Boltzmannglei-
chung (2.3) besteht darin, die Verteilungsfunktion fs durch eine Anzahl von Makro-
teilchen zu repra¨sentieren. Da man nicht jedes einzelne Elektron und Ion im Plasma
verfolgen kann, verwendet man Makroteilchen, d. h. jedes Simulationsteilchen steht
fu¨r sehr viele wirkliche Teilchen, wobei das Verha¨ltnis von Ladung zu Masse dabei
gleich bleibt. Fru¨here Verfahren (z. B. Dawson, 1962) behandelten die Teilchen als
diskrete Punkte und bestimmten die elektrische Kraft auf jedes Teilchen durch Sum-
mation u¨ber alle anderen Teilchen:
F (xi) =
N∑
k=1,k 6=i
qiqk
xk − xi
|xk − xi|3
(2.6)
Hierbei steigt allerdings der Rechenaufwand quadratisch mit der Anzahl der Teilchen,
so daß auf diese Weise nur wenige hundert Teilchen gleichzeitig betrachtet werden
ko¨nnen. In speziellen Fa¨llen, wie z. B. der Ku¨hlung von Ionenstrahlen durch Elektro-
nen (Seele et al., 1997) wird diese Methode immer noch erfolgreich verwendet.
Die grundlegende Idee der particle-in-cell-Verfahren (PIC) (Birdsall und Langdon,
1991) ist, die Bewegungsgleichungen der einzelnen Elektronen und Ionen im Plasma
zu lo¨sen und aus den so gefundenen Positionen der Teilchen die Kra¨fte, die auf die
Teilchen wirken, selbstkonsistent zu bestimmen. Da die Wellenausbreitung bei der
Farley-Buneman-Instabilita¨t nur in der Ebene senkrecht zum Magnetfeld stattfindet,
genu¨gt es, nur zwei Raumdimensionen zu betrachten. Um die Sto¨ße mit dem Neu-
tralgas zu modellieren, werden alle drei Geschwindigkeitskomponenten der Teilchen
beru¨cksichtigt. Man bezeichnet dies oft etwas salopp als 2,5-dimensionale Simulation.
Das neutrale Gas bildet einen Hintergrund mit konstanter Temperatur. Es dient nur als
Stoßpartner und wird daher bei Bedarf mit einer zufa¨llig aus einer Maxwellverteilung
gewa¨hlten Geschwindigkeit gebildet und nach dem Stoß nicht weiter verfolgt. Die Mo-
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Abbildung 2.2: Ra¨umliches Gitter und Ladungszuweisung im zweidimensionalen particle-in-
cell-Verfahren, (a) bilineare Interpolation, (b) Interpretation als Ladungswolke.
dellierung dieser Sto¨ße wird in Abschnitt 2.4 genauer ausgefu¨hrt, die Aussagen dieses
Abschnitts gelten auch fu¨r stoßfreie Plasmen.
Berechnung der Kra¨fte
Das PIC-Verfahren benutzt ein ra¨umliches Gitter in der Gro¨ßenordnung der Debye-
la¨nge zur Ermittlung der Teilchenwechselwirkungen. Anstelle einer Summe u¨ber alle
Zweiteilchenwechselwirkungen wird die Ladungsdichte auf dem ra¨umlichen Gitter be-
stimmt und daraus das elektrische Feld berechnet. Dann wird jedes einzelne Teilchen
entsprechend den klassischen Bewegungsgleichungen um einen Zeitschritt ∆t weiter-
bewegt. Hierzu wird das elektrische Feld, das nur auf dem Gitter bekannt ist, an der
Position des Teilchens interpoliert.
Diese Methode hat zwei wesentliche Vorteile: Erstens steigt der Rechenaufwand
nur noch linear mit der Anzahl der Teilchen, man kann also eine viel gro¨ßere Zahl
von Simulationsteilchen verwenden und dadurch die statistischen Fluktuationen ver-
ringern. Es ist dennoch unmo¨glich, eine ausreichend hohe Dichte der Simulationsteil-
chen zu erreichen, um die Debye-Abschirmung korrekt wiederzugeben. Dies wu¨rde
bei Punktteilchen dazu fu¨hren, daß Coulomb-Sto¨ße mit kleinen Stoßparametern, al-
so großen Ablenkwinkeln, u¨berrepra¨sentiert sind. Hier zeigt sich der zweite Vorteil
des particle-in-cell-Verfahrens: Die bilineare Interpolation bei der Berechnung der La-
dungsdichte la¨ßt sich, wie in Abb. 2.2 dargestellt, auch als eine Verschmierung der La-
dung eines Punktteilchens in eine Ladungswolke interpretieren. Bei großen Absta¨nden
zweier Teilchen ist die Kraft dieser Teilchen aufeinander im Wesentlichen unvera¨ndert,
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bei Absta¨nden unterhalb der Gitterweite nimmt die Kraft jedoch stark ab. Auf diese
Weise erreicht man auch mit wenigen Teilchen den Effekt der Debye-Abschirmung.
Fu¨r das langreichweitige Verhalten des Plasmas, also fu¨r Effekte bei Wellenla¨ngen
oberhalb der Debyela¨nge, sind diese Unterschiede irrelevant.
Fu¨r die Beschreibung des PIC-Verfahrens ist es hilfreich, sich die Ladung eines
Teilchens am Ort x′ als eine diffuse Wolke qS(x−x′) vorzustellen. Zur Vereinfachung
der Ausdru¨cke ist hier nur eine Dimension beru¨cksichtigt. Die Ladungsdichte ρ eines
Plasmas mit der Teilchendichte n(x, t) in einer Dimension ist dann
ρ(x, t) = S(x) ∗ qn(x, t) =
∫
dx′ S(x− x′) qn(x′, t) (2.7)
Diese Ladungsdichte wird an den Gitterpunkten Xj u¨ber alle Teilchen i aufsummiert:
ρj =
∑
i
qiS(Xj − xi) (2.8)
Fu¨r die Gewichtungsfunktion S(x) sucht man nach gu¨nstigen numerischen Eigen-
schaften. Fru¨her wurde die Ladung nur dem na¨chst benachbarten Gitterpunkt zuge-
wiesen, mittlerweile hat sich die bilineare Interpolation (Birdsall und Langdon, 1991)
durchgesetzt, da sie bei nur geringfu¨gig ho¨herem Rechenaufwand viel geringere Fluk-
tuationen der Ladungsdichte liefert.
2.3.3 Explizites PIC-Verfahren
Fu¨r die Zeitdiskretisierung der Bewegungsgleichungen der Teilchen wird eine zeitzen-
trierte leapfrog-Methode von Buneman (1967) benutzt:
(xn+1 − xn)/∆t = vn+1/2 (2.9a)
(vn+1/2 − vn−1/2)/∆t = an + 12(vn+1/2 + vn−1/2)× (qBn/mc) (2.9b)
mit an = (q/m)En (2.9c)
Aus der Ladungsdichte ρ berechnet man das Potential φ und das elektrische Feld E,
zur besseren ¨Ubersicht hier nur in einer Raumdimension, nach
Ej = −(φj+1 − φj−1)/2∆x (2.10)
−4piρj = (φj+1 − 2φj + φj−1)/∆x
2 (2.11)
in cgs-Einheiten (Jackson, 1975). Die Kraft auf das i-te Teilchen erha¨lt man durch eine
Interpolation der Form
Fi = qi∆x
∑
j
Ej S(Xj − xi), (2.12)
2.3. Kinetische Verfahren 27
wobei die Summe u¨ber die Gitterpunkte Xj gebildet wird. Hierbei ist es wichtig, daß
zur Interpolation die gleiche Funktion S wie zur Gewichtung des Teilchens bei der
Berechnung der Ladungsdichte benutzt wird, da sonst das Teilchen eine Kraft auf sich
selbst ausu¨ben ko¨nnte.
Bei der oben benutzten Diskretisierung der Poisson-Gleichung tritt das Problem
auf, daß bei periodischen Randbedingungen das Potential nicht mehr eindeutig defi-
niert ist, sondern fu¨r jedes φ auch φ′ = φ + const eine Lo¨sung ist. Dies fu¨hrt dazu,
daß die Matrix der Koeffizienten in Glg. (2.11) singula¨r wird, was bei der Wahl des
numerischen Lo¨sungverfahrens zu beachten ist (siehe auch Abschnitt 2.3.6).
Da im hier betrachteten Modell periodische Randbedingungen verwendet werden,
kann man statt dessen die Poisson-Gleichung durch eine Fouriertransformation (FT)
lo¨sen. In einer Raumdimension:
∆φ(x) = −4piρ(x)
FT
−→ −k2φ(k) = −4piρ(k) (2.13)
oder, in der Diskretisierung aus Glg. (2.11)
(φj+1 − 2φj + φj−1)/∆x
2 = −4piρj
FT
−→ −K2j φj = −4piρj (2.14)
mit
K2j = k
2
j
(
sin
kj∆x
2
kj∆x
2
)2
, kj = 2pij/L (2.15)
Dadurch erreicht man zwei Vorteile: Erstens ist der Wert der Konstanten in Glg. (2.14)
durch den Fourierkoeffizienten bei k = 0 gegeben, zweitens ist der Rechenaufwand
fu¨r die Hin- und Ru¨cktransformation bei Verwendung einer schnellen Fouriertransfor-
mation (siehe z. B. Walker, 1996) viel geringer als bei der numerischen Lo¨sung des
Gleichungssystems 2.11.
Der Index n bezeichnet den Zeitschritt tn = n∆t. Die Gleichungen (2.8) - (2.12)
und (2.9) beschreiben einen vollsta¨ndigen Zeitschritt des PIC-Verfahrens.
Zeitschrittweite
Zur Stabilita¨tsanalyse der leapfrog-Methode in Glg. (2.9) betrachtet man einen harmo-
nischen Oszillator. Auf ein Plasma angewandt, ist dies die Plasmaschwingung mit der
Plasmafrequenz ωpe. Der harmonische Oszillator wird durch die Differentialgleichung
2. Ordnung
d2
dt2
x = a(t) = −ω20 x(t) (2.16)
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beschrieben. Diese Gleichung hat Lo¨sungen der Form
x(t) = A0 e
−iω0t (2.17)
Substituiert man in den Diskretisierungen der leapfrog-Methode Glg. (2.9a) fu¨r die
Zeitpunkte t und t+∆t in Glg. (2.9b), so erha¨lt man
xt+∆t − 2xt + xt−∆t
∆t2
= at = −ω
2
0 xt (2.18)
Dies ist eine einfache Differenzengleichung mit Lo¨sungen der Form
xt = Ae
−iωt. (2.19)
A ist ein Anfangswert, ω die Unbekannte. Setzt man diesen Lo¨sungsansatz in Glg.
(2.18) ein, so erha¨lt man
sin
(
ω
∆t
2
)
= ±ω0
∆t
2
(2.20)
Fu¨r ω0∆t < 2 ist ω reell, die Schwingungen werden weder geda¨mpft noch versta¨rkt.
Fu¨r ω0∆t > 2 wird ω komplex, es gibt eine Lo¨sung mit ℑ(ω) > 0.
Wie (Cohen et al., 1982) gezeigt hat, tritt diese numerische Instabilita¨t bei jeder
expliziten Diskretisierung der Bewegungsgleichungen bei einer Zeitschrittweite ∆t in
der Gro¨ßenordnung der inversen Eigenfrequenz ω−10 auf.
Gitterweite
Ein weiteres Stabilita¨tskriterium ergibt sich fu¨r die Gitterweite ∆x. Hier ist bislang
keine vergleichbar einfache analytische Beschreibung wie bei der Zeitschrittweite ge-
funden worden. Unsere Erfahrung mit dem expliziten PIC-Verfahren zeigt aber, daß
die Gitterweite nicht wesentlich gro¨ßer als die Debyela¨nge sein darf. In Abb. 2.3 ist
das simulierte Plasma mit einer Maxwellverteilung gleicher Temperatur fu¨r Elektro-
nen und Ionen initialisiert und dann ohne a¨ußere Kra¨fte und ohne Sto¨ße mit dem
Neutralgas u¨ber eine Dauer von 1000 ω−1pe verfolgt worden. Da sich das Plasma im
thermischen Gleichgewicht befindet, sollte sich die Temperatur im Laufe der Simula-
tion nicht a¨ndern. Tatsa¨chlich beobachtet man aber eine Erho¨hung der Temperatur in
Abha¨ngigkeit der Gitterweite ∆x. Man erkennt, daß mit zunehmender Gitterweite eine
rein numerisch bedingte Aufheizung des Plasmas auftritt. Fu¨r Gitterweiten∆x . 2λDe
ist diese Aufheizung nicht mehr zu tolerieren. Dieser Punkt ist in den fru¨heren Arbei-
ten von Thiemann und Schlegel (1994) und Machida und Goertz (1988) nicht korrekt
beru¨cksichtigt worden, diese Autoren verwendeten jeweils eine Gitterzelle der Gro¨ße
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Abbildung 2.3: Numerische Aufheizung des Plasmas bei dem expliziten PIC-Verfahren in
Abha¨ngigkeit von der Gitterweite ∆x.
21 × 2.1λDe. Thiemann und Schlegel waren so freundlich, ihr Programm zum Ver-
gleich zur Verfu¨gung zu stellen, so daß diese numerische Instabilita¨t auch mit ihrer
Implementierung des PIC-Verfahrens verifiziert werden konnte.
Eine genauere Stabilita¨tsuntersuchung des expliziten particle-in-cell-Verfahrens
wird in Abschnitt 3.1 vorgenommen.
Die Zahl der Teilchen pro Gitterzelle betrug bei diesen Rechnungen 100, die Zeit-
schrittweite 0.2ω−1pe . Ha¨lt man statt dessen die Zahl der Teilchen pro Debyefla¨che kon-
stant, erho¨ht man also die Zahl der Teilchen pro Zelle mit zunehmendem Gitterabstand,
a¨ndern sich diese Resultate nicht wesentlich.
Diese Beschra¨nkung in der Gitterweite macht es praktisch unmo¨glich, die Farley-
Buneman-Instabilita¨t mit einem einfachen expliziten PIC-Verfahren zu behandeln, da
das Maximum der linearen Instabilita¨t bei etwa 100 Debyela¨ngen liegt. Fu¨r eine sinn-
volle Rechnung mit periodischen Randbedingungen muß das Rechengebiet viele Wel-
lenzu¨ge enthalten, um den Einfluß der Randbedingungen zu minimieren und nichtli-
neare Effekte wie Modenkopplungen zu ermo¨glichen. Dies ist jedoch mit den heute
verfu¨gbaren Rechnerkapazita¨ten auf herko¨mmlichen sequentiell arbeitenden Compu-
tern nicht in akzeptablen Zeiten zu berechnen.
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2.3.4 Driftna¨herung
Da das einfache explizite Verfahren nicht ausreicht, muß ein verbessertes Verfahren ge-
funden werden, welches den Bereich der Anwendbarkeit des PIC - Verfahrens erwei-
tert. Ein mo¨glicher Ansatz, wie z. B. von Oppenheim (1995) vorgeschlagen, ist das Ver-
fahren der Driftna¨herung von Lee und Okuda (1976). Hierbei werden die Bewegungs-
gleichungen der Elektronen des PIC-Verfahrens (2.9) durch ein Pra¨diktor-Korrektor
Verfahren zur Diskretisierung der E ×B - Driftbewegung
x˜⊥t+∆t − x
⊥
t−∆t
∆t
= 2
Et ×B
B2
(2.21)
xt+∆t = x
⊥
t +
∆t
2
(
E + E˜t+∆t
)
×B (2.22)
ersetzt. Hierbei ist E˜t+∆t das elektrische Feld, das aus der Pra¨diktorposition x˜ be-
stimmt wird. Auf diese Weise ist die Simulation nicht mehr auf die Zeitskala der Gy-
rationsbewegung beschra¨nkt.
Dennoch kann man die Zeitschrittweite nicht beliebig erho¨hen, da bei ∆t > 2ω−1pe
eine numerische Instabilita¨t auftritt. In der E-Schicht der Ionospha¨re sind jedoch
Gyrations- und Plasmafrequenz in der gleichen Gro¨ßenordnung.
Eine weitere schwa¨chere numerische Instabilita¨t tritt auf, wenn man die Gitter-
weite ∆x gro¨ßer als einige Debyela¨ngen wa¨hlt. Daher ist es auch nicht mo¨glich, die
Gitterweite gegenu¨ber dem einfachen PIC-Verfahren zu erho¨hen.
Die einfache Idee der Driftna¨herung, die aus der Fusionsforschung stammt und bei
den dort herrschenden Bedingungen eine bedeutende Erweiterung des numerischen
Stabilita¨tsbereichs gegenu¨ber dem expliziten Simulationsverfahren darstellt, la¨ßt sich
also fu¨r das Plasma der Ionospha¨re nicht anwenden.
2.3.5 Hybridverfahren
Ein ha¨ufig benutzter Ansatz, um die Beschra¨nkungen in der Orts- und Zeitschrittweite
zu u¨berwinden, ist die Beschreibung der Elektronen mit MHD-Gleichungen und der
Ionen als Teilchen, wie z. B. in der Arbeit von Oppenheim (1995). In diesem Modell
gibt es keine Plasmaschwingungen, keine Elektronzyklotronbewegung und auch keine
Debyela¨nge. Die schwa¨chere Form der Farley-Buneman-Instabilita¨t in der E-Schicht
am magnetischen ¨Aquator, bei der keine Elektronenheizung auftritt, la¨ßt sich auf diese
Weise hervorragend beschreiben. Kinetische Effekte der Elektronen, die die Aufhei-
zung bewirken, sind bei diesem Verfahren jedoch von vornherein unberu¨cksichtigt, so
daß ein Hybridmodell des Plasmas fu¨r das hier untersuchte Problem ausscheidet.
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2.3.6 Implizites PIC-Verfahren
Einen weiteren Ansatz, die Beschra¨nkungen des expliziten PIC-Verfahrens zu u¨ber-
winden, stellen die sogenannten impliziten Verfahren dar. Hierbei ist die grundlegende
Idee, die Bewegungsgleichungen auf eine Weise zu diskretisieren, die auch bei großen
Zeitschrittweiten numerisch stabil und gleichzeitig genau genug ist, um die Vorga¨nge
bei niedrigeren Frequenzen als der Elektronzyklotron- und Elektronplasmafrequenz
richtig wiederzugeben.
Hierzu sind von Cohen et al. (1982) verschiedene Methoden untersucht worden,
von diesen wird u¨blicherweise (Langdon und Barnes, 1985; Gibbons und Hewett,
1995) das
”
D1“-Schema benutzt.
Die Zeitdiskretisierung der Bewegungsgleichungen der Elektronen in diesem
Schema hat folgende Form:
(xn+1 − xn)/∆t = vn+1/2 (2.23a)
(vn+1/2 − vn−1/2)/∆t = a¯n + 12(vn+1/2 + vn−1/2)× (qBn/mc) (2.23b)
mit a¯n = 12 [a¯n−1 + (q/m)En+1(xn+1)] (2.23c)
Dies ist das gleiche leapfrog-Schema wie in den Gleichungen (2.9), nur die Beschleu-
nigung an ist durch die rekursiv zeitgemittelte Beschleunigung a¯n ersetzt.
Das in Abschnitt 2.4 beschriebene Modell der Sto¨ße mit dem Neutralgas liefert
fu¨r die Neutralgasdichten und Temperaturen der ionospha¨rischen E-Schicht eine obere
Grenze fu¨r die Zeitschrittweite ∆t, die weit unterhalb der Zeitskalen der Ionenbewe-
gung liegt. Es ist deshalb mo¨glich, die Ionen weiterhin mit den expliziten Gleichungen
(2.9) zu beschreiben.
Lo¨sung der impliziten Gleichungen
In dem impliziten Schema ha¨ngen die neuen Positionen {xn+1} von dem elektrischen
Feld En+1 ab. Dies Feld ist aber noch nicht bekannt, da es von der Ladungsdichte
ρn+1 der Teilchenpositionen zum Zeitpunkt n+1 abha¨ngt. Die Lo¨sung dieses Systems
von nichtlinear gekoppelten Teilchen- und Feldgleichungen ist der wichtigste Teil des
Verfahrens.
Hierzu gibt es verschiedene Ansa¨tze, wie z. B. die Momentenmethode von Denavit
(1981) und Mason (1981). Dies Verfahren benutzt ho¨here Momente der Verteilungs-
funktion, um den kinetischen Spannungstensor zum neuen Zeitpunkt zu na¨hern. Dann
wird ein System von gekoppelten Feld- und Flu¨ssigkeitsgleichungen gelo¨st. Wenn das
elektrische Feld bekannt ist, werden die Teilchen um einen Zeitschritt weiterbewegt.
Man kann dann einen neuen Spannungstensor berechnen und das Verfahren iterieren.
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Direkte Methode
Eine andere Methode von Friedman et al. (1981), Barnes et al. (1983) und Langdon
et al. (1983) besteht darin, die gekoppelten Teilchen- und Feldgleichungen zu linea-
risieren und so das neue Feld En+1 zu na¨hern. Diese Methode bietet einen erheblich
einfacheren Ansatz zur Lo¨sung der impliziten Gleichungen und wird deshalb in dieser
Arbeit benutzt.
Der wesentliche Gedanke bei diesem Ansatz ist, direkt mit den Bewegungsglei-
chungen der Teilchen und den Teilchen-Feld-Kopplungsgleichungen zu arbeiten. Die-
se Gleichungen werden um einen extrapolierten Scha¨tzwert zum neuen Zeitpunkt li-
nearisiert. Die Lo¨sung der Bewegungsgleichung wird in zwei Schritte geteilt: der erste
Schritt benutzt nur zum Zeitpunkt n bekannte Werte, um die Teilchen zu einem Scha¨tz-
wert, im folgenden mit x(0)n+1 usw. bezeichnet, zu bewegen. Aus diesen Scha¨tzwerten
wird das elektrische Feld zum neuen Zeitpunkt bestimmt. Mit diesem Feld werden
dann die impliziten Bewegungsgleichungen gelo¨st. Durch eine Iteration dieser Schrit-
te bekommt man ein vollsta¨ndig implizites Verfahren. Die meisten Autoren betonen
jedoch, daß eine Iteration in der Praxis nicht notwendig ist.
Die Gleichung (2.23b) kann man exakt nach vn+1/2 lo¨sen, wenn man 12a¯n∆t zu
vn+1/2 addiert, eine Rotation ausfu¨hrt und noch einmal 12a¯n∆t addiert:
vn+1/2 = 12a¯n∆t+R ·
[
vn+1/2 + 12 a¯n∆t
]
. (2.24)
Der Operator R bewirkt eine Rotation um den Winkel −2 arctan(qB∆t/2mc) und
la¨ßt sich schreiben als
R = [(1 + |Θ|2)I − 2Θ× I + 2Θ◦Θ]/(1 + |Θ|2), (2.25)
mit Θ = qB∆t/2mc und dem Einheitstensor I , ◦ bezeichnet das dyadische Produkt.
Die neuen Werte {xn+1,vn+1} kann man in zwei Anteile zerlegen:
1. Ein Inkrement {δx, δv}, daß nur von dem unbekannten elektrischen Feld zum
neuen Zeitpunkt n+ 1 abha¨ngt,
2. Scha¨tzwerte {x(0)n+1,v
(0)
n+1}, die alle anderen, zum Zeitpunkt n bekannten Bei-
tra¨ge enthalten.
Die gescha¨tzte Ladungsdichte ρ(0)n+1 wird aus den Positionen {x
(0)
n+1} bestimmt, die
sich aus den Bewegungsgleichungen mit E(0)n+1, einem Scha¨tzwert fu¨r En+1, ergeben.
Diese Ladungsdichte erfu¨llt aber noch nicht das Gauss’sche Gesetz, d. h.∇ ·E(0)n+1 6=
ρ(0)n+1. Man berechnet nun ein genaueres Feld En+1, mit dem die Teilchen zu neuen
Positionen {xn+1} bewegt werden, so daß die Ladungsdichte ρn+1
∇ ·En+1 = ρn+1 (2.26)
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erfu¨llt. Zu diesem Zweck schreibt man Gleichung (2.26) als
∇ ·E
(0)
n+1 − ρ
(0)
n+1 = −∇ · δEn+1 + δρn+1 (2.27)
mit En+1 = E(0)n+1+ δEn+1 usw.; δρn+1 stammt von den Inkrementen in der Teilchen-
position δxn+1, die wiederum von der Differenz δEn+1 herru¨hren.
Berechnung der Inkremente
Wie auch bei Gibbons und Hewett (1995) wird im folgenden die einfachste Wahl des
Scha¨tzwertes,E(0)n+1 = 0 verwendet. Alle Werte, die zu dieser Wahl vonE
(0)
n+1 geho¨ren,
werden im folgenden mit einer Tilde gekennzeichnet.
Eine weitere naheliegende Wahl wa¨re, den Wert von E vom vorigen Zeitschritt
zu benutzen. Hierbei ist dann auf eine Diskretisierung zu achten, die mit derjeni-
gen der impliziten Poissongleichung konsistent ist. Die u¨bliche Methode der zentra-
len Differenzen, also ∇ · E = ρ → Ej+1−Ej−1
2∆x
= ρj ist nicht anwendbar, da dann
E = −∇φ → Ej = −
φj+1−φj−1
2∆x
gilt. Hieraus ergibt sich aber −ρj = φj+2−2φj+φj−24∆x2 ,
im Widerspruch zu der Diskretisierung ∇2φ = −ρ→ φj+1−2φj+φj−1
∆x2
= −ρj.
Die Inkremente {δx, δv} werden durch eine Linearisierung der Bewegungsglei-
chungen um die Position {x˜n+1} bestimmt:
δxn+1 = δvn+1/2∆t (2.28a)
δvn+1/2 = 12 (I +R) · (q∆t/2m)δE(x˜) (2.28b)
Damit kann man den impliziten Term δρ = −∇ · (ρδx(0)n+1) umformen zu
δρ = −∇ · (ρδx˜) = −∇ ·
[
ρ˜E e∆t2 (I +R)
4mE
]
· δE = −∇ · (χ ·E) (2.29)
In der eckigen Klammer steht nur die extrapolierte Elektronendichte, da nur die Elek-
tronen implizit behandelt werden. Die implizite Suszeptibilita¨t
χ =
ρ˜E e∆t2 (I +R)
4mE
(2.30)
ist wegen der Rotation R ein Tensor. Da nur die Elektronendichte vom Ort abha¨ngt,
bietet es sich an, die Konstanten in einem Tensor zusammenzufassen:
T =
e∆t2 (I +R)
4mE
(2.31)
Damit kann man eine Gleichung fu¨r δE = −∇δφ angeben. Substituiert man die Aus-
dru¨cke fu¨r ρ˜ und δρ in der Gleichung (2.27), so erha¨lt man die implizite elektrostatische
Poissongleichung
∇ · [1 + χ] ·∇δφn+1 = −(ρ˜E + ρI). (2.32)
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Hier ist die Wahl E(0)n+1 = 0 vorausgesetzt. Dies ist eine elliptische Gleichung, deren
Koeffizienten direkt von den Teilchendaten abha¨ngen, die auf dem ra¨umlichen Gitter
in Form einer impliziten Suszeptibilita¨t aufsummiert wurden.
Lo¨sung der Poissongleichung
Nach der Diskretisierung der impliziten Poissongleichung (2.32) tritt wie beim expli-
ziten Verfahren fu¨r doppelt periodische Randbedingungen das Problem auf, daß das
Potential φ nicht eindeutig bestimmt ist, wodurch die Matrix der Koeffizienten sin-
gula¨r wird. Durch den asymmetrischen Tensorχ ist die Koeffizientenmatrix außerdem
ebenfalls asymmetrisch. Eine Lo¨sung der Gleichung (2.32) durch eine Fouriertransfor-
mation ist hier nicht mo¨glich, da der Operator ∇ · [1 + χ] ·∇ wegen der impliziten
Suszeptibilita¨t χ ortsabha¨ngig ist.
Die numerische Lo¨sung fu¨r diesen Fall ist in der vero¨ffentlichten Literatur nicht
ausfu¨hrlich behandelt worden, obwohl (oder gerade weil?) hierbei einige Besonder-
heiten zu beachten sind. Gibbons und Hewett (1995) benutzen ein bikonjugiertes Gra-
dientenverfahren fu¨r den Fall von in mindestens einer Dimension vorgegebenen Rand-
bedingungen und
”
our own version“ fu¨r doppelt periodische Randbedingungen.
Die meisten numerischen Verfahren zur Lo¨sung einer schwach besetzten Matrix-
gleichung verlangen zumindest entweder eine symmetrische oder eine nichtsingula¨re
Matrix. Duff und Reid (1996) beschreiben ein Verfahren zur direkten Lo¨sung von
asymmetrischen, singula¨ren Matrixgleichungen. Hierbei wird die Basis so transfor-
miert, daß der Nullraum herausprojiziert wird. Diese Methode erwies sich aber als
unpraktikabel langsam.
Eine andere Mo¨glichkeit besteht darin, das Potential φ in einem Gitterpunkt auf
Null zu setzen. Wenn man dann die entsprechende Gleichung streicht, erha¨lt man ei-
ne nichtsingula¨re, asymmetrische Koeffizientenmatrix. Hierbei ist jedoch zu beachten,
daß die Gleichung, die zu diesem Gitterpunkt geho¨rt, weiterhin erfu¨llt sein muß. Dies
ist genau dann der Fall, wenn alle anderen Gleichungen addiert gerade die gestrichene
Gleichung ergeben, oder mit anderen Worten, wenn alle Faktoren in der Linearkombi-
nation 1 sind. Um dies zu erreichen, muß die Gleichung geeignet diskretisiert werden.
Wie Oppenheim (1995) herausgefunden hat, lag an dieser Stelle das numerische
Problem der Arbeit von Newman und Ott (1981). Sie verwendeten eine Diskretisie-
rung, bei der die gestrichene Gleichung nicht erfu¨llt war. Dadurch ergab sich an diesem
Gitterpunkt eine falsche Lo¨sung, was zu numerischen Schwingungen fu¨hrte. Sie redu-
zierten das Problem dadurch, daß sie den Gitterpunkt, dessen zugeho¨rige Gleichung
gestrichen wird, bei jedem Zeitpunkt zufa¨llig neu wa¨hlten und außerdem die Lo¨sung
φ noch gla¨tteten. Dies kann natu¨rlich eine echt Lo¨sung des Problems nicht ersetzen.
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Diskretisierung der impliziten Poissongleichung
Multipliziert man die implizite Poissongleichung (2.32) aus, erha¨lt man fu¨r ein zwei-
dimensionales Problem in der x–y Ebene:[
∇2 + ∂x(χ
11∂x + χ
12∂y) + ∂y(χ
21∂x + χ
22∂y)
]
φn+1 = −(ρ˜E + ρI) (2.33)
Im folgenden wird der Zeitindex n + 1 weggelassen und nur noch die linke Seite der
Gleichung betrachtet. Die Diskretisierung der a¨ußeren Ableitung ergibt
(∂xφ+ χ11∂xφ+ χ12∂yφ)i+1
2
,j − (∂xφ+ χ
11∂xφ+ χ12∂yφ)i−1
2
,j
∆x
(∂yφ+ χ21∂xφ+ χ22∂yφ)i,j+1
2
− (∂yφ+ χ21∂xφ+ χ22∂yφ)i,j−1
2
∆y
. (2.34)
Nun werden die inneren Ableitungen diskretisiert:
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(2.35)
Zusammengefaßt ergibt dies z. B. fu¨r den Term ∂x(χ12∂yφ) folgende Diskretisierung
zweiter Ordnung
∂x(χ
12∂yφ) =
1
∆x∆y
(
χ12
i+1
2
,j
φi+1
2
,j+1
2
− χ12
i+1
2
,j
φi+1
2
,j−1
2
−χ12
i−1
2
,j
φi−1
2
,j+1
2
+ χ12
i−1
2
,j
φi−1
2
,j−1
2
)
, (2.36)
mit entsprechenden Ausdru¨cken fu¨r die anderen Terme.
In dieser Diskretisierung tritt φ an Zwischengitterpunkten auf. Die Werte an die-
sen Punkten werden durch einen Mittelwert aus den vier benachbarten Gitterpunkten
gebildet. Sortiert man dann nach φ, so erha¨lt man ein Neun-Punkt-Schema von Koef-
fizienten:
cpp φi+1,j+1 + cpo φi+1,j + cpm φi+1,j−1
+ cop φi,j+1 + coo φi,j + com φi,j−1
+ cmp φi−1,j+1 + cmo φi−1,j + cmm φi−1,j−1 = −(ρ˜e + ρi)i,j (2.37)
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mit
cpp =
1
4∆x∆y
(
χ12
i+1
2
,j
+ χ21
i,j+1
2
)
cpo =
1
∆x2
(
1 + χ11
i+1
2
,j
)
+
1
4∆x∆y
(
χ21
i,j+1
2
− χ21
i,j−1
2
)
cpm =
1
4∆x∆y
(
−χ12
i+1
2
,j
− χ21
i,j−1
2
)
cop =
1
∆y2
(
1 + χ22
i,j+1
2
)
+
1
4∆x∆y
(
χ12
i+1
2
,j
− χ12
i−1
2
,j
)
coo = −2
(
1
∆x2
+
1
∆y2
)
−
1
∆x2
(
χ11
i+1
2
,j
+ χ11
i−1
2
,j
)
−
1
∆y2
(
χ22
i,j+1
2
+ χ22
i,j−1
2
)
com =
1
∆y2
(
1 + χ22
i,j−1
2
)
+
1
4∆x∆y
(
−χ12
i+1
2
,j
+ χ12
i−1
2
,j
)
cmp =
1
4∆x∆y
(
−χ12
i−1
2
,j
− χ21
i,j+1
2
)
cmo =
1
∆x2
(
1 + χ11
i−1
2
,j
)
+
1
4∆x∆y
(
−χ21
i,j+1
2
+ χ21
i,j−1
2
)
cmm =
1
4∆x∆y
(
χ12
i−1
2
,j
+ χ21
i,j−1
2
)
In den Koeffizienten der Gleichung (2.37) kommt die implizite Suszeptibilita¨t χ
noch mit halbzahligen Indizes vor. Auch hier wird deshalb u¨ber die beiden benachbar-
ten Gitterpunkte gemittelt. Bei der hier betrachteten Geometrie B ‖ zˆ ist der Tensor
χ antisymmetrisch, es gilt
χ11 = χ22, χ12 = −χ21 (2.38)
Hierdurch kann man die enstehenden Ausdru¨cke noch etwas vereinfachen.
Um diese Gleichungen fu¨r φi,j in Matrixform zu bringen, werden φ und die rechte
Seite der Gleichung als Vektor (φ0,0, φ0,1, . . . , φnx−1,ny−1) gespeichert.
Fu¨r ein Rechengebiet der Gro¨ße nx = ny = 4 erha¨lt man dann das Gleichungssy-
stem (2.39) fu¨r das Potential in den 16 Gitterpunkten. Man erkennt eine Blockstruk-
tur von 4 × 4-Blo¨cken auf den Haupt- und Nebendiagonalen. Wegen den periodi-
schen Randbedingungen erscheint auf den a¨ußersten Diagonalen auch noch jeweils
ein Block. Jeder 4× 4-Block zeigt die gleiche Struktur von Eintra¨gen auf Haupt- und
Nebendiagonalen sowie je einem Eintrag auf den a¨ußersten Diagonalen. Insgesamt
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besitzt das Gleichungsystem 21 Diagonalen, die von Null verschieden sind.
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(2.39)
Wie oben bereits beschrieben, wird zur Behebung der Singularita¨t die letzte Glei-
chung weggelassen und statt dessen φnx−1,ny−1 = 0 gesetzt. Dies reduzierte System
von (nx ·ny − 1) Gleichungen hat nun eine regula¨re, asymmetrische Koeffizientenma-
trix. Wie man leicht sieht, ergibt die Addition der ersten (nx ·ny − 1) Gleichungen
gerade die Gleichung fu¨r den Gitterpunkt (i = nx − 1, j = ny − 1).
Zur Lo¨sung des so erhaltenen Gleichungssystems wird ein bikonjugiertes Gradi-
entenverfahren (siehe z. B. Press et al., 1992; Golub und Van Loan, 1990) benutzt.
Hierzu dient das Paket PETSc von Balay et al. (1998b,a), es ist bei den Autoren frei
erha¨ltlich.
Bei Verwendung des Pakets PETSc ist es aus programmiertechnischen Gru¨nden
einfacher, das Gleichungssystem in seiner urspru¨nglichen Gro¨ße zu belassen und die
gea¨nderte Gleichung φnx−1,ny−1 = 0 mitzulo¨sen. Fu¨r verschiedene Gro¨ßen des Re-
chengebiets wurde die Kondition des gea¨nderten Gleichungssystems bestimmt, es er-
gab sich eine Konditionszahl
cond(A) := ||A||∞||A
−1||∞ ≈ 4nxny. (2.40)
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An der Abscha¨tzung (siehe z. B. Stoer, 1972)
||∆φ||∞
||φ||∞
≤ cond(A)
||∆ρ||∞
||ρ||∞
(2.41)
erkennt man, daß fu¨r eine bestimmte Genauigkeit der Lo¨sung φ die Fehlergrenze des
bikonjugierten Gradientenverfahrens ∆ρ mit zunehmender Gro¨ße des Rechengebietes
entsprechend kleiner gewa¨hlt werden muß. Dies erho¨ht die beno¨tigte Anzahl an Ite-
rationen des bikonjugierten Gradientenverfahrens, wodurch der Rechenaufwand zur
Lo¨sung der impliziten Poissongleichung (2.32) sta¨rker als linear mit der Anzahl der
Gitterpunkte steigt.
2.3.7 Parallelisierung
Nach der Vergro¨ßerung der Gitterzellen wie beim impliziten Verfahren gibt es
natu¨rlich eine weitere Mo¨glichkeit, zu realistischen Gro¨ßen des Simulationsgebiets
zu gelangen: Die Verwendung einer entsprechend großen Anzahl von Gitterzellen im
expliziten Verfahren. Hierbei gelangt man jedoch schnell an die Grenzen der Lei-
stungsfa¨higkeit heutiger Computer. In letzter Zeit gewinnt die parallele Berechnung
von extrem zeitaufwendigen Problemen zunehmend an Bedeutung, da hier die mei-
sten Reserven fu¨r zuku¨nftige Entwicklungen der Computertechnik gesehen werden.
Da der Hauptanteil der Rechenzeit bei einem expliziten PIC-Verfahren fu¨r die
Lo¨sung der Bewegungsgleichungen beno¨tigt wird, ist es am einfachsten, nur die ent-
sprechenden Schleifen zu parallelisieren, also nur die Teilchen auf die einzelnen Pro-
zessorelemente (PE) zu verteilen, das ra¨umliche Gitter aber auf jedem PE vollsta¨ndig
zu haben. Auch wenn der Anteil der Rechenzeit zur sequentiellen Berechnung der
Gittergro¨ßen φ und E bei Verwendung eines einzelnen Prozessorelements nur etwa
2.5% betra¨gt, verhindert dies bereits eine effiziente Parallelisierung. Wa¨hrend der Ge-
schwindigkeitsgewinn bei 2 PE noch 1.95 betra¨gt, steigt er bei 16 PE nur auf 11.6 und
bei 64 PE nur noch auf 24.9. Mit anderen Worten, die Rechenleistung von 64 PE wird
nur zu 39 Prozent genutzt.
Eine effizientere Parallelisierung wird erreicht, wenn man das Simulationsgebiet
auf die einzelnen PE aufteilt, wie in Abb. 2.4 fu¨r 4 PE dargestellt. Wie auch bei Ferraro
et al. (1993) wird die Aufteilung nur in einer Dimension, also in Streifen vorgenom-
men, und nicht in beiden Dimensionen. Auf diese Weise beha¨lt man in einer Richtung
die periodischen Randbedingungen, vermeidet also Kommunikation zwischen den PE.
In der anderen Richtung mu¨ssen kompliziertere Randbedingungen verwendet wer-
den. Teilchen, die sich u¨ber diesen Rand hinwegbewegen, mu¨ssen von einem PE zum
na¨chsten u¨bertragen werden. Die Lo¨sung der Poissongleichung (2.14) wird mit einer
parallelisierten schnellen Fouriertransformation von Frigo und Johnson (1997, 1998)
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Abbildung 2.4: Aufteilung des Simulationsgebiets auf 4 Prozessorelemente (PE).
gewonnen. Bei der Organisation der Verteilung der Daten auf die PE wurde das Pro-
grammpaket PETSc von Balay et al. (1998b,a) verwendet. Dies Paket abstrahiert von
der zugrunde liegenden message-passing-Bibliothek und erlaubt die Verwendung von
Objekten wie z. B. verteilten zweidimensionalen Gittern mit u¨berlappenden Ra¨ndern.
Weitere Details hierzu finden sich in Anhang B.3.
Die Effizienz dieser Parallelisierung ist in Abb. 2.5 dargestellt. Man erkennt fu¨r
kleine Simulationsgebiete eine eher schlechte Effizienz, die Kurve fa¨llt nicht so schnell
ab wie im Idealfall. Dies liegt daran, daß fu¨r ein Problem mit 8 × 8 Gitterzellen auf
8 Prozessoren jeder einzelne Prozessor nur einen Streifen mit einer Breite von einer
Gitterzelle bearbeitet. Das Gebiet des einzelnen Prozessors besteht also nur noch aus
Rand, an dem Teilchen mit den benachbarten Gebieten, also den benachbarten Prozes-
soren, ausgetauscht werden. Fu¨r mittelgroße Simulationsgebiete, etwa nx = ny = 64,
liegt der Geschwindigkeitsgewinn auf der Ideallinie. Fu¨r sehr große Simulationsgebie-
te, wie nx = ny = 256, fa¨llt die Rechenzeit sogar schneller als idealerweise erwartet
ab. Dies liegt an der Speicherstruktur der einzelnen PE, die eine ho¨here Lokalita¨t der
Daten im Speicher erreichen und dadurch den schnellen Zwischenspeicher besser aus-
nutzen ko¨nnen.
Hier zeigt sich ein typisches Verhalten von parallelen Rechnungen: Bei kleinen
Problemen u¨bersteigt der Kommunikationsaufwand den Nutzen, effizient parallel rech-
nen ist erst ab einer gewissen Problemgro¨ße mo¨glich. Dies ist aber in der Praxis nicht
weiter relevant, da man den programmiertechnischen Aufwand der Parallelisierung
von vornherein nur fu¨r Aufgaben mit großem Bedarf an Rechenzeit auf sich nimmt.
Da bei der Modellierung der Farley-Buneman-Instabilita¨t ein anfa¨nglich homoge-
nes Plasma benutzt wird, ist zu Beginn der Rechnung die Last perfekt auf die PE ver-
teilt. Im Laufe der Rechnung bilden sich geringe Unterschiede in der Zahl der Teilchen
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Parallelisierungsgewinn der Teilchen
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Abbildung 2.5: Effizienz der Parallelisierung (nur fu¨r die Teilchen) fu¨r verschiedene Gro¨ßen
des Simulationsgebiets von nx = ny = 8 bis nx = ny = 512. In allen La¨ufen war die Anzahl
der Teilchen pro Gitterzelle Np = 100, die Zahl der Zeitschritte Nt = 10. Die gestrichelten
Linien geben den idealen Verlauf, Rechenzeit umgekehrt proportional zur Anzahl der Prozes-
soren, wieder.
pro PE, so daß die Last nicht mehr vo¨llig gleichverteilt ist. Durch die Aufteilung des
Rechengebiets in Streifen quer zur Driftrichtung und damit quer zur Vorzugsrichtung
der instabilen Wellen tragen nur die statistischen Schwankungen in der Teilchenzahl,
nicht aber die Dichteberge und -ta¨ler der Wellen zu dieser ungleichma¨ßigen Verteilung
der Last bei. Auf diese Weise gelingt es, die Last bis auf wenige Prozent gleichma¨ßig
auf die PE zu verteilen, ohne einen speziellen Lastausgleich durchzufu¨hren. Wie Fer-
raro et al. (1993) gezeigt haben, lohnt sich ein Lastausgleich, also eine Neuaufteilung
des Rechengebiets auf die PE mit dem dafu¨r no¨tigen hohen Kommunikationsaufwand,
erst bei Problemstellungen mit deutlichen ra¨umlichen Inhomogenita¨ten, wie z. B. der
Expansion eines Plasmastrahls im Vakuum.
2.3.8 Initialisierung
Zu Beginn der Simulation muß eine meist analytisch vorgegebene Verteilungsfunktion
f(x,v) wie die Maxwellverteilung durch die zur Verfu¨gung stehende Population der
Simulationsteilchen mo¨glichst gut repra¨sentiert werden. Die am ha¨ufigsten verwende-
te Methode hierzu ist die Verwendung von normierten Zufallszahlen R ∈ [0, 1]. Fu¨r
ein ra¨umlich homogenes Plasma ergeben sich die Ortskoordinaten dann einfach aus
{xi} = Li {R}, wobei Li die La¨nge des Systems in der i-ten Richtung ist.
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Initialisierung mit Zufallszahlen
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Initialisierung mit Hammersley -Sequenzen
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Abbildung 2.6: Phasenraumschnitte zum Vergleich der Initialisierungen mit Zufallszahlen und
mit Hammersley-Sequenzen fu¨r ein 16×16-Gitter mit 25 Teilchen pro Zelle. Man erkennt die
geordnete Struktur bei der Verwendung von Hammersley-Sequenzen, besonders deutlich in der
y − vy - Ebene.
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Zur Bestimmung der Geschwindigkeitskomponenten verwendet man die kumulier-
te Verteilungsfunktion (Birdsall und Langdon, 1991, Kap. 16-2):
F (v) ≡
∫ v
−∞
f(v′)dv′∫ ∞
−∞
f(v′)dv′
(2.42)
wobei lim
v→−∞
F (v) = 0 und lim
v→∞
F (v) = 1. Diese kumulierte Verteilungsfunktion kann
man nun invertieren und erha¨lt so
v = F−1(R) (2.43)
Die numerische Lo¨sung der Gleichung (2.43) ist recht unproblematisch, da die kumu-
lierte Verteilungsfunktion unabha¨ngig von der konkreten Form der Verteilungsfunktion
monoton ansteigt und auf das Intervall [0, 1] beschra¨nkt ist. Da diese Werte, außer bei
den Sto¨ßen mit dem Neutralgas, nur zu Beginn der Rechnung beno¨tigt werden, ist auch
der Rechenzeitbedarf unkritisch.
Wie in Abb. (2.6) gezeigt, gibt es noch andere Mo¨glichkeiten, die Teilchen zu in-
itialisieren. Die Wahl von Zufallszahlen aus dem Intervall [0, 1] bewirkt ein maximales
Rauschen. Wa¨hlt man statt dessen Zahlen, die das Intervall gleichma¨ßig und geord-
net fu¨llen, wie die Hammersley-Sequenzen (Hammersley und Handscomb, 1964, siehe
auch Anhang B.2), so erha¨lt man Anfangswerte mit einem deutlich reduzierten Rau-
schen. Denavit und Walsh (1981) konnten zeigen, daß diese Art der Initialisierung die
Mo¨glichkeit bietet, schwache Instabilita¨ten zu betrachten, die bei einer Initialisierung
mit Zufallszahlen bereits vom Rauschen u¨berdeckt werden.
2.4 Sto¨ße mit dem Neutralgas
Fu¨r die Entstehung der modifizierten Zweistrominstabilita¨t in der ionospha¨rischen
E-Schicht sind die Sto¨ße der Ionen mit dem umgebenden Neutralgas wesentlich, da
sie die Ionenbewegung an die des Neutralgases koppeln, wa¨hrend die Elektronen auf-
grund ihrer ho¨heren Zyklotronfrequenz magnetisiert sind und daher eine E ×B-Drift
ausfu¨hren. In geringeren Ho¨hen unterhalb 90 km ist das Plasma so schwach ionisiert,
daß kaum noch meßbare Stro¨me auftreten. In gro¨ßeren Ho¨hen oberhalb 125 km sind
wegen der geringeren Neutralgasdichte auch die Ionen magnetisiert, so daß alle gela-
denen Teilchen die gleiche Driftbewegung erfahren.
Des weiteren steht das Plasma durch die Sto¨ße in thermischem Kontakt mit dem
Neutralgas. Da die Ionenmasse in der gleichen Gro¨ßenordnung wie die Masse der
Neutralgasmoleku¨le liegt, ko¨nnen die Ionen bei elastischen Sto¨ßen sowohl Impuls als
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auch Energie u¨bertragen. Da die Details der Verteilungsfunktion der Ionen hier nicht
interessieren, genu¨gt es, diese elastischen Sto¨ße zu modellieren. Im Gegensatz dazu
ko¨nnen die Elektronen aufgrund ihrer geringeren Masse nur Impuls, aber kaum Ener-
gie durch elastische Sto¨ße u¨bertragen. Um die Aufheizung der Elektronen zu untersu-
chen, ist es notwendig, die inelastischen Sto¨ße der Elektronen mit dem Neutralgas, die
zur Anregung von Vibrations- und Rotationsniveaus fu¨hren, genauer zu modellieren,
da sie einen wichtigen Beitrag zur Energiebilanz der Elektronen darstellen (Schunk
und Nagy, 1978).
Da sich die hier betrachteten Vorga¨nge innerhalb von weniger als 10−1s abspielen,
tritt keine nennenswerte Temperatura¨nderung des Neutralgases auf, die sich auf einer
Zeitskala von 103s abspielt. Das Neutralgas kann somit als konstanter Hintergrund
angesehen werden.
Im Modell des particle-in-cell-Verfahrens ist hier ein Sprung in der Betrachtungs-
weise no¨tig: Fu¨r die Lo¨sung der gekoppelten Bewegungs- und Feldgleichungen be-
trachtet man die Simulationsteilchen als Makropartikel, also als ra¨umlich ausgedehnte
Teilchen mit großer Ladung und Masse, deren Verha¨ltnis q/m gleich dem der realen
Teilchen ist. Bei der Modellierung der Sto¨ße betrachtet man die Simulationsteilchen
als reale Elektronen und Ionen, die mit dem Neutralgas Sto¨ße ausfu¨hren. Auf diese
Weise erha¨lt man eine Stichprobe der Gesamtzahl der Stoßvorga¨nge im Plasma.
2.4.1 Einfaches Modell
In den Arbeiten von Machida und Goertz (1988), Janhunen (1994b) und Thiemann
und Schlegel (1994) wurden jeweils recht einfache Modelle fu¨r die Sto¨ße mit dem
Neutralgas verwendet. Alle Autoren betrachten drei verschiedene Arten von Sto¨ßen:
• elastische Elektron–Neutralgassto¨ße
• inelastische Elektron–Neutralgassto¨ße
• elastische Ion–Neutralgassto¨ße
Machida und Goertz und Thiemann und Schlegel nehmen eine konstante Stoßfrequenz
ν fu¨r die verschiedenen Stoßprozesse an, Janhunen hingegen eine konstante freie
Wegla¨nge. Hierbei wa¨hlt er willku¨rlich ein reduziertes Verha¨ltnis der freien Wegla¨ngen
λ bezu¨glich der elastischen und inelastischen Sto¨ße der Elektronen mit dem Neutral-
gas von λinel. = 7λel., um, wie er selbst schreibt, die Aufheizung der Elektronen in der
gewu¨nschten Gro¨ßenordnung in der Simulation zu reproduzieren.
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2.4.2 Verfeinertes Modell
Wenn man eine kinetische Beschreibung des Plasmas wa¨hlt, liegt es nahe, ein detail-
lierteres Modell fu¨r die Sto¨ße zu finden, als es mit der Beschreibung durch mittlere
Stoßfrequenzen oder freie Wegla¨ngen der Fall ist. In der vero¨ffentlichten Literatur u¨ber
die numerische Behandlung solar-terrestrischer Plasmen ist zu diesem Problem nichts
weitergehendes zu finden, da sich ein Großteil der Arbeiten auf die Magnetospha¨re,
den Sonnenwind oder die Sonnenkorona beziehen, also auf Gebiete mit stoßfreien
Plasmen.
Auf einem anderen Gebiet der Plasmaphysik, von den physikalischen Parametern
der Ionospha¨re viel na¨her verwandt als z. B. der Sonnenwind, sind Stoßprozesse schon
seit einiger Zeit modelliert worden: Dies ist die Physik der plasmaunterstu¨tzten Pro-
zessverfahren (siehe z. B. Vahedi und Surendra, 1995; Birdsall, 1991).
Hierbei geht es darum, die Stoßprozesse im Detail zu modellieren, ausgehend von
den energieabha¨ngigen Stoßquerschnitten der einzelnen Stoßkana¨le.
Beschreibung des Stoßmodells
Nehmen wir an, daß ein Teilchen der Sorte s inN verschiedenen Stoßkana¨len mit dem
Neutralgas reagieren kann. Die kinetische Energie des i-ten einfallenden Teilchens der
Sorte s ist gegeben durch
Ei = 12msv
2
i =
1
2
ms(v
2
i,x + v
2
i,y + v
2
i,z) (2.44)
Mit dieser Energie kann man die Stoßquerschnitte berechnen. Der totale Stoßquer-
schnitt σT (Ei) ist die Summe
σT (Ei) = σ1(Ei) + · · · + σN(Ei) (2.45)
wobei σj(Ei) der Stoßquerschnitt des j-ten Stoßkanals ist. Die Stoßwahrscheinlichkeit
Pi fu¨r das i-te Teilchen ist mit der pro Zeitschritt ∆t zuru¨ckgelegten Wegstrecke ∆x =
vi∆t
Pi = 1− exp(−∆xσT(Ei)nn) = 1− exp(−ν(Ei)∆t) (2.46)
mit der energieabha¨ngigen Stoßfrequenz
ν(Ei) = viσT (Ei)nn (2.47)
Hierbei ist nn die Teilchendichte des Neutralgases.
Ein Stoß des i-ten Teilchen findet statt, wenn eine Zufallszahl aus dem Intervall
[0, 1] kleiner ist als Pi. Die Details des Stoßprozesses werden im Abschnitt 2.4.4 be-
schrieben. Wenn ein Stoß stattfindet, wird mit einer weiteren Zufallszahl der Stoßkanal
bestimmt.
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Abbildung 2.7: Schema der Nullstoß-Methode: Der zusa¨tzliche Stoßkanal bewirkt eine kon-
stante Stoßfrequenz u¨ber alle Energien.
Der Zeitschritt ∆t legt fest, wie oft u¨berpru¨ft wird, ob ein Stoß stattfindet und be-
einflußt die Genauigkeit des Stoßmodells. Fu¨r jedes endliche ∆t ist Pi < 1. Nehmen
wir zur Vereinfachung an, daß sich die Energie des Teilchens beim Stoß nicht a¨ndert.
Dann ist die Wahrscheinlichkeit fu¨r n Sto¨ße im Zeitraum ∆t gleich Pni . Da dies Stoß-
modell nur einen Stoß pro Teilchen und Zeitschritt erlaubt, ist der Fehler, definiert als
Zahl der unberu¨cksichtigten Sto¨ße
r =
∞∑
k=2
P ki =
P 2i
1− Pi
. (2.48)
Um einen Fehler von r < 0.01 zu erreichen, muß Pi < 0.095 sein. Hierdurch wird
eine obere Grenze fu¨r ∆t gesetzt.
2.4.3 Nullstoß-Methode
Es ist offensichtlich, daß die Berechnung vonPi fu¨r jedes Teilchen zu jedem Zeitschritt
einen großen Rechenaufwand darstellt. Fu¨r jedes Teilchen mu¨ssen die kinetische Ener-
gie und die verschiedenen Stoßquerschnitte berechnet werden.
Diese aufwendigen Berechnungen kann man stark einschra¨nken, wenn man, wie
in Abb. 2.7 schematisch dargestellt, eine konstante Stoßfrequenz ν0 einfu¨hrt, die das
Maximum u¨ber alle vorkommenden Stoßfrequenzen bildet:
ν0 = max
i
(ν(Ei)) = nnmax
i
(σT (Ei)vi) (2.49)
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Man kann dies so auffassen, daß man einen weiteren Stoßprozess einfu¨hrt, mit einer
Stoßfrequenz, die, addiert zu der totalen Stoßfrequenz, gerade den konstanten Wert ν0
u¨ber alle E ergibt. Dieser Stoßprozess wird
”
Nullstoß“ genannt, weil keine Wechsel-
wirkung mit dem Neutralgas stattfindet.
Der maximale Anteil der Teilchen, die in einem Zeitschritt einen Stoß ausu¨ben, ist
gegeben durch
P0 = 1− exp(−ν0∆t) (2.50)
Die Teilchen, die an einem Stoß teilnehmen sollen, werden zufa¨llig aus der Gesamt-
menge der Teilchen ausgewa¨hlt. Fu¨r jedes dieser Teilchen werden die Stoßfrequenzen
berechnet, um dann mit einer Zufallszahl 0 ≤ R ≤ ν0 nach dem Schema
R ≤ ν1(Ei) (Stoßkanal 1)
ν1(Ei) < R ≤ ν1(Ei) + ν2(Ei) (Stoßkanal 2)
.
.
.∑N
j=1 νj(Ei) < R (Nullstoß)
den Stoßkanal festzulegen.
Die Effizienz dieses Verfahrens ha¨ngt von der Gro¨ße von P0 ab. Wie oben bereits
ausgefu¨hrt, muß die Zeitschrittweite ∆t so gewa¨hlt werden, daß P0 kleiner als 0.095
ist. In dem hier betrachteten Fall der ionospha¨rischen E-Schicht ist die Stabilita¨tsanfor-
derung des PIC-Verfahrens an die Zeitschrittweite jedoch sta¨rker, so daß hierdurch kei-
ne weitere Beschra¨nkung auftritt. Im Falle des expliziten PIC-Verfahrens ist die Zeit-
schrittweite so klein, daß P0 Werte von weniger als 0.01 erreicht. Die Einsparungen
an Rechenzeit sind in diesem Fall enorm, da fu¨r 99 Prozent der Teilchen die Berech-
nung der energieabha¨ngigen Stoßfrequenzen entfa¨llt. Tatsa¨chlich nimmt die komplette
Modellierung der Sto¨ße weniger als 5 Prozent der gesamten Rechenzeit in Anspruch.
2.4.4 Details des Stoßprozesses
Elektronen
Bei einem elastischen Stoß wird das Elektron um einen Winkel χ abgelenkt, den Su-
rendra et al. (1990) mit folgendem differentiellen Stoßquerschnitt angena¨hert hat:
σ(E, χ) =
E
4pi[1 + E sin2(χ/2)] ln(1 +E)
(2.51)
wobei E die Energie des einfallenden Elektrons in Elektronvolt ist. Den Winkel kann
man mit einer gleichverteilten Zufallszahl R ∈ [0, 1] aus dem normierten kumulierten
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Abbildung 2.8: Vektordiagramm der Geschwindigkeiten im Stoßprozeß.
differentiellen Stoßquerschnitt wa¨hlen:
R =
∫ χ
0
σ(E, χ′) sin(χ′)dχ′∫ pi
0
σ(E, χ′) sin(χ′)dχ′
(2.52)
Diese Gleichung kann man nach cosχ lo¨sen:
cosχ =
2 + E − 2(1 +E)R
E
(2.53)
Wie auch bei Vahedi und Surendra (1995) wird Glg. (2.53) fu¨r alle Arten von Elektron
– Neutralgassto¨ßen verwendet. Fu¨r hohe Energien ergibt Glg. (2.53) vor allem kleine
Winkel, also Vorwa¨rtsstreuung, wa¨hrend fu¨r niedrigere Energien die Streuung eher
isotrop erfolgt. Der azimutale Streuwinkel φ wird gleichfo¨rmig im Intervall [0, 2pi]
verteilt und mit einer zweiten Zufallszahl R′ ∈ [0, 1] bestimmt aus
φ = 2piR′. (2.54)
Nachdem man χ und φ gewa¨hlt hat, kann man anhand geometrischer ¨Uberlegungen
die Richtung der Geschwindigkeit des gestreuten Elektrons bestimmen. In Abb. 2.8
bezeichnen vˆv und vˆn Einheitsvektoren in Richtung der Geschwindigkeit vor und nach
dem Stoß. Wie man Abb. 2.8 entnimmt, errechnet sich vˆn aus vˆv aus folgender Bezie-
hung:
vˆn = vˆv cosχ+ vˆv × i
sinχ sinφ
sin θ
+ vˆv × (i× vˆv)
sinχ cosφ
sin θ
(2.55)
θ ist gegeben durch cos θ = vˆv · i.
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Realistische Stoßfrequenzen im Ho¨henbereich von 90 - 150 km fu¨r N2 und O2
Schunk und Nagy (1978) geben folgende Na¨herung fu¨r die mittleren Stoßfrequenzen
an, die auf eine Arbeit von Banks (1966) zuru¨ckgehen:
〈νe,N2〉 = 2.33× 10
−11n(N2)
[
1− 1.21× 10−4Te
]
Te (2.56a)
〈νe,O2〉 = 1.82× 10
−10n(O2)
[
1 + 3.6× 10−2T 1/2e
]
T 1/2e (2.56b)
Hierbei sind die Dichten in cm−3 und die Temperaturen in K anzugeben. Fu¨r ei-
ne Teilchendichte von n(N2) = 0.16 × 1013cm−3 bzw. n(O2) = 0.4 × 1012cm−3
und eine Elektronentemperatur von 250K, dies entspricht der internationalen Refe-
renzatmospha¨re CIRA (Strickland, 1972) in einer Ho¨he von etwa 110 km, ergibt sich
ν(N2) = 9038Hz und ν(O2) = 1806Hz.
Aus den tabellierten Stoßquerschnitten von Phelps und Pitchford (1985b) (siehe
Abb. 2.9 und 2.10) und einer Maxwellverteilung f(v) der Elektronen erha¨lt man mit
der allgemeinen Definition
〈ν〉 =
∫
f(v)σ(v)nvdv∫
f(v)dv
(2.57)
bei gleicher Neutralgasdichte und Elektronentemperatur Werte von ν(N2) = 8832Hz
bzw. ν(O2) = 877Hz. Die Werte fu¨r Stickstoff stimmen gut u¨berein, wa¨hrend beim
Sauerstoff die Stoßfrequenz nach den Stoßquerschnitten von Phelps und Pitchford
deutlich kleiner ist. Da die Daten dieser Autoren auf den Werten von Banks aufbau-
en, jedoch auch neuere Ergebnisse mitberu¨cksichtigen, wurden die neueren Werte von
Phelps und Pitchford, wie in Abb. 2.9 und 2.10 dargestellt, in dieser Arbeit benutzt.
Vahedi und Surendra (1995) zeigen in ihrer Abb. 8 Kurven fu¨r die Stoßquerschnitte
in O2, die so aussehen, als ob die einzelnen Spitzen aus Abb. 2.10 miteinander ver-
bunden wa¨ren. Dies fu¨hrt natu¨rlich bei Integration u¨ber die Energie zu einer ho¨heren
mittleren Stoßfrequenz fu¨r die inelastischen Sto¨ße.
Test des Modells
Zur ¨Uberpru¨fung des Stoßmodells wurde das Programm mit einem thermischen Plas-
ma bei einer Temperatur von Te = Ti = Tn = 250K und einer Teilchenzahl von
N = 25600 initialisiert. Danach wurden in jedem Zeitschritt nur die Sto¨ße der Elektro-
nen mit dem Neutralgas berechnet, die Lo¨sung der Bewegungs- und Feldgleichungen
war abgeschaltet. Da die Stoßquerschnitte fu¨r Vibrationsanregung von N2 und O2 (vgl.
Abb. 2.9 und 2.10 jeweils unten) wegen der Anregungsenergie erst weit im Schwanz
der Maxwellverteilung gro¨ßer als Null sind, wurde die Vibrationsanregung in diesem
Test nicht beru¨cksichtigt. Za¨hlt man die Sto¨ße in den einzelnen Stoßkana¨len und teilt
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Abbildung 2.9: Stoßquerschnitte fu¨r Elektronen in N2 nach Phelps und Pitchford (1985a).
Die Werte in Klammern sind die Anregungsenergien der jeweiligen Niveaus. Im oberen Bild
ist zusa¨tzlich die Form einer Maxwellverteilung fu¨r eine Temperatur von 250K dargestellt. Die
Maxima der verschiedenen Vibrationsniveaus liegen bei vergleichbaren Energien, wegen den
verschiedenen Anregungsenergien unterscheiden sie sich aber im niedrigenergetischen Teil.
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Abbildung 2.10: Stoßquerschnitte fu¨r Elektronen in O2 nach Phelps und Pitchford (1985a).
Die Werte in Klammern sind die Anregungsenergien der jeweiligen Niveaus. Im oberen Bild
ist zusa¨tzlich die Form einer Maxwellverteilung fu¨r eine Temperatur von 250K dargestellt.
Man beachte die Auflo¨sung einzelner Spitzen in den Stoßquerschnitten fu¨r Rotations- und
Vibrationsanregung.
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Abbildung 2.11: Kumulierte Mittelwerte der in der Modellierung gefundenen Stoßfrequenzen
mit den Stoßquerschnitten nach Phelps und Pitchford (1985a).
durch die Anzahl der TeilchenN , erha¨lt man die StoßwahrscheinlichkeitP . Nach Glg.
(2.46) gilt
ν(m) =
− ln(1− P )
t
=
− ln(1− ncoll
Nm
)
m∆t
(2.58)
fu¨r die mittlere Stoßfrequenz ν(m) zum Zeitpunkt t = m∆t, wie in Abb. 2.11 darge-
stellt. Wie zu erwarten, sind bei niedrigeren Stoßfrequenzen die statistischen Schwan-
kungen deutlicher ausgepra¨gt. Bei der Rotationsanregung von O2 sind wa¨hrend des
gesamten Laufs nur drei Sto¨ße vorgekommen. Die aus dem Modell gewonnenen Stoß-
frequenzen sind in Tabelle 2.1 zusammen mit den aus einer Maxwellverteilung berech-
neten Werten aufgelistet. Zum Vergleich sind noch die Stoßfrequenzen nach Schunk
und Nagy aus Glg. (2.56) angegeben.
Diese Werte stimmen sowohl fu¨r N2 als auch O2 hervorragend mit den aus einer
Maxwellverteilung gewonnenen Stoßfrequenzen u¨berein.
Zusammenfassend kann man sagen, daß das Modell die Sto¨ße der Elektronen mit
dem Neutralgas geeignet beschreibt, wobei die Energieabha¨ngigkeit des Stoßprozes-
ses voll beru¨cksichtigt wird. Durch die Einfu¨hrung des Nullstoßes ist es mo¨glich, den
Rechenaufwand in der gleichen Gro¨ßenordnung wie bei einem einfachen Modell zu
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Stoßkanal SN ν[Hz] TM ν[Hz] Mod ν[Hz]
elastisch e – N2 8793 8650
Rotationsanregung e – N2 39.4 36.5
Summe e – N2 9038 8832 8687
elastisch e – O2 876 871
Rotationsanregung e – O2 0.27 0.29
Summe e – O2 1806 877 872
Tabelle 2.1: Vergleich der Stoßfrequenzen nach Schunk und Nagy (SN) mit den Resultaten
nach Phelps und Pitchford im thermischen Mittelwert (TM) und den aus dem Modell gewon-
nenen Werten (Mod).
halten. Fu¨r ein thermisches Plasma ergibt das Modell die erwarteten mittleren Stoß-
frequenzen. Lediglich bei den Werten fu¨r molekularen Sauerstoff gibt es Diskrepan-
zen zu fru¨her vero¨ffentlichten Na¨herungsausdru¨cken. Dies liegt aber sehr wahrschein-
lich an der unterschiedlichen Wahl der Eingangsdaten. Leider lassen sich die verwen-
deten Stoßquerschnitte und Neutralgasdichten aus der Arbeit von Schunk und Nagy
(1978) nicht ableiten, so daß hier keine weitere Aussage u¨ber die Herkunft dieses
Unterschieds gemacht werden kann. Die Gu¨ltigkeit des Stoßmodells bleibt hiervon
unberu¨hrt.
Ionen
Das Modell der Sto¨ße von Ionen mit dem Neutralgas braucht fu¨r das hier behandelte
Problem bei weitem nicht so detailliert zu sein wie das fu¨r die Sto¨ße der Elektronen,
da die Ionen wegen ihrer anna¨hernd gleichen Masse sehr effizient Energie mit dem
Neutralgas austauschen. Weitere Details des Stoßprozesses, insbesondere alle inela-
stischen Vorga¨nge, sind deswegen fu¨r die Energiebilanz der Ionen unwesentlich, zu-
mindest bei den hier betrachteten niedrigen Energien. Es genu¨gt also, wenn die Ionen
genu¨gend oft mit neutralen Atomen stoßen, um die E×B-Drift zu unterbinden. Hier-
zu wurde, wie auch bei Thiemann und Schlegel (1994), eine konstante Stoßfrequenz
von ν = 2500Hz verwendet. Die Annahme einer konstanten freien Wegla¨nge, wie bei
Janhunen (1994a), ist genau so gut gerechtfertigt, beno¨tigt aber einen etwas ho¨heren
Rechenaufwand. Der eigentliche Stoß wird so modelliert, daß das Ion die Geschwin-
digkeit des Neutralgasatoms annimmt, dies entspricht einem Stoß mit Ladungsu¨bert-
rag.
Fu¨r die Modellierung von Plasmen, bei denen man an der genauen Verteilungs-
funktion der Ionen interessiert ist, kann man natu¨rlich die Nullstoß-Methode auch auf
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die Ionen anwenden. Hierzu beno¨tigt man dann die entsprechenden energieabha¨ngigen
Stoßquerschnitte.
2.5 Fazit
In diesem Kapitel wurden die physikalischen Anforderungen an ein Modell zur Be-
schreibung der Farley-Buneman-Instabilita¨t dargestellt. Ein geeignetes Modell muß
folgende Punkte beinhalten:
1. Kinetische Beschreibung der Elektronen und Ionen
2. Elektrostatische Na¨herung der Maxwell-Gleichungen
3. Zwei Raumdimensionen senkrecht zum Erdmagnetfeld, drei Geschwindigkeits-
komponenten der Teilchen
4. Initialisierung beider Teilchensorten im thermischen Gleichgewicht mit der je-
weiligen Driftgeschwindigkeit
5. Periodische Randbedingungen in beiden Raumrichtungen
6. Sto¨ße der Elektronen und Ionen mit dem Neutralgas
Eine weitere numerische Anforderung ergibt sich aus dem zum Teil sehr hohen Re-
chenzeitbedarf der verschiedenen hier vorgestellten Verfahren.
Von den hier untersuchten Verfahren erweisen sich zuna¨chst lediglich zwei als ge-
eignet zur Modellierung der Farley-Buneman-Instabilita¨t in der polaren E-Schicht der
Ionospha¨re:
1. Das parallelisierte explizite PIC-Verfahren
2. Das direkte implizite PIC-Verfahren
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Kapitel 3
Resultate der verschiedenen
PIC-Verfahren
Anhand der folgenden Resultate werden die beiden Verfahren, die in Kapitel 2 als
potentiell zur Untersuchung der Farley-Buneman-Instabilita¨t im polaren Elektrojet ge-
eignet bewertet wurden, konkret auf ihre Tauglichkeit zum Studium der Farley-Bune-
man-Instabilita¨t hin untersucht.
3.1 Stabilita¨tsuntersuchung
Wie bereits in Abschnitt 2.3.3 dargestellt, birgt das explizite particle-in-cell-Verfahren
verschiedene numerische Instabilita¨ten. Eine dieser Instabilita¨ten betrifft die Wahl der
Zeitschrittweite, eine weitere die Wahl der Gitterweite. Diese Effekte sind natu¨rlich
von besonderer Bedeutung, wenn man ein numerisches Modell fu¨r eine physikalische
Instabilita¨t finden will, da dann das Risiko besteht, die numerische Instabilita¨t mit der
physikalischen zu verwechseln. Deswegen sollen die numerischen Effekte zuna¨chst an
einer stabilen physikalischen Situation getestet werden, bevor man darangehen kann,
das numerische Modell auf die Farley-Buneman-Instabilita¨t anzuwenden.
In allen folgenden Rechnungen zur Untersuchung der numerischen Stabilita¨t der
verschiedenen Verfahren sind die a¨ußeren Felder E0 und B sowie die Sto¨ße mit dem
Neutralgas abgeschaltet, um nur den Effekt der gekoppelten Bewegungs- und Feldglei-
chungen zu studieren. Auf diese Weise kann man die gewonnenen Resultate mit den
vero¨ffentlichten Ergebnissen fu¨r stoßfreie Plasmen vergleichen. Es gibt nur wenige Ar-
beiten (z. B. Surendra et al., 1990; Birdsall, 1991; Ashtiani et al., 1995), die sich mit
der Modellierung von schwach ionisierten Plasmen bescha¨ftigen. Ausfu¨hrliche Stabi-
lita¨tsuntersuchungen sind bislang nur fu¨r Modelle stoßfreier Plasmen vorgenommen
worden (Birdsall und Langdon, 1991), so daß nur diese Resultate zum Vergleich her-
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angezogen werden ko¨nnen.
Da die Beobachtung der Aufheizung der Elektronen in der polaren E-Schicht den
Anstoß fu¨r diese Arbeit gab, ist die Entwicklung der Elektronentemperatur entschei-
dend fu¨r die Tauglichkeit eines Verfahrens. Als Test bietet sich an, das Plasma mit einer
Maxwellverteilung mit gleicher Elektronen- und Ionentemperatur zu initialisieren und
dann die Temperatur der Elektronen u¨ber einen gewissen Zeitraum zu beobachten. Es
wird also nicht wie bei Birdsall und Langdon (1991) die zeitliche Entwicklung der Ge-
samtenergie betrachtet, da eine geringe ¨Anderung der potentiellen Energie des Plasmas
eher zu tolerieren wa¨re als eine unphysikalische ¨Anderung der Elektronentemperatur,
deren Erho¨hung durch die Instabilita¨t ja u¨berhaupt erst den Anlaß fu¨r ein particle-in-
cell-Verfahren gegeben hat. Im hier betrachteten Fall eines Plasmas im thermischen
Gleichgewicht ohne a¨ußere Kra¨fte sollte aber jeder Beitrag zur Gesamtenergie fu¨r sich
im Rahmen der thermischen Fluktuationen konstant bleiben.
3.1.1 Explizites Verfahren
Fu¨r das explizite Verfahren wurde mit Glg. (2.20) bereits eine obere Grenze fu¨r die
Zeitschrittweite gefunden.
Weitere Parameter, die die numerische Stabilita¨t des Verfahrens beeinflussen
ko¨nnen, sind die Gitterweite ∆x und die Zahl der Simulationsteilchen. Fu¨r beide
Gro¨ßen la¨ßt sich keine vergleichbare analytische Stabilita¨tsbedingung finden, so daß
einige Testla¨ufe erforderlich sind, um deren Einfluß zu bestimmen.
In der ersten Serie von Testla¨ufen wurde die Zahl der Simulationsteilchen pro Git-
terzelle np = 100 konstant gehalten und nur die Gitterweite variiert. Dadurch vera¨ndert
sich natu¨rlich das Verha¨ltnis von Simulationsteilchen zu realen Teilchen, oder anders
ausgedru¨ckt, die Anzahl der Simulationsteilchen pro Debyefla¨che (λ2D). In Abb. 3.1 ist
die zeitliche Entwicklung der Elektronentemperatur fu¨r verschiedene Werte der Gitter-
weite, normiert auf die Debyela¨nge, dargestellt. Man erkennt eine numerisch bedingte
Aufheizung des Plasmas, die mit steigender Gitterweite zunimmt. Wie Birdsall und
Langdon (1991) gezeigt haben, ist es eine generelle Eigenschaft des expliziten PIC-
Verfahrens in der hier verwendeten Form, daß der Gesamtimpuls erhalten bleibt, nicht
jedoch die Gesamtenergie. Hier ist diese numerische Aufheizung bereits fu¨r eine Git-
terweite von ∆x = ∆y = 2λD nicht mehr zu tolerieren.
Ha¨lt man dagegen die Gitterweite konstant und a¨ndert die Zahl der Simulati-
onsteilchen pro Gitterzelle np, so ergibt sich ein anderes Bild. In Abb. 3.2 ist die
Elektronentemperatur fu¨r eine Serie von La¨ufen mit einer konstanten Gitterweite von
∆x = ∆y = 2λD dargestellt. Die numerisch bedingte Aufheizung des Plasmas nimmt
mit zunehmender Zahl der Simulationsteilchen ab, bis bei np = 400 eine anna¨hernd
gleiche Rate der Aufheizung wie in Abb. 3.1 fu¨r eine Gitterweite von∆x = ∆y = 1λD
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Abbildung 3.1: Explizites PIC-Verfahren, Elektronentemperatur fu¨r verschiedene Gitterwei-
ten ∆x/λD. Die Zeitschrittweite betrug jeweils ∆t = 0.2ω−1pe , die Zahl der Teilchen pro
Gitterzelle np = 100, die Zahl der Gitterpunkte nx = ny = 16. Mit zunehmender Gitterweite
steigt auch die numerische Aufheizung der Elektronen.
und eine Anzahl np = 100 erreicht wird.
Bei diesen beiden La¨ufen mit ∆x = ∆y = 2λD, np = 400 sowie ∆x =
∆y = 1λD, np = 100 ist die Anzahl der Simulationsteilchen pro Debyefla¨che
ND = np/∆x∆y gleich. Dies la¨ßt vermuten, daß fu¨r eine gleiche Anstiegsrate der
Elektronentemperatur die Zahl der Simulationsteilchen pro Debyefla¨che konstant ge-
halten werden muß. Betrachtet man die Elektronentemperaturen allerdings genauer,
wie in Abb. 3.3 mit einer anderen Skalierung, so erkennt man, daß die Aufheizung im
Falle der gro¨ßeren Gitterweite sta¨rker ist, wa¨hrend durch die gro¨ßere Gesamtzahl der
Teilchen im Modell die Fluktuation geringer geworden sind. Selbst wenn die Aufhei-
zung der Elektronen exakt gleich wa¨re, ha¨tte man hierdurch keinen Vorteil, da auf diese
Weise nur der Rechenzeitbedarf zur Lo¨sung der Poisson-Gleichung bei gleicher phy-
sikalischer Ausdehnung des Rechengebiets verringert wird. Der Anteil dieser Rechen-
zeit an der Gesamtzeit betra¨gt aber bei 400 Simulationsteilchen pro Gitterzelle weniger
als 2 Prozent. Der gro¨ßte Anteil an Rechenzeit wird fu¨r die Lo¨sung der Bewegungs-
gleichungen sowie fu¨r die Interpolation des elektrischen Feldes an der Teilchenposi-
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Abbildung 3.2: Explizites PIC-Verfahren, Elektronentemperatur fu¨r verschiedene Anzahlen
der Simulationsteilchen pro Gitterzelle np. Die Zeitschrittweite betrug jeweils ∆t = 0.2ω−1pe ,
die Gitterweite ∆x/λD = 2, die Zahl der Gitterpunkte nx = ny = 16. Mit zunehmender Zahl
der Simulationsteilchen pro Zelle sinkt die numerische Aufheizung der Elektronen.
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Abbildung 3.3: Explizites PIC-Verfahren, Elektronentemperatur fu¨r gleiche Anzahl der Simu-
lationsteilchen pro Debyefla¨che nD = 100. Die Zeitschrittweite betrug jeweils ∆t = 0.2ω−1pe ,
die Zahl der Gitterpunkte nx = ny = 16. Man beachte die gea¨nderte Skala im Vergleich zu
Abb. 3.1 und 3.2. Die numerische Aufheizung der Elektronen ist bei der gro¨ßeren Gitterweite
(rechtes Bild) etwas sta¨rker.
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Abbildung 3.4: Implizites PIC-Verfahren, Elektronentemperatur fu¨r verschiedene Zeitschritt-
weiten ∆t bei fester Gitterweite ∆x = ∆y = 5λD.
tion und die Gewichtung der Ladung des Teilchens auf die umliegenden Gitterpunkte
beno¨tigt. Dieser Rechenaufwand ist aber proportional zur Gesamtzahl der Simulati-
onsteilchen im Modell, so daß sich keine nennenswerte Verringerung des Aufwands
erreichen la¨ßt.
Zur Modellierung der Farley-Buneman-Instabilita¨t ist nach diesen Feststellungen
ein explizites particle-in-cell-Verfahren mit einer Gitterweite von ∆x = 1λD und ei-
ner Anzahl von Simulationsteilchen pro Gitterzelle np = 100 geeignet. Die hierbei
beno¨tigte Rechenleistung kann durch die in Abschnitt 2.3.7 beschriebene Parallelisie-
rung des Verfahrens zur Verfu¨gung gestellt werden.
3.1.2 Implizites Verfahren
Das implizite PIC-Verfahren erlaubt die Verwendung einer wesentlich gro¨ßeren Gitter-
und Zeitschrittweite. Um dies genauer zu untersuchen, wurden mehrere Serien von
La¨ufen durchgefu¨hrt, bei dem sowohl die a¨ußeren Felder zu Null gesetzt waren als
auch die Sto¨ße mit dem Neutralgas unberu¨cksichtigt blieben. Die so erhaltenen Resul-
tate kann man dann mit den vero¨ffentlichten Ergebnissen fu¨r stoßfreie Plasmen von
Cohen et al. (1989) vergleichen.
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Abbildung 3.5: Implizites PIC-Verfahren, Elektronentemperatur fu¨r verschiedene Zeitschritt-
weiten ∆t bei fester Gitterweite ∆x = ∆y = 25λD.
In der ersten Serie von La¨ufen wurde die Gitterweite konstant bei∆x = ∆y = 5λD
gehalten und die Zeitschrittweite ∆t variiert (Abb. 3.4). Es zeigt sich, daß das Ver-
fahren nicht fu¨r beliebige Werte der Zeitschrittweite stabil ist, sondern nur fu¨r ein
∆t von etwa 1.6ω−1pe . Dieser Effekt zeigt sich auch bei einer gro¨ßeren Gitterweite
von ∆x = ∆y = 25λD (Abb. 3.5). Hier betra¨gt die erforderliche Zeitschrittweite
∆t = 8.3ω−1pe . Diese Zeitschrittweite liegt noch unterhalb der Grenze, die das Stoßmo-
dell aus Abschnitt 2.4 setzt. Nach Glg. (2.48) wa¨re noch ein Zeitschritt ∆t ≤ 30ω−1pe
mo¨glich, diese Grenze sollte aber mo¨glichst deutlich unterschritten werden, um den
Fehler durch die unberu¨cksichtigten Sto¨ße nicht zu groß werden zu lassen. Fu¨r die
Zeitschrittweite ∆t = 8.3ω−1pe liegt der Anteil der unberu¨cksichtigten Sto¨ße bei ver-
nachla¨ssigbaren 0.07 Prozent. Die Gitterweite ∆x = 25λd ist groß genug, um eine
sinnvolle Rechnung zu ermo¨glichen: Bei einer Gittergro¨ße von 128× 128 Gitterpunk-
ten betra¨gt die reale Ausdehnung des Rechengebietes ca. 8× 8m, das entspricht dem
Rechengebiet von Oppenheim et al. (1995, 1996) fu¨r Modellrechnungen der Farley-
Buneman-Instabilita¨t im a¨quatorialen Elektrojet.
Bei den beiden Serien in den Abbildungen 3.4 und 3.5 sowie bei weiteren, hier
nicht abgebildeten Serien mit anderen Gitterweiten zeigt sich, daß das Verha¨ltnis von
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Gitterweite zu Zeitschrittweite etwa ∆x/∆t = 1/3 betragen muß, um die Stabilita¨t
des Verfahrens zu gewa¨hrleisten. Bei der hier gewa¨hlten Normierung bedeutet das,
daß die
”
Gittergeschwindigkeit“ vG := ∆x/∆t etwa 1/3 der thermischen Geschwin-
digkeit der Elektronen betragen muß. Dies bedeutet aber auch, daß die Gitterweite in
beiden Raumrichtungen gleich groß gewa¨hlt werden muß, was fu¨r die hier gewa¨hlte
Geometrie, senkrecht zum Erdmagnetfeld, kein Problem darstellt. Der hier gefunde-
ne Stabilita¨tsbereich des impliziten PIC-Verfahrens stimmt mit den Ergebnissen von
Cohen et al. (1989) u¨berein.
Die obere Grenze fu¨r die Zeitschrittweite ist direkt physikalisch zu begru¨nden:
Bei einem zu großen Zeitschritt wu¨rden sich die Elektronen so weit bewegen, daß die
Linearisierung in der Herleitung der impliziten Poissongleichung (2.32) nicht mehr
gerechtfertigt ist. Die untere Grenze fu¨r ∆t ist hingegen nicht anschaulich zu erkla¨ren.
Hier erkennt man eine Grenze der Anwendbarkeit des impliziten Verfahrens: Bei
einem festen a¨quidistanten Gitter muß die Elektronentemperatur u¨ber das Rechenge-
biet konstant sein. Bei einer starken zeitlichen ¨Anderung der Temperatur kann man die
Zeitschrittweite entsprechend anpassen. Starke ra¨umliche Gradienten in der Elektro-
nentemperatur hingegen fu¨hren lokal zu einer Abweichung von der Stabilita¨tsbedin-
gung, die die numerische Gu¨ltigkeit des Verfahrens verletzt. Bei der Farley-Buneman-
Instabilita¨t sind solche Gradienten der Elektronentemperatur jedoch nicht zu erwarten.
3.2 Anwendung auf die Farley-Buneman-Instabilita¨t
Nachdem im vorigen Abschnitt die Stabilita¨tsbereiche des expliziten und des impli-
ziten PIC-Verfahrens fu¨r den Fall eines stoßfreien Plasmas im thermischen Gleichge-
wicht ohne a¨ußere Kra¨fte untersucht wurden, sollen diese Verfahren nun auf die Far-
ley-Buneman-Instabilita¨t im polaren Elektrojet angewendet werden. Neben der Plas-
mafrequenz ωpe und der Stoßfrequenz νe ist dann noch die Gyrationsfrequenz Ωe
der Elektronen im Erdmagnetfeld zu beru¨cksichtigen. Um die Gyrationsbewegung der
Elektronen noch aufzulo¨sen, muß die Zeitschrittweite kleiner sein als die Gyrationspe-
riode: ∆t < Ω−1e . Mit den physikalischen Parametern aus Anhang A ergibt sich damit
ein maximaler Zeitschritt von ∆t ≤ 3.18ω−1pe . Diese Beschra¨nkung ist sta¨rker als die
im vorigen Abschnitt bereits erwa¨hnte Grenze ∆t ≤ 30ω−1pe , die durch das Stoßmodell
gesetzt wird.
Mit den physikalischen Parametern aus Anhang A erha¨lt man aus der kinetischen
Dispersionsrelation (1.19) eine maximale Wachstumsrate der Farley-Buneman-Insta-
bilita¨t von ℑ(ω) = 2.6 · 10−4 ωpe bei einer Wellenla¨nge von λ = 84λD (siehe Abb.
3.6). Um das Wachstum der Instabilita¨t zu beobachten, reicht es aus, das Plasma u¨ber
eine Zeit von einer inversen Wachstumsrate, das sind etwa 4000ω−1pe , zu beobachten.
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Abbildung 3.6: Wachstumsrate der Farley-Buneman-Instabilita¨t, bestimmt aus der kinetischen
Dispersionsrelation (1.19) mit den physikalischen Parametern aus Anhang A.
Fu¨r eine eingehendere Untersuchung der Prozesse, die zur Aufheizung der Elektronen
und zur Sa¨ttigung der Farley-Buneman-Instabilita¨t fu¨hren, reicht dies natu¨rlich nicht
aus. Eine exakte Bestimmung der notwendigen Ausdehnung des Rechengebiets erfor-
dert die Kenntnis der Korrelationsla¨ngen der verschiedenen physikalischen Gro¨ßen,
die man aber erst aus den Ergebnissen der Modellrechnung gewinnen kann. Die Gro¨ße
des Rechengebiets sollte aber mindestens 500λD betragen, um mehrere der am sta¨rk-
sten instabilen Wellenla¨ngen zu umfassen. Auf diese Weise wird der Einfluß der peri-
odischen Randbedingungen auf das Ergebnis zumindest abgemildert.
3.2.1 Implizites Verfahren
Lauf Nr. 064072 mit ∆x = 8λD, ∆t = 8/3ω−1pe
Neben den physikalischen Parametern aus Anhang A wurden in diesem Lauf die nu-
merischen Parameter aus Tabelle 3.1 verwendet. Wie im obigen Abschnitt ausgefu¨hrt
wurde, sollte mit diesen Werten die Instabilita¨t bereits gut zu erkennen sein. Selbst
Gitterweite ∆x = 8λD
Zeitschrittweite ∆t = 8/3ω−1pe
Zahl d. Gitterpunkte nx = ny = 64
Zahl d. Teilchen pro Gitterzelle np = 100
Ausdehnung des Rechengebiets Lx = Ly = 512λD
Dauer der Rechnung Tmax = 4000ω−1pe
Tabelle 3.1: Numerische Parameter des Laufs Nr. 064072
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Betrag der stärksten Moden der Elektronendichte aus Lauf #064072
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Abbildung 3.7: Die sta¨rksten Fourier-Komponenten der Elektronendichte aus Lauf Nr. 064072
(implizites Verfahren) mit den Parametern aus Tabelle 3.1. Im oberen Bild sind die drei sta¨rk-
sten Moden abgebildet, im unteren die drei na¨chst schwa¨cheren.
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wenn das Rechengebiet zu klein sein sollte, um die nichtlinearen Prozesse, die zur
Sa¨ttigung der Instabilita¨t fu¨hren, zu ermo¨glichen, sollte das Anwachsen der Instabilita¨t
in einem Rechengebiet, das sechs der am sta¨rksten instabilen Wellenla¨ngen umfaßt,
mo¨glich sein. Tatsa¨chlich ist aber, wie in Abb. 3.7 dargestellt, keinerlei Anwachsen
von Moden der Elektronendichte, also keine Ausbildung von koha¨renten Strukturen,
zu erkennen. Dies bedeutet, daß die Farley-Buneman-Instabilita¨t in diesem Modell
nicht zu beobachten ist.
Es gibt zwei Mo¨glichkeiten, diesen Befund zu erkla¨ren. Zum einen ko¨nnte es sein,
daß die numerische Da¨mpfung des impliziten Verfahrens so groß ist, daß die Farley-
Buneman-Instabilita¨t u¨berdeckt wird. Zum anderen ist es mo¨glich, daß das Rauschen
der Elektronendichte, bedingt durch die Initialisierung mittels Quasi-Zufallszahlen, die
Instabilita¨t u¨berdeckt. Um die zweite Mo¨glichkeit auszuschließen, wurde alternativ die
Initialisierung mit Hammersley-Sequenzen (Denavit und Walsh, 1981) vorgenommen.
Lauf Nr. 064972 mit ∆x = 8λD, ∆t = 8/3ω−1pe , Initialisierung mit Hammers-
ley-Sequenzen
In diesem Lauf wurden die gleichen physikalischen und numerischen Parameter aus
Anhang A und Tabelle 3.1 wie in Lauf Nr. 064072 verwendet. Lediglich die Invertie-
rung der kumulierten Verteilungsfunktion (2.43) bei der Initialisierung geschah mit
Hammersley-Sequenzen, wie sie in Tabelle 3.2 angegeben sind, anstatt mit Quasi-
Zufallszahlen, die in allen anderen La¨ufen verwendet wurden.
Eine Verringerung der Fluktuationen, wie man sie mit dieser Art der Initialisie-
rung erreichen will, erkennt man nur in den ersten Zeitschritten, ungefa¨hr bis zu einer
Zeit von 50ω−1pe . Danach, in den ersten 500ω−1pe der Rechnung, sind stark ausgepra¨gte
Fluktuationen der Elektronendichte zu erkennen. Diese Fluktuationen werden durch
die Anfangsbedingungen bewirkt und bleiben auch ohne a¨ußeres elektrisches Feld er-
halten, sie werden also nicht durch die Farley-Buneman-Instabilita¨t verursacht. Es liegt
die Vermutung nahe, daß die Initialisierung mit Hammersley-Sequenzen, wie sie von
Denavit und Walsh (1981) fu¨r ein explizites PIC-Verfahren benutzt wurde, fu¨r die In-
itialisierung des impliziten Verfahrens in dieser Form nicht geeignet ist.
Im weiteren Verlauf der Rechnung ist auch bei dieser Art der Initialisierung kein
x y vx vy vz
Elektronen 2 3 5 7 11
Ionen 13 17 19 23 29
Tabelle 3.2: Basen der Hammersley-Sequenzen zur Initialisierung der jeweiligen Koordinaten.
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Betrag der stärksten Moden der Elektronendichte aus Lauf #064972
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Abbildung 3.8: Die sta¨rksten Fourier-Komponenten der Elektronendichte aus Lauf Nr. 064972
(implizites Verfahren) mit Initialisierung durch Hammersley-Sequenzen und den Parametern
aus Tabelle 3.1. Im oberen Bild sind die drei sta¨rksten Moden abgebildet, im unteren die drei
na¨chst schwa¨cheren.
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Anwachsen einer Instabilita¨t zu erkennen. Dies legt die Schlußfolgerung nahe, daß
das direkte implizite particle-in-cell-Verfahren aufgrund der ihm eigenen numerischen
Da¨mpfung nicht in der Lage ist, die Farley-Buneman-Instabilita¨t wiederzugeben.
Eine weitere Erkla¨rung fu¨r das Ausbleiben der Instabilita¨t ko¨nnte natu¨rlich ein Pro-
grammierfehler sein, der auch bei gro¨ßter Sorgfalt niemals vo¨llig zu vermeiden ist. Um
diese Mo¨glichkeit auszuschließen, wurde das direkte implizite Verfahren zweimal un-
abha¨ngig voneinander entwickelt. Beide Male wurden die fehlertra¨chtigen Indizes bei
der Diskretisierung der impliziten Poisson-Gleichung (2.32 - 2.39) mit Hilfe des Sym-
bolmanipulationsprogramms Maple V neu berechnet, eine Version wurde in Fortran
90, die andere in C programmiert. Beide Versionen fu¨hrten zu den gleichen Resulta-
ten.
3.2.2 Explizites Verfahren
Lauf Nr. 256072 mit ∆x = 1λD, ∆t = 0.2ω−1pe
Neben den physikalische Parametern aus Anhang A wurden in diesem Lauf die nume-
rischen Parameter aus Tabelle 3.3 verwendet. Wie oben bereits ausgefu¨hrt, sollte mit
diesen Werten die Instabilita¨t zu erkennen sein. Um die gleiche Gro¨ße des Rechenge-
biets bei gleicher Dauer der Rechnung zu erreichen, beno¨tigt das explizite Verfahren
im Vergleich zu dem impliziten aus dem vorigen Abschnitt wegen der kleineren Gitter-
und Zeitschrittweite einen um den Faktor 850 gro¨ßeren Rechenaufwand. Dies relati-
viert sich noch etwas, da die Lo¨sung der expliziten Poissongleichung mittels schnel-
ler Fouriertransformation nur mit ca. 2.5% zum Zeitaufwand beitra¨gt, wa¨hrend die
Lo¨sung der impliziten Poissongleichung mit einem bikonjugierten Gradientenverfah-
ren etwa 70% der Gesamtzeit beno¨tigt. Dennoch ist der Rechenaufwand so groß, daß
das Rechengebiet verkleinert und die Zahl der Teilchen pro Zelle verringert wurde,
um mit der zur Verfu¨gung stehenden Kapazita¨t von 16 Prozessorelementen zu einem
wenigstens anna¨hernd vergleichbaren Ergebnis zu kommen. Bei Verwendung von 100
Teilchen pro Gitterzelle wu¨rde die Rechenzeit bereits mehr als acht Stunden betra-
gen und damit das Limit fu¨r einen einzelnen Lauf u¨berschreiten. Das Rechengebiet
ist sicherlich zu klein, um die Verwendung von periodischen Randbedingungen fu¨r
eine Untersuchung der nichtlinearen Effekte zu rechtfertigen; zumindest das anfa¨ng-
liche Wachstum der Instabilita¨t, das durch die linearisierte Dispersionsrelation (1.19)
beschrieben wird, sollte aber deutlich werden.
Im Gegensatz zu den Resultaten des impliziten Verfahrens ist in Abb. 3.9 das An-
wachsen der Instabilita¨t klar zu erkennen. Nach einer Zeit von etwa 800ω−1pe sind die
anfa¨nglich vorhandenen Fluktuationen abgeklungen. Danach wa¨chst u¨ber einen Zeit-
raum von etwa 1400ω−1pe eine Komponente stark an, um danach wieder abzuklingen.
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Lauf Nr. 256000 mit ∆x = 1λD, ∆t = 0.2ω−1pe und E0 = 0
Um zu u¨berpru¨fen, ob die in Abb. 3.9 dargestellte Instabilita¨t tatsa¨chlich von der Drift-
bewegung der Elektronen hervorgerufen wird, wurde in diesem Lauf das a¨ußere elek-
trische Feld E0 auf Null gesetzt. Alle anderen Parameter blieben gegenu¨ber dem Lauf
Nr. 256072 unvera¨ndert. Die Initialisierung geschah mit exakt den gleichen Quasi-
Zufallszahlen wie in Lauf Nr. 256072.
Wie in Abb. 3.10 dargestellt, sind auch ohne a¨ußeres elektrisches Feld die gleichen
anfa¨nglichen Fluktuationen wie in Abb. 3.9 zu beobachten. Nachdem diese abgeklun-
gen sind, ist bei dieser Rechnung jedoch kein Anwachsen einer Fourier-Komponente
einer einzelnen Elektronendichte zu erkennen. Dies erlaubt die Schlußfolgerung, das
es sich bei der beobachteten Instabilita¨t in Abb. 3.9 tatsa¨chlich um die Farley-Bune-
man-Instabilita¨t handelt.
Eine ¨Anderung der Elektronentemperatur durch die Instabilita¨t ist, wie in Abb.
3.11 gezeigt, nicht zu erkennen. Dies ist auch nicht unbedingt zu erwarten, da sich die
Instabilita¨t nur fu¨r kurze Zeit entwickelt, bevor sie, vermutlich durch den Einfluß der
periodischen Randbedingungen, an ihrem weiteren Wachstum gehindert wird.
Fu¨r eine genaue Untersuchung der Instabilita¨t sollte aber, wie oben bereits aus-
gefu¨hrt, das Rechengebiet erheblich gro¨ßer sein als es in diesen beiden La¨ufen der
Fall war. Dies stellt prinzipiell kein Problem dar, da die erforderliche Rechenleistung
durch die Parallelisierung des expliziten PIC-Verfahrens bei Benutzung von entspre-
chend vielen Prozessorelementen bereitgestellt werden kann.
Lauf Nr. 256001 mit∆x = 1λD, ∆t = 0.2ω−1pe und Gla¨ttung der Ladungsdich-
te (a = 0.1)
In diesem Lauf wurden wiederum die Parameter aus Tabelle 3.3 verwendet, mit
dem gleichen a¨ußeren elektrischen Feld E0 = 72mV/m wie im Lauf Nr. 256072.
Zusa¨tzlich wurde die Ladungsdichte noch mit dem Filter aus Anhang B.4 mit einem
Gla¨ttungsparameter a = 0.1 gegla¨ttet. Diese Gla¨ttung wird ha¨ufig bei particle-in-cell-
Gitterweite ∆x = 1λD
Zeitschrittweite ∆t = 0.2ω−1pe
Zahl d. Gitterpunkte nx = ny = 256
Zahl d. Teilchen pro Gitterzelle np = 49
Ausdehnung des Rechengebiets Lx = Ly = 256λD
Dauer der Rechnung Tmax = 4000ω−1pe
Tabelle 3.3: Numerische Parameter des Laufs Nr. 256072
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Betrag der stärksten Moden der Elektronendichte aus Lauf #256072
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Abbildung 3.9: Die sta¨rksten Fourier-Komponenten der Elektronendichte aus Lauf Nr. 256072
(explizites Verfahren) mit den Parametern aus Tabelle 3.3. Im oberen Bild sind die drei sta¨rk-
sten Moden abgebildet, im unteren die drei na¨chst schwa¨cheren.
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Betrag der stärksten Moden der Elektronendichte aus Lauf #256000
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Abbildung 3.10: Die sta¨rksten Fourier-Komponenten der Elektronendichte aus Lauf Nr.
256000 (explizites Verfahren) mit den Parametern aus Tabelle 3.3, aber E0 = 0. Im oberen
Bild sind die drei sta¨rksten Moden abgebildet, im unteren die drei na¨chst schwa¨cheren.
70 Kapitel 3. Resultate der verschiedenen PIC-Verfahren
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Abbildung 3.11: Explizites PIC-Verfahren, Vergleich der Elektronentemperatur aus zwei
La¨ufen mit und ohne a¨ußerem elektrischen Feld E0.
Verfahren verwendet (Birdsall und Langdon, 1991), um die unphysikalisch starken
Fluktuationen der Ladungsdichte auf kleinen Skalen zu verringern.
Die relativ starken Fluktuationen zu Beginn der Rechnung konnten auf diese Weise
nicht reduziert werden. Grundsa¨tzlich a¨ndert sich durch diese Gla¨ttung nichts an den
Resultaten, es kann weiterhin ein Anwachsen verschiedener Moden der Elektronen-
dichte beobachten werden. Eine genauere Untersuchung des Einflusses der Gla¨ttung
ist an dieser Stelle nicht sinnvoll, da die periodischen Randbedingungen das System
noch zu stark sto¨ren.
Da die Gla¨ttung im Programmablauf direkt vor der Lo¨sung der expliziten Poisson-
gleichung vorgenommen wird, kann man dies als Faltung des Gla¨ttungsoperators mit
dem Nabla-Operator der Poissongleichung auffassen. Es bietet sich dann an, diese Fal-
tung durch eine Multiplikation im k-Raum auszufu¨hren. Der Filter ist durch Gleichung
(B.3) gegeben, der Nabla-Operator der Poissongleichung durch Gleichung (2.15). An-
statt der Koeffizienten aus Gleichung (2.14) verwendet man dann die mit dem Filter
(B.3) multiplizierten Koeffizienten zur Lo¨sung der Poissongleichung. Auf diese Weise
la¨ßt sich die Gla¨ttung der Ladungsdichte ohne den zusa¨tzlichen zusa¨tzlichen Rechen-
aufwand einer weiteren Fouriertransformation in Hin- und Ru¨ckrichtung durchfu¨hren.
Lauf Nr. 256772 mit ∆x = 1λD, ∆t = 0.2ω−1pe
Auch in diesem Lauf wurden die Parameter aus Tabelle 3.3 verwendet, mit dem glei-
chen a¨ußeren elektrischen FeldE0 = 72mV/m wie im Lauf Nr. 256072. Lediglich die
Dauer der Rechnung wurde im Unterschied zu den vorigen La¨ufen auf eine Zeitspanne
von 7000ω−1pe erweitert, um das Anwachsen der Instabilita¨t weiter zu beobachten. Die
sta¨rksten Fourierkomponenten der Elektronendichte sind in in Abb. 3.13 dargestellt.
Mit diesem Lauf ist die Grenze der Rechenzeit erreicht, die auf dem Parallelrechner
Cray T3E bei der Gesellschaft fu¨r wissenschaftliche Datenverarbeitung in Go¨ttingen,
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Abbildung 3.12: Die sta¨rksten Fourier-Komponenten der Elektronendichte aus Lauf Nr.
256001 (explizites Verfahren) mit Gla¨ttung der Ladungsdichte mit den Parametern aus Ta-
belle 3.3. Im oberen Bild sind die drei sta¨rksten Moden abgebildet, im unteren die drei na¨chst
schwa¨cheren.
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Verfahren Gro¨ße Lx,y Dauer Lauf Nr. CPU-Stunden
implizit 512 λD 4000ω−1pe 064072, 064972 3:40
explizit 256 λD 4000ω−1pe 256072, 256000, 256001 69:20
explizit 256 λD 7000ω−1pe 256772 121:07
Tabelle 3.4: Rechenzeit der verschiedenen La¨ufe
wo diese Rechnungen durchgefu¨hrt wurden, verfu¨gbar ist. Fu¨r diesen Lauf wurden
insgesamt 121 CPU-Stunden beno¨tigt (vgl. Tabelle 3.4), was bei Verwendung von
16 Prozessorelementen noch unter dem Limit von 8 tatsa¨chlich abgelaufenen Stun-
den liegt. Es ist natu¨rlich mo¨glich, den Zwischenstand eines Laufs abzuspeichern und
dann fu¨r weitere 8 Stunden, also 128 CPU-Stunden, die Rechnung fortzufu¨hren. Wie
oben aber bereits ausgefu¨hrt, ist bei diesem Lauf im Vergleich zu den La¨ufen mit dem
impliziten Verfahren die Gro¨ße des Rechengebietes bereits um einen Faktor vier ver-
kleinert und die Zahl der Simulationsteilchen pro Gitterzelle halbiert worden. Um also
eine vergleichbare Rechnung durchzufu¨hren, mu¨ßte der Lauf bereits acht mal gestartet
werden. Dies ist fu¨r eine physikalische Studie, bei der noch verschiedene Parameter
variiert werden, nicht mehr praktikabel.
Nachdem die Fluktuationen, die von den Anfangsbedingungen herru¨hren, nach et-
wa 1000ω−1pe abgeklungen sind, steigt wie in Lauf Nr. 256072 eine Fourierkompo-
nente der Elektronendichte stark an. Deren Wachstum endet nach weiteren 1000ω−1pe .
Wa¨hrenddessen wuchs die Komponente (2, 1) an, deren Wachstumsrate zwar geringer
ist, die aber fu¨r den gesamten Zeitraum der Rechnung weiter anwa¨chst. Dem Wachs-
tum dieser sta¨rksten Moden ist noch eine Schwingung u¨berlagert, die wahrschein-
lich ihren Ursprung in den Anfangsbedingungen hat. Die Initialisierung mit Quasi-
Zufallszahlen bewirkt, daß die Teilchen nicht die Geschwindigkeit besitzen, die sich
aus dem elektrischen Feld ergibt, das durch ihre Positionen hervorgerufen wird. Diese
Schwingung ist in Lauf Nr. 256000 mit E0 = 0 viel schwa¨cher ausgepra¨gt, sie wird
also durch die mittlere Driftgeschwindigkeit vd verursacht, mit der die Elektronen
zusa¨tzlich zu ihrer quasi-zufa¨llig aus einer Maxwellverteilung gewa¨hlten Geschwin-
digkeit initialisiert werden.
3.3 Fazit
Die hohen Erwartungen, die mit dem impliziten particle-in-cell-Verfahren verbunden
waren, konnten nicht erfu¨llt werden. Dies Verfahren erlaubt zwar in physikalisch sta-
bilen Situationen wie einem Plasma im thermischen Gleichgewicht eine erhebliche
Vergro¨ßerung der Gitter- und Zeitschrittweite, wodurch der Rechenaufwand drastisch
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Abbildung 3.13: Die sta¨rksten Fourier-Komponenten der Elektronendichte aus dem la¨ngeren
Lauf Nr. 256772 (explizites Verfahren) mit den Parametern aus Tabelle 3.3 und einer Dauer
von 7000ω−1pe . Im oberen Bild sind die drei sta¨rksten Moden abgebildet, im unteren die drei
na¨chst schwa¨cheren.
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gesenkt werden kann. Die diesem Verfahren eigene numerische Da¨mpfung erwies sich
aber als zu stark, um die Farley-Buneman-Instabilita¨t noch anwachsen zu lassen.
Das explizite particle-in-cell-Verfahren ist seit Jahren bewa¨hrt, verschiedenste
Plasmainstabilita¨ten im Modell zu untersuchen. Der damit verbundene extrem hohe
Rechenaufwand konnte durch die effiziente Parallelisierung dieses Verfahrens zwar
nicht reduziert werden. Die parallele Berechnung des Plasmamodells ermo¨glicht aber,
durch Verwendung entsprechend vieler Prozessorelemente die Rechenleistung im
Prinzip beliebig zu steigern. Natu¨rlich sind die Ressourcen immer beschra¨nkt, so daß
es im Rahmen dieser Arbeit nicht mo¨glich war, ein Modell der Farley-Buneman-Insta-
bilita¨t in einer physikalisch aussagekra¨ftigen Gro¨ßenordnung zu berechnen. An eini-
gen dem Autor nicht zuga¨nglichen Ho¨chstleistungsrechenzentren existiert die hierfu¨r
erforderliche Ausstattung an Parallelrechnern bereits, fu¨r die Zukunft wird allgemein
die gro¨ßte Leistungsentwicklung im Bereich der Ho¨chstleistungsrechner bei den Par-
allelrechnern gesehen.
Von den hier untersuchten Verfahren bietet also lediglich das explizite particle-
in-cell-Verfahren das Potential, physikalische Aussagen u¨ber den Prozeß der Elektro-
nenheizung durch die Farley-Buneman-Instabilita¨t im polaren Elektrojet zu gewinnen.
Die grundsa¨tzliche Eignung dieses Verfahrens zur Untersuchung der Aufheizung der
Elektronen durch die Instabilita¨t konnte gezeigt werden. Eine ausfu¨hrliche Untersu-
chung wu¨rde allerdings den Rahmen dieser Arbeit sprengen, deren Ziel es war, die
Grundlagen fu¨r weiterfu¨hrende Arbeiten, die sich mit dem physikalischen Problem
der Farley-Buneman-Instabilita¨t befassen, zu legen.
Kapitel 4
Zusammenfassung
In der vorliegenden Arbeit wurden verschiedene numerische Modelle zur Beschrei-
bung von Plasmen auf ihre Eignung zum Studium der Farley-Buneman-Instabilita¨t im
polaren Elektrojet in der ionospha¨rischen E-Schicht der Erde untersucht. Diese Unter-
suchung war notwendig, weil gezeigt werden konnte, daß fru¨here Arbeiten von New-
man und Ott (1981), Machida und Goertz (1988), Thiemann und Schlegel (1994) und
Janhunen (1994a,b) unter verschiedenen numerischen Problemen litten, die zum Teil
zu rein numerisch bedingten Instabilita¨ten fu¨hrten oder in anderen Fa¨llen den Einfluß
der ku¨nstlichen periodischen Randbedingungen so stark werden ließen, daß die Ergeb-
nisse dieser Arbeiten einer weiteren ¨Uberpru¨fung bedu¨rfen.
Zur Auswahl eines geeigneten numerischen Modells wurden zuna¨chst die wesent-
lichen physikalischen Effekte, die bei der Farley-Buneman-Instabilita¨t eine Rolle spie-
len, herausgestellt. Um diese Effekte geeignet zu beschreiben, muß ein numerisches
Modell folgende Punkte beinhalten:
1. Kinetische Beschreibung der Elektronen und Ionen
2. Elektrostatische Na¨herung der Maxwell-Gleichungen
3. Zwei Raumdimensionen senkrecht zum Erdmagnetfeld, drei Geschwindigkeits-
komponenten der Teilchen
4. Initialisierung beider Teilchensorten im thermischen Gleichgewicht mit der je-
weiligen Driftgeschwindigkeit
5. Periodische Randbedingungen in beiden Raumrichtungen
6. Sto¨ße der Elektronen und Ionen mit dem Neutralgas
Damit scheiden kontinuumsmechanische Modelle, die den Vorteil eines vergleichswei-
se niedrigen Rechenaufwands bieten, aus.
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Von den verschiedenen kinetischen Verfahren erwiesen sich die folgenden Zwei als
potentiell geeignet zur Modellierung der Farley-Buneman-Instabilita¨t in der polaren
E-Schicht der Ionospha¨re:
1. Das parallelisierte explizite particle-in-cell-Verfahren
2. Das direkte implizite particle-in-cell-Verfahren
Da das explizite particle-in-cell-Verfahren mit seinem extrem großen Bedarf an Re-
chenzeit die Grenzen der Leistungsfa¨higkeit heutiger Computer nach dem von Neu-
mann-Prinzip der seriellen Informationsverarbeitung u¨berschreitet, wurde es in einer
parallelisierten Version entwickelt. Es konnte eine ideale Skalierbarkeit des Verfahrens
gezeigt werden, fu¨r große Rechengebiete wuchs die Geschwindigkeit sta¨rker als linear
mit der Zahl der Prozessorelemente (
”
superlinearer speed-up“). Das direkte implizi-
te particle-in-cell-Verfahren bietet gegenu¨ber dem expliziten die Mo¨glichkeit, weitaus
gro¨ßere Gitterweiten∆x und Zeitschrittweiten ∆t zu verwenden und auf diese Weise
den Rechenaufwand drastisch zu senken.
Es wurde ein Modell zur Beschreibung der Sto¨ße mit dem Neutralgas entwickelt,
das die physikalische Situation der Sto¨ße erheblich genauer wiedergeben kann, als
die Modelle von Thiemann und Schlegel (1994) oder Janhunen (1994b). Durch die
Verwendung eines zusa¨tzlichen Stoßkanals, des sogenannten Nullstoßes, konnte der
Aufwand zur Berechnung der Sto¨ße in der gleichen Gro¨ßenordnung wie bei den vor-
genannten Autoren gehalten werden. Es wurde gezeigt, daß dies Stoßmodell die ex-
perimentell bekannten Stoßfrequenzen fu¨r ein ionospha¨risches Plasma im thermischen
Gleichgewicht korrekt wiedergibt.
Da fru¨here Arbeiten Probleme mit numerischen Instabilita¨ten des PIC-Verfahrens
hatten, wurde die Stabilita¨t der beiden Verfahren eingehender untersucht. Es zeigte
sich, daß fu¨r das explizite Verfahren außer der bekannten Grenze fu¨r die Zeitschritt-
weite eine weitere, bisher nicht analytisch beschriebene Stabilita¨tsgrenze fu¨r die Git-
terweite im Zusammenhang mit der Zahl der Simulationsteilchen pro Gitterzelle exi-
stiert. Diese Stabilita¨tsgrenze ist in den Arbeiten von Machida und Goertz (1988)
und Thiemann und Schlegel (1994) verletzt worden. Fu¨r das direkte implizite PIC-
Verfahren wurde das Ergebnis von Cohen et al. (1989) besta¨tigt, daß das Verha¨ltnis
von Gitterweite zu Zeitschrittweite, ∆x/∆t, um einen Faktor drei gro¨ßer sein muß
als die thermische Geschwindigkeit der Elektronen, um die numerische Stabilita¨t des
Verfahrens zu gewa¨hrleisten.
Die Anwendung des impliziten PIC-Verfahrens auf die Farley-Buneman-Instabili-
ta¨t zeigte aber, daß in einem Rechengebiet, welches groß genug war, um mehrere der
am sta¨rksten instabilen Wellenla¨ngen zu umfassen, u¨ber die Zeitdauer einer inversen
Wachstumsrate keinerlei Anwachsen einer Instabilita¨t zu beobachten war. Auch eine
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andere Form der Initialisierung mittels Hammersley-Sequenzen a¨nderte nichts an die-
sem Resultat. Dies legt die Schlußfolgerung nahe, daß die numerische Da¨mpfung, die
dem impliziten Verfahren zu eigen ist, so stark ist, daß die Farley-Buneman-Instabilita¨t
an ihrem Entstehen gehindert wird.
Das explizite PIC-Verfahrens hingegen zeigt ein deutliches Anwachsen der In-
stabilita¨t. Die zur Verfu¨gung stehenden Rechnerkapazita¨ten reichten allerdings nicht
aus, um physikalisch aussagekra¨ftige Ergebnisse aus diesem Modell der Farley-Bune-
man-Instabilita¨t zu gewinnen. Bei Verwendung entsprechend leistungsfa¨higer Parallel-
rechner, wie sie an einigen Ho¨chstleistungsrechenzentren bereits existieren, ist es aber
Dank der idealen Skalierbarkeit des hier vorgestellten parallelisierten PIC-Verfahrens
mo¨glich, solche Resultate zu erzielen und damit die Fragen, die im Hinblick auf die
numerische Gu¨ltigkeit fru¨herer Resultate anderer Autoren aufgeworfen wurden, zu be-
antworten.
Ausblick
In dieser Arbeit wurde systematisch untersucht, wie die Farley-Buneman-Instabilita¨t
im polaren Elektrojet in der ionospha¨rischen E-Schicht der Erde numerisch modelliert
werden kann. Mit dem parallelisierten expliziten particle-in-cell-Verfahren in Verbin-
dung mit der Nullstoß-Methode wurde eine Mo¨glichkeit gefunden, die Aufheizung der
Elektronen durch die Instabilita¨t am numerischen Modell zu studieren.
Diese Studie wu¨rde allerdings den Rahmen dieser Arbeit sprengen, deren Ziel es
war, die Grundlagen fu¨r weiterfu¨hrende Arbeiten, die sich mit dem physikalischen
Problem der Farley-Buneman-Instabilita¨t befassen, zu legen. Ohne eine vorausgehende
gru¨ndliche Analyse der numerischen Modelle, wie sie in dieser Arbeit durchgefu¨hrt
wurde, ist es nicht mo¨glich, zu verla¨ßlichen physikalischen Aussagen zu kommen, wie
auch die in dieser Arbeit aufgeworfenen Zweifel an den Resultaten fru¨herer Arbeiten
gezeigt haben.
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Anhang A
Parameter der E-Schicht
Bei allen Programmla¨ufen wurden die folgenden physikalischen Parameter zur Be-
schreibung des Plasmas in der E-Schicht der polaren Ionospha¨re verwendet:
phys. Gro¨ße polare Breiten ¨Aquator
Erdmagnetfeld B0 4.5 · 10−5 T 2.5 · 10−5 T
a¨ußeres elektrisches Feld E0 7.2 · 10−2 V/m 1.4 · 10−2 V/m
Plasmateilchendichte n0 2 · 1011m−3 2 · 1011m−3
Neutralgasteilchendichte nn 2 · 1018m−3 2 · 1018m−3
Elektronentemperatur Te 230K 250K
Ionentemperatur Ti 232K 250K
Neutralgastemperatur Tn 232K 250K
mittlere Ionenmasse mi 55000me 55000me
Debyela¨nge λDe 2.34 · 10−3m 2.44 · 10−3m
Plasmafrequenz ωpe 2.52 · 107Hz 2.52 · 107Hz
Gyrationsfrequenz Ωe 7.91 · 106Hz 4.40 · 106Hz
E ×B - Driftgeschwindigkeit vd 1600m/s 560m/s
Ionenschallgeschwindigkeit Cs 358m/s 371m/s
Tabelle A.1: In den Rechnungen verwendete typische physikalische Parameter der E-Schicht
der polaren Ionospha¨re, zum Vergleich die Parameter der a¨quatorialen Ionospha¨re, wie sie
Oppenheim (1995) verwendet hat.
Im Vergleich zur a¨quatorialen E-Schicht ist vor allem die E ×B - Driftgeschwin-
digkeit in polaren Breiten deutlich ho¨her. Die weiteren Parameter, wie Gitterweite ∆x,
Zeitschrittweite ∆t, Gittergro¨ße oder Zahl der Teilchen pro Zelle np unterscheidet sich
bei den einzelnen La¨ufen und ist dort jeweils angegeben.
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Anhang B
Details der numerischen Verfahren
B.1 Struktur des Programms
Technische Details wie Speicherallozierung, Variablendeklarationen, Ausgabe usw.
sind hier weggelassen.
Die folgende Struktur ist die fu¨r das implizite PIC-Verfahren. Das explizite Verfah-
ren hat eine ganz a¨hnliche Struktur, hier werden die Elektronen genauso wie die Ionen
behandelt und natu¨rlich die explizite Poissongleichung gelo¨st.
Zuna¨chst werden die Elektronen und Ionen initialisiert. Hierbei wird die Position
{x(0)} zufa¨llig u¨ber das Gitter verteilt, die Geschwindigkeitskomponenten {v(0)}
werden zufa¨llig aus einer Maxwellverteilung genommen.
int main( int argc, char **argv )
{
eons_init();
ions_init();
Dann werden die Elektronen- und Ionendichten zum Zeitpunkt t = 0 bestimmt.
ions_accum(ion_dens);
eons_accum(eon_dens);
Das elektrische Feld zum Zeitpunkt t = 0 wird mit der normalen Poissongleichung
∇2φ = −ρ berechnet, da die exakten Dichten bekannt sind.
poisson_solve_explicit(eon_dens,ion_dens,phi);
In der Hauptschleife wird der Schritt von n nach n+ 1 durchgefu¨hrt.
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for (timestep=1; timestep<=global.nt; timestep++){
Zuerst werden die Ionen weiterbewegt und die Ionendichte ρi,n+1 bestimmt.
ions_push(ex, ey);
ions_accum(ion_dens);
Dann werden die Elektronen zu den extrapolierten Werten bewegt, indem in Glei-
chung (2.23c) En+1 = 0 gesetzt wird.
eons_prepush();
Aus den so gefundenen Positionen {x˜} wird die extrapolierte Elektronendichte ρ˜e
bestimmt.
eons_accum(eon_dens);
Mit der Ionendichte ρi,n+1 und der Elektronendichte ρ˜e wird dann die implizite
Poissongleichung (2.32) gelo¨st, um das Potential φn+1 und damit das elektrische Feld
En+1 zu erhalten.
poisson_solve_implicit(eon_dens,ion_dens,phi);
Hiermit werden dann die Inkremente {δx, δv} bestimmt, mit denen die Elektro-
nen zu ihren endgu¨ltigen Positionen bewegt werden. Hierbei wird auch die gemittelte
Beschleunigung a¯n+1 gespeichert.
eons_finalpush(ex, ey);
Zum Schluß der Schleife werden noch die Sto¨ße mit dem Neutralgas ausgefu¨hrt,
wie in Kapitel 2.4 beschrieben. Bei den Stabilita¨tsuntersuchungen des Verfahrens wa-
ren diese Sto¨ße abgeschaltet.
eons_collide
ions_collide
} /* Ende der Hauptschleife */
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B.2 Hammersley-Sequenzen
Hammersley-Sequenzen sind die Verallgemeinerung der bit-invertierten Folgen.
Schreibt man eine Zahl n in der Darstellung zur Basis p:
n = a0 + a1 p+ a2 p
2 + . . .+ am p
m, (0 ≤ ai < p) (B.1)
so erha¨lt man die zugeho¨rige Zahl hp(n) aus der Hammersley-Sequenzder Basis p,
in dem man die Reihenfolge der Koeffizienten ai invertiert und als p-adischen Bruch
interpretiert:
hp(n) = a0 p
−1 + a1 p
−2 + . . .+ am p
m−1 (B.2)
Als Beispiel die ersten acht Zahlen der Hammersley-Sequenz zur Basis 2:
n (dezimal) n (bina¨r) h2(n) (bina¨r) h2(n) (dezimal)
0 0 0.0 0.0
1 1 0.1 0.5
2 10 0.01 0.25
3 11 0.11 0.25
4 100 0.001 0.125
5 101 0.101 0.625
6 110 0.011 0.375
7 111 0.111 0.875
Und zur Basis 3:
n (dezimal) n (triadisch) h2(n) (triadisch) h2(n) (dezimal)
0 0 0.0 0.0
1 1 0.1 0.33333
2 2 0.2 0.66667
3 10 0.01 0.11111
4 11 0.11 0.44444
5 12 0.21 0.77778
6 20 0.02 0.22222
7 21 0.12 0.55556
Wie Denavit und Walsh (1981) gezeigt haben, muß die Basis p eine Primzahl sein,
um eine geeignete gleichma¨ßige Folge zur Invertierung der kumulierten Verteilungs-
funktion zu liefern. Außerdem sollte man fu¨r die Elektronen und Ionen verschiedene
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Abbildung B.1: Aufteilung des ra¨umlichen Gitters (schwarze Punkte) mit Hilfspunkten (durch
einen Pfeil markiert) der benachbarten Prozessorelemente.
Hammersley-Sequenzen verwenden, um nicht jeweils ein Elektron und ein Ion am ex-
akt gleichen Ort im Phasenraum zu initialisieren.
B.3 Parallelisierung
Gitter
Die hervorragende Effizienz der Parallelisierung der Unterprogramme zur Lo¨sung der
Bewegungsgleichungen, zur Gewichtung der Ladungsdichte auf die umliegenden Git-
terpunkte und zur Interpolation des elektrischen Feldes am Ort des Teilchens wurde
bereits in Abschnitt 2.3.7 dargestellt. Die Rechenzeit nimmt sta¨rker als linear mit der
Zahl der Prozessorelemente (PE) ab. Dieser auf den ersten Blick verblu¨ffende Ge-
schwindigkeitszuwachs wird durch die entsprechend der Zahl der PE vergro¨ßerte Ka-
pazita¨t des schnellen Zwischenspeichers erreicht.
Zur Aufteilung des Rechengebiets in einzelne Streifen, die jeweils von einem
PE bearbeitet werden, erwies sich die Programmbibliothek PETSc von Balay et al.
(1998b,a) als u¨beraus hilfreich. Diese Bibliothek stellt einen abstrakten Datentyp dis-
tributed array bereit, der genau diese Aufteilung vornimmt und außerdem die jeweils
benachbarten Gitterpunkte der angrenzenden PE in y-Richtung bzw. die entsprechen-
den Gitterpunkte des eigenen PE in x-Richtung als Hilfspunkte zur Verfu¨gung stellt
(siehe Abb. B.1).
Bei der Aufsummierung der Ladungsdichte wird dann zuna¨chst auf jedem PE
unabha¨ngig voneinander die Ladungdichte auf dem Gitter mit den Hilfspunkten be-
rechnet. Danach wird dann die Ladungsdichte, die auf den Hilfspunkten aufsummiert
wurde, zu dem entsprechenden benachbarten PE u¨bertragen und dort zu der bereits
auf diesem Gitterpunkt berechneten Ladungsdichte addiert. Dieser Schritt geschieht
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vollsta¨ndig unter Benutzung von Bibliotheksfunktionen.
Fu¨r die schnelle Fouriertransformation zur Lo¨sung der Poissongleichung wurde
das frei verfu¨gbare Paket FFTW von Frigo und Johnson (1997, 1998) verwendet. Dies
Paket erreicht eine ausgezeichnete Effizienz, mit dem weiteren Vorteil, nicht auf her-
stellerabha¨ngige Bibliotheksfunktionen mit ihren jeweils anderen Aufrufkonventionen
angewiesen zu sein.
Teilchen
Fu¨r die Teilchen war keine geeignete Bibliotheksfunktion verfu¨gbar, so daß hier eine
eigene Methode auf der Basis des standardisierten message-passing interfaces (Gropp
et al., 1994) entwickelt werden mußte. Die Lo¨sung der Bewegungsgleichungen, die
Gewichtung der Ladungsdichte auf die umliegenden Gitterpunkte und die Interpola-
tion des elektrischen Feldes am Ort des Teilchens geschieht fu¨r jedes Teilchen un-
abha¨ngig voneinander, weshalb diese Teile des Programms, die den gro¨ßten Anteil
an der Rechenzeit beno¨tigen, mit einer seriellen Version des PIC-Verfahrens identisch
sind. Der einzige Unterschied liegt in den Randbedingungen: Wa¨hrend bei periodi-
schen Randbedingungen die Teilchen, die sich u¨ber den Rand hinwegbewegen, auf der
anderen Seite wieder in das System eintreten, mu¨ssen diejenigen Teilchen, die sich
u¨ber den Rand zwischen zwei PE bewegen, von demjenigen PE zu dem benachbarten
transferiert werden.
Da jeder Aufruf einer Kommunikationsfunktion mit einem gewissen Aufwand ver-
bunden ist, empfiehlt es sich, nicht jedes Teilchen einzeln zu dem benachbarten PE zu
u¨bertragen. Statt dessen werden erst alle Teilchen, die u¨bertragen werden mu¨ssen, in
einen lokalen Sendepuffer kopiert. Die entstehende Lu¨cke im Feld der Teilchen wird
dann sofort gefu¨llt, in dem das letzte Teilchen aus diesem Feld an die freigeworde-
ne Stelle verschoben wird. Dies erwies sich als effizienter, als erst die Teilchen vom
benachbarten PE zu empfangen und dann in die Lu¨cken einzusortieren. Die Kommu-
nikationsfunktionen erwarten die Angabe eines Sende- und Empfangspuffers, so kann
das freie Ende des Feldes fu¨r die Teilchen gleich als Empfangspuffer dienen, die Teil-
chen mu¨ssen dann nicht noch einmal im lokalen Speicher kopiert werden. Es muß
natu¨rlich dafu¨r Sorge getragen werden, daß der Empfangspuffer ausreichend groß ist.
Deshalb werden vor dem eigentlichen Austausch der Teilchen erst die Anzahl der zu
empfangenden Teilchen ausgetauscht. Bei Bedarf muß dann der Speicherbereich fu¨r
die Teilchen vergro¨ßert werden. Da dies sehr zeitaufwendig ist, wird von vornherein
auf jedem PE 10 Prozent mehr Speicher fu¨r die Teilchen reserviert, als sie zu Beginn
der Rechnung beno¨tigen. Auf diese Weise konnte eine aufwendige Reallozierung zur
Laufzeit vermieden werden.
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B.4 Gla¨ttung der Ladungsdichte
Um die unphysikalisch hohen Fluktuationen der Ladungsdichte auf kleinen Skalen
zu verringern, werden die Elektronen- und Ionendichte jeweils mit folgendem Filter
(Birdsall und Langdon, 1991, Anh. B) im k-Raum gegla¨ttet:
f(kx, ky) = exp
(
−a tan4
(
k ·∆x
2
))
(B.3)
Fu¨r verschiedene Werte von a nimmt der Filter im k-Raum diese Formen an:
Abbildung B.2: Filter zur Gla¨ttung der Ladungsdichte fu¨r verschiedene Werte des Gla¨ttungs-
parameters a. Die Achsenbeschriftungen lauten kx∆x/pi bzw. ky∆y/pi.
Anhang C
Symbolverzeichnis
E elektrische Feldsta¨rke B magnetische Induktion
v , v Geschwindigkeit f Verteilungsfunktion
ω Frequenz k , k Wellenzahl, -vektor
Ω Gyrationsfrequenz ν Stoßfrequenz
E0 a¨ußeres elektrisches Feld Cs Ionenschallgeschwindigkeit
κ Hallkoeffizient d. Elektronen ℜ , ℑ Real- u. Imagina¨rteil
Ψ0
νeνi
ΩeΩi
vd , vd Driftgeschw. d. Elektronen
λD Debyela¨nge j Stromdichte
σ Leitfa¨higkeit ρ Ladungsdichte
ε0 Permittivita¨t d. Vakuums n Teilchendichte
kB Boltzmannkonstante T Temperatur
vth thermische Geschwindigkeit L Ausdehnung des Rechengebiets
ρm Massendichte c Lichtgeschwindigkeit
P Druck η kinematische Viskosita¨t
φ elektrostatisches Potential m Masse
q Ladung λ Wellenla¨nge
S Gewichtungsfunktion x , x Ort
a Beschleunigung F , F Kraft
ωpe Plasmafrequenz R Rotationsoperator
I Einheitstensor χ implizite Suszeptibilita¨t
F kumulierte Verteilungfunktion σ Stoßquerschnitt
P Stoßwahrscheinlichkeit E Energie
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