ABSTRACT: Current selection schemes for livestock improvement use a wide variety of phenotypic traits. Some of them, such as sensory, type, or carcass traits, obtain their records from subjective grading performed by trained technicians. Data from this subjective evaluation usually involve classification under a categorical and arbitrary predefined scale, whose output may lead to strong departures from the Gaussian distribution. In addition, the scale of grading may be different according to different technicians. To study this phenomenon, we have analyzed subjective conformation (CON) and fat cover (FAT) scores in the Pirenaica beef cattle breed from data provided by 12 different slaughterhouses. Three statistical models were used: 1) a Gaussian linear model; 2) an ordered category threshold model; and 3) a specific slaughterhouse ordered category threshold model. These models were analyzed through a Bayesian analysis via a Gibbs sampler with a data augmentation step. Posterior mean estimates of heritability ranged from 0.23 to 0.26 for CON, and from 0.13 to 0.16 for FAT. Statistical models were compared by the deviance information criteria, and the slaughterhousespecific ordered category threshold model was selected as the most plausible. This result was confirmed by the fact that the threshold estimates differed noticeably between slaughterhouses. Finally, the proposed model for genetic evaluation increased the expected selection response by up to 7.6% for CON and 11.2% for FAT.
INTRODUCTION
Current selection schemes for livestock improvement exploit a wide variety of traits. Phenotypic records for some of these traits are obtained from subjective grading by trained technicians; they include linear type traits in dairy cattle (Gengler et al., 1999) , carcass or fat score traits in beef cattle (Hickey et al., 2007) , and data provided by sensory analysis (Kararnichou et al., 2007) .
The collection of data from subjective evaluation involves categorization under a categorical and arbitrary predefined scale. As a consequence, the output of this process could lead to strong departures from the Gaussian distribution. A standard alternative for the analysis of categorical data are the threshold model (Wright, 1934; Dempster and Lerner, 1950; Gianola, 1982; Gianola and Foulley, 1983) , which assumes an underlying continuous distribution called liability. The liability may follow a Gaussian (probit approach) or logistic distribution (logit approach), and the model defines thresholds that link the underlying distribution with the real scale categories. An analysis of livestock data from subjective evaluation under a threshold model was performed by Jamrozik et al. (1991) for linear type traits in dairy cattle. These authors compared an ordered category threshold model with the standard Gaussian linear model and concluded that differences between the models were minimal, mainly due to the wide range of categories observed in the real scale.
In some cases, however, each individual technician may use different regions of the categorical scale, or a wider or narrower range of values in their subjective grading. Thus, the link between the observed scale and the liability scale could be specific to each technician. Varona and Hernandez (2006) proposed a specific ordered category threshold model for sensory data and concluded that each panelist used a different pattern of categorization.
The objective of this study was to expand this approach within the scope of an animal model, and to compare the proposed model with the standard Gaussian linear model and the ordered category threshold model. An analysis of data from subjective grading for fat cover (FAT) and conformation score (CON) in the Pirenaica beef cattle breed was used in this study.
MATERIALS AND METHODS
Animal Care and Use Committee approval was not obtained for this study because the data were obtained from the Spanish traceability database (Sistema de Identificación y Movimiento de Ganado Bovino-National System of Cattle Identification and Registration of Movements).
Data
The database is made up of 14,031 conformation records (8,793 males and 5,238 females) and 11,950 fat cover scores (7,466 males and 4,484 females) from 477 herds of the Pirenaica beef cattle. The data were recorded from 1999 to 2007 and from 2001 to 2007 for conformation and fat cover scores, respectively. The Pirenaica beef cattle breed is an extensive population from Northern Spain that consists of about 20,000 individuals (Sánchez et al., 2002) .
The carcass CON classes describe the development of carcass profiles, in particular, the essential components of the round, back, and shoulder. Under the SEUROP conformation system, 6 conformation classes are defined, represented by the letters S, E, U, R, O, and P. The classes correspond to an incremental scale ranging from P, the worst, to S, the best, conformation. European regulation allows each country to use 3 subdivisions of each conformation. Thus, the S conformation class is subdivided into S+, S, and S−, in declining order. The FAT score quantifies the amount of fat on the outside of the carcass and in the thoracic cavity and is defined from 1 (very slim) to 5 (very fat), with increments of 0.25 units.
The animals were harvested between 1999 and 2007 in 12 slaughterhouses located in Basque Country and Navarre (Spain). Genetic connectedness between slaughterhouses was ensured through the AI sires. A detailed description of the data set and their distribution across slaughterhouses is presented in Tables 1 and 2 . In addition, for the genetic analysis, a pedigree of 34,843 individuals recorded by the Confederación Nacional de Asociaciones de Ganado Pirenaico Breeders Association was used. This pedigree included both parents for more than 99% of individuals with phenotypic data.
Statistical Analysis
The statistical analysis for both traits (CON and FAT) was performed with 3 different univariate models: a) Model I: Standard Gaussian linear model
The first was the standard mixed model:
where y was the vector of phenotypic data on the observed scale. For CON, the data were trans- Under the SEUROP conformation system, 6 conformation classes are defined, represented by the letters S, E, U, R, O, and P. The classes correspond to an incremental scale ranging from P, the worst, to S, the best, conformation. European regulation allows each country to use 3 subdivisions of each conformation. Thus, the S conformation class is subdivided into S+, S=, and S−, in declining order.
Threshold models for subjective traits formed into a linear scale from 1.00 (P) to 6.00 (S) with 16 possible values separated by increments of 0.33. Similarly, FAT was converted into 17 possible values between 1.00 and 5.00. Moreover, b was the vector of systematic effects (sex, 2 levels; slaughterhouse, 12 levels; year-season, 35 levels for CON and 27 levels for FAT, 3 mo per level, and age at slaughter as a covariate), p was the vector of random herd effects (477 levels), u was the vector of breeding values, and e was the vector of residuals. Furthermore, X, W, and Z were the incidence matrices that link, respectively, the systematic, herd, and additive genetic effects with the vector of data. The data were analyzed through a Bayesian analysis implemented via a Gibbs sampler (Gelfand and Smith, 1990) . Multivariate Gaussian prior distributions were assumed for herd and additive genetic effects, and bounded uniform prior distributions for systematic effects and variance components. The conditional distributions needed for the Gibbs sampler were Gaussian and scaled inverted chi-square distributions (Wang et al., 1994 , , ...., ) to transform the liability (l) in the observed data (y), where k is the number of thresholds delimiting k+1 categories. As before, we used a Bayesian approach following Sorensen et al. (1995) . Here, the conditional distribution of the observed data given the liability was
where 1(.) is an indicator variable taking the value 1 if the condition is met, and 0 otherwise. Moreover, the assumed model for the liability was
where e l was a vector of Gaussian residuals with 0 mean and variance arbitrarily set to 1. As in the previous model, Gaussian multivariate distributions were assumed for p l and u l , and bounded uniform priors for systematic effects and variance components. Due to identifiability requirements of the model, the thresholds between U and U− in CON and between 2.00 and 2.25 in FAT were set to 0. The marginal posterior distributions were calculated with the Gibbs sampler (Gelfand and Smith, 1990) , with a data augmentation step (Albert and Chib, 1993; Sorensen et al., 1995) to sample from the predictive distribution of the underlying liability. As in the previous model, the Gibbs sampler involved sampling from Gaussian, truncated Gaussian, and scale inverse chi-square distributions. 
( )
where t ij is the jth threshold for the ith slaughterhouse, and k is the number of thresholds. Then, the conditional distribution of the observed data was
where S was the number of slaughterhouses, n i was the number of observations at the ith slaughterhouse, and
was the vector of thresholds for the ith slaughterhouse. The presence of specific thresholds for each slaughterhouse took into account the variation captured by the slaughterhouse effects in models I and II. Thus, in this model, the systematic effects were reduced to sex, year-season, and the regression on age at slaughter. As in the previous model, the residual variance was set to 1 and the thresholds between U and U− in CON and 2.00 and 2.25 in FAT in the 9th slaughterhouse were set to 0. Once again, a Bayesian analysis was undertaken; the marginal posterior distributions were calculated through a Gibbs sampler (Gelfand and Smith, 1990 ) with a data augmentation step (Tanner and Wong, 1987; Sorensen et al., 1995) to sample from the predictive distribution of the underlying liability. With this model, the Gibbs sampler involved sampling from Gaussian, truncated Gaussian, and scale inverse chi-square distributions.
Analysis of Convergence
After some exploratory analysis, we used 1 chain of 125,000 samples with a burn-in period of 25,000 for the 3 models of analysis. Convergence was checked using the z-criterion of Geweke (Geweke, 1992) and the methods of Raftery and Lewis (1992) .
Model Comparison
Models were compared using the deviance information criterion (DIC) proposed by Spiegelhalter et al. (2002) . The DIC is defined as 
RESULTS AND DISCUSSION
Distributions of raw data for CON and FAT are presented in Tables 1 and 2 , respectively. These results show the remarkable heterogeneity of the subjective evaluations across slaughterhouses. For instance, for CON, the R+ category was assigned to the 3.44% of the individuals in the 9th slaughterhouse, whereas it was assigned to about 87.70% in the 5th one. Moreover, the first slaughterhouse only differentiated 2 categories (U+ and R+), whereas the 11th one used 8 categories (E+, E−, U+, U, U−, R+, R, and O+) to evaluate the carcasses. This heterogeneity in the subjective evaluation was also observed for FAT, where the 3.00 category was assigned to 88.52% of the individuals in the 5th slaughterhouse and only to 0.33% in the 9th. As in the previous case, the 10th slaughterhouse only used 2 categories (2.00 and 3.00), whereas the 9th classified the carcasses into 7 categories (1.00, 1.25, 1.75, 2.00, 2.25, 2.75, and 3.00). These results show that the technicians of each slaughterhouse use a different pattern for grading different regions of the real scale and a wider or narrower range of values for carcass grading.
Estimates of variance components for the 2 traits are presented in Tables 3 and 4 , respectively. For CON, the posterior means of the heritability ranged from 0.23 (model III) to 0.26 (model I), and the DIC clearly indicated that model III was more plausible for the analysis of data. The posterior mean of heritability for FAT varied from 0.13 (models II and III) to 0.16 (model I), and as with CON, the DIC also indicated that model III was more supported by the available data. The posterior estimates of heritability from all models indicated that a sizeable fraction of the variance is additive genetic and confirmed the results obtained from previous studies for the same subjective traits in other populations (Eriksson et al., 2003; Hickey et al., 2007) . In this study, only slight differences in terms of variance components were noted between models (save for s p 2 ), and there are 2 main reasons for this fact. First, there was a wide range of categories, making the differences between models I and II smaller, in agreement with the results of Jamrozik et al. (1991) ; second, the differences in heritability estimates between models II and III were reduced due to the influence of the 9th slaughterhouse on the data set, which represented up to 67.30% of data in CON and 61.65% in FAT. The posterior means and SD for the thresholds (model III) indicated large variation between slaughterhouses (Tables 5 and 6 ), in strong concordance with the heterogeneity in the raw data presented in Tables  1 and 2 . As an example, the threshold between categories U and U− for CON was set to 0 in the 9th slaughterhouse, whereas the posterior mean estimates for the other slaughterhouses were positive and did not include the 0 in their highest posterior density regions of sizes 95 or 99%. The U− category in the 9th slaughterhouse was delimited by thresholds whose posterior mean estimates were −1.48 and 0.00, whereas in the 10th it was between thresholds with posterior mean estimates of 0.85 and 1.11. These estimates were consistent with the raw data presented in Table 1 ; in the 9th slaughterhouse there were 1,911 of 9,443 observations in this category, whereas in the 10th one, only 26 of 367 observations were assigned to the category U−. Thus, the liability range spanned by category U− was much broader in the 9th slaughterhouse than in the 10th one. These results indicated that the difference between slaughterhouses could not be totally captured by a systematic effect, as fitted in models I and II, or a heterogeneous variance model (Garrick and Van Vleck, 1987; Foulley and Quaas, 1995) . The same type of differences between slaughterhouses were found for FAT, where, for instance, the posterior mean estimate for the threshold between 2.75 and 2.50 was 1.64 (0.06) in the 9th slaughterhouse, and in strong contrast, the posterior mean estimates for this threshold ranged from −0.38 to −3.60 for the other slaughterhouses.
The selected model (model IIII) included sex and year-season effects plus a regression on age of animals at slaughter. The estimates depend on fixing of the threshold between U and U− and 2.00 and 2.25 in the 9th slaughterhouse at 0; thus, only differences between systematic effects were estimable. For CON, the posterior mean (and SD) estimate of the difference between sexes was 0.217 (0.011) liability units in favor of males. On the contrary, for FAT, it was 0.234 (0.014) in favor of females, due to the greater precocity of females for fat deposition (Warris, 2000) . Further, there was substantial heterogeneity for both traits in the year-season effects, but no clear tendency was detected. Finally, the posterior mean estimates for the regression on age at slaughter indicated an increase of 0.0267 (0.0014) and 0.0124 (0.0008) liability units per month.
The heterogeneity described above in the threshold estimates between slaughterhouses had a marked impact on the prediction of breeding values. For CON, the correlations between posterior mean estimates of breeding values were 0.95, 0.74, and 0.76 between models I and II, I and III, and II and III, respectively. The strong correlation between the posterior mean estimates from models I and II is in agreement with the results of Jamrozik et al. (1991) , and as in their study, it was due to the wide range of categories observed in the real scale. However, model III considered the slaughterhouse specific categorization and its prediction of breeding values was evidently different from the ones provided by models I and II. To illustrate these differences in breeding evaluation, we present in Figure 1 a bivariate plot for the estimated breeding values from models II and III. The predictions of breeding values for the individuals evaluated as S+ at the 6th slaughterhouse are highlighted. Those individuals had an extreme phenotype, and when common thresholds were used (model II), they had very large and positive estimated breeding Table 3 . Posterior mean (and SD) for variance components and deviance information criteria (DIC) for models 1, 2, and 3 for conformation score Table 5 . Posterior mean (and SD) for the specific slaughterhouse threshold estimates for conformation score Under the SEUROP conformation system, 6 conformation classes are defined, represented by the letters S, E, U, R, O, and P. The classes correspond to an incremental scale ranging from P, the worst, to S, the best, conformation. European regulation allows each country to use 3 subdivisions of each conformation. Thus, the S conformation class is subdivided into S+, S=, and S−, in declining order. Table 6 . Posterior mean (and SD) for the specific slaughterhouse thresholds estimates for fat cover score The fat score quantifies the amount of fat on the outside of the carcass and in the thoracic cavity and is defined from 1 (very slim) to 5 (very fat), with increments of 0.25 units.
values. On the contrary, when specific slaughterhouse thresholds were assumed, the estimated breeding values for these individuals were still positive, but were regressed to the average estimated breeding value. For FAT, the correlations between posterior mean estimates were 0.92 between models I and II, 0.84 between models I and III, and 0.94 between models II and III. Here, the differences between slaughterhouses were smaller, and thus the correlation between models II and III was greater. Nevertheless, the smallest correlation was obtained between the linear model (model I) and the slaughterhouse specific threshold model (model III). The potential consequences on selection response were evaluated by the calculation of the average estimated breeding value under model III, selected as the most likely by the DIC, for the top 10% of individuals born in 2007 and without phenotypic record and ranked by their posterior mean estimates for the breeding values under models I, II, and III, respectively. The expected selection response with model III increased by 7.6 and 11.2% of that expected with model I, for CON and FAT, respectively.
These results showed that subjective grading of phenotypes leads to substantial reduction in the ability to predict breeding values if the standard linear models (Henderson, 1984) are used for genetic evaluation. These models do not consider the different patterns of uncertainty on phenotype recording and assume that the experimental error is completely included in the residual variance component. However, as illustrated in the example, the specific ordered category threshold models can provide marked improvement in the ability to predict breeding values for subjective traits.
The model proposed here assumed that the underlying trait, the liability, is a quantitative trait, that it is transformed into specific scales by the technicians of each slaughterhouse. This is equivalent to assuming the genes involved in CON or FAT traits were the same at each slaughterhouse, although the carcasses were classified with a specific pattern. However, the liability scale for each slaughterhouse could also be defined as a different trait, so specific variance components and genetic correlations between slaughterhouses could be estimated under a multivariate animal model. In the example analyzed, where much of the information is provided by one of the slaughterhouses, this model would suffer from lack of information, and heritability and genetic correlations would be poorly estimated for small slaughterhouses.
In the example analyzed, the unit of evaluation was the slaughterhouse; the model did not allow for intraslaughterhouse variations on the threshold definition. More sophisticated models may be also envisaged (e.g., considering the possible interaction between the thresholds and farm of origin, or even time-dependent effects on the thresholds).
The model applied here does not consider the possible uncertainty on the subjective evaluation by the technicians. One interesting possibility is to define the categorical response as a fuzzy variable (Klir et al., 1997) or to consider an error of measurement model (Rekaya et al., 2001 ). Further research must be per- formed to evaluate their potential benefits for genetic evaluation of subjective traits.
