On the Mean Square of the Product of ζ(s) and a Dirichlet Polynomial by Kohji Matsumoto
COMMENTARII MATHEMATICI
UNIVERSITATIS SANCTI PAULI




On the Mean Square of the Product of ζ(s) and a Dirichlet Polynomial
by
Kohji MATSUMOTO
(Received September 18, 2003)
Dedicated to the memory of Professor Tsuneo Arakawa
1. Introduction and statement of results





be a Dirichlet polynomial, where M ≥ 1 and a(m)’s are complex coefficients satisfying
a(m) = O(mε) (1.1)
for any ε > 0. (In what follows, ε is always a small positive number, not necessarily the
same at each occurrence.) The mean value















|2dt (T ≥ 2)
has been studied by several mathematicians. Iwaniec [4] obtained an upper bound of
I (T ,A), and then, Balasubramanian, Conrey and Heath-Brown [1] established the asymp-
totic formula











+ 2γ − 1
)
T + E(T ,A) (1.2)
under the assumption log M  log T (the symbol f  g means f = O(g)), where (k, )
is the greatest common divisor of k and , [k, ] = k/(k, ) is the least common multiple
of k and , a() is the complex conjugate of a(), γ is Euler’s constant, and E(T ,A) is the
error term satisfying
E(T ,A)  M2T ε + T (log T )−B (for log M  log T ) (1.3)
for any B > 0, where the implied constant depends on B and ε. They also gave several
sharper estimates of E(T ,A) under further assumptions, and mentioned an application to
the distribution of zeros of ζ(s). Their condition log M  log T for (1.3) is actually not
necessary (see the remark at the end of this section).
Motohashi [8] stated a different type of estimate, that is
E(T ,A)  M4/3T 1/3+ε , (1.4)
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with a brief sketch of the proof. His proof, different from that of [1], is a variant of Atkin-
son’s method. Actually his argument is valid only for the integral from −T to T , hence his
claim should be understood as
Ẽ(T ,A)  M4/3T 1/3+ε (for M  T 1/2(log T )−3/4) , (1.5)






























+ 2γ − 1
)
T + Ẽ(T ,A) . (1.6)
The left-hand side of (1.6) coincides with I (T ,A) if a(m)’s are real, but it is not true in
general. Note that the condition M  T 1/2(log T )−3/4 is necessary, though Motohashi did
not state it, because in the proof he used a parameter G which satisfies G ≤ T (log T )−1,
and at the last stage of the proof he chose G = M4/3T 1/3.
The aim of the present paper is to develop another approach to this problem. Let A0 be
a sufficiently large positive number, L = A0(log T )1/2, and μ, ρ be non-negative numbers
satisfying ρ < 1, μ + ρ > 0. We assume




THEOREM 1. For any M ≥ 1 and T ≥ 2 satisfying (1.7), we have
E(T ,A)  M2−μ/2T 1/2−ρ/2+ε + MμT ρ+ε . (1.8)
In particular, replacing ε on the right-hand side of (1.8) by ε/2, and taking μ = 0,
ρ = 1 − ε, we obtain
COROLLARY 1. For any M ≥ 1 and T ≥ 2, we have
E(T ,A)  M2T ε + T 1−ε/2 . (1.9)
This gives a slight improvement of the estimate (1.3) of Balasubramanian, Conrey and
Heath-Brown [1]. On the other hand, if M  T 1/2(log T )−3/8, we can choose μ = 4/3,
ρ = 1/3 to obtain the following corollary, which recovers Motohashi’s claim.
COROLLARY 2. Under the condition M  T 1/2(log T )−3/8, we have
E(T ,A)  M4/3T 1/3+ε . (1.10)
Our proof of the above thoerem is an analogue of the argument developed in Katsurada
and Matsumoto [5]. Therefore it is also a variant of Atkinson’s method, and can be regarded
as a generalization of the argument described in Section 2.7 of Ivić [3]. By the same method
we can treat the case 1/2 < σ < 1. In this case, the integral
Iσ (T ,A) =
∫ T
0
|ζ(σ + it)A(σ + it)|2dt
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satisfies the asymptotic formula of the form














(k, )2−2σ (2π)2σ−1 ζ(2 − 2σ)
2 − 2σ T
2−2σ
+ Eσ(T ,A) , (1.11)
where Eσ (T ,A) is the error term. We can estimate this term as follows:
THEOREM 2. If ρ < (4σ − 1)−1, then for any M ≥ 1 and T ≥ 2 satisfying (1.7),
we have
Eσ (T ,A)  M2−(1−ρ)−1μf (σ,ρ)T f (σ,ρ)+ε + MμT ρ+ε (1.12)









REMARK 1. The assumption ρ < (4σ − 1)−1 implies f (σ, ρ) > 0.
The estimates corresponding to Corollaries 1 and 2 can be stated as
Eσ(T ,A)  M2T ε + T 1/(4σ−1)−ε (1.13)
(under the choice μ = 0, ρ = 1/(4σ − 1) − ε) and
Eσ (T ,A)  M8σ/(1+4σ)T 1/(1+4σ)+ε (for M  T 1/2L−1/2−1/8σ ) (1.14)
(under the choice μ = 8σ/(1 + 4σ), ρ = 1/(1 + 4σ)) for 1/2 < σ < 1. The asymptotic
formula (1.11) with estimate (1.14) is clearly a generalization of Theorem 1 of the author
[7].
REMARK 2. Here we show that Theorems 1 and 2 are trivial if
M  T b (1.15)
with a sufficiently large positive constant b. In fact, since
ζ(σ + it)A(σ + it)  M1−σ+ε(|t| + 1)(1−σ)/3 (1/2 ≤ σ < 1) , (1.16)
we have I (T ,A)  M1+εT 4/3 and Iσ (T ,A)  M2−2σ+εT 2(1−σ)/3+1. In case σ =
1/2, by using (3.9) below, we see that the first term on the right-hand side of (1.2) is
O(MεT log T ). Hence trivially
E(T ,A)  M1+εT 4/3 + MεT log T  M1+4/3b+ε ,
which is clearly superseded by the right-hand side of (1.8) if b is sufficiently large. Simi-
larly, in case 1/2 < σ < 1, since the first and the second terms on the right-hand side of
(1.11) are O(T + MεT 2−2σ ), we have
Eσ (T ,A)  M2−2σ+b−1(2(1−σ)/3+1)+ε . (1.17)
Noting (1 − ρ)−1f (σ, ρ) < 1, we see that (1.17) implies (1.12) for sufficiently large b.
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2. The weighted local integral
Now we begin the proof of Theorems 1 and 2. Let Δ be a parameter satisfying
L ≤ Δ ≤ T
A0L
. (2.1)
Moreover, in view of Remark 2 in Section 1, we may assume
M ≤ T b . (2.2)
Let u, v be complex variables, and at first assume u > 1, v > 1. Consider






ζ(u + iy)ζ(v − iy)A(u + iy)Ā(v − iy)e−(y/Δ)2dy , (2.3)
where Ā(s) = ∑m≤M a(m)m−s . Substituting the Dirichlet series expressions, we have



























































































[k, ]u+v + I1(u, v; Δ,A) + I1(v̄, ū; Δ,A) , (2.4)
where
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Using the formula∫ ∞
−∞











(see (A.38) of [2]), and then putting m = km1 and n = km1 + n1, we have










































































because the innermost sum is
=
{
 if |(km1 + n1) ,
0 otherwise .
Let






Γ (v + iy − s)
Γ (v + iy) e
−(y/Δ)2dy (2.6)
for v > s > 0. In Section 5.2 of [3], Ivić proved the following properties of M(s, v; Δ).
LEMMA 1. (i) M(s, v; Δ) can be continued to the whole space C2, entire in v, and
meromorphic in s. The poles with respect to s are only on s = 0,−1,−2, . . ..
(ii) For s > 0 and any v, we have
M(s, v; Δ) =
∫ ∞
0




Δ2 log2(1 + x)
)
dx . (2.7)
(iii) For any fixed c > 0, we have M(s, v; Δ)  (1+|s|)−c as |
s| → ∞, uniformly
for bounded v and bounded s.









Δ2 log2(1 + x)
)
, (2.8)
where the path of integration is the vertical line s = α.
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From (2.5) and Lemma 1(iv) we have






































where 1 < α < v. Summation and integration can be interchanged because of absolute
convergence, hence
























M(s, v; Δ)ds (2.9)





is the Lerch zeta-function with the real parameter x. If x ∈ Z, then ϕ(s, x) = ζ(s), while
if x /∈ Z, then ϕ(s, x) is entire in s. Moreover, if 0 < x < 1, ϕ(s, x) satisfies the functional
equation








ζ(1 − s, x)
+ e
(




ζ(1 − s, 1 − x)
}
, (2.11)
where ζ(s, x) = ∑∞n=0(n+x)−s is the Hurwitz zeta-function (see Chapter 2 of Laurinčikas
and Garunkštis [6]), and e(x) = exp(2πix).
Let β > max{2, α}, and assume (u+ v) < β. We shift the path of integration on the
right-hand side of (2.9) to s = β. Lemma 1(iii) implies that this shifting is possible. The
function ϕ(u + v − s, kf/) has a pole at s = u + v − 1 only when kf/ ∈ Z. Hence we
have










ξ(f ; k, )ϕ
(
u + v − 1, f

)
M(u + v − 1, v; Δ) , (2.12)
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where
























M(s, v; Δ)ds (2.13)
and
ξ(f ; k, ) =
{
1 if |kf ,
0 otherwise .
Since M(s, v; Δ) is entire in v (by Lemma 1(i)), the expression (2.13) is valid for any
u, v satisfying (u + v) < β + 1. Hence (2.12) gives the meromorphic continuation of
I1(u, v; Δ,A) to the region (u + v) < β + 1. Therefore now we can put u = σ + it ,
v = σ − it in (2.12), where 1/2 < σ < 1, t ≥ 2, and T  t  T . Substituting the
resulting expression and its complex conjugate into (2.4), we obtain
















ξ(f ; k, )ϕ
(
2σ − 1, f

)










ξ(f ; k, )ϕ
(
2σ − 1, f

)
M(2σ − 1, σ − it; Δ) , (2.14)
where Pσ (t; Δ,A) = P(σ + it, σ − it; Δ,A). Changing the letters k and  in the last
member of the right-hand side, we obtain








Hσ (t; k, ) (2.15)
for 1/2 < σ < 1, where




ξ(f ; k, )ϕ
(
2σ − 1, f

)









M(2σ − 1, σ + it; Δ) . (2.16)
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3. The case on the critical line
In this section we show an expression, analogous to (2.15), for σ = 1/2. Let σ = 1
2
+
δ, where δ is a small positive number. Then from (2.6), noting Γ (2δ) = (2δ)−1 −γ +O(δ),
we can easily see that
M(2σ − 1, σ + it; Δ) = 1
2δ
− B(t; Δ) − γ + O(δ) ,
where











+ i(t + y)
)
e−(y/Δ)2dy
((3.6) and (3.7) of [5]). Also ,




− log[k, ] + γ + O(δ)
)
,
ϕ(2σ − 1, x) = ϕ(0, x) + 2δϕ′(0, x) + O(δ2) .
Hence we have













































































= 0 . (3.2)
In fact, if (k, ) = d , then we can write k = dκ ,  = dλ, (κ, λ) = 1. Then ξ(f ; k, ) =
1 if and only if |kf , that is λ|f . Hence, putting f = jλ, we have
∑
f =1

























= d1−sζ(s) , (3.4)
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The relation (3.4) is valid, by analytic continuation, at s = 0. Hence from (3.3) we have
∑
f=1






= dζ(0) = −d
2
= − k
2[k, ] . (3.5)
The value of
∑k
f =1 ξ(f ; , k)ϕ(0,−f/k) is the same, hence (3.2) follows.
Therefore, letting δ → 0 in (3.1), we have











































= −ζ(0)d log d + ζ ′(0)d = 1
2
d log d − 1
2
log(2π)d . (3.7)
Using (3.5) and (3.7), we see that the right-hand side of (3.6) is
k
[k, ] (− log[k, ] + γ ) + d log d − log(2π)d +
d
2













Moreover, using Stirling’s formula we have
B(±t,Δ) = ±1
2





((3.9) of [5]). Hence











We let σ → 1/2 + 0 in (2.15), with using (3.8). The contribution of the error term on the






[k, ]  M
ε , (3.9)
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+ O(Δt−1+ε) . (3.10)
4. The weighted mean square
Now we go back to the integral (2.3), and continue it meromorphically by a different
method. At first assume u > 1 and v > 1. Let K > max{1,v − 1}, and shift the path
of integration on the right-hand side of (2.3) to 
y = −K . The residue at y = i(1 − v)
appears. The resulting expression












ζ(u + iy)ζ(v − iy)A(u + iy)Ā(v − iy)e−(y/Δ)2dy (4.1)
can be continued meromorphically to the region u > −K + 1, v < K + 1, which
includes D = {(u, v) | 0 < u < 1, 0 < v < 1}.
Now assume (u, v) ∈ D, and shift back the path of integration on the right-hand side
of (4.1) to 
y = 0. This time the residue at y = i(u − 1) appears, and




ζ(u + v − 1)
{
A(u + v − 1)Ā(1)e(v−1)2/Δ2








ζ(u + iy)ζ(v − iy)A(u + iy)Ā(v − iy)e−(y/Δ)2dy (4.2)
for (u, v) ∈ D. In particular, we can now put u = σ + it , v = σ − it , where 1/2 ≤ σ < 1,
t ≥ 2 and T  t  T , in (4.2). Then





ζ(2σ − 1){A(2σ − 1)Ā(1) exp((σ − 1 − it)2/Δ2)
+ A(1)Ā(2σ − 1) exp((σ − 1 + it)2/Δ2)} , (4.3)
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where






|ζ(σ + i(t + y))A(σ + i(t + y))|2e−(y/Δ)2dy .
Since Δ ≤ T/A0L by (2.1), the second member on the right-hand side of (4.3) is
 M1+εΔ−1e−C1L2  T −C2 ,
where C1, C2 are positive constants. Since we assume (2.2), if A0 is sufficiently large, then
C1, C2 are also large. Therefore
I (σ + it, σ − it; Δ,A) = Jσ (t; Δ,A) + O(T −C2) (4.4)
with a large C2 for 1/2 ≤ σ < 1.
Now, combining (4.4) with the results proved in Sections 2 and 3, we obtain the fol-
lowing expressions of Jσ (t; Δ,A), which are fundamental in our analysis. First, in the case
σ = 1/2, from (3.10) and (4.4) we immediately obtain the following














+ P1/2(t; Δ,A) + P1/2(t; Δ,A) + O(ΔT −1+ε) . (4.5)
Next consider the case 1/2 < σ < 1. Since
∑
f=1
ξ(f ; k, )ϕ
(








2σ − 1, j
d
)
= d2−2σ ζ(2σ − 1)
by (3.4), we can rewrite (2.16) as
Hσ (t; k, ) = k[k, ]2σ ζ(2σ)
+ d2−2σ ζ(2σ − 1){M(2σ − 1, σ − it; Δ) + M(2σ − 1, σ + it; Δ)} . (4.6)
It has been shown in the proof of Lemma 1 of [5] that
M(2σ−1, σ−it; Δ)+M(2σ−1, σ +it; Δ) = 2Γ (2σ−1)
{






and the functional equation for ζ(s) implies
2Γ (2σ − 1)ζ(2σ − 1) sin(πσ) = (2π)2σ−1ζ(2 − 2σ) .
Hence from (4.6) we have
Hσ(t; k, ) = k[k, ]2σ ζ(2σ) + d








Substitute this into the right-hand side of (2.15), and combine with (4.4). By using (3.9) we
see that the contribution of the error term on the right-hand side of (4.7) is O(Δt−2σ+ε).
Hence we obtain
LEMMA 3. For 1/2 < σ < 1 and T  t  T , we have














(k, )2−2σ (2π)2σ−1ζ(2 − 2σ)t1−2σ
+ Pσ (t; Δ,A) + Pσ (t; Δ,A) + O(ΔT −2σ+ε) . (4.8)
We can connect Jσ (t; Δ,A) with the mean square of ζ(σ + it)A(σ + it) by the
following inequalities:∫ 2T +LΔ
T −LΔ
Jσ (t; Δ,A)dt ≥
∫ 2T
T
|ζ(σ + it)A(σ + it)|2dt
+ O(M2(1−σ)+εT 2(1−σ)/3+1e−L2) (4.9)
and ∫ 2T −LΔ
T +LΔ
Jσ (t; Δ,A)dt ≤
∫ 2T
T
|ζ(σ + it)A(σ + it)|2dt
+ O(M2(1−σ)+εT 2(1−σ)/3+1e−L2) (4.10)
for 1/2 ≤ σ < 1. These can be proved analogously to Lemma 3 of [5], so we omit the
details of the proof. We only note that, instead of (4.6) of [5], we use the bound (1.16) to
obtain the above error estimates.














































(P1/2(t; Δ,A) + P1/2(t; Δ,A))dt + O(ΔT ε) .
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Comparing this with (1.2), we obtain the case σ = 1/2 of
Eσ (2T ,A) − Eσ (T ,A) =
∫ 2T
T




Jσ (t; Δ,A)dt +
∫ 2T ±LΔ
T ∓LΔ
(Pσ (t; Δ,A) + Pσ (t; Δ,A))dt
+ O(LΔ(T ε)ω) , (4.11)
where E1/2(T ,A) = E(T ,A) and ω = 1 or 0 according as σ = 1/2 or 1/2 < σ < 1. The
case 1/2 < σ < 1 can be shown similarly from Lemma 3 and (1.11). It is an analogue of
(4.8) and (4.9) of [5]. Combining (4.11) with (4.9) and (4.10), again similarly to [5], we
obtain
LEMMA 4. For 1/2 ≤ σ < 1, we have










(Pσ (t; Δ,A) + Pσ (t; Δ,A))dt
∣∣∣∣∣ + O(LΔ(T ε)ω) . (4.12)
Therefore, now our problem is reduced to the evaluation of the integral∫ T ′′
T ′
(Pσ (t; Δ,A) + Pσ (t; Δ,A))dt , (4.13)
where T ′ = T ∓ LΔ and T ′′ = 2T ± LΔ. Since A0 is sufficiently large (see (2.1)), we see
that T  T ′  T , T  T ′′  T .
5. An infinite series expression of Pσ (t; Δ,A)
Let 1/2 ≤ σ < 1. From (2.13) we have
























M(s, σ − it; Δ)ds . (5.1)
We rewrite the factor ϕ(2σ − s, kf/) by using the functional equation, that is (2.11) if
kf/ /∈ Z, and




(1 − 2σ + s)
)
Γ (1 − 2σ + s)ζ(1 − 2σ + s)
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if kf/ ∈ Z. We have



















(1 − 2σ + s)
)








































× M(s, σ − it; Δ)ds , (5.2)
where the summation
∑∗ runs over all f satisfying 1 ≤ f ≤  and f ≡ 0 (mod λ), and
{x} means the integer determined uniquely by {x} ≡ x (mod ), 0 < {x} < .
From the assumption β > 2 it follows that (1 − 2σ + s) > 1, hence the zeta factors











where a, x are real numbers and n, , b are positive integers. We see that












σ1−2σ (n; x, , b)n−1+2σ−s , (5.3)
and especially
ζ(1 − 2σ + s)ϕ(s, x) =
∞∑
n=1
σ1−2σ (n; x)n−1+2σ−s . (5.4)

















− 1 − 2σ + s
4
))
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to (5.2), and changing the order of integration and summation (which can be verified by
absolute convergence), we obtain


































, , {kf }
)















, , {−kf }
)











∓ 1 − 2σ + s
4
)






M(s, σ − it; Δ)ds . (5.6)
The above (5.5) is the analogue of (5.1) of [5]. (The condition σ < (β + 1)/2 stated there
is to be read as σ < β/2.)
Define






∑# runs over all positive integer μ satisfying μ|n, μ−1n ≡ k(mod d)
and μ ≡ 0(mod λ). Then from (5.5) we can show the following
LEMMA 5. For 1/2 ≤ σ < 1, we have






























Sσ (n; k, )Q+σ (t; dn, k)
}
, (5.7)
where σ1−2σ (n) = ∑m|n m1−2σ and κ̄ is determined by κκ̄ ≡ 1(mod λ).
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The condition m ≡ kf (mod ) implies d|m, hence the above double sum vanishes unless






































∑∗∗ runs over all f such that 1 ≤ f ≤ , f ≡ 0(mod λ), and f ≡ μκ̄(mod λ).


































d if d|(μ−1ν − k) ,
0 otherwise .
Mean Square of the Product of ζ(s) and a Dirichlet Polynomial 17














































, , {kf }
)









Sσ (ν; k, )Q−σ (t; dν, k) ,
and similarly we can show that the last double sum in the curly parenthesis on the right-hand









Sσ (ν; k, )Q+σ (t; dν, k) .
Substituting these formulas and (5.8) into (5.5), and using d/k = [k, ]−1, we arrive at
the assertion of Lemma 5.
6. Completion of the proof









μ2σ−1 = σ1−2σ (n) , (6.1)
from Lemma 5 we have∫ T ′′
T ′







































The quantity Q±σ (t; n, q), defined by (5.6), is exactly the same as Q±σ (t; n, q) intro-
duced in Section 5 of [5] and studied in Sections 6, 7 and 8 of [5]. In Section 6 of [5], by
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using Lemma 1(ii), it is shown that∫ T ′′
T ′





h+σ (y; n, q)dy (6.3)
and ∫ T ′′
T ′





h−σ (y; n, q)dy , (6.4)
where





Δ2 log2(1 + y−1)
)





















Q±σ (t; n, q)dt
∣∣∣∣∣  q1+σ+εe−AT + (qT )−C3 , (6.6)
where A is a positive constant and C3 is a large positive constant. The remaining part







h±σ (y; n, q)dy
∣∣∣∣∣  e−AL
2
NT (log N log T )ω , (6.7)
where A is a positive constant and ω is as in Section 4. Also we have∫ ∞
L−1Δ














if n ≤ qT1L2Δ−2 ((8.17) of [5]).


































h±σ (y; n, d−1k∗)dy
∣∣∣∣
= Σ1 + Σ2 + Σ3 , (6.9)
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say, where N∗ = d−1k∗T1L2Δ−2.


























































(k)−1+εk∗Δ1/2−2σT 1/2+ε  M2Δ1/2−2σT 1/2+ε .
Using (6.6) and (6.7) we can see that the contributions of Σ1 and Σ2 are negligible. Hence∫ T ′′
T ′
Pσ (t; Δ,A)dt  M2Δ1/2−2σT 1/2+ε . (6.10)
Combining (6.10) with Lemma 4, we obtain
|Eσ(2T ,A) − Eσ (T ,A)|  M2Δ1/2−2σT 1/2+ε + LΔ(T ε)ω (6.11)
for 1/2 ≤ σ < 1.
Recall that we assume (2.2) to obtain (6.11). The inequality M ≤ (2−j T )b is valid for
0 ≤ j ≤ j1, where j1 = [log(M−1/bT )/ log 2]. Let
Δj = (max{2−cjM, T εj })μT ρj (0 ≤ j ≤ j1) ,
where Tj = 2−j T and c > 0. Note that 2−cjM ≤ T εj for j > j2, where j2 =
[log(MT −ε)/(c − ε) log 2]. We prove that, if we choose c suitably, then there exists a
constant C0 > 0 such that
Lj ≤ Δj ≤ Tj
A0Lj
(6.12)
for Tj ≥ C0, where Lj = A0(log Tj )1/2. In fact, we see that Δj ≥ T με+ρj  Lj , which








Next, if μ > 0, we choose c for which cμ + ρ = 1 holds, then





by (1.7). If μ = 0, then clearly
(2−cjM)μT ρj = T ρj 
Tj
Lj
because ρ < 1. Hence the second inequality of (6.12) follows.
Let j3 be the largest integer for which 2−j3T ≥ C0 holds, and put j0 = min{j1, j3}.
Then (6.12) implies that (2.1) and (2.2) are valid for Tj and Δj (0 ≤ j ≤ j0) instead of T
and Δ, respectively. Hence we may replace T and Δ in (6.11) by Tj and Δj respectively
to obtain
|Eσ(Tj−1, A) − Eσ (Tj ,A)|
 M2+μ(1/2−2σ)(2−j )(cμ+ρ)(1/2−2σ)+1/2+εT f (σ,ρ)+ε
+ LjMμ(2−j )cμ+ρ+εωT ρ+εω (6.13)
if μ > 0 and 1 ≤ j ≤ min{j0, j2}, and
 M2(2−j )f (σ,ρ)+εT f (σ,ρ)+ε + Lj(2−j )ρ+εT ρ+ε (6.14)
if μ > 0 and j2 < j ≤ j0, or if μ = 0.
We sum up these inequalities for j = 1, 2, . . . , j0. In case μ > 0, noting cμ + ρ = 1,
f (σ, ρ) > 0 and M−1/cT ε  2−j2  M−1/cT ε, we find that
|Eσ(T ,A) − Eσ (Tj0, A)|
 M2+μ(1/2−2σ)T f (σ,ρ)+ε
j2∑
j=1




+ M2T f (σ,ρ)+ε
j0∑
j=j2+1




 M2+μ(1/2−2σ)+c−1(2σ−1)T f (σ,ρ)+ε + MμT ρ+ε
+ M2−c−1f (σ,ρ)T f (σ,ρ)+ε + M−c−1ρT ρ+ε ,
hence
|Eσ(T ,A) − Eσ (Tj0, A)|  M2−(1−ρ)








+ 2σ − 1
c
= −f (σ, ρ)
c
= −μf (σ, ρ)
1 − ρ .
From (6.14) we can easily see that (6.15) is also valid in case μ = 0.
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On the other hand, if j0 = j1, from Remark 2 in Section 1 we have
|Eσ(Tj0 , A)|  M2−(1−ρ)
−1μf (σ,ρ)T f (σ,ρ)+εj0 + MμT
ρ+ε
j0
 M2−(1−ρ)−1μf (σ,ρ)T f (σ,ρ)+ε + MμT ρ+ε . (6.16)
If j0 = j3, then Tj0  1. Hence (1.15) is valid for M  1, and in this case (6.16) again
follows from Remark 2. If Tj0  1 and M  1 then Eσ (Tj0, A) is clearly bounded. Hence
(6.16) is true in all the cases. Combining (6.15) and (6.16), we obtain the assertions of
Theorems 1 and 2.
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[ 6 ] A. Laurinčikas and R. Garunkštis, The Lerch Zeta-function, Kluwer Acad. Publ., 2002.
[ 7 ] K. Matsumoto, The mean square of the Riemann zeta-function in the critical strip, Japanese J. Math. 15
(1989), 1–13.
[ 8 ] Y. Motohashi, A note on the mean value of the zeta and L-functions V, Proc. Japan Acad. 62A (1986),
399–401.
Graduate School of Mathematics
Nagoya University
Chikusa-ku
Nagoya 464–8602
Japan
