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1 Introduction
1.1 Ope´rateurs hypercycliques
Depuis le de´but des anne´es 1980 et la the`se de Kitai en 1982, les proprie´te´s orbi-
tales des ope´rateurs line´aires ont e´te´ largement e´tudie´es. Les ope´rateurs hypercycliques
en particulier sont au cœur des de´veloppements.
De´finition 1.1. Un vecteur x ∈ X est dit hypercyclique pour T si son orbite
O(x, T ) := {T nx, n ∈ N}
est dense dans X. L’ensemble des vecteurs hypercycliques pour l’ope´rateur T est note´
HC(T ). L’ope´rateur T est dit hypercyclique si HC(T ) 6= ∅.
La proprie´te´ d’hypercyclicite´ pour un ope´rateur est donc base´e sur la densite´ de l’orbite
d’un vecteur. C’est un cas particulier dans un cadre line´aire, de la notion d’universalite´ qui
se de´ﬁnit pour des fonctions continues dans le cadre plus ge´ne´ral des espaces topologiques.
Une notion bien connue et tre`s e´tudie´e dans le contexte des syste`mes dynamiques est
la notion de transitivite´ topologique. Cette proprie´te´ a e´te´ introduite en 1922 par Birkhoﬀ
et caracte´rise le fait qu’un syste`me dynamique n’est pas de´composable en deux sous-
syste`mes dynamiques inde´pendants. En fait la transitivite´ topologique et l’hypercyclicite´
sont des proprie´te´s e´quivalentes dans le cas ou` X est un espace se´parable avec une base
de´nombrable d’ouverts et n’a pas de points isole´s, c’est ce que l’on appelle le The´ore`me
de Transitivite´ de Birkhoﬀ.
The´ore`me de Transitivite´ de Birkhoff 1.2. Soient X un F-espace se´parable et T un
ope´rateur line´aire continu sur X. Alors les proprie´te´s suivantes sont e´quivalentes
(i) T est hypercyclique
(ii) T est topologiquement transitif : pour tous ouverts non-vides U et V de X, il existe
un entier n tel que T n(U) ∩ V 6= ∅.
De plus, dans ce cas HC(T ) est un Gδ dense de X.
Ce the´ore`me est d’une importance capitale en dynamique line´aire car il permet d’in-
terpre´ter une condition de densite´ de l’orbite d’un vecteur en termes d’ouverts, c’est-a`-dire
qu’un ope´rateur est hypercyclique si et seulement si l’orbite de tout ouvert non-vide est
dense dans X. Cette vision des choses est bien souvent la plus eﬃcace.
D’autre part, il est bien connu que l’hypercyclicite´ est un phe´nome`ne purement inﬁni
dimensionnel. En eﬀet, il est facile de ve´riﬁer qu’en dimension ﬁnie soit l’orbite d’un
vecteur par une application continue tend vers l’inﬁni en norme, soit elle reste borne´e.
Ceci exclut tout comportement hypercyclique dans un espace de dimension ﬁnie. Pour
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exhiber de tels ope´rateurs, il faut donc se tourner naturellement vers des espaces de
dimension inﬁnie.
La dynamique line´aire est un domaine re´cent qui a beaucoup e´volue´ ces 30 dernie`res
anne´es. Bien que Birkhoﬀ, MacLane et Rolewicz aient e´te´ des pre´curseurs du de´veloppement
de la dynamique line´aire en distinguant des comportements hypercycliques dans la classe
des ope´rateurs de translation sur H(C), pour l’ope´rateur de de´rivation sur H(C) et pour
certains multiples du de´calage a` gauche sur ℓ2(N), la naissance de cette branche de l’ana-
lyse fonctionnelle a lieu avec la the`se de Kitai qui exhibe un crite`re d’hypercyclicite´ qui se
re´ve`le tre`s eﬃcace. Ce crite`re sera ame´liore´ par plusieurs auteurs ensuite comme Gethner
et Shapiro en 1987 puis Juan Be`s en 1998 pour aboutir a` la formulation actuelle :
The´ore`me (Crite`re d’Hypercyclicite´) 1.3. Soit X un espace de Banach se´parable et
T ∈ L(X). On dit que T satisfait le crite`re d’hypercyclicite´ s’il existe une suite stricte-
ment croissante (nk)k∈N, deux ensembles denses D1,D2 ⊂ X et une suite d’applications
Snk : D2 → X tels que :
(a) T nkx→ 0 pour tout x ∈ D1 ;
(b) Snky → 0 pour tout y ∈ D2 ;
(c) T nkSnky → y pour tout y ∈ D2.
Sous ces conditions l’ope´rateur T est hypercyclique.
De`s lors, de nombreux auteurs se sont inte´resse´s a` ce sujet et le domaine a e´volue´ de
fac¸on rapide. Cet inte´reˆt, au de´but des anne´es 1980, s’explique aussi par le fait que depuis
la ﬁn des anne´es 1970 Per Enﬂo annonce pouvoir construire un ope´rateur ne posse´dant
aucun sous-espace invariant sur un espace de Banach particulier. Son article, long et tech-
nique, ne sera ﬁnalement publie´ qu’en 1987 et apportera une re´ponse ne´gative au proble`me
du sous-espace invariant pour les espaces de Banach. En 1988, Charles Read donne une
construction analogue d’un ope´rateur hypercyclique pour lequel tous les vecteurs non-
nuls sont hypercycliques donnant une re´ponse ne´gative au proble`me du sous-ensemble
invariant pour la classe des espaces de Banach.
Le crite`re d’hypercyclicite´, bien que tre`s utile, n’est malheureusement qu’une condi-
tion suﬃsante comme l’ont montre´ De la Rosa et Read [16], Bayart et Matheron [7] ou
encore Shkarin [49] qui ont tous donne´ des contre-exemples a` la re´ciproque de ce the´ore`me.
Toutefois, les ope´rateurs qui ve´riﬁent ce crite`re sont appele´s faiblement me´langeants car
ils ve´riﬁent des conditions plus fortes que la simple hypercyclicite´. Le the´ore`me suivant,
donne´ par Be`s et Peris [12], exhibe des proprie´te´s e´quivalentes a` ve´riﬁer le crite`re d’hy-
percyclicite´ :
The´ore`me (Be`s-Peris) 1.4. Soit X un espace de Banach et T ∈ L(X). Les assertions
suivantes sont e´quivalentes :
(i) T satisfait le crite`re d’hypercyclicite´.
(ii) T est he´re´ditairement hypercyclique : il existe une suite strictement croissante (mk)k∈N
telle que pour toute sous-suite (mkj)j∈N de (mk)k∈N, (T
mkj )j∈N est hypercyclique.
(iii) T est faiblement me´langeant : T ⊕ T est hypercyclique.
Comme nous l’avons souligne´ pre´ce´demment, la plupart des ope´rateurs hypercycliques
que nous connaissons ve´riﬁent les conditions du the´ore`me pre´ce´dent. Les seuls ope´rateurs
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hypercycliques connus qui ne les satisfont pas sont des exemples ad hoc ; nous ne connais-
sons donc pas de classe d’ope´rateurs hypercycliques qui ne sont pas faiblement me´langeants.
Illustrons ce crite`re avec une de ses conse´quences. L’exemple ci-dessous est duˆ a` Salas
[46] en 1995 et caracte´rise l’hypercyclicite´ pour la classe des de´calages ponde´re´s.
Exemple 1.5. Soit Bw un de´calage ponde´re´ bilate´ral de poids w = (wn)n∈Z sur ℓ
2(Z)
de´ﬁni par Bw(en) = wnen−1 ou` (en)n∈N est la base canonique de ℓ
2(Z). Alors Bw est
hypercyclique si et seulement si pour tout q ∈ N,
lim inf
n→+∞
max
Ä
(w1 . . . wn+q)
−1 , (w0 . . . w−n+q+1)
ä
= 0.
Cette classe est l’une des plus importante en dynamique line´aire car ce sont des ap-
plications simples et pour lesquelles on peut eﬀectuer des calculs explicites. Ceci permet
souvent de comprendre certains me´canismes sous-jacents et de tester certaines ide´es. C’est
l’une des raisons qui ont fait l’importance de ces ope´rateurs en dynamique line´aire.
D’un point de vue spectral, les ope´rateurs hypercycliques ont e´galement des proprie´te´s
remarquables. Par exemple, on montre tre`s facilement la proposition suivante qui lie le
comportement de l’ope´rateur aux valeurs propres de son adjoint.
Proposition 1.6. Si T est un ope´rateur hypercyclique, alors l’ope´rateur adjoint T ∗ n’ad-
met pas de valeurs propres.
Un autre re´sultat concernant le spectre des ope´rateurs hypercycliques est duˆ a` Kitai
et tire ses origines du fait qu’un ope´rateur soit contractant, soit expansif, ne peut pas eˆtre
hypercyclique.
The´ore`me 1.7. Si T est un ope´rateur hypercyclique, alors toute composante du spectre
de T intersecte le cercle unite´.
Ce the´ore`me est un premier exemple du roˆle joue´ par les e´le´ments de module 1 du
spectre d’un ope´rateur hypercyclique. Ce lien a e´te´ fortement approfondi par Bayart et
Grivaux en 2005 [4].
Un autre point tre`s remarquable concernant la classe des ope´rateurs hypercycliques
est qu’elle est stable par certaines transformations simples de l’ope´rateur.
Dans le cas ou` l’on s’inte´resse a` un ope´rateur qui peut se de´composer en une somme
directe d’ope´rateurs, l’hypercyclicite´ est stable par restriction a` un sous-ope´rateur.
Proposition 1.8. Soient T : X → X et S : Y → Y deux ope´rateurs line´aires borne´s. Si
T ⊕ S est hypercyclique sur X ⊕ Y alors T (resp. S) est hypercyclique sur X (resp. Y ).
On peut encore se demander ce qu’il se passe si l’on remplace T par un ope´rateur
”ressemblant” dans un sens a` de´ﬁnir. On sait par exemple que les multiples d’un ope´rateur
hypercyclique ne sont pas toujours hypercycliques. En eﬀet, Rolewicz a montre´ le re´sultat
suivant en 1969 [45] :
Proposition 1.9. Soient B l’ope´rateur de de´calage a` gauche sur ℓ2(N) et λ ∈ C. Alors
λB est hypercyclique si et seulement si |λ| > 1.
Toutefois Le´on et Mu¨ller [38] ont montre´ que les choses se passent mieux si l’on mul-
tiplie un ope´rateur hypercyclique par un scalaire unimodulaire.
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The´ore`me (Le´on, Muller) 1.10. Soient T un ope´rateur hypercyclique et λ un scalaire
de module 1. Alors λT est hypercyclique et HC(T ) = HC(λT ).
En 1995, Ansari [1] s’est pose´ la question de savoir ce qu’il se passe si l’on conside`re
une puissance de l’ope´rateur. Ceci revient a` ”oublier” des ite´rations a` intervalles re´guliers
par rapport a` l’orbite de l’ope´rateur initial. De prime abord, il parait hasardeux de penser
que tous les ite´re´s d’un ope´rateur hypercyclique sont eux-meˆmes hypercycliques. C’est
pourtant ce qu’aﬃrme le the´ore`me suivant.
The´ore`me (Ansari) 1.11. Soient T un ope´rateur hypercyclique et k ∈ N∗. Alors T k est
hypercyclique et HC(T ) = HC(T k).
Les proprie´te´s de ces ope´rateurs sont assez bien connues maintenant, on pourra par
exemple consulter les livres re´cents de Bayart et Matheron [7] et de Grosse-Erdmann et
Peris [29] pour avoir une vision d’ensemble de la the´orie.
1.2 Ope´rateurs supercycliques
En 1972, Hilden et Wallen [32] qui travaillent sur des classes d’ope´rateurs cycliques
remarquent un comportement plus fort pour certains ope´rateurs de de´calage ponde´re´. Ils
introduisent alors les ope´rateurs supercycliques.
De´finition 1.12. Un vecteur x ∈ X est dit supercyclique pour T si
{λT nx, n ∈ N, λ ∈ K}
est dense dans X. L’ensemble des vecteurs supercycliques pour l’ope´rateur T est note´
SC(T ). L’ope´rateur T est dit supercyclique si SC(T ) 6= ∅.
Dans le meˆme article, les auteurs exhibent certains ope´rateurs supercycliques en prou-
vant que l’adjoint d’un ope´rateur de de´calage ponde´re´ a` gauche sur ℓ2(N) est toujours su-
percyclique. De plus, ceux-ci remarquent e´galement que la classe des ope´rateurs normaux
ne contient pas d’ope´rateurs supercycliques et que dans le cas complexe la supercyclicite´
ne peut survenir que dans des espaces de dimension 1 ou de dimension inﬁnie. Il faut
ensuite attendre 20 ans, pour qu’en 1992, Herzog [31] comple`te ce the´ore`me de Hilden et
Wallen pour le cas des espaces re´els.
The´ore`me (Herzog, 1992) 1.13. Soit X un espace de Banach se´parable re´el. Alors il
existe des ope´rateurs supercycliques sur X si et seulement si
dim(X) ∈ {0, 1, 2} ou dim(X) =∞.
De plus, dans les cas ou` la dimension est ﬁnie, la caracte´risation des ope´rateurs super-
cycliques est bien connue :
• Si dim(X) = 1, tout ope´rateur non-nul est supercyclique.
• Si dim(X) = 2, tout multiple d’un ope´rateur de rotation, d’angle libre avec π sur Q est
supercyclique.
Herzog conclut ainsi l’e´tude des ope´rateurs supercycliques en dimension ﬁnie.
Comme dans le cas hypercyclique, on a un moyen pratique permettant de se ramener
a` des orbites d’ouverts.
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The´ore`me de Transitivite´ de Birkhoff Supercyclique 1.14. Soient X un F-espace
se´parable et T un ope´rateur line´aire continu sur X. Alors les proprie´te´s suivantes sont
e´quivalentes
(i) T est supercyclique
(ii) pour tous ouverts non-vides U et V de X, il existe un entier n et un scalaire λ ∈ K
tel que λT n(U) ∩ V 6= ∅.
De plus, dans ce cas SC(T ) est un Gδ dense de X.
La` encore, on obtient la densite´ de l’ensemble des vecteurs supercycliques de`s qu’un
ope´rateur est supercyclique.
De la meˆme fac¸on que dans le cas hypercyclique, H.N. Salas [47] a exhibe´ un crite`re
de supercyclicite´.
The´ore`me (Crite`re de Supercyclicite´) 1.15. Soient X un espace de Banach se´parable
et T ∈ L(X). On dit que T satisfait le crite`re de supercyclicite´ s’il existe une suite stric-
tement croissante (nk)k∈N, deux ensembles denses D1,D2 ⊂ X et une suite d’applications
Snk : D2 → X tels que :
(a) ‖T nkx‖‖Snky‖ → 0 pour tous x ∈ D1 et y ∈ D2 ;
(b) T nkSnky → y pour tout y ∈ D2.
Sous ces conditions l’ope´rateur T est supercyclique.
Ce n’est encore, la` aussi, qu’une condition suﬃsante mais la caracte´risation de Be`s et
Peris est aussi valable pour les ope´rateurs supercycliques.
The´ore`me 1.16. Soit X un espace de Banach et T ∈ L(X). Les assertions suivantes
sont e´quivalentes :
(i) T satisfait le crite`re de supercyclicite´.
(ii) T ⊕ T est supercyclique.
Pour illustrer le crite`re de supercyclicite´, nous allons donner un the´ore`me de ca-
racte´risation des de´calages ponde´re´s bilate´raux supercycliques. Cette caracte´risation est
encore due a` Salas [47].
Exemple 1.17. Soit Bw un de´calage ponde´re´ bilate´ral sur ℓ
2(Z). Alors Bw est supercy-
clique si et seulement si pour tout q ∈ N,
lim inf
n→+∞
(w1 . . . wn+q)
−1 × (w0 . . . w−n+q+1) = 0.
En ce qui concerne les proprie´te´s spectrales des ope´rateurs supercycliques, on gagne
un peu en liberte´ par rapport au cas hypercyclique. En eﬀet, on a le re´sultat suivant :
Proposition 1.18. Si T est un ope´rateur supercyclique, alors l’ope´rateur adjoint T ∗
admet au plus une valeur propre. De plus, cette valeur propre est non-nulle.
De plus, Feldman, Miller et Miller [20] ont remarque´ qu’il existe une proprie´te´ analogue
au The´ore`me 1.7 pour les ope´rateurs supercycliques.
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The´ore`me du Cercle Supercyclique 1.19. Soit T un ope´rateur supercyclique. Alors
il existe un cercle centre´ en 0 qui intersecte toutes les composantes connexes du spectre
de T . Un tel cercle est appele´ un cercle de supercyclicite´ pour T .
En fait, un grand nombre des proprie´te´s connues pour les ope´rateurs hypercycliques
posse`dent un analogue supercyclique. Les the´ore`mes de stabilite´ cite´s auparavant pour
les ope´rateurs hypercycliques sont encore vrais dans le cas supercyclique. Bien entendu,
le The´ore`me de Le´on-Mu¨ller devient trivial dans ce contexte mais le The´ore`me d’Ansari
reste encore valable comme l’a montre´ Ansari [1].
1.3 Ope´rateurs n-supercycliques
Re´cemment, des auteurs ont tente´ de ge´ne´raliser la notion d’ope´rateur supercyclique.
Le premier a` l’avoir fait est Nathan Feldman [19] au de´but des anne´es 2000, qui a introduit
la notion d’ope´rateur n-supercyclique :
De´finition 1.20. Un ope´rateur T est dit n-supercyclique, n ≥ 1, si X posse`de un sous
espace vectoriel de dimension n d’orbite dense. Le plus petit entier n tel que T est n-
supercyclique est appele´ l’indice de supercyclicite´ de T .
Ces ope´rateurs ont notamment e´te´ e´tudie´s dans [13],[5] et [10]. On connait quelques
re´sultats sur ces ope´rateurs, on sait par exemple en construire a` partir d’ope´rateurs
ve´riﬁant le crite`re de supercyclicite´ comme l’a montre´ Feldman [19] :
The´ore`me 1.21. [19] Si T1, . . . , Tn, 1 ≤ n < ∞ sont des ope´rateurs supercycliques sur
des espaces de Banach se´parables X1, . . . , Xn et qui ve´rifient le crite`re de supercyclicite´
par rapport a` la meˆme suite (nk)k∈N, alors ⊕nk=1Tk est n-supercyclique sur ⊕nk=1Xk.
Comme dans les cas hypercycliques et supercycliques, on dispose e´galement de quelques
classes d’exemples d’ope´rateurs n-supercycliques. En eﬀet, Bayart et Matheron [5] ont
e´tudie´ la n-supercyclicite´ des ope´rateurs de de´calages ponde´re´s bilate´raux sur ℓp(Z) pour
1 ≤ p < ∞ et se sont aperc¸us que les notions de supercyclicite´ et de n-supercyclicite´
co¨ıncident pour cette classe.
The´ore`me 1.22. Pour un de´calage ponde´re´ bilate´ral sur ℓp(Z), la n-supercyclicite´ est
e´quivalente a` la supercyclicite´.
Ceci n’est pas ve´riﬁe´ par toutes les classes d’exemples d’ope´rateurs n-supercycliques
comme l’a montre´ Feldman avec l’exemple suivant.
Exemple 1.23. [19] Soit n ∈ N. Si {∆k, 1 ≤ k ≤ n} est une collection de disques ouverts,
Sk = Mz sur L
2
a(∆k) pour tout 1 ≤ k ≤ n et S = ⊕nk=1Sk, alors S∗ est n-supercyclique.
De plus, si l’on choisit bien les disques ouverts, on peut s’assurer que l’ope´rateur
construit dans cet exemple n’est pas (n − 1)-supercyclique. Cependant, cette aﬃrma-
tion de´pend de la structure du spectre d’un ope´rateur n-supercyclique. En eﬀet, il existe
plusieurs the´ore`mes qui donnent des conditions suﬃsantes pour que diﬀe´rents types d’ope´-
rateurs soient n-supercycliques, mais il existe e´galement des re´sultats oppose´s, qui donnent
des conditions suﬃsantes pour qu’un ope´rateur ne soit pas n-supercyclique. Le premier de
ces re´sultats est un the´ore`me sur la structure du spectre d’un ope´rateur n-supercyclique :
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The´ore`me du Cercle n-Supercyclique 1.24. Soit T un ope´rateur n-supercyclique,
alors il existe n cercles Γi = {z : |z| = ri}, ri ≥ 0, i = 1, . . . , n, tels que pour tout sous-
espace invariant M pour T ∗, σ(T ∗|M)∩ (∪ni=1Γi) 6= ∅. En particulier, chaque composante
connexe du spectre de T intersecte ∪ni=1Γi.
En particulier, si l’on se place dans le cas ou` n = 1, on retrouve le The´ore`me du
Cercle bien connu pour les ope´rateurs supercycliques. Ce the´ore`me peut permettre de
montrer qu’un certain ope´rateur T n’est pas n-supercyclique ; c’est ce que l’on utilise pour
montrer que l’on peut utiliser l’Exemple 1.23 pour exhiber un ope´rateur n-supercyclique
qui n’est pas (n − 1)-supercyclique. D’autre part, ce the´ore`me exclut certaines classes
d’ope´rateurs de la n-supercyclicite´, ce qui rappelle des re´sultats connus pour les ope´rateurs
supercycliques.
The´ore`me 1.25. [19],[13] Soit n ∈ N∗. Un ope´rateur normal (ou sous-normal) sur un
espace de Hilbert de dimension infinie n’est jamais n-supercyclique.
En 2004, Bourdon, Feldman et Shapiro [13] ont remarque´ qu’a` l’instar des ope´rateurs
hypercycliques et supercycliques, le spectre ponctuel de l’adjoint d’un ope´rateur n-super-
cyclique est contraint a` ne pas eˆtre trop grand. En particulier, ils ont de´montre´ le re´sultat
suivant :
The´ore`me 1.26. Si T est un ope´rateur n-supercyclique, alors T ∗ a au plus n valeurs
propres compte´es avec multiplicite´.
Un autre point commun avec les ope´rateurs supercycliques, remarque´ la` encore par
Bourdon, Feldman et Shapiro, est que dans le cas complexe la n-supercyclicite´ est un
phe´nome`ne inﬁni dimensionnel.
The´ore`me 1.27. Soit n ≥ 2. Il n’existe pas d’ope´rateur (n − 1)-supercyclique sur Cn.
En particulier, il n’existe pas d’ope´rateur k-supercyclique sur Cn pour tout 1 ≤ k ≤ n− 1.
Une question subsiste quand meˆme : on sait que le the´ore`me ci-dessus est vrai e´galement
sur Rn pour n ≥ 2 dans le cas des ope´rateurs supercycliques, on peut alors le´gitimement
se demander ce qu’il en est pour les ope´rateurs n-supercycliques ! On a de´ja` souligne´ qu’il
est bien connu qu’une rotation d’angle irrationnel est supercyclique sur R2. On a alors un
de´but de re´ponse a` la question ci-dessus en remarquant que sur R3, une rotation d’angle
irrationnel autour d’une droite est 2-supercyclique. Nous reviendrons sur cette question
dans le chapitre 2.
1.4 Ope´rateurs fortement n-supercycliques
On a vu qu’un certain nombre de proprie´te´s des ope´rateurs supercycliques se ge´ne´ra-
lisent plutoˆt bien au cas des ope´rateurs n-supercycliques mais un certain nombre de
questions restent en suspens. En eﬀet, on peut se demander s’il existe un e´quivalent au
The´ore`me de Transitivite´ de Birkhoﬀ, un crite`re de n-supercyclicite´, si les ”e´le´ments n-
supercycliques” pour un ope´rateur n-supercyclique forment un Gδ dense (dans un sens et
un espace a` de´ﬁnir) ou encore si le The´ore`me d’Ansari reste vrai pour ce type d’ope´rateurs.
Ces questions sont “plus diﬃciles” que les pre´ce´dentes car X n’est pas le cadre naturel
pour e´tudier l’orbite de sous-espaces de dimension n. C’est pour cela qu’en 2008, Shkarin
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[48] a introduit la notion d’ope´rateur fortement n-supercyclique qui demande une condi-
tion plus forte que la n-supercyclicite´. Nous allons commencer par introduire certaines
notions qui nous permettront de de´ﬁnir la forte n-supercyclicite´.
Notation et De´finition. Si X est de dimension supe´rieure a` n ∈ N∗, on peut de´ﬁnir une
topologie sur l’espace des Grassmanniennes de dimension n, note´ Pn(X), qui est l’ensemble
des sous-espaces de dimension n de X. Pour cela, nous notons Xn l’ensemble (ouvert) de
tous les n-uplets x = (x1, . . . , xn) ∈ Xn de vecteurs line´airement inde´pendants et on
munit Xn de la topologie induite par restriction de celle sur X
n. On peut alors de´ﬁnir
l’application πn : Xn → Pn(X) par πn(x) = Vect(x1, . . . , xn). On de´ﬁnit la topologie sur
Pn(X) comme e´tant la topologie la moins ﬁne qui rende πn continue et ouverte.
Nous pouvons maintenant de´ﬁnir la forte n-supercyclicite´.
De´finition 1.28. Soit n ∈ N∗. Un sous-espace vectoriel L de dimension n est dit fortement
n-supercyclique pour T si pour tout k ∈ N, T k(L) est de dimension n et si son orbite
O(L, T ) := {T n(L), n ∈ N}
est dense dans Pn(X). L’ensemble des sous-espaces n-supercycliques pour l’ope´rateur T
est note´ ESn(T ). L’ope´rateur T est dit fortement n-supercyclique si ESn(T ) 6= ∅.
Remarque 1.29.
a) Dans cette de´ﬁnition et dans toute la suite nous ne ferons pas de distinction dans les
notations entre L vu comme sous-espace de X et L vu comme e´le´ment de Pn(X).
b) Il est clair que Pn(X) est un espace de Baire car l’application πn qui permet de de´ﬁnir
sa topologie est continue et ouverte.
Apre`s avoir de´ﬁni les ope´rateurs fortement n-supercycliques, Shkarin [48] a e´nonce´ le
re´sultat suivant :
The´ore`me (Ansari-Shkarin) 1.30. Soient k, n ∈ N∗. Alors ESn(T ) = ESn(T k) et
en particulier, T est fortement n-supercyclique si et seulement si T k est fortement n-
supercyclique.
Ce the´ore`me est une re´ponse partielle a` la question que l’on se posait auparavant pour
les ope´rateurs n-supercycliques car les ope´rateurs fortement n-supercycliques forment une
sous-classe des ope´rateurs n-supercycliques. En particulier, ces derniers he´ritent des pro-
prie´te´s connues pour les ope´rateurs n-supercycliques. Cependant, un des espoirs de Shkarin
en introduisant cette nouvelle classe d’ope´rateurs e´tait que tout ope´rateur n-supercyclique
soit fortement n-supercyclique. Il pose d’ailleurs la question dans son article [48] de sa-
voir si ces deux notions sont e´quivalentes. En eﬀet, une re´ponse positive a` cette question
re´soudrait le proble`me du The´ore`me d’Ansari pour les ope´rateurs n-supercycliques en y
apportant une re´ponse positive.
1.5 Ope´rateurs co-fortement n-supercycliques
Suite a` l’introduction par Shkarin de la notion d’ope´rateur fortement n-supercyclique,
une question qui se pose est celle de savoir si l’on peut ge´ne´raliser ces ope´rateurs en
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ite´rant sur des sous-espaces de dimension inﬁnie. Bien suˆr, il faut se restreindre a` un
certaine classe de sous-espaces de dimension inﬁnie pour espe´rer pouvoir de´ﬁnir une telle
notion. Nous avons choisi de nous restreindre a` une classe ”duale” de celle des espaces
de dimension ﬁnie, celle des espaces de codimension ﬁnie. Il nous faut a` pre´sent de´ﬁnir
l’espace topologique sur lequel nous allons ite´rer notre ope´rateur. L’ensemble est facile
a` intuiter, c’est l’ensemble des sous-espaces de codimension n. Il est ensuite ne´cessaire
de munir cet ensemble d’une topologie ade´quate. Donnons au pre´alable une de´ﬁnition de
l’ensemble sur lequel nous allons e´tudier les ope´rateurs en question.
Notation et De´finition. Soit X un espace de Banach se´parable et soit n ∈ N∗. On
appelle n-ie`me co-Grassmannienne deX, note´e Pcon (X), l’ensemble de tous les sous-espaces
ferme´s de codimension n dans X. On note X∗n l’ensemble des n-uplets de vecteurs de X
∗
qui forment une famille inde´pendante et on munit cet ensemble de la topologie induite
par celle de X∗n. Enﬁn, on munit Pcon (X) de la topologie la moins ﬁne qui rende les
applications Πn : X
∗
n → Pcon (X) avec Πn(x∗1, . . . , x∗n) = ∩ni=1 ker (x∗i ) continues et ouvertes.
Apre`s avoir donne´ la de´ﬁnition de l’espace des co-Grassmanniennes, nous pouvons
a` pre´sent de´ﬁnir la co-forte n-supercyclicite´ d’une fac¸on analogue a` celle de la forte n-
supercyclicite´.
De´finition 1.31. Soient n ∈ N∗ et T un ope´rateur line´aire surX. Un sous-espace vectoriel
ferme´M de codimension n est dit co-fortement n-supercyclique pour T si pour tout k ∈ N,
T k(M) est de codimension n et si l’ensemble
¶
T k(M)
©
k∈N
est dense dans Pcon (X). Dans
ce cas, l’ope´rateur T est dit co-fortement n-supercyclique.
1.6 Re´sume´
L’objectif de cette the`se est de de´velopper la dynamique des ope´rateurs sur des sous-
espaces et en particulier sur les Grassmanniennes. L’e´tude de la dynamique sur des sous-
espaces a de´bute´ au de´but des anne´es 2000 avec Feldman puis s’est poursuivie avec l’in-
troduction par Shkarin de principes de dynamique sur des Grassmanniennes. Nous nous
inte´ressons e´galement a` d’autres notions de dynamique comme la chaoticite´.
La ﬁn du premier chapitre est consacre´e a` l’e´tablissement des premie`res proprie´te´s sur
la forte n-supercyclicite´. Cela nous permet de e´galement de justiﬁer l’inte´reˆt porte´ a` ces
ope´rateurs en soulignant les proprie´te´s qu’ils partagent avec les ope´rateurs hypercycliques
et supercycliques mais que n’ont pas les ope´rateurs n-supercycliques. Enﬁn, comme Shka-
rin l’a e´nonce´ sans de´monstration, nous terminons ce chapitre en donnant une preuve du
fait que les ope´rateurs fortement n-supercycliques ont la proprie´te´ d’Ansari. Cette preuve
anticipe sur quelques re´sultats que nous e´tablissons au cours de cette the`se.
Dans le chapitre 2, nous comple´tons l’e´tude de la n-supercyclicite´, entame´e par Bour-
don, Feldman et Shapiro [13] dans le cas complexe, et donnons une caracte´risation des
entiers n pour lequel il existe un ope´rateur n-supercyclique en dimension ﬁnie dans le cas
re´el. Ce re´sultat est un corollaire d’un the´ore`me technique qui caracte´rise le meilleur indice
de supercyclicite´ pour certains types d’ope´rateurs. La preuve de ce re´sultat repose sur la
de´composition de Jordan d’un ope´rateur et sur une re´duction de la base d’un espace sur le-
quel on ite`re l’ope´rateur. Nous commencerons par de´ﬁnir ce que l’on appelle de´composition
de Jordan, puis nous montrerons sur un exemple en quoi consiste la re´duction de base
d’un sous-espace en exhibant son utilite´ dans un cas particulier. Cette re´duction est tre`s
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importante pour la suite car elle permet de rendre eﬃcace la de´composition de Jordan,
c’est pourquoi nous de´taillerons le principe de cette re´duction dans une troisie`me partie
et nous de´ﬁnirons certaines notations qui nous suivrons jusqu’a` la ﬁn du chapitre. Nous
divisons la suite du chapitre en plusieurs parties, chacune d’elles traitant un cas particulier
du proble`me ge´ne´ral jusqu’a` obtenir le the´ore`me de classiﬁcation suivant :
The´ore`me A 1.32. Soit N ≥ 2. Il n’existe pas d’ope´rateur (⌊N+1
2
⌋ − 1)-supercyclique
sur RN . De plus, cette valeur est optimale : il existe toujours un ope´rateur (⌊N+1
2
⌋)-
supercyclique sur RN .
De plus, le the´ore`me technique qui implique le the´ore`me ci-dessus donne une classiﬁca-
tion partielle des ope´rateurs sur un espace re´el de dimension ﬁnie qui sont n-supercycliques
a` n ﬁxe´.
Le deuxie`me objectif de ce chapitre est de comple´ter l’e´tude des ope´rateurs fortement
n-supercycliques en dimension ﬁnie. Apre`s avoir traite´ le cas de la dimension 4 “a` la main”,
nous montrerons que la forte n-supercyclicite´ est un phe´nome`ne inﬁni dimensionnel.
The´ore`me B 1.33. Pour N ≥ 3, il n’existe pas d’ope´rateurs fortement n-supercycliques
sur RN pour 1 ≤ n < N .
Dans le chapitre 3, nous approfondirons l’e´tude pre´liminaire que nous avons faite sur
les ope´rateurs fortement n-supercycliques. Nous nous inte´resserons tout d’abord a` leurs
proprie´te´s spectrales. En particulier, nous montrerons la version fortement n-supercyclique
suivante du The´ore`me du Cercle :
The´ore`me C 1.34. Soient X un espace de Banach complexe et T un ope´rateur fortement
n-supercyclique sur X.
Alors on peut de´composer X = F ⊕ X0, avec F et X0 T -stables, F de dimension finie
infe´rieure ou e´gale a` n. D’autre part, il existe R ≥ 0 tel que le cercle {z ∈ C : |z| = R}
intersecte chaque composante du spectre de T0 := T|X0.
Dans un second temps, nous nous inte´ressons aux ope´rateurs de composition sur l’es-
pace de Hardy du disque et nous donnons une classiﬁcation des homographies de D qui
sont fortement n-supercycliques :
The´ore`me D 1.35. Soit φ une homographie de D et n ∈ N∗. Alors les conditions sui-
vantes sont e´quivalentes :
(i) Cφ est hypercyclique
(ii) Cφ est supercyclique
(iii) Cφ est fortement n-supercyclique
Pour mener a` bien cette classiﬁcation, nous aurons besoin d’adapter le The´ore`me de
l’angle supercyclique que Gallardo-Gutie´rrez et Montes-Rodr´ıguez ont utilise´ pour e´tudier
la supercyclicite´ de certains ope´rateurs de composition.
Nous e´tudierons ensuite les liens qui existent entre la forte n-supercyclicite´, la forte
(n−1)-supercyclicite´ et la forte (n+1)-supercyclicite´. Pour commencer, nous montrerons
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que l’on peut construire un ope´rateur T dont les indices de forte supercyclicite´ ΛT forment
n’importe quel intervalle des nombres entiers inﬁni a` droite. Nous adaptons ensuite cette
construction pour obtenir le re´sultat plus ge´ne´ral suivant :
The´ore`me E 1.36. Soient X un espace de Banach et n ≥ 2. Alors il existe un ope´rateur
line´aire continu T qui est fortement m-supercyclique si m ≥ n mais qui n’est pas m-
supercyclique si m < n.
Apre`s cela, la question naturelle est de savoir si cet ensemble ΛT est toujours inﬁni a`
droite. Pour re´pondre a` cette question, nous reprenons des ide´es de De La Rosa et Read
[16] qui ont fourni le premier exemple de construction d’un ope´rateur hypercyclique qui
n’est pas faiblement me´langeant. En fait, nous suivons la de´marche de Bayart et Matheron
[6] qui ont adapte´ la construction pre´ce´dente sur des espaces classiques.
The´ore`me F 1.37. Il existe un ope´rateur supercyclique qui n’est pas fortement h
-supercyclique pour tout h ≥ 2.
Le chapitre 4 est consacre´ a` l’introduction d’une nouvelle classe d’ope´rateurs appele´s
co-fortement n-supercycliques. Cette classe est construite a` partir des meˆmes ide´es que
celle des ope´rateurs fortement n-supercycliques mais on s’inte´resse, dans ce cas la`, a` l’or-
bite de sous-espaces de codimension n. Bien que cette notion soit plus de´licate a` manipuler,
nous rapprochons les proprie´te´s dynamiques sur des sous-espaces de dimension ﬁnie de
celles sur des sous-espaces de codimension ﬁnie de plusieurs manie`res. En particulier, on
montre :
The´ore`me G 1.38. Soient n ∈ N∗ et soit T un ope´rateur borne´ inversible sur un espace
de Banach se´parable X. Alors T est co-fortement n-supercyclique sur X si et seulement
si T−1∗ est fortement n-supercyclique sur X∗.
On montre ensuite que pour la classe des de´calages ponde´re´s et pour n = 1, on peut
s’aﬀranchir de l’hypothe`se d’inversibilite´ ci-dessus.
The´ore`me H 1.39. Soit Bw borne´ sur ℓ
p(Z). Alors les assertions suivantes sont
e´quivalentes :
a) Bw est co-fortement 1-supercyclique sur ℓ
p(Z).
b) B−1∗w = B 1
w
est supercyclique sur ℓq(Z).
c) Il existe une suite (Nk)k∈N telle que pour tout q ∈ N,
max
−q≤α≤q
Ñ
α+Nk∏
i=1
wi
é
× max
−q≤α≤q
Ñ
α−Nk+1∏
i=0
wi
é−1
−→
k→+∞
0.
Dans un cinquie`me chapitre, nous nous inte´ressons a` un autre aspect de dynamique
line´aire : les ope´rateurs chaotiques. En 2000, Grosse-Erdmann a caracte´rise´ les ope´rateurs
de de´calage ponde´re´ chaotiques sur les espaces de suites dont la base canonique est in-
conditionnelle [28]. Nous comple´tons ce the´ore`me en donnant une caracte´risation de ces
ope´rateurs sur une certaine classe d’espaces de suites sans base inconditionnelle introduite
par Lohman et Casazza[40]. Cette classe ge´ne´ralise la construction de l’espace de James
faite par James en 1950 [34], [35].
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Dans l’Annexe A, nous pre´sentons un crite`re de supercyclicite´ qui s’applique aux
ope´rateurs non-borne´s et qui nous permet de caracte´riser les de´calages ponde´re´s supercy-
cliques borne´s ou non. Ce re´sultat nous est utile pour le chapitre 4.
Enﬁn, dans l’Annexe B, nous montrons que sur un espace de Banach muni d’une mesure
gaussienne invariante par un ope´rateur T , T est fortement me´langeant si et seulement si
T est multiple me´langeant de tout degre´. Ce re´sultat ge´ne´ralise d’une part un the´ore`me de
Totoki [51] qui a montre´ un re´sultat similaire pour les processus gaussiens et d’autre part
un the´ore`me de Bayart et Matheron qui caracte´rise les ope´rateurs fortement me´langeants
en termes d’ope´rateur de covariance.
1.7 Quelques premie`res proprie´te´s sur les ope´rateurs fortement n-supercycliques
Lorsqu’on s’inte´resse aux ope´rateurs hypercycliques, on fait souvent appel a` la notion
de transitivite´ topologique qui est en ge´ne´ral plus maniable car c’est une proprie´te´ qui
porte sur l’orbite d’ouverts de X plutoˆt que sur l’orbite de vecteurs. Il serait agre´able
de disposer d’un tel outil pour la forte n-supercyclicite´ et le but de ce paragraphe est de
nous fournir cet outil et d’en tirer quelques conse´quences. Nous donnerons aussi diverses
proprie´te´s qui permettent de se faire une ide´e un peu plus pre´cise de la notion de forte
n-supercyclicite´. La proprie´te´ qui suit est un re´sultat de densite´ tre`s simple qui nous
permet de travailler sur Xn plutoˆt que sur Xn qui est un espace peu structure´ et qui sera
d’utilisation constante dans la suite.
Proposition 1.40. Xn est dense dans X
n.
Preuve :
Soit x = (x1, . . . , xn) ∈ Xn et V1, . . . , Vn des voisinages ouverts dans X de x1, . . . , xn.
Il nous suﬃt de montrer qu’il existe y ∈ Xn ∩ (V1 × · · · × Vn). Soit p le plus grand entier
tel que {x1, . . . , xp} soit libre. Si p = n, alors il n’y a rien a` faire. Sinon par de´ﬁnition
de p, Vect{x1, . . . , xp} est un sous-espace vectoriel de X de dimension p, donc il existe
yp+1 ∈ Vp+1\Vect{x1, . . . , xp} car Vp+1 est un ouvert d’un espace de dimension n et p < n.
On peut re´ite´rer ce raisonnement et construire une famille yp+1, . . . , yn telle que :
(x1, . . . , xp, yp+1, . . . , yn) ∈ (V1 × · · · × Vn) ∩Xn.

Remarque 1.41. Nous utiliserons e´galement plusieurs fois le re´sultat suivant dont la
preuve est e´vidente : si U est un ouvert de Xn et si L est un sous-espace vectoriel de X
de dimension n, alors (L× · · · × L) ∩ U 6= ∅ ⇔ L ∈ πn(U).
Graˆce a` la proposition pre´ce´dente, on peut maintenant traduire la forte n-supercyclicite´
par des proprie´te´s de densite´ sur Xn plutoˆt que sur Pn(X).
Proposition 1.42. On a e´quivalence entre les assertions suivantes :
(i) T est fortement n-supercyclique ;
(ii) Il existe un sous-espace vectoriel L de X de dimension n tel que pour tout i ∈ N,
T i(L) est de dimension n et :
B := ∪∞i=1π−1n (T i(L)) est dense dans Xn;
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(iii) Il existe un sous-espace vectoriel L de X de dimension n tel que pour tout i ∈ N,
T i(L) est de dimension n et :
E := ∪∞i=1(T i(L)× · · · × T i(L)) est dense dans Xn.
Preuve :
• (i)⇒ (ii) :
Comme T est fortement n-supercyclique, il existe un sous espace vectoriel L de di-
mension n dont l’orbite est dense par T dans Pn(X). Soit x = (x1, . . . , xn) ∈ Xn,
M := πn(x) ∈ Pn(X) et V un voisinage ouvert de x dans Xn. Comme πn est une ap-
plication ouverte, W := πn(V ) est un voisinage ouvert de M dans Pn(X). Comme L est
fortement n-supercyclique pour T , il existe k ∈ N tel que T k(L) ∈ W . Par conse´quent, il
existe y ∈ V tel que πn(y) = T k(L) et ainsi y ∈ π−1n (T k(L)) ⊂ B. Donc B est dense dans
Xn. Or, comme Xn est dense dans X
n, B est dense dans Xn.
• (i)⇐ (ii) :
B est un sous-ensemble de Xn, dense dans Xn. Par conse´quent, B est dense dans
Xn. De plus, comme πn est continue et surjective, πn(B) est dense dans Pn(X). Or
πn(B) = ∪∞i=1T i(L), donc T est fortement n-supercyclique.
• (ii)⇒ (iii) :
Par de´ﬁnition de πn, pour tout k ∈ N, π−1n (T k(L)) ⊂ T k(L) × · · · × T k(L) ⊂ Xn et
donc B ⊂ E donc E est dense dans Xn.
• (ii)⇐ (iii) :
Soit U un ouvert non-vide de Xn. Comme Xn est un ouvert dense de X
n, Xn∩U est un
ouvert non-vide de Xn et comme E est dense dans Xn, il existe
x ∈ E ∩ Xn ∩ U = Xn ∩ (∪∞i=1T i(L) × · · · × T i(L)) ∩ U . Donc il existe k ∈ N tel que
x ∈ ∩Xn ∩ (T k(L) × · · · × T k(L)) ∩ U et ainsi πn(x) = T k(L) d’ou` x ∈ B ∩ U . Ainsi,
B ∩ U 6= ∅, d’ou` la densite´ de B dans Xn.

Remarque 1.43. En particulier, la caracte´risation (iii) ci-dessus nous permet de remar-
quer que si un ope´rateur T se de´compose en T = T1⊕ · · · ⊕ Tn sur X = E1⊕ · · · ⊕En est
fortement k-supercyclique, alors pour tout i ∈ {1, . . . , n} Ti est fortement ki-supercyclique
ou` ki = min(dim(Ei), k).
On peut alors donner une description de l’ensemble des sous-espaces de dimension n
de X qui sont fortement n-supercycliques et ceci nous permet de voir que cet ensemble
est un Gδ de Pn(X).
Proposition 1.44. Soit (Vj)j∈N une base d’ouverts de X. Alors
ESn(T ) =
⋂
(j1,...,jn)∈Nn
⋃
i∈N
πn((T ⊕ · · · ⊕ T )−i(Vj1 × · · · × Vjn) ∩Xn).
Preuve :
Soit L ∈ ESn(T ). Graˆce a` la Proposition 1.42, ceci est e´quivalent a` supposer la densite´
de ∪∞i=1T i(L)× · · · × T i(L) dans Xn. De plus, on peut traduire cela en termes d’ouverts
en utilisant la base d’ouverts (Vj)j∈N de X et l’on obtient :
∀(j1, · · · , jn) ∈ Nn, ∃i ∈ N : (T i(L)× · · · × T i(L)) ∩ (Vj1 × · · · × Vjn) 6= ∅.
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Puisque Xn est un ouvert dense de X
n, ceci se reformule e´galement de la fac¸on suivante :
∀(j1, · · · , jn) ∈ Nn, ∃i ∈ N : Xn ∩ (L× · · · × L) ∩ (⊕nk=1T )−i(Vj1 × · · · × Vjn) 6= ∅.
On transfe`re ensuite cet ensemble dans Pn(X) par la projection πn, ce qui nous assure
l’appartenance de L a` l’ensemble⋂
(j1,...,jn)∈Nn
⋃
i∈N
πn((T ⊕ · · · ⊕ T )−i(Vj1 × · · · × Vjn) ∩Xn).

Comme dans le cas des ope´rateurs hypercycliques ou supercycliques, c’est cette e´criture
de l’ensemble des espaces fortement n-supercycliques qui nous permet de donner un ana-
logue de la notion de transitivite´ topologique pour les ope´rateurs fortement n-super-
cycliques qui est de´crit dans la proposition suivante :
Proposition 1.45. On a e´quivalence entre les assertions suivantes :
(i) T est fortement n-supercyclique ;
(ii) ∀U ⊂ Pn(X), ∀V ⊂ Xn ouverts non-vides, ∃i ∈ N : (⊕nk=1T )i(π−1n (U)) ∩ V 6= ∅.
En particulier, si T est fortement n-supercyclique, alors ESn(T ) est un Gδ dense de Pn(X).
Preuve :
Soit L ∈ ESn(T ), comme X ne posse`de pas de points isole´s, Pn(X) n’en posse`de pas
non-plus et ainsi O(L, T ) ⊂ ESn(T ). Ainsi, ESn(T ) est soit vide soit dense et c’est un Gδ
d’apre`s la Proposition 1.44.
D’apre`s ce qui pre´ce`de, T est fortement n-supercyclique si et seulement si ESn(T ) est
dense dans Pn(X), et d’apre`s la caracte´risation de ESn(T ), ceci revient a` dire que pour
tout U ∈ Pn(X) ouvert non-vide et tout (j1, . . . , jn) ∈ Nn, il existe i ∈ N tel que
πn((T ⊕ · · · ⊕ T )−i(Vj1 × · · · × Vjn) ∩Xn) ∩ U 6= ∅
ou` (Vj)j∈N est une base d’ouverts de X. En remarquant que π
−1
n (U) ⊆ Xn, on obtient
la formulation e´quivalente suivante : pour tout U ∈ Pn(X) ouvert non-vide et tout
(j1, . . . , jn) ∈ Nn, il existe i ∈ N tel que
(T ⊕ · · · ⊕ T )−i(Vj1 × · · · × Vjn) ∩ π−1n (U) 6= ∅.
Ceci termine la preuve car (Vj)j∈N e´tant une base d’ouverts de X, ceci reste vrai pour
tout ouvert de Xn.

Remarque 1.46. Comme l’application πn est surjective continue et ouverte, il est facile
de montrer que si un ouvert non-vide U est dense dans Xn alors son image par πn est
dense dans Pn(X). De la meˆme fac¸on, on montre que si V est un ouvert dense de Pn(X),
alors π−1n (V ) est dense dans Xn. Par conse´quent, si T est fortement n-supercyclique sur
X, alors l’ensemble π−1n (ESn(T )) est un Gδ dense de Xn.
Graˆce a` ces premiers re´sultats, on peut maintenant donner une premie`re classe
d’exemples d’ope´rateurs fortement n-supercycliques.
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Corollaire 1.47. Soit T un ope´rateur ve´rifiant le crite`re de supercyclicite´, alors T est
fortement n-supercyclique pour tout n ∈ N.
Preuve :
D’apre`s le The´ore`me 1.16, T ve´riﬁe le crite`re de supercyclicite´ si et seulement si
(⊕nk=1T ) est supercyclique sur Xn pour tout n ∈ N∗. Soit n ∈ N∗. En utilisant le
The´ore`me de Transitivite´ de Birkhoﬀ pour les ope´rateurs supercycliques, on sait que
pour tous ouverts non-vides V,W de Xn, il existe un entier i et un scalaire λ 6= 0 tels que
(⊕ni=1T i)(λW )∩V 6= ∅. Nous allons ve´riﬁer la condition (ii) de la Proposition 1.45. Soient
alors U un ouvert non-vide de Pn(X) et V un ouvert non-vide de X
n. Par de´ﬁnition de πn,
π−1n (U) est un ouvert de X
n et pour tout λ 6= 0, λπ−1n (U) = π−1n (U). PosonsW := π−1n (U),
en appliquant la version supercyclique du The´ore`me de Transitivite´ de Birkhoﬀ avec V et
W , on obtient l’existence d’un entier naturel i tel que (⊕ni=1T i)(π−1n (U)) ∩ V 6= ∅. Ainsi,
la condition (ii) de la Proposition 1.45 est ve´riﬁe´e et T est fortement n-supercyclique.

Corollaire 1.48. Soit T un ope´rateur de de´calage ponde´re´ sur ℓp et n ∈ N∗. Alors T est
supercyclique si et seulement si T est fortement n-supercyclique.
Preuve :
On sait que tous les de´calages ponde´re´s supercycliques ve´riﬁent le crite`re de supercycli-
cite´, par conse´quent le Corollaire 1.47 nous assure le caracte`re fortement n-supercyclique
de T . Inversement, si l’on suppose que T est fortement n-supercyclique, alors T est au-
tomatiquement n-supercyclique. Or le The´ore`me 1.22 nous assure que pour un de´calage
ponde´re´ la n-supercyclicite´ est e´quivalente a` la supercyclicite´. Ainsi, T est supercyclique.

On peut encore de´duire un troisie`me corollaire permettant de construire des ope´rateurs
fortement n-supercycliques :
Corollaire 1.49. Soient 1 ≤ n < ∞, X1, . . . , Xn des espaces de Banach et pour tout
i ∈ {1, . . . , n}, Ti ∈ L(Xi). On suppose que les Ti ve´rifient le crite`re d’hypercyclicite´ pour
la meˆme suite {nk}k∈N, alors (⊕ni=1Ti) est fortement n-supercyclique sur X = ⊕ni=1Xi.
Preuve :
En eﬀet, il est bien connu qu’une somme directe d’ope´rateurs ve´riﬁant le crite`re d’hy-
percyclicite´ pour la meˆme suite est aussi hypercyclique. Apre`s cette remarque, il suﬃt
d’utiliser le Corollaire 1.47 pour conclure.

Remarque 1.50. On pourrait eˆtre tente´ de remplacer la condition de ve´riﬁer le crite`re
d’hypercyclicite´ pour une meˆme suite dans le corollaire pre´ce´dent par celle de ve´riﬁer le
crite`re de supercyclicite´ comme l’a fait Nathan Feldman dans [19] pour les ope´rateurs
n-supercycliques, or nous verrons un peu plus loin dans le The´ore`me 3.4 que l’on ne peut
pas faire cela car le spectre d’un ope´rateur fortement n-supercyclique est compose´ au
plus d’un ensemble ﬁni de points et d’un ensemble dont toutes les composantes connexes
intersectent un meˆme cercle !
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Remarque 1.51. Comme dans le cas des ope´rateurs hypercycliques, on peut graˆce a`
cet analogue du The´ore`me de Transitivite´ de Birkhoﬀ de´duire un crite`re de forte n-
supercyclicite´. Malheureusement, ce crite`re n’est pas aussi utile qu’on pourrait le penser
dans le sens ou` si l’on y regarde de plus pre`s, il est e´quivalent au crite`re d’hypercyclicite´.
1.8 The´ore`me d’Ansari fortement n-supercyclique
Dans l’article [48], Shkarin uniﬁe les preuves de trois re´sultats importants en dyna-
mique line´aires qui sont le The´ore`me 1.11 d’Ansari, le The´ore`me 1.10 de Le´on-Mu¨ller et le
The´ore`me de Conejero-Mu¨ller-Peris. Son article commence par un The´ore`me tre`s ge´ne´ral
qui assure l’universalite´ de T ⊕Mg sur X ⊕ G ou` T est un ope´rateur universel ayant de
bonnes proprie´te´s sur X et g est un ge´ne´rateur d’un groupe topologique compact. On
connaissait de´ja` un lien fort entre ces re´sultats car chacun reposait sur un argument de
connexite´ de l’ensemble des e´le´ments hypercycliques des ope´rateurs, cependant Shkarin a
permis d’uniﬁer la fac¸on d’aborder ces re´sultats en les regroupant comme e´tant issus d’un
meˆme the´ore`me ge´ne´ral. Voici le the´ore`me ge´ne´ral que Shkarin a donne´ dans [48] :
The´ore`me 1.52. Soient X un espace topologique, T : X → X une application continue
et g un ge´ne´rateur d’un groupe topologique compact G. Supposons e´galement qu’il existe un
sous-ensemble non-vide Y de U(T ) invariant par T , connexe par arcs, localement connexe
par arcs et simplement connexe. Alors l’ensemble {(T n(x), gn), n ∈ N} est dense dans
X ×G pour tout x ∈ Y .
A partir de ce the´ore`me, de nombreux corollaires sont de´montre´s puis exploite´s, nous
nous contenterons de reprendre la proposition suivante dont la de´monstration est faite
dans [48] et repose sur le the´ore`me pre´ce´dent.
Proposition 1.53. Soient X un espace topologique sans points isole´s, n ∈ N∗ et
T : X → X une application continue tels que l’ensemble des vecteurs universels pour
T note´ U(T ) est connexe. Alors U(T n) = U(T ).
Avec cette Proposition nous pouvons a` pre´sent prouver le The´ore`me d’Ansari pour les
ope´rateurs fortement n-supercycliques. Il faut cependant remarquer que Shkarin e´nonce
ce the´ore`me sans de´monstration dans son article [48]. On se propose donc de pre´senter une
de´monstration de ce the´ore`me qui repose sur la Proposition 1.53 ci-dessus. Cependant,
une telle de´monstration requiert aussi certains re´sultats sur les ope´rateurs fortement n-
supercycliques que nous avons de´veloppe´ dans cette the`se.
Proposition 1.54. T est fortement k-supercyclique si et seulement si T n est fortement
k-supercyclique.
Preuve :
En dimension ﬁnie, il n’existe pas d’ope´rateurs fortement k-supercycliques sauf sur des
espaces de dimension 1 et 2 pour le cas re´el et de dimension 1 pour le cas complexe comme
nous l’avons montre´ dans le The´ore`me 2.34. De plus, dans ces cas c’est une condition
e´quivalente a` la supercyclicite´. Le cas de la dimension ﬁnie est donc trivial.
On peut donc supposer que X est un espace de dimension inﬁnie. Soit {x1, . . . , xk} une
base du sous-espace fortement k-supercyclique L. Posons
X0 = {p(T )(x1, . . . , xk) := (p(T )(x1), . . . , p(T )(xk)), p ∈ P} ⊂ Xk.
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Il est clair par de´ﬁnition que X0 est de dimension inﬁnie dans X
k car sinon l’orbite de
L par T engendre un sous-espace de dimension ﬁnie de X. De plus, (T ⊕ · · · ⊕ T )|X0 est
injectif. En eﬀet, pour tous p, q ∈ P ,
T (p(T )(x1, . . . , xk)) = T (q(T )(x1, . . . , xk))
⇔ (X(p− q))(T )(x1, . . . , xk) = 0
⇔
X(p− q) = 0⇔ p = q∀1 ≤ j ≤ k, ∃kj ∈ N et (αji )k−1i=0 / : T kj(xj) = ∑kj−1i=0 αjiT i(xj)
Or dans ce dernier cas, {(⊕T n)(x1, . . . , xk)}n∈N est contenu dans un espace vectoriel de
dimension au plus
∏k
j=1 kj < +∞. Ce qui est absurde car ceci contredit la densite´ de
l’orbite de L. Ainsi, p = q et (T ⊕ · · · ⊕ T ) est injectif sur X0.
Graˆce au The´ore`me 3.1, nous savons en outre que T ∗ posse`de au plus k valeurs propres
distinctes. Conside´rons alors l’ensemble
Z = {p(T )(x1, . . . , xk), p ∈ P , 0 /∈ p(σp(T ∗))}.
On remarque que Z est compose´ de k-uplets de bases d’espaces vectoriels fortement k-
supercycliques pour T . En eﬀet, si 0 /∈ p(σp(T ∗)), alors p(T ) est d’image dense. Ainsi,
l’ensemble p(T )
Ä{⊕T i(L)}i∈Nä = {⊕T i(p(T )(L))}i∈N est dense et p(T )(L) est un sous-
espace fortement k-supercyclique pour T . Donc,
Y = {Vect(p(T )(x1, . . . , xk)), p ∈ P , 0 /∈ p(σp(T ∗)))}
est compose´ d’espaces fortement k-supercycliques pour l’application ‹T : πk(X0)→ πk(X0)
qui est l’application associe´e a` T sur πk(X0).
Or Z est connexe par arc, donc connexe et comme πk est continue, Y est connexe. De
plus, Y est dense dans Pk(X) par forte k-supercyclicite´ de T . Ainsi, U(‹T ) est connexe.
Enﬁn la Proposition 1.53 implique que L ∈ U(‹T n). Or comme Pn(X0) est dense dans
Pn(X), on de´duit que L est fortement k-supercyclique pour T
n.

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2 n-supercyclicite´ et forte n-supercyclicite´ en
dimension finie
2.1 Introduction
Nous avons vu que Feldman et Shkarin ont introduit deux notions ge´ne´ralisant la
supercyclicite´. Ces notions ont pour point commun d’e´tudier des orbites de sous-espaces
vectoriels de dimension supe´rieure ou e´gale a` 1. On commence a` mieux comprendre les
ope´rateurs n-supercycliques principalement graˆce aux travaux de Feldman [19],[13] et de
Bayart et Matheron [5] et l’on s’aperc¸oit qu’un certain nombre de proprie´te´s des ope´rateurs
supercycliques se ge´ne´ralisent plutoˆt bien a` cette nouvelle classe. Cependant, il reste
encore des questions tre`s naturelles non-re´solues comme celle de la caracte´risation de la
n-supercyclicite´ en dimension ﬁnie. En eﬀet, on sait depuis le milieu des anne´es 1970 graˆce
aux travaux de Hilden et Wallen [32] qu’il n’existe pas d’ope´rateurs supercycliques sur Cn
avec n > 1 et depuis le de´but des anne´es 90 qu’il n’existe pas d’ope´rateur supercycliques
sur Rn pour n > 2 si K = R graˆce aux travaux de Herzog [31]. De plus, les ope´rateurs
supercycliques sur C,R et R2 sont comple`tement caracte´rise´s. Par contre, dans le cas
des ope´rateurs n-supercycliques, Bourdon Feldman et Shapiro ont seulement donne´ une
re´ponse partielle en 2004. Cette re´ponse est contenue dans le the´ore`me suivant :
The´ore`me 2.1. Soit n ≥ 2. Il n’existe pas d’ope´rateur (n− 1)-supercyclique sur Cn. En
particulier, il n’existe pas d’ope´rateur k-supercyclique sur Cn pour tout 1 ≤ k ≤ n− 1.
La preuve de ce the´ore`me n’est pas facile. En eﬀet, celle-ci utilise des calculs pousse´s
re´alisables en utilisant de fac¸on pre´ponde´rante la re´duction de Jordan. Ceci permet de
clore le proble`me dans le cas complexe, cependant on ne sait toujours pas ce qu’il se passe
dans le cas re´el, mais les choses semblent eˆtre diﬀe´rentes du cas complexe. En eﬀet, sur R2
toute rotation d’angle libre avec π sur Q est supercyclique. En poussant un peu plus loin
le raisonnement, on remarque que toute rotation autour d’une droite de R3 d’angle libre
avec π sur Q est 2-supercyclique. Cet exemple prouve bien que les choses se pre´sentent
diﬀe´remment, cependant nous ne savons pas a` jusqu’a` quel point.
Quant a` la notion de forte n-supercyclicite´ introduite par Shkarin [48], on ne connait
a` priori pas grand chose de ces ope´rateurs a` part leur de´ﬁnition et le fait qu’ils satisfont
la proprie´te´ d’Ansari ! Par contre, comme les ope´rateurs fortement n-supercycliques sont
une sous-classe des ope´rateurs n-supercycliques, le the´ore`me pre´ce´dent de Bourdon, Feld-
man et Shapiro s’applique e´galement aux ope´rateurs fortement n-supercycliques. Il est
donc vain de chercher des ope´rateurs fortement n-supercyclique sur un espace vectoriel
complexe de dimension ﬁnie.
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Le but de ce chapitre est de prolonger ces deux e´tudes au cas re´el et en particulier,
nous montrerons les deux re´sultats suivants :
The´ore`me 2.2. Soit n ≥ 2. Il n’existe pas d’ope´rateur (⌊n+1
2
⌋−1)-supercyclique sur Rn.
De plus, cette valeur est optimale : il existe toujours un ope´rateur (⌊n+1
2
⌋)-supercyclique
sur Rn.
Ce the´ore`me cloˆt la question de l’existence d’ope´rateurs n-supercycliques en dimen-
sion ﬁnie en caracte´risant les dimensions des espaces pour lesquels il existe un ope´rateur
n-supercyclique. Le the´ore`me suivant montre que les choses sont diﬀe´rentes pour les
ope´rateurs fortement n-supercycliques.
The´ore`me 2.3. Pour n ≥ 3, il n’existe pas d’ope´rateurs fortement k-supercycliques sur
Rn pour 1 ≤ k < n.
2.2 Pre´liminaires
Re´duction de Jordan
Dans la suite, nous allons avoir besoin d’utiliser des ope´rateurs de “la meilleure forme
possible”. Quand on travaille sur le corps des nombres complexes, une re´duction de matrice
bien connue est la re´duction de Jordan. Cette re´duction s’ave`re bien utile pour re´soudre
bon nombre de questions, on peut citer par exemple [13] ou` les auteurs utilisent cette
re´duction pour montrer qu’il n’existe pas d’ope´rateur (n− 1)-supercyclique sur Cn. Par-
tant d’une matrice quelconque, la re´duction de Jordan permet de construire une matrice
triangulaire supe´rieure semblable a` celle de de´part. De fait, cette matrice est plus simple
a` e´tudier graˆce a` sa forme particulie`re. En fait, la re´duction de Jordan est encore plus
pre´cise, le re´sultat est une somme directe de blocs de Jordan.
Comme tout se chapitre a pour but de s’inte´resser a` la n-supercyclicite´ et a` la forte n-
supercyclicite´, nous utiliserons le terme bloc de Jordan pour signiﬁer un bloc de Jordan
non-nul. En eﬀet, tout ope´rateur dont la de´composition de Jordan contient un bloc de
Jordan nul ne peut pas eˆtre surjectif et n’est donc pas n-supercyclique.
Rappelons qu’un bloc de Jordan de valeur propre λ 6= 0 et de taille k est usuellement
une matrice k × k avec uniquement des λ sur la diagonale, des 1 sur la premie`re surdia-
gonale et des ze´ros partout ailleurs. Il est bon de remarquer qu’une somme directe de
blocs de Jordan de taille 1 est une matrice diagonale. Dans ce qui va suivre, nous allons
suivre une autre convention qui simpliﬁe le´ge`rement les notations mais qui ne change rien
a` l’eﬃcacite´ de la re´duction de Jordan, nous conviendrons donc qu’un bloc de Jordan
classique de valeur propre λ et de taille k est une matrice k × k avec uniquement des λ
sur la diagonale et sur la premie`re surdiagonale, et des ze´ros ailleurs.
Cette re´duction est bien connue pour les matrices complexes mais le cas complexe
ayant de´ja` e´te´ traite´ par Bourdon,Feldman et Shapiro [13], nous voulons travailler sur des
matrices a` coeﬃcients re´els et le fait qu’il puisse exister des valeurs propres complexes
pour une matrice re´elle nous interdit d’appliquer cette re´duction. Cependant, il existe
tout de meˆme une version moins connue de la re´duction de Jordan qui s’applique aux
matrices re´elles et c’est celle-ci que nous allons utiliser. Dans le cas re´el, nous pouvons
de´composer toute matrice en une somme directe de blocs de Jordan classiques et de blocs
de Jordan re´els. Un bloc de Jordan re´el de taille k et de module λ 6= 0 est usuellement
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une matrice 2k × 2k avec uniquement λRθ sur la diagonale, des matrices identite´ sur la
premie`re surdiagonale et des ze´ros partout ailleurs. Pour les meˆmes raisons que dans le cas
complexe, nous suivront une convention diﬀe´rente pour laquelle les termes de la diagonale
sont les meˆmes que ceux de la premie`re surdiagonale c’est-a`-dire λRθ. Soit alors B un bloc
de Jordan classique (respectivement re´el) de taille k avec A = λ (respectivement A = λRθ)
alors les puissances de B sont facilement exprimables. En eﬀet, pour tout n ∈ N∗,
Bn =

An Än
1
äAn Än
2
äAn · · · Ä n
k−1
äAn
0 An Än
1
äAn Än
2
äAn · · · Ä n
k−2
äAn
0 0
. . . . . .
...
...
. . . . . .
Ä
n
1
äAn
0 · · · 0 0 An

.
Cette simplicite´ a` exprimer les puissances d’une matrice est un des avantages de la
re´duction de Jordan qui nous inte´resse le plus ici puisque nous serons amene´s a` travailler
sur des ite´re´s de matrices dans la suite et nous aurons besoin d’avoir une expression de
ces ite´re´s la plus simple possible pour e´tudier leur comportement asymptotique. Pour de
plus amples de´tails sur la de´composition de Jordan, on pourra se re´fe´rer a` [42] ou [33].
En re´sume´, tout ope´rateur T sur Rn n’ayant pas 0 pour valeur propre est donc semblable
a` un ope´rateur R de la forme suivante :
J1 0 · · · · · · · · · 0
0
. . . 0 · · · · · · 0
0 0 Jp 0 · · · 0
0 · · · 0 J1 0 0
0 · · · · · · 0 . . . 0
0 0 0 0 0 Jq

ou` les blocs de Jordan classiques Ji sont de la forme habituelle
Ji =
â
µi µi 0 0
0
. . . . . . · · ·
... 0
. . . µi
0 · · · 0 µi
ì
et les blocs de Jordan re´els Ji sont de la forme suivante
Ji =
â
λiRθi λiRθi 0 0
0
. . . . . . · · ·
... 0
. . . λiRθi
0 · · · 0 λiRθi
ì
.
2.3 E´tude de la n-supercyclicite´ sur RN
2.3.1 Introduction
Bourdon, Feldman et Shapiro ont prouve´ qu’il existe des ope´rateurs n-supercycliques
sur CN si et seulement si n = N . Ceci caracte´rise comple`tement la n-supercyclicite´ dans le
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cas complexe en dimension ﬁnie. Dans cette partie, nous allons e´tudier le pendant re´el de
ce the´ore`me ; plus pre´cise´ment nous allons utiliser la de´composition de Jordan re´elle pour
de´terminer pour quels entiers n ∈ N∗ est-ce qu’il existe des ope´rateurs n-supercycliques sur
RN . Rappelons tout d’abord que sur R2, il est facile de trouver un ope´rateur supercyclique,
il suﬃt de conside´rer une rotation d’angle irrationnel. De plus, tout vecteur non-nul de R2
est supercyclique pour cet ope´rateur. De la meˆme fac¸on, on peut remarquer qu’il existe un
ope´rateur 2-supercyclique dans R3, il suﬃt de conside´rer une rotation d’angle irrationnel
et d’axe la droite
x = 0y = 0 et ses espaces 2-supercycliques sont tous les plans contenant
cette droite.
Ces exemples sont faciles a` comprendre et a` ve´riﬁer. Si l’on souhaite continuer dans
cette voie et voir ce qu’il peut se passer pour des dimensions supe´rieures, il est assez
naturel de penser a` ajouter d’autres matrices de rotations et a` utiliser le The´ore`me de
densite´ de Kronecker [30] pour “disjoindre“ les comportements individuels de chaque sous-
matrice de rotation. Bien suˆr, nous allons se´parer le cas de la dimension paire de celui ou`
la dimension est impaire puisque dans ce dernier cas nous devrons empiler des matrices de
taille 2 puis combler la dernie`re ligne comme en dimension 3. De cette fac¸on, nous allons
construire sur RN un exemple d’ope´rateur (⌊N+1
2
⌋)-supercyclique.
Exemple 2.4. Pour tout N ≥ 1 :
• Sur R2N , les endomorphismes de matrice repre´sentativeá
Rθ1 0 · · · 0
0
. . . 0 0
... · · · 0 RθN
ë
sont N -supercycliques si (et seulement si) θ1, . . . , θN , π sont libres sur Q.
• Sur R2N+1, les endomorphismes de matriceâ
Rθ1 0 · · · 0 0
0
. . . 0 0 0
... · · · 0 RθN 0
0 · · · 0 0 1
ì
sont (N + 1)-supercycliques si (et seulement si) θ1, . . . , θN , π sont libres sur Q.
Cet exemple prouve l’optimalite´ du The´ore`me 2.2. On souhaite maintenant prouver
l’autre partie du the´ore`me. Nous allons prouver le The´ore`me 2.2 en plusieurs e´tapes en
cherchant a` de´terminer le meilleur indice de supercyclicite´ de diﬀe´rents cas particuliers,
que nous regrouperons au fur et a` mesure, pour enﬁn terminer par un the´ore`me ge´ne´ral
dont le The´ore`me 2.2 sera un corollaire direct. Nous commencerons par de´terminer l’indice
de supercyclicite´ pour deux cas particuliers de matrices : tout d’abord le cas d’un bloc
de Jordan re´el de taille 2 puis celui d’une somme directe de matrices de rotation. Nous
commencerons par ces deux exemples car la preuve de ces re´sultats peut se faire sans
outils supple´mentaires mais permet aussi de prendre conscience que nous aurons besoin
de quelque chose en plus si l’on souhaite continuer avec des matrices plus e´labore´es. Nous
donnerons alors les outils ne´cessaires pour aller plus loin. Un de ces outils est une fac¸on
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de pre´senter la base du sous-espace n-supercyclique de fac¸on a` ce qu’elle soit re´duite et
adapte´e a` l’ope´rateur que l’on conside`re. Ensuite, notre but sera de donner les meilleurs
indices de supercyclicite´ pour diﬀe´rents types de matrices. Nous commencerons par les
matrices primaires qui sont des sommes directes de blocs de Jordan (classiques et re´els)
unimodulaires de taille 1. Nous poursuivrons avec le cas d’un bloc de Jordan re´el de taille
quelconque pour lequel nous donnerons un minorant de l’indice de supercyclicite´. Puis
nous nous inte´resserons aux matrices qui s’e´crivent comme somme directe de plusieurs
blocs de Jordan, d’abord quand les modules de chaque blocs sont diﬀe´rents puis quand
le module est le meˆme pour tous les blocs. Enﬁn, nous regrouperons ces re´sultats pour
donner un minorant de l’indice de supercyclicite´ d’une matrice quelconque.
Nous allons commencer par conside´rer un bloc de Jordan re´el de taille 2 et de module
1 et ceci pour deux raisons. Tout d’abord les blocs diagonaux et de Jordan classiques
sont eﬀectivement plus simples a` traiter mais ceci a de´ja` e´te´ fait par Bourdon, Feldman
et Shapiro [13] et donc celui-ci est le plus simple des ope´rateurs qu’il reste a` conside´rer.
D’autre part, cet exemple sera notre point de de´part pour traiter le cas des blocs de
Jordan re´els de taille quelconque.
Proposition 2.5. T =
Ç
Rθ Rθ
0 Rθ
å
n’est pas 2-supercyclique sur R4.
Preuve :
Supposons par l’absurde que T est 2-supercyclique. SoitM = Vect(x, y) un sous-espace
2-supercyclique pour T . Alors en prenant des combinaisons line´aires des vecteurs de bases,
on peut supposer que x = (x1, x2, 0, 1) et y = (y1, y2, 1, 0) ou bien x = (x1, x2, x3, x4) et
y = (y1, y2, 0, 0) avec ‖(x3, x4)‖ = 1.
Commenc¸ons par conside´rer le cas ou` x = (x1, x2, 0, 1) et y = (y1, y2, 1, 0), alors pour
tous ouverts non-vides U et V de R2, il existe (ni)i∈N une suite strictement croissante, et
(λni)i∈N, (µni)i∈N deux suites re´elles telles que :
Rniθ
Ñ
λni
Ñ
x1
x2
é
+ µni
Ñ
y1
y2
éé
+ niR
ni
θ
Ñ
µni
λni
é
∈ U
Rniθ
Ñ
µni
λni
é
∈ V
que l’on peut re´e´crire sous la forme :
λni
Ç
x1
x2
å
+ µni
Ç
y1
y2
å
+ ni
Ç
µni
λni
å
∈ R−niθ (U)(2.1) Ç
µni
λni
å
∈ R−niθ (V )(2.2)
Soient V = B
ÇÇ
1
0
å
, ε
å
la boule ouverte de centre
Ç
1
0
å
et de rayon ε avec 0 < ε < 1
et U un ouvert borne´ non-vide. Alors, le terme (2.2) du syste`me nous apprend que pour
tout i ∈ N, 0 ≤ |λni |, |µni | < 1 + ε. Puis, en divisant le terme (2.1) par ni, on obtient :
λni
ni
Ç
x1
x2
å
+
µni
ni
Ç
y1
y2
å
+
Ç
µni
λni
å
∈ R
−ni
θ (U)
ni
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Or on a vu que les suites (λni)i∈N et (µni)i∈N sont borne´es, ainsi
λni
ni
−→
i→+∞
0 et
µni
ni
−→
i→+∞
0.
De plus comme U est borne´, la relation pre´ce´dente impose aux suites (λni)i∈N et (µni)i∈N
de tendre elles-meˆmes vers 0. Ceci contredit
Ç
µni
λni
å
∈ R−niθ (V ).
Conside´rons donc maintenant le cas ou` x = (x1, x2, x3, x4) et y = (y1, y2, 0, 0) alors
pour tous ouverts non-vides U et V de R2, il existe (ni)i∈N une suite strictement croissante,
et (λni)i∈N, (µni)i∈N deux suites re´elles telles que :
Rniθ
Ñ
λni
Ñ
x1
x2
é
+ µni
Ñ
y1
y2
éé
+ niλniR
ni
θ
Ñ
x3
x4
é
∈ U
λniR
ni
θ
Ñ
x3
x4
é
∈ V
qui s’exprime aussi
λni
Ç
x1
x2
å
+ µni
Ç
y1
y2
å
+ niλni
Ç
x3
x4
å
∈ R−niθ (U)(2.3)
λni
Ç
x3
x4
å
∈ R−niθ (V )(2.4)
Prenons V = B
ÇÇ
r
0
å
, ε
å
avec 0 < ε < 1, r > 1 et U un ouvert borne´ non-vide. Le
terme (2.4) implique que r − ε < |λni | < r + ε et en divisant le terme (2.3) par niλni , on
obtient :
1
ni
Ç
x1
x2
å
+
µni
niλni
Ç
y1
y2
å
+
Ç
x3
x4
å
−→
i→+∞
Ç
0
0
å
et donc,
µni
niλni
Ç
y1
y2
å
+
Ç
x3
x4
å
−→
i→+∞
Ç
0
0
å
Ainsi la suite
(
µni
niλni
)
i∈N
est borne´e. De plus, comme (y1, y2) 6= (0, 0), il est meˆme clair
que la suite
(
µni
niλni
)
i∈N
converge vers un certain re´el t ∈ R. On obtient alors :
t
Ç
y1
y2
å
+
Ç
x3
x4
å
=
Ç
0
0
å
.
Comme (x3, x4) n’est pas nul, l’e´galite´ ci-dessus implique (y1, y2) est e´galement non-nul et
l’on en de´duit que la famille
®Ç
x3
x4
å
,
Ç
y1
y2
å´
est lie´e. Quitte a` manipuler notre base de
de´part, on peut donc supposer que x = (x1, x2, x3, x4) et y = (x3, x4, 0, 0), et on re´-exprime
(2.3) et (2.4) : 
λni
Ç
x1
x2
å
+ (µni + niλni)
Ç
x3
x4
å
∈ R−niθ (U)(2.5)
λni
Ç
x3
x4
å
∈ R−niθ (V )(2.6)
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Il est clair maintenant que
Ç
x1
x2
å
et
Ç
x3
x4
å
sont line´airement inde´pendants. En eﬀet,
s’ils ne l’e´taient pas, on pourrait encore manipuler notre base et obtenir x = (0, 0, x3, x4)
et y = (x3, x4, 0, 0) et 
(µni + niλni)
Ñ
x3
x4
é
∈ R niθ (U)
λni
Ñ
x3
x4
é
∈ R niθ (V )
Il suﬃrait alors de prendre U et V deux ouverts tels que sU ∩ V = ∅ pour tout s ∈ R
pour obtenir une contradiction !
Comme les vecteurs
Ç
x1
x2
å
et
Ç
x3
x4
å
sont line´airement inde´pendants, notons donc α
l’angle forme´ par ces vecteurs, alors sin(α) > 0. Soit 0 < a < sin(α)(r ε)
∥∥∥∥∥
Ç
x1
x2
å∥∥∥∥∥ et
choisissons U = B
ÅÅ
a
2
0
ã
, a
4
ã
et notons CU la couronne engendre´e par les rotations de U .
Par un petit calcul e´le´mentaire, il est facile de voir que
Ç
R
Ç
x3
x4
å
+ [r ε, r + ε]
Ç
x1
x2
åå
n’intersecte pas la couronne CU . Ceci contredit (2.5) !
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Donc
Ç
Rθ Rθ
0 Rθ
å
n’est pas 2-supercyclique.

Remarque 2.6. On vient de voir dans la proposition pre´ce´dente que
Ç
Rθ Rθ
0 Rθ
å
n’est
pas 2-supercyclique, cependant il est facile de remarquer que cette matrice est 3-super-
cyclique si π et θ sont line´airement inde´pendant sur Q.
Remarque 2.7. Un des points inte´ressants de ce cas particulier est que sa preuve est
divise´e en deux parties selon la forme de la base du sous-espace 2-supercyclique conside´re´.
En outre il semble diﬃcile de reproduire cette preuve sans tenir compte de la forme de la
base que l’on conside`re. Nous verrons tout au long de notre e´tude que cette question de
forme de la base est une question majeure.
2.3.2 Un exemple e´clairant
Avant de de´velopper des outils pour de´montrer le re´sultat ge´ne´ral annonce´, nous allons
nous attarder sur l’exemple d’une somme directe de multiples de rotations. Le re´sultat
suivant montre que l’on ne peut pas ame´liorer l’indice de supercyclicite´ des matrices de
l’Exemple 2.4. Une des motivations pour traiter cet exemple est de montrer les me´canismes
qui interviennent dans cette preuve et l’importance d’adapter les bases des espaces sur
lesquels nous travaillons a` la forme de T . De plus, l’ope´rateur que l’on conside`re dans
l’exemple suivant est une somme directe de rotations et chacune agit sur R2, ainsi la` ou`
habituellement on parle de composantes d’un vecteur, nous parlerons plutoˆt de bicom-
posantes d’un vecteur au sens ou` nous regarderons chaque vecteur comme une somme
directe de vecteurs de R2 et non de R comme a` l’accoutume´e. Dans ce qui suit, la k-ie`me
bicomposante du vecteur(x1, . . . , x2N) est le vecteur sur lequel agit la k-ie`me sous-matrice
de rotation, c’est-a`-dire le vecteur (x2k−1, x2k). Soulignons e´galement que la proposition
suivante n’a d’inte´reˆt que pour la compre´hension du me´canisme ge´ne´ral sous-jacent aux
preuves qui vont suivre. En eﬀet, nous montrerons plus tard un re´sultat plus ge´ne´ral que
celui-ci et dont la preuve est totalement inde´pendante du re´sultat ci-dessous.
Proposition 2.8. Soit N ≥ 2, alors RN :=
â
a1Rθ1 0 · · · 0
0
. . .
...
...
. . . 0
0 · · · 0 aNRθN
ì
n’est pas
(N − 1)-supercyclique sur R2N pour tous a1, . . . , aN ∈ R et tous θ1, . . . , θN ∈ R.
Preuve :
Tout d’abord, quitte a` re´ordonner les matrices de rotations et a` multiplier par un re´el
non-nul, on peut supposer 0 < |a1| ≤ . . . ≤ |aN−1| ≤ aN = 1. En eﬀet, si un des ai est nul
alors il est clair que RN n’est pas a` image dense et n’est donc pas (N − 1)-supercyclique.
Nous allons montrer par re´currence que RN n’est pas (N − 1)-supercyclique sur R2N .
Pour N = 2, le re´sultat est donne´ par Herzog [31].
Supposons que pour tout 2 ≤ k < N , tous θ1, . . . , θk et tous
0 < |a1| ≤ . . . ≤ |ak−1| ≤ ak = 1 aucune matrice de la forme Rk n’est (k−1)-supercyclique
et montrons que RN n’est pas (N − 1)-supercyclique.
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Par l’absurde, supposons que RN est (N − 1)-supercyclique et soit
M = Vect(x1, · · · , xN−1) un sous-espace (N − 1)-supercyclique pour RN et posons
xiN+1 := x
i pour tout 1 ≤ i ≤ N − 1.
On aﬃrme que pour tout k ∈ {1, . . . , N},M est engendre´ par des vecteurs x1k, . . . , xN−1k
tels que si l’on de´ﬁnit pN+1 := 0 et
pk := sup
Ä
j ∈ {1, . . . , N − 1} : la k-ie`me bicomposante de xjk est non-nulle
ä
alors :
(a) si pk+1 6= N − 1 alors pk ∈ {pk+1 + 1, pk+1 + 2} si k 6= N , xjk 6= xjk+1 pour tout
1 ≤ j ≤ pk+1,
(b) si pk = pk+1 + 2, alors x
pk−1
k =
Ç
0
1
å
et xpkk =
Ç
1
0
å
,
(c) pour tout k ≤ l ≤ N et tout pl < j ≤ N − 1, la l-ie`me bicomposante du vecteur xjk
est nulle.
On va montrer ceci par re´currence de´croissante sur k ∈ {1, . . . , N}. Nous commenc¸ons
par le cas ou` k = N .
Quitte a` conside´rer des combinaisons line´aires des vecteurs x1N+1, . . . , x
N−1
N+1 et a` les
re´ordonner, on peut supposer que l’on a une base x1N , . . . , x
N−1
N de M pour laquelle soit
la dernie`re bicomposante de x1N est non-nulle (c’est-a`-dire pN = 1), soit la dernie`re bi-
composante de x1N et x
2
N est non-nulle (c’est-a`-dire pN = 2) mais pour laquelle la dernie`re
bicomposante est nulle pour tous les autres vecteurs de base. De plus, dans cette dernie`re
e´ventualite´, on peut e´galement exiger que les dernie`res bicomposantes de x1N et x
2
N soientÇ
0
1
å
et
Ç
1
0
å
comme dans la preuve de la Proposition 2.5. Il est facile de voir que nous
avons ve´riﬁe´ l’hypothe`se de re´currence pour k = N .
Supposons maintenant que l’hypothe`se de re´currence est ve´riﬁe´e pour N, . . . , k + 1,
et ve´riﬁons la au rang k. On commence par de´ﬁnir xjk := x
j
k+1 pour tout 1 ≤ j ≤ pk+1.
Quitte a` prendre des combinaisons line´aires des vecteurs x
pk+1+1
k+1 , . . . , x
N−1
k+1 et quitte a` les
re´ordonner, on peut obtenir N − 1 − pk+1 vecteurs xpk+1+1k , . . . , xN−1k tels que
Vect(x1k, . . . , x
N−1
k ) =M . D’autre part, ces vecteurs peuvent eˆtre choisis de fac¸on a` satis-
faire une des conditions suivantes :
⊲ Soit la k-ie`me bicomposante des vecteurs x
pk+1+1
k , . . . , x
N−1
k est nulle, c’est-a`-dire
pk = pk+1. Cependant ce cas de ﬁgure engendre une contradiction. En eﬀet, comme RN
est (N −1)-supercyclique, il existe une suite strictement croissante (ni)i∈N et N −1 suites
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de nombres re´els (λ
(ni)
1 )i∈N, . . . , (λ
(ni)
N−1)i∈N ve´riﬁant :
(2.7)

ani1 R
ni
θ1
(∑N−1
j=1 λ
(ni)
j
(
xjk(1)
xjk(2)
))
...
anik R
ni
θk
(∑pk
j=1 λ
(ni)
j
(
xjk(2k − 1)
xjk(2k)
))
...
aniNR
ni
θN
(∑pN
j=1 λ
(ni)
j
(
xjk(2N − 1)
xjk(2N)
))

−→
i→∞

Ç
0
0
å
...Ç
1
0
å
...Ç
0
0
å

La dernie`re bicomposante ci-dessus impose que aniN λ
(ni)
j −→
i→+∞
0 pour tout 1 ≤ j ≤ pN car
RN est une isome´trie et 1 ≤ pN ≤ 2. De plus, si pN = 2 alors
pN∑
j=1
λ
(ni)
j
(
xjk(2N − 1)
xjk(2N)
)
=
(
λ
(ni)
2
λ
(ni)
1
)
par hypothe`se de re´currence. De la meˆme fac¸on, on prouve de proche en proche que pour
tout 1 ≤ j ≤ pk+1, ak+1λ(ni)j −→
i→+∞
0 car |ak+1| ≤ . . . ≤ |aN |. De plus, si pj = N − 1
pour un certain j ∈ {k + 1, . . . , N} alors, on peut conclure directement que pour tout
1 ≤ j ≤ N − 1, anik λ(ni)j −→
i→+∞
0 ce qui contredit (2.7). Sinon, comme pk = pk+1 et
|ak| ≤ |ak+1|, alors pour tout 1 ≤ j ≤ pk, anik λ(ni)j −→
i→+∞
0, or ceci contredit aussi (2.7).
⊲ Soit la k-ie`me bicomposante des vecteurs x
pk+1+2
k , . . . , x
N−1
k est nulle mais pas celle
du vecteur x
pk+1+1
k . Dans ce cas, pk = pk+1 + 1 et la k-ie`me bicomposante des vecteurs
xpk+1k , . . . , x
N−1
k est nulle par construction. De plus, pour tout k + 1 ≤ l ≤ N la l-ie`me
bicomposante des vecteurs xpl+1k , . . . , x
N−1
k est nulle car pk > pk+1 > . . . > pN et la famille
de vecteurs {xpk+1+1k , . . . , xN−1k } est construite a` partir des vecteurs xpk+1+2k+1 , . . . , xN−1k+1 dont
la l-ie`me bicomposante est nulle d’apre`s l’hypothe`se de re´currence.
⊲ Soit la k-ie`me bicomposante des vecteurs x
pk+1+3
k , . . . , x
N−1
k est nulle mais pas
celle des vecteurs x
pk+1+1
k et x
pk+1+2
k , de plus ces deux bicomposantes peuvent eˆtre choisies
pour eˆtre
Ç
0
1
å
et
Ç
1
0
å
. Dans ce cas, pk = pk+1 + 2 et l’on conclut comme au point
pre´ce´dent.
Ceci termine la re´currence.
Notons y1, . . . , yN−1 les vecteurs x11, . . . , x
N−1
1 obtenus par re´currence. On a montre´
que la suite (pN+1−k)0≤k≤N est strictement croissante jusqu’a` ce qu’elle atteigne la va-
leur N − 1 a` partir de laquelle elle reste constante. De plus, comme pN+1 = 0 on
de´duit imme´diatement que p2 = N − 1. Or comme M est un sous-espace (N − 1)-
supercyclique pour RN , il existe une suite strictement croissante (ni)i∈N et N − 1 suites
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re´elles (λ
(ni)
1 )i∈N, . . . , (λ
(ni)
N−1)i∈N telles que :
(2.8)

ani1 R
ni
θ1
(∑N−1
j=1 λ
(ni)
j
(
xj1
xj2
))
ani2 R
ni
θ2
(∑N−1
j=1 λ
(ni)
j
(
xj3
xj4
))
...
aniNR
ni
θN
(∑pN
j=1 λ
(ni)
j
(
xj2N−1
xj2N
))

−→
i→∞

Ç
1
0
åÇ
0
0
å
...Ç
0
0
å

Par un raisonnement analogue a` celui que nous avons fait dans la re´currence pour
pk = pk+1, on remarque que pour tout 1 ≤ j ≤ p2 = N − 1, ani2 λ(ni)j −→
i→+∞
0 et comme
|a1| ≤ |a2|, alors pour tout 1 ≤ j ≤ N − 1, ani1 λ(ni)j −→
i→+∞
0 mais ceci contredit (2.8). Donc
RN n’est pas (N − 1)-supercyclique.

Nous allons utiliser plusieurs fois l’argument de re´duction de base de la preuve pre´ce´-
dente, c’est pourquoi nous avons choisi d’expliquer cet argument de fac¸on de´taille´e dans
la partie suivante aﬁn de pouvoir y faire re´fe´rence plus tard.
2.3.3 Re´duction de base
Soient m,N ∈ N∗, T un ope´rateur sur RN , {x1, . . . , xm} une famille libre de vecteurs
de RN etM engendre´ par ces vecteurs. T peut se re´duire sous forme de Jordan de la fac¸on
que l’on a vu pre´ce´demment, on peut donc supposer que T est de la forme :
T =
â
a1B1 0 · · · 0
0 a2B2 . . . ...
...
. . . 0
0 · · · 0 aγBγ
ì
ou` pour tout 1 ≤ i ≤ γ,
Bi =

Ai Ai 0 · · · 0
0 Ai Ai . . . ...
...
. . . . . .
. . . Ai
0 · · · 0 Ai

est un bloc de Jordan classique ou re´el et ou` Ai = 1, respectivement Ai = Rθi et γ est
le nombre de blocs de Jordan dans la de´composition de T . On note e´galement τi = 1 si
Bi est classique et τi = 2 si Bi est re´el et on note τiρi la taille du bloc Bi. ρi sera appele´
la taille relative du bloc de Jordan Bi. Si Bi est un bloc classique alors sa taille relative
est tout simplement sa taille. Par contre, si Bi est un bloc re´el, alors sa taille relative est
e´gale a` la moitie´ de sa taille. On note enﬁn ρ =
∑γ
i=1 ρi la taille relative de la matrice T .
Il est bon de remarquer qu’avec ces notations N =
∑γ
i=1 ρiτi.
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Notation. Dans un souci de clarte´, nous introduisons une nouvelle notation avant d’e´noncer
le the´ore`me suivant. Soit T un ope´rateur line´aire sur RN re´duit sous forme de Jordan et
soit x ∈ RN . On de´ﬁnit pour 1 ≤ i ≤ ρ :
χi(x) =

x∑p−1
l=1
τlρl+i−
∑p−1
l=1
ρl
si τp = 1.Ñ
x∑p−1
l=1
τlρl+2(i−
∑p−1
l=1
ρl)−1
x∑p−1
l=1
τlρl+2(i−
∑p−1
l=1
ρl)
é
si τp = 2.
ou` p est l’unique entier ve´riﬁant :
∑p−1
l=1 ρl < i ≤
∑p
l=1 ρl. Intuitivement p est le nume´ro du
bloc Bp de T qui agit sur la composante χi(x). Cette formule, bien qu’un peu complique´e
dans les termes, reﬂe`te une ide´e tre`s simple : les blocs Bi sont des blocs de Jordan classiques
ou re´els, or on voit le premier comme une matrice compose´e de sous matrices de dimension
1 alors que le deuxie`me est vu comme une matrice forme´e a` partir de sous-matrices de
dimension 2. Ainsi, quand on applique Bi a` un vecteur, il faut que le vecteur soit vu
comme a` composantes dans R dans le cas classique et a` composantes dans R2 dans le
cas re´el. Ainsi, il faut avoir un “bon de´coupage” des vecteurs x1, . . . , xm, qui prenne en
compte le fait que sur certaines parties on fait agir un ope´rateur de dimension 1 et sur
d’autres un ope´rateur de dimension 2. Par conse´quent chaque χi(x) est soit un nombre
re´el soit un vecteur de taille 2. Illustrons ceci sur un exemple.
Conside´rons l’ope´rateur T =
Ö
aB1 0 0
0 bB2 0
0 0 cB3
è
=

a 0 0 0 0
0 bRθ bRθ 0 0
0 0 bRθ 0 0
0 0 0 c 0
0 0 0 0 c
 qui agit
sur R7.
Dans ce cas, τ1 = 1, τ2 = 2, τ3 = 1, ρ1 = 1, ρ2 = 2, ρ3 = 2 et l’on de´compose
x = (x1, x2, x3, x4, x5, x6, x7) de la fac¸on suivante x =

χ1(x)
χ2(x)
χ3(x)
χ4(x)
χ5(x)
 avec χ1(x) = x1,
χ2(x) =
Ç
x2
x3
å
, χ3(x) =
Ç
x4
x5
å
, χ4(x) = x6, χ5(x) = x7.
Nous e´nonc¸ons a` pre´sent le the´ore`me de re´duction qui sera un des outils majeurs dans
la preuve des re´sultats annonce´s.
The´ore`me 2.9. Soit T un ope´rateur sur RN re´duit sous forme de Jordan avec les
notations ci-dessus et soit M un sous espace de dimension m.
Alors, il existe une base {y1, . . . , ym} de M , une suite croissante d’entiers (κi)i∈N et une
suite d’ensembles (Λi)i∈N ⊂ R ∪ R2 ve´rifiant :
(a) κ0 = 1, Λ0 = {χρ(yj), κ0 ≤ j ≤ m}.
(b) Pour tout i ∈ N, κi+1 = κi + dim(Vect(Λi)) et Λi+1 = {χρ−(i+1)(yj), κi+1 ≤ j ≤ m}.
(c) Pour tout i ∈ {0, . . . , ρ− 1}, {χρ−i(yj), κi ≤ j < κi+1} est soit libre soit vide.
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(d) κρ = m+ 1.
(e) Pour tout p ∈ {1, . . . , ρ} et pour tout j ∈ {κp, . . . ,m}, χρ−p+1(yj) = 0 ou
Ç
0
0
å
.
Preuve :
On se propose de trouver une base de M qui soit adapte´e a` cette de´composition de
T . Bien e´videmment cette re´duction de´pend fortement de T . Soit x1, . . . , xm une base
de M . Nous allons cre´er une suite croissante de nombres entiers (κp)p∈N d’entiers et une
suite d’ensembles (Λ′p)p∈N. La suite d’entiers sera le marqueur qui nous indiquera a` chaque
e´tape jusqu’ou` la base a e´te´ simpliﬁe´e et la suite d’ensembles nous indique a` chaque e´tape
la partie des vecteurs que nous allons re´duire.
Posons κ0 = 1 et Λ
′
0 = {χρ(xi), κ0 ≤ i ≤ m}. Comme pour tout 1 ≤ i ≤ m, χρ(xi) est un
e´le´ment soit de R soit de R2, il est clair que dim(Vect(Λ′0)) = 0, 1 ou 2.
• Si dim(Vect(Λ′0)) = 0, alors ‖χρ(xi)‖ = 0 pour tout 1 ≤ i ≤ m et on pose κ1 := κ0
et xj1 := x
j pour tout κ0 ≤ j ≤ m.
• Si dim(Vect(Λ′0)) = 1, alors en conside´rant des combinaisons line´aires de x1, . . . , xm
et quitte a` les re´ordonner, on obtient une nouvelle base x11, . . . , x
m
1 de M satisfaisant
‖χρ(x11)‖ = 1 et ‖χρ(xi1)‖ = 0 pour tout κ0 + 1 ≤ i ≤ m et l’on pose κ1 := κ0 + 1.
• Si dim(Vect(Λ′0)) = 2, alors quitte a` conside´rer des combinaisons line´aires des vec-
teurs x1, . . . , xm et quitte a` les re´ordonner, on obtient une nouvelle base x11, . . . , x
m
1 de M
ve´riﬁant χρ(x
1
1) =
Ç
0
1
å
, χρ(x
2
1) =
Ç
1
0
å
et ‖χρ(xi1)‖ = 0 pour tout κ0 + 2 ≤ i ≤ m et
l’on pose κ1 := κ0 + 2.
On pose
Λ′1 = {χρ−1(xi1), κ1 ≤ i ≤ m}
ainsi dim(Vect(Λ′1)) = 0, 1 ou 2. On de´ﬁnit alors x
i
2 := x
i
1 pour tout 1 ≤ i < κ1. Quitte a`
prendre des combinaisons line´aires des vecteurs xκ11 , . . . , x
m
1 et a` les re´ordonner, on obtient
m − κ1 + 1 vecteurs xκ12 , . . . , xm2 ve´riﬁant Vect(x12, . . . , xm2 ) = M et satisfaisant une des
conditions suivantes :
• Si dim(Vect(Λ′1)) = 0, alors ‖χρ−1(xi2)‖ = 0 pour tout κ1 ≤ i ≤ m et on pose
κ2 := κ1.
• Si dim(Vect(Λ′1)) = 1, alors ‖χρ−1(xκ12 )‖ = 1 et ‖χρ−1(xi2)‖ = 0 pour tout
κ1 + 1 ≤ i ≤ m et κ2 := κ1 + 1.
• Si dim(Vect(Λ′1)) = 2, alors χρ−1(xκ12 ) =
Ç
0
1
å
, χρ−1(x
κ1+1
2 ) =
Ç
1
0
å
et
‖χρ−1(xi2)‖ = 0 pour κ1 + 2 ≤ i ≤ m et κ2 := κ1 + 2.
Supposons que cette construction a e´te´ faite jusqu’a` obtenir x1k, . . . , x
m
k . On pose
Λ′k = {χρ−k(xik), κk ≤ i ≤ m}
ainsi dim(Vect(Λ′k)) = 0, 1 ou 2. Ensuite, on de´ﬁnit x
i
k+1 = x
i
k pour tout 1 ≤ i < κk. Quitte
a` conside´rer des combinaisons line´aires des vecteurs xκk , . . . , xm et a` les re´ordonner, on
obtient m−κk+1 vecteurs xκkk+1, . . . , xmk+1 avec Vect(x1k+1, . . . , xmk+1) =M et qui satisfont
une des conditions suivantes :
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• Si dim(Vect(Λ′k)) = 0, alors ‖χρ−k(xik+1)‖ = 0 pour tout κk ≤ i ≤ m et κk+1 := κk.
• Si dim(Vect(Λ′k)) = 1, alors ‖χρ−k(xκkk+1)‖ = 1 et ‖χρ−k(xik+1)‖ = 0 pour tout
κk + 1 ≤ i ≤ m et on pose κk+1 := κk + 1.
• Si dim(Vect(Λ′k)) = 2, alors
χρ−k(x
κk
k+1) =
Ç
0
1
å
, χρ−k(x
κ1+1
k+1 ) =
Ç
1
0
å
et ‖χρ−k(xik+1)‖ = 0
pour tout κk + 2 ≤ i ≤ m et on de´ﬁnit κk+1 := κk + 2.
Par ce proce´de´, on ﬁnit par obtenir une base (y1, . . . , ym) := (x1ρ, . . . , x
m
ρ ) de M et
pour des raisons techniques, on de´ﬁnit κq := κρ pour tout q > ρ. On de´ﬁnit e´galement
Λ0 = {χρ(yj), κ0 ≤ j ≤ m} et Λi = {χρ−i(yj), κi ≤ j ≤ m}
et donc (a) est ve´riﬁe´e par de´ﬁnition. Pour satisfaire (b), (c) et (e), il suﬃt de remar-
quer que dim(Vect(Λi)) = dim(Vect(Λ
′
i)). Enﬁn, (d) est aussi ve´riﬁe´. En eﬀet, comme
(y1, . . . , ym) est une base de M , il s’ensuit que ym n’est pas nul. D’ou` Λρ = ∅ (⇔ κρ =
m+ 1).

Remarque 2.10. On peut visualiser la re´duction que nous venons d’ope´rer comme un
escalier renverse´ : 
· · ·
· · ·
* . ..
. .
. 0
. .
.
· · ·

Toutes les notations que nous venons d’introduire seront utilise´s dans toute la suite, nous
y ferons re´fe´rence a` chaque fois que l’on utilisera la re´duction de Jordan ou que l’on re´duira
une base. Quand nous aurons besoin du The´ore`me 2.9, nous dirons simplement qu’une
certaine base a` e´te´ re´duite et que la re´duction est adapte´e a` un certain ope´rateur.
Notation. A partir de maintenant, nous allons manipuler des familles de vecteurs
{x1, . . . , xm}. Pour simpliﬁer les notations, nous n’utiliserons plus la notation pre´ce´dente
χi(x
j) mais nous la remplacerons par la notation χji qui est plus compacte.
2.3.4 Le cas des matrices primaires
Nous allons mettre en application la technique de re´duction que nous venons de
de´velopper sur un premier type de matrices que nous appellerons matrices primaires.
Ces matrices sont une ge´ne´ralisation, dans un cadre re´el, des matrices diagonales que l’on
peut rencontrer quand on ope`re une re´duction de Jordan dans le cas complexe. En eﬀet,
les matrices primaires sont des matrices qui peuvent s’e´crire comme somme directe de
blocs de Jordan classiques ou re´els de taille relative 1.
De´finition 2.11. Soit ρ,N ∈ N∗. On dira qu’un ope´rateur T sur RN est primaire d’ordre
k si T = ⊕ρi=1Ai ou` Ai = 1 ou Rθi avec θi ∈ R.
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Remarque 2.12. Il est clair que si T est primaire d’ordre ρ sur RN , alors ρ ∈ JöN+1
2
ù
, NK.
De plus, ρ est la taille relative de T .
Dans un premier temps, nous allons travailler sur les matrices primaires d’ordre ρ pour
ensuite passer a` des cas plus e´labore´s. Meˆme si le re´sultat suivant est une ge´ne´ralisation
partielle de la Proposition 2.8, la preuve de la proposition suivante est inde´pendante de la
pre´ce´dente. De plus, la preuve de cette proposition exhibe quelques ide´es qui nous seront
d’utilite´ constante dans la suite.
Proposition 2.13. Soit ρ ∈ N∗. Il n’existe pas de matrice primaire d’ordre ρ qui soit
(ρ− 1)-supercyclique.
Preuve :
Soit T = ⊕ρi=1Ai une matrice primaire d’ordre ρ. Remarquons que pour une telle
matrice, en reprenant les notations que nous avons de´ﬁnies en introduisant les bases
adapte´es, on a ρi = 1 pour tout 1 ≤ i ≤ ρ.
Par l’absurde, supposons que T est (ρ−1)-supercyclique. Soit M = Vect(x1, . . . , xρ−1)
un sous-espace (ρ − 1)-supercyclique pour T . On peut re´duire la base de M avec la
technique que l’on a de´taille´e pre´ce´demment dans le The´ore`me 2.9.
Il faut tout d’abord remarquer que suite a` cette de´composition, pour tout p < ρ,
κp 6= κp+1. En eﬀet, supposons par l’absurde que p < ρ est le plus petit entier ve´riﬁant
κp = κp+1. Par de´ﬁnition, cela implique que dim(Vect(Λp)) = 0 et donc pour tout
κp ≤ j ≤ ρ − 1, ‖χjρ−p‖ = 0. Or, pour tout i ∈ N et toute suite de nombres re´els
(λj)1≤j≤ρ−1,
T i
Ñ
ρ−1∑
j=1
λjx
j
é
=

Ai1
Ä∑ρ−1
j=1 λjχ
j
1
ä
...
Aiρ−p
Ä∑κp−1
j=1 λjχ
j
ρ−p
ä
Aiρ−p+1
Ä∑κp−1
j=1 λjχ
j
ρ−p+1
ä
...
Aiρ
Ä∑κ1−1
j=1 λjχ
j
ρ
ä
(L1)
...
(Lρ−p)
(Lρ−p+1)
...
(Lρ)
Il est clair que si p = 0, alors (Lρ) est nulle par la condition (e) du The´ore`me 2.9 et
ainsi M n’est pas (ρ− 1)-supercyclique pour T . On peut donc supposer p > 0 sans perte
de ge´ne´ralite´. Comme T est (ρ − 1)-supercyclique pour M , il existe une suite d’entiers
strictement croissante (ni)i∈N et ρ−1 suite de nombres re´els (λ(ni)1 )i∈N, . . . , (λ(ni)ρ−1)i∈N telles
que pour tout j ∈ J1, ρK \ {ρ− p},
(Lj) −→
i→+∞
0 et (Lρ−p) −→
i→+∞
Y avec ‖Y ‖ = 1.
On va montrer que pour tout 1 ≤ j < κp, λ(ni)j −→
i→+∞
0. Un tel entier j est contenu dans
un unique intervalle [κq, κq+1[, nous allons donc montrer cette proprie´te´ par re´currence
sur q.
Pour 1 ≤ j < κ1, il suﬃt d’analyser (Lρ). En eﬀet, on sait que la famille {χjρ}1≤j<κ1 6= ∅
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est libre ainsi comme Aρ est une isome´trie, (Lρ) donne : ∑κ1−1j=1 λ(ni)j χjρ −→
i→+∞
0, et enﬁn
λ
(ni)
j −→
i→+∞
0 pour tout 1 ≤ j < κ1 car les vecteurs sont libres.
Supposons maintenant que nous avons ve´riﬁe´ l’hypothe`se de re´currence jusqu’au rang
1 ≤ q < p et ve´riﬁons la au rang q + 1. Puisque (Lρ−q) tend vers 0 et que Aρ−q est une
isome´trie, on a :
κq+1−1∑
j=1
λ
(ni)
j χ
j
ρ−q −→
i→+∞
0.
De plus, par hypothe`se de re´currence λ
(ni)
j −→
i→+∞
0 pour tout 1 ≤ j < κq. Ainsi, on peut
encore e´crire
κq+1−1∑
j=κq
λ
(ni)
j χ
j
ρ−q −→
i→+∞
0.
Or, on sait que {χjρ−q}κq≤j<κq+1 6= ∅ forme une famille libre par la proprie´te´ de la re´duction
qui a e´te´ ope´re´e et car κq 6= κq+1. Ainsi l’expression pre´ce´dente implique λ(ni)j −→
i→+∞
0 pour
tout 1 ≤ j < κq+1. Ce qui termine la re´currence.
Ainsi, pour tout 1 ≤ j < κp, λ(ni)j −→
i→+∞
0. En utilisant ceci dans (Lρ−p) et comme
Aρ−p est une isome´trie, on obtient :
Aiρ−p
Ñ
κp−1∑
j=1
λ
(ni)
j χ
j
ρ−p
é
−→
i→+∞
0.
Ce dernier re´sultat contredit l’hypothe`se que (Lρ−p) converge vers un vecteur de norme
1. On a donc prouve´ que pour tout p < ρ, κp 6= κp+1. Or comme κ0 = 1 et que la suite
(κp)0≤p≤ρ est strictement croissante, on obtient κρ−1 ≥ ρ et donc κρ = κρ−1 en utilisant le
The´ore`me 2.9, d’ou` la contradiction. Il s’ensuit donc que T n’est pas (ρ−1)-supercyclique.

2.3.5 Le cas des blocs de Jordan re´els
Une fois le cas des matrices primaires traite´, nous allons passer au cas d’un bloc de
Jordan re´el et ge´ne´raliser la Proposition 2.5. Les deux lemmes suivants nous seront d’une
grande utilite´ aﬁn d’e´crire de fac¸on plus maniable les ite´re´s d’un sous-espace par un bloc
de Jordan re´el.
Lemme 2.14. Conside´rons la suite re´currente ∆n(i) :=
Ä
i
n
ä−∑n−1k=1 ∆k(i)Ä in−kä pour n ≥ 0
et tout i ≥ 0. Alors, ∆n est un polynoˆme en i de degre´ n et dont le coefficient dominant
est (−1)
n+1
n!
.
Preuve :
Nous allons proce´der par re´currence sur n ≥ 0. Il est clair que ceci est vrai pour n = 1
puisque ∆1(i) = i. Supposons que ceci est ve´riﬁe´ pour tout 1 ≤ k < n et montrons le
pour k = n. Notons δn le coeﬃcient dominant de ∆n. Comme le coeﬃcient dominant en
i de
Ä
i
k
ä
est 1
k!
pour tout k ∈ N et graˆce a` l’hypothe`se de re´currence, on obtient
δn =
1
n!
−
n−1∑
k=1
(−1)k+1
(n− k)!k! =
1
n!
(
1−
n−1∑
k=1
(−1)k+1
(
n
k
))
.
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Il suﬃt donc de travailler sur
∑n−1
k=1(−1)k+1
Ä
n
k
ä
. Pour cela, il suﬃt de remarquer que :
−(1− x)n =
n∑
k=0
(
n
k
)
(−1)k+1xk =
n−1∑
k=1
(
n
k
)
(−1)k+1xk + (−1 + (−1)n+1xn).
En observant cette e´galite´ pour x = 1, on obtient :
n−1∑
k=1
(
n
k
)
(−1)k+1 = 1 + (−1)n =
0 si n est impair,2 si n est pair.
Ainsi,
δn =

1
n!
si n est impair
− 1
n!
si n est pair
=
(−1)n+1
n!
.
Ceci termine la re´currence et la preuve de ce lemme.

On comple`te le lemme pre´ce´dent avec celui-ci qui motive l’introduction des coeﬃcients
∆n.
Lemme 2.15. Soient i, n ∈ N avec i ≥ n et (uk)1≤k≤n une suite de nombres re´els. On
de´finit pour 1 ≤ k ≤ n Lk := ∑n−kj=0 Äijäuk+j. Alors, Lk = uk +∑n−kj=1 ∆j(i)Lk+j.
Preuve :
Nous allons montrer ce re´sultat par re´currence sur n.
Si n = 1, alors L1 =:=
∑1−1
j=0
Ä
i
j
ä
u1+j = u1.
Supposons que l’hypothe`se de re´currence soit ve´riﬁe´e pour tout entier strictement infe´rieur
a` n et montrons la pour n.
Pour cela, pour 1 ≤ k < n on pose :
Lk =
n−k−1∑
j=0
(
i
j
)
uk+j = Lk −
(
i
n− k
)
un.
Par hypothe`se de re´currence, on obtient :
Lk = uk +
n−k−1∑
j=1
∆j(i)Lk+j.
Or Ln = un par de´ﬁnition et pour 1 ≤ k ≤ n− 1,
Lk = Lk +
(
i
n− k
)
un = uk +
n−k−1∑
j=1
∆j(i)Lk+j +
(
i
n− k
)
un.
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Ainsi, en utilisant encore la relation entre Lk et Lk et la de´ﬁnition de ∆n−k(i), on obtient :
Lk = uk +
n−k−1∑
j=1
∆j(i)
(
Lk+j −
(
i
n− k − j
)
un
)
+
(
i
n− k
)
un
= uk +
n−k−1∑
j=1
∆j(i)Lk+j +
Ñ(
i
n− k
)
−
n−k−1∑
j=1
∆j(i)
(
i
n− k − j
)é
un
= uk +
n−k−1∑
j=1
∆j(i)Lk+j +∆n−k(i)un
= uk +
n−k∑
j=1
∆j(i)Lk+j
Ce qui ache`ve la re´currence.

La proposition suivante donne un minorant de l’indice de supercyclicite´ d’un bloc de
Jordan re´el. Pour de´montrer ce re´sultat, nous utiliserons les deux lemmes pre´ce´dents pour
re´-exprimer les ite´re´s de notre ope´rateur. En eﬀet, ces deux lemmes nous permettront d’ex-
primer chaque composante d’un ite´re´ de T en fonction des composantes pre´ce´dentes. On
pourra alors tirer parti des informations que l’on a obtenu sur ces composantes auparavant.
Proposition 2.16. Soit N > 1 et θ ∈ R, alors JN :=

Rθ Rθ 0 · · · 0
0 Rθ Rθ 0 · · · 0
0 0
. . . . . .
...
...
. . . . . . Rθ
0 · · · 0 0 Rθ

n’est
pas N-supercyclique sur R2N .
Preuve :
Comme nous l’avons annonce´, le cas N = 2 a de´ja` e´te´ traite´ dans la Proposition 2.5.
Par conse´quent, supposons que N est un entier supe´rieur ou e´gal a` 3 et supposons, par
l’absurde, que JN est N -supercyclique et que M = Vect(x
1, . . . , xN) est un sous-espace a`
base re´duite N -supercyclique pour JN . On peut e´galement remarquer que κN = N + 1
d’apre`s le The´ore`me 2.9. De plus d’apre`s la Proposition 2.5, J2 n’est pas 2-supercyclique, il
faut donc que Vect
ÅÅ
χ1N−1
χ1N
ã
,
Å
χ2N−1
χ2N
ã
,
Å
χ3N−1
χ3N
ãã
forme un espace vectoriel de dimen-
sion 3 et donc que κ2 ≥ 4. Comme M est N -supercyclique, il existe une suite d’entiers
(ni)i∈N et N suites de nombres re´els (λ
(ni)
1 )i∈N, . . . , (λ
(ni)
N )i∈N telles que :
T ni
Ñ
N∑
j=1
λ
(ni)
j x
j
é
=

Rniθ
∑N−1
k=0
Ä
ni
k
ä(∑N
j=1 λ
(ni)
j
(
xj2k+1
xj2(k+1)
))
Rniθ
∑N−2
k=0
Ä
ni
k
ä(∑N
j=1 λ
(ni)
j
(
xj2(k+1)+1
xj2(k+2)
))
...
Rniθ
∑N
j=1 λ
(ni)
j
(
xj2N−1
xj2N
)

−→
i→+∞

Ç
0
0
åÇ
0
0
å
...Ç
0
1
å

.
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Notons (L1), . . . , (LN) chaque ligne ci-dessus apparaissant dans T
ni
(∑N
j=1 λ
(ni)
j x
j
)
, et no-
tons (uk) =
∑N
j=1 λ
(ni)
j
(
xj2k−1
xj2k
)
. On remarque que les (Lk) et les (uk) de´pendent de i
meˆme si ce n’est pas pre´cise´ explicitement.
On peut re´e´crire le syste`me pre´ce´dent de la fac¸on suivante en utilisant le Lemme 2.15 :
(2.9)

‖(u1) +∑N−1j=1 ∆j(ni)(Lj+1)‖ −→
i→+∞
0
...
‖(uk) +∑N−kj=1 ∆j(ni)(Lj+k)‖ −→
i→+∞
0
...
‖(uN)‖ −→
i→+∞
1
ou` ∆j est de´ﬁni par le Lemme 2.14.
On montre alors par re´currence sur k que
λ
(ni)
j
∆k(ni)
−→
i→+∞
0, pour tout 1 ≤ k ≤ N − 1 et
tout 1 ≤ j ≤ κk − 1.
Pour k = 1, on reprend l’expression de (LN) que l’on divise par ∆1(ni) :∥∥∥∥∥∥
κ1−1∑
j=κ0
λ
(ni)
j
∆1(ni)
χjN
∥∥∥∥∥∥ −→i→+∞ 0
Ainsi, comme {χjN}κ0≤j≤κ1−1 est libre (mais pas vide car κ2 ≥ 4), on obtient que :
λ
(ni)
j
∆1(ni)
−→
i→+∞
0 pour tout κ0 ≤ j ≤ κ1 − 1.
Ceci termine l’initialisation de la re´currence.
Supposons l’hypothe`se de re´currence ve´riﬁe´e jusqu’au rang k et ve´riﬁons la au rang k+1.
On reprend l’expression de (LN−k) que l’on divise par ∆k+1(ni) :∥∥∥∥∥∥
κk−1∑
j=κ0
λ
(ni)
j
∆k+1(ni)
χjN−k +
κk+1−1∑
j=κk
λ
(ni)
j
∆k+1(ni)
χjN−k +
k∑
j=1
∆j(ni)
∆k+1(ni)
(LN−k+j)
∥∥∥∥∥∥ −→i→+∞ 0.
Il est clair que la premie`re somme tend vers 0 en utilisant l’hypothe`se de re´currence et
la dernie`re e´galement car (Lj) est borne´e pour tout 1 ≤ j ≤ N et deg(∆k+1) > deg(∆j)
pour tout 1 ≤ j ≤ k par le Lemme 2.14. Ainsi, on obtient :∥∥∥∥∥∥
κk+1−1∑
j=κk
λ
(ni)
j
∆k+1(ni)
χjN−k
∥∥∥∥∥∥ −→i→+∞ 0
De plus, la technique de re´duction de base nous apprend que {χjN−k}κk≤j≤κk+1−1 est libre
ou vide. Par conse´quent, on a :
λ
(ni)
j
∆k+1(ni)
−→
i→+∞
0 pour tout κk ≤ j ≤ κk+1 − 1
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et en combinant l’hypothe`se de re´currence et deg(∆k+1) > deg(∆j) pour tout 1 ≤ j ≤ k,
on de´duit
λ
(ni)
j
∆k+1(ni)
−→
i→+∞
0 pour tout κ0 ≤ j ≤ κk+1 − 1.
Ceci termine la re´currence !
Revenons maintenant a` la preuve de la proposition. On peut remarquer que comme
κ2 ≥ 4 et κN = N +1, il existe 2 ≤ p ≤ N − 1 tel que κp = κp+1. Examinons alors (LN−p)
divise´ par ∆p(ni) :∥∥∥∥∥∥
κp+1−1∑
j=κ0
λ
(ni)
j
∆p(ni)
χjN−k +
p∑
j=1
∆j(ni)
∆p(ni)
(LN−p+j)
∥∥∥∥∥∥ −→i→+∞ 0.
Or
λ
(ni)
j
∆p(ni)
−→
i→+∞
0 pour tout 1 ≤ j ≤ κp − 1 et comme κp = κp+1, la premie`re somme tend
vers 0 avec i. De plus, le Lemme 2.14 et le fait que toutes les suites (Lk) sont borne´es
nous permet de re´e´crire la seconde somme de la fac¸on suivante :∥∥∥∥∥(−1)p+1p! (LN)
∥∥∥∥∥ −→i→+∞ 0.
Or on sait par la formule (2.9) que ‖(LN)‖ −→
i→+∞
1. Ceci contredit l’aﬃrmation pre´ce´dente.
Ainsi, JN n’est pas N -supercyclique.

2.3.6 Pour une somme de blocs de modules diffe´rents
Le lemme technique suivant permet de se´parer le comportement des blocs de module
diﬀe´rents. L’ide´e ge´ne´rale est simplement de dire que les coeﬃcients introduits dans des
blocs ante´rieurs n’ont plus d’inﬂuence notable dans le nouveau bloc. En eﬀet, si l’on
s’inte´resse a` un ope´rateur n-supercyclique T = T1 ⊕ T2 et que l’on veut e´tudier son
comportement asymptotique sur le sous-espace vectoriel L de dimension n, il serait alors
agre´able de dire qu’un des deux ope´rateurs agit seulement sur une partie des vecteurs
de base de L et que l’autre agit simplement sur les vecteurs restants. Ceci n’est que tre`s
rarement possible puisque qu’il n’y a en ge´ne´ral aucune raison que L se de´compose en
somme directe de deux sous-espaces L1 et L2 sur lesquels T1 et T2 agissent respectivement.
Cependant, en re´duisant la base de L, il est possible de trouver une partie ”minimale”
des vecteurs de base de L sur lesquels agit T2. Apre`s avoir fait cela, a` de´faut de pouvoir
montrer que T1 n’agit que sur les autres vecteurs, nous allons montrer que T1 n’agit de
manie`re signiﬁcative que sur les autres vecteurs et que par conse´quent il suﬃt d’e´tudier
les comportements asymptotiques de T1 et de T2 pris se´pare´ment.
Lemme 2.17. Soient h ∈ N et γ,m,N ∈ N∗ avec h < m. Soit T = aC un ope´rateur
de RN avec 0 < |a| < 1, C = ⊕γi=1Bi ou` Bi est un bloc de Jordan de module ou valeur
propre 1 dont les composantes sont Ai = 1 ou Rθi. Soit M un sous-espace de dimension
(m − h) et x1, . . . , xm ∈ RN ou` xh+1, . . . , xm est une base re´duite de M (adapte´e a` T
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avec le The´ore`me 2.9) et soit 0 < |a| < |b| ≤ 1. Supposons qu’il existe une suite d’entiers
strictement croissante (ni)i∈N, m suites re´elles (λ
(ni)
1 )i∈N, . . . , (λ
(ni)
m )i∈N et q ∈ N tels que :
bniλ
(ni)
j
nqi
−→
i→+∞
0 pour tout 1 ≤ j ≤ h et T ni(
m∑
j=1
λ
(ni)
j x
j) −→
i→+∞
0.
Alors, il existe q′ ∈ N tel que :
aniλ
(ni)
j
nq
′
i
−→
i→+∞
0 pour tout 1 ≤ j ≤ m.
Preuve :
On note comme d’habitude τiρi la taille du bloc Bi ou` τi = 1 ou 2 et ρ = ∑γi=1 ρi. En
de´composant T et en se rappelant que les (m− h) derniers vecteurs de {x1, . . . , xm} sont
re´duits, on obtient la formule suivante :
T ni
Ñ
m∑
j=1
λ
(ni)
j x
j
é
=

aniAni1
(∑m
j=1 λ
(ni)
j χ
j
1 +
∑ρ1−1
j=1
Ä
ni
j
ä∑h+κρ−j−1
g=1 λ
(ni)
g χ
g
1+j
)
...
aniAni1
(∑h+κρ+1−ρ1−1
j=1 λ
(ni)
j χ
j
ρ1
)
...
aniAniγ
(∑h+κργ−1
j=1 λ
(ni)
j χ
j
ρ+1−ργ +
∑ργ−1
j=1
Ä
ni
j
ä∑h+κργ−j−1
g=1 λ
(ni)
g χ
g
ρ−ργ+1+j
)
...
aniAniγ
(∑h+κ1−1
j=1 λ
(ni)
j χ
j
ρ
)
(L1)
...
(Lρ1)
...Ä
Lρ−ργ+1
ä
...
(Lρ)
Nous allons souvent traiter a` part les h premiers vecteurs et les m − h derniers, par
conse´quent les notations classiques pour une base re´duite se re´fe`rent a` une re´duction sur
les m− h derniers vecteurs.
Nous allons montrer le lemme par re´currence de´croissante sur l ∈ {1, . . . , ρ}. Notre
hypothe`se de re´currence aﬃrme que pour tout 1 ≤ l ≤ ρ, il existe q′ ∈ N tel que pour
tout 1 ≤ j ≤ h+ κρ+1−l − 1, a
niλ
(ni)
j
n
q′
i
−→
i→+∞
0.
Commenc¸ons par ve´riﬁer l’hypothe`se de re´currence pour l = ρ. En observant la ligne (Lρ),
comme de plus Aγ est une isome´trie, on a :
(2.10) ani
Ñ
h∑
j=1
λ
(ni)
j χ
j
ρ +
h+κ1−1∑
j=h+κ0
λ
(ni)
j χ
j
ρ
é
−→
i→+∞
0.
Or, on sait que pour tout 1 ≤ j ≤ h, b
niλ
(ni)
j
n
q
i
−→
i→+∞
0 ainsi comme 0 < |a| < |b| ≤ 1, on
de´duit que aniλ
(ni)
j −→
i→+∞
0 pour tout 1 ≤ j ≤ h. En couplant ceci avec (2.10), on obtient :
ani
h+κ1−1∑
j=h+κ0
λ
(ni)
j χ
j
ρ −→
i→+∞
0.
De plus, par de´ﬁnition {χjρ}h+κ1−1h+κ0 est libre ou vide, ainsi, pour tout 1 ≤ j ≤ h + κ1 − 1,
aniλ
(ni)
j −→
i→+∞
0.
47
2. n-supercyclicite´ et forte n-supercyclicite´ en dimension finie
Supposons l’hypothe`se de re´currence ve´riﬁe´e pour l + 1, . . . , ρ et montrons la au rang l.
D’apre`s l’hypothe`se de re´currence, il existe q′ ∈ N tel que pour tout 1 ≤ j ≤ h+ κρ−l− 1,
aniλ
(ni)
j
n
q′
i
−→
i→+∞
0. Nous allons se´parer la preuve en deux cas.
Si κρ−l < κρ+1−l, alors on s’inte´resse a` la ligne (Ll) :
aniAnif
Ñ
h+κρ−l−1∑
j=1
λ
(ni)
j χ
j
l +
h+κρ+1−l−1∑
j=h+κρ−l
λ
(ni)
j χ
j
l +
d∑
j=1
(
ni
j
) h+κρ+1−l−j−1∑
g=1
λ(ni)g χ
g
l+j
é
−→
i→+∞
0,
ou` f ∈ J1, γK et d ∈ J0, ρf − 1K. Comme Af est une isome´trie, en divisant l’e´quation
pre´ce´dente par nq
′
i alors la premie`re somme tend vers 0 par hypothe`se de re´currence,
ainsi :
(2.11)
1
nq
′
i
ani
Ñ
h+κρ+1−l−1∑
j=h+κρ−l
λ
(ni)
j χ
j
l +
d∑
j=1
(
ni
j
) h+κρ+1−l−j−1∑
g=1
λ(ni)g χ
g
l+j
é
−→
i→+∞
0.
Puis en divisant par ndi et en remarquant que
(nij )
nd
i
est borne´ pour tout 1 ≤ j ≤ d et en
utilisant l’hypothe`se de re´currence sur les λ(ni)g de la seconde somme, on a :
1
nq
′+d
i
ani
Ñ
h+κρ+1−l−1∑
j=h+κρ−l
λ
(ni)
j χ
j
l
é
−→
i→+∞
0
Ainsi comme κρ−l < κρ+1−l, par de´ﬁnition {χjl }h+κρ+1−l−1h+κρ−l est libre, on en de´duit que pour
tout 1 ≤ j ≤ h+ κρ+1−l − 1,
aniλ
(ni)
j
nq
′+d
i
−→
i→+∞
0.
Si κρ−l = κρ+1−l, alors on fait le meˆme raisonnement que dans le cas pre´ce´dent sauf que
la formule (2.11) ne contient plus le premier terme et le reste se traite de la meˆme fac¸on.
Ceci termine la re´currence. Ainsi, il existe q′ ∈ N tel que pour tout j ∈ {1, . . . , h+κρ−1},
aniλ
(ni)
j
n
q′
i
−→
i→+∞
0.
Il est maintenant aise´ de voir que l’on a montre´ le lemme puisque le The´ore`me 2.9
nous donne κρ = m− h+ 1, ainsi h+ κρ − 1 = m et le lemme est de´montre´.

2.3.7 Pour une somme de blocs de meˆme module
Pour comprendre ce qu’il se passe dans une somme directe de blocs de meˆme module,
nous aurons besoin du lemme suivant qui e´value la rapidite´ de croissance des coeﬃcients
comme nous l’avons fait dans le Lemme 2.17. Ce lemme regroupe deux re´sultats suivant la
taille relative des deux plus gros blocs de Jordan. La preuve est base´e sur les meˆmes ide´es
que celle du Lemme 2.17 mais elle est plus technique car les modules ne nous permettent
pas de se´parer les blocs de Jordan.
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Lemme 2.18. Soient γ,m,N ∈ N∗, γ ≥ 2. Soit T = ⊕γi=1Bi un ope´rateur de RN ou` Bi
est un bloc de Jordan de module ou valeur propre 1 et dont les composantes sont Ai = 1
ou Rθi. On supposera que l’on est dans l’un des deux cas suivants :
ρ1 ≥ . . . ≥ ργ(2.12)
ρ2 ≥ . . . ≥ ργ et ρ1 = ρ2 − 1 .(2.13)
Soit M un sous-espace de dimension m et soit x1, . . . , xm ∈ RN une base re´duite pour
T avec le The´ore`me 2.9 pour laquelle il existe une suite d’entiers strictement croissante
(ni)i∈N et m suites re´elles (λ
(ni)
1 )i∈N, . . . , (λ
(ni)
m )i∈N telles que
T ni(
m∑
j=1
λ
(ni)
j x
j) −→
i→+∞
(1, . . . , 1︸ ︷︷ ︸
ρ1 fois
, 0, . . . , 0).
Alors
λ
(ni)
j
n
ρ1
i
−→
i→+∞
0 pour tout 1 ≤ j ≤ m.
Preuve :
On note comme d’habitude τiρi la taille du bloc Bi ou` τi = 1 ou 2 et ρ = ∑γi=1 ρi.
Alors,
T ni
Ñ
m∑
j=1
λ
(ni)
j x
j
é
=

Ani1
(∑m
j=1 λ
(ni)
j χ
j
1 +
∑ρ1−1
j=1
Ä
ni
j
ä∑κρ−j−1
g=1 λ
(ni)
g χ
g
1+j
)
...
Ani1
(∑κρ+1−ρ1−1
j=1 λ
(ni)
j χ
j
ρ1
)
...
Aniγ
(∑κργ−1
j=1 λ
(ni)
j χ
j
ρ+1−ργ +
∑ργ−1
j=1
Ä
ni
j
ä∑κργ−j−1
g=1 λ
(ni)
g χ
g
ρ−ργ+1+j
)
...
Aniγ
(∑κ1−1
j=1 λ
(ni)
j χ
j
ρ
)
(L1)
...
(Lρ1)
...
(Lρ−ργ+1)
...
(Lρ)
que l’on peut e´galement noter de la fac¸on suivante graˆce aux Lemmes 2.14 et 2.15 :
T ni
Ñ
m∑
j=1
λ
(ni)
j x
j
é
=

Ani1
(∑m
j=1 λ
(ni)
j χ
j
1 +
∑ρ1−1
j=1 ∆j(ni)(L1+j)
)
...
Ani1
(∑κρ+1−ρ1−1
j=1 λ
(ni)
j χ
j
ρ1
)
...
Aniγ
(∑κργ−1
j=1 λ
(ni)
j χ
j
ρ+1−ργ +
∑ργ−1
j=1 ∆j(ni)(Lρ−ργ+1+j)
)
...
Aniγ
(∑κ1−1
j=1 λ
(ni)
j χ
j
ρ
)
(L1)
...
(Lρ1)
...
(Lρ−ργ+1)
...
(Lρ)
De plus, on remarque que chaque l ∈ {1, . . . , ρ} s’e´crit de fac¸on unique sous la forme
l = ρ −∑γj=γ−j+1 ρi − dl avec j ∈ J0, γ − 1K et dl ∈ J0, ργ−j − 1K. On peut donc de´ﬁnir
sans ambigu¨ite´ pour tout l ∈ {1, . . . , ρ},
δl =
dl + 1 si j = 0,max(dl + 1, ργ−j+1) si j 6= 0.
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Intuitivement δl est la taille du plus grand bloc de Jordan situe´ en dessous de la l-ie`me
ligne comprise (ici on parle de ligne au sens de chaque bloc, c’est-a`-dire qu’une matrice
de rotation compte pour une seule ligne !) de T . Posons e´galement
νl =
δl si l’on est sous l’hypothe`se (2.12),δl − 1 si l’on est sous l’hypothe`se (2.13).
Nous allons montrer que
λ
(ni)
j
n
νl
i
−→
i→+∞
0 pour tout 1 ≤ j ≤ κρ+1−l − 1, par re´currence
de´croissante ﬁnie sur l ∈ {1, . . . , ρ}.
Pour le cas l = ρ, comme Aγ est une isome´trie, on tire de (Lρ) :
(2.14)
κ1−1∑
j=1
λ
(ni)
j χ
j
ρ −→
i→+∞
0.
Or, par de´ﬁnition {χjρ}κ1−1κ0 est libre ou vide, ainsi, pour tout 1 ≤ j ≤ κ1−1, λ(ni)j −→i→+∞ 0.
Supposons l’hypothe`se de re´currence ve´riﬁe´e pour l + 1, . . . , ρ. Montrons la au rang l.
D’apre`s l’hypothe`se de re´currence, pour tout 1 ≤ j ≤ κρ−l − 1, λ
(ni)
j
n
νl+1
i
−→
i→+∞
0.
Si κρ−l < κρ+1−l, alors on s’inte´resse a` la ligne (Ll) :∥∥∥∥∥∥Anif
Ñ
κρ−l−1∑
j=1
λ
(ni)
j χ
j
l +
κρ+1−l−1∑
j=κρ−l
λ
(ni)
j χ
j
l +
dl∑
j=1
∆j(ni)Ll+j)
é∥∥∥∥∥∥ −→i→+∞ 0 ou 1
ou` f ∈ J1, γK et dl ∈ J0, ρf − 1K.
Comme Af est une isome´trie et en divisant par n
νl+1
i , on de´duit graˆce a` l’hypothe`se de
re´currence que la premie`re somme tend vers 0 :
(2.15)
1
n
νl+1
i
Ñ
κρ+1−l−1∑
j=κρ−l
λ
(ni)
j χ
j
l +
dl∑
j=1
∆j(ni)(Ll+j)
é
−→
i→+∞
0.
Puis en utilisant le Lemme 2.14 et en comparant νl+1 et dl, on obtient :
• Dans le cas (2.12) :
1
n
νl+1
i
(∑κρ+1−l−1
j=κρ−l
λ
(ni)
j χ
j
l
)
−→
i→+∞
0 si dl < νl+1 c’est-a`-dire δl = δl+1.
1
n
νl+1
i
(∑κρ+1−l−1
j=κρ−l
λ
(ni)
j χ
j
l
)
+ (−1)
dl+1
dl!
(Ll+dl) −→
i→+∞
0 si dl = νl+1 c’est-a`-dire δl = δl+1 + 1.
Ainsi comme κρ−l < κρ+1−l, par de´ﬁnition {χjl }κρ+1−l−1κρ−l est libre, on en de´duit que pour
tout 1 ≤ j ≤ κρ+1−l − 1,
λ
(ni)
j
nδli
−→
i→+∞
0.
• Dans le cas (2.13) :
1
n
νl+1
i
(∑κρ+1−l−1
j=κρ−l
λ
(ni)
j χ
j
l
)
−→
i→+∞
0 si dl < νl+1 donc δl = δl+1.
1
n
νl+1
i
(∑κρ+1−l−1
j=κρ−l
λ
(ni)
j χ
j
l
)
+ (−1)
dl+1
dl!
(Ll+dl) −→
i→+∞
0 si dl = νl+1 donc δl = δl+1.
1
n
νl+1+1
i
(∑κρ+1−l−1
j=κρ−l
λ
(ni)
j χ
j
l
)
+ (−1)
dl+1
dl!
(Ll+dl) −→
i→+∞
0 si dl = νl+1 + 1, c’est-a`-dire δl = δl+1 + 1.
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Or dans le deuxie`me et le troisie`me cas ci-dessus, comme ρ1 < ρ2, on ne travaille pas encore
sur le bloc B1 car la condition ρ1 = ρ2 − 1 n’est pas compatible avec dl = δl+1 − 1 ou
dl = δl+1 donne´es par ces deux cas. Donc (Ll+dl) −→
i→+∞
0. De plus, comme κρ−l < κρ+1−l,
par de´ﬁnition {χjl }κρ+1−l−1κρ−l est libre et on en de´duit que pour tout 1 ≤ j ≤ κρ+1−l − 1,
λ
(ni)
j
nδl−1i
−→
i→+∞
0.
Si κρ−l = κρ+1−l, alors on fait le meˆme raisonnement que dans le cas pre´ce´dent sauf que
la formule (2.15) ne contient plus le premier terme et le reste se traite de la meˆme fac¸on.
Ceci termine la re´currence. Ainsi, pour tout 1 ≤ j ≤ κρ − 1, λ
(ni)
j
n
ν1
i
.
Il est maintenant aise´ de voir que l’on a montre´ le lemme puisque la re´duction du
The´ore`me 2.9 donne κρ− 1 = m, il suﬃt ensuite d’utiliser la de´ﬁnition de ν1 : dans le cas
(2.12), c’est la taille du plus grand bloc c’est-a`-dire ρ1, et dans le cas (2.13) c’est la taille
du plus grand bloc auquel on retranche 1 c’est-a`-dire ρ2 − 1.

On peut maintenant e´noncer un premier re´sultat sur les ope´rateurs qui s’e´crivent
comme somme directe de blocs de Jordan de module (valeur propre) 1.
The´ore`me 2.19. Soit T un ope´rateur sur RN . Si T est une somme directe de blocs de
Jordan de module (valeur propre) 1, alors T n’est pas (ρ− 1)-supercyclique.
Preuve :
Soit T une somme directe de blocs de Jordan de module (valeur propre) 1. On appelle
degre´ de T l’entier D :=
∑γ
i=1(ρi − 1).
Nous allons montrer la proposition par re´currence sur le degre´ D de T !
Si D = 0, T est une matrice primaire d’ordre γ = ρ et l’on a de´ja` montre´ dans la
Proposition 2.13 qu’une telle matrice ne pouvait pas eˆtre (γ − 1) supercyclique.
Supposons la re´currence de´montre´e du degre´ 0 jusqu’au degre´ D − 1, montrons la pour
le degre´ D. On suppose par l’absurde que T est (ρ − 1)-supercyclique. Sans perte de
ge´ne´ralite´, on peut supposer que T se de´compose de la fac¸on suivante T = ⊕γi=1Bi ou` les
Bi sont des blocs de Jordan de module (valeur propre) 1 et ou` ρ1 ≥ . . . ≥ ργ. De plus, si T
est compose´ d’un seul bloc de Jordan, alors on sait que T n’est pas (ρ− 1)-supercyclique
d’apre`s la Proposition 2.16 pour le cas d’un bloc de Jordan re´el et d’apre`s [13] pour le cas
d’un bloc de Jordan classique. On peut donc supposer γ ≥ 2 et aussi ρ1 > 1 graˆce a` la
Proposition 2.13.
Ainsi on de´compose :
T =

A1 A1 0 · · · 0 0 · · · 0
0 C1 0 · · · 0
0 · · · · · · 0 0 B2 . . . 0
...
. . . . . . 0 0 0
. . . 0
0 · · · · · · 0 0 0 0 Bγ

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avec B1 =
Ç A1 A1 0 · · · 0
0 C1
å
. Notons S la sous-matrice de T que l’on obtient en
prenant la somme directe de C1,B2, . . . ,Bγ. Comme T est (ρ−1)-supercyclique, on suppose
que M = Vect(x1, . . . , xρ−1) est un sous-espace (ρ− 1)-supercyclique a` base re´duite pour
T avec le The´ore`me 2.9. Par hypothe`se de re´currence, S n’est pas (ρ− 2)-supercyclique,
on en de´duit qu’il existe p < ρ tel que κp = ρ et donc dans la base re´duite le vecteur x
ρ−1
n’est pas nul pour S.
En eﬀet, si l’on suppose par l’absurde que κρ−1 < ρ, alors χ
ρ−1
j =
Ç
0
0
å
pour tout
2 ≤ j ≤ ρ et donc d := dim(Vect((χ1j)2≤j≤ρ, . . . , (χρ−1j )2≤j≤ρ)) ≤ ρ − 2. Or comme M
est (ρ− 1)-supercyclique pour T , alors S est d-supercyclique. Ceci contredit le fait que S
n’est pas (ρ− 2)-supercyclique. Donc il existe bien p < ρ tel que κp = ρ.
Comme T est (ρ−1)-supercyclique, il existe aussi une suite d’entiers strictement croissante
(ni)i∈N et ρ− 1 suites de nombres re´els (λ(ni)1 )i∈N, . . . , (λ(ni)ρ−1)i∈N telles que :
T ni
Ñ
ρ−1∑
j=1
λ
(ni)
j x
j
é
−→
i→+∞
(1, . . . , 1︸ ︷︷ ︸
ρ1 fois
, 0, . . . , 0).
A ce stade, il y a deux possibilite´s : soit ρ1 − 1 ≥ ρ2, soit ρ1 = ρ2. Dans ces deux cas,
on applique le Lemme 2.18, avec T = S et l’on obtient que
λ
(ni)
j
n
ρ1−1
i
−→
i→+∞
0 et ceci pour
tout 1 ≤ j ≤ ρ − 1 puisqu’il existe p < ρ tel que κp = ρ. D’autre part, en appliquant le
Lemme 2.15 et en prenant la premie`re limite de la premie`re ligne de T ni
(∑ρ−1
j=1 λ
(ni)
j x
j
)
,
on obtient : ∥∥∥∥∥∥Ani1
ρ−1∑
j=1
λ
(ni)
j χ
j
1 +
ρ1−1∑
j=1
∆j(ni)(L1+j)
∥∥∥∥∥∥ −→i→+∞ 1
En divisant cette ligne par nρ1−1i et comme A1 est une isome´trie , on obtient :
ρ−1∑
j=1
λ
(ni)
j
nρ1−1i
χj1 +
ρ1−1∑
j=1
∆j(ni)
nρ1−1i
(L1+j) −→
i→+∞
0
Comme l’on a vu ci-dessus que
λ
(ni)
j
n
ρ1−1
i
−→
i→+∞
0 et graˆce au Lemme 2.14, on re´duit l’identite´
pre´ce´dente a` la suivante qui ne fait intervenir que le terme en j = ρ1 − 1 :
(−1)ρ1
(ρ1 − 1)! −→i→+∞ 0.
Ceci est contradictoire et donc T n’est pas (ρ − 1)-supercyclique. Ce qui termine la
re´currence et la preuve du the´ore`me.

2.3.8 Cas ge´ne´ral
Nous voici arrive´ au the´ore`me qui nous permet de regrouper les comportements des
blocs et de traduire ceci pour l’ope´rateur dans son ensemble.
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The´ore`me 2.20. Soit T un ope´rateur de la forme T = ⊕γi=1aiCi ou` |a1| < · · · < |aγ| ≤ 1
pour tout 1 ≤ i ≤ γ, Ci est une somme directe de blocs de Jordan de valeur propre 1 ou
de module 1. On suppose que pour tout 1 ≤ i ≤ γ, Ci est mi-supercyclique et que cette
valeur est minimale. Alors, T n’est pas ((
∑γ
i=1mi)− 1)-supercyclique.
Preuve :
Posons Tp := ⊕γi=γ+1−paiCi et notons t(p) la taille de cette matrice. Nous allons montrer
par re´currence sur 1 ≤ p ≤ γ que Tp n’est pas
Ä
(
∑γ
i=γ+1−pmi)− 1
ä
-supercyclique. En fait,
nous allons montrer un peu plus que c¸a :
Pour tout 1 ≤ p ≤ γ, Tp n’est pas
Ñ
(
γ∑
i=γ+1−p
mi)− 1
é
-supercyclique.
De plus, pour tout espace b-supercyclique re´duit M = Vect(x1, . . . , xb)
avec
γ∑
i=γ+1−p
mi ≤ b ≤ t(p), si T nip
Ñ
b∑
j=1
λ
(ni)
j x
j
é
−→
i→+∞
0, alors il existe q ∈ N tel que :
aniγ+1−pλ
(ni)
j
nqi
−→
i→+∞
0 pour tout 1 ≤ j ≤ b.
Pour le cas p = 1, Tp = aγCγ et par de´ﬁnition, Tp est mγ-supercyclique et cette valeur est
minimale. SoitM = Vect(x1, . . . , xb) un espace b-supercyclique re´duit avecmγ ≤ b ≤ t(1).
Supposons e´galement, T nip
(∑b
j=1 λ
(ni)
j x
j
)
−→
i→+∞
0. On utilise alors le Lemme 2.17 avec
h = 0, C = Cγ, a = aγ, m = b, N = t(p). On en de´duit l’existence de q ∈ N tel que
a
ni
γ λ
(ni)
j
n
q
i
−→
i→+∞
0 pour tout 1 ≤ j ≤ b.
Supposons l’hypothe`se de re´currence ve´riﬁe´e jusqu’au rang p− 1, ve´riﬁons la au rang
p. On remarque que Tp = aγ+1−pCγ+1−p ⊕ Tp−1 ou` Cγ+1−p = ⊕ti=1Bi ou` les Bi sont des
blocs de Jordan de module (ou valeur propre) 1 et de taille τiρi ou` τi = 1 ou 2 et on pose
ρ :=
∑t
i=1 ρi.
Supposons par l’absurde que M = Vect(x1, . . . , xk) est un sous-espace k-supercyclique
pour Tp avec k = (
∑γ
i=γ+1−pmi)− 1. On re´duit la base {x1, . . . , xk} avec le The´ore`me 2.9,
puis on e´crit pour tout 1 ≤ i ≤ k, xi = yi⊕ zi. relativement a` la de´composition en somme
directe de Tp. Par hypothe`se de re´currence, on peut dire que
h := dim(Vect(z1, . . . , zk)) ≥
γ∑
i=γ+2−p
mi.
De plus, on aﬃrme e´galement que dim(Vect(yh+1, . . . , yk)) ≥ mγ+1−p. En eﬀet, il suﬃt de
montrer que Vect(yh+1, . . . , yk) est supercyclique pour aγ+1−pCγ+1−p. Pour cela, prenons
un vecteur u du domaine de Cγ+1−p, alors il existe une suite strictement croissante d’entiers
(ni)i∈N et k suites de nombres re´els (λ
(ni)
1 )i∈N, . . . , (λ
(ni)
k )i∈N telles que
T nip (
k∑
j=1
λ
(ni)
j x
j) −→
i→+∞
u⊕ 0
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car M est un sous-espace k-supercyclique pour Tp. Or par hypothe`se de re´currence, pour
tout 1 ≤ j ≤ h, il existe q ∈ N tel que pour tout 1 ≤ j ≤ h,
aniγ+1−(p−1)λ
(ni)
j
nqi
−→
i→+∞
0.
De plus, comme aγ+1−p < ak+2−p, on a e´galement :
(2.16) aniγ+1−pλ
(ni)
j P (ni) −→
i→+∞
0 pour tout polynoˆme P.
On revient a` pre´sent a` T nip (
∑k
j=1 λ
(ni)
j x
j) −→
i→+∞
u⊕ 0 et en de´crivant les premie`res compo-
santes, on obtient :
(2.17) (aγ+1−pCγ+1−p)ni(
h∑
j=1
λ
(ni)
j yj) + (aγ+1−pCγ+1−p)ni(
N∑
j=h+1
λ
(ni)
j yj) −→
i→+∞
u
Regardons de plus pre`s ce qui se passe dans le premier terme de la somme ci-dessus :
(aγ+1−pCγ+1−p)ni(
h∑
j=1
λ
(ni)
j yj) =

aniγ+1−pAni1 (
∑h
j=1 λ
(ni)
j χ
j
1 +
∑ρ1−1
j=1
(
ni
j
)∑h
g=1 λ
(ni)
g χ
g
1+j)
...
aniγ+1−pAni1
Ä∑h
j=1 λ
(ni)
j χ
j
ρ1
ä
...
aniγ+1−pAnit (
∑h
j=1 λ
(ni)
j χ
j
r+1−ρt
+
∑ρt−1
j=1
(
ni
j
)∑h
g=1 λ
(ni)
g χ
g
r+1−ρt+j
)
...
aniγ+1−pAnit
Ä∑h
j=1 λ
(ni)
j χ
j
r
ä
(L1)
...
(Lρ1)
...
(Lr+1−ρt)
...
(Lr)
Comme Aj est une isome´trie, en utilisant (2.16), on obtient que pour tout 1 ≤ j ≤ r,
(Lj) −→
i→+∞
0. Ainsi le premier terme de (2.17) converge vers 0. D’ou`,
(aγ+1−pCγ+1−p)ni(
k∑
j=h+1
λ
(ni)
j yj) −→
i→+∞
u.
Ainsi, Vect(yh+1, . . . , yk) est supercyclique pour aγ+1−pCγ+1−p et par conse´quent
dim(Vect(yh+1 . . . , yk)) ≥ mγ+1−p.
On a donc
h := dim(Vect(z1, . . . , zk)) ≥
γ∑
i=γ+2−p
mi et dim(Vect(y
h+1, . . . , yk)) ≥ mγ+1−p.
Par le proce´de´ de re´duction de base du The´ore`me 2.9, on sait que xj = yj ⊕ 0 pour tout
h+ 1 ≤ j ≤ k, d’ou` l’on peut de´duire que
k = dim(Vect(x1, . . . , xk)) ≥
γ∑
i=γ+2−p
mi +mγ+1−p = k + 1.
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Cette contradiction montre que Tp n’est pas
Ä
(
∑γ
i=γ+1−pmi)− 1
ä
-supercyclique.
Montrons maintenant la deuxie`me partie de l’hypothe`se de re´currence. Soit
M = Vect(x1, . . . , xb) un espace b-supercyclique re´duit avec
∑γ
i=γ+1−pmi ≤ b ≤ t(p).
Supposons e´galement,
T nip (
b∑
j=1
λ
(ni)
j x
j) −→
i→+∞
0.
Pour tout 1 ≤ i ≤ b, on de´compose xi = yi ⊕ zi selon la de´composition en somme directe
de Tp = aγ+1−pCγ+1−p ⊕ Tp−1. On utilise encore une fois le Lemme 2.17 (aγ+1−p = a,
aγ+2−p = b, b = m, t(p) − t(p − 1) = N h = nombre de vecteurs qui sont non-nuls
parmi z1, . . . , zb, xi = yi, γ =nombre de blocs de Jordan dans Cγ+1−p, Cγ+1−p = C,
aγ+1−pCγ+1−p = T ) et l’on obtient directement la ﬁn de l’hypothe`se de re´currence c’est-a`-
dire qu’il existe q ∈ N tel que pour tout 1 ≤ j ≤ b :
aniγ+1−pλ
(ni)
j
(nqi)
−→
i→+∞
0.
Ceci ache`ve la preuve de la proposition.

Nous sommes maintenant preˆts avec les The´ore`mes 2.19 et 2.20 a` donner des re´sultats
ge´ne´raux de supercyclicite´ sur RN . Ce the´ore`me donne un corollaire qui ge´ne´ralise le
The´ore`me 1.13 de Herzog sur les ope´rateurs supercycliques sur RN .
Corollaire 2.21. Soit N ≥ 2. Soit T un ope´rateur sur RN , alors T n’est pas (ρ − 1)-
supercyclique.
Preuve :
Sans perte de ge´ne´ralite´, quitte a` prendre un multiple de T et a` ope´rer une re´duction
de Jordan en re´ordonnant les blocs, on peut supposer que la suite des modules (valeurs
propres) de chaque bloc de Jordan est de la forme suivante : |a1| ≤ . . . ≤ |aγ| ≤ 1. On
peut ensuite regrouper les blocs de Jordan de meˆme module en sous matrices S1, . . . , St
qui forment une de´composition en somme directe de T . Notons ρ(j) la taille relative de la
matrice Sj pour j = 1, . . . , t. En utilisant le The´ore`me 2.19 sur chaque sous matrice, on
obtient que ρ(j) est une borne infe´rieure de l’indice de supercyclicite´ de chaque sous matrice
Sj. Puis on regroupe ces valeurs graˆce au The´ore`me 2.20. Ceci implique que
Ä∑t
j=1 ρ
(j)
ä
est une borne infe´rieure de l’indice de supercyclicite´ de T . Enﬁn, par de´ﬁnition de ρ et de
ρ(j), il est clair que
Ä∑t
j=1 ρ
(j)
ä
= ρ. On a donc prouve´ le corollaire.

On de´duit de ce corollaire un second corollaire dont la conclusion est encore plus
ge´ne´rale :
Corollaire 2.22. Soit N ≥ 2. Il n’existe pas d’ope´rateur (⌊N+1
2
⌋ − 1)-supercyclique
sur RN . De plus, cette valeur est optimale : il existe toujours un ope´rateur (⌊N+1
2
⌋)-
supercyclique sur RN .
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Preuve :
La non-existence est une conse´quence directe du Corollaire 2.21. En eﬀet, si N est
pair, alors la plus petite valeur que peut prendre la taille relative d’une matrice de taille
N est N
2
. D’autre part, si N est impair alors cette valeur minimale est N+1
2
. Ainsi, la taille
relative d’une matrice de taille N ne peut eˆtre infe´rieure a` ⌊N+1
2
⌋. L’optimalite´ est donne´e
par l’Exemple 2.4.

Remarque 2.23. De plus, en utilisant les re´sultats pre´ce´dents et en faisant quelques
calculs e´le´mentaires, on peut donner une caracte´risation des ope´rateurs n-supercycliques
sur RN pour N ≤ 5. On ne peut pas poursuivre cette caracte´risation dans connaitre
l’indice de supercyclicite´ d’un bloc de Jordan re´el de R6. L’e´tude de ce type d’ope´rateur
demande d’ame´liorer les techniques pre´ce´dentes car l’angle de la rotation joue un roˆle
pre´ponde´rant dans ce cas.
Question. Existe-t-il un the´ore`me du meˆme type que le The´ore`me 2.20 pour une somme
directe de blocs de Jordan de module 1 ?
Question. Existe-t-il un bloc de Jordan re´el sur R2N qui est (2N − 2)-supercyclique ?
Si oui, quel est le meilleur indice de supercyclicite´ ?
2.4 E´tude de la forte n-supercyclicite´
On s’inte´resse a` l’existence d’ope´rateurs fortement n-supercycliques sur un espace de
dimension ﬁnie E. E´videmment, seul le cas n < dim(E) est inte´ressant. Lorsque K = CN ,
on sait de´ja` que c’est impossible. En eﬀet, Bourdon, Feldman et Shapiro ont montre´ dans
[13] qu’il n’existe pas d’ope´rateurs n-supercycliques sur CN pour n < N . A fortiori, il
n’existe pas d’ope´rateur fortement n-supercyclique sur CN pour n < N . Par contre dans
le cas ou` le corps sous-jacent est R, on a vu dans la partie pre´ce´dente que l’on ne pouvait
pas conclure de la meˆme fac¸on puisqu’il existe des ope´rateurs n-supercycliques sur RN
pour ⌊N+1
2
⌋ ≤ n ≤ N . La question de l’existence d’ope´rateurs fortement n-supercycliques
sur RN est donc toujours ouverte. Nous nous proposons de re´pondre a` cette question par
la ne´gative. La premie`re chose a` remarquer est que l’on peut se limiter a` la moitie´ des
valeurs de n.
Proposition 2.24. Soit n < N . Un ope´rateur T sur RN est fortement n-supercyclique si
et seulement si (T−1)∗ est fortement (N − n)-supercyclique et les T -espaces fortement n-
supercycliques sont les orthogonaux des (T−1)∗-espaces fortement (N − n)-supercycliques.
Cette proposition re´pond partiellement a` la question de l’existence d’ope´rateurs for-
tement n-supercycliques sur RN et en combinant ceci et le Corollaire 2.22, on de´duit
directement le corollaire suivant :
Corollaire 2.25. Il n’existe pas d’ope´rateur fortement n-supercyclique sur R2N+1 pour
N ≥ 1 et pour tout 1 ≤ n < 2N + 1.
Il n’existe pas d’ope´rateur fortement n-supercyclique sur R2N pour N ≥ 2 et pour tout
1 ≤ n < 2N , n 6= N .
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Ce corollaire nous donne toute une classe d’exemples d’ope´rateurs n-supercycliques
mais pas fortement n-supercycliques et re´pond a` une question de Shkarin par la ne´gative
en montrant que la forte n-supercyclicite´ n’est pas e´quivalente a` la n-supercyclicite´.
Contre-Exemple 2.26. Un ope´rateur 2-supercyclique mais pas fortement 2-supercyclique :
Une rotation d’axe une droite et d’angle θ /∈ πQ dans R3 est 2-supercyclique mais n’est
pas fortement 2-supercyclique.
Remarque 2.27. Un ope´rateur T sur RN qui est fortement n-supercyclique pour n ≤ N
est bijectif. En eﬀet, il est d’image dense et donc bijectif en dimension ﬁnie.
Nous allons maintenant prouver la Proposition 2.24 et l’on aura besoin des deux
re´sultats suivants. Le premier lemme nous permet de traduire la densite´ d’un ensemble
en termes de densite´ de l’union des images des ite´re´s de (T−1)∗.
Lemme 2.28. Soit M un sous-espace vectoriel de RN et T un automorphisme de RN .
Alors, pour tout i ∈ N, (T i(M))⊥ = (T−i)∗(M⊥).
Preuve :
Il est clair qu’il suﬃt de montrer que (T (M))⊥ = (T−1)∗(M⊥), ce qui revient a` montrer
que T ∗((T (M))⊥) =M⊥. Soit f ∈ T (M)⊥ et soit x ∈M alors
〈T ∗f, x〉 = 〈f, Tx〉 = 0
d’ou` T ∗f ∈ L⊥.
On utilise ensuite le fait que ces deux espaces sont de meˆme dimension pour conclure
qu’ils sont e´gaux.

Le lemme suivant est la cle´ pour transfe´rer des proprie´te´s de densite´ de Pn(R
N) a`
PN−n(R
N). On en trouve une preuve dans [41].
Lemme 2.29. Soit Φ : Pn(R
N) → PN−n(RN) l’application de´finie par Φ(M) = M⊥.
Alors Φ est un home´omorphisme.
Graˆce a` ces deux lemmes, il nous est maintenant possible de prouver la proposition :
Preuve de la proposition 2.24 :
D’apre`s le Lemme 2.28 et le Lemme 2.29, si M est un T -espace fortement n-supercy-
clique, Φ({T i(M)}i∈N) = {(T−i)∗(M⊥)}i∈N est dense dans PN−n(RN). Ceci prouve la
proposition.

2.4.1 Ope´rateurs fortement 2-supercycliques sur R4
Nous souhaitons montrer qu’il n’existe pas d’ope´rateurs fortement n-supercycliques
sur RN pour N ≥ 3 et 1 ≤ n < N . Le proble`me est de´ja` re´solu avec le Corollaire 2.25
pour le cas ou` N est impair, il nous reste donc juste a` conside´rer le cas ou` N est pair. La
plus petite dimension pour laquelle la question est encore ouverte est donc la dimension
4. Dans l’objectif de raisonner par re´currence pour le cas ge´ne´ral, l’e´tape cruciale est
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donc l’e´tude des ope´rateurs fortement 2-supercycliques sur R4. Nous allons commencer
par montrer qu’une somme directe de deux rotations n’est pas fortement 2-supercyclique
sur R4 et pour cela, nous allons caracte´riser les sous-espaces 2-supercycliques pour un tel
ope´rateur puis montrer que ces sous-espaces ne sont pas fortement 2-supercycliques :
Proposition 2.30. Soit R une somme directe de deux rotations :
R =
Ç
Rθ1 0
0 Rθ2
å
avec (θ1, θ2, π) line´airement inde´pendants sur Q.
Alors :
ES2(R) =
Vect
áá
x1
x2
ay1
ay2
ë
,
á
bx1
bx2
y1
y2
ëë
,
Ç
x1
x2
å
,
Ç
y1
y2
å
∈ R2 \ {0}, ab 6= 1
 .
Preuve :
On va proce´der par double inclusion.
Commenc¸ons par choisir x =
á
x1
x2
ay1
ay2
ë
et y =
á
bx1
bx2
y1
y2
ë
qui ve´riﬁent les conditions
de l’e´nonce´. On va montrer que l’espace vectoriel engendre´ par ces deux vecteurs est un
sous-espace 2-supercyclique pour R. Tout d’abord, on remarque que x − ay est non-nul
mais ses troisie`me et quatrie`me composantes sont nulles et de meˆme y − bx est aussi
non-nul mais ses premie`re et deuxie`me composantes sont nulles.
Soient U, V deux ouverts non-vides de R2. Par hypothe`se, comme θ1, θ2, π sont libres sur
Q, il existe i ∈ N et c1, c2 ∈ R tels que
c1(1− ab)Riθ1
Ç
x1
x2
å
∈ U et c2(1− ab)Riθ2
Ç
y1
y2
å
∈ V.
Donc Ri(c1(x− ay) + c2(−bx+ y)) ∈ U × V ainsi, Vect(x, y) est 2-supercyclique pour R.
Re´ciproquement, supposons qu’il existe un sous-espace vectoriel M de dimension 2
que l’on va noter M = Vect
á
x =
á
x1
x2
x3
x4
ë
, y =
á
y1
y2
y3
y4
ëë
et qui est un sous-espace
2-supercyclique pour R et qui ne ve´riﬁe pas les conditions que nous avons e´nonce´es. Alors
on a deux cas possibles : soit la famille
Ç
x1
x2
å
,
Ç
y1
y2
å
est libre, soit on peut supposer
que
Ç
y1
y2
å
=
Ç
0
0
å
.
On de´ﬁnit l’ensemble U1 := {z ∈ R2 : ‖z‖ < 1} et l’ensemble U2 := {z ∈ R2 : ‖z‖ > t}
pour un certain re´el positif t que l’on ﬁxera plus tard. Comme M est 2-supercyclique
pour R, {Ri(λx + µy)}i∈N,(λ,µ)∈R2 est dense dans R4. Par conse´quent, il existe i ∈ N et
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(λ, µ) ∈ R2 tels que
Ri(λx+ µy) ∈ U1 × U2 ⇔
á
λ
Ç
x1
x2
å
+ µ
Ç
y1
y2
å
λ
Ç
x3
x4
å
+ µ
Ç
y3
y4
å ë ∈ R−iθ1 (U1)×R−iθ2 (U2) = U1 × U2.
A` pre´sent, posons
Γ1 :=
®
(λ, µ) ∈ R2 : λ
Ç
x1
x2
å
+ µ
Ç
y1
y2
å
∈ U1.
´
Comme U1 est borne´, et comme la famille
®Ç
x1
x2
å
;
Ç
y1
y2
å´
est suppose´e libre ou alorsÇ
y1
y2
å
=
Ç
0
0
å
, on obtient que Γ1 est e´galement borne´. Si l’on note e´galement
Ω :=
®
λ
Ç
x3
x4
å
+ µ
Ç
y3
y4
å
, (λ, µ) ∈ Γ1
´
,
il est facile de voir que cet ensemble est aussi borne´ puisque Γ1 l’est. Choisissons alors t
de fac¸on a` ce qu’il majore Ω sur R2 (pour une norme quelconque ‖.‖ de R2). On en de´duit
que U2 ∩ Ω = ∅, ce qui est absurde. Donc M ve´riﬁe les conditions de l’e´nonce´.

Graˆce a` la caracte´risation des espaces 2-supercycliques pour une somme directe de
deux rotations, on peut montrer que ces espaces ne sont pas fortement 2-supercycliques
pour R.
Corollaire 2.31. R n’est pas fortement 2-supercyclique sur R4.
Preuve :
Supposons que R soit fortement 2-supercyclique sur R4, alors un R-espace fortement 2-
supercyclique est de la forme donne´e par la Proposition 2.30. Donc si x, y ∈ R4 engendrent
un sous-espace fortement 2-supercyclique pour R, alors pour tous λ, µ ∈ R, on exprime :
Ri(λx+ µy) =
á
(λ+ bµ)Riθ1
Ç
x1
x2
å
(λa+ µ)Riθ2
Ç
y1
y2
å ë
Comme x et y engendrent un sous-espace fortement 2-supercyclique pour R, alors la
Proposition 1.42 implique qu’en particulier pour tous ouverts non-vides U1, U2 ⊂ R2, il
existe i ∈ N et quatre nombres re´els λ, µ, α et β tels que :
(λ+ bµ)Riθ1
Ç
x1
x2
å
∈ U1 et (α + bβ)Riθ1
Ç
x1
x2
å
∈ U2.
Or en choisissant les ouverts U1 et U2 de fac¸on a` ce qu’il n’existe aucune droite vectorielle
qui intersecte les deux a` la fois, il est clair que ceci est impossible. R ne peut donc pas
eˆtre fortement 2-supercyclique.
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
Nous allons aussi montrer que deux autres classes d’ope´rateurs ne sont pas fortement
2-supercycliques R4.
Proposition 2.32.
Ç
A A
0 A
å
et R =
Ç
A 0
0 B
å
ou` A =
Ç
a −b
b a
å
et B =
Ç
c −d
d c
å
,
(a, b, c, d) ∈ R4, ne sont pas fortement 2-supercycliques.
Preuve :
Il est clair que l’on peut supposer
Ç
a
b
å
6=
Ç
0
0
å
et
Ç
c
d
å
6=
Ç
0
0
å
car sinon R n’est
pas a` image dense.
Si R =
Ç
A A
0 A
å
alors R n’est pas fortement 2-supercyclique par la Proposition 2.5.
Si R =
Ç
A 0
0 B
å
, supposons par l’absurde que R soit fortement 2-supercyclique. Quitte
a` multiplier R par un re´el et a` e´changer l’ordre des sous-matrices, on remarque que l’on
peut supposer R =
Ç
Rθ 0
0 C
å
avec C =
Ç
c −d
d c
å
et c2 + d2 ≤ 1. De plus, d’apre`s
le Corollaire 2.31, il suﬃt de conside´rer le cas ou` c2 + d2 < 1. Soit M = Vect(x, y)
un espace R-fortement 2-supercyclique. Cette fois encore nous n’allons pas raisonner sur
la forme des ge´ne´rateurs mais de la meˆme fac¸on que dans la Proposition 2.30. Par la
Proposition 1.42, comme M est fortement 2-supercyclique pour R, pour tous ouverts
non-vides U1, U2, V1, V2 ⊂ R2, il existe i ∈ N et λ, µ, α, β ∈ R tels que :
Ri(λx+ µy) ∈ U1 × U2Ri(αx+ βy) ∈ V1 × V2 ⇔

λRiθ
Ñ
x1
x2
é
+ µRiθ
Ñ
y1
y2
é
∈ U1
αRiθ
Ñ
x1
x2
é
+ βRiθ
Ñ
y1
y2
é
∈ V1
λC i
Ñ
x3
x4
é
+ µC i
Ñ
y3
y4
é
∈ U2
αC i
Ñ
x3
x4
é
+ βC i
Ñ
y3
y4
é
∈ V2
⇔

λ
Ñ
x1
x2
é
+ µ
Ñ
y1
y2
é
∈ R−iθ (U1)
α
Ñ
x1
x2
é
+ β
Ñ
y1
y2
é
∈ R−iθ (V1)
λ
Ñ
x3
x4
é
+ µ
Ñ
y3
y4
é
∈ C−i(U2)
α
Ñ
x3
x4
é
+ β
Ñ
y3
y4
é
∈ C−i(V2)
De cette expression, on de´duit que
®Ç
x1
x2
å
,
Ç
y1
y2
å´
est libre car il est clair que si l’on
choisit U1 et V1 de fac¸on a` ce qu’il n’existe pas de droite vectorielle qui intersecte U1 et
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V1, alors l’e´quation ci-dessus ne peut eˆtre ve´riﬁe´e. Donc la famille
®Ç
x1
x2
å
,
Ç
y1
y2
å´
est
libre.
Posons ensuite U1 = {z ∈ R2 : ‖z‖ < 1} et U2 = {z ∈ R2 : ‖z‖ > t} pour un certain
nombre re´el positif t que nous ﬁxerons plus tard.
On de´ﬁnit e´galement
Γ =
®
(λ, µ) ∈ R2 : λ
Ç
x1
x2
å
+ µ
Ç
y1
y2
å
∈ U1
´
.
Du fait que la famille
®Ç
x1
x2
å
,
Ç
y1
y2
å´
est libre et que U1 est borne´, on de´duit que Γ
est borne´ dans R2 par continuite´ des projections. Notons enﬁn
Ω =
®
λ
Ç
x3
x4
å
+ µ
Ç
y3
y4
å
, (λ, µ) ∈ Γ
´
.
Il est encore clair que cet ensemble est borne´ puisque Γ l’est. On choisit alors t comme
e´tant un majorant de cette borne. Remarquons d’autre part que
C−1 =
1
c2 + d2
Ç
c d
−d c
å
=
1√
c2 + d2
Rϕ
et comme c2 + d2 < 1, alors C−i(U2) ⊆ U2 pour tout i ∈ N.
Ainsi, Ω ∩ ∪i∈NC−i(U2) = ∅, ce qui contredit la 2-supercyclicite´ de R.

2.4.2 Re´sultat Ge´ne´ral
Nous allons raisonner par re´currence sur la dimension de l’espace pour montrer qu’il
n’y a pas d’ope´rateurs fortement n-supercycliques sur RN pour N ≥ 3 et n < N . Pour
cela la proposition suivante inspire´e de Bourdon, Feldman, Shapiro [13] nous sera utile :
Proposition 2.33. Soit X un espace vectoriel topologique de Hausdorff. Soit T : X → X
un ope´rateur continu et K un sous-espace ferme´ invariant par T . Si T est fortement n-
supercyclique, alors l’application quotient TK :
X
K
→ X
K
de´finie par TK(x+K) := T (x)+K
est elle-aussi fortement n-supercyclique.
La preuve consiste en une simple ve´riﬁcation en utilisant la Proposition 1.42.
The´ore`me 2.34. Pour N ≥ 3, il n’existe pas d’ope´rateurs fortement n-supercycliques
sur RN pour 1 ≤ n < N .
Preuve :
Nous avons de´ja` montre´ avec le Corollaire 2.25 et le re´sultat de Herzog [31] qu’il n’y
a pas d’ope´rateurs fortement n-supercycliques sur R3 pour n = 1 ou n = 2.
Soit donc N ≥ 4. On souhaite montrer qu’il n’existe pas d’ope´rateurs fortement n-
supercycliques sur RN pour n < N . Par le Corollaire 2.25, on peut supposer que N ≥ 4
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est pair et que n = N
2
. Soit T un ope´rateur sur RN . En utilisant la re´duction de Jordan,
on peut supposer que :
R =

J1 0 · · · · · · · · · 0
0
. . . 0 · · · · · · 0
0 0 Jq 0 · · · 0
0 · · · 0 J1 0 0
0 · · · · · · 0 . . . 0
0 0 0 0 0 Jr

ou` les blocs de Jordan Ji sont des blocs classiques :
Ji =
â
µi µi 0 0
0
. . . . . . · · ·
... 0
. . . µi
0 · · · 0 µi
ì
et les blocs Ji sont des blocs de Jordan re´els :
Ji =
â Ai Ai 0 0
0
. . . . . . · · ·
... 0
. . . Ai
0 · · · 0 Ai
ì
.
Par l’absurde, supposons que M est un sous-espace fortement N
2
-supercyclique pour
R. Il se pre´sente alors deux cas de ﬁgure, soit q = 0, soit q 6= 0.
Dans le cas ou` q = 0, alors le sous-espace K = Vect((1, 0, . . . , 0)) est invariant par
R. On quotiente alors RN par K et l’on applique la Proposition 2.33. On obtient que
l’ope´rateur RK est fortement
N
2
-supercyclique sur RN−1. De plus, 1 ≤ N
2
< N − 1 puisque
N ≥ 4. Mais ceci contredit le Corollaire 2.25 puisque N − 1 est impair.
Dans le second cas, c’est-a`-dire q 6= 0, nous pouvons supposer sans perte de ge´ne´ralite´
que N ≥ 6. En eﬀet, si N = 4, alors le Corollaire 2.31 et la Proposition 2.32 impliquent
que R n’est pas fortement 2-supercyclique.
Remarquons qu’ici le sous-espace K = Vect((1, 0, . . . , 0), (0, 1, 0, . . . , 0)) est invariant par
R. On conside`re alors le quotient de RN par K. La` encore la Proposition 2.33 implique
que RK est fortement
N
2
-supercyclique sur RN−2. Mais comme N ≥ 6, on remarque aussi
que 1 ≤ N
2
6= N−2
2
= N
2
− 1. Or ceci contredit encore le Corollaire 2.25. Il n’existe donc
pas d’ope´rateurs fortement n-supercycliques sur RN pour N ≥ 3 et 1 ≤ n < N .

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Dans les sections 3.1 et 3.2, les espaces de Banach seront toujours de´ﬁnis sur le corps
des nombres complexes C.
3.1 Quelques proprie´te´s spectrales
Comme nous l’avons rappele´ avec les Propositions 1.6 et 1.18, il est bien connu pour les
ope´rateurs hypercycliques et supercycliques que le spectre ponctuel de leur adjoint σp(T
∗)
est plutoˆt restreint puisqu’il ne comporte au plus qu’un e´le´ment dans le cas d’un ope´rateur
supercyclique et aucun pour les hypercycliques. Feldman a ge´ne´ralise´ ce comportement
aux ope´rateurs n-supercycliques comme nous l’avons remarque´ avec le The´ore`me 1.26. Or
comme les ope´rateurs fortement n-supercycliques forment une sous-classe des ope´rateurs
n-supercyclique, on de´duit que tout adjoint d’un ope´rateur fortement n-supercyclique
compte au plus n valeurs propres. Cependant la preuve de ce re´sultat est beaucoup plus
simple dans ce cas particulier.
The´ore`me 3.1. Soit T un ope´rateur fortement n-supercyclique sur un espace de Banach
X et λ1, . . . , λp des valeurs propres distinctes de T
∗ de multiplicite´ respective m1, . . . ,mp.
Alors m1 + . . .+mp ≤ n.
Preuve :
Notons k = m1 + . . .+mp et {x∗1, . . . , x∗k} une famille libre de vecteurs propres de T ∗.
Posons Y = ∩ki=1 ker(x∗i ) et choisissons F un supple´mentaire de Y dans X de dimension k.
On remarque alors que Y est stable par T . En eﬀet, si x∗i (x) = 0 pour tout i ∈ {1, . . . , k},
alors 0 = T ∗x∗i (x) = x
∗
i (Tx). Donc T (x) ∈ ∩ki=1 ker(x∗i ) = Y . Par conse´quent, si l’on
de´compose l’espace X de la fac¸on suivante X = F ⊕ Y , alors T admet pour matrice :Ç
S 0
A B
å
.
De cette de´composition, on de´duit que S est ne´cessairement fortement n-supercyclique
sur F qui est de dimension k. Or d’apre`s le re´sultat du The´ore`me 2.34, ceci n’est possible
que si la dimension de F est plus petite que n.

En prenant le proble`me a` contre-pied, on peut se demander quelles sont les liberte´s que
l’on a avec ces valeurs propres. On peut se demander par exemple si pour tout choix de
n nombres complexes non-nuls, on peut trouver un ope´rateur fortement n-supercyclique
dont les valeurs propres de l’ope´rateur adjoint sont exactement ces nombres complexes.
Le re´sultat suivant re´pond a` cette question par l’aﬃrmative.
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The´ore`me 3.2. Soit X un espace de Banach. Soient λ1, . . . , λp ∈ C∗ et m1, . . . ,mp ∈ N∗
et T un ope´rateur line´aire borne´ sur X. On pose n =
∑p
i=1mi. Alors les assertions sui-
vantes sont e´quivalentes :
(i) S := ⊕m1i=1λ1Id⊕ · · · ⊕mpi=1 λpId⊕ T est fortement n-supercyclique sur Cn ⊕X ;
(ii) ⊕m1i=1 Tλ1 ⊕ · · · ⊕
mp
i=1
T
λp
est hypercyclique.
De plus, dans ces conditions, σp(S
∗) = {λ1, . . . , λp} et pour tout i ∈ {1, . . . , p}, λi est de
multiplicite´ mi.
Preuve :
Pour des raisons pratiques, nous allons noter λ1, . . . , λn les “futures“ valeurs propres
de S∗ compte´es avec multiplicite´ et R = T
λ1
⊕ · · · ⊕ T
λn
hypercyclique par hypothe`se. En
supposant l’e´quivalence prouve´e, il est clair par de´ﬁnition de S que σp(S
∗) = {λ1, . . . , λn}
puisque σp(T
∗) = ∅ si R est hypercyclique graˆce a` la Proposition 1.6. Il est clair e´galement
que S n’est pas fortement k-supercyclique pour k < n d’apre`s le The´ore`me 3.1.
On commence par montrer (ii)⇒(i).
Soit (y1, . . . , yn) ∈ Xn un vecteur hypercyclique pour R. Soit {(ei,1, . . . , ei,n)}1≤i≤n la base
canonique de Cn, c’est-a`-dire ei,i = 1 et ei,j = 0 pour tout i = 1, . . . , n, et pour tout
j 6= i. Posons ensuite M = Vect{(ei,1, . . . , ei,n, yi), 1 ≤ i ≤ n}. Pour ve´riﬁer que S est
fortement n-supercyclique, il suﬃt de ve´riﬁer que
⋃
k∈N S
k(M)× · · · × Sk(M)︸ ︷︷ ︸
n fois
est dense
dans (Cn ⊕X)n. Il suﬃt encore de montrer que
⋃
k∈N
(µi,j)i,j∈Mn(C)
n∑
i=1
µ1,i(⊕nj=1λkj ei,j ⊕ T kyi)⊕ · · · ⊕
n∑
i=1
µn,i(⊕nj=1λkj ei,j ⊕ T kyi)
est dense dans (Cn ⊕X)n .
Soit z = (zi,j) 1≤i≤n
1≤j≤n+1
∈ (Cn ⊕ X)n et ε > 0. Nous allons trouver un entier k et une
matrice (µi,j)1≤i,j≤n qui permettent d’approcher z a` ε pre`s. On remarque facilement que
si l’on prend µi,j =
zi,j
λk
j
pour tous i, j = 1, . . . , n alors :
n∑
i=1
µ1,i(⊕nj=1λkj ei,j)⊕ · · · ⊕
n∑
i=1
µn,i(⊕nj=1λkj ei,j) = ((z1,1, . . . , z1,n), . . . , (zn,1, . . . , zn,n)) .
On se trouve face a` deux alternatives, soit det((zi,j)1≤i,j≤n) 6= 0 et dans ce cas, on pose
ai,j = zi,j pour tous 1 ≤ i, j ≤ n, soit det((zi,j)1≤i,j≤n) = 0. Dans ce dernier cas, comme
GLn(C) est dense dans Mn(C) et que {(ei,1, . . . , ei,n)}1≤i≤n est une base de Cn, on peut
trouver A := (ai,j)1≤i,j≤n ∈ GLn(C) tel que :∥∥∥∥∥
n∑
i=1
ai,j
λkj
(⊕nj=1λkj ei,j)⊕ · · · ⊕
n∑
i=1
ai,j
λkj
(⊕nj=1λkj ei,j)− ((z1,1, . . . , z1,n), . . . , ((zn,1, . . . , zn,n))
∥∥∥∥∥ < ε2 .
On va maintenant dans les deux cas poser µi,j =
ai,j
λk
j
. Il nous reste alors a` trouver k ∈ N
tel que : ∥∥∥∥∥∥∥∥∥
á ∑n
i=1 a1,i
Ä
T
λi
äk
yi
...∑n
i=1 an,i
Ä
T
λi
äk
yi
ë
−
Ü
z1,n+1
...
zn,n+1
ê∥∥∥∥∥∥∥∥∥ < ε2 .
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On utilise la multiplication matricielle pour remarquer que ceci revient encore a` trouver
k ∈ N tel que :
∥∥∥∥∥∥∥∥∥A
á Ä
T
λ1
äk
y1
...Ä
T
λn
äk
yn
ë
−
Ü
z1,n+1
...
zn,n+1
ê∥∥∥∥∥∥∥∥∥ < ε2 .
Et donc, il suﬃt de trouver k ∈ N tel que :
∥∥∥∥∥∥∥∥∥
á Ä
T
λ1
äk
y1
...Ä
T
λn
äk
yn
ë
− A−1
Ü
z1,n+1
...
zn,n+1
ê∥∥∥∥∥∥∥∥∥ < ε2‖A‖ .
Or un tel k ∈ N existe par de´ﬁnition car (y1, . . . , yn) est un vecteur hypercyclique pour
R. On a donc trouve´ k ∈ N et (µi,j)1≤i,j≤n tels que :
∥∥∥∥∥
n∑
i=1
µ1,i(⊕nj=1λkj ei,j ⊕ T kyi)⊕ · · · ⊕
n∑
i=1
µn,i(⊕nj=1λkj ei,j ⊕ T kyi)− (zi,j)1≤i,j≤n
∥∥∥∥∥ < ε2+ε2 = ε.
Il reste a` montrer le sens inverse (i)⇒(ii).
Soit M un sous-espace fortement n-supercyclique pour S et notons M0 sa projection sur
Cn. Ainsi, M0 est un sous-espace fortement dim(M0)-supercyclique pour S|Cn . Or d’apre`s
le The´ore`me 2.34, dim(M0) = n, c’est-a`-dire M0 = C
n. On peut donc choisir une base de
M de la forme suivante : M = Vect


1
0
...
0
x1
 ,

0
1
...
0
x2
 , · · · ,

0
0
...
1
xn

.
Nous voulons montrer que R est hypercyclique. Soit (z1, · · · , zn) ∈ Xn. Comme S est for-
tement n-supercyclique, on peut trouver une suite (nk)k∈N et des complexes (µ
(nk)
i,j )1≤i,j≤n
tels que pour tout i ∈ {1, . . . , n} :

µ
(nk)
i,i λ
nk
i −→
k→+∞
1,
µ
(nk)
i,j λ
nk
j −→
k→+∞
0 pour tout j 6= i,
z
(nk)
i :=
∑n
j=1 µ
(nk)
i,j T
nkxj −→
k→+∞
zi.
Posons alors,
A(nk) =
Ü
µ
(nk)
1,1 λ
nk
1 · · · µ(nk)n,1 λnkn
...
. . .
...
µ
(nk)
1,n λ
nk
1 · · · µ(nk)n,n λnkn
ê
.
65
3. Forte n-supercyclicite´
Il est clair que A(nk) −→
k→+∞
Id. On peut donc supposer que A(nk) est inversible et de plus,Ä
A(nk)
ä−1 −→
k→+∞
Id e´galement. Il nous suﬃt maintenant de remarquer que
A(nk)
á
Tnkx1
λ
nk
1
...
Tnkxn
λ
nk
n
ë
=
Ü
znk1
...
znkn
ê
ainsi á
Tnkx1
λ
nk
1
...
Tnkxn
λ
nk
n
ë
=
Ä
A(nk)
ä−1Ü z(nk)1...
z(nk)n
ê
−→
k→+∞
Ü
z1
...
zn
ê
.
Et donc R est hypercyclique.

On vient de trouver un outil qui a deux grandes utilite´s, la premie`re e´tant de donner
une me´thode de construction d’ope´rateurs fortement n-supercycliques qui ne sont pas
fortement m-supercycliques pour m < n et la deuxie`me e´tant que l’on peut en plus
choisir le spectre ponctuel de son adjoint. Nous allons donner maintenant notre premier
exemple d’ope´rateur fortement n-supercyclique qui n’est pas fortement m-supercyclique
pour m < n.
Exemple 3.3. Soit B l’ope´rateur de de´calage a` gauche sur ℓ2(N) de´ﬁni par
B(a0, a1, a2, . . .) = (a1, a2, . . .). Soient e´galement λ1, . . . , λn ∈ D. Alors l’ope´rateur de´ﬁni
sur Cn ⊕ ℓ2(N) par T = λ1Id⊕ · · · ⊕ λnId⊕ B est fortement n-supercyclique mais n’est
pas fortement m-supercyclique pour m < n. En eﬀet, on sait que B
λ
ve´riﬁe le crite`re d’hy-
percyclicite´ pour la suite comple`te des entiers naturels si et seulement si |λ| < 1 par la
Proposition 1.9. De cette fac¸on, B
λ1
⊕ · · · ⊕ B
λn
ve´riﬁe e´galement le crite`re d’hypercyclicite´
et donc T est fortement n-supercyclique. De plus, il est clair que T ne peut pas eˆtre
fortement m-supercyclique pour m < n car sinon la restriction de T a` Cn serait elle aussi
fortement m-supercyclique et ceci contredirait le The´ore`me 2.34.
Nous savons que les ope´rateurs fortement n-supercycliques sont en particulier n-
supercycliques et he´ritent ainsi des proprie´te´s spectrales de ces derniers, le The´ore`me
1.24 s’applique donc e´galement a` ces ope´rateurs. Ainsi pour tout ope´rateur fortement n-
supercyclique, il existe au plus n cercles qui coupent chaque composante du spectre de
celui-ci. Ceci a e´te´ de´montre´ par Feldman [19] pour les ope´rateurs n-supercycliques mais
il a aussi exhibe´ des exemples extreˆmes ou` le spectre est eﬀectivement coupe´ par, au mi-
nimum, n cercles distincts centre´s en 0 . Le the´ore`me suivant montre qu’une ame´lioration
de ce the´ore`me est possible pour le cas des ope´rateurs fortement n-supercycliques et qu’a`
quelques points pre`s, un unique cercle suﬃt a` couper toutes les autres composantes du
spectre.
The´ore`me 3.4. Soit X un espace de Banach complexe et T un ope´rateur fortement
n-supercyclique sur X.
Alors on peut de´composer X = F ⊕ X0, avec F et X0 T -stables, F de dimension finie
infe´rieure ou e´gale a` n. D’autre part, il existe R ≥ 0 tel que le cercle {z ∈ C : |z| = R}
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intersecte chaque composante du spectre de T0 := T|X0. De plus, dans le cas particulier ou`
n = 2, on obtient que T|F est diagonal.
Preuve :
E´videmment, s’il existe un cercle qui intersecte chaque composante du spectre de
T , c’est ﬁni. Sinon, il existe R ≥ 0 et deux composantes C1, C2 de σ(T ) telles que
C1 ⊂ B(0, R) et C2 ⊂ C \ B(0, R). On peut supposer que R = 1. Ceci nous permet
alors de de´composer σ(T ) = σ1 ∪ σ2 ∪ σ3 avec σ1 ⊂ D, σ2 ⊂ C \ D et σ1, σ2, σ3 ferme´s
deux a` deux disjoints. On peut alors e´crire T = T1⊕ T2⊕ T3 sur X = X1⊕X2⊕X3 avec
σ(Ti) = σi pour i = 1, 2, 3 graˆce au the´ore`me de de´composition de Riesz, on pourra se
reporter a` [26].
Nous allons commencer par montrer que la dimension de X1 est force´ment infe´rieure
ou e´gale a` n − 1. Supposons donc par l’absurde que dim(X1) > n − 1, alors on peut
choisir (u1, . . . , un) ∈ Xn1 de sorte que pour tout i ∈ {1, . . . , n}, ‖z − ui‖ > 1 pour
tout z ∈ Vect(u1, . . . , ui−1, ui+1, . . . , un). Soit L = Vect
ÑÑ
x1
y1
z1
é
, · · · ,
Ñ
xn
yn
zn
éé
un sous-
espace fortement n-supercyclique pour T . On peut alors trouver une suite (nk)k∈N et une
matrice Ak ∈Mn(C) telle que :
Ak
Ü
T nk1 x1
...
T nk1 xn
ê
−→
k→+∞
Ü
u1
...
un
ê
et Ak
Ü
T nk2 y1
...
T nk2 yn
ê
−→
k→+∞
Ü
0
...
0
ê
.
Par densite´ de GLn(C) dans Mn(C), on peut supposer que Ak est inversible pour tout
k ∈ N. On pose ensuite :
Ak
Ü
T nk1 x1
...
T nk1 xn
ê
=
Ü
u1,k
...
un,k
ê
:=
Ü
u1 + ε1,k
...
un + εn,k
ê
ou` pour tout i ∈ {1, . . . , n}, ‖εi,k‖ −→
k→+∞
0. Avec ces notations et en inversant Ak, on
obtient : Ü
T nk1 x1
...
T nk1 xn
ê
= A−1k
Ü
u1,k
...
un,k
ê
.
Notons e´galement
A−1k =
Ü
ak1,1 · · · ak1,n
...
. . .
...
akn,1 · · · akn,n
ê
.
Alors comme σ(T2) ⊂ C \ D et Ak
Ü
T nk2 y1
...
T nk2 yn
ê
−→
k→+∞
Ü
0
...
0
ê
, on peut en de´duire
que ‖A−1k ‖ −→
k→+∞
+∞ et donc max(|aki,j|, 1 ≤ i, j ≤ n) −→
k→+∞
+∞. Ainsi, pour tout
m ∈ {1, . . . , n},
T nk1 xm
max(|aki,j|, 1 ≤ i, j ≤ n)
−→
k→+∞
0.
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Fixons k ∈ N tel que pour tout m ∈ {1, . . . , n}, ‖T
nk
1 xm‖
max(|ak
i,j
|, 1≤i,j≤n)
< 1
2
et ‖εm,k‖ < 12 et
notons |akp,q| := max(|aki,j|, 1 ≤ i, j ≤ n). Alors, on peut e´crire T nk1 xp =
∑n
i=1 a
k
p,iui,k, et
donc ∥∥∥∥∥∥uq,k +
n∑
i=1, i 6=q
akp,i
akp,q
uki
∥∥∥∥∥∥ =
∥∥∥∥∥T
nk
1 xp
akp,q
∥∥∥∥∥ < 12 .
Ceci entre en contradiction avec l’hypothe`se que l’on a faite au de´part : pour tout i ∈
{1, . . . , n}, ‖z−ui‖ > 1 pour tout z ∈ Vect(u1, . . . , ui−1, ui+1, . . . , un). On en de´duit donc
que dim(X1) ≤ n− 1 et en particulier, si n = 2, alors dim(X1) = 1
On re´ite`re ce processus sur T2⊕T3 qui est fortement n-supercyclique : soit il existe un
cercle qui intersecte toutes les composantes du spectre de T2 ⊕ T3 et de ce fait la preuve
est termine´e, soit on trouve une de´composition de T2⊕ T3 en somme directe d’ope´rateurs
dont le premier agit sur un espace de dimension infe´rieure ou e´gale a` n − 1 de la meˆme
fac¸on que l’on vient de le faire. De plus, comme d’apre`s le The´ore`me 2.34 il n’existe pas
d’ope´rateur fortement n-supercyclique sur un espace de dimension supe´rieure a` n, il est
clair que ce processus est ﬁni. De plus, dans le cas ou` n = 2 on peut ajouter que T|F est
diagonal. En eﬀet, soit dim(F ) = 0 et il n’y a rien a` prouver, soit 1 ≤ dim(F ) ≤ 2 et
dans ce dernier cas, dim(X1) = 1. Quitte a` re´ite´rer ce raisonnement, on de´duit que T|F
est diagonal. On retrouve donc le re´sultat annonce´ en regroupant dans la de´composition
les espaces de dimension ﬁnie.

Ce the´ore`me ge´ne´ral peut-eˆtre ame´liore´ si l’on regarde le cas particulier ou` n = 2. On
peut alors pre´ciser la de´composition ci-dessus et donner certaines proprie´te´s ve´riﬁe´es par
la restriction de l’ope´rateur a` X0. En eﬀet, on sait d’apre`s la Proposition 1.18 que si T
est supercyclique, alors soit T ∗ n’a aucune valeur propre, soit il en posse`de une seule {λ}
et dans ce cas, l’ope´rateur λ−1T est hypercyclique sur un hyperplan de X. Le corollaire
suivant donne un re´sultat analogue pour le cas des ope´rateurs fortement 2-supercycliques.
Corollaire 3.5. Soit X un espace de Banach complexe et T un ope´rateur fortement 2-
supercyclique sur X. Alors :
• Soit il existe R ≥ 0 tel que le cercle {z ∈ C : |z| = R} intersecte chaque composante
du spectre de T ,
• Soit on peut de´composer T sous la forme
Ç
a 0
0 S
å
avec S supercyclique.
• Soit on peut de´composer T sous la forme
Ö
a 0 0
0 b 0
0 0 S
è
avec S
a
⊕ S
b
hypercyclique.
Preuve :
Le The´ore`me 3.4 nous donne l’alternative suivante : soit il existe un cercle qui intersecte
chaque composante du spectre de T et dans ce cas la preuve est termine´e, soit on peut
de´composer X = F ⊕ X0 avec F de dimension au plus 2 et S := T|F diagonal et ou` il
existe un cercle qui intersecte toutes les composantes du spectre de T0 := T|X0 .
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• Si dim(F ) = 1, d’apre`s ce qui pre´ce`de on peut e´crire T =
Ç
a 0
0 S
å
. En faisant des
combinaisons line´aires, on peut supposer que L est un espace fortement 2-supercyclique
et que L = Vect
ÇÇ
1
x
å
,
Ç
0
y
åå
.
Nous allons montrer que S est supercyclique. Soit z ∈ X0, comme T est fortement 2-
supercyclique, il existe une suite (nk)k∈N et des Ak :=
Ç
λnk1 λ
nk
2
µnk1 µ
nk
2
å
∈ GL2(C) tels que
Ak
Ç
Snkx
Snky
å
=
Ç
0 + εnk1
z + εnk2
å
avec εnk1 −→
k→+∞
0 et εnk2 −→
k→+∞
0
et
Ak
Ç
ak
0
å
=
Ç
1 + δnk1
0 + δnk2
å
avec δnk1 −→
k→+∞
0 et δnk2 −→
k→+∞
0.
Ainsi, en inversant Ak, on obtient :
Snky =
−µnk1 εnk1 + λnk1 (z + εnk2 )
λnk1 µ
nk
2 − λnk2 µnk1
.
Ainsi, en multipliant cette dernie`re e´galite´ par ak, on a :
ak(λnk1 µ
nk
2 − λnk2 µnk1 )Snky = −akµnk1 εnk1 + akλnk1 (z + εnk2 )
= −δnk2 εnk1 + (1 + δnk1 )(z + εnk2 ) −→
k→+∞
z.
Ce qui montre la supercyclicite´ de S sur X0.
• Si dim(F ) = 2, d’apre`s ce qui pre´ce`de on peut e´crire T =
Ö
a 0 0
0 b 0
0 0 S
è
.
Pour montrer que S ve´riﬁe la condition S
a
⊕ S
b
est hypercyclique, il suﬃt d’utiliser le
The´ore`me 3.2.

Remarque 3.6. Il est inte´ressant de remarquer que les trois alternatives du the´ore`me
pre´ce´dent sont ne´cessaires.
En eﬀet, il est facile de trouver un ope´rateur fortement 2-supercyclique dont toutes
les composantes du spectre intersectent le meˆme cercle puisqu’il suﬃt de prendre un
ope´rateur ve´riﬁant le crite`re de supercyclicite´.
Pour le deuxie`me cas, si l’on conside`re φ ∈ H∞(D) de´ﬁni par φ(z) = 1 + ı + z, Mφ
l’ope´rateur de multiplication qui lui est associe´ sur H2(D) et Rn :=
∑n−1
i=1 (M
∗
φ)
i, alors en
suivant l’exercice 1.9 de [7], on montre qu’il existe u ∈ H2(D) qui est un vecteur universel
pour Rn et u /∈ Im(M∗φ − I) et
Ç
1 0
u M∗φ
å
est supercyclique mais n’est pas semblable
a` un ope´rateur de la forme I ⊕ S. De plus, comme M∗φ ve´riﬁe le crite`re d’hypercyclicite´
pour la suite des entiers naturels, on de´duit que {Rn ⊕M∗nφ }n≥2 ve´riﬁe aussi le crite`re
d’universalite´ et admet un vecteur de la forme u⊕ v comme vecteur universel ou` u est un
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vecteur choisi comme ci-dessus. Dans ces conditions, pour a 6= 0, on remarque facilement
que T =
Ö
a 0 0
0 1 0
0 u M∗φ
è
est fortement 2-supercyclique sur C2 ⊕ H2(D) de sous-espace
supercyclique L engendre´ par les vecteursÖ
1
0
v
è
et
Ö
0
1
0
è
.
Cependant, T n’est pas semblable a` un ope´rateur de la forme bI ⊕ cI ⊕ T0 et ne ve´riﬁe
donc pas la condition d’existence d’un cercle qui coupe toutes les composantes de son
spectre si a est bien choisi (|a| supe´rieur au rayon spectral de T0 par exemple).
Et pour le dernier cas, on ve´riﬁe que T =
Ö −1 0 0
0 −1
2
0
0 0 M∗φ
è
est fortement 2-
supercyclique sur C2 ⊕H2(D) avec φ(z) = 1 + z et σ(T ) = ¶−1,−1
2
© ∪D(1, 1).
3.2 Crite`re de l’angle et ope´rateurs de composition
3.2.1 Introduction
Il existe une condition ne´cessaire tre`s simple pour la supercyclicite´. Cette condition
est connue sous le nom de crite`re de l’angle. C’est un the´ore`me ge´ome´trique qui montre
qu’un ope´rateur ne peut pas eˆtre supercyclique s’il n’existe pas de vecteur dont les ite´re´s
se de´placent dans chaque coˆne donne´ par un ouvert non-vide de l’espace. Ce crite`re a e´te´
utilise´ pour la premie`re fois par Montes-Rodr´ıguez et Salas en 2001 [43] puis a e´te´ repris
dans le cadre des espaces de Banach par Gallardo-Gutie´rrez et Partington en 2005 [24].
The´ore`me (Crite`re de l’angle) 3.7. Soit X un espace de Banach, T un ope´rateur
borne´ supercyclique sur X et x un vecteur supercyclique pour T . Alors
lim sup
n→+∞
|〈x∗, T n(x)〉|
‖x∗‖‖T n(x)‖ = 1
pour tout x∗ ∈ X∗ \ {0}.
Ce crite`re est tre`s pratique pour montrer que certains ope´rateurs ne sont pas super-
cycliques. On peut par exemple citer le corollaire suivant qui permet de de´tecter certains
ope´rateurs non-supercycliques.
Corollaire 3.8. Soit T un ope´rateur line´aire borne´ sur un espace de Banach X. Supposons
qu’il existe un ouvert non-vide U de X tel que pour tout x ∈ U , il existe une forme line´aire
non-nulle x∗ ve´rifiant :
lim
n→+∞
‖T ∗n(x∗)‖
‖T n(x)‖ = 0.
Alors T n’est pas supercyclique.
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Malheureusement, ce crite`re, bien que tre`s pratique, n’est pas toujours suﬃsant. Tou-
tefois, en 2005 Gallardo et Partington montrent pour la premie`re fois que sous certaines
conditions, il est possible d’obtenir un re´sultat re´ciproque. Avant d’e´noncer un re´sultat
dans ce sens, nous allons avoir besoin de donner un sens pre´cis a` la notion de rondeur
pour la boule unite´ de notre espace.
De´finition 3.9. Soit X un espace de Banach et x ∈ X. Le vecteur x est dit fortement
expose´ s’il existe une forme line´aire continue x∗ ∈ SX∗ ve´riﬁant les deux conditions sui-
vantes :
a) 〈x∗, x〉 = 1,
b) pour toute suite (xn)n∈N de vecteurs de BX ve´riﬁant 〈x∗, xn〉 −→
n→+∞
1, on a
‖x− xn‖ −→
n→+∞
0.
On peut maintenant e´noncer un re´sultat re´ciproque au crite`re de l’angle. Ce re´sultat
est extrait de [7].
The´ore`me 3.10. Soit X un espace de Banach. Supposons que les points fortement
expose´s de SX sont denses dans SX . Si T est un ope´rateur line´aire borne´ et x est un
vecteur de X qui ve´rifie la condition donne´e par le The´ore`me 3.7, alors x est un vecteur
supercyclique pour T .
Ce re´sultat peut se re´ve´ler tre`s utile en pratique. Ces re´sultats ont e´te´s utilise´s par
Gallardo-Guttie´rez et Montes-Rodr´ıguez [22] pour clore la caracte´risation des ope´rateurs
de composition par une fraction rationnelle en terme de supercyclicite´. Ceci comple`te le
travail fait par Bourdon et Shapiro [14].
3.2.2 Crite`re de l’angle fortement n-supercyclique
Il est assez facile de remarquer que de la meˆme fac¸on, il y a une question d’orien-
tation des vecteurs de base quand on s’inte´resse a` la forte n-supercyclicite´. En eﬀet, de
fac¸on grossie`re, un ope´rateur est fortement n-supercyclique s’il existe une base d’un es-
pace de dimension n telle qu’a` chaque ite´ration les vecteurs de base obtenus se de´placent
inde´pendamment les uns des autres et dans toutes les directions. Cette remarque permet
d’imaginer le crite`re ”multi-angles” suivant pour les ope´rateurs fortement n-supercycliques.
Proposition 3.11. Soient X un espace de Banach, T un ope´rateur line´aire borne´ forte-
ment n-supercyclique sur X et L un sous-espace fortement n-supercyclique pour T . Alors
pour tous x∗1, . . . , x
∗
n ∈ X∗, il existe n suites (yk1)k∈N, . . . , (ykn)k∈N de L telles que :
lim sup
k∈N
min
1≤i≤n
( |〈x∗i , T k(yki )〉|
‖x∗i ‖‖T k(yki )‖
)
= 1.
Preuve :
Soient x∗1, . . . , x
∗
n ∈ X∗. Par de´ﬁnition de la norme duale, pour tout ε > 0, il existe
z1, . . . , zn ∈ SX tels que pour tout 1 ≤ i ≤ n,
〈
x∗i
‖x∗
i
‖
, zi
〉
> (1−ε). De plus, comme L est for-
tement n-supercyclique pour T , il existe une suite (nk)k∈N et n suites (y
k
1)k∈N, . . . , (y
k
n)k∈N
71
3. Forte n-supercyclicite´
d’e´le´ments de L ve´riﬁant limk→+∞ T
nk(yki ) = zi pour tout 1 ≤ i ≤ n. Ainsi, pour tout
1 ≤ i ≤ n, on a la convergence suivante :
lim
k∈N
|〈x∗i , T nk(yki )〉|
‖x∗i ‖‖T nk(yki )‖
=
|〈x∗i , zi〉|
‖x∗i ‖‖zi‖
≥ 1− ε
En regroupant ces ine´galite´s en une seule on obtient le re´sultat annonce´.

Proposition 3.12. Supposons que les points fortement expose´s de SX sont denses dans
SX . Si pour tous x∗1, . . . , x∗n ∈ X∗, il existe n suites (yk1)k∈N, . . . , (ykn)k∈N de L telles que :
lim sup
k∈N
min
1≤i≤n
( |〈x∗i , T k(yki )〉|
‖x∗i ‖‖T k(yki )‖
)
= 1,
alors L est fortement n-supercyclique pour T .
Preuve :
Sous l’hypothe`se
lim sup
k∈N
min
1≤i≤n
( |〈x∗i , T k(yki )〉|
‖x∗i ‖‖T k(yki )‖
)
= 1,
on remarque que pour tout choix de n formes line´aires x∗1, . . . , x
∗
n, il existe une suite
(nk)k∈N telle que pour tout 1 ≤ i ≤ n :
‖x∗i ‖ = lim
k∈N
max
z∈Tnk (L),‖z‖=1
|〈x∗i , z〉| .
Nous allons montrer que si l’on note F l’ensemble des points fortement expose´s, alors
Fn est contenu dans ∪k∈NT k(L)× · · · × T k(L). Conside´rons donc n points x1, . . . , xn for-
tement expose´s et notons x∗1, . . . , x
∗
n les formes line´aires qui permettent de ve´riﬁer la
De´ﬁnition 3.9 pour ces points. D’apre`s la remarque ci-dessus, il existe une suite (nk)k∈N
et n suites de points (zk1 )k∈N, . . . , (z
k
n)k∈N ∈ (STnk (L))k∈N telles que :
‖x∗i ‖ = lim
k∈N
∣∣∣〈x∗i , zki 〉∣∣∣ .
Pour i = 1, . . . , n, soient (λki )k∈N des suites de nombres complexes de module 1 ve´riﬁant :
‖x∗i ‖ = lim
k∈N
〈x∗i , λki zki 〉.
Par de´ﬁnition des formes line´aires x∗1, . . . , x
∗
n, ceci implique que pour tout 1 ≤ i ≤ n,
lim
k→+∞
‖xi − λki zki ‖ = 0.
Ainsi, on vient de montrer que (x1, . . . , xn) ∈ ∪k∈NT k(L)× · · · × T k(L). Enﬁn, comme
l’ensemble des points fortement expose´s F est dense sur SX , on obtient la densite´ de
l’ensemble ci-dessus.

De la meˆme fac¸on que l’on a obtenu le Corollaire 3.8, il est possible d’obtenir un
corollaire du meˆme style dans le cas fortement n-supercyclique.
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Corollaire 3.13. Soit U un ouvert de X contenant une sphe`re de rayon R > 0 d’un sous-
espace de dimension n. On suppose qu’il existe n formes line´aires non-nulles x∗1, . . . , x
∗
n
telles que :
lim
k∈N
min
1≤i≤n
(‖T ∗k(x∗i )‖
‖T k(xi)‖
)
= 0
pour tous x1, . . . , xn ∈ U . Alors T n’est pas fortement n-supercyclique.
Preuve :
Soient x∗1, . . . , x
∗
n des formes line´aires ve´riﬁant :
lim
k∈N
min
1≤i≤n
(‖T ∗k(x∗i )‖
‖T k(xi)‖
)
= 0
pour tous x1, . . . , xn ∈ U .
Supposons par l’absurde que T est fortement n-supercyclique. On remarque que comme
U est un ouvert contenant la sphe`re de rayon R d’un sous-espace de dimension n, alors
U × · · · × U contient une base {f1, . . . , fn} d’un sous-espace vectoriel F de dimension n.
De plus, comme ESn(T ) est un Gδ dense de Pn(X) alors π−1n (ESn(T )) est dense dans Xn.
On peut donc trouver une suite de vecteurs
Ä
(fk1 , . . . , f
k
n)
ä
k∈N
de Xn telle que pour tout
k ∈ N, πn((fk1 , . . . , fkn)) = Fk est fortement n-supercyclique et
(fk1 , . . . , f
k
n) −→
k→+∞
(f1, . . . , fn).
On utilise le Lemme 3.29 qui sera e´nonce´ et prouve´ dans la section suivante pour remarquer
que si l’on prend k suﬃsamment grand, alors la sphe`re de rayon R de l’espace Fk est
contenue dans U car celle de F l’est et U est ouvert. Pour ne pas surcharger les notations,
on peut donc supposer, sans perte de ge´ne´ralite´, que F est un sous-espace fortement
n-supercyclique pour T .
De plus, d’apre`s la Proposition 3.11, il existe n suites (yk1)k∈N, . . . , (y
k
n)k∈N de L telles
que :
(3.1) lim sup
k∈N
min
1≤i≤n
( |〈x∗i , T k(yki )〉|
‖x∗i ‖‖T k(yki )‖
)
= 1.
Enﬁn, comme U contient la sphe`re unite´ de F , il est clair que pour tout 1 ≤ i ≤ n et
tout k ∈ N, Ryki
‖yk
i
‖
∈ U . Ainsi en appliquant l’ope´rateur dual dans la relation (3.1) puis en
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renormalisant, on obtient :
1 = lim sup
k∈N
min
1≤i≤n
( |〈x∗i , T k(yki )〉|
‖x∗i ‖‖T k(yki )‖
)
= lim sup
k∈N
min
1≤i≤n
( |〈T ∗k(x∗i ), yki 〉|
‖x∗i ‖‖T k(yki )‖
)
≤ lim sup
k∈N
min
1≤i≤n
(‖T ∗k(x∗i )‖
‖T k(yki )‖
‖yki ‖
‖x∗i ‖
)
= lim sup
k∈N
min
1≤i≤n
Ö
‖T ∗k(x∗i )‖
‖T k( Ryki
‖yk
i
‖
)‖
R
‖x∗i ‖
è
≤ R
min1≤i≤n(‖x∗i ‖)
lim sup
k∈N
min
1≤i≤n
Ö
‖T ∗k(x∗i )‖
‖T k( Ryki
‖yk
i
‖
)‖
è
−→
k→+∞
0.
Ce qui contredit l’e´galite´ avec 1. On en de´duit que T n’est pas fortement n-supercyclique.

3.2.3 Application aux ope´rateurs de composition
Nous allons dans la suite appliquer le crite`re de l’angle que nous venons de de´montrer
a` l’e´tude des proprie´te´s dynamiques des ope´rateurs de composition. Auparavant, nous
aurons besoin de rappeler certaines notions concernant les homographies de la sphe`re de
Riemann.
Classification des homographies de D
Les homographies de D (respectivement de la sphe`re de Riemann), note´es LFM(D)
(respectivement LFM(Cˆ)), sont les applications de D → D (respectivement Cˆ → Cˆ) de
la forme
φ(z) =
az + b
cz + d
ou` ad− bc 6= 0 pour ne pas conside´rer les fonctions constantes. Une homographie de D est
la restriction a` D d’un automorphisme de la sphe`re de Riemann Cˆ qui envoie D dans D.
Il est classique de classiﬁer les homographies par rapport a` leurs points ﬁxes. En eﬀet,
il est bien connu qu’une homographie de D posse`de au moins un point ﬁxe et au plus deux
points ﬁxes sauf si c’est l’application identite´. Notons pour cela P+ le demi-plan supe´rieur
et σ(z) = ı1+z
1−z
l’application de Cayley qui est une application conforme de D dans P+.
• Une homographie φ est dite parabolique si elle posse`de un seul point ﬁxe. De plus, ce
point ﬁxe se trouve sur le bord de D et φ est conjugue´e a` une translation Φ(z) := z + ıa,
avec ℜ(a) > 0, par σ
φ = σ−1Φσ.
De plus, φ est un automorphisme si et seulement si ℜ(a) = 0.
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• Si φ posse`de deux points ﬁxes distincts, alors φ est conjugue´e a` une dilatation
Φ(z) := µz par σ
φ = σ−1Φσ.
⋆ Si µ > 0, alors φ est dite hyperbolique. Une telle application posse`de un point ﬁxe
attractif dans D et un second point ﬁxe en dehors de D. De plus, ces deux points ﬁxes
sont situe´s sur le bord de D si et seulement si φ est un automorphisme.
⋆ Si |µ| = 1, alors φ est dite elliptique. Dans ce cas, φ admet un point ﬁxe dans D, un
autre en dehors de D et φ est un automorphisme de D.
⋆ Dans les autres cas, φ est dite loxodromique. φ admet alors un point ﬁxe attractif
dans D et un autre en dehors de D.
Le crite`re de l’angle pour les ope´rateurs supercycliques a permis de montrer que les
homographies paraboliques non-automorphes de D induisent des ope´rateurs de composi-
tion qui ne sont pas supercycliques. Nous avons de´veloppe´ dans la section pre´ce´dente un
crite`re de l’angle fortement n-supercyclique et nous allons utiliser ce crite`re pour de´cider
de la forte n-supercyclicite´ de ces meˆmes ope´rateurs de composition.
Corollaire 3.14. Soit φ une homographie de D. On conside`re l’ope´rateur de composition
Cφ : H
2(D) → H2(D). Si φ est une fonction parabolique non-automorphe de D alors Cφ
n’est fortement n-supercyclique pour aucun n ∈ N∗.
Pour de´montrer ce corollaire, nous allons utiliser une preuve du fait que les ope´rateurs
de composition, dont le symbole est une homographie parabolique non-automorphe, ne
sont pas supercyclique due a` Bayart et Matheron. Nous synthe´tisons donc les principaux
e´le´ments de la preuve de Bayart et Matheron dans le lemme suivant. Les lecteurs inte´resse´s
par les de´tails de ce re´sultats pourront se reporter directement au livre de Bayart et
Matheron [7] (The´ore`me 9.14 p.224).
Lemme 3.15. Il existe des isome´tries :
H2(D)
J1−→ H2(P+) J2−→ L2(0,∞) .
De plus, si l’on se fixe τ > 0 et si l’on pose
φ(z) :=
(2− a)z + a
−az + 2 + a
avec ℜ(a) > 0 et
U := {f ∈ H2(D) : 1(0,τ)J2 ◦ J1(f) 6= 0},
alors pour tout f ∈ U , il existe une constante Cf,τ > 0 telle que pour tout k ∈ N,
‖Ckφ(f)‖ ≥ Cf,τe−kℜ(a)τ
et il existe g ∈ H2(D) non-nul tel que
‖C∗kφ (g)‖ = o(e−kℜ(a)τ ).
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Preuve du corollaire :
Soit φ une fonction parabolique non-automorphe de D, alors quitte a` conjuguer φ par
un automorphisme de D, on peut supposer que φ admet pour point ﬁxe le point 1. De
plus, φ est conjugue´ a` une translation Φ(z) := z + ıa, avec ℜ(a) > 0 ainsi en calculant,
on obtient :
φ(z) =
(2− a)z + a
−az + 2 + a.
Pour montrer le corollaire, nous allons appliquer le Corollaire 3.13. On remarque pour
commencer que l’ensemble U de´ﬁni dans le lemme 3.15 est un ensemble ouvert non-vide.
De plus, si l’on pose ‹U := {g ∈ L2(0,∞) : 1(0,τ)g 6= 0},
alors il est clair que le sous-espace L2(0, τ) est contenu dans ‹U ∪ {0}. En transfe´rant cet
espace par les isome´tries J1 et J2, on obtient que U ∪{0} contient un sous-espace vectoriel
de dimension inﬁnie de H2(D). En particulier pour tout n ∈ N∗, U contient la sphe`re unite´
d’un sous-espace de dimension n. De plus, pour tout f ∈ U ,
lim
k∈N
‖C∗kφ (g)‖
‖Ckφ(f)‖
≤ lim
k∈N
o(e−kℜ(a)τ )
Cf,τe−kℜ(a)τ
= lim
k∈N
o(1) = 0.
Par conse´quent, pour tous f1, . . . , fn ∈ U ,
lim
k∈N
min
1≤i≤n
(‖C∗kφ (g)‖
‖Ckφ(xi)‖
)
.
Il suﬃt donc d’appliquer le Corollaire 3.13 avec x∗1 = · · · = x∗n = g pour conclure la
de´monstration.

Les cas ou` l’homographie est hyperbolique ou est un automorphisme parabolique se
traite plus facilement. En eﬀet, on peut re´utiliser les preuves de´ja` connues pour le cas
hypercyclique.
Proposition 3.16. Soit φ une homographie de D. On conside`re l’ope´rateur de composition
Cφ : H
2(D) → H2(D). Si φ est hyperbolique ou est un automorphisme parabolique de D
alors Cφ est fortement n-supercyclique.
Preuve :
Si φ est hyperbolique ou si φ est un automorphisme parabolique de D, alors on peut
montrer que Cφ ve´riﬁe le crite`re d’hypercyclicite´ (cf [7]). Il s’ensuit donc que Cφ est
fortement n-supercyclique pour tout n ∈ N∗ d’apre`s le Corollaire 1.47.

Il nous reste a` traiter le cas ou` φ admet un point ﬁxe dans D, c’est-a`-dire les cas
elliptique et loxodromique.
Pour cela, nous aurons besoin du re´sultat suivant duˆ a` Bayart [3]
The´ore`me 3.17. Soit X un espace de Banach de dimension infinie et T ∈ L(X) une
isome´trie. Alors pour tout N ≥ 1, T n’est pas N-supercyclique.
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En suivant une ide´e d’Ansari et Bourdon et graˆce au re´sultat de Bayart ci-dessus, on
montre que si le symbole est un automorphisme qui posse`de un point ﬁxe dans le disque
unite´ ouvert, alors l’ope´rateur de composition associe´ n’est jamais n-supercyclique.
Proposition 3.18. Soit φ : D→ D un automorphisme et φ(p) = p pour un point p ∈ D.
Alors Cφ : H
2(D)→ H2(D) n’est pas N-supercyclique pour N ≥ 1.
Preuve :
Comme φ est un automorphisme, Cφ est conjugue´ a` une isome´trie mais le The´ore`me
3.17 assure qu’une isome´trie ne peut pas eˆtre N -supercyclique.

En particulier, cette proposition cloˆt l’e´tude de la n-supercyclicite´ pour les homographies
elliptiques et les homographies loxodromiques qui sont des automorphismes de D.
Il reste a` e´tudier le cas ou` le symbole est non-automorphe et posse`de un point ﬁxe
dans D. Pour cela, on s’inspire d’un re´sultat de Gallardo-Gutie´rrez et Montes-Rodr´ıguez
[23].
Proposition 3.19. Soit φ une application holomorphe non-automorphe de D dans D
ayant un point fixe dans le disque unite´ ouvert. Alors Cφ : H
2(D) → H2(D) n’est pas
N-supercyclique pour N ≥ 1.
Remarque 3.20. On sait de´ja` d’apre`s les travaux d’Ansari et Bourdon [2] qu’un tel
ope´rateur de composition ne peut pas eˆtre supercyclique.
Preuve :
Supposons par l’absurde que Cφ est N -supercyclique et soit L := Vect(f1, . . . , fN) un
espace N -supercyclique pour Cφ. Notons p le point ﬁxe de φ situe´ dans le disque unite´.
Supposons qu’une fonction g ∈ H2(D), ve´riﬁant g(p) 6= 0, soit dans l’orbite de L par
T . Alors, il existe une suite strictement croissante d’entiers (nk)k∈N, une suite de scalaires
(λnk)k∈N et une suite d’e´le´ments (snk)k∈N de la sphe`re unite´ de L telles que :
λnkCφnk (snk) −→
k→+∞
g dans H2(D).
De plus, comme la sphe`re unite´ de L est compacte, on peut supposer que la suite (snk)k∈N
converge vers un point s de la sphe`re unite´ de L. La convergence dans H2(D) impliquant
la convergence simple, on a
g(p) = lim
k→+∞
λnkCφnk (snk)(p)
= lim
k→+∞
λnksnk(φ
nk(p))
= lim
k→+∞
λnksnk(p)
= lim
k→+∞
λnks(p)
On remarque en particulier que par hypothe`se s(p) 6= 0. De plus, comme φ est elliptique
mais n’est pas un automorphisme, alors p est un point ﬁxe attractif et limk→+∞ φ
nk(z) = p.
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Ainsi, on a pour tout z ∈ D,
g(z) = lim
k→+∞
λnkCφnk (snk)(z)
= lim
k→+∞
λnksnk(φ
nk(z))
= lim
k→+∞
λnks(p) car snk → s uniforme´ment sur les compacts
= g(p)
On en de´duit que g est une fonction constante.
On a donc montre´ que si une fonction est dans l’orbite de L par Cφ, alors cette fonction
est soit constante soit elle s’annule en p. Comme ce n’est pas le cas de toutes les fonctions
de H2(D), on aboutit a` une contradiction attendue.

Ceci conclut l’e´tude de la dynamique des ope´rateurs de compositions ayant pour sym-
bole une homographie de D. On peut re´sumer ces re´sultats par le corollaire suivant.
Corollaire 3.21. Soit φ une homographie de D et n ∈ N∗. Alors les conditions suivantes
sont e´quivalentes :
(i) Cφ est hypercyclique
(ii) Cφ est supercyclique
(iii) Cφ est fortement n-supercyclique
3.3 Quelques liens entre les indices de forte supercyclicite´
Nous avons jusqu’a` pre´sent exhibe´ un certain nombre de proprie´te´s et d’exemples
d’ope´rateurs fortement n-supercycliques. Cependant, la plupart des exemples que l’on
a obtenus sont fortement n-supercycliques pour tout n ∈ N∗. Il est donc naturel de se
demander s’il existe des liens entre les notions d’ope´rateurs fortement n-supercycliques
pour diﬀe´rentes valeurs de n. La question qui motive cette section est de savoir quelles
liberte´s sont accorde´es a` l’ensemble ΛT compose´ des indices n pour lesquels T est fortement
n-supercyclique.
A` titre de comparaison, il est bien connu que dans le cas des ope´rateurs n-supercycliques,
s’il n’est pas vide, cet ensemble est un intervalle inﬁni a` droite de l’ensemble des nombres
entiers positifs. De plus, pour n’importe quel intervalle inﬁni a` droite on sait construire
un ope´rateur qui admet cet ensemble comme ensemble d’indices de supercyclicite´.
3.3.1 Un exemple d’ope´rateur fortement n-supercyclique mais pas fortement (n− 1)-supercyclique
Nous commenc¸ons par montrer qu’a` l’instar des ope´rateurs n-supercycliques, il est
possible de construire un ope´rateur T dont l’ensemble ΛT est un intervalle inﬁni a` droite
pre´de´ﬁni. Pour cela nous allons utiliser le fait que la forte n-supercyclicite´ est un phe´nome`ne
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inﬁni dimensionnel. On va se servir de cette proprie´te´ pour construire un ope´rateur qui
est fortement m-supercyclique si et seulement si m ≥ n.
Contre-Exemple 3.22. Soit S un ope´rateur ve´riﬁant le crite`re d’hypercyclicite´ sur un
espace de Banach Y et n ≥ 2. Alors T = Id ⊕ S de´ﬁni sur X = Kn ⊕ Y est fortement
m-supercyclique pour tout m ≥ n mais n’est m-supercyclique pour aucun m < n.
Preuve :
Tout d’abord, il est clair que pour tout m < n, T n’est pas m-supercyclique car sinon
Id serait m-supercyclique sur Kn ce qui est clairement faux.
Pour montrer que T est fortement m-supercyclique pour tout m ≥ n, nous allons utiliser
le lemme suivant qui est la clef de la de´monstration :
Lemme 3.23. Soit m ≥ 1, alors il existe (y1, . . . , ym) ∈ Y m tel que pour toute matrice
A = (λi,j)1≤i,j≤m ∈ GLm(K), {Sk(∑mi=1 λ1,iyi)⊕ · · · ⊕ Sk(∑mi=1 λm,iyi)}k∈N est dense dans
Y m.
Preuve :
Comme S ve´riﬁe le crite`re d’hypercyclicite´, R := S ⊕ · · · ⊕ S︸ ︷︷ ︸
m fois
est hypercyclique d’apre`s
le The´ore`me 1.4. Soient (y1, . . . , ym) ∈ Y m un vecteur hypercyclique pour R,
(a1, . . . , am) ∈ Y m et ε > 0, alors il existe k ∈ N tel que :∥∥∥∥∥∥∥∥
Ü
Sky1
...
Skym
ê
− A−1
Ü
a1
...
am
ê∥∥∥∥∥∥∥∥ < ε‖A‖ .
Il existe donc (ε1, . . . , εm) ∈ Y m avec
∥∥∥∥∥∥∥∥
Ü
ε1
...
εm
ê∥∥∥∥∥∥∥∥ < ε‖A‖ tel que :Ü
Sky1
...
Skym
ê
−
Ü
ε1
...
εm
ê
= A−1
Ü
a1
...
am
ê
.
c’est-a`-dire
A
Ü
Sky1
...
Skym
ê
−
Ü
a1
...
am
ê
= A
Ü
ε1
...
εm
ê
.
On conside`re alors la norme de chaque coˆte´ de l’e´galite´ :∥∥∥∥∥∥∥∥A
Ü
Sky1
...
Skym
ê
−
Ü
a1
...
am
ê∥∥∥∥∥∥∥∥ =
∥∥∥∥∥∥∥∥A
Ü
ε1
...
εm
ê∥∥∥∥∥∥∥∥ ≤ ‖A‖ ε‖A‖ = ε.
Ce qui termine la de´monstration de ce lemme !

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Montrons maintenant que T est fortement m-supercyclique pour tout m ≥ n. Prenons
donc m un entier supe´rieur ou e´gal a` n, {e1, . . . , em} une famille ge´ne´ratrice de Kn a`
m e´le´ments et conside´rons (y1, . . . , ym) le vecteur fourni par le lemme pre´ce´dent. No-
tons ensuite xi = (ei, yi) ∈ X pour tout i ∈ {1, . . . ,m}. Nous voulons montrer que
M := Vect(x1, . . . , xm) est un sous-espace fortement m-supercyclique pour T . Pour cela,
il nous suﬃt de montrer que
⋃
k∈N T
k(M)× · · · × T k(M)︸ ︷︷ ︸
m fois
est dense dans Xm. Il suﬃt
encore de montrer que :
⋃
k∈N
(λi,j)i,j∈Mm(K)
m∑
i=1
λ1,i(ei ⊕ Skyi)⊕ · · · ⊕
m∑
i=1
λm,i(ei ⊕ Skyi) est dense dans Xm.
Soient donc ε > 0, (t1, . . . , tm) ∈ (Kn)m et (z1, . . . , zm) ∈ Y m. Par densite´ de GLm(K)
dans Mm(K), il existe A = (λi,j)1≤i,j≤m ∈ GLm(K) tel que :∥∥∥∥∥∥∥∥A
Ü
e1
...
em
ê
−
Ü
t1
...
tm
ê∥∥∥∥∥∥∥∥ < ε2 .
De plus, d’apre`s le Lemme 3.23, il existe k ∈ N tel que∥∥∥∥∥Sk(
m∑
i=1
λ1,iyi)⊕ · · · ⊕ Sk(
m∑
i=1
λm,iyi)− (z1, . . . , zm)
∥∥∥∥∥ ≤ ε2 .
Ainsi, en regroupant ces deux re´sultats, on obtient :∥∥∥∥∥
m∑
i=1
λ1,i(ei ⊕ Skyi)⊕ · · · ⊕
m∑
i=1
λm,i(ei ⊕ Skyi)−⊕mi=1(ti ⊕ zi)
∥∥∥∥∥ < ε
Ce qui montre la densite´ de l’ensemble souhaite´. On a donc montre´ que T est fortement
m-supercyclique pour tout m ≥ n.

Contre-Exemple 3.24. Soit S un ope´rateur ve´riﬁant le crite`re d’hypercyclicite´ sur un
espace de Banach Y et r + 2s ≥ 3 et θ1, . . . , θs, π libres sur Q.
Alors T = Ir⊕Rθ1 ⊕ . . .⊕Rθs ⊕S de´ﬁni sur X = Rr⊕R2s⊕Y est m-supercyclique pour
m ≥ r+ s et fortement m-supercyclique pour m ≥ r+2s mais n’est pas m-supercyclique
pour m < r + s ni fortement m-supercyclique pour m < r + 2s.
Preuve :
Il est clair que pour tout m < r+2s, T n’est pas fortement m-supercyclique car sinon
d’apre`s la Remarque 1.43, Ir ⊕ Rθ1 ⊕ . . . ⊕ Rθs serait fortement m-supercyclique sur Kn
ce qui contredit le Corollaire 2.25 dans le cas K = R ou un re´sultat de Bourdon,Feldman,
Shapiro [13] dans le cas K = C. De plus, Ir ⊕Rθ1 ⊕ . . .⊕Rθs est (s+ r)-supercyclique et
(s+ r) est minimal pour cette proprie´te´ par le The´ore`me 2.20. Ainsi, si z est un vecteur
hypercyclique pour S, alors il est facile de remarquer que les vecteurs
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(1, 0, 0, . . . , 0︸ ︷︷ ︸
r
, 0, . . . , 0︸ ︷︷ ︸
2s
, z),
(0, 1, 0, . . . , 0︸ ︷︷ ︸
r
, 0, . . . , 0︸ ︷︷ ︸
2s
, 0),
. . .
(0, . . . , 0, 1︸ ︷︷ ︸
r
, 0, 0, 0, . . . , 0, 0︸ ︷︷ ︸
2s
, 0),
(0, . . . , 0︸ ︷︷ ︸
r
, 1, 0, 0, 0, . . . , 0, 0︸ ︷︷ ︸
2s
, 0),
(0, . . . , 0︸ ︷︷ ︸
r
, 0, 0, 1, 0, . . . , 0, 0︸ ︷︷ ︸
2s
, 0),
. . .
(0, . . . , 0︸ ︷︷ ︸
r
, 0, 0, 0, 0, . . . , 1, 0︸ ︷︷ ︸, 0)
forment un sous-espace (r + s)-supercyclique pour T .
Pour montrer que T est fortement m-supercyclique pour tout m ≥ r + 2s, il suﬃt de
faire le meˆme raisonnement que dans le contre-exemple pre´ce´dent et d’utiliser le fait que
Ir ⊕ Rθ1 ⊕ · · · ⊕ Rθs est une isome´trie sur Rr+2s pour obtenir un argument de compacite´
qui permet de conclure de la meˆme manie`re que dans la preuve pre´ce´dente.

Exemple 3.25. En sachant que la forte n-supercyclicite´ est un phe´nome`ne inﬁni di-
mensionnel sauf s’il est trivial, il est facile de voir que les ope´rateurs construits avec le
The´ore`me 3.2 comme les ope´rateurs de l’Exemple 3.3 sont fortement n-supercycliques
mais ne sont pas fortement m-supercycliques pour m < n.
En se basant sur les exemples pre´ce´dents, il est possible de construire des ope´rateurs
avec ces meˆmes proprie´te´s sur des espaces espace de Banach en toute ge´ne´ralite´.
The´ore`me 3.26. Soient X un espace de Banach et n ≥ 2. Alors il existe un ope´rateur
line´aire continu T qui est fortement m-supercyclique si m ≥ n mais qui n’est pas m-
supercyclique si m < n.
Preuve :
Soit F un sous-espace vectoriel de X de dimension n et Y un supple´mentaire topolo-
gique de F dans X. Alors il existe un isomorphisme J entre X = F ⊕ Y et Kn ⊕ Y . De
plus, il est bien connu qu’il existe des ope´rateurs faiblement me´langeant sur tout espace
de Banach. Par conse´quent, on de´ﬁnit T = Id ⊕ S sur Kn ⊕ Y ou` S est un ope´rateur
faiblement me´langeant sur Y . Alors T est conjugue´ par J a` un ope´rateur T˜ sur X, celui-ci
partage donc les meˆmes proprie´te´s dynamiques que T . Or l’Exemple 3.22 montre que T
est fortement m-supercyclique pour tout m ≥ n mais n’est m-supercyclique pour aucun
m < n.

Remarque 3.27. On peut encore ajouter des interme´diaires dans le the´ore`me pre´ce´dent
en adaptant l’ope´rateur que l’on de´ﬁnit aux diﬀe´rents exemples pre´sente´s auparavant.
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3.3.2 Un ope´rateur supercyclique qui n’est pas fortement n-supercyclique pour un certain n ≥ 2
Nous avons de´ja` vu pre´ce´demment que la forte n-supercyclicite´ n’entrainait pas for-
ce´ment la forte (n− 1)-supercyclicite´. Il est alors naturel de se poser la question inverse :
est-ce que la forte n-supercyclicite´ entraine la forte (n + 1)-supercyclicite´ ? Cette ques-
tion peut e´galement eˆtre formule´e de la fac¸on suivante : est-ce que l’ensemble ΛT est un
intervalle inﬁni a` droite comme dans le cas des ope´rateurs n-supercycliques ? Nous al-
lons montrer que ce n’est pas toujours le cas. Pour cela, nous allons exhiber un exemple
d’ope´rateur qui est supercyclique mais pas fortement p-supercyclique pour p ≥ 2. Il est
clair qu’il serait vain de chercher de tels contre-exemples en conside´rant des ope´rateurs
qui ve´riﬁent le crite`re de supercyclicite´ ou d’hypercyclicite´ puisque nous avons de´ja` re-
marque´ que de tels ope´rateurs sont fortement n-supercycliques pour tout n ≥ 2 dans le
Corollaire 1.47. Les premiers exemples d’ope´rateurs supercycliques qui ne ve´riﬁent pas le
crite`re de supercyclicite´ sont les suivants : Id⊕T : R⊕X → R⊕X ou` T est un ope´rateur
hypercyclique sur X et ou` le corps de base est C. On a aussi Rθ⊕T : R⊕X → R⊕X ou`
θ
π
est irrationnel et T est un ope´rateur ve´riﬁant le crite`re d’hypercyclicite´ sur X et ou` le
corps de base est R. On montre facilement graˆce au ”Bounded Step Problem” [27] que ces
deux ope´rateurs sont en fait tous les deux fortement 2-supercycliques. Il nous reste donc
a` conside´rer des ope´rateurs plus ”complique´s” ne ve´riﬁant pas le crite`re de supercyclicite´.
Pour cela, nous allons modiﬁer la construction d’un ope´rateur hypercyclique qui ne ve´riﬁe
pas le crite`re d’hypercyclicite´, de Bayart et Matheron [7], pour obtenir pour tout p ≥ 2,
un ope´rateur supercyclique qui ne ve´riﬁe pas le crite`re de supercyclicite´ et qui, de plus,
n’est pas fortement h-supercyclique pour 2 ≤ h ≤ p.
The´ore`me 3.28. Soit X un espace de Banach muni d’une base inconditionnelle norma-
lise´e (ei)i∈N pour lesquels l’ope´rateur de de´calage a` droite sur (ei)i∈N est continu et soit
p ≥ 2. Alors, il existe un ope´rateur supercyclique qui n’est pas fortement h-supercyclique
pour 2 ≤ h ≤ p.
La preuve de ce the´ore`me est assez longue et fait appel a` plusieurs re´sultats in-
terme´diaires, la combinaison de ces re´sultats nous donnera directement la preuve du
the´ore`me ci-dessus. L’ide´e est de construire l’ope´rateur puis de cre´er un crite`re de non-
forte h-supercyclicite´ utilisable pour cet ope´rateur et de la meˆme ”forme” que celui de
[7] aﬁn de pouvoir re´utiliser le travail qui a e´te´ fait pour la construction de l’ope´rateur.
Nous allons donc commencer par e´noncer et de´montrer ce crite`re puis nous continuerons
en modiﬁant la forme line´aire de Bayart et Matheron pour l’adapter a` notre crite`re.
Mais au pre´alable, il faut nous remettre dans le contexte mathe´matique approprie´. Soit T
un ope´rateur line´aire sur un espace vectoriel topologique X et e0 ∈ X, alors on notera :
K[T ](e0) = {P (T )(e0), P polynoˆme}
= Vect{T i(e0), i ∈ N}.
Comme deux polynoˆmes de variable T commutent, on de´ﬁnit un produit sur K[T ](e0) par
la formule suivante :
P (T )e0 ·Q(T )e0 = PQ(T )e0.
Maintenant que le cadre est donne´, nous allons e´noncer un lemme technique de conver-
gence de boules unite´s pour des sous-espaces vectoriels de meˆme dimension. Ce lemme
nous sera utile dans la preuve du crite`re de non forte h-supercyclicite´.
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Lemme 3.29. Soit X un espace vectoriel norme´, h ≥ 2, E = Vect(u1, . . . , uh) un sous-
espace vectoriel de dimension h. Pour tout 1 ≤ i ≤ h, soit (vni )n∈N une suite d’e´le´ments
de X tels que ‖vni − ui‖ ≤ 1n et notons Fn := Vect (vn1 , . . . , vnh).
Alors,
sup
z∈Fn,‖z‖=1
inf
x∈E,‖x‖=1
‖x− z‖ −→
n→+∞
0.
Preuve :
Posons M = max
1≤i≤h
‖u∗i ‖ et N > 2hM tel que pour tout n ≥ N la famille {vn1 , . . . , vnh}
soit line´airement inde´pendante. Soit maintenant n ≥ N . On remarque que si l’on suppose :
sup
n≥N
sup
z∈Fn,‖z‖=1
|vn∗i (z)| := KN < +∞
alors, on a :
sup
z∈Fn,‖z‖=1
inf
x∈E,‖x‖=1
‖x− z‖ ≤ sup
z∈Fn,‖z‖=1
∥∥∥∥∥∥
∑h
i=1 v
n∗
i (z)ui∥∥∥∑hi=1 vn∗i (z)ui∥∥∥ − z
∥∥∥∥∥∥
≤ sup
z∈Fn,‖z‖=1
∥∥∥∥∥∥
h∑
i=1
vn∗i (z)ui
∥∥∥∥∥∥
∣∣∣∣∣1− ‖
∑h
i=1 v
n∗
i (z)ui‖
‖∑hi=1 vn∗i (z)ui‖
∣∣∣∣∣+
∥∥∥∥∥∥
h∑
i=1
vn∗i (z)ui − z
∥∥∥∥∥∥
≤ sup
z∈Fn,‖z‖=1
∣∣∣∣∣∣1−
∥∥∥∥∥∥
h∑
i=1
vn∗i (z)ui
∥∥∥∥∥∥
∣∣∣∣∣∣+
∥∥∥∥∥∥
h∑
i=1
vn∗i (z)ui − z
∥∥∥∥∥∥
≤ sup
z∈Fn,‖z‖=1
∣∣∣∣∣∣1−
∥∥∥∥∥∥
h∑
i=1
vn∗i (z)ui − z + z
∥∥∥∥∥∥
∣∣∣∣∣∣+
∥∥∥∥∥∥
h∑
i=1
vn∗i (z)ui − z
∥∥∥∥∥∥
(pour n suffisamment grand) ≤ sup
z∈Fn,‖z‖=1
1−
Ñ
‖z‖ −
∥∥∥∥∥∥
h∑
i=1
vn∗i (z)ui − z
∥∥∥∥∥∥
é
+
∥∥∥∥∥∥
h∑
i=1
vn∗i (z)ui − z
∥∥∥∥∥∥
≤ sup
z∈Fn,‖z‖=1
2
∥∥∥∥∥∥
h∑
i=1
vn∗i (z)ui − z
∥∥∥∥∥∥
≤ sup
z∈Fn,‖z‖=1
2
h∑
i=1
|vn∗i (z)|
1
n
=
2hKN
n
−→
n→+∞
0
Il suﬃt donc de prouver que cette hypothe`se est ve´riﬁe´e. Pour cela, on de´ﬁnit un ope´rateur
Tn : X → X par
Tn(x) =
h∑
i=1
u∗i (x)(ui − vni )
pour tout 1 ≤ i ≤ h. On peut remarquer que :
‖Tn‖ = sup
‖x‖=1
∥∥∥∥∥∥
h∑
i=1
u∗i (x)(ui − vni )
∥∥∥∥∥∥ ≤
h∑
i=1
‖u∗i ‖‖ui − vni ‖ ≤
Mh
n
≤ 1
2
.
Ceci permet de voir que l’ope´rateur Sn := I − Tn : X → X ve´riﬁant Sn(ui) = vni pour
tout 1 ≤ i ≤ h est inversible et S−1n =
∑+∞
i=0 T
i
n. De plus, on connait l’estimation suivante
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pour la norme de S−1n :
‖S−1n ‖ =
∥∥∥∥∥
+∞∑
i=0
T in
∥∥∥∥∥ ≤
+∞∑
i=0
‖Tn‖i ≤
+∞∑
i=0
1
2i
= 2.
Ainsi,
sup
n≥N
sup
z∈Fn,‖z‖=1
|vn∗i (z)| = sup
n≥N
sup
z∈Fn,‖z‖=1
|u∗i (S−1n z)|
≤ sup
n≥N
sup
z∈Fn,‖z‖=1
‖u∗i ‖‖S−1n ‖
≤ 2M := KN
ceci prouve l’hypothe`se et donc le lemme.

On peut maintenant e´noncer dans ce contexte le crite`re de non-forte h-supercyclicite´.
Lemme 3.30. Soient X un espace vectoriel topologique et T ∈ L(X) cyclique
avec le vecteur e0 cyclique pour T et h ≥ 2. Supposons qu’il existe 2h formes
line´aires Φδ : K[T ]e0 → K, δ = 0, . . . , 2h − 1 telles que les applications
(P (T )e0, Q(T )e0) 7→ Φδ((PQ)(T )e0) soient continues sur K[T ]e0 × K[T ]e0 et ve´rifiant
pour tout δ ∈ {0, . . . , 2h− 1},
Φδ(T
δe0) = 1 et Φδ(T
ie0) = 0 pour 0 ≤ i 6= δ ≤ 2h− 1.
Alors, T n’est pas fortement h-supercyclique.
Remarque 3.31. En particulier, T ne ve´riﬁe pas le crite`re de supercyclicite´.
Preuve :
Nous allons raisonner par l’absurde. Supposons donc que T est fortement h-
supercyclique sur X. Posons E = Vect(e0, . . . , T
h−1e0) et soit n ∈ N∗. Choisissons
En ∈ πh
Ä
B
Ä
(e0, . . . , T
h−1e0);
1
n
ää ∩ ESh(T ), on peut alors choisir mn ∈ N, xn, yn ∈ En
non-coline´aires tels que :
Tmnxn ∈ B
Ç
e0;
1
2n
å
et Tmnyn ∈ B
Ç
T he0;
1
2n
å
.
Posons εn = min
(
1
n
, 1
2n‖Tmn‖
, ‖xn‖
2n+1
, ‖yn‖
2n+1
)
alors comme e0 est cyclique pour T , il existe
Pn, Qn ∈ K[X] tels que :
Pn(T )e0 ∈ B(xn; εn) et Qn(T )e0 ∈ B(yn; εn)
et ainsi,
Tmn(Pn(T )e0) ∈ B
Ç
e0;
1
n
å
et Tmn(Qn(T )e0) ∈ B
Ç
T he0;
1
n
å
.
Choisissons aussi an0e0 + . . .+ a
n
h−1T
h−1e0 ∈ E tel que :
‖an0e0 + . . .+ anh−1T h−1e0‖ = 1
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et
(3.2)
∥∥∥∥∥an0e0 + . . .+ anh−1T h−1e0 − Pn(T )e0‖Pn(T )e0‖
∥∥∥∥∥ = infx∈E,‖x‖=1
∥∥∥∥∥x− Pn(T )e0‖Pn(T )e0‖
∥∥∥∥∥ .
Nous aﬃrmons que ce dernier terme tend vers 0 avec n. Avant d’aller plus loin, nous
allons montrer cette convergence ,
inf
x∈E,‖x‖=1
∥∥∥∥∥x− Pn(T )e0‖Pn(T )e0‖
∥∥∥∥∥ ≤ infx∈E,‖x‖=1
∥∥∥∥∥x− xn‖xn‖
∥∥∥∥∥+
∥∥∥∥∥ xn‖xn‖ − Pn(T )e0‖Pn(T )e0‖
∥∥∥∥∥
Il nous suﬃt maintenant de ve´riﬁer que les deux termes ci-dessus tendent bien vers 0 avec
n. Pour le premier, il suﬃt d’appliquer le Lemme 3.29. Le second se traite directement.
En eﬀet,∥∥∥∥∥ xn‖xn‖ − Pn(T )e0‖Pn(T )e0‖
∥∥∥∥∥ =
∥∥∥∥∥ xn‖xn‖ − xn‖Pn(T )e0‖ + xn‖Pn(T )e0‖ − Pn(T )e0‖Pn(T )e0‖
∥∥∥∥∥
≤ ‖xn‖
∣∣∣∣∣ 1‖xn‖ − 1‖Pn(T )e0‖
∣∣∣∣∣+ ‖xn − Pn(T )e0‖‖Pn(T )e0‖
≤ εn‖xn‖ − εn +
εn
‖xn‖ − εn
≤ 1
n
par de´ﬁnition de εn.
On a donc prouve´ la convergence vers 0 de (3.2).
De la meˆme fac¸on, on peut choisir bn0e0 + . . .+ b
n
h−1T
h−1e0 ∈ E tel que :
‖bn0e0 + . . .+ bnh−1T h−1e0‖ = 1
et ∥∥∥∥∥bn0e0 + . . .+ bnh−1T h−1e0 − Qn(T )e0‖Qn(T )e0‖
∥∥∥∥∥ = infx∈E,‖x‖=1
∥∥∥∥∥x− Qn(T )e0‖Qn(T )e0‖
∥∥∥∥∥ −→n→+∞ 0.
De plus, on peut extraire une sous-suite strictement croissante (sk)k∈N de l’ensemble des
nombres entiers telle que :
ask0 e0 + . . .+ a
sk
h−1T
h−1e0 −→
k→+∞
a0e0 + . . .+ ah−1T
h−1e0
et
bsk0 e0 + . . .+ b
sk
h−1T
h−1e0 −→
k→+∞
b0e0 + . . .+ bh−1T
h−1e0
avec (a0, . . . , ah−1), (b0, . . . , bh−1) ∈ Kh \ {(0, . . . , 0)} par compacite´ de la boule unite´ en
dimension ﬁnie. On a donc a` pre´sent :∥∥∥∥∥ Psk(T )e0‖Psk(T )e0‖ − (a0e0 + . . .+ ah−1T h−1e0)
∥∥∥∥∥ −→k→+∞ 0
et de la meˆme fac¸on, on obtient :∥∥∥∥∥ Qsk(T )e0‖Qsk(T )e0‖ − (b0e0 + . . .+ bh−1T h−1e0)
∥∥∥∥∥ −→k→+∞ 0.
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Soient 0 ≤ i, j ≤ h − 1 deux entiers ve´riﬁant aj 6= 0 et bi 6= 0. Un tel choix est possible
car les vecteurs a0e0 + . . . + ah−1T
h−1e0 et b0e0 + . . . + bh−1T
h−1e0 sont de norme 1. On
de´ﬁnit deux formes line´aires continues pour le produit sur K[T ]e0 par
Ψi,j = Φi + Φh+j et ‹Ψi,j = Φi + 2Φh+j.
Ainsi, en utilisant la continuite´ pour le produit, on obtient
lim
k→∞
Ψi,j
Ç
Tmske0.Psk(T )e0.
Qsk(T )e0
‖Qsk(T )e0‖
å
= lim
k→∞
Ψi,j
Ç
TmskPsk(T )e0.
Qsk(T )e0
‖Qsk(T )e0‖
å(3.3)
= Ψi,j
Ä
e0.
Ä
b0e0 + . . .+ bh−1T
h−1e0
ää
= bi par de´ﬁnition de Ψi,j
et e´galement
lim
k→∞
Ψi,j
Ç
Tmske0.
Psk(T )e0
‖Psk(T )e0‖
.Qsk(T )e0
å
= lim
k→∞
Ψi,j
Ç
TmskQsk(T )e0.
Psk(T )e0
‖Psk(T )e0‖
å(3.4)
= Ψi,j
Ä
T he0.
Ä
a0e0 + . . .+ ah−1T
h−1e0
ää
= Ψi,j
Ä
a0T
he0 + . . .+ ah−1T
2h−1e0
ä
= aj.
En faisant la meˆme chose pour la deuxie`me forme line´aire ‹Ψi,j, on obtient e´galement
(3.5) lim
k→∞
‹Ψi,j ÇTmske0.Psk(T )e0. Qsk(T )e0‖Qsk(T )e0‖å = bi
et
(3.6) lim
k→∞
‹Ψi,j ÇTmske0. Psk(T )e0‖Psk(T )e0‖ .Qsk(T )e0å = 2aj.
En conside´rant le quotient des e´quations (3.3) et (3.4) et de (3.5) et (3.6), on aboutit
a`
‖Qsk (T )e0‖
‖Psk (T )e0‖
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
nn
nn
nn
nn
nn
nn
nn
nn
nn
nn
nn
nn
Ψi,j
Ä
T
msk e0.
Psk
(T )e0
‖Psk
(T )e0‖
.Qsk (T )e0
ä
Ψi,j
Ä
T
msk e0.Psk (T )e0.
Qsk
(T )e0
‖Qsk
(T )e0‖
ä
k→+∞

Ψ˜i,j
Ä
T
msk e0.
Psk
(T )e0
‖Psk
(T )e0‖
.Qsk (T )e0
ä
Ψ˜i,j
Ä
T
msk e0.Psk (T )e0.
Qsk
(T )e0
‖Qsk
(T )e0‖
ä
k→+∞

aj
bi
2aj
bi
Ceci contredit le fait que aj 6= 0 et bi 6= 0. On de´duit donc que T n’est pas fortement
h-supercyclique.
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
Revenons maintenant a` notre proble`me, nous connaissons une manie`re de ve´riﬁer qu’un
ope´rateur n’est pas fortement h-supercyclique mais il nous reste la partie principale, c’est-
a`-dire a` trouver un ope´rateur qui soit supercyclique et ne ve´riﬁant pas le crite`re de super-
cyclicite´. Pour cela, nous allons travailler sur des espaces de Banach qui ont de “bonnes”
proprie´te´s. En eﬀet, pour pouvoir construire notre ope´rateur nous aurons besoin que notre
espace admette une base de Schauder. Il est aujourd’hui bien connu que tous les espaces
se´parables n’admettent pas de base de Schauder comme l’a montre´ Per Enﬂo en 1973, ce-
pendant la plupart des espaces classiques en ont une. En fait, nous aurons besoin que notre
espace posse`de plus qu’une simple base, nous aurons besoin d’une base inconditionnelle.
De´finition 3.32. Soit X un espace de Banach. On dit que (ei)i∈N est une base incon-
ditionnelle si tout x ∈ X peut s’e´crire de fac¸on unique comme x = ∑i∈N xiei et si la
convergence de cette se´rie est inconditionnelle, c’est-a`-dire que
∑
i∈N δixiei converge pour
toute suite (δi)i∈N d’e´le´ments de {−1, 1}. De plus, elle est normalise´e si ‖ei‖ = 1.
Le fait que nous ayons besoin de cette condition sur l’espace est duˆ a` la forme de
l’ope´rateur que nous allons construire. Cet ope´rateur est tre`s proche d’un ope´rateur de
de´calage ponde´re´, la condition sur la base nous permettra donc de s’assurer de sa conti-
nuite´ a` condition de supposer la continuite´ de l’ope´rateur de de´calage classique.
On conside`re donc a` pre´sent X un espace de Banach muni d’une base inconditionnelle
normalise´e (ei)i∈N pour laquelle l’ope´rateur de de´calage a` droite sur (ei)i∈N est continu et
l’on pose :
c00 = Vect{ei, i ∈ N}.
Construire un tel ope´rateur a` partir de rien semble assez complique´ et hasardeux. Pour
avoir les ide´es claires, il est bon d’avoir en teˆte un plan de bataille a` suivre et auquel on
pourra se raccrocher. Il suﬃt en fait de construire un ope´rateur T ve´riﬁant les conditions
suivantes pour ve´riﬁer le The´ore`me 3.28 :
Vect{T ie0, i ∈ N} = Vect{ei, i ∈ N},(3.7a)
K[T ]e0 ⊆ {λT ie0, i ∈ N, λ ∈ K},(3.7b)
T est continu,(3.7c)
Il existe 2h formes line´aires Φδ : K[T ](e0)→ K telles que pour tout δ = 0, . . . , 2h− 1,
(3.7d)
(P (T )e0, Q(T )e0)→ Φδ ((PQ)(T )e0) sont continues sur K[T ](e0)×K[T ](e0),
Pour tout 2 ≤ h ≤ p, pour tout δ ∈ {0, . . . , 2h− 1} et tout 0 ≤ i 6= δ ≤ 2h− 1,(3.7e)
Φδ
Ä
T δe0
ä
= 1 et Φδ
Ä
T ie0
ä
= 0.
En eﬀet, en combinant ces cinq conditions avec le Lemme 3.30, on obtient bien le
The´ore`me 3.28.
Construction de l’ope´rateur T
Pour la construction de l’ope´rateur T et en particulier pour ve´riﬁer la condition (3.7b),
nous allons introduire une nouvelle terminologie. Fixons Q un ensemble de´nombrable
87
3. Forte n-supercyclicite´
dense de K. On dit qu’une suite de polynoˆmes P = (Pn)n∈N est admissible si P0 = 0 et
P contient tous les polynoˆmes a` coeﬃcient dans Q. On notera e´galement deg(P ) le degre´
de P et |P |1 la somme des modules des coeﬃcients de P et cd(P ) le coeﬃcient dominant
de P .
Nous allons maintenant expliciter la construction de l’ope´rateur T supercyclique. Pour
des raisons e´videntes, il est naturel de chercher un ope´rateur qui ne soit pas trop complique´.
Dans ce but, nous allons choisir de construire T comme e´tant un ope´rateur de de´calage
a` droite ponde´re´ auquel on ajoute assez “rarement” une variation et cela a e´galement
l’avantage de faire en sorte que T ve´riﬁe (3.7a). Nous allons avoir besoin de deux suites :
l’une repre´sentant les poids du de´calage (wn)n∈N et la seconde strictement croissante
(bn)n∈N avec b0 = 0 repre´sentant les ite´re´s de e0 pour lesquels l’ope´rateur de de´calage
a` poids sera perturbe´. Comme nous voulons e´galement ve´riﬁer (3.7b), on va faire en
sorte que les images de e0 pour les ite´re´s correspondants a` la perturbation nous donnent
directement (3.7b), pour cela on pose :
(3.8) pour tout n ∈ N∗, T bne0 = Pn(T )e0 + ebn .
La formule ci-dessus combine´e avec le fait que la suite de polynoˆmes P est admissible
permet de s’assurer que l’on peut approcher tout polynoˆme en T par un ite´re´ de e0 quitte
a` multiplier par un scalaire suﬃsamment proche de 0. En eﬀet, supposons que l’on souhaite
approcher P (T )e0 a` ε > 0 pre`s, alors comme Q est dense dans K, il existe q ∈ Q ve´riﬁant∣∣∣1
q
∣∣∣ < ε. De plus, comme P e´nume`re tous les polynoˆmes a` coeﬃcients dans Q, il existe un
indice n ∈ N tel que Pn(T ) = qP (T ). Ainsi, on peut approcher P (T )e0 a`
∣∣∣1
q
∣∣∣ < ε pre`s car
1
q
T bne0 = P (T )e0 +
1
q
ebn .
Apre`s avoir traite´ la partie exceptionnelle de l’ope´rateur, revenons a` la partie classique
de celui-ci. Comme nous l’avions annonce´ pre´ce´demment notre ope´rateur sera un de´calage
a` droite ponde´re´ perturbe´. Pour cela, on pose e´galement :
(3.9) pour tout i ∈ [bn−1, bn − 1[ pour n ∈ N∗, T (ei) = wi+1ei+1
Nous venons de de´ﬁnir T a` partir de deux de´ﬁnitions. Cependant, la de´ﬁnition de T
n’est pas encore tre`s claire puisque (3.9) de´ﬁnit T sur tous les vecteurs de base sauf
ceux qui s’e´crivent ebn−1 et (3.8) de´ﬁnit le bn-ie`me ite´re´ de T en e0. Or, on souhaite que
notre ope´rateur soit utilisable, il faut donc re´-exprimer T bne0 pour obtenir l’expression de
Tebn−1 et ainsi connaitre l’action de T sur tous les vecteurs de base. Pour ceci, on e´crit
simplement :
T bne0 = T
bn−bn−1T bn−1e0
= T bn−bn−1(Pn−1(T )e0 + ebn−1)
= T bn−bn−1Pn−1(T )e0 + wbn−1+1 . . . wbn−1Tebn−1.
En remplac¸ant maintenant T bne0 par Pn(T )e0 + ebn ci dessus, on obtient :
Tebn−1 = εnebn + fn
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ou`
εn =
1
wbn−1+1 · · ·wbn−1
et
(3.10) fn =
1
wbn−1+1 · · ·wbn−1
(Pn(T )e0 − T bn−bn−1Pn−1(T )e0).
Bien suˆr, pour que cette de´ﬁnition ait un sens, il faut supposer que deg(Pn) < bn − 1 ce
que nous supposerons a` partir de maintenant.
Pour des questions de commodite´, nous allons ﬁxer une fois pour toute les suites
(bn)n∈N et (wn)n∈N :
b0 = 1, bn = (2p+ 1)
n pour tout n ∈ N∗, wn = 4
Ç
1− 1
2
√
n
å
pour tout n ∈ N∗.
On peut remarquer que nous avons pris bn diﬀe´rent de celui choisi par Bayart et Matheron,
la raison est que nous avons besoin d’avoir b1 ≥ 2p pour obtenir la condition (3.7e). De
plus, la suite (bn)n∈N est choisie de fac¸on a` croitre tre`s vite, cela implique que notre
ope´rateur est rarement perturbe´ et permettra d’assurer la continuite´ de celui-ci. De plus,
il sera utile de remarquer que 2 ≤ wn ≤ 4 pour tout n ∈ N∗. On notera e´galement
dn = deg(Pn).
Continuite´ de T
Comme on l’a vu auparavant, il suﬃt de trouver une suite admissible P telle que T
soit continu et Φ soit continue pour le produit de´ﬁni auparavant. Dans cette optique, on
dira que P est controˆle´e par une suite de nombres positifs (cn)n∈N si pour tout n ∈ N,
deg(Pn) < cn et |Pn|1 ≤ cn. On peut facilement se convaincre que si sup
n→∞
cn = ∞ alors il
existe une suite admissible controˆle´e par (cn)n∈N. On notera aussi ‖∑i∈N xiei‖1 = ∑i∈N |xi|
la norme ℓ1 sur c00.
Pour obtenir (3.7c), nous aurons besoin du lemme suivant qui est essentiellement le
Lemme 4.20 de [7]. Par souci d’exhaustivite´, nous en donnerons tout de meˆme une preuve
quasi identique a` celle de [7] :
Lemme 3.33. On a les deux proprie´te´s suivantes :
εn ≤ 1 pour tout n ∈ N∗(3.11a)
Si n ∈ N∗ et si ‖fk‖1 ≤ 1 pour tout k < n alors :(3.11b)
‖fn‖1 ≤ 4max(dn,dn−1)+1
Ç |Pn|1
2bn−1
+ |Pn−1|1 exp
(
−c
»
bn−1
)å
ou` c > 0 est une constante.
Preuve :
(3.11a) est e´vident car on a remarque´ auparavant que wn ≥ 2.
Pour (3.11b), prenons n ∈ N∗ et supposons que pour tout k < n, ‖fk‖1 ≤ 1. Posons, pour
tout j ∈ N, Ej = Vect{e0, . . . , ej}. On a clairement
(3.12) ‖T|Ej ‖1 ≤ max (‖Tei‖1, i ≤ j) .
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De plus, comme (wi)i∈N∗ est strictement croissante et wi ≥ 2 pour tout i ∈ N∗ alors
l’hypothe`se faite sur les fk combine´e avec (3.12) implique que pour tout j < bn−1 et tout
x ∈ Ej,
‖Tx‖1 ≤ wj+1‖x‖1.
En appliquant ceci re´cursivement, on obtient donc que pour tout k ∈ {1, . . . , bn − 1} :
‖T ke0‖1 ≤
k∏
i=1
wi.
Remarquons que quitte a` choisir par convention que le produit indexe´ sur un ensemble
vide est e´gal a` 1, on peut prolonger l’e´galite´ pre´ce´dente a` k = 0 car on a suppose´ la base
(ei)i∈N normalise´e.
Maintenant, nous allons pouvoir commencer a` estimer ‖fn‖1 en utilisant l’expression
(3.10) :
‖fn‖1 ≤ |Pn|1
∏dn
i=1wi + |Pn−1|1∏bn−bn−1+dn−1i=1 wi
wbn−1+1 · · ·wbn−1
On majore ensuite brutalement le terme pre´ce´dent en utilisant 2 ≤ wn ≤ 4 :
‖fn‖1 ≤ 4max(dn,dn−1)+1
Ñ
|Pn|1
2bn−bn−1−1
+ |Pn−1|1
bn−bn−1−1∏
i=1
wi
wi+bn−1
é
Il suﬃt maintenant d’utiliser le fait que pour 0 ≤ u < v ≤ 1, ln( 1−v
1−u
) ≤ u − v pour
obtenir :
bn−bn−1−1∏
i=1
wi
wi+bn−1
≤ exp
Ñ
bn−bn−1−1∑
i=1
Ç
1
2
√
i+ bn−1
− 1
2
√
i
åé
≤ exp
Ñ
−1
4
bn−1∑
i=1
bn−1
(i+ bn−1)
3
2
é
en utilisant la relation bn−bn−1−1≥bn−1
et le the´ore`me des accroissements finis,
≤ exp
(
−c
»
bn−1
)
Il suﬃt, pour conclure, de combiner cette dernie`re ine´galite´ et l’ine´galite´ pre´ce´dente.

Montrons maintenant que (3.7c) est bien ve´riﬁe´ pour un choix de P ade´quat.
Lemme 3.34. Il existe une suite de controˆle (un)n∈N qui tend vers l’infini telle que si P
est controˆle´e par (un)n∈N alors T est continu sur c00 pour la topologie induite par celle sur
X.
Preuve :
Comme bn = (2p + 1)
n, il est clair que l’on peut choisir (un)n∈N telle que pour tout
n ∈ N∗ :
4un+1
Å un
2bn−1
+ un exp
(
−c
»
bn−1
)ã
≤ 1
2n
.
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De plus, comme par hypothe`se P est controˆle´e par (un)n∈N, il suﬃt alors d’utiliser le
re´sultat du Lemme 3.33 pour obtenir que pour tout n ∈ N∗,
‖fn‖1 ≤ 1
2n
.
Maintenant pour montrer la continuite´ de T , on se rappelle de la fac¸on dont il a e´te´
construit et il parait naturel de re´e´crire T = R +K avec R qui est la partie de´calage a`
droite ponde´re´ par une suite borne´e et K est la partie “exceptionnelle” de´ﬁnie par :
K(ei) =
fn, s’il existe n tel que i = bn − 10, sinon .
Comme le de´calage a` droite est continu et que la base (ei)i∈N est inconditionnelle (ce qui
veut dire par de´ﬁnition que l’ope´rateur de ponde´ration par une suite borne´e est continu),
R est lui-meˆme continu.
Pour la partie exceptionnelle, en utilisant l’ine´galite´ triangulaire et le fait que la base
(ei)i∈N est normalise´e, on obtient que ‖ · ‖X ≤ ‖ · ‖1 et donc ‖Kebn−1‖X ≤ ‖fn‖1. On
de´duit de ceci et de l’ine´galite´ ‖fn‖1 ≤ 12n que la se´rie
∑∞
i=0 ‖Kei‖X est convergente. Enﬁn,
comme (ei)i∈N est normalise´e, la suite (e
∗
i )i∈N est borne´e et en e´crivant x =
∑∞
i=0 xiei ∈ c00,
alors on obtient la continuite´ de K car
‖K(x)‖ ≤
∞∑
i=0
‖Kei‖X‖e∗i ‖‖x‖X ≤ 2 sup
i∈N
(‖e∗i ‖)‖x‖X .

Construction des Φδ
Il nous reste maintenant a` construire les formes line´aires Φδ ve´riﬁant (3.7d) et (3.7e).
Nous devons construire des fonctions Φδ, δ ∈ {0, . . . , 2p − 1} qui sont toutes continues
pour le produit sur K[T ]e0. Mais avant cela, on va se donner un moyen de ve´riﬁer la
continuite´ pour le produit de ces fonctions par le lemme suivant tire´ de [7] :
Lemme 3.35. Soit φ une forme line´aire sur c00 et supposons que
∑
r,q |φ(er · eq)| < ∞.
Alors l’application (x, y) 7→ φ(x · y) est continue sur c00 × c00.
Preuve :
On commence par e´crire x =
∑∞
r=0 xrer et y =
∑∞
q=0 yqeq, en remplac¸ant dans la somme
on obtient :
|φ(x · y)| ≤
∞∑
r,q
|xr||yq||φ(er · eq)| ≤ C2
∞∑
r,q
|φ(er · eq)|‖x‖‖y‖
pour tous x, y ∈ c00 et avec C = sup
i∈N
(‖e∗i ‖). D’ou` le lemme.

Nous allons maintenant construire les formes line´aires Φδ et pour cela, on introduit
une nouvelle terminologie : on dira qu’un vecteur x ∈ c00 est a` support dans un ensemble
I ⊂ N si x ∈ Vect{T ie0, i ∈ I}. Nous allons bien suˆr construire les fonctions Φδ dans
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l’objectif de pouvoir leur appliquer le Lemme 3.35. Pour cela, il nous suﬃt de savoir
majorer |φ(er · eq)|.
On commence donc par e´tudier le produit er · eq. Pour des raisons pratiques, ﬁxons r ≤ q.
On peut alors de´composer r = bk + u et q = bl + v avec u ∈ {0, . . . , bk+1 − bk − 1} et
v ∈ {0, . . . , bl+1 − bl − 1} pour certains entiers naturels k et l uniques. En revenant a` la
fac¸on dont nous avons de´ﬁni T avec les relations (3.9) et (3.8), on peut re´-exprimer :
er =
1
wbk+1 · · ·wbk+u
Ä
T bk − Pk(T )
ä
T u(e0),
eq =
1
wbl+1 · · ·wbl+v
Ä
T bl − Pl(T )
ä
T v(e0).
Ainsi, pour toute forme line´aire φ : c00 → K, on obtient la majoration suivante :
|φ(er · eq)| ≤ 1
2u+v
|φ(y(k,u),(l,v))|,
avec y(k,u),(l,v) = (T
bk − Pk(T ))(T bl − Pl(T ))T u+ve0 car wi ≥ 2 pour tout i ∈ N.
Il nous faut a` pre´sent re´ussir a` bien traiter ces termes. Toujours dans l’optique de faire
converger la se´rie du Lemme 3.35, nous allons poser pour des raisons qui paraissent pro-
bablement partiellement obscures a` ce stade :
Φδ(T
ie0) =

1 si i = δ
0 si i ∈ {0, b1 − 1} \ {δ}
Φδ(Pn(T )T
i−bne0) si i ∈ [bn, 32bn[∪[2bn, 52bn[
0 dans les autres cas.
On remarque que ceci de´ﬁnit bien Φδ sur c00 puisque deg(Pn) + i − bn < i et ainsi
Pn(T )T
i−bne0 est a` support dans {0, · · · , i − 1}. Pour garantir la continuite´ des formes
line´aires Φδ que nous venons de de´ﬁnir, nous avons e´galement besoin du lemme suivant :
Lemme 3.36. Supposons que deg(Pn) <
bn
3
pour tout n ∈ N, alors pour tout 0 ≤ k ≤ l,
on a :
Φδ(y(k,u),(l,v)) = 0 si u+ v <
bl
6
(3.13a)
|Φδ(y(k,u),(l,v))| ≤Ml(P) := max
0≤j≤l
(1 + |Pj|1)2
l+1∏
j=1
max(1, |Pj|1)2.(3.13b)
Preuve :
La preuve de (3.13a) est juste un jeu d’e´criture a` condition d’avoir remarque´ que si
z ∈ c00 est a` support dans [0, bk2 [∪[bk, 32bk[ alors :
(3.14) Φδ
ÄÄ
T bk − Pk(T )
ä
z
ä
= 0.
Supposons donc u+ v < bl
6
et donc qu’en particulier l ≥ 1.
Dans le cas ou` k = l ≥ 1, on de´veloppe les termes en l pour obtenir :
y(k,u),(l,v) = (T
bk − Pk(T ))T bk+u+ve0 − (T bk − Pk(T ))Pk(T )T u+ve0
:= (T bk − Pk(T ))(z1)− (T bk − Pk(T ))(z2).
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Alors z1 est a` support dans [bk, bk + u + v] ⊂ [bk, 76bk[⊂ [bk, 32bk[ et z2 est a` support dans
[0, deg(Pk)+u+v] ⊂ [0, bk2 [ car par hypothe`se deg(Pk) ≤ bk3 . On conclut graˆce a` la relation
(3.14). Ainsi dans le cas ou` k = l, on obtient bien Φδ(y(k,u),(l,v)) = 0.
Dans le cas ou` l > k, il suﬃt d’e´crire :
y(k,u),(l,v) = (T
bl − Pl(T ))(z),
avec z = (T bk −Pk(T ))T u+ve0 qui est a` support dans [0, bk+u+ v] ⊂ [0, bl2 [ par de´ﬁnition
de (bn)n∈N. La` encore on conclut graˆce a` la relation (3.14). Ceci termine la preuve du
premier point.
Montrons maintenant (3.13b). Nous allons avoir besoin de deux petits re´sultats in-
terme´diaires. Le premier est direct : si R est un polynoˆme alors en utilisant l’ine´galite´
triangulaire on obtient :
|Φδ(R(T )e0)| ≤ |R|1 max
0≤j≤deg(R)
|Φδ(T je0)|.
Le second demande un peu plus de travail pour eˆtre obtenu. Il s’e´nonce de la fac¸on
suivante : pour tout n ∈ N, on a :
max
0≤i<bn
|Φδ(T ie0)| ≤
n−1∏
j=1
max(1, |Pj|1)2.
Admettons ce re´sultat pour l’instant et concentrons nous sur la preuve de (3.13b). On
sait que l’on peut e´crire y(k,u),(l,v) = R(T )e0 avec deg(R) ≤ bk + bl + u+ v < 2bl+1 < bl+2
car k ≤ l. De plus, il est clair que |R|1 ≤ (1 + |Pl|1)(1 + |Pk|1). La conclusion du lemme
se de´duit facilement des deux re´sultats que nous venons d’e´noncer.
Montrons maintenant le deuxie`me re´sultat dont nous avons laisse´ la preuve en suspens.
En donnant par convention la valeur 1 a` un produit indexe´ sur un ensemble vide, on
voit que la relation est vraie pour n = 0 et n = 1. On va raisonner par re´currence,
supposons donc que la relation est vraie au rang n et montrons la au rang n+ 1. Posons
Φδ,i = |Φδ(T ie0)| et Kn = ∏n−1j=1 max(1, |Pj|1)2. Alors,
max
bn≤i<2bn
Φδ,i = max
bn≤i<
3
2
bn
|Φδ(Pn(T )T i−bne0)|
≤ |Pn|1 max
0≤j< bn
2
+deg(Pn)
Φδ,j
≤ |Pn|1Kn.
On a aussi :
max
2bn≤i<bn+1
Φδ,i = max
2bn≤i<
5
2
bn
Φδ,i ≤ |Pn|1 max
0≤i<2bn
Φδ,i ≤ |Pn|21Kn.
Ainsi, max
2bn≤i<bn+1
Φδ,i ≤ Kn+1. Ce qui ache`ve la re´currence et la preuve du lemme.

On va maintenant pouvoir assurer la continuite´ pour le produit des forme line´aires Φδ
sous des hypothe`ses convenables sur P.
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Proposition 3.37. Il existe une suite (vn)n∈N qui tend vers l’infini telle que si P est
controˆle´e par (vn)n∈N, alors (x, y) 7→ Φδ(x · y) est continue sur c00 × c00.
Preuve :
Posons Λ = {(m,w) ∈ N× N, w < bm+1 − bm}. Alors,
∑
r,q
|Φδ(er · eq)| ≤
∑
((k,u),(l,v))∈Λ×Λ
1
2u+v
|Φδ(y(k,u),(l,v))|.
En utilisant maintenant le Lemme 3.36, on obtient en majorant assez brutalement :
∑
r,q
|Φδ(er · eq)| ≤ 2
∞∑
k=0
∞∑
l=k
Ml(P)
∑
u+v≥
bl
6
1
2u+v
≤
∞∑
k=0
∞∑
l=k
Ml(P)
∑
i≥
bl
6
i+ 1
2i−1
car Card({(u, v) ∈ N2 : u+ v = i}) = i+ 1.
Choisissons maintenant une suite de nombres positifs (An)n∈N qui tend vers l’inﬁni avec
An ≥ 2 et telle que :
∞∑
k=0
∞∑
l=k
Al
∑
i≥
bl
6
i+ 1
2i−1
< +∞.
A` ce stade, il suﬃt de choisir la suite de controˆle (vn)n∈N de fac¸on que Mn(P) ≤ An pour
tout n ∈ N.
On en de´duit la proposition en utilisant le Lemme 3.35.

On peut maintenant regrouper les re´sultats du Lemme 3.34 et du Lemme 3.36 et l’on
obtient qu’en choisissant bien notre suite de controˆle, c’est-a`-dire en prenant le plus petit
coeﬃcient pour chaque terme de la suite, T est continu et les Φδ, δ ∈ {0, . . . , 2p− 1} sont
continues pour le produit que l’on a de´ﬁni au de´part sur K[T ]e0. Il est donc clair que Ψ
ve´riﬁe (3.7d).
De plus, les formes line´aires Φδ ont e´te´ construites pour ve´riﬁer (3.7e) car
Φδ(T
i(e0)) =
1 si i = δ0 sinon pour tout 0 ≤ i ≤ b1 − 1 = 2p.
Maintenant, graˆce au Lemme 3.34, a` la Proposition 3.37 et au crite`re du Lemme 3.30,
on obtient le The´ore`me 3.28.
Dans cette section, on a construit le premier exemple d’ope´rateur qui est supercyclique
mais qui n’est pas fortement h-supercyclique pour 2 ≤ h ≤ p. Il est alors naturel de
se demander si l’on peut trouver un exemple d’ope´rateur supercyclique qui n’est pas
fortement p-supercyclique pour tout p ≥ 2.
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3.3.3 Un ope´rateur supercyclique qui n’est pas fortement n-supercyclique pour tout n ≥ 2
L’exemple pre´ce´dent d’un ope´rateur supercyclique qui n’est pas fortement h-super-
cyclique pour h ﬁxe´ re´pond a` la question de l’existence d’ope´rateurs fortement h-super-
cycliques mais pas fortement (h + 1)-supercycliques pour le cas particulier h = 1. Ce
re´sultat peut en fait eˆtre ame´liore´ de la fac¸on suivante :
The´ore`me 3.38. Il existe un ope´rateur supercyclique qui n’est pas fortement h-supercyclique
pour tout h ≥ 2.
La de´monstration de ce re´sultat fait appel aux ope´rateurs construits dans la section
pre´ce´dente, en eﬀet un moyen naturel de construire un ope´rateur qui n’est pas fortement
h-supercyclique pour tout h ≥ 2 est de le construire comme somme directe d’ope´rateurs
qui ne sont pas fortement h-supercycliques a` h ﬁxe´. C’est l’ide´e de la de´monstration de ce
the´ore`me. Il faut de plus s’assurer de deux autres choses : d’abord que la somme directe
a bien un sens mais aussi que l’ope´rateur construit est bien lui-meˆme supercyclique ce
qui n’est pas automatique en ge´ne´ral et encore moins quand les ope´rateurs en question ne
ve´riﬁent pas le crite`re de supercyclicite´. Pour cela, il nous faudra jouer sur les parame`tres
qui entrent dans la construction de l’ope´rateur de la section pre´ce´dente. Chaque ope´rateur
qui entrera dans la somme directe aura ses propres parame`tres. Il nous faut donc construire
ces parame`tres de fac¸on a` conserver les proprie´te´s de l’ope´rateur donne´es dans la section
pre´ce´dente mais aussi faire en sorte qu’ils induisent des comportements supercycliques
compatibles pour tous les ope´rateurs entrant dans la somme directe.
Dans la premie`re partie, nous allons construire une inﬁnite´ d’ope´rateurs supercycliques
Tp qui ne sont pas fortement h-supercycliques pour 2 ≤ h ≤ p. De plus, nous voulons
que ces ope´rateurs ve´riﬁent certaines proprie´te´s additionnelles aﬁn de pouvoir conside´rer
leur somme directe en pre´servant la proprie´te´ de supercyclicite´. Pour s’assurer de tout
cela, nous devons donc modiﬁer quelque peu la construction des ope´rateurs de la section
pre´ce´dente, en particulier le parame`tre (bn)n∈N et la suite admissible de polynoˆmes P. A`
partir de maintenant, nous posons bn = 5
n pour tout n ∈ N∗ et b0 = 0.
Dans une seconde partie, nous construisons l’ope´rateur annonce´ dans le The´ore`me
3.38 et nous ve´riﬁons que les ope´rateurs construits juste avant permettent d’assurer la
supercyclicite´ de ce dernier et qu’il n’est pas fortement h-supercyclique pour tout h ≥ 2.
Construction d’une infinite´ d’ope´rateurs pour diffe´rents parame`tres
En se donnant une inﬁnite´ de suites de controˆles strictement croissantes (uin)n∈N et
qui ve´riﬁent limn→+∞ u
i
n = +∞ pour tout i ≥ 2, alors il existe une e´nume´ration (Sin)n∈N
de (Q[X])i+1 × {0}N, a` laquelle nous n’imposons pas d’eˆtre bijective, pour tout i ∈ N
satisfaisant : pour tous i, k, n ∈ N, et 0 ≤ j ≤ bi+1, Sij(k) = 0, deg(Sin(k)) ≤ uk+2n
et |Sin(k)|1 ≤ uk+2n . Ces e´nume´rations sont la cle´ pour construire les suites admissibles
(Pk)k∈N qui entrent dans la construction de l’ope´rateur supercyclique. Nous de´taillons la
construction des suites admissibles ci-dessous :
Pour tout j ∈ N et tout n ∈
[
j(j+1)
2
, (j+1)(j+2)
2
[
, on pose :
Qn = S
n−
j(j+1)
2
j(j+3)
2
−n
et Q0 = S
0
0 .
Pour tout k ≥ 2 et tout n ∈ N, on pose e´galement : Pkn := Qn(k − 2). Ces notations sont
re´sume´es dans le tableau ci-dessous. Les cases contenant des ze´ros ne sont absolument pas
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exhaustives, il y a beaucoup de composantes nulles dans ces suites.
La construction de (Qn)n∈N est faite suivant deux axes. D’une part tout e´le´ment de Q[X]
doit eˆtre la k-ie`me composante d’un certain Qn avec les autres composantes nulles et ceci
pour tout k ∈ N, c’est ce qui nous permet d’obtenir un ope´rateur T cyclique. D’autre part,
pour passer de la cyclicite´ a` la supercyclicite´ de T , pour tout P ∈ Q[X], on doit pouvoir
trouver une inﬁnite´ de Qn contenant un nombre arbitraire de fois λP sur ses premie`res
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composantes et des ze´ros ensuite et ou` λ et le nombre de re´pe´titions de λP augmentent
avec n.
De plus, on peut remarquer que les suites Pk sont admissibles et controˆle´es par (ukn)n∈N
pour tout k ≥ 2. En eﬀet, pour tous n ∈ N et k ≥ 2, Pkn = Qn(k−2) ainsi il existe q, r ∈ N
avec q, r ≤ n tels que Pkn = Sqr (k−2). De plus, deg(Sqr (k−2)) ≤ ukr par de´ﬁnition et donc
deg(Sqr (k − 2)) ≤ ukn car (ukn)n∈N est strictement croissante. Le meˆme argument prouve
que |Pkn|1 ≤ ukn. Il reste l’admissibilite´. Pour cela, on remarque d’abord que S00(i) = 0
pour tout i ∈ N. De plus, pour tout k ≥ 2, Pk est une e´nume´ration de Q[X] puisque
Q[X] = {Sk−2n (k − 2), n ∈ N} ⊆ {Pkn, n ∈ N}.
Lemme 3.39. Ces suites ont e´galement la proprie´te´ suivante Pkj = 0 pour tous k ≥ 2 et
0 ≤ j ≤ 2k.
Preuve :
Soit k ≥ 2 et 0 ≤ j ≤ 2k, alors Pkj = Qj(k − 2) = Sqr (k − 2) pour certains q, r ∈ N
avec q + r ≤ j par de´ﬁnition de Q et si 0 ≤ r ≤ bq+1, Sqr (k − 2) = 0.
D’autre part, si bq+1 < r, alors bq+1 + q < q + r ≤ j ≤ 2k, et donc 5q+1+q−42 ≤ k − 2. De
plus, si q ≥ 1, un petit calcul prouve que q + 1 < 5q+1+q−4
2
. On a ainsi q + 1 < k − 2, ce
qui aboutit a` Sqr (k − 2) = 0 puisque Sqr ∈ (Q[X])q+1 × {0}N.
Il reste a` conside´rer le cas ou` q = 0 et 5 = b1 < r mais on sait que si k−2 > 1⇔ k 6= 2 alors
Sqr (k− 2) = 0. De plus, si k = 2, alors q 6= 0 car sinon l’ine´galite´ 5 = b1 < p ≤ j ≤ 2k = 4
est contredite.
Ceci termine la preuve du lemme.

On suppose maintenant que X est un espace de Banach muni d’une base incondition-
nelle normalise´e (ei)i∈N pour laquelle l’ope´rateur de de´calage a` droite est continu. Pour
tout p ≥ 2, on pose Xp := X, (epi )i∈N := (ei)i∈N la base inconditionnelle de Xp et on de´ﬁni
un ope´rateur Tp sur Xp de la meˆme fac¸on que dans la section pre´ce´dente mais avec les pa-
rame`tres p et (bn)n∈N et les suites admissibles P
p construites ci-dessus. Ces changements
de parame`tres ne perturbent pas (3.7a), (3.7b) et (3.7c) qui restent ve´riﬁe´es, ainsi Tp est
bien de´ﬁni et continu sur Xp. De plus, il est apparent dans la preuve du Lemme 3.34 que
‖Tp‖ ≤ sup(4Cpu‖Fp‖, 2Cpu) ou` Cpu est la constante d’inconditionnalite´ de (epi )i∈N et Fp est
l’ope´rateur de de´calage a` droite sur Xp.
La partie de´licate de la construction est la de´ﬁnition des formes line´aires Φδ car nous
avons eu besoin de la condition b1 > 2p pour construire ces fonctionnelles et ve´riﬁer
(3.7e). Dans le cas pre´sent nous avons choisi bn = 5
n pour tout n ∈ N∗, donc nous avons
apporte´ e´galement des changements sur les suites admissibles Pp de fac¸on a` ce que l’on
puisse toujours construire les fonctionnelles Φδ en mettant un nombre suﬃsant de ze´ros au
de´but de chaque suite pour compenser le fait que b1 < 2p. Pour tout δ ∈ {0, . . . , 2p− 1},
on de´ﬁnit :
Φδ(T
ie0) =

1 si i = δ
0 si i ∈ {0, bm − 1} \ {δ}
Φδ(Pn(T )T
i−bne0) si i ∈ [bn, 32bn[∪[2bn, 52bn[ pour n ≥ m
0 sinon
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ou` m ∈ N∗ est choisi de sorte que bm−1 < 2p < bm.
Ainsi, Φδ est bien de´ﬁnie graˆce au Lemme 3.39 et les proprie´te´s (3.7e) et (3.7d) sont
e´galement satisfaites. Donc modulo quelques changements sur les parame`tres donne´s
dans la section pre´ce´dente, Tp est supercyclique mais pas fortement h-supercyclique pour
1 < h ≤ p sur Xp, pour un choix approprie´ de suites de controˆles strictement croissantes.
Construction de l’ope´rateur supercyclique n’e´tant pas fortement h-supercyclique
pour h ≥ 2
Comme nous l’avions annonce´ pre´ce´demment, on de´ﬁnit T = ⊕ℓ2Tp un ope´rateur sur
B = ⊕ℓ2Xp pour p ≥ 2. En conside´rant d’une part la partie de´calage ponde´re´ a` droite R
et d’autre part la perturbation K, on obtient :
‖T‖ ≤ ‖R‖+ ‖K‖ ≤ 4 sup
p≥2
(Cpu‖Fp‖) + 2 sup
p≥2
(Cpu) < +∞
car pour tout p ≥ 2, Xp = X. Ainsi, T est continu sur B et n’est pas fortement n-
supercyclique pour n ≥ 2.
Il nous suﬃt a` pre´sent de montrer que T est supercyclique. Pour cela, nous allons
montrer que T ve´riﬁe les deux conditions suivantes :
{(0, · · · , 0, epi , 0, · · · ), i ∈ N, p ≥ 2} ⊂ Vect
®
T i
Ç
⊕ℓ2
ep0
p
å
, i ∈ N
´
,(3.15a)
Vect
®
T i
Ç
⊕ℓ2
ep0
p
å
, i ∈ N
´
⊆
®
λT i
Ç
⊕ℓ2
ep0
p
å
, i ∈ N, λ ∈ K
´
.(3.15b)
La condition (3.15b) est bien ve´riﬁe´e avec notre construction de suites admissibles. En
eﬀet, il suﬃt de ve´riﬁer (3.15b) pour VectQ
{
T i
(
⊕ ep0
p
)
, i ∈ N
}
.
Prenons donc P ∈ Q[X], alors par de´ﬁnition de la suite (Qn)n∈N, il existe trois suites
d’entiers strictement croissantes (nk)k∈N,(mk)k∈N et (λk)k∈N telles que pour tout k,
Qnk =
Ö
λkP, . . . , λkP︸ ︷︷ ︸
mk fois
, 0, · · ·
è
.
On peut ainsi exprimer
T bnk
Ç
⊕ℓ2
ep0
p
å
=
Ñ
λkP (T )
Ç
e20
2
å
+
e2bnk
2
, . . . , λkP (T )
(
emk+10
mk + 1
)
+
emk+1bnk
mk + 1
,
emk+2bnk
mk + 2
, · · ·
é
.
Par conse´quent, on e´value∥∥∥∥∥ 1λkT bnk
Ç
⊕ℓ2
ep0
p
å
− P (T )
Ç
⊕ℓ2
ep0
p
å∥∥∥∥∥
ℓ2
=
∥∥∥∥∥∥
Ñ
e2bnk
2λk
, . . . ,
emk+1bnk
(mk + 1)λk
,
emk+2bnk
(mk + 2)λk
− P (T )
(
emk+20
mk + 2
)
, . . .
é∥∥∥∥∥∥
ℓ2
−→
k→+∞
0.
D’ou` (3.15b).
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On s’inte´resse maintenant a` (3.15a).
Soient i ∈ N et q ≥ 2. La de´ﬁnition de la suite (Qn)n∈N et la supercyclicite´ de Tp impliquent
qu’il existe une suite d’entiers strictement croissante (nk)k∈N telle que
Qnk = (0, . . . , 0, Pk, 0, . . .)
pour tout k ∈ N ou` Pk est un polynoˆme tel que :
Pk(T )e
q
0 = λke
q
i + εk,
ou` (λk)k∈N est une suite strictement croissante de re´els positifs tendant vers +∞ et
‖εk‖ −→
k→+∞
0.
On obtient alors,∥∥∥∥∥ qλkT bnk
Ç
⊕ℓ2
ep0
p
å
− (0, . . . , 0, eqi , 0, . . .)
∥∥∥∥∥
ℓ2
=
∥∥∥∥∥∥
Ñ
qe2bnk
2λk
, . . . ,
qeq−1bnk
(q − 1)λk ,
eqbnk
λk
+
1
λk
Pk(T ) (e
q
0)− eqi ,
qeq+1bnk
(q + 1)λk
, . . .
é∥∥∥∥∥∥
ℓ2
=
∥∥∥∥∥∥
Ñ
qe2bnk
2λk
, . . . ,
qeq−1bnk
(q − 1)λk ,
eqbnk
λk
+ εk,
qeq+1bnk
(q + 1)λk
, . . .
é∥∥∥∥∥∥
ℓ2
−→
k→+∞
0.
Ceci prouve (3.15a). Donc T est supercyclique sur X mais n’est jamais fortement h-
supercyclique pour h ≥ 2. Ceci termine la construction de l’ope´rateur du The´ore`me 3.38.
Question. Un ope´rateur fortement n-supercyclique est-il toujours fortement (n + 1)-
supercyclique pour n ≥ 2 ?
Question. Si T est fortement n-supercyclique pour tout n ≥ 1, T ve´riﬁe-t-il le crite`re de
supercyclicite´ ?
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4 Co-forte n-supercyclicite´
4.1 De´finition et proprie´te´s
Les ope´rateurs fortement n-supercycliques sont en quelque sorte des ope´rateurs qui ont
la proprie´te´ d’eˆtre universels sur l’ensemble des Grassmanniennes de dimension n d’un
espace de Banach. De la meˆme fac¸on, il n’est pas absurde de se demander si l’on peut
de´ﬁnir une notion d’universalite´ pour des ope´rateurs sur des ensembles de sous-espaces
de dimension plus grande. Typiquement, l’ide´e la plus naturelle est de regarder ce qu’il se
passe si au lieu de s’inte´resser aux ite´re´s d’un sous-espace de dimension n, on conside`re
les ite´re´s d’un sous-espace de codimension n. Bien suˆr, l’e´tude s’annonce plus de´licate
puisque la codimension est ”moins stable” que la dimension. Ainsi, lorsqu’on applique
un ope´rateur sur un sous-espace de dimension ﬁnie, on ne peut craindre qu’une chute
de la dimension mais il en est autrement pour la codimension. En eﬀet, l’action d’un
ope´rateur sur un sous-espace de codimension ﬁnie peut faire changer sa codimension soit
en l’augmentant soit en la diminuant.
De plus, si l’on veut de´ﬁnir une notion analogue a` la forte n-supercyclicite´, il nous faut
au pre´alable de´ﬁnir l’ensemble sur lequel nous allons e´tudier les ope´rateurs en question.
De´finition 4.1. Soit X un espace de Banach et soit n ∈ N∗. On appelle n-ie`me co-
Grassmannienne de X, note´e Pcon (X), l’ensemble de tous les sous-espaces de codimension
n dans X. On note X∗n l’ensemble des n-uplets de vecteurs de X
∗ qui forment une fa-
mille inde´pendante et on munit cet ensemble de la topologie induite par celle de X∗n.
On munit l’ensemble Pcon (X) de la topologie la moins ﬁne qui rende les applications
Πn : X
∗
n → Pcon (X) avec Πn(x∗1, . . . , x∗n) = ∩ni=1 ker (x∗i ) continues et ouvertes.
Avec cette de´ﬁnition de la n-ie`me co-Grassmannienne, il est maintenant possible de
de´ﬁnir une notion d’universalite´ des ope´rateurs sur cet espace.
De´finition 4.2. Soit n ∈ N∗ et T un ope´rateur line´aire borne´ sur X. Un sous-espace
vectoriel M de codimension n est dit co-fortement n-supercyclique pour T si pour tout
k ∈ N, T k(M) est de codimension n et si l’ensemble ¶T k(M)©
k∈N
est dense dans Pcon (X).
Dans ce cas, l’ope´rateur T est dit co-fortement n-supercyclique.
Remarque 4.3. On peut commencer par remarquer que ces ope´rateurs n’apparaissent pas
en dimension ﬁnie d’apre`s le The´ore`me 2.34 puisque comme on l’a vu dans la Proposition
2.24, si X est de dimension ﬁnie n, un ope´rateur T est fortement k-supercyclique si et
seulement si T−1∗ est co-fortement (n− k)-supercyclique.
Remarque 4.4. Il est important de noter que l’on ne peut pas se passer de l’adhe´rence
T k(M) dans la de´ﬁnition pre´ce´dente. En eﬀet, si l’on ne conside`re pas l’adhe´rence de
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T k(M), il est possible que ce sous-espace ne soit pas ferme´. Or pour parler de sa codimen-
sion, nous avons besoin que ce dernier soit ferme´. C’est encore un proble`me que l’on n’a
pas lorsqu’on e´tudie la forte n-supercyclicite´ et donc l’orbite de sous-espaces de dimension
ﬁnie.
Apre`s avoir de´ﬁni rigoureusement la co-forte n-supercyclicite´, certaines conditions
ne´cessaires pour l’existence de tels ope´rateurs en de´coulent. Par exemple, on peut remar-
quer que l’existence d’ope´rateurs co-fortement n-supercycliques de´pend de la se´parabilite´
de l’espace dual. La proposition suivante donne un e´nonce´ plus pre´cis de ce fait.
Proposition 4.5. Si T est un ope´rateur co-fortement n-supercyclique sur un espace de
Banach X, alors X∗ est se´parable.
Preuve :
Il est clair que la proprie´te´ sera de´montre´e si l’on montre queX∗n est se´parable. Comme
T est co-fortement n-supercyclique, il existe un sous-espace vectoriel L = ∩ni=1 ker (x∗i )
de codimension n tel que
¶
T k(L)
©
k∈N
est dense dans Pcon (X). Ceci est e´quivalent a` la
densite´ de ∪+∞k=0Π−1n
Ä
T k(L)
ä
dans l’espace produit X∗n. Or pour tout k ∈ N, l’ensemble
Π−1n
Ä
T k(L)
ä
est contenu dans l’espace vectoriel des n-uplets de formes line´aires sur X
dont le noyau contient T k (∩ni=1 ker (x∗i )). Mais comme par de´ﬁnition T k (∩ni=1 ker (x∗i )) est
de codimension n, il est clair que cet espace vectoriel de n-uplets de formes line´aires est
de dimension ﬁnie n2. Ainsi ∪+∞k=0Π−1n
Ä
T k(L)
ä
est dense dans X∗n et est contenu dans une
union de´nombrable de sous-espaces vectoriels de dimension ﬁnie. La se´parabilite´ de X∗n
de´coule directement de cette dernie`re observation.

Remarque 4.6. Il est bien connu que les notions d’hypercyclicite´, supercyclicite´ et n-
supercyclicite´ ne´cessitent que l’espace soit se´parable pour exister. De plus, si l’espace
X est un espace de Banach de dimension inﬁnie, c’est meˆme une condition ne´cessaire
et suﬃsante. La proposition pre´ce´dente montre que pour la co-forte n-supercyclicite´, la
se´parabilite´ de l’espace X est ne´cessaire mais elle n’est pas suﬃsante. On supposera donc
a` partir de maintenant que l’espace X sur lequel on travaille est se´parable.
Graˆce a` la proposition pre´ce´dente, on peut d’ores et de´ja` exhiber des espaces qui
n’admettent pas d’ope´rateurs co-fortement n-supercycliques.
Corollaire 4.7. Il n’existe pas d’ope´rateur co-fortement n-supercyclique sur ℓ1(N), ℓ1(Z),
ℓ∞(N) et ℓ∞(Z).
Nous donnons maintenant un lemme qui nous servira dans la preuve du lemme suivant.
Lemme 4.8. Si X est un espace de Banach, E un sous-espace dense de X et F un
sous-espace ferme´ de codimension finie n, alors E ∩ F est dense dans F .
Preuve :
Comme F est de codimension ﬁnie et puisque E est dense, on peut de´composer
X = F ⊕ G ou` G est un sous-espace de dimension n contenu dans E. Notons, PF (res-
pectivement PG) la projection sur F paralle`lement a` G (respectivement G paralle`lement
a` F ). Prenons ensuite un e´le´ment x ∈ F alors, par densite´ de E dans X, il existe une
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suite d’e´le´ments (xp)p∈N contenue dans E qui converge vers x. Ainsi, pour tout p ∈ N
on de´compose xp = PF (xp) + PG(xp) −→
p→+∞
x ∈ F . Par conse´quent, la continuite´ de la
projection PG implique PG(xp) −→
p→+∞
PG(x). Ainsi
xp − PG(xp) = PF (xp) −→
p→+∞
x.
La suite (PF (xp))p∈N est donc une suite d’e´le´ments de F ∩ E qui converge vers x. On en
de´duit la densite´ de F ∩ E dans F .

L’e´tude de tels ope´rateurs parait diﬃcile car il ne semble pas force´ment aise´ d’expri-
mer T k(∩ni=1 ker (x∗i )) pour k ∈ N de fac¸on maniable. Cependant, meˆme dans le cas ou`
l’ope´rateur est non-borne´, on peut donner une e´criture plus maniable de cet ensemble
graˆce au lemme suivant.
Lemme 4.9. Soit T un ope´rateur (e´ventuellement) non-borne´ tel que D(T∞) est dense
sur un espace de Banach se´parable X. Soient k, n ∈ N∗ et a∗1, . . . , a∗n ∈ D(T ∗k), alors
T−k(∩ni=1 ker(a∗i )) = ∩ni=1 ker(T ∗k(a∗i )).
Preuve :
On remarque tout d’abord qu’en appliquant le Lemme 4.8 avec E = D(T∞) et
F = ∩ni=1 ker(a∗i ), on obtient queD(T∞)
⋂∩ni=1 ker(a∗i ) est dense dans ∩ni=1 ker(a∗i ). En par-
ticulier, comme pour tout k ∈ N∗ D(T∞) ⊂ D(T k), on sait e´galement que
D(T∞)⋂∩ni=1 ker(a∗i ) est dense dans ∩ni=1 ker(a∗i ) pour tout k ∈ N∗. Commenc¸ons par
montrer l’inclusion ∩ni=1 ker(T ∗k(a∗i )) ⊆ T−k(∩ni=1 ker(a∗i )).
Choisissons tout d’abord x ∈ ∩ni=1 ker(T ∗k(a∗i )) ∩ D(T k). Alors, par de´ﬁnition pour tout
1 ≤ i ≤ n, 0 = 〈T ∗k(a∗i ), x〉 = 〈a∗i , T k(x)〉 et T k(x) ∈ ∩ni=1 ker(a∗i ) c’est-a`-dire
x ∈ T−k(∩ni=1 ker(a∗i )). Supposons maintenant que x ∈ ∩ni=1 ker(T ∗k(a∗i )) alors il existe
une suite de points de ∩ni=1 ker(T ∗k(a∗i )) ∩ D(T k) qui converge vers x, on peut appliquer
ce qui pre´ce`de a` chacun de ces points et on conclut que chacun de ces points appartient
a` T−k(∩ni=1 ker(a∗i )), ainsi x ∈ T−k(∩ni=1 ker(a∗i )).
Pour l’inclusion inverse, on raisonne de la meˆme fac¸on. Soit x ∈ T−k(∩ni=1 ker(a∗i )), alors il
existe une suite de vecteurs (xp)p∈N de T
−k (∩ni=1 ker(a∗i )) qui converge vers x. On a donc
T k(xp) ∈ ∩ni=1 ker(a∗i )
puis
0 = 〈a∗i , T k(xp)〉 = 〈T ∗k(a∗i ), xp〉
et donc
xp ∈ ∩ni=1 ker
Ä
T ∗k(a∗i )
ä
.
Comme ∩ni=1 ker
Ä
T ∗k(a∗i )
ä
est ferme´, on conclut graˆce a` la convergence de (xp)p∈N vers x.

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Remarque 4.10. Le lemme ci dessus est un outil cle´ pour l’e´tude des ope´rateurs co-
fortement n-supercycliques car il permet de passer d’une proprie´te´ de densite´ de T sur la
n-ie`me co-Grassmannienne a` des proprie´te´s de densite´ vis-a`-vis de l’adjoint de l’ope´rateur
inverse sur l’espace X∗n. On peut en outre remarquer que si l’ope´rateur T du lemme
pre´ce´dent est borne´ alors l’adhe´rence est inutile car T−k(∩ni=1 ker(a∗i )) = ∩ni=1 ker(T ∗k(a∗i ))
est ferme´.
A` l’aide du lemme pre´ce´dent, sous une condition d’inversibilite´ de l’ope´rateur, on peut
de´duire une caracte´risation de la co-forte n-supercyclicite´.
Proposition 4.11. Soit n ∈ N∗ et soit T un ope´rateur borne´ inversible sur un espace de
Banach se´parable X. Alors T est co-fortement n-supercyclique sur X si et seulement si
T−1∗ est fortement n-supercyclique sur X∗.
Preuve :
Supposons que T est co-fortement n-supercyclique. Alors il existe (x∗1, . . . , x
∗
n) ∈ X∗n tel
que ∪+∞k=0T k (∩ni=1 ker (x∗i )) est dense dans Pcon (X). Ainsi, graˆce au Lemme 4.9, on remarque
que
Π−1n
Ä∪+∞k=0T k (∩ni=1 ker (x∗i ))ä = Π−1n Ä∪+∞k=0T k (∩ni=1 ker (x∗i ))ä = ∪+∞k=0Π−1n Ä∩ni=1 ker ÄT−k∗x∗i ää
est dense dans X∗n. Or en utilisant plusieurs fois le Lemme 4.9, on obtient
∪+∞k=0πn
Ä
Π−1n
Ä∩ni=1 ker ÄT−k∗x∗i äää = ∪+∞k=0 ¶x∗ ∈ X∗ : ∩ni=1 ker ÄT−k∗ (x∗i )ä ⊂ ker(x∗)©
= ∪+∞k=0
¶
x∗ ∈ X∗ : ∩ni=1 ker (x∗i ) ⊂ ker
Ä
T k∗ (x∗)
ä©
= ∪+∞k=0T−k∗ ({x∗ ∈ X∗ : ∩ni=1 ker (x∗i ) ⊂ ker (x∗)}) .
De plus, il est clair que
¶
x∗ ∈ X∗ : ∩ni=1 ker
Ä
T−k∗ (x∗i )
ä ⊂ ker (x∗)© est un sous-espace
vectoriel de X∗ de dimension n et la densite´ est pre´serve´e par πn. Donc T
−1∗ est fortement
n-supercyclique sur X∗.
Si l’on suppose a` pre´sent que T−1∗ est fortement n-supercyclique, alors il existe
x∗1, . . . , x
∗
n ∈ X∗ tels que ∪+∞k=0T−k∗ (Vect (x∗1, . . . , x∗n)) est dense dans Pn(X∗). On conside`re
alors l’image re´ciproque de cet ensemble par la projection πn ainsi,
π−1n
Ä∪+∞k=0T−k∗ (Vect (x∗1, . . . , x∗n))ä = ∪+∞k=0π−1n ÄVect ÄT−k∗x∗1, . . . , T−k∗x∗nää
est dense dans X∗n. Il suﬃt alors de conside´rer l’image par Πn de ce dernier ensemble et
de faire un petit calcul pour remarquer que
∪+∞k=0Πn
Ä
π−1n
Ä
Vect
Ä
T−k∗x∗1, . . . , T
−k∗x∗n
äää
= ∪+∞k=0 ∩ni=1 ker
Ä
T−k∗x∗i
ä
est encore dense dans Pcon (X). Enﬁn, on utilise une fois de plus le Lemme 4.9 pour conclure
que ∩ni=1 ker (x∗i ) est un sous-espace co-fortement n-supercyclique pour T sur X.

On peut de´duire de cette proposition le corollaire suivant qui assure la co-forte n-
supercyclicite´ d’un ope´rateur a` condition d’avoir une condition forte de supercyclicite´ sur
l’ope´rateur inverse de son dual.
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Corollaire 4.12. Soit T un ope´rateur line´aire borne´ inversible sur un espace de Banach
se´parable X. Si (T−1)
∗
ve´rifie le crite`re de supercyclicite´ sur X∗ alors T est co-fortement
n-supercyclique pour tout n ∈ N∗.
Ce corollaire admet lui-meˆme un corollaire inte´ressant qui comple`te la Remarque 4.6
donne´e au de´but de ce chapitre.
Corollaire 4.13. Pour tout n ∈ N∗ et tout espace de Banach se´parable de dimension
infinie X dont le dual X∗ est se´parable, il existe un ope´rateur T ∈ L(X) qui est co-
fortement n-supercyclique.
Preuve :
On sait que sur tout espace de Banach se´parable de dimension inﬁnie, il existe un
ope´rateur faiblement me´langeant que l’on peut supposer inversible, c’est donc en parti-
culier le cas pour l’espace X∗. Ainsi, cet ope´rateur ve´riﬁe le crite`re d’hypercyclicite´ sur
X∗, par conse´quent il ve´riﬁe aussi le crite`re de supercyclicite´. On conclut alors graˆce a` la
Proposition 4.12.

Si l’on suppose en plus que notre espace est re´ﬂexif, alors on de´duit de la Proposition
4.11 un re´sultat dual.
Corollaire 4.14. Soit n ∈ N∗ et soit T un ope´rateur inversible sur un espace de Banach
re´flexif X. Alors T est fortement n-supercyclique sur X si et seulement si T−1∗ est co-
fortement n-supercyclique sur X∗.
Les re´sultats ci-dessus permettent de construire des ope´rateurs co-fortement n-super-
cycliques a` partir d’ope´rateurs fortement n-supercycliques. En particulier, ils permettent
de transfe´rer certaines proprie´te´s du cadre des ope´rateurs fortement n-supercycliques vers
celui des ope´rateurs co-fortement n-supercycliques. En particulier, on peut construire
un ope´rateur dont les indices de co-forte supercyclicite´ forment un intervalle des entiers
naturels inﬁni a` droite.
Exemple 4.15. Soit S un ope´rateur inversible ve´riﬁant le crite`re d’hypercyclicite´ sur
un espace de Banach re´ﬂexif Y et n ≥ 3. Alors T = Id ⊕ S−1∗ est co-fortement m-
supercyclique sur X = Kn ⊕ Y ∗ si m ≥ n mais ne l’est pas si m < n.
Preuve :
Il suﬃt d’appliquer le Corollaire 4.14 au contre-exemple 3.22 pour un ope´rateur S
inversible.

La proposition suivante est un crite`re de non co-forte n-supercyclicite´ dont la condition
porte sur la dimension du noyau d’un ope´rateur. Cette proposition simple nous permettra
d’e´carter un grand nombre de candidats potentiels a` la co-forte n-supercyclicite´.
Proposition 4.16. Soient T un ope´rateur line´aire sur X pour lequel il existe n,K ∈ N∗
ve´rifiant dim
Ä
ker
Ä
TK
ää ≥ n+ 1. Alors T n’est pas co-fortement n-supercyclique.
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Preuve :
Supposons qu’il existeK ∈ N∗ tel que dim Äker ÄTKää ≥ n+1. Nous allons montrer que
les ite´re´s d’un sous-espace de codimension n ne sont pas des sous-espaces de codimension
n sauf s’ils sont constants a` partir d’un certain rang. Fixons alors (x∗1, . . . , x
∗
n) ∈ X∗n
et conside´rons le sous-espace de codimension n de´ﬁni par E = ∩ni=1 ker (x∗i ). On peut
exprimer les ite´re´s de E de la fac¸on suivante :
T n(E) = {x ∈ X : T−n({x}) ∩ E 6= ∅}.
Si l’on suppose que Codim(TK(X)) < n, alors pour tout x = TK(y) ∈ TK(X), on a
y + ker(TK) ⊂ T−K({x}).
Ainsi, T−K({x}) contient un sous-espace aﬃne de dimension au moins n+1. D’ou`, comme
E est de codimension n, on de´duit que pour tout x ∈ TK(X),
T−K({x}) ∩ E 6= ∅.
On obtient que TK(X) = TK(E) et donc TK(X) = TK(E) est de codimension strictement
infe´rieure a` n par hypothe`se.
Dans le cas ou` Codim(TK(X)) ≥ n, il existe un sous-espace F de codimension n qui
contient TK(E). On a alors deux alternatives : soit il existe i ≥ K tel que la codimension
de T i(E) est strictement plus grande que n ; soit pour tout i ∈ N∗, T i(E) = F . Il est clair
que dans les deux cas T n’est pas co-fortement n-supercyclique.

De la proposition pre´ce´dente, on peut de´duire le corollaire suivant qui est assez surpre-
nant car il va a` l’encontre des re´sultats habituels de dynamique line´aire. En eﬀet, comme
l’ont montre´ Bermu`dez, Bonilla et Peris dans [8], si un ope´rateur est d’image dense et
si son noyau ge´ne´ralise´ est aussi dense, alors l’ope´rateur en question ve´riﬁe le crite`re de
supercyclicite´. Nous allons voir que le cas des ope´rateurs co-fortement n-supercycliques
est tout autre.
Corollaire 4.17. Soit T un ope´rateur line´aire sur X tel que ∪+∞i=1 ker (T i) est dense dans
X. Alors pour tout n ∈ N∗, T n’est pas co-fortement n-supercyclique.
Preuve :
Soit n ∈ N∗, comme ∪+∞i=1 ker (T i) est dense dans X, alors il existe K ∈ N∗ tel que
dim
Ä
ker
Ä
TK
ää ≥ n+ 1 et la proposition pre´ce´dente prouve le corollaire.

On peut par exemple appliquer ce corollaire a` la classe des de´calages ponde´re´s d’ou`
l’on de´duit imme´diatement le corollaire suivant :
Corollaire 4.18. Soient n ∈ N∗ et Bw un de´calage a` gauche ponde´re´ unilate´ral sur ℓp(N).
Alors Bw n’est pas co-fortement n-supercyclique.
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Nous avons introduit la notion d’ope´rateurs co-fortement n-supercycliques en faisant
un paralle`le avec la de´ﬁnition des ope´rateurs fortement n-supercycliques. En eﬀet, nous
avons directement ge´ne´ralise´ cette de´ﬁnition a` des espaces qui ne sont plus de dimen-
sion ﬁnie mais de codimension ﬁnie. Dans ce contexte, il serait agre´able d’obtenir des
re´sultats de densite´ semblables a` ceux que l’on connait pour le cas des ope´rateurs forte-
ment n-supercycliques. Pour obtenir un re´sultat dans ce sens, nous allons devoir trouver
des syste`mes qui sont presque des syste`mes biorthogonaux mais qui sont construits de
fac¸on a` engendrer un sous-espace ﬁxe´ du dual. Il est bien connu maintenant depuis les
travaux d’Enﬂo qu’il existe des espaces de Banach se´parables qui n’admettent pas de
bases de Schauder. De gros eﬀorts ont alors e´te´ de´veloppe´s pour introduire des me´thodes
alternatives et les syste`mes biorthogonaux sont une de ces me´thodes. Nous aurons aussi
besoin d’avoir un controˆle assez ﬁn de la norme des e´le´ments du syste`me quitte a` perdre
un peu ailleurs. Ceci rappelle un the´ore`me duˆ a` Ovsepian et Pe lczyn´ski qui assurent l’exis-
tence d’un syste`me biorthogonal fondamental et total sur tout espace de Banach et qui
en plus est controˆle´ en norme, cependant ce the´ore`me ne permet pas de choisir le syste`me
de fac¸on a` ce qu’une partie des vecteurs contenus dans le dual engendrent un sous-espace
pre´de´ﬁni. Dans notre cas, nous n’aurons besoin que d’un syste`me avec un nombre ﬁni de
point, c’est ce qui nous permettra d’ailleurs de choisir notre syste`me de fac¸on a` ce que les
e´le´ments du dual engendrent un sous-espace pre´de´ﬁni.
Lemme 4.19. Soient X un espace de Banach se´parable, F un sous espace de dimension
finie N du dual X∗ et ε > 0. Alors il existe un syste`me ({xn}Nn=1, {x∗n}Nn=1) de vecteurs de
X et F ve´rifiant :
a) 1
A(N)
≤ ‖x∗n‖, ‖xn‖ ≤ A(N),
b) 1− ε ≤ |x∗n(xn)| ≤ 1 + ε,
c) |x∗n(xm)| ≤ ε pour n 6= m,
d) Vect(x∗n, 1 ≤ n ≤ N) = F .
Preuve :
D’apre`s le The´ore`me de John, comme F est un sous-espace de dimension N de X∗,
il existe un isomorphisme T : (F, ‖ · ‖X∗) → ℓ2N avec ‖T‖, ‖T−1‖ ≤ C(N). Notons
{e1, . . . , eN} la base canonique de ℓ2N et posons
x∗i = T
−1(ei) ∈ F et zi = T ∗(e∗i ) ∈ F ∗.
Il est clair que pour ce choix, la proprie´te´ (d) est ve´riﬁe´e. De plus, ‖x∗i ‖ ≤ ‖T−1‖ ≤ A(N)
et 1 = ‖T (x∗i )‖ ≤ ‖T‖‖x∗i ‖. Ainsi, 1A(N) ≤ ‖x∗i ‖ ≤ A(N). On prolonge zi en une forme
line´aire sur X∗ par le the´ore`me de Hahn-Banach et l’on garde la meˆme notation pour le
prolongement obtenu zi ∈ X∗∗. Par le the´ore`me de Goldstine, pour tout i ∈ N, il existe
une suite de vecteurs (zni )n∈N ve´riﬁant
f(zni ) −→n→+∞ zi(f)
pour tout f ∈ X∗. En particulier, il existe un indice m ∈ N tel que pour tout n ≥ m et
tout 1 ≤ i, j ≤ N ,
|x∗j(zni )− zi(x∗j)| < ε.
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Or par construction,
zi(x
∗
j) = e
∗
i (T (x
∗
j)) = e
∗
i (ej) = δi,j.
Ainsi les proprie´te´s (b) et (c) sont satisfaites. On ve´riﬁe ensuite la proprie´te´ (a) pour xi
de la meˆme fac¸on que nous l’avons fait pour x∗i . On a donc construit le syste`me annonce´.

Ce lemme nous sera utile pour montrer la proposition suivante. Nous aurons e´galement
besoin d’un second lemme qui pour e´tudie le comportement asymptotique d’une suite de
vecteurs soumis a` certaines contraintes. Dans tout ce qui suit, nous notons ‖ ·‖∞ la norme
du supre´mum sur le module des coeﬃcients.
Lemme 4.20. Soient p ∈ N∗, (Λk)k∈N une suite de matrices carre´es inversibles de taille
p et (Ak)k∈N une suite de vecteurs de taille p et (Θk)k∈N une suite de vecteurs positifs de
taille p ve´rifiant Θk −→
k→+∞
0p. On suppose que pour tout k ∈ N, ‖Λ−1k ‖∞ ≤ K ou` K > 0
ne de´pend pas de k et que pour tout k ∈ N,
|ΛkAk| ≤ Θk,
alors
‖Ak‖∞ ≤ pK‖Θk‖∞ −→
k→+∞
0.
Preuve :
Dans ce qui suit les ine´galite´s entre vecteurs sont bien entendu des ine´galite´s termes a`
termes.
On commence par re´-exprimer la condition |ΛkAk| ≤ Θk sous la forme
−Θk ≤ ΛkAk ≤ Θk.
On reconnait alors un syste`me d’ine´quations line´aires ayant pour variables les composantes
de Ak. De plus, comme Λk est inversible pour tout k ∈ N, il est bien connu que les
solutions d’un tel syste`me forment un polytope et que la (ou les) solution(s) maximale(s)
pour la norme ‖ · ‖∞ est (sont) atteinte(s) en un (ou plusieurs) sommet(s) de celui-ci.
Plus pre´cise´ment, si Xk est une solution maximale pour la norme ‖ · ‖∞, alors il existe
(εi)1≤i≤p ∈ {−1,+1}p tel que
ΛkXk =
Ü
ε1Θk(1)
...
εpΘk(p)
ê
.
Ainsi en inversant Λk et en prenant la norme inﬁnie, on obtient
‖Xk‖∞ =
∥∥∥∥∥∥∥∥Λ
−1
k
Ü
ε1Θk(1)
...
εpΘk(p)
ê∥∥∥∥∥∥∥∥
∞
≤ p
∥∥∥Λ−1k ∥∥∥∞
∥∥∥∥∥∥∥∥
Ü
ε1Θk(1)
...
εpΘk(p)
ê∥∥∥∥∥∥∥∥
∞
≤ pK ‖Θk‖∞ −→k→+∞ 0.
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Or comme Xk est une solution maximale pour la norme ‖ · ‖∞, on obtient la convergence
souhaite´e
‖Ak‖∞ −→
k→+∞
0.

Nous avons souligne´ pre´ce´demment que les ope´rateurs co-fortement n-supercycliques
sont construits sur la meˆme ide´e que les ope´rateurs fortement n-supercycliques. Cepen-
dant, il est diﬃcile de comparer, au niveau de la construction, les topologies que l’on
a mises sur la Grassmannienne et sur la co-Grassmannienne Pcon (X). En eﬀet, ces deux
topologies sont construites de la manie`re qui parait la plus naturelle mais il est diﬃcile
de se rendre compte si la topologie sur Pcon (X) est la meilleure pour ge´ne´raliser la notion
de forte n-supercyclicite´. La proposition suivante permet de montrer que le choix de la
topologie sur Pcon (X) est plutoˆt bon car il permet de montrer que la densite´ de l’orbite d’un
sous-espace de codimension n dans Pcon (X) implique que tout sous espace de codimension
n peut-eˆtre approche´ dans X par un ite´re´ du sous-espace d’orbite dense.
Proposition 4.21. Soient T un ope´rateur co-fortement p-supercyclique sur un espace de
Banach X et L un sous-espace co-fortement p-supercyclique pour T . Soit (xm)m∈N une
suite borne´e de vecteurs de X contenue dans un sous-espace de codimension p. Alors il
existe deux suites (nk)k∈N ⊂ N et (xnkm )k∈N,m∈N ⊂ T nk(L) telles que :
‖xnkm − xm‖ −→
k→+∞
0 uniforme´ment en m.
Preuve :
Soit (xm)m∈N une suite de vecteurs borne´e par un entier strictement positif M et
contenue dans un sous-espace de codimension p. Par continuite´ de l’inverse dans l’espace
des matrices, on commence par ﬁxer 0 < ε < 1
p
un re´el pour lequel pour toute matrice
carre´ M de taille p ve´riﬁant ‖Id−M‖∞ ≤ ε, on a
‖Id−M−1‖∞ ≤ 1, et en particulier ‖M−1‖∞ ≤ 2.
On peut alors trouver des e´le´ments y∗1, . . . , y
∗
p line´airement inde´pendants tels que xm ∈
∩pi=1 ker (y∗i ) pour tout m ∈ N. On peut de plus supposer que ces e´le´ments sont de norme
1.
D’autre part, comme L est un sous-espace co-fortement p-supercyclique, pour tout n ∈ N,
il existe des e´le´ments z∗n1 , . . . , z
∗n
p ∈ X∗ tels que¶
Π−1p (T
n(L))
©
n∈N
=
¶
(Vect(z∗ni , 1 ≤ i ≤ p)× · · · × Vect(z∗ni , 1 ≤ i ≤ p))p
©
n∈N
est dense dans X∗p. On applique alors le Lemme 4.19 pour F = Vect(z∗ni , 1 ≤ i ≤ p) ⊂ X∗
et ε de´ﬁni auparavant. On obtient l’existence d’un syste`me que l’on notera e´galement
({zni }pi=1, {z∗ni }pi=1) ve´riﬁant des conditions de´crites dans le lemme.
On a alors X = ∩pi=1 ker (z∗ni ) ⊕ Vect
Ä
zn1 , . . . , z
n
p
ä
. On de´compose ainsi xm dans cette
somme directe de la fac¸on suivante : pour tout m ∈ N, xm = xnm +
∑p
i=1 a
n
i,mz
n
i .
La condition (d) du Lemme 4.19 nous assure que l’on a encore par densite´ une suite
(nk)k∈N et des matrices Λnk := (λ
nk
i,j )1≤i≤p
1≤j≤p
pour tout k ∈ N telles que pour tout 1 ≤ j ≤ p,
p∑
i=1
λnkj,iz
∗nk
i −→
k→+∞
y∗j ,
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et quitte a` prendre k suﬃsamment grand, on peut e´crire sous forme matricielleà
z∗nk1
z∗nk2
...
z∗nkp
í
=
â
λnk1,1 λ
nk
1,2 · · · λnk1,p
λnk2,1
. . . . . .
...
...
. . . . . . λnkp−1,p
λnkp,1 · · · λnkp,p−1 λnkp,p
ì−1à
y∗1 + ε
nk
1
y∗2 + ε
nk
2
...
y∗p + ε
nk
p
í
ou` ‖εnki ‖ −→
k→+∞
0 pour tout 1 ≤ i ≤ p. De plus, le vecteur (y∗i + εnki )1≤i≤p converge vers
un vecteur dont les composantes forment une famille libre. On remarque encore que le
vecteur (z∗nki )1≤i≤p est uniforme´ment borne´ en k par la condition (d) du Lemme 4.19.
On de´duit de ces deux remarques que pour k suﬃsamment grand, la matrice Λ−1nk est a`
coeﬃcients borne´s et notons K cette borne.
D’autre part, comme pour tout 1 ≤ j ≤ p et pour tout m ∈ N, xm ∈ ker
Ä
y∗j
ä
, on
de´duit la convergence suivante :
|〈
p∑
i=1
λnkj,iz
∗nk
i , xm〉| = |〈y∗j−
p∑
i=1
λnkj,iz
∗nk
i , xm〉| ≤ ‖y∗j−
p∑
i=1
λnkj,iz
∗nk
i ‖M −→
k→+∞
0 uniforme´ment en m et j.
Mais on sait e´galement que pour tous m ∈ N et 1 ≤ j ≤ p,
|〈
p∑
i=1
λnkj,iz
∗nk
i , xm〉| = |〈
p∑
i=1
λnkj,iz
∗nk
i ,
p∑
i=1
ani,mz
n
i 〉|,
ainsi en notant Znk := (z
∗nk
i (z
nk
j ))1≤i≤p
1≤j≤p
et Ank := (a
nk
i,m)1≤i≤p on obtient le syste`me
d’ine´quations suivant :
|ΛnkZnkAnk | ≤MΘnk :=M
à ‖y∗1 −∑pi=1 λnk1,iz∗nki ‖
‖y∗2 −
∑p
i=1 λ
nk
2,iz
∗nk
i ‖
...
‖y∗p −
∑p
i=1 λ
nk
p,iz
∗nk
i ‖
í
−→
k→+∞
à
0
0
...
0
í
On remarque que d’apre`s les conditions (b) et (c) du Lemme 4.19, la matrice Znk ve´riﬁe
‖Id− Znk‖∞ ≤ ε.
On a donc par de´ﬁnition de ε
‖Z−1nk ‖∞ ≤ 2.
De plus, comme ‖Λ−1nk ‖∞ ≤ K, on de´duit
‖Λ−1nkZ−1nk ‖∞ ≤ 2pK.
On applique alors le Lemme 4.20 a` l’ine´galite´ |ΛnkZnkAnk | ≤MΘnk et l’on obtient que
(4.1) ‖Ank‖∞ ≤ 2pK‖Θk‖∞ −→
k→+∞
0.
En particulier, cette convergence est uniforme en m. Pour conclure il suﬃt de remarquer
que xnkm ∈ T nk(L) et que la convergence de la relation (4.1) implique
‖xnkm − xm‖ = ‖
p∑
i=1
anki,mz
nk
i ‖ ≤ A(N)
p∑
i=1
|anki,m| −→
k→+∞
0 uniforme´ment en m.
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
Cette proprie´te´ permet donc de rapprocher la co-forte n-supercyclicite´ de la forte n-
supercyclicite´ en comparant cette proposition et la Proposition 1.42 (iii).
On peut tirer des corollaires inte´ressants du re´sultat pre´ce´dent et exhiber les proprie´te´s
communes de densite´ que l’on a annonce´es. En eﬀet, si l’on se limite a` un nombre ﬁni
de points dans la proposition pre´ce´dente, alors on obtient le re´sultat suivant qui est une
version co-fortement n-supercyclique aﬀaiblie de la Proposition 1.42 (iii) :
Corollaire 4.22. Soient T un ope´rateur co-fortement p-supercyclique sur un espace de
Banach X et L un sous-espace co-fortement p-supercyclique pour T . Alors pour tout
m ∈ N∗, ¶T n(L)× . . .× T n(L)©
n∈N
est dense dans Xm.
On de´duit e´galement de la proposition pre´ce´dente le corollaire suivant pour le cas ou`
m = 1 :
Corollaire 4.23. Un ope´rateur co-fortement p-supercyclique est d’image dense.
La Proposition 4.21 permet aussi de montrer un crite`re de l’angle pour les ope´rateurs
co-fortement n-supercycliques.
Proposition 4.24. Soit X un espace de Banach re´flexif et L un sous-espace co-fortement
n-supercyclique pour T . Alors pour tout (x∗i )i∈N contenu dans un sous-espace de codimen-
sion n de X∗, il existe (yki )k∈N
i∈N
⊂ L tel que :
lim sup
k∈N
inf
i∈N
( |〈x∗i , T k(yki )〉|
‖x∗i ‖‖T k(yki )‖
)
= 1.
Preuve :
Soit (x∗i )i∈N contenu dans un sous-espace M
∗ de codimension n de X∗. Par de´ﬁnition
de la norme duale, pour tout ε > 0, il existe (zi)i∈N ⊂ SX tel que pour tout i ∈ N,〈
x∗i
‖x∗
i
‖
, zi
〉
> (1 − ε). De plus, comme X est re´ﬂexif M∗⊥ est de dimension au moins n
([15]). Or pour 0 < ε < 1, il est clair qu’aucun des zi, i ∈ N n’appartient a` M∗⊥. On en
de´duit que (zi)i∈N est contenu dans un sous-espace vectoriel de X de codimension n. Or
comme L est co-fortement n-supercyclique pour T , on peut appliquer la Proposition 4.21
pour obtenir l’existence d’une suite (nk)k∈N et de (y
k
i )k∈N
i∈N
⊂ L ve´riﬁant :
lim
k→+∞
T nk(yki ) = zi uniforme´ment en i ∈ N.
En particulier, ceci implique que ‖T nk(yki )‖ converge vers 1 uniforme´ment en i ∈ N
e´galement. En appliquant l’ine´galite´ triangulaire,on remarque alors que
Tnk (yki )
‖Tnk (yk
i
)‖
converge
uniforme´ment en i ∈ N vers zi Ainsi, pour tout i ∈ N, on obtient la minoration suivante :
lim
k∈N
|〈x∗i , T nk(yki )〉|
‖x∗i ‖‖T nk(yki )‖
=
|〈x∗i , zi〉|
‖x∗i ‖‖zi‖
≥ 1− ε
De plus, comme les convergences sont uniformes en i ∈ N, on peut prendre la limite sur
l’inﬁmum en i ∈ N, et l’on obtient le re´sultat annonce´.

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4.2 La classe des de´calages ponde´re´s
Les de´calages ponde´re´s e´tant un des principaux terrains de jeu en dynamique, il est
normal de se demander ce qu’il se passe si l’on e´tudie la co-forte n-supercyclicite´ dans le
cas d’un de´calage ponde´re´. Nous avons de´ja` vu avec le Corollaire 4.18 qu’il n’existe pas
de de´calage ponde´re´ unilate´ral co-fortement n-supercyclique. Nous allons a` pre´sent nous
inte´resser au cas des de´calages ponde´re´s bilate´raux. Pour cela, nous allons commencer par
le cas particulier ou` n = 1 pour lequel nous donnons des conditions e´quivalentes en terme
de poids.
Proposition 4.25. Soient p ∈ [1,+∞[ et q tels que 1
p
+ 1
q
= 1. Soit Bw borne´ sur ℓ
p(Z).
Alors les assertions suivantes sont e´quivalentes :
a) Bw est co-fortement 1-supercyclique sur ℓ
p(Z).
b) B−1∗w = B 1
w
est supercyclique sur ℓq(Z).
c) Il existe une suite (Nk)k∈N telle que pour tout r ∈ N,
max
−r≤α≤r
Ñ
α+Nk∏
i=1
wi
é
× max
−r≤α≤r
Ñ
α−Nk+1∏
i=0
wi
é−1
−→
k→+∞
0.
Preuve :
D’apre`s les hypothe`ses T := Bw est un ope´rateur borne´ sur ℓ
p(Z) mais T−1 est un
ope´rateur e´ventuellement non-borne´ sur ℓq(Z).
On sait par de´ﬁnition que T est co-fortement 1-supercyclique si et seulement s’il existe
a ∈ ℓq(Z) tel que ∪+∞k=0{T k(ker(a))} est dense dans Pco1 (ℓp(Z)).
Lemme 4.26. a ∈ D(B 1
w
).
Preuve :
Par l’absurde, supposons que a /∈ D(B 1
w
), c’est-a`-dire que la suite
(
ak+1
wk+1
)
k∈Z
/∈ ℓq(Z).
Nous allons montrer que dans ce cas, Bw ne pre´serve pas la codimension. Plus pre´cise´ment,
nous allons montrer que Bw(ker(a)) = ℓ
p(Z). Dans ce but, il suﬃt de montrer que l’on
peut approcher d’aussi pre`s que l’on veut toute suite a` support ﬁni de ℓp(Z) par un e´le´ment
de Bw(ker(a)).
Soient ε > 0 et u ∈ ℓp(Z) a` support ﬁni contenu dans [−K,K]. Commenc¸ons par remar-
quer que si l’on note F 1
w
l’ope´rateur de de´calage ponde´re´ a` droite par la suite
Ä
1
wn
ä
n∈N
,
alors cet ope´rateur est dense´ment de´ﬁni, car de´ﬁni sur les suites a` support ﬁni, et est un
inverse de Bw sur son domaine. On obtient donc l’e´galite´ suivante
Bw(ker(a)) = {y ∈ D(F 1
w
) : 〈B−1w (y), a〉 = 0} = {y ∈ D(F 1
w
) :
∑
n∈Z
yn−1an
wn
}.
Comme
(
an+1
wn+1
)
n∈Z
/∈ ℓq(Z), il existe b ∈ ℓp(Z) tel que pour tout n ∈ Z :
∑
n∈Z
bnan+1
wn+1
= +∞ et bnan+1
wn+1
≥ 0.
De plus, comme b ∈ ℓp(Z), il existe N > K tel que∑
|n|≥N
|bn|p < εp.
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Choisissons (cn)n∈Z une suite a` support ﬁni ve´riﬁant pour tout k ∈ Z :
0 ≤ |ck| ≤ |bk| et
∑
|n|≥N
cnan+1
wn+1
= − ∑
|n|≤K
unan+1
wn+1
.
On cre´e alors une suite (yn)n∈Z de la fac¸on suivante :
yn =

un pour |n| ≤ K
cn pour |n| ≥ N
0 sinon
Il est clair que (yn)n∈Z ∈ D(F 1
w
) car c’est une suite a` support ﬁni. On remarque e´galement
que y ∈ Bw(ker(a)) car
〈F 1
w
(y), a〉 = ∑
n∈Z
ynan+1
wn+1
=
∑
|n|≤K
unan+1
wn+1
+
∑
|n|≥N
cnan+1
wn+1
= 0.
Enﬁn, y est proche de u a` ε pre`s :
‖u− y‖p = ‖
∑
|n|≥N
cnen‖p =
Ñ ∑
|n|≥N
|cn|p
é 1
p
≤
Ñ ∑
|n|≥N
|bn|p
é 1
p
≤ ε.

Comme a ∈ D(B 1
w
), d’apre`s le Lemme 4.9 on peut re´e´crire cet ensemble sous la forme
∪+∞k=0{ker(T−k∗(a∗))}. De plus d’apre`s la de´ﬁnition de la topologie de Pco1 , la densite´ de cet
ensemble est e´quivalente a` celle de l’ensemble ∪+∞k=0Π−11 (ker(T−k∗(a∗))) dans ℓq(Z). Enﬁn
ceci revient a` dire que ∪+∞k=0Vect(T−k∗(a∗)) est aussi dense dans ℓq(Z). C’est-a`-dire que
T−1∗ est un ope´rateur fortement 1-supercyclique sur ℓq(Z) ceci e´quivaut a` dire que T−1∗
est supercyclique sur ℓq(Z). Or il est bien connu que B−1∗w = B 1
w
et d’apre`s le The´ore`me
A.12 (A.8) celui-ci est supercyclique si et seulement s’il existe une suite (Nk)k∈N telle que
pour tout r ∈ N,
max
−r≤α≤r
Ñ
α+Nk∏
i=1
wi
é
× max
−r≤α≤r
Ñ
α−Nk+1∏
i=0
wi
é−1
−→
k→+∞
0.

Exemple 4.27. On peut illustrer la proposition ci-dessus avec un exemple d’ope´rateur
non-inversible. De´ﬁnissons wi = 1 pour tout i ≥ 0 et wi = 1i pour tout i < 0. Alors il est
clair que l’ope´rateur Bw est non-inversible. Par contre la suite (wi)i∈Z ve´riﬁe le the´ore`me
ci-dessus pour (Nk)k∈N = (k)k∈N.
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Nous avons vu dans la proposition pre´ce´dente une fac¸on de caracte´riser les ope´rateurs
co-fortement 1-supercycliques qui est valable meˆme lorsque l’ope´rateur n’est pas inversible.
Nous allons maintenant nous inte´resser au cas de la co-forte n-supercyclicite´. Un ingre´dient
essentiel de la preuve pre´ce´dente est le fait que la forte 1-supercyclicite´ et la supercyclicite´
co¨ıncident. A pre´sent, si l’on souhaite ge´ne´raliser la proposition pre´ce´dente aux de´calages
co-fortement n-supercycliques, il serait agre´able d’avoir un re´sultat d’e´quivalence sur la
classe des de´calages ponde´re´s des notions de supercyclicite´ et de forte n-supercyclicite´.
Un tel re´sultat est connu dans le cas d’un de´calage ponde´re´ borne´, cependant dans le cas
non-borne´, la preuve de Bayart et Matheron [5] ne semble pas convenir. On peut tout de
meˆme prouver l’un des deux sens :
Proposition 4.28. Soit T = Bw sur ℓ
2(Z) avec w borne´e et infn∈Z(wn) = 0. Si T
−1∗ est
supercyclique alors T est co-fortement n-supercyclique.
Preuve :
D’apre`s les hypothe`ses T est un ope´rateur borne´ sur ℓ2(Z) mais T−1∗ est un ope´rateur
non-borne´ sur ℓ2(Z).
D’autre part, on sait qu’un ope´rateur de de´calage ponde´re´ bilate´ral (borne´ ou non) est
supercyclique sur ℓ2(Z) si et seulement s’il ve´riﬁe le crite`re de supercyclicite´ non-borne´
graˆce au The´ore`me A.12, on en de´duit que T−1∗ ve´riﬁe ce crite`re. De plus, comme nous
l’avons vu dans le The´ore`me A.11 ceci entraine la supercyclicite´ de n sommes directes
de l’ope´rateur avec lui-meˆme sur (ℓ2(Z))
n
, n ∈ N∗. Comme (T−1)∗ ve´riﬁe le crite`re de
supercyclicite´, alors comme X∗n est un ouvert dense de (X
∗)n, il existe (x∗1, . . . , x
∗
n) ∈ X∗n
tel que
K∗
¶ÄÄ
T−k
ä∗
(x∗1) , . . . ,
Ä
T−k
ä∗
(x∗n)
ä©
k∈N
est dense dans X∗n.
Donc par de´ﬁnition de Πn, l’image de cet ensemble par Πn est aussi dense dans P
co
n (X).
Or en appliquant le Lemme 4.9,
Πn
(
K
¶ÄÄ
T−k
ä∗
(x∗1) , . . . ,
Ä
T−k
ä∗
(x∗n)
ä©
k∈N
)
=
¶∩ni=1 ker ÄÄT−kä∗ (x∗i )ä©k∈N = ¶T k (∩ni=1 ker (x∗i ))©k∈N .
Ainsi, T est co-fortement n-supercyclique.

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5 Une caracte´risation des ope´rateurs de de´calage
ponde´re´ chaotiques sur des espaces de suites
sans base inconditionnelle
5.1 Introduction
Depuis longtemps, les de´calages ponde´re´s sur les espaces de suites sont des classes
privile´gie´es pour tester ou illustrer des re´sultats de dynamique des ope´rateurs line´aires.
De ce fait, on connait beaucoup de proprie´te´s pour ces ope´rateurs. Par exemple, Grosse-
Erdmann dans [28] a caracte´rise´ les de´calages ponde´re´s qui sont hypercycliques.
The´ore`me (Grosse-Erdmann) 5.1. Soit X un F -espace de suites pour lequel les vec-
teurs unite´s canoniques (en)n∈N forment une base. Soit T : X → X un de´calage ponde´re´
a` gauche de poids (an)n∈N. Alors, T est hypercyclique si et seulement s’il existe une suite
strictement croissante d’entiers naturels (nk)k∈N telle que :(
nk∏
v=1
av
)−1
enk −→
k→+∞
0 dans X.
Apre`s avoir caracte´rise´ les de´calages ponde´re´s hypercycliques, un prolongement natu-
rel est de s’inte´resser aux de´calages chaotiques. En eﬀet, l’hypercyclicite´ est une condi-
tion ne´cessaire pour qu’un ope´rateur soit chaotique. Nous adoptons une de´ﬁnition d’un
ope´rateur chaotique de´sormais classique due a` Devaney [18].
De´finition 5.2. Soit f : E → E une application continue sur un espace me´trique (E, d).
Alors f est dite chaotique si :
(i) f est topologiquement transitive ;
(ii) f admet un ensemble dense de points pe´riodiques ;
(iii) f est sensible aux conditions initiales : il existe δ > 0 tel que pour tout x ∈ E et tout
voisinage V de x, il existe y ∈ V et un entier naturel n ve´riﬁant d(fn(x), fn(y)) ≥ δ.
Cette de´ﬁnition est bien entendue tre`s ge´ne´rale et la notion qui nous inte´resse est
celle restreinte au cadre line´aire. Or si l’on se place sur un F-espace X, la de´ﬁnition
d’un ope´rateur chaotique se simpliﬁe radicalement. En eﬀet, dans ce cadre la` par le
The´ore`me de Transitivite´ de Birkhoﬀ, on a e´quivalence entre eˆtre topologiquement tran-
sitif et eˆtre hypercyclique. De plus, la condition de sensibilite´ aux conditions initiales est
une conse´quence directe de l’hypercyclicite´. En eﬀet, si un ope´rateur T est hypercyclique,
alors pour tout x ∈ X, l’ensemble x+HC(T ) est dense et pour tout y ∈ x+HC(T ),
{T n(y)− T n(x), n ∈ N} est dense dans X.
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Cette conse´quence a e´te´ remarque´e pour la premie`re fois par Godefroy et Shapiro [25] et
implique en particulier que T est sensible aux conditions initiales. En re´sume´, on peut
de´ﬁnir un ope´rateur chaotique sur un F-espace de la fac¸on suivante.
De´finition 5.3. Soit X un F-espace. Alors un ope´rateur T ∈ L(X) est dit chaotique si :
(i) T est hypercyclique ;
(ii) T admet un ensemble dense de points pe´riodiques ;
Si l’espace est muni d’une base inconditionnelle, on dispose e´galement d’une caracte´risation
des de´calages ponde´re´s a` gauche qui sont chaotiques donne´e e´galement par Grosse-Erdmann
dans [28].
The´ore`me (Grosse-Erdmann) 5.4. Soit X un F -espace de suites pour lequel les vec-
teurs unite´s canoniques (en)n∈N forment une base inconditionnelle. Soit T : X → X un
de´calage ponde´re´ a` gauche de poids (an)n∈N. Alors les conditions suivantes sont e´quivalentes :
(i) T est chaotique.
(ii) T posse`de un point pe´riodique non-nul dans X.
(iii) la se´rie
∑+∞
n=1 (
∏n
v=1 av)
−1 en converge dans X.
Ces deux re´sultats ont e´te´ largement utilise´s dans la litte´rature mais il reste un obstacle
qui n’a pas encore e´te´ re´solu pour la partie chaotique : que se passe-t-il si l’on n’a pas
de base inconditionnelle ? Grosse-Erdmann [28] a donne´ un exemple d’espace sans base
inconditionnelle pour lequel l’ope´rateur de de´calage a` gauche ve´riﬁe les deux dernie`res
conditions du the´ore`me pre´ce´dent mais n’est pas chaotique. Cependant, aucun re´sultat
ge´ne´ral n’a e´te´ donne´ depuis pour ge´ne´raliser le The´ore`me de Grosse-Erdmann ou pour
montrer qu’une ge´ne´ralisation est “impossible”.
5.2 L’espace de James et la ge´ne´ralisation de Lohman et Casazza
Nous allons nous inte´resser a` ce proble`me sur un autre espace bien connu : l’espace
de James qui est un espace sans base inconditionnelle qui a e´te´ de´ﬁni par James en 1950
[34], [35]. On pourra se re´fe´rer a` la De´ﬁnition 3.32 et aussi consulter [39] et [50] pour
plus de de´tails sur la notion de base inconditionnelle. Nous allons rappeler la de´ﬁnition
de l’espace de James et ﬁxer quelques notations pour la suite. Pour une pre´sentation
de´taille´e de l’espace de James, de ses proprie´te´s et de plusieurs ge´ne´ralisations, on pourra
se reporter au livre de Getter et Gamboa de Buen [21].
De´finition 5.5. Soit p ∈ [1,+∞[. On note Jp l’ensemble de toutes les suites re´elles
x = (xn)n≥1 de c0 ve´riﬁant :
‖x‖Jp = sup
Ä|xp1 − xp2 |p + |xp2 − xp3 |p + · · ·+ |xpk−1 − xpk |pä 1p < +∞
ou` le sup est pris sur tous les choix possibles de k ≥ 2 et de 1 ≤ p1 < · · · < pk.
Remarque 5.6. On peut noter que :
‖x‖(1) = 1
2
1
p
sup
Ä|xp1 − xp2 |p + |xp2 − xp3 |p + · · ·+ |xpk − xpk+1 |p + |xpk+1 − xp1 |pä 1p ,
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‖x‖(2) = sup
Ä|xp1 − xp2 |p + |xp3 − xp4 |p · · ·+ |xp2k−1 − xp2k |pä 1p
et
‖x‖(3) = sup
Ä|xp1 − xp2 |p + |xp3 − xp4 |p · · ·+ |xp2k−1 − xp2k |p + |xp2k+1 |pä 1p
ou` le sup est pris sur tous les choix possibles de k ≥ 1 et de 1 ≤ p1 < · · · < p2k+1 sont des
normes e´quivalentes sur Jp.
Remarque 5.7. L’espace classique que l’on appelle l’Espace de James est l’espace J2 qui
a e´te´ construit par James en 1950 [34], [35]. La de´ﬁnition que nous donnons ci-dessus est
une ge´ne´ralisation naturelle de l’espace de James ou` les espaces de de´part sont des espaces
ℓp pour p ∈ [1,+∞[.
Avant de nous lancer dans la caracte´risation des ope´rateurs de de´calage ponde´re´ a`
gauche chaotiques, nous allons nous familiariser avec les espaces de James et donner
quelques proprie´te´s bien connues de ces espaces.
Proposition 5.8. Pour p ∈]1,+∞[, on a les proprie´te´s suivantes :
a) la base canonique (en)n∈N∗ est une base de Schauder sur Jp ;
b) les duaux successifs de Jp sont se´parables ;
c) Jp est quasi-re´flexif d’ordre un ;
d) (Jp, ‖ · ‖∗) est isome´triquement isomorphe a` J∗∗ ;
e) Jp ne posse`de pas de base inconditionnelle.
De plus, les proprie´te´s a) et e) sont ve´rifie´es pour p = 1.
Cet espace et ses proprie´te´s particulie`res sont connus depuis le de´but des anne´es 1950.
En 1975, Casazza et Lohman ont ge´ne´ralise´ cette construction en donnant une me´thode
ge´ne´rale de construction d’espaces ve´riﬁant les proprie´te´s connues pour l’espace de James
dans l’article [40]. Nous allons de´tailler cette construction ci-dessous mais auparavant
nous devons rappeler certaines de´ﬁnitions et proprie´te´s de certaines bases de Schauder,
on pourra trouver (beaucoup) plus de de´tails dans [50] ou [39].
La de´ﬁnition ci-dessous est tre`s importante dans le cadre de la re´ﬂexivite´ des espaces
de Banach. En eﬀet, la proprie´te´ suivante pour une base est une condition ne´cessaire pour
qu’un espace de Banach soit re´ﬂexif.
De´finition 5.9. Une base de Schauder (bi)i∈N∗ d’un espace de Banach X est dite b-
comple`te si la se´rie
∑+∞
i=1 xibi converge de`s que la suite supn∈N∗ ‖∑ni=1 xibi‖ < +∞.
Les bases des espaces de Banach assurent certaines proprie´te´s agre´ables. Cependant,
si l’on souhaite se restreindre a` une classe d’espaces qui partagent beaucoup de proprie´te´s
des espaces classiques, on peut s’inte´resser aux espaces qui posse`dent une base syme´trique.
De´finition 5.10. Une base de Schauder (bi)i∈N∗ d’un espace de Banach X est dite
syme´trique si pour tout x =
∑+∞
i=1 xibi ∈ X et pour toutes permutations des entiers
σ, τ , alors
∑+∞
i=1 xσ(i)bτ(i) converge. De plus, on dit que la norme de X est syme´trique
si pour tout x =
∑+∞
i=1 xibi ∈ X et pour toutes permutations σ et τ des entiers, alors∑+∞
i=1 xσ(i)bτ(i) converge et ‖∑+∞i=1 xσ(i)bτ(i)‖ = ‖∑+∞i=1 xibi‖.
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La Proposition suivante donne quelques conditions e´quivalentes permettant d’identiﬁer
une base syme´trique. On peut se re´fe´rer a` [50] pour une preuve de cette proposition et
d’autres caracte´risations.
Proposition 5.11. Soit X un espace de Banach muni d’une base (bi)i∈N∗, alors les pro-
positions suivantes sont e´quivalentes :
(i) (bi)i∈N∗ est syme´trique ;
(ii) Pour tout x =
∑+∞
i=1 xibi ∈ X,
sup
σ∈σ(N∗)
sup
|βi|<1
1≤k<+∞
∥∥∥∥∥∥
k∑
i=1
βixibσ(i)
∥∥∥∥∥∥ < +∞;
(iii) Il existe une constante C ≥ 1 telle que∥∥∥∥∥∥
k∑
i=1
xibi
∥∥∥∥∥∥ ≤ C
∥∥∥∥∥∥
k∑
i=1
βixibσ(i)
∥∥∥∥∥∥
pour toute permutation des entiers σ et toute suite finie de scalaires x1, . . . , xk, β1, . . . , βk
ou` |βi| ≤ 1 pour tout i = 1, . . . , k.
En particulier, les espaces munis d’une base syme´trique ont la proprie´te´ remarquable
que la norme ”augmente“ avec les coeﬃcients devant les vecteurs de base.
Corollaire 5.12. Soit (bi)i∈N∗ une base syme´trique d’un espace de Banach X. Alors il
existe une constante C ≥ 1 telle que∥∥∥∥∥
+∞∑
i=1
βiαibi
∥∥∥∥∥
X
≤ C
∥∥∥∥∥
+∞∑
i=1
αibi
∥∥∥∥∥
X
pour toutes suites de scalaires (αi)i∈N∗ et (βi)i∈N∗ avec |βi| ≤ 1 pour tout i ∈ N∗.
Il est pratique de remarquer que si un espace de Banach posse`de une base syme´trique
normalise´e, alors on peut trouver une norme e´quivalente a` celle de de´part pour laquelle le
fait de changer l’ordre de la sommation et de multiplier les coeﬃcients par des scalaires
unimodulaires ne change pas la norme du vecteur que l’on conside`re. C’est ce que donne
la proposition ci-dessous.
Proposition 5.13. Si X est un espace de Banach muni d’une base syme´trique normalise´e
(bi)i∈N∗, alors la formule
‖|x|‖ = sup
σ∈σ(N∗)
sup
|βi|<1
1≤k<+∞
∥∥∥∥∥∥
k∑
i=1
βixibσ(i)
∥∥∥∥∥∥
donne une nouvelle norme sur X qui est e´quivalente a` la norme de X. Cette nouvelle
norme satisfait la condition (iii) de la Proposition 5.11 pour C = 1 et∥∥∥∥∥
∣∣∣∣∣
+∞∑
i=1
βixσ(i)bτ(i)
∣∣∣∣∣
∥∥∥∥∥ = ‖|x|‖
pour tous x ∈ X, σ, τ ∈ σ(N∗) et |βi| = 1 et
‖|bi|‖ = 1 pour tout i ∈ N∗.
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Remarque 5.14. Dans ce qui suit, lorsque nous supposons qu’une base est syme´trique,
nous supposerons e´galement implicitement que la norme sur cet espace est syme´trique
puisqu’un tel choix est possible par la proposition pre´ce´dente.
Enﬁn, il est de temps en temps pratique de pouvoir revenir a` des espaces classiques
comme les espaces ℓp. La notion de base pre´sente´e dans la proposition ci-dessous permet
de rapprocher un espace avec une telle base d’un espace ℓp.
De´finition 5.15. Soient 1 ≤ p < +∞ et X un espace de Banach muni d’une base (bi)i∈N∗ .
La base (bi)i∈N∗ est p-Hilbertienne par bloc s’il existe une constante K telle que pour toute
suite basique de blocs borne´e (zi)i∈N∗ de (bi)i∈N∗ et toute suite de scalaires (αi)i∈N∗∥∥∥∥∥
m∑
i=1
αizi
∥∥∥∥∥ ≤ K sup
i∈N∗
‖zi‖
(
m∑
i=1
|αi|p
) 1
p
, m ∈ N∗.
Les proprie´te´s des bases liste´es ci-dessus sont des proprie´te´s qui sont ve´riﬁe´es pour les
espaces sympathiques classiques, on peut par exemple citer les espaces ℓp pour p < +∞,
certains espaces de suites d’Orlicz,... Nous introduisons la notation suivante pour ne pas
surcharger certains passages dans la suite.
Notation. On note P l’ensemble de toutes les suites strictement croissantes et ﬁnies de
N∗ comportant un nombre impair de termes P = (pi)1≤i≤2n+1 ou` n ≥ 1.
Graˆce aux proprie´te´s des bases ci-dessus, Lohman et Casazza ont pu ge´ne´raliser la
construction de James a` des espaces de base diﬀe´rents de ℓ2. En eﬀet, la de´ﬁnition ci-
dessous a e´te´ donne´e dans l’article [40].
De´finition 5.16. Soit X un espace de Banach muni d’une base de Schauder monotone
et normalise´e (bi)i∈N∗ . Pour tout vecteur x ∈ KN et P ∈ P , on de´ﬁnit
‖x‖P =
∥∥∥∥∥
n∑
i=1
(xp2i−1 − xp2i)bi + xp2n+1bn+1
∥∥∥∥∥
X
.
L’espace de James ge´ne´ralise´ est alors de´ﬁni par
J(bi) = {x ∈ c0 : sup
P∈P
‖x‖P < +∞}.
De plus, si l’on munit J(bi) de la norme de´ﬁnie par
‖x‖J = sup
P∈P
‖x‖P ,
alors (J(bi), ‖ · ‖J) est un espace de Banach.
On retrouve dans cette de´ﬁnition la ”ge´ome´trie” de l’espace original de James. Cepen-
dant, les ressemblances avec l’espace de James ne s’arreˆtent pas la`. En eﬀet, cette classe
plus ge´ne´rale d’espaces partage beaucoup de proprie´te´s avec le premier espace de James
quitte a` imposer quelques conditions supple´mentaires a` l’espace X a` partir duquel on
construit l’espace de James ge´ne´ralise´. On peut donner quelques proprie´te´s de la norme
sur l’espace de James ge´ne´ralise´ qui nous inte´resseront pour la suite.
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Proposition 5.17. Soit J(bi) un espace de James ge´ne´ralise´ construit avec la me´thode
de Lohman et Casazza, alors
a) pour tout i ∈ N∗, ‖ei‖J = 1 ;
b) pour tout x ∈ J(bi), ‖x‖∞ ≤ ‖x‖J ;
c) ‖x‖J = supn∈N∗ ‖∑ni=1 xiei‖J .
De plus, si l’on rajoute quelques hypothe`ses sur la norme de X, on retrouve les pro-
prie´te´s essentielles de l’espace de James comme la quasi-re´ﬂexivite´ par exemple.
Proposition 5.18. Soit X un espace de Banach muni d’une base normalise´e, monotone,
b-comple`te et syme´trique (bi)i∈N∗. Alors la base canonique (en)n∈N∗ est une base de Schau-
der sur l’espace de James ge´ne´ralise´ J(bi). De plus, si l’on suppose que X est re´flexif et
que (bi)i∈N∗ est une base de bloc p-hilbertienne pour 1 < p < +∞, alors :
(a) les duaux successifs de J(bi) sont se´parables ;
(b) J(bi) est quasi-re´flexif d’ordre un ;
(c) J(bi) est topologiquement isomorphe a` J
∗∗ ;
(d) J(bi) ne posse`de pas de base inconditionnelle.
Preuve :
Les points (b) et (c) sont prouve´s dans l’article [40]. Le point (a), quant a` lui, est une
conse´quence directe du point (b). Enﬁn le point (d) de´coule du fait que d’apre`s (a), J(bi)
ne contient ni c0 ni l1. En eﬀet, d’apre`s un the´ore`me de James si un espace admet une
base inconditionnelle alors cet espace est re´ﬂexif si et seulement s’il ne contient ni c0 ni
l1. Or J(bi) n’est pas re´ﬂexif mais ne contient pas non-plus c0 ou l1 donc il n’admet pas
de base inconditionnelle.

On sait que l’espace de James contient deux copies de ℓ2 dont la somme directe
alge´brique est dense dans J2. Lohman et Casazza ont e´galement prouve´ un meˆme type de
proprie´te´ pour les espaces J(bi).
Proposition 5.19. Soit (bi)i∈N∗ une base syme´trique de X. Alors
a) (bi)i∈N∗ domine (ei)i∈N∗ ;
b) (bi)i∈N∗ est e´quivalente a` (e2i)i∈N∗ et a` (e2i−1)i∈N∗.
Pour ce qui nous inte´resse dans la suite, nous aurons besoin de pre´ciser un peu cette
dernie`re proposition.
Proposition 5.20. Soit (bi)i∈N∗ une base syme´trique de X. Alors
(a) Notons S : X → J(bi) de´fini par S(bi) = ei. Alors S est bien de´fini et est un ope´rateur
line´aire continu de X vers J(bi) et ‖S‖ ≤ 2. En particulier, pour toute suite de
scalaires (xi)i∈N∗, on a : ∥∥∥∥∥
+∞∑
i=1
xiei
∥∥∥∥∥
J
≤ 2
∥∥∥∥∥
+∞∑
i=1
xibi
∥∥∥∥∥
X
.
120
5.3. Quelques re´sultats pre´liminaires sur les espaces de James ge´ne´ralise´s
(b) Soit I ⊂ N∗ un ensemble infini qui ne contient pas deux entiers conse´cutifs. Alors
(bi)i∈N∗ est e´quivalente a` (ei)i∈I .
Preuve :
Commenc¸ons par montrer (a). Soit x =
∑
i∈N∗ xibi ∈ X. Comme (bi)i∈N∗ est une base
de Schauder, (xi)i∈N∗ ∈ c0. Conside´rons donc
‖S(x)‖J = sup
P∈P
‖
k∑
i=1
(xp2i−1 − xp2i)bi + xp2k+1bk+1‖X .
Alors pour tout P ∈ P , on a :
∥∥∥∥∥∥
k∑
i=1
(xp2i−1 − xp2i)bi + xp2k+1bk+1
∥∥∥∥∥∥
X
=
∥∥∥∥∥∥
k+1∑
i=1
xp2i−1bi −
k∑
i=1
xp2ibi
∥∥∥∥∥∥
X
≤
∥∥∥∥∥∥
k+1∑
i=1
xp2i−1bi
∥∥∥∥∥∥
X
+
∥∥∥∥∥∥
k∑
i=1
xp2ibi
∥∥∥∥∥∥
X
≤ 2
∥∥∥∥∥
+∞∑
i=1
xibi
∥∥∥∥∥
X
par le Corollaire 5.12 et par syme´trie de (bi)i∈N∗ .
Ceci prouve la proprie´te´ (a).
Le deuxie`me point est clair par de´ﬁnition de la norme sur J(bi).

5.3 Quelques re´sultats pre´liminaires sur les espaces de James ge´ne´ralise´s
Pour commencer cette section, nous allons e´nume´rer une liste de re´sultats simples
mais dont nous aurons besoin pour parler de de´calage ponde´re´ sur les espaces de James
ge´ne´ralise´s et pour de´tecter un e´ventuel comportement chaotique dans cette classe d’ope´-
rateurs.
Nous commenc¸ons par e´noncer un crite`re simple pour s’assurer de l’appartenance d’un
vecteur a` un espace de James ge´ne´ralise´.
Proposition 5.21. Soit (an)n≥1 une suite de´croissante de nombres re´els positifs qui tend
vers 0. Alors (an)n≥1 ∈ J(bi).
Preuve :
Il suﬃt de ve´riﬁer que ‖a‖J < +∞. Soit P = (p1, . . . , p2k+1) une suite strictement crois-
sante d’entiers naturels non-nuls, alors comme la suite (an)n≥1 est une suite de´croissante
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a` termes positifs, on de´duit que∥∥∥∥∥∥
k∑
i=1
(ap2i−1 − ap2i)bi + ap2k+1bn+1
∥∥∥∥∥∥
X
≤
k∑
i=1
|ap2i−1 − ap2i |‖bi‖X + ap2k+1‖bn+1‖X
≤
k∑
i=1
(ap2i − ap2i−1) + ap2k+1 car (bi)i∈N∗ est une base normalise´e de X
≤2a1 car
k∑
i=1
(ap2i − ap2i−1) est une somme partielle d’une se´rie alterne´e.
Cette majoration ne de´pendant pas de P , on de´duit que ‖a‖J < +∞.

D’apre`s la proprie´te´ (a) de la Proposition 5.20, il est aise´ de voir que si un vecteur
x =
∑+∞
i=1 xibi ∈ X alors la suite (xi)i∈N∗ ∈ J(bi). Nous allons voir avec la proposition
suivante que l’inclusion inverse a lieu en supposant que la suite est suﬃsamment lacunaire.
Proposition 5.22. Soit (an)n≥1 une suite de re´els positifs ve´rifiant que pour tout i ≥ 1,
si ai 6= 0 alors ai+1 = 0. Si (an)n≥1 ∈ J(bi), alors ∑+∞i=1 aibi ∈ X.
Preuve :
Pour prouver cette proposition, on se sert de l’e´quivalence des bases donne´es par
la proprie´te´ (b) de la Proposition 5.20. En eﬀet, si l’on note I l’ensemble des indices
pour lesquels ai 6= 0, alors l’ensemble I ne contient pas deux entiers successifs par hy-
pothe`se. Comme (bi)i∈N∗ est une base b-comple`te de X,
∑+∞
i=1 aibi ∈ X si et seulement
si supn∈N∗ ‖∑ni=1 aibi‖ < +∞. L’e´quivalence des bases (bi)i∈N∗ et (ei)i∈I conclut alors la
preuve de la proposition puisque :
sup
n∈N∗
∥∥∥∥∥
n∑
i=1
aibi
∥∥∥∥∥
X
≤ C sup
n∈N∗
∥∥∥∥∥∥∥∥
∑
i∈I
1≤i≤n
aiei
∥∥∥∥∥∥∥∥
J
= C sup
n∈N∗
∥∥∥∥∥
n∑
i=1
aiei
∥∥∥∥∥
J
par de´ﬁnition de I
= C
∥∥∥∥∥
+∞∑
i=1
aiei
∥∥∥∥∥
J
par la proprie´te´ (c) de la Proposition 5.17
< +∞

Nous e´nonc¸ons a` pre´sent un re´sultat qui fait le lien entre le caracte`re borne´ d’une suite
pour la norme ‖ · ‖J et la convergence de celle ci dans R.
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Proposition 5.23. Soit (bi)i∈N∗ une base syme´trique de X. Soit a = (an)n≥1 une suite
de nombres re´els positifs telle que ‖a‖J < +∞, alors (an)n∈N∗ converge dans R+. En
particulier, la suite (an)n∈N∗ est borne´e.
Preuve :
Supposons par l’absurde que (an)n∈N∗ ne converge pas alors on a l’existence dans R+
des limites supe´rieures et infe´rieures de (an)n∈N∗ . On de´ﬁnit alors
min( lim
n→+∞
an − lim
n→+∞
an, 1) := δ > 0.
Par de´ﬁnition des limites supe´rieures et infe´rieures, il existe une suite strictement crois-
sante d’entiers (ni)i∈N telle que
(5.1) |an2i−1 − an2i | ≥
δ
2
D’autre part, on sait que
‖a‖J ≥ sup
m∈N∗
∥∥∥∥∥
m∑
i=1
(an2i−1 − an2i)bi + an2m+1bm+1
∥∥∥∥∥
X
≥ sup
m∈N∗
∥∥∥∥∥
m∑
i=1
|an2i−1 − an2i |bi
∥∥∥∥∥
X
par le Corollaire 5.12.
Or comme la base de X est b-comple`te, ceci est e´quivalent a` dire que
+∞∑
i=1
|an2i−1 − an2i |bi ∈ X.
Ainsi la suite (|an2i−1 − an2i |)i∈N∗ tend vers 0 mais ceci contredit (5.1).

5.4 Des conditions assurant la chaoticite´ des ope´rateurs de de´calage ponde´re´ sur
les espaces de Lohman et Casazza
Cette section de´crit les ope´rateurs de de´calage a` gauche ponde´re´s sur les espaces de
James ge´ne´ralise´s et caracte´rise la chaoticite´ dans cette classe. Nous avons introduit dans
les parties pre´ce´dentes les de´ﬁnitions et quelques proprie´te´s dont nous aurons besoin dans
cette partie. La premie`re e´tape consiste a` identiﬁer les de´calages ponde´re´s qui sont continus
d’un espace de James ge´ne´ralise´ sur lui-meˆme, c’est le but de la proposition suivante.
Proposition 5.24. Soit a = (an)n≥1 une suite de nombres re´els positifs. Supposons
e´galement que (bi)i∈N∗ est une base inconditionnelle de X. Alors Ba ∈ B(J(bi)) si et
seulement si ‖a‖J < +∞.
Preuve :
Notons B l’ope´rateur de de´calage a` gauche etDa l’ope´rateur de multiplication diagonal
par la suite a. Comme Ba = B◦Da et B ∈ B(J(bi)), il suﬃt de montrer que Da ∈ B(J(bi))
si et seulement si ‖a‖J < +∞.
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On commence par montrer que si ‖a‖J < +∞ alors Da ∈ B(J(bi)). Soit x ∈ J(bi),
alors Da(x) ∈ c0 graˆce a` la Proposition 5.23. Il reste a` montrer que la norme de Da(x)
dans J(bi) est majore´e en fonction de celle de x.
‖Da(x)‖J = sup
P∈P
∥∥∥∥∥
n∑
i=1
(ap2i−1xp2i−1 − ap2ixp2i)bi + ap2n+1xp2n+1bn+1
∥∥∥∥∥
X
= sup
P∈P
∥∥∥∥∥
n∑
i=1
(
(ap2i−1xp2i−1 − ap2i−1xp2i) + (ap2i−1xp2i − ap2ixp2i)
)
bi + ap2n+1xp2n+1bn+1
∥∥∥∥∥
X
≤ sup
P∈P
∥∥∥∥∥
n∑
i=1
ap2i−1(xp2i−1 − xp2i)bi +
ap2n+1
2
xp2n+1bn+1 +
n∑
i=1
(ap2i−1 − ap2i)xp2ibi + ap2n+1
xp2n+1
2
bn+1
∥∥∥∥∥
X
≤ sup
P∈P
∥∥∥∥∥
n∑
i=1
ap2i−1(xp2i−1 − xp2i)bi +
ap2n+1
2
xp2n+1bn+1
∥∥∥∥∥
X
+
∥∥∥∥∥
n∑
i=1
(ap2i−1 − ap2i)xp2ibi + ap2n+1
xp2n+1
2
bn+1
∥∥∥∥∥
X
≤ ‖a‖∞‖x‖J + ‖a‖J‖x‖∞ par la Proposition 5.23 et car (bi)i∈N∗ est une base inconditionnelle de X
≤ (‖a‖∞ + ‖a‖J) ‖x‖J avec la Remarque 5.17 b).
Ainsi, Da ∈ B(J(bi)).
Montrons maintenant que si ‖a‖J = +∞, alors Da /∈ B(J(bi)). Dans ce cas, soit C > 0 on va
montrer qu’il existe x ∈ J(bi) et ‖x‖J = 1 tel que ‖Da(x)‖J > C‖x‖J = C. Comme ‖a‖J = +∞,
il existe N ≥ 2 et 1 ≤ p1 < · · · < p2N+1 tels que ‖∑Ni=1(ap2i−1 − ap2i)bi + ap2N+1bN+1‖X > C.
Prenons x ∈ J(bi) tel que xi = 1 pour tout 1 ≤ i ≤ p2N+1 et xi = 0 si i > p2N+1. Alors on
ve´rifie facilement que ‖x‖J = 1 et on a :
‖Da(x)‖J ≥
∥∥∥∥∥∥
N∑
i=1
(ap2i−1xp2i−1 − ap2ixp2i)bi + (ap2N+1xp2N+1)bN+1
∥∥∥∥∥∥
X
=
∥∥∥∥∥∥
N∑
i=1
(ap2i−1 − ap2i)bi + ap2N+1bN+1
∥∥∥∥∥∥
X
≥ C‖x‖J .
Ceci conclut la preuve de la proposition.

A` pre´sent, nous avons toutes les informations ne´cessaires pour caracte´riser les de´calages
ponde´re´s chaotiques sur l’espace J(bi). Le the´ore`me suivant s’inspire des travaux de
Grosse-Erdmann [28] et donne trois conditions e´quivalentes pour qu’un ope´rateur de
de´calage ponde´re´ soit chaotique sur J(bi).
The´ore`me 5.25. Soit a = (an)n≥1 une suite de poids telle que ‖a‖J < +∞, alors on a
e´quivalence entre :
(i) Ba est chaotique sur J(bi) ;
(ii) il existe un point pe´riodique non-nul pour Ba dans X ;
(iii) pour tous j ∈ N et N ∈ N∗, ∑+∞k=0 Ä∏j+kNv=j+1 avä−1 bj+kN ∈ X ;
(iv)
∑+∞
k=0
Ä∏k
v=1 av
ä−1
bk ∈ X.
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Preuve :
On remarque tout d’abord que l’implication (iii)⇒ (iv) est triviale puisque c’est le cas
particulier ou` j = 0 et N = 1. De meˆme, l’implication inverse (iv) ⇒ (iii) est e´galement
ve´riﬁe´e car (bi)i∈N est une base inconditionnelle de X et pour tous j ∈ N et N ∈ N∗,∑+∞
k=0
Ä∏j+kN
v=j+1 av
ä−1
bj+kN est une sous-se´rie de
Ä∏j
v=1 av
ä∑+∞
k=0
Ä∏k
v=1 av
ä−1
bk ∈ X.
Montrons a` pre´sent que (i) implique (ii).
Pour cela, supposons queBa est chaotique. Par conse´quent, Ba est hypercyclique et d’apre`s
la caracte´risation des de´calages ponde´re´s hypercycliques, il existe une suite d’entiers stric-
tement croissante (nk)k∈N telle que (
∏nk
v=1 av)
−1 −→
k→+∞
0. D’autre part, comme on l’a vu
dans la Proposition 5.23, la suite a posse`de une limite A ∈ R+. Il suﬃt de combiner
ces deux proprie´te´s pour obtenir que la limite de la suite (an)n∈N ve´riﬁe la condition
A ∈ [1,+∞[.
Soit ε > 0 suﬃsamment petit, alors comme Ba est chaotique, il existe un entier Nε > 1
et un vecteur xε ∈ J(bi) tels que
BNεa (xε) = xε et ‖xε − e1‖J < ε.
On peut obtenir plus d’informations sur le vecteur xε en le comparant avec B
Nε
a (xε), ainsi
on de´duit que pour tout j ∈ {0, . . . , Nε − 1} et tout k ≥ 1,
xε(j + kN) =
Ñ
j+kNε∏
v=j+1
av
é−1
xε(j).
Nous allons montrer que yε :=
∑+∞
i=1 xε(i)bi ∈ X. Pour cela nous allons de´composer yε en
une somme de vecteurs de X. Dans ce but, on de´ﬁnit pour tout q ∈ {1, . . . , Nε}, xqε le
vecteur de c0 ve´riﬁant
xqε(i) =
xε(i) si i = q + kNε,0 sinon.
De la meˆme fac¸on, on de´ﬁnit yqε :=
∑+∞
i=1 y
q
ε(i)bi comme le vecteur de c0 tel que
yqε(i) =
yε(i) si i = q + kNε,0 sinon,
c’est un sous vecteur de yε et
yε =
Nε∑
q=1
yqε et xε =
Nε∑
q=1
xqε.
Remarquons que comme Nε > 1, alors x
q
ε ∈ J(bi) est e´quivalent a` yqε ∈ X. En eﬀet,
tout coeﬃcient non-nul de xqε relativement a` la base canonique jouxte des e´le´ments nuls
puisque Nε > 1 ainsi le re´sultat de´coule de la Proposition 5.22.
A pre´sent, nous souhaitons montrer que pour tout q ∈ {1, . . . , Nε}, yqε ∈ X. Pour cela,
commenc¸ons par montrer que y2ε ∈ X. Supposons par l’absurde que x2ε /∈ J(bi) c’est-a`-dire
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de fac¸on e´quivalente y2ε /∈ X. Alors, en particulier
‖xε‖J = sup
P∈P
∥∥∥∥∥∥
k∑
i=1
(xε(p2i−1)− xε(p2i)) bi + xε(p2k+1)bk+1
∥∥∥∥∥∥
X
≥
∥∥∥∥∥
+∞∑
i=1
(xε(1 + iNε)− xε(2 + iNε)) bi
∥∥∥∥∥
X
=
∥∥∥∥∥∥
+∞∑
i=1
Ñ
x1
(
1+iNε∏
v=2
av
)−1
− x2
(
2+iNε∏
v=3
av
)−1é
bi
∥∥∥∥∥∥
X
=
∥∥∥∥∥∥
+∞∑
i=1
(
2+iNε∏
v=3
av
)−1 Ç
a2+iNεx1
a2
− x2
å
bi
∥∥∥∥∥∥
X
.
Or on sait par hypothe`se que a2+iNε −→
i→+∞
A ≥ 1, ainsi il existe iε ∈ N tel que pour
tout i ≥ iε,
A− ε < a2+iNε < A+ ε.
Ainsi, comme ‖xε − e1‖J < ε et comme xε ∈ c0, il est facile de ve´riﬁer que l’on a les
encadrements suivants
1− ε < xε(1) < 1 + ε et − ε < xε(2) < ε.
En regroupant ces informations, on obtient la minoration suivante pour tout i ≥ iε :
(A− ε)(1− ε)
a2
− ε < xε(1)a2+iNε
a2
− xε(2).
Or le terme de gauche dans l’expression pre´ce´dente tend vers A
a2
> 0 quand ε tend vers 0.
Ainsi en prenant ε suﬃsamment petit, on obtient l’existence de δ > 0 tel que pour tout
i ≥ iε,
xε(1)
a2+iNε
a2
− xε(2) > δ.
En utilisant ceci dans la minoration de ‖xε‖J pre´ce´dente et en utilisant le Corollaire 5.12,
on obtient :
‖xε‖J ≥
∥∥∥∥∥∥
+∞∑
i=1
(
2+iNε∏
v=3
av
)−1 Ç
a2+iNεxε(1)
a2
− xε(2)
å
bi
∥∥∥∥∥∥
X
≥
∥∥∥∥∥∥
+∞∑
i=iε
(
2+iNε∏
v=3
av
)−1
δbi
∥∥∥∥∥∥
X
=
δ
xε(2)
∥∥∥∥∥∥
+∞∑
i=iε
(
2+iNε∏
v=3
av
)−1
xε(2)bi
∥∥∥∥∥∥
X
= +∞ car y2ε /∈ X.
Ceci contredit le fait que xε ∈ J(bi). On ne peut donc pas eˆtre dans le cas ou` pour tout
q ∈ {1, . . . , Nε}, xqε /∈ J(bi) puisque x2ε ∈ J(bi) et de fac¸on e´quivalente y2ε ∈ X. L’ide´e est
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de se servir de la ge´ome´trie de la norme de J(bi) pour propager cette proprie´te´ pour tout
q ∈ {1, . . . , Nε}. Comme xε ∈ J(bi), alors pour tout q ∈ {1, . . . , Nε} tel que xqε ∈ J(bi),
on a e´galement xε − xqε ∈ J(bi) et
‖xε − xqε‖J = sup
p∈P
∥∥∥∥∥∥
k∑
i=1
((xε − xqε)(p2i−1)− (xε − xqε)(p2i))bi + (xε − xqε)(p2k+1)bk+1
∥∥∥∥∥∥
X
≥

∥∥∥∑+∞i=1 ((xε − xqε)(q + iNε)− (xε − xqε)(q + iNε + 1))bi∥∥∥X si q < Nε∥∥∥∑+∞i=1 ((xε − xqε)(q + (i− 1)Nε − 1)− (xε − xqε)(q + (i− 1)Nε))bi∥∥∥X si q > 1
=

∥∥∥∑+∞i=1 xε(q + iNε + 1))bi∥∥∥X si q < Nε∥∥∥∑+∞i=1 xε(q + (i− 1)Nε − 1))bi∥∥∥X si q > 1
=
limn→+∞ ‖
∑n
i=1 x
q+1
ε (q + iNε + 1))bi‖X si q < Nε
limn→+∞ ‖∑ni=1 xq−1ε (q + (i− 1)Nε − 1))bi‖X si q > 1
=
limn→+∞ ‖
∑n
i=1 x
q+1
ε (i)bi‖X si q < Nε
limn→+∞ ‖∑ni=1 xq−1ε (i)bi‖X si q > 1 car (bi)i∈N∗ est une base syme´trique
=

∥∥∥∑+∞i=1 xq+1ε (i)bi∥∥∥X si q < Nε∥∥∥∑+∞i=1 xq−1ε (i)bi∥∥∥X si q > 1.
On obtient donc que si q > 1, alors xq−1ε ∈ J(bi), c’est-a`-dire yq−1ε ∈ X et si q < Nε, alors
xq+1ε ∈ J(bi) et donc yq+1ε ∈ X. On peut re´ite´rer cette proce´dure avec le vecteur que l’on
obtient xq−1ε et/ou x
q+1
ε dans J(bi), puis de proche en proche, on obtient que pour tout
q ∈ {1, . . . , Nε}, xqε ∈ J(bi) et de fac¸on e´quivalente yqε ∈ X. En particulier, ceci implique
que yε =
∑Nε
q=1 y
q
ε ∈ X et ceci prouve (ii).
Montrons maintenant que (ii) implique (iv). Soit x ∈ X non-nul et pe´riodique pour
Ba de pe´riode N ≥ 1, alors de la meˆme fac¸on que pre´ce´demment, on peut de´duire des
informations de la pe´riodicite´ de x, ainsi
xj+kN =
Ñ
j+kN∏
v=j+1
av
é−1
xj
pour tout j ∈ {0, . . . , N − 1} et tout k ≥ 1. Or, comme (bi)i∈N est une base syme´trique
de X, c’est donc en particulier une base inconditionnelle de X et puisque x ∈ X, on a
e´galement Ñ
j∏
v=1
av
é−1 ∑
k∈N
Ñ
j+kN∏
v=j+1
av
é−1
xjbj+kN ∈ X
pour tout j ∈ {0, . . . , N − 1}. Par conse´quent, en divisant par xj et en sommant pour
j = 0, . . . , N − 1, on obtient ∑n∈N (∏nv=1 av)−1 bn ∈ X, ce qui de´montre (iv).
Nous allons maintenant montrer que (iii) implique (i). Supposons donc que pour tout
j ∈ N et tout N ∈ N∗, ∑+∞k=0 Ä∏j+kNv=j+1 avä−1 bj+kN ∈ X. Alors, en particulier, pour j = 0
et N = 1, on obtient
∑+∞
k=0
Ä∏k
v=1 av
ä−1
bk ∈ X et donc
Ä∏k
v=1 av
ä−1 −→
k→+∞
0 car (bi)i∈N∗
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est une base de Schauder de X. On en de´duit que Ba est hypercyclique sur J(bi) par le
The´ore`me 5.1.
Il reste a` montrer que Ba admet un sous-ensemble dense de points pe´riodiques dans
J(bi). Dans ce but, graˆce a` la Proposition 5.22, pour N > 1, on peut poser :
g(j,N) =
+∞∑
k=0
Ñ
j+kN∏
v=j+1
av
é−1
bj+kN ∈ X et g(j,N)J =
+∞∑
k=0
Ñ
j+kN∏
v=j+1
av
é−1
ej+kN ∈ J(bi).
Il est clair que si N ≥ j, alors BNa (g(j,N)J ) = g(j,N)J , ainsi tout vecteur g(j,N)J ∈ J(bi) est
pe´riodique pour j ≤ N .
Prenons alors x =
∑m
j=1 xjej et ε > 0. On peut supposer, quitte a` prendre un multiple de
x, que |xj ∏jv=1 av| ≤ 1 pour tout j ∈ {1, . . . ,m}.
Lemme 5.26. Il existe N ≥ m tel que pour tout 1 ≤ j ≤ m,∥∥∥∥∥∥∥
∑
k≥1
Ñ
j+kN∏
v=1
av
é−1
ej+kN
∥∥∥∥∥∥∥
J
≤ ε
m
.
Preuve :
Soit n ≥ m, on va chercher un entier N qui est de la forme αn pour un certain entier
naturel α. Par commodite´, pour N > 1, on pose e´galement
h(j,N) :=
∑
k≥1
Ñ
j+kN∏
v=1
av
é−1
bj+kN ∈ X et h(j,N)J :=
∑
k≥1
Ñ
j+kN∏
v=1
av
é−1
ej+kN ∈ J(bi).
En appliquant le point (a) de la Proposition 5.20, on remarque que ‖h(j,N)J ‖J ≤ 2‖h(j,N)‖X .
Or pour tout j ∈ {1, . . . ,m} et tout N ∈ N∗, on sait que h(j,N) ∈ X. De plus, il est clair
que ‖h(j,αn)‖X −→
α→+∞
0 pour tout 1 ≤ j ≤ m car (bi)i∈N∗ est une base de Schauder de X.
Il suﬃt donc de poser N = αn pour un choix de α suﬃsamment grand pour que pour
tout 1 ≤ j ≤ m
‖h(j,N)J ‖J ≤ 2‖h(j,N)‖X ≤
ε
m
.

Une fois le lemme prouve´, posons y =
∑m
j=1 xjg
(j,N)
J . Il est clair que y est un e´le´ment
de l’espace J(bi) car c’est une somme de vecteurs de J(bi). On remarque e´galement que y
est aussi un point pe´riodique pour Ba. De plus,
‖y − x‖J ≤
∥∥∥∥∥∥
m∑
j=1
xj(g
(j,N) − ej)
∥∥∥∥∥∥
J
=
∥∥∥∥∥∥∥
m∑
j=1
Ñ
xj
j∏
v=1
av
éÖ
+∞∑
k=1
Ñ
j+kN∏
v=1
av
é−1
ej+kN
è∥∥∥∥∥∥∥
J
≤
m∑
j=1
∣∣∣∣∣∣xj
j∏
v=1
av
∣∣∣∣∣∣
∥∥∥∥∥∥∥
+∞∑
k=1
Ñ
j+kN∏
v=1
av
é−1
ej+kN
∥∥∥∥∥∥∥
J
≤ ε.
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D’ou` la densite´ de l’ensemble des points pe´riodiques de J(bi) pour Ba.
Ceci conclut la preuve du the´ore`me.

On remarque que la principale diﬀe´rence avec le The´ore`me 5.4 est que les conditions
(ii), (iii) et (iv) sont des conditions d’appartenance a` l’espace X et pas a` l’espace J(bi)
que l’on e´tudie. Ce type de re´sultat est valable pour une classe d’espaces plus large que
les espaces J(bi) e´tudie´s ici. En particulier, le contre-exemple donne´ par Grosse-Erdmann
dans son article [28] d’un espace de Banach sans base inconditionnelle (espace ponde´re´
des suites a` variations borne´es tendant vers 0) pour lequel la caracte´risation donne´e par
le The´ore`me 5.4 n’est plus valable, admet lui-aussi une caracte´risation du meˆme type que
celle de´crite ci-dessus. En eﬀet, la construction de la norme de l’espace bv0 des suites a`
variations borne´es tendant vers 0 est tre`s proche de celle de l’espace J1. On a aussi la
majoration e´vidente :
‖x‖bv0 =
+∞∑
i=1
|xi − xi+1| ≤ ‖x‖J1 .
De fait, le The´ore`me 5.25 se ge´ne´ralise de la meˆme fac¸on si l’on remplace le sup de la
de´ﬁnition de la norme de l’espace de James ge´ne´ralise´ par une somme sur tous les indices.
Ces espaces deviennent des espaces du type espace de suites a` variations borne´es tendant
vers 0.
On peut se demander s’il existe des de´calages ponde´re´s qui admettent un point pe´riodique
mais qui ne sont pas chaotiques. D’apre`s le the´ore`me ci-dessus un tel point est force´ment
un e´le´ment de J(bi) qui n’appartient pas a` l’espace X.
On donne une re´ponse positive en spe´cialisant X = ℓp pour 1 ≤ p < +∞.
Exemple 5.27. Soit ak =
Ä
k+1
k
ä 1
p pour tout k ∈ N∗. Alors Ba est un ope´rateur borne´
sur Jp qui admet un point pe´riodique non-nul dans Jp mais qui n’est pas chaotique.
En eﬀet, par la Proposition 5.24 pour ve´riﬁer que Ba est borne´, il suﬃt de ve´riﬁer que
‖a‖Jp < +∞. Or ceci est ve´riﬁe´ en utilisant la preuve de la Proposition 5.21 pour une
suite de´croissante vers un re´el quelconque. On en de´duit que Ba est borne´. Le fait que
Ba n’est pas chaotique vient du fait que
(Ä∏k
v=1 av
ä−1)
k∈N
=
(
(k + 1)−
1
p
)
k∈N
/∈ ℓp, ainsi
la condition (iv) du The´ore`me 5.25 n’est pas ve´riﬁe´e.
Enﬁn, il reste a` voir que
(Ä∏k
v=1 av
ä−1)
k∈N
=
(
(k + 1)−
1
p
)
k∈N
∈ Jp, or cette suite est
de´croissante ainsi il suﬃt d’appliquer a` nouveau la Proposition 5.21.
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A Un crite`re de supercyclicite´ pour des
ope´rateurs non-borne´s
A.1 Ope´rateurs hypercycliques non-borne´s
En 2001, Be`s, Chan et Seubert se sont inte´resse´s a` la notion d’hypercyclicite´ pour des
ope´rateurs line´aires non-borne´s. En eﬀet, les ope´rateurs line´aires continus hypercycliques
ont e´te´ intensivement e´tudie´s cependant les ope´rateurs line´aires non-continus ont e´te´ beau-
coup moins e´tudie´s, on peut citer [11],[17],[9] par exemple. Dans leur article [11], ceux-ci
e´tudient la chaoticite´ de certains ope´rateurs de diﬀe´rentiation. Il est bien connu que de tels
ope´rateurs sont line´aires mais ne sont pas toujours borne´s. Dans le but d’e´tudier l’aspect
chaotique de ces ope´rateurs particuliers, Be`s, Chan et Seubert ont repris la de´monstration
historique du crite`re d’hypercyclicite´ donne´ par Kitai dans sa the`se [37] et l’ont modiﬁe´e
de fac¸on a` l’adapter a` certains ope´rateurs non-borne´s. Ils ont ainsi pu obtenir un crite`re
d’hypercyclicite´ pour des ope´rateurs non-borne´s. Deux ans plus tard, toujours dans le
but d’e´tudier des ope´rateurs chaotiques, de Laubenfels, Emamirad et Grosse-Erdmann
donnent un deuxie`me crite`re dans l’article [17]. Il semble que ces deux crite`res ont des
applications diﬀe´rentes.
Depuis ces travaux, on peut trouver dans la litte´rature des travaux sur des ope´rateurs
chaotiques non-borne´s mais il semble que personne ne se soit inte´resse´ a` un crite`re de
supercyclicite´ pour des ope´rateurs non-borne´s ni a` la caracte´risation de tels ope´rateurs
sur ℓ2. Nous allons commencer par e´noncer le crite`re d’hypercyclicite´ fourni par Be`s, Chan
et Seubert :
The´ore`me (Crite`re d’hypercyclicite´ non-borne´) A.1. Soit X un espace de Banach
se´parable de dimension infinie et T un ope´rateur line´aire dense´ment de´fini sur X dont
tous les ite´re´s sont des ope´rateurs ferme´s. Alors T est hypercyclique s’il existe un sous-
ensemble dense D du domaine de T et une application (e´ventuellement non-line´aire et
non-continue) S : D → D telle que :
(a) TS = Id sur D,
(b) T n et Sn convergent simplement vers 0 sur D.
En 2008, Bermu´dez, Bonilla et Torrea donnent des conditions ne´cessaires et suﬃsantes
dans [9] pour qu’un de´calage ponde´re´ sur ℓ2(N) (borne´ ou non) soit hypercyclique ou
chaotique.
The´ore`me (Bermu`dez, Bonilla, Correa) A.2. Soit Bw un ope´rateur de de´calage a`
gauche ponde´re´ et de´fini sur ℓ2(N). Alors Bw est hypercyclique si et seulement s’il existe
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une suite (Nk)k∈N telle que pour tout q ∈ N,
max
0≤α≤q
Ñ
Nk∏
i=1
wα+i
é−1
−→
k→+∞
0.
Contre-Exemple A.3. On pourrait eˆtre tente´ de simpliﬁer cette dernie`re condition
et de la remplacer par la condition pour un de´calage ponde´re´ borne´. Cependant, cette
simpliﬁcation ne peut pas s’ope´rer pour des ope´rateurs non-borne´s. En eﬀet, conside´rons
la suite de poids de´ﬁnie par w2k = k, w2k+1 =
1
k
pour tout k ∈ N∗ et wi = 1 pour
i 6= 2k, 2k + 1. Alors un simple calcul montre que 1
w1...w2k
= 1
k
−→
k→+∞
0, mais il n’existe pas
de suite (Nk)k∈N telle que
1
w1...wNk
−→
k→+∞
0 et 1
w2...wNk+1
−→
k→+∞
0.
Remarque A.4. Il est facile de montrer que si l’on suppose en plus que infn∈N(wn) > 0
alors la condition du The´ore`me A.2 se simpliﬁe radicalement et devient :
lim inf
n→+∞
(
n∏
i=1
wi
)−1
= 0.
En fait on peut appliquer le The´ore`me de Be`s, Chan et Seubert aux de´calages a` poids
sur ℓp(Z) et ainsi caracte´riser les de´calages a` poids bilate´raux non-borne´s hypercycliques.
The´ore`me A.5. Soit Bw un de´calage ponde´re´ bilate´ral (e´ventuellement non-borne´) sur
ℓp(Z). Alors Bw est hypercyclique si et seulement s’il existe une suite (Nk)k∈N telle que
pour tout q ∈ N,
(A.1) max
−q≤α≤q
Ñ
Nk∏
i=1
wα+i
é−1
−→
k→+∞
0 et max
−q≤α≤q
Ñ
Nk∏
i=1
wα−i+1
é
−→
k→+∞
0.
avec la convention : 1
0
= +∞.
Remarque A.6. Il est facile de voir que les ite´re´s de Bw sont ferme´s.
Preuve :
Supposons que Bw est hypercyclique et ﬁxons q ∈ N. Tout d’abord, il est clair qu’au-
cune composante de w n’est nulle. Par densite´ de l’ensemble des vecteurs hypercycliques
dans le domaine de Bw, pour tout choix de 0 < δ < 1, il existe un vecteur hypercyclique
x et un entier n > 2q tels que :
‖x−
q∑
i=−q
ei‖ < δ et ‖Bnw(x)−
q∑
i=−q
ei‖ < δ.
En observant les composantes en eα pour chacune des deux ine´galite´s ci-dessus, on obtient
pour tout −q ≤ α ≤ q,
|xα − 1| < δ(A.2) ∣∣∣∣∣
(
n∏
i=1
wα+i
)
xα+n − 1
∣∣∣∣∣ < δ(A.3)
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et pour tout |α| > q,
|xα| < δ(A.4) ∣∣∣∣∣
(
n∏
i=1
wα+i
)
xα+n
∣∣∣∣∣ < δ.(A.5)
En utilisant l’ine´galite´ triangulaire, les relations (A.3) et (A.4) donnent pour tout
−q ≤ α ≤ q : (
n∏
i=1
wα+i
)−1
<
δ
1− δ .
Puis en utilisant les relations (A.2) et (A.5), on obtient e´galement pour tout −q ≤ α ≤ q :
n∏
i=1
wα−i+1 =
n∏
i=1
wα−n+i <
δ
1− δ .
Comme la valeur de δ est arbitrairement petite, on en de´duit que pour tout q ∈ N, il
existe une suite (Nk(q))k∈N ve´riﬁant :
lim
k→+∞
max
Ö
max
−q≤α≤q
Ñ
Nk(q)∏
i=1
wα+i
é−1
, max
−q≤α≤q
Ñ
Nk(q)∏
i=1
wα−i+1
éè
= 0.
Il reste a` trouver une suite (Nk) inde´pendante de q. Quitte a` prendre une sous-suite, pour
tout q ∈ N, on peut supposer que la suite (Nk(q))n∈N est strictement croissante et pour
tout k ∈ N,
max
Ö
max
−q≤α≤q
Ñ
Nk(q)∏
i=1
wα+i
é−1
, max
−q≤α≤q
Ñ
Nk(q)∏
i=1
wα−i+1
éè
< 2−k.
On peut e´galement supposer que pour tout k ∈ N et pour tout q ∈ N, Nk(q) < Nk(q+1).
Il est alors clair que la suite (Nk(k))k∈N ve´riﬁe (A.1) et est inde´pendante de q.
Inversement, si l’on suppose la relation (A.1) et que l’on pose D = Vect{en, n ∈ N}, on
va ve´riﬁer les hypothe`ses du The´ore`me A.1. La aussi, il est clair que toutes les composantes
de w sont non-nulles car sinon le premier terme de (A.1) vaut +∞ pour q suﬃsamment
grand. On pose S : D → D tel que S(ei) = ei+1wi+1 , il est clair que S est bien de´ﬁni et
TS = Id sur D. De plus, l’hypothe`se (A.1) montre qu’il existe une suite (Nk)k∈N telle que
pour tout i ∈ Z : ∥∥∥TNk(ei)∥∥∥ = Nk∏
j=1
wi−j+1 −→
k→+∞
0
et ∥∥∥SNk(ei)∥∥∥ =
Ñ
Nk∏
j=1
wi+j
é−1
−→
k→+∞
0.
Les hypothe`ses du The´ore`me A.1 sont bien ve´riﬁe´es et donc T est hypercyclique.

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Contre-Exemple A.7. Comme nous l’avons fait auparavant, il est bon de remarquer
que l’on ne peut pas remplacer la condition du The´ore`me pre´ce´dent par celle plus faible :Ñ
Nk∏
i=1
wi
é−1
−→
k→+∞
0 et
Nk−1∏
i=0
w−i −→
k→+∞
0,
ou encore qu’il existe (Nk)k∈N telle que pour tout α ∈ N :Ñ
α+Nk∏
i=1
wi
é−1
−→
k→+∞
0 et
Nk−α−1∏
i=0
w−i −→
k→+∞
0.
En eﬀet, il suﬃt de prendre la meˆme suite de poids que dans le contre-exemple pre´ce´dent
et d’attribuer la valeur 1
2
aux poids ne´gatifs pour diﬀe´rencier ces conditions.
Une question naturelle est alors de se demander si l’on peut faire la meˆme chose pour
les de´calages ponde´re´s supercycliques.
A.2 Ope´rateurs supercycliques non-borne´s
Dans la suite, nous allons donner un crite`re de supercyclicite´ pour des ope´rateurs non-
borne´s, puis nous l’utiliserons dans le cadre de l’e´tude de de´calages ponde´re´s sur ℓp(Z).
The´ore`me A.8. Soit X un espace de Banach se´parable de dimension infinie et soit
T un ope´rateur dense´ment de´fini sur X tel que T n est ferme´ pour tout n ∈ N. Alors T
est supercyclique s’il existe un sous-espace dense D contenu dans le domaine de T et des
applications Sn : D → D tels que :
(a) pour tout x ∈ D, T n(Sn(x)) −→
n→+∞
x ;
(b) pour tous x, y ∈ D et pour tout m ∈ N, ‖T n(x)‖ ‖Tm(Sn(y))‖ −→
n→+∞
0.
Avant de montrer ce the´ore`me, nous aurons besoin d’un lemme bien connu.
Lemme A.9. Soient (xn)n∈N et (yn)n∈N deux suites a` valeurs dans R
+. Si l’on suppose
que limn→+∞ xnyn = 0, alors il existe (λn)n∈N une suite de re´els strictement positifs telle
que :
λnxn −→
n→+∞
0 et (λn)
−1yn −→
n→+∞
0.
Preuve :
En eﬀet, si l’on suppose que xn 6= 0 et yn 6= 0, on prend λn =
…
‖yn‖
‖xn‖
sinon on pose
λn =
1
nxn
si yn = 0 et λn = nyn si xn = 0.

Preuve du the´ore`me :
Soit {yk, k ∈ N} un sous-ensemble dense de D.
On commence par construire par re´currence une suite (xk)k∈N ⊂ D, une suite de re´els
positifs (λk)k∈N, et une suite d’entiers strictement croissante (mk)k∈N telles que pour tout
k ∈ N :
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(I) ‖xk‖ < 2−k ;
(II) ‖λkTmk(xk)− yk‖ < 2−k ;
(III) Pour tout i < k, ‖λkTmk(xi)‖ < 2−k ;
(IV) Pour tout i < k, ‖(λk)−1Tmi(λiSmk(yk))‖ < 2−k.
Remarquons que (b) implique que ‖T n(y0)‖ ‖Sn(y0)‖ −→
n→+∞
0. On peut alors trou-
ver m0 ∈ N et λ0 ∈ R+ ve´riﬁant (λ0)−1‖Sm0(y0)‖ < 1 et λ0‖Tm0(y0)‖ < 1 graˆce au
Lemme A.9. De plus, en choisissant m0 suﬃsamment grand, la relation (a) nous assure
que ‖Tm0(Sm0(y0)) − y0‖ < 1. On pose alors x0 = (λ0)−1Sm0(y0) qui ve´riﬁe bien (I) et
(II), ceci termine l’initialisation.
Supposons a` pre´sent que l’on a construit les suites jusqu’au rang k. Comme pour tout
i ≤ k, xi ∈ D et pour tout i ≤ k + 1, yi ∈ D on a par (b) :(
k∑
i=0
‖T n(xi)‖
)(
k∑
i=0
‖Tmi(λiSn(yk+1)‖+ ‖Sn(yk+1)‖
)
−→
n→+∞
0
car en de´veloppant, on a la convergence vers 0 terme a` terme. Ainsi, le Lemme A.9 assure
l’existence d’une suite (λnk+1)n∈N telle que pour tout i ≤ k :
λnk+1‖T n(xi)‖ −→n→+∞ 0Ä
λnk+1
ä−1 ‖Tmi(λiSn(yk+1)‖ −→
n→+∞
0Ä
λnk+1
ä−1 ‖Sn(yk+1)‖ −→
n→+∞
0
Il reste a` choisir mk+1 > mk de fac¸on que pour tout i ≤ k :
λ
mk+1
k+1 ‖Tmk+1(xi)‖ < 2−(k+1);Ä
λ
mk+1
k+1
ä−1 ‖Tmi(λiSmk+1(yk+1)‖ < 2−(k+1);Ä
λ
mk+1
k+1
ä−1 ‖Smk+1(yk+1)‖ < 2−(k+1).
De plus, quitte a` augmenter la valeur de mk+1, on peut imposer e´galement que
‖Tmk+1(Smk+1(yk+1))− yk+1‖ < 2−(k+1)
graˆce a` la relation (a) du The´ore`me. On pose alors xk+1 =
Ä
λ
mk+1
k+1
ä−1
Smk+1(yk+1) et
λk+1 = λ
mk+1
k+1 . On a donc (II) par la remarque ci-dessus. La troisie`me ine´galite´ ci-dessus
implique alors (I), la premie`re (III) et la deuxie`me (IV). Ce qui termine la re´currence.
On pose alors x =
∑+∞
i=0 xi et on veut montrer que x est supercyclique pour T . On
commence par montrer que pour tout k ∈ N∗, ∑+∞i=k+1 xi est dans le domaine de Tmk .
Fixons k ∈ N∗,Ñ
N∑
i=k+1
xi, λkT
mk
Ñ
N∑
i=k+1
xi
éé
=
Ñ
N∑
i=k+1
xi, λkT
mk
Ñ
N∑
i=k+1
(λi)
−1Smi(yi)
éé
=
Ñ
N∑
i=k+1
xi,
N∑
i=k+1
(λi)
−1λkT
mk (Smi(yi))
é
−→
N→+∞
Ñ
+∞∑
i=k+1
xi,
+∞∑
i=k+1
(λi)
−1λkT
mk (Smi(yi))
é
par (I) et (IV).
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Or comme Tmk est ferme´, λkT
mk l’est aussi et donc
∑+∞
i=k+1 xi est dans le domaine de T
mk ,
ainsi
+∞∑
i=k+1
λkT
mk (xi) = λkT
mk
Ñ
+∞∑
i=k+1
xi
é
.
On s’inte´resse alors a` :
‖λkTmk(x)− yk‖ ≤ ‖
∑
j<k
λkT
mk(xj)‖+ ‖λkTmk(xk)− yk‖+ ‖
∑
j>k
λkT
mk(xj)‖
≤∑
j<k
2−k + 2−k +
∑
j>k
2−j par (III),(II) et (IV)
= 2−k(k + 2)
−→
k→+∞
0.
Soit alors ε > 0 et y ∈ X, on obtient par l’ine´galite´ triangulaire
‖λkTmk(x)− y‖ ≤ ‖λkTmk(x)− yk‖+ ‖yk − y‖.
Or {yk, k ∈ N} est dense dans X et l’on a vu ci-dessus que ‖λkTmk(x) − yk‖ −→
k→+∞
0,
ainsi il existe un entier k ve´riﬁant a` la fois ‖λkTmk(x) − yk‖ < ε2 et ‖yk − y‖ < ε2 , d’ou`‖λkTmk(x)− y‖ < ε.
Ce qui montre que x est un vecteur supercyclique pour T .

Remarque A.10. On peut remarquer que le the´ore`me ci-dessus est toujours valable si
la suite des entiers naturels est remplace´e par une sous-suite dans les hypothe`ses (a) et
(b).
The´ore`me A.11. Si T ve´rifie le crite`re de supercyclicite´ non-borne´ ci-dessus alors T⊕T
est aussi supercyclique.
Preuve :
Si l’on suppose que T ve´riﬁe le crite`re de supercyclicite´ non-borne´, alors la preuve est
mot pour mot la preuve du crite`re que l’on vient de faire ci-dessus sauf que l’on conside`re
l’ope´rateur T ⊕T au lieu de T et S⊕S au lieu de S et l’on travaille sur une e´nume´ration
de D2 au lieu de D.

On peut appliquer ce crite`re pour obtenir une caracte´risation des de´calages ponde´re´s
sur ℓp qui sont supercycliques.
The´ore`me A.12. Soit Bw un de´calage ponde´re´ bilate´ral (e´ventuellement non-borne´) sur
ℓp(Z). Alors Bw est supercyclique si et seulement s’il existe une suite (Nk)k∈N telle que
pour tout q ∈ N,
(A.6) max
−q≤α≤q
Ñ
Nk∏
i=1
wα+i
é−1
× max
−q≤α≤q
Ñ
Nk∏
i=1
wα−i+1
é
−→
k→+∞
0.
avec les conventions : 1
0
= +∞ et +∞× 0 = +∞.
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Remarque A.13. Il peut eˆtre utile de remarquer que la condition du the´ore`me ci-dessus
est e´quivalente a` la condition suivante :
(A.7) max
(∏Nk
i=1wα−i+1∏Nk
i=1wβ+i
, |α|, |β| ≤ q
)
−→
k→+∞
0.
ou encore a` la condition
(A.8) max
(∏α−Nk+1
i=0 wi∏β+Nk
i=1 wi
, |α|, |β| ≤ q
)
−→
k→+∞
0.
En eﬀet, comme pour tout i ∈ Z, wi 6= 0 il est clair que les valeurs :
max
Ä∏α
i=1wi
∏β
j=1wi, 0 ≤ α ≤ q, 0 ≤ β ≤ q
ä
, max
Ç∏β
j=1
wi∏α
i=1
wi
,−q ≤ α ≤ 0, 0 ≤ β ≤ q
å
,
max
Ç∏α
i=1
wi∏β
j=1
wi
, 0 ≤ α ≤ q,−q ≤ β ≤ 0
å
et max
Ç
1∏α
i=1
wi
∏β
j=1
wi
,−q ≤ α ≤ 0,−q ≤ β ≤ 0
å
sont borne´es supe´rieurement par une constante qui de´pend de q et de meˆme si l’on rem-
place le max par un min, alors ces valeurs sont borne´es infe´rieurement par une constante
qui de´pend de q. Ceci justiﬁe l’e´quivalence des convergences des suites (A.7) et (A.8).
Preuve :
Supposons que Bw est supercyclique et ﬁxons q ∈ N. Tout d’abord, il est clair qu’au-
cune composante de w n’est nulle. Comme pour le cas hypercyclique, par densite´ de l’en-
semble des vecteurs supercycliques dans le domaine de Bw, pour tout choix de 0 < δ < 1,
il existe un vecteur supercyclique x, un entier n > 2q et un scalaire λ tels que pour tout
−q ≤ α ≤ q : (
n∏
i=1
wα+i
)−1
<
|λ|δ
1− δ
et
n∏
i=1
wα−i+1 =
n∏
i=1
wα−n+i <
δ
|λ|(1− δ) .
Comme la valeur de δ est arbitrairement petite, on en de´duit que pour tout q ∈ N, il
existe une suite (Nk(q))k∈N ve´riﬁant :
lim
k→+∞
max
−q≤α≤q
Ñ
Nk(q)∏
i=1
wα+i
é−1
× max
−q≤α≤q
Ñ
Nk(q)∏
i=1
wα−i+1
é
= 0.
Comme pour le cas hypercyclique, un argument diagonal permet de s’aﬀranchir de la
de´pendance en q.
Inversement, si l’on suppose la relation (A.6) et que l’on pose D = Vect{en, n ∈ N}, on
va ve´riﬁer les hypothe`ses du The´ore`me A.8. La aussi, il est clair que toutes les composantes
de w sont non-nulles car sinon le premier terme de (A.6) vaut +∞ pour q suﬃsamment
grand. De plus, D est clairement dense contenu dans le domaine de Bw et invariant par Bw.
On pose S : D → D tel que S(ei) = ei+1wi+1 , il est clair que S est bien de´ﬁni et TS = ST = Id
sur D donc on a la condition (a) du The´ore`me A.8. De plus, l’hypothe`se (A.6) montre
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qu’il existe une suite (Nk)k∈N telle que pour tous α, β ∈ Z, pour tout m ∈ N :
∥∥∥TNk(eα)∥∥∥× ‖Tm(SNk(eβ))‖ =
Ñ
α−Nk+1∏
i=α
wi
éÑ
β+Nk−m∏
i=β+1
wi
é−1
=
Nk∏
i=1
wα−i+1
Ñ
Nk∏
i=1+m
wβ−m+i
é−1
=
Nk∏
i=1
wα−i+1
Ñ
Nk∏
i=1
wβ−m+i
é−1
m∏
i=1
wβ−m+i −→
k→+∞
0
Les hypothe`ses du The´ore`me A.8 sont bien ve´riﬁe´es et donc T est supercyclique.

Contre-Exemple A.14. La` encore, on ne peut pas remplacer la condition du the´ore`me
pre´ce´dent par celle plus faible qu’il existe (Nk)k∈N telle que pour tout q ∈ N :∏q−Nk+1
i=0 wi∏q+Nk
i=1 wi
−→
k→+∞
0.
En eﬀet, posons pour tout i ∈ N∗, wi = w−i = i et w0 = 1. Alors pour toute suite (Nk)k∈N
et tout q ∈ N, ∏q−Nk+1
i=0 wi∏q+Nk
i=1 wi
=
Ñ
q+Nk∏
i=Nk−q
wi
é−1
−→
k→+∞
0.
En revanche pour toute suite (Nk)k∈N, prenons α = 0 et β = −2, alors∏α−Nk+1
i=0 wi∏β+Nk
i=1 wi
=
∏Nk−1
i=0 wi∏Nk−2
i=1 wi
= wNk−1 −→
k→+∞
+∞ 6= 0.
C’est donc encore vrai pour le max pour q ≥ 2, donc ceci ne ve´riﬁe pas (A.8).
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les ope´rateurs line´aires
Dans cette section, on se propose de montrer que plusieurs notions de me´lange co¨ıncident
dans le cas d’un ope´rateur line´aire sur un espace de Banach muni d’une mesure gaussienne.
Ceci ge´ne´ralise certains re´sultats obtenus par Totoki [51] dans le cadre de processus gaus-
siens et de Bayart et Matheron [7] qui ont donne´ une condition ne´cessaire et suﬃsante
portant sur l’ope´rateur de covariance associe´ a` une mesure gaussienne de support plein
pour qu’un ope´rateur soit me´langeant. Dans toute cette partie, on supposera que X est
un espace de Banach se´parable muni de la tribu bore´lienne B.
Lorsqu’on travaille sur des espaces mesure´s, il est commode d’utiliser des applications
qui pre´servent la structure de tels espaces. C’est le roˆle des applications pre´sente´es dans
la de´ﬁnition ci-dessous.
De´finition B.1. Soit (X,B, µ) un espace de probabilite´s. On dit qu’une application
T : (X,B, µ)→ (X,B, µ) pre´serve la mesure si pour tout A ∈ B, µ(T−1(A)) = µ(A).
On peut maintenant introduire les applications fortement me´langeantes qui sont les
applications qui vont nous inte´resser dans cette section.
De´finition B.2. Soit (X,B, µ) un espace de probabilite´s et T : (X,B, µ)→ (X,B, µ) une
application qui pre´serve la mesure. On dit que T est fortement me´langeante par rapport
a` µ si l’une des deux conditions e´quivalentes suivantes est satisfaite :
(i) pour tous A,B ∈ B, µ(A ∩ T−n(B)) −→
n→+∞
µ(A)µ(B) ;
(ii) pour tous f, g ∈ L2(X,B, µ), ∫X f(T n(x))g(x)dµ(x) −→n→+∞ ∫X f dµ ∫X g dµ.
De meˆme, pour tout N ≥ 1, on dit que T est multiple me´langeant de degre´ N par rapport
a` µ si l’une des deux conditions suivantes est satisfaite :
(i) pour tous A0, . . . , AN ∈ B,
µ
Å
A0 ∩Nk=1 T−
∑k
j=1 nj(Ak)
ã
−→
n1,...,nN→+∞
N∏
k=0
µ(Ak);
(ii) pour tous f0, . . . , fN ∈ L2(X,B, µ),∫
X
f0(x)
N∏
k=1
fk(T
∑k
j=1 nj(x))dµ(x) −→
n→+∞
N∏
k=0
∫
X
fk dµ.
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Il est clair que si une application est multiple me´langeante de degre´ N , alors elle est
e´galement multiple me´langeante de tout degre´ k pour k ≤ N . On remarque aussi que la
de´ﬁnition d’un ope´rateur fortement me´langeant pour une mesure dont le support est plein
est plus forte que la de´ﬁnition topologique d’un ope´rateur me´langeant.
De´finition B.3. Un ensemble A de X est dit cylindrique s’il existe p ≥ 1, p vecteurs
line´airement inde´pendants x∗1, . . . , x
∗
p de X
∗ et un bore´lien E ⊂ Cp tels que
A =
¶
x ∈ X : Ä〈x∗1, x〉, . . . , 〈x∗p, x〉ä ∈ E©. On appelle tribu cylindrique la tribu engendre´e
par les ensembles cylindriques.
La proposition suivante est adapte´e du livre [52] dans lequel Walters donne une telle
re´duction pour les diﬀe´rentes notions de me´lange et d’ergodicite´.
Proposition B.4. Soient (X,B, µ) un espace de probabilite´ et S une semi-alge`bre qui
engendre B. Soit T : X → X un ope´rateur qui pre´serve la mesure µ, alors T est multiple
me´langeant de degre´ N ≥ 1 si et seulement si pour tous A0, . . . , AN ∈ S ,
µ
Å
A0 ∩Nk=1 T−
∑k
j=1
nj(Ak)
ã
−→
n1,...,nN→+∞
N∏
k=0
µ(Ak).
Preuve :
D’apre`s [44] tout e´le´ment de l’alge`bre engendre´e par S s’e´crit comme une re´union
disjointe ﬁnie d’e´le´ments de S . Il est donc clair que si l’on a le re´sultat pour la semi-
alge`bre S alors on l’a aussi pour l’alge`bre engendre´e par S . Supposons donc que l’on a la
proprie´te´ pour l’alge`bre engendre´e par S . Soit ε > 0 et A0, . . . , AN ∈ B. Par un the´ore`me
d’approximation de Kingman et Taylor de [36] (p.84), on sait qu’on peut trouver des
e´le´ments B0, . . . , BN de l’alge`bre engendre´e par S ve´riﬁant pour tout i ∈ {0, . . . , N},
µ(Ai∆Bi) < ε. Pour des raisons de commodite´ d’e´criture, tout N -uplet d’entiers naturels
sera note´ n := (n1, . . . , nN) et on note e´galement n
i =
∑i
j=1 ni pour 1 ≤ i ≤ N et n0 = 0.
Pour tout n, une proprie´te´ bien connue de la diﬀe´rence syme´trique implique que
(
∩Nk=0T−n
k
(Ak)
)
∆
(
∩Nk=0T−n
k
(Bk)
)
⊂ ∪Nk=0
(
T−n
k
(Ak)∆T
−nk(Bk)
)
.
En appliquant la mesure µ et graˆce a` la T -invariance de µ, on obtient donc :
µ
((
∩Nk=0T−n
k
(Ak)
)
∆
(
∩Nk=0T−n
k
(Bk)
))
< (N + 1)ε.
Ainsi, µ
Ä∩Nk=0T−nk(Ak)ä− µ Ä∩Nk=0T−nk(Bk)ä < (N + 1)ε.
On peut a` pre´sent de´composer avec l’ine´galite´ triangulaire
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∣∣∣∣∣∣µ
(
∩Nk=0T−n
k
(Ak)
)
−
N∏
k=0
µ(Ak)
∣∣∣∣∣∣ ≤
∣∣∣µ (∩Nk=0T−nk(Ak))− µ (∩Nk=0T−nk(Bk))∣∣∣
+
∣∣∣∣∣∣µ
(
∩Nk=0T−n
k
(Bk)
)
−
N∏
k=0
µ(Bk)
∣∣∣∣∣∣
+
N∑
i=0
(
i−1∏
k=0
µ(Ak)
)Ñ
N∏
k=i+1
µ(Bk)
é
|µ(Bi)− µ(Ai)|
≤ (N + 1)ε+
∣∣∣∣∣∣µ
(
∩Nk=0T−n
k
(Bk)
)
−
N∏
k=0
µ(Bk)
∣∣∣∣∣∣+ (N + 1)ε
≤ 2(N + 1)ε+
∣∣∣∣∣∣µ
(
∩Nk=0T−n
k
(Bk)
)
−
N∏
k=0
µ(Bk)
∣∣∣∣∣∣ .
Ce qui termine la preuve puisque les e´le´ments Bk appartiennent a` l’alge`bre engendre´e
par S , ainsi en choisissant n suﬃsamment grand, on peut rendre∣∣∣µ Ä∩Nk=0T−nk(Bk)ä−∏Nk=0 µ(Bk)∣∣∣ aussi petit que l’on souhaite.

Dans [7], Bayart et Matheron ont cherche´ a` obtenir une condition impliquant l’ope´rateur
de covariance pour assurer l’aspect fortement me´langeant d’un ope´rateur line´aire par rap-
port a` une mesure gaussienne sur un espace de Banach. D’autre part en 1964, Totoki
[51] a montre´ que dans le cas des processus gaussiens, il y a e´quivalence entre eˆtre for-
tement me´langeant et multiple me´langeant de tout degre´. Cela soule`ve la question de
savoir ce qu’il en est pour des ope´rateurs agissant sur un espace de Banach muni d’une
mesure gaussienne. Le the´ore`me suivant montre que dans ce cas aussi, les deux notions
sont e´quivalentes et ame´liore donc certains re´sultats obtenus par Bayart et Grivaux [4].
The´ore`me B.5. Soit µ une mesure de Borel gaussienne sur X de support plein et
d’ope´rateur de covariance Rµ. Soit T un ope´rateur line´aire continu sur X. Supposons de
plus que µ est T -invariante. Alors les assertions suivantes sont e´quivalentes :
(i) T est fortement me´langeant ;
(ii) T est multiple me´langeant de tout degre´,
(iii) pour tous x∗, y∗ ∈ X∗, on a :
lim
n→+∞
〈RµT ∗n(x∗), y∗〉 = 0,
Nous allons avoir besoin, pour la preuve, d’un lemme que l’on peut trouver dans [7].
La preuve y est faite pour une convergence relativement a` un seul parame`tre mais elle se
ge´ne´ralise mot pour mot a` une convergence sur plusieurs parame`tres.
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Lemme B.6. Soient N ∈ N et νn une mesure gaussienne sur un certain espace de
dimension finie E et ceci pour tout n ∈ NN . Soit e´galement ν une mesure gaussienne
de support plein sur E. Supposons que Rνn −→
n→+∞
Rν, alors pour tout bore´lien Q ⊂ E,
νn(Q) −→
n→+∞
ν(Q).
Preuve du the´ore`me :
L’e´quivalence (i)⇔(iii) est de´montre´e dans [7] et le sens (ii)⇒(i) est trivial. Il reste a`
montrer (iii)⇒(ii).
Soit N ≥ 1. Comme X est se´parable, la tribu cylindrique et la tribu bore´lienne co¨ıncident.
De plus, comme l’ensemble des ensembles cylindriques est une alge`bre, on remarque que
la Proposition B.4 permet de re´duire le proble`me. En eﬀet, il suﬃt de montrer que pour
tout choix d’ensembles cylindriques A0, . . . , AN ,
µ
Å
A0 ∩Nk=1 T−
∑k
j=1
nj(Ak)
ã
−→
n1,...,nN→+∞
N∏
k=0
µ(Ak).
Fixons donc pour tout 0 ≤ i ≤ N , Ai = π−1i
Ä
A˜i
ä
ou` πi : X → Cpi est une application
line´aire continue ve´riﬁant πi(x) =
Ä〈xi∗1 , x〉, . . . , 〈xi∗pi , x〉ä et ou` xi∗1 , . . . , xi∗pi est une famille
libre de pi vecteurs de X
∗. Il est clair que πi est surjective pour tout i ∈ {0, . . . , N}.
Pour tout N -uplet d’entiers naturels n := (n1, . . . , nN), on note n
i =
∑i
j=1 nj pour
1 ≤ i ≤ N et n0 = 0 puis on de´ﬁnit l’application line´aire
Ln : X →
N∏
i=0
Cpi
x 7→
(
π1(T
n0(x)), . . . , πN(T
nN (x))
)
.
Graˆce a` cette application, il est maintenant facile d’exprimer
A0 ∩Nk=1 T−
∑k
j=1 nj(Ak) = L
−1
n (
N∏
i=0
A˜i).
A pre´sent, en notant νn := µ◦L−1n la mesure image de µ par Ln et µi := µ◦π−1i la mesure
image de µ par πi, il est clair qu’il suﬃt de montrer que :
νn(
N∏
i=0
A˜i) −→
n→+∞
(⊗Ni=0µi)(
N∏
j=0
›Aj).
Il est facile de remarquer que comme νn est la mesure image d’une mesure gaussienne
par une application line´aire continue, νn est aussi une mesure gaussienne. De la meˆme
fac¸on, on ve´riﬁe aise´ment que ⊗Ni=0µi est gaussienne et de support plein car les projections
π0, . . . , πN sont surjectives. On peut ainsi utiliser le lemme e´nonce´ avant la preuve, il reste
donc a` montrer que :
(B.1) Rνn −→
n→+∞
R⊗Nm=0µm .
Dans la suite, nous identiﬁons l’espace
∏N
i=0C
pi et l’espace Cq ou` q = p0 + . . .+ pN . Pour
tout 0 ≤ i ≤ N , nous noterons {ei1, . . . , eipi} la base canonique de Cpi de sorte que la
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concate´nation de ces bases pour i = 0, . . . , N forme une base de Cq. Nous utiliserons les
meˆmes notations (mais e´toile´es) pour les bases duales canoniques de ces meˆmes espaces.
Ainsi, pour ve´riﬁer la convergence (B.1), il suﬃt de ve´riﬁer que pour tous
i, j ∈ {0, . . . , N} et tout k ∈ {1, . . . , pi} et l ∈ {1, . . . , pi},
〈Rνn(ei∗k ), ej∗l 〉 −→n→+∞ 〈R⊗Nm=0µm(e
i∗
k ), e
j∗
l 〉.
Or,
〈R⊗Nm=0µm(ei∗k ), e
j∗
l 〉 = 〈Rµi(ei∗k ), ej∗l 〉
=
∫
Cpi
〈ei∗k , x〉〈ej∗l , x〉 dµi(x)
=
∫
X
〈ei∗k , πi(z)〉〈ej∗l , πi(z)〉 dµ(z) car µi = µ ◦ π−1i
=

∫
X 〈xi∗k , z〉〈xi∗l , z〉 dµ(z) si i = j
0 si i 6= j
=
〈Rµ(xi∗k ), xi∗l 〉 si i = j0 si i 6= j
et
〈Rνn(ei∗k ), ej∗l 〉 =
∫
Cq
〈ei∗k , x〉〈ej∗l , x〉 dνn(x)
=
∫
X
〈ei∗k , Ln(z)〉〈ej∗l , Ln(z)〉 dµ(z)
=
∫
X
〈xi∗k , T ni(z)〉〈xj∗l , T n
j
(z)〉 dµ(z)
=
∫
X
〈T ni∗(xi∗k ), z〉〈T n
j∗(xj∗l ), z〉 dµ(z)
= 〈RµT ni∗(xi∗k ), T n
j∗(xj∗l )〉
=

〈RµT ni−nj∗(xi∗k ), xj∗l 〉 si i > j
〈Rµ(xi∗k ), xi∗l 〉 si i = j
〈Rµ(xi∗k ), T nj−ni∗(xj∗l )〉 si i < j
par T -invariance de µ
Par hypothe`se, il est clair que pour i > j, 〈RµT ni−nj∗(xi∗k ), xj∗l 〉 −→n→+∞ 0 et si i < j, on a
〈Rµ(xi∗k ), T n
j−ni∗(xj∗l )〉 = 〈RµT n
j−ni∗(xj∗l ), x
i∗
k 〉 −→n→+∞ 0.
Donc,
〈Rνn(ei∗k ), ej∗l 〉 −→n→+∞ 〈R⊗Nm=0µm(e
i∗
k ), e
j∗
l 〉
et l’on a montre´ que T est multiple me´langeant de degre´ N .

Ce re´sultat comple`te le The´ore`me 5.40 donne´ par Bayart et Matheron dans [7] (p119)
qui ame´liore lui-meˆme les re´sultats de Bayart et Grivaux contenus dans [4].
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