A graph G is (a, b)-choosable if for any color list of size a associated with each vertex, one can choose a subset of b colors such that adjacent vertices are colored with disjoint color sets. This paper proves that for any integer m ≥ 1, every finite triangle-free induced subgraph of the triangular lattice is (5m, 2m)-choosable.
Introduction
Let G = (V (G), E(G)) be a graph where V (G) is the set of vertices and E(G) is the set of edges, and let a, b, n and e be integers. The concept of choosability of a graph, also called list coloring, has been introduced by Vizing [16] , and independently by Erdős, Rubin and Taylor [4] . It contains of course the colorability as a particular case. Since its introduction, choosability has been extensively studied (see for example [1, 2, 14, 15, 6] and more recently [7, 8] ). Even for the original (unweighted) version, the problem proves to be difficult, and is NP-complete for very restricted graph classes.
Every graph that is (a, b)-colorable is also trivially (am, bm)-colorable for any integer m ≥ 1. For list coloring, Erdős, Rubin and Taylor [4] conjectured the following:
In relation with this question, Gutner and Tarsi [7] have recently exhibited
List multicoloring problems on graphs can be used to model channel assignment problems in wireless systems. Sets of radio frequencies are to be assigned to transmitters such that adjacent transmitters are assigned disjoint sets of frequencies. Often these transmitters are laid out like vertices of a triangular lattice in a plane. This problem corresponds to the problem of multicoloring an induced subgraph of a triangular lattice with integer demands associated with each vertex. Since more than a decade, multicoloring of subgraphs of the triangular lattice has been the subject of many papers (see e.g. [12, 9, 10, 11] ). Mc Diarmid and Reed [12] have made the following conjecture when the subgraph is induced and contains no triangle: Some progress have been made regarding this conjecture with Havet [9] proving the (5, 2)-colorability and (7, 3)-colorability and Sudeep and Vishwanathan [13] (with a simpler proof) the (14, 6)-colorability of any trianglefree induced subgraph of the triangular lattice.
The main result is Theorem 12 of Section 3 which shows the (5m, 2m)-choosability of triangle-free induced subgraphs of the triangular lattice. The method is similar with that of Havet [9] , that uses precoloring extensions and decomposition into induced path (called handles). However, we need here specific results on the choosability of a weighted path. We find convinient to work on a type of list of the path that we call waterfall list. This is the subject of the next section.
Waterfall lists on the path
We first define the similarity of two lists with respect to a weighted graph: Definition 1. Let (G, w) be a weighted graph. Two lists L and L ′ are said to be similar if this assertion is true:
The path P n+1 of length n is the graph with vertex set V = {v 0 , v 1 , . . . , v n } and edge set E = n−1
By analogy with the flow of water in waterfalls, we define a waterfall list as follows:
A waterfall list L of a path P n+1 of length n is a list L such that for all i, j ∈ {0, . . . , n} with |i − j| ≥ 2, we have
Notice that another similar definition of a waterfall list is that any color is present only on one list or on two lists of consecutive vertices. Figure 1 shows a list L of the path P 5 (on the left), together with a similar waterfall list L c (on the right).
Definition 3. For a weighted path (P n+1 , w), We first show that any good list can be transformed into a similar waterfall list. Proof. We are going to transform a good list L of P n+1 into a waterfall list L c and we will prove that L c is similar with L.
First, remark that if a color x ∈ L(i − 1) but x ∈ L(i) for some i with 1 ≤ i ≤ n − 1, then for any j > i, one can change the color x by a new color y ∈ A(0, n)(L) in the list L(j), without changing the choosability of the list. With this remark in hand, we can assume that L is such that any color x appears on the lists of consecutive vertices i x , . . . , j x . Now, by permuting the colors if necessary, we can assume that if x < y then i x < i y or i x = i y and j x ≤ j y .
Repeat the following transformation: 1. Take the minimum color x for which j x ≥ i x + 2 i.e. the color x is present on at least three vertices i x , i x + 1, i x + 2, . . . , j x ; 2. Replace color x by a new color y in lists L(i x + 2), . . . , L(j x ); until the obtained list is a waterfall list (obviously, the number of iterations is always finite). Now, we show that this transformation preserves the choosability of the list. Let L ′ be the list obtained from the list L by the above transformation.
If c is an (L, w)-coloring of P n+1 then the coloring c ′ obtained from c by changing the color x by the color y in the color set c(k) of each vertex
Conversely, if c ′ is an (L ′ , w)-coloring of P n+1 , we consider two cases:
. In this case, the coloring c obtained from c ′ by changing the color y by the color x in the color set c ′ (k) of each vertex k ≥ i x + 2 (containing y) is an (L, w)-coloring.
Case 2: x ∈ c ′ (i x + 1) and y ∈ c ′ (i x + 2). We have to consider two subcases:
) and the coloring c obtained from c ′ by changing the color x by the color z in c ′ (i x + 1) and replacing the color y by the color x in the color set c ′ (k) of each
• Subcase 2:
Since y ∈ c ′ (i x + 2) and y / ∈ L ′ (i x + 1), we obtain that
But, by hypothesis, L is a good list. Thus
coloring c is then constructed from c ′ by changing the color x by the color z in c ′ (i x + 1), the color z by the color x in c ′ (i x ) and the color y by the color x in the set c ′ (k) of each vertex k ≥ i x + 2.
Cropper et al. [3] consider Philip Hall's theorem on systems of distinct representatives and its improvement by Halmos and Vaughan as statements about the existence of proper list colorings or list multicolorings of complete graphs. The necessary and sufficient condition in these theorems is generalized in the new setting as "Hall's condition" :
Notice that H can be restricted to be a connected induced subgraph of G.
It is easily seen that Hall's condition is necessary for a graph to be (L, w)-colorable. Cropper et al. [3] showed that the condition is also sufficient for some graphs, including paths: This result is very nice, however, it is often hard to compute the left part of Hall's condition, even for paths. However, as the next result shows, Hall's condition is very easy to check when restricted to waterfall lists. Theorem 6. Let L c be a waterfall list of a weighted path (P n+1 , w). Then P n+1 is (L c , w)-colorable if and only if:
1 the independence number of a graph is the size of the largest set of isolated vertices
Proof. "if" part: Recall that A(i, j) = ∪ j k=i L c (k). For i, j ∈ {0, . . . , n}, let P i,j be the subpath of P n+1 induced by the vertices i, . . . , j. By Theorem 5, it is sufficient to show that ∀i, j ∈ {0, . . . , n},
Since the list is a waterfall list, then for each color x ∈ A(i, j), α(P i,j , L c , x) = 1 and thus
Since L c is a waterfall list, it is easily seen that |
Theorem 6 has the following corollary when the list is a good waterfall list and |L(n)| ≥ w(n).
Corollary 7.
Let L c be a waterfall list of a weighted path (P n+1 , w) such that for any i,
Proof. Under the hypothesis, if P n+1 is (L c , w)-colorable, then Theorem 6 proves in particular the result.
Conversely, since L c is a waterfall list of P n+1 , we have:
Since L c is a good list of P n+1 (for simplicity, we set w(n + 1) = 0):
and then we obtain for all i, j ∈ {1, . . . , n}, |A(i, j)| ≥ j k=i w(k). Since for all j ∈ {0, . . . , n}, |A(0, j)| ≥ j k=0 w(k), Theorem 6 concludes the proof.
Another interesting corollary holds for lists L such that |L(0)| = |L(n)| = b, and for all i ∈ {1, . . . , n − 1}, |L(i)| = a. The function Even is defined for any real x by: Even(x) is the smallest even integer p such that p ≥ x.
Corollary 8. Let L be a list of P n+1 such that |L(0)| = |L(n)| = b, and |L(i)| = a = 2b + e for all i ∈ {1, . . . , n − 1} (with e = 0).
Proof. The hypothesis implies that L is a good list of P n+1 , hence by Proposition 4, there exists a waterfall list L c similar to L. So we get:
and |L c (n)| ≥ b = w(n). By Corollary 7 it remains to prove that:
Case 1: j = 0. By hypothesis, we have
Case 2: j ∈ {1, . . . , n − 1}. Since L c is a waterfall list of P n+1 we obtain that: if j is even
and if j is odd
Hence for all j ∈ {0, . . . , n − 1}, |A(0, j)| ≥ (j + 1)b.
Case 3: j = n. Since n ≥ Even 2b e by hypothesis, and
we deduce that |A(0, n)| ≥ (n + 1)b, which concludes the proof.
Also, we will need the following result with more restrictions on the lists of colors on the two last vertices of the path.
Theorem 9. Let n, a, b, e be four integers such that a = 2b + e. Let L be a list of a path P n+1 such that |L(0)| = b, and for any i ∈ {1, . . . , n − 2} :
Proof. Since
Let L ′ be the new list constructed with L such that L ′ (i) = L(i) if i ∈ {0, . . . , n − 1} and L ′ (n) = L(n)\D and let w ′ be a new weight function defined by w ′ (i) = b if i ∈ {0, . . . , n − 1}and w ′ (n) = e.
We are going to prove that if
, then we construct c such that:
Thanks to Corollary 7, it remains to check that:
Case 1: j ∈ {0, . . . , n − 2}. Since the list is a waterfall list, we have:
and the weight function satisfies j k=0 w ′ (k) = (j + 1)b. Hence, we deduce that
Case 2: j = n − 1. Since the list is a waterfall list, we have: 
Case 3: j = n. Since the list is a waterfall list, we have:
and n k=0 w ′ (k) = nb + e. Then b + 2e + a n−2 2 ≥ nb + e if and only if en 2 ≥ b, which is true by hypothesis since n = Even( 2b e ), thus
Choosability of the triangular lattice
Let R be a finite triangle-free induced subgraph of the triangular lattice. Recall that the triangular lattice is embedded in an Euclidian space and that any vertex (x, y) of R has at most six neighbors: its neighbor on the left (x − 1, y), its neighbor on the right (x + 1, y), its neighbor on the top left (x − 1, y + 1), its neighbor on the top right (x, y + 1), its neighbor on the bottom left (x, y−1) and its neighbor on the bottom right (x+1, y−1).
Follwing the terminology used in [9] , we define nodes and handles of R. Definition 11. A cutting node of R is a left node (x, y) such that for any node (x ′ , y ′ ), we have y ≥ y ′ , and for any left node (x ′ , y), we have x ′ ≤ x. A handle H of R is a subpath of R such that its extremal vertices are nodes and its internal vertices have degree 2. The set of the internal vertices of a handle H is denoted byḢ.
A cutting handle of R is a handle such that one of its extremal vertices is the cutting node (x, y) and one of its internal vertices is (x, y + 1).
One can view the cutting node as the left node the most on the top on the right.
We have the following claim: Claim 1. Let H be a cutting handle of R such that V (H) = {v 0 , . . . , v n }. If the length n of H is less than or equal to 3, then n = 3 and v 3 has a neighbor v 4 = v 2 of degree less than or equal to 2. Moreover, the method defined in this paper can serve as a starting tool in order to prove Conjecture 2. Proceeding as in the proof of Theorem 12 but with a = 9 and b = 4 (and e = a−2b = 1), allows us to prove that a minimal counter-example to the conjecture does not contain handles of length n ≥ 8. By using more complex structures than handles, some additional properties of a minimal counter-example were found by Godin [5] . However, many configurations remain to be investigated in order to prove the conjecture.
