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We investigate and provide optimal sets of reaction coordinates for mixed pairs
of molecules displaying polar, uniaxial or spherical symmetry in two and three di-
mensions. These coordinates are non-redundant, i.e., they implicitly involve the
molecules’ symmetries. By tabulating pair interactions in these coordinates, result-
ing tables are thus minimal in length and require a minimal memory space. The
intended fields of application are computer simulations of large ensembles of molecules
or colloids with rather complex interactions in a fluid or liquid crystalline phase at
low densities. Using effective interactions directly in form of tables can help bridging
the time and length scales without introducing errors stemming from any modeling
procedure. Finally, we outline an exemplary computational methodology for gaining
an effective pair potential in these coordinates, based on the Boltzmann inversion
principle, by providing a step-by-step recipe.
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I. INTRODUCTION
Simulating large many-particle systems whose potential energy is governed by two-particle
contributions represents an important issue in computational and statistical physics. A
simple exemplary pair interaction model is given through the Lennard-Jones potential de-
scribing a novel gas using only inter-particle distances, whereas more complex pair inter-
actions e.g. the Stockmayer potential1 or anisotropic Lennard-Jones potentials2–4 take the
particles’ orientation additionally into account. Molecular or colloidal pair potentials may
stem from various coarse-graining methods. These methods are systematically treating mi-
croscopic details and dynamics on a coarser level of detail by integrating out “irrelevant”
degrees of freedom. For this purpose, different microscopic configurations of the system
are grouped in terms of so called coarse-grained states. A very simple and common example
for a coarse-grained state is those grouping all microstates belonging to a specific center
of mass distance between two molecules. For such a specific state, an interaction can be
assigned by means of a large series of sampled microstates using various coarse-graining
methods. Common methods in the literature include force matching schemes5–8, the rela-
tive entropy method9, the conditional reversible work method10, the inverse Monte Carlo
method11,12 or the iterative Boltzmann inversion method13,14 as well as hybrid schemes15.
Besides these methods aiming to represent equilibrium quantities, there are efforts repre-
senting dynamical quantities as well.16,17 With regard to all these methods, there are many
different fields of employment of which the following are just a few examples. There are
simulation studies investigating effective interactions, among alkanes18, ring polymers19–21,
liquid hydrocarbons22 or polycyclic aromatic hydrocarbons (PAH)23 and biomolecules7,24–30.
Other challenging applications cover virus assembly simulations31 as well as simulations of
colloidal systems32,33.
Irrespective of the chosen method, tables characterizing the coarse-grained states in terms
of forces, energies or distributions are required. From a computational perspective tables
can easily lead to a memory storage problem since each new variable for the characterization
of the coarse-grained state introduces a new dimension. By assuming five variables - each
having 100 bins - we obtain an interaction table in a binary file format requiring around 37
GB memory when using 32 bit data types. The amount of data points comprising this table
can thus easily become bigger than the number of sampled microstates (system snapshots)
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from the underlying simulation needed to calculate the effective pair potential. Accordingly,
very long simulation runs (in the milli- or micro second regime) are required for the creation
of such an interaction table. The first logical step to tackle this computational problem
consists in avoiding redundant states in the table, i.e. we require each coarse-grained state
to appear only once in the table. Tabulating interactions with the latter described optimal
or non-redundant property also leads to a faster look-up time accordingly.
In our work, we investigate and provide appropriate sets of reaction coordinates for
the description of coarse-grained states, fulfilling the non-redundant property, for pairs of
mixed molecular or colloidal particles displaying nearly spherical, polar (i.e., uniaxial without
head-to-tail symmetry) or uniaxial kind of symmetry (Fig. 1 shows an example for each).
We hereby consider two- and three-dimensional systems. By assuming these molecular
symmetries and additional symmetries, we arrive at various definitions for coarse-grained
states in terms of appropriate reaction coordinates. The common case, where the inter-
molecular distance is the only reaction coordinate, is used e.g. in star polymers34. However,
extensions towards distance and orientation dependence have been conducted for protein
segments35–37 and more recently for disc-shaped molecules38,39 and ring-shaped polymers21.
A further aspect in this work is to present a guideline for determining the effective inter-
molecular pair potential out of atomistic detail. We hereby follow the Boltzmann inversion
principle and force the probability distribution as a function of the coarse-grained states
in equilibrium to remain invariant during the change from the microscopic to the coarse-
grained level of detail. This will lead us to an effective pair potential that is temperature
dependent. A very prominent method for gaining an effective pair potential is the iterative
Boltzmann inversion scheme. The latter is aiming to match the pair correlation function
among coarse-grained sites of microscopic and coarse-grained detail, respectively. In this
work, however, we constrain to the special case that the entire system consists of only two
molecules, each forming one coarse-grained site described through the molecular position
and orientation. This assumption is sufficient in systems of rather rigid molecules at low
densities.38 For this special case of a simple two-molecule system, an iterative procedure is
no longer required and we can perform a direct Boltzmann inversion40,41. The corresponding
potential is thus independent from the particle environment surrounding the two molecules.
Once having calculated tables representing effective interactions, simple models can be
developed (e.g., as used for PAH molecules38,42,43). Despite the fact that these tables can be-
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come quite large, the direct use of higher dimensional numerical potentials in a sorted tabular
form suitable for quick computational evaluations was already used for molecules44–47.
(a) carbon monoxide (b) carbon dioxide (c) methane
FIG. 1. Candidate molecules for (a) polar (b) uniaxial and (c) spherical anisotropy. Gray: carbon.
Red: oxygen. White: hydrogen.
At this point it is worthwhile to mention that describing the effective Hamiltonian us-
ing only single and pair contributions represents a strong simplification in systems where
inter-molecular interactions lead to strong polarization effects or conformational changes. A
discussion concerning this issue can be found in the work of A. A. Louis48. In his work he
starts addressing the non-pairwise character of noble gas possessing a three-particle contri-
bution from three-body Axilrod–Teller triple-dipole interactions49. In general, the higher the
density, the three particle contributions become more pronounced. Even though the three
particle contribution for benzene in a crystalline phase is rather small, it is not neglectable50.
However, developing higher particle effective potentials requires a large number of rather
complex reaction coordinates. As earlier mentioned, the table describing the interactions is
becoming very large even if non-redundant reaction coordinates are chosen. Furthermore,
the convergence of the partition sum in terms of effective many-particle Hamiltonians re-
mains to be explored for the specific system being coarse-grained. For these reasons, we
here focus first on effective pair potentials.
The remainder of this work is organized as follows. In Section II we define coarse-grained
states formed by two molecules and provide in Sec. III reaction coordinates whose sets
of values correspond to these states via a biunique assignment. We further scrutinize this
biunique character in Section IV. In order to obtain the interactions in form of numerical
tables, Section V provides a computational methodology via a step-by-step recipe. This
recipe is designed for the effective potential based on the Boltzmann inversion principle.
Finally, in Section VI we summarize our findings.
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II. DEFINING THE COARSE-GRAINED STATES IN A DIMER
The goal of the present section is to provide definitions for coarse-grained states for the
dimer types that can be formed with our considered particle types (see Fig. 1) in two and
three dimensional systems. For this purpose, we provide a detailed investigation for coarse-
grained states in two dimensional systems in Subsection II A and extend this investigation
to three dimensional systems in Subsection II B. We later provide a description of the
coarse-grained states in terms of reaction coordinates in Sec. III.
A. Coarse-grained states in two dimensions
To proceed, we next introduce a simple notation for the particle types in two dimensions.
In particular, polar, uniaxial and circular particles correspond to dihedral (D) particles of
first, second and infinite order (indicated by subscript). A dihedral particle of first order
(D1) owns one reflective axis and has no rotational symmetry (rotation group R1). Further,
a dihedral particle of second order (D2) owns two reflective axes and its pattern can be
reproduced by rotating the particle about 180 degrees (R2). A circular particle (D∞) marks
the limit of infinite reflective axes. Examples are sketched in Fig. 2. In our investigation,
(a) (b) (c)
FIG. 2. Examples for dihedral particles (see main text) with the corresponding dihedral groups
(a) D1, (b) D2 and (c) D∞.
we focus on dimer systems with mixed particle symmetries (see Fig. 3).
We next parametrize each of the two molecules A(B) of a dimer via a position vector RA(B)
and one normalized orientation vector uˆA(B). Then, we extract three scalar parameters out
of this set of four vectors and introduce symmetry operations in these scalar variables. These
operations classify the type of the particle dimer. In particular, we define the inter-molecular
distance R and the variables θA and θB denoting the angles (in positive direction) from the
inter-molecular distance vector (pointing from molecule A to B) and the corresponding
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
FIG. 3. Various types of dimer configurations we further aim to describe in terms of optimal (non-
redundant) reaction coordinates. These configurations differ in the particle’s (molecule’s) dihedral
group and species. (a) D∞ − D∞, (b) D∞ − D∞, (c) D2 − D∞, (d) D2 − D2, (e) D2 − D2, (f)
D1−D∞, (g) D1−D2, (h) D1−D1, (i) D1−D1. A different color (or an underlined letter) denotes
that particles (molecules) are distinct.
orientation vector of molecule A and B, that is,
R = |R| = |RB −RA| (1a)
θA = ](R, uˆA) (1b)
θB = ](R, uˆB). (1c)
A graphical representation of the latter described parametrization is depicted in Fig. 4. In
FIG. 4. Schematic view of a two-dimensional dimer comprising particle (or molecule) A and B
with orientation vector uˆA and uˆB. The angles θA and θB describe the tilt angle of the particles
with respect to their inter-particle connecting vector R.
the following, we define functions that characterize the type of the molecular dimer with
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respect to the symmetries which the molecules possess by approximation (see second column
in Table I on page 12).
Circular symmetry:
SxA : (R, θA, θB) 7→ (R, θA + x, θB), ∀x (2a)
SxB : (R, θA, θB) 7→ (R, θA, θB + x), ∀x (2b)
Head-to-tail symmetry:
FA : (R, θA, θB) 7→ (R, θA + pi, θB) (2c)
FB : (R, θA, θB) 7→ (R, θA, θB + pi) (2d)
Chiral symmetry (invariant when mirroring):
χ : (R, θA, θB) 7→ (R,−θA,−θB) (2e)
Particles are indistinguishable:
V : (R, θA, θB) 7→ (R, pi − θB, pi − θA) (2f)
Angular periodicity:
α : (R, θA, θB)7→ (R,Arg(eıθA),Arg(eıθB)) (2g)
It is further possible to group parametrizations such as R′, θ′A, θ
′
B and R
′′, θ′′A, θ
′′
B, that form
indistinguishable configurations with respect to their symmetry operations, into one equiv-
alence class denoted by [R′, θ′A, θ
′
B] or [R
′′, θ′′A, θ
′′
B]. For this purpose we introduce the new
set of symmetry functions according to the following scheme:
S˜ = α ◦ S ◦ α, S ∈ {FA, FB, χ, V, Sx∈RA , Sx∈RB } (3)
We define an equivalence class that forms a coarse-grained state through
[R, θA, θB] =
{
(R′, θ′A, θ
′
B)
∣∣α(R, θA, θB) =
S˜1 ◦ · · · ◦ S˜N(R′, θ′A, θ′B), N ∈ N, S˜i ∈ {F˜A, F˜B, χ˜, V˜ , S˜x∈RA , S˜x∈RB }
}
. (4)
This definition suggests that a finite but generally large number N ∈ N of operations is
needed to map one set of parameters (R′, θ′A, θ
′
B) onto another set of parameters α(R, θA, θB)
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in the same equivalence class. This number can be significantly shortened using the following
relations.
F˜A ◦ F˜A = F˜B ◦ F˜B = χ˜ ◦ χ˜ = V˜ ◦ V˜ = α (5a)
V˜ ◦ F˜A/B = F˜B/A ◦ V˜ (5b)
[F˜A, F˜B] = [F˜A, χ˜] = [F˜B, χ˜] = [χ˜, V˜ ] = 0 (5c)
B. Coarse-grained states in three dimensions
In analogy to the two-dimensional dimer systems, we can introduce three-dimensional
dimer systems where the particles are axially symmetric around their orientation vector.
Specifically, we adopt the parametrization from the Eqs. (1a)–(1c) and additionally consider
the angle
φ = ](uˆA − Rˆ(uˆA · Rˆ), uˆB − Rˆ(uˆB · Rˆ)), (6)
which denotes the right-handed torsion angle between the projections of the orientation
vectors perpendicular to R (or its normalized counterpart Rˆ) as depicted in Fig. 5. The
FIG. 5. Schematic view of a dimer in three dimensions along the inter-particle (inter-molecular)
connecting vector R. The angle φ describes the right-handed twist of the orientation vector uˆB of
particle (or molecule) B with respect to the orientation vector uˆA of particle A along the vector
R.
symmetries from previous paragraph are characterized through the following functions:
Spherical symmetry:
Sx,yA : (R, θA, θB, φ) 7→ (R, θA + x, θB, φ+ y), ∀x, y (7a)
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Sx,yB : (R, θA, θB, φ) 7→ (R, θA, θB + x, φ+ y), ∀x, y (7b)
Head-to-tail symmetry:
FA : (R, θA, θB, φ) 7→ (R, pi − θA, θB, φ+ pi) (7c)
FB : (R, θA, θB, φ) 7→ (R, θA, pi − θB, φ+ pi) (7d)
Chiral symmetry:
χ : (R, θA, θB, φ) 7→ (R, θA, θB,−φ) (7e)
Particles are indistinguishable:
V : (R, θA, θB, φ) 7→ (R, pi − θB, pi − θA,−φ) (7f)
Angular periodicity:
α : (R, θA, θB, φ)7→
(
R, arccos cos(θA), arccos cos(θB),Arg(e
ı·Φ)
)
,
(7g)
with Φ =
pi − φ, sgn(sin(θA) · sin(θB)) < 0φ, else
The coarse-grained states in three dimensional systems are defined in analogy to Eq. (4)
through the following expression
[R, θA, θB, φ] =
{
(R′, θ′A, θ
′
B, φ
′)
∣∣α(R, θA, θB, φ) =
S˜1 ◦ · · · ◦ S˜N(R′, θ′A, θ′B, φ′), N ∈ N, S˜i ∈ {F˜A, F˜B, χ, V˜ , S˜x,y∈RA , S˜x,y∈RB }
}
. (8)
III. REACTION COORDINATE DESCRIPTION FOR COARSE-GRAINED
STATES IN A DIMER
In this section we present reaction coordinates that describe a one-to-one correspondence
between the set of equivalence classes (representing the coarse-grained states) and the value
set of these reaction coordinates, which we denote with Q. The latter is thus minimal in
size. Tabulated functions in these optimal or non-redundant reaction coordinates require a
reduced memory space and look-up time accordingly. Moreover, the amount of simulation
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data required to produce these tabulated functions also reduces. This reduction is obvi-
ously proportional to the table size reduction itself. The one-to-one correspondence can be
expressed via a bijective function f for each dimer type, fulfilling
CG states
bijective function f−−−−−−−−−−→ reaction coordinate space Q. (9)
with f being
f : [R, θA, θB(, φ)] 7→

q¯1(R, θA, θB(, φ))
q¯2(R, θA, θB(, φ))
...
q¯M(R, θA, θB(, φ))
 , (10)
where the q¯i, i = 1, . . . ,M denote the mapping functions that map each parametrization
R, θA, θB(, φ) onto the corresponding reaction coordinate value. This function f is bijective
when being injective, i.e.
f(R, θA, θB(, φ)) = f(R
′, θ′A, θ
′
B(, φ
′)) ⇒ [R, θA, θB(, φ)] = [R′, θ′A, θ′B(, φ′)] (11)
and surjective, i.e.
∀(q1, . . . , qM)T ∈ Q ∃R, θA, θB(, φ) with f(R, θA, θB(, φ)) = (q1, . . . , qM)T . (12)
In order to permit calculations of distribution functions in our later proposed reaction co-
ordinates, we have to force that small deviations in the parametrization R, θA, θB(, φ) lead
to small deviations in the mapped reaction coordinate values. In other words, the mapping
functions q¯i have to be continuous in their arguments. Fortunately, we found sets of q¯i that
fulfill this criterion (see third and fourth column of Table I on page 12) except for one map-
ping function (q¯4 in the third column) exhibiting jumps if the argument in the sgn+ function
(defined in the caption of Tab. I) switches sign. Since these jumps form only a zero set in
the space formed by the parametrization variables (R, θA, θB) the occurrence is thus rather
unlikely.
It is further worth mentioning that the bijective character of f for all dimer types can be
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proven. We, however, provide one exemplary proof for the D1−D2 dimer in two dimension
in Appendix A. Rather than providing the remaining proofs which are performed in a similar
fashion, we check in Sec. IV the bijective character of f numerically for all non-trivial dimer
types and thereby analyze the sampling of the reaction coordinate space.
As we have pointed out, the most significant outcome of this choice of reaction coordinates
is the minimal value set. Furthermore, we quantify in Table II the value set reduction when
going from the parametrization to the reaction coordinate description. We detect for the
D2 − D2 dimer the highest value set reduction with an effective reduction of Q down to a
16th in size. In addition, we have quantified the value set reduction when using the reaction
coordinates proposed by Berne and Pechukas for polar particles2 in three dimensions. The
coordinates from Berne and Pechukas, however, only lead to a reduction of one-half since
these only account for chiral symmetry. We also want to point out that in our sets of reaction
coordinates, the values for each reaction coordinate do not or only trivially constrain the
allowed value sets of the other reaction coordinates.
IV. NUMERICAL EVIDENCE OF THE OPTIMAL CHOICE OF
REACTION COORDINATES
We next provide numerical evidence of f being bijective for the non-trivial dimer symme-
tries given by the subfigures (d), (e), (g), (h) and (i) of Fig. 3. For this purpose, we introduce
the following discretizations that reflect an evenly sampling of the orientation space of both
particles with vectors uˆA and uˆB in the body-fixed dimer systems illustrated through Fig.
4 and Fig. 5 for two-dimensional systems:
(θA)i = 2pi/1440 · i− pi , i ∈ {0, 1439} (13a)
(θB)i = 2pi/1440 · i− pi , i ∈ {0, 1439} (13b)
and for three-dimensional systems:
(cos(θA))i = 2/540 · i− 1 , i ∈ {0, 539} (14a)
(cos(θB))i = 2/540 · i− 1 , i ∈ {0, 539} (14b)
φi = 2pi/720 · i− pi , i ∈ {0, 719} (14c)
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TABLE I. Collection of mapping functions describing a mapping between molecular angles (see
Fig. 4 and Fig. 5) and reaction coordinates for different molecular dimer types (Fig. 3).
Symmetries as described in Sec. II are implicitly included. The following functions are used:
W (t) = arccos(cos t)/pi, w(t, u, v) = arccos(cos(t) ·sgn(cos(u)·cos(v)))/pi, W(t) = 2/pi·arccos | cos t|,
sgn+(t) = sgn(sgn(t)+1). Function J (see Eq. (20a)) characterizes the configuration space density
as a function of the reaction coordinates. It is important to note, that the different powers of R
in the q¯1-functions do not influence the bijective property of f (later introduced in Sec. IV), but
lead to an equal sampling distribution along q1 [for q¯1 = R⇒ J ∝ R2].
dimer type symmetries - 2-dim. mapping functions q¯i(R, θA, θB) - 3-dim. mapping functions q¯i(R, θA, θB, φ)
see Fig. 3) with with
(R, θA, θB) ∈ ([0,∞), [−pi, pi], [−pi, pi]) (R, θA, θB, φ) ∈ ([0,∞), [0, pi], [0, pi], [−pi, pi])
- J(q1, . . . , q4) - J(q1, . . . , q4)
(a) D∞ −D∞ F˜A, F˜B, χ˜, V˜ q¯1 = R2 ∈ (0,∞) q¯1 = R3 ∈ (0,∞)
S˜A, S˜B J = const J = const
(b) D∞ −D∞ F˜A, F˜B, χ˜, V˜ q¯1 = R2 q¯1 = R3
S˜A, S˜B J = const J = const
(c) D2 −D∞ F˜A, F˜B, χ˜, S˜B q¯1 = R2 q¯1 = R3
q¯2 = W(θA) ∈ [0, 1] q¯2 = |cos (θA)| ∈ [0, 1]
J = const J = const
(d) D2 −D2 F˜A, F˜B, χ˜, V˜ q¯1 = R2 q¯1 = R3
q¯2 = min (W(θA),W(θB)) ∈ [0, q¯3] q¯2 = min (| cos(θA)|, | cos(θB)|) ∈ [0, q¯3]
q¯3 = max (W(θA),W(θB)) ∈ [q¯2, 1] q¯3 = max (| cos(θA)|, | cos(θB)|) ∈ [q¯2, 1]
q¯4 = sgn+(sin(2θA) · sin(2θB)) ∈ {0, 1} q¯4 = w(φ, θA, θB) ∈ [0, 1]
J ∝ ∫ pi
0
dθA
∫ pi
0
dθB δ(q2 − q¯2(θA, θB)) J ∝
∫ pi
0
dθA sin θA
∫ pi
0
dθB sin θB
·δ(q3 − q¯3(θA, θB)) ·δ(q2 − q¯2(θA, θB)) δ(q3 − q¯3(θA, θB))
(e) D2 −D2 F˜A, F˜B, χ˜ q¯1 = R2 q¯1 = R3
q¯2 = W(θA) ∈ [0, 1] q¯2 = | cos(θA)| ∈ [0, 1]
q¯3 = W(θB) ∈ [0, 1] q¯3 = | cos(θB)| ∈ [0, 1]
q¯4 = sgn+(sin(2θA) · sin(2θB)) ∈ {0, 1} q¯4 = w(φ, θA, θB) ∈ [0, 1]
J = const J = const
(f) D1 −D∞ F˜B, χ˜, S˜B q¯1 = R2 q¯1 = R3
q¯2 = W (θA) ∈ [0, 1] q¯2 = cos (θA) ∈ [−1, 1]
J = const J = const
(g) D1 −D2 F˜B, χ˜ q¯1 = R2 q¯1 = R3
q¯2 = W (θA) ∈ [0, 1] q¯2 = cos(θA) ∈ [−1, 1]
q¯3 = W(θB) ∈ [0, 1] q¯3 = | cos(θB)| ∈ [0, 1]
q¯4 = sgn+(sin(θA) · sin(2θB)) ∈ {0, 1} q¯4 = w(φ, 0, θB) ∈ [0, 1]
J = const J = const
(h) D1 −D1 χ˜, V˜ q¯1 = R2 q¯1 = R3
q¯2 = min (W (θA),W (pi − θB)) ∈ [0, q¯3] q¯2 = min (cos(θA),− cos(θB)) ∈ [−1, q¯3]
q¯3 = max (W (θA),W (pi − θB)) ∈ [q¯2, 1] q¯3 = max (cos(θA),− cos(θB)) ∈ [q¯2, 1]
q¯4 = sgn+(sin(θA) · sin(θB)) ∈ {0, 1} q¯4 = W (φ) ∈ [0, 1]
J ∝ ∫ pi
0
dθA
∫ pi
0
dθB δ(q2 − q¯2(θA, θB)) J ∝
∫ pi
0
dθA sin θA
∫ pi
0
dθB sin θB
·δ(q3 − q¯3(θA, θB)) ·δ(q2 − q¯2(θA, θB)) δ(q3 − q¯3(θA, θB))
(i) D1 −D1 χ˜ q¯1 = R2 q¯1 = R3
q¯2 = W (θA) ∈ [0, 1] q¯2 = cos(θA) ∈ [−1, 1]
q¯3 = W (θB) ∈ [0, 1] q¯3 = cos(θB) ∈ [−1, 1]
q¯4 = sgn+(sin(θA) · sin(θB)) ∈ {0, 1} q¯4 = W (φ) ∈ [0, 1]
J = const J = const
For the these sets of points we calculated values of the reaction coordinates (see Table I)
for the different dimer symmetries and stored them together with the underlying angles in
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TABLE II. Value set reduction factor for the parametrization given through Eqs. (1) (for three
dimensions also Eq. (6)) shown when using the symmetries [depending on the dimer type (see
Fig. 3)] from Eqs. (2) (for three dimensions: Eqs. (7)). We hereby show results for our reaction
coordinates (rc’s) (see Table I) and those used by Berne and Pechukas2. Each of the additional
symmetries (F˜A, F˜B, χ˜ or V˜ ) reduces the value set by a half, since each symmetry relation identi-
fies two parametrizations (R, θA, θB(, φ)) ≡ (R′, θ′A, θ′B(, φ′)) which cannot be identified using any
combination of the other symmetry relations.
dimer type additional symmetries additional symmetries
(see Fig. 3) using our rc’s using Berne-Pechukas rc’s
(value set scaling factor (value set scaling factor
for 2 and 3 dimensions) for 3 dimensions)
(d) D2 −D2 F˜A, F˜B, χ˜, V˜ (1/16) χ˜ (1/2)
(e) D2 −D2 F˜A, F˜B, χ˜ (1/8) χ˜ (1/2)
(g) D1 −D2 F˜B, χ˜ (1/4) χ˜ (1/2)
(h) D1 −D1 χ˜, V˜ (1/4) χ˜ (1/2)
(i) D1 −D1 χ˜ (1/2) χ˜ (1/2)
a large file. The rows of this file have the following form for the two-dimensional case:
θA, θB, q¯2(θA, θB), q¯3(θA, θB), q¯4(θA, θB)
and the three-dimensional case:
θA, θB, φ, q¯2(θA, θB, φ), q¯3(θA, θB, φ), q¯4(θA, θB, φ)
We sort this file with respect to the reaction coordinate values to get blocks of angles yielding
the same reaction coordinate values. We checked each set of angles in a block whether it
can be transformed into the first set of angles in this block using the symmetry functions
F˜A, F˜B, χ˜ and V˜ defined in Eqs. (2) or (7) (in conjunction with Eq. (3)).
We can conclude from our calculations that each set of the sampled reaction coordinate
values is created by angular configurations belonging to one distinct equivalence class. Ac-
cordingly, the assignment between our detected set of equivalence classes and the set of all
values of the reaction coordinates is injective (see Def. (11)).
To numerically check the surjective character of f (see Def. (12)) we first divided each
reaction coordinate into many equal bins and then denoted the sampling rate of the combined
bins of all orientation dependent reaction coordinates (q2 to q4). Since the underlying
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sampling evenly samples the orientation space of the two orientation vectors in the dimer,
the sampling rate of each combined bin has to be proportional to the configuration space
density. In Figs. 6 and 7 we present the sampling rate as a function of the sorted bin number
(for the two- and three-dimensional case). Hereby, the bins are sorted by the sampling rate
in ascending order. A dotted black line marks the highest sampled bin number. We can
conclude that in all cases all bins were sampled.
Another issue worthwhile to mention is the sampling rate of each bin. It is often desired
to have reaction coordinates, where an equidistant binning or tabulating leads to the same
sampling rate if no interaction among the particles is present. Obviously this equal sampling
is a consequence of a constant configuration space density which we denote with J and
explicitly define later in Sec. V A. As expected, we observe equal sampling for all cases
where J is constant. However, considering the cases (d) and (h), where both particles are
indistinguishable, the sampling rate for our set of reaction coordinates is not equal for all
bins as expected.
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FIG. 6. Sampling point distribution along the combined bins of various sets of orientation depen-
dent reaction coordinates (defined in Table I row (d), (e), (g), (h) and (i) through the mapping
functions q¯2(θA, θB), q¯3(θA, θB), q¯4(θA, θB)). Bins are sorted according to their sampling rate in
ascending order. Underlying sampling of the angles θA and θB is given through Eqs. (13a)-(13b).
The brackets have the following code: (bins(q2), bins(q3),bins(q4), total number of combined bins).
The total number of combined bins for (d) and (h) is not equal to the product bins(q2)×· · ·×bins(q4)
since the following holds bin(q2) ≤ bin(q3) (see column 3 in Table I). The black dotted line marks
the bin number with the highest sampling rate.
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FIG. 7. Sampling point distribution along the combined bins of various sets of orientation depen-
dent reaction coordinates (defined in Table I row (d), (e), (g), (h) and (i) through the mapping func-
tions q¯2(θA, θB, φ), q¯3(θA, θB, φ), q¯4(θA, θB, φ)). Bins are sorted according to their sampling rate in
ascending order. Underlying sampling of the angles θA, θB and φ is given through Eqs. (14a)-(14c).
The brackets have the following code: (bins(q2), bins(q3), bins(q4), total number of combined bins).
The total number of combined bins for (d) and (h) is not equal to the product bins(q2)×· · ·×bins(q4)
since the following holds bin(q2) ≤ bin(q3) (see column 4 in Table I). The black dotted line marks
the bin number with the highest sampling rate.
V. COMPUTATIONAL METHODOLOGY
So far, we have presented a collection of reaction coordinates for the coarse-grained de-
scription of various molecular dimers. The current section reviews a computational method-
ology for obtaining an effective pair potential using the direct Boltzmann inversion princi-
ple40,41 as presented in a previous work38. In contrast to this previous work, our upcoming
definition for the effective potential is quite general and thus compatible with all our here
developed sets of reaction coordinates. Also, we here explicitly show how the free energy
of a single molecule enters the effective pair potential. The latter fact might be interesting
when coarse-graining monatomic molecules, since the single molecule free energy of those
molecules is independent from the molecular species.
As we pointed out in the beginning, this effective pair potential represents one among
other effective potentials and is desired for systems of large rather rigid molecules at (prefer-
ably) low densities. Without loss of generality, we can consider for the upcoming definition
of the effective pair potential the microscopic system as atomistically detailed, where each
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atom is characterized by its position, i.e. classical. The atom-atom interactions are mod-
eled through classical force-fields, representing e.g. chemical bonds or Coulomb interactions
among atoms.
A. Definition of the effective pair potential
Many methods in the literature for calculating an effective pair potential deal more or less
directly with the approximation of the mean force among coarse-grained sites (force matching
schemes5–8, iterative Boltzmann inversion method13,14, inverse Monte Carlo11,12, relative
entropy method9, conditional reversible work method10, ...). A review concerning these
methods is given in Ref. 51. We here propose the direct Boltzmann inversion method40,41 (no
iterations required), where the resulting effective pair potential is dependent on temperature
but independent from the surrounding particle environment, i.e. independent from the
system’s molecule density. The potential that is obtained using this method approximates
the (density-dependent) potential of mean force among two molecules in the limit of large
inter-molecule separations or low densities. Besides many-particle effects like induction
or conformational changes within the considered pair of molecules induced by surrounding
molecules which cannot be considered, this type of effective pair potential has the advantage
that just two molecules have to be simulated. In systems of rather stiff molecules this type
of potential produces convenient results38,42.
In the following, we motivate the former described effective pair potential by first consid-
ering probability distribution functions on different levels of detail covering the microscopic
and the coarse-grained level of detail. The main principle is to identify the microscopic prob-
ability distribution function Pmic with the coarse-grained probability distribution function
PCG, which are both functions of the considered reaction coordinates q
M = q1, . . . , qM , i.e.,
Pmic(q
M) ≡ PCG(qM). (15)
As we later see this approach will lead to the same definition as in a previous work38, where a
rewriting of the microscopic partition sum into an integration over reaction coordinates with
an effective Boltzmann weight was performed. The microscopic probability distribution as
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a function of M considered reaction coordinates is given by
Pmic(q
M) =
〈
M∏
i=1
δ(qi − q˜i(rN))
〉
mic
, (16)
where q˜i denotes the i-th mapping function that projects an atomic configuration, given
through the N atomic positions rN , on a value of the i-th reaction coordinate. The brackets
in Eq. (16) are defined through
〈. . . 〉mic =
1
α
∫
V
dr1· · ·
∫
V
drN
e
− 1
kBT
Epot(rN )
Z
. . . (17)
and denote the canonical ensemble average in the microscopic system with α being a constant
with a dimension of volume to the power of N . Moreover, α incorporates also the kinetic part
of the ensemble average while kB denotes the Boltzmann constant. Further, Z = Z(N, V, T )
represents the partition function as a function of the particle number N , volume V and
temperature T , while Epot(r
N) represents the potential energy of the atomic configuration
rN . The coarse-grained probability distribution from Eq. (15) is given through
PCG(q
M) =
〈
M∏
i=1
δ(qi − qi)
〉
CG
, (18)
with the canonical ensemble average in the coarse-grained system
〈. . . 〉CG =
1
a
∫
Q1
dq1· · ·
∫
QM
dqM J(q
M) · e
− 1
kBT
Ueff(q
M )
Z
. . . , (19)
where each Qi denotes the value set of the i-th reaction coordinate. By defining the expres-
sions
J(qM) =
1
α
∫
V
dr1· · ·
∫
V
drN
∏
i
δ(qi − q˜i(rN)) (20a)
Z = Z (20b)
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with J counting the microstates belonging to a macrostate (configuration space density of
qM), we finally arrive at a definition for the effective pair potential, yielding
Ueff(q
M) = −kBT ln
[
Z · a
J(qM)
Pmic(q
M)
]
, (21)
where only a is not explicitly defined. At this point it is important to emphasize that
the previously defined probability functions (see Eqs. (16) and (18)) are in general not
dimensionless. Regarding Eq. (21), it can be shown39 that this definition is compatible with
the idea of Kirkwood’s potential of mean force52, where the expression in the brackets of Eq.
(21) is identified with a pair correlation function. However, we here consider internal degrees
of freedom and only two molecules. Similar definitions were already presented21,35,36,53–55.
We next develop an expression for a. A common requirement for a pair potential is that
it vanishes for large inter-molecular separations, i.e.,
Ueff(q
M)
R→∞−−−→ 0. (22)
This is equivalent to the case that the argument of the logarithm in Eq. (21) approaches
unity for infinite inter-molecular separations. By considering the following function
f(qM) =
Pmic(q
M)Z
J(qM)
(23)
it immediately follows
Ueff(q
M)
R→∞−−−→ 0⇒ f(qM) R→∞−−−→ 1/a. (24)
By using the definitions in Eq. (16), (17) and (20a), Eq. (23) can be written as
f(qM) =
∫
V
dr1· · ·
∫
V
drN
∏
i δ(qi − q˜i(rN)) exp
(
− 1
kBT
Epot(r
N)
)
∫
V
dr1· · ·
∫
V
drN
∏
i δ(qi − q˜i(rN))
. (25)
Hereby, the expression exp
(
− 1
kBT
Epot(r
N)
)
is averaged over all internal coordinates be-
longing to the reaction coordinates qM . At this point it seems important to emphasize that
the reaction coordinates are chosen to constrain only the relative arrangement of the group
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of points r1,. . . ,rNA belonging to molecule A and the group of points rNA+1,. . . ,rN belonging
to molecule B. However, when we consider large inter-molecular separations, the potential
energy splits separately into the molecular parts, i.e.,
Epot(r
N)
R→∞−−−→ pot(r1, . . . , rNA) + pot(rNA+1, . . . , rN). (26)
Consequently, exp
(
− 1
kBT
Epot(r
N)
)
from Eq. (25) does not depend on the relative molecular
distance and orientation any longer and it is thus equivalent to define f via an average of
exp
(
− 1
kBT
Epot(r
N)
)
over the entire configuration space. The function f thus fulfills the
following factorization
f(qM)
R→∞−−−→
(
1
V NA
∫
V
dr1· · ·
∫
V
drNA e
− 1
kBT
pot(r1,...,rNA )
)
×
(
1
V N−NA
∫
V
drNA+1· · ·
∫
V
drN e
− 1
kBT
pot(rNA+1 ,...,rN )
)
. (27)
Each factor can be written in terms of the temperature dependent free energy FA/B of
molecule A or B, respectively. As a result, we arrive at the following limit
f(qM)
R→∞−−−→
( α
V N
)2
· exp
(
− 1
kT
(
FA(T ) + FB(T )
))
. (28)
By using Eq. (24), we obtain a temperature dependent definition for a, namely
a = a(T ) = lim
R→∞
1
f(qM)
(29)
=
(
V N
α
)2
· exp
(
+
1
kT
(
FA(T ) + FB(T )
))
. (30)
At this point it is worthwhile to mention that our theory in this section foots on the canonical
ensemble. For other statistical ensembles the ensemble averages defined in Eq. (17) and (19)
have to be modified accordingly.
B. General algorithm
The following algorithm acts as a recipe for calculating effective molecular pair potentials
at a specific temperature. In case of pronounced potential barriers or low temperatures,
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modifications towards rare-event sampling methods as presented in Appendix B have to
be performed. We already used this guideline in a previous investigation for determining
an angle-resolved effective potential among coronene molecules38. In that investigation,
however, the reaction coordinates were differently chosen as the ones presented here to be
fully compatible with the Berne-Pechukas2 or Gay-Berne potential3. Since we here propose
the direct use of tabulated interactions there is no further need to consider compatibility of
reaction coordinates with potential parameters of established models.
The fundamental steps can be summarized as follows:
1. create atomic trajectories / configurations with standard packages (e.g. GROMACS,
LAMMPS, ESPREesSo. . . ) in the desired ensemble
2. project each configuration rN onto the position vectors RA, RB (e.g., using the center
of masses) and orientation vectors uˆA, uˆA (e.g., using for each molecule the axis with
the largest moment of inertia)
3. calculate R, θA and θB defined through Eqs. (1a) - (1c) and additionally φ for the
three-dimensional case as defined through Eq. (6)
4. use mapping functions from Table I to create reaction coordinates
5. discretize the table from step 4
6. sort resulting table, e.g. with the Linux “sort” command on multiple fields
sort -k1n,1 -k2n,2 ... file in > file out
7. create a histogram (probability distribution function) by counting equal (neighboring)
rows in file out
8. tabulate (if necessary) the J-function (Eq. (20a)) by using the following formula
for the two-dimensional case:
J(qM) ∼ const ·
∫ 2pi
0
dθA
∫ 2pi
0
dθB F
(
(q−)M , (q+)M
)
(31)
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for the three-dimensional case:
J(qM) ∼ const ·
∫ pi
0
dθA sin θA
∫ pi
0
dθB sin θB
∫ 2pi
0
dφF
(
(q−)M , (q+)M
)
(32)
with the function
F
(
(q−)M , (q+)M
)
=
1 , q¯i(θA, . . . ) ∈
[
q−i , q
+
i
) ∀i
0 , else
yielding unity if the set of reaction coordinate values lies in the considered range
[(q−)M , (q+)M) around the qM , otherwise zero.
9. calculate the effective potential up to a shift using Eq. (21); the shift can be determined
at large inter-molecular distances
VI. CONCLUSION
We have presented a strategy to determine a tabulated effective pair potential between
two particles (preferably molecules) of the same or different species with various symmetries.
For this purpose, our study focuses on molecules with mainly spherical, polar or uniaxial
symmetry in two- and three-dimensional systems for which we developed appropriate sets of
reaction coordinates (see Table I). These coordinates are chosen to take the different particle
symmetries into account while avoiding any redundancies in the coarse-grained particle
descriptions. The numerical table describing the interactions is thus minimal in length,
and requires a minimal memory storage as well as look-up time accordingly. Depending
on the molecules’ composition, shape and charge distribution, an effective pair potential
taking the anisotropies (rather than only molecular distance dependence) into account, may
significantly improve the coarse-grained description while still neglecting irrelevant degrees
of freedom (e.g., atomic positions within a molecule).
The numerical method (see Sec. IV) - we used to check the optimal choice of reaction
coordinates - can be applied to other types of molecular pairs with more complex symmetry
where a proof of the optimality is far from trivial. A slight drawback of our choice of
non-redundant reaction coordinates might be the rather complex associated mathematical
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expressions, which can be inadequate for the direct use as parameters in a model potential.
Furthermore some of these coordinates do not seem to be intuitive at a first glance. For a
more intuitive representation, a redundant set of coordinates might in some cases be more
appropriate. A primary factor in determining the effective pair potential through the
direct Boltzmann inversion is the unbiased probability distribution, which is determined
through the sampling of the reaction coordinates. Here, we also refer to two methods
to overcome potential barriers that hamper the sampling in Appendix B. These methods
improve sampling along the inter-molecular distance. Overcoming also orientational barriers
could be important for strongly anisotropic molecules. A solution for the latter issue is
given by Babadi et al.56, who used a dynamics, which constrained the primary molecular
orientation (see also Ref. 57) to create potential paths for further parametrization. However,
determining the entire potential with orientational constraints / restraints is quite costly
from a computational prospective.
The overall strategy of this work can be applied to various types of natural molecules, and
also artificial (man-made) particles with high rotational mobility (when using the presented
sampling methods in Appendix B). This strategy has already been applied for coronene
molecules38 (leading to a speed-up of factor 3 to 8 per CPU core compared to the atomic
system) and ring polymers21, but with sets of reaction coordinates fully compatible with
the Gay-Berne potential3 parameters. A further interesting benchmark system is given by
molecules from the air as partly depicted in Fig. 1. These molecules are simple enough
to allow ab-initio simulations58,59, i.e. first principles calculations combined with molecular
dynamics, as an elaborate method for the microscopic simulations. Also, we would like to
point out that we are not restricted to any particular length scale in this investigation. A real
colloidal system provides also a large-scale application for our sets of reaction coordinates.
Video tracking the particles32 - perhaps with orientation - allows the calculation of the
distribution functions and thus the pair potential (for two isolated colloids) or the potential of
mean force in a dense system with many colloids (the so developed environmental dependent
pair potential can be obtained using integral equation schemes33 or iterative Boltzmann
inversion schemes13,14). Having determined the effective pair potential, it is then possible
to simulate thousands of molecules in silico. An interesting field for further research is to
define sets of reaction coordinates involving biaxial particles, such as diindenoperylene (DIP)
molecules. Besides elaborate particle-particle (e.g., molecule-molecule) descriptions, a quite
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interesting challenge is to find adequate sets of reaction coordinates for describing molecules
relative to an inhomogeneous surface (e.g., striped surfaces60–62).
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Appendix A: Exemplary proof of f being bijective
In the following, we proof that the function f as defined in (9) and (10), with the explicit
reaction coordinates given in Table I, is bijective for the D1 − D2 dimer type (see Fig. 3
(g)) in two dimensions. The proofs for the remaining non-trivial dimer types (i.e. D1 −D1,
D1 − D1, D2 − D2, D2 − D2) can be done in a similar fashion. First, we proof f being
injective as defined in Eq. (11). For this purpose, we explore all parametrizations belonging
to an equal set of reaction coordinate values by analyzing each vector component in the
equation f(R, θA, θB) = f(R
′, θ′A, θ
′
B):
1. q¯1(R, θA, θB) = R
2 != (R′)2 = q¯1(R′, θ′A, θ
′
B)
↪→ R′ = R for R,R′ ∈ [0,∞)
2. q¯2(R, θA, θB) =
1
pi
arccos cos(θA)
!
= 1
pi
arccos cos(θ′A) = q¯2(R
′, θ′A, θ
′
B)
↪→ θ′A = θA and θ′A = −θA for θA, θ′A ∈ [−pi, pi]
3. q¯3(R, θA, θB) =
2
pi
arccos | cos(θB)| != 2pi arccos | cos(θ′B)| = q¯3(R′, θ′A, θ′B)
↪→ θ′B = θB,−θB, pi − |θB|,−pi + |θB| for θB, θ′B ∈ [−pi, pi]
4. q¯4(θA, θB) = sgn+(sin(θA) · sin(2θB)) != sgn+(sin(θ′A) · sin(2θ′B)) = q¯4(θ′A, θ′B)
The last equation reduces the solutions to
(R′, θ′A, θ
′
B) ∈

(R, θA, θB),
(R,−θA,−θB),
(R, θA, sgn+(θB) · (−pi + |θB|) + sgn+(−θB) · (pi − |θB|)),
(R,−θA, sgn+(−θB) · (−pi + |θB|) + sgn+(θB) · (pi − |θB|))

(A1)
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To proof that all the possible parametrizations form an equivalence class with respect to the
symmetry functions F˜B, χ˜, we need to show that combinations of the latter functions are
able to transform each parametrization into one another (see (4)). Since these satisfy
F˜B ◦ F˜B = I˜d, [F˜B, χ˜] = 0, χ˜ ◦ χ˜ = I˜d with I˜d = α ◦ id,
we only have to show that for all parametrizations (R′, θ′A, θ
′
B) from (A1), ∃S˜ ∈
{
I˜d, χ˜, F˜B, F˜B ◦ χ˜
}
with S˜(R′, θ′A, θ
′
B) = (R, θA, θB), which is trivial. For the proofs of the remaining dimer types,
we can use the other relations defined in Eq. (5a)–(5c).
We next proof f being surjective as defined in Eq. (12). The corresponding functions
q¯1 = q¯1(R), q¯2 = q¯2(θA) and q¯3 = q¯3(θB) are obviously surjective and independent from
each other. The remaining surjective reaction coordinate q¯4, however, depends on θA and
θB appearing in q¯2 and q¯3 and can only take the values 0 and 1. Thus, we know that
∃X ∈ {0, 1} : ∀q1, q2, q3 with (q1, q2, q3, X)T ∈ Q∃R, θA, θB
with f(R, θA, θB) = (q1, q2, q3, X)
T . (A2)
To proof Eq. (12), we still have to show that Eq. (A2) holds for all X ∈ {0, 1}. By choosing
(R′, θ′A, θ
′
B) = (R,−θA, θB) it follows that f(R′, θ′A, θ′B) = (q1, q2, q3, 1 − X)T . Accordingly,
the function f is surjective and due to its injective character also bijiective.
Appendix B: Rare-event sampling methods
The calculation of the probability distribution defined by Eq. (16), which is required
to calculate the effective pair potential (see Eq. (21)), is generally quite challenging since
the sampling of the underlying molecular dynamics or Monte Carlo simulations might be
hampered by potential barriers. This barriers can become insurmountable at low tempera-
tures and this might lead to the case that the two molecules are glued together during the
whole simulation. There are various methods improving this drawback like steered dynam-
ics (SD)63, umbrella sampling (US)64,65, metadynamics66, parallel tempering67 and further
derivatives like adaptive US68 or umbrella integration69,70. We here briefly summarize the
main idea of SD and US for improving distance dependent sampling when performing dis-
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tance and orientation dependent coarse-graining in the canonical ensemble. A comparison
between both methods for discotic molecules was already performed in Ref. 38.
In the SD method the two molecules are pulled apart and the work applied to this
system is integrated with respect to the pull coordinate q1 to an effective pair potential (see
thermodynamic integration52 or Ref. 71 for a non-equilibrium approach). The equilibrium
probability distribution P (q1) can then be recovered by inverting Eq. (21) using M =
1. This method can be extended towards the distance and orientation dependent case by
orientational constraints57. Consequently, for each orientation an extra pull simulation has
to be performed. Alternatively, for calculating the entire histogram (distance and orientation
dependent, i.e., P (qM)), one can use the following factorization of the probability distribution
into a pure distance dependent part (we assume for the first reaction coordinate q1 = R,
i.e. a pure distance dependence such as the center of mass distance) and an orientation
dependent part as pointed out in Ref. 38, that is
P (qM) = P (R) · P (q
M)
P (R)
. (B1)
The underlying idea behind the factorization is that the molecules are pulled apart on a much
larger time scale than those of the orientational degrees of freedom. We assume that in the
vicinity of each distance R the corresponding orientational histogram P (qM |q1 = R) = P (qM )P (R)
can be tracked. Finally, the combined histogram P (qM) leads to the distance and orientation
dependent effective potential Ueff as defined in Eq. (21).
In the US method many simulations or so-called “windows” are performed where the
system of both molecules is biased by an additional potential. Usually a spring-like potential
between the center of masses - denoted with R - is used. The spring potential of the k-th
simulation is often chosen harmonic, i.e.,
Vk(R) = K/2 · (R−Reqk )2. (B2)
By varying the spring constant K, the equilibrium length Reqk but also Ti (temperature in
the i-th umbrella window) one can achieve a great overlap of the biased probability distri-
bution functions P biask (q
M) and P biask+1(q
M) of neighboring umbrella windows. The overlap is
necessary when creating an unbiased histogram function P (qM) for the whole range of R by
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using the weighted histogram analysis method (WHAM)72,73. In this method, the following
set of equations (considering one temperature Ti = T for all simulations):
P (R) =
Nw∑
k=1
γk(R)P
bias
k (R) (B3a)
γk(R) =
nk∑Nw
i=1 ni e
− 1
kBT
(Vi(R)−Fi)
(B3b)
Fk = −kBT ln
[∫
Q1
dRe
− 1
kBT
Vk(R)P (R)
]
(B3c)
is solved self-consistently, where γk(R) marks the weight of each histogram, Nw the number
of umbrella windows, nk the number of sampling points in umbrella window k and Fk a
free energy constant. The total unbiased histogram function can then be determined using
previous weights38, that is
P (qM) =
Nw∑
k=1
γk(R)P
bias
k (q
M). (B4)
Furthermore, we want to point out that both of the presented methods can be simply
rewritten for different definitions of q1 with higher orders in the distance dependence as
defined in Table I.
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