With the mobile Internet development, e-health has become increasingly connected with people's daily life. However, health information on Internet is severely corrupted by misinformation, especially for the aged. It is necessary to analyze the characteristics of health-related misinformation on Internet and to design automated detection tools. In this study, we focus on analyzing common characteristics of reliable and unreliable health-related information on Chinese online social media, and exploring possible detection method using machine learning algorithms. We first collect a dataset containing both reliable and unreliable health-related articles from multiple Chinese online social media sites, with 2,296 reliable and 2,085 unreliable included. Then we analyze their differences with respect to writing style, text topic and feature distribution by both intuitive and statistical analysis. We also manually select 104 linguistic and statistical features that are useful for machine learning classifiers. Lastly, we propose a Health-related Misinformation Detection framework (HMD) that includes a feature-based method and a text-based method for detecting unreliable health-related information. Experiments verifies the performance of our proposed HMD method.
I. INTRODUCTION
Network has become an indispensable part of social infrastructure in the 21st century. Information content is generated and spread on Internet in a speed much faster than ever before. The popularity of online social networks and smart phones also becomes a booster for information explosion. It was reported in 2015 that on average, people spent around 1 hour and 40 minutes browsing social networks every day [1] . However, not all online information is real. Misinformation widely exists on many self-media and microblogging sites due to the anonymous property of such websites. People take no responsibility for spreading misinformation, all they have to do is clicking the ''repost'' button and expecting a ''thumbs-up'' for this astonishing fake news. What's more, people are easily influenced by political propaganda on social The associate editor coordinating the review of this manuscript and approving it for publication was Yongtao Hao. network. Even on real-name social network, it is reported that Cambridge Analytica used Facebook user information to influence US election [2] .
Among all kinds of information, health information is the most relevent one to people's well-being. Sadly, health information on Internet is severely corrupted by misinformation.
Since the idea of ''e-health'' was first proposed [3] , it has become increasingly connected with people's daily life. More and more people are seeking, understanding and appraising health information from electronic sources and applying knowledge gained to addressing or solving a health problem [4] . However, not only official government health organizations, but also anyone with an account can publish and disseminate health information ranging from dietary guidelines to disease treatment on a variety of social media paltforms. For example, microblogs advising people how to live longer by eating certain food are so welcomed that attract thousands times of repost; self-media owners write long passages about how someone successfully got cured from cancer. Those unreliable health articles often use sensational headlines to attract user clicks, some aim for more followers, others want to promote their over-priced health product based on a made-up ''health preservation'' theory. Aged people are usually more concerned about health-related information, and especially not good at distinguishing real from fake. Once a fake cure is believed and adopted, patients often miss the optimal treatment duration, causing irremediable damage. The prevalent of fake health information not only causes potential damage to people's health, but also impedes the exposure of authoritative health science knowledge. Once a fake cure becomes a shared social belief, it will take thousand times more effort to educate the public.
Consequently, it becomes vital to detect health misinformation in an early stage by designing certain algorithms. Highly suspicious health information is then examined by experts and then labeled as misinformation, so people can be exposed more to reliable health science and less on fake cures. However, existing research of misinformation detection mainly focuses on fake news detection [5] , [6] . There do exist some researches about health misinformation, but most of them focus on comparative and statistical analysis of the characteristics of reliable and unreliable health-related information. Few has researched about using machine learning or text classification models to detect health misinformation.
In this work, we analyze health misinformation characteristics and develop a framework based on machine learning and text classification models to achieve health misinformation detection. Our contributions are as follow:
(1) We collect a unique dataset of both reliable and unreliable health-related information from WeChat, Weibo, pupular science websites and counter-rumor websites;
(2) We analyze the differences between reliable and unreliable articles with respect to writing style, text topic and feature distribution;
(3) We identify the most useful features for machine learning classifiers and text classification models to distinguish unreliable from reliable health-related information by statistical analysis.
(4) We propose a framework that includes two detection methods and verify its effectiveness on test dataset, with a precision score of 0.8374.
The rest of this paper is organized as following: in Section II, we review previous research; in Section III, characteristics of reliable and unreliable health-related information are analyzed in detail; Section IV talks about our proposed detection framework and methods; in Section V, we do experiments and analyze the results; in Section VI, conclusion and future work are discussed.
II. RELATED WORK
Misinformation detection attracts increasing interest in recent years. Shu et al. [7] made a survey of recent fake news detection method from data mining perspective. In their paper, fake news is defined as ''a news article that is intentionally and verifiably false''. They classified features used for fake news detection into news content features, which include liguistic-based and visual-based features, and social context features, which include user-based, post-based and networkbased features. Models for fake news detection using news contect features includes knowledge-based and style-based models, and those using social context features are stancebased and propagation-based.
There are a few publicly available datasets for fake news detection: Wang [8] provided a benchmark dataset including 12,836 manually labeled short statements in various contexts; datasets provided by [9] was used by Silverman et al. [10] for finding misleading news or misinformation related with politics; Dataset provided by [11] contains text and metadata from 244 websites and represents 12,999 posts in total from the past 30 days, which is crawled automatically using website API and labeled by a Chrome extension BS detector. Mitra et al. [12] provided CREDBANK, a corpus of tweets, topics, events and associated human credibility judgements, comprising more than 60 million tweets grouped into 1049 realworld events, each annotated by 30 human annotators.
For researches on fake news detection, Ruchansky et al. [13] proposed the CSI(capture, scource, and integrate) model that combines three characteristics of fake news together: article text, user response, and source user. A Recurrent Neural Network is used in its first module to capture the temporal pattern of user activity on a given article. The second module learns the source characteristic based on the behavior of users, and the two are integrated with the third module to classify an article as fake or not. Rubin et al. [14] focused on detecting satirical news to minimize the potential deceptive impact of satire, and proposed a SVM-based algorithm enriched with five predictive features (Absurdity, Humor, Grammar, Negative Affect, and Punctuation). They tested on 360 news articles and found the combinition of (Absurdity, Grammar and Punctuation) achieved best performance. Long et al. [15] proposed a model that incorporated speaker profiles into an attention based LSTM model, and used these profiles as additional input data, including speaker's party affiliation, location, title, and credic history. Their experimental results proved that speaker profiles provide valuable information for the credibility evaluation of news articles. Wang et al. [16] built the EANN(Event Adversarial Neural Network) model that can derive event-invariant features and thus detect fake news on newly emerged events. In its framework, a multi-modal feature extractor cooperates with a fake news detector to learn the discriminable representation for fake news detection, and an event discriminator using adversarial training to remove the event-specific features and keep shared features among events. Tschiatschek et al. [17] developed a novel algorithm ''Detective'' that performs Bayesian inference for detecting fake news and jointly learns about users' flagging accuracy over time. Reis et al. [18] explored and revealed interesting findings on the usefulness and importance of several types of features for detecting false news and posts from social media.
For researches on health information, Dhoju et al. [19] analyzed different distribution of certain features between reliable and unreliable health media by statistical analysis. They examined the percentage of health related articles, distribution of clickbait patterns, distribution of (Shared Date -Published Data) gaps in days, distribution of average number of image/quotation/link per article, word cloud, and top-10 topics in reliable and unreliable outlets. They found that quite obvious differences can be seen in these aspects between reliable and unreliable health-realted articles. However, they did not do further work on building classification model to tell them apart. Ghenai and Mejova [20] built model to identify twitter users engaged in posting questionable health-related information by looking into ineffective cancer treatment on twitter. They first divided users into a rumor group and a control group. Users in rumor group once posted fake cancer cures, and in control group users once posted cancer-related twitters that were not rumor. Then 35 features were evaluated, including linguistic, sentiment, readability, medical and time features. A logistic regression model with LASSO regularization was used to identify key features. Samuel and Osmar [21] developed a five-step model that output the veracity score of medical information in social media based mainly on information retrieval. health-related unknown phrases were extracted from social media posts, and their corresponding trusted phrases were obtained by query trustable medical knowledge databases. Then a Convolutinoal Neural Network was trained to calculate an agreement score between each pair of health-related unknown phrase and trusted phrase. Lastly, an overall veracity score was defined as the average agreement score of all phrases in that social media post to evaluate its veracity.
Most of the above researches contain statistical analysis to obtain intuitive results on what common features health rumors have, and some only used machine learning algorithms to identify very few important features, without thorough understanding and analysis of these features. Few studied how to combine these features with classification algorithms to achieve health-realted misinformation detection. Hence, our study will be focused on applying classification models to predict reliablity of health-related information based on linguistic and statistical features that we discover to be useful.
III. HEALTH-RELATED MISINFORMATION ANALYSIS A. DATA COLLECTION
Former researches on health misinformation mainly focus on English language community, such as twitter. Nevertheless, China's population is aging at unprecedented levels, more and more people are using e-health to acquire medical knowledge. So it becomes vital to develop algorithms to detect health misinformation on Internet. Though there do exist publicly available datasets of fake news on Weibo [22] , [23] , a Chinese microblogging sites, they are mostly social events rather than health-related posts. Since existing datasets are not pertinent to our task in both content and data distribution, we decide to collect our own dataset.
1) RELIABLE HEALTH-RELATED INFORMATION
Reliable health information usually originates from government sponsored organizations, or doctors and medical researchers who voluntarily write popular science articles. These articles aims to improve public health knowledge literacy, as well as debunk rumor, so as to improve people's health. KepuChina(''kepu'' means popular science in Chinese) is a govenment sponsored pupular science organization. Their articles cover a wide range of topics including recent scientific findings, health, military, security, biography of scientists, etc. Guokr is also a pupular science company with experts from all fields as its sign-up writer. Dingxiangyuan is a website providing medical services, including online interogation, Q&A, disease wiki, popular health science, etc. We collected 2,296 health-related articles in total from these reliable sources.
2) UNRELIABLE HEALTH-RELATED INFORMATION
Different from reliable health information, the source of unreliable health information is more distributed, some of these articles propagate in the form of WeChat subscription articles, some originate from a Weibo account, some are published by unreliable news media, and others are popular in BBS such as Tieba. What's more, an important feature of health rumors is that one certain rumor usually exists in several of the Internet communities mentioned above. Consequently, the collection of health rumor takes more labor work and requires manual selection. Specifically, we manually extract health-related rumor statements from rumorcountering articles in KepuChina, Guokr and Dingxiangyuan, and search them using search engines such as Baidu, Bing, and Google, or built-in search engines in Weibo and WeChat to get access to those original unreliable articles that contain the corresponding statements. In this way, we can guarantee the correctness of our data set. Finally, we collected 2,085 health-related articles from unreliable sources including WeChat subscription articles, unreliable news websites, Weibo and BBS. Detailed information of our dataset is shown in Tab.1. When collecting the data, in order to determine the information categories, i.e. reliable and unreliable, we follow these rules: articles published by government sponsored organizations and renowned popular science websites are deemed to be reliable, and articles supporting health-related statements that have been debunked by counter-rumor organizations are deemed to be unreliable.
B. WRITING STYLE ANALYSIS
To analyze the writing style differences between reliable and unreliable health articles, we first make an intuitive analysis about their aim. Unreliable health articles are written with an intention, mostly for economic profit. The business interests behind them want their article to be widely propagated, so they often use clickbaiting headlines. What's more, the idea they promote is less based on scientific facts, but personal experience. On the contrary, reliable health articles are not written to make a profit, but with the aim of implanting healthy lifestyle and right disease treatment to the public. Consequently, their headlines are less sensational, and their contents are more fact-based. Fig.1 is an example of a rumor article with a title ''Advice from a beekeeper: cherish your life, stay away from strawberries!'' It reported that a beekeeper's bee died because a strawberry grower in his neighbor overused pesticide. It claimed that ''eating strawberry is equal to chronic suicide''. This is a typical rumor about food and health. What the beekeeper said is so astonishing and so concerned with our health that credulous readers will believe and repost it to their family and friends, causing unnecessary panic. We analyze that strawberry becomes the subject may be because growers of other fruit want to gain more market share, so they make up this rumor. Every year during the ripening season of strawberry, this rumor shows up. As a contrast, Fig.2 is an article from Dingxiangyuan, with a title ''Eating strawberries helps you loose weight! 19 facts about fruit that will astonish you'' In this article, statement related with strawberry says, ''if you like sweet food and don't want to gain extra weight, then strawberry will be a perfect choice! Strawberry is very sweet, but its calorie is relatively low. As long as you don't overeat, it can be food that helps you loose weight.'' Unlike statement of the beekeeper, this is a logical statement based on fact with reason and condition.
C. TEXT TOPIC ANALYSIS
Statistically, reliable and unreliable health articles also cover different topics. Unreliable health articles talk about cancer, vaccine, modified food, restrictions about not eating two kinds of food together, and ''health preservation'' theory of traditional Chinese medicine more often. Reliable health articles cover a much wider range of topics. There are not only articles concerning food and nutrition, disease prevention, baby raising, but also articles talking about disease facts, medical findings, rumor countering, etc. To show this difference more intuitively, we extract the top 150 keywords of reliable and unreliable articles correspondingly using the Python package jieba, and display them as word cloud. Note that we discard words that are not noun or verb. We also discard low-frequency adjective/adverb (in Chinese, many adverbs are the same as their corresponding adjectives; nouns sometimes can be used directly as adjectives) to get more representative results, because both reliable and unreliable health-related articles use pronouns and some high-frequency adjectives/adverbs frequently. For example, words like ''we'', ''many'', ''once'', ''not'', etc. are discarded Fig.3 shows words frequently used in health-related articles from reliable sources. The biggest word, i.e. the most frequently used word is ''doctor'', and then ''treat/treatment'', ''patient'', ''baby'', and ''disease''. Other keywords include ''food'', ''medicine'', ''mother'', ''research'', ''symptom'', ''problem'', ''health/healthy'', ''source'', ''lead to'', ''prevent'', ''sleep'', ''nutrition'', ''skin'', ''infection'', etc. As a contrast, from Fig.4 we can see that unreliable healthrelated articles are much more concerned about ''cancer'', which is the most frequently used word; then ''helath'', ''treat'', ''body/human-body'', ''food'' are the second group. Other words incluce ''disease'', ''kid'', ''curative effect'', ''milk'', ''WeChat'', ''traditional Chinese medicine'', ''vitamin'', ''gene'', ''cause'', ''infusion'', ''eat'', ''research'', etc.
Top 3 words in reliable articles are ''doctor'', ''treat'', and ''patient''. This consists with the fact that theories in reliable articles are based on doctor's actual treatment to the patient. However, top 3 word in unreliable aritcles are ''cancer'', ''health'', and ''treat''. Looking into the texts of unreliable aritcles, we find that many of them are promoting an ineffective treatment of cancer based on a made-up story that several patients got cured from this treatment.
D. FEATURE DISTRIBUTION ANALYSIS
Quantitive analysis of reliable and unreliable health articles also reveals the differences between them in a very intuitive way. We first noticed that the titles of unreliable articles tend to be longer and have more exclamation marks than question marks, because ''facts'' in such titles are often exaggerated, and fake numbers are used to highlight their importance.
A few examples of unreliable article titles are: ''The root of dandelion kills 98% cancer cells within 48 hours!'', ''Technical expert says the radiation of children's GPS smart watch is a thousand times stronger than cell phone!'', etc. As a comparison, reliable articles prefer to use titles like ''Right diet and nutrition helps to improve immunity'', ''To turn off WiFi or not? 5 facts about radiation'', etc. What's more, reliable and unreliable health articles also differ in article length and sentence length.
To show these differences, we plot their distributions using Python matplotlib package. Fig. 5 is a box plot of the length of titles and texts of reliable and unreliable articles. The average title lengh of reliable health-related articles is 18.4 words, while this number is 26.1 in unreliable ones. By looking into the dataset, we find that click-baiting pattern and exaggeration widely exist in the title of unreliable articles, which results in longer title. On the contrary, reliable articles prefer to use more concise title to state a fact or raise a question. For example, ''The 5-year survival rate of chemotherapy was only 2.3%! Cancer patients die of chemotherapy rather than cancer itself'' is a typical title of unreliable article, and ''How to prevent and screen the 5 most common cancers in China?'' is a title of reliable article. The difference of their text length is less obvious. Still, on the whole, reliable articles tend to be longer, and the average length is 1980 for reliable and 1473 for unreliable ones. That's because reliable articles usually demonstrate medical facts in detail and cite many references, which results in longer text. Fig. 6 shows their different tendencies in using question marks and exclamation marks, from which we can see that over half of reliable articles contain at least one question mark in the title, while only 13% unreliable articles use question marks in title; only 10% of reliable articles contain exclamation marks in title, compared with a much higher 35% with respect to unreliable articles. Fig. 7 shows the box plot of question and exclamation marks in texts of reliable and unreliable articles, which is analogous to that in titles, i.e. unreliable articles contain more exclamation marks and less question marks in text. Specifically, each reliable article contains 4.5 question marks and 1.1 exclamation marks on average, while these two numbers for unreliable article are 2.0 and 4.1. Apart from the above features, the frequencies of specific words also differ a lot between reliable and unreliable health-related articles, which are later selected and adopted in Section IV-B.
IV. HMD: HEALTH-RELATED MISINFORMATION DETECTION A. HMD FRAMEWORK
The overall framework of our proposed model is shown in Fig. 8 . It consists of a training part and a detection part. For the training part, the input is data collected automatically or manually from all sources on Chinese Internet websites, with labels of reliable or unreliable health-related aritcles. We use two methods to comparitively achieve model training, which are feature-based method and text-based bethod. For the detection part, newly emerged health related articles are used as the input of our trained detection model, and the output is the unreliability scores of how likely the articles are fake. Details of the two methods are discussed in following sections.
B. FEATURE-BASED DETECTION METHOD
As is discussed in Section III-C, the favorite topic and mostly used words are different in reliable and unreliable articles. This gives us a hint for feature extraction. The frequency of some specific words differs quite hugely in reliable and unreliable articles. As an example, for the word ''cancer'', reliable articles contains 1.6 of this word averagely in each article while unreliable articles over 3. Other words that show up more frequently in unreliable articles are ''natural'', ''curative effect'', ''longevity'', ''detoxification'', ''repost'', ''traditional Chinese medicine'', etc. As a contrast, reliable articles use these words more frequently: ''research'', ''probably'', ''doctor'', ''relieve'', ''can'', etc. As is discussed in Section III-B, writing style features include click-baiting patterns in title, product promotion sentences and repost-baiting patterns in text, reliability of theories, etc. Most of the above features can be reflected by whether the article uses certain words or not, and thus we introduce most of the writing style features into machine learning model by using wordfrequency features. Specifically, click-baiting patterns in title is introduced through the amount of numbers in title, and the usage of imperative words in title like ''never (do sth)'', ''(you) must'', etc. The promotion and repost-baiting pattern in text is introduced through the usage of words/phrases like ''(click to) buy'', ''repost (it to your family)'', etc. To evaluate the reliability of the ''facts'' mentioned in healthrelated articles, we use the frequency of words like ''reference'', ''study'', ''medical researchers'', etc. The existence of square brackets is also added to the punctuation mark part of our feature set, because reliable articles usually cite bibliography to support their opinions in this professional style.
Based on these findings, we totally extract 75 features based on specific word frequencies. Note that the value of a specific feature is the show-up times of that word in an article. We also use the frequency of some punctuation marks as important features. The length of title, text and paragraphs, the number of paragraphs, and whether or not using numbers in title is also added to our feature set. At last, we select 104 features in total. More details of the feature set is shown in Fig. 9 . 
C. TEXT-BASED DETECTION METHOD
Although the feature-based method proves to be effective in providing a relatively reliable judgement of whether a health-related article is reliable, it relies heavily on manually selection of useful features, which is labor intensive and less scalable. To overcome its disadvantages, we adopt the FastText text classification model proposed in [24] , [25] . It takes word sequence as its input, and outputs probability of categories. Words in its input sequence form a feature vector, connected with a hidden layer for linear transformation. Then a hierarchical softmax layer is connected to speed up prediction, as is shown in Fig. 10 . The performance of FastText is claimed to be comparable to that of many complex text classification models, while works much faster.
D. APPLICATION SCOPE OF HMD
Our proposed HMD framework is aimed for detecting Chinese health misinformation. The text-based detection method of HMD may be applied directly to the English scenario, because no feature engineering process is required, and text classification is done automatically by training neural networks. The feature-based detection method of HMD, however, may not be applied directly, but still have some reference value to the detection of English health misinformation. Reasons are described as follows.
Firstly, there do exist similar important features between English and Chinese reliable/unreliable health-related information, such as the widely existed click-baiting patterns in titles according to [19] and the preference of using exclamation marks according to [20] , so HMD may provide some reference value. Secondly, the business interests involved in unreliable health articles may be different in Chinese and English online community. For example, English health misinformation tends to promote face & body care products according to [19] , while Chinese health misinformation tends to promote health preservation herbs, medicine, and equipment. Thus what kind of features need to be extracted may differ.
V. EXPERIMENTAL RESULTS

A. EXPERIMENTAL DATASET
To validate the detection performance of our model, we use 80% of our collected articles for training, and 20% for testing. Note that the dataset is randomly splitted, without considering the source, topic or label of the articles. For the training part, we adopt 10-fold cross validation to avoid overfitting. Later results show the average performance on both validation set and test set.
B. COMPARATIVE METHODS AND METRICS
For the feature-based method, the 104 dimentional feature vectors as is mentioned in Section IV-B are fed into several machine learning models, including decision tree, SVM, kNN, AdaBoost, GBDT, and random forest. We do not do much work on the fine tuning of model parameters, just leaving most of them as default. Specifically, for decision tree, we choose mean square error as its criterion and maximum tree depth is set to 15; for SVM, the penalty coefficient is set to 1.0 and Gaussian kernel is chosen; for kNN, kd-tree is used to compute the nearest neighbor and leaf size is set to 30; for AdaBoost, decision tree is chosen as its base estimator and maximum boosting number is set to 50; for GBDT, we use least square regression as its loss function and learning rate is set to 0.1; for random forest, the number of trees is set to 100 and the maximum tree depth is set to 10. Note that we choose regression modes of all the above machine learning algorithms, with an output socre between 0 to 1 as the unreliability socre. Here, we label unreliable articles as 1, and reliable articles as 0. To evaluate the precision of models, if the unreliability score is bigger than 0.5, we deem it as unreliable; if the unreliability score is smaller than or equal to 0.5, we deem it as reliable. The predicted label is then compared with real label to get the precision score and F1 score. Among these classifiers, GBDT achieved the best performance on both validation set(0.841) and test set(0.8374). Detailed performances are displayed in Fig. 11 . On the whole, F1 score performance is better than precision performance, i.e. a better recall performance than precision performance, which mean our proposed featurebased method works well for detecting unreliable articles, even though some reliable articles are wrongly classified as unreliable.
For the text-based method, firstly, a data preprocessing step is performed. We use the Python package jieba to achieve Chinese word segmentation, and then discard stop words as mentioned in Section III-C to avoid side effects of high frequency pronouns/adjectives/adverbs. Then we train the FastText model using our preprocessed dataset in a supervised manner. The parameter settings are as follows: learning rate = 0.1, window size = 5, epoch = 15, loss function = softmax. Other parameters are left as default, which can be found in https://github.com/facebookresearch/fastText. The size of the binary file of our trained FastText model is 8.21MB on average. The training process takes around 40s on 128G RAM CPU server and the predicting process on test set take within 5s. Finally, we get the probability for articles being unreliable, with an average precison of 0.7225 on validation set and 0.7098 on test set.
C. RESULTS ANALYSIS
On the whole, performancec on test set are quite close to that on validation set, achieving precision of 0.8374 using feature-based method with GBDT and 0.7098 using textbased method, which proved that our proposed framework are effective in detecting unreliable health-related articles in Chinese online society. The performance of text-based method is not as good as that of feature-based method, which might because the amount of training articles is not large enough, in which case feature-based method with mannually selected features might works better.
VI. CONCLUSION AND FUTURE WORKS
In this paper, we first collect a dataset consists of both reliable and unreliable health-related articles form various sources on Chinese Internet society. Experiments are carried out base on this dataset: machine learning classifiers using manually extracted features, and text classification model FastText are tested, among which GBDT achieved the best performance with precision of 0.8374.
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