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IDENTIFYING SPHERICAL VOIDS AND INCLUSIONS 
BY MATCHING THE POWER SPECTRA 
INTRODUCTION 
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An algorithm is developed to characterize the type and size of a flaw by matching the power 
spectrum of the flaw with those of the known ones. The algorithm is based on the inversion 
method developed by Fertig and Richardson for ellipsoidal flaws at low and intermediate fre-
quencies. The present algorithm assumes spherical flaws, but has no restriction in frequency 
range. The general procedure is to send a wide band ulfrasonic pulse upon the flaw and record 
the reflected waveform. Assuming small acoustic signal level so that linearity holds, the 
scattering cross-section of the flaw in the direction of the receiver transducer can be obtained by 
deconvolution with a back wall waveform. For each of the possible flaw types, the most prob-
able radius is estimated by minimizing the "distance" between the measured scattering cross-
section and the calculated scattering. cross-sections of that flaw type. The probability for each 
flaw type is estimated using the values of the minimum "distances" and their second deriva-
tives at the most probable radii of the possible flaw types on the assumption of Gaussian proba-
bility distribution. 
The algorithm has been tested on simulated data as well as on experimental data taken from 
trapped bubbles in quartz disk with a ultrasound microscope. The nonlinear effects caused by 
the focussed beam and the water path attenuation were corrected for the experimental data. 
The results indicated high percentage of correct identification. The size of the bubbles 
estimated with the algorithm also agreed with the size determined by optical means to within 
10%. 
BACKGROUND 
Using standard decision theory, Fertig and Richardson(J) developed a probabilistic approach 
to the inverse scattering problem at low and intermediate frequencies. It was assumed that the 
flaw belongs to a class of finite discreet set of possible inclusions as well as a void, all ellipsoidal 
in shape. The coefficient A 2, which characterizes the scattering amplitude at low frequencies, (2) 
and another quantity which characterizes the distance from the geometrical centers of the flaw 
to the front-face tangent plane, were deduced from the data. These quantities were then com-
pared those calculated for each of the possible inclusions and the void at different geometrical 
configurations, using the low and intermediate frequencies approximation. The inclusion type 
and geometrical configuration that give the least-square-fit with the data yield the best estimate 
of the flaw. The probabilities of occurrence of each of the possible inclusions and the void can 
be determined from the best-fit radii on the assumption of Gaussian distribution. 
In this paper, spherical flaws are assumed. Restriction to spherical geometry makes it possi-
ble to remove the frequency limitation to low and intermediate frequencies. It is because the 
scattering amplitude of spherical voids are exactly calculable at all frequencies using the plane 
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wave expansion method developed by Ying and Truell. (3) In the remainder of this paper, the 
algorithm is described, and the results of testing on both simulated data and experimental data 
are reported. 
THEORY 
Given a measurement vector y, Fertig and RichardsonOl determined the most probable 
geometry vector Xg of the inclusion type g by maximizing the a posteriori probability 
P(x,gly) = P(Ylx,g) P(x,g)/ P(Y) (1) 
where P(x,g) is the a priori probability of the inclusion type g with geometry vector x, P(Y) is 
the probability density of the measurement, and P(Ylx,g) is the probability density of y on the 
condition of the inclusion type g with geometry vector x. Fertig and Richardson represented 
P(Ylx,g) by the Gaussian distribution 1 _1- [1 ] P(Ylx,g) = ~ Ie I 2 exp - 2(Y-hg(x» ' e-1(y-hg(x» 
(211') 2 
where N is the number of measurements, hg(x) is the vector function which gives the 
error-free values of measurements that would be obtained with inclusion type g and geometry 
vector x, and e is the covariance matrix with determinant Ie ~ Assuming P(Y) to be a flat dis-
tribution, maximization of P(x,gly) over x for a given g is equivalent to minimizing the nega-
tive logarithm tP(x,g;y) of P(Ylx,g)P(x,g) over x for specified y 
d2(x,g;y) = t[Y-hg(x)]' e-1 [Y-hg(X)]- I. P (x,g) (3) 
Let the minimum of d2 occur at x = Xg' The a posteriori probability P(gly) of inclusion type g 
is given by 
P(gly) = exp l-d2 (xg,g,y) JIHit / [;. exp [-d2 (xg.,g';y) llHgft ] (4) 
where Hg is the Hessian of the function d2 at[x ;;g ] 
H. ---
gu - ax, ax, x ~ Xg (5) 
Let y = (YhY2, ... YN), where the N different components represent the N different measure-
ments for the same flaw. Correspondingly, let hg(x) be represented by (hg (x)J,hg(X)2, ... h.(X)N). 
If the measurements are uncorrelated, then the covariance matrix e is diagonal, and is given by 
o 
e= 
o 
where u,2 is the variance for the measurement y,. With these expressions for y,hg(x), and e, 
we have 
N 
tP = t '~l :,2 (y,-h,<X),)2 - In P(x,g) 
(6) 
(7) 
Apart from the factor 112 and the additive term In P(x,g), the above expression of d2 is in the 
form of the square of some kind of "distance" between the measurement vector y and the 
theoretical value vector hg(x). The most probable geometry Xg is the one whose theoretical 
value is "nearest" to the measurement. This closeness of fit criterion is independent of the 
assumption of Gaussian distribution for P(Ylx,g). 
Fertig and Richardson considered ellipsoidal flaws; the measurement vector Y consisted of 
the quantity A 2, which is the coefficient of w2 in the w-expansion (w = frequency) of the 
theoretical scattering amplitude and the distance from the geometrical center of the ellipsoid 
to a front-face tangent plane perpendicular to the scattering direction. These two quantities are 
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determined from low and intermediate frequency scattering data. In this paper, we restrict our-
selves to spherical flaws. In this case, the geometry vector is simply the radius of the flaw. 
Since exact formulae exist for the scattering amplitude of spherical flaws as a function of fre-
quency, (3) the limitation to low and intermediate frequencies is removed. 
The minimization algorithm used in our characterizations is illustrated in Figure 1. hg(x) is 
calculated at a number of equally spaced x covering the search range of radius. The interval 
made up of the minimum and its two neighbors, one on each side, is determined. A quadratic 
is fitted to the three points and the minimum of the quadratic evaluated. The interval around 
the new minimum is repeatedly narrowed and tested for convergence until the convergence cri-
terion is met. 
The second derivative of cP at x = Xg, which is needed in Equation 4 to evaluate P(gly) for 
flaw type g, is obtained by fitting a least-square-fit quadratic to five points centered at X=Xg at a 
spacing of 75 ILm apart. The second derivative of d2 at X=Xg is taken to be the second deriva-
tive of the quadratic at that point. 
SIMULATIONS 
RENE95 is a nickel-based steel alloy used in the manufacture of airplanes. The major por-
tion of the impurities in this alloy are voids and AbO] inclusions. We studied the feasibility of 
using the algorithm to characterize the voids and AI20] inclusions in RENE95 by simulations. 
Longitudinal to longitudinal scattering cross sections in RENE95 of a void and an AI20] inclu-
sion, both spherical in shape with a radius of 50 ILm, were calculated using the method of Ying 
and Truell. (3) These cross sections were then corrupted with random noise, which has a flat dis-
tribution from -40% to +40%. The block diagram of the characterization algorithm is shown 
in Figure 2. Only the shape of the input scattering cross sections, not the absolute magnitude, 
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Fig. 1. Minimization algorithm for estimating the most probable radius of a flaw type. 
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was used in the matching. The quantity d2 was taken to be the difference between the calcula-
tion and the "nearest" scaled version of the measurement. In other words, d 2 was evaluated 
according to the following equation 
d2 = mm f (AX measurement at 1 - calculation at 1)2 dl . 
A.eR+ frequency 
The results of applying the characterization algorithm to these simulated input data are 
shown in Tables 1 and 2. Since silicates also appear as impurities in RENE95, we have 
included quartz, which is similar to silicates in acoustic properties, as a possible candidate in 
characterization. The frequency components used in the matching are from 11 MHz to 
(8) 
29 MHz at 2 MHz intervals, and the search range of radius is from 10 JLm to 200 JLm. The 
results indicate that even at such high noise levels the radii of the flaws were accurately deter-
mined. The certainty of determining the identity of the flaws depends on the values of (J", used 
in characterizing the flaws. Increasing the analysis (J",S has the effect of making the decision less 
well defined, but the value of the most probable radius is not affected. The latter fact is to be 
expected, since varying the analysis (J",S only affects the curvature of the quantity d2 but not the 
location of the minimum. The correct identity of the flaw was unambiguously determined in all 
cases except for AI20) with the analysis (J" I = (J"2 = ... = (J" N = 40%. 
The certainty of the decision can be increased by increasing the bandwidth used in the char-
acterizations. The increased certainty is evident in Table 3, which shows the results of charac-
terizating the same AI20) inclusion in an increased bandwidth from II MHz to 39 MHz at 
2 MHz intervals. 
Table 1. Simulation - Void in RENE95, radius 
Frequency components: 11 MHz - 29 MHz, 2 MHz interval 
Noise: Random, flat distribution, -40% - +40% 
Search range of radius: 10 JLm - 200 JLm 
Flaw LS-Fit Probability (%) 
Type Radius (JLm) Analysis fT d = 10% Analysis fT d = 20% 
Void 50.2 100 100 
AI2O) 176 0 0 
Quartz 53.5 0 0 
Table 2. Simulation - A1 203 in RENE95, radius 
Frequency components: 11 MHz - 29 MHz, 2 MHz interval 
Noise: Random, flat distribution, -40% - +40% 
Search range of radius: 10 JLm - 200 JLm 
Flaw LS-Fit Probability (%) 
Type Radius (JLm) Analysis fT d = 10% Analysis fT d = 20% 
Void 32.6 0 14.5 
AI2O) 46.6 100 85.5 
Quartz 0 0 
50 \lm 
Analysis fT d = 40% 
98.7 
0 
1.3 
50 \lm 
Analysis fT d = 40% 
62.6 
37.4 
0 
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Table 3. AlZ03 in RENE95, radius = 50 ~m 
Frequency components: 11 MHz - 39 MHz, 2 MHz interval 
Noise: Random, flat distribution, -40% - +40% 
Search range of radius: 10 Mm - 200 Mm 
Flaw LS-Fit Probability (%) 
Type Radius (Mm) Analysis 0' d = 10% Analysis 0' d = 20% 
Void 30.2 0 6.4 
Alp) 46.4 100 93.6 
Quartz 0 0 
EXPERIMENTS 
Analysis 0' d = 40% 
42.5 
57.5 
0 
A quartz (fused silica) disk with trapped bubbles of various sizes was used for experimental 
verification of the characterization algorithm. The quartz disk is shown in Figure 3, and the 
instrumentation block diagram in Figure 4. A 25 MHz f/4 broad band transducer was used to 
pulse and detect echoes scattered from the bubbles. A Biomation 6500 transient recorder sam-
pled and recorded the echo waveform with 6-bit accuracy. The sampling rate was 5 ns per 
channel for a total duration of 124 channels. Each of the input waveforms used in the charac-
terizations was the average of 20 waveforms taken with the transducer stationary over the 
quartz disk. 
The radii of the bubbles were measured using an optical microscope accurate to about 3 Mm. 
To ensure that the bubbles used in the characterization contain no impurities, the optically 
measured radii were correlated with the thresholded acoustic size of the bubbles measurement 
in a 50 MHz f/2 C-scan. The result is shown in Figure 5. We assumed that the bubbles which 
do not fall on the straight line contain impurities which make them appear smaller acoustically. 
Only two of the bubbles lying on the straight line, the ones marked #4 and #6, are located 
deep enough in the quartz disk so that the interference from the front wall reflection is not 
serious. These two bubbles were used in the characterization. 
Fig. 3. A quartz disk with trapped bubbles. 
IDENTIFYING SPHERICAL VOIDS AND INCLUSIONS 595 
Fig. 5. 
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Linear Regression, Correlation Coefficient r = 9990 
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Acoustic Bubble Diameter (As Measured Directly From 10x Scan 
and DIvided by 10) (In) 
Correlation between the diameter of the bubbles measured using an optical micro-
scope and the thresholded acoustic size of the bubbles in a 50 MHz fl2 C-scan. 
Figure 6 shows the longitudinal echo waveform of bubble #4. The signal in the first few 
channels is the tail portion of the reflection from the front wall. Figure 7 is the result after 
subtracting the background obtained by moving the transducer sideways from the bubble; the 
front waH reflection is eliminated. 
Figure 8 shows a back wall power spectrum taken with the transducer focused 375 /-Lm deep 
under the surface of a thin piece of quartz crystal. Assuming a small signal level so that linear-
ity holds, the normalized bubble waveform power spectrum obtained by dividing the bubble 
waveform power spectrum by the back waH power spectrum at each frequency is proportional to 
the scattering cross section of the bubble. The constant of proportionality depends on the 
geometry of the experimental setup but not the flaws. 
For experimental data, the absolute magnitude as well as the shape of the measurements 
should be used in the matching. This is because the magnitude of the normalized waveform 
power spectrum and that of the scattering cross section could be several orders of magnitude 
off. All the input normalized waveform power spectra should be multiplied by the same con-
stant>.. and then matched with the calculations using d 2 defined by 
d2 = .f. (>.. x measurement at I - calculatIOn at 1)2 dl (9) 
frequency 
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Fig. 6. Echo waveform of bubble #4. 
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Fig. 7. Echo waveform of bubble #4 after background subtraction. 
The block diagram for determining the constant of proportionality A is shown in Figure 9. 
The power spectrum of each of the bubbles was divided by the back wall power spectrum and 
scaled by a constant. The resultant power spectrum was input to the minimization algorithm to 
determine the most probable radius r of the bubble, using the d2 in Equation 9. The scaling 
constant was adjusted until the sum of the squares of the fractional difference between the cal-
culated radii r and the optically measured radii r attains a minimum, the process being accom-
plished in another minimization algorithm. The results are tabulated in Table 4. The fre-
quency band width used in the power spectrum matching was from 19 MHz to 32 MHz at inter-
vals of 1 MHz apart, which is the half-maximum region of the magnitude spectrum of the back 
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TABLE 4. 25 MHz f/4 Transducer 
Parameters: 
Frequency components: 19 MHz - 32 MHz, 1 MHz interval 
Search range of scale: 10-8 - 10-3 
Search range of radius: 10 p'm - 200 p'm 
Results: 
LS-Fit scale = 1.197 x 10-6 
Bubble No. Optical Radius (p.m) LS-Fit Radius (p.m) 
'000 
800 
600 
4 47.0 44.3 
6 69.9 76.0 
"':-0 --::'5--:2""0 --:':25:----:30:-0 --:':35:---.J40 
f MHz 
Fig. 8. Backwall power spectrum. 
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wall reflection. The most probable radii determined using the characterization algorithm com-
pare favorably to the optically measured radii. 
To obtain more experimental verification of the characterization algorithm, a number of 
bubbles in a deeper region of the quartz disk well separated from the interference of the front 
surface echo were inspected using a 15 MHz f/5 transducer. Seven of these bubbles, whose 
sizes determined in an acoustic C-scan matched those determined optically, were selected as 
described above to test the characterization algorithm. The optically determined radii and the 
radii estimated by the characterization algorithm are tabulated in Table 5. Again the compari-
son is very favorable. 
The characterization algorithm is based on the assumption that the data-taking system is 
linear so that deconvolution by the back wall spectrum yields the scattering cross-section of the 
flaw. There are two effects in the experimental set-up which give rise to nonlinearity in the 
data: the focussed beam of the transducer and the attenuation caused by the water path. These 
two effects render the shape of the echo waveform dependent on the depth of the flaw in the 
focal zone of the transducer. 
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The water path attenuation can be easily compensated for from the knowledge of the flaw 
location in the focal zone and the attenuation coefficient of water. To correct for the effect of 
the focussed beam, the waveforms of one of the bubbles were taken at a number of depths in 
the focal zone. The power spectra of these waveforms were then computed, and the magnitude 
of each frequency component was plotted as a function of the depth. A least-square polynomial 
fit was obtained for the magnitude versus depth curve at each frequency, as shown in Fig-
ure 10. Using these least-square-fit polynomials and the knowledge of the flaw location in the 
focal zone one can calculate and remove the effect of the focussed beam. When these two 
correction procedures were applied to the data for the seven bubbles in Table 5, the improved 
results shown in Table 6 were obtained. The improvement is of the order of 10%. 
Table 5. 15 MHz f/5 Transducer 
Parameters: 
Frequency Components: 11 MHz - 22 MHz, 1 MHz Internal 
Search Range of Scale: 10- 12 - 103 
Search Range of Radius: 10 JA.m - 200 JA.m 
Results: 
LS-Fit Scale = 1.542 x 10-8 
Bubble No. Optical Radius (JA.m) LS-Fit Radius (JA.m) 
1 29.9 
2 34.9 
3 29.9 
4 40.0 
5 49.5 
6 34.9 
7 44.5 
33.3 
32.4 
35.2 
36.4 
41.3 
36.0 
39.2 
Table 6. 15 MHz f/5 Transducer; After Correcting for Focussed Beaw and 
Water Path Attenuation 
Parameters: 
Frequency Components: 11 MHz - 22 MHz, 1 MHz Internal 
Search Range of Scale: 10- 12 - 103 
Search Range of Radius: 10 JA.m - 200 JA.m 
Results: 
LS-Fit Scale = 1.460 x 10-8 
Bubble No. Optical Radius (JA.m) 
1 29.9 
2 34.9 
3 29.9 
4 40.0 
5 49.5 
6 34.9 
7 44.5 
33.0 
34.7 
34.8 
37.8 
41.1 
35.6 
39.7 
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RELATIVE Z CO-ORDINATE OF TRANSDUCER, MIL 
Fig. 10. Focal zone response of the 15 MHz transducer. 
We have shown that the power spectrum matching technique is capable of characterizing the 
type and size of spherical flaws, even under very noisy conditions. The results are very stable 
with respect to the various parameters used in the algorithm, such as the analysis U,s and fre-
quency bandwidth. 
ACKNOWLEDGEMENT 
We would like to thank Dr. R.D. Miller for making available the minimization subroutine. 
REFERENCES 
[1] K.W. Fertig and J.M. Richardson, "Inverse Scattering at Low and Intermediate Fre-
quencies," Proceedings of the ARPAIAFML Review of Progress in Quantitative NDE 
(July 1979), July 1980, pp. 528-540. 
[2] J.E. Gubernatis, J.A. Krumhansl, and R.M. Thompson, "Interpretation of Elastic-Wave 
Scattering Theory for Analysis and Design of Flaw-Characterization Experiments: The 
Long-Wavelength Limit," J. Appl. Phys. 50, 1979, p. 3338. 
[3] C.F. Ying and R. Truell, "Scattering of a Plane Longitudinal Wave by a Spherical Obsta-
cle in an Isotropically Elastic Solid," J. Appl. Phys. 27, 1956, p. 1086. 
IDENTIFYING SPHERICAL VOIDS AND INCLUSIONS 601 
DISCUSSION 
R.K. Elsley (Rockwell International Science Center): How well do you 
think the technique will work for flaws that are not spherical? 
K.C. Tam: To answer this question, in order to characterize a spherical 
flaw, you only need to take measurement in one direction but for 
non-spherical flaws, you have two or three or more parameters to 
determine--in order to identify those flaws, you have to take 
measurements in more than one direction, and ultimately one would 
have to take measurements at two PI radian covering the flaw in 
order to identify it completely. So it's basically a question of 
how easy it is to do that experimentally. 
R.K. Elsley: And what theoretical calculation of scattering amplitude 
is that? 
K.C. Tam: As a first step you can approximate the non-spherical flaw 
by a spheroid, and then you search for the parameters in multi-
dimensions instead of as we did here in one dimension, namely the 
radius of the flaw. 
