We consider a linear transport equation perturbed by a fractional Brownian motion and the drift is allowed to be discontinuous. We show that for almost all paths of the fractional Brownian motion there exists a solution to the equation.
Introduction
We study a linear transport equation on the form ∂ t u(t, x) + b(t, x)∂ x u(t, x) + ∂ x u(t, x)Ḃ ∞ ([0, T ] × R), i.e. we allow the drift b to be discontinuous. It is well known that the corresponding deterministic equation might develop discontinuities when b is irregular. Moreover, a weak formulation of the deterministic equation is not straightforward. Integrating against a test function η ∈ C ∞ c (R), we see that the term R b(t, x)∂ x u(t, x)η(x)dx does not allow for integration by parts unless there is some regularity on b. In the current paper we will choose the noiseḂ H t in such a way that the solution is weakly differentiable, thus circumventing integration by parts. Notice however, that we will still use a (spatially) weak formulation of the equation.
Consider ∂ x u(t, x)Ḃ H t where B H t is a fractional Brownian motion, H < 1/2. This term is formal, and usually one would integrate the equation in t to produce the term t 0 ∂ x u(s, x)dB H s . But even at this level it is not a priori clear how to make sense of this term. In fact, since B H t is not a semi-martingale there is no Itô theory to define this integral. Since B H t is Hölder continuous of order strictly smaller than H < 1/2 the integration theory of Young is also out of reach.
As the title of the paper suggest, we shall instead interpret the integral in the rough path setting, meaning we shall define iterated integrals of B H t and use the theory of controlled paths to define the integral.
The linear transport equation has been studied extensively. When the noise term is removed, Di Perna and Lions [2] , showed that when b ∈ L 1 ([0 The stochastic version driven by Brownian motion, i.e.
t 0 ∂ x u(s, x)•dB s , has also received some attention. We mention the results in [4] and [9] , developed simultaneously and independently using two somewhat different techniques.
Recently an approach of using rough paths and regularization by noise was used in [3] . The paper [3] consider drifts for which divb ∈ L ∞ ([0, T ] × R d ), and allow for linear growth. When d = 1 this is restricts to (locally) Lipschitz drift, but when d > 1 this condition is much weaker than Lipschitz. Another difference from the current paper is that [3] considers H ∈ ( ). For the technique in the current paper to work, we need to have H < 1 3 which makes the rough path theory a bit more involved.
We believe that this is the first work to prove existence of solutions to the stochastic transport equation with fractional Brownian motion and discontinuous drift when d = 1.
Let us briefly explain the idea of the proof: assume for simplicity that b smooth and time-homogenuous. Let φ t (x) solve
It is well known that its derivative w.r.t. where the second equality comes from regarding the first equality as a linear ODE which we can solve explicitly. Then, since the solution of (14) is very irregular as a function of t, the local time L(t, ·) becomes continuously differentiable in the spatial variable. Therefore we can write
where we have used integration by parts. We then obtain a priori bounds of E[|∂ x φ t (x)| 2 ] that doesn't depend on b ′ , but only on b ∞ . We can approximate a general b by a sequence of smooth functions and show that the corresponding sequence of solutions converge in an appropriate sense. A similar method of using local time calculus was developed in [10] for the stochastic heat equation.
To connect this to the transport equation, let us assume that we make a smooth approximation of B denoted B ǫ (we omit H for simplicity), and that φ ǫ t solves (14) with B ǫ in place of B. We can then show that u
Now, the theory of rough paths provides a topology such that
where the latter integral is a rough path integral. Letting ǫ → 0 in the all the terms above provides a meaningful consept of a solution to the transport equation.
Remark 1.1. We do not claim to be the first to study the regularity of the SDE (14) with discontinuous drift. Indeed, in [1] the authors study the d-dimensional version of (14) with discontinuous drift, and produce more far-reaching and precise regularization results. When d = 1 however, the technique simplifies significantly and allows for simpler criteria on b (bounded and measurable).
Notation
For T > 0 we define the simplex
For an integer p the p-step truncated tensor algebra
Fractional Brownian motion and Girsanov's theorem
Let B = {B t , t ∈ [0, T ]} be a fractional Brownian motion with Hurst parameter H ∈ (0, 1 2 ), i.e. a centered Gaussian process with covariance
Observe that B has stationary increments and Hölder continuous trajectories of index H − ε for all ε > 0.
Denote by E the set of step functions on [0, T ] and denote by H the Hilbert space defined as the closure of E with respect to the inner product
The mapping 1 [0,t] → B t can be extended to an isometry between H and a Gaussian subspace of L 2 (Ω).
-adapted process with integrable trajectories and set
(ii) E[ξ T ] = 1 where
Then the shifted process B is an {F t } t∈[0,T ] -fractional Brownian motion with
Hurst parameter H under the new probability P defined by
For a proof we refer to [11] . In particular, the moment-estimate if found in the proof of Theorem 3, [11] .
We will need that the fractional Brownian motion is strong local non-deterministic, which is the following. Lemma 2.2. There exists a positive constant C such that for all 0 ≤ t 1 < · · · < t m < ∞ and ξ 1 , . . . , ξ m ∈ R V ar
Elements of Controlled Rough Paths
Throughout this section we fix some γ ∈ (0, 1 2 ) and let p be the integer part of 1 γ . A γ-rough path is a mapping
st , . . . , X
st ) that satisfies an algebraic (Chen's) relation
and an analytic relation
We denote by C γ the set of all rough paths equipped with the metric
is a γ-rough path, which we call the geometric lift of X. Given a rough path X ∈ C γ , we shall say that a mapping
is a controlled (by X) path if the implicitly defined functions
We denote by D pγ X the set of all paths controlled by X, and we equip this linear space with the semi-norm 
If we consider two paths Y andỸ, controlled by X andX respectively, we introduce the "distance"
Similar as above we can find the following estimate max n=0,...,p−1
We define the total space
equipped with its natural topology, i.e. the weakest topology such that
is continuous.
Integration of Controlled Rough Paths
Following [5] we denote by C α,β
where δΞ sut := Ξ st − Ξ su − Ξ ut . We equip the space with the norm Ξ α,β := Ξ α + δΞ β . The following result is sometimes referred to as the "sewing lemma": Lemma 3.1. Assume 0 < α ≤ 1 < β. Then there exists a unique continuous linear map
such that (IΞ) 0 = 0 and
For a proof, see [5] . We are ready to define the integral of a controlled rough path. For X ∈ C γ and Y ∈ D pγ X let
ut , so that
From (4) and (6) each term can be bounded by C|t − s| (p+1)γ for an appropriate constant C. Consequently |δΞ sut | |t − s| (p+1)γ . Since (p + 1)γ > 1 we arrive at the following definition:
with I and Ξ as above. (6) is not satisfied for k = 0, if we define
The rest of this section is devoted to obtaining a "local Lipschitz"-type estimate when we regard the above as a mapping
Indeed, let X,X ∈ C γ and let Y andỸ be controlled by X andX respectively. Define Ξ as before andΞ
, and similarly forX andỸ. Then there exists a constant C M such that
Proof. We begin by decomposing
Using (7) we can find a constantC M such that
Similarly,
Controlling solutions of ODE's
In this section we will show how to control solutions to ODE's perturbed by a rough path
) and denote by φ · (x) the flow of the perturbed ODE
Let t 0 > 0 and y ∈ R. Then there exists a unique solution to
and we have φ t0−t (x) = ψ t0 t (φ t0 (x)), see [3] , Proposition A.2. In particular we have φ
When there is no chance of confusion we shall denote the solution to (9) by φ t for notational convenience. Notice that we shall later on be interested in φ t as a function of x, but for this section we leave it fixed.
We have
For a sufficiently smooth function f we have from Taylor's formula combined with the above identity
In the above, the second term
|t − s| (m+1)γ , and the third term |t − s|. With f = η (k) and m = p − k − 1 we have
It follows that η(φ)
, thus proving the lemma.
we may define η(φ r )dX r as the rough path integral of η(φ) w.r.t. X as in (8).
Stability w.r.t. the driving path
The purpose of this section is to prove local Lipschitz continuity of the mapping
where φ is the solution to (9), η ∈ C ∞ b (R) and η • φ denotes the lift as described in the previous section. We begin with some trivial bounds, namely letX ∈ C γ and denote byφ the solution to (9) when we replace X byX, i.e.
One can check that (see [3] , Lemma A.7)
Clearly this implies φ −φ γ ̺ γ (X,X) and also R φ − Rφ γ ̺ γ (X,X). It follows that φ n −φ n nγ ̺ γ (X,X) by induction: assume this holds for n − 1. Then
by the induction hypothesis combined with (12) . Moreover, from (10) we get
by similar reasoning. One could say more about φ −1 t as a controlled rough path, but we shall not need more than the above.
The main result of this section is the following.
Proof. We shall use the formula (11) 
, which will prove the claim. To this end for a function f smooth enough, we have that the remainder term of the Taylor expansion satisfies
For the first term above we have |t − s|
For the second term we use, uniformly in r ∈ [0, 1]
Together with the bound |φ
These facts combined with (11) gives
which ends the proof of the lemma.
Combining the above Lemma, Lemma 3.4 and Remark 3.3 we get
. Then there exists a family of smooth paths X ǫ such that
as ǫ → 0.
Stability w.r.t. the drift
Let us fix X ∈ C γ and we consider the ODE (9). Assume we have a sequence of function b ǫ such that there exists a solution of for every ǫ > 0 to
We will show stability in the sense of controlled rough paths when we assume that φ ǫ converges in an appropriate topology. This convergence will be shown to hold in Proposition 4.7 for our particular case. Proof. Note that the second claim follows from the first in connection with Remark 3.1. To see the first claim, one has to show
for all k = 0, . . . , p − 1. The proof follows the same lines as the proof of Lemma 3.7 with minor modifications, noting that X =X.
Integrated controlled paths
To emphasize that the solution of (9) depends on the initial value x, we denote its solution by φ · (x), i.e.
Let µ be a finite signed measure on R. In later chapters we shall be interested in expressions on the form
as a controlled path in order to define t 0 R η(φ r (x))dµ(x)dX r in the rough path sense. Similar results as the previous chapters holds, summarized below. Proposition 3.10. Retain the hypotheses and notations respectively from Corollary 3.6, Corollary 3.8 and Lemma 3.9. The following holds.
The rough path integral
Proof. Begin with the first assertion. Integrating (11) w.r.t. µ gives
Since µ is finite and b is bounded we get for each k, n and q
is a controlled path and
Using linearity, boundedness of b and dominated convergence the reader is invited to mutatis mutandis verify the remaining results. (14) . Moreover the mapping (x → φ t (x)) is weakly differentiable in the sense that for fixed t we have
Fractional Brownian motion SDE's
for all open and bounded U ⊂ R.
This theorem is proved in three steps. In the first step we establish an integration by parts formula for the fractional Brownian motion. In the second step we assume b is smooth and has compact support. It is then well known that φ t (·) is smooth, and we use the integration by parts formula to bound φ t L 2 (Ω;W 1,p (U)) by a constant that only depends on b ∞ (independent of b ′ ). In the third step we approximate a general b by smooth functions. We use comparison to generate strong convergence in L 2 (Ω) of the corresponding sequence of solutions. From step one and two we can bound the sequence in L 2 (Ω; W 1,p (U )) and argue via weak compactness to prove Theorem 4.1.
An integration by parts formula
The purpose of this section is to prove a integration by parts type formula involving a random variable inspired by local time calculus. More specifically, we have
where
We start by defining Λ b (t, z) as above, and prove that it is a well defined element of L p (Ω) for every p > 1. 
.
Proof. Since we assume m is an even integer, we may write 
where we have used the local non-determinism in the second-to-last inequality. We write
where X ∼ N (0, c −1 Σ), and we have defined
and it follows from [8] that
Above, per(A) denotes the permanent of the matrix A. Consequently
,
for an appropriate constant C. The proof of the last inequality above is technical and is postponed to the Appendix.
Let us for a moment assume that b is smooth and that s≤T suppb(s, ·) is bounded.
From inequality (17) in the above proof we see that suppΛ b (t, ·) ⊂ s≤t suppb(s, ·).
In particular, if the latter set is bounded, Λ b (t, ·) is integrable P -a.s. It remains to show that Λ b satisfies the integration by parts formula (15). Notice that one has to be careful interchanging the order of integration in (16). Indeed, if b = 1, one should think of R iue −iu(Bs−y) du = −∂ y δ Bs (y) where δ Bs (y) is the Donsker-Delta of B s , which is not a random variable in the usual sense (one could introduce the Donsker-Delta as a generalized random variable in the sense of White Noise theory, but we shall avoid these considerations).
To circumvent this difficulty we define an approximating sequence
It is immediate that
for an appropriate constant, so that Λ
(Ω) for all t and y. To see this the reader is invited to modify the above proof to see that
2H ) dvds which converges to zero as K → ∞. In the above C is a constant that is independent of K. Now we have
thus proving (15). We summarize these considerations.
is smooth for every s and s≤T suppb(s, ·) is a bounded set. Then (15) holds on a set of measure 1.
We can however extend (15) to b bounded and differentiable. Using Λ φb (t, y) = φ(y)Λ b (t, y) as in the above proof we get that if b is time-
where L B (t, y) denotes the local time of the fractional Brownian motion (which is well known to be differentiable when H < 1 3 , see [6] ). Proposition 4.5. There exists a constant C > 0 such that for all integers m
Proof. We write
For the first term we can estimate
For the second term, from Lemma 4.4
Above we have denoted B = {y ∈ R m | |y j | ≥ 1 ∀j }. We use the estimate
where we have used Chebyshevs inequality in the last step. This gives
The result follows from Lemma 4.2 and that E[|B
* t | 4 ] < ∞.
Derivative free estimates
In this section we assume that
) and denote by φ · (x) the solution to (14) . It is well known that φ t (·) continuously differentiable, and we have
We are ready to prove our main estimate on SDE's.
Theorem 4.6. There exists an increasing continuous function
where φ · (x) is the unique solution of (14) driven by b.
Proof. Set θ t := K −1 H · 0 b(r, φ r (x))dr (t) and consider the Doléans-Dade exponential
Define the measureP by
ThenP is a probability measure and underP the solution {φ t (x)} t is a fractional Brownian motion starting in x. From (19) we get
Now we writẽ
which converges by Stirling's formula. From Theorem 2.1 we know that we can boundẼ[Z −2 ] by a function depending on b ∞ . The result follows.
Singular SDE's
For this section we shall consider a bounded and measurable b : [0, T ] × R → R and the corresponding SDE (14) . As indicated above we shall use an approximation b n of b and comparison to generate strong convergence in L 2 (Ω). The technique is somewhat classical, and we refer to [11] for a proof, but let us briefly explain the idea: let b be bounded and measurable and define for n ∈ N
where ρ is a non-negative smooth function with compact support in R such that R ρ(y)dy = 1. We letb
so thatb n,k is Lipschitz. Denote byφ n,k (t, x) the unique solution to (14) when we replace b byb n,k . Then one can use comparison to show that
where φ n (t, x) solves (14) when we replace b by B n . Furthermore,
where φ t (x) is a solution to (14) . For details see [11] . We are ready to prove the main result of the section.
Proof of 4.1. Let U ⊂ R be open and bounded. We know from the discussion above that φ n (t, x) → φ t (x) in L 2 (Ω). From Theorem 4.6 plus elementary bounds we see that φ n (t, ·) is bounded in L 2 (Ω; W 1,2 (U )). Consequently we may extract a subsequence {φ n k (t, ·)} k≥1 converging to an element f t in the weak topology of L 2 (Ω; W 1,2 (U )). Let A ∈ F and η ∈ C ∞ (U ). Using strong convergence coupled with weak convergence we get
Consequently we have
* be the intersection of a countable, dense in W 1,2 (U ), set of η such that the above integration by parts formula holds. It is clear that P (Ω * ) = 1 and that φ t is weakly differentiable on this set. The result follows.
We shall also need a result to ensure convergence of φ n (·, x, ω) is uniform on a set of full measure. Proposition 4.7. Let γ ∈ (0, H). Then there exists a set Ω γ of full measure such that lim
Proof. Denote by {q j } ∞ j=1 an enumeration of [0, 1] ∩ Q. We may extract a subsequence {φ n(k,1) (q 1 , x)} k≥1 ⊂ {φ n (q 1 , x)} n≥1 such that
for ω ∈ Ω 1 with full measure. Furthermore, we define inductively a subsequence {φ n(k,j+1) (q j+1 , x)} k≥1 ⊂ {φ n(k,j) (q j+1 , x)} k≥1 such that
for all ω ∈ Ω 0 and q rational.
Let ǫ > 0 be such that γ < H −ǫ and choose a subset Ω H−ǫ with full measure such that for every ω ∈ Ω H−ǫ we have
We see immediately that
so that the uniform boundedness of b n implies that {φ n (·, x, ω)} n≥1 is equicontinuous. Moreover, the sequence is bounded in C([0, T ]) and from ArzelaAscoli's theorem there exists a converging subsequence {φ j(k,ω) (·, x, ω)} k≥1 ⊂ {φ n(j,j) (·, x, ω)} j≥1 . For ω ∈ Ω 0 ∩ Ω H−ǫ -which has full measure -we see that the limit coincides with φ · (x, ω). Applying the above reasoning to any subsequence of {φ n (·, x, ω)} n≥1 we get a further subsequence that converges to
is a Banach space this implies that the full sequence converges. By interpolation of Hölder spaces we see that the claim is true if we let
Remark 4.8. For fixed t 0 > 0, consider the equation
Since the fractional Brownian motion has stationary increments the above equation is on the same form as (14) and we may apply the same machinery to obtain a sequence ψ t0,n t of corresponding smooth flows that converges in the weak topology of L 2 (Ω; W 1,p (U )) and ψ t0,n t (x) converges in the strong topology of L 2 (Ω) to the solution of the above equation.
Making a change of variables we see that u(t, x) is indeed a solution of (21).
Integrating the above w.r.t. t and approximating a rough path X by smooth paths and taking the limit, it is reasonable that we should get
provided the solution is such that ∂ x u(·, x) is controlled by X. Unfortunately, to guarantee that ∂ x u(t, x) is a controlled path we need higher order differentiability of the solution than the regularization of the fractional noise can provide. To circumvent this we use a spatially weak notion of solution. 
Existence of such a solution when the drift is nice is relatively straightforward. The proof is a consequence of the discussion in Section 3.3 together with the above computations.
and X ∈ C γ be the geometric lift of a path X ∈ C γ . Then there exists a weak solution to (20).
Proof. Consider a smooth approximation X ǫ of X and let u ǫ (t,
where we have used a change of variable y = φ ǫ,−1 r (x) in the last equality. From Section 3.2,
where we have reversed the above change of variables in the second equality. From (13) and dominated convergence we get
where we have used integration by parts.
Singular case
Consider the approximation φ n (t, x) from section 4.3, i.e. we have φ n (t, x) → φ t (x) in L 2 (Ω) and φ n (t, ·) → φ t weakly in L 2 (Ω; W 1,2 (U )) (for simplicity we omit the subsequence). t (x)) and fix Ω γ as in Proposition 4.7. We begin by showing that R u(·, x, ω)η ′ (x)dx is controlled by B · (ω) for every ω ∈ Ω γ . It is enough to show
To this end, note that for every n we have
where we have used the change of variables y = φ −1 n (t, x, ω). Letting n → ∞ we get η(φ n (t, x, ω)) → η(φ t (x, ω)) and u n (t, x, ω) → u(t, x, ω) from Remark 4.8. The desired equality holds from dominated convergence.
For every n we have
where B st (ω) is the geometric lift of the fractional Brownian motion. We see that lim
where we have used Proposition 3.10 since u ′ 0 ∈ L 1 (R). Consequently, we must have that t 0 R ∂ x u n (r, x, ω)b n (r, x)η(x)dxdr is converging. Now we get which shows that there exists a subsequence { t 0 R ∂ x u n k (r, x)b n k (r, x)η(x)dxdr} k≥1 converging to t 0 R ∂ x u(r, x)b(r, x)η(x)dxdr on some set Ω 1 which has full measure. The statement of the theorem is proved to be true if we let Ω * = Ω γ ∩ Ω 1 .
Appendix
Consider the matrices Σ and M from Section 4. 
