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ABSTRACT
In social interactions, people must be able to quickly and accurately perceive the 
emotion of others. Research on multisensory integration in emotion perception 
has found that congruent information from both face and voice improves 
emotional perception, with increased accuracy and decreased reaction times 
when congruent-emotion voices are presented simultaneously with faces. 
Similarly, research using electroencephalography (EEG) indicates that there is 
enhanced processing on trials with congruent face-voice emotions compared to 
incongruent trials. However, this enhancement has been found to be modulated 
by the direction of selective cross-modal attention. In this study, we investigated 
the neural correlates of these multisensory and congruency effects in both 
younger and older adults, whose selective cross-modal attention as well as 
emotion perception have been shown to be impaired. Our findings suggest that 
selective cross-modal attention operates similarly in emotion perception 
multisensory integration as it does in more basic forms of multisensory 
integration. Multisensory enhancement was not found in older adults; we 
hypothesize that the positivity effect may reduce older adults’ enhanced 
multisensory integration compared to younger adults’ multisensory integration in 
emotion perception tasks.
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1The Relation Between Selective Cross-Modal Attention and Emotional
Multisensory Integration
Multisensory integration is the synthesis of information from different 
sensory modalities (e.g., audition and vision). This synthesis is thought to be 
important for the establishment of coherent, unitary percepts in the face of 
multimodal sensory information.
Multisensory integration can result in superior perceptual performance 
when compared to unisensory processing when the stimuli are spatially 
congruent (originating from the same place) (Slutsky & Recanzone, 2001) or 
temporally congruent (occurring around the same time) (e.g., Jones & Jarick, 
2006; Van Wassenhove & Poeppel, 2007). Although performance benefits have 
been observed to be most likely when the multimodal stimuli carry congruent 
information (Alvarado, Vaughan, Stanford, & Stein, 2007), benefits have also 
been observed when the stimuli are unrelated (Russo et al., 2010). While the 
majority of research in this area has examined the integration of auditory and 
visual stimuli, multisensory integration has also been observed for the senses of 
touch and sight (Martino & Marks, 2000); taste and audition (Crisinel & Spence, 
2010; Simner, Cuskley, & Kirby, 2010); and olfaction and audition (Belkin, 1997). 
Multisensory Integration and Aging
As a consequence of cognitive decline, older adults tend to perform slower 
and less accurately than younger adults on tasks that require identification of 
auditory and visual stimuli (Mozolic, Hugenschmidt, Peiffer, & Laurenti, 2013). 
However, research indicates that older adults may benefit more than younger
2adults do from the presentation of multimodal compared with unimodal stimuli 
such that older adults experience greater gains from multisensory integration. 
Laurienti, Burdette, Maldjian, & Wallace (2006) found that older adults answered 
more slowly than younger adults when asked to identify a color. However, when 
an auditory stimulus was added to the task (participants heard the name of the 
color, e.g. “blue” when a blue circle was on the screen in front of them), older 
adults showed more improved response times than did younger adults. In fact, 
older adults’ multisensory gains were so dramatic that their multisensory reaction 
times were equivalent to younger adults’ unisensory reaction times. These 
findings were corroborated using the same task by Peiffer, Mozolic, 
Hugenschmidt, & Laurienti (2007). Additionally, Diederich, Colonius, & 
Schomburg (2008) compared older and young adults’ saccadic reaction time to 
visual stimuli with and without accompanying auditory stimuli. In support of 
Larienti et al. (2006) and Peiffer et al. (2007), older adults had longer reaction 
times to unisensory stimulus presentation than did younger adults, but showed 
enhanced multisensory integration (greater reduction in saccadic reaction time to 
audiovisual stimuli) compared with young adults.
There are two theories regarding the gains that older adults experience 
from multisensory processing. The first is that it is due to the principle of inverse 
effectiveness, a precept of multisensory integration wherein the less salient any 
individual sensory stimulus is, the greater the gains of multisensory integration 
(Meredith & Stein, 1986). For example, if a person is speaking very softly, the 
listener will have greater benefits from also being able to see that speaker’s face
3than if the speaker was talking loudly (in which case it would be easier to 
understand the speaker; there is less need for the additional information gained 
from seeing the speaker’s face). Thus, because vision and hearing deteriorate 
over the lifespan (Freiherr, Lundstrom, Habel, & Reetz, 2013), it is argued that 
older adults’ enhanced gains from multisensory processing reflect a 
compensatory mechanism that accomodates sensory decline.
Research by Cienkowski and Carney (2002) addresses this hypothesis. 
The researchers compared speech perception between older adults with hearing 
loss, young adults whose hearing was artificially impaired to put them on par with 
the older adult group, and young adults with normal hearing. In one condition, 
participants heard a speaker; in another, participants saw the speaker, and in the 
third, participants saw and heard the speaker simultaneously (multisensory). If 
hearing deficits lead to increased multisensory integration, a greater amount of 
multisensory enhancement would be expected in the older adults with hearing 
loss and the young adults with artificial hearing deficits than in the older adult 
group. However, all three groups had similar levels of multisensory enhancement 
in speech perception for audiovisual trials compared to those with only auditory 
information (Cienkowski & Carney, 2002).
Similarly, Tye-Murray et al. (2007) compared speech perception in older 
adults with hearing loss to older adults with normal hearing, adding background 
noise so that the normal-hearing older adults could hear similarly to the hearing 
loss group. If hearing deficits lead to long-term increases in multisensory 
enhancement, the older adults with hearing loss would experience greater
4multisensory enhancement compared to the older adults with artificial hearing 
loss despite having similar levels of hearing impairment at the time of 
measurement, since the latter's hearing loss is transient. However, Tye-Murray et 
al. (2007) found that both groups of older adults had similar levels of 
multisensory integration. This research suggests that sensory deficits do not 
result in increased multisensory integration, although it is difficult to draw 
conclusions from such a small sample of research. Additionally, neither study 
examined the role of visual deficits in multisensory integration.
It is also possible that older adults experience greater gains from 
multisensory integration compared to young adults because they experience 
deficits in attentional control as they age. In particular, they may not be as good 
at selective cross-modal attention, or focusing selectively on information from 
one sensory modality while ignoring information from other sensory modalities. 
Research has shown that selective cross-modal attention reduces gains from 
multisensory integration (Spence & Driver, 1997; Mozolic et al., 2008; Spence, 
Nicholls, & Driver, 2001). If older adults are less adept at selective cross-modal 
attention, they may then experience gains in multisensory integration because 
they’re less able to filter out information from other sensory modalities.
As Mozolic, Hugenschmidt, Peiffer, & Laurenti (2013) describe, there is 
research that both supports and challenges this theory. Poliakoff, Ashworth, 
Lowe, & Spence (2006) found that older adults were less capable than younger 
adults of ignoring distracting information from another sensory modality (touch) 
when making a decision about visual stimuli. Similarly, Andres, Parmentier, &
5Escera (2006) found that that in an auditory-visual oddball paradigm, older adults 
showed longer decision-making latency after an oddball tone was played than 
younger adults did (indicating that they were less able to ignore the irrelevant 
auditory information). However, research by Hugenschmidt, Peiffer, McCoy, 
Hayasaka, & Laurienti (2009) found older adults’ and young adults’ levels of 
multisensory integration decreased by the same amount when they were asked 
to attend to just either auditory or visual stimuli in an audiovisual paradigm— 
suggesting that older adults were just as capable of cross-modal attention. 
Interestingly, Hugenschmidt et al. (2009a) found that older adults still showed 
higher levels of multisensory integration than young adults when their focus was 
divided, because older adults had much higher levels of multisensory integration 
at baseline (when focus was not divided and participants were told to attend to 
both auditory and visual stimuli). Hugenschmidt, Mozolic, Tan, Kraft, & Laurienti 
(2009b) demonstrated that these high baseline levels of multisensory integration 
in older adults may be due to the fact that older adults are less able to filter 
sensory information; they have higher levels of background "noise."
Much of the research on multisensory integration has utilized simple 
stimuli, such as lights and tones (e.g., Rach, Diederich & Colonius, 2011 ; 
Senkowski, Saint-Amour, Hofle, & Foxe, 2011). However, a person's voice and 
face provide visual and auditory stimuli that come from the same area (meeting 
the spatial rule); are linked in time (meeting the temporal rule), and generally 
provide supporting information (congruency rule). This information about people's 
gender, age, race and emotional status is important to us as social animals, and
6we are highly motivated to use it to form quick and accurate perceptions of 
others. Based on the principles of multisensory integration, it seems likely that 
our perception of people-- including categorization of a person's emotions- 
utilizes multisensory integration. And in fact, studies have demonstrated that 
multisensory integration occurs when participants categorize emotions based on 
facial and vocal stimuli.
Emotion perception
When participants are shown an emotional face while hearing a voice that 
expresses a congruent emotion (e.g. an angry face with an angry voice), they 
can identify the emotion more quickly than when they are only shown the face or 
only hear the voice (Dolan, Morris & de Gelder, 2001; Pourtois, de Gelder, Bol & 
Crommelinck, 2005). In addition, when they see and hear incongruent stimuli 
(such as a happy face with a sad voice), it takes them longer to categorize the 
emotion of either stimuli (Focker, Gondon & Roder, 2011). This speeding of 
reaction time can occur even when participants are told to categorize stimuli from 
one modality and ignore the stimuli from the other modality, and it occurs both 
when voices (de Gelder & Vroomen, 2000) and faces (Vroomen, Driver & de 
Gelder, 2001) are not attended to. This suggests that multisensory integration of 
emotions happens automatically.
Behavioral studies have also demonstrated that congruent multimodal 
stimuli result in gains in reaction time over unisensory stimuli or incongruent 
multimodal stimuli. These results suggest that congruent stimuli from different 
sensory systems are integrated for more efficient processing- but there are also
7alternative explanations. For example, the race model proposes that stimuli are 
simply processed in parallel, with the fastest stimuli producing the output 
(Senkowski et al., 2011). Stimuli from multiple modalities increases the chances 
that at least one of the stimuli would be processed more quickly.
However, contrary to the predictions of the race model of multimodal 
processing, electroencephalography (EEG) studies have shown that brain activity 
is modulated by the simultaneous presentation of auditory and visual information, 
suggesting that there is integration of voice and face information at the neural 
level. In a seminal study by de Gelder, Bocker, Tuomainen, Hensen & Vroomen
(1999), participants were shown 85% congruent angry face/angry voice pairs and 
15% incongruent sad face/angry voice pairs. They were told to attend to the 
faces and ignore the voices. In this type of design, the "deviant" auditory stimuli 
which appear less often elicit a component called an auditory mismatched 
negativity (MMN) which appears quite early, around 150-250 ms after stimulus 
onset; the MMN can indicate both physical and categorical differences between 
auditory stimuli.
Using a clever design, de Gelder et al. (1999) varied only the emotion of 
the visual stimulus—yet they recorded an auditory MMN in response to the 
deviant sad face/angry voice pairs. The angry voice was processed as "deviant" 
on incongruent trials even though it was identical to the voice being presented in 
congruent trials. In other words, the emotion of the face presented altered the 
processing of the voice (de Gelder et al., 1999). The change in auditory activity 
was found even though participants were told to focus on the face, which
8supports the behavioral findings by Bertelson, Vroomen, de Gelder, and Driver
(2000) that multisensory integration of faces and voices occurs automatically, de 
Gelder et al. (1999) interpreted these results as a demonstration that the premise 
behind the behavioral studies of emotional processing is sound: stimuli from one 
modality really are integrated rapidly with stimuli from other modalities. Later 
research found congruency effects for other auditory ERP components: N1 
modulation for congruent face-voice pairs (Pourtois, de Gelder, Vroomen, 
Rossion, Crommelinck, 2000; de Gelder, Pourtois, & Weiskrantz, 2002) and 
delayed latency of P2 for congruent face-voice pairs.
However, an important consideration when trying to integrate the 
behavioral and EEG research on MSI is that while the behavioral studies on 
emotional multisensory integration presented the auditory and visual stimuli 
simultaneously, the majority of the EEG studies on emotional multisensory 
integration that seek to explain the behavioral data have not presented the 
auditory and visual stimuli simultaneously. Instead, they presented first the face, 
and then the voice 900-1000 ms later (e.g.de Gelder et al., 1999; de Gelder et 
al., 2001; de Gelder et al., 2002). This was done in order to reduce interference 
in the auditory components from simultaneously-occurring visual components. 
Without concurrent presentation, however, it could be argued that these studies 
were not ecologically valid measures of multisensory integration (as 
demonstrated in the behavioral studies, and as defined in the literature), but 
rather, measured the effects of contextual priming on auditory responses. There 
is even confusion regarding the distinction between behavioral and EEG
9methods for studying multisensory integration; for example, a recent review of 
the literature by Klasen, Chen & Mathiak (2012) erroneously reported the de 
Gelder et al. (2002) procedure as presenting face and voice "concurrently."
One recent study by Magnee, de Gelder, van Engeland, & Kemmer (2011) 
did demonstrate the effects of simultaneous visual and auditory stimuli. Their 
results were promising: they found larger auditory P2 amplitudes for incongruent 
stimuli compared to congruent stimuli, as well as found larger N170 amplitudes 
for incongruent compared to congruent stimuli.
In addition to examining congruency effects, Magnee et al. (2011) also 
examined "lower-order integration" of multisensory stimuli by comparing the sum 
of ERPs for unisensory stimuli (auditory-alone ERPs + visual-alone ERPs) and 
multisensory ERPs (average of congruent and incongruent multisensory 
conditions). They theorized that if the multisensory stimuli were truly being 
processed separately rather than integrated, then the combined response to 
visual stimuli alone and to auditory stimuli alone should have the same as the 
response to those stimuli being presented simultaneously. Instead, they found a 
larger auditory P2 response to combined unisensory stimuli than to multisensory 
stimuli: a multisensory effect.
Multisensory emotion perception and aging
Research has found that older adults experience a decline in the ability to 
recognize others’ negative emotions, while their ability to recognize other 
emotions remains intact. Regarding facial expressions, older adults have been 
found to have difficulty identifying fear and anger (Calder et al., 2003), anger,
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fear, and disgust (Sullivan & Ruffman, 2004), fear and sadness (Keightley, 
Winocur, Burianova, Hongwanishkul, & Grady, 2006). Research on voices has 
also found that older adults have lower recognition rates for angry voices 
(Brosgole & Weisman, 1995; Ruffman, Sullivan, & Dittrich, 2009). This 
decreased ability to recognize negative emotions in face and voice have been 
explained by the positivity bias, wherein as adults age they prefer positive 
emotional information to negative and thus pay less attention to negative facial 
and vocal emotions (Carstenson, Fung, & Charles, 2003).
Lambrecht, Kreifelts, & Wildgruber (2012) examined the effect of age on 
emotional multisensory integration. They compared accuracy of emotional 
identification between older and young adults for multisensory stimuli (video of a 
person speaking a single word), visual (video without sound) and auditory (the 
sound of the word without the video). They found that older adults had poorer 
identification of all emotions (not just negative). Both young and older adults 
experienced similar multisensory gains, showing greater accuracy for 
multisensory trials.
Taking these considerations into account, we designed the present EEG 
study to examine the neural correlates of age in emotional multisensory 
integration. Following the model of Magnee et al. (2011), we examined both 
basic multisensory effects (that is, enhanced responses to face-voice pairs as 
compared to faces alone and voices alone) as well as congruency effects 
(enhanced response to congruent compared to incongruent stimuli). Additionally, 
we were interested in whether sensory decline or deficits in selective cross-
11
modal attention impacted older adults’ multisensory processing. Therefore, 
during the task participants' attention was alternately focused on one modality 
(face-focus or voice-focus trials) or split between both visual and auditory stimuli 
(divided-focus).
Based on the prior research just described, we expected to find 
multisensory effects and congruency effects for all participants, but we 
anticipated an enhanced multisensory effect in older adults. Regarding selective 
cross-modal attention, we expected that divided-focus trials would elicit a larger 
multisensory enhancement than face-focus or voice-focus trials. However, 
because multisensory benefits in older adults may be due to deficits in selective 
cross-modal attention, we anticipated that older adults would show a smaller 
multisensory gain on divided-focus trials than younger adults. Additionally, 
because multisensory benefits in older adults may also be due to sensory 
decline, we expected to find that vision and hearing deficits correlated with 
increased multisensory and congruency effects.
Furthermore, we expected to find congruency effects for all participants, 
such that the response to congruent multisensory stimuli will be larger than the 
response to incongruent multisensory stimuli. To our knowledge, no research has 
been done on the congruency effect in older adults. We hypothesized that, 
because older adults tend to be worse than younger adults at recognizing 
negative faces and voices, the difference between sad and angry faces and 
voices would be less salient to them and that they would show a smaller 
congruency effect compared to young adults.
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Method 
Participants
Twenty older adult participants (10 female) with a mean age of 74.78 
years (SD=11.78) participated in the experiment. Participants were recruited from 
local retirement communities and senior services groups, and received financial 
compensation in exchange for participation. Data from 2 of the older adults was 
excluded due to cognitive assessment scores that indicated mild cognitive 
impairment. Twenty-three young adult participants (11 female) with a mean age 
of 19.04 years (SD=1.07) were recruited from the College of William and Mary 
and received partial course credit for their participation. Data from 2 of the young 
adults was excluded due to excessive artifact in the EEG data. Twenty of the 
older adult and 20 of the young adult participants were right-handed. All 
participants were screened for a history of neurological and psychiatric disorders. 
The experiment was conducted with the understanding and consent of each 
participant and in accordance with institutional ethics protocols.
Materials
Neuropsychological test. The Montreal Cognitive Assessment (MoCA) 
was administered to ensure that participants had normal cognitive functioning. 
The MoCA is a 22-item, 30-point test that assesses short-term memory recall; 
visuospatial abilities; executive functioning; attention, concentration, and working 
memory; language; and orientation to time and place. A score of 26 or above is 
considered normal, while a score below 26 indicates cognitive impairment 
(Nasreddine et al., 2005). The MoCA is similar to the Mini-Mental State
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Examination, but has been shown to be more sensitive to mild cognitive 
impairment (Nazem et al., 2009). Data from 2 of the older adult participants was 
excluded for having scores in the mild cognitive impairment rage (their scores 
were 24 and 25). Of the remaining participants, the average score for the older 
adult group was 28.06 (SD=1.39); the average score for the young adult group 
was 29.19 (SD=0.98).
Hearing and vision tests. Hearing was assessed using a hearing test 
application on a tablet, using binaural headphones. The application generated 
tones at six different frequencies: 250 Hz, 500 Hz, 1000 Hz, 2000 Hz, 4000 Hz, 
and 8000 Hz. Tones were generated once for each ear, for a total of twelve 
different tones. For each tone, participants lowered the sound level using a slider 
until it could barely be heard. The results were given in dBHL (decibels relative to 
the quietest sounds that a healthy-hearing individual would be able to hear) on a 
scale of 1-100, with higher scores indicating greater hearing impairment. 
Participants’ hearing for Low Frequencies was calculated by averaging the dBHL 
for both ears for 250 Hz and 500 Hz, hearing for Middle Frequencies was 
calculated by averaging the dBHL for both ears for 1000 and 2000 Hz, and 
hearing for High Frequencies was calculated by averaging the dBHL for both 
ears for 4000 and 8000 Hz.
Vision was assessed using a Snellen eye chart 20 feet from the 
participant. Participants read the smallest line they could read on the chart using 
first one eye and then the other. Vision scores are relative to the distance at 
which a healthy-sighted individual would be able to read that line, e.g. at 20/40
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the participant needs to be 20 feet from the chart to read what a healthy-sighted 
individual can read at 40 feet from the chart; higher scores indicate greater vision 
impairment. Participants’ Vision Scores were calculated by averaging 
participants’ left and right eye scores.
Stimuli. Visual stimuli consisted of four sad female faces, four angry 
female faces, four sad male faces, and four angry male faces from the NimStim 
Stimulus set (Tottenham et al., 2009). All faces were White. The auditory stimuli 
were four sad female vocalizations, four angry female vocalizations, four sad 
male vocalizations, and four angry male vocalizations from the Montreal Affective 
Voices Database (Belin, Fillion-Bilodeau, & Gosselin, 2008). The vocalizations 
were edited using Adobe Audition to be 1000 milliseconds (ms) long, with a 5 ms 
fade in and fade out period.
Procedure
The task was programmed in E-prime (Psychology Software Tools, USA). 
Each complete trial consisted of stimulus presentation for 1000 ms, then an 
interstimulus interval of varying lengths (between 700 and 1100 ms). All normal 
stimuli were female and appeared either as congruent face-voice pairs (angry 
face/angry voice or sad face/ sad voice); incongruent face-voice pairs (angry 
face/ sad voice or sad face/ angry voice); face alone (angry or sad) or voice 
alone (angry or sad). Additionally, male "attention trials" were included, using 
gender to focus participants’ attention on one or both modalities. These male 
attention trials appeared either as face alone (angry or sad) or voice alone (angry
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or sad). The task occurred in three counterbalanced blocks: Face-focus, voice- 
focus, and divided-focus. A self-administered break occurred between blocks.
For the Face-focus block, participants were instructed to identify the 
emotion of every male face they saw (male faces made up 12% of the trials). 
Participants did so using the keyboard, pressing “1” to identify a sad face and “0” 
to identify an angry face. For the voice-focus block, participants were instructed 
to identify the emotion of every male voice they heard (male voices made up 
12% of the trials), again using the keyboard to press “1” for “sad” and “2” for 
angry. For the divided-focus block, participants were instructed to identify the 
emotion using the keyboard every time they either saw a male face or heard a 
male voice (male faces made up 6% of the trials and male voices made up 6% of 
the trials, so that 12% of the trials were male). Because task-relevant information 
was contained in only one modality (or both modalities, for the Divided-focus 
blocks), these attention-trials prompted participants to focus on either modality or 
on both modalities.
Each block consisted of 132 normal trials and 18 attention trials, for a total 
of 150 trials in each block and 450 trials in all. Trials were pseudormandomly 
arranged to ensure an approximately equal distribution of each type of trial 
(including its emotion, congruency and/or sensory modality) within and between 
the three blocks. The task took approximately 25 minutes.
Electrophysiological recordings. Electrophysiological data were 
recorded continuously at 2000 samples per second using a DBPA-1 Sensorium 
bio-amplifier (Sensorium Inc., Charlotte, VT) with an analog high-pass filter of
16
0.01 Hz and a low-pass filter of 500 Hz (four-pole Bessel). Recordings were 
made using fabric caps bearing 72 Ag-AgCI sintered electrodes (Electrode 
Arrays, El Paso, TX) while participants were seated in an electrically shielded 
booth. EEG recordings were made using a forehead ground electrode and a 
reference at the tip of the nose. Vertical and horizontal eye movement was 
recorded from perioccular electrodes placed on the superior and inferior orbits 
(centered with the pupil) and from electrodes placed at the lateral canthi, 
respectively. All impedances were adjusted to within 0-20 kilohms at the start of 
the recording session. Participants were fitted with binaural pneumatic 
headphones adjusted to play tones at 70dB.
Analysis
Electrophysiological data. EEG data were decimated to 1000 Hz and 
analyzed off-line using EEGLAB (Delorme & Makeig, 2004). As a preliminary 
data screening, individual channels were inspected in 1-s segments over the 
entire recording epoch. Channels containing extreme values (300 V) in more 
than 40% of the sweeps were automatically marked for replacement by 
interpolation. Additionally, individual segments in which more than 20 (28%) of 
the channels were contaminated by such extreme artifact were automatically 
marked for removal. The results of this procedure were verified and/or modified 
as necessary by an experienced user. The continuous data were corrected for 
ocular artifact using independent components analysis (Jung et al., 2000). Trial 
data were segmented between -500 ms and 1000 ms with respect to stimulus 
onset. For ERP analyses, the data were then filtered between 0.02 and 20 Hz
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(18dB/0ctave). Individual segments containing voltages exceeding 100_|jV were 
removed from the analysis. The EEG data for the attention trials was discarded. 
Data segments were then averaged for each subject within each condition. Data 
were re-referenced to the common average. Visual inspection of the grand 
average resulted in selection of the visual P1, visual N1 and visual P3 
components over the intervals 70-140 ms, 140-210 ms, and 140 ms, respectively 
(Figure 1). Visual P1, N1, and P3 were computed as the mean of individual peak 
amplitudes over Oz. Visual inspection of the grand average resulted in selection 
of the auditory N1 and auditory P2 over the intervals 75-120 ms and 120-210 ms, 
respectively (Figure 2).Auditory N1 and P2 were measured as the mean of 
individual peak amplitudes over Fz.
Multisensory analysis. Basic multisensory integration was examined by 
comparing multisensory trials (calculated by averaging the response on 
multisensory trials, both congruent and incongruent) with the sum of unisensory 
trials (calculated by adding together the response to unisensory stimuli, i.e. 
response to face-alone plus response to voice-alone) (Magnee et al., 2011).
Congruency analysis. The multisensory effect of congruent information 
was calculated by comparing response to congruent multisensory trials with the 
response to incongruent multisensory trials. Inclusion of emotion into the analysis 
would have resulted in too few trials to calculate a reliable ERP (e.g., there were 
only 16 sad face/angry voice incongruent face-focus trials); the analysis instead 
investigated the role of age and focus on multisensory congruency effects, with
18
the differences between sad and angry serving as a way to achieve congruency 
effects rather than an emphasis of the research itself.
Results 
Vision and Hearing Data
Descriptive statistics of participants’ performance on hearing and vision 
tests can be found in Table 1. One older adult participant was missing hearing 
and vision data, and therefore was excluded from this analysis. The average 
vision score for older adults was 49.71 (SD= 33.93), or approximately 20/50. The 
average vision score for young adults was 23.71 (SD=6.76), or approximately 
20/24. An independent-samples t-test indicated that older adults’ vision was 
significantly worse than younger adults, t{36)= 3.44, p<.05.
The average low frequency hearing score for older adults was 30.12 
(SD=4.40) and the average low frequency hearing score for young adults was 
27.71 (SD=3.47). An independent-samples t-test indicated that there was no 
significant difference between low frequency hearing scores between young and 
older adults, t(36)=1.885, p=0.68. The average middle frequency hearing score 
for older adults was 32.94 (SD=9.13) and the average middle frequency hearing 
score for young adults was 21.00 (SD=2.31). An independent-samples t-test 
indicated that older adults had poorer hearing at medium frequencies than 
younger adults, t(36)=5.773, p<.01. The average high frequency hearing score 
for older adults was 36.94 (SD=13.81) and the average high frequency hearing 
score for young adults was 20.48 (SD=1.50). High frequency scores were 
submitted to an independent-samples t-test, and the results confirmed that older
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adults had poorer hearing at high frequencies than younger adults, t{36)= 5.44, 
p< .01.
Pearson correlation coefficients were calculated to determine the relation 
between vision/hearing deficits and multisensory integration effect (the difference 
between multisensory trials and the sum of unisensory trials) and congruency 
effect (the difference between congruent and incongruent trials) for visual P1, N1, 
and P3, as well as for auditory N1 and P2. After correcting for multiple 
comparisons using a Bonferroni adjustment (alpha=0.004), no correlations were 
significant.
Electrophysiological data
Visual P1, N1 and P3 and auditory N1 and P2 amplitudes were submitted 
to a 2 (Age) x 2 (Modality) x 3 (Focus) repeated measures ANOVA in order to 
test the impact of focus on age-related differences in processing stimuli of two 
different modalities— bimodal (multisensory) and unimodal (unisensory) (Figure 
3). Visual P1, N1, and P3 and auditory N1 and P2 amplitudes were submitted to 
a 2 (Age) x 2 (Congruency) x 3 (Focus) repeated measures ANOVA in order to 
test for age-related differences in focus and congruency. Paired comparisons 
were corrected for multiple comparisons using a Bonferroni adjustment (alpha = 
0.017).
Multisensory analysis. 
Visual components.
P1. A main effect of Focus was found for visual P1, F(2,37)=19.83, 
p<.001, such that voice-focus trials were significantly greater than either face-
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focus trials, t(38)=3.58, p=0.001, or divided-focus trials, t(38)=6.22, p<.001. A 
main effect of Modality was reported, with an enhanced response to multisensory 
compared to unisensory stimuli, F(1,38)=26.43, p<.001. These main effects were 
qualified by a significant interaction between Focus and Modality, F(2,36)=13.37, 
p<.001. As depicted in Figure 4, the multisensory enhancement was significantly 
larger in divided-focus trials than either face-focus trials, t(38)= 4.90, p<.001, or 
voice-focus trials, t(38)= 5.08, p<.001, a finding consistent with the notion that 
multisensory integration is modulated by attention.
N1. A main effect was observed for Focus for visual N1, F(2,37)=9.64, 
p<.001, such that voice-focus trials were smaller than both face-focus trials, 
t(38)=2.54, p=.015, and divided-focus trials, t{38)=4.37, p<.001. An interaction 
between Focus and Modality was also observed for visual N1, F(2,36)= 11.40, 
p<.01 (Figure 5). Multisensory trials were larger than unisensory for face-focus 
trials, f(38)=3.14, p=.003, and multisensory trials were also larger than 
unisensory for voice-focus trials, f(38)=3.29, p=.003. However, for visual N1 
divided-focus trials, this pattern was reversed—the response to unisensory 
stimuli was larger than the response to multisensory stimuli, f(38)=3.56, p=.001.
P3. A main effect of Age was found, F(1,37)= 6.36, p=0.014, such that 
younger adults had greater visual P3 amplitude than older adults. A main effect 
of Focus was also observed for visual P3, F(1,37)=22.20, p<.001, such that 
voice-focus trials were larger than both face-focus trials, f(38)=3.40, p=.002, and 
divided-focus trials, t(38)=6.32, p<.001. Additionally, a main effect of Modality 
was reported, such that there was an enhanced visual P3 response to
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multisensory compared to unisensory stimuli, F(2,36)=52.35, p<.001. These main 
effects were qualified by an interaction between Focus and Modality (Figure 6), 
F(2,36)=37.96, p<.001, such that multisensory enhancement was larger in 
divided-focus than in face-focus trials, 7(38)=8.93, p<.001, or voice-focus trials, 
f(38)=7.49, p<.001.
Auditory components.
A/7. A main effect of Focus was found for auditory N1, such that voice- 
focus trials were larger than both face-focus trials, t(38)=3.63, p=.001, and 
divided-focus trials, t(38)=5.05, p<.001. A main effect of Modality was observed, 
demonstrating an enhanced response to multisensory compared to unisensory 
stimuli, F(2,36)=24.67, p<.001. An interaction between Focus and Modality was 
found, F(2,36)=7.52, p=.002 (Figure 7), such that multisensory enhancement was 
larger in divided-focus than in face-focus trials, f(38)=3.44, p<.001, or voice-focus 
trials, t(38)=3.82, p=.001, which is again consistent with the idea that attention 
modulates multisensory integration.
P2. A three-way interaction between Age, Focus, and Modality was found 
for auditory P2, F(2,36)=3.36, p=.046. As depicted in Figure 8, multisensory trials 
were overall greater than unisensory trials, F(1,37)=16.45, p<.01, with the 
exception of young adults’ divided-focus trials where the unisensory response 
was larger than multisensory. Multisensory gains were marginally enhanced in 
older adults compared to younger adults, t{37)=1.98, p=.055.
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Congruency analysis
Visual components.
P1. A main effect of Focus was found for visual P1, F(2,36)=12.03, 
p<.001, such that voice-focus trials had greater amplitude than either face-focus, 
t{38)=3.92, p<.001, or divided-focus trials, t(38)=3.68, p=001. A main effect of 
Congruency was observed, F(2,36)=5.29, p=.027, such that congruent trials had 
greater amplitude than incongruent trials.
N1. A main effect of Focus was found for visual N1, F(2,36)=4.37, p<.05; 
Face-focus trials had greater amplitudes than voice-focus trials, t(38)=2.88,
p=.006.
P3. A main effect of Focus was found for visual P3, F(2,36)=4.67, p=.016 
such that face-focus trials had smaller amplitudes than voice-focus, t(38)=3.16, 
p=.003, or divided-focus trials, t(38)=3.38, p=.010 . A main effect of Age was 
found, F(2,36)=5.28, p=.028, such that younger adults had greater visual P3 
amplitude than older adults.
Auditory components.
N1. A main effect of Focus was found for auditory N1, F(2,36)=8.99, 
p=.001, such that voice-focus trials had greater amplitude than face-focus trials, 
/(38)=3.89, p<.001.
Discussion
In accordance with previous findings, we found that the response to 
multisensory stimuli was consistently larger than the summed response to 
unisensory stimuli. We replicated the findings by Magnee et al. (2011) by finding
23
a multisensory enhancement for auditory P2; we also found significant 
multisensory enhancement for visual P1, visual P3, and auditory N1. Regarding 
selective cross-modal attention, we found that the multisensory enhancement 
was largest for divided-focus trials for visual P1, P3, and auditory N1; this is also 
consistent with the literature on multisensory integration, although it had not 
previously been demonstrated in an emotional multisensory integration task.
We found that multisensory enhancement occurred in the opposite pattern 
than expected (that is, response to unisensory stimuli was larger than to 
multisensory stimuli) for two components on divided focus trials: visual N1 and 
auditory P2 for younger adults. This "unisensory enhancement" was significant 
for visual N1, and does not appear in previous literature.
Previous behavioral research on aging found that older adults tended to 
have higher levels of multisensory integration, and it was hypothesized that this 
was due to sensory decline. Because older adults are less able to see and hear 
stimuli, they were thought to depend more on stimuli from additional modalities. 
We found that older adults did have poorer vision than younger adults, and they 
also demonstrated decline in hearing middle- and high-frequency tones.
However, we found that sensory deficits were not related to enhancement in 
multisensory integration; these findings support those of Cienkowski & Carney 
(2002) and Tye-Murray (2007).
Our research did not corroborate behavioral research indicating that older 
adults experienced enhancement multisensory integration. We did find one 
marginally significant effect, such that older adults had enhanced P2 amplitudes
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to auditory stimuli for multisensory compared to unisensory trials. Overall, 
however, older adults did not demonstrate an enhanced neural multisensory 
response. There could be several explanations for this. Perhaps while older 
adults show different behavior than younger adults regarding multisensory 
integration, their neural correlates are not reflective of this behavior. However, a 
noteworthy limitation of our study is that we did not examine behavioral 
measures of emotional multisensory integration; future study integrating EEG 
and behavioral measures may shed light on this issue.
Additionally, Lambrecht et al. (2012) found that older adults did not show 
an enhanced multisensory response in comparison to younger adults. Perhaps 
our findings are corroborative. This would suggest that while older adults show 
enhanced multisensory integration in other tasks, the effect is not seen for 
emotional multisensory integration. Perhaps older adults’ difficulty in identifying 
negative faces is the reason for this. Because of the positivity effect (wherein 
older adults prefer positive emotional information and younger adults prefer 
negative emotional information), it is possible that the negative facial and vocal 
information was less relevant to older adults than to younger adults, and thus 
attended to less.
Based on the research on selective cross-modal attention and aging, we 
expected to see smaller multisensory enhancement for older adults in divided- 
focus trials in comparison to younger adults. However, while we did see overall 
multisensory enhancement in divided-focus trials, this effect was not attenuated 
in older adults. It is possible that we did not see this finding because older adults
25
were showing a different pattern of multisensory integration; as previously 
discussed, we also did not see overall multisensory enhancement for older adults 
compared to younger adults.
Regarding congruency effects, we found greater ERP amplitude for 
congruent than incongruent trials at visual P1. Previous research found 
congruency effects at a similar time after stimulus presentation (100 ms); 
however, the majority of this research was done with non-concurrent stimuli 
presentation. Our findings demonstrate that the processing of a stimulus, such as 
a face, can be changed by the information contained in a concurrently-presented 
stimulus from an additional sensory modality as early as 100 ms post-stimulus.
P1 is a controversial ERP component in emotion perception. It is generally 
believed to reflect more low-level processing than the later components, and 
while it has been shown to differ in response to facial emotions (Batty & Taylor, 
2004), other research indicates that this may be due to low-level physical 
differences in the faces, such as luminance and contrast, and not to the emotion 
itself (Rousselet, Husk, Bennett, & Sekuler, 2005; 2007). Our research suggests 
that P1 is sensitive to emotion.
We did not find any differences between levels of congruency that could 
be attributed to selective cross-modal attention. We hypothesized that older 
adults may demonstrate a smaller congruency effect based on their decreased 
ability to recognize negative faces and voices, but older adults and younger 
adults showed no difference in congruency effects.
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This research used two negative emotion vocalizations—sad and angry— 
because of their physical characteristics. They are instantaneously and 
consistently identifiable, consisting of one long sound (and thus the response to 
them could be more easily time-locked to stimulus onset), whereas happy 
vocalizations (i.e. laughter) are much more variable. However, our use of two 
negative emotions poses a problem due to the older adults’ decreased ability to 
recognize negative emotions. Baseline response to positive versus negative 
emotions may differ between younger and older adults; therefore, future research 
ought to incorporate both positive and negative emotional stimuli if possible. 
Conclusion
The present experiment utilized emotional faces and voices to examine 
multisensory integration in an ecologically valid way. We found an enhanced 
response to multisensory stimuli compared to unisensory stimuli for four of the 
five ERPs we examined: visual P1 and P3 and auditory N1 and P2. For the only 
component for which we did not find a significant main effect of modality such 
that there was a greater response to multisensory stimuli compared to 
unisensory stimuli, visual N1, there was a significant multisensory effect for two 
of its three trial types: face-focus and voice-focus. As regards selective cross- 
modal attention, we found enhanced multisensory integration for divided- 
attention trials compared to face-focus and voice-focus trials for visual P1 and P3 
as well as for auditory N1. Regarding congruency effects, we found a significant 
effect of congruency for visual P1, demonstrating enhanced ERP amplitude to 
emotionally congruent multisensory stimuli compared to incongruent
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multisensory stimuli. These findings are in line with past research on 
multisensory integration. Selective cross-modal attention had not previously been 
studied using emotion stimuli; these findings indicate that emotional multisensory 
integration operates similarly in a research setting to other types of multisensory 
integration.
Our findings regarding older adults were less conclusive. We did not find 
that older adults showed enhanced multisensory benefits compared to younger 
adults. Furthermore, we did not find evidence to support either of the hypotheses 
about why older adults have showed enhanced multisensory benefits in previous 
research: sensory decline and decline in selective cross-modal attention. We did 
not find that sensory decline was correlated with multisensory enhancement, and 
we also did not find that older adults showed a decline in selective cross-modal 
attention (which would have been demonstrated by a smaller multisensory 
enhancement for divided-focus trials compared to younger adults). It is possible 
that older adults do not display the same pattern of multisensory enhancement in 
perception of emotional stimuli as they do in more simple stimuli. More research 
is necessary to better determine what role aging plays in emotional multisensory 
integration.
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Table 1.
Performance on Hearing and Vision Tests
Minimum  
Older Young
Maximum Mean Standard Deviation
Vision 20 15
Low 25 23
Frequencies
Middle 24  20
Frequencies
High 24 20
Frequencies
Older Young Older
150 45 49.51
39 34 30.12
45 29 32 .94
60 25 36.94
Young Older Young
23.71 33 .93  6 .76
27.71 4 .40  3.46
21 .00  9 .13  2.31
20 .48  13.81 1.51
Notes: All units are dBHL, except for vision, which is the number relative to “20” 
on the Snellen eye chart (e.g. 20/20).
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Figure 1. Grand average waveforms for visual response. Average P1, N1 and P3 
responses to congruent stimuli for older and young adults.
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Figure 2. Grand average waveforms for auditory response. Average N1 and P2 
responses to congruent stimuli for older and young adults.
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Figure 3. Grand average waveforms for visual response by Focus and Modality. 
Average P1, N1 and P3 responses for multisensory and unisensory face-focus, 
voice-focus and divided-focus trials.
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Figure 4. Visual P1 amplitude by Focus and Modality at channel Oz.
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Figure 5. Visual N1 amplitude by Focus and Modality at channel Oz.
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Figure 6. Visual P3 amplitude by Focus and Modality at channel Oz.
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Figure 7. Auditory N1 amplitude by Focus and Modality at channel Fz.
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Figure 8. Auditory P2 amplitude in older and young adults by focus and modality 
at channel Fz.
