Abstract-Determining the pose of three-dimensional objects from two-dimensional images has become an important issue in industrial automation applications. Eigendecomposition represents one computationally efficient method for dealing with this class of problems. One major drawback of using the eigendecomposition technique is the expensive off-line computation required to calculate the optimal subspace. This off-line computational expense may preclude the use of eigendecomposition for industrial applications where time is of the essence. In this work, we address this issue by proposing a computationally efficient algorithm for estimating the eigendecomposition to a user specified accuracy. In particular, we sample the rotation group SO(3) in a manner that allows us to take advantage of the correlation in SO(3) and transform the data from the spatial domain to the spectral domain. We then present an algorithm to estimate the eigendecomposition in this domain, thus relieving the computational burden. Experimental results are presented to compare the proposed algorithm to the true eigendecomposition, as well as assess the computational savings.
I. INTRODUCTION
Over the last several decades, pose detection of threedimensional (3-D) objects from two-dimensional (2-D) images has become an important issue in vision-based automation applications. Specific examples include automated assembly and inspection, robotic welding, human-machine interaction and PCB inspection. (Refer to Table 2 in [1] for numerous applications.)
Subspace methods, also referred to as eigenspace methods, principal component analysis, or the Karhunen-Loeve transformation [2] , [3] , represent one computationally efficient approach for dealing with object detection, pose estimation, as well as other vision-based problems. In [4] , [5] it is shown that a set of highly correlated images can be approximately represented by a small set of eigenimages. Once the principal eigenimages of an image data set have been determined, using these eigenimages is very computationally efficient for the on-line classification of 3-D objects. Unfortunately, the off-line calculation for determining the appropriate subspace dimension, as well as the principal eigenimages themselves is computationally expensive. This off-line computational This work was supported in part by the Missile Defense Agency under contract no. HQ0006-05-C-0035. Approved for public release 08-MDA-3382 ( May 20, 2008) burden is a major deterrent for industrial applications due to the length of time required for accurate classification of any particular object. This drawback has been addressed using several different approaches based on either iterative power methods, conjugate gradient algorithms, or eigenspace updating [6] - [8] . A fundamentally different approach was proposed by Chang et al. [9] where the authors show that the FFT may be used to approximate the desired subspace dimension, as well as the principal eigenimages, if the image data set is correlated in one dimension. A modified version of Chang's algorithm has also been applied to images characterized by three parameters in which the images were captured from a spherical patch above the object [10] . In [11] , the authors present a method to extend Chang's algorithm when the image data set is correlated in two dimensions by using the Spherical Harmonic Transform (SHT) in place of the FFT. Finally, in [12] it is shown that the computational efficiency of Chang's algorithm can be further increased by using the low resolution properties of the image data set.
In this paper, we extend the work of [9] and [11] using theory from spectral analysis. In particular, we sample the rotation group SO(3) in a manner that allows us to take advantage of the correlation in SO(3) and transform the data from the spatial domain to the spectral domain. We then propose an algorithm to estimate the eigendecomposition in this domain thus reducing the computational burden. In the next section, we explain the fundamentals needed to apply an eigendecomposition to a related image data set, much of which is discussed in [9] . In Section III, we give a brief introduction to Spherical Harmonics and Wigner-D matrices, and the SO(3) FFT. In Section IV we propose a computationally efficient algorithm for estimating the principal eigenimages of the image data set. Experimental results are given in Section V, with conclusions and future work outlined in Section VI.
II. PRELIMINARIES
In this work, a gray-scale image is described by an h × v array of square pixels with intensity values normalized between 0 and 1. Thus, an image will be represented by a matrix X ∈ [0, 1] h×v . Because sets of related images are considered in this paper, the image vector f of length m = hv is obtained by "row-scanning" an image into a column vector, i.e., f = vec(X T ) ∈ R hv×1 . The image data matrix of a set of images X 1 , . . . , X n is an m × n matrix, denoted X, and defined as
where typically m > n with fixed n. Because we will be sampling images on SO(3), it should be noted that n = ab, where a is the number of samples defined on the sphere, and b is the number of planar rotations captured at each sample. The image vector is then f = f (ξ pr ) where ξ pr , p ∈ {0, . . . , a − 1}, is the unit vector pointing at the angle of co-latitude β p ∈ [0, π] measured down from the upper pole, and the angle of longitude α p ∈ [0, 2π), which is the parameterization of the sphere in spherical coordinates. In ξ pr , the value r ∈ {0, . . . , b − 1} is the r th planar rotation γ r ∈ [0, 2π) at sample p. The average image vector is then subtracted from the image data matrix X to generate the zero mean image data matrixX, which has the interpretation of an "unbiased" image data matrix.
The thin singular value decomposition (SVD) ofX is given byX
The columns ofÛ , denoted u i , i = 1, . . . , n, are referred to as the left singular vectors or eigenimages ofX, while the columns ofV , denoted v i , i = 1, . . . , n are referred to as the right singular vectors of X. In practice, the left singular vectorsû i are not known or computed exactly, and instead estimatesũ 1 , . . . ,ũ k , denoted U k that form a k-dimensional basis, are used. The accuracy of a practical implementation of subspace methods then depends on three factors: the properties ofX, the dimension k, and the quality of the estimatesũ i . One measure we use to quantify the quality of the estimated eigenimages is the "energy recovery ratio," ρ, and defined as
where || · || F denotes the Frobenius norm, andũ i is the i th column ofŨ k . The energy recovery ratio is a measure used to quantify how much energy a particular set of basis vectors can recover from the original data matrixX. A second measure we use for quantifying the accuracy of the estimated eigenimages is the change in ρ, i.e.,
that quantifies how much additional energy is recovered by adding the k th basis vector to the subspace [9] . The principal calculation required with subspace methods is the precomputation of estimates of the left singular vectorŝ U k of the m × n matrixX. This is a very computationally expensive operation when m and n are large. Reducing this computational expense by exploiting correlation between images has been the topic of much previous research [6] - [12] . In [9] , Chang et al. showed that if the image data matrix was correlated in one dimension, then the right singular vectors are approximately spanned by a few low frequency harmonics. As a result, the FFT of the image data matrix may be used to approximate the desired subspace dimension k, as well as the principal eigenimagesÛ k . This result has been extended to correlation in two dimensions by using the SHT in place of the FFT [11] . In the current work we extend the approach in [9] and [11] to the full rotation group (SO (3)). By extending the SHT to the full rotation group, fully general 3-D pose estimation is made possible using the Wigner-D rotation matrices. A brief introduction to the SHT and Wigner-D matrices is presented in the next section.
III. SPHERICAL HARMONICS AND WIGNER-D MATRICES

A. Introduction
Spherical harmonics have been applied to a variety of problems that arise on the surface of the unit sphere (denoted as the 2-sphere or S 2 ) [11] . In recent years, due to the ever increasing amount of digital data, the development of a fast discrete SHT has been a growing area of research [13] - [15] 1 . The first step in computing a discrete SHT is to determine how the sphere should be discretized. Three popular discretizations are commonly used, namely, the GaussLegendre grid [13] , [17] , an equi-angular grid of Chebyshev nodes [14] , [18] , and the Hierarchical Equal Area isoLatitude Pixelization (HEALPix) grid [15] . In [19] , the authors compared the three above mentioned discretizations and it was determined that for this particular application, the HEALPix discretization performed the best in terms of better angular resolution in sampling and better estimation of the eigenspace. Therefore, in this paper we use the HEALPix discretization to define the sampling pattern over the sphere's surface. (Refer to Fig. 1 for an example of the HEALPix sampling pattern.)
B. Discrete Spherical Harmonic Transform on SO(3)
A real valued band-limited function f (ξ p0 ) whose domain is L 2 (S 2 ) may be represented by its spherical harmonic expansion as
where Y m l (ξ p0 ) is the spherical harmonic of degree l and order m, and f m l is the corresponding Fourier coefficient. Note that ξ p0 represents a point on S 2 , and can be rotated via an element of the rotation group. The rotation group is the set of real 3 × 3 orthogonal matrices of determinant +1, which define proper rotations about the origin of R 3 . In spectral theory, it is often the convention to define these matrices using standard z − y − z Euler rotation matrices where the z-axis is the upper pole. Therefore, any rotation g(α, β, γ) ∈ SO(3) can be written as
where R z (α) and R y (β) represent a rotation about the z-axis by α radians, and a rotation about the y-axis by β radians respectively. Given any g ∈ SO(3), we define the rotation of the function
Applying the operator Λ g to the function f (ξ p0 ) is simply a rotation of the function restricted to the surface of the sphere [20] . The effect this has on the function in the spectral domain (i.e. the effect on the harmonic coefficient f m l ) can be deduced from the fact that rotated versions of the spherical harmonics are simply linear combinations of harmonics of the same degree. That is,
where (3)) may be represented by its harmonic expansion using Wigner-D matrices [20] , [21] . That is,
where f (ξ pr ) ∈ [0, 1] is a single pixel of the image data vector f (ξ pr ). Once again we remind the reader that ξ pr , p ∈ {0, . . . , a − 1} is the unit vector pointing at the angle of co-latitude β p ∈ [0, π] measured down from the upper pole, and the angle of longitude α p ∈ [0, 2π), which is the parameterization of the sphere in spherical coordinates. In ξ pr , the value r ∈ {0, . . . , b − 1} is the r th planar rotation γ r ∈ [0, 2π) at sample p. In the above equation, it is assumed that the signal power for l > l max is insignificant, and l max is chosen such that aliasing does not occur. The expansion coefficients f l mm are then calculated using
In the above equations, with the unit vector ξ pr parameterized by (α p , β p , γ r ),
where
and P (·) (·,·) (x) is a Jacobi polynomial. For computational convenience, the d-matrices may be computed quickly using a three term recurrence relationship [20] , [22] , [23] .
Because f (ξ pr ) is a real valued function, it is more convenient to work with the real valued Wigner-D matrices denoted here as ∆ l mm . The construction of rotation matrices in the basis of real spherical harmonics is discussed in [23] - [25] , and can be defined as
and β p has been omitted from the Wigner-d matrices for notational convenience. The SO(3) FFT may then be computed using (8) and replacing D l * mm (ξ pr ) with ∆ l mm (ξ pr ).
IV. FAST EIGENDECOMPOSITION ALGORITHM
Our objective is to estimate the first k principal eigenimagesŨ k ofX such that ∆ρ(X,Ũ k ) ≤ , where is the user specified change in energy. The first step in computing the principal eigenimages, is to construct the image data matrixX. The approach taken here is to consider the object placed at the center of an imaginary unit sphere ( Fig. 1) and to sample SO(3) appropriately. The mean image is then subtracted from each sampled image to form the image data matrixX. As mentioned in Section III-A, we use the HEALPix sampling pattern for the discretization of the sphere.
Using the HEALPix sampling pattern is based on subdividing the sphere using the parameter N side , resulting in a = 12N 2 side sample points on the sphere [15] . At each of the 12N . To maintain homogeneous sampling on SO(3), b = (360/θ pix ) , where (·) is the highest integer less than or equal to (·). Finally, to prevent aliasing, l max = 3N side − 1 is used in the forward transform. Because the HEALPix sampling pattern is isolatitudinal, the Ray-traced CAD models courtesy of Kator Legaz [26] . Each object is sampled as discussed above at a resolution of 128 × 128. Each of the above images are both scale and intensity normalized. The objects are ordered from left to right, then top to bottom. computation of the Wigner-d matrices (which is the most computationally expensive portion of the SO(3) FFT) is minimal.
Once the image data matrixX has been constructed, we compute the matrix F whose i th row is the SO(3) FFT of the i th row ofX, denoted from this point forward as SOF T (X). This can be computed quickly using the methods described in [20] , however for small l max the computational savings of this method are slim. Alternatively, SOF T (X) can be cast as the matrix multiplication
whereX ∈ R m×n is the image data matrix with the image mean removed, and the images ordered in terms of ξ pr aŝ
The matrices ∆ l mm (·) ∈ R (2l+1)×(2l+1) may be row scanned such that each row is concatenated to form the row vector
for any given l. Using this notation, the matrix Z can be constructed as
where the rows of Z are ordered in terms of ξ pr such that the matrix product F =XZ makes sense. Note that in computing SOF T (X) the matrix Z may be pre-computed for several different values of l max and stored for later use. We now propose an algorithm for estimating the first k principal eigenimagesŨ k ofX such that ∆ρ(X,Ũ k ) ≤ , where is the user specified change in energy.
EIGENDECOMPOSITION ALGORITHM 1) Form the matrix F which is the SOF T (X).
2) Form the matrix H whose columns are the ordered columns of F in descending order according to their norm.
N +1 ] , with N =0 initially. 4) Construct the matrix H q which is the matrix consisting of the first q columns of H. 5) Compute SVD(H q ) =Ũ qΣqṼ T q . (The key observation here is that H q contains q columns, which is considerably less than the n columns ofX.) 6) If ∆ρ(X,Ũ q ) > . Let N = N + 1 and repeat Steps 3 through 6. Because the SVD of H q is already available, the eigenspace can simply be updated by modifying the algorithm outlined in [8] .
Even though the image data matrixX is correlated in three-dimensions (i.e., correlated in α, β, and γ), most of the energy ofX is contained in the low frequency harmonics of F . A typical example of this is shown in Fig. 3 , which is the SO(3) power spectra of object (15) from Fig. 2 for degrees l = 2, 3, 4, 5. As is apparent from the figure, as the degree l increases, the SO(3) power spectra becomes significantly attenuated. The key advantage of the proposed algorithm follows from the fact that the principal eigenimagesŨ k of the SVD of the lower frequency harmonics of F serve as excellent estimates to those ofX at a significant computational savings.
It is important to note that the full SVD(X) requires on the order of mn 2 flops. Therefore computing the SVD on a fewer number of columns significantly reduces the computational expense. It is difficult to evaluate the computational complexity of the above algorithm due to the binary split used to determine k. If N = 0 however (step 3 of the algorithm), the complexity is on the order of mq 2 flops where q = Nside 2 (36N 2 side − 1) . This is the cost of computing the SVD(H q ) in step 5 of the algorithm. In our experience, for the objects listed in Fig. 2 , we have never needed to use more that the first split (N = 0) in step 3 of the algorithm for accurate pose estimation.
V. EXPERIMENTAL RESULTS
A. Test Data
The proposed algorithm detailed in Section IV was tested on the ray-traced CAD objects shown in Fig. 2 (the CAD models were provided by [26] ). The parameter N side = 5 was used, resulting in b = 30 and 12bN 2 side = 9000 images per object. The images were then both scale and intensity normalized to create the image data matrix X. The "unbiased" image data matrixX was then constructed by subtracting the mean image from the image data matrix X. Finally, the matrix F was computed condensing the image data set from 9000 images to 4495 harmonic images. The true SVD(X) was also computed for a ground truth comparison. Fig. 4 shows a plot of the energy recovery ratio ρ [top] and the change in energy recovered ∆ρ [bottom] as a function of the subspace dimension k averaged across all objects in Fig. 2 . As can be seen from the figure, the estimated left singular vectorsŨ k computed by the proposed algorithm are very good approximations to the true left singular vectors as computed by the direct SVD in terms of being able to recover the energy inX. This data is for the first split N = 0, i.e., step 3 of the proposed algorithm, if the entire N side (36N 2 side − 1) harmonic images are used, the difference becomes indistinguishable. Note that when computing quantities dealing with energy (i.e. ρ and ∆ρ), the energy remaining after the mean image is subtracted is the quantity computed. Table I shows the required subspace dimension k, the amount of energy recovered at this subspace dimension, and the time required to estimate the first k left singular vectorŝ U k for each object to meet the user specified change in energy = 0.01. This result is compared to the true SVD as computed by MATLAB. As is apparent from the table, using the proposed algorithm, the left singular vectorsŨ k are very good estimates ofÛ k at a significant computational savings. Again, only the first split N = 0 (step 3) of the algorithm is was used to compute this data, resulting in an average speed-up factor of over 40.
B. Performance and Computational Savings
C. Error Analysis
Based on the data provided in Table I , and Fig. 4 , it is obvious that the proposed algorithm is capable of estimating the required subspace dimension and left singular vectors of X at a significant computational savings. However, because the SO(3) FFT is lossy, it is important to try to quantify the amount of energy lost. To do this, all N side (36N Fig. 2 . The top plot in Fig. 5 shows the maximum amount of energy recovered per object. As seen in the figure, over 99.7% of the energy inX is recoverable for all objects when using the proposed algorithm. The bottom plot in Fig. 5 shows the maximum difference in energy recovery per object if only the first N side (36N 2 side −1) true left singular vectors are used to recover the same energy, i.e., the bottom plot shows max(ρ(X,Û k ) − ρ(X,Ũ k )) for all k ≤ N side (36N 2 side − 1) for each object. As seen in the figure, the maximum error one could expect to see is less than 3% across the entire subspace for the objects shown in Fig. 2 . 
VI. CONCLUSIONS AND FUTURE WORK
We have illustrated a computationally efficient algorithm for estimating the eigendecomposition of images correlated in SO(3) by using the discrete SHT and Wigner-D matrices. The algorithm was tested on a variety of 3-D objects with images captured from different vantage points around the sphere. In addition to significant computational savings as compared to the direct SVD approach, we have shown that the estimated eigenimages are very close to the true eigenimages as computed by the direct SVD. We have also shown that the error associated with using the proposed algorithm is minimal with respect to the computational savings. Future work will focus on validating the proposed algorithm on true 3-D objects rather than CAD models and an implementation of a this technique for a real-time visual servo control system.
