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Spontaneous second order phase transition.
Amorphous branch
Leonid S.Metlov∗
Donetsk Institute of Physics and Engineering, Ukrainian Academy of Sciences, 83114, R.Luxemburg str. 72, Donetsk, Ukraine
Donetsk National Univercity, 83101, Gurova avenu 14, Donetsk, Ukraine
(Dated: August 24, 2018)
A version of the second order phase transition theory, in which the Nernst theorem holds auto-
matically, is proposed. The theory is constructed in terms of the order parameter and the (configu-
rational) entropy. It faithfully reproduces the solutions of Landau theory as well as stable existence
of ordered and disordered states and takes into account the existence of amorphous metastable
states. Finally, phenomenon of growth of fluctuations magnitude due to random first order transi-
tions between stable and metastable states as their energies approach each other at a critical point
is analyzed.
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The Landau theory of the second order phase tran-
sitions (PT-2) was proposed in the middle of previous
century [1], but interest to it still persists. The theory
is widely applied for study of phase transitions in struc-
tural, magnetic, liquid crystal and incommensurate sys-
tems [2–5], for study of re-orientational phase transitions
[6, 7]. It had been substantially developed by modern
phase fields theories [8–11]. It is also used in studies
of polymorph transformations of liquid liquid type in
molten silicon between liquid phases with differ density
[12]. A great many variants of PT-2 theory was devel-
oped in the context of amorphous material problems, for
example [13–16]. At the same time, it is known that this
theory is not suitable to the description of amorphous
meta-stable states [17]. This is because amorphous states
correspond to the maxima of thermodynamic potential,
and therefore they are not absolutely stable. To mod-
ify this theory to be to describe amorphous meta-stable
states, we will now reconsider several foundational as-
pects of this theory.
It is well known that PT-2 theory does not satisfy the
Nernst theorem. It follows from the connection between
order parameter (OP) ϕ and entropy s [18]
s = −
∂f
∂T
= −
α
2Tc
ϕ2. (1)
where f is the free energy, T is the temperature, α is a
positive constant, Tc is the critical temperature.
From here we notice that the entropy is negative for
real OP (ϕ2 > 0), that is in ordering region. To satisfy
the Nernst theorem one can choose the free energy in the
form
f = f0 − T
α2
2bTc
+
1
2
α
T − Tc
Tc
ϕ2 +
1
4
bϕ4. (2)
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where b is another constant.
It differs from the standard PT-2 theory only by the
fact that the free term has a specific temperature depen-
dence. Notice that equilibrium meaning of the OP in this
case remains the same as in the reference theory,
ϕ0 = 0, ϕ1,2 = ±(
α
b
Tc − T
Tc
)1/2. (3)
But the connection (1) between the OP and the en-
tropy in this case is now different (see variant [19])
s = −
∂f
∂T
=
α
2Tc
(
α
b
− ϕ2), (4)
so that the entropy becomes a positive quantity inside
the ordering interval and zero at zero temperature.
One-to-one connection (4) means that it is possible to
choose either OP ϕ or configuration entropy s, as an in-
dependent thermodynamics variable, and to express the
PT-2, for example, not in terms of OP, but in terms of
the configurational entropy. Performing the change of
variables inside this interval, we obtain
f = f∗0 − Ts+ b(
Tc
α
)2s2. (5)
All is simple and with taste. Here f∗0 = f0 − α
2/4b.
An equilibrium value of the entropy in this represen-
tation
s1 =
α2
2bT 2c
T (6)
after taking in account the connection (4) coincides by
its absolute value with equilibrium values ϕ1,2 (3) of the
classical theory. Here the coefficient K plays the role of
the temperature sensitivity.
Note, that the density of the internal energy in this
case takes an especially simple form
T = f − Ts = f∗0 + b(
Tc
α
)2s2 (7)
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FIG. 1: . Temperature diagram of the entropy of equilibrium
and metastable states: the line 1 corresponds to the ordered
state, 2 to the amorphous state, 3 to the line of maxima of
free energy, 4 to the disordered state.
with maximum at s = 0, aand with no explicit tempera-
ture dependence (in equilibrium the implicit temperature
dependence of the internal energy is via s1). The expres-
sion for equilibrium (thermostat) temperature is given by
the classic formula
u =
du
dT
= 2b(
Tc
α
)2 (8)
which is identical to (6).
In accordance to (6) the equilibrium configurational
entropy is zero at T = 0, grows linearly with temper-
ature and arrives to the maximal value (saturation) at
the critical point T = Tc (straight line 1, fig. 1). Thus
the equilibrium states ϕ1,2 in the form (3) by virtue of
quadratic connection (4) merge together in one state in
the form (6), and the stable equilibrium state ϕ0 in the
interval T > Tc disappears from a consideration at all.
Therefore, we propose the new free energy expression
to describe the equilibrium stable states on the interval
T > Tc
f = f∗0 +
α2
2b
− T
α2
2bTc
− Tcs+ b(
Tc
α
)2s2. (9)
satisfies all the necessary requirements, namely the equi-
librium entropy s2 remains at a constant maximum on
the interval T > Tc
s2 =
α2
2bTc
= smax. (10)
which corresponds to a zero equilibrium in (3). The ex-
pression (10) coincides with the expression (6) at the
point T = Tc. Also, the temperature derivative of the
free energy, taken with the minus sign, coincides identi-
cally with the entropy at this point.
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FIG. 2: Temperature dependence of the free energy at the
minima: 1 corresponds to the ordered state, 2 to the amor-
phous state, 3 to the maxima of free energy, 4 to the disor-
dered state, 5 is unphysical continuation of the ordered states.
Thus, consideration in terms of the entropy turns out
somewhat more difficult (it makes it necessary to deter-
mine the free energies on different temperature intervals
independently). It would only be the question of com-
fort, but let us consider the reverse transition. Using the
connection (4), let us express the free energy (9) again in
terms of the order parameter
f = f0 − T
α2
2bTc
+
1
4
bϕ4, (11)
which does not coincide (due to the missing quadratic
term) with the general expression (2). which must be
valid on the whole temperature interval. Thus, the choice
of variables is not the question of comfort, but of the
correctness of the theory, at least, in the interval T > Tc.
Lett us show that the new form of the free energy (9) is
physically more meaningful. At first, solution in the form
(9), in the temperature interval T > Tc can be continued
to the region T < Tc. Indeed, there are no prohibitions
on its existence in this area. But it turns out then, that in
the area T < Tc simultaneously exist not one (the sign of
the order parameter is not taken into account), but two
stable states, one of which is well-ordered (straight line 1,
fig. 1), and the second contains the frozen-in disorder or
amorphous state (straight line 2, fig. 1), which was not
present in the standard theory. The minimum of the free
energy for well-ordered states (curve 1, fig. 2) is deeper
than the minimum for the amorphous state (straight line
2, fig. 2), and therefore it is the main state of the system.
The amorphous state is meta-stable or “excited”state.
Note that a formal extension of the free energy in the
form (5) to the area T > Tc in accordance with (6) leads
to the unlimited entropy growth, and, consequently, in
accordance to (4) to the imaginary values of OP, which
is non-physical. In accordance to our concepts the sys-
tem arrives at the maximum disorder along this degree
3of freedom and its further increase over this degree of
freedom becomes impossible.
So, on a temperature interval below than critical point
the two stable equilibrium states s1 and s2 are possible.
There is a problem, how to distinguish between them,
where the line of a maximum of the free energy passes,
and what is the height of the potential barrier between
these states. This issue needs additional model assump-
tions. Let us consider that the watershed line between
the stable states (lines 1 and 2, fig. 1, 2) is a straight line
(dotted line 3, fig. 1). It goes from a critical point under
a smaller angle, than the line for the well-ordered state
(line 1, fig. 1). We set an equation of this line in a form
s3 = s
(0)
max + (smax − s
(0)
max)
T
Tc
. (12)
Here the parameter s
(0)
max determines the width of area of
ordering, along the line 1 (fig. 1).
We can restore the profile of the free energy in a
power approximation from elements of the model using
the equations for equilibrium states
f = A
∫
(s− s1)(s− s2)(s− s3)ds. (13)
The free energy curves at different values of the pa-
rameter s
(0)
max are shown in fig. 3. For convenience of
the comparison to the standard theory, the graphics is
plotted in the OP representation by making use of the
relation (4). One can see that positions of equilibrium
states ϕ1 and ϕ2 strictly coincide in both models. At the
same time, in the region of zero OP the standard theory
predicts unstable state of the system (maximum of the
free energy), while in our case the system in this region
is meta-stable and, in the absence of large fluctuations at
low temperatures, it can exist in such a state for unlim-
ited time. Notice that the minimum of the free energy
in this region is quite gentle and the system states are
in an indifferent equilibrium position in a wide region of
OP values. This marks the possibility of realization of
large number of amorphous structure variants, such as
those with fractal landscapes of the free energy [20] that
pre-determines a super-slow dynamics of system evolu-
tion into this region between amorphous states.
It is interesting to investigation the passage of the crit-
ical point by a system at heating or cooling from the po-
sitions of proposed theory. For example, at cooling near
the critical point Tc the system can go to the branch
1 (ground-state) or to the branch 2 (excited or amor-
phous state). Due to thermal fluctuations near the criti-
cal point the system will chaotically jump between these
states. The probability of jumping into the ground-state
is higher, that’s why it is realized at slow cooling (fig. 4,
a). However, at fast cooling or at the narrow enough area
of ordered states (small s
(0)
max) the system can remain in
the chaotic state (quenching, fig. 4, b).
Thus, for the ordered states (lines 1) the chaotic states
(lines 2) can be considered, as structural fluctuations be-
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FIG. 3: The dependence of the free energy on the order pa-
rameter at the temperature T = 50K. The curve 1 is for
smax0 = smax/1.5, the curve 2 is for smax0 = smax/1.2, the
curve 3 is for smax0 = smax in our free energy expression, the
curve L corresponds the standard theory.
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FIG. 4: Generation of long-living fluctuations at passing of
critical point by the drop in the temperature in the case of the
ordered state formation (a) and in the case of the amorphous
state formation (b). 1 is the line of the ordered states, 2 is the
line of the amorphous states, 3 is the region of fluctuations
growth
tween the chaotic states the ordered states. As fluctua-
tions appear in the area of attraction of the proper near-
est minimum, they will be long-living. Exactly, these
long-living fluctuations determine the nature of growth
of fluctuations near the critical point (opalescence, re-
gion 3, fig. 4).
To simulate this process consider the evolution equa-
tion of Landau-Khalatnikov in the entropy representation
∂s
∂t
= −γs((T − Tc)Θ(T − Tc)− T + 2b(
Tc
α
)2s+ Tf(s)).
(14)
where Θ(x) is theta-function, entered for comfort, Tf(s)
4is a random function such as “white noise”, which is
proportional to the temperature to simulate the thermal
fluctuations.
The rest of the parameters were α = 1, b = 0.1, Tc =
300K. The initial temperature of thermostat was taken
at T = 301K, which is a little higher than critical, and
goes down slowly.
In the vicinity of the critical temperature, predictably,
there are severe long-living fluctuations. Each such fluc-
tuation is connected with penetration of the potential
barrier between the main and the meta-stable states, that
it is the first order phase transition. As long as barrier
is high enough in the low temperature region the fluctu-
ations are absent. When the energy levels of the main
and the meta-stable states approach each other and the
potential barrier is reduced, the magnitude of thermal
fluctuation becomes high enough to overcome it, which
gives rise to the formation of severe (structural) fluctua-
tions. This phenomenon is similar to phenomena of the
random first order phase transitions in amorphous mate-
rials [21].
It is interesting that in at the critical point itself the
long-living fluctuations do not form, and the general level
of fluctuations does not exceed the thermal background.
It is related to the fat that distinction between the two
types of steady-states is vanishing at the critical point,
and they can not “trap”the thermal fluctuations for each
other. The growth of fluctuations, therefore, takes place
not strictly at a critical point, but a little bit away from
it to the side of the disordered states.
The level of fluctuations linearly increases with the dis-
tance from a critical point (due to the increase of the
energy difference between the levels), but frequency of
fluctuation diminishes. Finally, intensive structural fluc-
tuations are halted, and the system gets trapped into
one of the stable states. At slow cooling it always arrives
into the main well-ordered state (branch 1, fig. 1), at fast
cooling it can be trapped into the meta-stable amorphous
state.
Thus, in this article the second order phase transitions
theory is formulated in terms of the entropy (configura-
tion or structural). It reproduces, as limiting cases, all
the steady-states and transitions of the standard theory,
but also reveals new solutions, which were missing from
the classic theory. It allows to consider the processes of
super-cooling or quenching naturally. The new mecha-
nism of fluctuations growth at the critical temperature is
based on the closeness of the two stable states. Its impor-
tant feature is that the maximum of fluctuations growth
is not exactly at the critical point, but is displaced from
it.
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