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1. Introduction
As a natural generalization of quasi-hereditary algebras, the concept of standardly stratified algebraswas introduced (see
[2,3,1,4]). Let A be a finite dimensional k-algebra over an algebraically closed field k. We denote the category of all finitely
generated left A-modules by A-mod. Furthermore, let ({e1, e2, . . . , en},≤) denote an ordered complete set of primitive
orthogonal idempotents of A. For 1 ≤ i ≤ n, let εi = ei + ei+1 + · · · + en and εn+1 = 0. The standard module ∆(i) is
defined to be∆(i) = Aei/Aεi+1Aei, and we denote the set {∆(i) | 1 ≤ i ≤ n} by∆. We call the algebra A standardly stratified
with respect to the order ‘‘≤’’, denoted by (A,≤), if AA ∈ F (∆) where F (∆) is the full subcategory of A-mod consisting
of all A-modules which has a chain of submodules with factors isomorphic to standard modules∆(i) for various i’s. Typical
examples of standardly stratified algebras arising in Lie theory are the algebras to the blocks of the parabolic generalizations
O(P ,Λ) of the BGG-category O (see [5,6]).
It is known that quasi-hereditary algebras seem to be a very interesting class of algebras. Employing the quasi-heredity,
in [10] Xi determined the structure of a basic connected symmetric algebra Awhich has an indecomposable quasi-heredity
complementM (that is,M is a non-zero indecomposable A-module and EndA(A⊕M) is a quasi-hereditary algebra) by giving
its quiver and relations, and applied this result to determine the structure of Schur algebras Sk(n, p), where n ≥ p = chark.
Subsequently this result has been applied to the study of q-Schur algebras of finite representation type in [11]. Recall that an
algebra A is said to be symmetric if there exists a k-linear map ψ : A −→ k such that, for any a, b ∈ A, ψ(ab) = ψ(ba) and
the kernel of ψ does not contain any non-zero left ideal of A. An algebra A is said to be weakly symmetric if the projective
cover of any simple A-module is just its injective hull. A is said to be self-injective if projective A-modules coincide with
injective A-modules. As a natural generalization of [10], Wen determined the structure of self-injective algebras with an
indecomposable quasi-heredity complement in [8].
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Motivated by the results of [10,11], we consider the following question. Given a basic connected self-injective algebra A.
Suppose there is a non-zero indecomposable A-moduleM such that EndA(A⊕M) is a standardly stratified algebra (we call
such an M an indecomposable standardly stratifying complement of A). Can we determine the quiver and relations of the
algebra A?
Remark 1.1. (1) If A is self-injective and not local, then A is not standardly stratified with respect to any ordered complete
set of primitive orthogonal idempotents of A. HenceM is non-zero and non-projective in this case.
(2)We know that if EndA(A⊕M) is a quasi-hereditary algebra, thenM is a simple A-module (see [8]). However, in general
we could not infer that such anM is simple. For example, let A = kQ op/Iop, where Q is the quiver
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and I is the admissible ideal of kQ generated by relations
αβ, βα, γ 2, δ2, γ α − αδ, βγ − δβ,
and letM = Aαop. Then the endomorphism algebra E = EndA(A⊕M) ' kQ opE /IopE , where QE is the quiver
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and IE is the ideal of kQE generated by the relations
γα, βγ , δ2, θ2, η2, αη − δα, βθ − ηβ, θγ − γ δ.
Hence the Loewy diagrams of indecomposable projective E-modules are as follows.
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It is easy to see thatM is not simple and (E,≤) is standardly stratified.
In [9] the author answered this question partially and determined the structure of AwhenM is simple. Now, we answer
this question completely and generalize the results of [10,8,9].
To state our result more precisely, let us first introduce some notation.
Throughout the paper, we always suppose that k is an algebraically closed field, algebras are finite dimensional k-
algebras, and modules are finitely generated left modules. For two maps f : L −→ M and g : M −→ N , we denote by
fg the composite L
f / M
g / N . We denote by Im f the image of f . For a map f : ⊕mi=1Mi −→ ⊕nj=1 Nj, we may
write f =
 f11 · · · f1n..
.
. . .
.
.
.
fm1 · · · fmn
, where fij : Mi −→ Nj for any 1 ≤ i ≤ m and 1 ≤ j ≤ n.
Given an algebra A. Let P (A) denote the full subcategory of A-mod consisting of all projective A-modules. For a subclass
C of A-modules, we denote by F (C) the full subcategory of A-mod consisting of all A-modules which has a filtration such
that the corresponding factors are isomorphic tomodules fromC. For an A-moduleM , let addAM denote the full subcategory
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of A-mod consisting of A-modules which are isomorphic to direct summands of direct sums ofM . The radical radM ofM is
the intersection of all the maximal submodules ofM . The top ofM , Top(M), is the maximal semi-simple factor module ofM .
Also, the socle ofM , denoted by Soc(M), is the maximal semi-simple submodule ofM .
It is well-known that any algebra is Morita equivalent to a basic one. For simplicity, we will work with basic algebras.
Given a quiverQ = (Q0,Q1). For i ∈ Q0, denote by ei the path of length 0 from the vertex i to itself. For two arrowsα : i −→ j
and β : s −→ t , the product of α and β is equal to the path αβ if j = s and is equal to zero if j 6= s. Let Q op = (Q op0 ,Q op1 ) be
the opposite quiver, with the same set of vertices Q op0 = Q0, and with a bijection (−)op between the arrows in Q and those
in Q op such that αop : j −→ i if and only if α : i −→ j. For a path p = α1 · · ·αl in Q , we have the path pop = αopl · · ·αop1 in
Q op. In particular, we write eopi = ei. Given a relation
ρ =
m∑
i=1
λipi
in Q , where λi ∈ k, we have a relation
ρop =
m∑
i=1
λip
op
i
in Q op. Gabriel’s Theorem says that, given a basic algebra A, there is a factor algebra kQ/I which is isomorphic to A, where
kQ is the path algebra of the quiver Q and I is an admissible ideal of kQ . If an algebra A ' kQ op/Iop, we say that A is given
by the quiver Q and the ideal I . For more details on quivers we refer the reader to [7].
With these notions in hand, we can state our main result as follows.
Theorem 1.2. Suppose that A is a basic connected self-injective k-algebra, where k is an algebraically closed field. Then there is
a non-zero indecomposable A-module M such that EndA(A ⊕ M) is standardly stratified if and only if A is isomorphic to one of
the following algebras:
(i) a local self-injective algebra;
(ii) a weakly symmetric algebra B given by the quiver
and an admissible ideal I, which contains the set
{p ∈ kQ | p is a path from i to j, where 1 ≤ i, j ≤ n and | i− j |≥ 2},
such that:
(a) for 2 ≤ i ≤ n− 1, Bαopi−1 ' Bei/Bαopi as B-modules;
(b) Bαopn−1 ' Ben/M ′ as B-modules, where M ′ is the maximal submodule of Ben such that BM ′ ∈ F (Ben/rad Ben);
(c) Be1/Bα
op
1 ∈ F (Be1/rad Be1);
(iii) a self-injective algebra B given by the quiver
and an admissible ideal I such that, for 1 ≤ i ≤ n and 1 ≤ ji+1 ≤ li+1 and 1 ≤ ji ≤ li, we have αi+1,ji+1(kQIII)αi,ji ⊆ I , where
αn+1,jn+1 := α1,jn+1 and ln+1 := l1;
(iv) a self-injective algebra B given by the quiver
(QIV ) : b b-αﬀ
β
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with an admissible ideal I such that:
(d) [Be1/Bαop : Be2/rad Be2] = 0;
(e) Bαop ' Be2/M ′ as B-modules, where M ′ is a maximal submodule of Be2 such that M ′ ∈ F (Be1/rad Be1). 
By this theorem, it is easy to get the results in [10,8,9].
This paper is organized as follows. Sections 2–5 are devoted to the proof of the necessity of Theorem 1.2, and some
examples will be given in Sections 3 and 4. The proof of the sufficiency of Theorem 1.2 is given in Section 6.
2. Standardly stratifying complement
Nowwe begin to prove the necessity of Theorem 1.2. In this section, first we will introduce some notation. Then we shall
consider the case where A is local. Afterwards, we will give some lemmas and show that AM has just one isomorphism type
of composition factor. Hence we will prove the necessity of Theorem 1.2 by distinguishing three cases in Sections 3–5.
In Sections 2–5, we always assume that the algebra A = kQ op/Iop is connected self-injective, and there exists a non-
zero indecomposable A-module M such that (E,) is standardly stratified, where E := EndA(A ⊕ M) and ‘‘’’ is a total
order on the isomorphism classes of indecomposable projective E-modules. Assume that the vertex set Q0 = {1, 2, . . . , n}.
Then {e1, e2, . . . , en} is a complete set of primitive orthogonal idempotents of A. Let the indecomposable projective module
PA(i) = Aei and let the simple module SA(i) = PA(i)/rad PA(i). Then AA = ⊕ni=1 PA(i). For 1 ≤ i ≤ n, let fi denote the
composite
A⊕M can. / / A can. / / PA(i) 
 can. / A 
 can. / A⊕M
and let fn+1 =
(
0 0
0 id
)
: A ⊕ M −→ A ⊕ M . Let f = f1 + · · · + fn. We know that {f1, f2, . . . , fn+1} is a complete set of
orthogonal primitive idempotents of E. Hence PE(i) := Efi, 1 ≤ i ≤ n + 1, are indecomposable projective E-modules and
EE = PE(1) ⊕ · · · ⊕ PE(n) ⊕ PE(n+1). Then ‘‘’’ is also a total order on {1, 2, . . . , n, n+1}. Without loss of generality, we
assume that the restriction of the order ‘‘’’ to the set {1, 2, . . . , n−1, n} is the natural order ‘‘≤’’. Now we begin to show
that Amust be isomorphic to one of algebras in Theorem 1.2(i)–(iv).
First let us recall a proposition in [9].
Proposition 2.1. If A is local and AM is simple, then E = EndA(A ⊕ M) is simple or standardly stratified with respect to the
natural order ‘‘≤’’.
Proof. If A is a simple algebra, then E is simple too.
If A is not simple, we show that (E,≤) is standardly stratified. In fact, it is enough to show that Ef2Ef1 ' Ef2.
SinceM is simple and A is local self-injective, we get thatM ' SocAA. Then dimkHomE(Ef2, Ef1) = dimkHomA(M, A) = 1.
Let λ′ denote the composite of morphisms between A-modules
M
' / SocAA
  / A
and let E 3 λ =
(
0 0
λ′ 0
)
: A ⊕ M −→ A ⊕ M . Right multiplication with ‘‘λ’’ defines a morphism 0 6= ϕ : Ef2 −→ Ef1
between E-modules. Then ϕ induces an epimorphism ϕ¯ : Ef2 −→ Ef2Ef1.
Since dimkEf2Ef1 = 2 = dimkEf2, we get that ϕ¯ is an isomorphism. That is, Ef2 ' Ef2Ef1. 
By Proposition 2.1, it is enough to consider the case where A is not local when we prove the necessity of Theorem 1.2.
In the following part of this section and Sections 3–5, we always assume that A is not local. HenceM is not projective by
Remark 1.1. Now, let us give several lemmas (some of them may hold even if A is local).
Lemma 2.2. (1) Soc PE(i) is simple for 1 ≤ i ≤ n.
(2) Soc PE(i) ' SE(j) if and only if Soc PA(i) ' SA(j) for 1 ≤ i, j ≤ n.
Proof. (1) Given 1 ≤ i ≤ n. Because A is self-injective, there exist 1 ≤ j ≤ n and an isomorphism µ : SA(j) ' / Soc PA(i) .
Define h ∈ E to be the composite
A⊕M can. / / PA(j) λ / SA(j) µ / Soc PA(i) 
 can. / PA(i)
  can. / A⊕M
where λ is the canonical projection. We claim that kh = Soc PE(i).
For any 1 ≤ t ≤ n and any non-isomorphism σ ∈ HomA(PA(t), PA(j)), since PA(t) is indecomposable, we get that σ is
not an epimorphism. Hence σλ = 0. For any morphism ν ∈ HomA(M, PA(j)), since M 6' PA(j) and M is indecomposable,
we have that ν is not an epimorphism. Hence νλ = 0. Then, for any g ∈ E, there is some a ∈ k such that gh = ah ∈ kh. If
g ∈ rad E, we have that gh = 0. Hence kh is a simple E-module.
Since hfi = h, we have that kh ⊆ Efi = PE(i). Hence kh is a submodule of PE(i).
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Given a submodule N of PE(i). Nowwe show that kh ⊆ N . In fact, for any non-zero element g ∈ N ⊆ PE(i), there is some
δ ∈ HomA(A⊕M, PA(i)) such that g is equal to the composite
A⊕M δ / PA(i) 
 can. / A 
 can. / A⊕M .
Since g is non-zero, we have that δ 6= 0. Hence Im δ 6= 0, and Soc PA(i) is a submodule of Im δ. Then there is a morphism
α ∈ Hom(PA(j), A⊕M) such that the following diagram
A⊕M δ¯ / / Im δ
PA(j)
α
O
λ / / SA(j)
µ / Soc PA(i)
?
can.
O
is commutative, where δ¯ is induced by δ. Define g ′ to be the composite
A⊕M can. / / A can. / / PA(j) α / A⊕M .
Since g ′ ∈ E and g ∈ N , we have that h = g ′g ∈ N . Hence kh ⊆ N .
Then kh is the largest semi-simple submodule of PE(i), that is, kh = Soc PE(i). Hence Soc PE(i) is simple.
(2) If Soc PA(i) ' SA(j) for 1 ≤ i, j ≤ n, in the proof of (1), we have seen that Soc PE(i) = kh. Hence right multiplication
with ‘‘h’’ defines a non-zero morphism PE(j) / kh . Then Soc PE(i) = kh ' SE(j).
If Soc PE(i) ' SE(j) for 1 ≤ i, j ≤ n, then SocfEf fEfi ' SfEf (j). Since A ' fEf as algebras, we have that Soc PA(i) ' SA(j).

Lemma 2.3. ‘‘’’ is the natural order ‘‘≤’’ on {1, 2, . . . , n, n+ 1}.
Proof. Otherwise, for any 1 ≤ i ≤ n+1,we have n  i since the restriction of the order ‘‘’’ to the subset {1, 2, . . . , n−1, n}
is the natural order. Then ∆E(n) = PE(n). Since (E,) is standardly stratified, for any 1 ≤ i ≤ n + 1, we have that
[PE(i) : ∆E(n)] 6= 0 if and only if [PE(i) : SE(n)] 6= 0.
Since A is connected self-injective and not local, there is some j < n such that [PA(j) : SA(n)] 6= 0, that is,
HomA(PA(n), PA(j)) 6= 0. Hence HomE(PE(n), PE(j)) 6= 0 and [PE(j) : SE(n)] 6= 0. As (E,) is standardly stratified and
n  i for 1 ≤ i ≤ n + 1, we have [PE(j) : ∆E(n)] 6= 0. By the ∆-filtration of PE(j), there exists a monomorphism
PE(n) = ∆E(n) ↪→ PE(j). By Lemma 2.2, we have that Soc PE(n) ' Soc PE(j) and Soc PA(n) ' Soc PA(j). As A is basic
self-injective, we have that j = n. This is contradictory to j < n.
Therefore ‘‘’’ is the natural order ‘‘≤’’. 
Lemma 2.4. SocAM is a simple A-module.
Proof. Otherwise, there are simple A-modules S, S ′ and an A-module K such that SocAM = S ⊕ S ′ ⊕ K . Assume that there
are 1 ≤ j, j′ ≤ n such that S ' SA(j) and S ′ ' SA(j′). We define h ∈ E to be the composite
A⊕M can. / / PA(j) can. / / SA(j) ' S   can. / SocAM 
 can. / M 
 can. / A⊕M
and define h′ ∈ E to be the composite
A⊕M can. / / PA(j′) can. / / SA(j′) ' S ′ 
 can. / SocAM
  can. / M 
 can. / A⊕M .
Arguing similarly as in the proof of Lemma 2.2(1), we get that kh⊕ kh′ is a semi-simple submodule of PE(n+ 1). Hence
Soc PE(n+ 1) is not simple.
Since A is self-injective, there exists 1 ≤ i ≤ n such that Soc PA(i) ' S, and moreover, there is a non-zero morphism
M −→ PA(i). Hence there is a path from i to n + 1 in the quiver of E. Since (E,≤) is standardly stratified, we have that
[PE(i) : ∆E(n+ 1)] 6= 0. Hence there is a monomorphism PE(n+ 1) = ∆E(n+ 1) ↪→ PE(i). Then Soc PE(n+ 1) ⊆ Soc PE(i).
Since Soc PE(n+ 1) is not simple, we have that Soc PE(i) is not simple. This is contradictory to Lemma 2.2(1).
Then SocAM is a simple A-module. 
Lemma 2.5. If there is 1 ≤ j ≤ n such that [M : SA(j)] 6= 0, then SE(j) ' Soc∆E(n+ 1).
Proof. As [M : SA(j)] 6= 0, there is a non-zero factor module M ′ of M such that SocM ′ ' SA(j). As A is self-injective, there
exists 1 ≤ i ≤ n such that Soc PA(i) ' SA(j) and there is a non-zero morphism M can. / / M ′   / PA(i) . Hence there
is a path from i to n + 1 in the quiver of E. Thus we get [PE(i) : SE(n + 1)] 6= 0. Since (E,≤) is standardly stratified,
we have that [PE(i) : ∆E(n + 1)] 6= 0 and there is a monomorphism ∆E(n + 1) ↪→ PE(i). By Lemma 2.2, we have that
SE(j) ' Soc PE(i) ' Soc∆E(n+ 1). 
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In the following part of this section and Sections 3–5, we always assume that there are fixed integers 1 ≤ i0, j0 ≤ n such
that SocAM ' SA(j0) ' Soc PA(i0). Since A is a self-injective algebra, we also assume that AM is a submodule of PA(i0). Hence
we have the following corollaries.
Corollary 2.6. AM ∈ F (SA(j0)). 
Corollary 2.7. (1) For 1 ≤ i ≤ n, HomE(PE(i), PE(n+ 1)) 6= 0 if and only if i = j0.
(2) For 1 ≤ i ≤ n, HomE(PE(n+ 1), PE(i)) 6= 0 if and only if i = i0.
(3) PE(n+ 1) ∈ F (SE(j0), SE(n+ 1)).
(4) For 1 ≤ i ≤ n, [PE(i) : ∆E(n+ 1)] 6= 0 if and only if i = i0. Moreover, [PE(i0) : ∆E(n+ 1)] = 1.
(5) Soc PE(i0) ' Soc PE(n+ 1) ' SE(j0). 
In [8], the author showed that an indecomposable quasi-heredity complement of a basic connected self-injective algebra
is an ideal of the algebra. Similarly, we have the following lemma.
Lemma 2.8. AM is an ideal of A.
Proof. (a) Given a ∈ A. Right multiplication with ‘‘a’’ defines a morphism between A-modules ϕa : A −→ A. Since
E = EndA(A⊕M), there is an isomorphism between algebras
Ψ : A −→ fEf ,
a 7→ Ψ (a)
where Ψ (a) is defined to be the composite
A⊕M can. / / A ϕa / A   can. / A⊕M .
Since (fEf )(fEfn+1Ef )(fEf ) = fEfn+1Ef , we have that fEfn+1Ef is an ideal of fEf . Hence Ψ−1(fEfn+1Ef ), the inverse image of
fEfn+1Ef under Ψ , is an ideal of A.
(b) Claim. Ψ−1(fEfn+1Ef ) = M .
For anym ∈ M , we have that Ψ (m) is the composite
A⊕M can. / / A ϕm / A   can. / A⊕M .
Let ϕ′ : A −→ M be a morphism defined by right multiplication with ‘‘m’’. Define
ϕ =
(
0 ϕ′
0 0
)
: A⊕M −→ A⊕M,
ψ = A⊕M can. / / M   can. / A   can. / A⊕M .
We get that Ψ (m) = f ϕfn+1ψ f ∈ fEfn+1Ef . Hence Ψ (M) ⊆ fEfn+1Ef .
Since E = EndA(A⊕M), we have the following isomorphisms
HomE(Ef , Efn+1) ' HomA(A,M) ' M
as A-modules. Since (E,≤) is standardly stratified and A is basic self-injective, by Corollary 2.7(4), we get that Efn+1Ef '
∆E(n+ 1) ' Efn+1 as E-modules. Hence
M ' HomE(Ef , Efn+1) ' HomE(Ef , Efn+1Ef ) ' fEfn+1Ef
as A-modules. Then dimkM = dimk fEfn+1Ef .
Because Ψ is an isomorphism, we get that Ψ−1(fEfn+1Ef ) = M . Hence AM is an ideal of A. 
Remark 2.9. Since (E,≤) is standardly stratified, we have that the quotient algebra (E/Efn+1E,≤) is standardly stratified
also. By the above lemma, we have that E/Efn+1E ' fEf /(fEfn+1Ef ) ' A/M as algebras. Hence (A¯ := A/M,≤) is standardly
stratified. 
For i0 and j0, we have the following lemma.
Lemma 2.10. i0 = n or j0 = n.
Proof. If i0 6= n, then∆A¯(n) = PA¯(n) = PA(n). Since (A¯,≤) is standardly stratified and A is basic self-injective, we have that[PA¯(i) : SA¯(n)] = 0 by the∆-filtration of PA¯(i) for any 1 ≤ i < n. Hence [PA(i) : SA(n)] = 0 for any 1 ≤ i 6= i0 < n. Since A is
a connected self-injective algebra, we have [PA(i0) : SA(n)] 6= 0. As [PA¯(i0) : SA¯(n)] = 0, we get that [M : SA(n)] 6= 0. Then
j0 = n by Corollary 2.6. 
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In Sections 3–5, we prove the necessity of Theorem 1.2 by distinguishing three cases:
(1) i0 = n = j0 (that is,M ∈ F (SA(n)) is a submodule of PA(n));
(2) i0 6= n = j0 (that is,M ∈ F (SA(n)) is a submodule of PA(i0), where i0 6= n);
(3) i0 = n 6= j0 (that is,M ∈ F (SA(j0)) is a submodule of PA(n), where j0 6= n).
3. The case where i0 = n = j0
In this section, first we will prove that A is weakly symmetric and study the composition factors of indecomposable
projective E-modules. Thenwewill prove that A is isomorphic to one of the algebras in Theorem 1.2(ii). Now let us see some
lemmas.
Lemma 3.1. For 1 ≤ i < n, [PA(i) : SA(n)] 6= 0 if and only if i = n− 1.
Proof. (a) As i0 = n = j0, we have thatM is a submodule of PA(n), Soc PA(n) ' SA(n) and A¯ = A/M = PA(1)⊕ · · · ⊕ PA(n−
1)⊕ (PA(n)/M). Since A is self-injective, for any 1 ≤ i < n, we get that [PA¯(i) : SA¯(n)] 6= 0 if and only if [PA(i) : SA(n)] 6= 0
if and only if [PA(n) : SA(i)] 6= 0.
Since A is connected self-injective and not local, there is 1 ≤ i1 < n such that [PA(n) : SA(i1)] 6= 0. Hence
[PA¯(i1) : SA¯(n)] 6= 0. As (A¯,≤) is standardly stratified, we have that [PA¯(i1) : ∆A¯(n)] 6= 0. By the ∆-filtration of PA¯(i1),
we get that Soc PA¯(i1) ' Soc∆A¯(n), that is, Soc PA(i1) ' Soc(PA(n)/M). Because A is basic self-injective, we have that such
an i1 is unique.
Hence, for 1 ≤ i < n, [PA(i) : SA(n)] 6= 0 if and only if i = i1.
(b) Claim. i1 = n− 1.
Otherwise, we have that i1 < n − 1 and [PA(n) : SA(n − 1)] = 0. Hence [PA¯(n − 1) : SA¯(n)] = [PA(n − 1) : SA(n)] = 0
and∆A¯(n− 1) = PA¯(n− 1). Since A is connected self-injective, there is some 1 ≤ t < n− 1 such that [PA¯(t) : SA¯(n− 1)] =
[PA(t) : SA(n−1)] 6= 0. Since (A¯,≤) is standardly stratified and [PA(n) : SA(n−1)] = 0, we get that [PA¯(t) : ∆A¯(n−1)] 6= 0.
If t 6= i1, then [PA¯(t) : SA¯(n)] = 0 and [PA¯(t) : ∆A¯(n)] = 0. Since (A¯,≤) is standardly stratified and [PA¯(t) : ∆A¯(n− 1)] 6=
0, there is a monomorphism PA(n − 1) = PA¯(n − 1) = ∆A¯(n − 1) ↪→ PA¯(t) = PA(t) by the ∆-filtration of PA¯(t). Hence
Soc PA(n− 1) ⊆ Soc PA(t). Since A is basic self-injective, we have that t = n− 1. This is contradictory to t < n− 1.
If t = i1, then [PA¯(i1) : ∆A¯(n)] 6= 0 and [PA¯(i1) : ∆A¯(n − 1)] 6= 0. Since (A¯,≤) is standardly stratified and Soc PA¯(i1) is
simple, we have that Ext1
A¯
(PA¯(n−1),∆A¯(n)) =Ext1A¯(∆A¯(n−1),∆A¯(n)) 6= 0 by the∆-filtration of PA¯(i1). This is contradictory
to the fact that PA¯(n− 1) is projective. 
Lemma 3.2. Soc PA(n− 1) ' SA(n− 1).
Proof. Assume that Soc PA(n − 1) ' SA(j) for some j < n. We have that [PA(n − 1) : SA(n)] 6= 0 by Lemma 3.1. Hence
[PA(n) : SA(j)] 6= 0. Since Soc PA(n) ' SA(n), we get that [PA(j) : SA(n)] 6= 0. Then j = n− 1 by Lemma 3.1. 
By the above lemmas, we have the following proposition about the composition factors of indecomposable projective
A-modules.
Proposition 3.3. (1) PA(n) ∈ F (SA(n− 1), SA(n)).
(2) PA(i) ∈ F (SA(i− 1), SA(i), SA(i+ 1)) for 1 < i < n.
(3) PA(1) ∈ F (SA(1), SA(2)).
(4) A is a weakly symmetric algebra.
(5) For 1 ≤ i < n, there is an exact sequence
0 −→ ∆A¯(i+ 1) −→ PA¯(i) −→ ∆A¯(i) −→ 0.
Proof. (1) Since A is self-injective and Soc PA(n) ' SA(n), we have that PA(n) ∈ F (SA(n− 1), SA(n)) by Lemma 3.1.
(2) Assume that n ≥ 3. Since Soc PA(n) ' SA(n) and A is connected self-injective, there is some 1 ≤ i1 < n− 1 such that
[PA(n− 1) : SA(i1)] 6= 0 by (1). Arguing similarly as in the proof of Lemmas 3.1 and 3.2, we get:
(a) i1 = n− 2,
(b) for 1 ≤ i < n− 1, [PA(i) : SA(n− 1)] 6= 0 if and only if i = n− 2,
(c) Soc PA(n− 2) ' SA(n− 2).
Since A is self-injective and Soc PA(n−1) ' SA(n−1), by Lemma 3.2, we have that PA(n−1) ∈ F (SA(n−2), SA(n−1), SA(n)).
Given 1 < t < n−1. Assume that PA(j) ∈ F (SA(j−1), SA(j), SA(j+1)) for n−t < j < n, and assume that Soc PA(j) ' SA(j)
for n− t ≤ j < n. We claim that PA(n−t) ∈ F (SA(n−t−1), SA(n−t), SA(n−t+1)) and Soc PA(n−t−1) ' SA(n−t−1).
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Since A is connected self-injective, there exists 1 ≤ it < n− 1 such that [PA(n− t) : SA(it)] 6= 0. Arguing similarly as in
the proof of Lemmas 3.1 and 3.2, we get:
(a′) it = n− t − 1,
(b′) for 1 ≤ i < n− t, [PA(i) : SA(n− t)] 6= 0 if and only if i = n− t − 1,
(c′) Soc PA(n− t − 1) ' SA(n− t − 1).
Since A is self-injective and PA(j) ∈ F (SA(j−1), SA(j), SA(j+1)) for n− t < j < n and Soc PA(j) ' SA(j) for any n− t ≤ j ≤ n,
we get that PA(n− t) ∈ F (SA(n− t − 1), SA(n− t), SA(n− t + 1)).
Hence, for 1 < i < n, we have PA(i) ∈ F (SA(i− 1), SA(i), SA(i+ 1)).
(3) In the proof of (2), we get that Soc PA(i) ' SA(i) for 1 ≤ i ≤ n. Since A is self-injective, we have that PA(1) ∈
F (SA(1), SA(2)) by (1) and (2).
(4) In the proof of (2), we have seen that Soc PA(i) ' SA(i) for 1 ≤ i ≤ n. Since A is self-injective, we have that A is weakly
symmetric.
(5) For 1 ≤ i < n, since (A¯,≤) is standardly stratified and Soc PA¯(i) is simple, statements (2) and (3) imply that there is
an exact sequence
0 −→ ∆A¯(i+ 1) −→ PA¯(i) −→ ∆A¯(i) −→ 0. 
Now we will show that in this case the algebra A is isomorphic to one of the algebras in Theorem 1.2(ii).
Proposition 3.4. Suppose that A = kQ op/Iop is a connected self-injective k-algebra where k is an algebraically closed field and
A is not local. Assume that AM is a submodule of PA(n) and SocAM ' SA(n). If EndA(A⊕M) is standardly stratified, then:
(1) A is a weakly symmetric algebra;
(2) I contains the set
{p ∈ kQ | p is a path from i to j, where 1 ≤ i, j ≤ n and | i− j |≥ 2};
(3) Q = QII ;
(4) Aαopn−1 ' Aen/M, and, for 2 ≤ i ≤ n− 1, Aαopi−1 ' Aei/Aαopi as A-modules, and Ae1/Aαop1 ∈ F (SA(1)).
Proof. (1) We have obtained the result that A is weakly symmetric in Proposition 3.3.
(2) For 1 ≤ i ≤ n − 2, by Proposition 3.3 and the Loewy diagram of PA(i), we get that any path from i to i + 2 or from
i+ 2 to i belongs to the ideal I . Hence, the set
{p ∈ kQ | p is a path from i to j, where 1 ≤ i, j ≤ n and | i− j |≥ 2}
is a subset of I .
(3) Since A is connected self-injective, for 1 ≤ i < j ≤ n, we have that there is an arrow from i to j in Q if and only if
j = i+ 1, if and only if there is an arrow from j to i in Q by (2) and Proposition 3.3.
By Proposition 3.3(5), for 1 ≤ i < n, we have [PA¯(i) : ∆A¯(i+ 1)] = 1. Hence there is just one arrow from i to i+ 1 in Q
for 1 ≤ i < n. We denoted the arrow from i to i+ 1 by αi.
Hence Q = QII .
(4) Since A¯ = Ae1 ⊕ · · · ⊕ Aen−1 ⊕ (Aen/M), we have that∆A¯(n) = Aen/M .
Since Q = QII , for 1 ≤ i < n, right multiplication with αopi defines a morphism between A-modules hi : Aei+1 −→ Aei.
By Proposition 3.3(5), there exist short exact sequences
0 / ∆A¯(i+ 1) h¯i / Aei / ∆A¯(i) / 0, 1 ≤ i < n , (∗)
where h¯i is induced by hi.
Since AM ∈ F (SA(n)) and Soc Aen−1 ' SA(n− 1), we get a complex
0 / M
can. / Aen
hn−1 / Aen−1 . (∗∗)
Since h¯n−1 is injective and ∆A¯(n) = Aen/M , we have that (∗∗) is exact. Hence we get the following commutative diagram
with exact rows
0 / M / Aen
gn−1 / Aαopn−1 / 0
0 / M
can. / Aen
can. / Aen/M
g¯n−1
O
/ 0
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by the 5-lemma, where gn−1, g¯n−1 are induced by hn−1, h¯n−1, respectively. Hence we have that ∆A¯(n) = Aen/M ' Aαopn−1
and Im h¯n−1 = Aαopn−1. Then, by (∗), we get that∆A¯(n− 1) = Aen−1/Im h¯n−1 = Aen−1/Aαopn−1.
Given 1 < t < n. Assume that ∆A¯(n − t + 1) = Aen−t+1/Aαopn−t+1. Now we show that ∆A¯(n − t + 1) ' Aαopn−t and
∆A¯(n− t) = Aen−t/Aαopn−t .
By Proposition 3.3, we have that [Aen−t : SA(n− t + 2)] = 0. Since TopAαopn−t+1 ' SA(n− t + 2), we get the complex
0 / Aαopn−t+1
can. / Aen−t+1
hn−t / Aen−t . (∗ ∗ ∗)
Since h¯n−t is injective and ∆A¯(n − t + 1) = Aen−t+1/Aαopn−t+1, we have that (∗ ∗ ∗) is exact. Hence we get the following
commutative diagram with exact rows
0 / Aαopn−t+1 / Aen−t+1
gn−t / Aαopn−t / 0
0 / Aαopn−t+1
can. / Aen−t+1
can. / ∆A¯(n− t + 1)
g¯n−t
O
/ 0
by the 5-lemma, where gn−t , g¯n−t are induced by hn−t , h¯n−t , respectively. Hence we have that ∆A¯(n − t + 1) ' Aαopn−t and
Im h¯n−t = Aαopn−t . Then, by (∗), we get that∆A¯(n− t) = Aen−t/Im h¯n−t = Aen−t/Aαopn−t .
Hencewe get that, for 2 ≤ i ≤ n−1, Aαopi−1 ' ∆A¯(i) = Aei/Aαopi and Aαopn−1 ' ∆A¯(n) = Aen/M , and Ae1/Aαop1 = ∆A¯(1) ∈
F (SA(1)). 
Remark 3.5. In this case, we have Soc∆A¯(n) ' Soc PA¯(n− 1) ' SA¯(n− 1), that is, Soc PA(n)/M ' SA(n− 1). Hence AM is a
maximal submodule of PA(n) such that AM ∈ F (SA(n)). 
In this case, for any loop γ from 1 to itself and any arrow β from 2 to 1, if AM is simple, we have that γα1 ∈ I and βγ ∈ I
by Theorem 1.1 in [9]. The following example shows that, if AM is not simple, γα1 and βγ need not be contained in I .
Example 3.6. Suppose that the algebra A is given by the quiver Q
b
1
b
2
b
3
-ﬀ
α1
β1
-α2ﬀ
β2

H*γ1

A 
γ2 	HY γ3
with the ideal I = 〈α1α2, β2β1, γ 31 , γ 32 , γ 33 , β1α1−α2β2, α1γ2−γ1α1, β1γ1−γ2β1, γ2α2−α2γ3, γ3β2−β2γ2〉. Let AM =
3
3
3
.
Then the endomorphism algebra E = EndA(A⊕M) is given by the quiver
b
1
b
2
b
3
b
4
-ﬀ
α1
β1
-α2ﬀ
β2
-α3ﬀ
β3

H*γ1

A 
γ2 
A 
γ3 	HY γ4
with the ideal I generated by relations
α1α2, β2β1, α2α3, β3β2, β3α3, γ
3
1 , γ
3
2 , γ
3
3 , γ
3
4 , β1α1 − α2β2, β2α2 − α3β3,
α1γ2 − γ1α1, β1γ1 − γ2β1, α2γ3 − γ2α2, β2γ2 − γ3β2, α3γ4 − γ3α3, β3γ3 − γ4β3.
It is easy to see that (E,≤) is standardly stratified.
In the following are the Loewy diagrams of indecomposable projective A-modules and indecomposable projective E-
modules.
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PA(1) PA(2) PA(3)
1 2 3


A
A
 
 
@
@


A
A
1 2 1 2 3 2 3


A
A


A
A


A
A

A
A
HHHH
A
A



A
A


A
A
1 2 1 1 2 2 3 3 2 3
A
A


A
A


A
A
HHHH
A
A

A
A



A
A


A
A


2 1 1 2 3 3 2
A
A


@
@
 
 
A
A


1 2 3
PE(1) PE(2) PE(3) PE(4)
1 2 3 4


A
A
 
 
@
@
 
 
@
@


A
A
1 2 1 2 3 2 3 4 4 3


A
A


A
A


A
A

A
A
HHHH
A
A



A
A

A
A
HHHH
A
A



A
A


1 2 1 1 2 2 3 2 3 3 4 4 3
A
A


A
A


A
A
HHHH
A
A

A
A



A
A
HHHH
A
A

A
A



A
A


2 1 1 2 3 2 3 4 3
A
A


@
@
 
 
@
@
 
 
1 2 3
4. The case where i0 6= n = j0
In this section, first we shall see some lemmas which give the composition factors of indecomposable projective A-
modules. Thenwewillmake a assumption. By the assumption,wewill show that Amust be isomorphic to one of the algebras
in Theorem 1.2(iii).
Lemma 4.1. [PA¯(i0) : SA¯(j)] 6= 0 if and only if j = i0.
Proof. Since i0 6= n, we have that∆A¯(n) = PA¯(n) = PA(n).
Assume there is some 1 ≤ j 6= i0 ≤ n such that [PA¯(i0) : SA¯(j)] 6= 0. Then [PA(i0) : SA(j)] 6= 0. As Soc PA(i0) ' SA(n),
we get [PA¯(j) : SA¯(n)] 6= 0, that is, [PA(j) : SA(n)] 6= 0. As (A¯,≤) is standardly stratified, we have [PA¯(j) : ∆A¯(n)] 6= 0. Then
Soc PA¯(j) ' Soc∆A¯(n) ' Soc PA¯(n), that is, Soc PA(j) ' Soc PA(n). Since A is basic self-injective, we have that j = n.
Since (A¯,≤) is a standardly stratified algebra and [PA¯(i0) : SA¯(j)] 6= 0, we have that [PA¯(i0) : ∆A¯(n)] 6= 0. Since
PA¯(i0) = PA(i0)/M and Soc PA(i0) is simple, we have that Ext1A(∆A¯(n),M) 6= 0, that is, Ext1A(PA(n),M) 6= 0. This is
contradictory to the fact that PA(n) is projective. 
By the above lemma we have the following corollaries.
Corollary 4.2. (1) [PA(i) : SA(n)] = 0 for any 1 ≤ i 6= i0 < n.
(2) Given i0 < j < n. For any 1 ≤ i < j, [PA(i) : SA(j)] = 0.
Proof. (1) Assume there is i0 6= i < n such that [PA(i) : SA(n)] 6= 0. Since Soc PA(i0) ' SA(n) and A is self-injective, we
have that [PA(i0) : SA(i)] 6= 0. As M ∈ F (SA(n)), we have that [PA¯(i0) : SA¯(i)] 6= 0. Hence i = i0 by Lemma 4.1. This is
contradictory to i0 6= i.
(2) If j = n − 1, then n − 1 6= i0. Then ∆A¯(n − 1) = PA¯(n − 1) = PA(n − 1) by statement (1). Since A is self-injective,
PA(n−1) is injective. Because (A¯,≤) is standardly stratified, for 1 ≤ i < n−1, [PA¯(i) : ∆A¯(n−1)] = 0. By (1) and Lemma 4.1,
for any 1 ≤ i < n we get that [PA¯(i) : SA¯(n)] = 0. Hence, for any 1 ≤ i < n− 1, [PA¯(i) : SA¯(n− 1)] = 0 by the∆-filtration
of PA¯(i).
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Given i0 < j < n − 1. Assume that, for any j < t < n and 1 ≤ i < t , we have [PA(i) : SA(t)] = 0. Then ∆A¯(j) = PA(j).
Arguing similarly as in the case where j = n− 1, for any 1 ≤ i < j, we get that [PA(i) : SA(j)] = 0. 
Corollary 4.3. (1) For any 1 ≤ i < i0, PA(i) ∈ F (SA(1), . . . , SA(i0)).
(2) PA(i0) ∈ F (SA(i0), SA(n)) and Soc PA(i0) ' SA(n).
(3) PA(i0 + 1) ∈ F (SA(1), . . . , SA(i0 + 1)).
(4) For i > i0 + 1, PA(i) ∈ F (SA(i− 1), SA(i)) and Soc PA(i) ' SA(i− 1).
Proof. (1), (2) and (3) are obvious by Lemma 4.1 and Corollary 4.2.
(4) Without loss of generality, we can assume i0 6= n − 1. Thus Corollary 4.2(1) implies that [PA(n − 1) : SA(n)] = 0.
Since A is a self-injective algebra, there is some 1 ≤ j ≤ n such that Soc PA(j) ' SA(n − 1). By Corollary 4.2(2), we get that
j ≥ n− 1. That is, we have that either Soc PA(n− 1) ' SA(n− 1) or Soc PA(n) ' SA(n− 1).
Because [PA(n − 1) : SA(n)] = 0 and A is connected self-injective, there is some 1 ≤ j′ < n − 1 such that
[PA(n − 1) : SA(j′)] 6= 0. Then we have [PA(j′) : Soc PA(n − 1)] 6= 0. Since such j′ < n − 1, by Corollary 4.2(2),
we get Soc PA(n − 1) 6' SA(n − 1). Thus Soc PA(n) ' SA(n − 1) and [PA(n) : SA(j)] = 0 for any j < n − 1. Then
PA(n) ∈ F (SA(n− 1), SA(n)).
Arguing similarly for i = n− 1, n− 2, . . . , i0 + 2, we have that PA(i) ∈ F (SA(i− 1), SA(i)) and Soc PA(i) ' SA(i− 1) for
i0 + 1 < i ≤ n. 
Subsequently, we will show that, without loss of generality, one can make a assumption as follows.
Assumption 4.4. (1)PA(1) ∈ F (SA(1), SA(n));
(2) for 1 < i ≤ n, PA(i) ∈ F (SA(i− 1), SA(i)) and Soc PA(i) ' SA(i− 1).
Since A is a basic self-injective algebra, the following corollary is an immediate consequence of Corollary 4.3.
Corollary 4.5. Assume i0 = 1.
(1) PA(1) ∈ F (SA(1), SA(n)) and Soc PA(1) ' SA(n).
(2) For 1 < i ≤ n, PA(i) ∈ F (SA(i− 1), SA(i)) and Soc PA(i) ' SA(i− 1). 
The above corollary shows that, if i0 = 1, Assumption 4.4 is well made. Subsequently we consider the case where i0 6= 1.
Lemma 4.6. Assume i0 6= 1.
(1) There is a unique integer i1 such that 1 ≤ i1 < i0 and [PA(i1) : SA(i0)] 6= 0. Moreover, Soc PA(i1) ' SA(i0).
(2) Soc PA(i0 + 1) 6' SA(i0).
Proof. (1) Since i0 6= 1 and A is connected self-injective, there is 1 ≤ i1 < i0 such that [PA(i1) : SA(i0)] 6= 0 by
Corollary 4.3(1).
Since the regular module
A¯A¯ = PA(1)⊕ · · · ⊕ PA(i0 − 1)⊕ PA(i0)/M ⊕ PA(i0 + 1)⊕ · · · ⊕ PA(n),
we get that [PA¯(i1) : SA¯(i0)] 6= 0. Because (A¯,≤) is standardly stratified, [PA¯(i1) : ∆A¯(i0)] 6= 0 and there is a
monomorphism ∆A¯(i0) ↪→ PA¯(i1) by the ∆-filtration of PA¯(i1) and Corollary 4.3(1). Hence there exists a monomorphism
Soc∆A¯(i0) ↪→ Soc PA¯(i1). By Lemma 4.1, there is a monomorphism SA¯(i0) ↪→ Soc∆A¯(i0). Then there is a monomorphism
g : SA¯(i0) ↪→ Soc PA¯(i1). In fact, g ∈ HomA(SA(i0), Soc PA(i1)). Since A is basic self-injective, we get that Soc PA(i1) ' SA(i0)
and such an i1 is unique.
(2) follows from (1) since A is basic self-injective. 
Corollary 4.7. Assume that i0 6= 1.
(1) PA(i1) ∈ F (SA(i1), SA(i0)).
(2) Given i1 < j < i0. For any 1 ≤ i < j, [PA(i) : SA(j)] = 0.
(3) For any 1 ≤ i < i1, PA(i) ∈ F (SA(1), . . . , SA(i1)).
(4) If i0 6= i1 + 1, then PA(i1 + 1) ∈ F (SA(1), . . . , SA(i1 + 1)).
(5) If i0 6= i1 + 1, then we have that PA(i0 + 1) ∈ F (SA(i0 − 1), SA(i0 + 1)) and Soc PA(i0 + 1) ' SA(i0 − 1).
(6) For any i1 + 1 < i < i0, we have that PA(i) ∈ F (SA(i− 1), SA(i)) and Soc PA(i) ' SA(i− 1).
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Proof. (1) Given 1 ≤ t ≤ n. Assume [PA(i1) : SA(t)] 6= 0. By Corollary 4.3(1), we have 1 ≤ t ≤ i0. If t < i0, then
[PA(t) : SA(i0)] 6= 0 and t = i1 by Lemma 4.6(1). Hence statement (1) is true.
(2) By Corollary 4.3(1), arguing similarly as in the proof of Corollary 4.2(2), we get statement (2).
(3) and (4) are immediate consequences of statements (1), (2), Corollary 4.3(1) and Lemma 4.6(1).
(5) Since i0 6= i1 + 1, we have that i1 < i0 − 1 < i0. By statement (2), for any 1 ≤ i < i0 − 1, [PA(i) : SA(i0 − 1)] = 0.
Because A is self-injective, we get that either Soc PA(i0 − 1) ' SA(i0 − 1) or Soc PA(i0 + 1) ' SA(i0 − 1) by Corollary 4.3.
Assume Soc PA(i0 − 1) ' SA(i0 − 1). For any integer 1 ≤ j ≤ n such that [PA(i0 − 1) : SA(j)] 6= 0, we have
[PA(j) : SA(i0 − 1)] 6= 0. By statement (2) and Corollary 4.3(1,2), we get j = i0 − 1, that is, PA(i0 − 1) ∈ F (SA(i0 − 1)). This
is contradictory to the condition that A is connected self-injective and not local.
Then Soc PA(i0 + 1) ' SA(i0 − 1).
Hence, for any integer 1 ≤ j ≤ n such that [PA(i0 + 1) : SA(j)] 6= 0, we have [PA(j) : SA(i0 − 1)] 6= 0. By statement (2)
and Corollary 4.3(2,3), we get i0 − 1 ≤ j 6= i0 ≤ i0 + 1. Hence PA(i0 + 1) ∈ F (SA(i0 − 1), SA(i0 + 1)).
(6) can be shown to be true by arguing similarly as in the proof of Corollary 4.3(4). 
Remark 4.8. Assume that i0 6= 1. We define a new order ‘‘′’’ on the set {1, 2, . . . , n, n+ 1} byi≺
′ j⇔ i < j, for 1 ≤ i, j ≤ i1;
i1≺′ i0≺′ j; for j ∈ {i1 + 1, . . . , n, n+ 1} \ {i0};
i≺′ j⇔ i < j, for i, j ∈ {i1 + 1, . . . , n, n+ 1} \ {i0}.
By Corollaries 4.3 and 4.7, a straightforward calculation shows that (A¯,′) and (E,′) are also standardly stratified. Then
we can relabel the indecomposable projectivemodules PA(1), . . . , PA(n) such that the restriction of the order ‘‘′’’ to the set
{1, 2, . . . , n} is the natural order. Hence, without loss of generality, if i0 6= 1, we can assume that the following statements
are true.
(1) i1 = i0 − 1.
(2) For any 1 ≤ i < i0 − 1, PA(i) ∈ F (SA(1), . . . , SA(i0 − 1)).
(3) PA(i0 − 1) ∈ F (SA(i0 − 1), SA(i0)) and Soc PA(i0 − 1) ' SA(i0).
(4) PA(i0) ∈ F (SA(i0), SA(n)) and Soc PA(i0) ' SA(n).
(5) PA(i0 + 1) ∈ F (SA(1), . . . , SA(i0 + 1)).
(6) For any i0 + 1 < i ≤ n, we have that PA(i) ∈ F (SA(i− 1), SA(i)) and Soc PA(i) ' SA(i− 1). 
Under the assumption in Remark 4.8, we have the following corollary.
Corollary 4.9. Assume that i1 = 1.
(1) PA(1) ∈ F (SA(1), SA(2)) and Soc PA(1) ' SA(2).
(2) PA(2) ∈ F (SA(2), SA(n)) and Soc PA(2) ' SA(n).
(3) for 3 < i ≤ n, PA(i) ∈ F (SA(i− 1), SA(i)) and Soc PA(i) ' SA(i− 1).
(4) PA(3) ∈ F (SA(1), SA(3)) and Soc PA(3) ' SA(1).
Proof. (1), (2) and (3) are immediate consequences of Remark 4.8.
(4) Since A is basic self-injective, we get that Soc PA(3) ' SA(1) by statements (1), (2) and (3). Because [PA(2) : SA(1)] = 0,
we have that [PA(3) : SA(2)] = 0. Hence PA(3) ∈ F (SA(1), SA(3)) by Remark 4.8(5). 
Remark 4.10. Assume that i1 = 1 and i0 = 2. Now we define a new order ‘‘′′’’ on the set {1, 2, . . . , n, n+ 1} by
2′′ 1′′ 3′′ 4′′ · · · ′′ n′′ n+ 1 .
Obviously (A¯,′′) and (E,′′) are standardly stratified too. Hence, we can renumber the projective A-modules
PA(1), . . . , PA(n) such that Assumption 4.4 is true for A. 
Remark 4.11. If i1 6= 1, we continue our argument similarly as we do in the case where i0 6= 1. Wewill get a unique integer
i2 < i1 such that [PA(i2) : SA(i1)] 6= 0, and will get some propositions similar to Lemma 4.6, Corollary 4.7, Remark 4.8,
Corollary 4.9 and Remark 4.10. In particular, if i2 = 1 then Assumption 4.4 is well done by renumbering the projective
A-modules PA(1), PA(2), . . . , PA(n). 
If i2 6= 1, we repeat the argument in Remark 4.11. Since n <∞, by repeating the above argument, we show that we can
always make Assumption 4.4.
With Assumption 4.4, we get the following proposition.
Proposition 4.12. Assume that A = kQ op/Iop is a connected self-injective algebra and not local, and AM ∈ F (SA(n)) is a
submodule of PA(i0) where i0 6= n. If (E = EndA(A⊕M),≤) is standardly stratified, then:
(1) Q = QIII ;
(2) for 1 ≤ i ≤ n and 1 ≤ ji+1 ≤ li+1 and 1 ≤ ji ≤ li, we have αi+1,ji+1(kQ )αi,ji ⊆ I , where αn+1,jn+1 := α1,jn+1 and ln+1 := l1.
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Proof. (1) Assumption 4.4 implies that:
(a) for 1 < j ≤ n, there is an arrow from 1 to j in Q if and only if j = n;
(b) for 1 < i 6= j ≤ n, there is an arrow from i to j in Q if and only if j = i− 1.
Hence Q = QIII .
(2) If n > 2, it is obvious by Assumption 4.4.
If n = 2, then A¯ = Ae1/M ⊕ Ae2. We have that Ae1/M ∈ F (SA(1)) by Lemma 4.1 and M ∈ F (SA(2)) by Corollary 2.6.
Since A is self-injective, given two arrows 1
α / 2 , 2
β / 1 in Q , we have that α(kQ )β ⊆ I and β(kQ )α ⊆ I by the
Loewy diagram of Ae1. 
Remark 4.13. In this case, we have that∆A¯(1) = PA(1)/M . Since, for 1 ≤ i ≤ n and 1 ≤ ji+1 ≤ li+1 and 1 ≤ ji ≤ li, we have
αi+1,ji+1(kQ )αi,ji ⊆ I , where αn+1,jn+1 := α1,jn+1 and ln+1 := l1, we get that AM is the maximal submodule of PA(1) such that
AM ∈ F (SA(n)). 
Example 4.14. Let Q be the quiver
b b
b
3
2
1 --
α1
α2 







γ2
γ1
A
A
A
AAK
A
A
A
AAK
β1
β2

1

	q
δ1
δ2
	1

	q 
η1
η2
	
6
6	θ1 θ2
and let Q2 be the set of all paths in Q of length 2. Let
J1 = {α1η1, α2η2, δ1α1, δ2α2},
J2 = {γ1δ1, γ2δ2, θ1γ1, θ2γ2},
J3 = {β1θ1, β2θ2, η1β1, η2β2}
and J = J1 ∪ J2 ∪ J3.
Suppose the algebra A is given by the quiver Q and the ideal I of kQ generated by the set
{p|p ∈ Q2, p 6∈ J} ∪ {p− q|p, q ∈ J1} ∪ {p− q|p, q ∈ J2} ∪ {p− q|p, q ∈ J3} .
Then the Loewy diagrams of indecomposable projective A-modules are as follows.
PA(1) PA(2) PA(3)
1 2 3
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J
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C
C
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

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α1 α2 η1 η2 γ1 γ2 δ1 δ2 β1 β2 θ1 θ2
3 1 2
Let AM = 3 3
3
. Then the algebra E = EndA(A⊕M) is given by the quiver
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and an admissible ideal I such that the Loewy diagrams of indecomposable projective E-modules are as follows.
PE(1) PE(2) PE(3) PE(4)
1 2 3 4
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Hence (E,≤) is standardly stratified.
5. The case where i0 = n 6= j0
In this section, we will show that, if i0 = n 6= j0, Amust be isomorphic to one of the algebras in Theorem 1.2(iii) and (iv).
Since i0 = n 6= j0, we have that A¯ = PA(1) ⊕ · · · ⊕ PA(n − 1) ⊕ (PA(n)/M) and Soc PA(n) ' SA(j0) 6' SA(n). Because A
is basic self-injective, there is a unique 1 ≤ i1 < n such that Soc PA(i1) ' SA(n). Since (A¯,≤) is standardly stratified, we get
the following lemma.
Lemma 5.1. (1) Soc∆A¯(n) ' Soc PA¯(i1) ' SA¯(n) and [PA¯(i1) : ∆A¯(n)] = 1.
(2) For 1 ≤ i < n, [PA¯(i) : SA¯(n)] 6= 0 if and only if [PA¯(i) : ∆A¯(n)] 6= 0, if and only if i = i1.
(3)∆A¯(n) ∈ F (SA¯(i1), SA¯(n)).
Proof. (1) Since Soc PA(i1) ' SA(n), we have Soc PA¯(i1) ' SA¯(n) and [PA¯(i1) : SA¯(n)] 6= 0. As (A¯,≤) is standardly stratified,[PA¯(i1) : ∆A¯(n)] 6= 0. By the ∆-filtration of PA¯(i1), there is a monomorphism ∆A¯(n) ↪→ PA¯(i1). In particular, there is a
monomorphism Soc∆A¯(n) ↪→ Soc PA¯(i1). Since Soc PA¯(i1) ' SA¯(n) is simple, we get that Soc∆A¯(n) ' Soc PA¯(i1) ' SA¯(n).
Since Ext1
A¯
(∆A¯(n),∆A¯(n)) = 0 and Soc∆A¯(n) ' Soc PA¯(i1), we get that [PA¯(i1) : ∆A¯(n)] = 1.
(2) Given an integer 1 ≤ i < n. Because (A¯,≤) is standardly stratified, by the ∆-filtration of PA¯(i), we have that[PA¯(i) : SA¯(n)] 6= 0 if and only if [PA¯(i) : ∆A¯(n)] 6= 0.
Assume [PA¯(i) : ∆A¯(n)] 6= 0. Arguing similarly as in the proof of (1), we get that Soc PA¯(i) ' Soc∆A¯(n) ' SA¯(n) by the
∆-filtration of PA¯(i). Hence Soc PA(i) ' SA(n). Since A is basic self-injective, we get that i = i1.
If i = i1, then [PA¯(i) : ∆A¯(n)] = 1 6= 0 by statement (1). Hence [PA¯(i) : ∆A¯(n)] 6= 0 if and only if i = i1.
(3) Assume there is some 1 ≤ j < n such that [∆A¯(n) : SA¯(j)] 6= 0. Since Soc∆A¯(n) ' SA¯(n), we have [PA¯(j) : SA¯(n)] 6= 0.
Hence j = i1 by statement (2). Thus∆A¯(n) ∈ F (SA¯(i1), SA¯(n)). 
In the following we get two propositions by distinguishing two cases: [∆A¯(n) : SA¯(i1)] = 0 and [∆A¯(n) : SA¯(i1)] 6= 0,
respectively.
Proposition 5.2. Assume that A = kQ op/Iop is connected self-injective and not local, and AM ∈ F (SA(j0)) is a submodule of
PA(n) where j0 6= n. If (EndA(A⊕M),≤) is standardly stratified and [∆A¯(n) : SA¯(i1)] 6= 0, then:
(1) Q = QIV ;
(2) Aαop ' Ae2/M as A-modules;
(3) [Ae1/Aαop : SA(2)] = 0.
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Proof. (1) Since [∆A¯(n) : SA¯(i1)] 6= 0 and Soc PA¯(n) ' SA¯(j0), we have [PA¯(i1) : SA¯(j0)] 6= 0. As Soc PA¯(i1) ' SA¯(n), we have[PA¯(j0) : SA¯(n)] 6= 0. Then i1 = j0 by Lemma 5.1.
Given an integer j < n such that [PA¯(i1) : SA¯(j)] 6= 0. Since Soc PA(i1) ' SA(n), we have [PA¯(j) : SA¯(n)] 6= 0. Hence j = i1
by Lemma 5.1(2). Then PA¯(i1) ∈ F (SA¯(i1), SA¯(n)), that is, PA(i1) ∈ F (SA(i1), SA(n)). By Lemma 5.1(3) and Corollary 2.6, we
can get PA(n) ∈ F (SA(i1), SA(n)). Since A is connected self-injective, we have that n = 2, i1 = j0 = 1, Soc PA(1) ' SA(2) and
Soc PA(2) ' SA(1).
By Lemma 5.1, we have that [PA¯(1) : ∆A¯(2)] = 1. Since (A¯,≤) is standardly stratified, there is just one arrow from 1 to
2 in Q . We denote the arrow by α.
By Corollary 2.6, we have that AM ∈ F (SA(1)). Since Soc(PA(2)/M) = Soc∆A¯(n) ' SA¯(n) and PA(2) is the injective
envelope of SA(1), there is just one arrow from 2 to 1 in Q by the Loewy diagram of PA(2).
Hence Q = QIV .
(2) Since Q = QIV , right multiplication with ‘‘αop’’ defines a morphism of A-modules h : Ae2 −→ Ae1. Since (A¯,≤) is
standardly stratified, by Lemma 5.1(1), we have an exact sequence
0 / ∆A¯(2) = Ae2/M h¯ / Ae1 / ∆A¯(1) / 0 ,
where h¯ is induced by h.
Since Aαop ⊆ Ae1 and Ae1 is an injective A-module, we have that Soc Aαop = Soc Ae1 ' SA(2). Since h(M) = 0, we have
a complex
M 
 can. / Ae2
h′ / / Im h = Aαop ,
where h′ is induced by h. Since h¯ is injective, we get that Ae2/M ' Aαop.
(3) Since (A¯,≤) is a standardly stratified algebra, by (2), we have that Ae1/Aαop = ∆A¯(1) ∈ F (SA(1)). Hence [Ae1/Aαop :
SA(2)] = 0. 
Remark 5.3. In Proposition 5.2, AM is the maximal submodule of PA(2) such that AM ∈ F (SA(1)) because Soc PA(2)/M '
Soc PA(1) ' SA(2). 
The following example gives an algebra which lies in Theorem 1.2(iv).
Example 5.4. Let A be an algebra given by the quiver
b
1
b
2
-ﬀ
α
β

H*γ 	HY δ
and the relations
γ 2, δ2, αβαβ, βαβα, γ α − αδ, δβ − βγ .
Let AM = 1
1
. Then the endomorphism algebra E = EndA(A⊕M) is given by the quiver
b b
b
2
3
1
-αﬀ
β




η
A
A
A
AAK θ

H*γ

A 
ω
	HY δ
and the relations
γ 2, δ2, ω2, αβαβ, βαβα, ηα, αθ, γ α − αδ, δβ − βγ , ηγ − ωη, θω − δθ .
Then the Loewy diagrams of indecomposable projective E-modules are as follows.
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PA(1) PA(2) PA(3)
1 2 3


A
A


A
A


A
A
HHHH
1 2 2 1 3 3 1
A
A


A
A
A
A


A
A
A
A

  
 
 
 
2 1 1 2 1
A
A


A
A
A
A


A
A
1 2 3 2 1
A
A


A
A


HHHH
2 1
Obviously (E,≤) is standardly stratified.
Proposition 5.5. Assume that A = kQ op/Iop is connected self-injective and not local, and AM ∈ F (SA(j0)) is a submodule of
PA(n) where j0 6= n. If (EndA(A⊕M),≤) is standardly stratified and [∆A¯(n) : SA¯(i1)] = 0, then:
(1) Q = QIII ;
(2) for 1 ≤ i ≤ n and 1 ≤ ji+1 ≤ li+1 and 1 ≤ ji ≤ li, we have αi+1,ji+1(kQ )αi,ji ⊆ I , where αn+1jn+1 := α1,jn+1 and ln+1 := l1.
Proof. (a) If i1 6= n− 1, then∆A¯(n− 1) = PA¯(n− 1). Since (A¯,≤) is a standardly stratified algebra and A is a self-injective
algebra, for any 1 ≤ i < n− 1, arguing similarly as in part (b) of the proof of Lemma 3.1, we get that [PA¯(i) : SA¯(n− 1)] = 0.
Hence Soc PA(n) ' SA(n− 1) or Soc PA(n− 1) ' SA(n− 1).
If Soc PA(n − 1) ' SA(n − 1), then PA(n − 1) ∈ F (SA(n − 1), SA(n)). Since A is connected self-injective, we have that
[PA(n−1) : SA(n)] 6= 0. By Lemma 5.1, we get that i1 = n−1. This is contradictory to i1 6= n−1. Hence Soc PA(n) ' SA(n−1)
and j0 = n− 1.
Now we define a new order ‘‘′’’ on {1, 2, . . . , n} by
1≺′ 2≺′ · · · ≺′ n− 2≺′ n≺′ n− 1.
Since [∆A¯(n) : SA¯(i1)] = 0 (here∆A¯(n) is givenwith respect to the order ‘‘≤’’), we get that (A¯,′) is also standardly stratified.
By Proposition 4.12 we get that Amust be an algebra in Theorem 1.2(iii).
(b) Assume that i1 = n− 1 and j0 = n− 1. By Lemma 5.1, we have that PA(n− 1), PA(n) ∈ F (SA(n− 1), SA(n)). Since A
is basic connected self-injective, we have n = 2. We define a new order ‘‘′’’ on {1, 2} by
2≺′ 1.
Since [∆A¯(2) : SA¯(1)] = 0 (here∆A¯(2) is givenwith respect to the order ‘‘≤’’), we get that (A¯,′) is also standardly stratified.
By Proposition 4.12 we can prove that Amust be an algebra in Theorem 1.2(iii).
(c) If i1 = n− 1 and j0 6= n− 1, then∆A¯(n− 1) ∈ F (SA¯(n− 1)) by Lemma 5.1. Since A is basic self-injective, there is a
unique 1 ≤ i2 < i1 = n− 1 such that Soc PA¯(i2) ' SA¯(n− 1).
If i2 6= n− 2, we have that∆A¯(n− 2) = PA¯(n− 2). Arguing similarly as in step (a), we get j0 = n− 2 and there is a new
order ‘‘′’’ on {1, 2, . . . , n} defined by
1≺′ 2≺′ · · · ≺′ n− 3≺′ n− 1≺′ n≺′ n− 2
such that (A¯,′) is also standardly stratified. By Proposition 4.12we can prove that Amust be an algebra in Theorem 1.2(iii).
If i2 = n− 2 and j0 = n− 2, then we argue similarly as in step (b) and get that Amust be an algebra in Theorem 1.2(iii).
(d) If i2 = n− 2 and j0 6= n− 2, we repeat the arguments in step (c).
(e) Since n <∞, we can finish our proof by repeating the steps (c) and (d) as above. 
By Propositions 2.1, 3.4, 4.12, 5.2 and 5.5 and Remarks 3.5, 4.13 and 5.3, we finish the proof of necessity of
Theorem 1.2.
6. Proof of the sufficiency
In this section, we prove the sufficiency of Theorem 1.2.
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Proof of the sufficiency. (1) Given a basic local self-injective algebra A. Let M be simple. Then EndA(A ⊕ M) is standardly
stratified with respect to some order by Proposition 2.1.
(2) Given an algebra A in Theorem 1.2(ii) and (iii). Let M be the maximal submodule of A such that AM ∈ F (SA(n)). Let
E = EndA(A⊕M). Let f =
(
id 0
0 0
)
: A⊕M → A⊕M and fn+1 =
(
0 0
0 id
)
: A⊕M → A⊕M . Since A is basic self-injective,
for any morphism h : M −→ A, we have that Im h ⊂ M . Then h factors through the canonical injection λ : M ↪→ A. Hence
dimkEfn+1Ef = dimk Efn+1. Define h to be the composite
A⊕M can. / / M λ / A   can. / A⊕M .
Right multiplication with ‘‘h’’ defines a morphism ϕ : Efn+1 −→ Ef , which is injective, as E-modules. Then the morphism
Efn+1 −→ Efn+1Ef induced by ϕ is an isomorphism. Since M is the maximal submodule of A such that AM ∈ F (SA(n)), we
have that AM is an ideal of A and A¯ = A/M ' E/Efn+1E. Hence it is enough to show that (A¯,≤) is standardly stratified.
(3) Assume A is an algebra in Theorem 1.2(ii). LetM be the maximal submodule of PA(n) such that AM ∈ F (SA(n)). Now
we show that (A¯ = A/M,≤) is standardly stratified.
Given 2 ≤ t ≤ n− 1, by condition (a) in Theorem 1.2, Aet/Aαopt ' Aαopt−1 ⊆ Aet−1. Since I contains the set
{p ∈ kQ | p is a path from i to j, where 1 ≤ i, j ≤ n and | i− j |≥ 2},
for any 2 ≤ t < r ≤ n, we have [Aet/Aαopt : SA(r)] = [Aαopt−1 : SA(r)] ≤ [Aet−1 : SA(r)] = 0. Since Aαopt ⊆ Aεt+1Aet , we
have∆A¯(t) = Aet/Aαopt .
Condition (c) in Theorem 1.2 says that Ae1/Aα
op
1 ∈ F (SA(1)). Since Aαop1 ⊆ Aε2Ae1, we have that∆A¯(1) = Ae1/Aαop1 .
Hence, for 1 ≤ t ≤ n− 1,∆A¯(t) = Ae1/Aαopt and there are exact sequences
0 / Aαopt / Aet / ∆A¯(t) / 0 , 1 ≤ t ≤ n− 1. (∗)
By condition (a) in Theorem 1.2, for 1 ≤ t ≤ n− 2, Aαopt ' Aet+1/Aαopt+1 = ∆A¯(t + 1). By condition (b) in Theorem 1.2 we
have Aαopn−1 ' Aen/M = ∆A¯(n). Now we use∆A¯(t + 1) instead of Aαopt in exact sequences (∗) and get exact sequences
0 / ∆A¯(t + 1) / Aet / ∆A¯(t) / 0 , 1 ≤ t ≤ n− 1.
Hence (A¯,≤) is standardly stratified.
(4) Assume A is an algebra in Theorem 1.2(iii). Let M be the maximal submodule of Ae1 such that AM ∈ F (SA(n)). Then
we have a decomposition A¯ = (Ae1/M)⊕ Ae2 ⊕ · · · ⊕ Aen. Since, for 1 ≤ i ≤ n and 1 ≤ ji+1 ≤ li+1 and 1 ≤ ji ≤ li, we have
αi+1,ji+1(kQIII)αi,ji ⊆ I (where αn+1,jn+1 = α1,jn+1 and ln+1 := l1), we get that Aei ∈ F (SA(i), SA(i − 1)) for 1 < i ≤ n and
Ae1/M ∈ F (SA(1)). Hence, for 1 ≤ i ≤ n,∆A¯(i) = PA¯(i). Thus (A¯,≤) is standardly stratified.
(5) Given an algebra A in Theorem 1.2(iv). Let M be the maximal submodule of Ae2 such that M ∈ F (SA(1)). Hence M
is an ideal of A and Soc(Ae2/M) ' SA(2). Let A¯ = A/M . Since Aαop ⊆ Ae2Ae1, condition (d) in Theorem 1.2 implies that
∆A¯(1) = Ae1/Aαop. Condition (e) in Theorem 1.2 implies that∆A¯(2) = Ae2/M ' Aαop. Hence there is an exact sequence
0 / ∆A¯(2) ' Aαop / Ae1 / Ae1/Aαop = ∆A¯(1) / 0 .
Then (A¯,≤) is standardly stratified.
Arguing similarly as in (2), we get that (EndA(A⊕M),≤) is standardly stratified. 
Thus we finish the proof of Theorem 1.2.
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