Abstract. We consider two unitary representations of the infinite-dimensional groups of smooth paths with values in a compact Lie group. The first representation is induced by quasi-invariance of the Wiener measure, and the second representation is the energy representation. We define these representations and their basic properties, and then we prove that these representations are unitarily equivalent.
Introduction
The main subject of this paper is a study of two unitary representations of the group H (G) of smooth paths in a compact Lie group G. The first representation is on the Hilbert space L 2 (W (G) , µ), where W (G) is the Wiener space of continuous path in G and µ is the corresponding Wiener measure. This representation is induced by the quasi-invariance of the Wiener measure µ with respect to the left (right) multiplication on W (G) by elements in H (G). The necessary preliminaries from stochastic analysis are introduced in Section 2. We define the corresponding Brownian representations in Section 4. One of the questions mentioned in the previous works such as [1] is whether the constant function ½ is the cyclic vector for these representations. This is what we prove in Section 3.
Another representation of the the group H (G) is the energy representation. The representation space in this case is L 2 (W (g) , ν), where g is the Lie algebra of G, and ν is the standard Gaussian measure on W (g). Our main result in Section 5 is the (unitary) equivalence of the Brownian and energy representations.
These representations have been studied previously in a number of articles including [1-4, 9, 11, 12, 27, 28] . We will not attempt to give a comprehensive review of the mathematical literature on the subject, but rather explain the choice of this particular topic for this volume.
Acknowledgement. Even though M.I. had no publications in this field, the combination of representation theory, stochastic analysis and von Neumann algebras appealed to him. Moreover, he introduced MG to the latter subject which resulted in [13] .
Notation
Let G be a compact connected Lie group, e ∈ G denote the identity of G, g be its Lie algebra, and d = dim R g be the dimension of G and g. Without loss of generality we may and do assume that G is a Lie subgroup of GL n (R). By identifying G with a matrix group, we are able to minimize the differential geometric notation required of the reader. We assume that the Lie algebra g of G is identified with the tangent space at e, and g is equipped with an Ad G -invariant inner product ·, · , which we could take to be the negative of the Killing form if g is semi-simple. Associated to the Ad G -invariant inner product is the Laplace operator described below.
2.1. Heat kernels. This section reviews some basic facts about heat kernels on unimodular Lie groups. Let dx denote a bi-invariant Haar measure on G which is unique up to normalization. For A ∈ g, let A( A) denote the unique left (right) invariant vector field on G which agrees with A at e ∈ G. Let g 0 ⊂ g be an orthonormal basis for g. The left and right invariant Laplacian is then given ∆ := A∈g0 A 2 and ∆ ′ := A∈g0 A 2 respectively. Since G is unimodular, it is easy to check the formal adjoint, relative to L 2 (G, dx), of A ( A) is − A (− A). Hence, ∆/2 and ∆ ′ /2 are symmetric operators on the smooth functions with compact support on G. It is well known, see for example Robinson [22, 
Example 2.2. In the case we take G to be g thought of as a Lie group with its additive structure, we recover the standard convolution heat kernel relative to the Lebesgue measure given by
Wiener Measures.
The reader is referred to [24, p. 502] , [20, Theorem 1.4] , [6, 7] and perhaps also in [8] for more details on the summary presented here.
Notation 2.3. Suppose 0 < T < ∞. Let us introduce the Wiener and CameronMartin (finite energy) spaces, and the corresponding probability measures.
(1) Wiener space will refer to the continuous path space
where we equip W (G) with the uniform metric
Here d is the left invariant metric on G associated to the left invariant Riemannian metric on G induced from the Ad G -invariant inner product ·, · on g. [In fact, these metrics are bi-invariant, i.e. both left and right invariant.] Let g t : W (G) → G (for 0 t T ) be the projection maps defined by g t (γ) := γ t , for all γ ∈ W (G) . We further make W (G) into a group using pointwise multiplication by (hk) t := h t k t for all h, k ∈ W (G)) and Θ : W (G) → W (G) be the group inversion defined by
Here | · | is the norm induced by the inner product ·, · on the Lie algebra g.
The corresponding spaces of paths with values in the Lie algebra g and starting at 0 are denoted by W (g), and H (g), and the Wiener measure on W (g) is denoted by ν.
Theorem 2.4 (Wiener measures). Let B be the Borel σ-algebra on W (G). There is a probability measure µ on (W (G), B) uniquely determined by specifying its finite dimensional distributions as follows. For all k ∈ N, partitions 0 = s 0 < s 1 < s 2 < . . . < s k−1 < s k = T of [0, T ], and for all bounded measurable functions f :
is the convolution heat kernel described in Theorem 2.1. The process, {g t } 0 t T , is a G-valued Brownian motion with respect to the filtered probability space (W (G), {B t }, B, µ). In more detail, {g t } 0 t T is a diffusion process on G with generator 1 2 ∆ such that g 0 = e a.s. As usual, this process has the following martingale property: for all f ∈ (C ∞ (G)) the process
is a local martingale. In differential form this can be written as
where da
Proof. Equation (2.3) is well known from the theory of Markov processes, see [25] . Indeed, using the Markovian property of µ one computes for s > t, F a bounded B t -measurable function, and
Integrating the last expression from t to s shows that
which shows that M f is a martingale.
Remark 2.5. Note that the martingale property (2.2) can be extended to vectorvalued function. In particular, this applies to G-valued functions since G is assumed to be a matrix-valued Lie group.
Left and right Brownian motions.
Theorem 2.6 (Quadratic variations). If u and v are smooth functions on G then
In particular,
Proof. On one hand,
while on the other by Itô's formula,
Comparing these two equations shows
which gives the first result. More generally, suppose that u and v are vector valued, then
while on the other hand by Itô's formula,
By Remark 2.5 we can take u (g) = g and v (g) = g to see that
gA ⊗ gAdt
Remark 2.7. Note that C is independent of the choice of the orthonormal basis of g as was pointed out in [14, Lemma 3.1].
Definition 2.8 (Left and right Brownian motions). The process {g t } 0 t T is a semi-martingale and therefore we may define two g-valued processes by We refer to B L (B R ) as the left (right) Brownian motion associated to {g t } 0 t T . The terminology will be justified by the next theorem. are standard g-valued Brownian motions with covariances determined by ·, · g .
This shows db is a martingale and that
A∈g0
gA ⊗ gAdt 
Proof. For (1)
where we have used the fact that δg = gδB
Since δg = δB R g implies that δg −1 = −g −1 δB R , and therefore δ Ad g −1 = − Ad g −1 ad δB R , and so the Itô form of (2.6) is
The remaining items, (3-6), follow from simple computations in Itô's calculus
Ad ϕ −1 δB R , and
Before introducing Itô maps, recall some standard definitions.
Notation 2.11. Suppose (X, B, µ) is a measurable space with a σ-finite Borel measure µ, and R is a measurable bijection on X. Then the pushforward of µ is defined by
If the pushforward measure R * µ is equivalent to µ, we will denote the RadonNikodym derivative as usual by
In particular, for any A ∈ B (X) we have
Notation 2.12. Let (X, Q 1 ), (Y, Q 2 ) be two measurable spaces, and let I : X → Y be a measurable map. Then for any measurable function f : Y → R we denote by
the induced map on the set of measurable functions on X.
In fact, these maps are measure-preserving isomorphisms from (W (G) , µ) to (W (g) , ν) with the inverse maps given by solving the SDEs δw = wδB L or δw = δB R w with w 0 = e for w. Moreover, we have the identities
where the inversion map Θ is defined in Notation 2.3.
Similarly one shows
Note that the maps B L and B R induce maps on measurable functions from (W (G) , µ) to (W (g) , ν) as described in Notation 2.12.
2.4. Quasi-invariance. Our goal in this section is to understand the quasiinvariance properties of µ under left and right translations by ϕ ∈ H (G).
Theorem 2.14.
That is, for every bounded and measurable function F on W (G)
Proof. We will only prove the assertion involving the right translation here as the second case is proved similarly. To simplify notation let b := B L ,
i.e.
By (4) of Theorem 2.10
So given a smooth function, f : G → R, we have by Itô's lemma that
Note that
Now we can use the fact that (2.10)
is a g-valued Brownian motion by Lévy's criterion and due to the Ad-invariance of the inner product on g. Then the Itô form of (2.9) is
So if we define
Observe that using the orthonormal basis g 0 of the Lie algebra g we have (using
Another application of Itô's lemma then implies
where as in (2.4) we write dX m = dY if X and Y are two processes such that Y − X is a martingale. The previous computations show N Z is martingale and so
for all bounded B s -measurable functions F . Therefore N f t 0 t T is a Z T · µ-martingale for all smooth f . Thus it follows from uniqueness to the martingale problems that Law ZT ·µ (gϕ) = Law µ (g).
Theorem 2.14 can be interpreted also using Notation 2.11. Namely, for X = W (G) and a measurable bijection R on W (G) we have that for any Borel measur-
. Let L ϕ , R ϕ be the left and right multiplication on W (G) defined by
where ϕ ∈ H (G), and g ∈ W (G), together with their counterparts on functions on W (G) denoted by L ϕ * and R ϕ * according to Notation 2.12. In addition, taking inverses in (W (G) , µ) induces a map on the set of measurable functions on (W (G) , µ) by
Note that by Proposition 2.13 the map J is a unitary involution on L 2 (W (G) , µ).
Then Theorem 2.10 can be re-written as follows. For any ϕ ∈ H (G) and g ∈ W (G) we have
where we use dϕ to indicate that it is the usual differential since ϕ is smooth. Then the right Radon-Nikodym density Z R (ϕ) for R ϕ * µ with respect to µ is in L 1 (W (G), µ) is described in Theorem 2.14. Similarly the Wiener measure µ is quasi-invariant under the left multiplication by elements in H(G), and the left Radon-Nikodym density for µ is in L 1 (W (G), µ) as well.
Proposition 2.15. The left and right Radon-Nikodym densities for µ satisfy
Here J is the map defined by (2.12).
Proof. First proof. By Proposition 2.13 µ is invariant under the taking group inverses, that is, for any bounded measurable f
Cyclicity
Cyclicty is one of the basic properties of representations of H (G) we consider later. Note that the main result of this section, Theorem 3.1, follows from Corollary 14 in [17] . In that paper B. Hall and A. Sengupta used the Segal-Bargmann transform to prove the cyclicity of ½, and also that the Radon-Nikodym densities are coherent states as Theorem 10 in [17] states. We give a more direct proof using the inverse Itô map B L and ideas of L. Gross in [15] .
Theorem 3.1 (Cyclicity of ½). Suppose that G is a compact connected Lie group, then
L is a measure space isomorphism, so we can reduce the problem to the Lie algebra level. Namely, let 0 = t 0 < t 1 < ... < t n−1 < t n = T , ξ 0 = 0, ξ 1 , ..., ξ n ∈ g. We assume that (3.1) |ξ j ||t j − t j−1 | = 1, for any j = 1, 2, ..., n, unless ξ j = 0. It is known that the linear span of multidimensional Hermite polynomials in ξ j , w(t j ) − w(t j−1 ) is dense in L 2 (W (g) , ν) (e.g. [21] ). This means that it is enough to show that the linear span of cylinder Hermite polynomials is contained in the
First we observe that H G , and therefore B L * (H G ), contains all constant functions. Let 0 = t 0 < t 1 < ... < t n−1 < t n = T , ξ 0 = 0, ξ 1 , ..., ξ n ∈ g. We define a function ϕ = ϕ ξ1,...,ξn (s) recursively for j = 1, 2, ..., n by
therefore ϕ ∈ H (G) and
Suppose x 1 , ..., x n ∈ R and define ϕ x (s) := ϕ x1ξ1,...,xnξn (s), then ϕ
Note that for any x ∈ R n we have
. Indeed, this follows from the simple observation that
Now we would like to describe the functions we can get by taking partial derivatives of F . First we observe that we can write F as
by assumption (3.1). Using [5, Lemma 1.3.2 (part (iii))] we can take partial derivatives of F of all orders to see that all multidimensional Hermite polynomials in 
Recall that by Proposition 2.15 we have Z 
Proof. This follows from Theorem 2.14. 
and therefore ϕ −1 ψ ≡ e.
by the properties of the Radon-Nikodym densities, and
The case of U L can be checked similarly.
Properties of the Brownian representations.
Notation 4.5. We denote by 
The representations U L and U R are unitarily equivalent, and the intertwining operator is the unitary involution J defined by (2.12);
(2) Ω = ½ is a separating cyclic vector of norm 1 for both
for any m ∈ M R . In addition, τ (I) is finite, and so τ is a faithful normal state.
Proof. 1. First we observe that U
To see that U L and U R are unitarily equivalent we use Proposition 2.15, and the following simple observation. Using Notation 2.12 for the left and right multiplication operators on W (G), we see that
2. Theorem 3.1 shows that ½ is cyclic for M R , and similarly one can show that it is cyclic for M L . Now suppose that G is abelian. It is clear that in this case
is abelian, and therefore M ′ = M which implies that it is maximal abelian. Note that another explanation for M being maximal abelian is that as we know it has a cyclic vector. Then by [19, Corollary 7.2.16 ] M is maximal abelian as an abelian subalgebra with a cyclic vector.
3. This is a standard fact from the Tomita-Takesaki theory, but in this case it is easy to verify and we include the argument for completeness. Let T ∈ M R be such that T ½ = 0. Then T commutes with all operators in M L , and therefore
and so T U L ψ ½ = 0 for all ψ ∈ H (G). Since ½ is cyclic for both left and right representations, we see that T = 0.
4. The first part of this statement is a standard fact following from the GNS construction (e.g. [26] ). To see that τ is a state, we note that the identity operator I in M R can be represented as U R e , where e(t) ≡ e for t ∈ [0, T ]. Thus
The same holds for M L .
Proposition 4.7 (τ is not a trace). For any
Proof. By definition of τ and Propositions 4.2 and 4.4 we see that
Applying this computation to τ U R ψ U R ϕ completes the proof.
Energy representation
Let (H, W, Γ) be an abstract Wiener space, that is, H is a real separable Hilbert space densely continuously embedded into a real separable Banach space W , and Γ is the Gaussian measure defined by the characteristic functional W e iϕ(x) dΓ (x) = exp − |ϕ| 2 H * 2 for any ϕ ∈ W * ⊂ H * . We will identify W * with a dense subspace of H such that for any h ∈ W * the linear functional ·, h extends continuously from H to W . We will usually write ϕ, w := ϕ (w) for ϕ ∈ W * , w ∈ W . More details can be found in [5] .
It is known that Γ is a Borel measure, that is, it is defined on the Borel σ-algebra B (W ) generated by the open subsets of W. The Gaussian measure Γ is quasi-invariant under the translations from H and invariant under orthogonal transformations of H. We want to be more precise here. 
Proof. The measurability of R * follows from the fact that R is continuous on H.
since R is an isometry.
The Cameron-Martin theorem states that Γ is quasi-invariant under translations by elements in H, namely, T h : W → W , T h (w) = w + h. The Radon-Nikodym derivative is given by
Following [9] we consider the Gaussian regular representation of the Euclidean group of transformations w → R
which is well-defined by Corollary 5.3. It is clear that this is a unitary representation. Now we need to define the Fourier-Wiener transform F on L 2 (W, Γ). This can be done in several ways, and for now we refer to Definition 17 in [9] with the parameter r = 1/2. In particular, one can check that F 4 ≡ I on L 2 (W, Γ) by doing a computation on Hermite functions.
The following formula is very convenient for computations, but some care should be taken over its applicability. One of the ways of making this formula rigorous is to define it on Hermite functions using the Fock space, as it is done in [16] .
In particular, identities in Proposition 5.4 follow from this formula quite easily.
H * e − ϕ,w , and
Proof. The first statement is proven in a number of references, one of which is [18] , Theorem 4.1, so we omit the proof for now. Identities in (5.2) follow from similar finite-dimensional calculations using the methods in [9] or approximations by Hermite functions.
Proof. By Proposition 5.4 it is enough to check the statement for f (w) = ϕ (w). First, let us compute F 3 ϕ (w) using (5.2)
H * e ϕ,w .
Then .
We now work on the measure space W (g) , B W (g) , ν and let w s : W (g) → g be the projection map, w s (ω) = ω s for all 0 s T and ω ∈ W (g) . [Note, we may also view w as the identity map from W (g) to W (g) .] The energy representation is a unitary representation of H (G) on the space L 2 (W (g) , ν). First we introduce an operator on W (g) used to define the energy representation. Note that since the inner product on g is Ad-invariant, the operator O ϕ defined by for any f ∈ L 2 (W (g) , ν). Then E ϕ is called the energy representation of H (G).
Again using the fact that the Itô and Stratonovich integrals are equal for deterministic integrands, we see that (E ϕ f ) (w) = e It is easy to see that E * ϕ = E ϕ −1 , so it is a unitary representation of H (G) on L 2 (W (g) , ν). For our future results using Itô integrals will be more convenient, so this is what we will be using from now on mostly.
Theorem 5.8. Both U R and U L are unitarily equivalent to the energy representation E.
Proof. As we noted in Theorem 4.6, U R and U L are unitarily equivalent. Using (2.13) we see that under the inverse Itô map B L the left multiplication is mapped to the following operator Corollary 5.9. Theorem 3.1 implies that 1 is a cyclic vector for the energy representation.
