In this paper, we propose a multi-cycled sequential memetic computing structure for constrained optimisation. The structure is composed of multiple evolutionary cycles.
starts after the local improvement if the computation budget has not been exceeded.
In the developed EDA, an adaptive fully-factorized multivariate probability model is proposed. A learning mechanism, implemented as the guided mutation operator, is adopted to learn useful knowledge from previous cycles.
The developed algorithm was experimentally studied on the benchmark problems in the CEC 2006 and 2010 competition. Experimental studies have shown that the developed probability model exhibits excellent exploration capability and the learning mechanism can significantly improve the search efficiency under certain conditions.
The comparison against some well-known algorithms showed the superiority of the de-
Introduction
The goal of this paper is to develop a memetic algorithm for the constrained optimization problem which is also referred to as nonlinear programming (NLP) [3] . The NLP can be stated as follows: min f (x), x ∈ F ∈ R n where f (x) is the objective function, and F is the set of feasible solutions that satisfies: where ε is small positive real number. The NLP can then be restated as (cf. 1):
whereĝ i = g i , 1 ≤ i ≤ q,ĝ j = |h j | − ε, j = q + 1, · · · , m. Many machine learning 5 problems, such as image processing [69] , ordinal regression [17, 18] , robust clustering [56, 58] , correlation analysis [59] , and others, can be formulated as NLP.
One of the main concerns in developing evolutionary algorithms (EAs) for the NLP is on how to select promising parent individuals for offspring reproduction. An effective selection method, or essentially individual ranking, should balance the feasibility 10 and the objective values of the individuals. Note that an individual with small objective function value might not even be feasible. Most of the selection strategies are based on the superiority of feasible solutions over infeasible solutions [50] . However, Jiao et
A C C E P T E D M
A N U S C R I P T al. [26] found that global optimal solutions are more likely to be found on the boundary between the non-dominated and feasible sets.
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Various constraint-handling techniques have been developed for effective ranking.
The stochastic ranking (SR) method [52] ranks the individuals by balancing the objective function value and the penalty on constraint violations stochastically. An addition of ranking method developed in [21] ranks various numerical properties of the population such as the values of the objective functions, the constraint violations, and the 20 number of constraint violations, respectively; and aggregates these rankings together as the final ranking criterion. Some authors, e.g. [1] [11], proposed to rank individuals based on Pareto dominance relation in a multi-objective perspective. In [2] , the authors proposed to adapt the penalty parameters. In [48] , the authors proposed to first identify which constraints are effective and then use them to contribute to the fitness 25 evaluation. In [60] , the ε-constraint handling method was proposed in which an ε parameter is applied to control the relaxation of the constrains. A rough penalty method based on the rough set theory was proposed in [33] . The ensembles of these constrainthandling techniques were claimed to reduce the use of fitness evaluations and perform better than algorithms with a single constraint-handling technique in [39] . In [49] ,
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the authors studied several existing constraint-handling strategies and proposed several methodologies based on parent-centric and inverse parabolic probability distribution.
The authors in [19] found that existing constraint-handling methods are applied to assist but not to guide the search process. They thus proposed the so-called constraint consensus methods to assist infeasible individuals to move towards the feasible region.
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Interested readers are referred to [42] [44] for reviews, and [10] [41] for recent advances on constraint-handling.
Another important issue in developing effective EAs for the NLP is on the offspring generation scheme. It is expected that the scheme should be able to explore feasible regions of the NLP in the early stages, and exploit for the global optimum later on. The 40 search abilities of a range of EAs on the NLP (including genetic algorithms [22] [64], evolution strategies [27] , evolutionary programming [4] , differential evolution [14], particle swarm optimisation [20, 13] , and many others) have been extensively studied.
To the best of our knowledge, the application of EDAs is very limited. In [16] , two paradigm for dealing with various types of optimization problems [8] . In this paper,
we develop a multi-cycled sequential MC framework, where an EDA and a classical constrained optimization algorithm is hybridised sequentially. Further, a simple learning scheme is proposed to learn useful information from previous cycles to improve the search efficiency in latter cycles.
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In the rest of the paper, related work on MC is reviewed in Section 2. We then present the multi-cycled sequential MC framework in Section 3. The developed algorithm is presented in Section 4. The experimental results are summarised in Section 5.
Section 6 concludes the paper and discusses future work.
Related Work
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The development of the MC approaches has been proceeding in two main directions. On one hand, different meta-heuristics are combined to take advantages of their respective strengths. For examples, in [30] , a combination of fuzzy logic and evolutionary programming is proposed to handle constraints. In [9] , evolutionary programming is hybridized with GENOCOP [43] for the NLP. In [65] and [60] , GAs are combined 65 with simulated annealing and PSO, respectively, for the NLP. The integration of artificial bee colony and bees algorithm was presented in [62] . In [23] , a novel variant of invasive weed optimization was combined as a local refinement procedure within differential evolution [23] . The combination of variability evolution [36] and CMA-ES [37] was proposed in [38] for the NLP.
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On the other hand, classical numerical optimization approaches for the NLP have been hybridized in EAs. One of the main advantages of classical approaches is that they are usually very efficient in locating feasible local optimum, but the search efficiency it is highly likely that such an indiscriminate strategy will result in a high computational
cost. An obvious reason is that some individuals with low fitness cannot survive from the selection operation in the evolution procedure, which means that the improvement efforts will be wasted. Obviously, more uses of local improvements imply more efforts on exploitation. As a result, too much emphasises on exploitation could be placed on 90 the existing EAs, at least in some cases. In other words, the balance of exploration and exploitation may be shifted too much in favour of exploitation.
Some efforts have been made to address this shortcoming. One way is to apply the local optimizers only on a proportion of promising individuals at each generation [47] .
However, one can criticise that it is not fair to the other individuals when the selec-
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tion operation is performed. This is because a local search on a low-quality solution does not necessarily lead to a low-quality local optima, especially in the constraint optimization context [26] .
Another way is to apply the local search only after the EA has converged. Under this strategy, to obtain a good algorithm performance, the hope is that the best solution 100 found by the EA is located in the attraction basin of a high-quality solution. Unfortunately, this is not always the case. No scheme in this strategy is provided to escape from the found optimum if it is not global.
In recent literature, a sequential memetic computing (SMC) approach has been
implemented [25, 57] . In such structure, components in the evolutionary framework 105 and the local optimiser(s) are all considered as operators. The evolution procedure can be considered as a connected structure of those operators. The structure simplifies the MA structure, and has the potential to alleviate the aforementioned problems existed in the MAs. In [25] , a single solution evolves till convergence and a parametrised local search improves the solution at different stages with different parameter settings.
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In [7] , a meta-heuristic is first applied to find a promising solution and to compute a separability index; two heuristic local optimisers are then selected according to the index to improve the promising solution. In our work [57] , an EDA is hybridized with a classical local optimizer under a SMC structure. These papers have shown that a simple SMC approach is highly potential to improve the search efficiency. 
The Multi-cycled Sequential Memetic Computing Structure
We observe that existing SMC approaches do not take an EA as a single opera- Under the multi-cycled SMC structure, firstly, we do not apply local optimisers to any individual during the EA search procedure. This avoids wasting computational resources on unpromising individuals under the MA structure. Secondly, the multiplecycle structure can provide a mechanism to improve search efficiency. That is, we 130 can gradually accumulate useful knowledge from previous cycles, and apply them in later cycles to either escape from previously found local optima, or to accelerate the exploitation. To the best of our knowledge, no MC-based algorithms have been pro-
posed to take the multi-cycled structure, which means no learning mechanisms have ever been studied. Moreover, no efforts have been carried out to apply the multi-cycled
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SMC structure for the NLP.
The above multi-cycled SMC approach for optimisation problems can be summarised in Alg. 1. In the algorithmic framework, Θ 1 and Θ 2 are the parameters of the EA and the local optimiser, respectively, and c is the cycle index. At each cycle, EvolutionaryAlgorithm(Θ 1 , history) takes the history information into account, and 
S := LearningFromHistory(); 7: c := c + 1; history := history S.
8: end while
The Working Algorithm
In this section, we present a simple working algorithm according to the generic 150 scheme proposed in the above section. An estimation of distribution algorithm (EDA)
is proposed as the EA operator. As well known, in an EDA, offspring are generated by sampling from a probability model, which is constructed from selected promising individuals, at each generation. The probability model is to represent the statistical information extracted from the selected promising solutions. The way to construct the 155 probability model differentiates the EDA instantiations. Readers are referred to [29] for detailed descriptions of these EDAs.
Adaptive Probability Model & Multiple Sampling Strategy
In existing EDAs, the probability model for real variables is usually assumed to be a Gaussian distribution [29] , a Gaussian mixture [5] , or a histogram [63] [68]. In 160 this paper, we propose to construct a full-factorised adaptive multivariate model. That is, we assume p( ]. This is meant to preserve the diversity during the search. Second, the expansion intervals
+ i ] are meant to address the premature convergence problem. Finally, we propose to use a multiple sampling strategy to make the sampling more effective, which is meant to address the sampling noise problem.
To the best of our knowledge, in almost all EDAs, the number of sampled offspring from the probability model p(x; t) is usually less than, or equal to, the population size.
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However, it is well known that to accurately characterise p(x; t), a large sampling size is needed [51] . Therefore, statistically speaking, a small sample size will result in high sampling noise, which might falsely guide the evolutionary search. That is, the search may be leaded to possibly non-promising areas. The problem will become much serious when p(x; t) is complex. To address this problem, we propose to generate 180 a number of offspring which is k(> 1) (we call it the sampling factor) times of the
Algorithm 2 Multivariate Adaptive Probability Model
Require:
Ensure: The probability p(x; t).
Assign a small probability to the intervals [
and a big probability to [
].
4: end for
The Learning from Previous Cycles
An important contribution of the proposed framework is that it enables the learning from previous cycles to improve the search efficiency in latter cycles. This section , and filling the other part by sampling from a probability model.
The underlying rationale behind the guided mutation is closely related to the so-
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called proximity optimality principle (POP) [15] , which has been explicitly or implicitly applied in almost all meta-heuristics. The POP states that good solutions have similar structure. By using the guided mutation operator, some elements of the the global best solution is statistically retained during the search. Under certain conditions, retaining these location information will improve the algorithmic search efficiency. We 200 will discuss the condition in Section 4.5.
A C C E P T E D M A N U S C R I P T
Algorithm 3 Guided Mutation Operator
Require: a template solution x * , a real number 0 ≤ α ≤ 1 and a probability model p(x; t) = p(x j ; t).
Ensure: An offspring x = (x 1 , · · · , x n ) .
1: Set U = {1, 2, · · · , n} and N := αn ; Randomly select a set of indices V ⊂ U with |V | = N ; 2: For an index i ∈ V , set x i := x * i ; For an index j ∈ U \ V , sample a value y from the probability model p(x j ; t), set x j := y; 3: Return x;
Selection and Replacement
The selection process has been widely studied in the constrained evolutionary optimisation literature, mostly based on constrain-handling techniques. Selection methods based on penalty methods will bias the search, while those based on multi-objective 205 approaches will not. However, as stated in [53] , the unbiased search does not necessarily improve the search efficiency. Since local optimisers usually work better on a feasible solution than on an infeasible solution, we prefer to use a selection method that favours feasible solutions. Here, the selection method, called the over-penalised approach in [53] , is adopted in this paper.
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In the over-penalised approach, the feasible individuals are ranked higher than the Regarding replacement, we again adopt the over-penalised selection approach to form new population. At each generation, the best individuals are used to construct the probability model and passed to the new population, while the rest of the new population is replaced by the best offspring sampled from the constructed probability model. The most important algorithmic parameters of the DONLP2, i.e. Θ 2 in Alg. 1,
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include τ 0 which gives a bound describing how much the unscaled penalty-term (the L 1 -norm of the constraint violation) may deviate from zero and δ 0 which is a binding constraint. In our experimental simulations, we set τ 0 = 1.0 and δ 0 = 0.2 as suggested in [55] . Moreover, we do not calculate the analytical form of the gradients and Hessian of the Lagrangian, but using numerical differentiation. The used NFEs for computing 235 the differentials are included in the calculation of the overall NFEs in the sequel reports.
Remarks on the Algorithmic Framework and the Working Algorithm
In this section, we discuss the pros and cons of the algorithmic framework, and the condition that the working algorithm will be effective.
The Algorithmic Framework
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In the sequel, we assume that there are a limited number of feasible local optima
In the sequel, we define
where ε is very small positive number. That is, φ(x * i ) contains the optima that is close 245 to the i-th optimal solution. Further, we introduce the condition
which indicates that the two optima x * i and x * j have common elements. This can be seen as the mathematical formalisation of the POP. Note that the condition (3) also
which contradicts the condition.
Moreover, we can see that if such a condition holds, a solution path exists under the proposed multi-cycled SMC structure. That is, starting from a local optimum x * i1 , i 1 ∈ {1, · · · , M }, a better local optimum x * i2 , i 2 > i 1 can be found at further cycles since φ(x * i1 ) φ(x * i2 ) = ∅. Applying the evolutionary cycle K times, we will end up 255 with a sequence of local optima x * i1 , · · · , x * iK , or a 'solution path', with
Hence, we call Eq. 3 as the "solution path" condition.
The above discussion suggests that the multi-cycled SMC structure will be effective on problem instances that satisfy the solution path condition. It also suggests that if φ(x * i ) φ(x * j ) = ∅, the effectiveness of the framework is thus doubtful on those 260 problem instances since the information learned from history has no help for future search.
The Working Algorithm
According to [66] , an EDA with truncation selection converges if the truncation threshold (i.e. the percentage of individuals being selected to the next generation) is 265 less than 1. The over-penalised selection approach can be considered as a truncation selection with adaptive threshold. The threshold will be always smaller than 1 since not all individuals will be passed to the new generation. Therefore, we can conclude that the proposed EDA converges to a solution x c (t) at the t-th cycle. Under the proposed structure, x c (t) is improved by the DONLP2 to obtain x * c (t) at generation t. It has been proved in [55] that the DONLP2 holds a local convergence property. Therefore,
According to previous discussion, if for some problem instances, the solution path condition holds, we can see that the guided mutation operator will be very efficient in finding a better optimum in the solution path since it can stochastically retain some 275 location information of the present local optimum. This example shows that the "solution path" condition holds for g 02 .
Experimental Results
In the developed algorithm, called the multi-cycled evolutionary (MCEA) algorithm, the parameters (i.e. Θ 1 ) of the EDA include the population size M , the selec-285 tion size K, the sampling factor k, the guided mutation parameter α, and the expansion parameter . The expansion in each dimension of the search space is set to be In this section, firstly we analyse the effects of the proposed EDA components to the algorithmic performance and the algorithm's sensitivity to the parameters. We then compare the developed algorithm with some well-known algorithms including the 295 winners of the CEC 2006 and 2010 competitions. Readers are referred to [31] and [40] for detailed problem definitions.
Comparison Metrics
The comparison metrics include the success rate (#succ run), the average number of fitness evaluation consumed (NFE), and the average number of cycles (#cycle). Sup- 
Component Analysis
The two aspects that mostly affect the performance of the proposed algorithm are the exploration capability of the probabilistic model, and the learning capability of the guided mutation operator. The component analysis aims to investigate their respective contributions. Moreover, we intend to study the effect of the constraint-handling tech-310 niques to the algorithmic performance. The CEC 2006 test problems are used for the analysis. The experimental configurations are set as follows: the positive number to relax the equality constraints is ε = 0.0001, the number of runs is 25 and the maximum number of fitness evaluations (NFEs) is 500,000. At each run, the NFEs needed to find a solution satisfying f (x) − f (x * ) < ε are recorded.
A C C E P T E D M A N U S C R I P T
The Probability Model
The effect of the probability model can be carried out by adopting different prob- tively. Those probability models are all fully-factorised multivariate models. In the histogram model, the bound of each variable is divided into 10 subintervals (as suggested in [68] ), and the histogram of the selected individuals is normalised to be the probability distribution over these subintervals. The Gaussian model assumes that the selected individuals at each variable follows a Gaussian distribution.
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The parameter settings of these algorithms are M = 2n, k = 1, and α = 0.3. In Table 1 , entries in bold typeset indicate the least NFEs consumed by the algo-
A C C E P T E D M
A N U S C R I P T rithms. From Table 1 and g 16 , the average numbers of cycles used by the MCEH and the MCEA to reach the global optima are all one, which means that it is fairly easy for the histogram and the adaptive model to obtain high-quality initial solutions.
340
Since the main difference between the compared algorithms is on the probabilistic model used in the EDA, we may conclude that the proposed adaptive model can result in better exploration capability than the others. Fig. 2 shows the boxplots of the NFEs consumed by the MCEA, MCEH and MCEG, respectively, on g 02 .
The Contribution of the Constraint-handling
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We now study the effects of the over-penalised selection and the stochastic ranking selection to the algorithm performance. To carry out the comparison, we build an algorithm, called MCES, in which the stochastic ranking selection is used.
In the experiments, the same algorithmic parameters as above are used by the MCEA. For the MCES, the stochastic ranking parameter is set to 0.45 as suggested 350 in [52] . Table 2 lists the comparison metrics obtained by the two algorithms for the test problems except g 20 and g 22 . Entries in bold typeset are the least NFEs obtained by
A C C E P T E D M
A N U S C R I P T the compared algorithms.
From Table 2 , we can see that in 16 out of 22 test problems, the over-penalised selection approach performs better than the stochastic ranking selection in terms of the
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NFEs consumed. In terms of the success rate, it can be seen that the over-penalised approach can obtain higher rates than the stochastic ranking approach in all the test problems, except for g 16 where the success rates are both one. We thus may conclude that the over-penalised constraint-handling technique is more effective than that of the stochastic ranking under the proposed framework.
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Moreover, in comparison with the results obtained by the MCEH shown in Table 1, one can see that the MCES performs even worse than that of the MECH on most of the test problems. This shows that the exploration capability of the developed EDA does not benefit from the application of the stochastic ranking. Particularly, we can also observe this from the last column in Fig. 2 . It shows that the NFEs consumed by 365 the MCES are even more than that of the MCEH.
A C C E P T E D M A N U S C R I P T
Sensitivities to the Algorithmic Parameters
The main parameters of the working algorithm include the population size N , the sampling factor k and the guided mutation parameter α. In this section, we investigate the effects of these parameters on the performance of the algorithm. 
The Sampling Factor
To test the effects of the sampling factor to the algorithmic performance, we run the algorithm by setting different k ∈ {0.5, 1, 1.5, 2, 2.5, 3}. The rest parameters are set as M = 2n, and α = 0.3. Table 3 shows the results obtained. In the table, entries in bold typeset are the least NFEs consumed by the algorithm.
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In Table 3 , we omit the success rates for k ≥ 2 since they are all one. On one hand, from Table 3 , we can see that the MCEA with k = 0.5 performs the best on most (12 out of 22) of the test problems in terms of the consumed NFEs. However, as we discussed early in Section 5.2.1, those problems are fairly easy. The good performance of the MCEA with k = 0.5 might be due to the efficiency of the learning mechanism.
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On the other hand, if we focus on the functions g 06,16,17 which are considered as hard,
we can see that the best performance is achieved by the MCEA with k = 2. This indicates that a large sampling size can indeed improve the search efficiency.
Regarding the MCEA with large sampling size (i.e. k ≥ 2), it can be seen that in 19 out of 22 test problems, the MCEA with k = 2 requires the least NFEs than the 385 MCEA with k = 2.5 and 3. This shows that a large sampling factor does not always lead to a competitive performance in terms of computational cost. The sampling factor should be carefully chosen to balance the search efficiency and the computational cost.
We further investigate the interaction between the population size M and the sample factor k, using g 02 as an example. g 02 is of high-dimensional (n = 20), non-390 linear in both the objective function and the constraints, and multi-modal. Fig. 3 summarises the obtained results. Fig. 3(a) shows the mean NFEs with varied M ∈ {20, 40, 60, 80, 100} and k ∈ {0.5, 1, 1.5, 2}, while (b) shows the mean number of cycles. From Fig. 3(a) , one can see that generally a small sampling size does not always result in a reduced NFEs. Specifically, we can see that in case k = 1, the consumed
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NFEs is fewer than that in case k = 0.5 when the population size is less than 80. This
A C C E P T E D M
A N U S C R I P T observation justifies that more samples can reduce the sampling noise in case a small population size is employed, as claimed in Section 4.1. From Fig. 3(b) , it can be seen that the number of cycles tends to decrease along with the increase of the population size and the increase of the sampling factor.
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In summary, we may conclude that the multiple sampling strategy can indeed improve the search efficiency. But a sampling factor should be carefully chosen to balance the search efficiency and the computational cost. Moreover, the multiple sampling strategy is able to reduce the sampling noise in case a small population size is employed. 
The Guided Mutation and the Population Size
In this section, we study the effect of the guided mutation by looking at the per- contribution of the learned information to further search.
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We first test the performance of the MCEA by setting the population size M to be j × n where j ∈ {1, 2, · · · , 6}. Table 4 conclude that a population size M = 2n is a good choice for an optimal algorithmic performance.
We further investigate how α and M interact to effect the algorithmic performance.
An increased population size will increase the NFEs used in a cycle, but it also means 420 an improved search ability. On the other hand, a large α value will result in an accelerated search speed, but also a quick loss of diversity, which will deteriorate the exploration ability and the possibility of escaping from local optima. Therefore, the optimal settings of M and α will be the settings that balance the search speed and diversity.
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In our experiment, the study was carried out by varying α ∈ {0.1, · · · , 0.9} and M ∈ {20, 40, 60, 80, 100}. Again, g 02 is used as an example. 
Summary on Component Study
In summary, we may conclude that (i) the adaptive model can improve the exploration ability of the proposed EDA; (ii) the learning strategy can compensate for the loss of diversity caused by employing a small population size; and (iii) the multiple 440 sampling strategy can improve the search efficiency but need to seek balance with the population size for the best algorithmic performance. Regarding the parameters of the MCEA, it seems reasonable to choose α ∈ [0.1, 0.4], k = 1, and M = 2n according to our empirical studies.
Comparison with EAs on the CEC'06 Benchmarks
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In this section, we present the comparison of the MCEA with the algorithms in the CEC'06 competition. Since most of the compared algorithms were successful in all A C C E P T E D M A N U S C R I P T In the table, we use notations "+", "-" and "∼" to denote that the MCEA performs better, worse or similar to the -DEg in terms of solution quality.
From Table 6 , it can be seen that for the 10D problems, the MCEA performs better than the -DEg on 8 problems; while the -DEg performs better on 4 test problems. For 470 the rest problems, they perform similarly. For the 30D problems, the MCEA performs better than the -DEg on 12 test problems, and worse on 2 test problems. We may conclude that the MCEA performs better than the -DEg on average. Fig. 5 shows the convergence plots of the MCEA on C 10 , C 14 , C 15 and C 17 , respectively.
Furthermore, we observed that the best solutions found by the MCEA are worse 475 than those found by the -DEg on C 09,14,15 at 10D, and C 09,14 at 30D. However, the worst solutions found by the MCEA are better than the -DEg on C 09,14,15 at 10D.
This indicates that the performance of the MCEA is more stable than that of theDEg. However, the MCEA performs worse than the -DEg on C 09 and C 14 at 30D, but better on C 15 .
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So far, the same parameters used for the CEC'06 test problems were applied on the CEC'10 benchmarks. We suspect that the degeneration performance of the MCEA on C 09,14,15 is because that these parameters are not well configured. To justify, we run the MCEA on C 09,14,15 at 10D and 30D with different M and α values in search of the optimal settings. We found that the optimal settings for C 09 at 30D are M = n and 485 α = 0.2; for C 14 at 10D and 30D are M = n and α = 0.4, for C 15 at 10D are M = n and α = 0.1. The experimental results are summarised in Table 7 . From Table 7 , we see that with appropriate parameters, the MCEA's performances were significantly improved as suggested by the hypothesis test. Unfortunately, we cannot find a common parameter setting that is able to achieve quality performance for all benchmark
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Conclusion and Future Work
In this paper, we presented a constrained evolutionary algorithm by combining an estimation of distribution algorithm (EDA) and a classical local optimizer under a multi-cycled sequential memetic computing (SMC) structure. Such structure regards 495 a complete EA as an operator, and connects it with a local optimiser sequentially. It clearly decouples the EA and the local optimizer. It also enables the learning from previous cycles to improve the search efficiency of the latter evolutionary searches. In the experiments, we studied the components of the developed EDA to investigate its exploration capability, and investigated the advantages of the proposed learning strategy.
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The developed algorithm was extensively compared against the winning algorithms in the CEC 2006 and 2010 competition. The comparison results suggest that the proposed algorithm outperforms the compared algorithms on these benchmarks.
From the experimental study, it can be seen that the most significant components that influence the algorithmic performance under the proposed framework are the ex-505 ploration capability of the EA and the learning capability. The EA should not consider much about the exploitation, but it should be designed to realise quick and broad exploration. The learning mechanism should be able to learn from history to facilitate effective search.
In the developed working algorithm, a full-factorized probability distribution model The guided mutation operator is used as the learning mechanism. Our analysis
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showed that the learning approach can be effective when the "solution path" condition holds, which may not be effective for those that do not hold. In the future, an online learning algorithm which can learn the salience of the variables will be conducted.
This could make the learning more intelligent, and the learned knowledge could be more effective in guiding the evolutionary search to promising areas. 
