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Abstract 
This thesis presents an empirical research that aims to explore insight generation in 
discrete-event simulation (DES) studies. It is often claimed that simulation is useful 
for generating insights. There is, however, almost no empirical evidence to support 
this claim. The factors of a simulation intervention that affect the occurrence of 
insight are not clear. A specific claim is that watching the animated display of a 
simulation model is more helpful in making better decisions than relying on the 
statistical outcomes generated from simulation runs; but again, there is very limited 
evidence to support this.  
To address this dearth of evidence, two studies are implemented: a quantitative and 
a qualitative study. In the former, a laboratory-based experimental study is used, 
where undergraduate students were placed in three separate groups and given a task 
to solve using a model with only animation, a model with only statistical results, or 
using no model at all. In the qualitative study, semi-structured interviews with 
simulation consultants were carried out, where participants were requested to 
account examples of projects in which clients change their problem understanding 
and generate more effective ideas.   
 The two separated parts of the study found different types of evidence to support 
that simulation generates insight. The experimental study suggests that insights are 
generated more rapidly from statistical results than the use of animation. Research 
outcomes from the interviews include descriptions of: the phase of a simulation 
study where insight emerges; the role of different methods applied and means used 
in discovering and overcoming discontinuity in thinking (for instance, the role of 
consultant’s influence in problem understanding); how some factors of a simulation 
intervention are associated with the processes of uncovering and overcoming 
discontinuity in thinking (for example, the role of clients team in the selection of 
methods used to communicate results); and the role of the model and consultant in 
generating new ideas.  
This thesis contributes to the limited existing literature by providing a more in depth 
understanding of insight in the context of simulation and empirical evidence on the 
insight-enabling benefits of simulation based on an operational definition. The 
findings of the study provide new insights into the factors of simulation that support 
fast and creative problem solving. 
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Chapter 1: Introduction 
 
1.1 Introduction 
This chapter sets the scene of the work undertaken. It introduces the initial thoughts 
that stimulate this study and provides the reasoning behind the work undertaken. 
The final section provides an overview of the structure of the thesis. 
 
1.2 What the thesis is about? 
Discrete-event simulation (DES) is a popular operational research (OR) technique 
that is claimed to support problem solving and decision making. According to the 
definition of simulation modelling given by Robinson (2014), simulation is the 
experimentation with a computer model which mimics the changes that occur in a 
system through time, for the purpose of making more informed decisions.  
Indeed, it is often said that clients gain ‘insights’ as a result of DES interventions, 
especially from the simulation animation (Hurrion, Belton and Elder 1994, de 
Vreede and Verbraeck 1996, Proudlove et al. 2007, Van der Zee and Slomp 2009, 
Bayer et al. 2014). However, it is observed that the term ‘insight’ is used quite 
loosely in the simulation literature to typically mean an acquisition of a better 
understanding. Using the terms “insights” and “learning” interchangeably, some 
authors express opinions that speculate other more complex cognitive processes 
than an improved understanding. More specifically, there is the opinion that 
simulation provides a platform for a user to change their problem understanding. 
There is also the view that clients generate insights through simulation in the sense 
that it transforms their thinking and worldview. Others suggest that simulation 
supports ‘insights’ in the sense that new ideas emerge during a simulation 
Chapter 1 
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intervention which would have not thought without the use of simulation. Therefore 
it is observed that the meaning of the term ‘insight’ in the simulation literature 
diverges considerably.  
To provide a more in-depth understanding of the term insight, a definition of insight 
is sought in this thesis that applies widely to problem solving, and embraces both 
the concepts of change in problem understanding and divergent thinking. 
Psychologists, such as Metcalfe and Wiebe (1987), Weisberg (1999), Schooler et 
al. (1995), Sternberg (1999), and Mayer (2010), use the term ‘insight’ to refer to a 
distinct process in problem solving when a previously unsolvable problem becomes 
suddenly obvious and clear. This transition from a state of not knowing to a state of 
suddenly knowing is characterised by an exclamation of joy or satisfaction, an 
‘Aha! moment’. This moment occurs only when there is an initial misperception of 
how a system works or else an impasse. This is the state in which a problem solver 
realises that current strategies do not solve the problem, but at the same time feels 
that all the possibilities have been exhausted; that is, one does not know what to do 
about it next. In order to solve a problem with insight, problem-solvers must think 
“out of the box”. In other words, they need to generate new or novel ideas that were 
not previously considered.  
One who solves a problem with insight is able to give accurate responses how a 
problem works, whereas individuals not using the insight process are more likely 
to produce inaccurate or incomplete responses. Also, problem solving without an 
insight would be slow and gradual whereas having an insight can shorten the 
problem solving process significantly. Hence, insight is a much desirable outcome 
in organisations that are keen to make decisions fast and efficiently. 
The work in this thesis is based around the concept of insight as described above.  
Despite the huge growth in simulation literature over the last two decades (Powers 
et al. 2012), the claims about simulation in insight generation remain mostly 
anecdotal. There are two main reasons of this dearth of evidence.  
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First, evidence of learning outcomes is scarcely published in DES literature (Fone 
et al. 2003). Even where the learning outcomes are reported, there is generally no 
explanation of the causal mechanism for learning, let alone Aha! moments. 
Therefore, any claim that the catalyst for insight is a simulation model, and more 
specifically the animated display of the simulation model, has relied largely on 
generally agreed statements and anecdotal evidence from case studies.  
Second, relatively little empirical research has been conducted aiming to support 
the above claims; and where it has, the results are mixed (Bell and O'Keefe 1995, 
Chau and Bell 1994, Luehrmann and Byrkett 1989) or it may not support these 
claims directly and completely. In fact, the few empirical evidence that can be found 
in the literature focuses on learning and understanding rather than highlighting the 
importance of simulation as means of creating new knowledge and generating new 
ideas.  
To address this dearth of evidence, the main aim that drives the work undertaken in 
the thesis is to explore whether and how insights are generated from simulation. 
The objectives of the thesis are to provide empirical evidence about the insight-
enabling benefits of simulation and to understand the factors of a simulation 
intervention that affect insight generation. The study also seeks to test specific 
claims found in the literature regarding the effects of model’s visual representation 
on problem solving. Therefore, it specifically considers the impact of animation and 
statistical results on generating insight.  
Overall, the objectives of the empirical work undertaken in the thesis are: 
1. To empirically determine whether DES studies generate insights 
2. To empirically compare the effects of model’s visual representations on 
insight generation. 
3. To empirically explore the factors of a simulation intervention that 
affect the occurrence of insight 
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In line with the three objectives, two separated studies are implemented: a 
quantitative and qualitative empirical research methods. In the former, a laboratory 
experiment was utilised to address Objectives 1 and 2. Undergraduate students were 
placed in three separate groups and given a task to solve using a model with only 
animation, a model with only statistical results, or using no model at all. The 
exploratory study (Objectives 1 and 3) involved semi-structured interviews with 
DES experts, who were asked to recount real-life simulation studies in which clients 
change their problem understanding and generate more effective ideas. The 
observation of insight generation in the simulation studies is identified through 
criteria developed based on the operational definition of the concept.    
An empirical study investigating the value of DES is generating insights is 
innovative to the DES literature. In particular, it brings a new concept of insight 
generation in simulation study. It also provides an empirical basis for measuring 
insight in a simulation study based on the operational definition of insight. The 
definition presented in this research is applicable across a range of simulation and 
OR techniques. Therefore, this approach may be useful for understanding insight 
generation in the context of other forms of simulation (i.e. SD, agent-based) and 
more generally in the field of behavioural operational research.  
The empirical studies undertaken in this thesis provide evidence to corroborate the 
view that insights are generated from simulation studies. A number of factors of a 
simulation intervention that affect the occurrence of insight have also been 
identified as a result of the empirical work. Understanding how insights are 
generated from simulation is the basis for being able to provide a useful technique 
to its users/customers. Therefore, the research can help practitioners to focus more 
clearly on the factors that stimulate the insight process and hence clients make 
decisions fast and efficiently considering clients’ and problem’s characteristics.      
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1.3 Thesis outline 
The thesis is organised in the following chapters as follows. 
Chapter 2 introduces the existing literature on the value of simulation in generating 
insights. The chapter discusses the key issues that characterise this field of research. 
A summary of the statements regarding the insight-enabling benefits of simulation 
is provided. A list of possible factors claimed to affect the occurrence of insight are 
presented based on the review undertaken in the literature. 
Chapter 3 provides the conceptual foundation for this study. It looks in more detail 
into the concept of insight from relevant fields.  It also looks for a definition and 
ways to measure insight in simulation empirically. 
Chapter 4 sets the scene for the empirical work undertaken in the thesis. The 
research aims and the objectives are presented. The relevant hypotheses are stated. 
The rationale for the type of research and methods chosen, namely laboratory 
experiments and semi-structured interviews, is provided.  
Chapter 5 explains the steps followed to design the experiments. A description of 
the experimental sessions is provided, including the selection of participants and 
the methods used to operationalise the occurrence of insight in the simulation study. 
The pilot study undertaken and key findings generated from it are discussed. 
The results derived from the experiments are presented in Chapter 6. The methods 
used to measure the occurrence of insight and the results generated from the 
analysis are presented with respect to the hypotheses detailed in Chapter 4.  
Chapter 7 provides an overview of the design of the interviews. The participants, 
the interview procedure and the interview guide as well as the pilot study 
undertaken are presented.  This Chapter also includes the data analysis plan to 
measure the occurrence of insight in a real-life simulation study and the influential 
factors of such behaviour. 
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The results derived from the interviews with experts are presented in Chapter 8. 
The findings generated from the qualitative analysis are presented with respect to 
the research objectives detailed in Chapter 4. The methods used to analyse the data 
are explained.  
The findings from the analysis of the experiments and interviews are further 
discussed in Chapter 9 followed by a discussion of its limitations. 
Chapter 10 concludes the thesis. It provides a summary of the findings from the 
two parts of the thesis and discusses the extent that the research objectives are 
fulfilled. Then the contribution of the research to the simulation literature is 
discussed, as well as the areas for further work.   
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Chapter 2: Insight and Simulation 
 
2.1 Introduction 
This chapter provides an overview of the evidence that currently exists in the 
academic literature regarding the role of simulation in generating insights. The 
purpose of this review is to identify the main issues in this field of research. 
The chapter starts with providing an overview of the references found in the OR 
literature regarding the occurrence of insight as a result of using different OR 
techniques. Then, it focuses on the simulation literature and presents statements 
found in the SD and DES literature about the insight-enabling benefits of simulation 
and the factors that are assumed to stimulate that behaviour. Empirical research 
within the DES and SD literature that is relevant to the occurrence of insights is 
also reviewed, followed by a summary of the conclusions drawn from this literature.   
 
2.2 Types of OR modelling and the occurrence of 
insight 
The OR community as a whole is interested in using ‘model-driven’ methods to 
support people in decision-making and problem-solving processes in practice. 
Despite substantial advances in practices of OR on a technical level, researchers 
suggest that the practice of OR is highly sensitive to various biases which are 
relevant to both analysts and users of OR models (Hämäläinen et al. 2013, O'Keefe 
2016). Recently, there has been an increased interest in behavioural aspects related 
to OR. Indeed, a broad stream of papers on behavioural OR (BOR) was published 
in the special issue of the European Journal of Operational Research (Franco and 
Hämäläinen 2016).  
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In talking about ways of conducting OR interventions, a typology has been 
suggested by Franco and Montibeller (2010) who make the distinction between two 
modes of practice. First, operational researchers may approach an OR intervention 
adopting an expert mode of practice. This is the most common way of conducting 
OR interventions. It is based on the traditional OR paradigm (positivism) making 
the following assumptions (Morton et al. 2003):  
 systems can be objectively modelled 
 the problem is relatively clearly specified and well-structured 
 the objectives and metrics to assess system performance can be defined   
 data are available and are of quantitative nature 
 a most effective means to achieve these objectives exists 
In this approach, operational researchers act as an analyst, using OR models and 
techniques for providing the optimal (or quasi-optimal) solutions to the client. This 
mode of OR modelling requires limited client involvement in the different stages 
of the intervention, including problem framing, problem formulation, data 
collection, model building, results analysis and presentation. In the simulation 
context, the expert mode is to some extent an amalgamation of what Robinson 
(2002a) calls simulation as a software engineering and simulation as a process of 
organisational change modes of practice.  
According to the above proposed typology, a different way operational researchers 
may approach an OR intervention is by adopting a facilitated mode of practice. This 
mode of practice is particularly relevant to situations where operational researchers 
are dealing with messy, ill-structured and ill-defined problems. Possible reasons for 
the inadequacy of the expert mode of practice in such circumstances are that 
different stakeholders have different, possibly conflicting views about the problem 
situation and the potential appropriate courses of action (Rosenhead and Mingers 
2001, Mingers and Rosenhead 2004). As a result, in this type of modelling, the 
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focus is more on facilitating the process of arriving at a decision rather than 
producing accurate recommendations.  
In this mode of engagement, an operational researcher acts not only as an expert 
but also as a facilitator to the client. It requires extensive client involvement 
throughout the different stages of the intervention from problem structuring to 
arriving at a decision. Problem Structuring Methods (PSM) such as Strategic 
Options Analysis and Development (SODA) (Eden and Ackermann 2001) and Soft 
System Methodology (SSM) (Checkland 1999) are applied with the aim of 
structuring the problem as well as managing the client-consultant relationship. 
Franco and Montibeller (2010) propose a general framework to describe how to 
conduct facilitated modelling throughout the intervention. 
In the simulation context, Robinson (2002a) describes this mode of practice 
simulation as facilitation. Tako and Kotiadis (2015) propose a multi-methodology 
framework to help operational researchers adopt successfully a facilitated mode of 
practice in healthcare simulation interventions. 
With respect to behavioural aspects related to OR, Montibeller and von Winterfeldt 
(2015) provide a review of biases from the perspective of analysts that can 
significantly reduce the validity of the model and resulting outcomes. According to 
their taxonomy, biases can be distinguished between motivational and cognitive 
biases. The former biases are made due to motivations for preferred analysis 
outcomes. The latter occur due to predictable deviations from rational decisions in 
a judgmental task. Arnott (2006) explains that cognitive biases are inherent in 
human reasoning. As a result, the majority of people tend to make ‘incorrect’ 
decisions in a significant number of judgmental tasks.  
Many biases have been identified by behavioural decision theory researchers. The 
following five biases are examined later in the thesis as potential explanations of 
some of the results from the quantitative and qualitative studies of this research:  
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 Linear bias is a cognitive process that occurs when people are unable to 
extrapolate a non-linear relationship between variables (MacKinnon and 
Wearing 1991). 
 Myopic problem representation is another cognitive bias that occurs when 
people adopt an oversimplified problem representation based on their 
incomplete mental model of the problem (Legrenzi et al. 1993).  
 Omission of important variables is a cognitive bias that occurs when people 
overlook an important variable to take into account in a judgemental task 
(Jargowsky 2005). 
 Confirmation is a motivational bias that occurs when the desirability of 
confirming one’s belief leads to unconscious selectivity in the collection and 
use of evidence (Nickerson 1998). 
 Desirability of options/choice is another motivational bias that occurs when 
there is a desired option, leading to over- or under-estimation of 
probabilities, consequences, values or weights in a direction that favours 
that desired outcome (von Winterfeldt 1999).  
 
When researchers adopt an expert mode of practice, it is observed that there is little 
discussion regarding the occurrence of insights with OR models. One possible 
explanation for this may be because the criteria used to assess the effectiveness of 
the OR techniques are not related to the occurrence of insights. In more detail, 
traditional performance criteria, such as models’ external validity and robustness of 
outcomes’ recommendations, are used to evaluate the value of OR techniques when 
expert mode of practice is adopted. Consequently, it is observed that the authors 
centre on discussing the process of building their complex mathematical models 
instead of explaining in what ways these models are useful for decision-making. 
Accordingly, insights may have emerged because of the use of OR techniques, but 
the authors omit to refer to these events in the literature. 
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Another explanation for the dearth of evidence in this area of literature is given by 
Luoma (2016). According to his view, models used as tools for routine decision 
making do not generate insights. While this type of modelling can be beneficial to 
accurately predict the performance outcomes of different decision options under an 
environment with relatively stable conditions, it restricts people’s critical thinking 
and the emergence of creative ideas to problems. Consequently, the authors rarely 
refer to insights when an expert mode of practice is adopted because this mode of 
modelling does not allow the occurrence of insights with OR models.  
Looking at the less traditional stream of OR literature for references about the 
insight-enabling benefits of OR techniques, a very different picture emerges 
compared to the literature where an expert mode of practice has been adopted. This 
is because traditional performance criteria, such as the capacity to represent an 
objective reality or to provide an optimal solution to a problem, are of less 
importance to modelling in problem-solving (White 2006, Franco 2013, Luoma 
2016). Accordingly, the value of models in problem solving is often suggested to 
be considered in terms of their capacity to produce such desirable behavioural 
effects such as change in problem-solving direction, integration of knowledge, 
conflict resolution and insights. 
Therefore, it is often stated that OR models have produced insights when models 
are used in a facilitated mode of practice. For instance, Richels (1981), over thirty 
years ago, discusses how an OR model can help one to identify relevant information 
and generate insights in the sense that a different way of thinking about a problem 
situation emerges. In a similar vein, Senge and Sterman (1992), from the field of 
system thinking, states that systems thinking is the cornerstone of an organisation 
which is able to stimulate insights. He uses the term to describe a change in one’s 
understanding that goes beyond the context of a specific problem. According to his 
view, systems thinking helps people ‘see’ an organisation as a dynamic process 
rather than focusing on its own parts. Thus, he claims that a better appreciation of 
an organisation can lead to “fundamental shift of mind”. This includes a broad 
rethinking of problematic situations and a change in one’s worldview.  
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Turning to soft OR, Checkland (1999) suggests that the SSM approach generates 
insights in the sense that stakeholders had better understand their views of the world 
as well as others’ views. This learning is important for arriving at implementable 
courses of action. Rosenhead (2001) states that an effective robustness analysis 
enables people not only to produce answers but also to stimulate new insights. In 
the structuring and valuing phases of the analysis, in particular, people often 
reformulate the way in which the problem situation is understood. Franco and 
Meadows (2006) argue that PSMs help people generate insights in the sense that 
they manage to understand how a system works, especially by intuition.   
By and large, the above discussion shows that in the field of OR, researchers refer 
to the insight-enabling benefits of OR methods to mean a change in the way people 
think their system works. This learning may have an effect on people’s worldview 
resulting in the intuitive reformulation of their broader understanding of dynamic 
systems.   
Another key conclusion that can be drawn from the above discussion is that the 
occurrence of insight depends on the mode of OR practice. More specifically, in 
facilitated mode, OR models are considered to stimulate the occurrence of insight. 
On the other hand, when models are built following an expert mode, there is not 
much opportunity for making people think through the consequences of their 
beliefs, their assumptions and intended plans. This may explain the differences in 
the frequency of statements found in the literature on the insight-enabling benefits 
of OR methods between the two main approaches of conducting the OR 
interventions. While it is often stated in facilitated modelling literature that insights 
have been generated as a result of the use of OR techniques, similar statements are 
scarce when models are built by adopting an expert mode. 
Since the focus of this research is the role of simulation in generating insights, the 
next two sections focus on the simulation literature. The first section discusses the 
term ‘insight’ and how it is used in the simulation literature. Then, research looking 
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at providing empirical evidence of insight generation in the DES and SD literature 
is reviewed. 
 
2.3 Statements of insights with simulation 
This section provides an overview of the definitions of the term ‘insight’ found in 
the simulation literature and the statements about the stimuli that enable this 
behaviour. 
 
2.3.1 Insight as an acquisition of an improved understanding 
 
Practitioners and academics often claim that ‘insights’ are generated as a result of 
the use of simulation models. For instance, Hurrion and Secher (1978), over 40 
years ago, stated:  
“The use of simulation has long been established as a useful method of 
giving insight into complex problem situations.” (Hurrion and Secker 1978, 
p. 419)  
Pidd (2009) notes that problems faced by many organisations are complex in that 
the operations systems contain variability and complex interactions, and 
consequently are hard to understand. According to his definition of a model (Pidd 
2009), models are designed to imitate the changes that occur through time in a real 
system. Although a simulation model, like any model, is an approximation and 
simplification of reality, Robinson (2014) explicates that models can be considered 
sufficiently accurate for the purpose they have been built. Accordingly, he suggests 
that this structural realism that simulation provides can be particularly useful in 
aiding managers understand the dynamic behaviour of their systems and make 
informed decisions. 
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This is usually achieved on a basis of exploration and experimentation. Once a 
computer simulation model is built, users then suggest options for change, and 
simulation models can show the consequences that are likely to follow from these 
actions. Hence, a simulation model provides a platform for ‘safe’ experimentation 
before taking any action in reality: formulating hypotheses (i.e. what-if scenarios) 
and testing them in a safe, fast and low cost way. Seeking for solutions for the 
problem situation, several alternatives may be generated. The selection of 
experiments does not usually follow a formal search procedure and therefore are 
usually selected intuitively (Robinson 2014). In SD literature, simulation models 
have been also used as learning environments for training purposes. These models 
are usually called management flight simulators or SD business games (Lane 1995). 
But it also provides a means for estimating possible course of action: based upon 
the results generated from the model, a decision maker explores what the behaviour 
of the system will be. Pidd (2010) points out that even the models that are a small 
approximation of reality, if they are used sensibly, can still promote insights in the 
sense of indicating direction rather than a sound estimation of system’s behaviour.  
The above discussion provides the reasoning behind statements such as ‘simulation 
is used to provide insights’ which have been repeated in the simulation literature 
over the years. In summary, scholars and practitioners emphasise the explanatory 
power of computer simulation in stimulating insight in that it helps people learn 
more about their system. As, such the terms ‘insight’ and ‘learning’ are typically 
used interchangeably in the simulation literature to denote the acquisition of a better 
understanding on: 
 aspects of a complex problem situation, such as system’s behaviour 
under certain conditions (de Vreede and Verbraeck 1996)  
 bottlenecks in the current way that system operates (Hurrion and Secker 
1978)  
 dynamic relationships between parts of that system (Bayer et al. 2014) 
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In DES, however, there are very few case studies that report learning outcomes 
from simulation models. This is surprising taking into account that the potential 
benefits of DES in problem understanding and problem solving have been pointed 
out since 90’s by some authors in the literature (for example, Belton and Elder 
(1994)). 
It seems that the standard view of simulation modelling has not deviated much from 
its ‘hard’ (positivist) OR paradigm. In this paradigm, the emphasis is typically on 
the model, the modellers work independently of the client and the outcome is 
generally a report. Indeed, van der Zee and Slomp (2009) are surprised that the idea 
of using models to promote learning is still not a central topic in simulation 
textbooks and conclude that DES continues to be seen “as just a methodology to 
analyse design decisions” (Van der Zee and Slomp 2009, p. 17). Paul et al. (2005) 
agree with the above observation and carry out a literature review of published 
simulation research in the year 2004 to explore the papers perspective. According 
to the findings of their review, there are many papers that describe the theoretical 
and technical development of the simulation model but there are very few with real 
world involvement, and there is an even greater lack of evidence of the value of 
simulation in decision making and problem solving. This is despite the fact that the 
editorial scope of the main simulation journals is to an extent practice-oriented. A 
more recent review conducted by Taylor et al. (2009) as well as other domain-
specific reviews of the simulation literature have reached the same conclusion (Jun 
et al. 1999, Fone et al. 2003, Günal and Pidd 2010). As such, Paul et al. (2005) take 
the position that simulation community carries out a simulation study leaning 
towards a model-solving approach than a problem-solving one. In other words, they 
tend to deliver a model instead of delivering a service to the client that produces 
learning and improves decision making (Kuljis and Paul 2010).   
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2.3.2 Insight as a change in problem understanding 
 
It is also observed that simulation community, especially SD scholars, occasionally 
use the terms ‘insight’ or ‘learning’ to surmise more complex cognitive processes 
than the acquisition of an improved understanding. In particular, some researchers 
argue that simulation produces ‘insights’ in the sense that it brings changes in the 
way people think their system operates (Richardson et al. 1994, Sterman 1994, Pidd 
and Robinson 2007). This use of the term insight is similar to how the broader OR 
community describes the insight-enabling benefits of OR (Section 2.2).  
In more detail, Sterman (1994) explains that systems are usually too complex to be 
understood only by people’s intuition. The counterintuitive behaviour of a system 
can mislead people about the actual causes of a problem. As a result, they may not 
realise that their current strategies worsen the performance of the system (Forrester 
1968). He, therefore, recognises ‘the principle of bounded rationality’. According 
to this theory of behavioural decision making, people employ a number of 
judgmental biases and heuristics in complex situations. As a result, they do not 
process incoming information accurately to make an optimal decision in 
consequence (Kahneman 2011). The analysis of a dynamic system with the use of 
a SD model provides a way to test people’s initial mental models (Hsiao and 
Richardson 1999). The term mental model, which is central in system dynamics 
since the beginning of the field, depicts a person’s (or a group’s) ideas on the 
structure of a system and how that is responsible for the system’s behaviour. That 
means that ideas that may be initially considered beneficial, may prove 
inappropriate at the end. Therefore, simulation contributes towards the occurrence 
of ‘insight’ in the sense that it helps people overcome a number of barriers, 
including imperfect information, poor scientific reasoning skills, misperceptions of 
elements of the system and defensive routines (Sterman 1994). Such ‘insights’ 
denote a deeper understanding of the problem which results in helping people 
change their understanding of a problem situation.  
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In a similar vein, building on a constructivist theory of learning, Thompson et al. 
(2016) poses that people learn through experiences. Based on their experiences, 
people construct their mental models on how they think a system works. When a 
new experience produces an outcome that cannot be explained by the current mental 
model, people may choose to ignore this experience or to pursue a better 
understanding. That pursuit of a better understanding may lead to structural changes 
in their mental models. The authors name this process ‘a moment of personal 
insight’ and explain that it occurs ‘when a previously unresolved problem is 
solved’. 
It is often discussed that the experimentation with a model can influence problem 
understanding. For example, Mass (1981) discusses that often people misperceive 
aspects of a problem situation. As a result, they create a representation of the 
problem that is incomplete or wrong but they find it hard to let go and build new 
ones. When the simulation model generates a result that is not anticipated, people 
often feel puzzled and wonder whether the model behaviour is the result of an error 
in the model or whether it indicates the actual behaviour of the system under these 
circumstances. Mass gives guidelines for effective experimentation with simulation 
models to assess the nature of surprising behaviour and potentially uncover 
misperceptions about elements of the problem. In other words, Mass suggests that 
through the experimentation with a simulation model, insights can emerge in the 
sense that people succeed in recognising flaws in their mental models and 
correcting them. This realisation also often involves the generation of new, more 
effective policy recommendations. In addition, Monxes (2004) recognise that 
changes in understanding can happen suddenly. 
Lane (1992) considers modelling as learning. He poses that the actual process of 
model development produces ‘insights’. By and large, the life-cycle of a simulation 
study generally involves the following stages (Robinson 2014):  
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 Conceptual modelling – understanding of the problem situation, 
determining problem objectives, design of the conceptual diagram and data 
collection. 
 Model coding – converting the conceptual model into a computer model. 
 Verification and validation – actions taken throughout the modelling 
process to increase confidence in the model to the extent that clients are 
willing to use it for decision making.  
 Experimentation – obtaining results, searching for potential alternative 
solutions and comparing these alternatives. 
 Implementation – implementing the findings/learning obtained from the 
simulation project. 
 
According to Lane (1992), the process of model development provides a learning 
environment in which managers can achieve an increase in the coherence of their 
mental models. The reasoning behind this is that there is a clear opportunity for 
making one thinks through the consequences of their beliefs, their assumptions and 
intended plans in all the stages of the model development process.  
Similarly, Robinson (2014) explains that the modeller initially knows very little 
about the problem situation. To get the required information and eventually build 
the model, the modeller asks decision-makers a number of questions, seeks for 
relevant data but also questions their assumptions. That is why Robinson (2014) 
suggests that the development of the model “forces people think through issues that 
otherwise may have not been considered”. Based on this, one can surmise that the 
process of developing a model can help people generate insights in the sense that 
changes in problem understanding occur during the conceptual modelling stage of 
a simulation intervention.  
The process of developing the model is performed in an iterative manner which is 
usually recommended to occur in close collaboration with the stakeholders (Lane 
1995). The general belief, about the benefits of clients’ involvement throughout the 
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modelling process, is that the more active the decision makers’ role in a simulation 
project becomes, the better they will understand the problem situation (Rouwette et 
al. 2011, Kotiadis et al. 2013, Tako and Kotiadis 2015). In fact, Sterman (1994) 
argues:  
“In practice, effective learning from models occurs best, and perhaps only, 
when the decision makers participate actively in the development of the 
model.” (Sterman 1994, p. 320) 
Today almost all simulation software packages have visual interactive modelling 
(VIM) features that contributes towards developing a model in a visual and 
interactive manner by dragging and dropping objects in the screen (Robinson 2014). 
While client involvement in model development is more common in the field of 
SD, it seems that in the field of DES, the software is not yet at the stage that makes 
it possible for stakeholders to be involved in model development (Robinson et al. 
2014, Pidd and Robinson 2007). Besides, understanding the problem situation and 
deciding what and how to model (i.e. conceptual modelling) is not an easy task 
(Robinson 2008). In order to address this issue, some researchers suggest using 
problem structuring techniques, specifically Soft System Method (SSM), at the 
early stages of a simulation project in close collaboration with clients (Lane 1993, 
Lehaney et al. 1999, Pidd 2007, Kotiadis et al. 2013). 
In SD literature, there are many case studies that are relevant to insight generation. 
This stream of literature clearly poses that the process of model development is 
considered to be the decisive factor for stimulating the occurrence of insights. 
Rouwette et al. (2002) review a set of case studies published between 1987 and 
2000 to investigate the effectiveness of group model building within the SD 
literature. They find that in a considerable number of case studies (i.e. 54 of 81 case 
studies) clients have managed to change behaviour towards the right direction. 
Changes on a system level were reported in half of the case studies that set out to 
find implementable solutions (i.e. 30 of 64 case studies with implementable 
solutions). These results support the claims that the client involvement in the model 
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development process and not the use of the model can support shifts in 
understanding and generation of new ideas. However, Rouwette et al. warns that 
considering that there is a large body of theory within SD literature on the link 
between model development and change in clients’ cognition and behaviour, it is 
possible that the authors discuss results based on their epistemological beliefs 
instead of operationalising them in advance.  
Scott et al. (2016) augment the literature review by Rouwette et al. (2002) by 
reviewing recent literature on group model building (2001-2014). Their analysis 
shows more recent evidence regarding the benefits of group model building in the 
occurrence of insight (8 out 26 studies). However, the majority of these studies 
relied on individuals’ opinions. Exceptions are the studies by Eskinasi et al. (2009), 
Rouwette et al. (2011), Scott et al. (2013) in which different methods are used to 
empirically measure change in cognition. On that basis, Scott et al. (2016) conclude 
that researchers pay little attention in using objective measures in the reporting of 
insights. As a result, the evidence to support this assertion is largely anecdotal and 
the empirical evidence of insight generation through group model building is also 
weak.   
Turning to a specific case study that is relevant to insight generation, Lane (1992) 
discusses one simulation project in which stakeholders had to think how a 
maintenance shut-down on production of an organisation would affect the 
company’s revenues. The process of problem structuring and sharing their thoughts 
with stakeholders from other departments led them to the realisation that some of 
the previously held assumptions were inaccurate. This realisation resulted in 
changing their initial mental models but most interestingly, as Lane observes, 
stakeholders “did not feel the need to go back to the STELLA model” (Lane 1992, 
p. 83). They knew how to change the maintenance policy without the need to test 
the new policy plan in the model. So this indicates that insights emerged, whilst a 
final simulation model was not needed to be seen by the clients.  
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Another study by Vennix (1995) shows that changes in problem understanding 
occur without the use of a simulation study. The authors describe a case study in 
which a qualitative system dynamics model supported strategic decision making in 
a Dutch government agency. Through a careful evaluation of the case study, they 
identify that systemic thinking, group communication and the approach of the 
facilitator are the three key factors of a simulation modelling approach able to 
change participants’ behaviour and decision making. Again, this evidence is based 
on retrospective self-reports and therefore more empirical research is needed to 
confirm this claim.  
 
2.3.3 Insight as the generation of new more effective ideas 
 
Some authors also use the terms ‘insight’ or ‘learning’ to describe a change in 
problem-solving direction as a result of the generation of new more effective ideas. 
As it is discussed, simulation provides a platform for testing a course of actions 
before implementing it in reality. Therefore, simulation users learn the 
consequences that are likely to follow from a plan of actions in a safe, fast and low 
cost way. It is often observed that plans which initially seem a sensible course of 
action may lead to no apparent improvements. This realisation forces people to look 
for alternative courses of actions. Therefore, new ideas are generated which would 
not have been considered before, if they didn’t go through this learning process 
(Belton and Elder 1994, Akpan and Brooks 2014). As a result, people change their 
thinking about how to address their problems by creating new ideas, which is 
considered an insight.  
The introduction of Visual Interactive Simulation (VIS) (Hurrion and Secker 1978) 
in simulation software – a technique that allows interaction with a visual display of 
a model during its execution for the purpose of model experimentation and analysis 
–  has supported significantly the communication between the parties involved in a 
simulation study (de Vreede and Verbraeck 1996). The visual display is usually 
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dynamic in that, entities are shown to move and model elements change appearance 
as time progresses in a simulation run. Information about the number of people in 
the queue, for instance, or other key statistics and charts can also be included in the 
visual display. In general, the simulation community defines this visual display as 
animation and distinguishes it from other aspects of a simulation model such as the 
code and statistical reports generated from simulation runs (Akpan and Brooks 
2014).  
Belton and Elder (1994) suggest that animation in simulation “stimulates creativity 
and insight”. An improved understanding as a result of gazing the model occurs 
which can lead to the creation of new ideas and new viewpoints about the problem. 
They argue that computer simulation ‘facilitates a rapid cycle of learning’. More 
specifically, they suggest that, with the help of animation, simulation provides a 
‘safe’ platform for exploring the consequences of decision maker’s assumptions 
and decisions whilst receiving fast and clear feedback from the model. As such, 
there is a strong belief in the simulation community that the use of a simulation 
model, especially watching the animated display of a simulation model, generates 
insights in the sense that new, more effective ideas emerge.  
Among the few examples of case studies that provide evidence of insight generation 
during a DES study are Elder (1992), Lehaney et al. (1999), Robinson (2001), den 
Hengst et al. (2007) and Fletcher et al. (2007). All these present real simulation 
projects in which the interest was not the use of the simulation model as an 
analytical tool, but as a means to facilitate debate. In particular, the authors discuss 
how some model results, that were not anticipated, led to reassessment of initial 
plans. They then continue their description by reporting that this realisation often 
prompts the generation of new and effective ideas on how to address a problem (i.e. 
insights). However, the details of the role of simulation and the role of simulation 
modelling approach in generating new and effective ideas is not clear.  
In Robinson’s (2001) case study, for instance, the author discusses a simulation 
project that was carried out with the initial objective to determine how many extra 
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lower skilled staff needed to be employed in the helpline in order to provide a 
satisfactory level of service. To everyone’s surprise, the results generated from the 
model did not confirm initial expectations (i.e. increasing the number of lower 
skilled staff could not bring an improvement to the helpline). This triggered a 
discussion that helped stakeholders understand the reasons behind this 
unanticipated system’s behaviour. It also helped them generate new ideas (i.e. 
replace less skilled staff with consultants) which proved to be beneficial. Although 
the author comments that the simulation model was the catalyst for problem 
understanding, it is not clear whether the ideas that were generated were the product 
of clients’ involvement in the modelling process and/or the interaction with the 
model.  
In a similar vein, Elder (1992), after carrying out an action research in a simulation 
context, comments that while clients were aware of a sudden shift in their problem 
understanding, they appeared unable to identify when and in what way a change in 
their understanding happened. Referring to psychological literature, psychologists 
explain that changes in problem understanding may involve some degree of non-
conscious thought (Schooler et al. 1995). This may explain why it might be difficult 
to identify what elements of a simulation intervention help generate insights. As a 
result, in real simulation settings, it may be difficult to pull out the causal 
mechanisms that help people arrive at insights.  
It is noted that the literature discussed insofar consists of authors’ personal opinions 
representing generally agreed statements. While some DES studies provide some 
support that insights were generated during the interventions, and especially from 
the use of a simulation model, they usually do not provide enough evidence (e.g. 
rich account of the phenomenon) to validate their assertions. In general, the 
‘occurrence of insights’ is evaluated by retrospective self-reports. Considering the 
fact that intangible concepts like ‘insight’ and ‘learning’ are concepts open to 
interpretation, the insight-enabling benefits of simulation remain an open question. 
For this reason, it is difficult in real simulation settings to identify the stimuli that 
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help people arrive at insights. As a result, this thesis aims to explore how we can 
get beyond opinions in order to validate these claims.  
The next section reviews the literature that has taken an empirical approach to 
investigate whether these claims are ascertained in the empirical evidence found in 
the simulation literature. 
 
2.4 Empirical evidence of insight with simulation 
This section provides an overview of the empirical research on insight generation 
in the DES and SD literature.  
 
2.4.1 Empirical research in DES 
 
The literature review in Section 2.3 reveals that there are various opinions on the 
elements of a simulation intervention that can stimulate insights which range from 
the process of problem formulation, facilitator and group interactions, clients’ 
involvement throughout model building to model visual representation and 
experimentation with the model. Experimental research is a stream of empirical 
research that is appropriate to be used to uncover and describe the effect of the 
above factors of a simulation intervention on the occurrence of insight. As O’Keefe 
(2016) comments, however, this stream of literature is “long standing but thin”.  
To the author’s best knowledge, however, the only elements of a DES intervention 
that have been tested in an experimental setting are the involvement of the client in 
the model coding (Monks et al. 2014, Monks et al. 2016), the effect of visual 
representation of a model on model validation (Carpenter et al. 1993, Akpan and 
Brooks 2014, Swider et al. 1994), and the impact of the experimentation with a 
simulation model on problem solving (Luehrmann and Byrkett 1989, Parker 1991, 
O'Keefe and Pitt 1991, Chau and Bell 1995, Bell and O'Keefe 1995). These 
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experimental studies provide useful findings about the role of simulation models in 
problem understanding and problem solving.  What they do not provide is a study 
on the generation of insight. In addition, DES has developed significantly since the 
original studies were performed. For instance, in the work of Parker (1991) the 
simulation model did not include any animated displays (moving icons).  
The experimental studies of Carpenter et al. (1993) and Swider et al. (1994) focus 
on the role of animation in facilitating communication with clients. The authors use 
students to determine which combinations of visual presentations (i.e. the 
movement, colour and detail of icons) are best for communicating invalid model 
behaviour. Swider et al. (1994) also investigates the effect of speed (i.e. slower and 
faster speed presentation of icons and bar graphs) on model validation. The results 
suggest that moving icons are better than non-moving icons or dynamically 
changing bar charts in communicating the operations of the simulation model. In 
addition, when the presentation speed is slow, response times are shorter with 
greater accuracy in problem identification. 
In a more recent experimental study, Akpan and Brooks (2014) carry out an 
experimental study to explore the effect of two dimensional (2D) and three 
dimensional plan (3D) display on problem understanding and generation of ideas 
for decision making. Problem understanding was operationalised by spotting errors 
and describing the model whereas decision making was measured by suggesting 
improvements to the system. Akpan and Brooks find that clients obtain a much 
better understanding of the model from a 3D display than a 2D display. However, 
they found out that the 3D display does not have a significant impact on the 
generation of new ideas. In fact, irrespective of the display (i.e. 2D or 3D), most 
participants answered correctly how the system can be improved. Akpan and 
Brooks comment that this result either indicates that the generation of new ideas 
does not depend on the display or that the solution to the model was too obvious 
and therefore most of the participants manage to give correct answers.  
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O’Keefe and Pitt’s (1991) experiment sets the foundation of Bell and O’Keefe’s 
(1995) experimental work. Participants could choose among three different types 
of displays to solve a task: an animation (moving icons), a dynamically changing 
histogram and a no display (animation switched off). Although participants showed 
a strong preference for using the animated or dynamic histogram displays, the use 
of these displays did not result in better solutions and overall performance was poor. 
Nonetheless, the participants who preferred to use the animated display tended to 
spend less simulation time than the participants who have mainly used the 
histogram display. 
Chau and Bell (1995) perform an experiment that aims to determine whether the 
use of VIS supports problem solving. The authors compare task performance of 
students who made use of a VIS model that took two levels (i.e. one animated 
display or a combination of two animated displays) to students who used a non-VIS 
model (animation is switched off and only numerical output are produced). The 
results reveal that the use of VIS is more effective than the traditional simulation 
model in terms of problem understanding, solution rates, solution time and number 
of scenario runs with the emphasis being placed on the paired animated displays. 
However, in a similar experiment, Luehrmann and Byrkett (1989) find the opposite; 
participants who made use of a VIS model were slower and less accurate in their 
decisions than participants who used a non-VIS model. The difference in the results 
between the above two studies may be because Luehrmann and Byrkett only 
performed a small pilot study. It may also be because the above studies employ 
different methods and use different case studies to measure task performance.  
A recent experimental study by Monks et al. (2014) focuses on learning from DES 
studies and hints at a mechanism for generating insight. Through a laboratory 
experiment they specifically study the impact of model reuse versus model building 
on the client’s ability to solve a task. They find that the clients appear to learn more 
from the use of the model than from their involvement in model building. However, 
new and effective ideas on how to address the problem were generated more 
frequently by participants who were involved in the model building. Although 
Chapter 2 
27 
 
Monks et al. could not prove it, this suggests that involvement in model building is 
a mechanism for generating new ideas. 
Monks et al. (2016) is a continuation of Monks et al.’s (2014) experimental work. 
The objective of this study is to analyse the impact of involvement in model 
building and model reuse on transfer of learning. The participants of this study were 
first being trained to manage queueing problems by varying the length of time they 
were involved in building and using a DES model of a hospital emergency 
department. They were then asked to predict the behaviour of eight analogous 
problems in the same and different domains (i.e. call centre and manufacturing) 
without using or building a simulation model. They find that people have 
difficulties in transferring learning to analogous problems even if the problems are 
in the same domain. However, the results show that the participants who were 
involved in the modelling process managed to transfer learning to analogous 
problems more easily than the participants who had only used the simulation model 
or were provided with limited time to process the structural behaviour of the system. 
This result suggests that learning is achieved if clients are provided with sufficient 
time to build and formulate a model.  
 
2.4.2 Empirical research in SD 
 
One particular stream of empirical research that is relevant to insight generation has 
been carried out by researchers in the system dynamics (SD) field. This literature 
appears more substantial and mature than the DES literature just discussed. As it is 
pointed out in Section 2.3, people tend to misperceive dynamic rules and simplify 
the way a complex system is structured (Sterman 1994). It is strongly believed 
within the SD community that the analysis of a dynamic system with the use of a 
SD model provides a means of eliciting and testing people’s mental models (Hsiao 
and Richardson 1999). Accordingly, the effects of the use of model on people’s 
mental models have been extensively tested by SD researchers in experimental 
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settings (Sterman 1989a, Sterman 1989b, Langley and Morecroft 2004, Monxes 
2004, Sterman and Booth Sweeney 2007, Cronin et al. 2009). However, findings 
from these experimental studies provide little evidence that the experimentation 
with a SD model supports users in overcoming flaws in their mental model. These 
studies show that participants often appear unable to explain or intuitively predict 
the behaviour even of the simplest dynamic system.  
On the other hand, Rouwette et al. (2011) reviews the data from seven group model-
building case studies aiming to measure empirically a number of variables relevant 
to learning and problem understanding. The results of their analysis provide some 
empirical evidence that SD interventions support people in changing their mental 
models. The results also provide some weak evidence that the following elements 
of the intervention helped clients in reformulating their problem thinking: the causal 
diagram, the projection of the causal diagram (i.e. similar to animated display), the 
facilitator and the opportunity for discussion.  
Bakken et al. (1992) conduct an experimental study concerned with transfer of 
learning from one simulation game to another using ‘managers’ and students. The 
results show that students performed better than managers on the second simulation 
game, although managers had substantial knowledge of and experience in the field. 
Bakken et al. observe that because the students did not possess prior knowledge and 
experience, they were much more exploratory than the managers in the first 
simulation model. In fact, the undergraduate students generated approximately 
double the amount of decisions compared to managers. This allowed the students 
to test a greater number of assumptions. In contrast real world experience appeared 
to prevent manager from freely experimenting with the model. This indicates that 
prior knowledge is a factor that prevents overcoming misconceptions about a 
system behaviour.  
Rouwette et al. (2004) review studies in which flight simulators have been used and 
conclude that the presence of certain SD model characteristics, such as time delay 
and strength of feedback, increase the counterintuitive behaviour of a system and 
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consequently lead people to a number of biases. As a result, they seem to apply 
strategies that worsen the performance of the system. 
Nevertheless, through an experimental study, Howie et al. (2000) suggest that 
misperception of feedback is in part due to inferior interface design rather than just 
biases. The empirical evidence of this study shows that an improved human-
computer interface can reduce the difficulties people have in dealing with complex 
systems, but it cannot eliminate them (i.e. optimal performance was not achieved 
by any participant). In a similar vein, a key finding of Rouwette et al.’s (2004) 
review is that model transparency seems to provide an effective mechanism to 
overcome cognitive biases and misperceptions.  
Hämäläinen et al. (2013) is a more recent experimental study and argue that 
previous findings regarding learning difficulties with the use of a model may not be 
valid. In their view, the use of a simulation model supports people in understanding 
system behaviour but the way researchers choose to communicate their models may 
cause confusion. To test their assumption, they repeated the experiment of Cronin 
et al. (2009) using the original and a set of revised questionnaires and graphs. The 
results show that the participants who were allocated to answer the original 
questionnaire performed worse than the participants who answered the revised 
questionnaires. Therefore, Hämäläinen et al. provide some empirical evidence that 
the use of a model helps people overcome misperceptions.  
Thompson et al.’s (2016) research is distinct from the ones introduced so far as it 
does not adopt an experimental methodology. This research applies a multiple case 
study approach to explore the conditions under which learning occurs. Based on the 
constructivist learning theory, learning is operationalised as a change in one’s 
mental model. According to the results of the qualitative analysis, in eight of ten 
cases, clients reported that unexplained or inadequately problematic system 
behaviour led them to critical assessment of their assumptions about system 
behaviour. That pursuit of a better understanding led them to insights in the sense 
that clients reassessed their initial mental models. Among the above cases, there 
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were two cases (i.e. Case 2 and Case 10) that provide empirical evidence that these 
changes in understanding also led to explorations of options for new ways of acting 
which eventually changed their problem-solving direction.  
The analysis also reveals that the timing of a learning incident depends on a number 
of factors, including the type of model use (i.e. predictive or prescriptive). In detail, 
the authors find that in the case studies where the intention of using simulation was 
to develop a predictive tool, incidents of learning were reported in the 
experimentation phase when the consultant and client were building confidence in 
the simulation model results. Factors of the simulation intervention such as graphs 
generated from the model and comparisons to the base-scenario were identified 
critical in overcoming misconceptions about the system behaviour. In contrary, in 
most case studies which were undertaken to understand a current situation and 
hence a prescriptive model was developed, incidents of learning were reported early 
in the study; when clients and consultants formulate and conceptualise the problem. 
However, it is noted that the above results rely on self-reports and on a small-
selected sample size.  
Lee (2010) is an empirical study that adopts a grounded theory approach to 
generating a theoretical model of the interactions between problem solving and 
conceptual change. Four elementary school students built system dynamics models 
to represent the water-cycle problem as part of an elementary science class. Based 
mostly on qualitative data, the results provide some weak evidence that the use of 
system dynamics models helps students build more sophisticated representations of 
the problem compared to the initial ones and therefore achieve significant leaps in 
conceptual change. However, the results also show that students’ performance is 
associated to their domain knowledge and epistemological beliefs. This result 
suggests that change in understanding also depends on individuals’ domain 
knowledge. 
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2.5 Summary 
The current chapter provides an overview of the literature that is relevant to the 
occurrence of insight as a result of the use and creation of OR and simulation model. 
In more detail, the effects of mode of OR practice on the occurrence of insight is 
discussed. It is observed that there is much more opportunity for the occurrence of 
insight when a facilitated mode of practice is adopted rather than when models are 
built following an expert mode of practice. 
This chapter also provides a review on the statements found in the literature about 
the insight-enabling benefits of simulation and the stimuli that enable this 
behaviour. It is observed that the term ‘insight’ is used quite loosely in the literature 
to typically mean an acquisition of a better understanding. Nevertheless, some 
authors express opinions that speculate other more complex cognitive processes 
than just a simple improved understanding. These opinions are summarised in Table 
2-1 to represent the diversity of the meaning of the term ‘insight’ in the simulation 
literature. 
  
Table 2-1: Summary of definitions of the term 'insight' found in OR and simulation 
“Insight” as 
 An acquisition of an improved understanding 
 A change in the way people think the system works 
 The generation of new, effective ideas that change the direction of 
problem-solving 
 
Furthermore, the literature review reveals that there are various opinions about the 
elements of a simulation intervention that can stimulate insights which fall into two 
broad categories: the use of a model and the process of model development. 
However, there is a dearth of empirical evidence, especially in DES literature, of 
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the value of simulation in generating insights. The results of the empirical studies 
discussed in the previous sections to some extent provide some evidence about the 
efficacy of simulation studies in overcoming misconceptions and therefore 
changing one’s mental model, communicating results, or considering options for 
new ways to solve a problem. Yet, the results are mixed and therefore the insight-
enabling benefits of simulation are not proven.  
Similarly, the factors of a simulation intervention that support or hinder insight 
generation are not well understood. Based on evidence identified in empirical 
works, simulation interventions can help overcome cognitive or motivational 
biases, change problem understanding, communicate results, and generate new and 
effective ideas. Table 2-2 gives more details of the factors that make it possible. 
However, it is pointed out that the studies that have taken an empirical approach do 
not directly focus on the aspects that affect the generation of new ideas. Hence, the 
exact relationships of these factors to insight generation are not clear. Moreover, 
most studies have used different methods and variables to study outcomes related 
to task performance and participants’ behaviour. It is also noted that all aspects that 
cause/stimulate insight are not known. As a result, the accuracy of the findings 
presented in Table 2-2 can be considered questionable.  
Furthermore, little attention has been given to illustrate empirically the value of 
simulation as a means for creating knowledge and stimulating new and effective 
ideas. A specific claim in DES literature is that the use of simulation models, and 
specifically watching the animated display of a simulation model is more helpful in 
communicating the results and making better decisions than relying on the 
statistical outcomes generated from the model; but again, evidence to support this 
claim is very limited.   
By and large, it is concluded that there is little evidence to support or explain insight 
generation in simulation studies. Consequently, the need for an empirical study to 
validate generally accepted statements and address the dearth of empirical evidence 
is identified. 
Chapter 2 
33 
 
The next chapter reviews a broad collection of psychology literature related to the 
concept of insight for the purpose of understanding better the meaning of the 
concept of insight and investigating its relevance to the thesis.  
 
Table 2-2: The factors that are identified to be helpful in overcoming biases, communicating results 
and generating new ideas from the studies that have taken an empirical approach. 
Factors of a simulation intervention that help in 
overcoming biases 
Example References 
Experimentation with a model 
- Graphs/Results generated from the model 
- Comparisons to the base-scenario 
Thompson et al. (2016) 
Problem Formulation / Conceptual Modelling 
Group communication 
Facilitator 
Clients involvement in model building 
Clients 
- Prior knowledge  
- Beliefs 
Context 
- Problem complexity 
- Model type (predictive/ prescriptive)  
 
Rouwette et al. (2004) 
 
Monks et al. (2014) 
 
Lee (2010) 
Bakken et al. (1992) 
 
Thompson et al. (2016) 
Visual Representation 
- Model interface 
- Model transparency 
- Presentation of the results / formulation of the 
questions 
 
Howie et al. (2000) 
Rouwette et al. (2004) 
Hämäläinen et al. (2013) 
Factors that help validate a model  
Animated display 
Akpan and Brooks (2014) 
3D dimensional plan display 
Factors of a simulation intervention that affect generation 
of new ideas 
 
Watching the animated display Chau and Bell (1995) 
Statistical results generated from the model Luehrmann and Byrkett (1989) 
Client’s involvement in model building Rouwette et al. (2011) 
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Chapter 3: The Concept of Insight 
 
3.1 Introduction 
The current chapter provides the conceptual foundation for this study. The main 
aim of the work undertaken in this chapter is to understand the term insight by 
looking at other fields and also to identify how to measure it.  
The chapter starts with an introduction to the concept of insight from relevant fields. 
Then, the differences of insight to other similar cognitive processes are considered 
and the reasons insight is suggested to be an alternative approach to measure the 
benefits of simulation in problem solving are explained. The chapter concludes with 
providing an operational definition of insight followed by a discussion of its 
relevance to the simulation context. 
 
3.2 What is insight?  
This section reviews a broad collection of relevant literature on the concept of 
insight to provide an overview of how the term is commonly used in psychology. 
The first two parts of this section discuss the phenomenological and conceptual 
aspects of the concept of insight to provide a definition of what constitutes the 
occurrence of insight. Then, theories that propose potential reasons and mental 
mechanisms for the occurrence of insight are introduced.  
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3.2.1 A phenomenological perspective to insight 
 
The word ‘insight’ is used in two ways. It is used as a state of understanding – that 
is, to gain insight into something (Dominowski and Dallob 1995, Smith 1995). In 
this respect, Webster’s New World Dictionary (2001) defines insight as ‘the ability 
to see and understand the inner nature of things clearly, especially by intuition’ 
(Schooler et al. 1995). A second way insight is described is as an Aha! moment: the 
sudden discovery of how a ‘problem’ works. In this view, it is originally 
encountered in the story of Archimedes of Syracuse when he discovered the 
principle of displacement. The story is that King Hiero suspected that the goldsmith 
only used some of the solid gold that he had given him to make a crown, kept the 
rest for himself and added silver to make the crown the correct weight. As such, 
Archimedes was asked to determine whether or not the crown was pure gold but 
without damaging it in any way. This was not an easy task and after hours of deep 
thought Archimedes still did not know how to solve the king’s problem. 
Surprisingly, he found some inspiration while taking a bath. He noticed that the 
level of water in the tub rose as he got in and suddenly realised that the volume of 
the crown can be determined by the amount of water it displaced. Excited from his 
discovery, he ran down the streets without remembering to wear any clothes, 
shouting “Eureka”- meaning ‘I have found it’ in Greek (Aziz-Zadeh et al. 2009). 
There are many other references to historical moments of insight: Darwin’s 
understanding of the theory of evolution, Poincare’s find of the class of the 
Fuchsian functions, Newton’s legendary discovery of the universal law of 
gravitation, to name just a few.   
While the truthfulness of the above stories is questioning, Aha! insight is not a 
phenomenon merely generated by great scientists. Most people have experienced 
insight while trying to solve a perplexing problem. Of course, not all problems 
solved with insight have the same historical importance. They usually are trivial 
tasks, such as a solution to a crossword puzzle (Bowden et al. 2005). Irrespective 
of the problem difficulty, though, on a basis of phenomenological perspective, it 
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seems that people experience insight the same. Based on people’s self-reports on 
insight occurrence, Topolinski and Reber (2010) recognise three distinct 
experiences that characterise insight as ‘an Aha! moment’:  
 a sudden flash  
 a feeling of genuine joy  
 an ability to justify the validity of that sudden discovery, even before 
assessing its correctness in a formal analysis. 
 
3.2.2 Towards an operational definition of insight 
 
People’s self-reports of their perceptions of insights consists of a valuable source 
of information to establish occurrence of insight from a phenomenological point of 
view. However, psychologists argue that this is not an appropriate approach to 
identifying the occurrence of insight (Schooler et al. 1995). Relying on self-reports 
is considered subjective, especially because people often use the term to denote 
similar but distinct cognitive processes such as intuition, or guessing. The validity 
of self-reports could be improved if subjects are given guidance on how to construct 
their measurements (Aziz-Zadeh et al. 2009). But still self-reports would remain 
subjective. 
Psychologists have tried to eliminate subjectivity by creating a class of problems 
that are claimed to require insight to be solved (Weisberg 1995). So, it is assumed 
that if a subject solves an insight problem, then she must have solved it with insight. 
However, Smith (1995) states that solving an insight problem does not necessarily 
mean that insight has occurred after all. He also argues that insights might be 
generated when one solves a non-insight problem. 
According to Schooler et al. (1995), the most appropriate way of determining 
insight generation in problem solving is to provide an operational definition of 
insight that can be applied independently of subjective reports, type of problem (i.e. 
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insight or non-insight), or even theories that explain the occurrence of that event. 
An operational definition therefore should make a theoretical concept such as 
insight clearly distinguishable or measurable, and understand it through empirical 
means. 
To explore insight as an Aha! moment on a conceptual level, relevant literature is 
considered. Gestalt psychologists were the first to study the concept of insight in 
the early of 20th century. Although, Gestalt psychologists (i.e. Max Wertheimer, 
Wolfgang Kohler and Kurt Koffka) were primarily concerned with the nature of 
perception, they also studied the psychology of thinking as they held the view that 
the laws of perception were also applicable to thinking (Mayer 1995). In particular, 
Gestalt psychologists considered thinking as a kind of problem solving and they 
distinguished it into two modes: stereotype and illumination (Wallas 1926), or also 
called reproductive and productive (Dominowski and Dallob 1995, Dominowski 
1995). The reproductive (or stereotype) thinking is known as the process of 
referring to prior knowledge and experiences in order to solve a problem. Most of 
the problems that people tend to solve in their daily lives are dependent on 
reproductive thinking. For example, doctors ask their patients a set of specific 
questions to make their diagnosis. Engineers go through checklists of activities to 
fix an engineering problem. Students solve a mathematics exam problem following 
the steps their teacher taught them to handle based on similar problems in lectures. 
In the above examples, they all consciously follow well-established, proven 
procedures to solve a problem. 
On the other hand, productive thinking is related to insight and the theory suggests 
that illumination is achieved by discovering new structural relations between 
elements of a problem (Dominowski and Dallob 1995, Maier 1940). In contrast to 
commonly held beliefs that creativity is limited to specially gifted people, 
psychologists explain that the ability to create new knowledge is a common 
property of normal human cognitive ability (Finke et al. 1992, Ward et al. 1999). 
Individual factors such as personality attributes, intelligence and intrinsic 
motivation, could affect the process of insight generation (Kounios and Beeman 
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2009, Schooler and Melcher 1995). However, there is little empirical evidence to 
support this claim (Davidson 1995). 
There is a broad collection of research studies that examines insight. These are 
broadly categorised under the following topics: 
 Insight and non-insight problems (Metcalfe and Wiebe 1987, Schooler et al. 
1995, Gilhooly and Murphy 2005, Weisberg 1995, Weisberg and Alba 
1981) 
 The cognitive processes of attaining the insight (Öllinger et al. 2008, 
Öllinger et al. 2013, Kershaw and Ohlsson 2004, Jones 2003, Gilhooly et 
al. 2010, Seifert et al. 1995)  
 Theories that explain why insight feels the way it feels (Topolinski and 
Reber 2010, MacGregor et al. 2001) 
 The neural activity occurring when people solve insight problems (Aziz-
Zadeh et al. 2009, Bowden and Jung-Beeman 2003, Bowden et al. 2005, 
Kounios et al. 2008, Kounios et al. 2006) 
 The role of fixation and incubation in insight (Hélie and Sun 2010, Smith 
1995) 
 
So how do researchers define insight? Numerous definitions of the concept of 
insight have been proposed (Weisberg 1995, Dominowski and Dallob 1995, Kaplan 
and Simon 1990, Wertheimer 1985, Csikszentmihalyi and Sawyer 1995, Siegler 
2000, Mayer 1995). This is due to the fact that these streams of literature do not 
share the same theoretical foundations. In the epilogue of the book “The Nature of 
Insight”, a book dedicated entirely to this phenomenon, Schooler et al. (1995) aptly 
comment:  
“After reading this book, one may be a bit perplexed about exactly what 
insight means. Although most usages of the term insight incorporate the 
suggestion that it involves the sudden unexpected solution to a problem, 
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many different sometimes contradictory characterizations of the term 
appear throughout these chapters.” (Schooler et al. 1995, p. 560)  
In a review of the different definitions of the concept of insight, Pols (2002) finds 
three main elements that keep appearing in most definitions: 
 Transition. All the definitions agree that insight involves a transition from 
a state of not knowing to a state of knowing. This is not just a step forward on 
the solution path but rather a major leap. The transition involves two main steps: 
a discontinuity in thinking or else an impasse occurred due to conceptual 
reasons, and breaking that impasse. If a problem-solver follows a procedure that 
leads one directly to the solution of the problem, then there is no discontinuity 
in thinking. On the other hand, if a problem solver hesitates, tries out different 
strategies that are eventually found unable to solve the problem, and then there 
is discontinuity in thinking (Weisberg 1995). An impasse is the state in which 
a problem solver realises that current strategies do not solve the problem, but at 
the same time feels that all the possibilities have been exhausted; that is, one 
does not know what to do about it next (Schooler et al. 1995). Weisberg (1995) 
explains that one can be at an impasse because of technical or conceptual 
reasons. The former occurs when one for instance has wrong input data. The 
latter refers to employing inappropriate heuristics or committing certain sort of 
mistakes because of cognitive or motivational biases. Breaking an impasse 
occurred due to technical reasons, although is important, it does not ensure that 
the solution path is known or found. This is because learning about flaws in data 
is not associated to the solution path. On the other hand, breaking an impasse 
occurred because of difficulties in conceptualising the problem is not an easy 
task but has a major impact on finding the solution to the problem. Therefore, 
an impasse occurred due to conceptual reasons is directly linked to the solution 
path. Note that the length of the impasse can vary greatly (from a few seconds 
to even days) depending on the complexity of the problem.  
 Suddenness. Most definitions agree that the transition from not knowing to 
knowing is sudden. The sudden character of insight is examined by Metcalfe 
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and Wiebe (1987). In this experimental study, subjects had to indicate how far 
(i.e. warm or cold) they thought they were from the solution during problem 
solving. According to the empirical evidence, the feeling of warmth ratings 
(nearness to solution) differs depending on the problem. In insight problems, 
feelings of warmth remain low until a sudden increase is experienced at the 
moment of reaching to a solution whereas in a non-insight problem (i.e. algebra 
problems) the feelings of warmth increased gradually. That shows that the Aha! 
moment is quite unpredictable.  
 New more appropriate understanding. Most definitions agree that insight is 
a productive action that involves the generation of new or novel ideas that were 
not considered initially. Also, psychologists highlight that insight is not the 
solution of a problem (Weisberg and Alba 1981) but is about pointing subjects 
to the right direction of solving the problem. That means that problem solvers 
do not have to puzzle long after they have had their sudden discovery. Even if 
the solution isn’t found right away, the problem has now become quite easy. 
Note that in case that a problem solver has a new more penetrating view but not 
the right view of the situation, false insights emerge. They usually occur when 
the cause of a problem is misunderstood. In false insight, a seemingly promising 
new idea elicits the same Aha! experience in people as real insights until it is 
tested and found to be inappropriate (Isaak and Just 1995).  
 
A definition of insight which is mostly used in the psychology literature is given by 
Mayer (1995):  
“The term insight has been used to name the process by which a problem solver 
suddenly moves from a state of not knowing how to solve a problem to a state 
of knowing how to solve it” (Mayer, 1995, p. 3) 
After reviewing a number of definitions, Mayer’s definition incorporates the 
transition from not-knowing to knowing and the suddenness of that transition. It is 
also independent of theories used that explain its occurrence and allows measuring 
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the phenomenon empirically. Thus, Mayer’s definition of insight fits with the 
criteria of an operational definition discussed at the beginning of this sub-section as 
well as fits with most researchers’ shared understanding of the term (Schooler et al. 
1995). However, the definition does not make explicit the requirement of gaining a 
new form of understanding which is a strong point of the definition of Dominowski 
and Dallob (1995) and Csikszentmihalyi and Sawyer (1995).   
 
3.2.3 Causes of an impasse  
 
As it is explained in the previous section, a necessary requirement of the occurrence 
of insight is that a would-be solver is at some point at an impasse – a state prior to 
the solution in which the problem solver cannot make any progress to the solution. 
Thus, a question raised from the above is “what causes an impasse? i.e. what keeps 
the solver in an impasse state prior to the insight?” 
Psychologists recognise three main reasons of the cause of an impasse. The first 
reason is because some important information relevant to the problem may be 
disregarded by the problem-solver. If the quality of the information is poor, it is 
certain that one’s view of the current situation will be incomplete and narrow. Only 
when enough information is accumulated, the problem can be solved. This is often 
the case in real life but it is also observed in experimental studies, although subjects 
are provided with all the information needed to solve the problem.  
Another common cause of an impasse, according to psychologists, is being blocked 
by implicitly imposed constraints. Constraints in problem solving are a type of 
mental rules that define what a solution can and cannot be. They define the problem 
space: the set of all possible (but not necessarily correct or appropriate) solutions to 
a problem (Schooler et al. 1995). The constraints that are explicitly stated in the 
problem are known as explicit constraints. In a linear programming problem, for 
example, students are given the specifications of a cargo ship (number of decks, 
limits on weight and space of each deck) and details of the cargo that is ready for 
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shipment (i.e. types of cargoes, weight volume, profit). They are asked to decide 
how much of each type of cargoes can be accepted and how to distribute each 
among the decks so that the total profit for the transit is maximised. The explicit 
constraints of the above example are that the weight and volume capacity of each 
deck must be respected and that the shipment cannot be more of each of the three 
cargoes that the industry has available. However, not all constraints are explicit. In 
the given example, some students may constraint their thinking by assuming that 
each type of cargo cannot be split between two or more decks if they so desire. 
People often impose constraints upon themselves that are not strictly stated, but can 
affect the efficiency of their actions. These are implicit constraints; that are not 
necessarily mentioned, but that a subject will nevertheless adopt. The imposed 
constraints, however, can’t last forever. Some problems may be more difficult than 
others, but eventually a number of subjects will solve them by overcoming their 
self-imposed constraints.  
The third reason that can cause an impasse is known as fixation (Dominowski and 
Dallob 1995). In fixation, it is assumed that people form a view of the problem 
activated by prior knowledge and experience that is incomplete or wrong and find 
hard to let go and build new ones. That means that prior knowledge and experience 
may constrain people’s worldview and therefore prevent them from seeing the 
problem as it really is. As a result, a subject, whose mind is fixated on a particular 
problem representation, is convinced that a specific course of action leads to the 
solution and believes that alternative strategies are not worthy of considering. As a 
result, the same problem solving strategy could be repeated over and over again 
with no particular success. 
The above causes of an impasse parallels with theories from behavioural decision 
making. Over the last six decades, the results of experimental studies in this area of 
research have shown that people employ a number of judgmental biases and 
heuristics in decision making (Kahneman and Tversky 1996). As a result, they tend 
to commit certain sort of mistakes that prevents them from making better decisions.  
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3.2.4 Breaking the impasse 
 
Another question that can be raised by the common elements of the definitions of 
insight is: “What mental mechanisms enable the solver to overcome/break an 
impasse?”.  
Social scientists have offered many explanations about the mental mechanisms of 
insight generation which seem somewhat interrelated. That is, it is possible that all 
theories that are trying to explain how insight emerge are correct and that there are 
multiple ways in which an insight can be generated. More explicitly, according to 
the Progress Monitoring theory (Kaplan and Simon 1990, MacGregor et al. 2001, 
Öllinger et al. 2013, Jones 2003, Chronicle et al. 2004) a problem solver may 
overcome implicitly imposed constraints by noticing “invariants”: finding out 
which aspects of the problem remain constant during solution attempts. In the nine-
dot problem (Weisberg 1995) (Figure 3-1), for instance, which is a classic insight 
task, subjects are asked to use a pencil to connect nine dots, arranged in a 33 
square, by four straight lines drawn without lifting the pencil from the paper. An 
implicitly imposed constraint that subjects frequently adopt is that lines must be 
drawn within the square of dots. If a problem solver notices that any pattern of four 
lines that start and end on dots will always leave at least one dot uncovered, she or 
he may overcome the implicit self-imposed constraint and search for other 
possibilities that have not been explored yet: like, drawing lines outside the nine-
dot square. Eventually, this realisation can lead to a solution. 
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Figure 3-1: The nine-dot problem (left) and its solution (right): “Without lifting your pencil from 
the paper, connect the nine dots by drawing four straight lines”, source: (Weisberg 1995).  
 
Another theory proposes that insight occurs through changing the mental 
representation of the problem or else through restructuring (Kershaw and Ohlsson 
2004, Weisberg 1995). In re-representing the problem, memory seems to be closely 
interrelated with the emergence of insight. According to the fixation theory, one 
can attain a novel representation of a problem through forgetting the elements that 
fix his or her perception about the problem (Smith 1995). As such, the possibility 
that a weaker (but correct) problem representation will enter one’s mind 
subconsciously is enlarged. Insight through changing the representation of a 
problem denotes the use of what Argyris (1977) calls double-loop learning system. 
In double-loop learning, people replace a narrow and partial view of the situation 
with a more broad and dynamic view. That is, an alteration of a person’s mental 
model (Sterman 1994). Such learning involves new more appropriate 
understanding, just like what the representational change theory suggests in 
problem solving with insight.  
However, in some cases past experience may not always inhibit problem solving 
with insight. Instead, prior knowledge may be used as a building block with which 
new ideas can be created. This is particularly relevant when problem solvers have 
an Aha! experience through assimilating possible solutions from the environment 
(Seifert et al. 1995, Davidson 1995). These theories argue that subjects may use 
cues found in the environment or information acquired in the past in a different 
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context, which may have first thought irrelevant but turn out to be relevant after all. 
An example of this mental mechanism is found in the story of Archimedes who 
noticed the water level in his bathtub rising (i.e. the displacement principle). In itself 
it was not related to the problem, Archimedes, however, found the analogy to his 
problem and hence managed to solve his own problem. 
In some other cases, subjects may be misled by the formulation of the problem and 
consequently misinterpret some problem elements. To achieve insight, therefore, 
the meaning of these problem elements must be changed. Let us look at the 
marrying man problem.  
The marrying man problem: 
A man in a town married 20 women in the town. He and the women are still 
alive, and he has had no divorces. He is not a bigamist and is not a Mormon 
and yet he broke no law. How is that possible? 
 Solution: he is a minister (Weisberg 1995) 
 
In the marrying man problem, most people may initially misconceive how the word 
‘marry’ is used in the context. Accordingly, they may not be able to solve the 
problem until the alternative meaning of the concept ‘marry’ is considered (i.e. a 
minister can marry couples) (Gick and Lockhart 1995).  
 
3.3 How is insight relevant to the thesis? 
Insight differs from other problem solving approaches, such as intuition, which are 
often used synonymously in everyday speech. Dane and Pratt (2007) explain that 
while the phenomenon of insight shares some features with intuition, such as 
sudden knowing and being affectively informed, it arises through logical 
connections between a problem and the solution. As a result, in problem solving 
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with insight, subjects are able to fully justify the veracity of the suggested solution 
although they usually cannot report the processing that enables them to overcome 
an impasse. (Durso et al. 1994, Siegler 2000, Metcalfe and Wiebe 1987). Intuition, 
in contrast, relies on subconscious associative connections. Insight also differs from 
guessing in that the latter does not require making any sort of connection (i.e. on a 
conscious or subconscious level). Therefore, in problem solving with intuition, or 
guessing, a person’s answer to a problem is based more on ‘gut feeling’ rather than 
on consciously understanding why this answer can solve the problem.  
Furthermore, insight differs from learning in that an acquisition of a better 
understanding of a problem situation does not necessarily mean that a decision 
maker knows how to improve the performance of a system. Especially if this 
learning is not associated with the solution path of the problematic situation (for 
example, realising that there are mistakes in data records). So, learning something 
about a problem situation, although it is important, it may not be the decisive factor 
in problem-solving. As a result, it is likely that one has to puzzle long after she has 
just obtained a better understanding. In contrary, although insight is not the solution 
to the problem, it hints at the solution path. In other words, insight brings about a 
radical shift in understanding which is close related to the solution. Therefore, when 
insight occurs, it means that the problem has become much easier than before and 
the solution will be found soon after the sudden discovery.  
So, what distinguishes insight from learning is that the latter concept is usually a 
small step forward on the solution path whereas insight is a leap that brings problem 
solver closer to the solution. Problem solving without an insight would be slow and 
gradual whereas having an insight can shorten the problem solving process 
significantly. This is a much desirable outcome in organisations that are keen to 
make decisions fast and efficiently.  
It is also clear that insight is a distinct mode of problem solving which embraces 
the concept of impasse, change in one’s mental model, and the generation of new 
and effective ideas that address that problem. So, the theory of insight includes a 
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collection of cognitive processes that can complement claims about the value of 
simulation in overcoming biases, changing problem understanding as well as in 
creativity and divergent thinking (Section 2.3). As such, this research suggests 
using the concept of insight as a method to measure previously less explored 
benefits of simulation in a somewhat more concise way. 
Furthermore, psychologists have developed operational definitions of insight which 
can be applied independently of subjective reports, type of problem (i.e. insight or 
non-insight), or even theories that explain its occurrence (see Section 3.2.2). 
Considering that insight is loose in conception, an operational definition provides a 
method to measure the occurrence of insight in a simulation study through empirical 
means. Therefore, the operationalisation of the phenomenon endorses concept 
validation and helps to reach reliable conclusions as to whether a problem is 
actually solved with insight or not. But most importantly, it contributes towards 
answering questions such as “What factors of a simulation intervention affect the 
occurrence of insight?”. After having identified the occurrence of insight in a 
simulation study, one could develop empirical means to either the specific factors 
of the study that may cause its occurrence can be tested empirically; or capture the 
essential factors of a simulation study and explore the relations between these 
factors and the occurrence of insight. This is innovative for the field of simulation 
and can contribute towards improving the practice of simulation modelling.  
For all the above reasons, therefore, this research aims to use the theory of insight 
as an alternative approach to measuring the benefits of simulation in generating 
insights.  
 
3.4 Insight in the simulation context 
This section considers insight from the point of view of simulation with the view of 
developing an operational definition based on the psychology literature. This 
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definition is valid for simulation, DES, SD or agent-based modelling, but it can be 
used for other OR techniques.  
Based on the definitions of insight given by Dominowski and Dallob (1995), 
Csikszentmihalyi and Sawyer (1995) and Mayer (1995), the following operational 
definition of insight in the simulation context is developed: 
In a simulation intervention, insight occurs when clients suddenly move 
from a state of not knowing how to improve the performance of a system to 
a state of knowing how to achieve significant improvements in the 
performance of the system. The strategy used to achieve significant 
improvements in the system involves doing something new or novel. After 
the experience of an Aha! moment, the clients must be able to justify the 
rationale underlying the suggested solution that has arisen. 
 
This definition allows operationalisation of the phenomenon as it describes the 
phenomenon in terms of a sequence of empirical observations. More specifically, 
one could determine whether clients of a simulation intervention generate insights 
based on whether they go through the following problem solving pattern:  
 An impasse (discontinuity in thinking): a phase in which clients have 
discontinuity in thinking as a result of cognitive or motivational biases in 
the way they process information and reach decisions  
 Changes in problem understanding: an impasse is eventually overcome 
by realising the misconceptions and correcting them. This results in major 
changes in how clients think their system works.  
 Divergent thinking: an impasse is followed by the generation of new or 
novel ideas that achieve significant improvements in the performance of a 
system.  
 Conscious problem understanding: the clients must be able to give 
complete and accurate responses on how the problem works.   
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Theories of insight suggest that insight problems are difficult to be solved because 
of applying a number of cognitive or motivational biases. That leads problem 
solvers to an impasse state. Insight is believed to occur with a break of that impasse. 
Table 3-1 provides a non-exhaustive list of instances of insight found in the 
simulation literature. For each example, a possible explanation about the reason of 
the impasse and about the mental mechanism of breaking that impasse is suggested 
with respect to the theories of the cause of an impasse (Section 3.2.3) and the 
possible explanations for breaking an insight (Section 3.2.4). The concept of 
implicitly self-imposed constraints is intended to be considered in order to create 
the case study of the experimental study of this thesis (Section 5.6.1). The theories 
of the causes of an impasse are considered in the qualitative content analysis of the 
exploratory study (Section 8.4).  
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Table 3-1: Examples of insight in the simulation literature and possible explanations of the cause of 
the impasse and how an impasse was overcome. 
Examples of insight in the simulation 
literature 
Possible explanation of the cause of 
impasse and the mental mechanism of 
breaking that impasse  
Lee (2010) 
Two subjects did not initially create an 
accurate representation of the water-cycle 
problem due to omitting to account important 
information. 
 
Impasse occurred because of disregarding 
important relevant information.  
Eventually, the stakeholders realised that there 
was no actual need for hiring lower skilled 
staff to work on the helpline. 
Impasse broken through change in the mental 
mechanism representation of the problem. 
Robinson (2001) 
The stakeholders had initially restricted their 
thinking because of a self-imposed constraint: 
the performance of the helpline will be 
improved by employing extra lower skilled 
staff. 
 
Impasse occurred because of implicitly self-
imposed constraints 
The stakeholders realise that there was no 
actual need for hiring lower skilled staff to 
work on the helpline. 
Impasse broken by overcoming implicitly 
imposed constraints 
Bakken et al. (1992) 
The managers, whose mind was fixated 
because of their past experience and 
knowledge, only applied a specific course of 
action to solve a problem, holding the view 
that alternative strategies were not worthy of 
considering. 
 
Impasse occurred because of mind fixation 
Some participants manage to apply insights 
learned from the first game to the second one. 
Impasse broken by assimilating possible 
solutions from the environment 
Chapter 3 
51 
 
3.5 Summary 
The current chapter discusses the conceptual foundation of this study. In particular, 
this chapter has reviewed a broad collection of psychology literature related to the 
concept of insight for the purpose of bringing the concept in the simulation context.  
This literature sees ‘insight’ as an Aha! experience which involves a moment of 
epiphany. From a phenomenological perspective, insight is characterised by a 
sudden discovery, a feeling of genuine joy and an ability to justify the validity of 
that sudden discovery, even before assessing its correctness in a formal analysis.  
Although researchers have different views on what insight is, three elements seem 
to be common in most definitions: the transition from a state of not knowing how 
to solve a problem to a state of knowing how to solve that problem; the suddenness 
of the transition; and the acquisition of a new more appropriate understanding of 
the problem. Insight differs from intuition or guessing in that in problem solving 
with insight, subjects are able to fully justify the veracity of the suggested solution 
whereas in problem solving with intuition or guessing they cannot. Psychologists 
explain that people may experience an impasse due to incomplete information, 
implicit imposed constraints or mind fixation.  
Applying the above in the context of simulation, it is argued that insight occurs 
when clients of a simulation intervention suddenly move from a state of not 
knowing how to improve the performance of a system to a state of knowing how to 
achieve significant improvements in the system. The strategy used to achieve 
significant improvements in the system involves doing something new or novel. 
After the experience of an Aha! moment, the clients must be able to justify the 
rationale underlying the suggested solution that has arisen. This definition of insight 
in the simulation context can be used to test its occurrence empirically.  
The next section discusses research methodology and the objectives of the thesis. 
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Chapter 4: Research Methodology 
 
4.1 Introduction 
Having explored existing literature and existing claims made about the value of 
simulation in generating insights (Chapter 2), and considered the concept of insight 
from relevant fields in psychology and discusses its relevance to simulation 
(Chapter 3), Chapter 4, the current chapter, sets out the scope of this research.  
In particular, the general aim of this research and the specific research objectives 
are stated. Then research hypotheses are formulated with respect to the objectives 
of the study. Furthermore, the design of this research and the suitability of the 
chosen research methods are considered. 
 
4.2 Research aim and objectives 
Practitioners and academics often argue that simulation generates insights. 
However, there is little evidence that simulation, and more specifically DES, can 
support overcoming biases and generating new ideas to address the problem. The 
evidence found in the literature that supports these assertions is based on personal 
opinions (Section 2.3). Moreover, the few studies that have taken an empirical 
approach do not support these claims directly and completely (Section 2.4).  
Consequently, there is a need for an empirical study to explore the insight-enabling 
benefits of simulation. This is specifically little explored in DES, which is the focus 
of the current thesis. Hence, the overall aim of the thesis is to explore insight 
generation in DES simulation studies.  
Chapter 4 
53 
 
More specifically, the main objective of this research is to provide empirical 
evidence that DES studies generate insights. The operational definition of insight 
provides a more-in depth understanding of insight in the context of simulation as 
well as an empirical basis to corroborate the claims regarding the insight-enabling 
benefits of simulation.  
This, in turn, can help by providing a common basis to identifying the factors of a 
simulation intervention that help users generate insights. A factor that is commonly 
referred in the literature as beneficial for promoting insights is model’s visual 
representation. In particular, a specific claim in DES literature is that the use of 
simulation models, and specifically watching the animated display of a simulation 
model, is more helpful in communicating the results and making better decisions 
than relying on the statistical outcomes generated from the model. However, little 
attention has been given to confirming this assertion empirically. Therefore, the 
second key objective of this research centres on validating the above generally 
accepted statement. Hence, this research also aims to provide empirical evidence 
regarding the effect of model’s visual representation in promoting insights. 
Apart from the impact of visual representation on insight generation, there is a vast 
field of possibilities for the generation of insight in a simulation intervention. 
However, there is a dearth of empirical evidence on the factors of a simulation 
intervention that affect the generation of insights (Section 2.4.1). Another key 
objective is thus to identify the factors of a simulation study that affect the 
occurrence of insight and understand the relations between these aspects and the 
generation of insight. It would be useful to know when insight occurs and what 
factors stimulates or hinders its occurrence as solving a problem with insight can 
shorter decision-making processes considerably. 
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Overall, the objectives of the empirical work undertaken in this thesis are: 
1. To empirically determine whether DES studies generate insights 
2. To empirically compare the effects of model’s visual representations on 
insight generation. 
3. To empirically explore the factors of a simulation intervention that affect 
the occurrence of insight 
 
4.3 Research hypotheses 
Objective 1 aims to establish whether the DES studies generate insight. The criteria 
of measuring the occurrence of insight are based on the operational definition of 
insight discussed in Section 3.4.  
A hypothesis is formulated with respect to Objective 1:  
Hypothesis 1: Insights are generated more frequently when a 
simulation model is used.  
The assumption made in this hypothesis is based on the literature reviewed (Section 
2.4). This hypothesis follows from the commonly held belief in the simulation 
literature that DES models can help people generate insights (Hurrion and Secker 
1978, O'Kane 2004, Günal and Pidd 2010, Bayer et al. 2014) and from case studies 
in which simulation has helped people in generating new and effective ideas (Elder 
1992, Lehaney et al. 1999, Robinson 2001, Rouwette et al. 2002, den Hengst et al. 
2007, Fletcher et al. 2007). It is expected that the empirical study of the research 
will provide evidence that support Hypothesis 1.   
Objective 2 aims to determine the effect that different visual representations of a 
model (animation versus statistical outcomes) have on insight generation. To 
address, the second objective of this research, therefore, the following hypothesis 
is formulated: 
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Hypothesis 2: The contribution of animation to the process of insight 
generation differs from the contribution of statistical outcomes. 
The assumptions made in this hypothesis are based on empirical evidence found in 
the literature. In particular, based on the work of Chau and Bell (1995), Bell and 
O’Keefe (1995), the expectation is that the animated display is more helpful in 
generating insights than the statistical outcomes generated from simulation runs. 
However, the opposite is found in Luehrmann and Byrkett (1989). For this reason, 
hypothesis 2 does not have a specific direction for the prediction. Differences in 
frequency of insight and the time to insight are expected between users of animation 
and statistical results. 
Objective 3 is of explorative nature and it aims to identify the factors of a simulation 
intervention that affect the occurrence of insight. Based on the literature review in 
Chapter 2, the following factors with respect to aspects relevant to the occurrence 
insight are expected to be identified:  
 Stages of a simulation intervention that insight occurs:  
o conceptual modelling, model coding, experimentation 
 Factors that help discover discontinuity in thinking 
o Model visual representation (animation) 
 Factors that help overcome discontinuity in thinking 
o Consultant 
o Client involvement in modelling process 
 Factors that affect generation of new ideas 
o Animation 
 
A larger list of some indicative factors that may affect the occurrence of insight are 
listed in Table 2-2 (Section 2.5). 
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4.4 Research methods/approach 
This section discusses the rationale and the processes undertaken in the selection of 
the research approach in the thesis.  
In order to address Objective 1, both quantitative (e.g. experiments, surveys) and 
qualitative empirical research methods (e.g. ethnographies, interviews) can be used. 
Each approach has its strengths and weaknesses, and thus a combination of both 
could have stronger benefits (Levitt and List 2007, Levitt and List 2009, Falk and 
Heckman 2009). Therefore, collecting data using a qualitative and a quantitative 
research approach can be beneficial in gaining a better understanding of the 
occurrence of insight in simulation than either of each alone. Mixed-method 
approach is used often in business and management studies (Cameron and Molina-
Azorin 2011, Cameron 2011, Johnson and Onwuegbuzie 2004). Hence, a mixed-
method approach is selected to address Objective 1.  
Objective 2 is formulated to test a hypothesis based on existing claims. The aim is 
to objectively compare the effects of model’s visual representation on the 
occurrence of insight keeping all other factors the same. The research method 
should allow to confirm or refute the hypothesis. Hence, a confirmatory study is 
needed to address Objective 2. 
On the other hand, Objective 3 is formulated in order to identify factors of a 
simulation project that affect insight generation. These are expected to be wide-
ranging. Due to theoretical uncertainties, an empirical research is required that can 
allow the researcher to explore factors and relations between variables that are not 
well understood. This type of research looks for studying the phenomenon under 
investigation in its natural setting. Therefore, the data gathered from a qualitative 
research is usually more compelling than data gathered through quantitative 
research. Thus, a qualitative research approach is considered beneficial in order to 
better understand the factors that affect the occurrence of insight.  
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On the basis of the above points, the thesis is separated in two parts. The first part 
adopts a confirmatory research approach to test the theoretical hypotheses 1 and 2 
with respect to Objectives 1 and 2. The second part follows an exploratory research 
approach to address Objectives 1 and 3. 
The next sections explain the process of selecting the methods used for addressing 
the objectives of each part of this research. The selection is primarily based on how 
closely the method aligns with the objectives. Other factors, such as available 
resources and access to subjects, are also considered in the choice of the research 
methods. 
 
4.4.1 Research methods for undertaking the confirmatory 
empirical research (objectives 1 and 2) 
 
The most appropriate methods considered to use in the confirmatory part of the 
research are: surveys and experimental studies. The advantages and limitations of 
each method will be next explored.  
 
4.4.1.1 Surveys  
A survey is an empirical research method which with the help of a questionnaire is 
used to measure constructs. It is widely used by researchers in business and 
marketing (Cadogan 2009) and it is relatively popular in the OR field too (recent 
examples are Martinez-Moyano and Richardson 2013, Scott et al. 2015). In the 
current thesis, a questionnaire survey with predetermined questions about the 
learning outcomes from a particular simulation intervention and details about the 
use of model could be adopted. Questionnaires could then be emailed or sent via 
post to clients of simulation companies and would enable the collection of data from 
a large sample for relatively low cost. The benefit of surveys is that it would have 
access to a representative sample to study the phenomenon. Surveys also tend to be 
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a reliable method for collecting data since the same questions are posed to 
participants using exactly the same wording.  
A weakness of surveys in the context of understanding people’s generated insights 
is the validity of results. Although surveys tend to collect data in a systematic way, 
it relies on participants’ self-reports. Scott et al. (2016) explain that “individuals are 
unreliable witnesses of their own learning processes”. As a result, the participants 
in this study may describe what they think the stimuli for generating insight had 
been and not what the stimuli were in reality (Rouwette et al. 2011). Scott et al. 
(2016) also recognise that in surveys, the validity of the results may be affected by 
individual biases, such as subject bias and hindsight bias. The former occurs when 
individuals report what they think the researcher wants to hear. The latter is about 
subjects' inability to identify that their view about a problem has changed during an 
intervention and is not the one they have always held.  
 
4.4.1.2 Laboratory experiments 
A laboratory experiment is an empirical research method that allows the researcher 
to test the impact of one or more factors on one or more variables keeping the rest 
unchanged (Sternberg 2009). A lab experiment permits the researcher to maintain 
control over all other factors that may have an impact on the results of an 
experiment. In so doing, it increases the internal validity which is concerned with 
whether it can be concluded that the observed behaviour (or outcome) was the result 
of the independent variable and not due to factors irrelevant to the study or 
confounding ones. Therefore, it is an approach that provides the highest level of 
evidence for inferring direct causal relationships in the study.  
The classic experimental design includes two groups: an experimental and a control 
group. The independent variable (i.e. a factor wishing to investigate its effect on a 
variable), a tool, for example, is given to the experimental and not to the control 
group. Both groups are measured on the same dependent variable (e.g. task 
performance). Using a comparison group as a basis for interpreting findings 
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increases one’s confidence that observed outcomes are the result of the given 
program instead of extraneous or confounding variables. In other words, the use of 
an experimental design that is appropriate to the research objectives allows the 
establishment of causal relationships between variables (Campbell and Stanley 
1963). Lab experiments are often used in psychology (Sternberg 2009). It has been 
also recently used in the OR field (recent examples are Hämäläinen et al. 2013, 
Monks et al. 2016). 
However, many scientists are reluctant to rely on laboratory evidence due to low 
external validity. This is related to whether the results can be generalised. Common 
objections are that the sample of participants is usually composed of students and, 
as a result, they are considered unrepresentative (i.e. low population validity). 
Additionally, sample sizes are rather small compared to sample sizes for other 
methods, such as surveys.  
Many researchers have also questioned what we can learn from laboratory studies. 
There is a widespread view that the lab produces unrealistic data, which lacks 
relevance to understanding the real world. This is considered to be due to the 
‘artificiality’ of the conditions, under which lab experiments are conducted. 
Experimental settings might not represent the normal environment where the expert 
works in practice, interacting with the client, colleagues, etc. Also, most subjects 
are asked to perform unusual tasks. The artificial settings of an experiment, 
therefore, may alter the behaviour of participants producing behavioural biases. For 
this reason, it is difficult to generalise findings from the experiment because of low 
ecological validity (true to real life) (Sternberg 2009).  
 It may also be because experiments are carried out to investigate only the factors 
under investigation. Testing variables in isolation may result in missing the ‘rich 
picture’. As a consequence, the results may not be as valid as results obtained using 
other methods that allow a researcher to examine the decision context. Intuitively, 
therefore, field data are considered more realistic than findings from experimental 
studies (Abeler and Nosenzo 2013).  
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However, the above difficulties with respect to external validity could be overcome. 
Falk and Heckman (2009) argue that the outcomes from lab experiments can be 
relevant to the real world if an experiment is well-designed and certain factors that 
may affect one’s confidence in the outcomes of an experiment are controlled. 
Replication or extension of the experiment (for example, repeating the study in 
different settings or with a different type of subjects) is important for achieving 
consistency in the results and consequently, external validity. Furthermore, they 
point out that the results obtained from an experimental research study can 
complement the information obtained from other empirical methods. That means 
that one can combine laboratory experiments and other empirical methods to better 
understand causal relationships. 
 
4.4.1.3 Choice of method for the confirmatory study 
Early on during the project, it was recognised that formulating a representative 
sample size can be an issue with surveys. This may be due to confidentiality 
reasons. Consultancy companies may not be able to share with the researcher the 
contact details of their clients. It may also be due to a low response rate by clients. 
Due to potential problems with access to subjects and subjectivity in measuring 
outcomes, a survey as a method is not considered realistic for the purposes of 
Objectives 1 and 2.  
From the above discussion, it is apparent that an appropriate method that can 
mitigate the disadvantages of a survey is a laboratory-based experimental study. 
This is appropriate because it allows the researcher to study the relationship among 
variables keeping all other variables the same. Hence, it is believed that it is possible 
to gain reliable data from experiments for Objectives 1 and 2 of this study. 
However, the results obtained from this study will not necessarily reflect a full 
picture of the association between simulation models and the generation of insights 
due to method limitations. In order to overcome the above limitation of the 
experimental study, a complementary study of an exploratory nature is considered 
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that increases external validity. The next section explains the selection of the 
research method for the qualitative research and provides a short justification of its 
suitability for this study. 
 
4.4.2 Research methods for the qualitative empirical study 
(objectives 1 and 3) 
 
In order to explore the factors that may impact insight generation related to 
Objectives 1 and 3, the following methods are considered: field experiments, 
ethnographies of real life simulation projects, case studies and semi-structured 
interviews. 
In the next sub-sections, the methods under consideration are briefly reviewed and 
a short explanation of the selection process is provided. 
 
4.4.2.1 Field studies, ethnographies and case studies 
Field experiments are experiments carried out in the real-life environment of the 
participants. The researcher manipulates an independent variable, so comparisons 
are made between a treatment group and a control group or between different 
treatment groups but in a real-life setting (Cox and Reid 2000). In this study, for 
instance, the researcher could set up simulation workshops in two different 
organisations where participants have an expectation that their recommendations 
will be implemented. In one organisation, a simulation model with different visual 
representations could be given to experiment with, and in the other organisation, 
participants could be involved in the model creation and then given a model with 
different visual representations to use. The main benefit of this empirical approach 
is that participants’ behaviour is more likely to reflect real-life because of its natural 
setting. Therefore, a field experiment achieves higher external validity than a lab 
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experiment which is considered important for addressing Objectives 1 of this part 
of the study.  
Ethnography is a qualitative research method in which the researcher does not 
typically intervene in the study. This research method involves the collection of 
data by focusing on recording observations of certain sampled situations or people 
(Myers 2008). Consequently, the researcher can attend project meetings and record 
clients’ and modellers’ activities. One can even videotape project meetings if clients 
allow it. Therefore, the role of the researcher in a direct observation study will be 
to watch rather than taking part (Mason 2006). 
A case study research is another qualitative approach that could offer an in-depth 
understanding of how and why insights occur within its real-life context without 
the researcher being directly involved in the simulation intervention. A multiple 
case study design could be chosen to compare results from different organisations 
which will offer greater validity compared to a single case study. Most of the 
empirical data come from documents and interviews, distinguishing this approach 
from ethnographies which involve participants’ observations (Myers 2008).  
A weakness of a field study is that the researcher becomes a participant in the 
context as a modeller or facilitator and that may bias the results. Moreover, in a 
field experiment, the experimenter still manipulates an independent variable. While 
this study could produce valuable data for addressing Objective 1, it is not 
considered the most suitable research method for addressing Objective 3 which 
aims at exploring rather than testing theories.  
From the point of collecting comparable and relevant data, for considering 
ethnographies and case studies, organisations with equivalent problem situation as 
well as the participants are needed. Furthermore, it is required that insight should 
occur in this settings which cannot be guaranteed. The occurrence of insight is much 
less predictable in a real-life project than in a controlled experimental research. As 
a result, the researcher may attend a number of meetings of a simulation 
intervention or may conduct a series of interviews with the participants of this 
Chapter 4 
63 
 
project (i.e. depending on which method is selected to be undertaken, an 
ethnography or a case study respectively). However, there are no guaranties that 
insight would occur.  
 
4.4.2.2 Semi-structured interviews 
Another potential research method considered for this study is that of semi-
structured interviews. The participants of the interview study can be simulation 
consultants who have several years of consulting experience and thus they may be 
able to describe more than one projects in which they think that clients generated 
insights. So, interviewing consultants may help to collect data which are relevant 
to the objectives of this study relatively fast and efficiently. According to qualitative 
researchers, semi-structured interviewing is best used when the researcher does not 
have the opportunity to interview someone more than once (Wengraf 2001). It is 
also a popular research method because it allows for the specific topic(s) under 
investigation to be typically thought about well in advance.  Usually, the researcher 
prepares an interview guide which is an informal grouping of topics and questions 
that the interviewer can ask during the session (King 2004). The interview guide 
provides a clear set of instructions for interviewers and can provide reliable and 
comparable qualitative data. This allows the researcher to be prepared and 
competent during the interview. However, unlike the surveys or a structured 
interview, where detailed questions are formulated ahead of time, the researcher 
asks the topics at hand without constraining herself to a particular format. The 
relatively open and flexible approach to interview structure allows researchers to 
adjust their questions to the interview context, and to the people they are 
interviewing (Fontana and Frey 1994).  
Furthermore, the logic of semi-structured interviewing is to generate data in an 
interactive way (King 2004). Although the researcher in this technique has some 
pre-established general topics for investigation, not all questions are designed and 
phrased in advance of the interview. The majority of questions are created during 
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the interview, allowing both the interviewer and the person being interviewed the 
freedom to express their own views, experiences and interpretations of the topics 
discussed. Semi-structured interviewing allows new themes to emerge as a result of 
the interviewee's own understandings as well as the researcher's interests and 
interpretive skills. A more standardised and structured approach, such as surveys or 
structured interviews, does not allow one to divert from a rigorous set of questions. 
Consequently, the latter approaches might risk overlooking events and experiences 
that are important from the interviewees' point of view, which are relevant to the 
research but have not been anticipated. 
Semi-structured interviewing has been demonstrated to be a valuable method for 
gaining qualitative empirical data. However, there are limitations. For example, 
because the interviewees are asked to reflect on their experiences, this method relies 
on participants’ perception. As a result, their accounts on the elements that stimulate 
insight involves subjectivity and may be very different to what happened at the 
time. This results in low internal validity. 
The interviewees (i.e. simulation consultants in this research) may also have an 
imperfect recall. The participants will be asked to remember projects that may have 
been completed months or even years ago. It is highly likely, therefore, that they 
will be unable to recall what happened during these projects in detail and depth. To 
increase the reliability of the findings, detailed interview questions could be 
designed to overcome the above limitation. 
Semi-structured interviewing also cannot avoid researcher bias because it involves 
the researcher’s interpretation of the statements made. The transcripts of the 
interviews are coded and analysed by the researcher, and, as a result, some 
subjectivity is involved. To mitigate this disadvantage of semi-structured 
interviews, multiple independent codings are usually undertaken. Furthermore, 
factors such as the way a question is phrased and researcher’s confidence in ability 
to conduct an interview may also lead to bias. 
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4.4.2.3 Choice of method for the qualitative research method 
Although both an ethnography and case study research method can potentially 
provide useful qualitative data on whether and how a simulation intervention helps 
clients generate insights, they may both be expensive and time-consuming studies. 
Due to time and research budget constraints, it was decided that alternative methods 
should be considered that requires less investment in time and resources. One such 
method is semi-structured interviews.  
Semi-structured interviewing is used as an interpretive research method in order to 
collect data about the insight-enabling benefits of a simulation model in applied 
contexts. As a result, Objective 1 is tested through a combination of a qualitative 
and a quantitative approach.  The results of the semi-structured interviews, which 
is a method that increases external validity, are compared to the results from an 
experimental study, which allows control of extraneous variables and consequently 
increases internal validity, to establish whether simulation studies support insight 
generation. The results of the semi-structured interviewing are also useful for 
exploring the elements of a simulation intervention that affect the occurrence of 
insight and hence to address Objective 3. Hence, it is believed that semi-structured 
interviews can provide relevant data to the overall aim of this study.  
 
4.5 Summary 
The current chapter presents the overall aim of this research, which is to empirically 
explore insight generation in DES simulation studies. More specifically, the main 
objectives of this work are: 
1. To empirically determine whether DES studies generate insights 
2. To empirically compare the effects of model’s visual representations on 
insight generation. 
3. To empirically explore the factors of a simulation intervention that affect 
the occurrence of insight 
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Then, research methods chosen in order to address the objectives are considered. In 
line with the three research objective, two separated studies are chosen as the most 
appropriate methods to implement the objectives of this study: a laboratory 
experimental study based on the first and second objectives and semi-structured 
interviews dealing with the first and third objective. 
The laboratory experimental study and the results obtained from it are described in 
the next two chapters (i.e. Chapters 5 and 6, respectively). Chapter 7 describes the 
interviews performed followed by Chapter 8 which provides the results of the 
qualitative analysis. 
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Chapter 5: Design of Laboratory Experiments 
 
5.1 Introduction 
Having decided the use of laboratory experiments to address Objectives 1 and 2 of 
the study (Chapter 4), this section explains the main activities undertaken to design 
the laboratory experimental study. The design of the study involves a series of inter-
related activities that evolved as the research progressed. 
The next section introduces the experimental study before moving on to a detailed 
description of its main activities. These include aspects such as the experimental 
design, the participants, the experimental procedure, the materials used, the 
dependent measures, and the pilot study. Full details of the materials can be found 
in Appendix A so that the experiment can be repeated, if desired. 
 
5.2 An overview of the experimental design 
For laboratory experiments, it is crucial the experiment to be carefully designed and 
executed. This section provides a general overview of the activities undertaken to 
design the experimental study, before moving on to a detailed account of the main 
aspects of the experimental design.  
The design of the experiment was an iterative process, with interrelations between 
its different aspects: the materials, the procedure of the experiment, and the 
measurements of performance. Initially a prototype case study was developed based 
on the definition of insight and a real-life problematic case-based task which was 
continuously refined as the design of the lab experiment was developed. At the 
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same time a preliminary simulation model was built to help in setting up the case 
study. 
After developing the case study, the independent variable to be manipulated was 
identified and the initial plan for assigning participants to groups was designed. 
While building the model, the main concerns were to test the experimental design, 
the procedure, the materials and the validity and reliability of the selected measures 
before the day of the experiment. It was also important to determine the minimum 
sample size necessary to achieve an acceptable level of statistical power. For these 
reasons, a series of pilot experiments were run (i.e. Section 5.8), which resulted in 
improving the design and execution of the experiment and changing the initial plans 
about sampling procedures.  
 
5.3 The independent variable   
To determine whether insights are generated as a result of the use of simulation 
(objective 1), the inclusion of a control group in the experiment is considered 
appropriate. More specifically, the participants of this study were asked to solve a 
task using (i.e. the experimental condition group) or without using (i.e. the control 
group) a simulation model. It is also decided to use a between-group design. That 
is, the independent variable is manipulated using different participants. Participants 
could be part of the experimental condition group or the control group but could 
not be part of both. In this experimental study, one independent variable is 
manipulated: the features of the simulation model. In particular, to meet objective 
2 of this study (i.e. to identify whether the animation or the statistical reports 
generated from a simulation run are most beneficial for generating insights), the 
independent variable needs to take two levels; namely animation and statistics. 
Therefore, the participants in the experimental condition group of this study were 
asked to solve a task either by using the animation or only the statistical outcomes 
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of a simulation model. Table 5-1 summarises the levels that the independent 
variable takes.  
 
Table 5-1: Levels of the independent variable 
Condition Level Features of simulation model 
Experimental 
1 Animation 
2 Statistics 
Control - No simulation model 
 
 
5.4 The participants 
This section explains the activities undertaken with respect to the process of 
selecting participants for this study, the procedure followed to randomly allocate 
participants to groups, and the analysis undertaken to check for prior differences 
between groups. 
 
5.4.1 The selection of participants and the experimental design 
 
With respect to the objectives of the experimental study, two types of participants 
can be identified: students and clients of real-life simulation projects. Whilst the 
latter are preferred, as they would produce more realistic data, for accessibility 
reasons, the participants of this study were undergraduate students.  
The sampling frame was decided to be a list of around 1,500 undergraduate students 
who took business but no simulation modules at Loughborough University. This 
decision was made on the basis of the pilot study. During pilot testing, it was 
observed that the participants, who were familiar with the software (i.e. SIMUL8), 
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occasionally switched on/off the animation of the model irrespective of the 
experimental condition they were allocated to. Students who have taken simulation 
modules at Loughborough University are been taught to use the same software. To 
ensure a direct control over the manipulation in the experiment, it was apparent that 
the participants in the experimental conditions should not have a prior experience 
with the software.  
The sequence of events of participation in the study is listed below: 
 The research was advertised through emails and announcements in lectures 
on a regular basis for two months. Information about the study (study aims, 
procedures and eligible criteria) and the contact details of the researcher 
were provided.  
 Volunteers got in touch through email expressing their interest in 
participating in the research. 
 Upon receiving a volunteer’s email, the researcher sent a meeting request 
email asking them to respond accordingly so that the meeting item was 
entered in their calendar. 
 All volunteers were sent a reminder email 1 week before the day of the 
experiment including details about the room of their session.   
 
To encourage participation in the study, monetary incentives were used (£10). This 
decision was made on the basis of the results of Abeler and Nosenzo’s (2013) 
experimental study. In more detail, the aim of this empirical research was to identify 
the factors that influence students’ choice of self-selection into laboratory 
experiments. To address this objective, Abeler and Nosenzo sent to undergraduate 
students a recruitment email and added either that there is a monetary reward; or 
that their participation will be helpful for important research; or both. The results 
indicate that monetary reward is the most appealing incentive for students to 
encourage participation in an experimental study.  
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An additional small monetary reward (£5), linked to the achievement of the task’s 
goal, was given to all participants that provided valid solutions. This decision was 
driven by Bonner and Sprinkle’s (2002) who considered the effects of monetary 
incentives on the relations between incentive and effort, and effort and 
performance. One of their key findings is that monetary incentives linked to 
performance can motivate higher levels of effort from all subjects, exhibited in the 
form of higher effort intensity or higher effort duration.   
One week before the day of the experiment, however, only 72 students had signed 
up. Researchers warn that sample sizes should be computed with attention to non-
participation rates of students (Travers and Milgram 1969). It is often the case that 
on the day of the study some subjects may no longer be available, others may be 
absent due to an illness, and others may no longer be willing to take part. On this 
basis, the proportion of the volunteers who signed up for this study but would not 
show up on the day of the experiment was estimated to be around 30%. That means 
that the expected number of participants was reckoned to be around 50.  
It is important to make sure that the experiment has the ability to detect a difference 
when it really exists. In other words, it is important to ensure that the study has 
sufficient statistical power. There are several factors that impact the statistical 
power of a study, including the sample size (i.e. the number of subjects in an 
experiment). The results from the second round of pilot runs (see Section 5.8) 
suggested that the proportion of people who solved the task without the use of a 
simulation model was 15% (2 out of 13). The proportion of solvers increased to 
54% (7 out of 13) when a simulation model is used. Therefore, a scientifically 
important difference in the proportion of solvers between the experimental 
conditions group and the control group was estimated to be 0.40. This difference in 
proportions measures the extent to which the use of a simulation model changes the 
probability of solving the task. This effect size may be categorised as medium 
(Cohen 1988). In accordance with Fleiss et al. (2003, p. 76), it was estimated that 
the minimum sample size necessary to achieve a sufficient statistical power of 0.80 
for this study is 20 per group (or 60 for all groups) at a significance level α = 0.05. 
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Since the expected number of participants was considerably lower than the 
minimum sample size, it was decided to run only two of the three sessions on the 
scheduled date and to postpone the third one to a future unspecified date. It is noted 
that on the day of the experiment, only 47 undergraduate students in total 
participated in the study which confirm the initial estimations of non-participation 
rate.     
The decision on which of the three sessions to run on the scheduled date was based 
on the amount of time and effort needed to reschedule each session. Booking the 
computer labs and carefully executing the sessions for the experimental conditions 
involved considerably more activities than setting up the right conditions for the 
control group (see Sections 5.5 and 5.8). For that reason, it was decided to run the 
two sessions for the experimental conditions on the scheduled date and the session 
for the control group to be postponed.  
Taking into account that participants may reveal to their fellow students the solution 
of the task, the session for the control group could either be postponed for the next 
year recruiting students from Loughborough University with the same sampling 
frame or be advertised to students from another population. In either way, it should 
be noted that the assignment to groups in this study could not be completely random 
between the control and experimental conditions group. An experimental study 
where the assignment of participants to groups is not random is called a quasi-
experimental study (Shadish et al. 2002).  
A quasi-experimental design is often used in social sciences and medical literature. 
As is the case with all other experiments, quasi-experiments are used for the purpose 
of testing causal relationships between variables by manipulating causes. In fact, 
they are structured in very similar ways compared to other experiments. For 
instance, pre-test measures and control groups are common aspects of a quasi-
experimental design. However, by definition, they lack random assignment to 
conditions. The participants of an experiment may self-select the condition they are 
allocated to or the researcher may decide which participants should get which 
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treatment (Shadish et al. 2002). This is because, sometimes, it may be not practical 
to develop and implement procedures to randomly assign subjects to treatment 
versus no-treatment condition. For instance, it would be unethical to randomly 
assign people to take a drug and others not to take the drug irrespective of people’s 
health condition (Brown et al. 2003). Also, social researchers sometimes need a 
particular type of participants or they only have existing groups of participants that 
may differ in certain ways and cannot therefore be divided (Gastmeier et al. 2002).  
Quasi-experiments often appear to be inferior to randomised experiments in terms 
of internal validity. Internal validity is about having the evidence that the 
manipulated variable of the study (i.e. the treatment) caused or influenced what the 
researcher observed (i.e. the outcome) to happen. In a quasi-experimental design, 
where the design is not randomised, the potential pre-existing differences between 
the groups can influence the results. That means that it may be difficult to 
demonstrate a cause and effect relationship. 
Nonetheless, despite the lack of random assignment into groups, quasi-experiments 
can still provide plausible causal knowledge about the impact of the experimental 
factors. Social scientists explain in a quasi-experiment, researchers still have 
considerable control over selecting types of comparison groups with which 
treatment groups are compared, over how non-random assignment is executed, and 
over choosing and scheduling data collection methods (Thyer 2012, Shadish et al. 
2002, Campbell and Stanley 1963).  
One quasi-experimental design that increases internal validity is to identify pre-
treatment differences among pre-existing groups and then assign them to treatment 
and comparison groups accordingly. For example, let’s assume that a researcher 
wants to test the impact of a new teaching program on students’ performance. The 
researcher has selected two intact groups: classroom A and classroom B. Although 
students are of the same age, the students of classroom A on average performed 
better than students of classroom B in a pre-program test. So, the groups seemed to 
be different prior to the study. Based on this result, the researcher decides 
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Classroom B to get the new teaching program and Classroom A to be taught the 
same topics following the traditional approach (i.e. the comparison group). At the 
end of the semester, students sit the same test. If the new method is not effective, it 
is expected classroom A to perform better than classroom B. But if classroom B, 
which had inferior performance in the pre-program test, outperforms classroom A, 
then there is clear evidence of the effectiveness of the new program. Threads to 
internal validity such as selection maturation or regression to the mean are unlikely 
to be alternative explanations of this result. For example, regression could explain 
why the program group approached the control group but it cannot explain why it 
outperformed the latter. Similarly, it is very unlikely to observe this outcome as a 
result of normal maturation. This hypothetical outcome is referred to as ‘cross-over’ 
and Figure 5-1 shows the pattern of this outcome. 
 
 
 
Figure 5-1: A possible outcome from a non-equivalent group design that provides clear evidence of 
the effectiveness of a program in performance. 
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Based on the fact that the above outcome from a non-equivalent groups design is 
the strongest evidence for a program effect, the control group of this experimental 
study was selected to consist of undergraduate students who had taken simulation 
modules. This decision was driven by the results of the pilot study. The findings of 
pilot runs show that the participants in the control group who had taken simulation 
modules or had advanced analytical skills solved the task more frequently than the 
participants in the same group with no simulation experience (Section 5.8). As such, 
if the experimental conditions group, which has not taken simulation modules, 
outperforms the control group, then there is clear evidence of the insight-enabling 
benefits of simulation. As the selection criteria differed between the experimental 
conditions and control group (i.e. taken simulation modules), the experimental 
design of this study is called a quasi-experimental with non-equivalent groups. 
At that time, the researcher was helping with the computer simulation workshops 
at the University of Warwick. This group of students met the above criterion and 
therefore it was considered an appropriate population from which the control group 
could be sampled. Furthermore, as the researcher had links with this University, she 
could obtain ethical approval to run the third session of the experiment at this 
University without major difficulty. For these reason, it was decided the control 
group (i.e. no simulation model) of this study to consist of undergraduate students 
who took simulation modules at Warwick University. Consequently, the study was 
conducted at two universities in the UK.  
The session of the control group was advertised through announcements in the 
simulation workshops on a regular basis for one month. The sequence of events of 
participation in the control group was the same as described for the experimental 
conditions group. The volunteers who had initially signed up in the study were 28. 
The Warwick students who showed up on the scheduled date of the session were 
20. 
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5.4.2 The randomisation procedure 
 
The 47 students from Loughborough University were randomly assigned to each 
experimental condition to control the influence of extraneous or confounding 
variables. The participants were randomly assigned into two groups and then groups 
were randomly assigned to one of the two experimental conditions. The sequence 
of steps followed is detailed below: 
 
A. Random assignment of participants into groups: 
 Once all participants had signed up, names along with degree year, 
department and gender were entered into Microsoft Excel 2010 (in the 
order they signed up). 
 Then using the function for random numbers, a random number 
between 0 and 1 was generated for each participant. 
 Participants were sorted in ascending order based on their random 
number value. 
 The top half of the list was assigned to Group 1. The other half of 
the list was allocated to Group 2. 
B. Random assignment of groups into two experimental conditions: 
 Once all participants were assigned to a group, groups were 
randomly assigned to one of the two experimental conditions. This was 
accomplished by using a table of random numbers.  
 The experimental conditions statistics and animation were assigned 
numbers 1 and 2 respectively.  
 Looking at the first column of the table of random numbers, the first 
number encountered was 2. So, Group 2 of participants is assigned to 
the experimental condition statistics. Consequently, Group 1 is assigned 
to the experimental condition animation. 
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5.4.3 Demographic characteristics 
 
Demographic characteristics of the participants of this study are presented in Table 
5-2. The two experimental conditions group were found quite similar. In particular, 
the results show that the animation and statistics groups do not differ significantly 
in respect with degree year, prior experience, gender and number of modules taken 
with a quantitative context. That shows that the randomisation procedure for 
assigning Loughborough students to the two experimental conditions (i.e. Section 
5.4.2) controlled any differences among the participants. Hence, at the time of 
assignment, the experimental conditions are considered to be probabilistically 
similar. As such, it is likely that any significantly observed difference between the 
groups can be attributed to the effect of the independent variable. 
There were no statistically significant differences between the experimental 
conditions group (i.e. animation and statistics participants) and the control group in 
terms of gender (p = 0.658) and prior experience (p = 0.157) with the context of the 
case study (NHS111 or a similar service). However, the selection criterion differed 
between the experimental conditions group and control group, because they differed 
based on whether they had taken simulation modules (i.e. Section 5.4.1). As a result 
prior differences between the groups were observed in degree year and in the 
number of modules taken with a quantitative content. In particular, Warwick 
students (control group) were more advanced in their studies and had taken more 
quantitative modules than Loughborough students (experimental conditions group). 
As such, if simulation does not affect task performance, it is expected the control 
group to perform better than the experimental conditions group. 
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Table 5-2: Participants’ characteristics of the experimental study. 
 ‘Animation’ 
Condition 
Loughborough 
n = 25 
   n              % 
‘Statistics’ 
Condition 
Loughborough 
n = 22 
  n              % 
Significant Difference 
(Animation to Statistics)? 
Experimental 
Conditions 
Loughborough 
n = 47 
   n            % 
Control 
Group 
Warwick 
n = 20 
n          %      
Significant Difference 
(experimental to control group)? 
Gender:   No 
(p = 0.625) a 
  No  
(p = 0.658) a 
    Male 
    Female 
13 
12 
52% 
48% 
13 
9 
59% 
41% 
 26         55% 
21         45% 
9 
11 
45% 
55% 
 
Prior 
Experience: 
    No 
(p = 0.297) a 
   No  
(p = 0.157) a 
    Yes 
    No 
2 
23 
8% 
92% 
4 
18 
18% 
82% 
 6           13% 
41         87% 
6 
14 
30% 
70% 
 
Degree 
Year: 
    No 
(p = 0.173) a 
   Yes b 
    1 
    2 
    3 
 
16 
9 
0 
64% 
36% 
0% 
18 
4 
0 
82% 
18% 
0% 
 34        72% 
13        18% 
0           0% 
0 
10 
10 
0% 
50% 
50% 
 
Quantitative 
Modules: 
    No 
(p = 0.391) a 
   Yes b 
    ≤ 3 
    4-6 
    ≥ 7 
14 
11 
0 
56% 
44% 
0% 
15 
7 
0 
68% 
32% 
0% 
 29         62% 
18         38% 
0            0% 
0 
0 
20 
0% 
0% 
100% 
 
a Differences in gender and prior experience between the groups were tested using chi-square tests.  
b Participants were not randomly assigned to the control group. As a result, chi-square test or Fisher exact test are not applicable for ‘Degree Year’ and ‘Quantitative Modules’ due 
to violation of contingency table analysis assumptions (i.e. structural zeroes and interaction between categories of the row and column variables) (Agresti 1990). From a simple 
table observation, it becomes evident that the number of Quantitative Modules predicts group assignment perfectly since Quantitative Modules < 7 corresponds to the Experimental 
Conditions and Quantitative Modules ≥ 7 corresponds to the Control Group. Degree year predicts group assignment perfectly when Degree Year is equal to 1 and 3. Therefore, 
there are significant differences in degree year and quantitative modules between the groups. 
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5.5 The procedure of the experiment 
A series of activities were carried out prior the date of the experiment which ensured 
that the procedure followed during the experiment was executed properly. These 
are listed below: 
 A convenient date for the majority of students was identified and fixed. 
 Two computer labs and a classroom in close reach were booked for that 
date.  
 One invigilator and one instructor were assigned for each of the two 
experimental conditions and control groups.  
 Clear instructions on how to run the session were given to the invigilators 
and instructors.  
 One week before the experiment, the simulation models were checked that 
they worked in the computer labs.  
 A group workspace was set up for the participants of the experiment. This 
is a computer folder that could be accessed by the participants when they 
were working at their desk in the computer labs. This folder remained empty 
until one day before the experiment.    
 Prior the date of the experiment, for each participant a subfolder within the 
group workspace folder was created. Each subfolder contained a simulation 
model based on the experimental group each participant was allocated to.   
 To prevent participants from accessing/editing the material in the group 
workspace prior and after the experimental session, the folders were 
password-protected. 
 Clear instructions on how to access the group workspace folder in the 
computer labs were created and their clarity were tested. 
 A computer code was set up on the simulation model to automatically record 
subjects’ experiments with the model (i.e. what-if scenario details and time) 
and answers in the pre- and post-session questionnaires in their folders 
within the group workspace. In case the simulation model was broken down 
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before the completion of the session, post-session questionnaires were 
printed out so that their answers at the end of the session were recorded.  
 An online platform was set up to allow participants to ask the instructor 
questions in written, so that participants did not utter their thoughts and 
hence to avoid influencing each other.    
  
The procedure followed during the experiment for the experimental conditions 
group and the control group is illustrated in Figure 5-2.  
 
 
Figure 5-2: The procedure followed by participants in the experimental conditions and control 
groups. 
 
Each session lasted 50 minutes. The two experimental conditions were run in 
parallel (the same date and time) so that information sharing between groups was 
prevented. One researcher and one invigilator were assigned for each session. The 
former led the session, following a structured pre-set script (Appendix A.5), and the 
latter made sure that participants worked individually and in silence. The 
participants of the experimental conditions were invited to attend one parallel 
session held in February 2014 and for the control group, one session was run in 
April 2014. 
Initially, the participants were asked to read the case study (Section 5.6.1 and 
Appendix A.1). Next, subjects were given information about the process of the 
session and how to load the simulation model, if they were assigned to a group that 
was using the model. After that, all subjects completed a pre-test questionnaire 
(Appendix A.2). The questionnaire asked participants if they had prior experience 
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with NHS111 or a similar service. Additionally, in order to assess their initial 
beliefs about the problem, participants were asked:  
“Having read the description of the problem, why do you think NHS111 is 
not achieving its targets (give up to 3 reasons)?”  
 
Reading and completing the questionnaire took about 15 minutes. After all 
participants had completed the questionnaire, they were provided with written 
instructions about how to approach the problem. The instructions differed slightly 
subject to the condition the participants were assigned to (see Section 5.6.3 and 
Appendix A.4).  
In particular, participants in the animation condition were instructed to use the 
model by setting up scenarios and then watching the animated view of NHS111’s 
operations in the model. They could use three different speed levels according to 
their preference. At the end of a run, the performance (i.e. total cost and mean time 
in system) of each scenario was provided on screen which could be compared 
against the required targets. Figure 5-3 illustrates the animated display of the 
simulation model. 
The participants in the statistics condition were instructed to use the model in the 
same way as the participants in the animation condition, with the difference that 
animation was turned off and they would only view the statistical results for each 
scenario such as time in the system, call waiting times, rates of abandoned calls and 
overestimated referrals. Figure 5-4 illustrates the statistical outcomes generated 
from a simulation run. 
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Figure 5-3: The animated display of the simulation model. 
 
 
 
Figure 5-4: The statistical outcomes generated from a simulation run. 
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Participants in the control group were given a block of paper (‘scenario sheets’) and 
were instructed to create scenarios. They were asked to write down the reason they 
chose these scenarios and show some calculations (calculators were permitted) to 
confirm whether their scenarios solve the problem. Figure 5-5 illustrates an 
example of a subject’s problem solving approach. 
 
 
Figure 5-5: An example of a subject's problem solving approach in the control group (i.e. no 
simulation model). 
 
All participants were given 30 minutes to solve the problem. They were also 
informed that there is no limitation in the number of scenarios they could run. To 
ensure that individuals do not influence other participants’ thinking, they were 
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instructed to ask questions in writing (an online platform was setup for participants 
in the experimental conditions group).  
When they finished, or when the time had expired, all participants were asked to 
submit their best scenario (Appendix A.3). Three empty boxes were provided for 
each type of staff (i.e. operators, nurses and doctors), indicating the maximum 
number that can be employed for each type of staff. The option ‘I don’t know’ was 
included as a possible answer to the question. The solution to the task required 
generating a new idea how NHS111 can achieve its targets (i.e. assigning no 
operators). More specifically, the solution to the task, that deems that the goal is 
achieved, if one of the following options is chosen:  
 0 operators, 5 nurses, 1 doctor 
 0 operators, 5 nurses, 2 doctors 
 0 operators, 0 nurses, 5 doctors 
 
Additionally, in order to assess their understanding at the end of the session, 
participants were asked the following two questions: 
1. “Why do you think your suggested solution solves the NHS111 
problem (give up to 3 reasons)?”  
2. “What do you think NHS111 should do?” 
Finally, participants were asked to self-assess their understanding at the end of the 
session by answering the following question: 
“Comparing your understanding of the problem before and after attempting to solve 
the problem, how much better do you understand now what the problem of NHS111 
is? (please tick an option from below)” 
 
             A lot better     Better Similar   Worse   A lot worse 
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5.6 Materials 
Three sets of materials were provided for the experiments: the case study (Appendix 
A.1), the simulation model and the instruction sheets (Appendix A.4).  Each is 
described in the following sections. It is noted that all materials were revised a 
number of times. It was important to give clear instructions so that everyone 
understands for instance how to access and use the simulation model, or how to run 
an experiment. It was also important to make sure that the questionnaires measured 
participants’ understanding accurately and with precision.  
 
5.6.1 The case study 
 
The case study of this experimental study has been designed in accordance with the 
problems psychologists have created to study the phenomenon of insight. As 
discussed in Section 3.3, it was important to have a problem that makes participants 
to implicitly adopt self-imposed constraints (Davidson 1995), or even ‘fixate’ their 
minds on a false solution (Weisberg and Alba 1981, Dominowski and Dallob 1995). 
So, by giving an insight problem to subjects, it is more likely that problem solvers 
will be led to an impasse as they tend to produce intuitively appealing, yet, 
inaccurate strategies to solve the task. As a result, insight problems are not difficult 
in that they do not demand heavy computational problem-solving procedurals. The 
difficulty of an insight problem is at a conceptual level (Wertheimer 1985, 
Chronicle et al. 2004). It centres on achieving a more appropriate understanding of 
the cause of the problem, or else breaking an impasse. As soon as this is achieved, 
then the pursuit of the solution becomes easy. More specifically, problem solvers 
are observed to suddenly abandon the previous inaccurate strategies and produce 
new ideas that allow them to arrive at the solution of the problem soon after 
breaking an impasse.  
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Moreover, based on some general recommendations on the necessary features for a 
successful business simulation game or flight simulator, the context of the case 
study for this experimental study was selected to be within a recent real-life 
healthcare problem so that students could relate to it. Providing subjects with a 
problem relevant to their interests and knowledge increases their intrinsic 
motivation (Wynder 2004). The case study was also goal-oriented; that is, the 
problem was created to have optimal and predetermined solutions. That was useful 
for measuring the subjects’ performance but also for providing immediate feedback 
to participants about goal attainment (Größler 2004).  
The case study used for the experiment is based around a real-life problem, that of 
the UK’s NHS111 service. In the UK’s National Health System (NHS) a new 
telephone service for non-emergency health care has been introduced, called the 
NHS111 service. The service is largely manned by operators who use a clinical 
assessment software system to triage telephone calls and direct people to the right 
urgent care service first time. When this service was first launched, it failed to cope 
with patient demand. In accordance with the findings of relevant research (Griffiths 
et al. 2013), a service manned by low-cost staff with no medical experience is 
expected to lead to high operating costs and service times.  
On the basis of the above observation, the case study of this experiment refers to a 
fictional local NHS111 service. In brief, the service is largely manned by operators 
who are supported by a few expert clinical advisors (skilled nurses and highly 
skilled doctors). Operators are low-wage staff compared to clinical advisors. In 
particular, the wages of each type of staff for an evening shift are:  
 £80 for an operator 
 £150 for a nurse  
 £240 for a doctor 
In addition, an operator on average spends more time to assess the urgency of a call 
(i.e. 10 minutes/call) than the clinical advisors (i.e. a nurse on average needs 6 
minutes/call and a doctor spends 5 minutes/call). Operators, also, often 
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overestimate the urgency of the call. As a result, an ambulance is dispatched or a 
caller is directed to A&E for the wrong reasons. This has an inevitable effect on 
operating costs. Moreover, operators are not able to complete the clinical 
assessment of more complicated in nature calls. As a result, they need to transfer 
these calls to clinical advisors due to their medical inexperience. This leads to long 
waiting times but also to abandoned calls. The latter indirectly affects operating 
costs because a caller, who abandons a call, usually requires an alternative NHS 
service (e.g. A&E or call an ambulance).  
Participants were asked to determine the appropriate number of staff (i.e. up to a 
maximum of 10 operators, 5 nurses and 5 doctors) so that the following required 
targets were met:  
 the total cost per shift does not exceed the budget of £2,200  
 a triage is completed on average within 12 minutes. 
In relation to the possible explanations about the mental mechanisms of insight 
generation, it is considered that in this case study insights emerge after a participant 
overcomes implicitly imposed constraints and changes his/her understanding of the 
cause of the problem. In particular, it was purposely made unclear the possibility of 
removing a type of staff from the service so that subjects were likely to adopt 
constraints that were never explicitly stated. It was also inferred that the evening 
shift service is understaffed compared to the volume of calls received in the 
morning shift so that participants were likely to initially misconceive the true cause 
of the service problem. In other words, one may initially think that the NHS111 
problem may be solved by introducing sufficient call-handling capacity.  
These implicit constraints tend to lead participants into searching for a solution in 
a narrow problem space (i.e. scenarios including all types of staff) without realising 
that they were looking in the wrong direction (i.e. assigning extra low-wage staff). 
As a result, they were led into an impasse which kept them from solving the problem 
(Isaak and Just 1995). Only when subjects realise that the real problem is not the 
lack of personnel, but the operators’ inefficiency, and that the self-imposed 
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constraint of ‘the service must consist of all types of staff’ can be broken, then the 
impasse can be overcome. This could lead subjects rapidly to the solution (i.e. a 
service with no operators, only enough clinical advisors) by searching in the newly 
discovered problem space for the solution. Thus, the challenge of this task is 
conceptual rather than procedural (Wertheimer 1985, Chronicle et al. 2004). 
 
5.6.2 The simulation model 
 
A simulation model of the case study explained above was developed using 
SIMUL8 Education Edition 2013 (Simul8 2013). The animated display of the 
model can be viewed as a dynamic picture that changes whenever an event occurs 
(Figure 5-3). A few examples of possible events in this context are: a patient calls 
NHS111, a call is transferred to a nurse, a member of staff changes status from idle 
to busy, and a caller abandons the system. In this way, the logic of the system was 
communicated in a manner that was visual. In addition, some real time results of 
the model such as the size of a queue, and the number of the abandoned, 
overestimated and completed calls were shown on screen. At the end of a run, the 
performance (i.e. total cost and mean time in system) of each scenario was also 
reported on screen. 
The statistical outcomes generated from each simulation run can be considered as 
a numerical description of the system’s performance (Figure 5-4). In particular, the 
following results for each scenario were given in a new window: the total cost; the 
cost and the rates of abandoned calls and overestimated referrals; the mean time in 
system and a histogram of time in system; the mean waiting time and a histogram 
of waiting times for each type of staff. 
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5.6.3 Instruction sheets 
 
Before the session commenced, participants were informed about the duration of 
the session, the group they were assigned to and that their details would be remain 
anonymous in all published and written data resulting from the study. They were 
also provided with some general written instructions in order to understand how the 
experiment works. In addition, they were informed that they could withdraw from 
the study during the session at any time they may decide to do so. After reading this 
information carefully, participants were asked to indicate whether they wanted to 
continue to participate.  
Students were also provided with written instructions about how to approach the 
problem. The instructions differed subject to the condition the participants were 
assigned to (Appendix A.4).  
 
5.7 The dependent variables 
Due to the lack of empirical studies exploring the occurrence of insight in problem 
solving simulation, the methods used to operationalise the occurrence of insight and 
the time of insight in this research are novel. Table 5-3 summarises the variables 
used to operationalise the occurrence of insight and provides a short description of 
the methods used to measure insight within the experiment.  
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Table 5-3: Dependent variables and the methods used to measure insight in the experiment  
Construct Dependent Variables Measures 
Insight 
occurrence 
Task Performance / 
Divergent thinking 
1. Submitted answer vs known solutions  
(Absolute measure) 
Problem understanding 
1. Answer to Question 1 of Post-test  
2. Answer to Question 2 of Post-test 
(Researcher assessment) 
Impasse / Discontinuity in 
thinking 
1. Type of first scenario run 
(Absolute measure) 
Change in understanding 
1. Pre- vs post-test answers 
(Researcher assessment) 
2. Answer to Question 3 of Post-test  
(Self-report by participants) 
Time to 
insight 
Task duration 
1. Time of task execution  
(Absolute measure) 
Problem-solving pattern 
1. Time a sudden shift in understanding 
occurred 
(Researcher assessment)  
 
 
The occurrence of insight is investigated with reference to the operational definition 
of insight into the simulation context (see Section 3.4). In particular, in order to 
identify insights occurrence, participants needed to solve the task, but not 
immediately after reading the problem, and were able to justify their answer at the 
end of the task. More specifically, insight occurrence is investigated through the 
task performance, problem understanding, discontinuity in thinking and change in 
understanding. Task performance is tested based on whether the participants 
achieved the goal of the task. If subjects do not manage to solve the problem, then 
it is assumed that insight has not occurred, because insight is directly linked with 
the solution to the problem. The solution of the task required the generation of a 
new idea about how NHS111 can achieve its targets. So, solving the task also 
indicates divergent thinking. 
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As it is noted in Section 3.4, solving an insight problem does not necessarily mean 
that insight has occurred. One could solve the task by trial and error or intuition. In 
that case, it means that gaining a better understanding of the problem, which is a 
precondition of insight generation, is not met. Therefore, to test problem 
understanding, two measures have been used as part of questions asked at the end 
of the session. The first asks participants to report up to three reasons why their 
solution solves the task. The second asks participants to report what NHS111 should 
do. If subjects have solved the problem with insight, they are expected to be able to 
justify the rationale underlying the suggested solution.  
Another precondition of solving a problem with insight is having a discontinuity in 
thinking due to challenges in a conceptual level. Discontinuity in thinking is 
measured through observing the first what-if scenario subjects run. If subjects solve 
the problem correctly on first try without becoming stuck or misled, then they did 
not experience an impasse and hence the problem was solved without generating 
an insight. 
As it has been discussed in the literature (Section 3.4), a required condition for 
insight to occur is that there is change in problem understanding. Two measures are 
used to test change in understanding. The first is to compare subject’s understanding 
about the cause of NHS111 problem before and after attempting to solve the 
problem, using the open-ended questions discussed in the previous section. From 
this comparison, it can be identified whether change in understanding is achieved. 
The second measure is based on the subjects’ assessment of their understanding of 
the problem before and after attempting to solve the problem. The subjects are asked 
to report how much better they understand the NHS111 problem. This is 
operationalised as a five point Likert scales (1= a lot worse, 5 = a lot better). 
Because this measure depends on self-reports, it is likely that what people report 
does not reflect what actually occurred. 
The time to insight is measured based on the task duration and the analysis of 
problem solving pattern. For the experimental conditions group, task duration and 
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problem-solving patterns were derived from the computer recording the scenarios 
each participant attempted. For the control group, participants were asked to write 
down the scenarios and exact time that they began each scenario (a digital clock 
was placed in the front of the room). The time to insight is also investigated through 
the problem-solving patterns of the participants. The time to insight is determined 
when a sudden shift in the participants’ problem-solving pattern is observed. This 
involves a sudden shift from similar unsuccessful attempts to solve the task to a 
distinct new attempt which leads soon after to achieving the goal.  
 
5.8 Pilot experiments 
Before carrying out the experiment, a series of pilot runs were conducted. The main 
purpose of running a pilot study is to test the experimental design, the procedure 
and the materials used. Pilot runs are also useful for determining sample size. In 
particular, the aims of the small-scale pilot study concerned the following: 
A. Aspects with respect to the experimental design: 
 Determine the number of the experimental conditions 
 Determine the minimum sample size necessary to reject a false null 
hypothesis  
 Identify any other possible areas for improvement of study design prior 
to carrying out the actual experimental study 
B. Aspects with respect to the procedure of the session: 
 Determine the duration of the main experiment, including the maximum 
time allowed to run experiments with the model 
 Test the technology (IT, software) in labs 
 Investigate adverse events (for example no one or everyone could solve 
the problem) 
C. Aspects with respect to the material: 
 Test the order and clarity of the instructions given to participants 
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 Test the clarity of the pre- and post-session questionnaires  
 Test the clarity of the case study 
 Test the simulation model, including the code, the visual displays and 
participants’ interaction with it 
In total 26 pilot tests were performed in two rounds. All participants who were 
involved in the pilot study were in the age range of 25 – 30 years old and chosen on 
a voluntary basis. Participants were first asked to solve the task without the use of 
a simulation model. If they could not solve it, they were then randomly allocated to 
one of the experimental conditions. The first round of pilot runs consists of 13 tests 
which were mainly carried out for testing and concluding about aspects of the 
experimental design and the materials. 
In more detail, from the first round of pilot runs, it became obvious that the wording 
of the case study needed revision. Although there were solvers in both the control 
and the experimental conditions, the majority of the volunteers did not manage to 
arrive at a solution of the task. When the solution was presented to them, it was 
commonly said: “You don’t say that the nurses or doctors can be the first point of 
contact. If I knew that this was possible, I would have solved it.” This observation 
led to the conclusion that the solution is partly not reached due to the wording of 
the case study. The case study did not say that the nurses and doctors cannot be the 
first point of contact but it did not make explicit that this is a valid possibility either. 
In other words, having asked the participants in the pilot study, the reason for not 
solving the task could not be clearly identified due to self-imposed constraints or 
due to the lack of clarity of the case study description. To avoid confusion (and 
perhaps frustration), the case study had to make clear that sending calls directly to 
nurses and doctors is possible. So the following wording was added in the case 
study: “at very busy times, when there are many callers waiting, calls will be put 
through directly to a nurse or doctor if one is available”.  
The first round of pilot runs also helped in determining the required time for running 
the session. In particular, the time the participants spent in each part of the session 
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(i.e. reading the case study, pre-session questionnaire, problem solving and post-
session questionnaire) was recorded. Based on this information, the duration of each 
part of the session was determined. 
One subject in the first round of pilot tests managed to solve the task, but rushed to 
reveal the solution to one of her friends who was also a volunteer but hadn’t 
participated yet. This observation led to the realisation that all the sessions of the 
experiment should be run in parallel (the same date and time) to prevent information 
sharing between participants. Similarly, it became apparent that information sharing 
between participants during the experimental session should be avoided. Designing 
the parallel sessions was possibly the most difficult part of the study. Pilot runs 
helped also in identifying areas for session improvements. In particular, a series of 
actions was triggered by the first round of pilot runs which ensured that the 
experiment is executed properly. These are listed in Section 5.5. 
Moreover, through the pilot tests, it was quickly realised that the initial 
experimental design needed revision. Based on the empirical evidence and the 
theoretical background, the expectation was that the more information the visual 
display provides, the more frequently and faster insights will be generated. To test 
this hypothesis, it was initially considered to allocate the participants to three 
experimental conditions, namely, animation, statistics and animation and statistics, 
and ask them to solve the task by using either only the animation, or only the 
statistical outcomes of a simulation model, or both the animation and the statistical 
outcomes of a simulation model. However, the results of the pilot runs indicated 
that the use of a both animation and statistics was predicted very little to change 
the probability of task performance and time to insight compared to the use of only 
animation or statistics (i.e. below 0.1). On the other hand, differences were assumed 
to be larger and therefore more meaningful between two fundamentally different 
conditions (i.e. animation and statistics). In statistics, the size of the difference 
between groups is called effect size and a rough categorisation of effect size levels 
is suggested by Cohen (1988). Based on this categorisation, the effect size for this 
hypothesis was predicted to be small. 
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The formulas of statistical power show that when the effect size is estimated to be 
small, a large sample size is required so that the experiment has sufficient statistical 
power (i.e. 80%). Consequently, in this experiment, a very large sample size would 
be needed to make sure that the experiment would have sufficient statistical power 
to reject a false null hypothesis. Considering the limited resources available as well 
as the anticipated number of participants on the day of the experiment (i.e. around 
50, see Section 5.4.1), it was decided to drop out this hypothesis. For that reason, 
the experimental condition animation and statistics was eliminated from the 
research design. 
Moreover, participants in the pilot study were asked to give constructive feedback 
and suggestions about the model displays, the clarity of the instruction sheets and 
the questions in the pre- and post-session questionnaire. As a result, the materials 
were revised a number of times.  
When the procedure and the experimental design was deemed to need no more 
refinement, a second round of 13 pilot tests were conducted to test the technology 
(i.e. software, IT) in the labs and determine the effect size and sample size. The 
volunteers of the second round of the pilot study were all PhD students with varied 
backgrounds. Four were familiar with simulation or had strong analytical skills and 
six had prior experience with the context of the case study (NHS111 or a similar 
service). All participants were first asked to solve the task without the use of a 
simulation model. If they could not solve it, they were then randomly allocated to 
one of the experimental conditions.  
The results from the second round of pilot runs suggested that the proportion of 
people who solved the task without the use of a simulation model was 15% (2 out 
of 13). Two of the four participants who were familiar with simulation or had strong 
analytical skills solved the task. One of the two solvers had also prior experience 
with the context of the case study (NHS111 or a similar service). The above result 
does not provide evidence that task performance depends on having prior 
experience with the same or similar context of the case study. However, it indicates 
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that participants with strong analytical skills or/and simulation experience tend to 
solve the task more frequently than participants with no simulation experience.  
 
5.9 Summary 
This chapter provides an overview of the activities undertaken to design the 
experimental study, which is aimed at determining whether the use of simulation 
model, especially the simulation animation, is useful for generating insights.  
In this experimental study, a controlled quasi non-equivalent experiment is 
employed, using a between-groups design. One independent variable is 
manipulated: the features of the simulation model. Undergraduate students were 
randomly placed in three separate groups and given a task to solve using a model 
with only animation or a model with only statistical results. Meanwhile, a more 
experienced group of undergraduate students (i.e. control group) worked on the task 
without the use of a model. 
The task was based around the UK’s NHS111 telephone service for non-emergency 
health care. Initially, the participants were asked to read the case study. Next, all 
subjects completed a pre-session questionnaire in order to assess their initial beliefs 
about the problem. Then, all participants were given 30 minutes to solve the 
problem using a model or not depending on the group they were allocated to. When 
they finished, or when the time had expired, all participants were asked to submit 
their best scenario and answer a small questionnaire to assess their problem 
understanding at the end of the session. 
To identify insight occurrence, participants needed to solve the task, but not 
immediately after reading the problem, and were able to justify their answer at the 
end of the task. In order to test the contribution of animation versus statistical 
outcomes, the frequency of insights, the task duration and the time to insight 
generated by the participants in the animation versus the statistics condition were 
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compared, analysing participants’ problem-solving patterns. Aspects of the series 
of pilot runs are also presented in this chapter, which helped in carefully designing 
and executing the experiment.  
The next section presents the results of the experimental study.       
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Chapter 6: Results from Lab Experiment 
 
6.1 Introduction 
Chapter 5 described the design of the laboratory experiment for exploring the role 
of simulation models in generating insight. This chapter presents descriptive and 
statistical analyses performed on the data obtained from the lab experiment with 
reference to the Objectives 1 and 2 (Chapter 4). 1 
In this chapter, the analysis is presented in two parts. The first part looks to establish 
whether insights are generated more frequently when a simulation model is used 
compared to when it does not. Then, for the cases that there is evidence of insight 
generation from simulation, descriptive and statistical analyses are performed to 
establish whether the contribution of animation to the process of insight generation 
differs from the contribution of statistical outcomes.  
 
6.2 Hypothesis 1: simulation generates insights  
This section provides the analysis of data obtained in relation to hypothesis 1. The 
four dependent variables used in a complementary way to operationalise the 
occurrence of insight are: task performance (divergent thinking), problem 
understanding, discontinuity in thinking, and change in understanding (refer to 
Section 5.7). The approach used to measure each dependent variable will be next 
considered.  
                                                 
 
1 The results presented in this chapter are partly based on work published in Gogi et al. (2016) 
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6.2.1 Task performance 
 
Participants’ performance on the task is measured based on their submitted answers 
to the post-test questionnaire (i.e. Question 1, Appendix A.3). Participants’ answers 
are compared to expected optimal solutions (see Section 5.5). As a result of this 
analysis, participants grouped into two groups: ‘solvers’ and ‘non-solvers’. Solvers 
are considered the participants that submitted one of the ‘optimal’ scenarios to 
Question 1 of the post-session questionnaire. The participants who did not submit 
one of those answers are considered to be ‘non-solvers’. The descriptive and 
statistical analyses for both groups of participants are next provided.  
 
6.2.1.1 Descriptive statistics of the solvers and non-solvers groups 
Table 6-1 presents the proportions of solvers and non-solvers for the control and 
experimental conditions groups, and the animation and statistics conditions 
separately. Overall, the results reveal that 45% (30 out of 67) of the participants in 
this study submitted a scenario to the post-session questionnaire that achieves the 
goal of the task. It can be clearly seen that the solution rates between the 
experimental conditions and control group are considerably different. In more 
detail, 59% (or 13 out of 22) of the participants in the statistics group solved the 
task, while only 25% (or 5 out of 20) of the participants in the control group 
submitted one of the three optimal scenarios. The solution rate for the animation 
group is slightly lower than that of the statistics group at 48% (12 out of 25). As a 
result, the results show that both the animation and statistics participants (i.e. 
experimental conditions) solved the task more frequently than the participants in 
the control group.  
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Table 6-1: Number and proportion of solvers and non-solvers in the animation, statistics and control 
groups. 
Task 
Performance 
Animation Statistics 
Experimental 
Conds. 
Control Total 
 n          % n          % n              % n                 % n        % 
Solvers 12  48% 13   59% 25 48% 5 25% 30      45% 
Non-Solvers 13  52% 9   41% 22 52% 15 75% 37      55% 
Total 25 100% 22 100% 47 100% 20 100% 67     100% 
 
 
A chi-square test is conducted to test the statistical significance of the observations 
about the difference in proportion of solvers between the experimental condition 
and control groups. Due to the relatively small sample size and unknown population 
frequencies, the test is performed by incorporating Yates’ correction into the 
expression for χ2. Fleiss, et al. (2003, pp. 57-58) explain that this adjustment should 
not only be used to correct the error introduced by using the continuous chi-squared 
distribution to approximate the discrete distribution of observed binomial 
frequencies in a two-way contingency table, but also to bring into closer agreement 
the exact probabilities that are used when the population probabilities are unknown. 
An overall 2 (simulation/no simulation) × 2 (solution/no solution) chi-square test of 
homogeneity with Yate’s correction was conducted. The test is applied to determine 
whether the frequency counts of insight are distributed identically across different 
groups (i.e. experimental conditions and control groups). The test reveals that the 
probability of solving the problem among the participants who did not use a 
simulation model (i.e. control group) is significantly lower when compared to the 
solution rate of participants who used the simulation model (i.e. the experimental 
conditions group). Specifically, the one-tailed p-value associated with the χ2 (1, N 
= 67) test was p = 0.032, which is smaller than the critical point (a = 0.05). The 
results suggest there is some association between the use of simulation models and 
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problem solving (Phi = 0.259) (Cohen 1988). In other words, it indicates that the 
use of a simulation model supports problem solving and divergent thinking. 
 
6.2.1.2 Task duration for solvers 
The analysis in this section examines whether differences in task duration account 
for the observed differences in solution rates between the solvers in the 
experimental and control group. Task duration refers to the period of time from the 
moment a participant has completed the pre-sessional questionnaire to the moment 
she first sets up a scenario that achieves the goal of the task (Section 5.5). For the 
participants in the experimental conditions group, task duration is measured through 
the computer recording of the time and the type of scenarios each participant 
attempted. For the control group, task duration was recorded by the participants 
(Section 5.7). 
The descriptive statistics for task duration is provided in Table 6-2 for the solvers 
in both the control group and experimental conditions group. Due to the relatively 
small sample size for the control group, the median and quartiles are considered 
more meaningful measures to calculate the central tendency and spread of the data, 
respectively, compared to mean and standard variation. Therefore, Table 6-2 
presents the medians and upper and lower quartiles for task duration.  
 
Table 6-2: Descriptive statistics for task duration for solvers in control and experimental conditions 
groups. 
 
  
‘Control’ 
n = 5 
‘Experimental Conditions’ 
n = 25 
 Median (Lower - Upper Quartiles) Median (Lower - Upper Quartiles) 
Task Duration 
(min) 11 (5.00 - 19.00) 12.62 (9.93 - 13.62) 
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The descriptive statistics reveal that the solvers in the control group tend to have 
required approximately the same amount of time as the participants in the 
experimental conditions to solve the task (median task duration control = 11, median task 
duration experimental conditions = 12.62), but with higher variation in the outcome (lower-
upper quartile task duration control = 5.00 - 19.00, lower-upper quartile task duration statistics = 
9.93 - 13.62).  
A non-parametric test, and specifically a Mann-Witney’s U-test, reveals that the 
above relatively small difference in task duration between the control and 
experimental conditions group is not significant (p = 0.481). As a result, it is 
concluded that differences in task duration do not account for the observed 
differences in solution rates between the solvers in the experimental conditions and 
control groups. 
 
6.2.1.3 Comparison of demographic characteristics of solver and non-solver 
groups 
The demographic characteristics of the solvers and non-solvers in the animation, 
statistics and control groups are presented in Table 6-3, Table 6-4 and Table 6-5, 
respectively. Fisher’s exact test is used to assess whether there are statistically 
significant differences between the solvers and non-solvers’ demographic 
characteristics in each group. Four specific characteristics were analysed: gender, 
prior experience with the context of the case study (NHS111 or a similar service), 
degree year and the number of modules taken with a quantitative content. The 
analysis reveals that there were no statistically significant differences for each 
characteristic between the solvers and the non-solvers of each group.  
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Table 6-3: Characteristics of solvers and non-solvers in animation group 
                 Animation 
                    N=25 
 
 Solvers 
n = 12 
n         % 
Non-solvers 
n = 13 
n          % 
Significant Difference? 
Solvers versus non-solvers 
Gender:   No (p = 0.695) a 
    Male 
    Female 
6 
6 
50% 
50% 
8 
5 
62% 
38% 
 
Prior 
Experience: 
    No (p = 1.000) a 
    Yes 
    No 
1 
11 
8% 
92% 
1 
12 
8% 
92% 
 
Degree Year:     No (p = 0.226) a 
    1 
    2  
 
6 
6 
50% 
50% 
10 
3 
50% 
50% 
 
Quantitative 
Modules: 
    No (p = 1.000) a 
    ≤ 3 
    4-6 
7 
5 
58% 
42% 
8 
5 
58% 
42% 
 
a Differences between the groups were tested using Fisher exact tests.  
 
 
 
Table 6-4: Characteristics of solvers and non-solvers in the statistics group. 
                   Statistics 
                     N=22 
 
 Solvers 
n = 13 
n          % 
Non-solvers 
n = 9 
n          % 
Significant Difference? 
Solvers versus non-solvers 
Gender:   No (p = 1.000) a 
    Male 
    Female 
7 
6 
62% 
38% 
5 
4 
62% 
38% 
 
Prior Experience:     No (p = 0.264) a  
    Yes 
    No 
1 
12 
8% 
92% 
3 
6 
8% 
92% 
 
Degree Year:     No (p = 0.616) a 
    1 
    2 
10 
3 
77% 
33% 
8 
1 
77% 
33% 
 
Quantitative Modules:     No (p = 0.380) a 
    ≤ 3 
    4-6 
7 
6 
62% 
38% 
7 
2 
62% 
38% 
 
a Differences between the groups were tested using Fisher exact tests 
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Table 6-5: Characteristics of solvers and non-solvers in the control group. 
                   Control 
                     N=20 
 
 Solvers 
n = 5 
n            % 
Non-solvers 
n = 15 
n          % 
Significant Difference? 
Solvers versus non-solvers 
Gender:   No (p = 1.000) a 
    Male 
    Female 
2 
3 
40% 
60% 
7 
8 
62% 
38% 
 
Prior Experience:     No (p = 0.613) a 
    Yes 
    No 
2 
3 
40% 
60% 
4 
11 
8% 
92% 
 
Degree Year:     No (p = 0.303) a 
    2 
    3 
4 
1 
80% 
20% 
6 
9 
77% 
33% 
 
Quantitative Modules:     N/A 
    ≤ 3 
    4-6 
    ≥ 7 
0 
0 
5 
0% 
0% 
100% 
0 
0 
15 
0% 
0% 
100% 
 
 a Differences between the groups were tested using Fisher exact tests.  
 
 
The Fisher’s exact test is also used to identify whether there are statistically 
significant differences between the solvers in the experimental conditions and the 
control group (Table 6-6). It is noted that because of the pre-existing differences 
between the experimental conditions and control groups (see Section 5.4.3), only 
two characteristics can be analysed: gender and prior experience with the context 
of the case study (NHS111 or a similar service). The analysis shows that the solvers 
in the experimental conditions group do not differ from the solvers in the control 
group in gender (p = 1.000) and prior experience with the service (p = 0.119).  
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Table 6-6: Characteristics of solvers in the control and experimental conditions group. 
                         Solvers  
 Experimental 
Conditions 
n = 25 
n              % 
Control  
Group 
n = 5 
 n              % 
Significant Difference? 
 
Gender:   No (p = 1.000) a 
    Male 
    Female 
13 
12 
40% 
60% 
2 
3 
40% 
60% 
 
Prior Experience:     No (p = 0.119) a  
    Yes 
    No 
2 
23 
40% 
60% 
2 
3 
40% 
60% 
 
a Differences between the groups were tested using Fisher exact tests. 
 
 
6.2.1.4 Task performance of non-solver group  
The submitted scenarios of the non-solvers were compared to the expected optimal 
solution to explore their problem understanding and divergent thinking at the end 
of the session. Their submitted scenarios are grouped in two categories and are 
summarised in Table 6-7. Although this analysis is not relevant to the hypotheses 
of this study, it is performed to investigate whether the experimentation with a 
simulation model supports problem understanding and divergent thinking.  
Considering the scenarios that achieve the goals of the task (Section 5.5), a 
submitted scenario with many operators and few medical advisors show that a 
participant is far from the solution. Hence this result suggests a limited problem 
understanding by the particular participant at the end of the session. A submitted 
scenario with few operators and many medical advisors, although it is not the 
solution of the problem, shows that a participant is closer to the solution. Therefore, 
this result indicates a post-session problem understanding which is in the right 
direction. So, it is labelled as good. For the participants who submitted no best 
scenario – that is, they selected the option ‘I don’t know’ as their answer to this 
question of the post-session questionnaire – their submitted scenario is based on the 
record of scenarios they tested. For example, if the record shows that the strategies 
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of a participant centred on employing few operators and many medical advisors, 
then their submitted scenario is assumed to reflect this type of strategy. 
 
Table 6-7: Frequency of submitted best scenario by the non-solvers for the experimental conditions 
and control groups. 
Non-solvers 
Post-session 
Problem 
Understanding  
Submitted 
Scenarios 
Animation Statistics 
Experimental 
Conds. 
Control 
  n            % n           % n              % n          % 
Limited Ops. > Nur. & Drs. 
a 4  30% 1  11% 5    23% 11 73% 
Good Ops. < Nur. & Drs. 
a 9  70% 8  89% 17    87% 4 27% 
Total 13 9  22 15 
        a Ops.: Operators, Nur.: Nurses, Drs.: Doctors 
 
Table 6-7 shows that only five non-solvers (or 23% of participants) in the 
experimental conditions group still believed that hiring more operators could solve 
the NHS111 problem after having used the simulation model. This result suggests 
that the majority of the non-solvers had a good problem understanding at the end of 
the session. On the other hand, the majority of the non-solvers in the control group 
(i.e. 73% or 11 out of 15) submitted as their best scenario a scenario with many 
operators and few medical advisors, indicating a limited post-session problem 
understanding. This finding could be considered as an indication that the use of 
simulation supports problem understanding. 
Looking at the record of the scenarios that the non-solvers tried, there are two 
statistics participants and six animation participants who managed at some point of 
their experimentation with the model to generate a new idea (i.e. employing no 
doctors or no nurses) that is relevant to finding the solution, but is not the solution 
to the problem (i.e. false insights). Setting up these types of scenarios shows that 
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participants in the two experimental conditions managed to overcome implicitly 
imposed constraints and therefore expand their solution space by thinking 
divergently. Also, among the non-solvers, are included three statistics participants 
who ran one of the scenarios that achieved the goal of the problem, but provided 
answers to the post-session questionnaire that did not correspond to the solution. It 
seems that they may have either changed their mind about the solution to the 
problem or not realised that one of the scenarios they ran actually solved the 
problem. It should be noted that none of the non-solvers in the control group 
managed to generate a new idea that is relevant to finding the solution. The above 
results may suggest that the experimentation with a simulation model might lead to 
divergent thinking.  
 
6.2.2 Problem understanding 
 
Based on the operationalisation of the occurrence of insight, in order to investigate 
whether participants arrived at the solution of the task by generating insights or by 
intuition or guessing, they were expected to be able to justify their answers at the 
end of the session. Accordingly, problem understanding is measured using two 
open-ended questions at the end of the session. In more detail, after having 
submitted their best scenario, participants were asked to state up to three reasons 
they believed their scenario solved the task (i.e. Question 2, Appendix A.3). Three 
empty boxes were provided for the response and no prompts were given. They were 
also asked to answer an open-ended question stating what NHS should do so that 
NHS111 achieves its targets (i.e. Question 3, Appendix A.3). For this question, one 
empty box was provided and no prompts were given. The participants’ answers 
were coded to determine whether a participant, after attempting to solve the 
problem, had a clear and complete understanding of the reasons the service cannot 
currently achieve its targets and recognised the actions needed to address the 
problem or not. The above rationale is used to group problem understanding in 3 
categories: inaccurate, incomplete and complete.  
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Inaccurate problem understanding refers to invalid actions and consequently 
inaccurate justification of the reasons a suggested scenario solves the NHS111 
problem. In more detail, some participants suggested that NHS should employ more 
operators or staff in general. Considering the solution to the problem, this provides 
clear evidence that their understanding of the problem was not adequate after 
attempting to solve the problem. The service cannot achieve its targets not because 
of operators’ understaffing but because of operator’s inefficiency and problematic 
structure of the service (i.e. assigning operators as the first point of contact results 
in a problematic call handling service). Unclear answers to Question 2 or 3 were 
also deemed to be inaccurate problem understanding. Representative examples of 
answers to the post-session questionnaire which were considered unclear and hence 
inaccurate are as follows: 
“1.NHS saves £85 per day 2.The mean duration of completed triages 
is 2.88min less than the target.” Animation Group, Participant 14 
“1.because it prevent high rates of overestimated referrals 2.it 
prevents large numbers of abandoned calls 3.Having larger number 
of doctors means 100% of calls are answered.”, Statistics Group, 
Participant 4 
 
Some participants suggested to employ more medical advisors and as few operators 
as possible. Some others stated that NHS should train operators and employ more 
of this type of staff. These participants justified their suggested scenario by 
correctly recognised that operators’ inefficiency is one of the main cause of the 
NHS111 problem. However, they did not make any reference to problematic call 
handling of the service. As a result, their problem understanding is deemed to be 
incomplete as this type of answers does not fully show a conscious problem 
understanding. Representative examples of incomplete problem understanding are 
the following: 
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“1. The operators aren't efficient enough. Despite their comparatively 
low wages they are extremely inefficient. 
NHS111 should try and develop a scheme that helps to train their 
operators better. So that they can improve and prove to be a lot more 
helpful.” Statistics Group, participant 15  
 
“1. More people who can give better advice rather than more operators. 
Give better training to operators and employ more of them to prevent 
overestimated referrals” Animation Group, participant 16 
 
 
Finally, complete problem understanding refers to answers given by the participants 
to Questions 2 and 3 in the post-session questionnaire that recognise fully the causes 
of the NHS111 problem and the actions needed to address the problem. Therefore, 
the participants should clearly state that NHS111 should employ only professionals 
because of operators’ inefficiency and the current problematic structure of the 
service. This type of answers proves a conscious problem understanding. An 
example of such answer is provided below. 
1. “Nurses are more knowledgeable than operators so saving time and 
money 
2. In order to be more efficient is better to have well-qualified employees 
such as nurses and doctors to answer the phone. 
3. Well qualified employees work quicker. Therefore it does not matter 
if their salary is higher. In this case they achieve the average waiting 
time to be below 12 minutes which leads to less abandoned calls.” 
Statistics Group, Participant 17 
 
The results of the analysis of all participants’ problem understanding at the end of 
the session are presented in Table 6-8. As the table shows, problem understanding 
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at the end of the session was considered to vary among the participants. Next we 
look at solvers and non-solvers separately. 
 
Table 6-8: Problem understanding of participants in each group at the end of the session. 
Post-session 
Problem understanding 
Animation Statistics Control  Total 
Inaccurate 11      7  7   25 
Incomplete 7 4 8 19 
Complete 7        11    5  23 
Total 25 22 20 67 
 
 
6.2.2.1 The solvers’ group 
This analysis is carried out to distinguish ‘solvers with conscious problem 
understanding’ from ‘solvers by guessing or intuition’. The former are considered 
the participants who gave valid and complete answers to Questions 2 and 3 of the 
post-session questionnaire. The participants who solved the task but they were not 
able to justify their answers at the end of the session are considered to be ‘solvers 
by guessing or intuition’. 
Solvers’ problem understanding at the end of the session was found to either be 
inaccurate or complete. The results of this analysis are presented in Table 6-9. Most 
solvers (23 out of 30) were considered to be able to fully justify their submitted 
scenario criticising the choice of NHS to assign operators as the first point of contact 
and explaining that a service with just enough professionals, albeit their high 
salaries, results in saving money to the organisation. As a result, the problem 
understanding of these solvers was considered to be complete at the end of the 
session (last row, Table 6-9).  
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Table 6-9: Problem understanding of solvers in each group at the end of the session. 
Solvers 
Post-session 
Problem understanding 
Animation   Statistics Control Total 
Inaccurate 5      2  0   7 
Incomplete 0 0 0 0 
Complete 7        11    5  23 
Total 12 13 5 30 
 
 
Although seven solvers in the experimental conditions group stated that the service 
should employ only professionals (i.e. Question 3, Appendix A.3), they were 
considered unable to justify their answer at the end of the session (i.e. Question 2, 
Appendix A.3), indicating that they may have arrived at the solution by guessing or 
intuition rather than by consciously understanding the solution to the task. More 
specifically, five solvers in the animation group and two solvers in the statistics 
group were considered to be unable to give a clear and valid answer to the question 
(i.e. first row, Table 6-9). By and large, they reported that their suggested solution 
was submitted because it met the targets. This type of answer is considered to be 
inaccurate.  
Based on the results of this analysis, therefore, seven solvers in the experimental 
conditions group are considered ‘solvers by guessing or intuition’ and consequently 
they did not solve the task by generating insight. These findings will be taken into 
account when the solution rates that indicate the occurrence of insight are 
considered (Section 6.2.5). 
 
6.2.2.2 The non-solvers’ group 
Non-solvers’ problem understanding at the end of the session was also evaluated. 
The proportions of inaccurate problem understanding between the control and 
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experimental conditions group are examined to investigate whether the 
experimentation with a simulation model supports problem understanding. A 
participant who makes inaccurate statements about the cause of the NHS111 
problem at the end of the session is considered to have a poor problem 
understanding after attempting to solve the task.  
The results of the analysis show that problem understanding of non-solvers was 
either inaccurate or incomplete at the end of the session. Details of this analysis are 
summarised in Table 6-10. 
 
Table 6-10: Problem understanding of non-solvers in each group at the end of the session. 
Non-solvers 
Post-session 
Problem 
understanding 
Animation 
 
n           % 
Statistics 
 
n           % 
Experimental 
Conditions 
n           % 
Control 
 
n           % 
Total 
 
n        % 
Inaccurate 6         46%               5         55%               11        50%               7      47%               18 49% 
Incomplete 7         54%               4         45%               11        50% 8         53%               19 51% 
Total 13      100% 9       100% 22      100% 15      100% 37  100% 
 
 
Looking at the numbers in Table 6-10, it is apparent that there are not significant 
differences in the rates of inaccurate problem understanding among the groups (first 
row, Table 6-10). In particular, around half of the non-solvers in the control group 
(7 out 15) gave an inaccurate answer to Question 2 of the post-session 
questionnaire, stating that hiring more operators could solve the NHS111 problem 
(fourth column first row, Table 6-10). This is also the case for half of the non-
solvers in the experimental conditions group (11 out of 22) (third column first row, 
Table 6-10). The other half of the non-solvers, irrespective the group they were 
allocated to, although they did not fully justify the reasons NHS cannot achieve its 
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targets; they correctly recognised that the problem of NHS111 is partly because of 
operators’ inefficiency.  
As there are not considerable differences in the proportions of inaccurate statements 
between the experimental conditions and control groups, this analysis does not 
provide evidence to support the hypothesis that the non-solvers in the experimental 
conditions group had a better understanding at the end of the session than the non-
solvers in the control group. 
 
6.2.3 Discontinuity in thinking 
 
The measure used to assess whether participants had a discontinuity in 
thinking and hence solved the task by generating insight is based on the initial 
scenario subjects chose to run. In particular, the initial scenario was coded in order 
to determine if a participant experienced an impasse or directly generated the 
solution after reading the case study. If subjects solved the problem correctly on 
their first try without getting stuck or misled, then they did not have a discontinuity 
in thinking and hence they solved the task without generating insight. That is, they 
knew how the problem can be solved after reading the case study.  
Table 6-11 summarises the initial scenario run by all the participants. As it can be 
seen, two participants solved the task in their first try. The analysis of initial 
scenario is next considered for solvers and non-solvers separately. 
 
Table 6-11: Initial scenario run by the participants in each group. 
First Scenario Animation Statistics Control Total 
Operators > Medical staff a  15 12 14 41 
Operators < Medical staff 10 10 4 24 
Solution 0 0 2 2 
Total 25 22 20 67 
           a Includes base scenario  
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6.2.3.1 The solvers’ group 
As Table 6-12 shows, the majority of the solvers in the experimental conditions 
group (i.e. 17 out of 25) chose initially to run a scenario with more operators or 
more staff in general (first row, Table 6-12) compared to the base scenario (i.e. 5 
operators, 2 nurses, 1 doctor). This scenario is considered the base as it was given 
in the case study. This result indicates that the participants in the experimental 
conditions, who used simulation model initially believed that the problem is due to 
lack of operators or staff in general. Consequently they did not know how to solve 
the problem after reading the case study, indicating that their problem-solving 
pattern involved an impasse. However, this was not the case for the majority of 
solvers in the control group. 
 
Table 6-12: Initial Scenario run by the solvers for experimental conditions and control groups. 
Solvers 
First Scenario Animation Statistics Experimental 
Conds. 
Control  Total 
Operators > Medical staff a 9        8    17 1 18 
Operators < Medical staff 3         5      8 2   10 
Solution - - - 2  2 
Total 12 13 25 5 30 
a Includes base scenario 
 
 
In detail, two solvers in the control group ran as their first scenario a scenario with 
less operators and more medical advisors, indicating that they had a good 
understanding of the problem from the beginning of the session but they still did 
not know how to solve the problem. So, they are considered to have discontinuity 
in thinking. Nevertheless, this analysis reveals that two participants in the control 
group did not face an impasse as they solved the problem at their first attempt. This 
result therefore indicates that these two participants did not have a discontinuity in 
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thinking since they solved the problem correctly on their first try without getting 
stuck or misled. Hence, they did not experience an impasse because they knew how 
to solve the problem after reading the case study, hence no insight. 
Therefore, based on the analysis of initial scenario attempted, two solvers in the 
control group are considered not to have solved the task with insight. This finding 
will be taken into account when the solution rates that indicate the occurrence of 
insight are considered (Section 6.2.5). 
 
6.2.3.2 The non-solvers’ group 
The analysis of initial scenario is also performed for the non-solvers’ group. The 
numbers of the non-solvers who initially ran a scenario that lead participants away 
from the solution are examined to investigate whether initial problem understanding 
differed between the experimental conditions and control groups. The results of this 
analysis are presented in Table 6-13.  
 
Table 6-13: Initial Scenario run by the non-solvers for experimental conditions and control groups. 
Non-solvers 
First Scenario Animation Statistics Control   
Operators > Medical staff a 6        4    13 
Operators < Medical staff 7         5      2   
Solution - - -   
Total 13 9 15 
a Includes base scenario 
 
Most participants in the control group (13 out of 15, last column, Table 6-13) and 
approximately half of the participants in the experimental conditions group (first 
row, Table 6-13) chose initially to run a scenario with more operators or more staff 
in general compared to the base scenario (i.e. 5 operators, 2 nurses, 1 doctor). 
Therefore, the results do not provide evidence that the non-solvers in the control 
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group had a better understanding of the problem after reading the case study than 
the non-solvers in the experimental conditions group. The results of this analysis 
indicates that the majority of the non-solvers, irrespective the group they were 
allocated to, initially held inaccurate beliefs about the NHS111 problem. 
Consequently, they were found not to know how to solve the problem after reading 
the case study, indicating that their problem solving pattern involved an impasse 
due to conceptual reasons.  
 
6.2.4 Change in understanding 
 
As it is explained in Chapter 3, change in understanding is a prerequisite condition 
so that insight can emerge. This analysis will help in distinguishing ‘solvers who 
changed their problem understanding’ from ‘solvers who did not change their 
worldview’. In order to test subjects’ change in understanding, two measures are 
used: comparison of the responses to the pre- and post-session questionnaires, 
subjects’ self-assessment of their problem understanding at the end of the session. 
The analysis of each measure and results are next provided.  
 
6.2.4.1 Comparison of answers to the pre- and post-session questionnaires 
The first measure used to investigate participants’ change in understanding is based 
on the researcher’s assessment. After reading the case study, participants were 
given the pre-session questionnaire. They were asked to answer an open-ended 
question stating up to three reasons they believed NHS111 cannot achieve its targets 
(Question 1, Appendix A.2) similarly to the post-session questionnaire. Three 
empty boxes were provided for the response and no prompts were given. A range 
of answers were therefore expected to this question with most participants listing 
more than one reason. These answers reflect participants’ problem understanding 
about the NHS111 problem at the beginning of the session and therefore can be 
directly compared to the answers given in the post-session questionnaire.  
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Participants’ answers to the pre-session questionnaire were coded following the 
same coding scheme developed for participants’ answers to the post-session 
questionnaire. As a result, participants’ problem understanding before attempting 
to solve the task is categorised in 3 categories: inaccurate, incomplete and complete. 
Inaccurate problem understanding before attempting to solve the task is considered 
an answer to Question 1 of the pre-session questionnaire that involves inaccurate or 
contradictory statements about the cause of the NHS111 problem, or even is an 
inexplicit answer. More specifically, a common inaccurate explanation about the 
cause of the NHS111 problem which was given by most participants was that the 
services does not have sufficient operators or staff in general. Representative 
examples of this type of answers are the following: 
“There are not enough operators on the evening shift”, Animation 
Group, Participant 18  
“There are not enough operators to pick up the initial calls”, Statistics 
Group, Participant 7 
“Due to the high volume of calls in the evening shift calls are being 
abandoned which costs £15 a time and also leads to the patient not 
being treated. The obvious answer would be to have more staff 
working the evening shift as long as this doesn't go over the budget.” 
Statistics Group, Participant 13 
Some alternative inaccurate explanations about the NHS111 problem concern the 
targets and how they are set up (e.g. “unrealistic targets”), human behaviour (e.g. 
“people are becoming too impatient to wait” Animation group, Participant 6, “they 
think their problem is very urgent”, Control Group, Participant 10) and under-
publicity of the service (“poor advertising”, Animation Group, Participant 23).  
Inaccurate problem understanding also may refer to contradictory statements. 
Some participants were considered not to be certain about the cause of the NHS111 
problem after reading the case study. As a result, they did not have concluding 
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views about the NHS111 problem before attempting to solve the problem. Let’s 
consider, for example, that a participant reports in the pre-session questionnaire that 
there are not enough operators in the evening shift but also that operators are 
inefficient in completing referrals. These are contradictory statements that cannot 
both be true at the same time. That may indicate that the participant makes a number 
of assumptions about the plausible causes of the NHS111 problem before 
attempting to solve it but she is not sure which one is actually true (i.e. operators’ 
inefficiency or lack of personnel). 
Also, there were few participants in each group whose answers were not very 
descriptive. They basically reiterated the headlines found in the case study: 
“overestimated referrals, recalls, abandoned calls”. The latter answer reflects a 
problem understanding that is considered to be inaccurate.   
Incomplete problem understanding is about correctly stating that the operator’s 
inefficiency or problematic call handling are the cause of the NHS111 problem but 
not recognising the two causes together. As a result this type of answer to Question 
1 of the pre-session questionnaire is deemed to be incomplete. Participants who 
stated that NHS111 cannot achieve its targets due to operators’ inefficiency 
commonly reasoned their answer as follows: 
“Overestimated referral often done by the operators is a further cost 
to the NHS”, Animation Group, Participant 8  
“They are wasting money with more operators who are less qualified 
and unable to identify the issues of the callers.” Animation Group, 
Participant 10 
“Calls are being overestimated mainly by the operators (at 40%) and 
therefore an ambulance is being sent out when it isn't necessary 
costing £15 a time.” Statistics Group, Participant 13  
“Operators are only able to achieve 70% completion of the clinical 
assessment.” Statistics Group, Participant 15 
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“Operators not trained enough” Animation Group, Participant 7 
 
Representative examples of an incomplete answer due to problematic call handling 
are the following: 
 “All calls need to go through an operator  maybe having a self-
assessment question at the beginning of the call could lead them 
straight to a doctor if needed” Animation Group, Participant 15 
“There are too many stages a caller can go through to get the advice 
they need meaning they may give up & abandon the call.” Statistics 
Group, Participant 5 
“Only 3% of the calls (approx.) end up with the doctor, to the most 
expensive and underutilised resource.” Control Group, Participant 13 
 
Finally, a complete problem understanding is considered to be an answer that 
clearly recognises that both operators’ inefficiency and problematic call handling 
cause NHS111 not to achieve its targets. 
Among the sixty-seven participants in the experimental conditions group and the 
control group, two solvers in the statistics group did not complete the pre-test 
questionnaire. This came to the researcher’s attention after the completion of the 
session. They both ran at least 20 scenarios and completed the post-session 
questionnaire. Asking these participants to complete the pre-test questionnaire after 
the completion of the session would have given invalid and biased results. As a 
result, for these participants, their problem understanding at the beginning of the 
session was based on the initial scenario they selected to run (Section 6.2.3). It is 
considered that their initial scenario reflects their problem understanding at the 
beginning of the session. 
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The results of the analysis of problem understanding before attempting to solve the 
task for all the participants are presented in Table 6-14. As the results indicate, most 
participants (first row, Table 6-14) did not give an accurate explanation about the 
NHS111 problem either because they stated that hiring more operators will solve 
the problem or because they were not yet sure what the problem of NHS111 actually 
is. Therefore, they made contradictory or vague statements. In each group, there 
were 5 to 6 participants who made a correct yet incomplete justification of the 
causes of the NHS111 problem (second row, Table 6-14). Two participants in the 
control group were considered to understand completely the NHS111 problem 
before solving the task whereas no participants in the experimental conditions group 
were found to make full justification of their answer in the pre-sessional group. This 
result may suggest that the control group had a better understanding of the problem 
before attempting to solve the task than the experimental conditions group. A 
possible explanation for this difference in problem understanding between the 
experimental conditions and control group may be because of the pre-existing 
difference between the groups (refer to Section 5.4.3).  
 
Table 6-14: Problem understanding of all the participants in each group before attempting to solve 
the task. 
Pre-session 
Problem understanding 
Animation Statistics Control    Total 
Inaccurate 20      17  12   49 
Incomplete 5 5 6 16 
Complete 0        0    2  2 
Total 25 22 20 67 
 
 
In the next sections, participants’ problem understanding in the pre-session 
questionnaires is compared against their understanding in the post-session 
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questionnaire to measure change in understanding. The analysis is carried out 
separately for solvers and non-solvers. 
 
The solvers’ group 
In this section, problem understanding of the solvers before attempting to solve the 
task is compared against their problem understanding after attempting to solve it. 
The results of this comparative analysis can be used as an indication to distinguish 
‘solvers who changed their problem understanding’ from ‘solvers who did not 
change their view of the problem’. Solvers with insight are considered the 
participants whose initial beliefs about the causes of the NHS111 problem changed 
from inaccurate or incomplete to complete at the end of the session. Solvers without 
insight are considered the participants whose initial beliefs remain the same or they 
were not evolved in the right directions during the session, i.e. did not have a better 
understanding at the end of the session. Table 6-15 presents the results of the 
comparative analysis. 
 
Table 6-15: Solvers’ answers in the pre-and post-session questionnaires for the experimental 
conditions and control groups. 
Solvers 
Change in 
Problem 
Understanding 
Pre-Test Post-Test Animation Statistics Control Total 
No Change Inaccurate Inaccurate 5 2 0 7 
Better 
Inaccurate Complete 5 9 4 18 
Incomplete Complete 2 2 1 5 
Total 12 13 5 30 
 
 
As Table 6-15 shows, all solvers irrespective of the group they were in, provided 
either an inaccurate or incomplete answer before attempting to solve the problem. 
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The above results could be considered as an indication that these solvers did not 
seem to initially know how to solve the problem (i.e. a service with no operators). 
Two solvers in the statistics group did not complete the pre-sessional questionnaire. 
Looking at their initial scenario (refer to Table 6-12), they both ran as their first 
scenario a scenario with more operators and less medical advisors. This is an 
indication that they believed inaccurately that the problem is due to lack of 
operators or staff in general. As a result, their initial problem understanding is 
considered to be inaccurate. 
When the above results are compared against solvers’ problem understanding after 
attempting to solve the problem (Table 6-9, Section 6.2.2), it is indicated that most 
solvers (23 out of 30, second and third row, Table 6-15) changed their initial 
inaccurate or incomplete beliefs about the NHS111 problem towards the right 
direction as they gave valid and clear answers to the post-session questionnaire. 
This is also the case for one of the solvers who did not answer the pre-sessional 
questionnaire. This result of the comparison provides some evidence that could be 
considered as an indication that 23 participants solved the task by changing their 
problem understanding.  
However, as it is discussed in Section 6.2.2, there were 7 solvers, including one of 
the solvers who did not complete the pre-sessional questionnaire, who were 
considered unable to justify their answers at the end of the session. As a result, their 
problem understanding at the end of the session was considered inaccurate. 
Consequently, the comparative analysis indicates that these solvers were considered 
not to be able to change their initial beliefs towards the right direction (first row, 
Table 6-15).  
Overall, the above result could be considered as an indication that 7 participants in 
the experimental conditions solved the task without generating insight. It is noted 
that this finding of the comparison analysis matches the result of the analysis 
regarding problem understanding at the end of the session as it is partly based on 
the same data (Section 6.2.2). It is also noted that the two solvers in the control 
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group who solved the task in their first attempt did not provide a complete answer 
in the pre-session questionnaire as expected. So, the result of this analysis does not 
match the results from the analysis of initial scenario for the solvers of the control 
group (Section 6.2.3.1). 
 
The non-solvers’ group 
Comparisons of problem understanding before and after attempting to solve the task 
are also performed for the non-solvers group. The numbers of the non-solvers who 
changed their understanding towards the right direction between the control and 
experimental conditions group are examined to investigate whether the 
experimentation with a simulation model supports problem understanding. Details 
of non-solvers’ change in understanding based on their answers given in the pre-
session and post-session questionnaires are summarised in Table 6-16. 
As was the case with the solvers, after reading the case study, most non-solvers (25 
out of 37) appeared not to know how to solve the problem after reading the case 
study. They either gave inaccurate or incomplete answers about the causes of the 
NHS111 problem to Question 1 of the pre-session questionnaire. However, among 
the non-solvers, there were two participants in the control group who were expected 
to solve the task in their first attempt as their problem understanding of the problem 
at the beginning of the session was considered to be complete (last row, Table 6-16).  
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Table 6-16: Non-solvers’ problem understanding before and after attempting to solve the task for 
the experimental conditions and control group.  
  Non-Solvers  
Change in 
problem 
understanding 
Pre-test Post-Test 
 
Animation Statistics Control Total 
Better Inaccurate Incomplete 5 3 4 12 
No change 
Inaccurate Inaccurate 4 4 4 12 
Incomplete Incomplete 3 1 2 6 
Worse 
Incomplete Inaccurate 1 1 3 5 
Complete Incomplete 0 0 2 2 
Total 13 9 15 37 
 
 
When the above results are compared against non-solvers’ problem understanding 
after attempting to solve the problem (Table 6-10, Section 6.2.2), the results 
indicate that the majority of non-solvers (25 out of 37), irrespective the condition 
they were allocated to, did not change their initial beliefs about the problem towards 
the right direction (2nd - 5th rows, Table 6-16). Among them, 17 non-solvers made 
inaccurate statements about the NHS111 problem after attempting to solve the 
problem (second and fourth rows, Table 6-16) whereas 6 non-solvers retain their 
correct yet incomplete beliefs about the cause of the problem (third row, Table 
6-16). Surprisingly, the 2 non-solvers who gave a complete answer in the pre-
session questionnaire did not manage to solve the task as expected. As a result, at 
the end of the session, they showed an incomplete problem understanding reporting 
that NHS should upskill operators. This result indicates that most non-solvers 
irrespective the condition they were allocated to, did not appear to refine correctly 
their initial beliefs about the NHS111 problem and therefore they did not change 
their understanding towards the right direction.  
Only 12 out of 37 non-solvers indicated that they change their problem 
understanding from inaccurate to incomplete at the end of the session (first row, 
Table 6-16). Looking at the frequency counts, it is observed that the difference in 
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proportions is quite similar across the groups. Therefore, this comparative analysis 
does not provide evidence to support the hypothesis that the non-solvers in the 
experimental conditions group refined their problem understanding more frequently 
than the non-solvers in the control group.  
 
Problem-solving patterns 
For the non-solvers, the types of scenarios they ran during the 30 minutes’ 
experimentation with the model are also observed to examine whether there is a 
difference in problem understanding between experimental conditions and control 
groups.  
The observation of their problem-solving patterns reveals that, irrespective of the 
initial scenario subjects chose to run, the participants in both the animation and 
statistics condition chose on average to run 2 times more scenarios with more 
medical advisors and fewer operators than scenarios with more operators or staff. 
On the other hand, the participants in the control group ran 1.75 times more 
scenarios with more operators than scenarios with less operators and more medical 
advisors. This result implies that the non-solvers in the experimental conditions 
group changed their understanding towards the right direction more frequently than 
the non-solvers in the control group. However, it is noted that the participants in the 
experimental conditions group were getting immediate feedback about their 
scenario performance whereas the participants in the control group did not. On that 
basis, the above result does not provide enough evidence to support the assertion 
that the non-solvers in the experimental conditions group refined their problem 
understanding more frequently than the non-solvers in the control group. 
 
6.2.4.2 Subjects’ self-assessment of change in problem understanding 
So far change in understanding is measured based on researcher’s assessment of 
participants’ answers in the pre- and post-session questionnaires. Change in 
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understanding is also measured through self-reports. More specifically, at the end 
of the session, the participants were asked to assess their understanding of the 
problem before and after attempting to solve the problem. Hence they were asked 
to evaluate whether they perceive to have a better understanding of the NHS111 
problem (Question 4, Appendix A.3). This is operationalised as a five point Likert 
scales (1 = a lot worse, 5 = a lot better). The results for all the participants are 
presented in Table 6-1. As it is observed, no one reported that their understanding 
was worse than prior to solving the task. Next, we look at solvers and non-solvers 
separately.   
 
Table 6-17: Self-reports of change in understanding by the participants in each group. 
Self-reports 
Change in 
Understanding 
Animation 
 
Statistics 
 
Control 
 
Total 
A lot better 9 7 6 22 
Better 13 11 13 37 
Similar 3 4 1 8 
Worse 0 0 0 0 
A lot worse 0 0 0 0 
Total 25 22 20 67 
 
 
The solvers’ group 
To validate the numbers of ‘solvers who changed their problem understanding’ 
generated from the analysis presented in the previous section (Table 6-15), self-
reports are analysed for the solvers in each group. The results of this analysis are 
presented in Table 6-18.  
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Table 6-18: Self-assessment of change in understanding for solvers in the experimental conditions 
and control group. 
Solvers 
Self-reports 
Change in 
Understanding 
Animation Statistics Experimental 
Conds. 
Control Total 
A lot better 5 4 9 1 10 
Better 6 8 14 4 18 
Similar 1 1 2 0 2 
Total 12 13 25 5 30 
 
 
Most solvers (28 out 30) reported that they believed to have a better understanding 
of the problem at the end of the session compared to their initial understanding (last 
column, first and second rows, Table 6-18). Two participants in the experimental 
conditions group said that their understanding did not change (last row, Table 6-18). 
A participant who perceives to have ‘similar’ problem understanding may be 
considered as an indication that she solved the task without generating insight. This 
may be because the participant may know how to solve the problem from the 
beginning. As a result, her problem understanding remained the same during the 
session. It may also be because the participant solved the task by intuition or 
guessing. As a result, her problem understanding at the end of the session is not 
considered better than before attempting to solve the task. In either case, the above 
results of subjects’ self-reports could be considered as an indication that all solved 
the task with changing their problem understanding apart from two solvers in the 
experimental conditions group.  
 
Comparison of the two measures of change in problem understanding 
The results from self-reports about change in understanding are next triangulated to 
the results from the comparative analysis of solvers’ answers in the pre- and post-
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questionnaires (Table 6-15, Section 6.2.4.1) where the participants’ answers are 
judged against criteria constructed by the researcher.  
Focusing on the two solvers who perceived their problem understanding to be 
similar at the end of the session compared to their initial problem understanding, 
their problem understanding was assessed to be inaccurate at the beginning of the 
session. As a result, this is an indication that these solvers did not seem to initially 
know how to solve the problem (i.e. a service with no operators). Looking at their 
problem understanding at the end of the session in Table 6-15 (Section 6.2.4.1), 
both solvers were considered to be unable to justify their answers at the end of the 
session. As a result, these two solvers were considered not to change their 
understanding towards the right direction. Accordingly, for the above two solvers, 
the findings of the comparison analysis of participants’ answers in pre- and post-
session questionnaires match participants’ self-reports.  
According to the analysis of solvers’ answers in the pre- and post-session 
questionnaire (Table 6-15, Section 6.2.4.1), 5 more solvers in the experimental 
conditions group were considered not to change their understanding towards the 
right direction. Interestingly, at the end of the session most of these participants (4 
out of 5) reported that they understand the NHS111 problem ‘a lot better’ compared 
to their initial understanding at the beginning of the session. The other participant 
reported a ‘better’ understanding of the problem. Moreover, based on the analysis 
of initial scenario (Table 6-12, Section 6.2.3.1), two solvers in the control group 
were considered not to change their problem understanding because they were 
found to know how to solve the task from their first attempt. However, these two 
solvers reported that they understood the NHS problem ‘better’ understanding 
compared to their problem understanding at the beginning of the session. The above 
outcomes suggest that participants may report what they think the researcher wants 
to hear (i.e. subject bias) and consequently self-reports may do not reflect 
participants’ problem understanding accurately. On that basis, the analysis of 
subjects’ self-reports does not confirm completely the outcomes generated from the 
comparison analysis and the analysis of discontinuity in thinking.  
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The non-solvers’ group 
Table 6-19 summarises the results of self-assessment of change in understanding 
for the non-solvers in each group.  
According to self-reports of the non-solvers, at the end of the session most non-
solvers believed that they understand the NHS111 problem a lot better or better 
compared to their initial understanding at the beginning of the session (first and 
second rows, Table 6-19). Few participants said that their understanding did not 
change (third row, Table 6-19) and no one reported that their understanding was 
worse than prior to solving the task. For the non-solvers, therefore, the results from 
self-reports about change in understanding do not match the results of the analysis 
presented in Table 6-16 (Section 6.2.4.1) where the participants’ answers are judged 
against criteria constructed by the researcher. This may be because the participants 
who did not solve the problem did not get a better understanding. As a result, they 
are not in a position to assess whether their understanding is improved or not. As it 
is discussed, it may also be that participants answer the question based on what the 
researcher wants to hear (i.e. subject bias). As a result, the result generated from 
self-reports may be biased. 
 
Table 6-19: Self-assessment of change in understanding for non-solvers in the experimental 
conditions and control groups. 
Non-solvers  
Self-reports 
Change in 
Understanding 
Animation Statistics Experimental 
Conds. 
Control Total 
A lot better 4 3 7 5 12 
Better 7 3 10 9 19 
Similar 2 3 5 1 6 
Total 13 9 22 15 37 
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6.2.5 Frequency of insight occurrence 
 
In order to determine the rates of occurrence of insight in each group, this section 
brings together analysis discussed in the four previous parts. The solution rates 
indicating occurrence of insight for each group are given in Table 6-20. The results 
of participants’ task performance show that 30 participants solved the task. Seven 
solvers were considered unable to justify their answer at the end of the session. 
Therefore, they may have solved the task by guessing or intuition. As a result, they 
did not change their understanding towards the right direction. Two other solvers 
solved the task from their first attempt. Therefore, they did not face an impasse 
which is a prerequisite condition of insight to occur.  
It is decided that the solution rates that indicate occurrence of insight for the three 
groups are counted as those participants who do not immediately solve the problem 
(Section 6.2.3), but find the solution (see Section 6.2.1), and could justify their 
answer at the end of the task (see Section 6.2.2).  
 
Table 6-20: Solution rates that indicate occurrence of insight for the experimental conditions and 
control groups. 
 Experimental Conditions Control Group 
Significant 
Difference? 
Solution rates 
indicating 
occurrence of 
insight  
Simulation Users 
38% (18/47) 
Non-Simulation Users 
No (p = 0.055) 
‘Animation’ 
24% 
(7/25) 
15% (3/20) 
No (p = 0.25) 
‘Statistics’ 
50% 
(11/22) 
 Yes (p = 0.02) 
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To test the assumption that insights are generated more frequently when a 
simulation model is used, a chi-square test of homogeneity with Yate’s correction 
is adopted comparing the solution rates found in Table 6-20 for the experimental 
conditions group and control group. The results reveal that the difference between 
simulation users and non-simulation users in proportions to solutions indicating 
occurrence of insight are not quite statistically significant. In particular, the one-
tailed p-value related to the χ2 (1, N = 67) test is just above the cut-off point of 0.05 
(p = 0.055).  
As the solution rates that indicate occurrence of insight differ between animation 
and statistics conditions (see Table 6-20), two follow up 2×2 chi-square analyses of 
homogeneity with Yate’s correction were conducted to compare insight frequency 
of the control group against the animation and statistics conditions separately. Note 
that because two hypotheses had to be tested on one set of data, the chance of 
obtaining a false-positive result (Type-I error) is 9.75%. Accordingly, the 
Bonferroni correction was used to adjust the critical value (α) for each hypothesis 
to 0.025 to counterbalance this risk (Bland and Altman 1995).   
The results reveal that participants in the statistics condition have a significantly 
higher solution rate indicating greater occurrence of insight than participants in the 
control group. More specifically, the p-value associated with the χ2 (1, N = 42) test 
is below the adjusted α significance level 0.025 (p = 0.02). The results suggest a 
medium association between the use of statistical outcomes of the simulation model 
and insight generation (Phi = 0.370). In addition, no difference in solution rates 
indicating occurrence of insight is found between participants in the animation 
condition and control group. The one-tailed p-value related to χ2 (1, N = 45) test is 
above the adjusted α significance level 0.025 (p = 0.25). 
The next section presents the analyses performed with reference to the hypothesis 
2 of this study. 
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6.3 Hypothesis 2: differences in insight generation 
between animation and statistics 
This section analyses the results in relation to hypothesis 2. To compare the effects 
of model’s visual representations on occurrence of insight, the animation and 
statistics group are compared in terms of frequency of insights and the time to 
insight. Insight occurrence is operationalised through task performance, problem 
understanding, discontinuity in thinking, and change in understanding (Section 
6.2). The two dependent variables used to operationalise the time to insight are: task 
duration and problem-solving patterns. The methods to measure each dependent 
variable are considered in Section 5.7.  
 
6.3.1 Frequency of insight occurrence 
 
Based on the analysis carried out in the previous section with respect to the 
identification of insights in a simulation study (Section 6.2), it is decided that the 
solution rates that indicate occurrence of insight are counted as those participants 
who do not immediately solve the problem (Section 6.2.3), but find the solution 
(see Section 6.2.1), and could justify their answer at the end of the task (see Section 
6.2.2). Table 6-20 (Section 6.2.5) presents the results of this analysis. It can be 
observed that the participants in the statistics group had higher solution rates 
indicating occurrence of insight (50%) than in the animation group (24%).  
We now test whether there is a significant association between the model 
representation and occurrence of insight from the experimental conditions group. 
In order to do this, a 2 (animation/statistics) × 2 (insight/no insight) chi-square test 
of independence with Yate’s correction was conducted comparing the solution rates 
found in Table 6-20 (Section 6.2.5) for the animation and statistics conditions. The 
results reveal that the two-tailed p-value related to the χ2 (1, n = 47) test is above 
the critical point of 0.05 (p = 0.21). There is not enough evidence to confirm an 
Chapter 6 
133 
 
association between the model representation and occurrence of insight. So it can 
be concluded that the solution rates that indicate occurrence of insight do not differ 
depending on the experimental condition.  
 
6.3.1.1 Demographic characteristics of solvers in animation and statistics 
group 
The participants’ demographic characteristics are also considered in order to 
establish whether they could have influenced the occurrence of insight.  The 
demographic characteristics of the participants in the experimental conditions who 
indicated occurrence of insight are presented in Table 6-21. There were no 
statistically significant differences between the solvers who indicated experience of 
insight in the animation and statistics group in terms of gender, prior experience 
with the context of the case study (NHS111 or a similar service), degree year and 
the number of modules taken with a quantitative content. 
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Table 6-21. Characteristics of the participants who indicated experience of insight for the 
experimental conditions. 
Solvers with Insight 
 ‘Animation’ 
Condition 
n = 7 
n                %   
‘Statistics’ 
Condition 
n = 11 
n      % 
Significant Difference 
 
Gender:   No (p = 1.000) a 
    Male 
    Female 
4 
3 
 57% 
 43% 
6             55% 
5             45% 
  
Prior 
Experience: 
    No (p = 1.000) a 
    Yes 
    No 
0 
7 
    0% 
100% 
1               9% 
10          91% 
  
Degree Year:     No (p = 0.145) a 
    1 
    2 
2 
5 
  29% 
  71% 
8             73% 
3             27% 
  
Quantitative 
Modules: 
    No (p = 0.366) a 
    ≤ 3 
    4-6 
2 
5 
29% 
71% 
6             55% 
5             45% 
  
a Differences between the groups were tested with Fisher exact tests. 
 
 
 
 
 
6.3.2 Time to insight 
 
In order to test for further differences in performance between the animation and 
statistics group, time to insight is measured. The two dependent variables are task 
duration and problem solving patterns and are used in a complementary way to 
operationalise the time to insight (refer to Section 5.7). The methods to measure 
each dependent variable will be next considered. 
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6.3.2.1 Task duration 
As it is discussed in the literature (Chapter 3), insight brings about a radical shift in 
understanding which is close related to the solution. Therefore, when insight occurs, 
it means that the problem has become much easier than before and the solution will 
be found soon after the shift in understanding. Accordingly, time to insight can be 
estimated through task duration. For the participants in the experimental conditions 
group, task duration is measured through the computer recording the time and the 
scenarios each participant attempted. Task duration refers to the period of time from 
the moment a participant ran her first scenario with the model up to the moment she 
first ran a scenario that achieves the goal of the task. A measure related to task 
duration is scenario rate. That is, the average number of scenarios a participant ran 
per minute of experimentation. Watching the animated display of a model generally 
takes more time than getting the results from a simulation model. Therefore, 
differences in scenario rate between the participants in the animation and statistics 
groups may exist due to the experimental conditions. Consequently, differences in 
scenario rate between the groups may account for differences observed in task 
duration. 
Descriptive statistics are analysed for task duration and scenario rate for the solvers 
who indicated occurrence of insight in the animation and statistics group. Due to 
relatively small sample sizes and asymmetrically distributed data, the median and 
quartiles are considered more meaningful measures to calculate the central 
tendency and spread of the data, respectively, compared to mean and standard 
variation. Therefore, Table 6-22 presents the medians and upper and lower quartiles 
for task duration and scenario rate.  
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Table 6-22: Descriptive statistics for task duration and scenario rate for solvers who indicated 
occurrence of insight in animation and statistics groups. 
‘Animation’ 
n = 7 
‘Statistics’ 
n = 11 
 Median (Lower - Upper Quartiles) Median (Lower - Upper Quartiles) 
Task  
Duration (min) 20.70 (12.06 - 22.45) 11.38 (8.48 - 15.20) 
Scenario rate 1.66 (1.52 – 3.19) 2.36 (1.81 – 3.69) 
 
 
The descriptive statistics reveal difference between the animation and statistics 
groups for the task duration and scenario rate. In particular, the animation 
participants tend to required 9.32 more minutes than the statistics participants to 
solve the task (median task duration animation = 20.70, median task duration statistics = 11.38), 
and with higher variation in the outcome (range of lower-upper quartile task duration 
animation = 10.39, range of lower-upper quartile task duration statistics = 6.72). That implies 
that insight occurred more rapidly for the statistics group than the animation group.  
A non-parametric test, and specifically a Mann-Witney’s U-test, is used to test the 
difference in task duration between the animation and statistics participants. The 
results suggest that task duration of the statistics participants is significantly lower 
than that of the animation participants (p = 0.035 < 0.05). The results suggests that 
there is some association between time to solution and the visual representation of 
the model (i.e. the effect size of the Mann Witney’s U test is estimated to be 0.50). 
Looking more closely at scenario rates of the groups, it is observed that the 
animation participants tend to run 0.70 less scenarios per minute than the statistics 
participants with similar variation in the result (range of lower-upper quartile scenario 
rate animation = 1.67, range of lower-upper quartile task duration statistics = 1.88). A Mann-
Whitney test however does not identify these differences as significant. 
As a result, the results of this analysis suggest that the statistics generated insights 
faster than the animation participants. 
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6.3.2.2 Problem solving patterns 
The task duration is considered to provide a rough estimation of the time to insight. 
A more precise measure is based on participants’ problem solving patterns. These 
patterns are explored in terms of time to insight. In more detail, the possible 
scenarios for the problem used in the experiment are categorised into 5 categories 
(Table 6-23) in order to obtain a visual comparison of the problem-solving approach 
of each participant. Then, the categories of scenarios each participant ran against 
the time each scenario was set up are displayed in a scatter plot. The categorisation 
of scenarios was developed in parallel with the creation of the case study and the 
simulation model.  
Category 1 and Category 2 consist of scenarios in which all types of staff are used. 
The scenarios of Category 1 move participants away from the solution, whereas 
scenarios of Category 2 bring them closer to the solution. The scenarios of Category 
3, 4 and 5 indicate occurrence of insight. Although the scenarios of Category 3 (a 
system with no clinical experts) involve overcoming self-imposed constraints, they 
are false insights as they show a misunderstanding of the problem (Isaak and Just 
1995); the system cannot run without experts. Category 5 is a subgroup of Category 
4 and includes the scenarios that are deemed to solve the problem. Examples of 
participants’ problem solving patterns are shown in Figure 6-1. More plots of 
patterns that indicated occurrence of insight are provided in Appendix A.6. 
 
Table 6-23. The possible scenarios for the NHS111 problem separated into 5 categories. 
Category Scenario Description 
1 Operators ≥ Doctors + Nurses 
2 Operators < Doctors + Nurses  
3 A service with no Experts (i.e. No Doctors or/and no Nurses) 
4 A service with only Experts (i.e. No Operators) 
5 A system with only 5 Doctors OR a system with 5 Nurses and up to 2 
Doctors 
Chapter 6 
138 
 
 
 
 
In order to increase our understanding of the problem solving patterns of the 
participants who indicated occurrence of insight in the animation (n = 7) and 
statistics (n = 11) conditions, the problem solving patterns are split into two parts: 
before- and after-breaking the impasse. The before-breaking the impasse part refers 
to the part of a problem solving pattern up to the point when a participant overcomes 
self-imposed constraints; that is, running scenarios in Category 1 or 2 (Table 6-23). 
The after-breaking the impasse part is the segment of the problem solving pattern 
from the point a participant breaks the impasse (running a scenario in Category 3 
or 4) up to first solving the task (running for the first time a scenario in Category 
5). If breaking the impasse and solving the task occur at the same time, then after-
breaking the impasse consists of just one step; a scenario in Category 5. For each 
part, median and lower and upper quartiles are calculated for two key features: 
duration and number of scenarios (Table 6-24).  
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Figure 6-1: Example problem-solving patterns of a participant who solved the problem in the 
animation condition (left) and in the statistics condition (right). 
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Table 6-24. Analysis of the problem solving patterns with insight, split into before- and after-
breaking the impasse, and task information. 
 ‘Animation’ 
n = 7 
 ‘Statistics’ 
n = 11 
Median 
(Lower - Upper 
Quartiles) 
 
Median 
(Lower - Upper 
Quartiles) 
Before - impasse 
Duration (min) 9.42 (5.80 - 12.07) 
 
9.05 (3.37 - 10.67) 
Number of 
Scenarios 12 (5 – 25) 
 
11 (6 - 32) 
After - impasse 
Duration (min) 11.28 (0.93 - 12.88) 
 
2.33 (1.52 - 4.78) 
Number of 
Scenarios 21 (3 – 27) 
 
8 (3 – 15) 
  
 
The results show that breaking the impasse (before-impasse, first row, Table 6-24) 
typically occurs at similar times and number of scenarios run for both the animation 
and statistics participants (duration median before-impasse animation = 9.42, duration 
median before-impasse statistics =  9.05) and with a similar variation in the results 
(range of lower and upper quartile before-breaking the impasse animation = 6.87, range 
of lower and upper quartile before-breaking the impasse statistics = 7.3).  
After the impasse is broken, few animation participants require less time than 
statistics participants to reach the solution (duration lower quartiles after-impasse 
animation = 0.93, duration lower quartiles after-impasse statistics = 1.52), and the 
majority of the animation participants need about five times as long as the statistics 
participants require to solve the problem (duration median after-breaking the 
impasse animation = 11.28, duration median after-breaking the impasse statistics = 2.33). 
Accordingly, they needed to run more scenarios than the statistics participants 
(number of scenarios median after-breaking the impasse animation = 21, number of 
scenarios median after-breaking the impasse statistics = 8) with higher variation in the 
results (number of scenarios range of lower and upper quartiles after-breaking the 
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impasse animation = 24, number of scenarios range of lower and upper quartiles after-
breaking the impasse statistics = 12).  
The Mann-Whitney tests do not identify the above differences as significant. What 
it is interesting, though, is the fact that although the animation and statistics 
participants broke the impasse at similar times, the former spent much more time 
experimenting with the model after the impasse was broken than the latter. The 
above result therefore suggests that breaking the impasse is not directly related to 
insight for the animation group and they must have generated insight later than they 
broke the impasse. In contrary, the above results suggest that the statistics 
participants generated insight soon after they broke the impasse.  
In an attempt to further investigate the above observation and hence determine the 
time to insight for the animation and statistics group, the most common problem 
solving pattern for each experimental condition is considered (Figure 6-2). More 
specifically, for each minute of experimentation, the category of scenario that is run 
most often by the animation and statistics participants who indicated occurrence of 
insight is identified. These modal values are plotted sequentially on Figure 6-2. This 
shows that the majority of the animation (n = 7) and statistics (n = 11) participants 
initially thought that assigning more operators was an effective strategy (scenario 
Category 1). They then moved to reducing the number of operators (scenario 
Category 2).  Both groups continued for 9 minutes before the implicit imposed 
constraint of ‘assigning all types of staff’ was broken first by the majority of the 
statistics group. 
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Figure 6-2: The modal problem solving patterns with insight for participants in the animation and 
statistics conditions. 
 
 
Whilst most statistics participants solved the task (scenario Category 5) soon after 
breaking the impasse (scenario Category 4), this was not the case for the animation 
participants. The majority of the animation participants first attempted scenarios 
without experts (scenario Category 3). Although this involves breaking the impasse, 
it is a false insight because it indicates a misinterpretation of the cause of the 
problem (Isaak and Just 1995); the system cannot work without experts. 
Accordingly, straight after breaking the impasse, the majority of the animation 
participants returned to the previous strategy (scenario Category 2), instead of 
solving the task. Eventually, the majority of the animation participants found the 
solution to the problem after 21 minutes of experimentation.  
The above results show a very different problem solving pattern for the majority of 
the statistics versus animation participants, with the statistics group generating 
insight much more rapidly than the animation group (i.e. time to insight animation = 
19 minutes, time to insight statistics = 10 minutes). The analysis of problem-solving 
patterns confirms the outcomes generated from the task duration analysis.  
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6.4 Summary 
In this chapter, the results of the analysis of the experimental study are presented. 
Overall, it is concluded that the use of simulation model and specifically the 
statistical results generated from a simulation run support the occurrence of insight.  
The task performance results provide some support for Hypothesis 1. More 
specifically, students who used the simulation model solved the task more often 
than students who did not. The proportion of solvers who indicate occurrence of 
insight is significantly greater in the statistics group than in the control group.  
With respect to Hypothesis 2, the results of the analyses in Section 6.3 provide 
evidence that using the statistical results generated from simulation runs is more 
helpful in insight generation than watching the animation of the model. Although 
there is no significant difference in solution rates that indicate occurrence of insight 
between the groups (Section 6.3.1), most of the statistics participants generated 
insights more rapidly than the animation participants (Section 6.3.2).  As such, it is 
found support for the hypothesis that the contribution of animation to the process 
of insight generation differs from the contribution of statistical outcomes is 
supported by the data analysed. 
With respect to non-solvers, the results do not provide support that the simulation 
users had a better understanding of the problem than the non-simulation users at the 
end of the session. Although the non-simulation users submitted more often a 
scenario with more operators than the students who did not, their justification of 
their answers indicated that their problem understanding was similar to simulation 
users.   
In the next two chapters, the design of the semi-structured interviews is presented 
followed by the results of the qualitative analysis of 10 interviews with DES 
experts. 
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Chapter 7: The Design of Interviews with 
Simulation Experts 
 
7.1 Introduction 
As explained in Chapter 4, semi-structured interviews are used to provide empirical 
evidence on whether insights are generated as a result of simulation as well as to 
understand factors that affect insight generation. The design of the study involves a 
sequence of iterative processes that evolved as the project progressed. 
This chapter presents the main activities undertaken in designing the interview 
study. These include aspects such as the process and plan of the interviews, the 
participant access, the materials, and the procedure of the interview sessions, the 
pilot study and the method of analysing the data. Full details of the materials can 
be found in Appendix B.  
 
7.2 Research design overview  
This section provides a general overview of the set of the process followed to meet 
the Objectives 1 and 3 of this study (Section 4.3), before moving on to a detailed 
account of the main aspects of the qualitative research.  
This part of the research employs a qualitative approach to identify whether insights 
are generated as a result of simulation interventions (Objective 1) as well as to 
understand how insights occur in a simulation intervention (Objective 3) from the 
point of view of those involved. This is a topic on which little literature exists. Data 
generated from naturally occurred settings provide evidence that are considered 
more realistic than evidence from the artificial environment of a laboratory 
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experiment (Bryman 2015). For this reason, simulation experts who are involved in 
real-life simulation projects are interviewed in order to obtain a first-hand account 
of how insight emerges.   
Conducting semi-structured interviews requires thoughtful planning. The design of 
the interviews was an iterative process, revolving between the sampling procedures 
(Section 7.3), deciding on the procedure of interviews (Section 7.4) and preparing 
the materials of the interviews (Section 7.5). The study proceeded through two 
phases. The first phase was a pilot study which was conducted to inform the 
interview guide and the coding scheme as well as to improve the design and 
execution of the main interview study (Section 7.6). A comprehensive data analysis 
plan is also essential (Section 7.7). Both bottom-up and top-down content analyses 
are performed (Elo and Kyngäs 2008). 
The following sections presents the participants, the interview procedure and 
questions, the pilot study and the data analysis plan of this research in detail. 
 
7.3 The participants 
For this study, the use of both DES consultants and their clients would have been 
preferred to corroborate events and outcomes. For accessibility reasons, though, the 
participants of this study were simulation consultants who work in an established 
simulation software or consultancy company based in the UK. Convenience 
sampling, using the contacts and networks of the supervisors of the researcher, 
formed the sampling strategy. In particular, Professor Stewart Robinson and Dr 
Antuela Tako, who have links with a number of software and consultancy 
companies in the DES field, established a first point of contact with three companies 
who have a simulation consultancy team. Eleven simulation consultants 
volunteered to participate in this study. Then emails were exchanged between the 
researcher and the potential participants of this study to set up a date. When the 
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dates were set up, one of the original eleven participants was excluded from the 
sample due to difficulties in scheduling the interview.  
Of the ten participants, eight were male and two female consultants. Eight 
participants were British. Participants’ experience in modelling ranges from 2.5 to 
20 years. The level of experience has been grouped into junior (2.5 -7 years) and 
senior (8 years and above) consultants. Three participants had mainly experience of 
modelling in healthcare, four in manufacturing and three in the area of logistics and 
supply chain. Four participants used SIMUL8, two Flexsim and four Witness to 
build their models. Table 7-1 shows the characteristics of the interviewees by 
company, gender, nationality, main sector and level of experience.  
 
Table 7-1: Participants’ characteristics of the interviews. 
Consultant Company Gender Experience 
Level 
Nationality Sector 
1 
A 
Male Junior British Manufacturing 
2 Male Junior British Healthcare 
3 Female Senior British Healthcare 
4 Male Junior Other Manufacturing 
5 
B 
Male Senior British Supply chain 
6 Male Junior British Manufacturing 
7 Male Senior British Supply chain 
8 
C 
Male Senior British Manufacturing 
9 Male Senior British Healthcare 
10 Female Junior Other Supply chain 
 
 
There was not a priori sample size of the interviewees set. The sample size was 
based on the pragmatic matter of participant accessibility and availability. 
Nevertheless, a sample size of ten participants is considered reasonable for 
qualitative studies where the focus is on the production of a rich account rather than 
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on quantity of data (Bryman 2015). As Table 7-1 shows, some level of diversity 
amongst the participants was achieved with respect to the projects’ sector and the 
years of experience. 
 
7.4 The interview procedure 
Before meeting up with the consultants, a brief description of the scope and the 
content of the discussion were sent to all participants to allow them to prepare for 
the interview. In particular, the researcher sent an email to the participants to 
explain partially disguised aim of the study by saying that the aim was to study 
learning from simulation. The real objective of the study, that is, to study how 
insights are generated in simulation studies, was not made explicit to give a broader 
view of aspects that would be of interest. In the email, the researcher had also given 
a description of the concept of insight instead of saying directly ‘insightful 
projects’. In particular, the researcher had asked the participants to prepare for 
example of a project in which they noticed the simulation intervention helped 
clients better understand their system and as a result they changed their initial 
beliefs and their decisions on how to improve the system’s performance. This 
approach was followed to avoid restricting the discussion (se also Section 7.6).  
Face-to-face interviews were chosen over phone interviews as the face-to-face 
interaction was considered essential for creating a good interview ambience. The 
interviews took place over a three-months period between September and 
November 2014. All interviews were held at the offices of the consultants.   
Prior to conducting the interviews, the researcher asked whether the participants of 
each company can be present while a participant is interviewed. This suggestion 
was driven by the results of the pilot study (Section 7.6). Due to consultants’ busy 
schedules, however, this was not possible for two out of the three consultancy teams 
(i.e. Company B and Company C, Table 7-1). As a result, the researcher interviewed 
the six consultants of two companies on a one-to-one basis and the four consultants 
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of Company A in the presence of the other participants. There was also one follow-
up individual interview with one of the participants of Company A.  
At the beginning of the interview, the researcher first explained to the consultants 
the aim of the interview to discuss their project examples. It was particularly 
emphasised that the focus was not specifically on the simulation model or project, 
but on the process (i.e. what happen and what they did) that led clients to learn 
something about their problem. The researcher also informed the participants that 
she will take notes during the interview and use a tape recorder. They all agreed 
under the condition that names, company’s name and clients’ names would be kept 
confidential.  
A semi-structured format was used to elicit richer and more elaborate content than 
a structured format might allow. Open ended questions were used based on 
statements from the simulation literature and the findings of the lab experiment 
(Section 7.5). At the end, the researcher summarised the information generated 
during the interview and asked the participant if they would like to add anything 
else. The participants were also asked whether the researcher could contact them 
again to schedule a follow-up meeting or electronic mail appointments to clarify 
statements made in the interview. The duration of each individual’s interview 
varied between 40 minutes to 1.5 hours. A schematic plan of the interview process 
is included in Appendix B.1. 
 
7.5 The interview guide 
In semi-structure interviews, the researcher develops an interview guide which 
involves a set of possible questions to ask so as to lead the conversation to the topic 
under investigation in the most natural and inviting way possible (Bryman 2015). 
For that reason, a scheme of possible questions and order of interviews was 
developed to guide the interviews.  Appendix B.2 lists the primary questions of the 
interview.   
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More specifically, the first question of the interview guide concerns the 
participants’ background (i.e. main sector their projects come from and their years 
of experience as simulation consultants). Social scientists suggest beginning the 
conversation with some background questions in order to make the participant feel 
comfortable as well as to collect demographic data about the participants (Hill et al. 
2005). Then, a general question is included in order to elicit information with 
respect to Objective 1. The wording prepared was:  
‘Briefly explain a project in which you noticed that simulation project 
helped clients better understand their system and as a result they 
changed their initial beliefs and their decisions on how to improve 
system’s performance.’  
Starting the conversation through a general description of the concept is considered 
the most appropriate strategy to access the participants’ perspective, meaning and 
nuance. This was an indirect way of getting to examples of insight, without 
restricting the discussion to the interviewees’ pre-conceptualisation of the concept 
of insight. This decision was based on the findings in the pilot study (Section 7.6). 
In the interview guide, there are also three main questions which ensure vital aspects 
of the participants’ projects are provided. These questions are the following: 
 “What was the clients’ intention when you first met?” 
 “How did you approach the project?” 
 “What actions did clients take at the end?” 
 
Then, there are also more specific questions in the interview guide which can be 
asked based on the participants’ answers to the initial general questions, as and 
when required. These questions aim to determine whether a project was insightful 
as well as to obtain specific information relevant to the elements of the simulation 
intervention that might have had an impact on clients’ learning and problem 
solving. Hence, these address Objectives 1 and 3 of the research. The topics of the 
Chapter 7 
149 
 
questions were identified based on the literature review (Chapter 2, Table 2-2) and 
the findings of the pilot study (Section 7.6). These reviews led to include in the 
interview guide questions relevant to the following topics:  
A. Key parts of a simulation intervention 
 Characteristics of the project: sector, length of the project, scope of the 
simulation project, clients’ initial problem understanding, consultant’s 
initial evaluation on client’s problem understanding.  
 Modeller’s approach: number of modellers, client’s involvement, the 
phases the clients were sought to be involved, number of sessions, 
communication of results 
 Characteristics of the model (depending on whether a model was actually 
developed): size, type, accuracy, interface details, client’s reaction, results 
presentation, types of tables, graphs and statistics used, uses of the model 
 Characteristics of the client: number of clients, departments, preferences, 
thoughts, reactions of clients during the intervention  
B. Criteria of an insightful problem:  
 Characteristics of the project: scope of the simulation project, assessment 
of project fulfilment 
 Characteristics of the change: initial intention (action considered to be 
taken prior to meeting), final decision (action taken), whether learning 
occurred and at what stage of the study, factors that may have led to change. 
 Characteristics of a discontinuity in thinking: descriptions of any 
challenges, hesitations, difficulties during the simulation intervention, 
surprising results, overcoming a discontinuity in thinking, factors that help 
overcome a discontinuity in thinking 
 Characteristics of problem solution: descriptions of the novelty of the 
decision 
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It is noted that consideration was places in the phrasing of the questions. In 
particular, the aim was to focus on “what” and “how” instead of “why” questions, 
as participants may not know why an event emerges or they may feel asked to 
justify their answers (Bryman 2015). Also, some ‘probing’ questions are included 
in the interview guide which can be asked to help the responder to elaborate more 
information on their responses, as and when required.  
Although most questions were planned in advance, it is noted that each interview 
could have been different. There was no specific order of questions that was 
followed. It varied depending on the flow of the conversation. Semi-structured 
interviews are characterised by its flexibility in which the researcher can add or 
remove questions from the schedule based on the results of each interview (King 
2004). For that reason, it was observed that in each interview, some questions of 
the interview guide were never asked while some others arose from the dialogue 
during an interview. The latter intended to identify elements or interactions that 
may not be originally part of the interview guide.  
During the interview, apart from the interview guide, a blank sheet was also used 
to record brief notes about information that may surface during the interviews 
which were not anticipated and consequently did not fall into any of the above broad 
categories.   
 
7.6 Pilot study 
Before carrying out the main interview sessions, a pilot study was conducted in 
order to test the design of the interviews, the procedure and the materials used. The 
pilot study was also useful for the researcher to gain experience in how to perform 
a semi-structured interview. Therefore, the pilot study served as good practice. In 
particular, the aims of the small-scale pilot study were the following: 
 Inform the procedure followed during the session 
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 Determine the time length dedicated to each session 
 Test the clarity of the instructions given to participants 
 Test the topics and general questions thought in advance (interview guide) 
 Identify potential problems that could be encountered during an interview 
session (for example no relevant projects are brought by the participants) 
and how to address them 
 Identify any possible areas of improvement in the study design prior to 
carrying out the actual interviews 
 
The pilot study was undertaken with one simulation consultant. The consultant uses 
DES as part of his work and has at least 2-3 years’ modelling experience. His profile 
was more academic-related. Straight after the interview, the recording was 
transcribed and the resulting data were coded based on the initial coding scheme 
developed at the time. A qualitative analysis was then carried out. 
During the pilot a number of observations were made. In more detail, it became 
obvious that the wording of the main questions and topics needed revision. Before 
meeting up with the consultant, the researcher had asked him to recall a project in 
which he noticed the simulation intervention helped clients generate insights. When 
the researcher met with the consultant, the consultant said that he struggled to recall 
a project which may be found useful for this research. As the researcher explained 
how the term insight is used, two observations were made. First, the consultant had 
a pre-conceptualisation of the concept of insight different from the concept of 
insight as defined in this research. Second, to better explain the concept of insight, 
the researcher brought an example of possible insight experiences in a simulation 
project. The example was a description of Robinson’s (2001) simulation project. 
The result of that was to restrict the discussion by making the consultant to think of 
a similar project to the example given. So, it is possible that the cues the researcher 
gave to open the discussion had actually biases the responses, without allowing the 
opportunity of generating new knowledge. Therefore, it was considered important 
to describe the main topic so that examples of insight occur naturally, without 
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saying directly ‘insightful projects’ or using examples that may lead the participant 
or restrict the discussion. As a result, the general questions of the interview guide 
were changed in order to indirectly get relevant data.  
Furthermore, the pilot study also helped in determining the required time for 
running the interview session. Initially, it was anticipated that semi-structured 
interviews will last around 30 minutes. However, the pilot interview lasted around 
1 hour.  
During the pilot run, it was observed that the participant tended to talk about the 
model rather than the process he carried out to help clients generate insights during 
the simulation intervention. As a result, the researcher had to intervene during the 
consultant’s narrative a few times to remind him of the purpose of the interview and 
the information required. This led to the realisations that questions/ phrases that 
make participants reflect on what happened during a simulation intervention should 
be determined in advance. The probing questions were formulated as a result of this 
observation (Appendix B.2). 
Based on the participant’s comments, it was also considered the possibility of 
carrying out (if possible) semi-structured interviews in the presence of other 
consultants. More specifically, when asked to recount a similar project to 
Robinson’s (2001), the consultant said that he did not have a relevant project in 
which he was involved with, but the given example made him remember a specific 
project of one of his colleagues which sounded similar. Based on this comment, it 
was assumed that hearing others’ narratives which are considered relevant to the 
topic of this study could assist participants in recounting similar experiences 
without the need for the researcher’s intervention. Relevant stories could be brought 
by the participants leading to a discussion with a more natural flow.  
It is noted that this approach differs from focus groups with the latter to be suited 
for collecting participants’ knowledge and experiences about the same topic 
(Bryman 2015). Typically, each business simulation project is undertaken by a 
single simulation consultant (Robinson 2014). Consequently, the participants of 
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this study would not be able to know how clients of others’ projects generated 
insights. Usually a focus group represents a single source of data since knowledge 
is constructed by the group. In contrary, the suggested approach results in an 
interview with distinct individuals. 
It was also observed that the consultant encountered difficulties in reflecting on 
clients’ learning as a result of the projects discussed. While the consultant could 
testify that clients have learned through the DES intervention, he was not sure or 
has never thought before how this learning emerged. While the consultant was 
happy to receive some suggestions on how the researcher identifies how learning 
occurs, he could not fully confirm this.  
The pilot data were also analysed. This served as a good starting point for designing 
the coding scheme and for gaining a better understanding of the factors that could 
be identified in the analysis. Based on the results of the pilot study interview, there 
was little evidence to suggest that the simulation model and more specifically the 
statistical outcomes could be beneficial in generating insights, supporting the 
findings from the experimental study.  
 
7.7 The data analysis plan 
Once qualitative data has been collected, in this case through semi-structured 
interviews, the gathered information need to be analysed so that a better 
understanding of the insight-enabling benefits of simulation is sought. There are 
numerous approaches for analysing qualitative data such as grounded theory 
(Strauss and Corbin 1998), narrative analysis (Silverman 2010), thematic analysis 
(King 2004) and content analysis (Elo and Kyngäs 2008).  
The selection of the approach depends on the type of data collected, the research 
design and the methods of data collection used (Bryman 2015). In this study, 
qualitative content analysis is employed to analyse and report the findings from the 
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interviews with simulation experts. Content analysis is a method of data analysis 
which is used in many interpretative qualitative studies where data are collected 
through semi-structured interviews. It is a technique for making replicable and valid 
inferences from data to context. It is useful for providing insights, representing facts 
and practical actions. It can be applied to analyse large numbers of critical incidents 
that derive from a range of data sources, including videotapes, documents and 
conversations (Bryman 2015). In content analysis, emphasis is placed on counting 
the frequency of occurrences of meanings or codes. Thus, it is an approach that is 
commonly used to describe and quantify some aspects of qualitative data. Content 
analysis can be used in a ‘bottom-up’ or ‘top-down’ way. The selection of the 
approach depends on the purpose of the study. More specifically, if there is little 
knowledge about a phenomenon under consideration, the ‘bottom-up’ approach is 
recommended. That is, the categories are derived from the data. On the other hand, 
if the purpose of the study is to test a theory, a ‘top-down’ approach is used in which 
the categories are derived from the theory (Elo and Kyngäs 2008).   
In the current study, both top-down and bottom-up content analyses are employed 
to fulfil the objectives of this research. The next subsection provides an overview 
of the set of procedures undertaken to analyse the data collected from the semi-
structured interviews.    
 
7.7.1 The analysis process 
 
The analysis process started with the development of a provisional coding scheme. 
This was a framework that includes a list of codes and categories that are 
determined before the analysis of the interviews. The codes were developed based 
on the data from the pilot study, findings from the experimental study and 
assumptions/statements found in the literature. Miles and Huberman (1994) suggest 
using a provisional coding scheme when qualitative studies build on or corroborate 
findings from previous research. Layder (1998) encourages performing a 
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brainstorming exercise for finding elements and concepts that may be relevant to 
the phenomenon under consideration before performing a qualitative research or 
even a literature review is undertaken. The topics that emerge can serve as the 
provisional codes and a codeweaving attempt could be undertaken to explore 
possible interrelationships between the topics which are related to the phenomenon. 
As the interviews were completed, the recorded information was transcribed. 
Initially the interviews were divided into projects and instances of talk that were 
broadly descriptive of the learning occurrence in each project. The aim was then to 
distinguish the projects that indicate occurrence of insight from the projects that did 
not (Objective 1). As the researcher did not ask the participants directly for insight 
problems (so that the conversation was not narrowed to the interviewees’ pre-
conceptualisation of the concept of insight), it is likely that consultants may have 
referred to simulation projects in which clients did not generate insights. Besides, 
there are different interpretations for the term ‘learning’ (Belton and Elder 1994) 
which may concern different parts of the simulation model (i.e. the problem, the 
simulation model, the data etc.). That means that consultants may have referred to 
simulation projects in which clients did not generate insights. Thus, the coding 
scheme was devised to distinguish ‘insightful’ simulation projects from ‘non-
insightful’ simulation projects. Then for each insight episode, the transcripts were 
systematically coded based on the coding scheme to identify the factors that affect 
insight occurrence (Objective 3).  
The computer package NVivo 10 was used to complete the coding process. For the 
codes that were generated to address Objective 1, the provisional coding scheme 
was tested and applied to the corpus of data without making any additions or 
amendments. Therefore, a top-down content analysis was used moving from the 
general to the specific. For the codes formulated to address Objective 3, a mix of a 
top-down and a bottom-up approach was followed to code the transcripts. Whilst 
the provisional coding scheme enabled coding transcripts following a top-down 
approach in an iterative manner, the coding categories were modified a number of 
times to fit the data as the researcher went through more transcripts. So, the analysis 
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was conducted moving from particular instances to general categories. In this way, 
aspects that did not fit the categories of the coding scheme were used to create new 
concepts, based on the principles of the bottom-up content analysis (refer to section 
7.7.2 for specific examples). Also, few provisional codes, such as the size of a 
model, number of consultants, and the duration of a project, which were initially 
thought relevant were removed as they eventually considered irrelevant to the 
occurrence of insight. 
In qualitative methodology, a key issue is that subjectivity is involved in 
interpreting narratives. In order to deal with subjectivity, the coding of transcripts 
was undertaken in two rounds. In the first round, the researcher performed two 
independent codings of the transcripts with a time lag of 3 weeks between each 
coding. Overall, an 85% agreement between the two sets of coding was achieved, 
which was considered acceptable. The differences were examined and an agreed 
coding was reached. A final examination of the coded transcripts was carried out 
by the researcher after three months of the first round. Some more changes were 
made to the coding, but these were fairly minor.  
 
7.7.2 The coding scheme 
 
The coding scheme is separated in two parts with respect to Objectives 1 and 3 that 
this study seeks to fulfil. The first part of the coding scheme aims to identify the 
occurrence of insight in real-life simulation projects. The second part of the coding 
scheme focuses on the factors of a simulation intervention that are relevant to 
insight occurrence. The main parts of the final coding scheme are next considered. 
Appendix B.3 presents details of the coding themes and the detailed codes in line 
with the objectives of the study. 
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7.7.2.1 Codes for identifying occurrence of insight 
The occurrence of insight is investigated with reference to the operational definition 
of insight into the simulation context (see Section 3.4). In particular, in order to 
consider a ‘project with insight’, the stakeholders of a simulation study should move 
from a phase of not knowing how to improve the performance of a system to 
knowing how to bring significant improvements in the system. This involves a 
change in problem understanding and a change in problem-solving direction by 
doing something new or novel. More specifically, insight occurrence is investigated 
through the following series of criteria:  
1. project relevance to insight 
2. discontinuity in thinking 
3. change in problem understanding  
4. solution’s novelty.  
 
Figure 7-1 presents the process for classifying projects between insight and non-
insight occurrence based on the above criteria (i.e. first level of coding themes). A 
short description of the criteria and means used to measure insight within the real-
life simulation projects follows. 
First criterion considered is project relevance to insight. Project relevance is tested 
through project purpose and project outcome. The literature discussed in Chapter 2 
provides evidence that the scope of the project is associated to the occurrence of 
insight. According to Luoma (2016), models that are built to support routine 
decision-making restrict people’s critical thinking and the emergence of creative 
ideas to problems. As a result, this type of projects is not considered relevant to the 
occurrence of insights. On the other hand, if the scope of a project is about solving 
a problem, there are more opportunities for insight to occur (e.g., Robinson 2001). 
Therefore, two codes were developed with respect to the criterion project purpose 
resulted in categorising projects in 2 main categories: solve a problem and deliver 
a tool.   
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Figure 7-1: The process and criteria for identifying insights in a simulation project.  
 
 
The following interview question was used to elicit this kind of information relevant 
to project purpose criterion: 
“For what reasons was the project undertaken?” 
In this step, it is also sought to identify projects outcomes. The literature discussed 
in Chapter 3 explains that insight is directly linked with the solution to the problem. 
If the transcripts do not provide clear evidence that a solution to a problem is 
reached, then it is considered that these projects are not relevant to insight 
occurrence and are excluded from further analysis. On the other hand, if the 
participants discuss the solution to the problem or the simulation intervention laid 
the questions under investigation, then these projects are considered relevant to 
insight occurrence and are put forward for further analysis. 
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For the next criterion, codes for discontinuity in thinking were developed looking 
for references in the transcripts regarding surprising results or clients’ challenges in 
understanding why a system behaves in certain ways. The following interview 
question was often used to identify whether clients had a discontinuity in thinking: 
“Was there a point in time when you realised that the client could not 
explain how and why the system in question behaves in a certain way? 
If so, please describe.” 
 
According to the operational definition of insight (Section 3.4), if there are no 
references of becoming stuck or misled during solving a problem, then clients did 
not experience an impasse and hence the problem is considered to be solved without 
generating an insight. These studies are excluded from further analysis. If the 
participants discussed about surprising results, the reasons for which the clients 
could not understand initially, then these projects are considered to involve 
discontinuity in thinking and hence participants may have solved the problem by 
generating insight. 
Criterion 3, Change in understanding, is tested through assessing the reasons for 
which clients had discontinuity in thinking and whether the discontinuity in 
thinking was overcome. According to the psychology literature discussed in 
Chapter 3, biases account for experiencing a discontinuity in thinking (i.e. impasse). 
Biases are either cognitive or motivational that result in deviating from fully 
rational decision making. Kahneman (2011) identifies various cognitive biases 
which many have been found relevant to the simulation context (e.g., Bell and 
O'Keefe 1995, Monks et al. 2014).  
The following main interview questions were used to identify the reasons for which 
clients experienced discontinuity in thinking and whether this was overcome: 
“Did the client manage to gain insight into this issue? Can you tell a bit 
more about that?” 
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“Was there a time in the simulation intervention that you felt that the 
client realise why they got this surprising result? Can you give an 
example?” 
Finally, with respect to the fourth criterion, solution’s novelty, codes were 
developed to identify initial intended and final actions. This helped to assess 
whether change in problem-solving direction was achieved and whether new 
actions for solving the problem were identified which is a prerequisite condition for 
insight to occur.  
Three main questions were included in the interview guide to generate information 
relevant to solution’s novelty:  
 “What was the clients’ intention when you first met?” 
 “What actions did clients take at the end?” 
 “In what ways the initial intended actions/plans differ to the results of the 
simulation intervention produced?” 
If a project meets the above criteria as shown in, then the conclusion is that there is 
evidence to suggest that insights generated in the simulation project. Otherwise, the 
conclusion is that the project is not relevant to insight. 
 
7.7.2.2 Codes for identifying the factors of a simulation intervention that affect 
occurrence 
The second part of the coding scheme was devised to identify factors of a simulation 
intervention relevant to the main aspects of the occurrence of insight identified in 
the literature (Section 2.4) which broadly concern the following phases of insightful 
thinking: before- and after-breaking an impasse. In particular, codes were 
developed with respect to the following broad topics: 
 The stage of a DES project at which insight emerged 
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 The way surprising results were identified (i.e. identifying discontinuity in 
thinking)  
 The way clients were supported to change their problem understanding (i.e. 
overcoming discontinuity in thinking) 
 The way new/novel ideas were generated.  
 
Each coding category needed to be coherent and distinctive from other categories 
of the scheme. Appendix B.3 lists the first level and details of coding themes 
relevant to the above topics.    
In more detail, the provisional coding scheme was devised to identify references 
about the phase of a simulation study at which insight emerge. On the basis of 
findings from the literature review (Section 2.3), insights were expected to emerge 
before, during or after the model creation, in the conceptual modelling, model 
coding or experimentation phase, respectively. Therefore, the provisional coding 
scheme included the above three stages of a simulation study and not the 
verification and validation, and implementation phases. The analysis of the data 
revealed that these codes fit the data adequately and therefore no amendments or 
additions were made to the coding scheme in regards to the phase at which insight 
emerge. 
The provisional coding scheme was also devised to identify references with respect 
to the factors of a simulation intervention that help participants discover 
discontinuity in thinking. Several factors were hypothesised as influential of such 
behaviour which were grouped into four main parts: Project, Client(s), Modeller(s) 
and Model (refer to Appendix B.3). For each of these topics, provisional codes were 
generated from statements found in the literature, findings from the experimental 
study and researcher-formulated assumptions summarised in Section 2.5. General 
questions such as “Do you recall the process or means used that help you identify a 
surprising result?” or more specific such as “How were the animated display or 
results from the model used to discover what is happening?” were sought to be 
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asked during the interview (refer to Appendix B.2 (interview guide) for more 
examples). The participants’ answers given to these questions were used to identify 
possible factors of a simulation intervention that help participants discover 
discontinuity in thinking. 
Moreover, provisional codes were devised to identify references with respect to the 
way a discontinuity in thinking was overcome as a result of identifying the cause of 
surprising result. Again, here, general and specific questions may have been used 
during the interview to stimulate discussion around the influential factors for 
helping overcome discontinuity in thinking. Factors were grouped around the 
characteristics of the model, the consultant and the clients’ way of thinking (i.e. 
type of bias). 
As it is discussed in the literature review (Chapter 2), scholars often suggest that 
the presentation of the model’s results or consultant’s directions can support clients 
overcome biases and therefore insight to emerge (Hämäläinen et al. 2013).  In 
addition, Franco and Meadows (2006) claim that cognitive style may have a direct 
effect on how models are developed and used. According to cognitive psychologists 
(Cools et al. 2014), cognitive styles refer to individual preferences in how they 
think, learn and solve problems. As a result, clients’ cognitive style might have an 
impact on how consultants choose to communicate results. Based on the factors 
identified in the literature review, therefore, the factors that were considered 
influential concern the characteristics of the model (e.g. model’s visual 
representation), the consultant (e.g. communication skills, modelling skills, year of 
experience etc.), the clients (e.g. cognitive style, team composition).   
Detailed questions were also developed to identify the means and methods used to 
help clients generate new and effective ideas to address the problem. The codes 
relevant to the factors that influence the generation of new ideas were categorised 
into the following groups: type of model use, consultants’ modelling approach and 
their role in problem solving. 
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On the basis of the stage in which insight emerge, it is assumed that clients can 
identify new actions for addressing their problems as a result of experimenting with 
the simulation model (i.e. running what-if scenarios and get fast information 
relevant to system performance). The empirical results of the experimental study of 
this research provides some evidence that insights emerge as a result of the use of 
a simulation model during the experimentation stage of the life-cycle of a 
simulation intervention. Codes were therefore developed relevant to aspects of 
model use and model’s visual representation that were considered influential. Codes 
were also developed to identify the involvement of consultants to generation of new 
ideas. It is assumed that new ideas can be generated as a result of consultant’s 
influence during the conceptual modelling.  
All provisional codes were kept, but some others emerged as part of a bottom-up 
content analysis. For example, the types of cognitive and motivational biases have 
emerged as a result of a bottom-up content analysis approach. Another code that 
emerged through a bottom-up content approach was “content quality”. According 
to the framework of simulation quality trilogy developed by Robinson (2002b), the 
quality of the content refers to the extent to which model specifications are accurate 
as well as the extent to which the model can represent real-life system accurately. 
If a model does not have accurate specifications, the wrong problem is solved. 
Inaccurate technical work means that the wrong results are generated from the 
model.  The analysis was performed to explore whether the quality of the content 
of the model affects insights to emerge. The interest was placed on determining 
whether models of lower content quality can lead to insight generation. 
 
7.8 Summary 
This chapter provides an account of the activities undertaken to design the 
interviews, which centred on consultants’ experiences on how clients learn from 
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simulation. This was an indirect way to investigate the key elements of a DES study 
that help clients generate insights.  
The participants of this study were ten simulation consultants who work in an 
established simulation software or consultancy company based in the UK. 
Convenience sampling, using the contacts and networks of the supervisors of the 
researcher, formed the sampling strategy. There was not a priori sample size of the 
interviewees set. The sample size was based on the pragmatic matter of participant 
accessibility and availability.  
Face-to-face interviews were held at the offices of the consultants. Before meeting 
up with the consultants, the researcher had asked the participants to prepare for 
example of a project in which they noticed the simulation intervention helped 
clients better understand their system and as a result they changed their initial 
beliefs and their decisions on how to improve the system’s performance.  
During the interview, a semi-structured format was used to elicit richer and more 
elaborate content than a structured format might allow. Open ended questions were 
used based on statements from the simulation literature and the findings of the lab 
experiment. At the end, the researcher summarised the information generated 
during the interview and asked the participant if they would like to add anything 
else. The duration of each individual’s interview varied between 40 minutes to 1.5 
hours. 
The pilot study implemented is also presented, which helped in improving the study 
design and provided some initial indications about the elements of a simulation 
intervention that may support clients in generating insights.  
As the interviews were completed, the recorded information was transcribed. Both 
top-down and bottom-up content analyses were employed to analyse and report the 
findings from the interviews with simulation experts. A final coding scheme was 
developed which is separated in two parts with respect to Objectives 1 and 3 that 
this study seeks to fulfil. The first part of the coding scheme was devised to 
distinguish ‘insightful’ simulation projects from ‘non-insightful’ simulation 
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projects. Then for each insight episode, the transcripts were systematically coded 
based on the coding scheme to identify the factors that affect insight occurrence 
(Objective 3).  
The next chapter presents the findings from the qualitative analysis of the 
interviews transcripts. 
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Chapter 8: Understanding Insight Generation 
from Simulation Experts 
 
8.1 Introduction 
Chapter 7 described the design of the exploratory study for exploring insight 
generation in simulation studies. This chapter performs a qualitative analysis of the 
10 interviews transcripts in line with Objectives 1 and 3. The analysis consists 
mainly of text analysis of the transcribed interviews. The transcripts have been 
analysed using the coding scheme described in Chapter 7. 
In this chapter, the qualitative analysis is presented in two sections. First analysis 
looks at establish whether the amount of simulation studies provide evidence of 
insight generation. Then, for the projects that there is evidence of insight 
occurrence, a qualitative analysis is performed looking at the characteristics of the 
consultant, the client and the model of each project to explore the key factors of a 
DES study that affect insight occurrence. 
 
8.2 An overview of the project narratives 
The projects that the consultants discussed in the interviews are listed in Table 8-1. 
The table lists the sector, the consultant and the inquiries for investigation for which 
each simulation project was initiated to provide the context for the results that 
follow in the next sections. In total, 16 projects were discussed in the interviews. 
Most projects were initiated either to solve a specific current problem or to test 
whether a specific idea is going to work before be implementing. There were 2 
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projects (i.e. P10 and P15) that were intended for re-use and consequently their 
driving-questions were more general compared to the other projects.  
 
Table 8-1: Details of the research inquiry, sector and consultant for which each problem was 
initiated.  
Consultant Project Inquiry for investigation Sector 
C1 
P1 Does the new machine added to the production line of 
car wheels speed up the throughput? 
Manufacturing 
C2 
P2 Will the launch of a new machine device for Hepatitis 
C bring significant benefits to both NHS and patient?  
Health 
P3 Will the new healthcare pathways reduce cost and 
improve patient experience? 
C3 
P4 Will the new emergency department cope with 
additional demand? 
Health 
C4 
P5  Does the council service have enough staff to work 
efficiently? 
Other P6 How many classrooms the new training site will 
require when a classroom is reserved for the whole 
duration of a training course? 
P7 Does a composer manufacturing work at an efficient 
level? 
Manufacturing 
P8 Does the production line of vacuum machines work 
efficiently? 
P9 Will a new conveyor system designed to assemble 
customer orders at the production site work 
efficiently? 
Supply Chain 
C5 
P10 Provide a tool so that the end user can know what will 
happen to an oil and gas terminal facility under 
different shipment schedules and strategies. 
Supply Chain 
C6 
P11 Will the new automated warehouse robot system store 
and transport goods to an efficient level? 
Supply chain 
C7 
P12 Will the introduction of a new class of ships (i.e. 
smaller ships) expand the process capacity of an 
aluminium company? 
Supply Chain 
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C8 
P13 Will a new robotic line for an automotive company 
work to an efficient level? 
Manufacturing 
C9 
P14 How can we design a new hospital to cope with higher 
demand? 
Health 
C10 
P15 Provide a tool so that the end user can determine an 
annual delivery plan that satisfies the demand and 
production of different lubrications and receiving 
terminals. 
Supply Chain 
P16 Will the new chocolate factory work to an efficient 
level? 
Manufacturing 
 
 
Most of the consultants discussed in the interviews projects that came from only 
one sector. This is because the simulation consultants usually undertake projects 
from the sector of their expertise such as manufacturing, supply chain or healthcare. 
However, there were few subjects (i.e. C4, C10) who had undertaken projects from 
more than one sector. In addition, 3 participants discussed more than one project in 
the interviews. Two projects were about improving the operations of a department 
of a public or a private organisation which did not fit into one of the consultants’ 
main sectors (i.e. healthcare, supply chain or manufacturing). As a result, a new 
category for projects’ sector emerged and labelled as ‘Other Sector’. In summary, 
as Table 8-1 shows, there are 5 projects from manufacturing, 4 from health, 5 from 
supply chain and 2 that do not belong in any of the above sectors. 
Consultants’ names and projects details are not disclosed for confidentiality 
reasons. Hence, Consultants are denoted by the letter “C” followed by an ordered 
number from 1-10 based on the sequence a consultant was introduced on the dates 
of the interviews. Similarly, Projects are labelled as “P” followed by an ordered 
number from 1-16 based on the sequence projects were recorded. 
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8.3 Part A: analysis of evidence of insight 
occurrence 
This section analyses the results in relation to research objective 1 (Section 4.2). 
The coding scheme was developed to identify the simulation projects that indicate 
insight occurrence. The process used to distinguish ‘projects with insight’ from 
‘projects without insights’ includes the following criteria/steps (please refer to 
Section 7.7.2):  
1. project relevance 
2. discontinuity in thinking,  
3. change in understanding,  
4. solution’s novelty.  
The methods to measure each criterion will be next considered. 
 
8.3.1 Step 1: project relevance to insight 
 
As explained in Chapter 7, in order to avoid introduction of bias, the participants 
were not asked a direct question on insight generation. This is because they may 
have not been aware of the occurrence of insight in a simulation study or they would 
not be able to apply the definition of insight of this thesis objectively. As a result, 
consultants may have referred to simulation projects that were not about solving a 
specific problem or the solution to that problem was not achieved. These cases are 
not relevant to insight generation since insight is directly linked with the solution 
of a problem. So, first, it is important to distinguish ‘projects that are relevant to 
insight’ from ‘projects that are not relevant to insight’. In order to identify projects’ 
relevance two criteria are used: project purpose and project outcome. The analysis 
undertaken of each criterion and results are next provided.  
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8.3.1.1 Project purpose 
To identify projects purpose, the transcripts were first explored looking for 
references related to the reasons a project was undertaken. In particular, the analysis 
was performed looking to establish whether a project was initiated to address a 
specific problem or not.  
Some participants described projects which were undertaken to confirm a particular 
system design or to explore alternative options for system change, design or re-
design. This shows that these projects were carried out to answer specific questions 
related to real-life issues. Some representative examples of participants’ references 
to projects carried out for confirming or exploring alternative options follow: 
“…The customer had an idea around a non-existing future system and 
basically wanted to test the capabilities.” P9 
“…The main point was to see what they were building fits the purpose. 
I think the initial reason they came to us it was to confirm the initial 
designs.” P11 
 
On the other hand, some participants described projects in which they developed 
models intended to be used for routine decision making support. The deliverable of 
such projects was the model instead of addressing specific problems. A 
representative example of a participant’s reference to a project about developing a 
tool for decision making is the following: 
“…we have this handover meeting. We give the model back to client 
and then the client does the experimentation or uses the model for any 
future runs they wanted to test. So we developed a tool that generated 
this information for them” P15  
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Therefore the project narratives were divided into two groups based on the two 
categories identified: projects about solving a problem and delivering a tool. 
The results of the analysis of project objective are presented in Table 8-2. As the 
results indicate, most participants discussed a project which was undertaken to 
confirm or explore alternative options or issues regarding an existing or future 
system. Therefore, in 14 out of 16 projects, evidence was found to suggest that the 
simulation intervention was set up to help clients solve a specific problem. In 
projects P10 and P15, the consultants (i.e. C5 and C10) described a project which 
was undertaken to deliver a tool to clients so that they can use it on a regular basis 
and support routine decision making. These consultants generally stated that the use 
of the model helped clients enhance their problem understanding and make more 
informed decisions. However, as the consultants were far removed from the 
decision making process, when asked to be more specific, they were not able to 
give a specific example in which a specific problem was solved by the use of 
simulation.  
As a result, the results of the analysis reveal that two projects (i.e. P10 and P15) do 
not provide clear evidence that the simulation intervention helped clients to solve a 
specific problem and hence they are considered not to be relevant to insight 
occurrence. Hence, they were discarded from further analysis. 
 
8.3.1.2 Project outcome  
After identifying the projects that were carried out to solve a problem, the 
transcripts of these projects were explored looking for references regarding project 
outcomes. In particular, content analysis was used to find references on whether the 
solution to a problem was actually reached.  
 The findings of this analysis resulted in categorising projects in 2 categories: 
‘complete’ and ‘incomplete’. The former refers to clear descriptions given by the 
participants about the solution to the question under investigation. The latter refers 
to projects in which the participants explained that a solution to the problem is not 
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reached yet or that the project was never completed. Table 8-2 provides the results 
of the analysis of project outcomes.  
Most participants provided clear description of the solution to the question under 
investigation. In more detail, in 13 out of 14 projects, the participants reported that 
projects’ goals were achieved. For example, the participant of P12 mentioned that 
the clients based on the simulation intervention understood what they had to do to 
address their questions. These are indications that the projects were completed and 
hence these projects are considered relevant to insight occurrence. 
In project P3 the consultant talked about a project which was still work in progress. 
As a result, the consultant reported that the project did not have a particular result 
and that the question under investigation was not answered yet. As the solution to 
the problem is not achieved, P3 was considered an ‘incomplete’ problem and hence 
it cannot be considered relevant to insight occurrence.  
Therefore, the results of the analysis of project relevance reveals that in 13 out of 
14 projects, simulation has helped clients to solve a project and therefore these 
projects are considered relevant to insight occurrence. P3 was discarded from 
further analysis. We move on next to investigate whether these 13 projects involved 
discontinuity in thinking. 
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Table 8-2: Results of step 1of analysis based on project purpose and outcome. 
Project Case Purpose Outcome Project Relevance 
to insight 
occurrence? 
P1 Car wheel production line Solve a problem Complete Yes 
P2 Test device for Hepatitis 
C  
Solve a problem Complete Yes 
P3 Alternative healthcare 
pathways 
Solve a problem Incomplete No 
P4 New emergency 
department 
Solve a problem Complete Yes 
P5  Council Service Solve a problem Complete Yes 
P6 Training site Solve a problem Complete Yes 
P7 Composer manufacturing Solve a problem Complete Yes 
P8 Vacuum machine 
production line 
Solve a problem Complete Yes 
P9 Assembling Customer 
orders at the production 
site 
Solve a problem Complete Yes 
P10 Oil and gas terminal 
facility  
Deliver a tool Complete No 
P11 Automated warehouse 
robot system  
Solve a problem Complete Yes 
P12 Smaller ships used for an 
aluminium company 
Solve a problem Complete Yes 
P13 Automotive robotic line  Solve a problem Complete Yes 
P14 New hospital  Solve a problem Complete Yes 
P15 Annual delivery plan of 
an oil and gas company  
Deliver a tool Complete No 
P16 Chocolate production 
line 
Solve a problem Complete Yes 
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8.3.2 Step 2: discontinuity in thinking 
 
After identifying the projects that provided evidence that simulation helped clients 
to solve a problem, it is important to investigate whether participants’ problem 
solving approaches involved discontinuity in thinking. Based on the 
operationalisation of the occurrence of insight, discontinuity in thinking is a 
prerequisite condition for insight to occur. It refers to the problem-solving phase at 
which one does not know how to solve a problem. So, next, it is important to 
distinguish ‘projects with discontinuity in thinking’ from ‘projects without 
discontinuity in thinking’. In particular, the transcripts were screened looking for 
references regarding surprising results, difficulties of stakeholders in understanding 
the behaviour of their system.  
If the participants reported that the clients initially did not know how to address 
their problem or did not understand the reasons their system behave in certain ways, 
then it is considered that clients solved the task with discontinuity in thinking. On 
the other hand, consultants may refer to simulation projects in which the clients 
knew how to address their problems prior participating to the intervention and from 
the simulation intervention they just confirmed their initial plans. So, in these cases, 
clients did not have discontinuity in thinking and hence arrived at the solution to a 
problem without generating insight. Table 8-3 presents the results of the projects in 
discontinuity in thinking by project.  
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Table 8-3: Results of step 2 of analysis based on discontinuity in thinking. 
Project Case Discontinuity in thinking 
P1 Car wheel production line Yes 
P2 Test device for Hepatitis C  No 
P4 New emergency department Yes 
P5  Council Service No 
P6 Training site Yes 
P7 Composer manufacturing Yes 
P8 Vacuum machine production line Yes 
P9 Assembling Customer orders at the production site Yes 
P11 Automated warehouse robot system  Yes 
P12 Smaller ships used for an aluminium company Yes 
P13 Automotive robotic line  Yes 
P14 New hospital  Yes 
P16 Chocolate production line Yes 
 
 
As the results indicate, in two projects (i.e. P2 and P5), the clients were considered 
to solve their problem without discontinuity in thinking. In more detail, in P2, the 
consultant reported that the clients expected that the new test device for Hepatitis 
C will bring significant benefits in terms of cost saving and patient treatment but 
they were not aware of the size of the effect. Therefore, they wanted to use 
simulation to quantify the benefits. When they ran the simulation model, the 
simulation model showed significant savings in terms of clinical time and nurse 
time as well as cost savings over the cost of treatment. The consultant C2 then 
reported that this result “was something that they kind of knew but they didn't 
expect that the result will be so prominent.” This is considered as an indication that 
the clients initially hold accurate beliefs about the benefits of the new device and 
used simulation to validate their prior beliefs. As a result, the clients of P2 achieved 
their goal but without generating insights as they did not experience an impasse. 
Similarly, in P5, the consultant explained that a change was about to happen to a 
payroll service for councils but they expected that it would not affect their work 
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performance; the number of staff was sufficient to cope with the demand. So, they 
wanted to use simulation to confirm their expectations. The consultant reported that 
during the model creation clients learned something they anticipated about their 
processes. They realised that they should change the way they record data when 
they come in contact with customers. Although this was an unexpected finding from 
the simulation study, it was not the outcome from the simulation. Therefore, the 
consultant commented that the additional learning of this project was “the by-
product; it was not the scope of the project”. He then reported that the results of the 
simulation model validated clients’ anticipations that the service has the recourses 
to work at a satisfactory service level. Therefore, this is considered as an indication 
that the clients of P5 answered their question without discontinuity in thinking and 
hence they did not generate insight.  
For the remaining 11 project narratives, the results of the qualitative analysis 
provide evidence to indicate that there is discontinuity in thinking in clients’ 
problem solving process. More specifically, the participants of these projects 
referred to some unexpected system behaviour, the reasons for which they could 
not understand initially. A representative example to references regarding 
realisations of unexpected system behaviour is the following:  
“…What was interesting was that they had a very clear view of how 
each individual part works. So, we confirmed all the individual parts 
and we ran it. What they really thought was that simulation will justify 
getting another machine. But what we saw here when the simulation 
run was the unexpected part. What was interesting was that the results 
said that two machines were not better than one machine…The 
operators knew that if I run both machines after a couple of hours it 
slows down and then it stops. But they did not understand why”. P1 
 
The above quote indicates that simulation did not confirm clients’ expectations 
about the solution to the problem. This was a surprising result as clients could not 
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explain why they got this result neither did they know how to address their problem. 
As such, this suggests that the clients arrived at an impasse moment at which they 
did not know how to improve the performance of their system. Similar references 
about sudden realisations of unexpected system and difficulties in understanding 
system behaviour are made by the participants of the other 10 projects. Therefore, 
this result indicates that in 11 out of 13 projects clients’ problem-solving approach 
involved discontinuity in thinking. As a result, P2 and P5 were discarded from 
further analysis in this step. 
 
8.3.3 Step 3: change in problem understanding 
 
After having identified the projects that involved discontinuity in thinking, the 
transcripts of these projects were coded to identify the reasons for which clients 
experience discontinuity in thinking. As discussed in Chapter 3, when one solves a 
problem by generating insight, cognitive or motivational biases account for 
experiencing a discontinuity in thinking (i.e. impasse). For instance, when people 
fixate their mind, they tend to misperceive interrelationships between parts of the 
problem (Schooler et al. 1995). The problem can be solved only when this bias is 
overcome which usually involve changes in problem understanding and the creation 
of new ideas to address the problem. However, if one cannot solve a problem 
because of data flaws or procedural mistakes, then problem understanding usually 
remains unchanged. This is because the discovery of discontinuity in thinking due 
to procedural reasons does not alter one’s thinking of how the problem works. That 
indicates that when discontinuity in thinking occurs because of procedural reasons, 
problem solving does not involve an Aha! moment as defined in this research.  
Based on the above observations, the project narratives are explored looking for 
references regarding realisations about issues in conceptualising the problem or 
issues with the data and the model development process. Two types of discontinuity 
in thinking are defined as a result of this analysis: biases (cognitive or 
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motivational), and procedural reasons. Then, the project narratives are screened 
looking to identify whether clients’ problem understanding was changed as a result 
of discovering the cause of discontinuity in thinking. In other words, the transcripts 
are coded looking for references regarding changes in clients’ problem 
understanding and their relation to the type of discontinuity in thinking identified. 
When the cause for which clients experienced discontinuity in thinking is found to 
be procedural, it is expected that client’s problem understanding was not changed. 
On the other hand, when cognitive or motivational biases are found to account for 
clients’ discontinuity in thinking, it is expected that consultants would refer to 
client’s changes in problem understanding, given that the problem was addressed 
(i.e. criterion/step 1 is met).  
Table 8-4 presents the results of this analysis by type of discontinuity in thinking 
(i.e. biases or procedural reasons). Analysis in column 4 (i.e. identification of bias) 
has emerged as a result of a bottom-up content analysis approach.  
As the results indicate, in one project (i.e. P4), the clients were considered to 
experience discontinuity in thinking because of procedural reasons. More 
specifically, when asked to account for an event where clients could not understand 
certain behaviour of the system, Consultant C3 referred to a situation where they 
discovered that the results of the model did not match expectations. That triggered 
a number of discussions which led to the conclusion that there were some data 
flaws. The consultant explained “we realised that nurses are recording things at the 
wrong time of the day and were making it up. So it looked like load of people turned 
up in the ward about midnight.” So, they realised that they did not get the expected 
results due to recording issues. C3 then reported that having wrong numbers did not 
affect problem solving: “If the numbers are wrong, the result will be wrong. But 
that it’s not important. It’s the process that’s important and in this case we 
understood that the process was properly”.  
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Table 8-4: Results of step 3 of analysis based on the type of discontinuity in thinking and change in 
problem understanding 
Project Case Type of 
discontinuity in 
thinking 
Type of 
Cognitive bias 
Problem 
understanding 
changed? 
P1 Car wheel production line Motivational 
bias 
Desirability of 
options/choice 
Yes 
P4 New emergency department Procedural 
reasons 
n.a. No 
P6 Training site Cognitive bias Linear Yes 
P7 Composer manufacturing Cognitive bias Myopic 
problem 
representation 
Yes 
P8 Vacuum machine 
production line 
Cognitive bias Myopic 
problem 
representation 
Yes 
P9 Assembling Customer 
orders at the production site 
Motivational 
bias 
Desirability of 
options/choice 
Yes 
P11 Automated warehouse robot 
system  
Motivational 
bias 
Desirability of 
options/choice 
Yes 
P12 Smaller ships used for an 
aluminium company 
Cognitive bias Linear Yes 
P13 Automotive robotic line  Cognitive bias Linear Yes 
P14 New hospital  Cognitive bias Linear Yes 
P16 Chocolate factory Motivational 
bias 
Desirability of 
options/choice 
Yes 
 
 
Therefore, it is observed that in this project discontinuity in thinking was caused 
because of procedural reasons and not because of issues in conceptualising the 
system. As a result, this realisation did not change clients’ problem understanding. 
Therefore, this result implies that clients did not address their problem by 
generating insight. 
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In 4 out of 11 projects (P6, P12, P13, P14, Table 8-4), it is implied that the cause of 
discontinuity in thinking was the effect of linear bias on clients’ forecasting or 
identifying change (MacKinnon and Wearing 1991). Linear is a cognitive bias in 
which people tend to approximate using a linear function. The consultants 
considered that when the relationship between variables is in reality exponential, 
the linear bias can seriously affect their judgment about the interrelationships 
between elements of their system processes.  
For example, in P12, the consultant helped them in thinking through the 
interrelationship between utilisation of the jetty and queueing time. The consultant 
explained to the clients that the utilisation of the jetty is increased considerably 
when smaller ships are used due to the fact that smaller ships need more time to set 
up the processes for ship loading and unloading than bigger ships. This will have a 
direct effect on the ships queuing time which will become exponential larger when 
utilisation of the jetty gets beyond a particular point of utilisation. However, the 
consultant realised that clients could not understand this relationship. He 
commented that “I had to bring that up over and over again. In a call centre, for 
instance, if an operator is busy, then you have to wait longer and longer and longer. 
How cannot they understand that?” He realised that clients were predicting that 
queues will grow linearly and they were confident that queues will not occur when 
smaller ships are used. When clients overcome this cognitive bias, they change their 
initial problem understanding in order to address their problem.  
Another bias that consultants seemed to recognise as the reason for which clients 
could not to initially understand aspects of their problems is a motivational bias and 
called desirability of options/choice (von Winterfeldt 1999). In particular, in 4 
projects (i.e. P1, P9, P11 and P16, Table 8-4), the consultants realised that they 
discovered that clients tended to entirely disregard the risk of a negative event to 
occur such as a machine breaks down or a queue that reaches its capacity so that 
their estimations of their future systems to appear correct. So, consultants 
recognised that the main factor that caused clients not to understand the behaviour 
of their system (i.e. discontinuity in thinking) accurately was clients’ under or over-
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estimations of probabilities of events in a direction that favours their desired 
outcomes.  
For instance, in P16 it was identified that clients planning was an ideal scenario. 
They did not take into consideration that a machine can break down in the chocolate 
factory. She explained that this is an event off the normal track and may not occur 
very often. But when it occurs, it will put off the whole process. She commented 
that she is surprised that “people are always so optimistic that everything will work 
just fine.” When the desirability of option/choice was recognised, clients achieved 
a better understanding how their problem can be solved. 
Finally, in two projects (i.e. P7 and P8, Table 8-4), the consultant C4 observed that 
the clients could not understand how to improve the performance of their system 
because they adopted an oversimplified problem representation. This is an 
indication that clients suffered from myopic problem representation (Legrenzi et al. 
1993). This is another cognitive bias that restricts people’s ability to form a 
complete mental model of the problem. More specifically, in P8, the consultant 
talked about a project which was about simulating the production of vacuum 
machines. A part of the production is to test the quality of the vacuum machine bags 
(i.e. there is no licking from the hole). The clients explained to the consultant that 
the bags need to be connected and then disconnected from the autoclave one each 
time. Although, loading and unloading processes take a lot of time from running 
the autoclave, the clients thought that there is no other way and reported to the 
consultant that “all loading and unloading processes can only be done inside the 
autoclave”. However, the consultant realised that the clients did not think that a 
trolley apart from being used for moving products from the production line to the 
autoclave can also serve as a tray that can go in the autoclave.  
A similar example is P7 which was about the manufacturing of aircraft panels. In 
this project, the clients explained to the consultant that they were waiting a batch of 
products to be ready before putting them in the oven. They knew that they were 
wasting a lot of time waiting for the inventory of products to be built on in between, 
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but they thought that there was not a different way to run the oven. They said that 
this was the way they always run the production line. However, the consultant 
observed that the clients could not think that inside an oven, products can be 
circulated instead of staying in the same position and still be baked. This shows that 
performance of the baking process could be improved only when the clients are 
aided to broaden their understanding of the problem solution.  
Two consultants, who seemed to indirectly infer to clients’ cognitive style, 
mentioned that clients’ preference to approach the project in an analytic rather than 
in a holistic manner led clients to commit cognitive or motivational biases. More 
specifically, in P13, the consultant explained that “one thing that they wanted us to 
do initially was to build the whole model and prove it for one product. And then 
they said once you have done that, we'll build another model and prove the second 
product and then will join them together.” As the consultant discovered, though, 
this had the result of not taking into consideration the interrelationships between 
the individual parts or issues that might be related to the parts when they are brought 
together. So he realised that approaching the problem in an analytical manner 
resulted in issues in conceptualising the problem correctly. Therefore, the 
consultant then suggested to the clients to build a model for both products so they 
had all the complexity from the beginning. He explained to the clients that “only 
then we could actually see the conflicts.” Similarly, in P1, the consultant realised 
that the clients had a very clear view of how each individual part of the system 
worked but they had not considered how they system would work when everything 
was put together. So, he also quickly realised that “whatever analysis they had done 
before simulation, that analysis hadn't been wide enough to see the bigger picture.” 
That is considered an evidence of client’s preference towards an analytic cognitive 
style. That might indicate that in some cases cognitive and motivational biases may 
occur because of an analytic cognitive style preference. 
Overall, the results of the above analysis suggest that in 10 out of 11 projects the 
discontinuity in thinking was because of conceptual reasons. Three cognitive or 
motivational biases are identified as a result of this process. The results also suggest 
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that in some cases biases may occur because of an analytic cognitive style 
preference. In these 10 cases, the results provide evidence that suggests that change 
in understanding occurred, when discontinuity in thinking was overcome. P4 was 
discarded as a result of the process. We next present the findings from the 
comparison of intended actions and the actual outcomes of the simulation study to 
identify whether this change in understanding led to the generation of new ideas 
and hence insights emerge.  
 
8.3.4 Step 4: solution’s novelty 
 
This is the final step of the analysis carried out to distinguish projects with insight 
from projects without insight. The transcripts of the 10 projects which met the 
previous criteria are explored looking for references regarding clients’ intended 
actions at the beginning of the intervention and at the end of the project. Then, a 
comparative analysis was performed to assess in what ways the former differ to the 
latter. When there are references in a project narrative to generation of new ideas 
that led to address the problem, then this project is considered to be a ‘project with 
insight’. Otherwise, the project is coded as ‘a project without insight’.  
The analysis resulted in identifying two types of change in the problem-solving 
direction: reformation and novelty. The former refers to the generation of new ideas 
which were relevant to the initial intended actions. As a result, the initial intended 
actions were changed in a way which was not considered at the beginning of the 
project. The latter refers to the generation of new ideas that are not relevant to the 
initial intended actions. Accordingly, intended actions at the end of the project were 
original, especially in an interesting way. The results of this analysis are presented 
in Table 8-5.  
As the results indicate (third column, Table 8-5), in 4 out of 10 projects (P7, P8, 
P12, P13 and P14) there were found references in transcripts to suggest that new 
ideas were generated which were not comparable to clients’ initial intended actions. 
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Therefore, intended actions at the end of the project are characterised by ‘novelty’. 
For instance, in P14, the consultant discussed that the clients initially considered 
screening everybody who comes in the hospital building. The simulation 
intervention showed that this will provoke queues and would put patients’ health at 
risk.  
 
Table 8-5: Results of step 4 of analysis based on change in problem-solving direction and generation 
of new/novel ideas 
Project Case Initial vs Final Actions Project with 
insight? 
P1 Car wheel production line Reformation Yes 
P6 Training site Reformation Yes 
P7 Composer manufacturing Novelty Yes 
P8 Vacuum machine 
production line 
Novelty Yes 
P9 Assembling Customer 
orders at the production site 
Reformation Yes 
P11 Automated warehouse 
robot system  
Reformation Yes 
P12 Smaller ships used for an 
aluminium company 
Novelty Yes 
P13 Automotive robotic line  Reformation Yes 
P14 New hospital  Novelty Yes 
P16 Chocolate factory Reformation Yes 
 
 
For security reasons all patients of the hospital should be screened but they realised 
that they had to do something different. So at the end of the workshop they decided 
that all patients apart from women and infants that is a particularly sensitive patient 
group can register online in advance and gets some sort of security validation before 
coming to the hospital building. But if they are follow-up visitors, they decided not 
to re-screen them again, by issuing a badge that can last for a period of time.  
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Similarly, in P12, the consultant explained that the simulation showed that using 
smaller ships, clients’ original idea, would not be an effective solution to expand 
their process capacity (i.e. have more material coming through). However, the 
consultant reported that at the end of the project, the clients said to him that they 
now realised that they needed “a completely new second jetty so that two ships are 
unloaded at the same time” in order to achieve their goal. This was an idea which 
was not originally considered.  
In both P7 and P8, the consultant explained that other possibilities that they had not 
been considered yet were searched. In P7, they decided to connect a manifold rather 
than every single bag to the autoclave and in P8 they realised that if the normal oven 
was turned into a belt conveyor toaster would result in a much smoother production. 
In the remaining 6 projects (P1, P6, P9, P11, P13 and P16, Table 8-5), the analysis 
provides evidence to indicate that new ideas of process designs were generated as 
a result of the simulation intervention. For example, in P13, the consultant discussed 
that they realised that the way the clients intended to set up the robotic line would 
have produced several bottlenecks in producing the two types of parts. So, they 
realised that they should change the order of the events that they planned to run it. 
Similar cases are projects P1, P9, P11 and P16 where they realised that the current 
configuration of their production line leads to deadlocks. So, they generated new 
ideas on how they could restructure the process to avoid these issues in the 
production line. 
In P6, the consultant discussed a case in which the managers of a training site 
always reserved a classroom for the entire duration of the training course, even if 
the students do not attend a tutorial for several days or weeks during the duration 
of the training course. They were about to relocate the training site having several 
training sites into one unit location and they initially considered they needed 60 
classrooms. The results of the simulation showed that they required considerably 
more classrooms than the target which would have resulted in being over the budget 
quite significantly. The result of that was to change the way that site particularly 
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operates since they decided to run the site with the option of reserving a classroom 
for a day and not for the entire period of the course.  
Based on the realisations made by the consultants, the results of this analysis 
indicate that all remaining simulation studies provide evidence of insight generation 
(column 4, Table 8-5). In 10 projects there are specific references to changes in 
problem-solving direction by generating new or novel ideas on how to address these 
problems.  
 
8.4 Part 2: Analysis of factors that affect the 
occurrence of insight 
This section considers the data collected from the interviews with respect to the 
Objective 3 of this research. That is, to analyse the transcripts of the projects that 
indicate evidence of insight occurrence (Section 8.3) in order to identify the factors 
that affect insight generation. These are analysed looking for references regarding: 
 the stage of the simulation intervention in which insight emerges 
 how discontinuity in thinking was discovered 
 how discontinuity in thinking was overcome  
 how new ideas were generated.  
 
The transcripts were explored with reference to aspects of a simulation intervention 
such as the model, the consultant, the client and the problem itself to look in more 
detail in order to identify factors that affect insight (Section 7.7.2.2). The methods 
used to analyse the data are presented in the following sections. 
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8.4.1 Stage of a simulation intervention in which insight occurs 
 
The transcripts of the projects classified as ‘insightful’ are reviewed looking for 
evidence where consultants referred to the stage of a simulation intervention at 
which clients generate insight. The transcripts were screened to identify aspects 
relevant to the time to insight such as: 
 Consultants’ account about the point in time when the solution to the 
problem was found  
 Consultants’ recollections of when they felt that the clients changed their 
problem understanding  
 Descriptions about the activities that was taken place just before the 
solution to the problem was generated 
 the role of the client in model creation 
 
Based on the literature discussed in chapter 2, insights were expected to emerge 
during the conceptual modelling, model coding or experimentation phase.  
Conceptual modelling is an early step of a project in which the consultants ask 
questions to understand the situation, formulate the problem and assess options. 
Model coding refers to model creation and involves the process of converting the 
conceptual model into a computer model. Experimentation is about obtaining 
results from the model, creating alternative solutions and comparing them. Based 
on consultants’ accounts, Table 8-6 presents the results from the analysis of the 
transcripts in relation to the stage at which insight emerge. 
 
Table 8-6: Results of the stage when insight emerge by project. 
Phase Projects Number of Projects 
Experimentation P1, P6, P11, P12, P13, P14, P16 7 
Conceptual Modelling P7, P8, P9 3 
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In 7 out of 10 projects (first row, Table 8-6), there is evidence in project narratives 
to suggest that insights emerged during the experimentation phase. In particular, the 
consultants of the above projects mentioned that when they ran the model, they 
obtained some results that clients did not anticipate. Then, they discussed how they 
used the simulation model to try to understand why this surprising result occurred. 
This process of exploration usually led to the generation of new ideas on how to 
address their problems which were then tested in the simulation model. The above 
pattern suggests that most insights were generated through the use of a simulation 
model during the experimentation phase of the life-cycle of a simulation project. 
This result confirms expectations that the experimentation phase support clients to 
generate insights. A representative example of insight generated during the 
experimentation phase is the following: 
“We confirm all the individual steps and we ran it... what was 
important here and I guess was the value of simulation was being able 
to do the multiple runs, new random numbers, over a longer period of 
time, so there was 1 on 100 events that occur. Did not occur the first 
time, or the second time but the third time occur. And we had an event 
where actually we could see it kind of slows down and then it 
stops…and we watched it back we slowed it down we looked tact we 
went in the simulation and we looked at the actual time of the 
deadlocks. We played through that animation slowly and what we 
showed was that there was a reject from the second line just before 
the deadlock occurs. So we went Aha! There must be some connection 
here between rejecting the wheels and having this deadlock. Whatever 
analysis they had done before simulation that analysis hadn't been 
wide enough to pick that up…And then we said OK. Let’s accept that. 
Now it was really a question how that can work.” P1, C1 
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The analysis of the results also suggested that insights emerged during the 
conceptual modelling phase in 3 projects shown in Table 8-6 (i.e. second row). In 
more detail, C4 consultant discussed three projects (i.e. P7, P8 and P9) in which his 
initial questions about system processes uncovered problems in clients’ initial 
production planning. This triggered a series of discussions which led to the 
generation of new ideas in how the performance of the systems can be improved. 
These cases are noteworthy because they confirm expectations that the process of 
conceptual modelling generates insights. However, it is pointed that this result is 
based only on the accounts of one consultant. Therefore, it could be that 
consultant’s personal modelling style affects the time of insight. 
 “…So I am sort of going through the conceptual modelling in my 
mind without actually writing anything down on the paper. Thinking 
how I am going to model things. And we did not actually model that 
in the sense that I did not model how to build a palette. If you gonna 
try to model that will take 100 days to build the simulation model and 
will add very little value at all…And basically you start explaining 
how a system, how a computer model, using fixed rules, how that will 
affect your throughput numbers, your output. And it is just make them 
aware of that…. So we realised that the initial configuration will not 
gonna work. If we have shoots next to the palette, if the operator needs 
to pick a product and the conveyor run on his right hand site, the 
operators will have to move all the way around the palette and the 
shoot in order to pick up another product. That’s not going to pretty 
and certainly it would cause deadlocks in the production line! So we 
then start thinking about how do we shape shoots and how long the 
shoot gonna have to be in order for the operator to pick the next 
product without having to walk around all the time.” P9, C4 
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As indicating in Table 8-6, no reference of insight emerging during the model 
coding was found in the consultants’ project narratives. All consultants explained 
that clients were not directly involved in model creation in the sense that they did 
not develop the computer model themselves. One consultant (i.e. C1), reported 
building the model in front of the client but mentioned that clients were not involved 
in model formulation. Another participant, C8, reported showing model codes 
created by him to clients and modifying the codes, as and when required, given 
clients’ feedback. Although clients’ involvement in the model building is assumed 
to contribute in the sense-making, both C1 and C8 did not report the occurrence of 
insight as a result of activities in model creation. Instead, they both suggest that 
insight emerge when the model was ready and they run a number of experiments 
with the model. Consequently, the results of this analysis do not provide enough 
evidence to confirm the assumption that insights are generated during model 
coding. 
 
8.4.2 Factors that help discover discontinuity in thinking 
 
In this section, the transcripts of the projects classified as ‘insightful’ are explored 
looking for references regarding the factors that helped participants discover 
discontinuity in thinking due to employing a number of cognitive biases. The 
transcripts were screened to identify references relevant to the following aspects: 
 Consultants’ recollections of the activities that they did to discover that 
something wasn’t thought through (i.e. consultant’s modelling style, 
approaches used)  
 Consultants’ accounts about the methods and means (e.g. model results, 
model representation etc.) used to make this discovery  
 Characteristics of the discontinuity in thinking (i.e. type of cognitive bias) 
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Based on consultants’ recollections, four main factors are identified helpful for 
discovering discontinuity in thinking which concern the model and consultants’ 
skills. These factors are, namely: model results, model animation, consultant’s prior 
experience and process thinking-trained habit of thinking. No references of using 
only one of the above factors to discover discontinuity in thinking was found in the 
consultants’ narratives. Nor did the analysis provide any evidence to suggest that 
discontinuity in thinking is identified as a result of a combination of the use of a 
model and the consultants’ influence. That is, discontinuity in thinking is suggested 
to be discovered either from using aspects of the model or as a result of the 
consultant’s influence. 
In more detail, in 6 out of 10 projects, there are references in the consultants’ 
accounts that suggest that discontinuity in thinking was uncovered as a result of 
using a combination of statistical outcomes and animated display to make sense of 
surprising results from the model. When for example, in P11, the data indicated a 
drop in production levels (i.e.an unexpected result from the model), the consultant 
explained that they then went back to animation and watched individual points 
trying to understand why that happened. What they realised was that clients had 
omitted to account a rare event (i.e. a combination of defective goods) which caused 
a deadlock in the production line. He mentioned that with the use of animation they 
could discover relatively quickly what made the production line slow down and 
then stop completely. If animation was not used, it would require many results to 
be collected to identify what the problem was.  
In 4 out of 10 projects (i.e. P6, P7, P8 and P9), references were found in consultants’ 
narratives that suggest that discontinuity in thinking was discovered as a result of 
the consultant’s influence. In particular, the consultant, C4, referred to two main 
aspects: prior experience and process-thinking trained habit. He mentioned that he 
did not use a model to discover clients’ discontinuity in thinking. Instead, C4 
explained that because external consultants’ travels through all these other 
companies, they are able to combine experience from various industries as well as 
have a fresh look and a process thinking attitude. The above opinion is echoed by 
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C1 who, although he did not talk about a relevant project, mentioned that another 
factor that is important for discovering clients’ discontinuity in thinking is “when 
we have seen this type of system before and we found out that clients are running 
it a little bit differently from what the other do and that is the benefit of being in 
previous projects or even cross industry.” Therefore, the above result indicates that 
consultants’ process thinking-trained habit and their ability to apply learning from 
one project to another are considered key elements in discovering cognitive biases.  
Table 8-7 presents the factors the consultants used to discover discontinuity in 
thinking with respect to the type of cognitive or motivational bias which was 
identified to cause discontinuity in thinking for each project (see Section 8.3.3, 
Table 8-4). This is made for examining whether certain factors are used more 
frequently for uncovering a type of bias than another.  
 
Table 8-7: Results on the factors used to discover discontinuity in thinking by cognitive bias and 
project. 
Factors that help discover discontinuity in 
thinking 
Bias Projects 
Consultant influence 
 process-thinking trained habit 
 prior experience 
Myopic problem 
representation 
P7, P8 
Linear P6 
Desirability of 
options/choice 
P9 
Model  
        Results  Animation 
Linear P12, P13, P14 
Desirability of 
options/choice 
P1, P11, P16 
 
 
A pattern emerges as a result of this analysis. In particular, in all of the projects 
involving myopic problem representation (i.e. P7 and P8, first row, Table 8-7), 
discontinuity in thinking was discovered without the use of the model as a result of 
Chapter 8 
193 
 
consultant’s influence. However, it is pointed out that this result is based only on 
the accounts of one consultant.  
In the projects involving either linear or desirability of options/choice biases, the 
model was used more frequently to uncover discontinuity in thinking than 
consultants’ influence (rows 4 and 5 against rows 2 and 3, Table 8-7). Overall, the 
results suggest that certain methods may be more effective in revealing a type of 
bias.  
 
8.4.3 Factors that help overcome discontinuity in thinking 
 
The transcripts of the projects classified as ‘insightful’ are now explored looking 
for references regarding the factors that consultants used to help clients overcome 
a discontinuity in thinking. The transcripts were screened looking for references 
regarding the following aspects: 
 Consultants’ recollections of the activities that they did to help clients make 
sense of the results that they could not understand (i.e. consultant’s 
modelling style) 
 Consultants’ accounts about the methods and means (e.g. model results, 
model display etc.) used to help clients understand the reasons of getting 
surprising results (i.e. model characteristics) 
 Descriptions/opinions about clients (e.g. number of clients, sector, clients’ 
team composition, clients’ type of thinking etc.) 
  
Based on consultants’ accounts, they all agreed that good communication skills 
were essentials to help clients overcome discontinuity in thinking. For example, C9 
mentioned that if he has come out with some surprising results, he needs to be able 
to present this information with confidence and communicate well to the others. C8 
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pointed out that “there is no point of modelling if I only understand the solution and 
I can't communicate it to other people.”   
In fact, in three projects (P7, P8 and P9), there are references of clients overcome 
discontinuity in thinking by only using communicating skills.  In these projects, the 
consultant C4 reported that he did not build any model to communicate to clients 
how their system worked. He just talked about the interrelationships of the system 
and made them aware of the dynamics of the system. To engage clients in the 
conversation and make them understand the effects of some elements on system 
performance, it is observed that he used a lot of reflective questions like “what do 
you think will happen if…?” and explanation terms such as “…which means…” 
and “…and that will have an effect on…”. Therefore, the above results indicate that 
good communication is an important skill that can help clients overcome 
discontinuity in their thinking.  
Apart from good communication skills, references of overcoming discontinuity in 
thinking by using the model were found in consultants’ project narratives. In more 
detail, according to consultants’ accounts, in six out of the ten project narratives 
(P1, P11, P12, P13, P14 and P16), discontinuity in thinking was overcome as a 
result of the use of a combination of animated and statistical model displays. The 
consultants explained that they first showed to the clients the model running (i.e. 
animated display) and in parallel talked them through what they were watching. 
This helped them to be engaged but also to visualise what happened and how/why 
they did get an unexpected result. Consultant C7 (P12) mentioned that the process 
of helping people to learn something involves taking clients to make small steps 
and encouraging them to look at the model and let them understand themselves. 
They then used the results of the model (i.e. numerical display) to show them the 
effect of this particular event in system performance. 
No reference of using only the animated display to help clients overcome 
discontinuity in thinking was found in the narratives. On the other hand, there is 
some data in project narratives to suggest that discontinuity in thinking can be 
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overcome by using statistical results only. More specifically, in P6, the consultant 
built a model and then reported that the clients looked only at the number of the 
classrooms they had to provide. This result was considerably higher than their 
expectations and that stirred a discussion of explaining the reasons they get this 
result. Therefore, it is observed that in this project the consultant only used the 
results of the simulation model to challenge clients’ thinking regarding the way they 
operate the training site and overcome overconfidence cognitive bias. 
The type of statistical results displayed and the level of analysis varied from simple 
descriptive graphs, including time graphs, and model throughput to more analytical 
and detailed reports and using a number of different type of graphs including time 
graphs, histograms and pie charts. With respect to model’s dimensional plan 
display, only in one project, P11, the model was developed in a 3D plan display. 
Table 8-8 presents the factors the consultants used to help clients overcome 
discontinuity in thinking with respect to the team of clients. This analysis is made 
for examining whether the type of methods used to communicate results depends 
on the type of clients.  
 
Table 8-8: Consultant activities to communicate results. 
Factors that help overcome discontinuity in thinking  Clients’ Team Projects 
Consultant skills 
Good 
communication 
skills 
(no model) Small P7, P8, P9 
Model 
      Statistical Results  
          (few and simple results) 
Small 
P6 
       Animation   Statistics 
               Few and simple 
Small P1, P12, 
P16 
       Animation   Statistics 
Many and complicated 
Cross-functional P11, P13, 
P14 
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The results reveal that in the projects where a number of ways were used to 
communicate the results to the clients (last row, Table 8-8), the consultants reported 
that they had a cross-functional team involving stakeholders from different 
departments, including non-technical people. On the other hand, when the project 
involved clients from one department only (rows 1-3, Table 8-8), the consultants 
chose less means to communicate the results compared to the projects with a cross 
functional team.  
C9 and C10 suggested that the choice of how to present the evidence so that clients 
overcome discontinuity in their thinking and where to put emphasis depends on the 
characteristics of clients. In more detail, C10 mentioned that if clients are technical 
people, they are usually interested in statistics and graphs. So she tends to present 
the behaviour of the system through descriptive graphs rather than to look at the 
animation of the model. However, if clients are managers, they usually find difficult 
to consume and understand statistical figures. Therefore, she tends to explain the 
behaviour of the system first visually presenting a video of the behaviour of the 
system and then numerically presenting some simple graphs. Similarly, C9 agrees 
that “it is not necessarily just one way of making people learn about their processes 
and differently people need different ways for that.” In this particular example (i.e. 
P14), the consultant tried to use a variety of different ways but he mentioned that 
he placed emphasis on the graphics and visual displays to get the message across. 
He explicitly said that “something that is more graphic and visual and shows things 
moving helps people to get better things sometimes”.  
Two consultants referred to the role of the dimensional plan display in 
communicating results. In particular, Consultant C5 inferred that a 3D display is 
better compared to a 2D display in terms of engaging and persuading people. On 
the other hand, there was another view expressed in P12 by C7 that the behaviour 
of the system can be communicated from “a model that is unsophisticated and the 
technology is not smart”. Reviewing the number of projects in which a 3D plan 
display was used, in 9 out of 10 projects there is evidence of overcoming 
discontinuity in thinking through the use of a 2D model display. Given that only in 
Chapter 8 
197 
 
P11 (Consultant C6) the model was developed in a 3D plan display, the results may 
suggest that a 3D animated display is not the decisive factor for overcoming 
discontinuity in thinking.  
Generally, with only one reporting on using stats only, while animation is never 
used on its own, the analysis shows that consultants use their communication skills 
and a combination of displays to help clients overcome discontinuity in thinking. 
The results also suggest that the factors that affect the type of displays used to 
communicate results are client’s type of thinking and client’s team composition.  
 
8.4.4 Factors that help generation of new/novel ideas 
 
The transcripts of the projects classified as ‘insightful’ are explored looking for 
references regarding the factors that helped participants change their problem 
understanding and possibly generate new more effective ideas on how to address 
their problem.  
The transcripts were screened looking for references regarding the following 
aspects:  
 Consultants’ accounts about the means/ methods used to help clients 
generate new/novel ideas (i.e. model use characteristics) 
 Consultant’s role and involvement in problem solving 
 
The results of this analysis reveal that three main factors are considered influential 
for generating new ideas which namely are: the conversation with the client about 
the alternative options, the experimentation with the model, and consultant’s input. 
Table 8-9 presents the results by project. 
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Table 8-9: The means that created new ideas by project reported by consultants. 
Factors that help generate ideas Projects Number of Projects 
Consultant 
Consultant’s Input  P7, P8 2 
Discussion of 
alternatives 
P9 1 
Model Discussion of 
alternatives  
Statistical outcomes 
P1, P6, P11, P12, 
P13, P14, P16 
7 
 
 
As the results indicate, new ideas were more frequently generated from an iterative 
process that involved two parts: a conversation with the client and the model (last 
row, Table 8-9). In particular, in the seven projects where a simulation model was 
used to communicate surprising results (Section 8.4.3), consultants mentioned that 
clients after having understood that their initial ideas needed revision, they started 
thinking alternative options that could address their goals. This process led to the 
generation of new/novel ideas on how to address their problems which were further 
explored by using the simulation model. It is observed that consultants either would 
modify the model and run some live scenarios to help clients decide how the 
performance of their system can be improved during the meeting (i.e. P1, P6, P14); 
or they refined the model to incorporate the new ideas which were tested when they 
met again with the client (i.e. P11, P12, P13, and P16).  
When participants were asked to recount whether they participate in clients’ 
decision-making processes, the consultants agreed that in these projects they were 
influential in the sense that they made client aware of the effect of alternative 
scenarios on their system’s performance and consequently the consultants 
contributed towards the decision-making process. However, since they were not the 
owners of the systems, the participants reported that they were not in the position 
to advise them alternative options. For instance, in P1, the consultant reported that 
“the clients are making the journey and the consultants are on the passenger seat. 
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Clients have to make the decisions.” He added that the solution in this project was 
found by running the model with different options. This process helped them find 
a better way how to operate the production line. This indicates that the consultants 
were not involved in the process of generating new ideas.  
When the consultants were asked about the use of animation in problem solving, 
they agreed that they did not use the animated display of the model for problem 
solving. In P14, for example, the participant explained that “they showed clients a 
little bit of the model just to show them what it was in there to an extent” and then 
they switched off the animated display to get the results. Similarly, in P13, C8 
mentioned that the visual side is hugely important to engage people and validate the 
model. Once they got the model running, it did not contribute in clients’ problem 
solving process. Instead, the participant mentioned that decisions were made by 
running alternative scenarios and looking at statistical reports and graphs generated 
from the model. Therefore, this result suggests that statistics reports are more 
important than animation at the problem solving stage.  
In projects where a simulation model was not used to overcome discontinuity in 
thinking, the consultant reported two separate main factors that affect idea 
generation: conversation with the client and his own input. In project P8, for 
example, C4 mentioned that while he was walking around the production line he 
suggested an alternative way to operate the autoclave that the client had not 
considered yet (i.e. connecting a manifold rather than every single bag to the 
autoclave). A similar case is P7 project. C4 mentioned that it was his idea to turn a 
normal oven into a conveyor toaster so that they run the oven of the composer 
manufacture more effectively. In both cases, the consultant explicitly clarified that 
there was no need to build a simulation model to test the effectiveness of the new 
ideas produced. The idea is to start “feeding them with ideas to think out of the 
box”. The above results indicate that in these projects an insight was gained by the 
consultant himself. Therefore, it is observed that new ideas were generated as a 
result of consultants’ input.  
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In P9, the consultant reported that he contributed in decision-making process by 
making clients aware about issues in the way they were planning to operate the site. 
He also inferred that he participated in problem solving process by reporting that 
“…after explaining how a system works, how a breakdown will affect your output, 
then we started having a conversation and we concluded that we need to think 
whether we can change the shape of the shoot so that an operator could reach a 5th 
or 8th box without having to walk around all the time.” The above quote indicates 
that the consultant was involved in the process of generating new ideas. However, 
the consultant did not explicitly mention that the new idea was the product of his 
input. As a result, in this project, it is considered that new ideas were generated 
through a conversation with the client. 
Generally, the above results indicate that the factors that help clients create new 
ideas are a combination of a conversation with the client and the experimentation 
with the model, especially from the results of a simulation model. It is also possible 
a new idea to be generated as a result of consultant’s input.  
 
8.4.4.1 Does the quality of the content affect the occurrence of insight? 
In this section the projects classified as insightful are reviewed to explore whether 
the generation of insights depends on the quality of the content. As discussed in 
Section 7.7.2.2, the quality of the content refers to the extent to which model 
specifications are accurate as well as the extent to which the model can represent 
real-life system accurately. Extracts from the projects that refer to processes of 
model validation and verification are reviewed in order to assess the quality of the 
content. Validation refers to the processes of establishing whether the model could 
produce accurate results for the purpose of the project. Verification is the process 
of assessing whether the specifications of the problem (conceptual model) have 
been satisfactory converted into a model.  
The results of this analysis are presented in Table 8-10. This analysis does not 
include 3 projects (i.e. P7, P8, and P9) because no discussions were made by the 
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consultant about model’s use and hence processes of model validation and 
verification.  
 
Table 8-10: Quality of the content by project. 
Quality of the content Projects Total numbers 
Poor P1, P12, P13, P16 4 
Good P6, P11, P14 3 
 
 
This analysis reveals that whilst the highest level of detail and validity of a computer 
model is usually sought, insight did not always emerge from an accurate 
representation of the real or (future) system. In more detail, among the 7 projects 
classified as insightful, there are 4 projects (i.e. first row, Table 8-10) in which the 
consultants explained that their models could not produce accurate and precise 
results. This was because there was lack of data or the model did not represent real-
life system accurately. As a result, the models were used to improve understanding 
rather than to predict the behaviour of a system. Nevertheless, the participants of 
all of the above projects reported that the simulation intervention was insightful in 
the sense that the model helped them understand what is happening in their systems 
and produced reasonable directions about how to address them.  Only in three 
projects insights emerged from a model that was fully validated and verified (i.e. 
second row, Table 8-10).  
Overall, the above analysis indicates that there is not enough evidence to suggest 
that insights are generated more frequently when the quality of the content of 
projects is high compared to a project with lower quality of content.  
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8.5 Summary 
In this chapter, the results of the qualitative analysis of the semi-structured 
interviews are presented. Although the analysis is based only on consultants’ 
accounts, it is useful to draw some conclusions.  
The results of the qualitative analysis provide some support that simulation studies 
generate insights (Objective 1). As a result of the 4-step process shown in Figure 
8-1, there are 10 out of 16 simulation interventions which were considered relevant 
to insight generation.  
 
 
Figure 8-1: The results of the 4-step process showing the projects that indicate insight occurrence. 
 
In more detail, the qualitative analysis of project relevance to insight (step 1) reveals 
that among the 16 projects discussed in the interviews, there were 13 projects which 
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provided evidence that simulation helped clients to solve a problem. However, the 
analysis reveals that there were 3 projects that they were not considered relevant to 
the research, either because their purpose was not about solving a problem or 
because the solution to the problem was not yet reached. Therefore, three projects 
were discarded from further analysis in step 1. 
The qualitative analysis of step 2 reveals that in most projects (11 out of 16) clients’ 
problem solving approach involved a discontinuity in thinking, which is a 
prerequisite condition for insight to occur. However, the analysis reveals that two 
projects did not involve discontinuity in thinking as the consultants reported that 
the simulation confirmed their initial plans. That result indicates that the clients of 
these two projects knew how to address their problems and hence they were 
discarded as a result of step 2.  
Step 3 examines whether there is evidence that suggests that clients changed their 
problem understanding to solve a problem, which, according to the operational 
definition of insight, is another prerequisite condition to insight occur (Section 3.4). 
The results from the analysis of this step suggest that, in 10 out of 11 projects, 
problem understanding was change as a result of overcoming a number of cognitive 
or motivation biases.  There was one project in which the consultant reported that 
clients could not initially understand the behaviour of their systems because they 
realised that there were flaws in the data. When this issue was discovered, the 
consultant pointed out that this discovery did not change their problem 
understanding. This is because overcoming discontinuity in thinking due to 
procedural issues is not associated to changes in problem understanding. As a result, 
this project was discarded from further analysis in step 4.  
Finally, according to the operational definition of insight occurrence, the 
occurrence of insight involves the generation of new or novel ideas to address a 
problem. In step 4, the results from the comparison analysis of clients’ plans before 
and after the simulation intervention suggest that in 10 out of 10 projects the clients 
addressed their problems by generating new or novel ideas.  
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In the previous sections, the transcripts of the interviews are also analysed with 
respect to aspects considered to affect insight. These refer to the time of insight, the 
means used to discover surprising results, factors that help overcome discontinuity 
in thinking and factors that help generate new ideas to address problems.  
The results suggest that an insight occurs most often during the experimentation 
phase. The results also indicate that insights can emerge without the use of a 
simulation model at the conceptual modelling phase. However, the qualitative 
analysis produces no evidence to indicate that insights emerge during the model 
creation. 
 The results also suggest that discontinuity in thinking is usually discovered and 
overcome as a result of a combination of factors which concern consultant’s 
influence and model use. Then, the statistical outcomes generated from a model are 
more important than the animated display for generating new ideas to address the 
problem. New ideas can also emerge from consultant’s input. In this case, decisions 
are often made without the use of a model. Furthermore, the results suggest that the 
choice and the number of the means used to communicate surprising results is made 
based on the characteristics of the team. The choice of the means used to discover 
discontinuity in thinking may depend on clients’ cognitive and motivational biases. 
There is no evidence to suggest that a 3D dimensional plan display is an important 
factor for overcoming discontinuity in thinking and communicating results. Finally, 
in the project narratives, insight often emerged from a model which could not 
represent reality accurately suggesting that the level of the quality of content does 
not affect insight occurrence. 
In the next chapter, the findings from the two parts of the research are discussed. 
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Chapter 9: Discussion of the Results from the 
Experimental and Exploratory Studies 
 
9.1 Introduction 
This chapter provides a discussion of the findings from the analysis of the empirical 
study. The aim is to draw conclusions regarding insight generation in simulation 
studies based on the results obtained from the experimental study carried out on the 
effect of models’ visual representation on insight (Chapter 6) and the exploratory 
study investigating the factors that stimulate the occurrence of insight in real life 
simulation projects (Chapter 8).   
This chapter consists of three main sections. The key findings are presented with 
respect to each objective separately. Then, limitations of each part of the study are 
considered.  
 
9.2 Objective 1: empirical evidence of insight 
generation from simulation  
The current section discusses the findings from both the analysis of the experiments 
(Chapter 6) and the semi-structured interviews (Chapter 8) in relation to Objective 
1 of the research.  
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9.2.1 Experimental study 
 
A hypothesis is formulated with respect to Objective 1:  
Hypothesis 1: Insights are generated more frequently when a simulation model is 
used.  
 
The experimental results presented in Section 6.2 provide some evidence to support 
this hypothesis. In more detail, the participants of this experimental study were 
given a task to solve which required generating a new idea in order to be solved. 
The simulation users (experimental conditions group) solved the NHS111 problem 
significantly more frequently than the non-simulation users (control group). 
Solving the NHS111 problem shows that the participants in the two experimental 
conditions manage to expand their solution space more often than participants in 
the control group by thinking divergently and therefore suggesting new designs of 
the NHS111 structure.  
One may assume that this finding may be because solving a problem by hand is a 
much slower process compared to testing scenarios using a computer-based model. 
Thus, if more time was given to the control group, more types of scenarios would 
have been created including scenarios which required divergent thinking. That said, 
solvers of the control group required approximately the same (if not less) amount 
of time (i.e. task duration median control group = 11 minutes, Table 6-2, Section 
6.2.1.2) compared to solvers in the experimental conditions group (i.e. task duration 
median experimental conditions group = 12.62 minutes, Table 6-2, Section 6.2.1.2) to arrive 
at the solution of the task. Considering that the challenge of the given task was 
conceptual rather than procedural (Section 5.6.1), this result indicates that the use 
of a simulation model stimulates divergent thinking. 
This evidence is relevant with the findings from recent studies in simulation gaming 
for educational purposes. These studies have found that experimentation with a 
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simulation model supports critical thinking and creativity. For example, Kim and 
Shin (Kim and Shin 2015) explore whether the use of a popular simulation 
computer game (i.e. SimCity) is an efficient tool for educational purposes. The 
authors performed an experimental study. The students developed their own unique 
cities which did not violate social rules. The research reveals that the interaction 
with the model encourages students’ divergent thinking. Tennyson and Breuer 
(2002) developed simulation models depicting complex problematic situations. The 
authors report that the use of these simulation models has been found to 
significantly improve students’ higher order thinking as students manage to 
generate new and effective strategies which prevent systems from collapsing after 
a certain amount of time.  
As Belton and Elder (1994) suggest, computer simulation stimulates creativity 
because it provides a platform for ‘safe’ exploration of the consequences of decision 
maker’s assumptions and decisions while receiving fast and understandable 
feedback from the model. As such, the participants in the experimental conditions 
group may have considered to expand their solution space more frequently than the 
participants in the control group because they were receiving from the model a 
rapid-cycle of information about the effect of their scenarios on system 
performance. Therefore, the use of the model may have helped clients to revise their 
initial beliefs about the cause of the NHS111 problem and generate new ideas. 
The initial scenario subjects chose to run was observed in order to identify whether 
subjects had discontinuity in thinking or directly generated the solution to the task 
after reading the case study. This is an absolute measure as someone could know or 
not how the problem can be solved after reading the case study. This analysis 
reveals that two solvers in the control group solved the problem correctly on first 
try without becoming stuck or misled. However, for insights to emerge it is 
necessary first to be at an impasse; a phase where one does not know how to solve 
the problem (Weisberg 1995, Schooler et al. 1995). 
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The analysis of the initial scenario also reveals that most solvers in the control group 
had initially a better understanding of the problem compared to the solvers in the 
experimental conditions group. The case study made explicitly that low-wage staff 
(operators) are inefficient compared to high-wage-staff (i.e. nurses and doctors). 
But it also implied that the evening shift service is understaffed so that participants 
initially to think that the NHS111 problem may be solved by introducing more 
operators. Nevertheless, most solvers in the control group were able to correctly 
identify and relate the key causes of the NHS111 problem, in particular, the 
relationships among resources costs and level of efficiency. Accordingly, they 
chose to run as their first scenario a scenario with less operators and more medical 
staff or no medical advisors which was exactly the opposite of what the majority of 
the solvers in the experimental conditions group chose to do (i.e. ran a scenario with 
more operators).  
A possible explanation for this result may lie in the pre-existing differences between 
the simulation users and non-simulation users. As explained in Section 5.4.1, the 
selection criterion differed between the experimental conditions group and control 
group. The control group was chosen based on whether they had taken simulation 
modules. As a result, non-simulation users were more advanced in their studies and 
have taken more quantitative modules than simulation users. Considering the 
difference in experience between the two groups, it is not surprising to find that 
solvers in the control group solved the task correctly on first try and generally had 
a better prior problem understanding than the solvers in the experimental conditions 
group. 
This results indicates that the solvers in the control group needed to make less 
significant conceptual leaps than the solvers in the experimental conditions group. 
That is, the solvers in the experimental conditions group needed to make 
significantly more changes in their initial assumptions and decisions compared to 
the number of changes the solvers in the control group needed to make to solve the 
problem. This outcome is consistent with the findings of a recent experimental 
study in educational simulation literature that show that the quantity of significant 
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conceptual leaps subjects need to make to improve their understanding of a project 
depends on the quality of their initial semantic and epistemological beliefs (Lee 
2010).  
So, given the results in task performance and the difference in the experience of the 
groups, this lends greater weight to the benefits of simulation in overcoming an 
impasse and therefore in generating insights. The simulation users of this study not 
only performed similarly to the subjects in the control group, but actually 
outperformed them. As stated in Section 5.4.1, issues to internal validity such as 
selection maturation or regression to the mean are unlikely to be alternative 
explanations of this ‘cross-over’ result. For example, regression to the mean could 
explain why the simulation users approached the non-simulation users’ 
performance in change in understanding but it cannot explain why the former 
solved the task significantly more often than the non-simulation users. Similarly, it 
is very unlikely to observe this outcome in an hour-session as a result of normal 
maturation. This result is consistent with research in education that suggest that 
computer simulation environments are useful for enhancing students’ learning 
experiences and shifting their problem understanding (Reilly 2008, Wagner 2008, 
Lau and Lee 2015).  
The ability of solvers in justifying the solution to the problem was examined in 
order to identify whether participants arrived at the solution of the task by 
generating insights or by intuition or guessing. This analysis reveals that seven 
solvers in the experimental conditions group, in particular five animation and two 
statistics participants, were not able to justify their answer at the end of the session. 
On the other hand, all solvers in the control group gave a complete and valid answer 
at the end of the session. However, for true insights to emerge it is necessary to 
consciously understand the cause of a problem (Dane and Pratt 2007, Akinci and 
Sadler-Smith 2012).  
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This observation could be explained using the theory of the two modes of thinking 
(Kahneman 2011). Kahneman describes two different ways the brain forms 
thoughts: 
 System 1 which is fast, automatic, frequent, emotional, stereotypic, 
subconscious. 
 System 2 which is slow, effortful, infrequent, logical, calculating, 
conscious. 
Based on participants’ exposure to the simulation model one can assume that 
participants tend to activate different systems of thinking (System 1 and 2). More 
explicitly, using a model to set up and test scenario performance has the advantage 
of an analytical-free problem solving approach. As a result, participants in the 
experimental conditions probably ran scenarios based on their intuition, which is a 
System 1 operation. On the other hand, not having a ready-to-use model to support 
decision-making, which is the case of the participants in the control group, requires 
the use of the individual’s problem-solving skills. In this conscious process, System 
2 mainly operates, whereas System 1 remains idle. It is therefore possible that 
participants who used the simulation model mainly set up scenarios by activating 
System 1 thinking; that is, by guessing or intuition rather than by having a conscious 
understanding of the cause of the NHS111 problem. 
In order to identify the solution rates that indicate occurrence of insight, evidence 
of change in understanding was sought using two measures. These are comparisons 
of solvers’ answers in the pre- and post-session questionnaires and subjects’ self-
assessment reports of their problem understanding at the end of the session. The 
results of the analysis of subjects’ self-report suggest that two solvers in the 
experimental conditions group did not change their problem understanding. That 
could be considered as an indication that they did not solve the problem by 
generating insight. The comparison of the solvers’ answers in the pre- and post-
session questionnaires confirms the above result. However, the comparison analysis 
shows that five more solvers in the experimental conditions group did not change 
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their understanding towards the right direction since they could not fully justify 
their solution at the end of the session. As a result, the comparison analysis did not 
give similar results to the analysis of subjects’ self-reports.  
An explanation for the inconsistency in the results between the measures may lie in 
the different types of measures that have been used. In scientific experiments, 
asking subjects to self-report their perception of change in understanding is a 
subjective measure. But most importantly, it involves a form of reactivity called 
subject-expectancy effect. That is, subjects may have reported what they think the 
researcher wanted to hear (Rouwette et al. 2011). Subjects may also expect to have 
a better understanding of the problem because they solved the problem and 
therefore unconsciously affect the outcome of the research (Harris and Rosenthal 
1985). Because this effect can significantly bias the results of the experiment, 
additional measures were developed and used to eliminate this effect. As such, the 
validity of the self-report measure could be improved by using other measures. This 
is the first empirical study that examines insight occurrence in simulation studies 
and there were not pre-existing measures available to use. Hence, it was considered 
good practice to measure change in understanding with criteria constructed by the 
researcher. However, as was the case with self-reports, the comparison analysis of 
solvers’ answers in the pre- and post-session questionnaires involves subjectivity 
and experimenter bias. In particular, the researcher anticipations regarding study 
results from the analysis of initial scenario (Section 6.2.3) may bias the research 
outcome. To mitigate researcher expectancy-effect, the analysis of self-reports and 
comparison analysis were conducted independently. The researcher did not know 
the results of self-reports nor the results of the initial scenario when the comparison 
analysis was carried out.  
When the solution rates that indicate the occurrence of insight between the 
experimental conditions group and the control group are compared, it is found that 
the statistical result is not significant at the accepted level (p-value = 0.055 > α = 
0.05), but it does provide weak evidence for an effect of the simulation model on 
insight generation. When the simulation users are split into their two sub-groups 
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(animation and statistics), it is found that the statistics group has a significantly 
greater solution rate with insight than the non-simulation users; this is not the case 
for the animation group. This result provides some evidence that support 
Hypothesis 1. 
This evidence is compared to recent research which has found that experimentation 
with a simulation model supports learning and problem understanding (Monks et 
al. 2014). It also corresponds with recent empirical research which has provided 
some evidence that simulation studies support change in client’s mental model 
(Thompson et al. 2016). However it also hints at differences between the effect of 
model’s visual representations, and specifically the use of animation and statistical 
reports, on insight generation.  A possible explanation for not finding a significant 
difference in the solution rates with insight of the animation and control groups may 
have to do with the characteristics of the animated display. The empirical evidence 
of Howie’s et al. (2000) study suggests that an improved human-computer interface 
can reduce the difficulties people have in dealing with complex systems. In a similar 
vein, Rouwette et al. (2004) review the experimental studies found within the SD 
literature to identify the model characteristics which improve task performance. A 
key finding of this review is that model transparency seems to provide an effective 
mechanism to gain a better understanding of the problem. Considering the results 
from this perspective, it is therefore possible that the animated display of the 
simulation model did not reveal the behaviour of the system as transparently as the 
statistical results.  
 
9.2.2 Exploratory study 
 
The results from the content analysis performed in Section 8.3 serve as evidence in 
support of objective 1. In more detail, the discussion of semi-structured interview 
with 10 simulation consultants was based on examples of projects they have 
undertaken. As a result of the qualitative analysis, there are 10 out of 16 project 
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narratives which provide evidence that suggests that simulation supports insight 
generation.  
In more detail, consultants discussed 10 projects which provide evidence that they 
were about solving a problem (Section 8.3.1.1). There is also evidence that suggest 
that the clients had a clear understanding and appreciation of how their problem 
could be addressed as a result of the simulation intervention (Section 8.3.1.2). 
According to the definition of insight, insight is about knowing how to solve a 
problem (Chapter 3). Therefore, these projects were considered to be relevant to 
insight. 
This evidence is relevant with Luoma’s (2016) observations regarding the relation 
between the types of modelling and insight generation. According to his view, 
models used as tools for routine decision making do not provide the opportunity for 
generating insight, whereas models used to support problem-solving processes 
provide opportunities for insights. 
The qualitative analysis of the 10 project narratives also suggests that the projects 
involved a discontinuity in thinking due to a preferred broad collection of heuristics 
that are commonly employed (Section 8.3.3). More specifically, the consultant 
reported that clients’ problems were difficult in the sense that they did not need high 
numeracy or computational skills. Instead, clients’ challenge was relevant to the 
fact that the behaviour of a system could be better explained by thinking the system 
as a whole and not by subdividing to more fundamental parts (reductionism). This 
is consistent with thinking in systems thinking and social science. For example, 
Forrester (1994) explains that breaking a system down into parts to understand each 
component independently may work to some extent. However, putting things back 
together in order to understand the behaviour of the system is harder and typically 
involves mistakes. 
As a result, there was evidence that clients’ problem understanding was hindered 
due to committing a number of cognitive or motivation biases. In particular, it is 
evident that clients tended to be over-optimistic, making people to underestimate 
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the occurrence of bad events (e.g. a deadlock in the operations of the system). 
Consequently, the consultants reported that they realised that clients underestimated 
the effect of bad events on system performance. Clients were also reported to be 
often overconfident about the accuracy of their beliefs, when they should not have 
been. As a result, the participants mentioned that the clients possessed incomplete 
or inaccurate beliefs about the behaviour of their system. It is also recognised that 
people fixated their mind and as a result they could see an object only in the way it 
is traditionally used. 
The above findings are in alignment with the theories for the causes of experiencing 
an impasse in the cognitive psychology field which have shown that people employ 
a number of judgmental biases and heuristics in problem-solving with insight 
(Section 3.2.3). For example, psychologists state that an impasse occurs when 
people disregard important information relevant to the solution path; or people’s 
minds are fixated on incomplete or wrong representations of the problem 
(Dominowski and Dallob 1995); or people restrict their thinking because of implicit 
imposed constraints (Schooler et al. 1995).  
In the above 10 project narratives, there is also evidence that suggests that clients 
changed their problem-solving direction by generating new ideas. This result 
indicates that simulation supports divergent thinking. As discussed in the previous 
section, this evidence supports the views expressed in the simulation literature 
regarding the value of simulation models in divergent thinking and creative problem 
solving and in education (Lau and Lee 2015, Belton and Elder 1994).  
But most importantly, this result suggests that consultants discussed 10 cases in 
which clients generated insights. According to the definition of insight (Section 
3.4), the occurrence of insight involves the generation of new or novel ideas to 
address a problem (Dominowski and Dallob 1995, Csikszentmihalyi and Sawyer 
1995). For that reason, these results provide evidence that suggests that simulation 
studies support insight generation.  
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9.3 Objective 2: comparison of the effect of model 
display (animation and statistics) on insight 
generation 
A hypothesis is formulated with respect to the second objective of this research: 
Hypothesis 2: The contribution of animation to the process of insight generation 
differs from the contribution of statistical outcomes. 
 
In examining the solution rates that indicate occurrence of insight, the experimental 
results do not provide sufficient evidence that either group (animation or statistics) 
generated insights more frequently than the other. However, when the task duration 
and problem-solving patterns for each group are analysed, the results suggest that 
using statistical outcomes generates insights more rapidly than the use of animation 
(Section 6.3.2.2). This finding is in contrast with previous research that highlights 
the value of simulation animation over statistical outcomes (Chau and Bell 1995, 
Bell and O'Keefe 1995).  
Although the participants in the animation condition broke the impasse at similar 
times to the participants in the statistics group, they appear to first have a false 
insight (Isaak and Just 1995). That is, the animation participants tended to draw 
inferences about the NHS111 problem in an illogical fashion. In particular, when 
they realised that the self-imposed constraint of ‘all types of staff must be used’ can 
be broken, they first considered eliminating expert rather than inexpert staff from 
the system. As a result, breaking the impasse was not necessarily associated with 
generating insights for the animation participants.  
This result indicates that the participants overlooked an important variable which is 
that a healthcare telephone system cannot run without experts. This is a cognitive 
bias referred to as “omission of important variables” (Jargowsky 2005). The above 
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findings are in alignment with recent experimental studies in the system dynamics 
field which have shown that people employ a number of heuristics in complex 
situations and judgemental tasks (Sterman 1989a, Sterman 1989b, Sterman 1994, 
Langley and Morecroft 2004, Monxes 2004, Sterman and Booth Sweeney 2007, 
Cronin et al. 2009). Researchers explain that people tend to systematically 
misperceive the behaviour of even the simplest dynamic systems and hence make 
use of counterproductive heuristics. As a result, the animation participants tend to 
first consider eliminating experts rather than less qualified staff from the system.  
Taking into account the level of difficulty of the case study used in this experiment 
(i.e. insight problem), it is not surprising that some subjects misunderstood the true 
cause of the NHS111 problem, and therefore omit to take into account an important 
variable of the problem. Further, Hämäläinen et al. (2013) argue that heuristics may 
also be triggered by a number of factors that camouflage the true system’s 
operation. Based on this view, it may be that in this experiment the animated display 
did not reveal the behaviour of the system as clearly as the statistical results.  
The descriptive statistics from the experiments (Table 6-22, Section 6.3.2.1) and 
the analysis of problem-solving patterns (Section 6.3.2.2) show that for both 
animation and statistics participants, the insight generation and solving the problem 
did not occur together; problem solving occurred later. This finding corresponds 
with Schooler et al. (1995) definition and previous research that show that having 
an Aha! moment may happen suddenly, but solving the problem might require some 
additional steps (MacGregor et al. 2001). The problem solving patterns of both the 
animation and statistics participants also show that subjects tend to unconsciously 
stick to one type of scenarios which confirmed their initial inaccurate beliefs about 
the NHS problem. It took them a considerable amount of time to start questioning 
the accuracy of their beliefs and therefore expand their solution space by searching 
in other types of scenarios for a better solution to the problem (Nickerson 1998). 
This result confirms previous experimental research which shows that simulation 
users prefer to set up scenarios which confirm rather than challenge their thinking 
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when experimenting with a model; this is a motivation bias which is called 
“confirmation bias” (Bell and O'Keefe 1995, Monks et al. 2014). 
 
9.4 Objective 3: factors that affect insight 
generation 
Objective 3 seeks to understand how clients’ thinking changed and hence insight 
emerged over the course of the simulation intervention. The discussion of the key 
results of the qualitative analysis presented in Section 8.4 is next presented with 
respect to the key aspects of insight generation. 
 
9.4.1 Stage of a simulation project insight emerge  
 
From the analysis of the stage at which insight emerge (Section 8.4.1), it is observed 
that this occurs most often during the experimentation phase. This observation 
corresponds with the findings of the experimental study of this research which 
provide some evidence in support to the hypothesis that the use of simulation 
models supports problem understanding and divergent thinking (Section 6.2). In 
addition, this result is consistent with claims and anecdotal evidence found in the 
simulation literature which suggests that the experimentation with a simulation 
model is useful for problem solving (Luehrmann and Byrkett 1989, Parker 1991, 
O'Keefe and Pitt 1991, Chau and Bell 1994, Bell and O'Keefe 1995).  
The results also indicate that insights can emerge without the use of a simulation 
model at the conceptual modelling phase. This result is relevant with general 
statements found in the simulation literature discussed in Section 2.3 as well as with 
the findings from a recent multiple case-study research in the field of SD 
(Thompson et al. 2016). This study has found that actions in the conceptualisation 
phase yield critical learning incidents.  
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However, the qualitative analysis produces no evidence to indicate that insights 
emerge during the model creation. In the projects considered here, none of the 
clients were actively engaged in model development. Consequently, no insights 
were reported as a result of activities in model formulation. Nevertheless, the 
findings of a recent experimental study (Monks et al. 2014) suggest that 
involvement in model building is a mechanism for generating insight. However, it 
is not possible to comment because no relevant information is found from the 
project narratives. 
 
9.4.2 Factors that help discover discontinuity in thinking 
 
The analysis of the transcripts focused on identifying the factors that are reported 
to have helped participants discover discontinuity in thinking. The participants 
referred to factors that concern either the model or consultants’ skills. Based on the 
results of the project narratives, it is suggested that the means used to discovering 
discontinuity in thinking differs based on the type of bias occurring. In particular, 
in projects involving either linear or desirability of options/choice, discontinuity in 
thinking was overcome more frequently from the use of a model than from the 
consultant’s influence. The consultants who used a model agreed that the following 
sequence of events triggered the discovery of clients’ discontinuity in thinking: first 
the statistical reports generated by the model yielded a surprising result and then 
animation was used to discover the cause of such event.  
In the project that discontinuity of thinking occurred because of myopic problem 
representation, the consultant reported that there was no need to use a model. 
Instead, process thinking-trained habit of thought and prior relevant experience are 
found more important factors than building a model to uncover such cognitive 
biases.  
Given that the above result is based on the same consultant’s accounts, it is noted 
that the results may indicate consultant’s personal style of modelling. As a result, 
Chapter 9 
219 
 
this research produces inconclusive results whether certain methods are more 
effective in revealing a specific bias. However, these are interesting relationships 
that should be explored further. 
 
9.4.3 Factors that help overcome discontinuity in thinking  
 
The analysis of the transcripts also focused on identifying the means/methods that 
are reported to have helped clients overcome discontinuity in thinking. Overall, the 
analysis shows that all consultants agreed that the use of their communication skills 
is considered one of the most important factors that help clients overcome 
discontinuity in thinking. In fact, one consultant used only his communication skills 
in three projects and reported that clients overcome discontinuity of thinking as a 
result of his consultant’s influence.  
This evidence is compared to the principles of soft OR that recognise of the 
importance of soft skills, including good communication skills, to address problem 
situations where different stakeholders with different worldviews have possibly 
conflicting perceptions about the problem situation (Rosenhead and Mingers 2001). 
It is also consistent with views expressed in the OR literature over 60 years ago that 
have stressed the need for creating strong lines of communication with the clients 
and the need for learning how to be a better communicator (Churchman and 
Schainblatt 1965). 
The analysis also shows that a combination of model displays (i.e. graphical, 
animated, and statistical reports) is considered to be important in overcoming 
cognitive and motivational biases, along with the complementary role that it can 
play with communication skills.  
The results also suggest that the type and number of results/displays used depends 
on clients’ type of thinking and client’s team composition. In particular, some 
consultants mentioned that their decision is based on the number of clients 
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participated in the intervention and the sector they come from. In particular, the 
analysis reveals that for the projects where results were presented in a cross-
functional team, a combination of an animated display, time graphs and statistical 
results required to communicate the event. When the group of the intervention 
consists of people from one department of a company, it is observed that the 
consultant used less means to communicate the result.  
Although this outcome is fairly speculative, this result corresponds with findings 
from an experimental study which provides some weak evidence that preference 
for display type can be partially explained by users’ cognitive style (O'Keefe and 
Pitt 1991). Another explanation is provided by Franco and Meadows (2006) who 
suggest that the cognitive style of a modeller may have a direct impact on model 
creation.  
While there are very few references made by the consultants into the effect of 
dimensional plan display on communicating results, the results from the analysis of 
the transcripts do not suggest that a 3D dimensional plan is better in communicating 
results than less advanced technical displays such as a 2D animation plan display. 
On the other hand, there was only one project in which a 3D model was developed. 
Hence, the results indicate that a 3D dimensional plan display may not affect the 
success of communicating results to clients.  
Akpan and Brooks (2014) provide evidence that users of a 3D model representation 
achieve better understanding of a model than users of a 2D plan display. However, 
the results from an experimental study which investigate the effects of model 
representation and model parameters on eliciting knowledge found the opposite 
results (Robinson et al. 2012). In particular, the results of the experiment suggest 
that a 3D display is less effective in eliciting knowledge than a 2D dimensional 
plan. Hence, the impact of 3D dimensional plan on communicating results and 
overcoming discontinuity in thinking should be studied.  
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9.4.4 Factors that help generate new ideas 
 
The transcripts were reviewed to explore the means that were reported as helpful 
for generating new ideas. The results from the project narratives provide evidence 
that suggests that the primary factors that help generate ideas are the 
experimentation with a simulation model and a conversation/analysis about 
alternative scenarios.  
In the projects for which a model was created, the results show that ideas emerge 
as a result of the statistical results of the model. The presence of a consultant was 
not considered relevant factor to generating new ideas. The analysis also shows that 
the animation, though it was used, it was not the decisive factor for problem solving. 
This finding corresponds with the results of the experimental research that highlight 
the value of statistical outcomes over simulation animation (Section 9.3).  
The results also suggest that the quality of the content of a simulation study does 
not affect idea generation. More specifically, it observed that in the majority of 
projects that were classified as insightful the consultant mentioned that the model 
developed could not represent real or future system accurately due to inaccurate 
specifications or/and lack of data. Nevertheless, the references found in the project 
narratives suggest that the simulation model was perceived to be useful, given that 
a greater understanding of the problem as well as new or novel ideas were generated 
as a result of the study.  
This finding is consistent with findings from an experimental study in the decision 
support systems field. In more detail, Willemain et al. (2003) performed an 
experiment in which subjects interact with a model where the quality of the data 
available is varied within the experiment. The study demonstrates the ability of 
users to compensate for poorer quality model and to achieve solutions irrespective 
of the quality of the data.  Furthermore, this evidence is compared to evidence from 
an empirical investigation (Robinson 2002b) which suggests that the quality of the 
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content of a simulation model is considered to be less significant factor in some 
simulation projects than the quality of the process of a simulation study. 
In the projects for which a model was not developed, the results provide some 
evidence that suggest that new ideas emerge as a result of the consultants’ input. It 
is observed that consultants helped clients to generate new/ or novel ideas to address 
their problem because the former have the ability to apply learning from one project 
to another as a result of insights gained from previous projects.  
The above result is consistent to an extent with the findings of Monks et al.’s (2016) 
experimental study which suggest that transfer of learning from a problem to 
analogous problems is achieved through having sufficient time to build and 
formulate a model. Therefore, it is not surprising to find that it was easier for 
modellers to understand how a problem can be solved than for clients who do not 
have the same simulation modelling experience. This result is also relevant to 
findings of Rouwette et al.’s (2011) review that provide some weak evidence that 
the role of facilitator affects problem understanding. 
 
9.5 Further observations 
Some further observations are made as part of the experimental study, which were 
not related to any of the objectives. These concern the non-solvers’ task 
performance and their problem understanding at the beginning and at the end of the 
session. They are considered noteworthy because they provide some important 
insights into the effect of the experimentation with a simulation model on problem 
understanding and divergent thinking. 
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9.5.1 Task Performance 
 
From the submitted scenarios of the non-solvers, it is observed that the non-solvers 
in the experimental conditions group submitted a scenario close to the solution to 
the problem more frequently than the non-solvers in the control group.  
Looking at the record of the scenarios the non-solvers ran, it is observed that the 
non-solvers in the experimental conditions group ran more often scenarios that 
brought them closer to the solution to the problem than the non-solvers in the 
control group. It is also observed that some subjects in the experimental conditions 
group managed to generate a new idea that is relevant to finding the solution, but is 
not the solution to the problem. However, none of the non-solvers in the control 
group managed to generate a new idea. It is noted though that the participants in the 
experimental conditions group were getting direct feedback from the model 
whether their scenario achieves the two targets whereas the control group did not.  
This result could be considered as an indication that the use of simulation supports 
problem understanding and divergent thinking. This result is consistent with the 
results discussed in Section 6.2 that indicate that the use of simulation supports 
critical thinking and creativity.  
 
9.5.2 Answers in the pre- and post-session questionnaires 
 
From the answers given to the pre-session questionnaire, it is observed that two 
subjects in the control group were considered to have a complete prior problem 
understanding. Considering the pre-existing differences between the experimental 
conditions and control groups (Section 5.4.1), it is not surprising some subjects in 
the latter group to have a better prior problem understanding than subjects in the 
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former group. Similar conclusions are drawn looking at the results from the analysis 
of solvers’ problem understanding at the beginning of the session (Section 6.2.4.1).  
Looking at the answers given by the non-solvers to the post-session questionnaire, 
it is observed that there is no difference in the proportions of inaccurate or 
incomplete statements between the experimental conditions and control group. This 
observation does not reflect the results of task performance (Section 6.2.1) that 
suggest that experimentation with a simulation model supports problem 
understanding. Again, here, a possible explanation for not finding a difference in 
the proportions may lie in the pre-existing differences between the groups. A 
randomly assigned experimental design may isolate with greater clarity the 
difference in problem understanding at the end of the session between the 
experimental conditions group and control group.  
According to self-reports of the non-solvers and looking at the comparison analysis 
of the non-solvers’ problem understanding before and after attempting to solve the 
task, it is observed that the non-solvers in the experimental conditions group did 
not change their problem understanding towards the right direction more frequently 
than the non-solvers in the control group. As a result, this result does not match the 
results of the analysis of task performance discussed in the previous section. This 
result may be explained because the participants may have answered the self-report 
question based on what the researcher wanted to hear (i.e. subject bias). Therefore, 
the results generated from self-reports may be biased. On the other hand, it may be 
also possible that the difference in task performance between the groups was 
observed because the experimental conditions group received direct feedback from 
the model. As a result, the observed difference in task performance between the two 
groups may not reflect adequately non-solvers’ problem understanding.  
Overall, the results from the above analysis are mixed. Although the results from 
the analysis of the task performance and problem-solving patterns of the non-
solvers indicate that the experimental conditions group had a better problem 
understanding than the control group, the results from the pre- and post-session 
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questionnaire do not support this assertion. Hence, it is concluded that for the non-
solvers there are no clear evidence to support the hypothesis that the use of 
simulation was beneficial in problem understanding. However, it provides some 
evidence that supports the assumption that the experimentation with a simulation 
model supports divergent thinking. 
 
9.6 Limitations of the study 
After having discussed the results of the experimental and exploratory studies with 
respect to the objectives of the study, the limitations of the two studies are next 
considered separately. 
 
9.6.1 Limitations of the experimental study 
 
Despite the careful design of the experiment, this study is subject to some 
limitations.  These relate to the participants in the study, the task and case study, 
and the assessment of participants’ understanding. 
In terms of the study participants, they were not randomly assigned between the 
experimental conditions and control groups. The participants in the control group 
were more experienced than the participants in the experimental conditions group. 
As such, one would expect the control group to perform better on the task than the 
experimental conditions group. However, the less experienced participants 
(simulation users) generate insights at least as frequently as the more experienced 
participants (non-simulation users); and more frequently in the case of the statistics 
group. So, given the direction of the results and the difference in the experience of 
the groups, this lends greater weight to the benefits of simulation in generating 
insight. 
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A second issue is that the participants are students, which raises concern whether 
their performance would differ from that of managers.  Of course, the choice of 
students was driven by convenience.  It would be extremely difficult to obtain the 
participation of a sufficient number of domain experts and there would be far 
greater concerns about the range of experience amongst them. This concern is 
mitigated by the findings from the experimental study of Bakken et al. (1992). They 
found that students performed better than managers on their simulation based 
experimental task because the students did not possess prior knowledge and 
experience which prevented them from freely experimenting with the model. So, 
students, whose minds are tabula rasa (blank slates) compared to managers, are 
expected to be better than managers at generating insights from simulation models. 
A final concern regarding the participants is the small sample size for solution rates 
indicating insight (animation n = 7, statistics n = 11). As a result, it is difficult to 
determine whether the distributions for task duration of the animation and statistics 
conditions have the same shape. Some care should be taken, therefore, with 
interpreting the inferential statistics concerning task duration.  
The characteristics of the task and the case study for this experiment might have 
had an impact on the findings. It may be that the characteristics of the NHS111 
problem lend themselves better to being understood through statistical outcomes 
than a simulation animation. Indeed, previous research shows that the 
appropriateness of the display depends on the characteristics of the task (Dickson 
1988, Jarvenpaa 1989, O'Keefe and Pitt 1991). A different task might be better 
translated into pictures than in numbers. As such, the results may be specific to this 
task and cannot be generalised. 
In a similar vein, a different animated view of the NHS111 model and a different 
display of the statistical outcomes generated from the model might have elicited 
different levels of performance by the participants. It is important to take account 
of display preference needs (Polys et al. 2011) and human-computer interface 
design principles (Howie et al. 2000). That said, the 13 participants in the second 
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round of pilot tests commented that the animated display and output statistics are 
appropriate for the given task. 
Consideration must be also given to the accuracy of the measures of participants’ 
understanding. Specifically, participants’ change in understanding and problem 
understanding are evaluated through pre- and post- session questionnaires which 
asked for written explanations. These answers may not have fully reflected the 
participants’ understanding of the problem. For instance, the researcher may not 
have identified a participant who obtained insight simply because the written 
answers to the post-session questionnaire were incomplete.  It is also possible that 
they could aim to proceed as quickly as possible to the actual test. Consequently, 
they did not pay attention in fully explicating their understanding. If the participants 
were asked to answer the same questions verbally, their answers may have been 
more descriptive. There is also subjectivity involved in marking the participants’ 
answers to determine whether they were indicating an insight. To mitigate this 
effect, the researcher made three independent evaluations of participants’ answers, 
approximately three weeks apart, following the same coding system. The 
consistency in scoring was 91%, with differences resolved by discussion with the 
two supervisors of the researcher. 
 
9.6.2 Limitations of the exploratory study 
 
This qualitative research is undertaken to identify the factors that affect insight 
occurrence. Some clear evidence was found indicating that such factors as model’s 
visual representation, client’s characteristics and modeller’s approach can affect 
insight generation. There are however some limitations to this study which should 
be considered with respect to the analysis of the results selected, the sample of 
participants selected and the method used to obtain data. 
Consideration must be given to the accuracy of the findings of this study. It is noted 
that the results are based on the researcher’s interpretation of consultants’ 
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descriptions of projects. As it is the case in every qualitative research, the analysis 
of the transcripts as well as the coding scheme involves subjectivity. A different 
researcher might have used a different coding scheme and reached different 
conclusions. To mitigate this effect, the coding of transcripts was undertaken in two 
rounds. In the first round, the researcher coded the transcripts twice, approximately 
three weeks apart, following the same coding system. The consistency in coding 
was 85%, with differences resolved by discussion with the supervisors. A final 
examination of the coding of the transcripts was carried out after three months of 
the first round. Some more changes were made to the coding, but these were fairly 
minor.  
It is also pointed out that the results from the interviews are subject to bias 
introduced by the participants and the context have. It is noted that references of 
some potential factors that affect the occurrence of insight were not found in the 
consultants’ project narratives (e.g. involvement of client in model creation). 
Consequently, factors that in reality affect the occurrence of insight may have been 
inadvertently missed (i.e. Type-II error, obtaining a false-negative result).  
The qualitative analysis revealed that some consultants did not discuss a relevant 
project. Although the researcher asked participants to recount projects in which 
clients changed their initial plans in how to address their problem (i.e. hence the 
focus was on problem-solving problems that have been solved), the analysis 
revealed that there were projects which were not about solving a problem or were 
not solved yet (Section 8.3.1). A possible explanation for this result may be that 
there are different interpretations for the term ‘change’ or ‘learning’ (Belton and 
Elder 1994). 
Another explanation for not getting a project with insight from all consultants may 
lie in the types of projects that each consultant usually undertakes. If a consultant 
undertakes only projects of which the deliverables are a model to hand out to the 
client for routine decision making, then there is not much opportunity to engage 
with the client and know whether insights emerge from the experimentation with 
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the model. Another explanation for this result might be the way that analysis has 
been performed to distinguish insightful problems from non-insightful problems. 
Asking consultants to recall a project in which they thought that clients changed 
their initial beliefs about the problem involves subjectivity and requires having 
good memory and be able to communicate learning outcomes in a clear and concise 
way. In fact, when asked the reason why this specific project was described, the 
consultants tended to say that they chose this project because it was the most recent 
one and therefore still fresh in their mind. Similarly, identifying the type of 
discontinuity (i.e. conceptual or procedural) by reviewing the transcripts also 
involves subjectivity. As such, it might be possible that the consultant could not 
communicate or recall any learning outcomes of a project or the researcher could 
not elicit relevant information by reviewing the transcripts. 
Most projects from health sector were not found relevant to insight occurrence. 
Considering the sample of the participants selected in this study, this might suggest 
some bias in the above results. As Table 7-1 shows (Section 7.3), there were more 
consultants from the manufacturing domain than from the healthcare domain and 
consequently most projects discussed in the interviews were not from the healthcare 
sector (Table 8-1, Section 8.2). Doubts about the validity of this result are also 
raised when the ability of consultants in recalling past experience is considered. It 
might be assumed that most projects from health were not found relevant to insight 
occurrence because participants could not recall a relevant project.  
In terms of the study participants, the selection of the consultants who participated 
in this research was not made randomly. Consultants were chosen based on which 
simulation companies the researcher had access to. In addition, there was no 
representation from clients. Due to project timescales, limited funding and 
participant accessibility difficulties, interviewing projects’ clients was not feasible. 
Of course, the study could be improved with larger samples interviewing both 
clients and experts. Interviewing projects’ clients would allow for corroboration of 
participants’ opinions in how insights can be generated in a simulation intervention. 
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As such, considerations should be made on whether this is a representative sample 
and the accuracy of the findings. 
Furthermore, despite the researcher’s attempts to run the interview sessions under 
similar conditions, this was not always possible. It is noted that the initial plan was 
to run individual interviews in the presence of other participants. However, most of 
the times this was not feasible due to consultants’ busy schedules resulting in 
running the interviews on a one-to-one basis. This could have affected the quality 
of the discussion and whether an insightful project was mentioned during the 
session. That said, it is noted that most consultants that were interviewed on an 
individual basis had discussed at least one project that indicated insight occurrence, 
suggesting that holding one-to-one interviews is an effective method to collect 
relevant data to the topic of this research despite initial concern.   
 
9.7 Summary 
This chapter provides a discussion of the results obtained from the qualitative 
analysis of project narratives. The reasons behind the findings are sought and 
explanations are provided in an attempt to understand whether and how insights are 
generated from simulation studies. Limitations that may have affected the validity 
of the results are also considered.  
In summary, considering the operational definition of insight, both the experimental 
and the exploratory study found different types of evidence that support Objective 
1. Hence, it is suggested that simulation supports insight generation. Yet, for the 
experimental study, this finding is based on the result obtained using the case study 
chosen, the visual representation developed, the participant samples selected and 
the dependent measures designed. For the exploratory study, this finding is based 
on the result obtained using the criteria developed by the researcher and the 
participant samples selected. 
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From the analysis of the results of the experimental study it is disclosed that insights 
were generated more rapidly when statistical reports generated from the model were 
used than when the animated display of the model was watched. Hence, this suggest 
that Objective 2 is supported by the findings. It is also noted that some results from 
the content analysis serve as evidence in support of Objective 2. In more detail, the 
results of the interviews suggest that there is a much greater emphasis on the use of 
statistical results in generating new ideas than there is on the use of animation. This 
indicates that the effect of statistical outcomes on insight generation is more 
important than the influence of the animated display. However, the following 
mediating factors to this finding should be considered: 
 In this study, the analysis is only limited to the results of the model based 
on the NHS111 problem. 
 The study has measured insight using criteria that involve subjectivity. 
 There are differences between the characteristics of the animated and 
statistical outcomes displays 
Some factors that are relevant to the stage at when insight occur, the discovery and 
breakage of discontinuity in thinking, and the generation of new ideas are identified 
in support of Objective 3. However, the results of the study are only speculative 
because the findings are based on what the consultant discussed during the 
interviews and the subjectivity in data analysis introduced by the researcher. 
Certainly, these are relationships that need to be further studied.  
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Chapter 10: Conclusions 
 
10.1 Introduction 
This final chapter provides the conclusion of this thesis. It firstly presents the 
objectives of the research and summarises the key findings. These findings are used 
to outline the level of fulfilment of the research objectives followed by a discussion 
about the contribution of the current study. Next, the chapter outlines future work 
to address the limitations and identify areas of future research.  
 
10.2 Summary of research objectives 
This thesis is undertaken with the general aim to empirically explore the role of 
simulation in generating insight. The following three objectives have been 
formulated to address the above aim: 
1. To empirically determine whether simulation studies generate insights 
2. To empirically identify the effect of model’s visual representations on 
insight generation. 
3. To empirically explore the factors of a simulation intervention that affect 
the occurrence of insight. 
 
The first objective focuses on providing empirical evidence of the insight-enabling 
benefits of simulation. Due to the fact that the benefits of the use of simulation 
models, and especially the animated display in problem-solving and decision 
making is highlighted quite often in the simulation literature, a second objective 
was formulated which focuses on the effect of model’s visual representation on 
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insight generation. A hypothesis is formulated with respect to Objective 2, which 
seeks to compare the contribution of animation versus the statistical outcomes 
generated from a simulation model to the process of insight generation, so that the 
visual representation that is most helpful for generating insight is identified 
empirically.  Finally, the third objective takes a broader view and aims at 
empirically identifying means that affect the occurrence of insight in a simulation 
study. 
To address the objectives of this thesis, two empirical research methods were used: 
a quantitative empirical research method and an exploratory study. In the former, a 
laboratory experiment was utilised to address Objectives 1 and 2. The first objective 
was addressed through comparing task performance and problem understanding of 
a group of students who used a simulation model (i.e. only the animation of a 
simulation model, or only the statistical results generated from a simulation model) 
to solve a task against a students’ group who were asked to solve the same task 
without using the model. The second objective was addressed through comparing 
the rates of insight occurrence and time to insight of the participants who solved the 
task by watching only the animated display of a simulation model or using only the 
statistical reports generated from the simulation model.    
The exploratory was used to address Objectives 1 and 3. It involved semi-structured 
interviews with DES experts, who were asked to recount real-life simulation studies 
in which clients change their problem understanding and generate more effective 
ideas. The identification of insights in the simulation studies is identified through 
criteria developed based on the operational definition of insight. Interview 
questions were designed to identify the stage of a simulation intervention at which 
DES modellers believe that insights were generated as well as the means/methods 
that the stakeholders used to discover and overcome discontinuity in thinking, and 
support clients generate new more effective ideas to address their problems. 
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10.3 Summary of main findings 
This section presents the key findings of the two studies implemented in the thesis. 
These are presented with respect to the respective research objectives detailed in 
Section 4.2. 
Objective 1: To empirically determine whether simulation studies generate insights. 
1. Simulation users solved the NHS111 problem significantly more frequently 
than the non-simulation users. (Section 6.2.1) 
2. While the differences in insight frequencies between the statistics condition 
and the control group were statistically significant, those between the 
animation condition and the control group were not. (Section 6.2.5) 
3. The results of the exploratory study support the claim that simulation studies 
generate insights. The clients of 10 out of 16 real life simulation 
interventions managed to overcome misconceptions about their system and 
therefore generate new or novel ideas that addressed their problem 
efficiently. (Section 8.3) 
 
 
Objective 2: To empirically identify the effect of visual representations on insight 
generation. 
4. Although the rates that indicate insights occurrence were different between 
the animation and statistics conditions, there is no evidence that insights are 
generated more frequently when participants used the statistical outcomes 
rather than the animation of the simulation model. (Section 6.3.1) 
5. The results of the experimental study suggest that using statistical outcomes 
generates insights more rapidly than using animation. (Section 6.3.2.1) 
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6. The use of statistical outcomes reduces the emergence of false insights 
compared to the use of the animation of a simulation model. (Section 
6.3.2.2) 
 
Objective 3: To empirically explore the factors that affect the occurrence of insight 
7. It is considered that most insights emerge during the experimentation phase. 
The exploratory study also suggests that insight emerge during the 
conceptual modelling. However, there are no evidence to suggest that 
clients’ involvement in the model creation generates insights. (Section 
8.4.1) 
8. The choice of the means used to discover discontinuity in thinking depends 
on clients’ cognitive and motivational biases (Section 8.4.2). For example: 
a. In project involving linear or desirability of options/choice bias, 
discontinuity in thinking is often suggested to be overcome by using 
a combination of the simulation results generated from the model 
and the animated display.  
b. In the project that discontinuity of thinking occurred because of 
myopic problem representation, the consultant reported that they did 
not need to use a model. Instead, process thinking-trained habit of 
thought and prior relevant experience are found more important 
factors than building a model. 
9. The choice and the number of the means used to communicate surprising 
results is made based on the characteristics of the team. (Section 8.4.3) 
c. If the results, for instance, are communicated to clients from 
different departments both an animated displays and statistical 
reports (involving graphical and descriptive results) are used. 
d. On the other hand, if clients come from only one department, 
consultants may choose to communicate results to clients by using 
only statistical reports or their communication skills.   
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10. The dimensional plan display of the model was not considered an important 
factor for communicating results. (Section 8.4.2) 
11. New ideas were usually generated from the experimentation with the model. 
The results suggest that the statistical outcomes generated from the model 
are more important for generating new ideas than the animated display. 
Although modellers did not contribute in problem-solving processes, their 
conversation with the client was considered important for helping clients 
arrive at a decision. (Section 8.4.4)  
12. New ideas can also emerge from consultant’s input. In this case, decisions 
are made without the use of a model. (Section 8.4.4) 
13. Insight often emerges from a model which could not represent reality 
accurately suggesting that the level of the quality of content does not affect 
insight occurrence. (Section 8.4.4.1) 
 
10.4 Achievement of objectives 
After having summarised the main findings of the two parts of the study, this section 
considers the extent to which the studies have met the research objectives detailed 
in Section 4.2. 
 
10.4.1 Evidence of insights generated from simulation studies 
(objective 1) 
 
Two separate parts of the study found different type of evidence to support that 
simulation generates insight. More specifically, a controlled quasi-experiment is 
employed to compare the rates that indicate occurrence of insight between the 
participants who solved the task using a model (i.e. only the animation of a 
simulation model, or only the statistical results generated from a simulation model) 
or no model at all. Based on the operational definition of insight, the study was able 
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to provide evidence about the insight-enabling benefits of simulation models. The 
results supported to some extent the views expressed in the literature (Section 2.3). 
As expected, differences were identified in solution rates between simulation and 
non-simulation users. In particular, the simulation users solved the task 
significantly more frequently than the non-simulation users. However, the analyses 
of the insight occurrence indicate that only the statistics group generated more 
frequently insights than the control group. Clearly, the results are dependent to 
some extent on the analysis performed, the case study used, the participants 
selected. Therefore, consideration is made about the validity of the findings 
(Section 9.6.1). 
From the qualitative content analysis of the interviews with the DES modellers, it 
was possible to determine whether insights emerge in real life simulation projects. 
Insightful projects were identified based on the operational definition of insight. 
Overall, the results supported the findings from the experimental study. As 
expected, clients of simulation interventions managed to overcome discontinuity in 
thinking and therefore generate new more effective ideas to address their problems. 
Again, here, the results depend to some extend to the method used to assess the 
findings and the modellers selected. As a result, the results of this study are 
considered subject to its limitations (Section 9.6.2). 
 
10.4.2 Comparison of the effect of model’s visual representation on 
insight occurrence (objective 2) 
 
With the experimental study undertaken it was also possible to compare the 
problem-solving approaches followed by the animation and statistics participants. 
Overall, the results obtained provide some evidence to support that the contribution 
of animation to the process of insight differs from the contribution of the statistical 
results. The finding is in contrast with previous research that highlight the value of 
animation over statistical outcomes (Section 2.4.1). However, it is noted that the 
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results of the study are subject to the case study and the participants selected. 
Therefore, these aspects need to be further considered in future research by utilising 
larger samples or different case studies.  
 
10.4.3 Identification of factors that affect insight occurrence 
(objective 3) 
 
From the qualitative content analysis of the interviews with the DES modellers, it 
was possible to compare the participants’ opinions regarding the factors of a 
simulation intervention that influence insight occurrence. Overall, the qualitative 
analysis has suggested a number of factors that support or affect the occurrence of 
insight.  
Some observations are made by this research regarding the phase at which insight 
emerge, the methods and means used by the consultant to support clients discover 
and overcome a discontinuity in thinking as well as the means used to generate new 
ideas. These are summarised in Section 8.5. However, the results of the study are 
only speculative because the findings are based on what the consultant discussed 
during the interviews and the subjectivity in data analysis introduced by the 
researcher (Section 9.6.2). Certainly, these are relationships that need to be further 
studied (Section 10.6).  
 
10.5 Contribution of the thesis 
An empirical study investigating the value of DES is generating insights is 
innovative to the DES literature. In particular, it brings a new concept of insight 
generation in simulation study based on the psychology literature. The term insight 
is used quite loosely in the simulation study to generally mean an improved 
understanding. It appears that this term introduced in the thesis is useful for 
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providing a more in-depth understanding of the term insight in the context of 
simulation.  
The research undertaken in the thesis provides an empirical basis for exploring the 
value of generation of insights in simulation studies based on the operational 
definition of insight. With the use of an experimental research alongside an 
exploratory study, this thesis provides empirical evidence to corroborate the view 
that insights are generated from simulation studies. It considers the impact of 
animation and statistical results on the occurrence of insight. A set of factors of a 
simulation intervention that affect the occurrence of insight have also been 
identified as a result of the empirical work.  
To the authors’ knowledge, it is the only empirical research attempted so far that 
has tried to investigate the value of DES in generating insights. Work on the insight-
enabling benefits of simulation is limited in DES and SD literature, consisting 
mainly of authors’ opinions. The few empirical evidence that can be found in the 
literature focuses on learning and understanding rather than the influence of 
simulation as a means of creating new knowledge.    
The findings of the study are useful for both academics and practitioners. From an 
academic point of view, therefore, this study contributes to the theory of simulation 
and behavioural OR, and specifically to DES. The definition presented in this 
research is applicable across a range of simulation and OR techniques. Therefore, 
this approach may be useful for understanding insight generation in the context of 
other forms of simulation (i.e. SD, agent-based) and more generally in the field of 
behavioural OR.  Moreover, two separate parts of the study found different type of 
evidence to suggest that simulation supports generation of insight. The findings of 
the study provide also new insights into the factors of the simulation intervention 
that affect the occurrence of insight, with emphasis being on the impact of 
animation and statistics in generation of insight. As a result of the analysis 
undertaken, other findings which need to be further explored by future research are 
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for example whether simulation users can generate insights from model of poorer 
content quality. 
Furthermore, this study provides researchers in the behavioural operational research 
area with an approach for studying insight using laboratory based experiments. In 
particular, it introduces a case study, that of the NHS111 problem, which has been 
designed in accordance with the problem characteristics of an insightful problem. 
It also introduces dependent variables and criteria for the assessment of the 
occurrence of insight which can be used in future studies. 
From a practical point of view, understanding how insights are generated from 
simulation is the basis for being able to provide a useful technique to its 
users/customers. One who solves a problem with insight is able to give accurate 
responses how a problem works, whereas individuals not using the insight process 
are more likely to produce inaccurate or incomplete responses. Also, problem 
solving without an insight is a slow and gradual process whereas having an insight 
can shorten the problem solving process significantly. Hence, insight is a much 
desirable outcome in organisations that are keen to make decisions fast and 
efficiently. 
Some findings of the study could be beneficial to support clients generate insight. 
For example, the study demonstrates that there are some differences between the 
use of animation and statistical outcomes generated from the model in generating 
insight. In particular, the reporting of statistical outcomes appears to be more 
effective than the use of animation. Albeit specific evidence is not given, the results 
also suggest that the complementary use of animation and statistical outcomes 
generated from a model are beneficial in overcoming a number of cognitive and 
motivational biases. However, the use of a simulation model may not be essential 
in helping clients overcome specific cognitive biases (i.e. myopic problem 
representation). In addition, this study raises awareness that in practice the quality 
of the content of the model makes little difference to insight generation as long as 
the model is used as a means for exploring alternatives. Clients’ team composition 
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and cognitive style are also considered factors that affect insight occurrence. 
Projects where the clients are a cross-functional team are more likely to require a 
set of different methods to help clients overcome cognitive and motivational biases, 
giving emphasis in visual graphs and animated display. Therefore, the findings of 
this study can ultimately help practitioners in the selection of the means and 
methods that stimulate the insight process and hence clients make decisions fast and 
efficiently bearing the clients and the project characteristics in mind.  
 
10.6 Future work 
Finally, this section summarises the areas which are worthy for future work to 
address the limitations of the experimental and exploratory studies discussed in 
Section 9.5. This includes ideas for the potential improvement of the experimental 
research and exploratory study as well as suggestions for the extension of the above 
studies. 
In terms of suggestions for the improvement of the experimental study, future work 
should be considered to control for the task and case study. This could be achieved 
by designing alternative case studies (insight problems) and asking participants to 
work on the different tasks. It would also be useful to explore how models can be 
effectively designed for generating insights by giving participants alternative visual 
representations (animation and statistics) of the same model. 
In terms of participants, it would be beneficial to replicate this study with a 
randomly assigned experimental design. This may help isolate with greater clarity 
the differences between animation, statistical outcomes and no-simulation, 
especially if a larger sample size could be obtained.  
It would also be beneficial to perform a similar experiment with managers, although 
it would be much more difficult to obtain a reasonable sample size. As managers 
possess prior knowledge and experience, however, the rates of insight occurrence 
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might be lower compared to the solution rates with insight for this experimental 
study in which novice decision makers have been used. 
To mitigate the subjectivity in the measurement of insight, an additional measure 
for future work could be transfer of learning. Participants would be asked to transfer 
the knowledge obtained from one insight problem to another problem in a different 
context, but with a similar structure (Bakken et al. 1992). The ability to transfer 
their learning would indicate that they had gained insight. 
With respect to options for the improvement of the validity of the results of the 
exploratory study, it would be beneficial of using a larger sample size of participants 
including clients in the interviews. Interviewing clients separately from their 
simulation modellers would allow for corroboration of whether the simulation 
project generated insights and the factors that affect such event. In addition, because 
this study relied on the memories and opinions of the consultants, future research 
may include direct observations of real life projects. It is, therefore, suggested that 
for future research, case studies or action research can provide more representative 
results of the key factors that influence insight generation. 
In terms of new ideas for extending the current study, future work may also consider 
studying the mental process that simulation users follow to generate insights. It 
would be interesting to know how people identify and overcome behavioural issues 
and hence proceed from the impasse phase to illumination. Cognitive psychologists 
have offered a number of explanations about the mental mechanisms of insight 
generation (Section 2.2). Yet, none of them is found to be complete. This is because 
the phenomenon is grounded on intuition and therefore the process of insight is 
difficult to be monitored. The most common methodology used by psychologists to 
address this issue is controlled experiments. The theory of planned behaviour 
(Ajzen 1991), warmth protocols (Metcalfe and Wiebe 1987) and graph theory 
(Durso et al. 1994) are possible methods that might be considered to study how a 
simulation user arrives at insight.  
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This experimental study has concentrated on analysis and discussion of the impact 
of the use of a simulation model in insight generation. However, the exploratory 
study generated some areas of investigation suitable for testing. Therefore, future 
work may focus on the effectiveness of other aspects of a simulation intervention 
apart from the model in insight generation, such as:  
 the role of the modeller, problem formulation and the involvement 
of clients in the model creation 
 the effect of the quality of content on insight generation 
 identifying the most effective means and methods for overcoming 
specific cognitive or motivational biases 
 understanding how the group composition affects insight generation 
and the choice of means and methods to communicate results 
 investigating whether different consultant approaches have an 
impact on insight generation. 
 
Experimental methods could be used as well as field studies to study the above 
relationships. This would entail observing the development and use of simulation 
models, and recording the occurrence of both impasses and insights.  Careful 
research design would be required to be able to identify when an impasse or insight 
occurred, and to identify the antecedents to those events.  
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 Appendix A: The Experimental Study 
 
A.1 The case study 
  
What is NHS111? 
The healthcare system of the UK is particularly complex consisting of a number of 
urgent care services. The services provided by each care unit are not clear to the 
public. Therefore, NHS recently decided to establish a call centre with the purpose 
of triaging telephone calls (i.e. assessing how urgent calls are) and directing people 
to the right urgent care service first time. The call centre is named NHS111.  
In short, callers to 111 are put through to a team of operators, who are supported by 
experienced nurses and doctors. They use a clinical assessment software system and 
ask questions to assess callers’ needs and determine the most appropriate course of 
action. Examples of possible assessment outcomes are: book an appointment with 
an urgent care provider, give self-care advice, arrange a home visit from a doctor, 
direct a caller to A&E, dispatch an ambulance.  
 
How NHS111 currently works? 
Operators are usually the first point of contact to answer and assess the urgency of 
every call. However, at very busy times, when there are many callers waiting, calls 
will be put through directly to a nurse or doctor if one is available.  
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It is estimated that on average an operator can complete 6 triages per hour (i.e. 10 
minutes/call). An operator costs £80 for an evening shift (i.e. from 16.00 to 24.00). 
Operators are effective in completing the clinical assessment of 70% of the calls. 
As a result, 30% of the calls answered by operators are transferred to a second point 
of contact, triage nurses. The transfer should be done at the time of the call (warm 
transfer). If, however, no nurse is available, the caller is offered a call back by the 
nurse.  
It is estimated that on average a nurse can complete 10 triages per hour (i.e. 6 
minutes/call). A nurse costs £150 for an evening shift. Nurses are effective in 
completing the clinical assessment of 90% of the calls. The rest of the calls are more 
complicated in nature and need to be handled by experienced doctors. 
Thus, 10% of the calls answered by nurses are transferred to a third point of contact, 
doctors. Nurses should transfer the call to doctors at the time of the call (warm 
transfer). If, however, no doctor is available, the caller is offered a call back by a 
doctor.  
It is estimated that on average a doctor can complete 12 triages in an hour (i.e. 5 
minutes/call). A doctor costs £240 for an evening shift. Doctors are able to complete 
the referrals of all types of calls (100% of the calls they answer). 
 
Overestimated Referrals 
It is noticed that operators, nurses and doctors may overestimate how urgent a call 
is. For instance, a call may have been assessed as requiring an emergency 
ambulance response but, in fact, the caller’s issue could have been addressed by 
giving self-care advice. Overestimated referrals are more likely to be made by 
operators (40% of the triages completed by operators) and least likely by nurses and 
doctors (5% and 1% of the triages completed by nurses and doctors, respectively). 
An overestimated referral is considered as an extra cost to the NHS as it usually 
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means that an ambulance was dispatched for the wrong reasons. The cost of each 
overestimated referral is approximated to £15.  
Abandoned Calls 
Callers may decide to abandon the service at any time while they are waiting for an 
available operator, nurse or doctor. Usually, callers are willing to wait around 12 
minutes in total. Note that if a caller decides to abandon the system while s/he is 
waiting a call back from a nurse or doctor, nurses and doctors still have to make the 
call to the patient as they are not informed about the caller’s decision. This call 
takes around 30 seconds and is counted as an abandoned call as the caller’s triage 
is not successfully completed. An abandoned call is considered as an extra cost to 
the NHS as it usually means that a caller will refer to another NHS service (e.g. 
A&E or call an ambulance). The cost of each abandoned call is approximated to 
£15.  
Recalls 
Callers may also decide to re-call the NHS111 while they are waiting for a call back 
from an available nurse or doctor to complete their triage. The purpose of these re-
calls is to ask for further information about the progress of their original call. An 
operator or a nurse usually spends 2 minutes on average on a re-call. Re-calls are 
not counted as completed triages or abandoned calls. 
What is the problem? 
In the morning shift, a small sub-department of NHS111 accepts roughly 30 calls 
per hour and operates effectively with 5 operators, 2 nurses and 1 doctor. Thus, 
when the evening shift starts (4pm), typically there are no callers in the system. In 
the evening shift, it operates with the same number of personnel, but because 
General Practice Surgeries are closed, the department accepts a higher volume 
of calls, roughly 60 calls per hour. Consequently, many customers experience 
long waiting times leading to abandoned calls. This has an inevitable effect on the 
total cost of the department.  
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Your Task: How NHS111 can work better? 
If you were the manager of NHS111, what would you do so that the following two 
targets can be achieved? 
1. The total cost of the evening shift does not exceed your budget 
of £2,200 
2. A triage is completed on average within your agreed service level 
of 12 minutes  
You can employ as many or as few employees of each occupation subject to the 
following limitations: 
 NHS111 can assign up to 10 operators, 5 nurses and 5 doctors for 
this department. 
 The termination of the service - i.e. no operators, no nurses and no 
doctors at the same time - is not an option. 
 Changing the number of employees as the evening shift progresses 
is not an option. 
 
Remember: The task is about creative problem solving. So, try to think of as many 
ideas as possible which could solve the NHS111 problem. You might be surprised 
how targets can be achieved… 
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A.2 Pre-session questionnaire 
1. Having read the description of the problem, why do you think NHS111 is 
not achieving its targets? (please write up to 3 reasons) 
 
a.   
b.  
c.   
2. Do you have any prior experience with NHS111 or a similar service? (please 
tick one option) 
 
 Yes   No 
 
 
 
Thank you for your answers! 
 
Now read the ‘How to approach the problem’ sheet to know what you have to do 
next. 
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A.3 Post-session questionnaire 
1. What do you think is the best number of each type of staff to employ? (please indicate 
in numbers. If you don’t know you can indicate that below) 
 
____  Operators   (maximum 10) 
____  Nurses  (maximum 5) 
____  Doctors  (maximum 5) 
 
I don’t know 
 
 
2. Why do you think your suggested solution solves the NHS111 problem? (write up to 
3 explanations. If your answer in Question 1 is ‘I don’t know’ you may leave this blank.)  
 
a.  
b.  
c.     
3. What do you think NHS111 should do? 
 
 
 
4. Comparing your understanding of the problem before and after attempting to solve 
the problem, how much better do you understand now what the problem of NHS111 is? 
(please tick an option from below) 
 
 A lot better Better  Similar   Worse   A lot 
worse 
 
Thank you for your final answers and your participation! 
 An email with further details on when and how you will receive your 
reward will be sent to you within the next 4 weeks. 
 
 Hand your paper to the instructor and please proceed to the exit quietly. 
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A.4 Instructions 
General Introductory Instructions for all Groups 
Welcome to this problem-solving experiment carried out by researchers of Loughborough 
University.  
You have been assigned to solve the problem [Group].  
Your participation in the experiment and any information about your performance will be 
kept strictly confidential.  
After your payment, any identifying information will be removed.  
Please read the instructions carefully in order to understand how the experiment works.  
 
Instructions 
 You are not allowed to talk to other participants. 
 
 During the session, if you have any questions go directly to the instructor.  
 
 If you talk with other participants during the experiment, you may be asked to leave 
and your participation will not be paid. 
 
 Initially, you will answer 2 questions. Then, you will follow the instructions to solve 
the problem. At the end of the session or when you have found the solution, you will 
submit your answers.  
 
 You will receive £10 if you complete the two sets of questions and create at least two 
(2) scenarios.  You will get a further £5, if you solve the problem and submit a suitable 
explanation why your solution works. 
 
Having read the instructions, please tick one the following options to indicate if you want 
to participate: 
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Yes, I want to participate. 
No, I do not want to continue. 
 
If you either choose ‘No, I do not want to continue’ or you decide to withdraw from the 
study during the session, please raise your hand and wait for the instructor to come to you. 
In either case, you will not continue with the experiment and will not be paid. 
 
 
Control Group - Instructions how to approach the problem 
 
1. Start by writing in the blank area below what you know about NHS111, what their 
targets are, what can be changed to try and achieve the targets and what cannot be 
changed.  
2. Using the scenario #1 sheet, create a scenario (number of operators, nurses and 
doctors) which you consider could be a possible solution to the NHS111 problem.  
3. Write what time you start thinking about this scenario. 
4. Then, in the problem solving area, describe why you have chosen this scenario and 
show some calculations that confirm or reject whether this scenario is the solution 
to the NHS111 problem. 
5. Repeat steps 2 to 4 using consecutive scenario sheets (i.e. scenario#2, scenario#3, 
...) until you have found the solution. If you need more sheets raise your hand and 
wait for the instructor to come to you. If you are using additional sheets, record the 
number of the scenario at the top of each additional sheet; number scenarios 
consecutively i.e. #4, #5, … 
6. When you have found the solution or at the end of the session, please complete the 
end of session questionnaire and hand in all your papers to the instructor. 
Note: You are not allowed to erase anything. We need to analyse your problem solving 
approach so try to describe your problem-solving approach with as much detail as possible. 
Happy solving! 
You may make general notes here: (but write specific solution information in problem-
solving area on the scenario sheets) 
  
v 
v 
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Animation Group - Instructions how to approach the problem 
 
Load Model 
1. On your Desktop:  Open folder  
 Workspaces> bs-experiment> Group 1> [Your Surname_Name] 
 
2. Right-click on model.zip **!DO NOT DOUBLE CLICK!** 
3. From the drop down select ‘7-zip’ > ‘Extract Here’ 
4. Enter Password: 2670 
5. Open model.S8 (double click) 
Answer start-session questionnaire 
6. Read message on your screen (and click ‘Next’) 
7. Read instructions and choose whether you accept to continue (on the button of 
the dialog - then, click ‘Next’) 
8. Answer start-session questionnaire (2 questions - then, click ‘Finish’) 
Use Simulation Model 
9.  Read the ‘How to use model’ sheet. 
10.  Use model to run scenarios and get results. 
Answer end-session questionnaire 
11.  Click  (on the top right side) to answer end-session 
questionnaire (Click ‘OK’ > Answer 4 questions > Click ‘Next’> Read message > 
click ‘Finish’) 
12. Log out. 
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How to use model (step 9) 
The following steps are for explaining how you can set up a scenario and run the 
model to get the results. 
1. On your Keyboard: Click    Ctrl   +   Shift   +   P  
2. Click  (on the left side): Change the number of operators, 
nurses and doctors (and click OK). 
3.  Click  (on the right side): Simulation runs. Notice 
overestimated referrals, queues, and abandoned calls. 
4. Click  or  (buttons below 'Run'): Speed up 
animation while simulation runs. If you want to reduce the speed again press 'Run' 
while the model runs. 
5. Wait for the simulation to end. 
6. Look at Scenario Performance (blue box on the right): Look at this 
table where the key performance measures are recorded at the end of a run. If you 
want, you can keep a record of the performance of each scenario on the blank 
sheet of paper provided. 
7. Repeat Steps 2-6 until you find a scenario that meets the targets. 
**Click  (on the top left corner): Ask your question and click OK. You 
will get an answer the soonest possible.** 
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Statistics Group - Instructions how to approach the problem 
 
Load Model 
1. On your Desktop:  Open folder                                                                
Workspaces> bs-experiment> Group 2> [Your Surname_Name] 
 
2. Right-click on model.zip **!DO NOT DOUBLE CLICK!** 
3. From the drop down select ‘7-zip’ > ‘Extract Here’ 
4. Enter Password: 1750 
5. Open model.S8 (double click) 
Answer start-session questionnaire 
6. Read message on your screen (and click ‘Next’) 
7. Read instructions and choose whether you accept to continue (on the button of 
the dialog - then, click ‘Next’) 
8. Answer start-session questionnaire (2 questions - then, click ‘Finish’) 
Use Simulation Model 
9.  Read the ‘How to use model’ sheet. 
10.  Use model to run scenarios and get results. 
Answer end-session questionnaire 
11.  Click  (on the top right side) to answer end-session 
questionnaire (Click ‘OK’ > Answer 4 questions > Click ‘Next’> Read message > 
click ‘Finish’) 
12. Log out. 
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How to use model (step 9) 
The following steps are for explaining how you can set up a scenario and run the 
model to get the results. 
8. On your Keyboard: Click    Ctrl   +   Shift   +   P  
9. Click  (on the left side): Change the number of operators, 
nurses and doctors (and click OK). 
10. Click  (on the right side): Simulation runs (you do not see 
anything) and you get the results in a new window. 
11. Note the cost and rates of abandoned calls and overestimated referrals; the 
mean duration of a completed triage involving nurses and/or doctors; the 
percentage of completed calls above 12 minutes (chart); the mean and the 
percentage of waiting times for each type of staff (chart). 
12. If you want, you can keep a record of the performance of each scenario 
on the blank sheet of paper provided. 
13. Close Results window (click ‘OK’). 
14. Look at ‘Scenario Performance’ (blue box on the right): Look at this 
table where the key performance measures are recorded at the end of a run.  
15. Repeat Steps 2-7 until you find a scenario that meets the targets. 
**Click  (on the top left corner): Ask your question and click OK. You 
will get an answer the soonest possible.** 
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A.5 Experiment script 
 
<Participants arrive>  
“Hello everyone, please sign the register and be seated.”  
<Participants sit down and wait time is 14.00. >  
“Thank you for coming today. I am [name] and this is [invigulator’s name].  
The session will now start. For the next 50 minutes we will ask you to work 
individually and in silence. 
Please log in.  
<Wait all students to start logging in>  
“We are now going to distribute the problem description. Please read it. If 
you want you can keep notes” 
<Pass out problem description and wait 7 minutes>  
“We are now going to distribute the steps you must follow to load the model 
correctly.” 
<Pass out “What you have to do” sheet>  
“Follow the first 5 steps in order to load the model correctly. If you do not 
follow these steps as it says I am afraid we will not be able to pay you.”  
<Wait 5 minute for participants to load model correctly >  
“Now follow steps 6 to 8 of the sheet we gave you. Read the message on 
your screen and answer the two questions. There are no right or wrong 
answers. In the first question you do not have to give exactly 3 reasons but 
up to 3 reasons.” 
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<Wait 5 minutes for participants to complete the questionnaire>  
“We are now going to distribute two sheets. One contains the steps on how 
to use the simulation model and the other is a blank sheet. The blank sheet 
is for keeping notes. I am not going to collect the blank sheet.  
<Pass out “How to use model” sheet> 
“Read the new sheet to learn how to use the simulation model. You will 
have 30 minutes to use the model. With the model you can set up different 
scenarios and then run it to check whether your suggested scenario achieves 
NHS111 targets. When you setup a scenario you cannot leave the fields 
blank. You can run as many scenarios as you want.  
 
When you find a solution or the time is up, you will have to submit your 
answers. To submit your answers click the button ‘Submit answers’ found 
on the top right corner of your screen.  
Make sure you submit your answers otherwise your participation will be 
incomplete and you will not be paid. 
If you want to ask any questions click the yellow button “Ask a question” 
on the top left corner of your screen.  
<Wait 30 minutes for participants to experiment with the model>* 
“Stop. The time is up. Please click ‘submit answers’ and answer four 
questions”.  
<After all students have answered the questions>  
“Thank you for participating in this study. Does anyone have any 
questions?”  
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<Answer any questions>  
“Thank you for your help.” 
*<Participants who finish earlier ask whether they answered end-session 
questionnaire>* 
<If they forgot it, give to students the end-session questionnaire to complete it> 
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A.6 Examples of insightful problem solving patterns 
 
Animation Group 
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Statistics Group 
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Appendix B: The Interviews  
 
B.1 The schematic plan of interview process 
 
Time 
 
 
2’ 
Welcome and Introduction 
 Thank you very much for having me today. As you may know, I 
am Anastasia, I am a PhD student at Loughborough University and I am 
studying the value of simulation in problem solving and decision making.  
 We prepare this session today because we would like to hear your 
experiences from the projects you have been involved.  
 Your stories will help us to get evidence how simulation can help 
businesses make decisions. 
 
 
 
 
5’ 
Explain rules and include an icebreaker question 
 Now some general information about the session… 
 We want to ensure that everyone has a chance to contribute, so I 
will ask you to speak in turns. 
 Feel free to say your opinion. There are not right or wrong answers 
- we just want to know your thoughts on the value of simulation in 
decision making. 
 Notes will be taken and a tape recorder will be used but we will 
make sure your names, company’s name and your clients’ names are not 
referred to in any report we put together.  
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 The session will last about 2 hours. If we have not cover all topics 
we may continue our discussion over lunch. 
Q1: Now I would like to ask you to tell me a little about yourselves: your 
name, years of experience as a consultant, main sectors of your projects. 
 
 
 
 
 
 
40’ 
Discussion Questions 
 I have asked you to think of a project that you believe the 
simulation project has helped clients better understand their systems and 
as a result they changed their initial beliefs and their decisions on how to 
improve system’s performance.  
 So, I will now ask you to give us a brief description of that project. 
To help you with that you could try to answer the questions on the board:  
o What was the project about? 
o What did clients intended to do when you first met? 
o How did you approach the project (details about clients’ 
involvement, the model, sessions’ discussions etc.)?  
o What actions did clients take at the end? 
 Even if you think you have no relevant projects in mind, you can 
bring other examples on the topics we next discuss. 
Q2: So, who would like to go first and talk about his/her project?  
[Follow Interview Guide and ask relevant questions to keep narrative 
going on]  
Go back to Q2 for next participant’s project: 
 Q2’: Who would like to go next and talk about his/her 
project?   
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5’ 
Summing Up 
 From what you are saying I am getting that.. [summarise main 
factors] 
 Did I miss anything that has been raised? 
 Thank you very much for your contribution. 
 Your views are extremely valuable in helping us identify the 
contribution of simulation to problem solving and decision making.  
 Is it OK to have quick chats with some of you separately later 
today or tomorrow if needed? 
 Thank you very much again! 
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B.2 Interview guide 
 
1. Tell me a little bit about yourself: main sector, years of experience etc. 
2. Briefly explain a project that you believe the simulation project has helped 
clients better understand their systems and as a result they changed their initial 
beliefs and their decisions on how to improve system’s performance.  
3. What was the project about?  
a. What were you trying to achieve? 
4. What was the duration of the project? 
5. What was the clients’ intention when you first met? 
a. What did you think about client’s initial intention? Please describe. 
b. What did the client expect to get from the project? 
6. Can you recall any of the discussions taken place during problem formulation/ 
conceptual modelling?  
a. Can you talk a bit more about the actions/ steps during that phase?  
b. What did you think of client’s problem interpretation at that stage?  
c. Was incomplete/not well though through? How did you make that 
assessment? 
d. Did you help to communicate the issues in the way the client thought 
their system?   
e. What means did you use to communicate the results?  
f. What process did you employ to explicate the problem?  
7. After that what happened? What did you do after this point?  
8. Did you build a model?  
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9. Can you describe the process of building the model? 
10. Can you tell me a little bit more details about the data used? For example, 
were all input data available? 
i. How did you validate the model? 
11. What was the role of the client in model building? 
12. In your view, did the model represent reality to a sufficient level? 
13. Did you find anything unusual/ unexpected at this stage? 
i. If so, how did you make this assessment? 
14. After that what happened? What did you do after this point?  
15. Were there any group sessions for discussing the model or running 
experiments?  
16. How many stakeholders were involved? From which departments? 
17. What did you show them? 
i. What did the model look like? 
ii. Did you include much detail? 
iii. Did you present any statistical outcomes? Please describe. 
iv. What did clients say about the report? 
18. What was clients’ reaction when they show the model run? Did client find 
anything unusual/ unexpected at this point in time? 
i. If so, can you recall what did they say? How did they make this 
assessment? 
19. Did you help the clients to make sense of results that did not make sense to 
them?  
i. What means did you use to communicate surprising results? 
Do you recall animation, models’ results or other methods and 
techniques being used to communicate results? Please 
describe. 
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b. What process did you employ to explicate the problem?  
i. Can you describe the activities that you follow to arrive at this 
conclusion? 
20. What happened after having communicate the results? 
21. Was there a particular point in time when the clients better understood their 
problem?  
22. Was there a change in intended plans as a result of this understanding? Please 
describe. 
23. What was going on just before the solution to the problem was generated? 
24. Can you tell a bit more about the activity that was taking place? 
i. What was your role in the problem solving process? 
ii. How did you work with the client to change the intended 
actions? 
iii. What was the role of the model in finding the solution? 
iv. How were the results used? 
v. Do you recall model results, graphs or animated display to be 
used for exploring alternative scenarios? 
25. What actions did clients take at the end? 
26. Do you recall what the client said about the findings or learning that took from 
the project? 
27. Are there any points not covered up to know that would you add?  
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B.3 Coding scheme 
 
Table B- 1: The coding scheme for identifying insights in a simulation study 
Question 1st Level Coding Detailed 1st Level Coding 
1) Was the 
project 
relevant to 
insight 
occurrence? 
 Project Objective 
 
 
 
 Solve a problem 
o Confirmative 
o Explorative 
 Deliver a tool 
o Expert mode 
o Facilitated mode 
 
 Project 
Completion 
 Complete 
 Incomplete 
 
2) Did clients 
experience a 
discontinuity 
in thinking? 
 Discontinuity in 
thinking 
 Surprising Result 
 Hesitation 
 Puzzling 
3) What was the 
cause of 
discontinuity 
in thinking? 
 Conceptual 
challenge 
 Bias 
o Desirability of 
options/choice 
o Myopic proble 
representation 
o Linear 
 Procedural 
challenge 
 Data flaws 
 Model flaws 
4) Was 
discontinuity 
in thinking 
overcome? 
 Change in 
problem 
understanding 
 Better problem understanding 
 Same problem understanding 
5) Did intended 
actions 
change? 
 Change problem-
solving direction 
 New/Novel ideas 
 Change original setup/way of 
operation 
 No new plans 
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Table B- 2: The coding scheme for identifying the factors of a simulation intervention that affect the 
occurrence of insight. 
Question 1st Level Coding Detailed 1st Level Coding 
1) At what stage 
of a 
simulation 
intervention 
insight occur? 
 Stage of a 
simulation 
intervention 
 
 
 
 Model formulation/Conceptual modelling 
o No model 
 Model coding 
o Use of an incomplete model 
 Experimentation 
o Use of a completed model 
 
2) What 
means/method 
helped 
participants 
discover 
discontinuity 
in thinking? 
 Model  Animated display 
 Results from a run/multiple runs 
o Graphs 
o Time Graphs 
o Descriptive results 
 Consultant  Similar prior experience 
 Process thinking-trained habit of thought 
3) How did 
consultants 
communicate 
the results? 
 Model  Animated display 
 Dimensional plan display 
o 2D 
o 3D 
 Results from a run/multiple runs 
o Graphs 
o Time Graphs 
o Descriptive results 
 Consultant  Communication skills 
o Good 
o Bad 
 Clients  Group Composition 
o Number of clients 
o Sector 
o Cognitive style/preference 
4) What 
means/methods 
helped clients 
generate new 
ideas? 
 Model  Animated display 
 Results from a/multiple run(s) 
 Consultant  Approach 
o Conversation with client 
 Prior experience 
o Consultant input 
5) Did model 
quality affect 
insight 
generation? 
 Model 
Content 
Quality 
 Data 
o Data availability 
o Data accuracy 
o Data estimations 
 System Representation 
o Validated for the purpose used 
 Not validated 
 
