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Resumo
A utilizac¸a˜o de sistemas computacionais vem obtendo grande abrangeˆncia nas mais di-
versas a´reas de conhecimento. Dentre as atividades a que estes podem estar relacionados,
existem aquelas que possuem alguns requisitos temporais. Os sistemas de tempo real
sa˜o aqueles cujo correto funcionamento esta´ associado, na˜o apenas a`s respostas corretas
a determinados estı´mulos, mas tambe´m a`s restric¸o˜es temporais impostas pelo ambiente.
Muitas pesquisas veˆm sendo desenvolvidas com o objetivo de dar suporte a sistemas de
tempo real atrave´s de soluc¸o˜es proprieta´rias ou extenso˜es para sistemas operacionais de
propo´sito geral. O RTAI e´ uma extensa˜o do Linux para tempo real, cuja pilha de pro-
tocolo de rede e´ chamada RTNET. Neste trabalho e´ apresentada a implementac¸a˜o de
um protocolo alternativo de rede, na forma de um mo´dulo, para comunicac¸a˜o de tarefas
em modo usua´rio que desejem fazer uso da pilha RTNET. Sa˜o apresentados, ainda, os
resultados dos testes de forma comparativa aos protocolos UDP/IP.
Abstract
Computational systems utilization have broadening towards various knowledge areas.
Among the activities that these systems may be related to, are the ones with temporal
constraints. In real-time systems the right functioning is related not only to the right
responses to determined stimulus, but also to the temporal constraints imposed by the
environment. Many researches has been developed aiming to support real-time systems
through proprietary solutions or general-purpose operating systems extensions. RTAI is
a Linux extension for real-time, which uses the network protocol stack RTNET. In this
work is presented an alternative network protocol, implemented as a module, for user
mode tasks communication through RTNET stack. It’s also presented the tests results, for
comparative purposes to the UDP/IP protocols.
Capı´tulo 1
Introduc¸a˜o
1.1 Motivac¸a˜o
A utilizac¸a˜o de sistemas computacionais vem obtendo grande abrangeˆncia nas mais diver-
sas a´reas de conhecimento. Dentre as atividades a que tais sistemas podem estar relacio-
nados, existem aquelas cuja correta execuc¸a˜o na˜o esta´ vinculada somente aos resultados
lo´gicos obtidos, mas tambe´m nos seus requisitos temporais. A estes sistemas da´-se o
nome de sistemas de tempo real.
Nesta classe de sistemas podem estar contidos desde simples controladores de dispo-
sitivos inteligentes ate´ sistemas mais complexos, como e´ o caso de sistemas de controle
de tra´fego ae´reo. Independentemente da complexidade e tamanho, o que caracteriza estes
sistemas e´ a preocupac¸a˜o com a garantia no cumprimento dos prazos.
De acordo com as possı´veis consequ¨eˆncias do na˜o atendimento dos prazos impostos,
os sistemas de tempo real sa˜o classificados em brandos ou rı´gidos. No primeiro caso, o
resultado pode ter alguma utilidade, ainda que sua produc¸a˜o ocorra apo´s o te´rmino do
prazo. Ja´ nos sistemas rı´gidos, uma vez ultrapassado o prazo, os resultados na˜o teˆm mais
valor.
Em virtude do atendimento de requisitos temporais na˜o estar entre os objetivos dos
sistemas operacionais de propo´sito geral, muitas pesquisas veˆm sendo realizadas com o
objetivo de dar suporte a sistemas de tempo real, atrave´s do desenvolvimento de soluc¸o˜es
proprieta´rias ou extenso˜es para sistemas operacionais de propo´sito geral.
O RTAI e´ uma extensa˜o do Linux para tempo real, cuja pilha de protocolo de rede
2chamada RTNET foi implementada posteriormente, com o objetivo de prover suporte
de tempo real para aplicac¸o˜es que utilizem rede, atrave´s do hardware Ethernet, cuja
utilizac¸a˜o e´ amplamente difundida.
O RTNET implementa comunicac¸a˜o atrave´s dos protocolos UDP/IP, que na˜o se mostra
adequado para todos os tipos de aplicac¸o˜es de tempo real, devido a dois problemas:
• Desempenho: No contexto de redes locais, a utilizac¸a˜o do UDP/IP ocasiona um
custo adicional desnecessa´rio, tanto em func¸a˜o do tamanho das mensagens quanto
no processamento dos cabec¸alhos. Em ambientes de tempo real, onde as
comunicac¸o˜es sa˜o geralmente leves, este custo pode vir a ser muito elevado em
relac¸a˜o ao tamanho das mensagens que trafegam pela rede;
• Confiabilidade: Mesmo com avanc¸o da tecnologia de transmissa˜o de dados alguns
ambientes hostis ainda podem produzir uma quantidade de ruı´do capaz de causar
erros na comunicac¸a˜o. Estes erros na˜o podem ser tratados pelo UDP/IP, uma vez
que este na˜o garante a entrega das mensagens enviadas por ele.
Este trabalho apresenta o protocolo SRTP (Simple Real-Time Protocol), que, baseado
no sistema RTNET, implementa funcionalidades leves de controle de erros em apenas treˆs
camadas (ao contra´rio das 5 do UDP/IP). O protocolo proposto visa oferecer uma alter-
nativa para a comunicac¸a˜o de tarefas de tempo real, em espac¸o usua´rio (tarefas LXRT).
Apesar do protocolo ser implementado em um sistema de tempo real e, portanto, uti-
lizar as caracterı´sticas destes, na˜o figura entre os objetivos do SRTP, prover garantias
temporais. Deixando estas garantias a cargo de protocolos de controle de acesso ao meio
que podem ser implementados em nı´vel de enlace ou aplicac¸a˜o.
1.2 Justificativa
O funcionamento do RTNET baseia-se nos protocolos UDP/IP, que sa˜o adequados para
redes de larga escala, como a Internet. Em redes locais, entretanto, a utilizac¸a˜o deste tipo
de protocolo ocasiona um custo adicional desnecessa´rio em cada camada, tanto em func¸a˜o
do tamanho das mensagens quanto no processamento adicional no tratamento destas. Em
3ambientes de tempo real, onde as comunicac¸o˜es sa˜o, geralmente, leves, este custo pode
vir a ser muito elevado em relac¸a˜o ao tamanho das mensagens que trafegam pela rede.
Ale´m disso, a utilizac¸a˜o da pilha UDP/IP, implementados no RTNET, na˜o pode ser
considerada confia´vel, uma vez que estes protocolos na˜o fazem tratamento de erros, dei-
xando esta tarefa ao encargo das aplicac¸o˜es.
Desta forma faz-se necessa´rio um protocolo que seja mais leve e realize algum tipo de
tratamento de erros, como o apresentado neste trabalho.
1.3 Objetivos
O objetivo principal deste trabalho e´ implementar um protocolo leve e confia´vel para
o ambiente de tempo real RTAI-RTNET. Dentre os objetivos especı´ficos do trabalho
podemos citar:
• Fazer um estudo do sistema operacional aberto RTAI e de suas capacidades na
implementac¸a˜o de sistemas de tempo real;
• Estudar o sistema de comunicac¸a˜o RTNET, suas capacidades e limitac¸o˜es como
framework para a implementac¸a˜o de novos protocolos;
• Projetar formalmente um protocolo de comunicac¸a˜o simples e leve, que atenda re-
quisitos de confiabilidade de maneira eficiente;
• Implementar tal protocolo como um mo´dulo do nu´cleo, baseando-se nas funciona-
lidades do RTAI-RTNET;
• Validar e testar tal protocolo atrave´s de comparativos do mesmo em relac¸a˜o a
soluc¸o˜es ja´ existentes.
1.4 Organizac¸a˜o do Trabalho
O conteu´do deste trabalho esta´ organizado em oito capı´tulos, conforme descritos a seguir:
O capı´tulo 2 apresenta a conceituac¸a˜o ba´sica dos sistemas de tempo real apresentando
as definic¸o˜es e terminologias mais utilizadas no ambiente de tempo real.
4No capı´tulo 3 sa˜o apresentadas as definic¸o˜es relativas a` comunicac¸a˜o de tempo real,
bem como suas classificac¸o˜es em relac¸a˜o ao comportamento temporal. Sa˜o aprofundadas
as classificac¸o˜es relativas aos protocolos de enlace, mais especificamente em sua subca-
mada de controle de acesso ao meio (MAC);
O capı´tulo 4 aborda a utilizac¸a˜o do sistema operacional Linux no que se refere ao
tratamento de tarefas com requisitos temporais e algumas de suas extenso˜es para tempo
real;
No capı´tulo 5 sa˜o apresentados o ambiente de tempo real RTAI-RTNET em que se
baseia a implementac¸a˜o deste trabalho;
O capı´tulo 6 apresenta as considerac¸o˜es relativas ao projeto e a implementac¸a˜o do
protocolo SRTP;
No capı´tulo 7 esta˜o descritos os testes realizados, bem como a ana´lise dos resulta-
dos dos mesmos atrave´s da comparac¸a˜o entre o protocolo SRTP e os protocolos UDP/IP
implementados no Linux;
O capı´tulo 8 apresenta as concluso˜es e as considerac¸o˜es finais a respeito do trabalho
realizado, bem como sugesto˜es para trabalhos futuros.
Capı´tulo 2
Sistemas de Tempo Real: Uma Revisa˜o
Os sistemas computacionais teˆm se tornado muito presentes em todas as a´reas das ativi-
dades humanas. Devido a` vasta gama de campos de atuac¸a˜o a que atendem tais sistemas
abrangem muitas atividades que possuem requisitos temporais.
As aplicac¸o˜es podem variar muito com relac¸a˜o a` sua complexidade e necessidades de
garantia em atender restric¸o˜es temporais. Entre os sistemas mais simples pode-se destacar
a grande variedade de equipamentos eletrodome´sticos dotados de controladores inteligen-
tes. Ja´ no outro extremo encontram-se sistemas que possuem alto grau de complexidade,
tais como sistemas militares, sistema de controle de plantas industriais, alguns sistemas
hospitalares e sistemas de controle de trafego ae´reo. Assim, pode-se constatar que algu-
mas aplicac¸o˜es possuem restric¸o˜es temporais muito mais rı´gidas do que outras.
2.1 O ambiente de Tempo Real
Um sistema computadorizado dito de tempo real e´ aquele cujo correto desempenho na˜o
esta´ somente associado a uma resposta adequada a um dado estı´mulo (correctness), mas
tambe´m a limites de tempo de execuc¸a˜o (timeliness), isto e´, enquanto ela ainda se faz
necessa´ria [51].
Existem muitos mal entendimentos sobre computac¸a˜o de tempo real. ´E comum que
este conceito esteja associado a` velocidade de processamento. Entretanto, um sistema
de tempo real na˜o possui como requisito ba´sico o fato de ser um sistema veloz. Sua
caracterı´stica fundamental deve ser a previsibilidade temporal [50].
6Mesmo que o termo “tempo real” seja utilizado em muitas aplicac¸o˜es, ele pode estar
sujeito a diferentes interpretac¸o˜es. Diz-se que um sistema de controle opera em tempo
real se ele e´ capaz de responder rapidamente a eventos externos. Pode-se interpretar isto
da seguinte forma: um sistema e´ considerado de tempo real se ele e´ ra´pido. Entretanto,
o termo ra´pido tem um significado relativo e na˜o captura propriedades principais que
caracterizam este tipo de sistemas.
O conceito de tempo e´ uma propriedade intrı´nseca dos sistemas de controle. Na˜o
faz sentido projetar um sistema de computac¸a˜o tempo real para controle de voˆos sem
considerar as caracterı´sticas de tempo das aeronaves. Desta forma, o ambiente e´ sempre
um componente essencial para qualquer sistema tempo real.
Enquanto o objetivo da computac¸a˜o ra´pida e´ minimizar o tempo de resposta (me´dia)
de um conjunto de tarefas determinado, o objetivo da computac¸a˜o de tempo real e´ atender
requisitos de tempo individuais de cada tarefa [19].
Os sistemas computadorizados de tempo real, normalmente, fazem parte de sistemas
muito mais amplos, composto da seguinte forma [29]:
• Interface
• Sistema computadorizado
• Interface de instrumentac¸a˜o (Sensores e Atuadores)
• Objeto a controlar
2.2 Classificac¸a˜o dos Sistemas de Tempo Real
Os sistemas de tempo real esta˜o divididos basicamente em duas classes: os sistemas ditos
crı´ticos (Hard Real-Time) e os brandos (Soft Real-Time) [47], [19]. Esta classificac¸a˜o se
da´ em virtude dos requisitos temporais, prazos (deadlines) a que estes esta˜o sujeitos.
Um deadline representa o prazo ao fim do qual uma determinada tarefa devera´ ser
concluı´da. Em sistemas de tempo real, uma tarefa pode estar sujeita a prazos crı´ticos
(hard deadlines) ou a prazos brandos (soft deadlines), a na˜o conclusa˜o da tarefa dentro de
seu prazo ma´ximo de execuc¸a˜o tera´ respectivamente, consequ¨eˆncias catastro´ficas ou mais
brandas.
7Um sistema dito de tempo real crı´tico e´ aquele que apresenta pelo menos um prazo
crı´tico a ser cumprido. O resultado do na˜o cumprimento deste limite de tempo, normal-
mente gera uma situac¸a˜o de cata´strofe (exemplo: controladores de um reator nuclear).
No contexto de sistemas de tempo real brando supo˜e-se que, se um prazo na˜o e´ cum-
prido, as possı´veis avarias temporais podem ser ditas benignas, uma vez que na˜o acarre-
tam forma alguma de cata´strofe, mas apenas uma pequena deteriorac¸a˜o do servic¸o pres-
tado [41]. A figura 2.1, sintetiza a classificac¸a˜o das tarefas, levando em considerac¸a˜o o
me´rito temporal das mesmas.
Deadline
Tempo de resposta
a)
Deadline
Tempo de resposta
b)
Figura 2.1: Me´rito Temporal a) Servic¸o de tempo real brando b) Servic¸o de tempo real
crı´tico [14]
O que diferencia de forma marcante esses dois tipos de sistemas de tempo real e´ que
em uma situac¸a˜o anoˆmala, os sistemas crı´ticos devem continuar a cumprir seus prazos.
Nestes sistemas, essas situac¸o˜es devem ser antecipadamente previstas durante a fase de
projeto do sistema. Para Koeptz e Verı´ssimo [30], os sistemas de tempo real crı´ticos
devem ser equacionados com base em um modelo de carga ma´xima (load hypothesis) e
em um modelo de falhas (fault hypothesis).
Segundo Farines et al. [19], os sistemas de tempo real crı´tico ainda podem subdividir-
se em duas classes: seguros e operacionais em caso de falhas.
Seguros em caso de falhas (Hard Real-Time Fail Safe): nesta classe de sistemas, esta´
prevista a existeˆncia de um ou mais estados ditos seguros que podem ser atingidos em
caso de falhas[27];
Operacionais em caso de falha (Hard Real-Time Fail Operacional): esta classe de
8sistemas trabalha com a ide´ia de que ao apresentar falhas parciais, este possa se degradar
fornecendo alguma forma de servic¸o mı´nimo, mas ainda seguro.
As aplicac¸o˜es de tempo real crı´ticas possuem como caracterı´stica a necessidade de
detectar os erros dentro de um curto espac¸o de tempo e com um grande grau de probabili-
dade. O tempo para a detecc¸a˜o do erro deve ser da mesma ordem de grandeza do perı´odo
de amostragem do sistema de controle mais ra´pido, tornando assim, possı´vel do ponto de
vista temporal, que alguma ac¸a˜o corretiva sobre o sistema possa ser tomada em caso de
falha.
Em Farines et al.[19] encontra-se, ainda, outra forma de distinc¸a˜o entre os sistemas de
tempo real. A visa˜o apresentada na literatura por alguns autores, leva em conta o ponto
de vista da implementac¸a˜o. Tal forma de distinguir os sistemas de tempo real faz com que
os mesmos sejam classificados das seguintes formas: os sistemas de resposta garantida e
os sistemas de melhor esforc¸o.
Os sistemas de resposta garantida (guaranteed response system) sa˜o aqueles onde exis-
tem recursos suficientes para suportar a carga de pico e cena´rios de falha definidos. Os
sistemas do melhor esforc¸o (best effort system) sa˜o aqueles que fundamentam-se na es-
trate´gia de alocac¸a˜o dinaˆmica de recursos, baseando-se em estudos probabilistas sobre a
carga e os cena´rios de falhas aceita´veis.
2.3 Escalonamento de Tarefas
O “mundo real” e´ inerentemente concorrente, uma vez que existem inu´meros recursos que
por serem escassos precisam ser compartilhados por diversas entidades da mesma forma
que sa˜o inconta´veis as entidades que, ao longo do tempo, rivalizam entre si para usufruir
um recurso escasso.
Em um sistema computacional, um processador, ou qualquer outro componente do
sistema torna-se um recurso escasso quando a ele e´ confiada a execuc¸a˜o de duas ou mais
tarefas que, idealmente, deveriam desenvolver-se de forma simultaˆnea. Assim, pode-se
dizer que qualquer recurso disponı´vel em um sistema torna-se escasso quando em quan-
tidade inferior ao nu´mero de processos que em um dado instante solicitarem acesso ao
mesmo.
9Na auseˆncia de uma polı´tica de moderac¸a˜o, tal concorreˆncia tem, inevitavelmente,
consequ¨eˆncias cao´ticas. Desta forma, torna-se necessa´rio buscar um meio que permita
disciplinar de forma eficaz a disputa pelos recursos escassos.
Um algoritmo de escalonamento e´ um conjunto de regras que uma vez detectada a
existeˆncia de concorreˆncia, define o modo de partilhar um recurso ou um conjunto destes
pelas diversas entidades que pretendem usufruı´-lo, possibilitando que este intento seja
alcanc¸ado [34].
Em sistemas computacionais, os processadores na˜o sa˜o os u´nicos recursos comparti-
lhados. Largura de banda de um barramento, interfaces de rede, entre outros componen-
tes, figuram como recursos escassos. No escopo deste trabalho, entretanto, o recurso que
esta´ sendo considerado e´ apenas o sistema de comunicac¸a˜o, e as tarefas sa˜o as mensa-
gens que trafegam por meio deste. Pretende-se, enta˜o, apresentar algoritmos cla´ssicos de
escalonamento de mensagens em tempo real.
2.4 Escalonamento de Tarefas de Tempo Real
As necessidades temporais condicionais inerentes aos processos de tempo real sa˜o as prin-
cipais responsa´veis pela dificuldade no desenvolvimento de algoritmos de escalonamento
de um recurso. Abordagens de escalonamento consideradas justas em um determinado
contexto podem na˜o ser eficazes quando analisadas a` luz das necessidades temporais ex-
pressas em tarefas de tempo real [19].
Um algoritmo de escalonamento para tarefas de tempo real crı´tico somente se torna
va´lido se garantir, dentro de alguns pressupostos, que todas as tarefas sera˜o executadas e
concluı´das dentro de seus respectivos prazos.
2.4.1 Abordagens de Escalonamento
Em Farines et al. [19], e´ demonstrado que, levando-se em considerac¸a˜o o tipo de carga a
ser tratada e as etapas de escalonamento, pode ser definida uma taxonomia identificando
a existeˆncia de treˆs grupos principais de abordagens de escalonamento de tempo real: as
abordagens com garantia em tempo de projeto, as com garantia em tempo de execuc¸a˜o e
10
as baseadas na estrate´gia de melhor esforc¸o [43]. A figura 2.2 representa esta classificac¸a˜o
das diferentes abordagens de escalonamento de tempo real.
Escalonamento de Tempo
Real
Estratégia
Melhor  Esforço
Garantia em
Tempo de
Execução
Garantia  em
Tempo de Projeto
Algoritmo
Executivo Cíclico
Algoritmo
Baseado em
Prioridades
Prioridades
Dinâmicas
Prioridades
Estáticas
Figura 2.2: Taxonomia de abordagens de escalonamento de tempo real
2.4.1.1 Abordagens com Garantias em Tempo de Projeto (Off-line guarantee)
Este grupo de garantias tem por objetivo a previsibilidade determinista, que somente e´
alcanc¸ada a partir de um conjunto de premissas:
• A carga e´ esta´tica, sendo conhecida em tempo de projeto, bem como os instantes
de chegada das tarefas. Sua modelagem e´ feita em func¸a˜o de tarefas perio´dicas e
espora´dicas;
• Os recursos sa˜o suficientes para o cumprimento das tarefas, respeitando suas
restric¸o˜es temporais em condic¸a˜o de carga ma´xima (pior caso).
Existem dois tipos de abordagens com garantia em tempo de projeto: o executivo
cı´clico e o escalonamento dirigido a prioridades.
No caso Executivo Cı´clico, tanto o teste de escalonabilidade quanto a` produc¸a˜o da
escala sa˜o realizados em tempo de projeto. Esta abordagem gera a sua escala visando
11
refletir o pior caso (pior situac¸a˜o de chegada de tarefas, piores tempos de execuc¸a˜o e
tarefas espora´dicas com a ma´xima ocorreˆncia).
Apesar de o sistema garantir a execuc¸a˜o das tarefas com base nas suas restric¸o˜es tem-
porais, desperdic¸a recursos que sa˜o sempre reservados para o pior caso, uma vez que este
esta´ distante do caso me´dio [19].
O Escalonamento Dirigido a Prioridade mostra-se mais dinaˆmico, uma vez que
apenas o teste de escalonabilidade e´ realizado durante o tempo de projeto, sendo a escala
produzida em tempo de execuc¸a˜o por um escalonador dirigido a prioridades. Em virtude
do pior caso ser considerado apenas durante o teste de escalonabilidade, esta abordagem
e´ mais flexı´vel, mas ainda assim garante recursos para o pior caso.
2.4.1.2 Abordagens com Garantia Dinaˆmica e de Melhor Esforc¸o
As abordagens com garantia dinaˆmica e de melhor esforc¸o, ao contra´rio do grupo anterior,
tratam a carga computacional como sendo dinaˆmica, e, portanto, na˜o previsı´vel [19].
Os tempos de chegada das tarefas na˜o sa˜o conhecidos previamente. Uma vez que o
pior caso na˜o pode ser antecipado em tempo de projeto, na˜o e´ possı´vel que sejam previstos
os recursos necessa´rios para todas as situac¸o˜es de carga. Assim, na˜o existe como garantir
antecipadamente que todas as tarefas, independente da situac¸a˜o de carga, ira˜o ter seus
prazos respeitados.
Nos casos em que se trata com carga dinaˆmica podem ocorrer situac¸o˜es onde os re-
cursos computacionais sa˜o insuficientes para os cena´rios de tarefas (situac¸o˜es de sobre-
carga). Por isso, tanto os testes de escalonabilidade, quanto a escala devem ser realizadas
em tempo de execuc¸a˜o.
As abordagens com garantia dinaˆmica utilizam um teste de aceitac¸a˜o para verificar a
escalonabilidade do conjunto de tarefas a serem executadas, realizado cada vez que uma
nova tarefa chega ao grupo (fila de prontos). Tais abordagens baseiam-se em ana´lises rea-
lizadas com hipo´teses de pior caso sobre alguns paraˆmetros temporais. Se o seu resultado
indicar o conjunto como na˜o escalona´vel, a nova tarefa que chegou sera´ enta˜o descartada
preservando o conjunto de tarefas que, previamente, foi garantido como escalona´vel [19].
Estas classes de abordagem que oferecem garantias dinaˆmicas sa˜o pro´prias para
aplicac¸o˜es que possuem restric¸o˜es crı´ticas, mas que na˜o operam em ambientes determi-
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nistas.
As abordagens baseadas no melhor esforc¸o sa˜o fundamentadas nos algoritmos que
tentam encontrar uma escala que possa suprir as necessidades em tempo de execuc¸a˜o,
sem realizar teste ou realizando testes mais fracos.
Na˜o existe a garantia do envio de tarefas atendendo suas restric¸o˜es temporais. Es-
sas abordagens sa˜o adequadas para aplicac¸o˜es na˜o crı´ticas, envolvendo prazos que na˜o
sejam rı´gidos, onde a perda destes prazos na˜o representa custos ale´m da diminuic¸a˜o do
desempenho das aplicac¸o˜es, como e´ o caso de sistemas multimı´dia.
O desempenho de sistemas baseados no melhor esforc¸o quando considerados apenas
os casos me´dios, e´ muito melhor que os baseados em garantia dinaˆmica. As hipo´teses pes-
simistas feitas em abordagens com garantia dinaˆmica podem desnecessariamente descar-
tar tarefas. Nas abordagens de melhor esforc¸o tarefas sa˜o abortadas somente em condic¸o˜es
reais de sobrecarga, quando ocorrem falhas temporais.
2.5 Escalonamento de Tarefas Perio´dicas
Nas aplicac¸o˜es de tempo real, as atividades envolvidas apresentam como caracterı´stica
o comportamento perio´dico de suas ac¸o˜es. Em um conjunto de tarefas perio´dicas, as
caracterı´sticas que determinam a priori o conhecimento dos tempos de chegada e da carga
computacional do sistema permitem a obtenc¸a˜o de garantias, em tempo de projeto, a
respeito da escalonabilidade.
Em esquemas de escalonamento dirigidos a prioridades, as tarefas do conjunto teˆm
suas prioridades derivadas de suas restric¸o˜es temporais. Escalonamentos deste tipo apre-
sentam melhor desempenho e flexibilidade, em comparac¸a˜o com abordagens como o exe-
cutivo cı´clico.
Pretende-se, aqui, apresentar os algoritmos cla´ssicos de prioridade fixa (“Rate Mono-
tonic”, “Deadline Monotonic” e “Earliest Deadline First”), tidos como o´timos para suas
respectivas classes de problemas [19], e que sa˜o caracterizados por modelos de tarefas
simplificados.
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2.5.1 RMA (Rate Monotonic Algorithm)
O algoritmo de escalonamento RM (Rate Monotonic) foi uma das primeiras te´cnicas de
ana´lise de escalonabilidade apresentada em [34]. A principal regra que o caracteriza e´ a
atribuic¸a˜o de prioridades a`s tarefas perio´dicas de forma inversamente proporcional a seus
perı´odos.
A ana´lise de escalonabilidade no RM e´ realizada em tempo de projeto e baseia-se
no ca´lculo de utilizac¸a˜o. Nestas condic¸o˜es, um sistema e´ dito escalona´vel se cumprir a
seguinte condic¸a˜o (2.1):
N∑
i=1
Ci
Ti
≤ N(2 1N − 1) (2.1)
Onde N e´ o nu´mero total de processos no sistema, Ci e Ti o pior tempo de computac¸a˜o
e a taxa de chegada do processo i, respectivamente.
O RM utiliza-se de um esquema de prioridades fixas, atribuı´das antes da execuc¸a˜o,
na˜o mudando no tempo (escalonamento esta´tico). O escalonador utilizado na execuc¸a˜o
da escala produzida e´ preemptivo.
O RM e´ dito o´timo entre os algoritmos que utilizam prioridade fixa, pois nenhum outro
pode escalonar um conjunto de tarefas que na˜o pode ser escalonado pelo RM.
O modelo de tarefas e´ estabelecido com base em algumas premissas [19]:
• As tarefas sa˜o perio´dicas, na˜o existindo dependeˆncia entre estas.
• O deadline de cada tarefa e´ igual ao seu perı´odo (Di = Pi).
• Cada tarefa necessita do mesmo tempo de computac¸a˜o (Ci) a cada perı´odo.
• O tempo de chaveamento entre tarefas na˜o e´ considerado.
Neste caso, a utilizac¸a˜o alcanc¸ada se aproxima do ma´ximo teo´rico, coincidindo o teste
abaixo com uma condic¸a˜o necessa´ria e suficiente [34]:
U =
∑
Ci/P i ≤ 1 (2.2)
sendo U a utilizac¸a˜o do recurso, Ci o tempo de computac¸a˜o de cada tarefa, e Pi o
perı´odo.
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O RM garante a escalonabilidade de um conjunto de tarefas perio´dicas quando a
utilizac¸a˜o ma´xima por todos os processos a um recurso seja inferior a 69,3%. Neste
patamar todo o conjunto de tarefas e´ escalona´vel.
2.5.2 EDF (Earliest Deadline First)
O EDF (Earliest Deadline First) consiste na ana´lise de cada processo de acordo com seu
prazo ma´ximo de execuc¸a˜o, tornando-se assim dinaˆmico [16]. Neste algoritmo a escala
de execuc¸a˜o e´ produzida por um escalonador preemptivo dirigido a prioridades, durante
a execuc¸a˜o do sistema.
Diferente do RM, o EDF atribui maior prioridade a` tarefa com prazo mais perto de
findar. O processo de escalonamento e´ simples. Todo o processo deve informar sua
presenc¸a e seu prazo ma´ximo, sendo tais informac¸o˜es adicionadas a uma lista, ordenada
de maneira que as tarefas com os prazos mais pro´ximos do vencimento tenham prioridade
mais elevada.
O modelo de tarefas possui premissas ideˆnticas as utilizadas na abordagem RM, con-
forme visto na sec¸a˜o 2.5.1.
No EDF, toda a vez que uma tarefa chegar no sistema, a fila de tarefas prontas pode
sofrer uma reordenac¸a˜o. Isto ocorre em virtude da nova distribuic¸a˜o das prioridades em
relac¸a˜o as seus prazos. A cada ativac¸a˜o de uma Ti, um novo valor de deadline absoluto e´
determinado.
O teste de escalonabilidade no EDF e´ feito na fase do projeto e a base e´ a utilizac¸a˜o do
processador (recurso compartilhado). Um conjunto de tarefas e´ dito escalona´vel baseando-
se na equac¸a˜o 2.3:
U =
∑
Ci/P i ≤ 1 (2.3)
sendo U a utilizac¸a˜o do recurso, Ci o tempo de computac¸a˜o de cada tarefa, e Pi o
perı´odo.
2.5.3 DM (Deadline Monotonic)
O algoritmo DM, introduzido em Leung e Whitehead [32], atribui de forma fixa maior
prioridade a`s tarefas perio´dicas, cujos prazos sa˜o considerados sempre menores ou iguais
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aos perı´odos das mesmas. O RMA e´ um caso particular deste algoritmo [4].
Na abordagem utilizada pelos algoritmos RM e EDF, onde o prazo e´ igual ao perı´odo
de uma tarefa, e´ possı´vel que uma instaˆncia de determinada tarefa possa ser executada em
qualquer instante dentro de seu perı´odo. Contudo, isto pode nem sempre ser desejado por
ser demasiadamente restritivo, quando se trata de aplicac¸o˜es de tempo real.
O modelo de tarefas do DM segue as seguintes premissas [19]:
• Tarefas perio´dicas e independentes entre si;
• Tempo de processamento (pior caso);
• Prazos Relativos menores ou iguais aos perı´odos das tarefas;
• Tempo de chaveamento entre tarefas na˜o e´ considerado.
O DM considera os prazos relativos menores ou iguais aos perı´odos das tarefas, desta
forma as prioridades sa˜o atribuı´das estaticamente, na ordem inversa aos valores de seus
prazos relativos. Sendo assim, em qualquer instante, a tarefa com o menor prazo relativo
e´ executada.
O escalonador utilizado no DM e´ um escalonador preemptivo que se baseia em prio-
ridades, e a escala utilizada pelo mesmo e´ criada em tempo de execuc¸a˜o.
2.6 Ana´lise de Escalonabilidade
Em se tratando de sistemas de tempo real crı´tico, torna-se necessa´rio provar, de modo
formal, que uma dada configurac¸a˜o cumpre sempre suas metas. Contudo, esta tarefa esta´
muito longe de ser algo trivial devido ao grande nu´mero de possibilidades existentes,
mesmo em sistemas simples.
Ao ato de verificar se uma dada configurac¸a˜o das va´rias tarefas que compo˜em um
sistema, com uma certa ordem de escalonamento, cumpre ou na˜o as metas da´-se o nome
de teste de escalonabilidade.
16
2.6.1 Testes de Escalonabilidade
No processo de escalonamento de tarefas de tempo real, a realizac¸a˜o de testes de es-
calabilidade tem uma grande importaˆncia, uma vez que atrave´s destes e´ possı´vel que se
determine se um conjunto de tarefas e´ escalona´vel, ou seja, se existe uma escala realiza´vel
para este conjunto.
A forma de realizac¸a˜o de tais testes varia de acordo com os modelos de tarefas e
polı´ticas definidas em um problema de escalonamento. Para isto e´ necessa´rio que sejam
definidos paraˆmetros que reflitam varia´veis, como o nı´vel de ocupac¸a˜o de determinado
recurso ou mesmo o tempo de resposta do sistema.
Segundo Farines et al.[19], os testes de escalonabilidade sa˜o classificados em: Testes
Suficientes, Testes Exatos e Testes Necessa´rios.
A figura 2.3 representa a maneira como esta˜o divididos os testes de escalonabilidade.
Conjunto das tarefas escalonáveis
Testes Suficientes
Teste Exato
Testes Necessários
Conjunto das tarefas não escalonáveis
O sucesso do teste garante que  os conjuntos de  tarefas
são escalonáveis
A falha do teste indica que os conjuntos de tarefas não
são escalonáveis
Figura 2.3: Testes de Escalonabilidade [19]
Testes Suficientes: Conjunto de testes capaz de apontar se um conjunto de tarefas
e´ escalona´vel. A aplicac¸a˜o destes testes e´ de relativa facilidade, mas e´ necessa´rio que
se leve em conta o fato de que entre os conjuntos de tarefas descartados podem existir
alguns grupos de tarefas escalona´veis. Todo o conjunto de tarefas aceitas por estes testes
sa˜o escalona´veis de fato.
Testes exatos: Sa˜o testes capazes de apontar com precisa˜o se um conjunto de tarefas
e´ ou na˜o escalona´vel, contudo apesar de tal precisa˜o este tipo de testes sa˜o impratica´veis
[19].
Testes necessa´rios: conjunto de testes menos restritivo baseando-se em uma ana´lise
simples do conjunto de tarefas existentes no sistema. Os conjuntos de tarefas descartados
por esta classe de testes na˜o sa˜o escalona´veis, contudo, os conjuntos aceitos na˜o podem
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ser garantidos como escalona´veis[19].
2.7 Inversa˜o de Prioridades
Em sistemas multitarefa com escalonamento por preempc¸a˜o e mecanismos de controle
de acesso a estruturas compartilhadas e´ possı´vel que uma tarefa fique bloqueada por uma
outra tarefa de menor prioridade que detenha o direito de acesso a uma estrutura com-
partilhada. Entretanto, se uma outra tarefa com prioridade intermedia´ria interrompe a
tarefa de menor prioridade e passa a executar continuando a tarefa de maior prioridade
bloqueada, a este problema da´-se o nome de inversa˜o de prioridade [26]. Quando isso na˜o
e´ devidamente acautelado pode dar origem a cena´rios de bloqueio circular por parte de
va´rias tarefas.
Em Sha et al. [45] e´ apresentada a descric¸a˜o de dois algoritmos que visam limitar o
tempo pelo qual um processo pode experimentar uma situac¸a˜o de inversa˜o de prioridade.
2.7.1 Protocolo de Heranc¸a de Prioridade (Priority Inheritance Pro-
tocol)
O protocolo PIP tem por objetivo limitar o tempo pelo qual um processo pode estar sujeito
a um regime de inversa˜o de prioridade, atrave´s da elevac¸a˜o da prioridade do processo que
a motiva.
Quando um processo Pi bloqueia a execuc¸a˜o de um processo Pj de prioridade superior
a` sua Pi passa a ser executado com a prioridade de Pj.
Utilizando-se o protocolo PIP em um processo gene´rico Pi, composto por m sec¸o˜es
crı´ticas, a execuc¸a˜o de Pi pode vir a ser bloqueada m vezes. No pior dos casos, um
processo Pi pode ser bloqueado sempre que tentar entrar em uma sec¸a˜o crı´tica.
Este protocolo impo˜e desta forma um limite de tempo pelo qual um processo pode
sofrer uma inversa˜o de prioridade, o que na˜o garante, entretanto, que este limite na˜o seja
bastante elevado. Ale´m disso, este protocolo na˜o tem a possibilidade de prevenir situac¸o˜es
de impasse (deadlock).
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2.7.2 Protocolo de Prioridade Teto (Priority Ceiling Protocol)
Na abordagem do protocolo de prioridade teto (PCP) a ide´ia central e´ limitar o problema
de inversa˜o de prioridade e evitar a formac¸a˜o de situac¸o˜es de impasse e cadeias de blo-
queios. O PCP e´ dirigido para escalonamento de prioridade fixa.
Este protocolo e´ uma extensa˜o do PIP, adicionando uma regra de controle sobre os
pedidos de entrada em exclusa˜o mu´tua. Para evitar o bloqueio mu´ltiplo, a regra na˜o
permite que uma tarefa entre em uma sec¸a˜o crı´tica, caso existam sema´foros bloqueados
que possam bloquea´-la. Uma vez que a tarefa entra na sua primeira sec¸a˜o crı´tica, ela na˜o
pode ser bloqueada por tarefas de prioridade mais baixas.
Na pra´tica, cada sema´foro tem uma prioridade teto associada que e´ igual a` prioridade
da tarefa de maior prioridade que pode pegar o sema´foro. Assim, uma tarefa T tem
permissa˜o de entrar em uma sec¸a˜o crı´tica, somente se sua prioridade for maior do que
todas as prioridades teto dos sema´foros pertencentes a outras tarefas diferentes de T. Ao
sair da sec¸a˜o crı´tica, a tarefa passa a executar com a sua prioridade esta´tica.
No capitulo seguinte, sera˜o apresentados conceitos ba´sicos sobre o modelo de re-
fereˆncia OSI, onde sera˜o abordados aspectos relativos a`s comunicac¸o˜es em tempo real,
concentrando-se na camada de enlace e na subcamada MAC.
Capı´tulo 3
Modelo de Refereˆncia OSI e as
Comunicac¸o˜es em Tempo Real
3.1 Modelo de Refereˆncia OSI (RM OSI)
No final de 1979, a ISO (International Standard Organization) convergiu para a definic¸a˜o
de um modelo de sistemas de comunicac¸a˜o estruturado em camadas, para especificar
a comunicac¸a˜o entre sistemas abertos. Apo´s alguns esta´gios intermedia´rios, em 1983
foi aprovado o documento definitivo ISO/EIC 7894. Este modelo de refereˆncia e´ ate´
nossos dias utilizado para reger o desenvolvimento de arquiteturas de comunicac¸o˜es entre
sistemas heterogeˆneos.
O RM OSI foi desenvolvido com a finalidade de identificar e estabelecer uma taxo-
nomia das diferentes func¸o˜es dos sistemas de comunicac¸a˜o, sendo apenas utilizado como
uma refereˆncia para o desenvolvimento de sistemas de comunicac¸a˜o.
Este modelo define sete camadas ou func¸o˜es, na˜o sendo obrigato´rio que um determi-
nado sistema implemente todas as camadas de forma distinta.
A figura 3.1 mostra como se relacionam as camadas e como elas tratam as informac¸o˜es
neste modelo.
20
Fisíca
Aplicação
Apresentação
Sessão
Transporte
Rede
Enlace
Fisíca
Aplicação
Apresentação
Sessão
Transporte
Rede
Enlace
Host A Host B
bits
quadros
pacotes
segmentos
Figura 3.1: As sete camadas do Modelo de Refereˆncia OSI
3.2 As camadas do modelo OSI
As camadas que compo˜em o Modelo de Refereˆncia OSI sa˜o especificadas na norma
ISO/EIC 7894 [24]. Pretende-se, aqui, apresentar uma breve descric¸a˜o de cada uma destas
camadas e suas principais funcionalidades.
Camada Fı´sica (Camada 1): A camada fı´sica define as especificac¸o˜es ele´tricas,
mecaˆnicas, funcionais e de procedimentos para ativar, manter e desativar o link fı´sico en-
tre sistemas finais. Sa˜o definidas nesta camada caracterı´sticas tais como, nı´veis de volta-
gem, temporizac¸a˜o de alterac¸o˜es de voltagem, taxas de dados fı´sicos, distaˆncias ma´ximas
de transmissa˜o, conectores fı´sicos e outros atributos similares.
Camada de Enlace (Camada 2): Esta camada define o formato dos quadros, a sua
codificac¸a˜o lo´gica, fornece traˆnsito seguro de dados atrave´s de um link fı´sico. Ale´m disso,
e´ nesta camada que sa˜o tratados o enderec¸amento fı´sico (em oposic¸a˜o ao enderec¸amento
lo´gico), a topologia de rede, o acesso a` rede, a notificac¸a˜o de erro, a entrega ordenada de
quadros e o controle de fluxo. Em se tratando de redes locais, a camada de enlace e´ sub-
dividida em duas camadas: A subcamada MAC (Medium Access Control) e subcamada
LLC (Logical Link Control)[25].
A subcamada MAC que tem como objetivo proporcionar mecanismos de controle de
acesso ao meio fı´sico de transmissa˜o.
A subcamada LLC localiza-se na parte superior da camada de enlace, podendo pres-
tar servic¸os como: servic¸o de datagrama na˜o-confia´vel, servic¸o de datagrama com
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confirmac¸a˜o e servic¸o orientado a` conexa˜o confia´vel.
Camada de Rede (Camada 3): ´E neste nı´vel que sa˜o descritas as caracterı´sticas da
rede, de forma a garantir que os pacotes cheguem ao seu destino atrave´s do caminho
escolhido na fonte. Este nı´vel e´ imprescindı´vel quando diferentes caminhos sa˜o possı´veis,
pois e´ neste ponto que se faz o chamado encaminhamento de pacotes.
Camada de Transporte (Camada 4): A camada de transporte recebe os dados da
camada de sec¸a˜o e os divide, se necessa´rio, em unidades menores e os passa para a camada
de rede garantindo que todas essas unidades cheguem corretamente a` outra ma´quina.
Nesta camada, define-se a maneira como sera˜o estabelecidas as ligac¸o˜es, bem como
sera´ realizada a comunicac¸a˜o entre dois no´s da rede. A camada de transporte estabelece,
mante´m e termina corretamente circuitos virtuais. Pode fornecer um servic¸o confia´vel,
por utilizar o controle do fluxo de informac¸o˜es e a detecc¸a˜o e recuperac¸a˜o de erros de
transporte.
Camada de Sessa˜o (Camada 5): Apo´s o estabelecimento lo´gico de um canal de
comunicac¸a˜o entre dois pontos feita pela camada de transporte, a camada de sessa˜o for-
nece uma metodologia para controle do dia´logo, sendo responsa´vel por sincronizar as
aplicac¸o˜es e iniciar uma sessa˜o de trabalho.
Camada de Apresentac¸a˜o (Camada 6): Esta camada realiza transformac¸o˜es ne-
cessa´rias aos dados, antes do envio a` camada de sessa˜o. Transformac¸o˜es tı´picas dizem
respeito a` compreensa˜o de texto, criptografia, conversa˜o de padro˜es de terminais e arqui-
vos para padro˜es de rede.
Camada de Aplicac¸a˜o (Camada 7): Esta e´ a camada mais pro´xima do usua´rio, for-
necendo servic¸os de rede aos aplicativos do usua´rio. Ela na˜o fornece servic¸os a nenhuma
outra camada, mas apenas a aplicativos fora do modelo OSI.
O modelo em camadas do Protocolo OSI, apesar de ser algo conceitual, representa
de um modo geral a forma como os sistemas sa˜o implementados na maneira real. Cada
camada traduz uma interface entre as duas camadas contı´guas utilizando um protocolo
baseado em par. Isto significa que, ao longo das camadas, o jitter1 de lateˆncia introduzido
sera´ grande e a eficieˆncia ira´ se tornar reduzida.
Deste modo, implementac¸o˜es de protocolos baseadas em muitas camadas podem tor-
1Jitter: e´ a inconstaˆncia na raza˜o do atraso (Variac¸a˜o no Atraso)
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nar o tamanho do jitter abusivo para sistemas com restric¸o˜es temporais. Assim, estes
protocolos na˜o sa˜o aplica´veis a sistemas de tempo real [20]. Visando garantir uma melhor
performance temporal, na maioria dos sistemas de tempo real utiliza-se uma arquitetura
de softwares de comunicac¸a˜o baseada em apenas treˆs camadas: camada fı´sica, camada de
enlace (subdividida em LLC e MAC) e camada de aplicac¸a˜o.
No contexto deste trabalho sera˜o analisados apenas protocolos da camada de enlace e
na subcamada MAC do RM OSI, onde esta enquadrado o projeto.
3.3 Classificac¸a˜o dos Protocolos de Controle de Acesso ao
Meio (MAC)
Os protocolos de controle de acesso ao meio podem ser classificados, tanto a` luz da forma
como alocam o meio de transmissa˜o, quanto em func¸a˜o de seus respectivos comporta-
mentos temporais.
3.3.1 Classificac¸a˜o dos Protocolos MAC quanto a` Alocac¸a˜o do Meio
Em Stemmer [52] encontra-se uma classificac¸a˜o dos protocolos de acesso ao meio, em 5
categorias;
Protocolos de Alocac¸a˜o Fixa: Os protocolos desta categoria alocam o meio aos no´s
por intervalos de tempos determinados, independentemente da real necessidade de acesso.
Protocolos de Alocac¸a˜o Controlada: Neste tipo de protocolo, um determinado no´
(estac¸a˜o) apenas recebe o direito de acessar o meio quando toma posse de um quadro de
permissa˜o. Este quadro e´ entregue aos no´s atrave´s de uma ordem predefinida.
Protocolos de Alocac¸a˜o por Reserva: Esta classe de protocolo caracteriza-se pelo
fato de os no´s necessitarem reservar banda com antecedeˆncia, atrave´s de uma solicitac¸a˜o
feita a estac¸a˜o controladora, dentro de um intervalo de tempo anteriormente reservado
para esta finalidade.
Protocolos de Alocac¸a˜o Aleato´ria (Protocolos de contenc¸a˜o): Estes protocolos per-
mitem que o acesso ao meio, por parte dos no´s, ocorra de forma aleato´ria, mas respeitando
um conjunto de regras.
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Protocolos Hı´bridos: Sa˜o ditos hı´bridos, todos aqueles protocolos que se enquadram
em duas ou mais das categorias anteriores.
3.3.2 Classificac¸a˜o dos Protocolos MAC quanto ao comportamento
temporal
Os protocolos de acesso ao meio podem ser classificados, basicamente, de duas formas
quanto ao seu comportamento temporal:
Protocolos Determı´nisticos: Esta categoria de protocolo e´ caracterizada pela sua pos-
sibilidade de definir um prazo limite para a entrega de uma mensagem especifica, mesmo
que isto ocorra no pior caso. Alguns destes protocolos concedem acesso ao no´ indepen-
dente da necessidade deste utilizar o seu intervalo de transmissa˜o.
Protocolos Na˜o Determı´nisticos: Esta classe de protocolos e´, frequ¨entemente, ca-
racterizada pela competic¸a˜o entre estac¸o˜es pelo direito de acessar o meio de transmissa˜o.
3.3.2.1 Protocolos MAC Na˜o Determı´nisticos
Dentre os protocolos MAC na˜o determinı´sticos, pretende-se apresentar, nesta sec¸a˜o, o
CSMA e suas variac¸o˜es.
O protocolo CSMA (“Carrier Sense Multiple Access”) permite a partilha do meio de
transmissa˜o, baseando-se na detecc¸a˜o da existeˆncia de uma transmissa˜o em curso (“Car-
rier Sense”).
Quando um no´ pretende enviar dados, primeiro sera´ verificado se o meio de trans-
missa˜o esta´ livre para que a transmissa˜o possa ser iniciada. Contudo, se o meio de
transmissa˜o estiver ocupado existem va´rias abordagens baseadas neste algoritmo para a
resoluc¸a˜o desta situac¸a˜o.
CSMA na˜o persistente: Nesta abordagem, o comportamento da estac¸a˜o que deseja
transmitir e´ menos afoito que nas demais abordagens, pois, se o meio de transmissa˜o
estiver ocupado, a estac¸a˜o ira´ esperar um perı´odo de tempo aleato´rio, para voltar a fazer
nova tentativa de transmissa˜o [54].
Como principal desvantagem, esta abordagem apresenta o fato de que o meio de trans-
missa˜o pode vir a ser desocupado neste meio tempo, enquanto existem dados para ser
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transmitidos. Isto introduz um maior atraso de emissa˜o ao nı´vel das estac¸o˜es em relac¸a˜o
aos protocolos persistentes [48].
CSMA 1 persistente: Nos protocolos baseados nesta abordagem, quando uma estac¸a˜o
estiver pronta para enviar dados, esta deve primeiro escutar o meio de transmissa˜o. Es-
tando este livre a estac¸a˜o passara´, a enviar suas mensagens. Caso contra´rio, a estac¸a˜o deve
aguardar na escuta ate´ que o meio esteja livre para transmissa˜o [48].
No caso de mais de uma estac¸a˜o, ao escutar o meio de acesso, detectarem-no como
disponı´vel para transmissa˜o, ambas passara˜o a transmitir. Nestas condic¸o˜es ocorre uma
colisa˜o, e os no´s envolvidos devem esperar um perı´odo de tempo aleato´rio para que voltem
a escutar o barramento novamente, e possam fazer uma nova tentativa de transmissa˜o.
Esta abordagem sofre influeˆncia do tempo de propagac¸a˜o dos pacotes, pois quanto
maior este tempo pior o desempenho do protocolo, em virtude da ocorreˆncia de coliso˜es.
O tempo de propagac¸a˜o depende principalmente da taxa de transmissa˜o(bits/s) e do com-
primento do meio de transmissa˜o (cabo) [54].
CSMA p persistente: Este algoritmo tenta diminuir as coliso˜es evitando que o meio
de transmissa˜o seja subutilizado. Nesta abordagem, se uma estac¸a˜o possui uma mensagem
para enviar, primeiro ira´ escutar o meio de transmissa˜o, verificando a disponibilidade do
mesmo e, so´ enta˜o, passando a transmitir com uma probabilidade p. Pore´m, se o meio de
transmissa˜o estiver ocupado sera´ necessa´rio que a estac¸a˜o aguarde um perı´odo de tempo,
equivalente ao atraso ma´ximo de propagac¸a˜o no meio de transmissa˜o para voltar a tentar
a transmitir. Este tempo e´ especifico e sera´ sempre igual a q=1-p, onde q e´ o intervalo de
tempo e p a probabilidade.
Mesmo a te´cnica p-persistente na˜o resolve totalmente os problemas, por um lado con-
tinuam a existir coliso˜es e por outro continuam a existir instantes em que o meio na˜o e´
utilizado e existem dados a` espera para ser emitidos [54].
CSMA/CD (Collision Detection): O me´todo de acesso CSMA/CD foi especificado
pela IEEE e, posteriormente, pela ISO, atrave´s de normas IEEE 802.3 e ISO 8802-3 [22].
Tipicamente, a te´cnica CSMA/CD utiliza um algoritmo 1-persistente, que e´ o mais efici-
ente sob o ponto de vista da utilizac¸a˜o do meio de transmissa˜o. Em lugar de minimizar o
nu´mero de coliso˜es, este tipo de protocolo tenta-se reduzir as suas consequ¨eˆncias [49].
Nas implementac¸o˜es CSMA anteriores, quando ocorre uma colisa˜o, o meio de trans-
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missa˜o fica inutilizado por um perı´odo de tempo igual ao tempo de transmissa˜o de cada
um dos quadros.
O mecanismo CD obriga que os no´s escutem a rede enquanto emitem dados, raza˜o
pela qual o CSMA/CD e´ tambe´m conhecido por “Listen While Talk” (LWT) [49].
Como o no´ emissor tambe´m escuta a rede ele pode detectar a colisa˜o. Nesse caso,
a emissa˜o do pacote e´ cessada imediatamente, sendo emitido um sinal (“jam”) de 48
bits que notifica todas as estac¸o˜es da ocorreˆncia da colisa˜o. Neste caso, o no´ espera um
perı´odo de tempo aleato´rio e volta a tentar a fazer a transmissa˜o. Para evitar coliso˜es
sucessivas, utiliza-se uma te´cnica conhecida por “binary exponential backoff ” em que os
tempos aleato´rios de espera sa˜o sempre duplicados por cada colisa˜o que ocorre [54].
Existe um aspecto importante a considerar para que as coliso˜es sejam detectadas com
sucesso, o tamanho mı´nimo dos pacotes deve ser tal que o seu tempo de transmissa˜o seja
superior ao dobro do atraso de propagac¸a˜o. Se isto na˜o acontecer, uma estac¸a˜o pode
completar a emissa˜o do pacote, sem que o sinal produzido pela colisa˜o chegue a tempo
[54].
As redes baseadas nos me´todos de acesso CSMA possuem, como caracterı´stica, o
fato de que quanto maior o nu´mero de estac¸o˜es e mais elevado for o trafego na rede, a
probabilidade da ocorreˆncia de coliso˜es aumenta.
Os protocolos baseados nas filosofias CSMA sa˜o altamente na˜o determı´nisticos, na˜o
sendo possı´vel prever com exatida˜o o seu comportamento. Esta caracterı´stica os torna
na˜o interessantes para redes que trabalhem com restric¸o˜es temporais rı´gidas.
3.3.2.2 Protocolos MAC determı´nisticos
Os protocolos desta classe teˆm como caracterı´stica o fato de possuı´rem um tempo de res-
posta que pode ser determinado, mesmo no pior caso. Os protocolos MAC determı´nisticos
podem ser classificados de duas formas: os me´todos com comando centralizado e os de
comando distribuı´do.
O protocolo Mestre-Escravo, apresenta dois conceitos importantes que sa˜o relativos
a` estac¸a˜o denominada mestre e a` denominada escrava. Em qualquer interligac¸a˜o na qual
esteja sendo utilizado um protocolo baseado nesta te´cnica, necessariamente devera´ existir
uma estac¸a˜o mestre e pelo menos uma estac¸a˜o escrava.
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Define-se como mestre, a estac¸a˜o responsa´vel por toda a iniciativa do processo de
comunicac¸a˜o. A troca de dados entre as estac¸o˜es, em qualquer dos dois sentidos, e´ inici-
ado e finalizado pelo mestre. A estac¸a˜o mestre realiza uma varredura cı´clica de cada uma
das estac¸o˜es escravas, solicitando dados ou verificando se elas possuem dados a serem
enviados. A estac¸a˜o escrava e´ definida como aquela que, no processo de comunicac¸a˜o, so´
realiza alguma func¸a˜o sob requisic¸a˜o e controle do mestre.
Na comunicac¸a˜o entre mestre e escravo existem duas situac¸o˜es possı´veis:
• mestre deseja enviar/receber dados para/do escravo.
• escravo deseja enviar/receber dados para/do mestre.
No primeiro caso, em virtude de o mestre possuir o poder para iniciar o processo de
comunicac¸a˜o, pode fazer isso a qualquer instante, enviando uma mensagem requisitando
ao escravo a realizac¸a˜o de uma determinada func¸a˜o. Isto pode ser feito de acordo com
suas necessidades e independente do estado do escravo. Ao receber a mensagem enviada
pelo mestre, o escravo executa a func¸a˜o requisitada e envia uma resposta contendo o
resultado desta.
No segundo caso, como o escravo na˜o pode tomar a iniciativa de comec¸ar o pro-
cesso de comunicac¸a˜o, ele deve aguardar ate´ que o mestre lhe pergunte se ele deseja
enviar/receber alguma mensagem, e somente quando isto ocorrer, o escravo envia sua
mensagem requisitando ao mestre a realizac¸a˜o de determinada func¸a˜o. Ao receber a
mensagem enviada pelo escravo, o mestre realiza a func¸a˜o solicitada e envia uma res-
posta contendo seu resultado. Esse processo recebe o nome de “polling”.
Este tipo de configurac¸a˜o deixa o sistema totalmente dependente desta estac¸a˜o central.
Esta e´ uma das mais costumeiras configurac¸o˜es utilizadas quando se trata de sistemas de
controles [52].
Os Me´todos de Acesso Token-Passing sa˜o aqueles onde existe a possibilidade da
definic¸a˜o de mais de uma estac¸a˜o com o direito de acesso ao meio fı´sico. Nesta te´cnica,
um padra˜o especial de bits, denominado token, circula entre as estac¸o˜es da rede. A estac¸a˜o
que obtiver este pacote e´ a que possui o direito para efetivar suas transmisso˜es.
Nos protocolos baseados nesta filosofia, e´ necessa´rio assegurar que apenas uma estac¸a˜o
possua o token em cada instante, e que, por outro lado, o token circule de forma cı´clica
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entre todas as estac¸o˜es afim de que todas possam transmitir seus dados. Com o uso desta
te´cnica, as diversas estac¸o˜es que compo˜em um sistema podem trocar dados livremente
entre si sem a necessidade da intromissa˜o de uma estac¸a˜o concentradora ou outro inter-
media´rio qualquer.
Nestas abordagens, cada no´ possui um nu´mero de ordem, o token circula de no´ em no´
segundo esta ordem, o no´ de nu´mero de ordem mais elevado envia o token para o de ordem
mais baixa. Devido a esta circulac¸a˜o do token, em termos lo´gicos, os no´s (estac¸o˜es) esta˜o
sempre dispostos em anel, embora a rede fı´sica possa ter uma topologia em formato de
a´rvore ou barramento [48].
As duas configurac¸o˜es mais usuais deste me´todo de acesso sa˜o as redes baseadas no
padro˜es Token Ring e Token Bus.
O me´todo de acesso Token Ring foi especificado pela IEEE e, posteriormente, pela
ISO, atrave´s de normas IEEE 802.5 e ISO 8802-5 [23]. Sua topologia fı´sica e´ em formato
de um anel. Um anel na˜o e´, de fato, um meio de difusa˜o, mas um conjunto de ligac¸o˜es ou
interfaces ponto a ponto individuais que formam um cı´rculo.
O me´todo para deter o acesso ao meio de transmissa˜o e´ a obtenc¸a˜o de um quadro
especial de bits, denominado token. O quadro de permissa˜o circula em torno do anel
sempre que todas as estac¸o˜es esta˜o ociosas.
Quando uma determinada estac¸a˜o deseja transmitir uma mensagem, ela executa os
seguintes passos:
• Remove o token do anel;
• Executa a transmissa˜o de sua mensagem;
• Conforme os bits mensagem va˜o retornando, apo´s terem dado a volta, a estac¸a˜o
deve retira´-los do anel;
• Recoloca o token no anel com a prioridade adequada.
Como somente a estac¸a˜o que possui o token tem permissa˜o de executar a transmissa˜o,
na˜o existem coliso˜es nesse tipo de rede.
Tambe´m importante, nesse tipo de rede, e´ a existeˆncia de prioridades que servem para
permitir que aplicac¸o˜es que necessitam uma transmissa˜o mais frequ¨ente (como o controle
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de uma linha de montagem) sejam executadas antes de outras que podem aguardar para
serem atendidas (como edic¸a˜o de texto).
O me´todo de acesso Token Bus e´ especificado atrave´s das normas te´cnicas ISO 8802-
4 e IEEE 802.4 [21] e foi projetado com adoc¸a˜o da relac¸a˜o de prioridade na transmissa˜o
dos frames (quadros) e do estabelecimento de um pior caso conhecido no tempo de trans-
missa˜o dos quadros.
Fisicamente, o token bus e´ um cabo em forma de uma a´rvore ou um barramento linear
no qual as estac¸o˜es sa˜o conectadas. As estac¸o˜es esta˜o organizadas logicamente em um
anel virtual que define a ordem na qual os quadros sera˜o transmitidos, pois cada estac¸a˜o
que compo˜em este anel tem conhecimento pro´prio e das estac¸o˜es com enderec¸o anterior
e posterior ao seu.
Uma vez que o anel tenha sido inicializado, a estac¸a˜o de maior enderec¸o envia seus
quadros e, ao te´rmino desta atividade envia um quadro de controle para seu sucessor. Ao
adquirir o token, a estac¸a˜o pode transmitir seus quadros por um certo perı´odo de tempo,
ao final do qual deve liberar e repassar o token.
Na auseˆncia de dados para enviar, uma estac¸a˜o que recebe o token passa-o imedia-
tamente para a pro´xima estac¸a˜o com prioridade inferior. O token viaja pelo anel, dando
permissa˜o somente a`s estac¸o˜es que o possuem para enviar quadros. Sendo assim, as co-
liso˜es deixam de existir.
Outro padra˜o de redes que pode ser destacado e´ o 100 VG-AnyLAN [48], que se
constitui uma tecnologia de rede, que proveˆ uma taxa de dados de 100 Mbit/s usando um
me´todo de acesso de controle centralizado, demoninado “Demand Priority”. Este me´todo
de acesso, e´ um me´todo de requisic¸a˜o simples e determinı´stico que maximiza a eficieˆncia
da rede pela eliminac¸a˜o das coliso˜es que ocorrem no me´todo CSMA/CD.
O protocolo “Demand Priority” baseia-se um HUBS inteligentes que recebem dos
no´s, ligados em estrela, pedidos para acesso ao meio de transmissa˜o, podendo indicar a
prioridade do pedido. Este me´todo evita as coliso˜es do CSMA/CD e evita o tempo de
circulac¸a˜o do token.
O HUB 100VG tem a missa˜o de coordenar todo o acesso ao meio, gerindo a lista
de pedidos pendentes. Existem pedidos de prioridade normal e prioridade elevada. Os
pedidos de prioridade normal sa˜o atendidos porta a porta, mas quando chegam pedidos
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de prioridade elevada estes sera˜o atendidos imediatamente. Para evitar que os pedidos
de prioridade normal fiquem retidos, e´ definido um tempo de resideˆncia ma´ximo, depois
deste ser ultrapassado estes pedidos passam a prioridade elevada.
Outra vantagem deste padra˜o e´ oferecer compatibilidade com as redes Ethernet) ou
(Token-Ring).
Ale´m deste protocolos vistos anteriormente, destacam-se ainda, alguns protocolos de-
senvolvidos atrave´s de pesquisas realizadas no intuito de definir protocolos determı´nisticos
baseados no CSMA. Tais pesquisas surgem em virtude de que este modelo prove um grau
de liberdade bastante deseja´vel, propiciando autonomia aos no´s da rede. O objetivo ba´sico
reside na resoluc¸a˜o dos problemas decorrentes das coliso˜es.
Dentre as abordagens baseadas no protocolo CSMA, pode-se citar a dos “Cabec¸alhos
Forc¸antes”, a de “Comprimento de Preaˆmbulo” e o “CSMA/DCR”.
Em Stemmer [52] encontra-se uma descric¸a˜o do me´todo de acesso dos Cabec¸alhos
Forc¸antes (Forcing Headers), mostrando seu funcionamento e a maneira como trata a
ocorreˆncia de coliso˜es de forma determı´nistica.
Neste me´todo, cada mensagem e´ iniciada por um cabec¸alho, composto por uma serie
de bits, que definem sua prioridade, sendo vetada a existeˆncia de duas mensagens com
prioridades ideˆnticas em uma mesma aplicac¸a˜o. O inicio da transmissa˜o ocorre com o
envio dos cabec¸alhos, que sa˜o enviados bit a bit, em baixa velocidade. Apo´s o envio de
cada bit, o nı´vel de sinal do barramento e´ lido.
Os bits sa˜o codificados de forma que uma colisa˜o tenha o efeito de uma operac¸a˜o
lo´gica AND sobre os bits enviados ao barramento. A transmissa˜o em uma estac¸a˜o e´
interrompida no momento em que esta verifica que o barramento, ao receber um bit com
o valor 1, retorna um bit com valor 0. Se o cabec¸alho for transmitido ate´ o fim sem
nenhuma colisa˜o e´ porque a mensagem e´ a priorita´ria dentre as envolvidas na colisa˜o.
Sendo assim a mensagem mais priorita´ria e´ enviada.
O me´todo do Comprimento do Preaˆmbulo (Preamble Length) possui como carac-
terı´stica o fato de que a cada mensagem e´ associada a um preaˆmbulo com comprimento
diferente, sendo este transmitido com a detecc¸a˜o de colisa˜o desativada. Logo apo´s a
transmissa˜o do preaˆmbulo da mensagem, a estac¸a˜o passa a reativar a detecc¸a˜o de colisa˜o.
A partir disto, se uma colisa˜o for detectada, e´ sinal da existeˆncia de outra mensagem
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mais priorita´ria sendo enviada (com preaˆmbulo maior), e a estac¸a˜o interrompe imedia-
tamente a sua transmissa˜o. A mensagem que possui o preaˆmbulo mais longo e´ a mais
priorita´ria do conjunto envolvido na colisa˜o.
O protocolo CSMA/DCR (CSMA with Deterministic Collision Resolution) apresenta
um modo de funcionamento similar ao do Ethernet. Quando ocorre uma colisa˜o, entre-
tanto, o determinismo e´ garantido atrave´s da busca em uma a´rvore bina´ria balanceada. As
prioridades (ı´ndices) sa˜o atribuı´das a cada estac¸a˜o e na˜o a`s mensagens [31].
Para operar de forma correta, cada estac¸a˜o deve conhecer o status do barramento,
seu pro´prio ı´ndice, ale´m do nu´mero total de ı´ndices consecutivos alocados a`s fontes de
mensagens (Q). O Tamanho da a´rvore bina´ria e´ a menor poteˆncia de 2, maior ou igual a
Q.
O modo de operac¸a˜o deste me´todo de acesso e´ similar ao do CSMA/CD ate´ a
ocorreˆncia de coliso˜es. Ao ocorrer uma colisa˜o, inicia-se um perı´odo de resoluc¸a˜o por
busca em a´rvore bina´ria, denominado e´poca.
Todas as estac¸o˜es envolvidas na colisa˜o se autoclassificam em dois grupos: os ven-
cedores (“Winners”) e os perdedores (“Losers”). As estac¸o˜es do grupo das vencedoras
tentam uma nova transmissa˜o. Em caso de uma nova colisa˜o, as estac¸o˜es sa˜o novamente
divididas em dois grupos. Se na˜o ocorrer nova colisa˜o, a estac¸a˜o vencedora transmite seus
dados.
As estac¸o˜es do grupo das perdedoras desistem e aguardam o te´rmino da transmissa˜o.
Caso o grupo dos vencedores esteja vazio, a busca e´ revertida, sendo feita uma nova
divisa˜o a partir do grupo dos perdedores.
As e´pocas sa˜o encerradas quando todas as estac¸o˜es envolvidas na colisa˜o original
conseguirem transmitir seus dados sem colisa˜o. O tempo de durac¸a˜o de uma e´poca pode
ser calculado. Assim, consegue-se a obtenc¸a˜o de um resultado determinista.
3.4 Tecnologia ATM e as Aplicac¸o˜es de Tempo Real
O ATM (Asynchronous Transfer Mode) e´ uma tecnologia atual e em expansa˜o, com altas
taxas de transmissa˜o, capaz de suportar mı´dias diversas, inclusive as que exigem tempo
real.
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A tecnologia ATM esta´ baseada no transporte e comutac¸a˜o de ce´lulas de tamanho
fixo e reduzido, apresentando um jitter de transmissa˜o bastante pequeno, uma vez que as
mensagens sa˜o encapsuladas em pacotes de tamanho fixo, denominados ce´lulas, que sa˜o
enviadas periodicamente [2].
A inserc¸a˜o de um protocolo de detecc¸a˜o de erro, sendo executado sobre esta tecno-
logia, ira´ introduzir um jitter de tamanho determinado [61]. Ale´m disso, esta tecnologia
permite a implementac¸a˜o de sistemas de tempo real distribuı´dos em redes WAN.
3.5 Abordagens para a comunicac¸a˜o de Tempo Real
Em se tratando de sistemas de tempo real, a resoluc¸a˜o dos problemas relativos a`
comunicac¸a˜o na˜o esta´, simplesmente, baseada na definic¸a˜o de um protocolo determinı´stico
para acesso ao meio. A definic¸a˜o da forma como sera´ efetuado o escalonamento das men-
sagens tambe´m e´ necessa´ria para a soluc¸a˜o do problema [52].
A exemplo do que se faz em sistemas multitarefa, onde tarefas concorrentes sa˜o es-
calonadas em virtude de crite´rios definidos, de forma a determinar qual delas tera´ acesso
ao processador em um dado momento, em sistemas de comunicac¸a˜o de tempo real esta
premissa tambe´m se faz necessa´ria, uma vez que deve existir algum crite´rio para o escalo-
namento das mensagens, visando definir qual delas tera´ acesso ao meio de comunicac¸a˜o
em um dado instante.
A tabela 3.1 apresenta, de forma reduzida, algumas soluc¸o˜es apresentadas para a pro-
blema´tica da comunicac¸a˜o em tempo real.
Tabela 3.1: Resumo das principais abordagens para a problema´tica de tempo real.
Abordagem Requisitos Exemplos de Protocolos
Atribuic¸a˜o de Prioridades com teste de escalona-
bilidade off-line
MAC com resoluc¸a˜o de Prioridades Token Ring com Prioridade, Comprimento de
Preaˆmbulo, Forcing Headers (CSMA/CA)
Circuitos Virtuais TR com escalonamento on-line
de mensagens
MAC com tempo de Acesso ao Meio limitado Token Passing (Token Bus, Token Ring), TDMA,
CSMA/DCR
Reserva com escalonamento Global Requer co´pias locais de todas as filas de mensa-
gens, difundidas em Slots times de reserva.
PODA
Na sec¸a˜o seguinte pretende-se apresentar o sistema operacional Linux e suas carac-
terı´sticas para a utilizac¸a˜o no tratamento de tarefas de tempo real. Ale´m disso, sa˜o des-
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critos alguns dos projetos realizados com o objetivo de melhorar, atrave´s de extenso˜es ao
Linux, a forma como este atende as tarefas com requisitos temporais rı´gidos.
Capı´tulo 4
O Sistema Operacional Linux e o
Tempo Real
O Linux e´ um Sistema Operacional (SO) baseado na filosofia UNIX, gratuito e com
co´digo fonte aberto e apresenta todos os requisitos fundamentais esperados de um sis-
tema operacional moderno [36]. A saber, multitarefa, multi-usua´rio, memo´ria virtual,
bibliotecas compartilhadas, protec¸a˜o de memo´ria, suporte a ma´quinas com SMP (multi-
processamento sime´trico), flexibilidade do Posix e uma pilha de rede.
O Linux e´ um SO de 32bits (64 bits em CPU’s de 64 bits), originalmente concebido
por Linus Torvalds, na e´poca estudante no Departamento de Cieˆncia de Computac¸a˜o da
Universidade de Helsinki. Sua implementac¸a˜o foi realizada nas linguagens C e Assembly,
sendo esta u´ltima utilizada apenas em a´reas estritamente dependentes da arquitetura ou em
regio˜es de co´digo onde existia a necessidade de customizar a velocidade de processamento
[12].
4.1 Nu´cleo do Linux
O nu´cleo (kernel) e´ o aˆmago de um sistema operacional. Ele e´ responsa´vel pela gereˆncia
do hardware, pela alocac¸a˜o dos recursos computacionais do sistema entre processos e
pelo escalonamento dos processos ativos com o objetivo de que estes sejam executados
de forma concorrente [12].
O nu´cleo do sistema operacional tem, entre outros, o objetivo de evitar que as
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aplicac¸o˜es mantenham qualquer acesso direto ao hardware, viabilizando este acesso
atrave´s de servic¸os por ele disponibilizado. Isto possibilita que seja mantida a integridade
entre os processos dos usua´rios e os do pro´prio sistema.
Como forma de externar suas funcionalidades sa˜o implementadas as chamadas de
sistema, que teˆm por finalidade fornecer acesso a algumas a´reas sob o controle do nu´cleo
a`s aplicac¸o˜es usua´rias.
Dentre os componentes importantes que constituem o nu´cleo do Linux esta˜o: gerenci-
amento de memo´ria, gerenciamento de processos, gerenciadores de dispositivos, sistema
de arquivos, tratamento de rede. A figura 4.1 demonstra um diagrama simplificado do
sistema operacional Linux, nela esta˜o representados os subsistemas que compo˜em seu
nu´cleo e a forma que os mesmos se relacionam [58].
Interface de Chamadas de Sistema
Programas Modo Usuário
Sistema de
Arquivo Virtual
Gerência de
Memória
Gerência de
Processos
Serviço de Rede
Simples (Sockets)
Driver do
Protocolo TCP/IP
Placa Ethernet
Vários  Sistemas
de Arquivos
Driver de Disco
IDE
Driver de Disco
Removível
 Disco IDE Disco Removível
Programas Normais
Núcleo
Núcleo
Hardware
Driver da Placa
Ethernet
Figura 4.1: Nu´cleo do Linux [58]
No Linux, todos os subsistemas que compo˜em o nu´cleo sa˜o executados em modo
supervisor e compartilhando, desta forma o mesmo espac¸o de enderec¸amento. A
35
comunicac¸a˜o entre os subsistemas ocorre atrave´s de chamadas de func¸a˜o em C [1].
Convencionalmente existem duas formas principais de desenvolvimento do nu´cleo de
um sistema Operacional, a saber, na forma monolı´tica ou de micronu´cleo.
Um sistema monolı´tico e´ aquele em que todos os componentes do sistema operacional
fazem parte de um co´digo u´nico [53]. Esse co´digo u´nico pode ser visto como o “processo
sistema operacional” que executa em modo supervisor, tendo acesso ao conjunto total de
instruc¸o˜es do processador. A maioria dos sistemas operacionais UNIX tem seu nu´cleo
organizado desta forma [39].
Os sistemas operacionais que possuem sua organizac¸a˜o baseada em micronu´cleo pos-
suem um nu´cleo pequeno, com um nu´mero reduzido de funcionalidades, tais como primi-
tivas de sincronizac¸a˜o, um escalonador simples e um mecanismo de comunicac¸a˜o entre
processos [5, 39].
Este diminuto nu´cleo possui dependeˆncia intrı´nseca com a plataforma de hardware
para a qual foi implementado. As demais funcionalidades do sistema operacional sa˜o im-
plementadas como processos (processo escalonador, processo gerente de memo´ria, pro-
cesso gerente de disco, etc.) e a troca de informac¸o˜es entre estes processos e com o
micronu´cleo, ocorre atrave´s da troca de mensagens [5, 39].
O Linux implementa um meio termo entre o nu´cleo monolı´tico e o micronu´cleo, utili-
zando o conceito de mo´dulos [12]. Os Mo´dulos sa˜o “fragmentos do sistema operacional”
que podem ser carregados ou descarregados dinamicamente em tempo de execuc¸a˜o sem
que exista a necessidade de se recompilar o nu´cleo ou ate´ mesmo reiniciar a ma´quina.
Uma vez carregado um mo´dulo ele passa a ser parte do nu´cleo, sem nenhuma forma es-
pecial de restric¸o˜es de permissa˜o.
Essa caracterı´stica possibilita flexibilidade ao sistema operacional, ale´m de otimizar
a utilizac¸a˜o de memo´ria por parte do nu´cleo. Isto proporciona que novas funcionalida-
des possam ser inseridas ao sistema operacional, sem a necessidade do mesmo ter seu
nu´cleo recompilado, ou ate´ mesmo que a ma´quina tenha de ser reiniciada. Sendo so-
mente necessa´rio que a nova funcionalidade tenha de ser compilada na forma de mo´dulo
e carregada ou descarregada quando isto se fizer necessa´rio [46].
Na realidade, o que ocorre e´ uma unia˜o do desempenho de um sistema monolı´tico,
com a modularidade e portabilidade de um micronu´cleo. Desta forma, apenas sa˜o car-
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regadas para a memo´ria as partes estritamente necessa´rias para que o nu´cleo possa ser
executado, as demais partes (mo´dulos) sa˜o carregadas apenas quando realmente se fize-
rem necessa´rias [12].
Para o desenvolvimento de mo´dulos abertos a toda a comunidade de usua´rios, o Linux
adota um conjunto de regras que definem interfaces para os seus subsistemas e estruturas
de dados que sera˜o utilizadas no carregamento e descarregamento dos mo´dulos. Para o
gerenciamento dos mo´dulos, tambe´m foram definidas no Linux chamadas de sistema que
possibilitam a carga e a remoc¸a˜o dos mesmos em tempo de execuc¸a˜o [36].
A grande vantagem dos mo´dulos, em nı´vel de programac¸a˜o, e´ a possibilidade de que
seu co´digo fonte possa ser alterado e compilado, sendo necessa´rio apenas carrega´-lo no-
vamente para que as alterac¸o˜es tenham efeito. Esse processo pode ser repetido tantas
vezes quanto for necessa´rio, sem ser preciso reiniciar o sistema [40, 46].
As distribuic¸o˜es do Linux utilizam-se de mo´dulos de maneira extensiva. Durante o
procedimento de instalac¸a˜o do sistema e´ utilizado um nu´cleo ba´sico e muitos mo´dulos
possibilitando assim, que uma instalac¸a˜o de determinada distribuic¸a˜o funcione correta-
mente em qualquer ma´quina, sendo apenas necessa´rio agregar a este nu´cleo os mo´dulos
necessa´rios para o pleno funcionamento do hardware [40].
4.2 O Linux como um SO de Tempo Real
O Linux e´ um Sistema operacional que se baseia no princı´pio de compartilhamento de
tempo, tendo por objetivo fornecer um bom desempenho na me´dia, mas na˜o pode garantir
um sincronismo temporal exato [6]. Em virtude de seu nu´cleo seguir o modelo do Unix
tradicional, isto na˜o o torna apropriado para tratar aplicac¸o˜es com requisitos temporais
crı´ticos [19]. Existem alguns outros problemas, que impedem que o Linux seja utilizado
para o tratamento de atividades com requisitos de tempo real crı´tico.
No Linux existe uma classe de processos denominados de processos de tempo real.
Contudo, isto na˜o significa que estes processos sejam realmente de tempo real, pois um
processo desta classe e´ pura e simplesmente uma tarefa de prioridade elevada no Linux
[19].
Os processos de tempo real quando prontos para a execuc¸a˜o sempre sera˜o escalonados
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antes de outras tarefas com prioridades mais baixas. Contudo, muitas vezes, estes teˆm de
ficar aguardando um longo perı´odo de tempo ate´ que um processo de prioridade mais
baixa termine seu trabalho e assim venha executar. Esta classe de processos de tempo real
pode ser muito u´til em algumas aplicac¸o˜es, mas isto na˜o e´ o bastante para um sistema
requisitos temporais crı´ticos.
O suporte do Linux para TR pode ser chamado de ”brando”. Usar a classe de processos
de TR do Linux pode naturalmente ser u´til e eficaz em sistemas com requisitos temporais
que na˜o sejam rı´gidos.
Em Tatibana [55] encontra-se um estudo aprofundado da utilizac¸a˜o do Linux para
tarefas de tempo real brando. Pode-se constatar que, apesar deste sistema na˜o possuir
preocupac¸o˜es temporais rı´gidas em seu projeto demonstra um bom comportamento tem-
poral na realizac¸a˜o de tarefas de tempo real brando.
4.3 Linux X Tempo Real Crı´tico
O Linux foi projetado com a finalidade de assegurar uma distribuic¸a˜o justa, do tempo de
utilizac¸a˜o de CPU para cada processo no sistema [12]. No Linux cada processo possui
uma prioridade, a qual na˜o depende somente da importaˆncia do processo. A prioridade
pode ser alterada dependendo do comportamento do processo, com a finalidade de que o
sistema inteiro venha a ter um bom desempenho me´dio. Isto e´ conveniente, por exemplo,
a um usua´rio desktop normal. Todavia este tipo de comportamento, na˜o e´ pro´prio de
um sistema com rı´gidos requisitos temporais, pois a execuc¸a˜o de um processo dependera´
da carga do sistema e do comportamento dos outros processos. Desta maneira pode-se
constatar que o comportamento do sistema e´ imprevisı´vel, o que e´ impro´prio aos sistemas
com requisitos temporais crı´ticos. Um dos principais motivos que faz com que o Linux
na˜o seja vocacionado para tempo real crı´tico e´ o fato de na˜o ser preemptivo [12].
Um sistema operacional e´ dito preemptivo quando toda a tarefa pode ser interrompida
por uma outra de prioridade mais elevada, sempre que esta necessitar executar. No Linux,
embora as tarefas sejam interrompidas continuamente, a medida que este compartilha seus
recursos entre todos os processos, as interrupc¸o˜es ainda na˜o podem ocorrer a qualquer
momento.
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Ale´m disto, o nu´cleo do Linux pode desabilitar as interrupc¸o˜es por um longo perı´odo,
na˜o importando se estas se fazem necessa´rias ou na˜o [6]. Quando um processo faz uma
chamada de sistema, todas as interrupc¸o˜es sa˜o desabilitadas. Um processo, por si mesmo,
pode tambe´m desabilitar as interrupc¸o˜es, sempre que necessa´rio. Isto impede que tarefas
de prioridade mais alta obtenham o controle sobre o sistema a qualquer momento que
necessitem. Se uma tarefa de prioridade mais elevada necessitar ser executada pode ter de
aguardar ate´ que uma tarefa de mais baixa prioridade volte a habilitar as interrupc¸o˜es, ou
que esta termine sua execuc¸a˜o, o que e´ inaceita´vel em um sistema TR, visto que impede
que o sistema responda prontamente aos eventos de tempo real.
Outro problema encontrado no Linux e´ o fato da resoluc¸a˜o do tempo ser baixa, para
tratar tarefas com restric¸o˜es temporais crı´ticas. Os sistemas de tempo real, tipicamente,
utilizam-se de interrupc¸o˜es perio´dicas de relo´gio para invocar o mecanismo escalonador,
com a finalidade de verificar se existe a necessidade da troca de tarefas a serem executa-
das. O Linux tambe´m trabalha desta maneira [36].
Nas arquiteturas compatı´veis com a do PC da IBM o Linux programa o temporizador
de hardware para gerar interrupc¸o˜es a uma taxa de 100Hz, possibilitando uma definic¸a˜o
de 10 milissegundos [9]. Isto significa que o nu´cleo na˜o ira´ verificar se existe alguma
tarefa ou evento pendente com uma periodicidade menor do que 10 milissegundos [7].
As tarefas que sa˜o iniciadas de acordo com este temporizador (e na˜o de acordo com
uma fonte externa), na˜o podem ser inicializadas de forma mais precisa do que esta
definic¸a˜o de 10ms. Para muitas aplicac¸o˜es de tempo real isto na˜o e´ o suficiente, pois
exigeˆncias de precisa˜o de ordem menor a de 1 milisegundos na˜o sa˜o incomuns. Natu-
ralmente e´ possı´vel usar uma taxa mais elevada de interrupc¸a˜o, mas isto pode causar um
grande overhead 1.
A utilizac¸a˜o de uma taxa muita elevada de interrupc¸o˜es consome desnecessariamente
tempo de CPU, pois estas passara˜o a ocorrer em intervalos especı´ficos independentemente
da necessidade de um interruptor de tarefa ser executado.
1Overhead: Custo adicional em processamento ou armazenamento que, como consequ¨eˆncia piora o
desempenho de um programa ou de um dispositivo de processamento. Usado normalmente para se referir
a custos adicionais indeseja´veis, que deveriam ou poderiam ser evitados.
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4.4 Modificando o Linux
Modificar o nu´cleo do Linux para adicionar o suporte a tarefas de TR na˜o e´ algo ta˜o
trivial, devido a` sua complexidade e tamanho. Outro problema reside no fato do Linux
ser alvo de frequ¨entes modificac¸o˜es, sendo assim, estas mudanc¸as teriam de ser refeitas a
cada nova versa˜o do nu´cleo.
4.5 Os benefı´cios do Linux como Sistema de Tempo Real
Brando
A Utilizac¸a˜o do Linux com o sistema para suporte a tarefas de tempo real brando justifica-
se por uma se´rie de caracterı´sticas que o tornam uma alternativa via´vel. Dentre essas
pode-se citar:
• Baixo custo (Na˜o existe a necessidade de aquisic¸a˜o de Licenc¸as);
• Co´digo aberto (Possibilita que modificac¸o˜es e correc¸o˜es possam ser feitas sob de-
manda);
• Suporte (SO extensamente utilizado, existe um vasto conhecimento a seu respeito);
• Estabilidade;
• Confiabilidade (sistema consolidado e provou ser esta´vel e confia´vel);
• Modularidade;
• Portabilidade (disponı´vel em diversas plataformas de Hardware, porta´-lo para ou-
tras plataformas e´ algo relativamente fa´cil);
• Pode ser utilizado em sistemas embarcados.
Em virtude das caracterı´sticas acima citadas e com a necessidade de satisfazer as
aplicac¸o˜es com requisitos temporais de crı´ticas, algumas pesquisas e implementac¸o˜es fo-
ram realizadas com o objetivo de tornar o Linux um SO adequado para tratar as tarefas de
tempo real de maneira eficaz e ainda propiciar uma a vasta gama de facilidades existentes
neste sistema.
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4.6 Extenso˜es do Linux para Tempo Real
Em virtude de o Linux possuir recursos que facilitam sua adaptac¸a˜o para o contexto de
tempo real, muitas pesquisas e adaptac¸o˜es foram realizadas sobre o seu nu´cleo, visando
tornar o sistema eficaz no tratamento de tarefas com requisitos temporais ou simplesmente
melhorar seu desempenho neste caso. Algumas das implementac¸o˜es que se destacam sa˜o:
RED LINUX [57], KURT LINUX [38], RTLINUX [7], RTAI [35]. Destes sistemas, a
soluc¸a˜o mais conhecida e´ o RTLINUX que durante muito tempo foi usado como base
para o desenvolvimento de outros sistemas operacionais.
Em http://www.realtimelinuxfoundation.org/variants/variants.html encontra-se uma
lista de projetos relacionados ao Linux, inclusive adaptac¸o˜es para o cumprimento de tare-
fas com requisitos de tempo real.
4.6.1 RED LINUX
O RED LINUXe´ um projeto de pesquisa da Universidade da Califo´rnia em Irvine. O
objetivo deste projeto e´ adicionar potencialidades de tempo real ao nu´cleo do Linux, com
foco em aplicac¸o˜es que misturam requisitos temporais e sem tais requisitos.
O suporte a tarefas de tempo real e´ adicionado modificando o nu´cleo do Linux, sendo
o oposto do que e´ proposto pelo RTAI e RTLINUX, onde um micronu´cleo de tempo real
coexiste com um nu´cleo Linux de propo´sito geral.
O RED LINUX pode ser utilizado em projetos de pesquisa onde algoritmos de es-
calonamento diferentes sa˜o comparados. Este sistema inclui diversos mecanismos de
escalonamento que podem ser utilizados. A troca destes se da´ atrave´s de alguns ajustes
nos atributos de sincronizac¸a˜o.
4.6.1.1 Princı´pios de Implementac¸a˜o
Para tornar o Linux um sistema voltado para tempo real, treˆs novos componentes foram
adicionados ao SO: Um microtemporizador, um escalonador time-driven e um software
emulador de interrupc¸o˜es [57].
O microtemporizador e o software emulador de interrupc¸a˜o foram portados do RTLI-
NUX. O escalonador foi adicionado ao nu´cleo do Linux, em conjunto com os escalonado-
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res existentes no Linux.
O projeto do RED LINUX na˜o visou tornar o nu´cleo original do Linux totalmente
preemptivo, pois isto demandaria muito esforc¸o. Em lugar disto, foram introduzidos pe-
quenos pontos de preempc¸a˜o em seu co´digo. Em cada um destes pontos o nu´cleo verifica
se existe alguma tarefa de tempo real pendente para ser executada. Tal dispositivo resulta
na diminuic¸a˜o dos tempos de bloqueio, prevenindo que as tarefas de tempo real sejam
iniciadas a qualquer momento.
4.6.1.2 Escalonamento
O RED LINUX fornece treˆs diferentes algoritmos de escalonamento [57]:
Time-driven - este escalonador utiliza o tempo atual e uma programac¸a˜o predefinida
para decidir que tarefa sera´ executada em seguida. Esta programac¸a˜o e´ pre´-estabelecida
antes da execuc¸a˜o e na˜o pode ser alterada em tempo de execuc¸a˜o. Este escalonador na˜o
faz parte do nu´cleo original do Linux, tendo sido adicionado pelo RED LINUX.
Priority-driven - Neste mecanismo a tarefa com a prioridade mais elevada pronta para
funcionar sera´ sempre a pro´xima ser executada. Este mecanismo de escalonamento esta
presente no nu´cleo do Linux.
Share-driven - esta polı´tica de escalonamento visa o compartilhamento dos recursos
de uma maneira uniforme e razoa´vel entre todas as tarefas. Este e´ o modo de escalona-
mento normal do Linux.
Cada um destes algoritmos de escalonamento possui benefı´cios e desvantagens. O
objetivo de RED LINUX e´ combinar os benefı´cios de todos os treˆs usando de forma
simultaˆnea, pois em tempo de execuc¸a˜o o escalonador associa estes treˆs algoritmos de es-
calonamento. A maneira em que sa˜o mesclados e´ definida pela polı´tica de escalonamento
utilizada e definida de acordo com as necessidades de uma aplicac¸a˜o especı´fica.
Para cada tarefa no sistema, os seguintes atributos de escalonamento sa˜o definidos
[57]:
• Priority - define a importaˆncia da tarefa em relac¸a˜o a`s outras no sistema
• Start time - define o tempo no qual a tarefa pode ser executada (tarefas na˜o podem
ser executada antes de serem originadas).
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• Finnish time - define o prazo final da tarefa (deadline). A tarefa deve sempre ser
terminada antes de exceder seu prazo final.
• Budget - define a quantidade de recursos de CPU que esta˜o reservados para a tarefa.
A polı´tica de escalonamento e´ definida enta˜o ajustando a importaˆncia relativa destes atri-
butos e dos valores destes atributos em cada tarefa. A polı´tica de escalonamento pode
tambe´m ser modificada em tempo de execuc¸a˜o.
4.6.2 KURT LINUX
O KURT LINUX foi desenvolvido na Universidade de Kansas, tendo como objetivo o
desenvolvimento de um SO de tempo real baseado no Linux. O KURT LINUX e´ um sis-
tema de tempo real “Firm”, uma mescla entre um sistema de tempo real brando e crı´tico,
possuindo diferentes maneiras para tratar tarefas de TR ou sem requisitos temporais. Para
tornar o Linux um sistema voltado a aplicac¸o˜es de tempo real, foi modificado o meca-
nismo de sincronismo e adicionado ao nu´cleo do Linux, um escalonador de tempo real
[38].
4.6.2.1 Princı´pios de Implementac¸a˜o
O princı´pio ba´sico por tra´s do KURT LINUX, e´ a operac¸a˜o do nu´cleo em 3 modos [17]:
Modo normal (normal mode) - o sistema opera de forma similar a um sistema Linux
convencional.
Modo concentrado (focused) - neste modo o SO executa somente processos da classe
de tempo real.
Modo misto (mixed) - o sistema executa tanto processos de tempo real ou tarefas sem
restric¸o˜es temporais.
O KURT LINUX alterna entre esses modos de operac¸a˜o atrave´s da utilizac¸a˜o de uma
chamada de sistema. Todos os eventos de tempo real devem ser predefinidos em uma
escala quando o sistema e´ configurado.
A polı´tica de escalonamento e´ implementada atrave´s de um escalonador cı´clico. Este
tipo de escalonador se baseia no uso de uma tabela, onde sa˜o anotadas todas as ac¸o˜es de
planificac¸a˜o: instante de ativac¸a˜o, tarefa a executar, durac¸a˜o destas.
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Durante a execuc¸a˜o cabe ao escalonador apenas o trabalho da leitura sequ¨encial e
execuc¸a˜o da escala de trabalho. O escalonador entra, no modo concentrado para mani-
pular os eventos de tempo real. Quando na˜o existe nenhum trabalho com restric¸o˜es tem-
porais a ser realizado o escalonador passa a operar no modo normal. O KURT LINUX e´
preemptivo somente quando no modo concentrado [17].
Os eventos de tempo real podem ser atrasados quando o sistema estiver operando
no modo normal e as interrupc¸o˜es estiverem desabilitadas no momento em que a troca
de modo de execuc¸a˜o deveria ocorrer. Desta forma, pode-se afirmar que isto limita a
usabilidade do KURT LINUX em muitas aplicac¸o˜es de tempo real crı´tico.
4.6.2.2 O Mecanismo Temporizador
Com a finalidade de aumentar a resoluc¸a˜o do tempo, o mecanismo temporizador do Linux
foi modificado. O princı´pio ba´sico e´ similar ao utilizado pelo mesmo componente do
RTLINUX. Ao inve´s das interrupc¸o˜es serem geradas periodicamente em um intervalo
determinado de tempo, um temporizador e´ programado para gerar interrupc¸o˜es. O tempo
para pro´ximo evento e´ lido em uma escala, desta forma o temporizador e´ programado para
interromper neste momento [38].
Esta implementac¸a˜o propicia um sincronismo preciso, com definic¸a˜o na ordem de mi-
crossegundo, sem ter a necessidade de que o sistema tenha de ser interrompido na mesma
proporc¸a˜o. Ale´m deste temporizador programa´vel, o Linux requer ainda um temporizador
perio´dico normal que gera interrupc¸o˜es em um intervalo de tempo fixo.
A fim de satisfazer tal exigeˆncia, a simples introduc¸a˜o de uma interrupc¸a˜o perio´dica
extra nesta escala, ira´ gerar esta interrupc¸a˜o.
4.6.3 RTLINUX
Originalmente, o RTLINUX teve inı´cio como um projeto de pesquisa no Instituto de Tec-
nologia do Novo Me´xico e tinha como um dos seus objetivos o desenvolvimento um SO
de tempo real, na˜o comercial, para controle de instrumentos e de roboˆs. Alem disto, outro
objetivo era utilizar um SO para pesquisa em projeto de sistemas com ou sem restric¸o˜es
temporais.
44
Atualmente o RTLINUX e´ mantido pelo Finite State Machine Labs Inc., uma compa-
nhia fundada pelos criadores do RTLINUX. Este SO foi portado para diversas plataformas
de hardware e e´ utilizado para a aquisic¸a˜o de dados, controle e comunicac¸o˜es em tempo
real, dentre outras aplicac¸o˜es.
4.6.3.1 Princı´pios de Implementac¸a˜o
Os princı´pios de execuc¸a˜o do RTLINUX sa˜o os mesmo de qualquer SO voltado para
execuc¸a˜o de tarefas de tempo real crı´tico. A ide´ia ba´sica por tra´s do RTLINUX e´ adicionar
junto ao nu´cleo de propo´sito geral (nu´cleo do Linux) um novo nu´cleo de tempo real, mas
fora desse. Isto significa que o SO possui desta forma dois nu´cleos, um padra˜o do Linux
e o outro para as atividades de tempo real crı´tico.
O nu´cleo de TR e´ a base do sistema, tomando conta de todas as tarefas de tempo
real e rodando o nu´cleo do Linux sobre si como se fosse apenas uma tarefa de baixa
prioridade. Desta forma, o Linux ira´ funcionar sob o controle de um nu´cleo voltado para
atividades de tempo real crı´tico. Esse nu´cleo toma para si todo o trabalho de tempo real
como suas pro´prias tarefas, e sempre que na˜o ha´ nenhum trabalho de tempo real a ser
executado as tarefas Linux sa˜o escalonadas para rodar. A figura 4.2 demonstra o princı´pio
de implementac¸a˜o do RTLINUX.
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Figura 4.2: Princı´pio de Implementac¸a˜o do RTLINUX
O benefı´cio da utilizac¸a˜o deste modelo de projeto de um sistema com dois nu´cleos,
um voltado para atividades de tempo real e outro para atividades gerais, e´ que somente
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algumas pequenas modificac¸o˜es necessitam ser feitas no nu´cleo do Linux. Desta forma
este nu´cleo de tempo real pode ser adicionado ao sistema como um mo´dulo separado. Isto
torna o RTLINUX facilmente porta´vel a`s novas verso˜es do Linux [6].
O nu´cleo RTLINUX fornece somente os mecanismos para criac¸a˜o e escalonamento de
tarefas, servic¸os de interrupc¸a˜o e uma comunicac¸a˜o de baixo nı´vel entre tarefas. Desta
forma, o fornecimento de todos os demais servic¸os necessa´rios ficam ao encargo do Li-
nux.
Uma aplicac¸a˜o rodando no RTLINUX deve ser dividida em duas partes, uma de tempo
real e a outra na˜o. A primeira, voltada a` satisfac¸a˜o dos requisitos de tempo real e´ mantida
ta˜o pequena e simples quanto possı´vel, com a finalidade de garantir os requisitos tempo-
rais. A outra parte na˜o deve ter nenhuma exigeˆncia de tempo real, possuindo todos os
recursos do Linux disponı´veis para utilizac¸a˜o.
A comunicac¸a˜o entre estas duas partes da aplicac¸a˜o ocorre atrave´s das funcionalidades
fornecidas pelo RTLINUX. Com a finalidade de fornecer esta facilidade, o RTLINUX
implementa alguns dispositivos, tais como as filas FIFO e memo´ria compartilhada [6].
4.6.3.2 O Escalonador de Tempo Real (Real-time scheduler)
O Escalonador de tempo real do RTLINUX e´ um mo´dulo do nu´cleo, podendo, desta forma,
ser facilmente alterado (carregado e descarregado), a fim de melhorar o suporte a uma
dada aplicac¸a˜o possibilitando que o algoritmo mais apropriado ao escalonamento desta
tarefa possa ser utilizado. Como padra˜o, um simples escalonador preemptivo e´ utilizado,
onde a tarefa de mais alta prioridade e pronta para a execuc¸a˜o sempre sera´ programada
para ser a pro´xima a ser realizada. Contudo, sempre que uma tarefa estiver no estado de
pronta para execuc¸a˜o, pode solicitar o uso dos recursos a outra de mais baixa prioridade,
e esta tarefa, de prioridade inferior, que esta executando deve liberar imediatamente o
recurso.
O Escalonador do RTLINUX possui suporte a tarefas perio´dicas, incluindo um algo-
ritmo de escalonamento para as mesmas.
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4.6.3.3 Comunicac¸a˜o Entre Processos (IPC)
No RTLINUX na˜o e´ possı´vel que uma tarefa de tempo real chame diretamente nenhuma
rotina do nu´cleo do Linux, em virtude de que uma outra tarefa de tempo Real pode in-
terromper o nu´cleo a qualquer tempo [7]. Todavia, todos os servic¸os do nu´cleo do Linux
necessa´rios aos processos de tempo real podem ser alcanc¸ados atrave´s de rotinas conven-
cionais do Linux. Para isto, o RTLINUX inclui um suporte a comunicac¸a˜o entre o nu´cleo
do Linux e/ou de seus processos e o nu´cleo de tempo real e suas tarefas. Esta comunicac¸a˜o
ocorre atrave´s de um mecanismo denominado de filas FIFO.
O funcionamento destas filas e´ muito similar ao que acontece em PIPE’s do Unix,
onde a comunicac¸a˜o e´ por fluxo de dados sem estrutura. Uma fila FIFO e´ um buffer de
bytes de tamanho fixo, sobre a qual pode-se fazer operac¸o˜es de leitura e escrita.
O RTLINUX implementa ainda, um outro dispositivo de comunicac¸a˜o entre as tarefas
de tempo real e as convencionais, e esta comunicac¸a˜o pode ocorrer atrave´s de memo´ria
compartilhada.
4.6.3.4 Manipulador de Interrupc¸o˜es
Ao inve´s de modificar o Linux, com a finalidade deste se tornar preemptivo, o RTLINUX
utiliza-se de um mecanismo de software que emula o manipulador de interrupc¸o˜es para o
Linux. O RTLINUX controla, enta˜o, todas as interrupc¸o˜es emitidas ao Linux habilitando
ou desabilitando-as, quando julgar possı´vel.
As interrupc¸o˜es sa˜o divididas em dois grupos: as controladas pelo Linux (interrupc¸o˜es
na˜o de tempo real) e aquelas controladas pelo nu´cleo de tempo real (interrupc¸o˜es de tempo
real). As interrupc¸o˜es geradas pelo nu´cleo de tempo real ou por tarefas desta classe sa˜o
controladas diretamente pelo nu´cleo de tempo real. Contudo, as interrupc¸o˜es que perten-
cem a` classe das tarefas que na˜o possuem requisitos temporais sa˜o manipuladas de uma
forma especial, pelo emulador de interrupc¸o˜es [7].
O emulador de interrupc¸o˜es e´ uma camada de software que esta localizada entre o
nu´cleo do Linux e o hardware controlador de Interrupc¸o˜es. Este software captura to-
das as interrupc¸o˜es de hardware convencionais e, atrave´s disso, controla as interrupc¸o˜es
enviadas ao Linux. Quando esse invoca uma rotina que pode desabilitar ou habilitar
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interrupc¸o˜es, a chamada e´ capturada pelo emulador de interrupc¸o˜es. O princı´pio de funci-
onamento deste manipulador de interrupc¸o˜es no RTLINUX e´ demonstrado na figura 4.3.
Núcleo do Linux
Núcleo de Tempo RealEmulador deInterrupções
Interrupções de
Tempo Real
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 Interrupções
 Interrupções
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Convencionais
Figura 4.3: Controle de Interrupc¸o˜es no RTLINUX
O objetivo do software emulador e´ fazer com que o ato de manipular interrupc¸o˜es
parec¸a inalterado para o Linux. Desta forma, quando esse tenta desabilitar uma interrupc¸a˜o,
o que ocorre realmente e´ que elas na˜o sa˜o desabilitadas, ao inve´s disso, apenas um flag e´
marcado no emulador.
Quando o emulador captura uma interrupc¸a˜o, primeiro verifica o estado do flag corres-
pondente a` mesma. Se este na˜o estiver marcado (interrupc¸o˜es habilitadas), a interrupc¸a˜o
e´ repassada diretamente ao manipulador de interrupc¸o˜es do Linux. Caso contra´rio
(interrupc¸o˜es desabilitadas), o emulador espera ate´ que a interrupc¸a˜o seja habilitada e,
somente depois disto, ela e´ repassada. As interrupc¸o˜es de tempo real na˜o sa˜o tratadas por
este emulador, sendo diretamente manipuladas pelo nu´cleo de tempo real. O benefı´cio
da utilizac¸a˜o deste mecanismo de manipulac¸a˜o de interrupc¸o˜es, e´ o fato de que apenas
pequena modificac¸o˜es sa˜o necessa´rias no nu´cleo.
A implementac¸a˜o deste mecanismo e´ o que possibilita que as interrupc¸o˜es sejam ape-
nas controladas (habilitadas e desabilitadas) pelo nu´cleo de tempo real. Contudo, do ponto
de vista do nu´cleo do Linux, o ato de manipular as interrupc¸o˜es parece permanecer inalte-
rado, o sistema permanece com a visa˜o de estar gerenciando as interrupc¸o˜es diretamente.
O grande beneficio disto e´ o fato de que apenas pequenas modificac¸o˜es sa˜o necessa´rias
no nu´cleo de propo´sito geral.
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4.6.3.5 Sincronismo
O Escalonador de Tarefas de tempo real utiliza-se de um temporizador de intervalo pro-
grama´vel, chamado micro-temporizador. O objetivo deste e´ interromper os eventos de
tempo real. Seu funcionamento e´ o oposto ao de um temporizador perio´dico, pois as
interrupc¸o˜es ocorrera˜o somente quando necessa´rias, possibilitando a economia da ca-
pacidade da CPU, propiciando uma exatida˜o muito boa do tempo. Ale´m do micro-
temporizador, o Linux ainda requer existeˆncia de um temporizador perio´dico. O emula-
dor de interrupc¸o˜es e´ que faz o papel deste temporizador perio´dico, gerando interrupc¸o˜es
perio´dicas.
Na pro´xima sec¸a˜o sera˜o apresentados os conceitos e caracterı´sticas de funcionamento
do RTAI, uma outra extensa˜o do Linux para tempo real, e sua pilha de protocolos de rede
de tempo real RTNET, que figuram como alvo deste trabalho.
Capı´tulo 5
O Ambiente de Tempo Real RTAI e
RTNET
5.1 RTAI LINUX
O RTAI (Real-Time Application Interface) teve seu inı´cio no Departamento de Engenha-
ria Aeroespacial, Polite´cnico de Mila˜o. O projeto visava a utilizac¸a˜o de computadores do
padra˜o PC para controle de sistemas com requisitos temporais rı´gidos.
A primeira versa˜o do RTAI foi criada para rodar sobre o DOS, uma plataforma de 16
bits. Em meados de 1997, pesquisadores do DIAMP iniciaram a considerar a migrac¸a˜o
do RTAI para uma plataforma de 32 bits. O sistema cotado para ser o alvo do projeto foi
o Linux. Um dos principais motivos para a escolha deste sistema como plataforma alvo
foi o fato de que ja´ existiam projetos bem sucedidos na utilizac¸a˜o do mesmo para controle
de tarefas de tempo real crı´tico.
Por ocasia˜o do surgimento da versa˜o 2.2 do nu´cleo do Linux, a qual se mostrava
esta´vel e possuı´a uma boa organizac¸a˜o em seu co´digo fonte, tendo em vista as verso˜es
anteriores, tornou-se possı´vel a realizac¸a˜o de pesquisas para modificac¸o˜es no Linux, a
fim de satisfazer os requisitos de tempo real das aplicac¸o˜es, fossem iniciadas no DIAMP.
Assim como no caso do RTLINUX, o projeto do RTAI procurou fazer o mı´nimo de
modificac¸o˜es no nu´cleo do Linux. Esta caracterı´stica tornou-se posteriormente, um atra-
tivo desse sistema, pois os co´digos do RTAI e do Linux sa˜o praticamente independentes.
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5.2 Princı´pios de Implementac¸a˜o
A arquitetura do RTAI [35] e´ muito similar a do RTLINUX [7]. Assim como no RTLI-
NUX, o nu´cleo convencional do Linux e´ tratado como uma tarefa de tempo real de baixa
prioridade, que pode executar suas ac¸o˜es normalmente sempre que na˜o existirem tarefas
de tempo real com prioridade mais elevada prontas para a execuc¸a˜o. Durante a operac¸a˜o
ba´sica do RTAI, as tarefas de tempo real sa˜o executadas como mo´dulos do nu´cleo.
O RTAI recebe as interrupc¸o˜es dos perife´ricos e apo´s ter assegurado que todas as
ac¸o˜es de tempo real necessa´rias pelas interrupc¸o˜es tenham sido tratadas, as entrega ao
nu´cleo do Linux. A figura 5.1 demonstra a arquitetura ba´sica do RTAI, que e´ similar a
arquitetura do RTLINUX.
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Tratador de Interrupções
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Figura 5.1: Visa˜o geral da arquitetura RTAI Linux [37].
As interrupc¸o˜es podem ser originadas pelo processador ou pelos perife´ricos. Por
ocasia˜o da utilizac¸a˜o de um sistema Linux-RTAI, as interrupc¸o˜es que sa˜o originadas
pelo processador permanecem sendo tratadas pelo nu´cleo padra˜o Linux. Contudo, as
interrupc¸o˜es ocasionadas por perife´ricos sa˜o atendidas pelo manipulador de interrupc¸o˜es
do RTAI. Ao receber o pedido de uma interrupc¸a˜o, o sistema a repassa ao manipulador
de interrupc¸o˜es padra˜o do Linux. Isto ocorre somente quando na˜o mais existirem tarefas
de tempo real ativas.
Para possibilitar a implementac¸a˜o de tal mecanismo, as instruc¸o˜es que habilitam e
desabilitam as interrupc¸o˜es no nu´cleo do Linux foram substituı´das por macros que re-
passam as instruc¸o˜es para o RTAI. Quando as interrupc¸o˜es sa˜o desabilitadas no nu´cleo
de propo´sito geral (Linux), o RTAI (SOTR) as enfileira e entrega ao Linux, ta˜o logo
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este habilite novamente as interrupc¸o˜es [35]. A figura 5.2 mostra como sa˜o tratadas as
interrupc¸o˜es neste sistema.
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Figura 5.2: Tratamento de Interrupc¸o˜es no RTAI [37].
5.3 Camada de Abstrac¸a˜o de Hardware (Hardware Abs-
traction Layer)
Os desenvolvedores deste SOTR introduziram o conceito de uma camada de Abstrac¸a˜o de
hardware de tempo real denominada RTHAL (Real-Time Hardware Abstraction Layer).
Esta camada e´ utilizada para interceptar e processar as interrupc¸o˜es de hardware [33].
A RTHAL e´ uma estrutura, instalada junto ao nu´cleo do Linux, que reu´ne a tabela do
manipulador de interrupc¸o˜es de hardware e as func¸o˜es necessa´rias para o RTAI operar.
O objetivo desta camada e´ minimizar o nu´mero de mudanc¸as necessa´rias ao co´digo do
Linux, visando melhorar a sustentabilidade dos co´digos do RTAI e do Linux. Por ocasia˜o
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da instalac¸a˜o da RTHAL junto ao nu´cleo do nu´cleo de propo´sito geral, as chamadas de
func¸a˜o e as estruturas de dados relacionadas a` interac¸a˜o com o hardware sa˜o substituı´das
por ponteiros para a estrutura da camada RTHAL [13]. Inicialmente, as estruturas conteˆm
os ponteiros a`s func¸o˜es originais e dados da execuc¸a˜o do Linux, mas a quando RTAI e´
habilitado, e´ necessa´rio substituir por ponteiros na tabela da RTHAL.
5.4 Escalonamento no RTAI
O RTAI possui unidades escalona´veis que sa˜o denominadas tarefas. Ha´ sempre pelo
menos uma tarefa em execuc¸a˜o no sistema, o nu´cleo do Linux, que roda como uma tarefa
da baixa prioridade. Quando as tarefas de tempo real sa˜o adicionadas, o escalonador lhes
da´ prioridade sobre o Linux.
O escalonador fornece os servic¸os como suspend, resume, yield, make periodic, wait
until, que sa˜o utilizados em va´rios sistemas operacionais de tempo real. O escalonador
e´ executado como um mo´dulo dedicado do nu´cleo (similar ao RTLINUX), o que torna
relativamente fa´cil a implementac¸a˜o de novos escalonadores, caso isto se torne necessa´rio.
O RTAI possui 3 tipos diferentes de escalonadores, que esta˜o diretamente relaciona-
dos com o tipo de ma´quinas em que o sistema esta´ sendo executado [33, 10].
O escalonador uniprocessador (UP), cuja utilizac¸a˜o e´ projetada para plataformas de
hardware com apenas um processador, e na˜o pode ser utilizado em ma´quinas com multi-
processadores [15].
O escalonador para ma´quinas com multiprocessamento sime´trico (SMP), foi desen-
volvido para a utilizac¸a˜o em ma´quinas com suporte a SMP e fornece uma interface para
que as aplicac¸o˜es possam selecionar um processador ou um conjunto de processadores,
onde uma determinada tarefa deve ser executada [33]. Caso na˜o se determine nenhum
processador, onde a tarefa deve ser executada, o SMP selecionara´ um processador base-
ado no status da carga do mesmo.
O multi-uniprocessor (MUP) e´ um escalonador que pode ser utilizado tanto para
ma´quinas com um u´nico processador como para ma´quinas com mu´ltiplos processadores.
Todavia, este age de forma distinta ao escalonador para ma´quinas com SMP, pois quando
o escalonador MUP e´ selecionado as tarefas sa˜o limitadas a um processador especı´fico
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[33]. O lado positivo e´ que o escalonador MUP permite mecanismos mais flexı´veis para
o temporizador das tarefas em relac¸a˜o aos escalonadores SMP e UP.
O RTAI utiliza o FIFO como polı´tica padra˜o de escalonamento para tarefas de tempo
real crı´tico, mas tambe´m oferece as polı´ticas Round Robin (divisa˜o de tempo), Rate Mo-
notonic e Earliest Deadline First.
5.5 Caracterı´sticas do RTAI
Com o objetivo de tornar o desenvolvimento de aplicac¸o˜es ta˜o flexı´veis quanto possı´vel,
os desenvolvedores do RTAI introduziram uma se´rie de mecanismos diferentes para per-
mitir a comunicac¸a˜o interprocessos (IPC) entre tarefas de tempo real e os processos em
espac¸o usua´rio. Ale´m dos mecanismos de IPC, ainda sa˜o fornecidos servic¸os para a
gereˆncia de memo´ria e threads compatı´veis com o Posix.
5.5.1 Comunicac¸a˜o Interprocessos (IPC)
O RTAI fornece uma variedade de mecanismos para comunicac¸a˜o interprocessos. Em-
bora os sistemas Unix fornec¸am esses mecanismos de IPC, objetivando a comunicac¸a˜o
de processos rodando em espac¸o usua´rio, o RTAI necessita fornecer seus mecanismos de
IPC a`s tarefas de tempo real. Isto ocorre em virtude de na˜o ser possı´vel que tarefas de
tempo real utilizem as chamadas de sistema padra˜o do Linux.
Os diferentes dispositivos de IPC sa˜o incluı´dos como mo´dulos do nu´cleo, e podem ser
carregados em acre´scimo aos mo´dulos ba´sicos do RTAI e do escalonador, quando estes se
fazem necessa´rios. Uma vantagem adicional da utilizac¸a˜o dos mo´dulos e´ que os servic¸os
do IPC podem facilmente ser personalizados e expandidos.
5.5.1.1 FIFOS
Outra forma de implementac¸a˜o de IPC dentro do RTAI sa˜o as Filas FIFO. Uma FIFO e´
um canal de sentido u´nico assı´ncrono, na˜o sujeito a bloqueios, entre um processo Linux e
uma tarefa de tempo real [33]. Esta fila possui seu tamanho determinado pela necessidade
do usua´rio. Os dados na˜o podem ser sobrescritos em uma FIFO. Desta maneira, estas
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filas podem ser completamente preenchidas impossibilitando que novos dados possam
ser escritos ate´ que algum dos dados anteriores seja consumido. Uma FIFO e´ vista pelo
espac¸o usua´rio como uma entrada no direto´rio /dev, onde existe um conjunto que pre´
aloca 64 entradas na FIFO [33].
A implementac¸a˜o das FIFOS no RTAI e´ baseada na implementac¸a˜o do RTLINUX,
mas o RTAI fornece algumas caracterı´sticas que na˜o esta˜o disponı´veis no outro sistema.
Em primeiro lugar, e´ permitida a ativac¸a˜o de um sinal quando ha´ eventos na FIFO (como
a escrita de novos dados). Um processo rodando em espac¸o usua´rio pode criar, enta˜o,
manipuladores para estes sinais, utilizando-se das func¸o˜es padro˜es Linux. Contudo, isto
na˜o se faz necessa´rio, pois processos rodando em espac¸o usua´rio podem simplesmente
fazer uso das operac¸o˜es padra˜o de entrada e saı´da para escrever ou ler dados contido
nestas filas [33].
Adicionalmente, e´ possı´vel a existeˆncia de va´rios processos leitores e escritores relaci-
onados a uma FIFO, o que na˜o era possı´vel na versa˜o no RTLINUX. Para possibilitar que
va´rios processos se utilizem destes dispositivos de comunicac¸a˜o compartilhados, o RTAI
proveˆ uma API para a utilizac¸a˜o de sema´foros, sendo que cada sema´foro e´ tecnicamente
associado a uma FIFO [13].
Os sema´foros sa˜o ferramentas ba´sicas para a sincronizac¸a˜o interprocessos, utilizadas
em sistemas operacionais. Os sema´foros sa˜o contadores manipulados por tarefas ou pro-
cessos ao alocar ou liberar um determinado recurso. Se um recurso no sistema possuir
um sema´foro e este na˜o estiver disponı´vel, os demais processos que desejarem fazer uso
deste, devem ficar enfileirados aguardando que o recurso seja liberado e, por sua vez, o
sema´foro seja desbloqueado.
5.5.1.2 Memo´ria Compartilhada
A Memo´ria compartilhada proveˆ um paradigma alternativo de IPC em relac¸a˜o a`s FIFOS,
quando um modelo de comunicac¸a˜o diferente se fizer necessa´rio. Memo´ria compartilhada
e´ um bloco comum de memo´ria que pode ser lido ou escrito por qualquer processo ou
tarefa no sistema [33]. Como processos diferentes podem operar de forma assı´ncrona
uma a´rea de memo´ria compartilhada, surge a necessidade de assegurar que os dados na
nesta regia˜o de memo´ria na˜o sejam sobrescritos, enquanto ainda se fazem necessa´rios
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ou mesmo sem que exista a real intenc¸a˜o de que tal ac¸a˜o seja tomada. Como o RTAI
pode interromper uma tarefa ou processo em qualquer instante em que se fizer necessa´rio,
pode a vir a interromper uma ac¸a˜o de escrita ou leitura de um processo. Sendo assim se
faz necessa´ria a utilizac¸a˜o de sema´foros para garantir a exclusa˜o mu´tua de um bloco de
memo´ria.
A Memo´ria compartilhada e´ implementada como um controlador de dispositivo. Con-
sequ¨entemente, isto requer que uma entrada no direto´rio /dev seja adicionada antes que
esta a´rea de memo´ria seja utilizada [33]. Ao alocar um bloco de memo´ria compartilhada,
o processo que esta alocando uma a´rea de memo´ria tem de atribuir um identificador a esta
e informar o tamanho da mesma. A primeira chamada para um determinado identificador
de bloco de memo´ria ira´ fazer a alocac¸a˜o do mesmo, enquanto que as pro´ximas chamadas
ao mesmo identificador apenas devolvem o enderec¸o do bloco de memo´ria alocado ante-
riormente. Este identificador e´ um nu´mero inteiro, o que leva a um problema de alocac¸a˜o
similar ao que esta presente nas FIFOS, caso na˜o exista nenhum controle centralizado da
distribuic¸a˜o deste identificador. Entretanto, assim como nas FIFOS, os identificadores de
blocos de memo´ria compartilhados podem ser alocados dinamicamente, utilizando-se de
nomes simbo´licos. Assim, a alocac¸a˜o conflitante de blocos pode ser evitada.
5.5.1.3 Caixas Postais (Mailboxes)
O RTAI fornece uma terceira alternativa para IPC atrave´s de um mecanismo mais flexı´vel,
as caixas postais (mailbox). Este dispositivo propicia que qualquer nu´mero de processos
possam enviar e/ou receber mensagens de, ou para, uma caixa postal [33]. A quantidade
de informac¸o˜es a serem armazenadas em uma caixas postal deve respeitar a sua capaci-
dade de armazenamento.
Uma caixa postal que executa uma operac¸a˜o de envio ou recebimento pode ser associ-
ada a um temporizador. Isto significa que, caso uma operac¸a˜o de emissa˜o ou de recepc¸a˜o
na˜o inicie ou termine em um determinado limite de tempo, o controle pode retornar ao
processo ou tarefa que fez a solicitac¸a˜o. Ale´m disso, o processo que acionou uma deter-
minada caixa postal pode especificar que, se a caixa postal na˜o possuir a capacidade de
armazenar a mensagem inteira, somente uma parte dela seja enviada. Caso contra´rio, uma
falha sera´ gerada.
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5.5.2 Gerenciamento de Memo´ria
Nas primeiras verso˜es do RTAI, a memo´ria precisava ser alocada estaticamente, na˜o
sendo possı´vel a` alocac¸a˜o em tempo de execuc¸a˜o. Atualmente, existe um mo´dulo incluso
voltado para a administrac¸a˜o da memo´ria, que permite a alocac¸a˜o dinaˆmica de blocos
de memo´ria pelas tarefas, mesmo em tempo de execuc¸a˜o. A interface para tal alocac¸a˜o
dinaˆmica e´ muito similar a da biblioteca C padra˜o.
O RTAI pre´ aloca blocos de memo´ria antes da execuc¸a˜o em modo tempo real (o ta-
manho e o nu´mero de blocos podem ser configurados). Quando uma tarefa de tempo real
chama rt malloc(), a memo´ria solicitada e´ obtida destes blocos previamente aloca-
dos. Quando a quantia de memo´ria livre for menor que o valor solicitado, um novo bloco
de memo´ria e´ reservado para atribuic¸o˜es futuras [13].
De forma similar, por ocasia˜o da liberac¸a˜o de um bloco de memo´ria alocado dinamica-
mente, atrave´s da func¸a˜o rt free(), a memo´ria liberada e´ agrupada ao bloco disponı´vel
para futuras alocac¸o˜es [33].
5.6 LXRT: Interface de Tempo Real para processos em
modo usua´rio
A LXRT e´ uma API do RTAI com a finalidade de tornar possı´vel o desenvolvimento de
aplicac¸o˜es de tempo real em espac¸o usua´rio, sem a necessidade da criac¸a˜o de mo´dulos
agregados ao nu´cleo [35]. Isto e´ algo muito u´til, pois utilizar mo´dulos no nu´cleo para o
desenvolvimento de tarefas de tempo real pode representar algumas desvantagens.
Inicialmente, a memo´ria do nu´cleo na˜o e´ protegida de acessos inva´lidos, por parte dos
programas que rodam neste modo. A simples modificac¸a˜o de uma a´rea de memo´ria na˜o
desejada pode ocasionar a corrupc¸a˜o de dados e, ate´ mesmo o mau funcionamento do
sistema como um todo. Outra desvantagem e´ que, ao utilizarem programas executando
como mo´dulos, por ocasia˜o de uma eventual atualizac¸a˜o do nu´cleo do SO, estes mo´dulos
adicionados tera˜o de ser recompilados. Portanto, na˜o e´ possı´vel que os bina´rios de um
programa de controle de tarefas de tempo real executadas como mo´dulos possam ser
simplesmente movidos entre verso˜es distintas do nu´cleo.
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O RTAI possibilita o desenvolvimento de uma aplicac¸a˜o de tempo real em espac¸o
usua´rio, ale´m de permitir que o programador fac¸a uso das facilidades oferecidas pelas
ferramentas de depurac¸a˜o oferecidas pelo Linux. Ale´m disso, os servic¸os providos pelas
chamadas de sistema no Linux permanecem disponı´veis as estas tarefas. Apo´s a aplicac¸a˜o
estar plenamente desenvolvida, pode ser convertida para um mo´dulo do nu´cleo como
uma tarefa de tempo real crı´tico. Neste caso, as chamadas de sistema padra˜o no Linux
deixam de estar disponı´veis a esta tarefa de tempo real crı´tico, e os servic¸os anteriormente
fornecidos pelo Linux devem enta˜o ser substituı´dos pelos providos pelo RTAI [13].
A LXRT permite que aplicac¸o˜es modifiquem dinamicamente seu modo de execuc¸a˜o
entre os modos de tempo real brando ou crı´tico, por utilizar apenas uma u´nica chamada de
func¸a˜o dentro do programa usua´rio. Quando uma aplicac¸a˜o estiver sendo executada como
uma tarefa de tempo real brando, o escalonador padra˜o do Linux e´ utilizado. Contudo,
para que uma tarefa tenha seu modo alterado tornando-se de tempo real e´ necessa´rio que
o processo altere sua polı´tica de escalonamento para a do tipo FIFO, que e´ o escalonador
utilizado quando se intenciona que uma tarefa de tempo real critico seja executada no
Linux [36].
O escalonador FIFO proporciona o uso de prioridades esta´ticas e escalonamento pre-
emptivo melhorando, desta forma, o controle em relac¸a˜o ao escalonador padra˜o Linux,
que utiliza prioridades dinaˆmicas. Assim, o escalonador FIFO permite melhorar o tempo
de resposta de um processo em relac¸a˜o ao escalonador padra˜o do Linux. Contudo, os pro-
cessos ainda podem perder seus prazos por va´rios motivos, como por exemplo, no caso
de uma interrupc¸a˜o ser ocasionada por uma tarefa escalonada pelo RTAI.
A fim de possibilitar que uma tarefa altere para o modo de tempo real crı´tico, a LXRT
cria um agente de tempo real no espac¸o do nu´cleo para cada processo rodando em modo
usua´rio que possua exigeˆncias temporais crı´ticas, sendo isto o que torna possı´vel uma
aplicac¸a˜o trocar de modo de execuc¸a˜o. Para transferir o processo para o modo de tempo
real crı´tico, o agente desabilita as interrupc¸o˜es, remove a tarefa da fila de execuc¸a˜o do es-
calonador do Linux e o acrescenta na fila do escalonador do RTAI. A partir deste instante,
esta tarefa deixara´ de ser perturbada ou interrompida por outros processos Linux.
Por ocasia˜o desta troca de modo de operac¸a˜o, para o modo tempo real, o processo
necessita ter certeza de que ele ainda permanece utilizando a mesma regia˜o de memo´ria,
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por conseguinte deve desabilitar a paginac¸a˜o de memo´ria utilizando-se da chamada de
sistema mlockall() [33, 10].
As chamadas de sistema do Linux na˜o podem ser usadas no modo de tempo real
crı´tico, mas esta restric¸a˜o pode ser contornada atrave´s da utilizac¸a˜o de um processo de
tempo real brando que faz uso dos servic¸os do Linux em nome do processo de tempo
real crı´tico. Os dois processos podem manter comunicac¸a˜o por se utilizarem das facili-
dades para IPC providas pelo RTAI [35]. Na utilizac¸a˜o da API LXRT para desenvolver
aplicac¸o˜es para tempo real crı´ticas em modo usua´rio, os tempos de resposta na˜o sa˜o ta˜o
bons para as tarefas rodando em modo usua´rio em relac¸a˜o a aquelas que esta˜o rodando
como mo´dulos do nu´cleo. Em particular, a troca de contexto leva um tempo inferior a
100 µs ao se utilizar a LXRT, mas quando as tarefas esta˜o operando como um mo´dulo do
nu´cleo, a troca de contexto leva um tempo inferior a 40 µs [33].
5.7 RTNET
O RTNET e´ uma pilha de protocolos de rede para tempo real crı´tico, fundamentada no
hardware Ethernet utilizada pelo RTAI (extensa˜o do SO Linux para manipular tarefas de
tempo real ).
5.7.1 Histo´rico
O projeto do RTNET teve inı´cio com David Schleef, no ano de 2000, baseando-se na se´rie
2.2 do nu´cleo do Linux, RTAI e RTLINUX, sem um controle especial sobre a forma de
acesso ao meio. Em 2001, o projeto foi adotado e passou a ser desenvolvido pelo Insti-
tute for Systems Engineering, Real-Time Systems Group, da Universidade de Hannover,
passando, neste perı´odo, a ser portado e reescrito para as verso˜es 2.4 do nu´cleo do Linux
e para o RTAI-24.
No ano de 2002, Marc Leine Budde, deu inı´cio a` modularizac¸a˜o do projeto, sendo
responsa´vel, ainda, pela adic¸a˜o de um mo´dulo de controle determinı´stico de acesso ao
meio baseado no TDMA.
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5.7.2 Fundamentos
O RTNET implementa a pilha de protocolos UDP/IP, ICMP e ARP, de forma deter-
minı´stica. Embora algumas estruturas de dados e algoritmos sejam derivados da pilha
de rede do Linux, sua pilha de rede e´ proprieta´ria e se baseia no hardware padra˜o Ether-
net, provendo suporte a alguns dos mais populares chipsets de placas desta tecnologia
[60, 28]. Na figura 5.3 e´ representada a estrutura ba´sica dos componentes do RTnet.
Pilha UDP/IP - TR
Driver  Ethernet - TR
Adaptador de Rede
Aplicação  Distribuída  - TR
Figura 5.3: Estrutura ba´sica do RTNET [60].
As mensagens que trafegam atrave´s do RTNET possuem as suas prioridades herdadas
das tarefas de tempo real, que esta˜o realizando as operac¸o˜es de envio e de recebimento de
dados [11].
Para a resoluc¸a˜o das coliso˜es inerentes ao protocolo em que se baseia (Ethernet), foi
implementada no RTNET uma camada adicional, denominada RTMAC, que e´ um proto-
colo de controle de acesso ao meio baseado no TDMA. O RTNET proveˆ, ainda, uma API
de sockets padra˜o BSD, que pode ser utilizada pelo o nu´cleo do RTAI, bem como pelos
processos LXRT. A tabela 5.1 apresenta os requisitos mı´nimos para o funcionamento do
RTNET.
Tabela 5.1: Requisitos para a utilizac¸a˜o do RTNET [60]
Requisitos Verso˜es
Sistema Operacional Nu´cleo do Linux versa˜o 2.4.x
Patches de Tempo Real RTAI 24.1.9 ou superior
Plataforma Intel x86 (pelo menos para as extenso˜es LXRT, a API do nu´cleo pode trabalhar com outras plataformas)
Adaptadores de Rede Intel EtherExpress PRO 100, RealTek 8139, DEC 21x4x, 3Com EtherLink III
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Como o RTNET utiliza um controle de acesso ao meio baseado em software, ape-
nas e´ permitido que os no´s que estejam em conformidade com o respectivo protocolo
comuniquem-se dentro de um mesmo segmento fı´sico de rede. Para as demais estac¸o˜es,
que estiverem conectadas apenas via RTNET acessarem a Internet ou Intranet, o tra´fego
deve passar por um tunelamento atrave´s do domı´nio de tempo real [59]. Na figura 5.4 e´
representada configurac¸a˜o tı´pica de uma rede RTNET.
UDP/IP
Tempo Real
Internet/ Intranet
Nó RTnet
Nó RTnet
Gateway
Hub
Tunelamento
Tempo Real
Nó RTnetNó RTnet Nó RTnet
Figura 5.4: Rede RTNET [59].
5.7.3 Princı´pios de Implementac¸a˜o
O Gerenciamento das interfaces de rede Ethernet e´ efetuado pelos seus respectivos con-
troladores de tempo real (drivers). Como o RTNET preserva amplamente o modelo de
implementac¸a˜o de drivers de rede similar aos do Linux, todos os que esta˜o disponı´veis
no RTNET foram portados de suas verso˜es originais no Linux, tornando o custo de
implementac¸a˜o relativamente baixo.
Atualmente, o RTNET suporta alguns dos principais dispositivos de rede, como Intel
EtherExpress PRO 100, RealTek 8139, DEC 21x4x e 3Com EtherLink III. Os chipsets
adequados para a implementac¸a˜o de tempo real sa˜o aqueles que na˜o necessitam de longas
fases de sincronizac¸a˜o do hardware em suas rotinas de manipulac¸a˜o de interrupc¸o˜es e de
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transmissa˜o [28].
No RTNET, o controle de acesso ao meio, que e´ a permissa˜o para iniciar a transmissa˜o
de pacotes pelo driver de rede, beseia-se no me´todo CSMA/CD. A fim de prover um maior
previsibilidade temporal nas comunicac¸o˜es, um mo´dulo adicional denominado RTMAC
foi adicionado ao projeto do RTNET.
Este mo´dulo pode ser carregado opcionalmente e implementa um protocolo de acesso
ao meio baseado no TDMA (Time Division Multiple Access), garantindo assim, determi-
nismo temporal nas comunicac¸o˜es. Nas futuras verso˜es do RTNET, se planeja a inclusa˜o
de alguns protocolos de acesso alternativos, tais como os baseados nos me´todos de passa-
gem de permissa˜o [59].
5.8 RTMAC
O RTMAC e´ um mo´dulo projetado para ser usado com o RTNET, com a finalidade de
prover um controle determinista de Acesso ao Meio (MAC). A versa˜o corrente do RT-
MAC implementa um algoritmo baseado no TDMA. Em virtude de projeto do RTMAC
ser modular, novos algoritmos proprieta´rios podem ser agregados ao seu mo´dulo, mais
facilmente. Na figura 5.5 esta´ representada a estrutura ba´sica do RTNET com o mo´dulo
RTMAC carregado.
Pilha UDP/IP - TR
Driver  Ethernet - TR
Adaptador de Rede
Aplicação  Distribuída  - TR
RTmac
Figura 5.5: RTNET com o mo´dulo RTMAC carregado [60].
Por ocasia˜o da carga do mo´dulo RTMAC, o controle exclusivo sobre a transmissa˜o
pelo meio fı´sico passa a ser sua responsabilidade [28]. Todos os pacotes de saı´da passam
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pelo RTMAC e, enta˜o, um algoritmo de acesso ao meio e´ quem decidira´ quando os pacotes
podem ser enviados pelo driver de Rede.
No RTMAC, cada estac¸a˜o possui um fatia de tempo fixa dentro do ciclo elementar
TDMA. Uma das estac¸o˜es da rede devera´ assumir o papel de mestre e, periodicamente,
enviar um pacote de sincronizac¸a˜o, com o objetivo de sinalizar o inı´cio de um novo ciclo,
ale´m de distribuir um timestamp global.
A figura 5.6 e´ uma representac¸a˜o de como o ciclo TDMA e´ composto dentro do RT-
MAC.
Tempo
SOF RT2 NR RT0SOFRTnRT1RT0 . . .
 Síncromo
Quadro TDMA
. . .
Assíncromo
*  SOF - Quadro determinando o início do cíclo, que é enviado pelo Mestre
*  RT0 - Pacote de Tempo Real de Mestre
*  RT1 ... RTn - Pacotes de Tempo Real dos Cliente 1... n
*  NRT - Slot Não de Tempo Real
Figura 5.6: Ciclo TDMA no RTMAC [60].
Uma estac¸a˜o pode estar em um dos 3 estados ba´sicos: inativa (Idle), mestre (Master)
ou cliente (Client). Durante a carga do RTMAC, todas as estac¸o˜es na rede entram confi-
guradas no estado inativo. Apo´s o mo´dulo RTMAC ser carregado, obrigatoriamente, uma
das estac¸o˜es deve ser configurada como mestre. As outras estac¸o˜es, portanto, somente
podera˜o ser configuradas como clientes. Todas as configurac¸o˜es relativas ao ciclo TDMA
devem ser realizadas na estac¸a˜o mestra [28]. Os passos para a configurac¸a˜o do RTMAC
sa˜o:
• Escolher a estac¸a˜o que ira´ assumir o papel de mestre.
• Trocar seu estado de inativo para mestre;
• Registrar a todos os clientes, antes de a rede ser utilizada. Novas estac¸o˜es clientes
na˜o podem ser adicionadas em tempo de Execuc¸a˜o.
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• Estipular o tempo do ciclo. A estac¸a˜o mestre deve gerar um quadro sinalizando o
inicio de cada ciclo. O tempo de ciclo na˜o pode ser alterado durante a execuc¸a˜o.
• Determinar o tamanho do Pacote.
• Indicar o offset de envio para cada cliente (tempo entre a recepc¸a˜o do SOF e o inicio
da fatia de tempo do cliente);
A figura 5.7 e´ uma representac¸a˜o gra´fica da forma como sa˜o atribuidos os offsets
dentro do ciclo RTMAC.
RT0SOF RT0 SOFRTnRT2RT1
offset 1
          offset 2
          offset n
. . .
Figura 5.7: A Atribuic¸a˜o de offsets no ciclo RTMAC [60].
5.9 RTNETPROXY
O RTNETPROXY e´ um dispositivo de software, implementado no RTNET, que visa pos-
sibilitar o compartilhamento dos adaptadores de rede para tra´fegos Ethernet, sejam eles
de tempo real ou na˜o, permitindo assim que a pilha TCP/IP do Linux possa ser utilizada
atrave´s das aplicac¸o˜es LXRT no RTAI [59].
Do ponto de vista do Linux, o RTNETPROXY e´ visto como um dispositivo de rede
virtual que possibilita acesso a` rede RTNET para aplicac¸o˜es TCP/IP que necessitem fazer
uso desta rede. Esta funcionalidade e´ denominada ” RTPROXY”. A figura 5.8 apresenta
os componentes da pilha de protocolos do RTNET e a forma como estes se integram com
a pilha de protocolos TCP/IP do Linux.
O RTNETPROXY e´ utilizado para compartilhar um adaptador de rede para tra´fegos
Ethernet de pacotes TCP/IP Linux, possibilitando que estes possam ser transmitidos
atrave´s do RTNET [59]. Os pacotes derivados dos protocolos ICMP e UDP/IP sa˜o inter-
pretados diretamente pela pilha de protocolos de tempo real RTNET, na˜o sendo necessa´rio
que sejam repassados para o RTNETPROXY.
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Pilha TR UDP/IP
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Figura 5.8: Integrac¸a˜o com a pilha Linux TCP/IP [59].
Todos os dados a serem enviados ou recebidos sa˜o copiados do RTNET para o RT-
NETPROXY, debilitando assim, a performance em relac¸a˜o a drivers de rede do Linux.
Todos os pacotes de entrada IPV4 tendo um identificador de protocolo IP, que na˜o seja
manipulados pelo RTNET, sa˜o repassados para o RTNETPROXY.
No capı´tulo seguinte sera˜o abordados aspectos relativos ao projeto e a implementac¸a˜o
do protocolo SRTP, alvo do presente trabalho
Capı´tulo 6
Projeto e Implementac¸a˜o do Protocolo
SRTP
O SRTP e´ uma extensa˜o do protocolo proposto em [8] adaptado para o contexto de sis-
temas de tempo real. Neste capı´tulo sera˜o apresentadas as considerac¸o˜es a respeito do
projeto do protocolo SRTP, atrave´s de sua especificac¸a˜o formal, bem como os detalhes
relativos a` implementac¸a˜o.
6.1 Especificac¸a˜o de Protocolos
A especificac¸a˜o de protocolos de comunicac¸a˜o de maneira formal traz va´rias garantias
em termos de qualidade dos protocolos e correc¸a˜o dos mesmos, visto que a utilizac¸a˜o de
estruturas matema´ticas bem definidas evita ambigu¨idade, sa˜o claras, simples e concisas,
ale´m de permitir a prova das propriedades do servic¸o implementado [18].
Neste trabalho, para a especificac¸a˜o do protocolo SRTP, foi utilizada a metodologia
proposta em [18], que baseia-se em sistemas finitos de transic¸a˜o [3]. Esta metodologia
divide o processo de desenvolvimento de protocolos em treˆs fases ba´sicas:
Ambiente de Aplicac¸a˜o e Requisitos: Nesta fase sa˜o definidos os objetos relevantes e
a forma como estes se relacionam;
Projeto do Servic¸o e do Protocolo: O sistema a ser definido e´ particionado em mo´dulos
funcionais, servic¸os e protocolos. O objetivo desta fase e´ prover uma definic¸a˜o correta,
sem ambigu¨idades a` implementac¸a˜o, independente de plataformas alvo;
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Implementac¸a˜o da especificac¸a˜o: Neste ponto o ambiente alvo e´ levado em considerac¸a˜o
para a definic¸a˜o da implementac¸a˜o do protocolo.
No contexto do protocolo SRTP, considerou-se como premissas para o seu desenvolvi-
mento, a na˜o existeˆncia de conflitos tra´fego na rede, em virtude da comunicac¸a˜o ser ponto
a ponto (atrave´s da utilizac¸a˜o de Switches), e a transmissa˜o ocorrendo em modo full-
duplex (ambos os sentidos ao mesmo tempo). O ambiente de execuc¸a˜o e´ caracterizado
como um sistema de tempo real, que somado aos canais ponto a ponto caracterizam um
ambiente sı´ncrono [56]. A especificac¸a˜o do protocolo e´ feita atrave´s de sistemas finitos
de transic¸a˜o, que sa˜o uma forma geral de modelar o comportamento de um sistema.
Um sistema finito de transic¸o˜es e´ uma qua´drupla < S, s0, E, δ > onde:
• S e´ o conjunto dos estados do sistema;
• s0 e´ o estado inicial (s0 ∈ S);
• E e´ o conjunto de eventos. Divide-se o conjunto E em treˆs conjuntos disjuntos: Ein,
Eout e Eint. Estes conjuntos representam, respectivamente, os eventos de entrada
(input), saı´da (output) e internos (intern). Eventos de entrada sa˜o representados
pelo sı´mbolo ’?’, os de saı´da pelo sı´mbolo ’!’ e os internos ’τ ’;
• δ e´ a func¸a˜o de transic¸a˜o, que mapeia um estado e um
A func¸a˜o de transic¸a˜o geralmente e´ apresentada como um diagrama de estados, com
eventos interligando os estados. A pro´xima sec¸a˜o apresenta os autoˆmatos que definem o
protocolo SRTP.
6.2 Definic¸a˜o do Protocolo SRTP
O protoco SRTP e´ divido em dois subsistemas, o transmissor TSRTP e o receptor RSRTP .
A interac¸a˜o entre estes e´ realizada atrave´s de eventos que representam as ac¸o˜es de
comunicac¸a˜o. Os subsistemas do protocolo SRTP e os eventos que os conectam sa˜o
ilustrados na figura 6.1. Note que os eventos de entrada do sistema TSRTP sa˜o os eventos
de saı´da do sistema e RSRTP e vice versa.
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TSRTP 
 
RSRTP 
pack 
last_pack 
ack 
nack 
Figura 6.1: Sistemas SRTP.
Os subsistemas TSRTP e RSRTP sa˜o apresentados nas figuras 6.2 e 6.3 como sistemas
finitos de transic¸a˜o (autoˆmatos) e sa˜o definidos a seguir:
TSRTP =< {T1, T2, T3, T4}, T1, {τ(send), pack!, last pack!, nack?, ack?}, δT >
RSRTP =< {R1, R2, R3, R4}, R1, {τ(receive), τ(deliver), nack!, ack!, pack?, last pack?}, δR >
A figura 6.2 apresenta a func¸a˜o de transic¸a˜o que representa o comportamento de um
transmissor SRTP. O processamento se inicia quando alguma tarefa chama a primitiva
(τ(send)), para o envio de uma mensagem. O sistema particiona esta mensagem em uma
sequ¨eˆncia de pacotes (estado T2) e os envia a` tarefa receptora (estado T3 e evento pack!).
O envio segue ate´ o penu´ltimo pacote. Por ocasia˜o do envio do u´ltimo pacote (estado
T3 e evento last pack!) o sistema ira´ ficar a espera da confirmac¸a˜o do recebimento deste
pacote por parte do receptor (T4 e evento last pack!), permanecendo neste estado ate´ que
a confirmac¸a˜o da chegada do u´ltimo pacote seja recebida (evento ack?). Caso contra´rio,
periodicamente, o transmissor volta a enviar o u´ltimo pacote (pack!).
 pack! , nack? 
T1 
 (send) pack! 
last_pack! 
last_pack! 
       nack?  
ack? 
T2 T3 
T4 
last_pack! 
Figura 6.2: Func¸a˜o de transic¸a˜o para o subsistema transmissor δT .
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Durante a fase de envio de pacotes, a qualquer instante pode ocorrer o recebimento de
um pacote informando erros (nack?). Na ocorreˆncia de tal transic¸a˜o o pacote solicitado
sera´ reenviado (pack!). Por ocasia˜o do recebimento do u´ltimo pacote por parte do recep-
tor, o transmissor recebera´ um pacote (ack!) confirmando a chegada da mensagem. Neste
ponto o ocorre a transic¸a˜o para o estado inicial (T1).
O comportamento do receptor SRTP e´ representado na figura 6.3 , que apresenta a sua
func¸a˜o de transic¸a˜o. O processamento e´ iniciado quando uma tarefa chama a primitiva
(τ(receive)), dali em diante o sistema fica pronto para esperar pacotes. Note que, antes
desta chamada de sistema, o protocolo ignora quaisquer pacotes recebidos (lac¸o no es-
tado R1). Ao receber os pacotes provenientes do transmissor o receptor permanecera´ em
um lac¸o aguardando a chegada dos demais pacotes (R2 evento pack?). Apo´s a chegada
do u´ltimo pacote (R2 evento last pack?), o receptor enviara´ um pacote informando o
recebimento com eˆxito da mensagem (R3 evento ack!) e liberando-a para a tarefa que re-
quisitou a recepc¸a˜o (R4 evento (τ(deliver)) e retornando ao estado inicial (R1). Durante
a recepc¸a˜o, no caso da perda de sequ¨eˆncia ou de um pacote, sera´ enviado ao transmissor
um pacote informando o identificador do mesmo (nack!).
 
last_pack? 
pack? , nack! 
ack! 
   last_pack?  
 (deliver)      nack! 
R2 
R3 R4 
  (receive) 
pack? , last_pack? 
R1 
Figura 6.3: Func¸a˜o de transic¸a˜o para o subsistema receptor δR.
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6.3 Implementac¸a˜o do SRTP
O desenvolvimento do protocolo SRTP, no RTNET, tem como o objetivo adicionar uma
funcionalidade de comunicac¸a˜o para tarefas, em espac¸o usua´rio, que desejem efetuar
transmissa˜o e recepc¸a˜o de pacotes atrave´s da pilha RTNET. Para isto, foi implemen-
tado um mo´dulo utilizado o mesmo mecanismo proposto em [8], cuja finalidade e´ tratar
as rotinas de recepc¸a˜o e transmissa˜o de mensagens. Foram, ainda, adicionadas duas no-
vas chamadas de sistema, para que os programas de usua´rio possam vir a fazer uso das
funcionalidades do mesmo.
6.4 Visa˜o Geral do Protocolo
Como ambiente para o desenvolvimento do protocolo, utilizou-se a versa˜o do nu´cleo
2.4.17 do Linux, o RTAI 24.1.10 (extensa˜o do Linux para tempo real) e o RTNET 0.2.10.
Durante a fase de implementac¸a˜o, seguindo a filosofia do projeto do RTAI, procurou-se
efetuar o mı´nimo possı´vel de alterac¸o˜es nos co´digos fontes do Linux, RTAI e RTNET.
Foram necessa´rias alterac¸o˜es no co´digo fonte do Linux, pois, apesar de o RTNET ser uma
pilha de rede proprieta´ria, compartilha algumas estruturas e definic¸o˜es da pilha de rede
padra˜o do Linux.
Para a implementac¸a˜o do protocolo utilizou-se a capacidade destes sistemas de traba-
lharem como mo´dulos no nu´cleo, possibilitando, assim, que apenas uma pequena alterac¸a˜o
na chamada de sistema sys ipc() fosse realizada, visando a criac¸a˜o de uma interface
com as tarefas LXRT 1 rodando em espac¸o usua´rio.
Foi necessa´ria, ainda, a inserc¸a˜o de uma refereˆncia do protocolo SRTP junto ao sis-
tema de rede RTAI-RTNET, a fim de possibilitar que, ao receber um quadro Ethernet, este
fosse reconhecido como sendo um pacote msg srtp. Assim, definiu-se o identificador
0x0717(ETH P RP), junto a include if ether.h, com o objetivo de assinalar que os pacotes
encapsulados em quadros Ethernet foram gerados e pertencem ao SRTP. Ale´m disso, foi
introduzido o cabec¸alho SRTP junto a` estrutura rtskb no RTNET.
1API do RTAI que possibilita o desenvolvimento de aplicac¸o˜es de tempo real em espac¸o usua´rio, sem a
necessidade da criac¸a˜o de mo´dulos agregados ao nu´cleo
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O protocolo SRTP, inserido no RTNET, e´ implementado na formula de um mo´dulo do
nu´cleo e atua diretamente junto ao driver da placa de rede, sem entretanto, modifica´-lo.
Afim de prover uma interface com as aplicac¸o˜es LXRT, fez-se necessa´rio a adic¸a˜o de duas
novas chamadas de sistema para uso do protocolo SRTP:
1. srtp send(dest task,dest addr,buffer,buffer size): Envia os da-
dos contidos em buffer para a tarefa dest task no no´ identificado com o
enderec¸o dest addr;
2. srtp receive(src task,src addr,buffer,buffer size): Recebe os
dados provenientes da tarefa src task do no´ src addr e os coloca em buffer.
Esta e´ uma chamada bloqueante, i.e. caso na˜o existam dados a serem recebidos a
tarefa fica bloqueada esperando ate´ que estes cheguem.
Estas chamadas sa˜o responsa´veis, respectivamente, pela transmissa˜o e recepc¸a˜o de
pacotes deste protocolo. Cada chamada de sistema obte´m informac¸o˜es dos paraˆmetros
passados, pelas tarefas LXRT, que identificam a tarefa remota (identificador da tarefa e
enderec¸o MAC da ma´quina remota), e a regia˜o de memo´ria da tarefa local que armazenara´
os dados referentes a` recepc¸a˜o ou a transmissa˜o.
Com o objetivo de controlar os pacotes de transmissa˜o e de recepc¸a˜o do SRTP, foi cri-
ada uma lista duplamente encadeada (srtp packt list) para manter as estruturas de
mensagens msg srtp, sendo estas, fragmentos (pedac¸os de mensagens) ou mensagens
de controle do protocolo. A conteu´do desta estrutura e´ listado na tabela 6.1.
Tabela 6.1: Estrutura de controle de mensagens SRTP
Campos Descric¸a˜o
Enderec¸os ma´quinas de destino e origem Enderec¸o MAC destino e Origem
Task id origem e destino Identificador das Tarefas destino e origem.
Fila de fragmentos (Fila de Recepc¸a˜o rtskb) Lista que armazena os rtskb, que compo˜em uma mensagem para um determinado processo.
flag info (Flag de Controle) Controle de Pacotes Enviados ou Recebidos.
Nu´mero de Fragmentos Identificador do nu´mero total de fragmentos que ira˜o compor a mensagem.
Tamanho da Mensagem a ser transmitida ou recebida Tamanho total da Mensagem.
Ponteiros para o bloco anterior ou posterior Ponteiros da Lista duplamente encadeada.
A tabela 6.2 apresenta a descric¸a˜o das principais func¸o˜es do ambiente RTAI-RTNET
utilizadas na implementac¸a˜o do protocolo.
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Tabela 6.2: Func¸o˜es RTAI-RTNET utilizadas na implementac¸a˜o
Func¸a˜o Descric¸a˜o
rtskb queue empty Esta func¸a˜o retorna true se a fila estiver vazia, caso contrario retorna falso.
rt printk Rotina utilizada para escrever mensagens quando em modo nu´cleo.
rtskb queue tail Enfileira um rtskb no inicio da lista.
rtskb queue purge Remove todos os buffers de uma lista rtskb.
rtdev get by index Localiza uma interface pelo seu ı´ndice.
rt get time ns Retorna o tempo em nano segundos.
rtskb dequeue Remove um rtskb do inicio da lista.
rtdev add pack Adiciona um manipulador de protocolo junto a pilha de rede do nu´cleo.
rtdev xmit if Enfileira um buffer para transmissa˜o por um dispositivo de rede.
rtskb queue head init Inicializa a fila dos rtskb.
alloc rtskb Aloca um novo rtskb.
kfree rtskb Desaloca um rtskb.
rtdev remove pack Remove um manipulador de protocolos adicionado a lista de manipuladores de protocolos junto ao nu´cleo.
rt schedule Chamada para o escalodor de tarefas de tempo real.
O protocolo SRTP encontra-se localizado nas camadas de enlace e de aplicac¸a˜o do
modelo de refereˆncia OSI. A localizac¸a˜o do protocolo nessas camadas tem, apenas, o
objetivo de evitar o overhead causado pelas camadas de rede e de transporte, uma vez
que, no contexto de redes locais, as camadas intermedia´rias (rede, transporte, sessa˜o e
apresentac¸a˜o) sa˜o dispensa´veis. Para o protocolo SRTP sa˜o necessa´rias apenas uma in-
terface com o usua´rio (camada de aplicac¸a˜o) e uma camada que gerencie o driver de rede
Ethernet na recepc¸a˜o e transmissa˜o (camada de enlace). A figura 6.4 apresenta de maneira
comparativa as pilhas de protocolos OSI, UDP/IP RTNET e SRTP RTNET.
Fisíca
Aplicação
Apresentação
Sessão
Transporte
Rede
Enlace
OSI UDP/IP RTnet
Fisíca
Interface de Chamadas
do Socket
UDP
IP
Driver Ethernet
TR
Fisíca
Chamadas de Sistema
SRTP
Driver Ethernet TR  -  RTnet
Módulo SRTP
Figura 6.4: Comparativo entre as pilhas de protocolo
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6.5 Componentes do protocolo SRTP
O protocolo SRTP e´ implementado a partir dos seguintes componentes:
• Rotina de transmissa˜o;
• Rotina de recepc¸a˜o;
• Rotina de tratamento de interrupc¸a˜o na recepc¸a˜o e transmissa˜o de pacotes (alterac¸a˜o).
6.5.1 Transmissa˜o de Pacotes no SRTP
O protocolo SRTP implementa transmissa˜o de pacotes atrave´s da chamada de
sistema srtp send(). Na transmissa˜o, os pacotes gerados pelo protocolo sa˜o cria-
dos e encapsulados em quadros Ethernet, utilizando-se das informac¸o˜es contidas na es-
trutura de controle. As informac¸o˜es necessa´rias para o preenchimento, na estrutura de
controle, podem ser obtidas de duas formas: considerando os paraˆmetros passados pela
chamada srtp send() como sendo dados (por valor) ou como um ponteiro (por re-
fereˆncia). Caso a segunda opc¸a˜o seja adotada, torna-se necessa´rio a utilizac¸a˜o da rotina
copy from user(), para realizar a transfereˆncia das informac¸o˜es entre os espac¸os de
enderec¸amento do usua´rio e do nu´cleo.
Conforme [44], a co´pia destes dados faz-se necessa´ria em virtude de na˜o se poder
acessar diretamente o espac¸o do usua´rio, pois a memo´ria no espac¸o de usua´rios pode estar
em swap ou o ponteiro desta regia˜o de memo´ria pode na˜o ter uma pa´gina associada em
memo´ria fı´sica. Ale´m disso, referenciar ponteiros, quando estes se encontram em espac¸o
do usua´rio, possui algumas limitac¸o˜es, pois estes na˜o podem ser referenciados ao todo no
espac¸o do nu´cleo, em virtude de possuı´rem um mapeamento de memo´ria diferente.
Apo´s a estrutura de controle estar devidamente preenchida, a msg srtp passa a ser
montada e, enta˜o, e´ encapsulada em quadros Ethernet a partir da regia˜o de memo´ria
usua´rio. Caso a mensagem seja maior que a a´rea de dados do pacote Ethernet, ha´ a
necessidade que esta seja dividida em pedac¸os menores, denominados fragmentos.
O processo envolvido na montagem das mensagens no protocolo SRTP inicia-se com
a alocac¸a˜o de uma estrutura rtskb. Esta estrutura deve possuir tamanho suficiente para
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armazenar o cabec¸alho Ethernet, o cabec¸alho SRTP e os dados a serem enviados. A figura
6.5 mostra o formato dos pacotes SRTP.
Cabeçalho Ethernet 14  bytes Cabeçalho SRTP 12  bytes Dados 1488 bytes
Figura 6.5: Formato dos pacotes SRTP.
A a´rea reservada para dados no protocolo SRTP e´ de, no ma´ximo, 1488 bytes, res-
peitando os limites de tamanho dos pacotes Ethernet (1500 bytes), e visto que 12 bytes
sa˜o reservados para a inserc¸a˜o do cabec¸alho SRTP. A transfereˆncia de dados do espac¸o
usua´rio para o rtskb devem respeitar este limite.
Os pacotes sa˜o formados de acordo com a seguinte ordem: primeiro e´ alocada a a´rea
para os dados. Logo a seguir, o cabec¸alho SRTP e´ anexado em uma posic¸a˜o na memo´ria
a` frente dos dados e, em seguida, e´ inserido o cabec¸alho Ethernet a` frente do cabec¸alho
SRTP. A rotina responsa´vel por colocar o cabec¸alho Ethernet a frente do quadro e´ deno-
minada rtdev->hard header().
Todos os fragmentos das mensagens devem conter o cabec¸alho SRTP, com o identifi-
cador das tarefas origem e destino e o nu´mero de fragmentos que compo˜em a mensagem.
As demais informac¸o˜es necessa´rias para o enderec¸amento da mensagem encontram-se no
cabec¸alho Ethernet, pois neste esta˜o os enderec¸os MAC das ma´quinas de destino e ori-
gem, e o identificador do protocolo SRTP. Somente de posse destas informac¸o˜es, e´ que
a ma´quina destino conseguira´ receber os quadros Ethernet, identifica´-los como sendo do
protocolo SRTP, e, desta forma, tratar a estes dados.
Apo´s estas informac¸o˜es estarem agrupadas na estrutura rtskb e´ que o quadro Ether-
net estara´ pronto para a transmissa˜o. Na existeˆncia de um pacote montado, efetua-se a
transmissa˜o do mesmo por meio da fila de transmissa˜o do dispositivo de rede. Neste
ponto e´ invocada a rotina rtdev xmit if() do RTNET , com o objetivo de enfileirar
o rtskb na fila de transmissa˜o e processar o envio dos pacotes.
Os pacotes dessa fila sera˜o transmitidos pela rotina de envio do driver de rede, ate´ que
a fila se esvazie ou ate´ que informe uma sobrecarga. Neste ponto podem ocorrer falhas,
caso a fila de transmissa˜o esteja totalmente ocupada. Ao receber a informac¸a˜o de que
os pacotes esta˜o sendo descartados, em virtude da memo´ria fı´sica do dispositivo (buffer
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de transmissa˜o) estar com sua capacidade esgotada, torna-se necessa´rio que o SRTP sus-
penda a tarefa que esta´ transmitindo, atrave´s de chamada a` rotina de escalonamento. Desta
forma possibilitando que alguma ac¸a˜o (tal como uma nova tentativa de processamento da
fila de envio), seja executada.
A cada retorno da rotina de escalonamento, a func¸a˜o de transmissa˜o ira´ tentar nova-
mente inserir na fila o pacote que na˜o poˆde ser enfileirado. Para isto, e´ necessa´rio que um
novo rtskb seja montado. Esta operac¸a˜o deve ser realizada ate´ que este fragmento da
mensagem consiga ser enfileirado.
A cada pacote transmitido pela rotina de envio, uma pequena verificac¸a˜o deve ser
realizada pelo no´ transmissor no campo flag info da estrutura msg srtp, com o
objetivo de analisar o status da transmissa˜o. Desta forma e´ possı´vel a constatac¸a˜o de
que algum dos pacotes enviados na˜o tenha sido devidamente processado pela ma´quina
destino (pacotes perdidos ou quebra na sequ¨eˆncia), ou, ainda, se o envio da mensagem
obteve sucesso.
A verificac¸a˜o do conteu´do deste campo e´ feita de modo que, se o transmissor en-
contra´-lo marcado com o valor 1, a transmissa˜o obteve sucesso, sendo possı´vel, desta
forma, que um outro pacote possa ser transmitido. No caso da perda de um pacote, o
campo flag info estara´ marcado com um valor negativo, sendo necessa´rio, portanto,
que este pacote seja remontado e retransmitido. O valor 0 e´ utilizado para assinalar eˆxito
na chegada de todos os pacotes ao receptor.
Neste u´ltimo caso, a rotina de transmissa˜o retorna para o final da chamada de
sistema srtp send(), retirando os componentes msg srtp da lista de mensagens
srtp pack list do mo´dulo. Neste ponto, a chamada de sistema retornara´ ao co´digo
do usua´rio, pois a mensagem foi enviada com eˆxito.
O campo flag info e´ marcado no transmissor pela softirq de recepc¸a˜o do SRTP,
que, ao identificar um pacote de controle vindo da ma´quina receptora, executa a devida
marcac¸a˜o deste flag da estrutura srtp pack list da tarefa que esta´ transmitindo, pos-
sibilitando, assim, que alguma provideˆncia seja tomada.
Esse pacote de controle sera´ transmitido pela ma´quina receptora, somente quando
ocorrer alguma quebra na sequ¨eˆncia da recepc¸a˜o ou quando todos os pacotes chegaram
sem problemas. Quando a rotina de transmissa˜o chegar ao fim ficara´ em um loop de es-
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pera chamando o escalonador de tempos em tempos e retransmitindo o u´ltimo fragmento
da mensagem, ate´ que o flag info contenha o valor zero, indicando que todos os pa-
cotes chegaram ao destino. O algoritmo 1 representa de maneira simplificada a rotina de
transmissa˜o do protocolo SRTP.
Algoritmo 1 Rotina de Transmissa˜o
1: < p1, p2, ..., pn >← to packets(m)
2: add messages(< p1, p2, ..., pn >)
3: i← 1
4: repeat
5: send(task id, pi)
6: i← i + 1
7: until i < n
8: while !received ack do
9: send(taskid, pn)
10: schedule()
11: end while
12: {Recepc¸a˜o de Nacks.}
13: when receive(nack(id, seq))
14: < p1, p2, ..., pn >← to packets(m)
15: i← seq
16: goto linha 4
17: {Recepc¸a˜o de Acks.}
18: when receive(ack(id))
19: recivedack ← true
6.5.2 Recepc¸a˜o de Pacotes no SRTP
O recebimento de pacotes msg srtp fica separado em duas partes de co´digo, uma exe-
cutada em nı´vel de chamada de sistema e a outra em nı´vel de softirq. Uma softirq e´ uma
rotina de software rotina que trata a interrupc¸a˜o propriamente dita.
Cada protocolo deve-se ter um registro de uma estrutura packet type, com a fina-
lidade de tornar possı´vel o recebimento de pacotes para um tipo de protocolo dentro do
nu´cleo. Consequ¨entemente, para o recebimento de pacotes do protocolo SRTP, deve-se
adicionar ao RTNET uma packet type com a especificac¸a˜o SRTP.
Na recepc¸a˜o, ale´m da chamada de sistema, o protocolo se estabelece como uma softirq
de recebimento de pacotes. Ou seja, o driver de rede e´ o responsa´vel pelo tratamento
de interrupc¸a˜o, enquanto a softirq e´ a responsa´vel pela ana´lise do conteu´do dos pacotes
Ethernet. No tratamento de interrupc¸a˜o, o driver gerencia o hardware de rede, recebe os
quadros Ethernet e os repassa rapidamente para a softirq de recebimento de pacotes.
A softirq efetua toda a ana´lise requerida para o tratamento do pacote recebido, como
ana´lise dos cabec¸alhos e dos dados. Ao chegar um pacote do tipo msg srtp, este sera´
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tratado pela rotina de interrupc¸a˜o do driver, e, em seguida, a softirq de recepc¸a˜o analisara´
o cabec¸alho do pacote e a rotina de recepc¸a˜o do SRTP sera´ executada.
O objetivo principal da rotina de recepc¸a˜o e´ identificar a qual tarefa pertencem os
dados recebidos nos pacotes. A rotina de recebimento de pacotes ira´ fazer uma busca
nas estruturas msg srtp, a procura da estrutura que se encaixa com a identificac¸a˜o do
pacote.
Ao identificar a estrutura SRTP respectiva ao cabec¸alho do pacote, a rotina de recepc¸a˜o
verifica se o fragmento que chegou e´ o esperado, o pro´ximo da sequ¨eˆncia. Caso o frag-
mento recebido na˜o seja o esperado, o flag info na ma´quina receptora e´ marcado para
evitar que novos pacotes cheguem. Logo a seguir, a ma´quina receptora monta um u´nico
pacote de controle, a fim de informar a ma´quina transmissora qual foi o fragmento que
foi perdido e deve ser reenviado.
Em virtude das caracterı´sticas do ambiente, apenas um u´nico pacote e´ enviado infor-
mando a perda, pois o meio fı´sico, por ser full-duplex, sempre estara´ livre, e a ma´quina
transmissora tera´ o buffer de recebimento da placa de rede livre para armazenar pelo me-
nos um pacote ate´ ser atendido. Desta maneira pode-se considerar que o envio do pacote
de controle ao transmissor sempre tera´ eˆxito.
Quando um fragmento que chegou ate´ a rotina de recepc¸a˜o e´ o esperado na sequ¨eˆncia,
o rtskb desse fragmento e´ adicionado no final da fila de fragmentos. Essa fila esta´ lo-
calizada internamente na estrutura de mensagens msg srtp relativa ao cabec¸alho desse
pacote.
Por ocasia˜o da chegada deste pacote de controle na ma´quina transmissora, esta deve,
imediatamente, interromper o envio de pacotes, passando a remontar e reenviar os paco-
tes, a partir do fragmento perdido, a` ma´quina receptora. Com a chegada do fragmento
esperado a` ma´quina receptora, o flag info sera´ desmarcado, assinalando a volta da
sequ¨eˆncia correta no recebimento dos pacotes.
A rotina de recepc¸a˜o de pacotes da softirq ao identificar que o pacote recebido trata-se
do u´ltimo, envia uma mensagem para a ma´quina transmissora informando o sucesso na
transmissa˜o dos pacotes. Ao receber este pacote, a ma´quina transmissora identifica que
a mensagem enviada foi processada pela ma´quina receptora, retornando da chamada de
sistema de envio, totalmente ciente da chegada de todos os pacotes ao destino.
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Na ma´quina transmissora, quando o u´ltimo pacote e´ enviado, a rotina de transmissa˜o
ficara´ esperando um pacote originado pela ma´quina receptora, indicando o sucesso da
transmissa˜o. A ma´quina receptora ao perceber que se trata do u´ltimo fragmento e que na˜o
houve quebra na sequ¨eˆncia do recebimento dos pacotes ira´, portanto, criar um pacote de
controle, enviando ao transmissor uma indicac¸a˜o de que todos os fragmentos chegaram
com sucesso. Esse pacote fara´ com que o transmissor retorne da chamada de sistema
ciente de que todos os pacotes chegaram ao destino. O algoritmo 2 representa de maneira
simplificada a rotina de recepc¸a˜o do protocolo SRTP.
Algoritmo 2 Rotina de Recepc¸a˜o.
1: when receive(pi)
2: if i = 1 then
3: send(nack(task id,−1))
4: next← 1
5: else
6: packlist← pi
7: next← 2
8: else if i = next then
9: send(nack(task id, id,−next))
10: else
11: packlist← packlist.pi
12: if packlist = completo then
13: send(ack(task id))
14: end if
15: end if
6.6 Controle de Erros no SRTP
Uma vez que o meio de transmissa˜o foi considerado confia´vel, durante a implementac¸a˜o
do SRTP, buscou-se minimizar a adic¸a˜o de overhead no protocolo. O aumento do
overhead pode ocorrer em virtude da necessidade de se adicionar mecanismos que ga-
rantam uma transmissa˜o confia´vel, em um meio na˜o confia´vel. Sendo a leveza um fator
preponderante na concepc¸a˜o do SRTP, implementou-se apenas um controle de erros de
sequ¨eˆncia visando identificar pacotes perdidos durante o recebimento das mensagens. A
figura 6.6 ilustra o fluxo normal do SRTP.
A quebra na sequ¨eˆncia dos pacotes, supondo que o meio na˜o seja hostil, ocorre apenas
quando o tratamento das interrupc¸o˜es de hardware na˜o ocorrer a tempo, ou quando o
limite do buffer da interface de rede estiver esgotado.
O controle de sequ¨eˆncia implementado e´ efetuado atrave´s de uma verificac¸a˜o do
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Figura 6.6: Fluxo normal do Protocolo SRTP.
nu´mero do fragmento do pacote. Caso ocorra uma quebra de sequ¨eˆncia, a softirq de
recepc¸a˜o do SRTP na ma´quina receptora, enviara´ um pacote de controle ao transmissor
informando qual o pacote que na˜o foi processado corretamente e que deve ser retransmi-
tido.
O pacote de controle sempre sera´ atendido na ma´quina transmissora, em virtude do
ambiente utilizado ser full-duplex e o buffer da interface de rede do transmissor sem-
pre conseguira´ armazenar esse pacote. A ma´quina transmissora ao receber o pacote de
controle a partir da softirq do SRTP sinaliza a tarefa interrompendo a transmissa˜o imedi-
atamente, passando a gerar os fragmentos a partir do que foi perdido e a reenvia´-los.
Ja´ na ma´quina receptora, a softirq do SRTP, apo´s ter enviado o pacote de controle
reportando o erro, fica esperando pelo fragmento perdido. Ao chegar o fragmento es-
perado, a softirq volta a` execuc¸a˜o do fluxo normal. Caso o fragmento novamente na˜o
seja processado na ma´quina receptora, reenvia-se o pacote de controle para a ma´quina
transmissora depois de certo perı´odo de tempo, ate´ que o fragmento esperado chegue. A
figura 6.7 exemplifica a procedimento executado, por ocasia˜o da ocorreˆncia de erros de
recebimento no SRTP.
6.7 Condic¸o˜es de Corrida no mo´dulo
A inserc¸a˜o de algumas protec¸o˜es de acesso a` estrutura srtp pack list e determinados
pontos crı´ticos do protocolo se fizeram necessa´rios na fase de implementac¸a˜o do protocolo
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Figura 6.7: Fluxo com ocorreˆncias de erros no Protocolo SRTP.
SRTP.
O principal motivo e´ o fato de que o co´digo encontra-se dividido em duas partes:
uma que manipula as interrupc¸o˜es e a outra as chamadas de sistema acessando, de forma
assı´ncrona, uma regia˜o de dados (lista de mensagens srtp pack list).
No RTAI existem uma variedade de bloqueios que podem utilizados, levando em
considerac¸a˜o a intensidade do bloqueio a ser realizado [13].
O objetivo destas protec¸o˜es, e´ evitar a ocorreˆncia de condic¸o˜es de corrida dentro do
nu´cleo, pois estas podem corromper a lista de mensagens srtp pack list, uma vez
que as operac¸o˜es efetuadas nesta lista na˜o sa˜o atoˆmicas .
Quando a chamada de sistema estiver manipulando a lista de mensagens
srtp pack list uma interrupc¸a˜o da placa de rede pode ocorrer, indicando a chegada
de um novo pacote. Apo´s a realizac¸a˜o do reconhecimento da interrupc¸a˜o pode ocorrer o
processamento das softirqs pendentes.
Caso esse novo pacote seja do tipo SRTP, ele sera´ processado pela rotina de recepc¸a˜o
do SRTP podendo ser adicionado a` lista da estruturas msg srtp que ja´ estava sendo aces-
sada pela chamada de sistema. Para evitar o acesso de tarefas concorrentes, utiliza-se os
dois tipos de protec¸a˜o juntos atrave´s da rotina rt spin lock irqsave(), impedindo
que os co´digos crı´ticos sejam acessados simultaneamente por va´rias tarefas.
A rotina rt spin lock irqsave() salva os flags e efetua um hard cli(), se-
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guido de um rt spin lock(), impedindo que ocorra alguma interrupc¸a˜o na CPU,
evitando desta forma que outras tarefas acessem a mesma regia˜o de co´digo.
A fim de desfazer os efeitos ocasionados pela chamada rt spin lock irqsave(),
a func¸a˜o rt spin unlock irqrestore() e´ executada restaurando todos os textit-
flags e, assim, retornando ao seu estado anterior, ou seja, com o flags de interrupc¸a˜o
ativos.
A fim de evitar a perda de informac¸o˜es a respeito das interrupc¸o˜es, o co´digo a ser
executado nos locks deve ser ra´pido, pois o hardware da interface de rede armazena as
interrupc¸o˜es que ocorrem durante este perı´odo, tratando as interrupc¸o˜es pendentes por
ocasia˜o da reativac¸a˜o dos flags de interrupc¸a˜o. Todavia, algo que sempre deve ser levado
em considerac¸a˜o, e´ o fato de que o buffer do hardware de rede possui um limite.
Na sec¸a˜o seguinte sera˜o apresentados os resultados e concluso˜es a respeito do traba-
lho. Sera˜o abordados os testes realizados para validac¸a˜o do funcionamento do protocolo,
bem como a avaliac¸a˜o de seus resultados.
Capı´tulo 7
Ana´lise de Resultados
Nesta sec¸a˜o, pretende-se apresentar os testes realizados, na comparac¸a˜o entre os proto-
colos SRTP E UDP/IP. Sa˜o apresentados, ainda os resultados obtidos, bem como uma
ana´lise dos mesmos.
Na realizac¸a˜o dos testes foram utilizadas treˆs diferentes faixas de carga de utilizac¸a˜o
do sistema e mensagens de sete tamanhos distintos. Assim foram medidos os tempos de
transmissa˜o atrave´s do algoritmo de round trip. As taxas de utilizac¸a˜o do sistema tomadas
como refereˆncia foram de 10 a 20%, 40 a 50% e 100%. Os tamanhos de mensagens
utilizados foram de 500 Bytes, 1 Kbyte, 2 Kbytes, 5 Kbytes, 10 Kbytes, 20 Kbytes.
As amostragens utilizadas foram de 2000 mensagens para cada tamanho de pacote em
cada faixa de carga, sendo coletadas em 20 experimentos de 100 pacotes cada. De posse
dos dados referentes aos tempos de transmissa˜o foram calculados os valores me´dios para
cada tamanho de mensagem, em cada faixa de utilizac¸a˜o.
Para a obtenc¸a˜o das cargas do sistema, foram utilizadas aplicac¸o˜es, cujas prioridades
foram elevadas para que se tornassem processos de tempo real Linux (processos com
prioridades elevadas). A faixa de 10 a 20% foi obtida com a utilizac¸a˜o do modo gra´fico e
demais textitdaemons do sistema operacional. Para a obtenc¸a˜o de uma carga na faixa de
40 a 50% de utilizac¸a˜o, foi acrescentada a utilizac¸a˜o de um software de descompressa˜o de
a´udio. A taxa de 100% de utilizac¸a˜o foi obtida com a adic¸a˜o da execuc¸a˜o de um software
renderizador de imagens.
O cena´rio utilizado para a realizac¸a˜o das experieˆncias foi o de uma rede local composta
por 3 ma´quinas conectadas atrave´s de um Switch 100 Mbits, o que possibilitou a na˜o
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existeˆncia de conflitos de tra´fego na rede, em virtude da comunicac¸a˜o ser ponto a ponto,
e a transmissa˜o ocorrer em modo full-duplex.
Os dados foram obtidos atrave´s da comunicac¸a˜o entre 2 PCs, um AMD K6 266 MHZ
com 192Mbytes de memo´ria e um AMD K6 II 500 MHZ como 128 Mbytes de memo´ria.
O sistema instalado nas ma´quinas era o Linux versa˜o do nu´cleo 2.4.17, o RTAI 24.1.10
e o RTNET 0.2.10. O driver utilizado para transmissa˜o dos pacotes foi o 8139too-rt uma
adaptac¸a˜o para tempo real do driver RealTek 8139, provido pelo Linux.
Foi utilizada a func¸a˜o rdtsc(), para a obtenc¸a˜o de tempos em uma grandeza de nanos-
segundos. Esta func¸a˜o constitui-se em um acesso direto ao contador timestamp, sendo
composta por uma instruc¸a˜o em assembly que possibilita a leitura de tal contador [42].
Para obter o valor equivalente ao valor lido convertido em unidades de tempo e´ necessa´rio
o conhecimento, o mais preciso possı´vel da frequ¨eˆncia do processador. Esta informac¸a˜o
pode ser obtida no RTAI em /proc/rtai/scheduler e no Linux em /proc/cpuinfo. A func¸a˜o
utilizada e´ representada na figura 7.1 a seguir:
static inline unsigned long long rdtsc() {
unsigned long long x;
\_\_asm\_\_ volatile(".byte 0x0f, 0x31":"=A"(x));
}
Figura 7.1: Func¸a˜o para a obtenc¸a˜o de tempos em nanossegundos [42].
A figura 7.2 representa, na forma de um gra´fico, os valores me´dios obtidos nestas
amostragens de tempos de transmissa˜o.
Analisando os valores obtidos, pode-se verificar que, para uma taxa de utilizac¸a˜o do
sistema de 10 a 20%, os valores me´dios para o tempo de transmissa˜o apresenta-se menor
no SRTP do que no UDP/IP, com excec¸a˜o das mensagens de tamanho iguais a 500 bytes
e 20 Kbytes.
Para uma taxa de utilizac¸a˜o do sistema de 40 a 50%, os valores me´dios de tempo de
transmissa˜o para o SRTP sa˜o maiores do que o UDP/IP para os pacotes com tamanho
igual a 500 bytes, 1 Kbytes, 10kbytes e 20 Kbytes, sendo menores nos demais tamanhos
de pacotes.
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Figura 7.2: Valores me´dios obtidos.
Utilizando-se uma taxa de utilizac¸a˜o do sistema de 100%, os valores me´dios para o
tempo de transmissa˜o do SRTP sa˜o maiores do que no UDP/IP apenas nas mensagens de
500 Bytes e 1 Kbytes, sendo menores nos demais tamanhos de mensagens.
Considerando-se a variac¸a˜o do tempo me´dio de transmissa˜o de mensagens de tama-
nho igual em diferentes taxas de utilizac¸a˜o do sistema, pode-se verificar que o protocolo
UDP/IP apresenta um tempo me´dio de transmissa˜o menor quando a carga no sistema e´
de 40 a 50% para todos os tamanhos de mensagens. O protocolo SRTP na˜o apresenta
uma taxa de utilizac¸a˜o onde os tempos me´dios sejam sempre menores. Entretanto, seu
comportamento revela uma estabilidade nos valores me´dios de tempo de transmissa˜o nas
diferentes cargas.
O comportamento de protocolo SRTP demonstrou-se anoˆmalo na transmissa˜o de men-
sagens com um tamanho igual a 20 kbytes, uma vez que o tempo me´dio de transmissa˜o
com carga de 100% do sistema apresentou-se em cerca de 40% do tempo de transic¸a˜o
para cargas de 10 a 20% e 40 a 50%.
Pode-se constatar que apesar do SRTP em alguns casos demonstra um desempenho
me´dio inferior ao do UDP/IP, mas este protocolo mostrou-se mais esta´vel, apresentando
um grau de variac¸a˜o inferior a este.
Foram realizadas diversas tentativas para comparar o protocolo SRTP com os proto-
colos UDP/IP, disponı´veis no ambiente RTAI-RTNET, para a comunicac¸a˜o de tarefas em
nı´vel de usua´rio. Todavia, na˜o foi possı´vel efetuar tais testes, pois ate´ mesmo as aplicac¸o˜es
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de exemplo, fornecidas pelos desenvolvedores do ambiente, na˜o obtiveram eˆxito em sua
utilizac¸a˜o. O funcionamento destes protocolos apenas foi possı´vel para tarefas implemen-
tadas como mo´dulo do nu´cleo, o que foge dos objetivos do trabalho.
A comparac¸a˜o de tempos de transmissa˜o de aplicac¸o˜es implementadas como mo´dulos
do nu´cleo na˜o foi efetuada, uma vez que e´ esperado um desempenho bastante superior,
devido a fatores como a inexisteˆncia de troca de contexto e a na˜o necessidade de trans-
fereˆncia das informac¸o˜es entre os espac¸os de enderec¸amento do usua´rio para o nu´cleo.
Capı´tulo 8
Conclusa˜o
Um sistema computadorizado de tempo real e´ um sistema em que o correto desempenho e´
avaliado na˜o so´ pela resposta adequada a um dado estı´mulo, mas tambe´m se essa resposta
e´ dada em tempo u´til, isto e´, quando ela e´ necessa´ria.
Os sistemas de tempo real teˆm sido utilizados, dentre outras aplicac¸o˜es, na concepc¸a˜o
de plantas industriais automatizadas, e em aplicac¸o˜es de controle. Na maioria dos ca-
sos, tais sistemas sa˜o compostos por va´rios no´s, interligados por meio de uma rede de
comunicac¸o˜es.
Visando garantir uma melhor performance temporal, na maioria dos sistemas de tempo
real e´ utilizada uma arquitetura de softwares de comunicac¸a˜o baseada em apenas treˆs
camadas: camada fı´sica, camada de enlace e camada de aplicac¸a˜o.
Muitas pesquisas foram feitas sobre o desenvolvimento de sistemas operacionais pro-
prieta´rios, com o objetivo de prover suporte para o controle de tarefas de tempo real. Ale´m
disto, outras pesquisas tratam do desenvolvimento de extenso˜es para sistemas operacio-
nais de propo´sito geral, para que estes possam vir a trabalhar com tarefas com requisitos
temporais. O Linux e suas extenso˜es teˆm se mostrado alternativas via´veis e eficazes para
tais tipos de sistemas.
Muitos estudos teˆm sido realizados, ainda, com o objetivo de otimizac¸a˜o de redes
Ethernet, padra˜o amplamente difundido e de baixo custo, afim de que estas venham a se
adequar a` transmissa˜o de informac¸o˜es com requisitos temporais. No sistema de tempo
real RTAI, a soluc¸a˜o implementada para este propo´sito e´ a pilha de protocolos RTNET.
Esta pilha proveˆ acesso a dois tipos de tarefas de tempo real: as que esta˜o rodando como
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mo´dulos agregados ao nu´cleo de tempo real e as tarefas que rodam como aplicac¸o˜es
usua´rias (LXRT).
A comunicac¸a˜o entre tarefas em no´s distintos da rede ocorre atrave´s dos protocolos
UDP/IP, implementados pelo RTNET. O SRTP e´ uma alternativa, proposta neste trabalho,
para que as tarefas, em nı´vel de usua´rio, possam comunicar-se entre ma´quinas distintas
em uma rede RTNET.
Na implementac¸a˜o do protocolo SRTP, houve a preocupac¸a˜o com a confiabilidade nas
comunicac¸o˜es. Foi implementada, para isto, uma rotina para o tratamento e recuperac¸a˜o
de erros, que se da´ em duas partes, uma delas no receptor, atrave´s da detecc¸a˜o da perda
de pacotes e o envio de um sinal de controle e a segunda no transmissor, que, ao receber
a informac¸a˜o de que quadros foram perdidos pelo receptor, passa a retransmitı´-los.
O SRTP procura manter uma complexidade baixa no algoritmo de recuperac¸a˜o de
erros, pois quanto mais completo o algoritmo de recuperac¸a˜o de erros se apresentar, maior
sera´ o overhead no sistema de comunicac¸a˜o. Entretanto, o SRTP pode ser considerado
confia´vel, uma vez que proveˆ tal rotina em nı´vel de protocolo.
A utilizac¸a˜o da arquitetura provida nos rtskb permite uma maior flexibilidade nas
rotinas que fazem a checagem dos cabec¸alhos dos pacotes, evitando tambe´m co´pias des-
necessa´rias das informac¸o˜es. O protocolo implementado utiliza-se do mecanismo “de
uma co´pia”, uma vez que as co´pias de informac¸o˜es do buffer da placa de rede para a
memo´ria sa˜o efetuados por DMA pelo driver, sendo somente necessa´rio fazer uma co´pia
por ocasia˜o da transfereˆncia de informac¸o˜es entre espac¸o usua´rio e nu´cleo.
A implementac¸a˜o do protocolo SRTP demonstrou ser uma alternativa via´vel para a
comunicac¸a˜o de tarefas de tempo real, em espac¸o usua´rio, apresentando confiabilidade
e diminuic¸a˜o no overhead, em relac¸a˜o aos protocolos UDP/IP, uma vez que implementa
uma rotina de detecc¸a˜o e recuperac¸a˜o de erros, e utiliza-se apenas de treˆs camadas da pilha
OSI. Os resultados obtidos na fase de testes indicam um funcionamento de maior estabi-
lidade, em relac¸a˜o ao UDP/IP, apresentando menores variac¸o˜es de tempo de transmissa˜o
em relac¸a˜o a` variac¸a˜o de carga do sistema.
Durante a fase de implementac¸a˜o, foram encontradas dificuldades em relac¸a˜o a` falta
de documentac¸a˜o do mo´dulo RTNET, tornando mais dispendiosa a compreensa˜o do seu
funcionamento, bem como o desenvolvimento do mo´dulo do protocolo. Por se tratar de
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um objeto de pesquisa, seu co´digo ainda na˜o esta´ completamente maturado, e apresenta
um comportamento insta´vel, em relac¸a˜o a algumas de suas funcionalidades.
Algumas sugesto˜es podem ser feitas em relac¸a˜o aos possı´veis estudos futuros, relaci-
onados com a continuidade deste trabalho. Uma vez que a implementac¸a˜o desenvolvida
tem o cara´ter de validac¸a˜o de um estudo, e´ possı´vel que se obtenha uma maior otimizac¸a˜o
dos algoritmos utilizados, visando diminuir, ainda mais, os possı´veis overheads existen-
tes.
Quanto ao escopo de aplicac¸a˜o, pode-se sugerir a extensa˜o do protocolo SRTP para
o tratamento de comunicac¸a˜o de tarefas de tempo real implementadas como mo´dulos do
nu´cleo.
Uma vez que o protocolo desenvolvido na˜o teve como objetivo prover determinismo
temporal no envio de mensagens, e´ possı´vel que seja adicionado tal atributo, atrave´s da
integrac¸a˜o do protocolo com o mo´dulo RTMAC, ou, ainda, atrave´s da criac¸a˜o de uma
aplicac¸a˜o de controle das comunicac¸o˜es, que possa vir a utilizar diferentes algoritmos
para tal finalidade.
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Glossa´rio
ATM: Asynchronous Transfer Mode - Tecnologia de transmissa˜o de qualquer tipo de
informac¸a˜o (dados, voz, imagem e vı´deo) em redes de computadores com taxas de
velocidade que podem variar entre 2 Mbps ate´ a faixa dos Gigabits.
Buffer: ´Area usada para armazenamento tempora´rio de dados na memo´ria do computa-
dor durante operac¸o˜es de entrada/saı´da.
Chipset: Conjunto de chips que controla as partes ba´sicas do computador (memo´ria,
tra´fego de dados, barramento e perife´ricos).
CSMA/CD: Carrier Sense Multiple Access/ Collision Detection- Procedimento de acesso
no qual as estac¸o˜es envolvidas monitoram o tra´fego em uma linha. Se na˜o houver
transmissa˜o, a respectiva estac¸a˜o pode enviar informac¸o˜es. Quando as centrais ten-
tam transmitir simultaneamente ha´ uma colisa˜o que e´ detectada por todas as centrais
envolvidas. Ao te´rmino de um intervalo de tempo aleato´rio, os parceiros em colisa˜o
tentam a transmissa˜o novamente. Se houver outra colisa˜o, os intervalos de tempo de
espera sa˜o gradualmente aumentados. As redes com procedimento CSMA/CD po-
dem ser implementadas facilmente, mas na˜o sa˜o determinantes no comportamento
de transmissa˜o. O procedimento CSMA/CD obedece a um padra˜o internacional
pelo IEEE 802.3 e ISO 8802.3
Deadline: Um deadline representa o prazo ao fim do qual uma determinada tarefa devera´
ser concluı´da.
Deadlock: Define-se deadlock como sendo uma situac¸a˜o de impasse, que ocorre quando
cada processo em um conjunto de processos se encontra a espera de um aconteci-
mento que so´ outro processo deste mesmo conjunto pode desencadear.
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Driver: Software que controla um dispositivo, permitindo que sistema operacional de
comunique com o dispositivo de hardware.
Ethernet: Padra˜o de rede IEEE, originalmente desenvolvido pela Xerox, para transmitir
dados a 10 Mbps.
Full duplex: Um sistema de comunicac¸a˜o ou equipamento capaz de transmitir simulta-
neamente nos dois sentidos.
IP: Internet Protocol- Protocolo de func¸o˜es ba´sicas da Internet, responsa´vel pelo rotea-
mento de pacotes entre dois sistemas que utilizam a famı´lia de protocolos TCP/IP.
´E o mais importante dos protocolos em que a Internet e´ baseada.
Kernel: Nu´cleo do sistema operacional. O kernel controla praticamente tudo, gerencia e
controla o acesso ao sistema de arquivos, gerencia a memo´ria, a tabela de processos
e o acesso aos dispositivos e perife´ricos, entre outras tarefas).
LAN: Local Area Network - As redes locais (LANs), sa˜o redes privadas com um alcance
restrito a alguns quiloˆmetros de extensa˜o. Normalmente sa˜o usadas para interligar
um pre´dio ou conjunto de pre´dios, como um campus universita´rio. Elas sa˜o am-
plamente usadas para conectar computadores pessoais e estac¸o˜es de trabalho em
escrito´rios e instalac¸o˜es industriais, permitindo o compartilhamento de recursos e a
troca de informac¸o˜es.
Linux: Sistema operacional multitarefa e multiusua´rio, criado por Linus Torvalds, que
possui alto desempenho e pode rodar tanto em servidores como em computadores
dome´sticos fornecendo um ambiente esta´vel.
LXRT: API do RTAI para o desenvolvimento de aplicac¸o˜es de tempo real em espac¸o
usua´rio, sem a necessidade da criac¸a˜o de mo´dulos agregados ao nu´cleo.
MAC: Media Access Control- Nı´vel 2 do modelo OSI. O nı´vel de data-link responsa´vel
por planejar, transmitir e receber dados em uma LAN.
Mo´dulo: No Linux, um mo´dulo e´ uma colec¸a˜o de rotinas que executam func¸o˜es de sis-
tema, podendo ser dinamicamente carregados e descarregados do kernel em
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execuc¸a˜o. Normalmente conte´m programas de controle de dispositivos e sa˜o bas-
tante dependentes do kernel.
OSI: Open System Interconnection Model - Modelo conceitual de protocolo com sete
camadas definido pela ISO, permitindo compreensa˜o e o projeto de redes de com-
putadores. Trata-se de uma padronizac¸a˜o internacional para facilitar a comunicac¸a˜o
entre computadores de diferentes fabricantes.
Overhead: Custo adicional em processamento ou armazenamento que, como con-
sequ¨eˆncia piora o desempenho de um programa ou de um dispositivo de proces-
samento. Usado normalmente para se referir a custos adicionais indeseja´veis, que
deveriam ou poderiam ser evitados.
Processo: Tambe´m chamado muitas vezes de job ou tarefa, um processo pode ser con-
siderado uma instaˆncia de um programa ou de um comando em execuc¸a˜o em um
sistema operacional.
Protocolo: Conjunto de regras que organizam e sincronizam a comunicac¸a˜o entre va´rias
ma´quinas, tanto em nı´vel de software como de hardware
rtskbuf: veja sk buff.
Sistema Operacional: Processo que roda permanentemente em background e que per-
mite efetuar as operac¸o˜es ba´sicas do computador. As tarefas de um sistema operaci-
onal incluem a administrac¸a˜o e o controle de acesso a todos os recursos especı´ficos
da ma´quina.
sk buff: estrutura que conte´m um conjunto de ponteiros para uma u´nica a´rea contı´nua de
memo´ria, que e´ utilizada pelos drivers de rede do Linux para manipulac¸a˜o de paco-
tes. Esta estrutura permite uma maior flexibilidade na manipulac¸a˜o de analisadores
e dos cabec¸alhos dos pacotes, evitando co´pias desnecessa´rias dos dados.
Softirq: Rotina de software rotina que trata uma interrupc¸a˜o.
Tarefa: Veja Processo.
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TDMA: Time Division Multiple Access - Acesso Mu´ltiplo por Divisa˜o de Tempo - Forma
de manter va´rios fluxos de informac¸a˜o independentes num mesmo canal de
comunicac¸a˜o. Sa˜o atribuidos pequenos intervalos de tempo cı´clicos a cada fluxo
de informac¸a˜o garantindo assim que estes na˜o se misturam.
TCP: Transmission Control Protocol - e´ a parte da pilha de protocolos TCP/IP que con-
trola o transporte de dados. ´E um protocolo do nı´vel de transporte e e´ responsa´vel
pela partic¸a˜o e remontagem dos pacotes de dados, assegurando que os dados trans-
mitidos alcancem seu destino, detectando e reenviando pacotes perdidos, adultera-
dos ou duplicados, ale´m de oferecer detecc¸a˜o e correc¸a˜o de erros.
UDP: User Datagram Protocol- Protocolo utilizado para o transporte sem conexa˜o e ba-
seado em IP. O UDP na˜o oferece qualquer controle do fornecimento de datagrama.
WAN: Wide Area Network Rede que cobre uma grande a´rea geogra´fica, podendo
constituir-se de va´rias LANs interligadas.
