This paper describes an interactive visual modeling and simulation environment, Q+TM (Q+ is a trademark of AT&T Bell Laboratones) and its COMPASS modeling interface, for performance anal ysis and simulation of distributed computer systems. In the first section, the authors give an expository description of the Q+ simulation tcol. After that Q+'s mcdeling capability is demonstrated through the use of a distributed order processing system mcdeling example. The authors complete the paper by presenting the current advances on developing the COMPASS interface to simplify distributed systems mcxieling by system planners and designers.
INTRODUCTION
With the recent advances in personzd computer, workstation and high speed net work capabilities, the basic architecture for a computer system is now typically consisted of a high performance host system working in concert with client-server type systems. These complex distributed systems consist of multiple high power workstations acting as servers and connected via local area networks (LANs) to groups of graphical personal computers or terminals. To assure that these complex distributed computer systems are optimally configured, and the business operations supported by the systems are properly designed, we need to analyze (through modeling and simulating) the performance of the distributed systems to help make critical configuration and design decisions. One of the means is by visual simulation as described in this paper.
Visual mcdeling teds can help system builders assure the performance of these complex software systems. Visual models let them represent and study the system's operational behavior. The idea of interactive mcdeling and simulation is that a designer input a model just as he/she would describe it to a colleague:
by drawing a picture. Then the system's behavior can be observed via the animated movement of operational entities within the mcdel and the gradual evolution of statistics. In this paper, the design and functionalities of Q+ is described and its modeling capability demonstrated using a distributed systems modeling example. At the end of this paper, current advances on developing a modeling interface (COMPASS) for convenient modeling of distributed computer systems are described. statistics, and so on). Q+ has six basic components: graphics editor, text editor, Monte Carlo simulator, the language interpreter, subnetworks, and the utility set.
These components are described in the following sections.
The Graphics Editor
A new model is most easily created using the graphics editor. Using the mouse, you draw the individual network nodes, then connect them to specify the topology ( Figure 1 You can step through events or run the animation continuously. When you set the snapshot window to a positive value, the screen is refreshed every snapshot interval to give a time-lapse account of mcdel behavior at the specified time granularity. To launch production runs in batch mcxie, you select the appropriate option and specify an output file. You can interrupt and restart at any time to track the progress of a batch simulation.
In a more complicated situation, the user may wish to ran replications, step through a mcdel's parameters for a sensitivity analysis, or compare multiple models. To facilitate these kinds of activities, Q+ provides a C language library called the C Programming Interface or CPI (formerly called HPE) that atlows a model's parameters or structure to be accessed or changed from a C program.
The Language Interpreter
Although Q+ is a visuat mcxieling tool, it does atlow transactions to have textual (data and program) attributes. You can enter most of the static attributes of a transaction, node or model as expressions, and those expressions can access and affect other model entities. These expressions are evaluated by an interpreter called Exp. For example, because performance models are quantitative, it might make sense for a transaction to carry a variable x, which could represent size, history, or system state, and for the network to atter its treatment of this transaction on the basis of the variable. Or this attribute might instead belong to the node and even be a function that the node executes to determine how to route or serve the transaction. The overall effect is a natural complement to the graphical paradigm that can easily express complex operations or protcxols. In this example, we describe an order processing system application mcdelled in Q+. This application typifies a generic tele-marketing system where the products for sale could be anything from clothing to computers. The model in Figure 2 shows a marketing representative interacting with customers on the phone to take orders. After the order form has been filled electronically, the order is sent via a Local Area Network (LAN) to an order manager who's responsibilities are:
1. Printing a hard copy and filing of the order.
Accessing a computerized inventory database system
to check on availability of components needed to assemble the order.
3. Assigning the manual work force to prmess the order if needed.
After these steps are completed, the order is electronically y sent to the billing department's database system so the customer is promptl y and correctly billed.
Both Figures 2 and 3 are Q+ models representing the above scenarios. Figure 2 shows the process view of the mcxiel. It is easily constructed by selecting appropriate icons that represent each step in the process. Each icon in fact is a queueing network model with its contents hidden. The details can be displayed, as shown in Figure 3 , so actual performance characteristics, i.e., backlog of orders at a given step, utilization of resources, processing delays etc. can be observed during simulation.
Note that the simulation can be executed with the contents of the subnetworks displayed or hidden.
In Figure 3 , a service order, represented by the transaction SO flows through the queueing network from the Marketing queue to the ISSUE_ORDER node which splits the same SO transaction to the PRINT.ORDER ncxle, the INVENTORY node and the WORK.FORCE node. After all three above queues have completed processing its respective SO transaction, a signal is sent to the BILLING ncde (which joins the SO signals from the above three nmles into a single SO transaction at the BILLING node) to start processing the bill for that order. The statistical window shows the histogram for total order processing time, that is, elapsed time since a marketing representative starts taking order to the time when a bill is ready to be sent to the customer (as tabulated by the BILLING ncde every time a SO transaction departs from the network).
The COMPASS MODELING INTERFAC E
Historically, Q+'s user base mainly consisted of system and performance analysts. These users are very comfortable parametrizing simulation mcxtels using queueing theory terminology. However, one of the most powerful aspects of Q+ is that is general enough to model a wide range of applications, such as computer, communication, manufacturing, and process improvement systems, among others. As Q+'s user base has expanded to include increasing numbers of very targeted users with very specific mmieling needs, we have realized that these users do not necessarily think of their systems in queueing theory terms. Instead of parametrizing simulation mcdels in terms of nodes, classes, and transactions, they would much rather use terms that directly relate to their modeling scenario. For example, the process engineer designing the order processing system shown in Figure 2 would rather parametrize the model in terms of operator thinking time, customer interaction time, and so on, rather than edit all the parameters in each Q+ node directly. the LAN and the order manager (server) can support, it will probably be necessary for a mcxleler to characterize the clients, the LAN and the Server in some detail. In Figure 4 , we see the CO~ASS windc)ws for parametrizing a Client Group afki the LAN. Here the user has entered a network speed of 10 MB/second, a packet size of512 bytes, and background traffic at 100 packets/second. Also, the user has seleeted LAN 
=0"%,"~== , Similarly, in Figure 4 , we see a COMPASS window for parametrizing a Client Group. Here we are adding two marketing representatives to the client group named Scanners, with certain common update and retrievaJ parameters for the members of the group. The input to these parameters will be used to automatically generate a Q+ subnetwork mcdel of a client group for use in performance analysis of order processing time.
COMPASS
provides a wide range of default subnetwork models for LANs, X terminals, servers, host systems and networks. Once the user has selected the subnetworks and has completed parametrizing them, COMPASS builds the complete Q+ model from libraries of pre-existing models, in this case from the Computer Operations mcdel library. COMPASS will also select appropriate Q+ statistics, run the mcxiel, then display the statistic results. Of course, since a Q+ model is built, the user can run the model on the Q+ screen instead. The benefit is that the user can run it interactively with animation, stopping the mcxiel and changing it at any time.
COMPASS is built using object oriented design principles and C++. This is a very natural paradigm since Q+ itself has a strong notion of objects, such as nodes, classes, transactions, etc. Anytime a new application arises, all that needs to be resolved is the mapping between the application objects and the corresponding Q+ objects. It is our goal to make this an automatic prccedure so that end-users can create their own application interface.
While Q+ alone is quite powerful and flexible, using the COMPASS modeling interface will drastically simplify mcdeling building and interpretation.
5 CONCLUSION demonstrated the power of its design approach. The last section on the COMPASS mcxleling interface described on-going work to enhance the use of Q+ for convenient modeling of computer operations systems.
