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VARIABLE SELECTION IN HIGH-DIMENSIONAL
ADDITIVE MODELS BASED ON NORMS OF
PROJECTIONS
MARTIN WAHL
Abstract. We consider the problem of variable selection in high-
dimensional sparse additive models. We focus on the case that the
components belong to nonparametric classes of functions. The pro-
posed method is motivated by geometric considerations in Hilbert
spaces and consists of comparing the norms of the projections of
the data onto various additive subspaces. Under minimal geomet-
ric assumptions, we prove concentration inequalities which lead to
new conditions under which consistent variable selection is pos-
sible. As an application, we establish conditions under which a
single component can be estimated with the rate of convergence
corresponding to the situation in which the other components are
known.
1. Introduction
In this paper, we consider the problem of variable selection in high-
dimensional nonparametric additive models in which the number of
covariates is much larger than the number of observations. We study
these models under the assumption that most components are equal to
zero.
High-dimensional linear models have been investigated intensively in
the literature. A great deal of attention has been given to the Lasso
(see, e.g., the book by Bu¨hlmann and van de Geer [4] and the references
therein). The Lasso is based on l1-penalization, and can be used for
both estimation and variable selection. There is also a huge literature
on estimation and variable selection via l0-penalization. These proce-
dures can be found, e.g., in the book by Massart [19], where a general
approach to model selection via penalization is developed (see also the
work by Barron, Birge´, and Massart [3] and the references therein).
Finally, there is a third approach which is based on exponentially
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weighted aggregation (see, e.g., the work by Rigollet and Tsybakov
[23] and Arias-Castro and Lounici [1] and the references therein).
More recently, high-dimensional additive models have been studied,
e.g., in the work by Meier, van de Geer, and Bu¨hlmann [20], Huang,
Horowitz, and Wei [13], Koltchinskii and Yuan [17], Raskutti, Wain-
wright, and Yu [21], Gayraud and Ingster [12], Suzuki and Sugiyama
[25], and Dalalyan, Ingster, and Tsybakov [10]. One approach general-
izes the (group) Lasso and combines sparsity penalties with smoothness
penalties or constraints (see [20, 13, 17, 21, 25]). As in the case of the
Lasso, these procedures can be used for both estimation and variable
selection (see [20, 13]). Another approach based on exponential aggre-
gation is developed in the work by Dalalyan, Ingster, and Tsybakov
[10]. They considered the problem of estimation in a more general
model which they called the compound model and which includes the
additive model as a special case. In a Gaussian white noise setting, they
showed that their estimator achieves non-asymptotic minimax rates of
convergence.
Comminges and Dalalyan [9] considered the problem of variable se-
lection in a high-dimensional Gaussian white noise model, and estab-
lished tight conditions which make the estimation of the relevant vari-
ables possible. They also extended their method to a high-dimensional
random regression model, but they assumed that the joint density of
all covariates is known. Similar results were obtained earlier by Wain-
wright [31] for high-dimensional linear models with Gaussian measure-
ment matrices.
Several results in the theory of high-dimensional statistical inference
are initiated by achievements in the theory of compressive sensing (see,
e.g., the introductory book chapters by Fornasier and Rauhut [11] and
Rauhut [22] and the references therein). A popular method is the
l1-minimization which enables sparse recovery if the measurement ma-
trix satisfies, for instance, a restricted isometry property (RIP). It is
known that several random matrices satisfy the RIP with probability
close to one, important examples being the Gaussian random matrices
and the so-called structured random matrices (see, e.g., the work by
Cande`s and Tao [8], Baraniuk, Davenport, DeVore, and Walkin [2], and
Rauhut [22]). These results were generalized to high-dimensional linear
models by Cande`s and Tao [7] (see also the work by Bickel, Ritov, and
Tsybakov [5] and the book by Koltchinskii [16, Chapters 7 and 8]).
In this paper, we study a method for variable selection which con-
sists of comparing the norms of the projections of the data onto var-
ious finite-dimensional additive subspaces. Given an upper bound q∗
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for the number of nonzero components, the procedure selects the sub-
set of cardinality smaller than or equal to q∗ which best explains the
data in the finite sample setting. The basis of this procedure is a se-
lection criterion in the population setting which works well under the
essential assumption that the minimal angles between various disjoint
additive subspaces are bounded away from zero. Applying this as-
sumption and tools from the theory of structured random matrices, we
derive a strong uniform concentration property of the empirical norm
around the L2(PX)-norm, which, in the special case of independent
covariates, can be rewritten as a restricted (block)-isometry property.
This property enables us to carry over the geometry in the population
setting to the finite sample setting, and thus leads to an analysis of
our procedure. Our results are of theoretical interest. Under minimal
geometric assumptions, we prove upper bounds for the probability that
our procedure misses relevant variables. These concentration inequal-
ities lead to conditions making consistent estimation of the relevant
variables possible. In the case of the linear model with random mea-
surement and also in settings considered in the theory of compressive
sensing, these conditions coincide with what can be usually found in
the literature (see, e.g., [31, 22]). In the general case of the nonpara-
metric additive model, we find conditions which are, to the best of our
knowledge, new. As an application of our variable selection procedure,
we consider the problem of estimating single components. We establish
conditions under which a single component can be estimated with the
rate of convergence corresponding to the situation in which the other
components are known. This is of interest since the rate of convergence
valid for the whole regression function can be considerably smaller if the
number of nonzero components is large or if the component of interest
is smoother than the other components.
The paper is organized as follows. In Section 2, we present the main
assumption and discuss a selection criterion in the population setting.
Moreover, we propose our selection criterion and state a first version
of our main result in Theorem 1. In Section 3, we complete our main
result by proving a uniform concentration property of the empirical
norm. Moreover, we apply our result to the problem of estimating a
single component. Section 4 is devoted to the analysis of the finite
sample geometry, which is the main part in the proof of Theorem 1.
Finally, some technical parts of the proofs are given in the Appendix.
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2. The main result
2.1. The variable selection problem. Let (Y,X) be a pair of ran-
dom variables such that X = (X1, . . . , Xq)
T and
Y =
q∑
j=1
fj(Xj) + ǫ, (2.1)
where the Xj are real-valued random variables, the fj are unknown
functions which are contained in L2(PXj ), and ǫ is a Gaussian random
variable with expectation 0 and variance σ2 which is independent of
X . Moreover, we suppose that fj satisfies E[fj(Xj)] = 0 for j =
1, . . . , q − 1. We denote by f the whole regression function given by
f(x) =
∑q
j=1 fj(xj). We assume that we observe n independent copies
(Y 1, X1), . . . , (Y n, Xn) of (Y,X), i.e.,
Y i =
q∑
j=1
fj(X
i
j) + ǫ
i, i = 1, . . . , n. (2.2)
The number of covariates q can be much larger than the number of
observations n, but we assume that the number of non-zero components
is smaller than n. Thus we consider a high-dimensional sparse additive
model. We define J0 = {j ∈ {1, . . . , q} : ‖fj‖ > 0}, meaning that we
have f(x) =
∑
j∈J0
fj(xj). Moreover, we denote by s the cardinality
of J0, i.e., s = |J0|. The set J0 is supposed to be unknown, but we
assume that we are given an integer q∗ such that |J0| ≤ q∗. We aim
at selecting a subset of cardinality smaller than or equal to q∗ which
contains J0.
2.2. The main assumption. Without any further assumption, the
components are not necessarily uniquely determined. In this section,
we give an assumption which implies uniqueness and furthermore makes
the variable selection task accessible. We define Hq = L
2(PXq) and
Hj =
{
hj ∈ L2(PXj )|E [hj(Xj)] = 0
}
for j = 1, . . . , q − 1. Note that fj ∈ Hj. The spaces Hj are all canoni-
cally contained in L2(PX) which is a Hilbert space with the inner prod-
uct 〈g, h〉 = E[g(X)h(X)] and the corresponding norm ‖g‖ =√〈g, g〉.
Moreover, for J ⊆ {1, . . . , q}, we define
HJ =
∑
j∈J
Hj
(with the convention that HJ = 0 if J = ∅).
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Assumption 1. There exists a constant 0 ≤ ρ < 1 such that for all
subsets J1, J2 ⊆ {1, . . . , q} satisfying J1 ∩ J2 = ∅ and |J1|, |J2| ≤ q∗, we
have
〈hJ1 , hJ2〉 ≤ ρ‖hJ1‖‖hJ2‖ (2.3)
for all hJ1 ∈ HJ1, hJ2 ∈ HJ2.
It follows from the fact that the spaces Hj are closed combined
with Assumption 1 and [15, Theorem 1a] (applied inductively) that
all spaces HJ with J ⊆ {1, . . . , q} and |J | ≤ 2q∗ are closed. The real
number
ρ0(HJ1, HJ2) = sup
{ 〈hJ1, hJ2〉
‖hJ1‖‖hJ2‖
∣∣∣∣0 6= hJ1 ∈ HJ1, 0 6= hJ2 ∈ HJ2
}
is the cosine of the minimal angle between HJ1 and HJ2 (see, e.g., [14,
Definition 1]). Letting ρq∗ = max ρ0(HJ1, HJ2), where the maximum
is taken over all subsets J1, J2 ⊆ {1, . . . , q} satisfying J1 ∩ J2 = ∅
and |J1|, |J2| ≤ q∗, then Assumption 1 says that ρq∗ < 1. By a simple
argument which is given in Appendix A, one can show that Assumption
1 can be written as follows:
Remark 1 (Equivalent form of Assumption 1). For all subsets J1, J2 ⊆
{1, . . . , q} satisfying J1 ∩ J2 = ∅ and |J1|, |J2| ≤ q∗, we have
‖hJ1 + hJ2‖2 ≥ (1− ρ2q∗) ‖hJ1‖2 (2.4)
for all hJ1 ∈ HJ1, hJ2 ∈ HJ2.
Remark 1 shows that Assumption 1 is essential for variable selection:
if (2.4) does not hold, then it is possible that f is arbitrary close to a
sparse additive function which is based on a completely different set of
variables. From (2.4) and the definition of J0, we obtain:
Lemma 1. Let Assumption 1 be satisfied. Then
κ := min
∅6=J⊆J0
∥∥∥∑
j∈J
fj
∥∥∥2 > 0.
For J ⊆ {1, . . . , q} let ΠHJ be the orthogonal projection from L2(PX)
to HJ . In the following we abbreviate ΠHJ as ΠJ . Since projections
lower the norm, the set J0 maximizes the quantity ‖ΠJf‖2. If As-
sumption 1 holds, the following Lemma shows that ‖ΠJ0f‖2 − ‖ΠJf‖2
is strictly positive for all subsets J ⊆ {1, . . . , q} with |J | ≤ q∗ and
J0 \ J 6= ∅. This means that a subset J ⊆ {1, . . . , q} with |J | ≤ q∗
which maximizes ‖ΠJf‖2 always contains J0 (and is equal to J0 in the
special case when |J0| = q∗). These observations will be the theoretical
basis for our selection criterion in the finite sample setting.
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Proposition 1. Let Assumption 1 be satisfied, and let J ⊆ {1, . . . , q}
be a subset such that |J | ≤ q∗ and J0 \ J 6= ∅. Then
‖ΠJ0f‖2 − ‖ΠJf‖2 = ‖f −ΠJf‖2 ≥ (1− ρ2q∗)κl,
where l = |J0 \ J | and
κl := min
J ′⊆J0,|J ′|=l
∥∥∥∑
j∈J ′
fj
∥∥∥2.
Proof. The equality follows from ΠJ0f = f and the projection theorem.
We turn to the proof of the inequality. We have f =
∑
j∈J0∩J
fj +∑
j∈J0\J
fj =: fJ0∩J + fJ0\J . Hence
ΠJf = fJ0∩J +ΠJfJ0\J
and
f −ΠJf = fJ0\J − ΠJfJ0\J .
We have fJ0\J ∈ HJ0\J , ΠJfJ0\J ∈ HJ , and l = |J0 \ J | ≥ 1. Thus (2.4)
and the definition of κl yield
‖f − ΠJf‖2 =
∥∥fJ0\J −ΠJfJ0\J∥∥2 ≥ (1− ρ2q∗)‖fJ0\J‖2 ≥ (1− ρ2q∗)κl.
This completes the proof. 
Finally, we show that ρq∗ can be related to a quantity which is known
in the literature on sparse additive models (see, e.g., [17]).
Lemma 2. Let ǫ2q∗ be the smallest number such that∥∥∥∑
j∈J
fj
∥∥∥2 ≥ (1− ǫ2q∗)(∑
j∈J
‖fj‖2
)
(2.5)
for all J ⊆ {1, . . . , q} with |J | ≤ 2q∗ and all ∑j∈J fj ∈ HJ . Then we
have ρq∗ < 1 if and only if ǫ2q∗ < 1.
A proof of this lemma is given in Appendix B.
2.3. The selection criterion. In this section, we construct the selec-
tion criterion. For j = 1, . . . , q, let Vj ⊆ Hj be finite-dimensional linear
subspaces. For J ⊆ {1, . . . , q}, let
VJ =
∑
j∈J
Vj
and dJ = dimVJ . Moreover, for l = 1, . . . , q, let dl = max|J |=l dJ .
In order to proceed, we introduce some further notation. Let ‖ · ‖n
be the empirical norm which is defined by
‖h‖2n =
1
n
n∑
i=1
h2(X i)
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for h ∈ L2(PX), and which is defined by ‖ · ‖2n = (1/n)‖ · ‖22 if ap-
plied to vectors in Rn. Here, ‖ · ‖2 denotes the usual Euclidean norm.
Moreover, let ΠˆJ be the orthogonal projection from Rn to the subspace
{(gJ(X1), . . . , gJ(Xn))T |gJ ∈ VJ}. If h ∈ L2(PX), then we abbreviate
ΠˆJ(h(X
1), . . . , h(Xn))T as ΠˆJh. Finally, let Y = (Y
1, . . . , Y n)T and
ǫ = (ǫ1, . . . , ǫn)T . Motivated by Proposition 1, we define an estimator
Jˆ0 of J0 as follows:
Jˆ0 = arg max
J⊆{1,...,q},|J |≤q∗
(∥∥ΠˆJY∥∥2n − σ2dJ/n
)
. (2.6)
Conditioning on X1, . . . , Xn, the random variable (n/σ2)‖ΠˆJǫ‖2n has a
chi-square distribution with rank(ΠˆJ) ≤ dJ degrees of freedom and the
last term is supposed to cancel its expectation. The last term can also
be seen as a penalty term. In fact, the criterion in (2.6) can be written
as a penalized least squares criterion (see, e.g., [19]).
The success of the criterion depends on a suitable choice of the Vj,
which in turn depends on the regularity conditions of the fj . For
instance, if the fj belong to some known finite-dimensional linear sub-
spaces of Hj , then we let the Vj be equal to these spaces. In the
following, we consider the nonparametric case. Without loss of gener-
ality, we shall restrict our attention to (periodic) Sobolev smoothness
and spaces of trigonometric polynomials. A similar treatment is pos-
sible, e.g., for Ho¨lder smoothness and spaces of piecewise polynomials
or spaces of splines. Recall that the trigonometric basis is given by
φ1(x) = 1 and φ2k(x) =
√
2 cos(2πkx) and φ2k+1(x) =
√
2 sin(2πkx),
k ≥ 1, where x ∈ [0, 1].
Assumption 2. Suppose that the Xj take values in [0, 1] and have
densities pj with respect to the Lebesgue measure on [0, 1], which satisfy
c ≤ pj ≤ 1/c for some constant c > 0. Moreover, suppose that the fj
belong to the Sobolev classes
W˜j(αj , Kj) =
{
∞∑
k=1
θkφk(xj) :
∞∑
k=1
(2πk)2αj (θ22k + θ
2
2k+1) ≤ K2j
}
,
where αj > 1/2 and Kj > 0 (see, e.g., [27, Definition 1.12]).
For j = 1, . . . , q, let Vj be the intersection of Hj with the linear span
of φ1, . . . , φmj (in the variable xj). The choice of the mj will depend
on the following approximation properties.
Lemma 3. Let Assumption 2 be satisfied. Then there exists a constant
Cj > 0 depending only on αj and c (given explicitly in the proof) such
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that
‖hj − ΠVjhj‖2 ≤ CjK2jm−2αjj and
‖hj − ΠVjhj‖2∞ ≤ CjK2jm1−2αjj
for all hj ∈ W˜j(αj, Kj) ∩ Hj, where ΠVj is the orthogonal projection
from L2(PX) to Vj.
For completeness, a proof of this lemma is given in Appendix C. We
suppose that for j = 1, . . . , q,
mj ≥
(
CjK
2
j q
∗(1 + ǫ′q∗)
c′(1− ρ2q∗)κ
)1/2αj
, (2.7)
where 0 < c′ < 1 is a small constant satisfying (4.3) and ǫ′q∗ is a positive
real number such that∥∥∥∑
j∈J
fj
∥∥∥2 ≤ (1 + ǫ′q∗)(∑
j∈J
‖fj‖2
)
(2.8)
for all J ⊆ {1, . . . , q} with |J | ≤ q∗ and all ∑j∈J fj ∈ HJ . Note that,
by the Cauchy-Schwarz inequality, we can always choose 1 + ǫ′q∗ = q
∗.
The mj are chosen such that the following upper bound holds∥∥∥f −∑
j∈J0
ΠVjfj
∥∥∥2 ≤ (1 + ǫ′q∗)∑
j∈J0
‖fj −ΠVjfj‖2 ≤ c′(1− ρ2q∗)κ, (2.9)
where we used (2.8) and Lemma 3. Applying Bennett’s inequality
and Lemma 3, one can show that a similar bound holds with high
probability when the L2(PX)-norm is replaced by the empirical norm
‖ · ‖n. The result is as follows:
Lemma 4. Let Assumptions 1 and 2 be satisfied. Suppose that (2.7)
is satisfied for j = 1, . . . , q. Let the event A be given by
A =
{∥∥∥f −∑
j∈J0
ΠVjfj
∥∥∥2
n
≤ 2c′(1− ρ2q∗)κ
}
.
Then
P (Ac) ≤ exp
(
− 3
16
n
dq∗
)
. (2.10)
A proof of Lemma 4 is given in Appendix D
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2.4. The main result and some consequences. In this section, we
present our first main theorem and derive several consequences. These
results will be further developed in Section 3, where the final results
can be found.
For J ⊆ {1, . . . , q} and 0 < δ < 1 (e.g. δ = 1/2), we define the
events
Eδ,J =
{
(1− δ)‖gJ‖2 ≤ ‖gJ‖2n ≤ (1 + δ)‖gJ‖2 for all gJ ∈ VJ
}
.
Moreover, we define
Eδ,q∗ =
⋂
J⊆{1,...,q},|J |≤q∗
Eδ,J∪J0.
We prove:
Theorem 1. Let Assumptions 1 and 2 be satisfied. Let 0 < δ < 1.
Suppose that (2.7) is satisfied for j = 1, . . . , q. Then there is a constant
c1 > 0 depending only on δ (given explicitly in the proof) such that
P
(
J0 ⊆ Jˆ0
)
≥ 1− P (E cδ,q∗)− exp
(
− 3
16
n
dq∗
)
−
s∑
l=1
q∗−(s−l)∑
m=0
(
s
l
)(
q − s
m
)
4 exp
(
−c1
n2(1− ρ2q∗)2κ2l
σ4dq∗−s+l + σ2n(1 − ρ2q∗)κl
)
.
(2.11)
Recall, that the dl are given by dl = max|J |=l dJ .
Remark 2. Theorem 1 also holds in the parametric case, i.e., if fj ∈
Vj for j ∈ J . In this case, only Assumption 1 has to be satisfied,
Assumption 2 and the condition (2.7) disappear. Moreover, in (2.11)
the term exp(−3n/(16dq∗)) can be dropped.
The bound (2.11) yields the following simpler one
P
(
J0 ⊆ Jˆ0
)
≥ 1− P (E cδ,q∗)− exp
(
− 3
16
n
dq∗
)
−
(
eq
q∗
)q∗
4 exp
(
−c1
n2(1− ρ2q∗)2κ2
σ4dq∗ + σ2n(1− ρ2q∗)κ
)
. (2.12)
This can be seen as follows. First, we successively apply the bounds
κl ≥ κ and dq∗−s+l ≤ dq∗. Then, we use the following combinatorial
result (for a proof see, e.g., [19, Proposition 2.5])
q∗∑
j=0
(
q
j
)
≤
(
eq
q∗
)q∗
. (2.13)
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From (2.12), we conclude:
Corollary 1. Suppose that the assumptions of Theorem 1 hold. Then
for each constant c2 > 0, there is a constant c3 > 0 (depending only on
c1 and c2) such that
P
(
J0 ⊆ Jˆ0
)
≥ 1− P (E cδ,q∗)− q−c2,
provided that
max
{
σ2
√
q∗dq∗ log(eq/q∗)
(1− ρ2q∗)κ
,
σ2q∗ log(eq/q∗)
(1− ρ2q∗)κ
, dq∗ log q
}
≤ c3n.
Remark 3. Corollary 1 also holds if the assumptions of Remark 2 are
satisfied. In this case, the term dq∗ log q can be dropped.
Next, we present another analysis of (2.11) in the case that q∗ = s.
Then J0 ⊆ Jˆ0 if and only if J0 = Jˆ0. Thus, we can rewrite (2.11) as
P
(
J0 6= Jˆ0
)
≤ P (E cδ,q∗)+ exp
(
− 3
16
n
dq∗
)
+
s∑
l=1
l∑
m=0
(
s
l
)(
q − s
m
)
4 exp
(
−c1 n
2(1− ρ2s)2κ2l
σ4dl + σ2n(1− ρ2s)κl
)
. (2.14)
Applying κl ≥ (1− ǫs)lκ1, dl ≤ ld1, and
l∑
m=0
(
s
l
)(
q − s
m
)
≤ q2l,
the last expression in (2.14) can be bounded by
s∑
l=1
4q2l exp
(
−c1 l(n(1− ρ
2
s)(1− ǫs)κ1)2
σ4d1 + σ2n(1− ρ2s)(1− ǫs)κ1
)
.
We obtain:
Corollary 2. Suppose that the assumptions of Theorem 1 hold. More-
over, suppose that q∗ = s. Then for each constant c2 > 0, there is a
constant c3 > 0 (depending only on c1 and c2) such that
P
(
J0 6= Jˆ0
)
≤ P (E cδ,q∗)+ q−c2, (2.15)
provided that
max
{
σ2
√
d1 log q
(1− ρ2s)(1− ǫs)κ1
,
σ2 log q
(1− ρ2s)(1− ǫs)κ1
, ds log q
}
≤ c3n.
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Remark 4. Corollary 2 also holds if the assumptions of Remark 2 are
satisfied. In this case, the term ds log q can be dropped. In the special
case that the covariates are also independent, we have ρs = ǫs = 0 and
the conditions become
max
{
σ2
√
d1 log q
κ1
,
σ2 log q
κ1
}
≤ c3n.
Note that these conditions are also necessary (see [30]).
Finally, we mention that in the case q∗ = s, the conditions in Corol-
lary 1 and 2 are both consequences of a more general condition. One
can show that for each c2 > 0, there is a c3 > 0 such that (2.15) holds,
provided that for l = 1, . . . , s,
max
{
σ2
√
ldl log(eq/l)
(1− ρ2s)κl
,
σ2l log(eq/l)
(1− ρ2s)κl
, ds log q
}
≤ c3n. (2.16)
Note that Corollary 1 follows from the bounds κl ≥ κ and the fact that
l log(eq/l) is increasing in l for 1 ≤ l ≤ q, and Corollary 2 follows (up
to the constant e in the logarithm) from the bounds κl ≥ (1 − ǫs)lκ1
and dl ≤ ld1 and the fact that log(eq/l) is decreasing in l.
3. Structured random matrices and the event Eδ,q∗
3.1. Independent covariates and the RIP. In this subsection, we
suppose thatX1, . . . , Xn are independent, which implies that the spaces
V1, . . . , Vq are orthogonal in L
2(PX). In this particular case, we rewrite
the event Eδ,q∗ as a restricted (block)-isometry property. This allows
us to apply known concentration inequalities.
For j = 1, . . . , q, let {φjk}1≤k≤dimVj be an orthonormal basis of Vj.
Then we define the n× dimVj-matrix
Aj =
1√
n
(
φjk(X
i
j)
)
1≤i≤n,1≤k≤dimVj
and for J ⊆ {1, . . . , q}, we define the n× dJ -matrix AJ = (Aj)j∈J (we
abbreviate A{1,...,q} as A). With these definitions, it is easy to see that
Eδ,J is the event such that
(1− δ)‖zJ‖22 ≤ ‖AJzJ‖22 ≤ (1 + δ)‖zJ‖22
for all zJ ∈ RdJ . Here, we have used that the spaces V1, . . . , Vq are
orthogonal. Thus, if we define
δq∗ = max
J⊆{1,...,q},|J |≤q∗
‖ATJ∪J0AJ∪J0 − I‖op,
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then we have
Eδ,q∗ = {δq∗ ≤ δ} .
The constant δq∗ is bounded by the restricted isometry constant of
order d2q∗ of the matrix A (see [22, Definition 2.4]). Note that the
restricted isometry constant plays a prominent role in the theory of
sparse recovery. Moreover, there exist many concentration inequali-
ties for the restricted isometry constant in many ensembles of random
matrices. We give two examples.
Example 1. Consider the model Y =
∑q
j=1Xjβj + ǫ, where the Xj are
independent centered Gaussian random variables and the βj are real
numbers. Then A is a Gaussian random matrix (the entries are inde-
pendent Gaussian random variables, each with expectation zero and
variance 1/n), and [2, Theorem 5.2] implies that there exist constants
c3, c4 > 0 depending only on δ such that P(δq∗ ≤ δ) ≥ 1− 2 exp(−c4n),
provided that q∗ log(q/q∗) ≤ c3n. Combining this with Corollary 2,
we obtain (in the case q∗ = s) that P(J0 6= Jˆ0) ≤ 2 exp(−c4n) + q−c2,
provided that
max
{
s log(q/s),
σ2 log q
κ1
}
≤ c3n.
These conditions are also known to be necessary (see, e.g., [22, Section
2.6] for the setting without noise and [31, Theorem 2] for the noisy
setting).
Example 2. Consider the nonparametric case where the X1, . . . , Xn are
independent and uniformly distributed on [0, 1]. Then the trigonomet-
ric bases of the Vj are also orthonormal bases and we can apply [22,
Theorem 8.4] (recall that the constant δq∗ is bounded by the restricted
isometry constant of order d2q∗) which says that there are constants
c3, c4 > 0 such that for δ ≤ 1/2, P(δq∗ > δ) ≤ exp(−c4nδ2/d2q∗),
provided that d2q∗ log
2(100d2q∗) log(4dq) log(10n) ≤ c3nδ2.
3.2. A general upper bound for P(E cδ,q∗). In this section, we give
a general upper bound for the probability that the event E cδ,q∗ occurs.
This upper bound is a generalization of [24, Theorem 3.3] and [22,
Theorem 8.1 and 8.4]. The derivation will consist in two steps. The
first step is the following generalization of Theorem 3.6 by Rudelson
and Vershynin [24].
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Proposition 2. Let Assumptions 1 and 2 be satisfied. Then there is a
universal constant C1 > 0 such that
E
[
sup
g∈VJ ,|J |≤2q∗,‖g‖≤1
∣∣‖g‖2n − ‖g‖2∣∣
]
≤ C1
√
d2q∗
c(1− ǫ2q∗)n log
2(dq ∨ n),
(3.1)
provided that the last expression is smaller than 1.
A proof of Proposition 2 is given in Appendix E. The second step
is an application of Talagrand’s inequality (see [26]). Here, we state a
version of Talagrand’s inequality presented in [6, Corollary 2]:
Theorem 2 (Talagrand’s inequality). Consider n independent and
identically distributed random variables X1, . . . , Xn taking values in
some measurable space (S,B). Let G be a countable family of real-
valued measurable functions on (S,B) that are uniformly bounded by
some constant b. Let Z = supg∈G
∣∣ 1
n
∑n
i=1 g(X
i)− E [g(X i)]∣∣ and v =
supg∈G E [g
2(X1)]. Then for every positive number λ,
P (Z ≥ 2E [Z] + λ) ≤ 3 exp
(
−nκ
(
λ2
v
∧ λ
b
))
,
where κ is a universal constant.
We want to apply Talagrand’s inequality to the family G = {g2 :
g ∈ VJ , |J | ≤ 2q∗, ‖g‖ ≤ 1}. This family is not countable, but the
value of Z does not change if we restrict the supremum to a countable
and dense subset (note that the VJ are finite-dimensional spaces). For
J ⊆ {1, . . . , q}, let
ϕJ =
1√
dJ
sup
06=g∈VJ
‖g‖∞
‖g‖ .
Moreover, let ϕ2q∗ = max|J |≤2q∗ ϕJ . Under Assumptions 1 and 2, we
have
ϕ22q∗ ≤
2
c(1− ǫ2q∗) , (3.2)
the details are given in Appendix F. Therefore, for all g2 ∈ G, we have
‖g‖2∞ ≤ ϕ22q∗d2q∗‖g‖2 ≤
2d2q∗
c(1− ǫ2q∗) .
Using this and E [g4(X1)] ≤ ‖g‖2∞‖g‖2, we conclude that b, v ≤ 2d2q∗/(c(1−
ǫ2q∗)). Now, suppose that the last expression in (3.1) is smaller than
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δ/4, 0 < δ < 1. Then Theorem 2, applied with λ = δ/2, yields
P
(E cδ,q∗) ≤ P
(
sup
g∈VJ ,|J |≤2q∗,‖g‖≤1
∣∣‖g‖2n − ‖g‖2∣∣ > δ
)
≤ 3 exp
(
−nκc(1− ǫ2q∗)δ
2
8d2q∗
)
.
We have shown:
Theorem 3. Let Assumptions 1 and 2 be satisfied. Let c4 = cκ/8 and
c3 =
√
c/(4C1), where C1 and κ are the constants in Proposition 2 and
Talagrand’s inequality, respectively. Let δ ∈ (0, 1). Suppose that√
d2q∗
(1− ǫ2q∗)n log
2(dq ∨ n) ≤ c3δ.
Then
P
(E cδ,q∗) ≤ 3 exp
(
−c4 (1− ǫ2q
∗)nδ2
d2q∗
)
.
3.3. Conditions for variable selection. In this section, we combine
Corollary 2 with Theorem 3. Therefore, suppose that the assumptions
of Theorem 1 hold. To simplify the exposition, we will treat the quan-
tities α = minj αj, K = maxj Kj , and c from Assumption 2 and the
geometric quantities ρs, ǫ2s, and ǫ
′
s as constants. Moreover, we assume
that q∗ = s and that q ≥ n. Recall from (2.7) that in this case it
suffices to choose the mj of size constant times (s/κ)
1/(2α). By the in-
equalities κl ≥ l(1 − ǫl)κ1, we have that κ is bounded from below by
a constant times κ1, which in turn implies that the mj can be chosen
of size constant times (s/κ1)
1/(2α). Inserting this into Corollary 2 and
Theorem 3 (let, e.g., δ = 1/2), we obtain:
Corollary 3. Make the above assumptions. Then for each constant
c2 > 0, there are constants c3 > 0 and c5 > 0 such that
P
(
J0 6= Jˆ0
)
≤ q−c2 + q−c5 log3 q,
provided that
max
{
σ2s1/(4α)
√
log q
κ
(4α+1)/(4α)
1
,
σ2 log q
κ1
,
s(2α+1)/(2α) log4 q
κ
1/(2α)
1
}
≤ c3n. (3.3)
Remark 5. In [30], it is shown that the condition
max
{
σ2
√
log q
κ
(4α+1)/(4α)
1
,
σ2 log q
κ1
}
≤ c3n
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is optimal in an additive Gaussian white noise model. Obviously, this
condition is weaker than (3.3). In (3.3), we have the additional factor
s1/(4α) in the first term, and we have an additional term coming from
the event Eδ,q∗ (note that this event disappears in the Gaussian white
noise framework).
3.4. Estimation of single components. The proposed selection cri-
terion can be seen as a method to reduce the dimension of the model.
We start with n independent observations of a sparse additive model
with q covariates and an unknown subset J0 of indices corresponding
to the non-zero components, and we end up with a subset Jˆ0 such
that |Jˆ0| ≤ q∗ and J0 ⊆ Jˆ0 with high probability. More precisely, if
{J0 ⊆ Jˆ0} holds, then we have successfully reduced the model (2.1) to
Y =
∑
j∈Jˆ0
fj(Xj) + ǫ. (3.4)
We now consider the problem of estimating a single component fj of
the model (2.1) with j ∈ J0. We may assume without loss of generality
that j = 1. To simplify the exposition, we make the same assumptions
as in the previous Section 3.3. We split the sample into two parts. More
precisely, we assume that we observe an even number of independent
copies (Y 1, X1), . . . , (Y 2n, X2n) of (Y,X). The estimator Jˆ0 of J0 is
constructed as in Section 2.3 using the sample (Y 1, X1), . . . , (Y n, Xn),
and the estimator fˆ1 of f1 is constructed as in [29, Section 2.3] using
Jˆ0 and the sample (Y
n+1, Xn+1), . . . , (Y 2n, X2n). We have
E
[
‖f1 − fˆ ∗1 ‖2
]
≤ E
[
1{Jˆ0=J0}‖f1 − fˆ ∗1 ‖2
]
+ (‖f1‖+ kn)2P
(
J0 6= Jˆ0
)
meaning that we can apply [29, Corollary 2] to the first term (note
that [29, Assumption 1 and 2] are a consequence of Assumption 1) and
Corollary 3 to the second term.
Corollary 4. Make the same assumptions as in Corollary 3. Then
there are constants c3 > 0, C > 0 such that
E
[
‖f1 − fˆ ∗1‖2
]
≤ Cn
−2α1
2α1+1 ,
provided that (3.3) is satisfied and that
s(2α+1)/(2α)n
2α1
2α(2α1+1) log4 n ≤ c3n.
4. Outline of the proof of Theorem 1
4.1. The finite sample geometry. In this section, we present em-
pirical versions of Assumption 1 and Proposition 1. Throughout this
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section, let 0 < δ < 1 be the constant in Theorem 1. Recall that in
Section 2.4, we defined the events
Eδ,J =
{
(1− δ)‖gJ‖2 ≤ ‖gJ‖2n ≤ (1 + δ)‖gJ‖2 for all gJ ∈ VJ
}
for J ⊆ {1, . . . , q}. Written in the equivalent form of Remark 1, we
have:
Lemma 5. Let Assumption 1 be satisfied. Let J1, J2 ⊆ {1, . . . , q} be
two subsets such that J1 ∩ J2 = ∅ and |J1|, |J2| ≤ q∗. If Eδ,J1∪J2 holds,
then we have
‖gJ1 + gJ2‖2n ≥
(1− δ)
(1 + δ)
(1− ρ2q∗) ‖gJ1‖2n (4.1)
for all gJ1 ∈ VJ1, gJ2 ∈ VJ2.
Proof. Under the assumptions of Lemma 5, we have
‖gJ1 + gJ2‖2n ≥ (1− δ)‖gJ1 + gJ2‖2
≥ (1− δ)(1− ρ2q∗)‖gJ1‖2
≥ (1− δ)
(1 + δ)
(1− ρ2q∗)‖gJ1‖2n.
This completes the proof. 
Applying (4.1) as in the proof of Proposition 1, we obtain:
Proposition 3. Let Assumption 1 be satisfied. Let J ⊆ {1, . . . , q} be a
subset such that |J | ≤ q∗ and J0 \J 6= ∅. Let v =
∑
j∈J0
vj with vj ∈ Vj
for j ∈ J0. If Eδ,J∪J0 holds, then we have
‖ΠˆJ0v‖2n − ‖ΠˆJv‖2n = ‖v − ΠˆJv‖2n ≥
(1− δ)
(1 + δ)
(1− ρ2q∗)
∥∥∥ ∑
j∈J0\J
vj
∥∥∥2
n
.
By decomposing f as v + f − v with v =∑j∈J0 ΠVjfj, we can apply
Proposition 3 to v and Lemma 4 to f − v. The result is the following
empirical version of Proposition 1.
Proposition 4. Let Assumption 1 and Assumption 2 be satisfied. Sup-
pose that (2.7) is satisfied for j = 1, . . . , q. Let J ⊆ {1, . . . , q} be a
subset such that |J | ≤ q∗ and J0 \J 6= ∅. Let l = |J0 \J |. If Eδ,J∪J0 ∩A
holds, then we have
‖ΠˆJ0f‖2n − ‖ΠˆJf‖2n ≥
1
2
(1− δ)2
(1 + δ)
(1− ρ2q∗)κl, (4.2)
provided that
(2/3)(1−
√
c′)2 − 8 (1 + δ)
(1− δ)2 c
′ ≥ 1/2. (4.3)
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A proof of Proposition 4 is given in Appendix G. In the absence of
noise, Proposition 3 and 4 already prove Theorem 1. In fact, if the event
Eδ,q∗∩A holds, then (2.6) selects a subset Jˆ0 ⊆ {1, . . . , q} with |Jˆ0| ≤ q∗
and J0 ⊆ Jˆ0. Proposition 4 applies to the nonparametric setting, while
Proposition 3 applies if the components fj satisfy fj ∈ Vj , the latter
being a commonly used setting in the theory of compressive sensing
(see, e.g., [11] and the references therein).
4.2. End of the proof of Theorem 1. We have
P
(
J0 * Jˆ0
)
= P
(
J0 \ Jˆ0 6= ∅
)
≤ P (∃J ⊆ {1, . . . , q}, |J | ≤ q∗ with J0 \ J 6= ∅
and ‖ΠˆJY‖2n − dJ/n ≥ ‖ΠˆJ0Y‖2n − dJ0/n
)
.
Applying the union bound, we obtain
P
(
J0 * Jˆ0
)
≤ P (E cδ,q∗)+ P (Ac)
+
∑
J⊆{1,...,q}
|J |≤q∗,J0\J 6=∅
P
(
Eδ,J∪J0 ∩ A ∩ ‖ΠˆJY‖2n − dJ/n ≥ ‖ΠˆJ0Y‖2n − dJ0/n
)
,
where A is the event defined in Proposition 4. We have:
Lemma 6. Let Assumptions 1 and 2 be satisfied. Suppose that (2.7)
is satisfied for j = 1, . . . , q. Let J ⊆ {1, . . . , q} be a subset such that
|J | ≤ q∗ and J0 \ J 6= ∅. Let l = |J0 \ J |. Then there is a constant c1
depending only on δ (given explicitly in the proof) such that
P
(
Eδ,J∪J0 ∩ A ∩ ‖ΠˆJY‖2n − σ2dJ/n ≥ ‖ΠˆJ0Y‖2n − σ2dJ0/n
)
≤ 4 exp
(
−c1
n2(1− ρ2q∗)2κ2l
σ4dq∗−s+l + σ2n(1− ρ2q∗)κl
)
.
A proof of Lemma 6 is given in Appendix H. Thus
P
(
J0 * Jˆ0
)
≤ P (E cδ,q∗)+ P (Ac)
+
s∑
l=1
q∗−(s−l)∑
m=0
(
s
l
)(
q − s
m
)
4 exp
(
−c1
n2(1− ρ2q∗)2κ2l
σ4dq∗−s+l + σ2n(1− ρ2q∗)κl
)
.
Now apply Lemma 4. This completes the proof. 
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Appendix A. Proof of Remark 1
Suppose that (2.3) holds, and let hJ1 ∈ HJ1 and hJ2 ∈ HJ2. Then
‖hJ1 +hJ2‖2 ≥ ‖hJ1‖2−2ρq∗‖hJ1‖‖hJ2‖+‖hJ2‖2 and (2.4) follows from
the inequality 2ρq∗‖hJ1‖‖hJ2‖ ≤ ρ2q∗‖hJ1‖2 + ‖hJ2‖2.
Conversely, suppose that (2.4) holds, and let hJ1 ∈ HJ1 and hJ2 ∈
HJ2. We may assume without loss of generality that hJ2 6= 0 and
that ‖hJ2‖ = 1. Then ‖hJ1‖2 − 〈hJ1, hJ2〉2 = ‖hJ1 − 〈hJ1, hJ2〉hJ2‖2 ≥
(1− ρ2q∗) ‖hJ1‖2 which gives (2.3). This completes the proof. 
Appendix B. Proof of Lemma 2
Let J1, J2 ⊆ {1, . . . , q} be two subsets satisfying J1 ∩ J2 = ∅ and
|J1|, |J2| ≤ q∗. Applying (2.5) and (2.8), we see that
‖fJ1 + fJ2‖2 ≥
1− ǫ2q∗
1 + ǫ′q∗
(‖fJ1‖2 + ‖fJ2‖2)
for all fJ1 ∈ HJ1, fJ2 ∈ HJ2. Thus Remark 1 gives the “if” part.
Conversely, applying (2.3) iteratively, one gets for instance
1− ǫ2q∗ ≥ (1− ρ2q∗)log2 q
∗+1
which gives the “only if” part. 
Appendix C. Proof of Lemma 3
Let
∑∞
k=1 θkφk ∈ W˜j(αj, Kj). Then there is a constant cαj depending
only on αj such that (see, e.g., [27, Proof of Lemma 1.8 and Theorem
1.9]) ∑
k>mj
θ2j ≤ cαjK2jm−2αjj (C.1)
and 
∑
k>mj
|θj |


2
≤ cαjK2jm1−2αjj . (C.2)
We now define Uj = Vj + R, where R denotes the constant functions.
Since Vj and R are orthogonal for j = 1, . . . , q − 1, and since Vq =
Uq, we have ΠVjhj = ΠUjhj for hj ∈ Hj and j = 1, . . . , q. Now,
let fj ∈ Hj ∩ W˜j(αj , Kj). Then fj(xj) =
∑∞
k=1 θkφk(xj). Let qj(xj) =∑mj
j=1 θkφk(xj). Then qj−E[qj(Xj)] ∈ Vj and thus qj ∈ Uj . We conclude
that
‖fj − ΠVjfj‖2 = ‖fj − ΠUjfj‖2 ≤ ‖fj − qj‖2 ≤ (1/c)
∑
k>mj
θ2
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and similarly that
‖fj −ΠVjfj‖2∞ ≤ 2‖fj − qj‖2∞ + 2‖qj − ΠVjfj‖2∞
≤ 4

∑
k>mj
|θj |


2
+ 2(1/c)mj‖qj −ΠUjfj‖2
≤ 4

∑
k>mj
|θj |


2
+ 2(1/c)mj‖qj − fj‖2
≤ 4

∑
k>mj
|θj |


2
+ 2(1/c)2mj
∑
k>mj
θ2j (C.3)
Using (C.1)-(C.3), we obtain Lemma 3. This completes the proof. 
Appendix D. Proof of Lemma 4
Let v =
∑
j∈J0
vj with vj = ΠVjfj for j ∈ J0. By (2.9), we have
‖f − v‖2 ≤ c′(1− ρ2q∗)κ.
Moreover, by Lemma 3 and the Cauchy-Schwarz inequality, we also
have
‖f − v‖2∞ ≤ q∗
∑
j∈J0
CjK
2
jm
1−2αj
j ≤
2dq∗c(1− ρ2q∗)κ
(1 + ǫ′q∗)
. (D.1)
Thus, letting x = c′(1 − ρ2q∗)κ, Bennett’s inequality (see, e.g., [19,
Comment after Proposition 2.8]) yields
P
(‖f − v‖2n > 2x) ≤ P (‖f − v‖2n − ‖f − v‖2 > x)
≤ exp
(
− nx
2
2‖(f − v)2‖2 + (2/3)‖f − v‖2∞x
)
≤ exp
(
− 3nx
8‖f − v‖2∞
)
.
Using this and (D.1), we obtain (2.10). This completes the proof 
Appendix E. Proof of Proposition 2
The proof is taken from [24, proof of Theorem 3.6] (see also [22, proof
of Theorem 8.1]). However, we have to modify several details. For
j = 1, . . . , q − 1, the spaces Vj are spanned by the functions ψjk(xj) =
φk(xj) − E[φk(Xj)], 2 ≤ k ≤ mj , and the space Vq is spanned by
ψqk(xq) = φk(xq), 1 ≤ k ≤ mq. Thus each function in
∑q
j=1 Vj, can
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be written as gα =
∑
j,k αjkψjk, for some α = (α
T
1 , . . . , α
T
q )
T ∈ Rdq .
Letting
T =
{
α ∈ Rdq : gα ∈ VJ , |J | ≤ 2q∗, ‖gα‖ ≤ 1
}
,
we have to show that there is a constant C1 > 0 such that
E := E
[
sup
α∈T
∣∣‖gα‖2n − ‖gα‖2∣∣
]
≤ C1
√
d2q∗
c(1− ǫ2q∗)n log
2(dq ∨ n),
provided that the last expression is smaller than 1. Using the sym-
metrization lemma (see, e.g., [28, Lemma 2.3.1]), we obtain
E ≤ 2E
[
sup
α∈T
1
n
n∑
i=1
δig2α(X
i)
]
,
where δ1, . . . , δn are independent Rademacher random variables. Ap-
plying [28, Corollary 2.2.8], we have for a universal constant C2,
E1 := E
[
sup
α∈T
1
n
n∑
i=1
δig2α(X
i)
∣∣∣∣X1, . . . , Xn
]
≤ C2
∫ ∞
0
√
logN(T, d, u)du,
where N(T, d, u) denotes the minimal number of balls of radius u in
the semimetric d needed to cover T and d is the given by
d(α, β) =
(
1
n2
n∑
i=1
(
g2α(X
i)− g2β(X i)
)2)1/2
.
Now,
d(α, β) ≤
(
1
n2
n∑
i=1
(
gα(X
i) + gβ(X
i)
)2)1/2
max
i=1,...,n
∣∣gα(X i)− gβ(X i)∣∣
≤ 2√
n
sup
α∈T
‖gα‖n max
i=1,...,n
∣∣gα(X i)− gβ(X i)∣∣ .
Applying a linear change of variables, we obtain
E1 ≤ sup
α∈T
‖gα‖n2C2√
n
∫ ∞
0
√
logN(T, ‖ · ‖X , u)du,
where the seminorm ‖ · ‖X is given by
‖α‖X = max
i=1,...,n
∣∣gα(X i)∣∣ = max
i=1,...,n
|〈α, xi〉| .
Here, the xi are the vectors of the basis functions evaluated at X
i.
Note that the xi are uniformly bounded by K = 2
√
2 and that the last
expression coincides with the definition of ‖ · ‖X in [24]. Now, if α ∈ T ,
then
‖α‖0 = |{j : αj 6= 0}| ≤ d2q∗
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and
‖α‖2 ≤ 1√
c(1− ǫ2q∗)
.
The first inequality follows from the definition, the second one from
Assumption 2, (2.5), and ‖gα‖ ≤ 1. Thus
T ⊆ 1√
c(1− ǫ2q∗)
D
d2q∗ ,dq
2 ,
where
D
d2q∗ ,dq
2 =
{
α ∈ Rdq : ‖α‖0 ≤ d2q∗ , ‖α‖2 ≤ 1
}
.
Applying again a linear change of variables, we obtain
E1 ≤
sup
α∈T
‖gα‖nC2
√
d2q∗
c(1− ǫ2q∗)n
∫ ∞
0
log1/2N
(
1√
d2q∗
D
d2q∗ ,dq
2 , ‖ · ‖X , u
)
du.
The above integral is the same as in [24, (3.7)] and can be bounded by
C3 log(d2q∗)
√
log n
√
log dq ≤ C3 log2(dq ∨ n) (here, we use that the xi
are uniformly bounded by 2
√
2). We conclude that
E1 ≤ C(q∗, q, n) sup
α∈T
‖gα‖n,
where
C(q∗, q, n) = C2C3
√
d2q∗
c(1− ǫ2q∗)n log
2(dq ∨ n)
Using this and the Cauchy-Schwarz inequality, we obtain
E ≤ C(q∗, q, n)
(
E
[
sup
α∈T
‖gα‖2n
])1/2
≤ C(q∗, q, n) (E + 1)1/2 .
If
C(q∗, q, n) ≤ 1,
then we get
E ≤ 2C(q∗, q, n).
This completes the proof. 
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Appendix F. Proof of Equation (3.2)
Let g =
∑m
k=1 θkφk. By the Cauchy-Schwarz inequality, we have
‖g‖2∞ ≤ m
m∑
k=1
θ2k = m
∫ 1
0
g2(x)dx.
This implies that
‖gj‖2∞ ≤ (2/c) dimVj ‖gj‖2 (F.1)
for all gj ∈ Vj . Now, let J ⊆ {1, . . . , q} be a subset with |J | ≤ 2q∗.
Applying (F.1), the Cauchy-Schwarz inequality, and Lemma 2, we ob-
tain
‖gJ‖∞ ≤
∑
j∈J
‖gj‖∞ ≤
√
2/c
√∑
j∈J
dimVj
√∑
j∈J
‖gj‖2
≤
√
2
c(1− ǫ2q∗)
√
dimVJ ‖gJ‖
for all gJ =
∑
j∈J gj ∈ VJ . This completes the proof. 
Appendix G. Proof of Proposition 4
Let v =
∑
j∈J0
vj with vj = ΠVjfj for j ∈ J0. We have
‖ΠˆJ0f‖2n − ‖ΠˆJf‖2n
= ‖ΠˆJ0v‖2n + 2〈ΠˆJ0v, ΠˆJ0(f − v)〉n + ‖ΠˆJ0(f − v)‖2n
− ‖ΠˆJv‖2n − 2〈ΠˆJv, ΠˆJ(f − v)〉n − ‖ΠˆJ(f − v)‖2n
≥ ‖ΠˆJ0v‖2n − ‖ΠˆJv‖2n + 2〈ΠˆJ0v − ΠˆJv, f − v〉n − ‖f − v‖2n, (G.1)
where the inequality holds since orthogonal projections are self-adjoint
and lower the norm. Since ΠˆJ0v = v and ‖v− ΠˆJv‖2n = ‖v‖2n−‖ΠˆJv‖2n,
we get
2〈ΠˆJ0v − ΠˆJv, f − v〉n
≤ (1/3)‖ΠˆJ0v − ΠˆJv‖2n + 3‖f − v‖2n
= (1/3)
(
‖ΠˆJ0v‖2n − ‖ΠˆJv‖2n
)
+ 3‖f − v‖2n, (G.2)
where we also applied the bound 2xy ≤ 3x2 + (1/3)y2. Combining
(G.1) and (G.2), we conclude that
‖ΠˆJ0f‖2n − ‖ΠˆJf‖2n ≥ (2/3)
(
‖ΠˆJ0v‖2n − ‖ΠˆJv‖2n
)
− 4‖f − v‖2n. (G.3)
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If Eδ,J∪J0 holds, then Proposition 3 says that∥∥ΠˆJ0v∥∥2n − ∥∥ΠˆJv∥∥2n ≥ (1− δ)(1 + δ)(1− ρ2q∗)‖vJ0\J‖2n,
where vJ0\J =
∑
j∈J0\J
vj. If Eδ,J0 holds, then
‖vJ0\J‖2n ≥ (1− δ)‖vJ0\J‖2 ≥ (1− δ)
(‖fJ0\J‖ − ‖fJ0\J − vJ0\J‖)2 ,
where fJ0\J =
∑
j∈J0\J
fj. As in (2.9), we have
‖fJ0\J − vJ0\J‖2 ≤ c′(1− ρ2q∗)κ ≤ c′κl.
Thus
‖vJ0\J‖2n ≥ (1− δ)(1−
√
c′)2κl
If Eδ,J∪J0 holds, then we obtain∥∥ΠˆJ0v∥∥2n − ∥∥ΠˆJv∥∥2n ≥ (1−√c′)2 (1− δ)2(1 + δ) (1− ρ2q∗)κl. (G.4)
If Eδ,J∪J0 ∩ A holds, then we conclude from (G.3) and (G.4) that
‖ΠˆJ0f‖2n − ‖ΠˆJf‖2n ≥
1
2
(1− δ)2
(1 + δ)
(1− ρ2q∗)κl,
provided that (4.3) is satisfied. This completes the proof. 
Appendix H. Proof of Lemma 6
We have
‖ΠˆJY‖2n − σ2dJ/n ≥ ‖ΠˆJ0Y‖2n − σ2dJ0/n
if and only if
‖ΠˆJǫ‖2n − ‖ΠˆJ0ǫ‖2n − σ2dJ/n+ σ2dJ0/n+ 2〈(ΠˆJ − ΠˆJ0)f, ǫ〉n
≥ ‖ΠˆJ0f‖2n − ‖ΠˆJf‖2n.
If Eδ,J∪J0 ∩ A holds, then (G.3), (4.3), and (4.2) yield
‖ΠˆJ0f‖2n − ‖ΠˆJf‖2n ≥
1
2
(1− δ)2
(1 + δ)
(1− ρ2q∗)κl
and also
‖ΠˆJ0f‖2n − ‖ΠˆJf‖2n ≥
1
2(1−√c′)2‖v − ΠˆJv‖
2
n ≥
1
2
‖v − ΠˆJv‖2n.
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Recall that the random variables ǫ1, . . . , ǫn are independent and Gauss-
ian, each with expectation 0 and variance σ2. Moreover, they are inde-
pendent of X1, . . . , Xn. One can show that, conditioned on X1, . . . , Xn
and if Eδ,J∪J0 holds, we have
‖ΠˆJǫ‖2n − ‖ΠˆJ0ǫ‖2n d= (σ2/n)χ2(dJ\J0)− (σ2/n)χ2(dJ0\J ),
where
d
= denotes equality in distribution, and where χ2(dJ\J0) and
χ2(dJ0\J) are chi-square distributed random variables with dJ\J0 and
dJ0\J degrees of freedom, respectively. Applying all these arguments
and the union bound, we conclude that
P
(
Eδ,J∪J0 ∩ A ∩ ‖ΠˆJY‖2n − σ2dJ/n ≥ ‖ΠˆJ0Y‖2n − σ2dJ0/n
)
≤ P
(
σ2
n
(
χ2(dJ\J0)− dJ\J0
) ≥ 1
8
(1− δ)2
(1 + δ)
(1− ρ2q∗)κl
)
+ P
(
σ2
n
(
χ2(dJ0\J)− dJ0\J
) ≤ −1
8
(1− δ)2
(1 + δ)
(1− ρ2q∗)κl
)
+ P
(
Eδ,J∪J0 ∩ A ∩ 2〈(ΠˆJ − ΠˆJ0)f, ǫ〉n ≥
1
4
‖v − ΠˆJv‖2n
)
.
The first and the second term can be bounded by standard concentra-
tion inequalities for chi-square distributions.
Lemma 7. Let d be a positive integer. Then, for all x ≥ 0, we have
P
(
χ2(d)− d ≥ x) ≤ exp(− x2
2(2d+ 2x)
)
and
P
(
χ2(d)− d ≤ −x) ≤ exp(−x2
4d
)
.
For a proof of this lemma see [18, Lemma 1] and [6, Lemma 8]. Since
|J0 \ J | = l and |J \ J0| ≤ q∗ − s + l, we have dJ0\J , dJ\J0 ≤ dq∗−s+l.
Applying this and Lemma 7, we obtain
P
(
σ2
n
(
χ2(dJ\J0)− dJ\J0
) ≥ 1
8
(1− δ)2
(1 + δ)
(1− ρ2q∗)κl
)
+ P
(
σ2
n
(
χ2(dJ0\J)− dJ0\J
) ≤ −1
8
(1− δ)2
(1 + δ)
(1− ρ2q∗)κl
)
≤ 2 exp
(
− 1
32
c2δn
2(1− ρ2q∗)2κ2l
8σ4dq∗−s+l + cδσ2n(1− ρ2q∗)κl
)
, (H.1)
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where cδ = (1− δ)2/(1 + δ). Thus it remains the third term. It can be
bounded by
P
(
Eδ,J∪J0 ∩ 〈ΠˆJv − v, ǫ〉n ≥
1
16
‖v − ΠˆJv‖2n
)
+P
(
Eδ,J∪J0 ∩A ∩ 〈(ΠˆJ − ΠˆJ0)(f − v), ǫ〉n ≥
1
16
‖v − ΠˆJv‖2n
)
. (H.2)
These terms can be bounded by standard concentration inequalities for
Gaussian random variables. Applying (G.4), we obtain
P
(
Eδ,J∪J0 ∩ 〈ΠˆJv − v, ǫ〉n ≥
1
16
‖v − ΠˆJv‖2n
)
≤ E
[
1Eδ,J∪J0 exp
(
− n
29
‖v − ΠˆJv‖2n
σ2
)]
≤ exp
(
− cδ
210
n(1− ρ2q∗)κl
σ2
)
,
which bounds the first term in (H.2). If A holds, then
‖(ΠˆJ − ΠˆJ0)(f − v)‖2n ≤ 4‖f − v‖2n ≤ 8c′(1− ρ2q∗)κ ≤ 8c′(1− ρ2q∗)κl.
Applying this and (G.4), we obtain
P
(
Eδ,J∪J0 ∩ A ∩ 〈(ΠˆJ − ΠˆJ0)(f − v), ǫ〉n ≥
1
16
‖v − ΠˆJv‖2n
)
≤ P
(
Eδ,J∪J0 ∩ A ∩ 〈(ΠˆJ − ΠˆJ0)(f − v), ǫ〉n ≥
1
32
(1− δ)2
(1 + δ)
(1− ρ2q∗)κl
)
≤ exp
(
− c
2
δ
214c′
n(1− ρ2q∗)κl
σ2
)
which bounds the second term in (H.2). This completes the proof. 
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