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Abstract—Robotic mobile manipulation in unstructured
environments requires integration of a number of key
reasearch areas such as localization, navigation, object recog-
nition, visual tracking/servoing, grasping and object manip-
ulation. It has been demonstrated that, given the above, and
through simple sequencing of basic skills, a robust system
can be designed, [19]. In order to provide the robustness and
ﬂexibility required of the overall robotic system in unstruc-
tured and dynamic everyday environments, it is important
to consider a wide range of individual skills using different
sensory modalities.
In this work, we consider a combination of deliberative
and reactive control together with the use of multiple sensory
modalities for modeling and execution of manipulation tasks.
Special consideration is given to the design of a vision system
necessary for object recognition and scene segmentation as
well as learning principles in terms of grasping.
I. INTRODUCTION
Robotics technology has improved signiﬁcantly during
the last few decades. However, we still do not experience
a widespread use of robotic appliances in our everyday
lives. There are very few robotic systems today that can
demonstrate efﬁcient co-existance and collaboration with
humans. The strongest limiting factor to a widespread use
of these systems is that they still lack the ability to perceive
and continuously adapt to the complex and unpredictible
environments they operate in.
Our main reserach objective has so far been aimed
toward mobile manipulation, [19], [6] and human-machine
collaborative systems (HMCS), [13], [14]. Mobile manip-
ulation in domestic environments involves, for example,
autonomous localisation and navigation, scene segmenta-
tion, object recognition, 2D tracking and pose estimation.
In robotics, each of these problems has typically been
studied in isolation and complex solutions to each of them
have been proposed. However, we have shown that through
carefull consideration of each of the steps, a robust and
ﬂexible manipulation system can be designed, [19].
In terms of human-machine collaborative systems, we
have been interested in combining human decision-making
with sensory-robotic enhancement to accomplish complex
robotic tasks for microsurgical applications, [13]. In terms
of surgical applications, HMCS provide assistance and
augmentation during surgical procedures. Typically, the
surgeon directly manipulates a tool which is also attached
to a robot. Consequently, the behavior of the robot can
be controlled either by i) complying to the user input, or
ii) using the available sensory feedback to enhance the
performance of the user.
The main difference between HMCS and mobile manip-
ulation is the amount of deliberation and reactivity involved
which directly affects the task speciﬁcation level as well as
it poses different requirements from the underlying control
system. However, both require a high degree of sensory-
motor coordination, high-level knowledge of the task to
be performed and a capability of judgement of which
low-level control primitives to use in order to accomplish
the task. In this paper, we will survey our approaches to
task learning and speciﬁcation, system design and sensor
modeling for robotics mobile manipulation and human
machine collaborative systems.
II. BACKGROUND AND MOTIVATION
The general problem commonly considered in terms of
mobile manipulation is: “go to room X and bring me
object Y”. This task involves general navigation to a poorly
deﬁned position (for example a table), recognition of the
speciﬁed object, servoing to the vicinity of the object,
alignment of manipulator with object, grasp selection,
grasping of object, and ﬁnally delivery to the user.
In robotics, the use of visual feedback for coordination of
a robotic arm motion is termed visual servoing, [10]. Given
a complex fetch-and-carry type of task, issues related to the
whole detect-approach-grasp loop have to be considered.
Most visual servoing systems, however, deal only with
the approach step and forget about the problems such as
detecting the object of interest in the scene or retrieving
its 3D structure in order to perform grasping. A so called
teach-by-showing approach is typically used where the
desired camera placement with respect to the object is well
deﬁned and known before hand, [16].
To recognize objects and act upon them, humans typi-
cally use hand-eye coordination to identify the object, move
the arm to the vicinity of it, preshape and align the hand
and ﬁnally grasp and manipulate the object, see Figure 1.
Each of these activities or actions require attention todifferent attributes in the environment - while pointing
requires only an approximate location of the object in the
visual ﬁeld, a reaching or grasping movement require more
exact information about the object’s pose. Even if this basic
methodology has been known to us for quite sometime,
there are still very few robotic systems that can robustly
perform general tasks in realistic environments, [19].
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Fig. 1. Designing complex tasks using high level task speciﬁca-
tion and a set of elementary skills.
The general methodology used in our previous work
was to have the necessary level of accuracy, with as
robust algorithms as possible, in each step during task
execution. The integration of the modules was carried out
in the framework of DCA, Distributed Control Architecture
[18]. By deﬁning a lowest level of accuracy in each step
and choosing the most robust algorithm that meets the
requirements, the overall robustness is greatly increased.
A. Experimental platform
The experimental platform is a Nomadic Technologies
XR4000 and is equipped with a Puma 560 arm for ma-
nipulation (see Figure 2). The robot has sonar sensors, a
SICK laser scanner, a wrist mounted force/torque sensor
(JR3), and a color CCD camera mounted on the Barrett
Hand gripper. The palm of the Barrett hand is covered
by a VersaPad touch sensor and, on each ﬁnger, there are
three Android sensors. On the robot’s shoulder, there is a
binocular stereo-head. This system, known as Yorick, has
four mechanical degrees of freedom; neck pan and tilt, and
pan for each camera in relation to the neck. The head is
equipped with a pair of Sony XC999 cameras, with focal
lengths of 18 mm.
III. STEREO AND MONOCULAR OBJECT RECOGNITION
AND POSE ESTIMATION
In our current system, the robot may be given tasks such
as “Robot, bring me the raisins” or “Robot, pick up this”.
Depending on the prior information, i.e. task or context
information, different solution strategies may be chosen.
The ﬁrst task of the above is well deﬁned in that the
robot already has the internal representation of the object,
e.g. the identity of the object is known. An example of
such a task is shown in Figure 3: after being given a
spoken command, the robot locates the object, approaches
it, estimates its pose and ﬁnally performs grasping. More
details related to this approach are given in Section III-A.
For the second task, the spoken command is commonly
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Fig. 2. Experimental platform.
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Fig. 4. Robotic manipulation scenarios.
followed by a pointing gesture - here, the robot does not
know the identity of the object, but it knows its approximate
location. The approach considered in this work is presented
in Section III-B.
Figure 4 shows different scenarios with respect to prior
knowledge of object identity and location, with the above
examples being shaded. A different set of underlying visual
strategies is required for each of these scenarios. We have
considered these two scenarios since they are the most
representative examples for robotic fetch-and-carry tasks.
The strategies used will further depend on:
i) camera placement - most visual servoing systems to-
day use eye-in-hand cameras and deal mainly with the
approach object step in a teach-by-showing manner,
ii) number of cameras - one camera is commonly used
where model based pose estimation is considered, if object
grasping is involved,
iii) camera type (zooming or not, combinations of foveal
and peripheral) where very little work has been reported.
A. Manipulating known objects
If a robot is to manipulate a known object, a represen-
tation of the object is typically known in advance. Such a
representation includes information sufﬁcient for the object
to be identiﬁed and manipulation tasks to be performed (its
size and shape). However, the location of the object does
not necessarily have to be provided and it is up to the robotFig. 3. Detect-approach-grasp example.
Fig. 5. Object hypothesis generation
to search the scene.
1) Detect: In a cluttered environment, detecting a cer-
tain object is not an easy task. A large number of false
positives can be expected. An attention system that delivers
the most likely candidate locations ﬁrst, using as much in-
formation about the requested object as possible is needed.
Currently, we use two kinds of visual cues for this purpose,
3D size and hue histograms. These cues were chosen since
they are highly object dependent and relatively insensitive
to changing lighting conditions, object pose and viewing
direction.
The images in Figure 5 show an example where the
giraffe in the centre of the lower-right image is requested.
The upper images illustrate the saliency maps generated
using the hue histograms of the giraffe (left) and a blue
box (right) respectively. From the disparity map (lower-
left) and the saliency map based on the giraffe, a number of
candidate locations are found as shown by the crosses in the
lower right image. We further use recognition to verify that
a requested object has indeed been found. With attention
and recognition applied in a loop, the system is able
to automatically search the scene for a particular object,
until it has been found by the recognition system. Two
recognition modules are used for this purpose: i) a feature
based module based on Scale Invariant Feature Transform
(SIFT) features [15], and ii) an appearance based module
using color histograms, [2].
2) Approach: Transporting the arm to the vicinity of
the object, requires computation of spatial relationships
between two or more images. For cases where the object
is initially far away from the robot, simple tracking tech-
Fig. 6. Hypotheses generation and pose estimation using SIFT features
niques can be used to keep the object in the ﬁeld of view
while approaching it. For this purpose we have developed
and evaluated methods based on correlation and optical
ﬂow, [5] as well as those based on integration of cues such
as texture, color and motion, [12]. The latter approach is
currently facilitated for tracking.
Performing the ﬁnal approach towards a known object
also depends on the number of cameras and their place-
ment. For the eye-in-hand conﬁguration we have adopted
a teach–by–showing approach, where a stored image taken
from the reference position is used to move the manipulator
so that the current camera view is gradually changed
to match the stored reference view. Accomplishing this
for general scenes is difﬁcult, but a robust system can
be achieved under the assumption that the objects are
piecewise planar. In our system, a wide baseline matching
algorithm is employed to establish point correspondences
between the current and the reference image, [12]. The
point correspondences enable the computation of a homog-
raphy relating the two views, which is then used for 2 1/2D
visual servoing.
Another method uses a CAD model of the object, which
in our case also includes a set of SIFT features, for full
6D pose estimation and tracking. After the object has been
localised in the image, its pose is automatically initiated
using SIFT features from the foveal camera image, ﬁtting
a plane to the data. Thus it is assumed that there is a
dominating plane that can be mapped to the model. The
process is further improved searching for straight edges
around this plane. An example of this approach is shown
in Figure 6.
B. Manipulating unknown objects
For a general setting, manipulation of unknown objects
has rarely been pursued. The primary reason is that the
shape of an object has to be determined in order to
successfully grasp it. Another reason is that, even if thelocation is given by a pointing gesture, the size also has to
be known and the object segmented from its background.
1) Detect: Numerous methods exist for segmentation of
objects in cluttered scenes. However, from monocular cues
this is very difﬁcult, unless the object has a color or texture
distinct from its surrounding. Unfortunately, these cues are
sensitive to lighting as well as pose variations. Thus, for
the system to be robust, one has to rely on information
such as binocular disparities or optical ﬂow. A binocular
setting is recommended, since the motion that needs to be
induced should preferably be parallel to the image plane,
complicating the process of approaching the object.
In our previous work, [2], we have demonstrated how
binocular disparities can be used for segmentation with
a set of foveal cameras. When the resolution in depth
increases, so does the range of possible disparities. If only
a fraction of these disparities are tested, e.g. the range in
which the object is located, a large number of outliers can
be expected, such as in the lower-left image of Figure 7.
We apply a Mean-Shift algorithm, [3] to prune the data,
using the fact that the points representing the object are
located in a relatively small part of 3D space and the centre
of these points is approximately known. After applying a
sequence of morphological operations, a mask is found as
shown in the lower-right image.
Fig. 7. Figure-ground segmentation
2) Approach: Approaching an unknown object can be
done either using the stereo-head or with an eye-in-hand
camera. Without knowing the identity of the object the
latter case is hardly feasible. It would be possible to take
a sequence of images, while approaching the object, and
from these estimate a disparity map, but this map would
not be as accurate as using the disparities available from
the foveal camera set.
If a stereo-head is used, it is essential that the robot
gripper itself can be located in disparity space. Using
the mask derived in Section III-B.1, the elongation and
orientation of the object can be determined and the ﬁngers
of the gripper can be placed on either side of the object.
In general we will not be able, from one stereo view only,
to retrieve the full 3D shape of the object. In particular,
if the extension in depth is signiﬁcant, it will be difﬁcult
to guarantee that a full closing grasp can be performed.
This problem can be solved by moving the stereo-head to
another location. This is a topic we intend to investigate
further in the future.
IV. LEARNING AND RECOGNITION FOR GRASP
MODELING
In our work, we have also considered structuring of
tasks by understanding, learning and imitating humans
in a learning-by-demostration framework. Here, the robot
observes the human performing a task and is afterwards
able to perform the task itself, [8]. In particular, we
have been interested in learning the mapping between a
human hand and different types of robotic hands given
a very simple measuring device - Nest of Birds, [17].
The important questions we try to answer are i) given the
user’s hand posture, what is the best robotic hand posture,
ii) how should this mapping be deﬁned to fully use the
dexterity of the robotic hand, and iii) what is the best
sensor conﬁguration in order to make this mapping optimal.
The optimality of sensor conﬁguration is considered for
different hands and different grasp taxonomies, [4].
In our framework, the following strategy is used. Starting
with grasps hierarchies, we map human (“teacher”) grasps
to a set, S of “common grasps”. Since, in our framework,
object manipulation in domestic settings is considered, we
deﬁne the set S to consists of grasps common for typical
pick-and-place tasks. We base our modeling on Cutkosky’s
grasps taxonomy shown in Figure 8, [4]. The circled grasps
are those used for recognition during the arm transportation
sequence, representing the set S.
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Fig. 8. Cutkosky’s grasp hierarchy.
As the kinematics and conﬁguration spaces of a human
hand and an artiﬁcial robotic hand are generally different,
the ﬁngertip positions of the robotic hand cannot corre-
spond exactly to the ﬁngertip positions of the human hand
(especially when ﬁngertip grasps are considered). A goodmapping between the human and the artiﬁcial ﬁngers’
positions is required. In general, there are two ways of
representing mapping between these two spaces, using:
• Joint space
Mapping using the joint space representation facil-
itates the similarity between hands’ poses. This is
suitable for enveloping or power grasps.
• Cartesian space
Mapping using the Cartesian space is more suitable for
representing the ﬁngertip positions. This is a natural
approach when, for example, precision grasps are
considered.
Related to the work presented here, a third group may
be added to this list, namely the combination of the above.
Here, the positions of the human hand’s ﬁngertips are
mapped to same joint values of the robot hand. If the robot
and the human have similar hand conﬁgurations, the result
is likely to be the same as for purely Cartesian mapping.
However, if the robot hand’s kinematics is very different
from the human one, as for example in the Barrett hand
case, Cartesian mapping is not suitable. An ANN based
solution has been proposed in our earlier work, [7].
A. Feature Extraction
The training sequences are obtained using the Nest of
Birds sensor, [17] which is a magnetic tracker that consists
of an electronics unit, a transmitter and four pose mea-
suring sensors. The sensors measure transmitter-generated
magnetic ﬁelds. The electronic unit controls the transmitted
signals and directs the sensor measurement. From signals
measured by the sensors, Nest of Birds calculates the
position and orientation of each sensor.
The motivation for using this sensor is the possibility
to mount sensors on different parts of the human body
(arm, hand, leg) and easily exchange their conﬁgurations.
This allows us to learn trajectories and poses for human
hand-arm-torso-leg motion and to evaluate different sensor
conﬁgurations and choose the one that captures the rep-
resentation space the best. Now, in terms of learning-by-
demonstration-frameworks for service robots and natural
interfaces for human-robot interaction, we believe that
our approach has much stronger potential compared to
dedicated sensors such as the Data Glove.
The Nest of Birds individual sensors have been mounted
on a glove, as shown in Figure 9. The center sensor,
mounted on the back side of the glove, serves as a reference
sensor. It measures the position and orientation of the hand.
The remaining sensors are mounted on the thumb, index
ﬁnger and little ﬁnger, respectively, and provide position
measurements.
Each of the sensors estimate a 3D-position p, calculated
according to Equation 1, giving a total of nine values. The
position of the sensor is represented by x, y and z, and
the reference sensor is represented by xr, yr and zr. The
rotation matrix M is calculated using the Euler angles f, q
and g, given by the reference sensor. As seen in Equation 1,
the features derived from the sensors are both translational-
Fig. 9. The glove used for measuring human input.
and rotational-invariant, since the positions are multiplied
by the transpose (inverse) of the rotation matrix.
px = (x−xr)·M11+(y−yr)·M21+(z−zr)·M31
py = (x−xr)·M12+(y−yr)·M22+(z−zr)·M32
pz = (x−xr)·M13+(y−yr)·M23+(z−zr)·M33 (1)
B. Grasp Recognition
One important issue in a system such as ours is the
recognition of the human intent in order to, for example,
provide appropriate assistance before the contact with the
object has occurred. We have modeled four different grasp
types for the purpose of recognizing typical grasps for four
different objects: a toy car, a pen, a glass and a cup.
Fig. 10. The objects for which we are recognizing grasps.
Figure 10 illustrates these objects. Using the chosen
grasp taxonomy, (Figure 8):
• Car is grasped with the Large Diameter Grasp.
• Glass is grasped with the Small Diameter Grasp.
• Cup is grasped with the Lateral Pinch Grasp.
• Pen is grasped with the Four-ﬁnger Thumb Grasp.
We investigate the possibility to recognize these grasps
given a very simple measuring system. It is important tonote here that most of the grasps shown in Figure 8 will
be identical if only four sensors are used.
Similar to our previous work, we have investigated
Hidden Markov Models (HMMs) for recognition, [13].
Each sensor contributes with one input dimension, giving
a total of three dimensions for the HMM. Each of these
can take on 27 different values, representing a change in
position in 3D space (relative to the reference sensor). An
element in the 3-dimensional input vector o is determined
according to
oi =
(
0 if ||Dpi|| < 1 cm
argminj=1..26(||
Dpi
||Dpi|| −vj||) otherwise
(2)
p1,2,3 are calculated according to Equation 1. Dp1,2,3
are calculated as the difference between p1,2,3 and pold
1,2,3
representing the last measurement for which o 6= 0. v1..26
are 26 discrete vectors representing the six basic directions
in 3D, and their combinations, e.g. “up-right-forward”.
This way, the direction is determined as the one of the
26 discrete vectors.
We assign a left-to-right structure to our HMM (SLR)
and each model operates in parallel. By inspection of the
transition matrices for different number of states, it was
experimentally evaluated that ﬁve states was the optimal
number. For training, 20 hand sequences are used for each
grasp. The Baum-Welch algorithm is used to train the
HMM. Only a few iterations are required to obtain stable
values for lj(Aj,Bj,pj).
For each model lj, the total likelihood at time t is
represented by P(o−N...o0|lj). Given lj, calculating the
likelihood for the observations o−N...o0 using the Forward
Procedure in general is a simple task. For an online
implementation, when the observations are available con-
tinuously, it is slightly more difﬁcult, since we do not know
which observations belong to the current model.
We have solved the problem so that, for each new
observation, the optimal sequence length is ﬁrst calculated
by
seqL = argmax
maxSeqL
i=minSeqL(
4
max
j=1
( P(o−i,...,o0|lj)
| {z }
Forward Procedure
·(Nobs)−Nd·(maxSeqL−i)
| {z }
Penalty term
)) (3)
where minSeqL and maxSeqL are the minimum and maxi-
mum sequence length for a grasp. Nobs and Nd are the num-
ber of possible observations and dimensions in the HMM-
model. In our case, we had minSeqL = 3, maxSeqL = 20,
Nobs = 27 and Nd = 3.
Since short sequences have higher likelihood than long
ones, with Equation 3 short and long sequences can easily
be compared. Here, a penalty term that increases as the
sequence length decreases was added. The penalty term
represents the likelihood of observing a sequence of ran-
dom o, in addition to already available observations. It
is assumed here that the ﬁnger movement likelihoods are
uniformly distributed.
Once the sequence length has been established, the
likelihood Pj for each model j is estimated as
Pj = P(o−seqL,...,o−1,o0|lj) (4)
The likelihood for the correct grasp is greatly decreased
if the user performs an unexpected movement. Therefore,
the likelihoods are weighted according to
W(P(t)) =
0
å
i=−20
(
P(ti)
s·
√
2p
·e
−(t0−ti)2
2s2 ) (5)
Equation 5 describes a ﬁltering with a Gaussian kernel,
where (t0−ti) is the time passed since observation oi, and
P(ti) is the likelihood calculated at time ti, when oi was
observed. We have experimentally found that s = 1 is a
good compromise.
C. Action Recognition
For testing, all four objects were grasped ten times.
The likelihoods W(Pj) for each object j were calculated
according to Equation 4 and 5 as the grasp was performed.
Figure 11 illustrates the grasp likelihoods, as a car is being
grasped. The likelihood for the car is initially lower than
for the glass, but as the hand is formed to grasp the car, the
likelihood increases which proves the validity of Equation
4. As a grasp is being executed, seqL typically increases
from 3 to 10, indicating that the sequence segmentation
also works. In the graph, the likelihood for car is higher
already at t =0.35 s, which is about when the grasp is half-
done; the hand has been formed and is ready to perform
the grasp. This supports our idea of recognizing grasp
intentions, in addition to just recognizing grasps.
Table I shows the recognition results. 90 % of the
grasps were successfully recognized. The car was the most
difﬁcult object to recognize, as the grasp movements for
the car and the pen were similar.
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Fig. 11. Online recognition of hand actions. The graph shows the
ﬁltered likelihoods of each HMM as the car is being grasped.TABLE I
GRASP RECOGNITION
Object Grasped
HMM-Classiﬁcation Car Pen Cup Glass
Car 7 0 0 1
Pen 3 10 0 0
Cup 0 0 10 0
Glass 0 0 0 9
V. MODELING AND SENSOR INTEGRATION FOR GRASP
EXECUTION
Once the hand is aligned with the object and the
knowledge of a suitable grasp obtained, grasping can be
performed. Again, the combination of deliberative and re-
active control was investigated through the development of
a system which is able to perform a grasp even if the pose
of the object or a suitable grasp is not perfectly known. In
other words, using the available pose estimate and tactile
feedback, the grasping system is able to compensate for
minor variations in the pose estimate.
A. Abstract representation
The grasping strategy is formulated using ﬁnite state
machines (FSM) [11]. Using the general idea proposed
by [9], the basic states, Qi of a FSM are shown in
Figure 12. These states basically mimic the human grasping
procedure. In addition, Figure 12 shows the actions, ai,
needed to execute the grasp. Also, basic conditions, ei
under which the actions, ai are running are outlined.
B. State minimization for grasping
We have also designed a tactile guided power grasps
system facilitating the ideas from behavior–based plan-
ning, [1]. As shown in Figure 12, states Q8 and Q10
have same effects (a0: Open hand) and lead to the same
state Q0. However, the transition conditions that lead to
those states are not equivalent. Combining the states by
increasing the transition condition to cover for both, leads
directly to the state Q0. In addition, states Q3, Q4 and Q11
do not provide any output signal and therefore do not affect
the global behavior of the system. As trivial “information
states”, these can be removed. This simpliﬁes the design of
the basic FSM as shown in Figure 13. It is consequently
adequate to detect an initial contact condition and from
there select the control strategy that allows traversal of the
graph to arrive at a stable power grasp. The selection of
control is thus straight forward and the permissible set of
events can be directly estimated from the FSM.
C. Examples
After the hand is aligned with the object, the approx-
imate distance to the object is available from the vision
system. The palm of the hand is facing the object and
the hand is moved towards the object in the direction
orthogonal to the palm. After the VersaPad reports a
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Fig. 12. Abstract representation of grasping.
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Fig. 13. Minimized abstract representation of grasping.
contact, the position of the contact point is assumed to be
the position of the object inside the hand. This is then used
to recenter the object inside the hand. Even if the contact
occurs at the “blind” spot of the VersaPad, the force–torque
sensor will still detect contact. At this stage, the ﬁngers of
the hand are closed around the object. After the power
grasp is executed, the feedback from the Android sensors
and the positions of the ﬁngers’ joints are used to check if
the object is held by all ﬁngers. If not, the object is released
and re-grasped. Figure 14 shows an example grasp where
the object is initially not grasped by all three ﬁngers of the
hand. The “two–ﬁngered” grasp can create an undesired
torque on the object and result in sliding. Therefore, using
the torque information and joint position of the ﬁngers,
this type of grasp is easily detected. The hand opens, and
moves back to the initial position, lowers the hand and
ﬁnally executes the grasp again, see Figure 14.
To cope with situations where the information provided
by the vision system is incorrect, a so called “missing” tar-
get state was implemented. Given the approximate distanceto the target, the time required to reach it is estimated. If
during this time no sensors provide feedback, the arm is
put to its initial position for re-initialization.
Fig. 14. Grasping a cylindrical object: upper) the grasp is considered
failed as not all the ﬁngers are closed around the object, and lower)
Successful grasping of a cylindrical object after an initial failed grasp.
VI. CONCLUSION
In this paper, we have presented a number of modalities
neccessary for robotic mobile manipulation in unstructured
environments. The focus has been put on three particular
problems: i) the design of a vision system, ii) learn-
ing principles in terms of grasping using a learning-by-
demonstration approach, and iii) development of a grasping
system using multiple sensory modalities. It is argued that,
in order to provide the robustness and ﬂexibility of the
overall robotic system, it is important to provide a wide
range of individual skills. In this work, we have considered
a combination of deliberative and reactive control for
modeling and execution of manipulation tasks.
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