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ABSTRACT 
This paper proposes a novel method which combines both 
median filter and simple standard deviation to accomplish an 
excellent edge detector for image processing. First of all, a 
denoising process must be applied on the grey scale image 
using median filter to identify pixels which are likely to be 
contaminated by noise. The benefit of this step is to smooth 
the image and get rid of the noisy pixels. After that, the simple 
statistical standard deviation could be computed for each 22 
window size. If the value of the standard deviation inside the 
22 window size is greater than a predefined threshold, then 
the upper left pixel in the 22 window represents an edge. The 
visual differences between the proposed edge detector and the 
standard known edge detectors have been shown to support 
the contribution in this paper. 
General Terms 
Image Processing and Pattern Recognition. 
Keywords 
Computer vision, edge detection, median filter, standard 
deviation. 
1. INTRODUCTION 
Edge detection is one of the most important techniques that 
have been commonly implemented in image processing and 
computer vision. There are many image processing 
applications that are based on edge detection like image 
segmentation, registration and identification. The concept of 
the edge in an image is the most fundamental feature of the 
image because the edge contains valuable information about 
the internal objects inside image. Hence, edge detection is one 
of the key research works in image processing [6]. Detection 
of edges in an image is a very important step towards 
understanding image features. The process of recognition of 
objects in an image is referred to as image understanding 
system [7]. Therefore, other image processing applications 
such as segmentation, identification, and object recognition 
can take place whenever edges of an object are detected [8]. A 
huge number of edge detectors have been developed from 
different perspectives [11]. The main question here is: which 
edge detector can engender better edge detection results?. In 
the literature, there are some techniques developed to achieve 
this task such as Sobel, Prewitt, Laplacian, Laplacian of 
Gaussian (LOG), and Canny which is used to be the optimal 
edge detector [3]. 
Recently, many researchers have developed novel edge 
detectors that reflect the flexibility of edge detection method 
by the accommodation with other fields of science. The 
integration of fuzzy theory with edge detection has been 
discussed by [1]. Also, the embedding of artificial neural 
networks was researched by [17]. Furthermore, other 
algorithms for edge detection could be found in [4][17][16]. A 
good Comparison of various edge detectors may be found in 
[12][18]. Edge detection is used for object detection which 
serves various applications in image processing [10]. 
The organization of this paper is as follows: In section 2 a 
preliminaries about edge detection method have been 
discussed. Also, in section 3, the main contribution of this 
paper has been presented and that is using simple standard 
deviation for edge detection. In section 4, medina filter was 
implemented into the proposed edge detector. The 
experimental results with ocular examples have been showed 
in section 5. Finally, the main conclusions about the proposed 
algorithm were demonstrated in section 6. 
2. EDGE DETECTION 
PRELIMINARIES 
Edges consist of meaningful features and contained 
significant information. Applying an edge detector to an 
image may significantly reduce the amount of data to be 
processed and may therefore filter out information that may 
be regarded as less relevant, while preserving the important 
structural properties of an image [18]. The essential notion of 
the majority edge detectors is to determine some boundary 
information in an image that represents the image’s interior 
objects. According to [8], edge is a set on connected pixels 
that lie on the boundary between two regions. Also, an edge in 
an image is a contour across which the brightness of the 
image changes suddenly in amount [13]. Edge refers to the 
pixel set whose gray level or gradient direction occurs sudden 
change and usually evinces linear feature [9]. Generally, an 
edge is defined as the borderline pixels that connect two 
mutually exclusive regions which differ in their luminance 
and tristimulus values [15]. The edge of an object is reflected 
in the discontinuity of the gray [6]. Hence, the fundamental 
method of edge detection is the local operator edge detection 
method. In this method, pixel in a region must be compared 
with its neighbors for the differences in order to detect the 
edge [6]. The detection operation starts with the inspection of 
the local discontinuity at each pixel in the region. 
Consequently, the determination of an edge is based on some 
characteristics that are amplitude, location and orientation of a 
region [5]. Therefore, based on these characteristics, the 
investigator has to examine each pixel to determine whether it 
is an edge or not [15].  
Usually, the main principle for edge detection in the literature 
is based on the gradient vector for an image. Hence, the 
traditional technique for edge detection may be lying in the 
filed of the calculus of variation. In this article, an absolutely 
different approach for edge detection had been established 
which was based on statistics instead of the traditional 
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calculus of variation. Therefore, the contribution in this paper 
may be treated as statistical edge detector. 
3. EDGE DETECTION BASED ON 
STANDARD DEVIATION 
The Standard Deviation is a measure of how spreads out 
numbers are. Also, it is the measure of the dispersion of a set 
of data from its mean. The more spread apart the data, the 
higher the deviation. A window of size 22 will be 
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Fig 1. Candidate edge (i,j) in a 22 window size 
According to figure (2), six types of edges were used which 
are the diagonal edges (2.a), (2.b), (2.c), and (2.d) and the 
horizontal edge (2.e) and the vertical edge (2.f). On the other 
hand, the 22 window does not contain any edge if it is looks 
like figure (2.g). In fact, the value of the standard deviation in 
the 22 window will vary according to the dispersion between 
its pixels. 
Now, as an illustrative example will be discussed in details to 
support the proposed technique. Hence, a random 1010 
window from Lena image was taken as shown in figure (3). 
 
                     
                     
(a)  (b)  (c)  (d)  (e)  (f)  (g)  
Fig 2. (a), (b), (c), and (d) are diagonal edges (e) horizontal edge (f) vertical edge (g) no edge 
201 205 182 134 94 94 115 120 116 111 
204 172 113 83 93 103 96 105 104 102 
159 103 80 86 97 100 100 95 101 103 
114 83 76 84 88 83 78 71 77 81 
79 72 75 81 80 72 65 52 56 59 
71 71 72 72 68 65 63 51 51 52 
68 69 64 58 54 54 55 56 54 52 
66 67 60 52 49 48 48 53 52 51 
67 64 55 49 50 50 48 49 49 50 
69 59 46 41 47 51 50 48 50 51 
Fig 3. A random 1010 window from Lena image 
 
Clearly, this block contains edges because of the high 
variation between its pixels. Therefore, a 22 window size 
was implemented, here, arbitrary for the matter of shortening. 
The standard deviation for the upper left 22 window was 
found to be 15.7586 which seemly to be some what high 
value. Subsequently, the other values were measured 
(according to the upper left pixel in each 22 window) and 
presented in table (1). 
Table 1. Standard deviation values for arbitrary 22 
window sizes 











As a result, a threshold may be applied to determine weather a 
22 window contains an edge or not. The smaller the value of 
the standard deviation yields there is no edge inside the 22 
window. Alternatively, a higher value of the standard 
deviation implies that there is a definite edge. Mathematically 
speaking, using the concept of try and error, the value of the 
suitable threshold that can be used as a general threshold for 
almost type of digital image was found to be near 7, i.e. from 
4 to 9 will gives better results. 
4. Median Filter 
Median filter is widely used in impulse noise removal 
methods due to its denoising ability and computational 
efficiency [8]. Therefore, applying of traditional median filter 
for removal of such type of noise gives relatively acceptable 
results, which are shown in restoring of brightness drops, 
objects edges and local peaks in noise corrupted images [2]. 
Hence, the edge detection process may be preceded by some 
denoising process to smooth the image. These two processes 
should be compatible with each other to produce good results. 
According to figure (4), it is clear that the proposed edge 
detector gives better results than Sobel and Canny edge 
detectors when applying 10% Salt and Peppers noise. 
Obviously, the visual differences between figures (4.e) and 
(4.f) are distinct. Since the proposed edge detector is based on 
the concept of the deviation between 22 window pixels, then 
the standard deviation within the 22 window was calculated 
before removing the Salt and Peppers noise. This is a critical 
situation because the noisy pixels were treated as noise-free 
pixels when calculating the standard deviation. On the other 
hand, figure (4.f), the proposed edge detector was 
implemented by, firstly, removing the noisy pixels to get rid 
of the high dispersion between 22 window pixels. This step 
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would highly enhance the proposed edge detector by 
preserving the edges as possible. As a result, the compatibility 
between the median filter and the proposed edge detector is 














Fig 4. (a) Original 128128 bmp image (b) 10% Salt and 
Peppers noise (c) Sobel (d) Canny (e) Proposed without 

















5. EXPERIMENTAL RESULTS 
The proposed algorithm was simulated in MATLAB and 
applied on two categories of images. The first category is the 
natural images (fig. 5) and the second one is the text images 
(fig. 6). A collection of gray level test images with different 
sizes and resolutions were detected. The results were 
compared with the most common edge detection methods 
such as Sobel [14] and the optimal Canny’s edge detector [3]. 
According to figure (5), it is clear that the proposed edge 
detector had demonstrated the use of standard deviation for 
edge detection. The proposed edge detector is near or semi-
optimal edge detector (Canny). The use of the word semi here 
was because of the thick edges produced by the proposed edge 
detector which is the only disadvantage. On the other hand, 
the proposed edge detector yields better results than the 
traditional edge detector (Sobel). Consequently, the proposed 
edge detector is something between the traditional and the 
optimal edge detectors. Hence, the word semi has been 
appeared to accommodate the situation correctly. 
According to figures (5) and (6), the proposed edge detector 
produces explicit results than the optimal Canny’s edge 
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Fig 5. (Columns from left to right) original image, Sobel, Canny, and Proposed (Threshold =7) 
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Fig 6. (Columns from left to right) original image, Sobel, Canny, and Proposed (Threshold =7) 
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6. CONCLUSIONS 
In this paper, a new methodology and a framework for 
evaluating edge detection by simple statistical standard 
deviation had been presented. The proposed method was 
tested on binary level test images and compared with two 
classical edge detectors which are Sobel and Canny. 
Experiment results have demonstrated that the proposed 
algorithm for edge detection produces satisfactory results for 
different gray level digital images. Furthermore, the proposed 
edge detector gives better results on text images compared 
with traditional edge detectors rather than natural images. 
Therefore, a good recommendation is that the proposed edge 
detector is suitable for text images that contain any kind of 
text. Another benefit for the proposed edge detector is the 
easy implementation. 
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