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We present a method to compute the exact topology of a real algebraic surface S , implicitly
given by a polynomial f ∈Q[x, y, z] of arbitrary total degree N . Additionally, our analysis
provides geometric information as it supports the computation of arbitrary precise samples
of S including critical points. We compute a stratiﬁcation ΩS of S into O (N5) non-singular
cells, including the complete adjacency information between these cells. This is done by
a projection approach. We construct a special planar arrangement S with fewer cells
than a cad in the projection plane. Furthermore, our approach applies numerical and
combinatorial methods to minimize costly symbolic computations. The algorithm handles
all sorts of degeneracies without transforming the surface into a generic position. Based
on ΩS we also compute a simplicial complex which is isotopic to S . A complete C++-
implementation of the stratiﬁcation algorithm is presented. It shows good performance for
many well-known examples from algebraic geometry.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Problem and results: The topological analysis of real algebraic curves and surfaces has received a lot of attention in
algebraic geometry, computer graphics and computer aided geometric design. Beside the theoretical interest of the problem,
accurate topological and geometric information of algebraic objects is crucial for a good visualization and for a meaningful
approximation by simpler objects, such as splines or polygons [8,43].
We present an algorithm that provides topological information about an arbitrary algebraic surface S , given by an implicit
equation in Q[x, y, z] of total degree N , in terms of a stratiﬁcation of S (see [9, §5.5], compare also the similar notion of a
CW-complex [37,14]):
Deﬁnition 1.1. Let S be a surface. A stratiﬁcation of S is a decomposition of S into cells such that
• each cell is a smooth subvariety of S of dimension 0, 1, or 2,
• it has the boundary property, that means, the boundary of a cell is given by a union of other cells.
The cells of a stratiﬁcation are also called strata.
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tion is the cylindrical algebraic decomposition (cad) [19,17] of R3 with respect to S , but our stratiﬁcation consists of O (N5)
cells whereas the worst case complexity of a cad is Ω(N7). It is possible to reﬁne the decomposition into simply connected
cells without compromising the ﬁnal complexity.
In order to obtain a stratiﬁcation with the described properties we proceed as follows: First, we project the z-critical
points of S to compute an arrangement S . Second, we lift the components of S to R3, obtaining the stratiﬁcation ΩS . It
suﬃces to lift over one sample point of each component. Third, we compute the adjacencies between the cells of ΩS .
We describe new methods for all three steps with the goal to replace costly symbolic computations by certiﬁed ap-
proximation approaches as much as possible. Our toolbox for approximate methods contains, for instance, a numerical
method for univariate root isolation (Bitstream Descartes [23,26]), an extension for the non-square-free case (m-k-Bitstream
Descartes [25]), and interval arithmetic. Still, we guarantee to reﬂect a mathematical correct description of the surface in all
cases, as expected from the exact geometric computation (EGC) paradigm [47].
Our approach does not make any assumptions about the input surface and does never transform the coordinate system
to prevent degeneracies. This allows to accurately sample the surface in arbitrary resolution by lifting points of a ﬁne
granulation of the xy-plane. On the other hand, we have to deal with degenerate situations, in particular with vertical
lines that are part of the surface. Such lines are decomposed into vertical segments, and vertices in-between, to satisfy the
boundary property.
With our stratiﬁcation, it is not possible to directly read out the topology of S , at least in terms of a simplicial complex,
that is isotopic to S and whose vertices are located on S . In the second part, we present how such a simplicial complex
can be derived from ΩS . For this purpose, we have to turn ΩS into a full cad of S . By the computed adjacency information
of cells, a triangular mesh for the surface is easily obtained. In case of unbounded surfaces, it ﬁrst determines a box that
contains all bounded cells of ΩS and then triangulates the restriction of S to the given box.
For computing the stratiﬁcation ΩS we provide an exact and complete implementation in C++. To our knowledge, this
is the ﬁrst EGC-implementation for the topological analysis of algebraic surfaces, including singular ones. It relies on an
EGC-algorithm to produce arrangements of arbitrary algebraic plane curves, which has been presented recently in [24]. Our
experiments show good performance for many reference surfaces from algebraic geometry. Essentially needed in the pro-
jection step of our approach is the analysis of planar curves of degree up to N(N − 1) which limits its practical applicability
for high-degree surfaces. So far, our implementation of the triangulation algorithm is in an experimental state.
Related work: The problem of topology computation for algebraic plane curves has been extensively studied [25,22,32,42,
34,31]. Recently, also exact methods for the case of space curves [27,21,2,30], came under consideration.
For topology computation of algebraic surfaces, two principle approaches can be distinguished: one is to consider level-
curves of the surface for certain critical values and to connect the components of these levels in order to obtain a topological
description of the surface; see the recent works of Mourrain and Técourt [40] (also in [13]), Fortuna et al. [28,29] (for non-
singular curves) and Alcázar et al. [1] (where the connection step is missing). The other approach is to project the critical
points of the surface to the plane, obtaining the silhouette curve. The topology is then deduced by lifting the arrangement
cells induced by the silhouette. We are following this approach; see also Cheng et al. [18] and the articles about cad below.
The tools to compute a surface’s topology are similar in all mentioned approaches: each one needs to compute the
topology of algebraic plane curves, either to analyze the level curves or the silhouette. Additionally, critical points of the
surface, or at least their projections, must be identiﬁed, which is usually done by resultant-calculus or Groebner bases. Most
algorithms, for example, [40,28,29,18], apply a linear (topology-preserving) transformation to obtain a generic (or at least
normal) position that simpliﬁes the computation. As already said, we decided not to allow such a transformation in our
algorithm to preserve also geometric properties of the surface.1
None of the articles [40,28,29,1,18] report on the practical performance of their algorithms; if implementations are
mentioned at all,2 they mainly propose to carry out the calculations symbolically, or leave the concrete implementation
of certain substeps open. We tried to proﬁt from numerical methods as much as possible and we experienced that this
accelerates the algorithm signiﬁcantly. We take this as the main reason of the overall good practical performance of our
algorithm.
Cylindrical algebraic decomposition is a more general problem and constitutes its own research area [17]: Arnon et al. [4]
presented an algorithm to compute a cad in Rn . Their algorithm has been improved in several ways: Numerical methods
have been used to speed-up the lifting step [44,20,16], improvements of the projection step reduce the number of consid-
ered polynomials in the cad [15,38], cells in the cad are combined into clusters to reduce the complexity [3], and algorithms
have been proposed to compute which cells are adjacent [5,6,39]. Some ideas of our algorithm already appeared in those
articles; for other problems, we propose novel alternatives. We discuss the similarities and differences with the appropriate
references when we discuss the algorithm in detail.
Outline: The stratiﬁcation algorithm is described in the ﬁrst three sections, where we handle the lifting step of the
algorithm in Section 2, introduce the planar arrangement and our cell decomposition in Section 3. Section 4 deals with
1 The idea from [25] to transform the curve back into its original coordinate system seems not to extend easily to the surface case.
2 Complete implementations have been presented for subclasses of surfaces, such as intersections of quadrics [10] and meshes of non-singular sur-
faces [41].
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algorithm to compute a simplicial complex, isotopic to S , based on the stratiﬁcation ΩS . Finally Section 6 reports on our
implementation and experiments.
2. Z-ﬁbers
In what follows, S always denotes a surface of total degree N , and f ∈ Q[x, y, z] denotes its implicit equation. Nz refers
to degz( f ) N . We henceforth assume that f is a square-free and primitive polynomial, that is, S contains no irreducible
component twice, and has no two-dimensional vertical component. The treatment of non-primitive polynomials consists of
a separate analysis of the primitive part and the vertical part. We skip details for brevity.
Deﬁnition 2.1. The z-ﬁber of a point p := (px, py) ∈ R2 is
Zp :=
{
γ ∈ R | f (px, py, γ ) = 0
}
.
Note that the ﬁber can be equal to R, in case S contains the whole vertical line p := p × R. We aim for a method to
compute the z-ﬁber for an arbitrary point p with algebraic coordinates in the plane, that is, isolate the real roots of the
polynomial f p := f (px, py, z) ∈ R[z]. Computational diﬃculties arise because f p has algebraic coeﬃcients for many z-ﬁbers
computed by our method, and because f p might have multiple roots. We use some exact information about f p to overcome
such problems:
Deﬁnition 2.2. Let p and f be as above. The local degree np is the degree of f p in z. The local gcd degree kp is the degree of
gcd( f p, f ′p). The local real degree mp is the number of distinct real roots of f p .
Assuming that np , kp and mp are known, the z-ﬁber computation for p works as follows. If kp = 0, then f p is square-
free; in that case, we apply the Bitstream Descartes method [23,26] on f p . The method computes the real roots of an exact
polynomial only by numerically approximating the coeﬃcients, that is, in our case by evaluating f at x and y with iterated
and coherent reﬁnements of interval approximations for px and py . Otherwise, if kp > 0, we try to use the m-k-Bitstream
Descartes method [25, Sec. 5]; it exploits knowledge about the local real degree and the local gcd degree, and isolates the
real roots using numerical approximations even if f p has at most one multiple root. Unfavorable cases are detected by the
method, it simply reports a failure in this case. If this happens, we compute the square-free part f ∗p of f p and apply the
Bitstream Descartes method on f ∗p .
Why did we choose the Bitstream Descartes method for the lifting step? First of all, the Descartes method is considered
to be a practically eﬃcient root isolation method, and using numerical approximations of the coeﬃcients is experienced
to speed up the computation further [44,20,16]. Thus, our choice for the Bitstream Descartes aims for practical eﬃciency,
but it has another advantage: By a randomized choice of subdivision points, and by its adaptive precision management, the
algorithm gives a success guarantee for the square-free case, regardless of the polynomial’s root separation. Thus, a fall back
to a symbolic root isolator is never necessary. The m-k-variant also gives a success guarantee except for the case that the
polynomial is algebraically diﬃcult, that is, it has several multiple roots. Then, the polynomial has to be made square-free by
symbolic computation, but the square-free part can again be tackled with the square-free version of the Bitstream Descartes
method.
The remainder of this section deals with the computation of mp , kp and the square-free part f ∗p . They are computed
using an algebraic tool called Sturm–Habicht sequence (cf. [33], the equivalent term of signed subresultant sequence appears
in [9]):
Deﬁnition 2.3. Let D be any domain, g ∈ D[t] with deg g = n, and δk := (−1)k(k+1)/2. For k ∈ {0, . . . ,n}, the kth Sturm–Habicht
polynomial of g is deﬁned as
StHan(g) := g,
StHan−1(g) := g′,
StHak(g) := δn−k−1Sresk(g, g′), k = 0, . . . ,n − 2,
where Sresk(g, g′) is the kth subresultant of g and g′ . We deﬁne sthak(g), the kth principal Sturm–Habicht coeﬃcient of g , as
the coeﬃcient of tk in StHak(g).
The principal Sturm–Habicht coeﬃcients can be represented as determinants of the Sylvester submatrices, possibly mul-
tiplied by −1. The signs of the principal Sturm–Habicht coeﬃcients determine m = #{z ∈ R | g(z) = 0}. The degree of
gcd(g, g′) is given as the minimal index k for which sthak(g) = 0 (for more details, see [32,25]). Thus, the Sturm–Habicht
sequence for f p reveals the numbers mp and kp .
For the square-free part, we consider the cofactors of the Sturm–Habicht polynomials [9, Prop. 8.38].
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u j g + v j g′ .
All cofactors u j and v j can be written as determinants of “Sylvester-like” matrices. The square-free part g∗ of g is given
by one of the v j ’s [9, Prop. 10.14, Cor. 10.15]:
Lemma 2.5. Let k = deggcd(g, g′) > 0. Then, g∗ = vk−1 .
For the computation of the Sturm–Habicht sequence for f p , we exploit that they are well-behaved under specializing
parameters. We restrict to the three-dimensional case here.
Proposition 2.6 (Specialization property). Let f ∈ R[x, y, z], p := (px, py) ∈ R2 . If degz f = deg f p , then for all j = 0, . . . ,n it holds
that StHa j( f p) = StHa j( f )|x=px,y=py .
In other words, the Sturm–Habicht sequence for f (with z as outer variable) reveals the specialized Sturm–Habicht
sequence for all f p with degz F = deg f p . Such points p are also called regular. We generalize this idea to obtain a Sturm–
Habicht sequence also for non-regular points through specialization.
Deﬁnition 2.7. For f =∑Nzi=0 ai(x, y)zi , we deﬁne the reductum fn :=∑ni=0 ai(x, y)zi for n = 0, . . . ,Nz .
Lemma 2.8. For all j = 0, . . . ,np, it holds that StHa j( f p) = StHa j( fnp )|x=px,y=py .
In our implementation, we use the algorithm presented in [9, Alg. 8.22] to compute Sturm–Habicht sequences with
cofactors. They are computed using a polynomial remainder sequence [36] which has shown to be more eﬃcient than
computing the Sturm–Habicht sequence via determinantal expressions.
3. (n,k)-Arrangements and the cell decomposition
The z-ﬁber computation for p is based on the computation of the integers np , kp and mp (Deﬁnition 2.2). In this section,
we compute an arrangement in the (x, y)-plane such that all points of an arrangement cell have invariant np and kp . As we
will see, also mp is invariant for such a cell. This allows to eﬃciently compute the z-ﬁber over any point in the plane, since
all algebraic information is determined by the arrangement cell the point belongs to. Also, we show that the lift of such a
cell is the union of disjoint function graphs which form the basis for our stratiﬁcation of the surface.
Deﬁnition 3.1. We call a connected set C ⊂ R2 (n,k)-invariant with respect to a surface S = V ( f ) if the local degree nC and
the local gcd degree kC of f are invariant for all p ∈ C . An (n,k)-arrangement for S is a planar arrangement whose vertices,
edges, and faces are (n,k)-invariant with respect to S .
In his seminal paper about cylindrical algebraic decomposition, Collins [19] has proved that f is delineable over any
(n,k)-invariant set, that is, that the (real) lift over the set is the union of m disjoint function graphs. We state a slightly
weaker version of his theorem:
Theorem 3.2. Let C be an (n,k)-invariant set. Then, each p ∈ C has the same local real degree mC . Moreover, for each i = 0, . . . ,mC ,
the ith lift C (i) over C (deﬁned below) is connected.
C (i) := {(px, py, zi) ∈ C × R | zi is the ith distinct root of p’s z-ﬁber}.
Proof. Over an (n,k)-invariant set, the number of distinct complex roots is constantly n − k. The roots of f (p, z) contin-
uously depend on p, thus, in an open neighborhood of any point on C the imaginary roots stay imaginary. As the total
number of roots is preserved and imaginary roots only appear together with its complex conjugate, the real roots also
remain real. See [19, Thm. 1] for more details. 
The next construction also appears in Collins’ work [19, Thm. 4]:
Theorem 3.3. For each algebraic surface S, there exists an (n,k)-arrangement.
Proof. We give a constructive proof. Let p be an arbitrary point in the plane, and f =∑Nzi=0 ai(x, y)zi . The local degree of f
at p simply depends on the coeﬃcients aNz , . . . ,a0 by
np = deg f p = max
{
i | ai(p) = 0
}
.i=0,...,Nz
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kp = deggcd( f p, f ′p) = min
i=0,...,Nz
{
i | sthai( fnp )(p) = 0
}
.
The coeﬃcients ai ’s and sthai( fnp ) deﬁne plane curves αi = V (ai) and σn,i = V (sthai( fnp )), respectively, of degree at most
N(N − 1). Then np and kp are determined by the curves p is part of. Thus, the arrangement induced by αNz , . . . ,α0 and,
for all n = 1, . . . ,Nz , σn,0, . . . , σn,n has only (n,k)-invariant cells. 
The proof presents a way to compute an (n,k)-arrangement for a surface. However, the resulting arrangement consists
of much more cells than actually necessary – we aim for an (n,k)-arrangement consisting of fewer cells:
Deﬁnition 3.4. The silhouette ΓS of S is deﬁned by stha0( f ) = resz( f , ∂ f∂z ).
Lemma 3.5. For any point, (np,kp) = (Nz,0) if and only if p is not on ΓS . As a consequence, all edges and vertices of an (n,k)-
arrangement away from ΓS can be merged with their adjacent faces to an (n,k)-invariant face.
Proof. Using [9, Prop. 4.27], we have resz( f ,
∂ f
∂z ) = aNzDisc( f ) where Disc( f ) denotes the discriminant of f . Clearly, np = Nz
for a point p if and only if aNz (p) = 0. From the deﬁnition of the discriminant, kp = 0 for a regular point p if and only if
Disc( f )(p) = 0. 
Consequently, having any (n,k)-arrangement, we can turn it into a minimal (n,k)-arrangement by a post-processing step
(we assume that each arrangement cell C stores the numbers nC and kC as data): Remove all edges and vertices away from
ΓS , and remove vertices on ΓS that have exactly two adjacent edges, and both edges have the same local degree and local
gcd degree as the vertex (and merge the adjacent edges).
We next present an algorithm that integrates this post-processing step in the arrangement computation, to lower the
size of the intermediate arrangements in the algorithm. The main tool is the computation of overlays. Given arrangements
A1 and A2, the overlay is the union A3 of both arrangements; also, each cell of A3 knows which cell of A1 and A2 it comes
from.
We start by computing the arrangement A deﬁned by the silhouette ΓS only. Each face gets the values (Nz,0) according
to Lemma 3.5. We ﬁrst decompose A such that each cell has invariant local degree. To do so repeat the following steps for
n = Nz, . . . ,0: Overlay A with the arrangement of the curve αn , the result is A′ . Remove all cells of A′ that lie on a face
of A. Also, remove all vertices of A′ that lie on an edge of A whose local degree has already been set. For each cell that lies
on a face of αn , and whose degree is not set yet, set its local degree to n. Set A ← A′ and proceed with the next iteration.
At the end, set the local degree of all cells which are not yet set to −∞, as above these cells S is vertical.
Next, we further decompose A into (n,k)-invariant cells. For that, we iterate over the degrees and overlay with the
corresponding principal Sturm–Habicht coeﬃcient curves σn,i .
Repeat for n = Nz, . . . ,1: Repeat for k = 0, . . . ,n − 1: Overlay A with the arrangement of σn,k , the result is A′ . Remove
all cells of A′ that lie on a face of A. Remove all vertices of A′ that lie on an edge of A whose local gcd degree has already
been set, or whose local degree does not equal n. For each cell of A that lies on a face of σn,k , whose local degree is n, and
whose local gcd degree is not yet set, set the local gcd degree to k. Set A ← A′ and proceed with the next iteration.
We remark the obvious optimization that for the local gcd degree, one has only to consider those degrees n that appear
as the local degree of at least one cell. Also, one can stop the inner iteration over the k’s as soon as all cells of degree n
know their local gcd degree.
The (n,k)-arrangement computed by the above algorithm is called S from now on. It basically consists of the overlay
of the leading coeﬃcient curve and the discriminant curve of f (compare Lemma 3.5). From the overlay with the remaining
α’s and σn,i ’s the local degree and the local gcd degree is assigned to each cell of S .
We remark that similar ideas have been introduced to reduce the number of cells of a cad. Arnon [3] has proposed to
merge sign-invariant cells of a cad, but our notion of (n,k)-invariance is a strictly weaker condition and thus produces larger
cells.
Moreover, Brown [15], based on work by McCallum [38], has shown that considering the leading coeﬃcient and the
discriminant are suﬃcient to ensure delineability. So, the consideration of the non-leading coeﬃcients and the principal
Sturm–Habicht coeﬃcients is not necessary to ensure the statement of Theorem 3.2. Still, the knowledge about the local
degree and local gcd degree of each cell of S allows to apply fast methods in the lifting step, as we have exposed in
Section 2.
The complexity of our (n,k)-arrangement S is not greater than that for ΓS .
Theorem 3.6. The number of cells ofS is O (N4).
Proof. Since arrangements induce planar graphs, it is enough to count vertices. The silhouette ΓS is of degree O (N2), so
it has, by Bézout’s theorem O (N4) critical points. We have to show that the segmentation with respect to the remaining
curves in the algorithm does not introduce more than O (N4) new vertices.
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During the algorithm, new vertices for γ (that are not removed in the same iteration) are only introduced in two iteration
steps:
First, when a coeﬃcient curve αn does not contain the whole curve γ . This introduces at most ν · N many vertices. All
further coeﬃcient curves αn−1, . . . ,α0 do not introduce new vertices on γ , since the local degree of all edges for γ is set
to n.
Second, new vertices are introduced when a Sturm–Habicht polynomial sthak( fn) does not contain the whole curve γ .
This introduces at most ν · N2 many new vertices. All further Sturm–Habicht curves sthak−1( fn), . . . , stha0( fn) do not intro-
duce new vertices on γ , since the local gcd degree of all edges for γ is set to k.
After all, each ΓS,i gets at most O (νi · N2) new vertices, and the νi sum up to N2. 
Deﬁnition 3.7. Let S be a surface, without vertical component, S as above and mC the local real degree of a cell C ∈S .










Corollary 3.8. For a surface of degree N without vertical line, the number of cells in ΩS is O (N5).
This means that we achieve a topological description of the surface using O (N5) many sample points. This is less com-
pared to cad which consists of Ω(N7) cells in the worst case, due to its vertical decomposition strategy in the plane.
However, it also provides less topological information – in particular, edges cannot always be replaced by straight-lines
without changing the topology.
In Section 4.3, we extend ΩS to surfaces with vertical lines, and show that the extension still keeps the same worst-case
complexity of O (N5).
Extracting simply connected cells Sometimes it might be advantageous to achieve a decomposition into simply connected
cells (i.e., each path in a cell is contractible to a point). Our decomposition ΩS does not have this property. We next
propose an algorithm that transforms ΩS into a decomposition of simply connected cells.
The ﬁrst step is to compute a simply connected reﬁnement ′S of S . Only one- and two-dimensional cells of S can
be non-simply connected. Consider the planar graph G induced by S , by mapping its 0-dimensional cells to nodes, and
its 1-dimensional connected cells to edges. Simple connectivity for 1-dimensional cells is achieved by adding an additional
vertex for each cyclic edge; see the squared vertices in the picture above.
To prevent non-simply connected faces, we apply the following algorithm: while G contains a bounded connected com-
ponent, choose such a component, and connect its y-minimal point downwards using a vertical arc (dashed) until it reaches
another component of G (or if this does not happen, the arc goes to −∞). Observe that each such arc either merges two
connected components, or turns one of them unbounded. Thus, it is clear that the algorithm terminates, and produces a
graph without bounded connected components. The computed graph induces a reﬁned arrangement ′S of S . The newly
added cells inherit the (n,k)-properties of the cell they are included. For the such reﬁned ′S , we claim:
Proposition 3.9. Each cell of′S is simply connected, and its number of cells is O (N4).
Proof. Assume for a contradiction that there is a cell C of ′S which is not simply connected. Clearly, C cannot be 1-
dimensional as we split all cycles. So assume that C is a face. Since it is not simply connected, there is a cycle P that is
not contractible. Hence, its interior contains a connected component, which must be bounded. That contradicts the fact that
there is no bounded connected component.
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for each connected component. Since the number of connected components is not greater than the number of faces, we add
at most 4 cells for each face of S . This proves that we do not increase the complexity. 
The arrangement ′S implies a cell decomposition Ω ′S by lifting the components (compare Deﬁnition 3.7).
Proposition 3.10. Each cell of Ω ′S is simply connected, and its number of cells is O (N5).
Proof. Each cell C of Ω ′S is the diffeomorphic image of a (simply connected) cell of ′S , it follows that C is simply connected
as well. The complexity statement is clear, as each cell can have up to Nz  N lifts. 
We mention that this reﬁnement into simply connected cells has not yet been integrated into our implementation that
we present in Section 6.
4. Adjacency
According to Deﬁnition 1.1, a stratiﬁcation fulﬁlls the boundary property, that is, the boundary of each cell should be the
union of other cells. Equivalently, for any two cells M1,M2 with dimM1 < dimM2, we must have M1 ∩M2 = ∅ or M1 ⊂ M2.
In the latter case we call M1 and M2 adjacent. Then the adjacency relation of such a pair can be checked at an arbitrary
point p ∈ M1, that is, the two cells are adjacent if and only if p ∈ M2. Theorem 4.1 shows that in case of a surface S which
contains no vertical line p , the decomposition ΩS deﬁned in Deﬁnition 3.7 already has this boundary property, thus ΩS is
a stratiﬁcation.
Theorem 4.1. Let M1,M2 ∈ ΩS with dimM1 < dimM2 and C1,C2 ∈ S their corresponding projections onto the plane. If C1 has
local degree nC1 = −∞ and M1 ∩ M2 = ∅, then M1 = M2 ∩ (C1 × R).
Proof. We assume that C1 and C2 are adjacent in R2, otherwise the statement is trivial. Let M2 be the j0th lift of C2 and
p = (p∗, z0) ∈ M2 ∩ (C1 × R) an arbitrary point, contained in a lift C (i0)1 of C1. For the lifts p∗(i) of p∗ we choose a box
neighborhood Bp∗ of p∗ and also disjoint boxes B1, . . . , BmC1 lying above Bp∗ with Bi = Bp∗ × [p∗(i) − δ, p∗(i) + δ] and a
δ > 0. We can assume that Bp∗ and δ are chosen such that the ith lift of C1 ∩ Bp∗ is contained in Bi . For Bp∗ small enough,
it follows that the j0th lift of Bp∗ ∩C2 is also contained in Bi0 as p ∈ Bi0 ∩M2. As a direct consequence ((Bp∗ ∩C1)×R)∩M2
is the i0th lift of (Bp∗ ∩ C1). Now for any two points p∗1 and p∗2 on C1 there exists a compact path Σ on C1, which connects
them. Then we consider an open covering of Σ with local neighborhoods Bp′ , p′ ∈ Γ , such that ((Bp′ ∩ C1)×R)∩M2 is the
ip′ th lift of C1. Then from restricting to a ﬁnite partial covering it follows that ip′ = i0 for all p′ , thus C (i0)1 = M2 ∩ (C1 ×R).
Now M1 ∩ M2 = ∅ exactly if M1 = C (i0)1 . 
In case where S contains a vertical line p , we also get a decomposition of S into non-singular cells: It consists of lifted
elements of S with local degree n = −∞, and ﬁnitely many vertical lines. However, in general, the boundary property is
no longer fulﬁlled for this decomposition. For a patch M which projects onto a face, adjacent to p, its closure M may only
contain a single point of p , a line segment, a ray or p :
Theorem 4.2. Let S contain the vertical line p and F ∈S be a face, which is adjacent to p. Then for any surface patch F ( j) (the jth
lift of F ) there exists an interval I(F ( j)) ⊂ R, such that p × I(F ( j)) = F ( j) ∩ p .
Proof. Given two points (p, z0), (p, z1) ∈ F ( j) ∩ p , z0 < z1, on the vertical line, there exist corresponding continuous paths
Σl ⊂ F ( j) with (p, zl) ∈ Σl for l = 0,1. Now let (p, z∗) be an arbitrary point in between (p, z0) and (p, z1). If we restrict
to (end-)parts of Σl we can assume that for every point (ql, zql ) ∈ Σl we have zq0 < z∗ and zq1 > z∗ . We now consider the
projection Σ∗l ⊂ F of Σl onto the plane. We further denote Bε the open disc with radius ε and center p. Then from the
deﬁnition of F it follows the existence of an ε0 > 0 such that Σε := ∂Bε ∩ F is connected for all ε < ε0. Then Σε intersects
Σ∗0 as well as Σ∗1 , thus because of continuity the jth lift Σ
( j)
ε ⊂ F ( j) of Σε contains a point sε with z-coordinate z∗ . It
follows that F ( j) contains an arc of the z∗-level curve of S , which passes the point (p, z∗). Hence, we must have (p, z∗) ∈
F ( j) ∩ p . 
Theorem 4.2 shows that in case of a vertical line we still have to decompose the vertical lines into segments to obtain a
decomposition ΩS of S which fulﬁlls the boundary property. In Section 4.3 we show how to determine the intervals I(F ( j))
and thus, how to decompose the vertical lines.
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Let E be an edge of S , and let F denote an adjacent face in the arrangement S . We want to compute the adjacencies
between cells above E and cells above F . From the boundary property it suﬃces to check for an arbitrary point p =
(px, py) ∈ E if p is adjacent to the lifted surface patch. Therefore, we choose such a sample point with rational x-coordinate
px (in the case of a vertical edge, we choose a rational y-coordinate and proceed analogously). If the local degree over p is
Nz , and the z-ﬁber over p has been computed using the m-k-Bitstream Descartes method (compare Section 2), adjacencies
are computed similarly to the planar adjacency methods described in [25,32]. All roots but one of f p are simple and the
cells over E to which they belong have precisely one adjacent surface patch over F . The remaining surface patches must be
adjacent to the possibly multiple root.
If f p was not isolated using the m-k-Bitstream Descartes method, the treatment is the same as in [6]. We choose a
rational sample point q = (qx,qy) for F with qx = px , and consider the planar curve f |x=px := f (px, y, z) ∈ Q[y, z]. The ith
lift F (i) of F is adjacent to the jth lift E( j) of E if and only if there is a segment of the curve V ( f |x=px ) connecting the ith
point over qy with the jth point over py . In our implementation, we use the algorithm presented in [25] to compute the
adjacency information for V ( f |x=px ).
4.2. Adjacencies of a vertex
We consider a vertex point p whose z-ﬁber is ﬁnite, thus there exist ﬁnitely many zero-dimensional cells (px, py, z1), . . . ,
(px, py, zm).
If np = Nz , and p’s z-ﬁber has been constructed using the m-k-Bitstream Descartes method, the adjacencies are computed
as described in Section 4.1. Second, adjacencies between p and an edge E can often be derived by a transitivity argument
from the combination of adjacencies of E with its adjacent faces F1 and F2, and the adjacencies of F1 and F2 to p (compare
the picture above). We skip further details of this simple argument.
If none of these simple methods applies, choose rational intermediate values q0, . . . ,qm such that qi−1 < zi < qi for all
i = 1, . . . ,m. The planes z = qi divide the real space in m + 2 buckets that separate the ﬁber points zi .
Deﬁnition 4.3. Let C ∈S be adjacent to p. A point p′ on C is bucket-faithful if there exists a path from p′ to p on C such
that on that path, each cell C (i) ∈ ΩS over C remains in the same bucket.
With a bucket-faithful point p′ on C , the adjacencies of cells over C with cells over p follow by considering the z-ﬁber
of p′: if the ith point over p′ lies in the bucket of z j , then the cells C (i) and p( j) are adjacent. Furthermore, points over p′
that lie in either the bottom-most or the top-most bucket belong to asymptotic components, that is, they are unbounded in
z-direction.
It is easy to prove by an ε-argument that a bucket-faithful point p′ exists for each cell C adjacent to p. However, we
want to prevent p′ being too close to p, as this results in a bad separation of the roots of f p′ and thus complicates the
computation of the z-ﬁber of p′ .
Observe that p′ on C is bucket-faithful if and only if there is a path from p′ to p on C that does not intersect any of the
bucket curves deﬁned by f (x, y,qi) ∈ Q[x, y]. We ﬁrst compute a bucket box around p that contains no point of any of the
bucket curves (depicted in Fig. 1, the bucket curves are drawn as dashed lines), this is easily done with interval arithmetic:
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Use approximations of p to evaluate f (px, py,qi) for all i = 0, . . . ,m until no resulting interval contains zero. The ﬁnal
approximation of p deﬁnes the bucket box.
In the second step, we compute bucket-faithful points inside the bucket box for each adjacent cell (note that not each
point inside the bucket box is also bucket-faithful). For each adjacent edge, choose an arbitrary sample point, and shrink
the box until all these points are outside the box (depicted in Fig. 1). After that, each cell has a bucket-faithful point on the
box boundary. Compute all intersection points of S with the box boundary.
Follow each edge E starting in p, until it crosses the box boundary. The intersection point is bucket-faithful for E . For a
face F , consider the edge E ∈S that precedes F in counterclockwise order around p. Let p′′ be the bucket-faithful point of
E at the box boundary. Let p′ be a point on the box boundary between p′′ and the next intersection of the box’s boundary
with S in clockwise order. p′ is a bucket-faithful point for F .
The described method does not cover the special case of an isolated vertex p yet. In this case, we compute the inter-
sections of S with the vertical line x = px , and choose an intermediate value between py and the next intersection point
above.
Our method for vertex adjacencies has a similar basic idea as the local box algorithm by Collins and McCallum [39] for
cads. Still, there are some differences: our construction of the “local box” (which we call bucket box) is more eﬃcient as it
only involves interval arithmetic. Also, we have to handle adjacent components that are not x-monotone, which complicates
the computation of bucket-faithful points. Moreover, their local box algorithm requires irreducible polynomials as input
which implies a preceding factorization step.
4.3. Vertical lines
In the special case where S contains a vertical line p, in general, the lift F (i) of a face F ∈S , adjacent to p in S , is
no longer adjacent to exactly one lift of p. From Theorem 4.2 it follows that F (i) is adjacent to a connected set p × I(F (i))








∣∣ zA is an endpoint of p ∩ C (i)}
)
as the union of all endpoints of intervals I(F (i)) and all z-values of endpoints (over p) of lifted arcs in S , adjacent to p.
In the ﬁrst step we show how to get a candidate list Z∗p for Z ′p . Let I(F (i)) be an adjacency interval, which consists of
more than one point, and (p, z0) ∈ I(F (i)) be an arbitrary interior point, that is, z0 /∈ Z ′p . Then Theorem 4.2 tells us that the
curve Cz0 = {(x, y) ∈ R2 | f (x, y, z0) = 0}, embedded into the arrangement S , contains at least one arc that leaves p and
passes the face F . Vice versa, each of these arcs corresponds uniquely to a lifted surface patch above F which is adjacent to
(p, z0). The idea how to get a candidate list of possible endpoints of the intervals I(F (i)) is based on the following geometric
consideration.
We sweep with a horizontal plane z = z0 along the vertical line and consider the arrangement S,z0 , denoting the
overlay of Cz0 and S . We are interested in all values z0 where we detect possible changes of the local topology of S,z at
p, that is, we have to detect whenever for any face F ∈S , the number of arcs of Cz leaving p and passing F changes. For
a generic z0 (to be speciﬁed), a slight perturbation of z0 leads to a deformation of Cz0 such that the local topology of S,z0
at p is preserved. Then arcs A ⊂ F which correspond to surface patches F (i) are continuously deformed into arcs, that are
still contained in F and also correspond to F (i). Hence, F (i) must be adjacent to all points (p, z) in a neighborhood of z0. In
case where z0 is an endpoint of an interval I(F (i)), perturbing z0 results in either loosing an arc that passes p or in an arc
that switches the face. In the example of Fig. 2 this happens for z0 = ± 12 , where we loose arcs, and for z0 = 0, where arcs
switch the face.
In the following theorems we specify these ideas and provide an algebraic description for non-generic z0 with respect
to local topology changes of S,z0 . It turns out that the computed candidate list Z
∗
p does not only contain all endpoints of
intervals I(F (i)), but also the z-values of endpoints (over p) of lifted silhouette arcs, which are adjacent to p. Hence, we
obtain a superset Z∗p of Z ′p .
Let us ﬁrst state the main result of this section:
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Theorem 4.4. Let
r(x, z) := resy( f , f y) = (x− px)i0 r˜(x, z),
h(x, z) := resy
(
f , resz( f , f z)
)= (x− px)k0 h˜(x, z)

















Then for z0 /∈ Z∗p := {z | r˜(px, z) = 0 ∨ ∂
j0 f
∂ y j0
(px, py, z) = 0 ∨ h˜(px, z) = 0} the local topology of S,z0 at p is preserved for any
suﬃciently small perturbation of z0 and Z ′p ⊂ Z∗p .
We assumed S to be square-free and that it does not contain a two-dimensional, vertical component, thus the curve Cz
is square-free and does not share a common component with ΓS for all but ﬁnitely many z ∈ R. As such degenerate z-values
are exactly given by resy( f , f y)(x, z) ≡ 0 or resy( f , resz( f , f z)) ≡ 0, it follows that the above factorization of r(x, z) and
h(x, z) as well as j0 is well deﬁned. In particular for each z0 ∈ Z ′p , the curve Cz0 is square-free and it neither contains the
vertical line L := V (x− px) ⊂ R2 nor any component of ΓS .
We split the proof of Theorem 4.4 as follows. Theorem 4.5 shows that Z∗p contains all z-values of endpoints (over p) of
lifted silhouette arcs, adjacent to p, as well as all z0 ∈ I(F (i)), where I(F (i)) consists of only one point. Then, in Theorem 4.6,
we prove our claim about preserving the topology which ﬁnally leads to a proof that Z∗p contains the endpoints of intervals
I(F (i)), which consists of more than one point.
Theorem 4.5. Let L ⊂ R2 denote the line x = px and let C ⊂ ΓS be a component of the silhouette, adjacent to p. Then the endpoint
(over p) of any lift C (i), L(i) is contained in p × Z∗∗p with Z∗∗p := { ∂
j0 f
∂ y j0
(px, py, z) = 0 ∨ h˜(px, z) = 0} ⊂ Z∗p . Furthermore, for each
surface patch F (i) that is connected with exactly one point (p, z0) ∈ p , it holds that z0 ∈ Z∗∗p .
Proof. For any sequence pn := (xn, yn) ∈ ΓS\L, limn→∞ pn = p, and any lift p(i)n := (xn, yn, z(i)n ) we must have that f (p(i)n ) =
resz( f , f z)(pn) = 0, thus h(xn, z(i)n ) = (xn − px)k0 h˜(xn, z(i)n ) = 0. It follows that h˜(xn, z(i)n ) = 0, so if we pass to the limit,
we obtain h˜(px, limn→∞ z(i)n ) = 0. This shows that the lift of any component of ΓS , distinct from L, runs into a point
(p, z) ∈ p × Z∗∗p on p . Now we consider a sequence pn := (px, yn) ∈ L\{p} of points on L, that converges towards p. Then,
for any lift p(i)n := (px, yn, z(i)n ) of pn we must have f (p(i)n ) = (yn − py) j0 f˜ (yn, z(i)n ) = 0 with f˜ (y, z) := f (px,y,z)(y−py) j0 . It follows
that f˜ (yn, z
(i)
n ) = 0, thus limn→∞ f˜ (yn, z(i)n ) = f˜ (py, limn→∞ z(i)n ) = 0 and ∂
j0 f
∂ y j0
(px, py, limn→∞ z(i)n ) = 0. Finally, for a face
F ∈S , that is adjacent to p, its closure either contains a silhouette arc C , adjacent to p or some part of L that contains p.
If we assume that the ith lift of F is connected with exactly one point on p , this also holds for either a lift of C or L. As
we already have shown that endpoints (over p) of such lifts are contained in p × Z∗∗p , our last claim follows. 
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of S,z0 at p:
Theorem 4.6. Let z0 /∈ Z∗p , then there exists an ε > 0, such that for all ε-approximations zε of z0 , the local topology ofS,z0 at p does
not change. Furthermore, if an arc A0 ⊂ F ∈S of Cz0 corresponds to a surface patch F (i) (i.e., it is the projection of a z0-level curve
on F (i) onto F ) then A0 continuously deforms into an arc A of Czε , which also corresponds to F
(i) .
Proof. As r˜(px, z0), h˜(px, z0) = 0 and ∂ j0 f
∂ y j0




(px, py, zε) = 0 for all x ∈ [x−, x+]\{px} and zε an arbitrary ε-approximation of z0. As for any zε the root py of
f (px, y, zε) has multiplicity j0, it follows the existence of y− < py < y+ such that [y−, y+] is an isolating interval for the
real root py of f (px, y, zε). Now if we restrict to the rectangle B := [x−, x+] × [y−, y+] we obtain an isolating area for the
x-critical point p of Czε , that is, for each point (x, y) ∈ C ∩ B\{p} its y-value is an ordinary root of f (x, y, zε).
Furthermore, B is also an isolating area for the intersection point p of Czε with the silhouette ΓS . W.l.o.g., we can
assume that B has been chosen small enough such that S,zε has star-shape within B , that is, all points (ΓS ∪ Czε ) ∩ B are
connected by arcs of ΓS ∪ Czε with p. We can further assume that all intersection points of Czε with ∂B are on the left or
on the right edge of ∂B . Thus, we get a one-to-one correspondence between arcs A ⊂ Czε and points (xA, yA) ∈ Czε ∩ ∂B
with xA ∈ {x−, x+}.
As yA is an ordinary root of f (xA, y, zε) it follows that for suﬃciently small ε the number of such points (xA, yA) as
well as the number of arcs that leave p stays the same for all zε . This shows that the local topology of S,zε at p does not
change (for details we refer to [24] and [25]), proving the ﬁrst part of the theorem.
For the second claim let us consider an arbitrary arc A0 ⊂ Cz0 . Then A0 corresponds to a surface patch F (i) , that is, the
ith lift of its corresponding point q0 := (xA0 , yA0 ) ∈ A0 ∩ ∂B lies on the z0-level curve of S . We choose a neighborhood
Uq0 ⊂ F of q0 which fulﬁlls the following two conditions:
• Uq0 contains no point (xA, yA) that corresponds to an arc A ⊂ Cz0 , different from A0.• There exist open, isolating intervals I1, . . . , ImF ⊂ R for the roots of all polynomials f (q, z) where q ∈ Uq0 (in particular
we have z0 ∈ Ii).
The ﬁrst condition can trivially be fulﬁlled as q0 is an interior point of F . For the second condition we remark that f (q0, zε)
is a square-free polynomial, thus isolating intervals for its real roots remain isolating for f (q, zε) for any suﬃciently small
approximation q of q0. Now we can choose ε small enough, such that
• Uq0 contains exactly one point qzε := (xA, yA) that corresponds to an arc A ⊂ Czε .• [z0 − ε, z0 + ε] ⊂ Ii .
The preceding conditions are a direct consequence of the fact that the set of points (xA, yA) continuously deform with
varying zε and that we can choose ε suﬃciently small.
Now the point qzε corresponds to an arc A ⊂ F of Czε , thus there exists a lift q( j)zε ⊂ F ( j) on the zε-level curve. From
the properties of Uq0 it follows that i = j, thus F (i) is adjacent to (p, zε). This shows that F (i) is adjacent to all points
(p, zε). 
We can now prove the central result:
Proof of Theorem 4.4. Theorem 4.5 already tells us that z-values of endpoints on p of lifted silhouette arcs and lifted
surface patches, adjacent to exactly one point on p are contained in Z∗∗p ⊂ Z∗p . Thus it remains to show that a given z /∈ Z∗p
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that z0 is an endpoint of I(F (i)), then, from Theorem 4.6, there exists an ε-neighborhood Uε(z0) of z0 such that for all
z ∈ Uε(z0) the local topology of S,z at p is preserved. Furthermore each arc of Cz , that correspond to a surface patch F (i)
continuously deforms into an arc, that also corresponds to the same patch. As we assumed z0 to be an endpoint of I(F (i))
the neighborhood Uε(z0) must contain an interior point z˙ of I(F i). Then, from Theorem 4.2, we know that Cz˙ contains an
arc, which leaves p and passes the face F . It follows that there exists a corresponding arc of Cz for any z ∈ Uε(z0). But this
shows that I(F (i)) contains Uε(z0), a contradiction. 
As a consequence of Theorem 4.4, we can deﬁne our stratiﬁcation ΩS in general.
Deﬁnition 4.7. Let S be a surface with (n,k)-arrangement S . Let V be the set of vertices in S whose lifts are vertical











By construction of Z∗p , ΩS has the boundary property. We can also show that vertical lines do not increase the complex-
ity.
Theorem 4.8. The number of cells of ΩS is O (N5).
Proof. Using Corollary 3.8, it remains to show that the decomposition of the vertical lines do not introduce more than
O (N5) cells. The number of vertices with vertical lines is in O (N2). For a ﬁxed p, the set Z∗p is the union of the roots of
three polynomials in z (compare Theorem 4.4), whose degree is at most O (N3). 
Adjacencies for vertical line cells: Let p denote a vertex in S having a vertical line. We proceed similar to Section 4.2 by
deﬁning bucket values qi and bucket curves V ( f (x, z,qi)) for each intermediate value between elements of Z∗p . There is a
complication here, as all bucket curves now are intersecting p, and we cannot build a bucket box as before. Instead, we
compute the overlay of S with all bucket curves, and build a box around p that does not contain an intersection of S
with any bucket curve, except at p itself.
For the sample points of edges from S , we further proceed as in Section 4.2. Choose points at each adjacent cell of
S and shrink the box until they are outside. Then traverse the edges starting p and choose the ﬁrst box intersection as
sample point for the edge. This point is bucket-faithful (recall Deﬁnition 4.3) and reveals the adjacencies between the lifted
cells over the edge with the cells at the vertical line, which is valid due to the construction of Z∗p .
For an adjacent face F , we ﬁrst compute which patches F ( j) over F are adjacent to whole vertical segments. Each such
vertical segment contains one of the bucket values qi . Thus, a patch over F that is adjacent to an interval causes an arc of
the bucket curve for qi that lies in F and ends in p. We proceed as follows. Iterate over the arcs of all bucket curves in
F that leave p. Let qi be the bucket value of the currently considered bucket curve. Choose a sample point on the bucket
curve (inside the bucket box), build the z-ﬁber over it, and determine which patch F ( j) has the z-coordinate qi . Mark this
patch to be adjacent to the vertical segment containing qi , and also to the two endpoints of the segment.
Finally, when all patches adjacent to an interval are detected, consider the remaining patches. They are adjacent to some
zero-dimensional cell over p. Choose a bucket-faithful point for the face (analogous to Section 4.2), and determine the
buckets which the remaining patches belong to.
5. Triangulation
We describe in this section how the stratiﬁcation ΩS , in combination with its adjacency information, leads to an exact
triangulation S , that is, a simplicial complex isotopic to the surface. To preserve geometric structure of the surface, we
additionally require that all vertices of ΩS are vertices of the triangulation, and that each vertex of the triangulation is a
point on the surface.
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The basic idea for the triangulation is as follows: The (n,k)-arrangement S of the surface S is transformed into an
isotopic straight-line arrangement (for that, edges of S must be further subdivided), and this arrangement is reﬁned to
a planar triangulation. By the adjacency information of S , a triangulation in 3D is computed by lifting the triangles of the
planar triangulation. We can show that this triangulation is isotopic to S , by constructing a cell decomposition of S whose
faces are pseudo-triangles that are in one-to-one correspondence to the triangles of S .
A straight-forward way to achieve a planar triangulation as above is to reﬁne S into a cad of the plane. We remark
that the idea of using a cad to triangulate surfaces has been described already in [9] in a more abstract context (compare
Theorem 5.43 therein). The theoretical results in this section can be seen as simpliﬁcation of their result in three dimensions
and for a single surface.
As before, we require the surface equation to be square-free and primitive. Additionally, our triangulation method does
not apply for surfaces having vertical line components. In this special case we have to make use of a linear coordinate
transformation, such that the surface has no vertical line with respect to the new coordinates. We will brieﬂy discuss this
case at the end of this section. The explanation of the triangulation algorithm is divided into two steps: we ﬁrst consider
only compact surfaces (with compact projection) to describe the principle of our triangulation algorithm. Second, we deal
with the general case of possibly unbounded surfaces.
5.1. Compact surfaces
We start with a compact surface S , in particular, S is bounded. Additionally, we require that the silhouette of S is
bounded as well. In Fig. 3, we see the projected arrangement S for the standard torus, our working example for this
paragraph. It only contains two edges and three faces.
For triangulating S , we ﬁrst blow up S to a cad.
Deﬁnition 5.1. Let  be an arrangement, and x0 ∈ R. Let (x0, y1), . . . , (x0, ym) with y1 < · · · < ym be the set of all points
at x0 that are either vertices, or lie on an edge of . Let q1, . . . ,qm − 1 be rational values such that yi < qi < yi+1 for
i = 1, . . . ,m − 1. The stack at x0 for  is the point set{
(x0, y1), (x0,q1), . . . , (x0, ym−1), (x0,qm−1), (x0, ym)
}
.
The usual deﬁnition of a stack in cylindrical algebraic decomposition also contains rational sample points below y1 and
above ym . For simplicity, we do not consider them, since the lifts of these points are all empty for a compact surface.
Let {x1, . . . , xs} be the set of x-coordinates of all critical points of the silhouette, and of all endpoints of (n,k)-invariant
edges. Let r1, . . . , rs+1 be rational values with ri < xi < ri+1 for i = 1, . . . , s. We add the stack at each xi for S (they will be
called critical stacks from now), and also the stack of each ri (called intermediate stacks) into S , we call the result Cad
(2)
S .
The lifts of all components of Cad(2)S induce another stratiﬁcation of S , we call it Cad
(3)
S .
Lemma 5.2. Cad(2)S has O (N
6) cells, Cad(3)S has O (N
7) cells.
Proof. S has up to O (N4) vertices (Theorem 3.6). Each stack contains up to O (N2) points. This makes O (N6) vertices at
critical positions for Cad(2)S , the intermediate stacks only double the number of vertices. Since there are up to N lifts over
each cell, Cad(3)S has O (N
7) cells. 
For a formal deﬁnition of the triangulation, and for the proof that it will be indeed isotopic to S , we next construct
a further reﬁned cell decomposition, such that all faces are pseudo-triangles. In order to compute the triangulation, it is
not necessary to perform this construction. In our algorithm, only Cad(2)S is computed, and the triangulation is constructed
immediately from it, exploiting the adjacency information in 2D and 3D of the stratiﬁcation ΩS .
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vides the bounded faces into pseudo-polygons. Each such pseudo-polygon contains precisely one non-silhouette point of an
intermediate stack in its interior, which we call the center of the pseudo-polygon.
Now for each pseudo-polygon, we insert vertical edges, connecting the center v with its lower and upper neighbor
on the intermediate stack. To all other points on the boundary of the pseudo-polygon, we insert x-monotone continuous
edges within the pseudo-polygon which do not cross each other. These edges must be lower and upper bounded by the
function graphs of the lower and upper boundary segments of the pseudo-polygon. Let φ1 and φ2 : [−1,1] → R denote the
corresponding functions. We can assume that both φ1 and φ2 meet the intermediate stack of the center at 0. Let y0 be the
y-coordinate of the center. Then, for each point p on the right boundary of the pseudo-polygon, there exists a parameter
λp ∈ [0,1] such that γp : [0,1] → R, t → y0 − φ1(0) + φ1(t) + λpt(φ2(t) − φ1(t)) connects the center with the boundary
point. It is easy to verify that the function graphs are indeed disjoint and bounded by φ1 and φ2. For the left boundary, we
proceed analogously.
As we start with an arrangement Cad(2)S , consisting of semi-algebraic components only, the inserted edges are also semi-
algebraic. We call the resulting arrangement PT(2)S . The lifts of all cells deﬁnes another stratiﬁcation for S , called PT
(3)
S .
Lemma 5.3. PT(2)S has O (N
6) cells, PT(3)S has O (N
7) cells.




S contains additionally O (N
6) vertical edges (between consecu-
tive points on the same stack), and up to O (N6) additional non-vertical edges (each vertex at a critical stack gets up to two
additional incident edges). Thus, the complexity of PT(2)S equals the complexity of Cad
(2)




Each 2-dimensional cell of PT(2)S is a pseudo-triangle, thus it can be represented by its adjacent three vertices. Note that
each pseudo-triangle has at least one adjacent vertex that lies in a face of the original arrangement S (i.e., it does not lie
on the silhouette). Finally, we deﬁne the triangulation S of S: each patch (i.e., a 2-dimensional cell) of PT
(3)
S is adjacent
to three vertices. The triangulation (3)S consists of the union of triangles spanned by these vertex-triples, that means, each
“pseudo-triangular” patch is replaced by the actual triangle, deﬁned by the three adjacent vertices.
Theorem 5.4. S is isotopic to (3)S .
Proof. We continuously and bijectively transform S into (3) in R3. We proceed in two steps.S
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(2)
S is a pseudo-triangulation of R
2. Let (2)S be the arrangement
induced by PT(2)S that replaces each curved segment by a straight-line. It is not hard to construct an isotopic map from R
2
in itself that maps vertices, edges, and faces of PT(2)S to vertices, edges, and faces of 
(2)
S . For that, we deﬁne a homotopy
H . Fix a point (x0, y0) in R2. If x0 is a stack coordinate, we set H((x0, y0), t) = (x0, y0) for each t ∈ [0,1]. If (x0, y0) lies on
an edge of PT(2)S , 
(2)
S has a unique (straight) edge with the same two endpoints, let (x0, y1) denote the covertical point of
that straight edge. Then, we deﬁne H((x0, y0), t) := (x0, (1− t)y0 + ty1). Finally, if (x0, y0) lies on a face of PT(2)S , consider
the edge e1 that bounds the face from above, and the edge e2 that bounds the face from below.3 Let (x0, y
+
0 ) denote the
covertical point on e1, and (x0, y
−
0 ) on e2. Furthermore, let (x0, y
+
1 ) denote the covertical point on the edge of 
(2)
S that
corresponds to e1, and let (x0, y
−
1 ) denote the covertical point on the edge of 
(2)














Observe that H(·,1) maps the vertical segment {x0} × (y−0 , y+0 ) onto the vertical segment {x0} × (y−1 , y+1 ). One can see that
H is a homotopy and deﬁnes a homeomorphism for each t , thus it is an isotopy. We remark that the intermediate stacks
in our construction are essential for that property, since otherwise, two distinct curved edges can be mapped to the same
straight-line edge, thus H(·,1) would not be 1–1.
The transformation can be extended to R3 by leaving the z-coordinate unchanged. It maps S to an isotopic surface S ′ ,
and the stratiﬁcation PT(3)S induces a stratiﬁcation PT
(3)
S ′ of S
′ . By construction, the cells of PT(3)S ′ are lifts of 
(2)
S with respect
to S ′ .
In a second step, S ′ is transformed into (3)S . Again, it is not hard to see that one can deﬁne an isotopy from S ′ to
(3)S : A one-dimensional cell of PT
(3)
S ′ that connects two vertices v and w is transformed to the straight edge from v to w ,
a two-dimensional cell adjacent to u, v , and w is transformed to the triangle spanned by u, v , and w . Note that this
transformation only changes the z-coordinates of points, thus the projection of each cell of (3)S is a cell of 
(2)
S . Given two
distinct cells C1,C2 ∈ PT(3)S ′ with d = dimC1 ∩ C2, these cells are mapped onto cells CT1 ,CT2 ∈ (3)S of the same dimension,
respectively, such that d = dimCT1 ∩ CT2 . This is a direct consequence of our decomposition of the plane which guarantees
that each pseudo-triangle contains at least one vertex that is non-critical and each edge, connecting two critical points, is
part of the silhouette curve. Thus two two-dimensional cells (edges) of PT(3)S ′ cannot be mapped to the same triangle (edge
respectively) of (3)S . 
Here is a high-level description of our algorithm to compute S . We skip more details for the sake of simplicity.
1. Compute the arrangement S , and the stratiﬁcation ΩS .
2. Compute the critical and intermediate stacks of S to obtain Cad
(2)
S .
3. Compute the list of pseudo-triangles of PT(2)S . This can be done combinatorially using the adjacency information of
Cad(2)S , an explicit construction of PT
(2)
S is not necessary.
4. Lift each vertex of Cad(2)S (see Section 2). The lifts deﬁne the vertices of Cad
(3)
S , which are the same as the vertices of
S .
5. For each pseudo-triangle of PT(2)S , consider its lifts. For a lift, compute the three adjacent vertices of Cad
(3)
S using the
adjacency information of cells (Section 4). Add the triangle spanned by these three vertices to the output list.
Finally, the list of all computed triangles deﬁnes the triangulation S .
3 The treatment can be extended to unbounded faces as well, we skip the details for brevity.
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We consider a surface S that is (possibly) unbounded. Clearly, if S is unbounded, it is not possible to produce an isotopic
mesh with (ﬁnite) triangles. Instead, the triangulation of S is restricted to a (ﬁnite) bounding box B that is big enough to
contain all “relevant features” of S . By “big enough”, we mean that B should contain all bounded cells of ΩS . Note that in
particular, no vertex of ΩS is outside the box, and, if S is compact, its bounding box contains the whole surface.
The following theorem shows how a bounding box can be computed with algebraic methods. However, as the computa-
tion of the boundaries involves quite expensive operations, we subsequently propose an alternative geometric approach to
compute a bounding box iteratively.
Theorem 5.5. Let S be a surface with equation f and projected silhouette curve with equation Γ . Deﬁne Cx := {x ∈ R | ∃y ∈
R: Γ (x, y) = 0∧ Γy(x, y) = 0}, C y := {y ∈ R | ∃x ∈ R: Γ (x, y) = 0∧ Γx(x, y) = 0}, and
Cz :=
{
z ∈ R ∣∣ ∃x, y ∈ R: f (x, y, z) = 0∧ Γ (x, y) = 0∧ ( fxΓx + f yΓy)(x, y, z) = 0}
∪ {z ∈ R ∣∣ ∃x, y ∈ R: f (x, y, z) = 0∧ fx(x, y, z) = 0∧ f y(x, y, z) = 0}.
Let B be a box containing all vertices of ΩS , and all points of the set Cx × Cy × Cz. Then, B is a bounding box for S.
Proof. Let c be a bounded cell of ΩS . Clearly, if c is a vertex, it is contained in B , so let it be an edge or face. Let B ′ be the
projection of B into the xy-plane, and c′ be the projection of c into the xy-plane. Note that c′ is a cell of S by deﬁnition
of ΩS . We show ﬁrst that c′ is inside B ′ .
It is enough to show this for edges, because for faces, we consider the outer boundary cycle, and if each edge of that
cycle is inside B ′ , the face must be contained as well. So let c′ be an edge. Note that the edge is part of the silhouette
curve Γ . Consider a point on the closure of the edge with maximal x-coordinate. Either, this point is at the boundary, thus
it is a vertex, or it is a point in its interior. In the latter case, it is a local maximum of the silhouette in x-direction, and
thus in Cx . In any case, the point with maximal x-coordinate is contained in B . The same argument holds for a point with
minimal x-coordinate, and it follows that the whole edge runs inside the x-range of B ′ . The analogous argument holds for
the y-coordinate. Thus, c′ is completely inside B ′ .
It remains to show that the z-range of c runs inside the z-range of B . For that, assume ﬁrst that c is an edge, and let p
denote a point on the closure of c with maximal z-coordinate. Either p is at the boundary of c, thus it is a vertex of ΩS , or
it is in its interior.
If p is in the interior of c, consider a C∞-parametrization φ(t) = (x(t), y(t), z(t)) of c with φ(t0) = p. Since c is on the
surface, it is f ◦φ(t) = 0 for all t , thus (∇ f ◦φ) ·φ′(t) = 0 as well. Since p is a local maximum in z, we have that z′(t0) = 0.
Furthermore, it holds that x′(t0) = Γx(p), and y′(t0) = Γy(p), thus
(






In other words, ( fxΓx + f yΓy)(p) = 0, thus p is in Cz . For points with minimal z-coordinates, the same argument holds, so
the z-range of c is indeed contained in the z-range of B .
It remains the case of a face c. Let p a point on the closure with maximal z-coordinate. If p is at the boundary of c, it is
either a vertex or a bounded edge, and since they are contained completely in B , p is also in B . So, let p be in the interior
of the face. Since it is a local maximum, its tangent plane is a parallel of the xy-plane. Thus, both fx and f y vanish at p,
and thus, p is in Cz . The same holds for a point with minimal z-coordinate, thus the z-range of c is contained in B . 
We turn to the iterative approach next. Consider the arrangement S . Note that for its computation, all edges have
been decomposed into x-monotone segments internally, thus the set Cx is already available, compare the details of the
arrangement algorithm in [24]. We choose a range rx := [x0, x1] containing all points of Cx .
For the y-coordinates, we pick a sample point for each edge of S . We choose a range ry := [y0, y1] that contains all
y-coordinates of the vertices, and the y-coordinates of the sample points. We overlay S with the horizontal lines y = y0
and y = y1. This may cause edges of S to split. Then, each edge of the overlaid arrangement is either completely inside
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the y-range ry , or completely outside. If any edge outside ry is bounded, the interval ry was not chosen large enough, so
we enlarge it and retry. An example for such a situation is depicted above, observe the red “cap” that leaves the y-range at
the top boundary.4 Otherwise, if all edges outside ry are unbounded, we are done. Note that it is easy to determine whether
an edge is unbounded by checking its two endpoints for ﬁniteness.
For the z-coordinate, we pick sample points for each edge and for each face of S . We compute the z-ﬁber for each
vertex, and each of those sample points, and choose a range rz := [z0, z1] containing all z-coordinates of the z-ﬁbers. We
overlay S with the curves f (x, y, z0) and f (x, y, z1). This may cause edges and faces of S to split. We call the overlaid
arrangement ′S , the lifts of its cells induce a stratiﬁcation Ω ′S of S . Each cell of Ω ′S is completely inside the z-range rz
or completely outside. If any cell of Ω ′S is outside rz and bounded, rz was not chosen large enough, so we enlarge it and
retry. Above, there is a situation where this happens, observe the red “cap” that leaves the z-range at the top boundary.
Otherwise, we are done. Note that again, it easy to determine whether a cell of Ω ′S is bounded by checking its adjacent
vertices for ﬁniteness.
By construction, the box B := [x0, x1] × [y0, y1] × [z0, z1] is a bounding box. We now explain how to triangulate S
inside that box. Overlay S with the vertical lines x = x0, x = x1, with the horizontal lines y = y0, y = y1, and the curves
f (x, y, z0) and f (x, y, z1).
Throw away any component that is outside the box [x0, x1] × [y0, y1] (compare Fig. 4). Create a stack at each x-critical
coordinate of the overlaid arrangement, that means, at each x-coordinate of a vertex. Also, create an intermediate stack
between two critical stacks. This results in an arrangement Cad′(2)S .
From now, we proceed as in the case of compact surfaces. The arrangement Cad′(2)S is decomposed into pseudo-triangles
(as depicted in Fig. 4), each pseudo-triangle has several lifts on the surface. Note that a lifted pseudo-triangle is either
completely inside B , or completely outside B . If it is inside B , we add the triangle deﬁned by the three adjacent vertices
to S , otherwise, if it is outside B , we ignore the triangle. After doing so for each pseudo-triangle, the set of triangles S
triangulates S inside B .
We ﬁnally have to consider the special case where S contains a vertical line p . We remark that this part of the algorithm
is in an experimental status, that is, it is not yet implemented and some algorithmic details still have to be worked out.
It is easy to see that when a surface has vertical lines, the previously described approach runs into problems. On the
one hand it is not clear which of the lifts of p we should consider and on the other hand, in a neighborhood of p, a
triangulation of the arrangement S does not automatically lift to a triangulation S of the surface along the vertical
line. The reason is that, considering any (closed) surface patch along p , the projection onto its closed face in S does (in
general) not describe a homeomorphism. Thus in case of a vertical line we propose a linear coordinate change φ : R3 → R3
with the property that S˜ = V ( f˜ ) = V ( f ◦ φ−1) contains no vertical line with respect to the new coordinates x˜, y˜ and z˜.
4 For colors see the web version of this article.
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these lines L˜ p into the arrangement  S˜ . Then we apply the previously described algorithm to triangulate S˜ . As we inserted
L˜ p into  S˜ all lines ˜p are part of this triangulation  S˜ , that is, each of them is a union of edges and vertices from
triangles in  S˜ . Furthermore  S˜ transforms via φ
−1 into a triangulation S of S . Then each vertex v˜ in  S˜ is algebraically
represented as the solution of a 3 × 3 polynomial system that has triangular form with respect to the coordinates x˜, y˜
and z˜. Thus its preimage v = φ−1(v˜) can be approximated to any precision and is represented by a 3 × 3 polynomial




v ) = (0,0,0) in the variables x, y and z. Unfortunately this system does not have triangular form (in
general), which we are aiming for, particularly with regard to comparability of points on different surfaces. For each vertex
of S we can use the information of the stratiﬁcation to determine whether it is singular, located on a vertical line, or
none of them. For singular points we already know their representation in terms of a triangular polynomial system. For
points v = (x0, y0, z0) on a vertical line we already have such a representation for (x0, y0), such that we get a triangular
system by adding one the polynomial equations g(i)v that does not vanish completely for (x, y) = (x0, y0). It remains to
consider the remaining points of the triangulation. It is possible to compute a wished algebraic representation for these
points but this causes costly computations as the algebraic complexity increases (in general). Therefore we propose another
approach: We consider a triangulation ˜S which results from perturbing the vertices of S by some suﬃciently small value
such that ˜S is still isotopic to S . As our previous goal was to preserve special geometric features of the surface, we
demand that singular points are not perturbed and that all vertices are still located on S . As we also consider the vertical
lines of S as special geometric features we also force each vertex v ∈ p to stay on p . The remaining vertices should be
transformed into points with rational (x, y)-coordinate. Consider a ﬁxed perturbation value ε. If for each pair of triangles
and any perturbation of points by at most ε the perturbed triangles do not intersect (or do not intersect in more points than
a common vertex/edge respectively), then the whole triangulation can be isotopically deformed into any other triangulation
within this ε-perturbation. Thus one has to check a certain perturbation value with respect to intersection of pairs of
triangles. If we iteratively decrease this value in the failure case we ﬁnally end up with a suﬃciently small perturbation
value that does not cause any failure. This shows that it is possible to consider any slightly transformed triangulation ˜S
instead of S . As for any non-singular vertex the perturbation area is two dimensional, namely the intersection of the
surface S (which is non-singular at v) with a local neighborhood of v˜ , we can transform each of these vertices into lifts of
rational points in R2. Thus we get a triangulation with the desired properties.
6. Implementation and results
6.1. Stratiﬁcation
Often, implementations of algorithms in this area of research are lacking, or do exclude certain degeneracies, like verti-
cal lines or singularities. Our presented stratiﬁcation algorithm is transformed into a fully working C++-implementation,
based on Cgal.5 Algebraic surfaces are represented by the class template Algebraic_surface_3. To construct
and reﬁne the (n,k)-arrangement for a surface S using Cgal’s Arrangement_2 package [45], we rely on Cgal’s
Curved_kernel_via_analysis_2. It provides a model of Cgal’s ArrangementTraits_2 concept for algebraic curves
of arbitrary degree, if combined with Cgal’s new bivariate Algebraic_kernel_with_analysis_2. This bivariate
algebraic kernel implements recent work by Eigenwillig et al. [24,25] that is essential for the projection step of our al-
gorithm.
Arrangements in Cgal integrate the faces, edges, and vertices by a doubly-connected-edge-list (Dcel) that is extended with
geometric data. For technical reasons, curves are split into x-monotone subcurves. Our traversal combines them to maximal
(n,k)-constant paths. We make extensive usage of advanced operations on arrangements [46]. For example, we attach a
collection of information (e.g., nC and kC ) to each Dcel-component. In combination with Cgal’s overlay mechanism, the
computation S can be implemented as explained in Section 3. Additionally, the construction of z-ﬁbers as presented in
Section 2 beneﬁts from the precomputed parameters nC and kC for each cell. This avoids to repeat costly tests, for example,
whether a point lies on some curves. We also follow the scheme of lazy-evaluation, for example, the sample point for a cell
and its z-ﬁber is only computed on demand, and then cached.
We shortly want to mention, that our design of implementation decouples combinatorial and generic tasks from surface-
speciﬁc ones using the generic programming paradigm [7]. In particular, three tasks, that follow our algorithmic description,
are expected from a supported surface. First, decompose the polynomials resz( f ,
∂ f
∂z ), ai , and sthai( fn) into square-free
factors and construct corresponding curve instances. Second, a surface is required to construct a z-ﬁber for given p, knowing
np and kp . Third, for two adjacent cells of S , it has to compute their lifted adjacencies (see Section 4 for details). The newly
written code consists of about 15,000 lines C++. It will be published with a future release of Cgal.
Experiments: We also run experiments on our implementation on well-known examples from algebraic geometry.6
We also constructed surfaces of degree 3 and 4 by interpolation of randomly chosen sample points. A ﬁnal exam-
5 See project homepage at http://www.cgal.org.
6 Subsets of the tested example surfaces are provided courtesy of INRIA by the AIM@SHAPE Shape Repository, by http://www.singsurf.org, by
http://www.freigeist.cc, and by [41].
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Complexity and running times (in seconds) of the stratiﬁcation algorithm for a selection of surfaces. Some deﬁning polynomials can be found in Appendix A.
Instance degx,y,z (#V, #E, #F) |ΩS | t
Steiner–roman 2,2,2 (5,12,8) 28 0.73
Cayley–cubic 2,2,2 (3,10,8) 31 0.74
Dupin–cyclide 4,4,4 (3,4,4) 10 0.19
Tangle–cube 4,4,4 (0,6,7) 28 0.61
Bohemian–dome 4,4,4 (7,20,14) 61 0.75
Chair 4,4,4 (4,9,7) 31 3.05
Hunt 6,6,6 (3,2,3) 15 1.21
Star 6,6,6 (1,1,2) 5 3.61
Spiky 6,9,6 (1,8,8) 13 1.43
C8 8,8,8 (40,48,26) 496 30.95
Random-3 3,3,3 (2,3,3) 15 0.17
Random-4 4,4,4 (7,14,8) 64 4.50
Random-5 5,5,5 (16,24,10) 154 236.40
Interpolated-3 3,3,3 (4,6,3) 23 0.34
Interpolated-4 4,4,4 (12,18,9) 82 31.41
Projection-4d 4,4,4 (4,12,9) 34 10.33
ple is a projection of the intersection of two random quadrics in 4D into the three-dimensional space. All experiments
are executed on an AMD Dual-Core Opteron(tm) 8218 (1 GHz) multi-processor platform. Each processor has an internal
cache of 1 MB and the total memory consists of 32 GB. The system runs Debian Etch. We compiled using g++-4.1.2
with ﬂags -O2 -DNDEBUG and use the exact number types of Core [35]. Observe that our software currently does
not beneﬁt from having several processors, although many steps of the algorithm are well-suited for parallel computa-
tions.
Table 1 states for a selection of tested surfaces the size of the (n,k)-arrangement S , the total number of cells in ΩS ,
and the obtained running times. It is also expected, that (some) surfaces do not show any (n,k)-vertex (e.g., tangle-
cube), or -edge (e.g., xy-functional surfaces) at all. Concerning the running times, we observed that about 90% is spent to
construct S . This is no surprise, as we have to analyze plane algebraic curves of degree up to N(N − 1). The remaining
10% are spent to compute lifts and adjacencies, which allows to conclude that these steps beneﬁt from our approximative
and combinatorial methods. The success of the m-k-ﬁlter depends on the surface. For most of the tested surfaces, it fails
in less than 10% of the non-square-free liftings, while for the highly-degenerate “C8” example no execution is successful.
Concerning running time, if degz( f ) is low ( 3), computing the square-free part with subresultants is not expensive.
However, with increasing degz( f ), the m-k-ﬁlter shows its power. A drastic example is the “star”-surface that only requires
two critical lifts. For one, the ﬁlter is successful and only needs a fraction of a second. If switching it off, the total running
time increases from 5 seconds to 27 seconds.
We also checked surfaces in a sheared coordinate system. A result is that adhering to the original coordinate system
has two sides. If the surface really contains a vertical line, the lifting of its sheared version is much quicker. On the other
hand, the total number of lifted cells is usually higher than in the original system. A major problem of shearing is that the
surface’s deﬁning polynomial gets dense, and so its resultant used during projection. This means that we have to deal with
curves deﬁned by dense polynomials of degree up to D2, which becomes (currently) unhandy, if D > 5. In a non-sheared
version, the degree in x and y may be smaller. Thus, we encourage to stick with our chosen strategy. In case that a vertical
line is detected (n = 0), one may still switch to a sheared coordinate system.
6.2. Triangulation
We have an experimental implementation to compute a triangulation of compact surfaces with bounded projection, as
described in Section 5.1. So far, it is very preliminary. The triangles are simply printed as a list of point triples, where each
coordinate is rounded to double precision (returning the exact coordinates instead is also possible). Also, the algorithm
cannot handle yet special cases as isolated 1-dimensional components of the surface (this requires a data structure for
the triangulation that can represent degenerate triangles), and the algorithm is currently limited to compact surfaces with
bounded projection, thus the ideas of Section 5.2 are not implemented.
We present some example triangulations computed by our algorithm, plotted by Maple, using the geom3d package. The
pictures show the triangulation of the torus (96 triangles), of the tangle cube surface (480 triangles), and of the C8-surface
(2048 triangles).
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Our work demonstrates that surface analysis is practically feasible for moderate degrees without switching to a generic
position. The experiments show promising results thanks to our saving stratiﬁcation and the consequent application of
approximate methods. We consider our result to serve as a basis for solving related problems. For instance, we demonstrated
how the stratiﬁcation leads to isotopic triangulations of algebraic surfaces. An extension to multiple surfaces enables to
analyze space curves and to realize boolean operations for surfaces. For the future, we plan to augment our implementation
towards multiple surfaces. A generic framework for this task has already been established in [12].
We are not aware of a general exact triangulation algorithm for algebraic surfaces that produces less than O (N7) triangles
in the worst case, at least if all vertices are required to lie on the surface. It appears unclear to us whether this is best
possible, because constructing a complete cad in the projection plane leads to lots of unnecessary edge splits. In most
examples, other strategies produce much fewer triangles. For instance, the example above shows an arrangement that leads
to an isotopic triangulation of the torus with 28 triangles (instead of 96 with a cad).
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Appendix A. Surfaces
We ﬁnally give the deﬁning polynomials of some example surfaces that we analyzed in Section 6.
Steiner–roman f = (y2 + (x2)) · z2 + (((1) · x) · y) · z + ((x2) · y2),
Cayley–cubic f = (5 · y + (5 · x)) · z2 + (5 · y2 + (−2) · y + (5 · x2 + (−2) · x)) · z + ((5 · x) · y2 + (5 · x2 + (−2) · x) · y),
Dupin–cyclic f = 447279 · z4 + (894558 · y2 + (894558 · x2 + (−1155200) · x+ 1155200)) · z2 + (447279 · y4 + (894558 · x2 +
(−1155200) · x+ (−1155200)) · y2 + (447279 · x4 + (−1155200) · x3 + (−1404800) · x2 +5120000 · x+ (−2560000))),
Tangle–cube f = z4 + (−5) · z2 + (y4 + (−5) · y2 + (x4 + (−5) · x2 + 10)),
Bohemian–dome f = z4 + (2 · y2 + ((−2) · x2)) · z2 + ((−1) · y4 + (2 · x2 + (−4)) · y2 + (x4)),
Chair f = 16 · z4 + (288 · y2 + (288 · x2 + (−600))) · z2 + ((−1280) · y2 + (1280 · x2)) · z+ (80 · y4 + ((−96) · x2 + (−600)) ·
y2 + (80 · x4 + (−600) · x2 + 5125)),
Hunt f = 4 · z6 + (12 · y2 + (12 · x2 + 276)) · z4 + (12 · y4 + (24 · x2 + (−528)) · y2 + (12 · x4 + (−960) · x2 + 4620)) · z2 +
(4 · y6 + (12 · x2 + (−129)) · y4 + (12 · x4 + (−150) · x2 + 1380) · y2 + (4 · x6 + 87 · x4 + 84 · x2 + (−4900))),
Star f = 100 · z6+ (300 · y2+ (300 ·x2+ (−300))) · z4 + (300 · y4+ (600 ·x2+ (−599)) · y2+ (300 ·x4+ (−599) ·x2+300)) ·
z2+(100 · y6+(300 ·x2+(−300)) · y4+(300 ·x4+(−599) ·x2+300) · y2+(100 ·x6+(−300) ·x4+300 ·x2+(−100))),
Spiky f = z6 + ((−3) · y3 + (3 · x2)) · z4 + (3 · y6 + (21 · x2) · y3+ (3 · x4)) · z2 + ((−1) · y9 + (3 · x2) · y6 + ((−3) · x4) · y3+ (x6)),
C8 f = 32 · z8 + (−64) · z6 + 40 · z4 + (−8) · z2 + (32 · y8 + (−64) · y6 + 40 · y4 + (−8) · y2 + (32 · x8 + (−64) · x6 + 40 ·
x4 + (−8) · x2 + 1)).
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