The Renyi Entropy and the Multifractal Spectrum of Systems Near the
  Localization Transition by Chen, Xiao et al.
ar
X
iv
:1
20
5.
52
76
v2
  [
co
nd
-m
at.
me
s-h
all
]  
1 F
eb
 20
13
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We show that the Re´nyi entropies of single particle, critical wave functions for disordered systems
contain information about the multifractal spectrum. It is shown for moments of the Re´nyi entropy,
Sn, where |n| < 1, it is possible to extract universal information about the multifractility of such
systems. This is shown through a generic calculation and then illustrated through two example
models. We find good agreement between our analytic formula and numerical simulations of the
two test models. Our formalism is easily extendable to generic non-interacting fermion models. It
is also suggested that recent experimental advances in measuring the multifractal spectrum might
allow some moments of the Re´nyi entropy to be measured.
PACS numbers: 73.20.Fz, 72.15.Rn
I. INTRODUCTION
There has been a recent influx of ideas and tools from
quantum information theory that are being used to char-
acterize many-body condensed matter systems. Part of
this interest stems from the fact that some subtle proper-
ties of the underlying phase of matter, otherwise difficult
to calculate, can be found quite naturally by partition-
ing the density matrix of a ground-state wave function
and calculating measures of entanglement. For exam-
ple, in one dimensional critical systems, it was shown
that the central charge can be determined via the scal-
ing of the entanglement entropy which takes the form,
S ∼ c/3 logL where L is the size of the partitioned re-
gion and c is the central charge characterizing the critical
point1. In higher dimensional critical systems general re-
sults remain unknown, though interesting behavior has
been found in a few isolated critical systems.2–7
Entanglement finds a natural place in the study of dis-
ordered systems where the concepts of entanglement and
de-localization go hand in hand. For example, the en-
tanglement entropy at infinite-randomness fixed points
displays a similar logL scaling behavior in which, by
analogy, it was proposed that these models may have
very unconventional values for the central charge8. It was
also conjectured that while the entanglement entropy has
a similar behavior as the translationally invariant case,
the Re´nyi entropies are very different, and in fact con-
stant. Recent studies of the so-called single-particle en-
tanglement entropy in disordered systems, in contrast to
the many-body entanglement entropy described above,
have found an interesting scaling behavior, S ∼ α1 logL,
where L is the system size and α1 is related to the mul-
tifractal spectrum through, α1 = ∂nτ(n)|n=1 where τ(n)
are the scaling exponents of the inverse participation
ratios (IPRs) (defined below)9,10. In this work we ex-
tend this result and study the Re´nyi entropy for non-
interacting disordered systems. Whereas references 9 and
10 only examined the n = 1 moment of the Re´nyi entropy
Sn, we show that the other moments yield more informa-
tion about the multifractal spectrum. Indeed more than
the derivative of the multifractal spectrum at n = 1 can
be found by looking at other moments. Specifically, for
small n the scaling behavior of the Re´nyi entropy and the
IPRs are identical. Since the multifractal spectrum for
the critical wavefunction is universal at Anderson transi-
tion, the Re´nyi entropy for small n is also universal11,12.
Thus we show that as in the case of critical one dimen-
sional systems, universal information can indeed be found
through entanglement.
The multifractal spectrum (MFS)11,13, like the central
charge for critical 1+1 dimensional systems, plays an im-
portant role in characterizing non-interacting disordered
systems14,15. More concretely, the MFS is the set of scal-
ing exponents of the IPR, defined as Pn =
∑
i |ψi(x)|
2n
which is indexed by a real number n. It has been observed
that in many critical disordered systems the IPRs have
a spectrum of scaling exponents defined by Pn ∼ L
−τ(n)
characterized by the spatial dimension d and function
τ(n) which is the MFS. Generically, the MFS can be
written as τ(n) = Dn(n − 1) where Dn is a function
of n that depends on the system. For a conventional
band insulator Dn = 0 while in a metal Dn = d. At a
critical point, the Dn can have a non-trivial dependence
on n16. The MFS and its symmetry properties play a
central role in restricting the possible types of critical
field theories one can construct15,17–19. An understand-
ing of the multifractal nature of critical wave functions
is hence important for an understanding of the localiza-
tion transition. Additionally, advances in imaging have
also made it possible to begin to observe the multifrac-
tal spectrum in a number of disordered systems at the
Anderson transition20–23. Our interest, however, in the
connection between the MFS and the Re´nyi entropies,
is chiefly theoretical. While for the sake of argument
we consider models where the multifractal spectra are
known, in general this set of exponents is difficult to com-
pute. We demonstrate that a much simpler calculation
gives an accurate approximation to an interesting region
2of the MFS. By an explicit calculation and two numer-
ical examples, we show that the information content of
critical wavefunctions of disordered free-fermion models
contains imprinted signatures of their MFS.
II. RE´NYI ENTROPIES
The entanglement measures we focus on are the stan-
dard von-Neumann entanglement entropy and a closely
related quantity, the Re´nyi entropy. Given a wave func-
tion |Ψ〉, it is possible to construct the density matrix
as, ρˆ = |Ψ〉〈Ψ|. The conventional entanglement entropy
is calculated by partitioning the system into two spatial
subregions A and B, where only one subregion is ob-
served, say region A. One then traces out all of the possi-
ble configurations of regionB to yield the reduced density
matrix ρˆA = TrB ρˆ. The question is then asked how much
information does A know about region B and an obvi-
ous candidate for such a measure is the von-Neumann
entropy of region A, S = −Tr ρˆA log ρˆA i.e. the entan-
glement entropy. A closely related quantity is the set of
Re´nyi entropies,
Sn =
1
1− n
logTr ρˆnA. (1)
parameterized by a real number n such that as n → 1
the Re´nyi entropy reduces to the von-Neumann entropy.
We are focusing on localization in terms of single par-
ticle physics and thus we will use a notion of single-
particle entanglement for a choice of a single-particle
eigenstate. One can define entanglement using a site
occupation number basis in the second quantized Fock
space24. From now on, we work with a single-particle
eigenstate ψ(x) which can be written in the single par-
ticle occupation basis as done by previous authors9,10.
Explicitly, the wave function can be written as
|ψ〉 =
∑
r∈A∪B
ψ(r)|1〉r ⊗r 6=r′ |0〉r′ , (2)
where ψ(r) is the normalized single particle wavefunction
and |n〉r is the state with n particles on site r. The
wavefunction can then be written as,
|ψ〉 =
∑
ij
Mij |1〉ri∈A ⊗ |1〉rj∈B, (3)
where |1〉ri∈A are states where the single particle is lo-
cated in region A at site ri. The matrix Mij generically
has the form,
Mij =


0 b1 b2 . . .
a1 0 0 . . .
a2 0 0 . . .
. 0 0 . . .
. 0 0 . . .

 . (4)
ai, bi denoting the amplitude of the wavefunction at site
i in region A,B respectively. The Schmidt decomposi-
tion of such a wavefunction is easily carried out. Using
singular value decomposition, we can define a new basis
u†ij |j〉A and vij |j〉B where the matrices u, v are the uni-
tary matrix of singular vectors for the matrix M . That
is, they satisfy the relationship
Mij = u
†
ikλkkvkj , (5)
where λkk is the diagonal matrix containing the singular
values of the matrixMij . There are only two non-zero el-
ements in the single particle problem: λ1 =
√∑
i b
2
i and
λ2 =
√∑
i a
2
i . The reduced density matrix ρˆA is then
easily written since the density matrix is now diagonal.
One simply finds that
Tr ρˆnA =
[∑
i∈A
a2i
]n
+
[∑
i∈B
b2i
]n
= pnA + p
n
B (6)
where pA/B is the probability that a particle in the single-
body wavefunction |ψ〉 lies in region A or B respectively.
Hence, we may write the Re´nyi entropy as
Sn =
1
1− n
log (pnB + p
n
A) , (7)
which agrees with the expression for the entanglement
entropy obtained by Ref. 10 as n→ 1.
Since we have restricted our attention to the one par-
ticle sector of the density matrix and not the full many-
body density matrix, the entanglement entropy should
not grow large with the subsystem size as has been noted
previously10,24. The expectation is that the same is true
here. All the interesting behavior is in the scaling with
the total system size. Indeed, by looking at the entan-
glement of a single site, we can extract the dominant
scaling behavior with the system size, L. Looking at the
case where region A is a single site xi, we simply have
pA(xi) = x
d
i where d is the dimension. Clearly, any site
xi is not especially privileged and hence, one should look
at the average over all possible sites, chosen with a uni-
form probability distribution. Denote [·]xi as this site
average with respect to the uniform probability distribu-
tion. That is, in d dimensions each site xi is chosen with
equal probability (a/L)d where a is the lattice constant.
If we look at the site averaged Tr ρˆnA we obtain,
[Tr ρˆnA]xi=
( a
L
)d ∑
xi
((1− pA(xi))
n + pnA(xi))
=
( a
L
)d [ ∞∑
m=0
(
n
m
)
(−1)m
∑
xi
pmA +
∑
xi
pnA
]
=
( a
L
)d [ ∞∑
m=0
(
n
m
)
(−1)mPm + Pn
]
∼
( a
L
)d [ ∞∑
m=0
(
n
m
)
(−1)m
( a
L
)τ(m)
+
( a
L
)τ(n)]
(8)
The quantity
∑
xi
pnA(xi) can be identified with the in-
verse participation ratio, Pn which we recall scales as
3Pn ∼ (a/L)
τ(n), where the τ(n) are the multifractal spec-
trum. One finds that for |n| < 1 the multifractal spec-
trum is strictly less than zero and the site-averaged TrρnA
can be approximated as,
[Tr ρˆnA]xi ≃ 1− n(a/L)
d + (a/L)
τ(n)+d
. (9)
By extension, the site averaged Re´nyi entropy can be
approximated as,
(1− n)Sn ∼ −n
( a
L
)d
+
( a
L
)τ(n)+d
, |n| < 1 (10)
which is the main result of this work and clearly shows the
relationship between the Re´nyi entropies and the multi-
fractal spectrum. Grassberger25 found a related connec-
tion between Re´nyi entropies and the multifractal spec-
trum of the probability measures of classical strange at-
tractors.
As n→ 1, as expected, our result reproduces the result
of Jia et. al10 for the von Neumann entropy, up to a sub-
leading correction that vanishes as L→∞. Indeed, there
is always a region where τ(n) is less than zero where our
approximation is valid since the multifractal spectrum is
a non-decreasing, convex function with τ(0) = −d, the
spatial dimension, and τ(1) = 0. For moments |n| > 1,
such a simplification can not be achieved and according
to Eq.(8), we need to sum up all the terms to get the
Re´nyi entropies. The connection between the moments
of the Re´nyi entropies and the multifractal spectra for
these large moments is less clear. We will now consider
two well-studied models where the multi-fractal spectrum
is known and compare our approximate form with the
known results.
III. RANDOM FLUX MODEL
We first consider a system of Dirac fermions confined
to 2d in the presence of a quenched random magnetic
field normal to the plane with vanishing magnetic flux
on average. Such a system can be thought of as the
continuum limit of various tight binding Hamiltonians
like the Chalker-Coddington network model26. Gen-
eral considerations have predicted that the random mag-
netic field Dirac model has an exact zero-mode critical
wave function which is multi-fractal. As has been noted
by numerous authors, the most useful property of this
model is that the wavefunction can be calculated ex-
actly for any realization of the random magnetic field
B(x) = ∇2Φ(x) and is given by ψ(x) = Z−1 exp(−Φ(x))
where Z is the normalization factor. Here the ran-
dom magnetic field B(x) is assumed to be Gaussian dis-
tributed with variance (disorder strength) g, i.e. P [Φ] ∝
exp[− 12g
∫
d2x[∇Φ]2]12,17,27. To construct the reduced
density matrix we simply note
pA(xi) = e
−2Φ(xi)
/
Z. (11)
FIG. 1. Comparison between the scaling behavior of (1 −
n)Sn+nL
−2 ∼ Lβ and the multifractal spectrum τqc(n)+2 for
the random-flux Dirac model for system sizes L=[100,1000].
In figures (a), the system is in the strong disorder regime
while in figures (b),(c),(d) the system is in the weak disorder
regime. In both, we find good agreement between the scaling
of the Re´nyi entropy and multifractal spectrum for exponents
|n| < 1.
Depending on the value of g, its been shown that the
multifractal spectrum for a Dirac fermion in a random
magnetic field has two regimes. In the weak disorder
regime, defined by
√
2pi/g ≡ qc > 1, the multifractal
spectrum displays a discontinuous behavior as a function
of n that was found in Ref. [17]:
τqc(n) =
{
2(1− sign(n)/qc)
2n, qc < |n|
2(1− n/q2c )(n− 1), |n| ≤ qc
. (12)
In the strong disorder regime, where qc < 1, the similarity
between the Re´nyi entropy and the multifractal spectrum
can also be seen for values of the exponents given by
τqc(n) =
{
4
qc
(n− |n|) qc < |n|
−2(1− n/qc)
2, |n| ≤ qc
. (13)
In both the weak and strong disorder regimes Eq. 10
is applicable as long as n < 1. In Figure 1, we plot
a few values of n and compare the scaling behavior of
the Re´nyi entropy and the multifractal spectrum in the
strong disorder and weak disorder regimes for system
sizes L = [100, 1000]. Good agreement between the two
quantities is found.
IV. PERIODIC-RANDOM BANDED MODEL
To see that Eq. 10 is quite general for any single par-
ticle wave function, we explicitly check our result in a
4FIG. 2. The multifractal spectrum and the scaling of the
Re´nyi entropy moments as a function of n in the PRBM. The
scaling behavior is shown for n = 0.2, 0.4, 0.6 and n = 0.8
for system sizes L=[100, 1000]. In figures (a) and (b), the
systems is in the weak multifractal regime with b = 4 and
b = 1 respectively. In figures (c) and (d), where b = 0.4 and
b = 0.1 respectively, we can see that the agreement is good in
the strong multifractal regime. In figure (d), only n = 0.2, 0.4
and 0.8 are shown for the sake of clarity.
much simpler model: the periodic random banded model
(PRBM). The model is defined as the ensemble of ran-
dom Hermitian L×L matrices where the entires Hij are
independently distributed Gaussian variables with mean
zero and a variance that falls off as
〈|Hij |
2〉 =
1
1 + (|i− j|/b)2α
. (14)
At α = 1 the model undergoes an Anderson transition
from the localized α > 1 to delocalized α < 1 phases,
for all values of b. At this point, the model shows key
features of the Anderson critical point, namely eigenfunc-
tions possessing multifractal behavior. Again there is a
single extended wave function on which we will focus. We
expect and confirm that the previous analysis holds for
moments less than n < 1. However, unlike the previous
case, an analytic expression for the wave function is not
known so we match our approximation to the numeri-
cal calculation of IPR scaling. To eliminate the effect of
boundaries, we will look at the periodic version of this
model where
〈|Hij |
2〉 =
(
1 +
1
b2
sin2(pir/N)
(pi/N)2
)−1
. (15)
This can be interpreted as describing a 1D model with
long range hopping that falls off as 1/rα16. From our
previous results, it is expected that the combination
(1−n)Sn+n
a
L should scale with the system size to some
power, ( aL )
β , where β is predicted to be τ(n) + 1 (note
the change from τ(n)+2 to τ(n)+1 when compared with
the random flux case due to the change in spatial dimen-
sion). Systems of size L=[100, 1000] were considered. As
shown in Fig. 2, β matches very well with τ(n) + 1. In
both the strong multifractal regime and weak multifrac-
tal regimes there is a range of values for which the scaling
of the Re´nyi entropy and the inverse participation ratio
are nearly identical.
V. CONCLUSIONS
In conclusion, we showed that looking at the extended
wave functions in the single particle occupation basis
yields a general relationship between the Re´nyi entropies
and multifractal spectrum. Our results can be applied
to a wide-range of models, two of which were explicitly
shown in this work. We hope that the Re´nyi entropy
formula offers a simpler and more efficient way to calcu-
late universal pieces of the multifractal spectrum. The
connection also opens the door to measuring Re´nyi en-
tropies experimentally through the measurement of the
multifractal spectrum via imaging. Finally, it would be
interesting to explore to what extent the Re´nyi entropy
and the multifractal spectrum are related for many-body
ground state wave functions.
Acknowledgments – This work was supported in part
by the National Science Foundation through the grants
DMR 0758462 (EF,TLH) and DMR-1064319 (EF) at the
University of Illinois. BH was supported by NSF grant
PHY-1005429.
1 P. Calabrese and J. Cardy, J. Stat. Mech. JSTAT 04,
P06002 (2004).
2 E. Fradkin and J. E. Moore, Phys. Rev. Lett. 97, 050404
(2006).
3 M. Oshikawa, arXiv: 1007:3739.
4 J.-M. Ste´phan, S. Furukawa, G. Misguich, and V. Pasquier,
Phys. Rev. B 80, 184421 (2009).
5 B. Hsu, M. Mulligan, E. Fradkin, and E.-A. Kim, Phys.
Rev. B 79, 115421 (2009).
6 B. Hsu and E. Fradkin, J. Stat. Mech. P09004 (2010).
7 M. A. Metlitski, C. A. Fuertes, and S. Sachdev, Phys. Rev.
B 80, 115122 (2009).
8 G. Refael and J. E. Moore, J. Phys. A: Math. Theor. 42,
504010 (2009).
9 S. Chakravarty, Int. J. Mod. Phys. B. 24, 1823 (2010).
10 X. Jia, A. R. Subramaniam, I. A. Gruzberg, and
S. Chakravarty, Phys. Rev. B 77, 014208 (2008).
11 M. H. Jensen, L. P. Kadanoff, and I. Procaccia, Phys. Rev.
A 36, 1409 (1987).
512 H. E. Castillo, C. de C. Chamon, E. Fradkin, P. M. Gold-
bart, and C. Mudry, Phys. Rev. B 56, 10668 (1997).
13 T. C. Halsey, M. H. Jensen, L. P. Kadanoff, I. Procaccia,
and B. I. Shraiman, Phys. Rev. A 33, 1141 (1986).
14 F. Wegner, Zeitschrift fu¨r Physik B Condensed Matter 36,
209 (1980), ISSN 0722-3277, 10.1007/BF01325284, URL
http://dx.doi.org/10.1007/BF01325284.
15 B. Duplantier and A. W. W. Ludwig, Phys. Rev. Lett. 66,
247 (1991).
16 F. Evers and A. D. Mirlin, Rev. Mod. Phys. 80 (2008).
17 C. de C. Chamon, C. Mudry, and X. G. Wen, Phys. Rev.
Lett. 77, 4194 (1996).
18 I. A. Gruzberg, A. W. W. Ludwig, A. D. Mirlin, and M. R.
Zirnbauer, Phys. Rev. Lett. 107, 086403 (2011).
19 C. Mudry, C. Chamon, and X. G. Wen, Nuc. Phys. B 466,
383 (1996).
20 J. Chabe´, G. Lemarie´, B. Gre´maud, D. Delande, P. Szrift-
giser, and J. C. Garreau, Phys. Rev. Lett. 101, 255702
(2008).
21 S. Faez, A. Strybulevych, J. H. Page, A. Lagendijk, and
B. A. van Tiggelen, Phys. Rev. Lett. 103, 155703 (2009).
22 H. Hu, A. Strybulevych, J. H. Page, S. E. Skipetrov, and
B. A. van Tiggelen, Nat. Phys 4, 945 (2008).
23 M. Morgenstern, J. Klijn, C. Meyer, and R. Wiesendanger,
Phys. Rev. Lett. 90, 056804 (2003).
24 P. Zanardi, Phys. Rev. A. 65, 042101 (2002).
25 P. Grassberger, Physics Letters A 97, 227 (1983).
26 J. T. Chalker and P. D. Coddington, Journal of Physics C:
Solid State Physics 21, 2665 (1988).
27 S. Ryu and Y. Hatsugai, Phys. Rev. B 63, 233307 (2001).
