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ABSTRACT
Recent years have witnessed the emergence of 3D medical
imaging techniques with the development of 3D sensors and
technology. Due to the presence of noise in image acquisition,
registration researchers focused on an alternative way to rep-
resent medical images. An alternative way to analyze medi-
cal imaging is by understanding the 3D shapes represented in
terms of point-cloud. Though in the medical imaging commu-
nity, 3D point-cloud processing is not a “go-to” choice, it is
a “natural” way to capture 3D shapes. However, as the num-
ber of samples for medical images are small, researchers have
used pre-trained models to fine-tune on medical images. Fur-
thermore, due to different modality in medical images, stan-
dard generative models can not be used to generate new sam-
ples of medical images. In this work, we use the advantage
of point-cloud representation of 3D structures of medical im-
ages and propose a Gaussian mixture model-based generation
scheme. Our proposed method is robust to outliers. Experi-
mental validation has been performed to show that the pro-
posed scheme can generate new 3D structures using interpo-
lation techniques, i.e., given two 3D structures represented as
point-clouds, we can generate point-clouds in between. We
have also generated new point-clouds for subjects with and
without dementia and show that the generated samples are in-
deed closely matched to the respective training samples from
the same class.
Index Terms— GMM, point-cloud, generation, dementia
1. INTRODUCTION
Since the inception of medical image analysis, researchers
have been using 3D imaging to capture structure of the brain.
Throughout the last decade, this community has seen the
emergence of deep learning due to its power to capture the
local structure. One of the major hurdle in medical imaging
is the lack of samples. In the era of deep learning, one needs
to have a lot of training samples in order to learn a deep net-
work. This is the main reason researchers failed short to use
deep learning models for medical imaging data and resort to
alternative approaches like transfer learning [1].
This motivates researchers to generate more training sam-
ples. Generative models like GAN [2, 3], flow based models
[4] have been immensely popular to generate high resolution
natural images. But for medical imaging data, due to the dif-
ferent modalities, generating images is challenging. Further-
more, medical images are three dimensional, hence convolu-
tion based generative models are computationally expensive.
This motivates us to explore alternative of images and in gen-
eral alternatives of 3D structure representation. Point-cloud is
an efficient way to represent 3D structures [5, 6] because of its
important geometric properties. Due to the lack of a smooth
topology, standard convolution can not be applied on point-
cloud. One of the popular approaches to do point convolution
[7] is to divide the point-cloud into voxels and then extract
some features using 3D convolution. However, this method
suffers from the possible sparsity of point-clouds which re-
sults in multiple empty voxels. One possible solution is to use
multi-layer perceptron (MLP) to extract features from each
point [5] or from a local neighborhood around each point [6].
Unfortunately, all these methods are susceptible to noise and
hence is not robust to outliers which makes them incapable
to efficiently deal with measurement and registration errors
common in medical images.
In recent years, several researchers [8, 9] have proposed
methods to do discrimination between subjects with and with-
out dementia. Some of the popular approaches include using
the 3D volume of the region of interest (ROI) and analyzing
the shape of the anatomical structures of interest. In order
to do that, the researchers either proposed techniques to map
the 3D volume in high dimensional space [8] or mapped the
shape of the anatomical structure on the complex projective
space, i.e., Kendall’s shape space [9].
In this work, we propose a Gaussian mixture model
(GMM) based point cloud generated scheme, we have shown
that our proposed algorithm can be applied to generated 3D
structures like corpus callosum, which is one of the most
important region affected by neurological disorders, e.g., de-
mentia, tremor etc.. Researchers have been used GMM to
model point-cloud before [10], we extend that idea to gener-
ate point-clouds and also we propose an interpolation scheme
to generate CC shapes on a geodesic between two given CC
shapes. We tested our proposed approach on publicly avail-
able OASIS dataset [11]. Experimental results have shown
that our proposed methods can act as a simple yet effective
point-cloud generation technique.
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The salient features of our proposed method are: (1) The
proposed GMM based 3D shape model is robust to outliers.
(2) We propose a simple scheme to generate point-clouds.
(3) Using experiments, we show that our proposed scheme
can generate point-clouds conditioned on the class, i.e., can
generate point-clouds for subjects with and without demen-
tia.
2. GMM BASED POINT-CLOUD GENERATION
In this work, we propose a point-cloud generation algorithm.
Our algorithm consists of three key steps 1. fit a Gaussian
mixture model (GMM) based on Expectation-Maximization
(EM), 2. choose the number of components of the GMM
based on AIC based criterion, 3. draw samples from the
learned GMM to generate point-cloud. Below we will de-
scribe the key components of our proposed scheme.
EM step to fit a GMM: Given a point-cloud X =
{xi}Ni=1 ⊂ R3 and the desired number of components,K (we
will learn the value of K next), we design and Expectation-
Maximization (EM) algorithm as follows. Let the learned
GMM be represented by
{
wj ,µj ,Σj
}K
j=1
, where ∀j, wj ≥ 0
and
∑K
j=1 wj = 1,
{
µj
} ⊂ R3 and ∀j,Σj ∈ P3, where P3
is the space of symmetric positive definite matrices.
We runK-means algorithm onX to initialize
{
µj
}
, {Σj}
using the mean and covariance of the clusters. We initialize
wj = Nj/N , where Nj is the number of points in jth cluster.
E step: Compute the probability of xi belong to jth clus-
ter (denoted by γij) as:
γij =
wjf
(
xi|µj ,Σj
)∑K
j=1 wjf
(
xi|µj ,Σj
) , (1)
where,
f
(
xi|µj ,Σj
)
=
exp
(
− 12
(
xi − µj
)t
Σ−1j
(
xi − µj
))
(2pidet (Σj))
3/2
.
M step: Update the parameters
{
wj ,µj ,Σj
}K
j=1
as:
wj =
∑Nj
i=1 γij∑K
j=1
∑Nj
i=1 γij
µj =
Nj∑
i=1
γij∑Nj
k=1 γkj
xi
Σj =
Nj∑
i=1
γij∑Nj
k=1 γkj
(
xi − µj
) (
xi − µj
)t
We repeat E and M step until convergence. After this
algorithm we output the GMM
{
wj ,µj ,Σj
}K
j=1
.
Choose the number of components K: Let us denote
the GMM with k components resulted from the previous step
as N k. Let us denote the feasibility set for k to be I. We can
compute the AIC score for each N k where k ∈ I. Let the
AIC scores be denoted by {AICk}k∈I . Then, we normalize
the AIC scores to get exp ((AICm − AICk) /2), where AICm
is the minimum AIC scores. Let the normalized scores be
denoted by {nAk}. We use a threshold of 0.01 on these scores
and return the final GMM model as
N ∗ :=
∑
k∈I,nA>0.01
pkN k, (2)
where, pk = nAk∑
j∈I,nAj>0.01
.
Draw samples from N ∗: We draw a sample from N∗
parametrized by
{
pk,
{
wkj
}
,
{
µkj
}
,
{
Σkj
}}
as follows.
1. Draw a sample from categorical distribution with pa-
rameter {pk}. Let the sample be k.
2. Draw a sample from categorical distribution with pa-
rameter
{
wkj
}
. Let the component be j.
3. Draw a sample sample from Gaussian distribution with
mean µkj and covariance matrix Σ
k
j .
4. Repeat steps (1)-(3) for N times to generate a point-
cloud with N points.
This concludes our algorithm to generate point-cloud.
Now, we will describe the algorithm to do interpolate be-
tween two given point-clouds, X and Y using the point-cloud
generation algorithm discussed above.
Interpolate between two point-clouds: Given two point-
cloudsX and Y , denoted by GMMsNX andN Y , with num-
ber of components to be K1 and K2 respectively, we interpo-
late to get a point-cloud Z as follows:
1. Let K = min {K1,K2}. Project NX and N Y to the
nearest K component GMM.
2. Let the parameters be
{
wxj ,µ
x
j ,Σ
x
j
}
and
{
wyj ,µ
y
j ,Σ
y
j
}
.
3. We identify wx and wy as points on SK−1 by using
square root parametrization [12]. Thus we identify each
GMM, i.e., NX and N Y as a point on the product
space P := SK−1 ×R3×K × (P3)K .
4. We do interpolation on the product space P (using the
geodesic expression given below) and use the genera-
tion algorithm to generate the corresponding interpo-
lated point-cloud.
Expression for geodesic on P: We use the arc-length, `2
and GL-invariant distances on SK−1, R3×K and P3 respec-
tively. The analytic expression of the (shortest) geodesic is
given by:
Γ
(w2,M2,Σ2)
(w1,M1,Σ1)
(t) =
(
sin(θ)
w1 sin((1− t)θ) + w2 sin(tθ) ,
(1− t)M1 + tM2,
M0.51
(
M−0.51 M2M
−0.5
1
)t
M0.51
)
,
where, θ = arccos(wt1w2).
In the next section, we will give the data description and
the experimental details.
3. EXPERIMENTAL RESULTS
This section consists of the data description followed by the
details of experimental validation.
Data description: In this section, we use OASIS data [11]
to address the classification of demented vs. non-demented
subjects using our proposed framework. This dataset contains
at least two MR brain scans of 150 subjects, aged between 60
to 96 years old. For each patient, scans are separated by at
least one year. The dataset contains patients of both sexes.
In order to avoid gender effects, we take MR scans of male
patients alone from three visits, which resulted in the dataset
containing 69 MR scans of 11 subjects with dementia and 12
subjects without dementia. This gives 33 scans for subjects
with dementia and 36 scans for subjects without dementia.
We first compute an atlas (using the method in [13]) from the
36(= 12× 3) MR scans of patients without dementia.
After rigidly registering each MR scans to the atlas, we
segment out the corpus callosum region from each scan.
We represent the shape of the corpus callosum as a 3D point-
cloud. A sample MR scan of non-demented subject overlayed
with CC highlighted in shown in Fig. 3.
Interpolation experiment: Given two CC shapes as point-
clouds, we generate the interpolated shapes in between. The
result is shown in Fig. 1. We use the two CC shapes as
two endpoints of the geodesic on the product space P . We
have generated the CC point-cloud in between, i.e., with
t = 0.2, 0.4, 0.6, 0.8 respectively. Observe how the CC
shapes have transformed over the geodesic. This clearly
shows that our intrinsic framework can preserve the smooth
transitions between CC shapes.
Sample generation: In this part of the experiments, we
have generated CC samples from both demented and non-
demented samples. Some of the generated samples for de-
mented and non-demented classes are shown in Fig. 2. To
see the goodness of our generated samples, we do a simple
1-NN based classification accuracy analysis as follows.
Analogous to the training data, we have generated 33
scans with and 36 scans without dementia. Notice that as
mentioned in Section 2, we generate the GMM and then draw
samples from it to generate the point-cloud. Given the gener-
ated GMMs, denoted by
{N i}, we represent each GMM as
a point on hypersphere, S999 as follows.
1. Draw 1000 uniformly random samples on R3, denoted
by {yj}1000j=1 .
2. For each yj , we compute the probability belonging to
N i, denoted by pij .
3. We normalize (pij)
1000
j=1 to sum to 1 and use the square
root parametrization to map it on S999.
Now that we can identify
{N i} with {ni} ⊂ S999, we
use a 1-nearest neighbor classifier to classify each generated
point-cloud. Using the simple 1-NN classifier, we can cor-
rectly classify 33 and 33 scans of the class demented and non-
demented respectively. This results an overall 95.7% classifi-
cation accuracy with specificity and sensitivity to be given by
100% and 91.67% respectively.
4. CONCLUSIONS
Point-cloud helps with understanding 3D geometric shapes
for medical data. But due to the lack of training samples, ap-
plicability of deep learning becomes limited in the medical
image analysis. A way to overcome this limitation is by gen-
erating samples using GAN like schemes, but popular gener-
ative models are mostly suitable for natural images and hence
for medical image modalities like MRI it is not appropriate
to use standard GAN like schemes. In this work, we pro-
posed a novel GMM based point-cloud generation technique
and have shown that we can apply our scheme to generate new
samples for 3D anatomical shapes. Experimental results have
shown that we can smoothly interpolate between two given
3D shapes represented as point-clouds. Furthermore, we gen-
erated new 3D shapes and have shown that we can indeed
preserve the class information in the generated samples, i.e.,
samples generated for demented subjects are different than
that of non-demented. As a possible future direction, we like
to explore the GMM based generation idea to generate other
anatomical structures represented as 3D point-clouds.
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