Abstract. In this paper the controllability of series connections of arbitrary many linear systems is studied. As the main result, necessary and sufficient conditions are given, under which the system obtained as a result of series connections of arbitrary many linear systems is controllable.
Suppose that the system S i is described by the following system of linear differential equations:ẋ
2)
where
. . , m, K ∈ {R, C}; for details see e.g., [3] .
Let j ∈ {1, . . . , m}. The algebraic properties of the system S j depend on the properties of the triple of matrices (A j , B j , C j ). Recall that the system S j is controllable if and only if the pair (A j , B j ) is controllable, where the controllability of a pair is defined as follows: Definition 1.1. Let F be a field. Let A j ∈ F nj ×nj , B j ∈ F nj ×mj . The pair (A j , B j ) is said to be controllable if one of the following (equivalent) conditions is satisfied: In this case, we also say that the matrix A j B j and the corresponding matrix pencil λI − A j −B j are controllable.
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By series connections of the linear systems S 1 , . . . , S m we mean connections where the input of the system S i+1 is a linear function of the output of S i , i = 1, . . . , m − 1, i.e., u i+1 = X i y i , i = 1, . . . , m − 1, (1.5) where X i ∈ F mi+1×pi . As a result of this connection, we obtain a new linear system S, with input u 1 , output y m and state x
Thus, studying the properties of the system S, arise the following matrix completion control problem: is controllable. In Section 4 (Theorem 4.1), we give a complete solution to Problem 1.2 when F is an infinite field. Furthermore, in Section 5, we obtain solutions over arbitrary fields of particular cases of the previous problem.
Similar problems, especially in the case m = 2, have been studied previously; see for example the results of I. Baragaña and I. Zaballa [1] , and F. C. Silva [8] . 
Notation and Auxiliary results. Let
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where N ∈ F n×n , V ∈ F l×n , T ∈ F l×l , such that M = N −1 M P. If M and M are feedback equivalent, then we also say that the corresponding pairs (A, B) and (A , B ) are feedback equivalent.
It is easy to verify that two matrices M and M are feedback equivalent if and only if the corresponding matrix pencils R = λI − A −B and R = λI − A −B (2.2) are strictly equivalent, for details see [4] . If (A, B) ∈ F n×n × F n×m , is a controllable matrix pair, then it is feedback equivalent to the pair (A c , B c ) with
where 
Preliminary results.
The following proposition deals with the almost canonical form for the SP equivalence of arbitrary square polynomial matrix. Proof goes analogously as the proof of Proposition 2 in [2] , thus will be omitted.
Proposition 3.1. Let F be an infinite field and let
is SP-equivalent to a lower triangular matrix S(λ) = (s ij (λ)), i, j ∈ {1, . . . , n}, with the following properties:
where s r (λ) is the r-th invariant factor of A(λ) 4. if i ≤ r − 1 and i < j and s ji (λ) = 0,
Further on, the matrix S(λ) will be called the SP canonical form of the matrix A(λ).
There exists an invertible matrix P ∈ F n×n such that
Thus, from the controllability of (A, BX) and since
we have that the pair (A 4 , A 3 ) is controllable. Furthermore, there exists an invertible matrix Q ∈ F m×m such that
Hence, the controllability of (A, B) is equivalent to the controllability of (A 4 , A 3 ), which concludes our proof. 
Thus, instead of C(λ) we can consider the matrix D(λ). If a > b, then instead of the matrix C(λ) consider the matrix
Thus, without loss of generality, we can assume that a = b.
Necessity:
Suppose that there exists X ∈ F n×a , such that A(λ) XC(λ) is equivalent to I n 0 . Denote by A (λ) and C (λ) the Smith canonical forms of the matrices A(λ) and C(λ), respectively. Then
n×a . Thus, we have that for every
If gcd(α n , β s ) = 1, then the condition is obviously satisfied. Otherwise, let i ∈ {1, . . . , n} and j ∈ {1, . . . , s} be such that gcd(α i , β j ) = 1. Let λ 0 ∈F be a common zero of α i and β j . Let t := min k∈{1,...,n} {k|α k (λ 0 ) = 0} and p := min l∈{1,...,s} {l|β l (λ 0 ) = 0}. The rank of the matrix A (λ 0 ) X(λ 0 )C (λ 0 ) (which is equal to n) is less or equal than the number of its nonzero columns. Since the number of nonzero columns of A (λ 0 ) is t−1 and the number of nonzero columns of C (λ 0 ) is p − 1, we have
Thus, for all indices i and j such that i + j ≤ n + 1, the polynomials α i and β j are mutually prime, which proves our condition.
Sufficiency:
Suppose that the condition (3.2) is satisfied. Without loss of generality, we shall consider A(λ) in its SP canonical form, and C(λ) in its SP equivalent form M (λ) which we describe below:
First, put the matrix From now on, we shall consider the matrix M (λ) instead of the matrix C(λ) in (3.1). The proof is further split into three cases:
The proof goes by induction on n. The case n = 1 is trivial. If n = 2, there are two nontrivial possibilities on s : s = 1 or s = 2.
If s = 2, it is enough to prove the existence of x ∈ F, such that the matrix
has two invariant factors both equal to 1, where
In fact, we shall prove that there exists x ∈ F such that the second determinantal divisor of (3.4), D 2 , given by
is equal to 1. Since F is infinite, by applying Lemma 2.3, there exists x ∈ F, such that
Since gcd(β 1 , α 2 ) = 1 and gcd(β 2 , α 1 ) = 1, we have D 2 = 1, as wanted.
If s = 1, we need to prove the existence of x ∈ F such that the second determinantal divisor of the matrix
Thus, again by applying Lemma 2.3, we obtain the existence of x ∈ F such that D 2 = 1. Now suppose that the claim is true for n − 2 and prove that it will be valid for n. LetĀ(λ) be a submatrix of A(λ) formed by the rows 2, . . . , n− 1 and the columns 2, . . . , n−1. Thus,Ā(λ) has α 2 | · · · |α n−1 as the invariant factors. In both cases, s = a or s < a, the invariant factors ofM (λ) and ofĀ(λ) satisfy the condition (3.2). Thus, we can apply the induction hypothesis and obtain that there exists Y ∈ F 
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To finish the proof, we shall show that there exists x ∈ F, such that the matrix A(λ) XM (λ) is equivalent to I n 0 , where
is equivalent to I n−2 0 , and from the forms of matrices A(λ) and M (λ), the matrix A(λ) XM (λ) is equivalent to the following one 
for some polynomials p(λ) and q(λ) ∈ F[λ] ( * denotes unimportant entries). The matrices
have α 1 |α n and β 1 |β n as the invariant factors, respectively, and they are both in SP canonical forms.
Since gcd(α 1 , β n ) = gcd(α n , β 1 ) = 1 by applying the case n = 2, there exists x ∈ F such that
Hence, for such x ∈ F we have that the matrix (3.5) is equivalent to I n 0 , as wanted.
Then the invariant factors ofM (λ) are 
is equivalent to I n 0 . Now, put X := Y I n 0 ∈ F n×a . Remark 3.4. Let A(λ) be in its SP canonical form and M (λ) be the SP-quasi canonical form of the matrix C(λ). Let X 0 ∈ F n×a be the matrix defined in the previous lemma, such that
Let P ∈ F n×n be a lower triangular matrix with units on diagonal. From the proof of Lemma 3.3 (see (3.4)), we have that for a generic matrix P , P X 0 also satisfies (3.6).
Further on in this paper, by S we denote the set of all lower triangular matrices with units on diagonal, P , such that P X 0 satisfies (3.6), and we define
n×n be such that n = rank A(λ), and let
a×n , a ≤ m, and let
then there exists X ∈ F m×a , such that
is equivalent to I m 0 , and such that every zero of a polynomial 
Proof.
Without loss of generality, consider the matrix D(λ) in its SP canonical form, and the matrix C(λ) in its SP-quasi canonical form. By the condition (3. 
D(λ) XC(λ)
is equivalent to
Also, note that for every X ∈ G, the invariant factors of
(n+a)×n are the same as the invariant factors of
If a = m, then by the proof of the previous Lemma, every matrix X ∈ G is invertible, and so the invariant factors of
If a < m, then (see case 2. in the previous lemma) we defined
where Y is an invertible matrix. Thus,
and so its invariant factors are µ 1 | · · · |µ n . Now, from (3.9), there exist invertible matrices P (λ) ∈ F[λ] m×m , and
such that
Thus, the invariant factors of
On the other hand, we have that
Hence, the nontrivial invariant factors of Q 1 (λ) coincide with the nontrivial invariant factors of D(λ). So, the invariant factors of the matrix Q 1 (λ), denoted by 
where . . .
On the other hand,
(3.13)
Indeed, this is because the rank of the matrix (3.11) is equal to p+ t− 2+rank D .
Since p ≥ i + 1 and t ≥ i + m − n + 1, we have
Thus, for a generic matrix X ∈ G, we have that (3.13) is valid, which finishes our proof.
Main result.
The following theorem gives our main result:
is controllable if and only if: 
3)
for all indices k 1 , . . . , k j−i+1 such that
Here Proof.
Necessity:
From the controllability of (4.1), we have that the pair (A 1 , B 1 ) is controllable and (A i , B i X i−1 C i−1 ) are controllable for all i = 2, . . . , m. By applying Lemma 3.2, we obtain the condition (4.2).
Furthermore, there exist invertible matrices P i ∈ F ni×ni , such that
Let
Then (A 3 ) is equivalent to the controllability of (A i , B i )) and there exist invertible matrices 
Let
LetP i ∈ F mi×mi be the invertible matrices such that
pi×rank Bi , i = 1, . . . , m − 1. 
Now, consider the matrix
M (λ) = Q(λ)P (λ I 0 − M )P S(λ).
ELA
Controllability of Series Connections
147
The matrix M (λ) has the following form
5) where nonmarked entries are equal to zero.
Since the matrix for all k 1 , . . . , k j−i+1 such that
Since the matrix (4.5) is equivalent to I 0 , every submatrix formed by some of its rows is also equivalent to I 0 . Let i and j be such that 1 ≤ i < j ≤ m. Consider the submatrix
Let k 1 , . . . , k j−i+1 be arbitrary indices such that the polynomials γ On the other hand, from the form of R(λ), we have 
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is equivalent to I rank Bm 0 . Now suppose that the condition is sufficient for m − 1 and we shall prove that it is sufficient for m. Consider the matrix 
In both cases, the matrix (4.8) is equivalent to the matrix 
Note that the invariant factors of
is equivalent to I 0 .
In order to apply the induction hypothesis, and thus to finish the proof, we need to prove the validity of the following condition
for every i = 1, . . . , m − 2 and for all indices k 1 , . . . , k m−i such that
Suppose that the condition (4.9) is not valid. Then there exists λ 0 ∈F, a common zero of the polynomials γ If gcd(µ
which is again a contradiction. Thus, (4.9) is valid, as wanted.
Special cases.
In this section we study some special cases of the Problem 1.2 over arbitrary fields.
is controllable, if and only if
are the invariant factors of the matrix
Proof. First, since rank C i = 1, i = 1, . . . , m−1, there exist invertible matrices P i ∈ F pi×pi such that .6)). We shall prove that this is equivalent to the condition (ii). Indeed, since
we shall prove that: 
In the necessity part of the proof, we have proved that the condition (ii) is equivalent to the fact that the matrix N has all invariant factors equal to 1. Thus, the matrix (5.7) has all invariant factors equal to 1, as wanted.
In the following theorem, we consider the series connection of the linear systems S i , i = 1, . . . , m, in the case when rank B i = n i , i = 2, . . . , m, and rank 
is controllable and such that rank is the normal form for similarity of the matrix A i , i = 2, . . . , m, see, e.g. [5] . Now, our problem is equivalent to the problem of defining matrices X i , i = 1, . . . , m − 1, such that the matrix (5.9) is controllable, and such that rank X i ≤ l i , i = 1, . . . , m − 1. 
