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1 Introduction
Mass transfer is a term generally used to describe the trans-
port of a substance (mass) in liquid and gaseous media. 
It commonly appears in different industrial applications, 
including the chemical reactions and petroleum industry, 
as well as ecological natural processes.1 The mass transfer 
process mainly includes two aspects: molecular diffusion 
and convective mass transfer. Diffusion is a form of mass 
transfer by which molecules, ions, or other small particles 
spontaneously mix, moving from regions of relatively high 
concentration into regions of lower concentration. The 
knowledge of diffusion coefficient is essential to describe 
several processes and chemical reactions.1–4 Diffusion is 
normally a slow process, and is a rate-determining factor 
in many cases of mass transfer. The hydrodynamic theo-
ry of diffusion mass transfer is well developed. However, 
there is no rigorous theory for estimation of the constitut-
ing parameters in this theory, the diffusion coefficients.1 
Motivated by the development in theoretical concepts 
such as the molecular kinetic theory, several studies have 
suggested various theoretical and semi-empirical models 
for the estimation of diffusion coefficients of binary gas 
mixture, such as Stefan-Maxwell (SM), Chapman–Enskog,5 
Gilliland,6 Arnold,7 Hirschfelder–Bird–Spotz (HBS),8 Chen 
and Othmer,9 Fuller–Schettler–Giddings,10 Huang et al.11 
However, it is found that these empirical or semi-empirical 
ground models had a limited predictive capacity due to 
the lack of experimental data needed for the validation of 
the models.
More models have been developed based on HBS equa-
tion to estimate gases diffusion coefficients accurately us-
ing gas dynamic properties, but these models are frequent-
ly proposed for infrequent systems (high temperatures, big 
molecules, etc.), which does not reflect the real range of 
Gilliland and Arnold equations. The equation proposed by 
Fuller–Schettler–Giddings (FSG)10 may represent a more 
practical and reliable concept, which shows more preci-
sion and accuracy. On the other hand, artificial neural net-
works (ANN) models can be considered a powerful tool for 
simulation, identification, design and control of processes. 
They have been widely used in a diverse range of fields, 
such as chemical engineering, biology, medical sciences, 
agriculture, and other applications. Therefore, ANN seems 
to be an effective and promising tool in developing mod-
els for predicting the molecular diffusion coefficients ac-
curately. In parallel, multiple linear regressions (MLR) have 
been highly applied in process engineering recently, and 
shown good accuracy. 
Zaefizadeh compared the artificial neural network (ANN) 
with multiple linear regressions (MLR) in predicting per-
formance, and revealed that the neural network method 
worked better than linear regression.12 In addition, Soares 
studied the applicability of artificial neural networks and 
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Abstract
In the current study, an artificial neural network (ANN) and multiple linear regressions (MLR) have been used to develop 
predictive models for the estimation of molecular diffusion coefficients of 1252 polar and non-polar binary gases at multiple 
pressures over a wide range of temperatures and substances. The quality and reliability of each method were estimated in 
terms of the correlation coefficient (R), mean squared errors (MSE), root mean squared error (RMSE), and in terms of external 
validation coefficients (Q2ext).
The comparison between the artificial neural network (ANN) and the multiple linear regressions (MLR) revealed that the neural 
network models showed a good predicting ability with lower errors (the roots of the mean squared errors in the total database 
were 0.1400 for ANN1 and 0.1300 for ANN2), and (root mean squared errors in the total databases were 0.5172 for MLR1 
and 0.5000 for MLR2).
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the analysis of multiple linear regressions of major com-
ponents. Their results also indicated that the use of ANN 
might offer more accuracy compared to the MLR.13 
Although having a high accuracy with the simplicity of im-
plantation, there is a lack of studies investigating the appli-
cation of MLR and ANN for diffusion coefficient estimation. 
Eslamloueyan and Khademi14 have developed a neural net-
work-based model for prediction of binary gas diffusivity, at 
atmospheric pressure as a function of temperature. A set of 
336 experimental data points for the binary diffusion coef-
ficients of both organic and inorganic gases has been used 
for the network training stage, where the developed ANN 
model showed lower relative error (4.47 %) and good per-
formance compared to the other models reported in the 
literature. However, further studies are needed to devel-
op universal models capable of estimating diffusion coef-
ficients of both polar and non-polar gases at a large range 
of conditions. In this context, the presented study has used 
artificial neural networks and multiple linear regressions for 
predicting the molecular diffusion coefficient for 311 polar 
and 941 non-polar binary gases over a wide range of tem-
peratures and pressures with high accuracy. 
2 Materials and methods
2.1 Empirical equations of the molecular 
diffusion coefficient
The mass diffusivity DAB for a binary system is a function 
of temperature, pressure, and composition. The available 
data on DAB for most binary mixtures are, moreover, quite 
limited in range and accuracy.15 Low pressure of binary gas 
mixtures, DAB, increases with increasing temperature, in-
versely proportional to the pressure.16 These disparities are 
all depicted, with diverse degrees of accuracy, by the fol-
lowing empirical equations of the kinetic theory of gases, 
which are employed for the prediction of the DAB values. 
Some of these correlations are presented in Table 1.
2.2 Neural networks
Artificial neural networks (ANNs) have become a popu-
lar tool in the analysis of non-linear relationships between 
process variables and product characteristics due to the 
simplicity of application and high accuracy. Several stud-
ies in the literature have recently used ANN models for 
Table 1 – Empirical models for diffusion coefficients estimation
Equation Equation formula Details
Stefan–Maxwell (SM) 
equation14  (1)
DAB:  diffusion coefficient
P:     gas pressure ⁄ bar
T:      absolute temperature ⁄ K
σAB:   collision diameter between  
A and B (A)ᴏ.
ΩD:   collision integral.
MA, MB:   molecular masses  
of gas A and gas B, 
respectively ⁄ g mol−1
VA and VB:   molar volumes at 
boiling point ⁄ cm3 mol−1
k:      Boltzmann constant











Chen and Othmer9 (6)
Huang et al.11 (7)
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the prediction of physicochemical properties. The majority 
of these models were multi-layered feed-forward non-lin-
ear ANN, trained via the back-propagation rule to satisfy 
a function approximation19 where non-linear feed-forward 
neural networks (FFNN) have shown efficacy for universal 
functional approximation. 
A multi-layered feed-forward neural network is composed 
of three layers: the input layer, the output layer, and a hid-
den layer, as illustrated in Fig. 1. For the formal descrip-
tion of the neuron, the so-called mapping function r can 
be used, which assigns for each neuron i a subset µi. The 
subset µi consists of all predecessors of the given neuron 
i. Each neuron in a particular layer is connected with all 
neurons in the next layer. The connection between the ith 
and jth neuron is characterised by the weight coefficient wij 
(Fig. 1). The weight coefficient reflects the degree of im-





































Input layer with n 
neurons and  
n inputs
Hidden layer  
with m neurons
Output layer  
with I neurons and  
I outputs
Fig. 1 – Three-layer feed-forward neural network
2.3 Multiple linear regressions
Multiple linear regressions (MLR) is a statistical technique 
used to study a linear relationship between a dependent 
variable Yi and several independent variables Xi.13,20 A mul-
tiple regression model can be represented by the following 
equation:
(8)
where Yi represents the output, Xi represents the inputs, Ai 
their coefficient, A0 is a constant (called the intercept), and 
n is the number of inputs.21
3 Modelling procedure
3.1 Database collection
In the present research, a database “DB” accessible in the 
literature has been used.11,14,15,18,19,20-33 The database col-
lected from literature includes 1252 experimental data 
composed of 219 binary systems and 117 gases. The train-
ing database collected from the literature can be accessed 
in supplementary data.
The selection of the type and number of inputs was con-
ducted after a comprehensive review of the models pro-
posed in the literature. 14,22,23,29 Two distinct databases were 
used (DB1 with the critical volume) and (DB2 with the 
critical pressure) in order to develop two different neural 
networks and two multiple linear regression models. Ta-
ble 2 shows the inputs and outputs used for each database: 
“DB1 for developed NN1 and MLR1”, and “DB2 for de-
veloped NN2 and MLR2”.
Table 2 – Inputs and output used for each database “DB1 and 
DB2”























The statistical analyses for each database in terms of min-
imum, maximum, mean, and standard deviation are de-
picted in Table 3.
3.2 Modelling with neural networks
Details of the different steps conducted to develop the 
models presented in this study are shown in Fig. 2. In this 
work, the samples were split randomly into three subsets: 
seventy percent (70 %) of the data was used to train the 
model, 15 % for validation, and 15 % in the test case for 
both databases (DB1 and DB2).
The training algorithm used in this work was the BFGS 
quasi-Newton (trainbfg). Each NN contained three layers 
of neurons or nodes: one input layer with ten neurons of 
NN1 and neurons for NN2 in the input layer, one hidden 
layer with a number of active neurons optimized during 
training, and one output layer with one unit that gener-
ated the estimated value of diffusion coefficient DAB. The 
number of hidden neurons differed from 3 to 25 neurons. 
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The tangent sigmoid (tansig), the log sigmoid (logsig), and 
the exponential transfer functions were used in the hidden 
layer. The pure-linear (purelin) transfer function was used 
in the output layer.
The application of ANN for diffusion coefficient modelling 
was performed by STATISTICA software, which was used 
to optimize the architecture of the two neural networks 
models (ANN1 and ANN2).
Table 3 – Statistical analysis of parameters for each database (DB1 and DB2)
Parameters Symbol Unit Minimum Maximum Mean STD
temperature T K 77.2 1200 387.34 143.84
pressure P bar 0.78 449.88 9.73 32.23
critical temperature TC(A) K 5.19 761 238.49 245.97
critical temperature TC(B) K 5.19 819 219.1 186.64
critical volume VC(A) cm3 mol−1 21.23 492 136.7 119.15
critical volume VC(B) cm3 mol−1 41.7 492.1 123.83 84.93
molecular weight M (A) g mol−1 4 235.9 41.15 43.99
molecular weight M (B) g mol−1 2.01 253.8 40.91 44.29
dipole moment µ(A) D 0 4.22 0.25 0.7
dipole moment µ(B) D 0 4.22 0.24 0.62
critical pressure PC(A) bar 2.33 223.34 35.62 36.36
critical pressure PC(B) bar 2.33 223.34 37.85 26.08
diffusion coefficient 
between two gases A and B DAB cm²
 s−1 7.6000 · 10−6 8.1 0.58 0.8
Phase of collection of experimental data as complete as possible
Collection of two databases DB1 and DB2 possible
Phase of pre-treatment and analysis data
Phase of choice of the parameters of neural network
Training algorithm: 
(BFGS)





Activation function in the 
hidden layer (logistic, tanh, 
exponential)
Saving NN
Neurons in the hidden layer: 
(3:25)
Activation function in the 
output layer (purelin)
Fig. 2 – Flowchart of the neural networks models development procedure
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Table 4 shows the inputs, outputs, number of neurons, 
training methods, and adaptation learning functions. It de-
picts the formation of the architectures of NN models. 
3.3 Modelling with multiple linear regressions
The same databases mentioned for ANN development 
were employed to develop MLR by using the “regress” 
MATLAB function.
4. Results and discussion
4.1 Neural networks
The plot and the specification of the linear regression were 
acquired directly with the use of MATLAB function “pos-
treg”.
Fig. 3(a) shows the curves of the linear regression of the 
diffusion coefficient rates calculated by the first neural 
model “ANN1” optimized with the rates of experimental 
diffusion coefficient with vectors of regression approaching 
the ideal [α, β, R] = [0.968, 0.03, 0.98]. The correlations 
coefficients for the total phase are generally considered as 
excellent in the range (0.90 ≤ R ≤ 1.00). The correlation 
coefficient of the developed ANN1 was R = 0.968 with in-
terval of confidence IC95% = 0.005, which indicates good 
robustness of the first neural model “ANN1” established 
and the prediction possibility for the different parameters 
of the diffusion coefficient of gases. 
To estimate the performance of the second neural mod-
el obtained “ANN2”, the predicted values of the diffusion 
coefficient by the ANN2 model were compared and plot-
ted to the experimental values of diffusion coefficient for 
the total phase, as shown in Fig. 3(b), which represents 
the curves of the linear regression of the second neural 
model with vectors of regression approaching the ideal 
[α, β, R] = [0.97, 0.01, 0.984]. The correlation coefficient 
of the ANN2 model was excellent (R = 0.9845) with an in-
terval of confidence IC95% = 0.0482, which implies good 
robustness of the second neural model “ANN2” established 
and the possibility of predicting the diffusion coefficients of 
gases from the different parameters.
4.2 Multiple linear regressions
The models obtained for the prediction of the diffusion 
coefficient are linear models (Eqs. (9) and (10)):
(9)
(10)
Fig. 4(a) shows the linear regression curves of model MLR1 
by comparison between the experimental values and the 
calculated values for the first MLR model. Linear regression 
vectors, [α, β, R] = [0.76, 0.26, 0.58] of the total phase indi-
cated a moderate MLR1 model predictive ability. The cor-
relation coefficient of MLR1 was 0.7645 with an interval of 
confidence IC95% = 0.0717. The correlation coefficients 
are generally considered satisfactory (0.50 ≤ R < 0.90).32 
Table 4 – Multi-layer feed-forward artificial neural networks with the best architectures
NN models Input layer variables
Hidden layer Output layer
Training method




M (A) ⁄ g mol−1
M (B) ⁄ g mol−1
VC(A) ⁄ cm3 mol−1
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The obtained results show that the MLR1 model had an 
acceptable predicting power to estimate the diffusion co-
efficient of gases.
Fig. 4(b) shows the linear regression curves of the diffu-
sion coefficient rates calculated by the MLR2 model with 
the experimental diffusion coefficient rates with regres-
sion vectors approaching approval [α, β, R] = [0.5004, 
37.4867, 0.7038] of the total phase. The correlation co-
efficient of MLR2 was 0.7511 in the satisfactory range 
(0.50 ≤ R < 0.90); 34 with an interval of confidence equal to 
IC95% = 0.0717. Similarly to MLR1, the results indicated 
that the MLR2 model showed a good performance for the 
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Fig. 4 – Comparison between experimental and calculated values for the whole data set: (a) MLR1, (b) MLR2
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5. Comparison 
5.1  Comparison between Neural networks 
and multiple linear regressions
The comparison between the multiple linear regressions 
(MLR) and the artificial neural network (ANN) models was 
estimated in terms of root mean squared error (RMSE), 
mean squared errors (MSE), external validation coefficient 
(Q2ext), and in terms of the correlation coefficient (R), for 
the entire data set. 
⬥ mean squared errors (MSE)
(11)
⬥ root mean squared error (RMSE)
(12)
⬥ external validation coefficient (Q2ext)
(13)
where N is the total number of data, Yi,exp is the experi-
mental value, Yi,cal indicates the calculated value from the 
neural network models or multiple linear regressions, re-
spectively, and YTR is the mean experimental diffusion co-
efficient value of the samples for the training set.
As shown in Fig. 5, the ANN models developed in this work 
gave lower errors than the MLR models. The mean squared 
errors for the total dataset were 0.02 for ANN1, 0.01 for 
ANN2, root mean squared errors were 0.14 for ANN1, 
0.13 for ANN2, and the external validation coefficient 
were 0.50 for ANN1, 0.49 for ANN2. The mean squared 
errors for the total data set were 0.26 for MLR1 and 0.25 
for MLR2, the root mean squared errors were 0.5172 for 
MLR1 and 0.5 for MLR2 and the external validation coeffi-
cients were 0.58 for MLR1 and 0.59 for MLR2. The results 
of this comparison showed superiority of the ANN models. 
5.2 Comparison between neural networks 
and empirical models
To compare the neural network models developed in this 
work with other models, the diffusivity of numerous ele-
ments in the data set needed to be estimated using the 
developed networks models, as well as seven different cor-
relations, which Chapman–Enskog, Gilliland proposed: Ar-
nold, Hirschfelder–Bird–Spotz (HBS), Chen and Othmer, 
Fuller–Schettler–Giddings (FSG), and Huang. 
In order to estimate the true predictive power of neural 
network models, one must compare the predicted and ob-
served (experimental) activities of a fairly large set of ex-
ternal test compounds that have not been used in model 
development.35 It is the accuracy of the performance on 
this test set that determines the true predictive power of 
Table 5 – Comparison of the optimized ANN models with other models in the literature
Models α β R MSE RMSE ⁄ cm2 s−1 Q2
NN1 0.968 0.03 0.98 0.02 0.14 0.50
NN2 0.97 0.01 0.984 0.01 0.13 0.49
Wilke and Lee (1955) 0.712 0.101 0.95 0.09 0.30 0.89
Chapman–Enskog (1977) 0.734 0.101 0.95 0.07 0.282 0.9
Gilliland (1934) 0.4558 0.112 0.95 0.24 0.496 0.70
HBS (1949) 0.427 0.117 0.74 0.352 0.59 0.58
Chen and Othmer (1962) 0.001 9.14 · 10−4 0.74 3.27 · 104 181.01 0.95
Fig. 5 – Comparison between neural networks and multiple lin-
ear regressions models
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a neural network model. The predictive power of such a 
model can be estimated by the coefficient (Q2ext).36
Table 5 shows a comparison between the proposed ANN 
and various models reported in the literature for DAB for 
prediction in terms of the mean squared errors (MSE), root 
mean squared error (RMSE), external validation coefficient 
(Q2) and correlation coefficient (R), which were calculated 
using the training data. Table 5 clearly shows good per-
formance of ANN developed models. Both ANN models 
show higher correlation coefficient (R), and their lower 
mean squared errors (MSE), lower root mean squared er-
ror (RMSE), and lower external validation coefficient (Q2) 
compared to the previous models reported in the litera-
ture. This confirms the strength and the accuracy of ANN 
models for the prediction of diffusion coefficient.
6. Conclusions
The aim of the present study was to develop two feed-for-
ward artificial neural networks (ANN) models and two 
multiple linear regression (MLR) models in order to predict 
the molecular diffusion coefficient of the binary gas mix-
ture. A good agreement was observed between the exper-
imental values and the predicted values for each neural 
model (the roots of the mean squared errors in the total da-
tabase were 0.1400 for ANN1 and 0.1300 for ANN2). On 
the other hand, the developed MLR model for diffusion 
coefficient prediction showed acceptable agreement with 
experimental values (root mean squared errors in the total 
databases were 0.5172 for MLR1 and 0.5000 for MLR2), 
but it was less accurate with lower relation coefficient and 
higher errors compared to the ANN models. Moreover, the 
ANN models developed in this work showed lower errors 
compared to the other models reported previously in the 
literature.
Thus, the good predicting power and the high accuracy 
of ANN models in estimating the coefficient of diffusion 
of binary gas mixture is clear, which makes these models 
highly recommended over the other models for coefficient 
diffusion prediction in different chemical processes. 
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SAŽETAK
Usporedna studija predviđanja koeficijenta molekularne difuzije za 
polarni i nepolarni binarni plin pomoću neuronskih mreža i  
višestrukih linearnih regresija
Naima Melzi,a Latifa Khaouane,a Yamina Ammi,a,b* Salah Hanini,a  
Maamar Laidi a i Hamid Zentou c
U ovoj studiji primijenjene su umjetna neuronska mreža (ANN) i model višestruke linearne regre-
sije (MLR) za razvoj prediktivnih modela za procjenu koeficijenata molekularne difuzije 1252 
polarnih i nepolarnih binarnih plinova pri višestrukim tlakovima u širokom rasponu temperatura 
i tvari. Kvaliteta i pouzdanost svake metode procijenjeni su pomoću korelacijskog koeficijenta (R), 
srednjih kvadratnih pogrešaka (MSE), korijena srednje kvadratne pogreške (RMSE) te koeficijenata 
vanjske validacije (Q2ext).
Usporedba između umjetne neuronske mreže (ANN) i višestrukih linearnih regresija (MLR) otkrila 
je da modeli neuronske mreže pokazuju dobru sposobnost predviđanja s nižim pogreškama (ko-
rijeni srednjih kvadratnih pogrešaka u ukupnoj bazi podataka bili su 0,1400 za ANN1 i 0 (1300 
za ANN2 a pogreške korijena srednje vrijednosti u ukupnim bazama podataka bile su 0,5172 za 
MLR1 i 0,5000 za MLR2).
Ključne riječi 
Predviđanje, molekularna difuzija, neuronske mreže, višestruke linearne regresije
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