We introduce relational redescription mining, that is, the task of finding two structurally different patterns that describe nearly the same set of object pairs in a relational dataset. By extending redescription mining beyond propositional and real-valued attributes, it provides a powerful tool to match different relational descriptions of the same concept.
Example of redescription from the Kinship dataset: (a) kinship relation Awaadya between (#A, #Z) and (b) corresponding genealogical connection. The description formalism is introduced in Sect. 2 semantic web (Shvaiko and Euzenat 2005) and can contribute to the discovery of patterns in knowledge bases (Galárraga et al. 2013) . One way of creating such links is to find sets of objects together with their descriptions in different terminologies, as done in redescription mining (Ramakrishnan et al. 2004; Galbrun and Miettinen 2012) . However, this technique has so far only considered propositional or real valued attributes. In this paper, we extend redescription mining to the relational or network-based setting. In other words, we consider the task of finding two structurally different patterns that describe nearly the same set of object pairs in a relational dataset. We focus on a restricted language (binary relations with object identity) amenable to efficient graph mining techniques, resulting in an exploratory method that relies primarily on occurrence information and requires no extensive background knowledge such as a declarative bias.
Consider the following example from the Kinship dataset, which provides information about kinship terminology and family relationships within an Australian indigenous community (cf. Sect. 6). In Fig. 1 , graph (a) represents the kinship relation Awaadya between the speaker #A and another person #Z, corresponding to the relation between a child and his older brother, as given by graph (b). These two graphs are alternative ways to describe the same pairs of individuals (#A, #Z) and hence form a redescription.
Given a dataset and a query language, the underlying principle of redescription mining is to find pairs of queries, i.e. descriptions, that are structurally different yet describe (nearly) the same entities. Propositional redescription mining considers as its entities single objects characterized by their individual properties. Instead, in this novel relational setting, entities consist of pairs of objects characterized by both relations linking them and individual properties.
To find pairs of descriptions, redescription mining can adopt an alternating approach: one description is fixed, the other one is updated, and roles are swapped in the next iteration (Ramakrishnan et al. 2004) . Following this approach, we present ARRM, an algorithm for Alternating Relational Redescription Mining.
Our alternating scheme relies on an approach to finding relational descriptions, such as relational query mining (Dehaspe and Toivonen 1999; De Raedt and Ramon 2004) . However, the generate-and-test approach of query mining systems requires large numbers of expensive coverage tests based on subgraph isomorphism. More importantly, they typically do not ensure that patterns connect the nodes of interest, thus producing many patterns that do not correspond to redescriptions. Hence, we propose an efficient algorithm, which we call FPQM, that finds descriptions for a given set of example pairs. It first mines for path patterns that connect many example pairs, then combines those into more expressive graph patterns. This reduces the number of coverage tests needed by constructing queries based on the data.
A comparison of FPQM to a baseline ILP tool on real world data shows that our approach can identify complex descriptions matching known ones, and is much faster. Examples of results obtained with ARRM illustrate the power of the method to capture the relations present in a network. Compared to individual relational queries, the added expressivity brought by redescriptions permits to better elucidate different uses of the same predicate and find more accurate patterns. This paper extends upon our previous work (Galbrun and Kimmig 2012) . As our main contributions, we define relational redescription mining, present novel algorithms to solve this task and provide an experimental evaluation of the proposed approach. Compared to the earlier version, we improved the combination and selection procedures of the query mining algorithm and realized an alternating scheme to address the full relational redescription mining problem. Also, we considered two additional datasets in our experiments and performed an extensive evaluation of the alternating scheme, including comparisons to several baselines.
We proceed as follows. Section 2 introduces relational redescription mining, Section 3 discusses related work, Sections 4 and 5 present the proposed path-based relational query miner and alternating scheme for relational redescription mining, respectively. Both are then experimentally evaluated in Sect. 6, before we conclude in Sect. 7.
Definitions and notations
This paper introduces relational redescription mining, the task of finding two structurally different queries that describe nearly the same set of object pairs in a relational dataset. Informally, we view descriptions as connected graphs expressed in terms of attributes of the data. For instance, graph (b) in Fig. 1 is an example of such descriptions for the objects of interest #A and #Z in terms of relations and attributes spouse, parent, male, female and age < . We now introduce the concepts required for a more formal definition of the problem. We focus on binary relations, as these can be represented in the form of graphs, allowing us to base our algorithms on graph concepts.
We view relational data as a directed graph (O, R) , where nodes correspond to the objects O, and edges to relations R between them. Two families of functions, N and E, label nodes and edges with their attributes, respectively.
For instance, in the kinship domain, O is the set of individuals from the community. Node attributes are N = {sex, age} and edge attributes E = {kin, gen}, where kin maps into the set of kinship terms and the values of gen are the genealogical relations parent and spouse.
From node and edge attributes, we obtain three types of Boolean functions, or predicates, that serve as basic building blocks of queries. As an example, graph (b) in Fig. 1 
A path query is a graph query whose query variables are connected by an acyclic path consisting of all edge predicates in the body. We denote the set of attributes for which the body of query q contains predicates by att(q).
In the remainder of this paper, we use #A and #Z to denote the query variables and #1, #2, et cetera to denote any other intermediate variables. Node attributes are indicated inside the node under the identifier, using lowercase, as for the edge attributes also. For instance, graph (b) in Fig. 1 corresponds to the graph query
This query has attribute set att(q b ) = {sex, gen, age} and is linked due to the spouse and parent edges. Note that the age < edge in the graphical representation corresponds to a comparison predicate and is thus not considered for linkage and represented with a dotted line.
As common in graph mining, we use subgraph isomorphism or, in terms of logic, θ OI -subsumption (Esposito et al. 1994) , to match queries against the data graph. That is, each variable in the query has to be matched to a different node in the graph, respecting the predicates in the query body. This choice is motivated by the intuitiveness and interpretability of the resulting queries and the ease of search. We denote such a match of variables V j to objects o i j by the corresponding substitution θ = {V 1 /o i 1 , . . . , V n /o in }; θ reduced to query variables is called answer substitution. The set of all (distinct) answer substitutions of query q on the given network is its support, supp(q). For instance, for query q b above, the support contains all pairs of nodes (n a , n z ) such that when matching #A to n a and #Z to n z , there is at least one match of #1 and #2 to other nodes that satisfies the query body.
For simplicity, we use the closed world assumption throughout this work. In other words, given a set of positive example pairs, all remaining pairs are considered to be negative examples. Altering the functions for scoring and filtering the queries presented in Sect. 4.3 allows to modify this assumption.
For a given set of example pairs E + and query q, we denote the sets of true positives (example pairs covered), false positives (other pairs covered) and false negatives (example pairs not covered) by
A redescription is a pair of queries R = (q L , q R ). Extending the previous notation, let E 1,0 be the set of entities (i.e. object pairs) which support only the first query (i.e. E 1,0 = supp(q L ) \ supp(q R )), E 0,1 those which support only the second query and E 1,1 those which support both queries. The accuracy of a redescription is commonly measured using the Jaccard coefficient, that is,
This measure takes values in the unit interval without using the number of all existing pairs of nodes for scaling, which would result in practically undistinguishable values. Furthermore, E 1,0 and E 0,1 are weighted equally, in agreement with the symmetric view of redescription mining. In order to avoid trivial redescriptions in the form of queries that are small variants of each other, we impose a syntactic requirement on the queries, which need to have disjoint attribute sets. While it would also be possible to require the use of attributes from two disjoint vocabularies, such a fixed split may not always be easily specified upfront. If available, such a split can be incorporated into the disjointness condition.
Given this background, we define relational redescription mining as follows:
Problem 1 (Relational redescription mining) Given a relational dataset in the form of node, edge and comparison features {F N , F E , F C } and an accuracy threshold j , find redescrip-
For simplicity of exposition, we restricted our discussion to queries of arity two. However, the definitions extend naturally to queries of higher arity, that is, queries whose body consists of binary predicates but with more than two variables occuring in their head.
Related work
Redescription mining emphasizes the insights obtained from expressive, interpretable patterns and their instances in the given data rather than prediction over unseen data. Relational pattern languages are thus a natural candidate for redescriptions, but existing approaches have focused on propositional features (Ramakrishnan et al. 2004 ) and real-valued attributes (Galbrun and Miettinen 2012) . They operate on matrices with a row for every object in the data and a column for every attribute or feature. Our ARRM algorithm follows an alternating scheme similarly to the former method.
These approaches have been shown to find simple redescriptions of single nodes in a bibliographic network, describing a researcher either in terms of the conferences he publishes at, or in terms of his co-authors, that is, using only attributes in the form of the labels of neighboring nodes (Gallo et al. 2008; Galbrun and Miettinen 2012) . However, as we illustrate in Sect. 6, considering pairs of objects and features based on their connections in terms of complex longer distance relations would inflate the size of the matrix and thus the search space of the algorithm. In contrast, our relational approach dynamically adapts the feature space to the subtask at hand, allowing for more focused exploration of connection patterns.
Learning relational queries is a key goal in Inductive Logic Programming (ILP) and multi-relational data-mining, and a central component of our relational redescription mining scheme. Multi-relational query miners often use a refinement operator to extend frequent queries found at the previous level, typically by adding a literal with at least one already used variable to the end of the clause body (Dehaspe and Toivonen 1999; De Raedt and Ramon 2004) . While this principle results in connected clauses for unary patterns, patterns of higher arity are likely to ignore some of the query variables, or to contain disconnected components around individual query variables, and thus fail to provide insight into the relations between them. This connectivity problem has been addressed by relational pathfinding (Richards and Mooney 1992; Ong et al. 2005 ) and function learning (Santos et al. 2009 ). Pathfinding refines clauses by adding a sequence of literals if no single lit-eral is able to connect query variables, where candidate sequences are generated based on connections of a single example's query variables in the data rather than by enumerating abstract paths. Function learning avoids evaluating unconnected queries by generating candidate queries from individual examples. The queries in our method are similarly anchored in the data, but are directly selected based on their frequency across all examples, in an approach inspired by graph mining techniques (Yan and Han 2002) . Furthermore, to reduce the search-space, logic-based methods typically make heavy use of declarative bias, which needs to be provided by the user. This is not the case with our method, where the search space is pruned using solely occurrence information computed on the dataset.
Relational patterns play an important role in various techniques that explore and analyze relational datasets. For instance, the aim of subgroup discovery (Wrobel 1997; Lavrac et al. 2002) is to identify groups of objects that differ from the overall population in an interesting way. There, individual objects are described in terms of the relations they participate in. In contrast, relational redescription mining is interested in finding pairs of queries that describe different connection patterns between two objects. In the context of making predictions based on relational patterns, query mining has also been extended to learn association rules with conjunctive heads (Goethals and Van den Bussche 2002) , which can be seen as associations between conjunctive redescriptions, and to flexible numbers of query variables (Goethals et al. 2005 ). Yet, the type of rules mined is fairly restrictive compared to the descriptions considered in our approach. These complex association rules are similar to the tuple-generating dependencies used in schema mapping and data exchange. The CLIO system learns such mappings by exploiting relational dependencies in the two schemata, where the user indicates some correspondences between attributes, as input (Miller et al. 2000) . Our work uses shared objects to determine attribute correspondences, and does not rely on explicit information on how relations can be combined. Aligning or mapping objects can also be considered part of the overall discovery process, as for instance in the PARIS approach to ontology alignment (Suchanek et al. 2011) , which discovers correspondences on the level of both instances and schemas. But as most other approaches to schema matching (Shvaiko and Euzenat 2005) , PARIS focuses on one-to-one mappings of relations and does not consider more complex queries. A recent exception is the work of Zhang et al. (2012) , who nevertheless only consider paths up to length four and rely on approximation schemes for Markov Logic inference to keep the approach feasible.
Recently, there is increasing interest in large knowledge bases like DBpedia (Auer et al. 2007) , NELL (Carlson et al. 2010) or YAGO (Suchanek et al. 2007) , which store binary relations between millions of objects. Such massive amounts of incomplete and often noisy information are a challenge for most existing relational learning approaches, and call for adapted representations and learning methods (Rettinger et al. 2012) , such as the graph based techniques used in our redescription miner. Nebot and Llavori (2012) propose to extract relational association rules from a medical ontology by applying frequent itemset mining. Their method, however, requires extensive expert knowledge. In the context of NELL, weighted combinations of path patterns, learnt based on random walks, have been used for retrieval tasks (Lao et al. 2011; Lao and Cohen 2010) . In contrast to our approach, paths are not combined into graphs, but are instead weighted by their importance. Galárraga et al. (2013) introduce a fast association rule mining approach that, as our work, is inspired by ILP techniques, but tailored towards binary relations, in this case using a database with aggressive indexing to speed up querying.
The frequent-paths based relational query miner
Before introducing the alternating relational redescription mining algorithm in Sect. 5, we now discuss its core component, FPQM, a novel relational query miner based on frequent paths. Given a network, FPQM aims to find the best graph queries with respect to quality criteria Γ that discriminate a set of positive object pairs E + . The specific criteria in Γ are discussed in Sect. 4.3.
An outline of the FPQM algorithm is presented in Fig. 2 . The three-phase approach considers only linked queries and limits the number of costly subgraph isomorphism-based coverage tests. First, the path queries that cover at least a given number of positive examples are mined (line 2). Second, such path queries are combined to construct graph queries (lines 3-9). Finally, the best describing among these graph queries are selected and returned (lines 10-13). We now discuss each of these steps in turn.
Mining frequent path queries
The first phase of FPQM (line 2) finds the set of linked path queries that are frequent among the example pairs, as any frequent graph query connecting pairs of interest has to be a combination of such paths. It is similar in spirit to relational pathfinding, but using frequency, that is, the number of positive examples covered, as a selection criterion. The key idea behind this phase of the algorithm is to transform the problem into a sequence of constrained frequent itemset mining tasks, which can be solved efficiently using an off-the-shelf tool. More specifically, these subtasks are defined as follows:
Given a set of transactions T , each representing all features of a path of length k connecting a positive example pair, and a frequency threshold γ , find all itemsets that (a) cover transactions for at least γ different example pairs, and (b) correspond to a path query, that is, contain an edge feature for every pair of neighboring nodes on the path. Input: A network with a set of positive examples E + , a frequency threshold γ , an extension threshold κ, a contribution threshold δ and a set of quality criteria Γ . Output: A set of relational queries Q.
a ← ALIGNEDBOTTOMCLAUSE(e, C)
if q is acceptable according to Γ then 9:
14: return Q Input: A network with a set of positive example object pairs E + , a frequency threshold γ , and an extension threshold κ. Output: A set of frequent paths queries C. 1: k ← 0 2: P k ← paths of length 0, i.e. starting nodes in E
is node at position i in path P 6:
if k > κ and E k−κ = E k then no new example pair covered for κ steps 17: Algorithm FREQUENTPQ, detailed in Fig. 3 , extracts linked paths of increasing length that connect example pairs in the network, for each length creating and solving the corresponding frequent itemset mining task. We use the set of all starting nodes in the examples (line 2) as seed paths for the main loop that processes paths of increasing length. The algorithm terminates if no example pair has been covered for the first time in the last κ iterations. In the kth iteration, the nested loop in lines 5-12 extends paths in P k−1 to paths of length k, discards cyclic paths, and stores the resulting paths in P k . For each path connecting an example pair, TOTRANSACTION produces the corresponding transaction, and adds it along with the connected example pair to T (line 12). Next, frequent path queries for a given frequency threshold γ are mined from T (line 13) and added to the set C of queries to be returned. We keep track of the set E k of covered examples for the termination criterion.
For a given path, TOTRANSACTION creates a transaction based on the following encoding. An item is a tuple (i, f ), where i is either a single node or a pair of nodes, and f a feature. We refer to pairs of nodes adjacent on a path as backbone edges, and to all other pairs of nodes appearing in the path as crossing edges. Given a path of length k, its first and last nodes receive identifiers #A and #Z, respectively, and intermediate nodes along the path #1 to #(k −2). The corresponding transaction created by TOTRANSACTION contains an item (n, a) for each node feature a of a node n on the path, an item ((n, m), e) for each edge feature e of a backbone edge (n, m), and an item ((n, m), c) for each comparison feature c of a backbone or crossing edge (n, m). For example, the path of length three (#A, #1, #Z) from Fig. 1(b) is represented by the following itemset:
Note that this encoding is reversible, that is, given any transaction, we can extract the corresponding path query, replacing each identifier by a unique variable. The transactions for all paths of the current length form the input for the corresponding frequent itemset mining task (line 13). Any algorithm that solves this mining task could be used here. Our solution exploits a declarative approach to mining patterns under constraints (Guns et al. 2011) , as the corresponding system allows for user-defined constraints on frequent itemset mining tasks. This is important for our approach, as the definition of support employed when mining for frequent path queries in T differs from the usual: the support of an itemset is not the number of transactions that contain it, but instead the number of distinct corresponding example pairs. In other words, we count the number of answer substitutions rather than the number of instantiations and are interested in finding path queries that connect many different example pairs rather than path queries having many instances for a given pair. Furthermore, in order to maintain connectivity, we require that some item corresponding to an edge constraint must be present for each backbone edge. More specifically, the approach of Guns et al. (2011) combines a declarative task specification language with a generic constraint programming solver. The user provides the transactions to mine itemsets from and specifies the desired constraints on itemsets in this language. The system interprets the task as a constraint program, to which it finds all solutions by calling the constraint solver. Algorithm FIMPATHS thus simply combines the transactions T with a specification of our support and connectivity constraints, passes them to the system of Guns et al. (2011) to obtain the result, and transforms each itemset in the result into the corresponding path query as discussed above.
Combining path queries into graph queries
The second phase of FPQM obtains more expressive graph queries by combining frequent path queries. Again, we use a reduction to frequent itemset mining to obtain frequent queries. For each positive example pair, we combine the frequent paths covering it into a graph and represent it as a transaction (Fig. 2, lines 3-5 ). Frequent graph queries are then mined from these transactions and further filtered based on user-defined acceptance criteria (lines 6-9).
As an illustration of graph queries, Fig. 4 depicts two path queries p1 and p2 as well as three example graph queries that are obtained by merging query variables, and potentially other nodes as well, of one or more copies of these paths. Clearly, allowing multiple copies of a path permits an infinite number of combinations. However, merging intermediate nodes that assign conflicting values to attributes results in invalid queries, and only finitely many among the valid queries are supported by the data. Therefore, we merge paths based on their instantiations in the data rather than based on their query representation. This ensures that we only construct valid queries with non-empty support.
More specifically, given a set C of path queries with query variables (#A, #Z) and a positive example (o 1 , o 2 ), we call bottom clause the union of all possible instantiations of bodies of queries in C that map (#A, #Z) to (o 1 , o 2 ). This is similar to the bottom clause obtained in some ILP approaches, but consists only of features from frequent path queries.
In order to represent such a bottom clause as a transaction, we need to assign identifiers to its intermediate nodes. This is done by ALIGNEDBOTTOMCLAUSE (line 4), which iteratively labels nodes based on the identifiers of nodes they instantiate in the paths queries as well as their neighboring nodes. This identifies groups of nodes occurring in the same context. Figure 5 illustrates the alignment of the bottom clause for positive example (13, 82) and two path queries p1 and p3. The graph with rectangular nodes and numerical identifiers represents the relevant part of the data network. In this example, node 44 and node 81 both are instantiated by identifier #1 in p3 only, with identical neighbors, and therefore receive the same new identifier #2. While such duplicate variables are interesting from an expressivity point of view (as under θ OI -subsumption they implement counting), they also result in multiple query instantiations for the same pair of answer nodes, which can be undesirable from an efficiency point of view. In this paper, we do not exploit the extra expressivity. Such duplicate variables receive the same label and will not be distinguished later on. Note that multiple copies do not necessarily generate duplicate nodes. For instance, in Fig. 4 , nodes #3 and #2 of query q3 both correspond to node #2 of p1 in two copies, yet are no duplicates because one is combined with node #1 of p2 and the other is not.
Once the bottom clauses have been aligned via the new identifers, all their features are collected into transactions using TOTRANSACTION (line 5) as in Sect. 4.1. Given these transactions T and the frequency threshold γ , the next step consists in finding all itemsets that are frequent among T . As each example has at most one associated transaction, the support of an itemset here is simply the number of distinct transactions containing it, that is, a frequent itemset covers at least γ transactions. Similarly to FIMPATHS, FIMGRAPHS (line 6) combines the transactions T with a specification of this frequency constraint and passes them to the system of Guns et al. (2011) to obtain the result. We do not include connectivity constraints, as those cannot be enforced at the time of mining here. As its last step, FIMGRAPHS therefore filters out unconnected queries. For each frequent itemset returned by FIMGRAPHS, COMPUTEQUERY recovers the corresponding query as discussed for path queries above, maps it onto the data to determine all instances and computes the support (line 7). Note that only graphs that are frequent among positive examples are generated as a result of this procedure. Queries satisfying the user provided criteria Γ (discussed next) are collected in D.
Selecting a subset of queries
The final phase of FPQM (lines 10-13) greedily selects a subset of best queries with limited overlap among the ones stored in D. The queries are processed in turn, from best to worst according to the ranking criterion in Γ . If the part of the support of the current query that has not yet been covered, called its contribution, is sufficiently large (larger than δ), it is accepted and supported positive examples are marked as covered. Otherwise it is rejected. All accepted queries are returned as the output of FPQM.
More specifically, Γ offers a number of parameters that can (but need not) be used to orient the search toward queries with preferred characteristics and to rank queries. First, thresholds can be imposed on the coverage of queries, including the following:
Second, additional constraints can be imposed on the form of queries. For instance, one can restrict the number of nodes or edges to limit the complexity of the patterns and facilitate interpretation, or require intermediate nodes to have a minimum number of instantiations in order to exclude queries that only apply in the neighborhood of a specific node.
The frequency threshold γ used in the two frequent itemset mining steps can be automatically determined from the minimum support as well as from the accuracy or the recall, given the number of positive examples.
An efficient relational query miner
To summarize, FPQM mines frequent path queries, combines them into graph queries, and finally selects a good subset of queries.
As discussed above, we filter out duplicate variables when constructing graph clauses to avoid a combinatorial explosion of the number of instances. To reduce the amount of filtering necessary, the frequent path mining step drops paths with high multiplicity, that is, with a number of instances a factor greater than the number of supporting pairs, as these will likely create duplicate variables. Also, when mapping the queries onto the data, we fix a limit on the number of instances that can be generated. For each query edge, the number of instances that will be obtained after mapping it is estimated from the current number of instances and the number of matching data edges. Query edges with lowest estimates are processed first and if the current estimate crosses the chosen threshold, remaining edges are dropped from the query.
To further improve efficiency, the computationally costly operation of finding graph instances is shared between queries. Indeed, if an itemset I is a subset of another itemset J , the query represented by J will be a refinement of that corresponding to I . Hence, the instances of I 's query are a superset of those of J 's query and can be used to initialize its mapping. Only the extra predicates will have to be added to the mapping.
An alternating scheme for relational redescription mining
We now turn to the alternating scheme for finding relational redescriptions, ARRM, sketched in Fig. 6 . Given an initial set of queries, the algorithm first grows a forest of queries by repeatedly running FPQM to find the best descriptions of each query, which it adds as the query's children. The second phase then extracts redescriptions from this forest.
Input: A network, a set of initial queries I and quality criteria Γ . Output: A set of relational redescriptions R. 1: S ← ∅; M ← ∅; K ← ∅; 2: for i ∈ I do 3:
18: return R In particular, this might be useful in cases where the nodes that appear in the first (respectively second) position of edges supporting v a do not appear in any other predicate. The user may also specify a set of initial queries manually.
Growing a forest of queries
Given the current candidate list K, each query K in K is processed in turn, using the FPQM algorithm presented above to find new queries describing the same set of examples, but using different attributes (lines 5-12).
That is, the supporting pairs of the current candidate K constitute the positive examples, and the network for that round is obtained from the original network by removing all predicates based on attributes used in K. Given this input, FPQM is used to find the best describing children queries (line 7), which are added to the set of explored descriptions M, linked to the candidate in the query forest, and, if they meet the criteria discussed below, appended to the list of candidates K. This process is repeated until K is empty.
The algorithm thus grows a forest of queries breadth first, branching from the initial candidates. A branch might be interrupted for one of three reasons. First, if no child is returned by the query mining procedure the expansion stops naturally. Second, if a child has a support (modulo symmetry) and attributes set identical to some query found previously (non empty E, line 11), it is not added to the candidates for expansion. Indeed, since the algorithm is entirely deterministic this would not generate new queries but practically introduce a loop in the exploration. Third, a maximum exploration depth τ can be fixed as part of Γ and branches that reach this length will not be expanded further (line 11).
The shape of the forest is affected primarily by the quality criteria Γ (cf. Sect. 4.3). Strict criteria limit the fertility of queries, i.e. the number of results returned by FPQM, and thus the branching factor of the forest. With high fertility, only shallow exploration will be manageable. On the other hand, stricter selection of the children, provided that some degree of diversity is maintained, allows one to explore more generations. To direct the exploration towards more accurate queries, the accuracy of the current query can be applied as a filtering criterion for its children queries.
Retrieving redescriptions
Once the candidate list K has been exhausted, the next step consists in retrieving good redescriptions from the forest of queries. We gather into U all pairs of adjacent queries along the forest. By construction, such pairs have overlapping supports and disjoint attribute sets. Also, we scan the forest for pairs of queries that are not adjacent but have identical support and disjoint attribute sets. These form extra candidate redescriptions that are added to U (line 13).
Finally, the same greedy procedure as in FPQM, but considering redescriptions instead of individual queries, is applied to U to select the final set of redescriptions (lines 14-17).
Experiments
We now turn to the experimental evaluation of our approach. In the first experiment, we focus on FPQM alone. We explore the influence of its parameters and compare the approach to an existing relational query miner, which we use as a baseline for both pattern quality and running time. The second set of experiments concerns the full alternating scheme. It again explores algorithm parameters, compares to a propositional approach, and also provides a qualitative assessment of redescriptions discovered.
Our algorithm was implemented in Python, using FIM CP (Guns et al. 2011 ) to mine path and graph queries (FIMPATHS and FIMGRAPHS) . In all experiments, it was run on a single core of an 8 core Intel Xeon 2.8 GHz processor and with 32 GB of memory. In all runs, we limited the number of trials for mining paths to κ = 2, the number of instances when mapping queries to 20000, the mining time per FIM CP call to 1 min and the absolute minimum support of any query to 3.
The implementation of our algorithms and the prepared datasets are available online. Table 1 summarizes the characteristics of the datasets.
Kinship provides personal and genealogical information about individual members of an indigenous community of Australia, the Alyawarra, as well as the kinship terms they use for their relationships to other persons. A glossary of kinship terms is available, to which we can compare our findings. To simplify the notation, we use the indices of kinship terms from the glossary, rather than the terms themselves. For instance, awaadya is later denoted as kin10. Kinship information is not available for all living individuals; we mark as relevant those for whom it is complete.
UMLS characterizes the relations between biomedical concepts in terms of the Unified Medical Language System ontology.
UWCSE contains information about relationships between persons and courses within the computer science department of the university of Washington. It includes two predicates of arity three, namely taught by(Course,Person,Time) and ta(Course,Person, Time), which our algorithm cannot handle natively. We therefore split those into binary predicates linked together by a newly introduced course identifier.
Mining relational queries
The first series of experiments focuses on our proposed path-based relational query mining algorithm, FPQM. After reporting general observations about the behaviour of the algorithm, it is compared to a baseline relational query miner.
Algorithm behaviour As expected, the minimum support γ strongly affects the number of path queries found in the first step of FPQM (for instance, from 2 when γ = 0.30 up to 368 when γ = 0.05, on average for Kinship). Raising γ can actually result in increased running times because in the absence of frequent short queries, paths will be extended to greater lengths, possibly at high computational expenses and without success. On the other hand, the algorithm will be overwhelmed by the quantity of patterns when γ is set too low. Clearly, it is advisable to set γ as low as possible according to the size and density of the dataset.
Raising the extension threshold κ can lead to the generation of numerous variations of shorter connecting paths. This potential for enriching the queries typically comes at a high computational cost and κ should thus be kept low.
We also studied the effect of the greedy selection of queries on the cover of positive examples. The aim of this phase is mainly to reduce the high redundancy of the results. Indeed, we observed that before greedy selection, we easily obtained hundreds of queries, but a very limited number of queries (1-3) is generally sufficient to obtain almost the same cover. Hence, this pruning phase is crucial for limiting the fertility of clauses while maintaining the coverage quality.
Relational query miner comparison Next, we compare our proposed path-based algorithm FPQM to a baseline relational query miner on the three datasets. For each edge predicate in turn, we take the supporting pairs of nodes as positive examples and mine queries over the remaining attributes. We do not consider cases with less than four positive examples. Furthermore, with Kinship we only consider pairs of nodes that are both relevant.
As a baseline, we use a modified version of C-ARMR (De Raedt and Ramon 2004) (implemented in Prolog) that mines top-k queries with respect to the difference in support on positive and negative examples. Given a set of positive examples and considering all remaining pairs of nodes as negative examples, we allowed C-ARMR to mine for top-5 queries with positive score. As discussed in Sect. 3, the implementation does not ensure that query variables are linked. To address this problem, we refine unlinked queries if they cover at least one positive example, but never include them in the result. This is similar in spirit to generating candidates based on the data as common in relational pathfinding and function learning (Richards and Mooney 1992; Ong et al. 2005; Santos et al. 2009 ), but avoids the need to adapt the canonical refinement operator used in our implementation. Experiments with C-ARMR have been performed on a single core of a C2Q machine (2.4 GHz 4 GB for Kinship, 2.83 GHz 8 GB for UMLS and UWCSE).
In order to obtain results comparable to C-ARMR's, we also use the cover difference to select queries with FPQM (cf. Sect. 4.3). Similarly, only positively scoring queries are output. In addition, we require the accuracy of the queries to exceed j = 0.05, so as to obtain a minimum frequency threshold for mining paths and graphs.
Tables 2-4 present quantitative results and running times for the three datasets respectively. For C-ARMR, which only scores individual patterns, we use the disjunction of top-5 patterns with positive scores. As C-ARMR returns all equally scoring patterns in case of ties, these disjunctions can have more than five elements. For each case, we report the total number of positive examples |E + |, as well as the number of queries returned |Q|, the number of true and false positives |E 1,1 | and |E 0,1 |, the aggregated accuracy J (i.e. the Jaccard coefficient between the set of example pairs and the union of the supports of output queries) and the running times T for both C-ARMR and FPQM.
On Kinship, cf. Table 2 , we restrict the number of body literals in C-ARMR's queries to at most five, as running times become prohibitive for longer queries due to large numbers of unlinked or non-discriminative queries. Under this restriction, we observe comparable or better accuracies for patterns found by FPQM, which moreover is at least one order of magnitude faster. On average, FPQM returns fewer queries than C-ARMR because it includes a selection procedure to remove redundant queries, which is not the case with C-ARMR.
Furthermore, as a direct consequence of this restriction, no pattern with positive score was found for six of the kinship terms, whereas FPQM is able to identify more complex patterns for these cases. For four predicates, C-ARMR found queries where FPQM did not return any. In three of these cases, the positive support of individual queries is lower than 3 or Table 2 Comparison of C-ARMR and FPQM on Kinship: number of positive examples |E + |, number of true and false positives |E 1,1 | and |E 0,1 |, aggregated accuracy J, number of queries |Q|, and running time (T) in seconds their accuracy lower than 0.05. These values are below the thresholds used in FPQM hence they did not qualify as good quality queries. For the remaining predicate, kin17, FPQM was overwhelmed by the quantity of frequent queries, an issue easily solved by raising the accuracy threshold. On inspection, the obtained queries correspond to definitions provided in the glossary. Some deviations are observed, such as an intermediate genealogical level or a difference in gender of some individual.
On UMLS, the difference in running time gets even more pronounced. Here, C-ARMR could not identify the top-5 patterns up to four body literals within two hours for any term, and failed to do so for up to three literals for twelve predicates, taking between 9 and 95 minutes for the remaining ones. Table 3 therefore reports results with up to two body literals. FPQM, on the other hand, takes seconds or at most up to a few minutes per predicate, and often finds more accurate queries, as it does not suffer from the restricted expressiveness of short queries.
On UWCSE, no queries could be found for most predicates. Contrarily to C-ARMR, FPQM did not return any query for taught by due to individual queries having insufficient accu- Table 3 Comparison of C-ARMR and FPQM on UMLS. Legend as in Table 2 Predicate Table 4 Comparison of C-ARMR and FPQM on UWCSE. Legend as in Table 2 Predicate
advised by racy. We observe that in the absence of good connecting queries, C-ARMR still takes several minutes to complete the search, while FPQM returns within a few seconds. These experiments thus indicate that the FPQM algorithm can find more complex queries much faster, compared to a standard query mining approach.
Finding relational redescriptions
We now turn to the full relational redescription mining algorithm, ARRM. First, we study its behaviour, particularly the impact of queries selection. Next, we compare it to three alternative approaches, namely using C-ARMR instead of FPQM within the alternating scheme, using propositionalization followed by a propositional redescription miner, and restricting ARRM to path queries rather than graph queries. Finally, we provide concrete illustrative examples of redescriptions found by ARRM.
Algorithm behaviour
The criterion for ranking queries is the major lever in the selection procedure, directly impacting the exploration. We investigate this aspect by letting ARRM mine redescriptions from all three datasets with varying parameters. More specifically, we considered positive support (s), cover ratio (r) and accuracy (j ) as options for descending ranking of the queries. We used various maximum exploration depths (τ x ), from a single round up to the number of alternations after which the algorithm stopped with no candidates left, or at most 15. In addition, as an alternative to graph queries (G), we limited the algorithm to paths queries (P ) by shortcutting the combining phase.
Looser selection methods that yield more outputs per candidate query (upwards of 5 on average) were also studied. They result in very broad query trees whose dimensions become unmanageable already after the first round. They showed no improvements in the quality of redescriptions after uncomplete runs lasting over a day and hence were abandoned.
The remaining criteria in Γ control the complexity of the queries, avoiding the generation of patterns that are unduly specific or contain overly many constraints. Such patterns have a very limited explanatory power and are considered worthless. These criteria were fixed as follows for each dataset in all runs. We required any node to be instantiated by at least 3 distinct data nodes. For Kinship, we limited the number of nodes and of edges in a query to n = 7 and e = 10, respectively. The minimum contribution of a clause was set to d = 0.66 of its support and the minimum accuracy for the first turn was set to j = 0.05. For subsequent turns the Jaccard coefficient of the parent query was used as a minimum threshold. For UMLS, we set these thresholds to n = 5, e = 10, d = 0.25 and j = 0.33. For UWCSE, we set j = 0.33 and the absolute minimum contribution to 3 but did not limit the number of nodes and edges. Tables 2-4 , accuracies here are not aggregated over multiple patterns but obtained from individual redescriptions. Running times per query vary from less than a second up to several minutes. Of course, the total running time needed for the full exploration depends heavily on the number of queries explored, |M|. As mentioned previously, an important factor impacting the running times is the presence of symmetries which results in duplicate variables, leading to numerous instances and hence more costly mapping. The effects of different parameterizations are limited with UMLS and UWCSE, where the algorithm consistently mined a small number of relatively simple queries. Parameterization is more critical with Kinship, where more complex queries are needed to capture the various meanings of kinship terms. In particular, with the former two datasets, the algorithm stops after a few alternations upon finding only redundant queries. Therefore, further raising τ does not affect the outcome. In all datasets, ranking queries by cover ratio allowed to find the best redescriptions while ranking by support appears suboptimal.
Alternative query miner As the alternating scheme is independent of the query mining algorithm used (line 7 in Fig. 6 ), we created a modified version of ARRM, where we replace FPQM by C-ARMR. We use the same parameterizations of C-ARMR as in the experiments above, with the exception of the number of body literals for Kinship, which we had to restrict to at most three (rather than five) here to keep running times feasible. This is due to the much larger search space over kinship terms compared to that over genealogical terms. We rank queries by cover ratio, as this was the best setting in the previous experiment. Table 6 presents quantitative results and running times for mining redescriptions from the three datasets under this replacement. In all three cases, the algorithm stopped after a few alternations (3 for Kinship, 8 for UMLS and 2 for UWCSE) without candidates for further expansion. In the case of UMLS and UWCSE the obtained redescriptions are almost on par with those found using FPQM, albeit somewhat less accurate, while the redescriptions found for Kinship have clearly lower accuracy. This can be explained as an effect of the length restriction required to keep C-ARMR running times feasible. As UMLS and UWCSE contain simple redescriptions, the length limit of two only moderately affects the quality of the outcome. With Kinship, however, restricting query length to at most three prevents the algorithm from finding the more complex redescriptions of higher accuracy the original ARRM identifies. Together with the significantly higher running times of the C-ARMR-based variant, these results show that we can find more accurate redescriptions more quickly by using our new FPQM method rather than C-ARMR within the alternating scheme.
A propositional approach We next compare to an existing propositional redescription mining algorithm, following ideas from propositionalization (Kuzelka and Zelezný 2009;  Dinh et al. 2012 ) to suitably transform the data. Specifically, we extracted features from the dataset by enumerating paths up to a given length joining each pair of objects and ran the REREMI propositional redescription mining algorithm (Galbrun and Miettinen 2012) on the resulting propositional dataset. We considered paths of length one and two for all datasets. In addition we also extracted paths over genealogical attributes of length up to five for the Kinship dataset.
As can be seen from Table 7 , this method is able to find comparable redescriptions in competitive running times when applied to UMLS and UWCSE, where paths of length at most two suffice to capture the relations in the network. However, it fails with Kinship, where longer paths and more complex combinations are needed.
Especially in the latter case, our relational approach to redescription mining has clear advantages over the propositional approach. First, it can easily explore longer paths, whose inclusion results in feature matrices too large to handle with the propositional miner. Second, it bases the selection of paths considered on the current set of positive examples, rather than on all possible pairs as necessary when performing propositionalization once before mining. Third, it explicitly combines paths into more expressive graph queries.
The second point could be addressed by repeated propositionalization during mining, which would require to modify the propositional approach. To simulate this setting, we performed experiments where we restricted our algorithm to path queries. Results are reported in Table 5 . Once more, we observe that results are often comparable for the simpler cases of UMLS and UWCSE, but our fully relational method finds substantially more accurate redescriptions on Kinship, with an average accuracy of 0.27 when using graphs (Gr) compared to 0.19 when using paths only (Pr).
Examples of redescriptions
We now provide a few example redescriptions found by ARRM on the three datasets. Figure 7 shows an example of redescription found from the Kinship dataset. Graph (1b) represents the genealogical link between a female individual and the daughter of her paternal aunt, which is one of the meanings of kin14 found in the glossary. Kinship terms often have several meanings and may also be used in broader senses. In such cases, a configuration of several terms, as in graph (1a), better captures one of the senses than a term taken in isolation. For instance, this redescription has an accuracy of 0.59, a significant improvement over the best match found for edge predicate kin14 alone, of accuracy 0.06 or the best pair of path queries similarly involving this predicate, of accuracy 0.17. Figure 8 shows two examples of redescriptions found for UMLS: a perfect redescription, i.e. with accuracy 1, and a pair of symmetrical queries.
Finally, three redescriptions from UWCSE are displayed in Fig. 9 . Graphs (4a) and (6a) both represent the advisee-advisor relationship, with different matching queries. One states that they share a common publication (4b), the other that the advisee is a teaching assistant for the course taught by his supervisor (6b), forming two redescriptions of accuracy 0.24 and 0.10, respectively. The other redescription involves a coauthorship relation again, this time between faculty members (5a) and the matching query indicates that the persons of interest have taught different sessions of a same course (5b).
To summarize, we observe that our alternating scheme is able to find redescriptions that capture the relations existing in a network. It can exploit the added expressivity compared to individual queries to better elucidate the different uses of the same predicate and find more accurate patterns.
Conclusions
We have introduced the problem of relational redescription mining. As a solution, we proposed an alternating scheme with a novel efficient relational query miner based on frequent paths as its core.
We demonstrated that our query miner can find more complex queries than a baseline ILP approach, much faster. The proposed alternating scheme is able to capture the relations existing in a network with expressive redescriptions, as shown in experiments with three relational datasets. The power of relational redescription mining should be investigated further on other datasets and application domains. On the algorithmic side, extending the approach to probabilistic networks and considering queries of higher arity provide essential directions for future work.
