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A QUANTUM REMARK ON BIHOLOMORPHIC MAPPINGS ON THE UNIT
BALL
SEBASTIAN SCHLEIßINGER
Abstract. In this note we regard non-commutative probability theory with operator-valued ex-
pectation. We show that the moment generating functions of distributions coming from monotone
increment processes of unitary random variables yield biholomorphic mappings on certain higher
dimensional unit balls.
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1. Introduction
In 1923, C. Loewner introduced a differential equation for conformal mappings to attack the Bieber-
bach conjecture:
Let D = {z ∈ C | |z| < 1} be the unit disc and let f : D → C be a univalent (=holomorphic and
injective) mapping normalized with f(z) = z +
∑
n≥2 anz
n. The Bieberbach conjecture states that
|an| ≤ n for all n ≥ 2. Loewner could prove the case n = 3 ([Loe23]) and since then, his approach
has been extended and the Loewner differential equations are now an important tool in the theory
of conformal mappings, in particular after the invention of SLE, the Schramm-Loewner evolution.
His equations have been used also in the final proof of the Bieberbach conjecture by de Branges in
1985.
The Riemann mapping theorem – the very foundation of geometric function theory in one dimension
– has no comparable counterpart in higher dimensions. Nevertheless, one can study biholomorphic
mappings and Loewner theory also on domains in Cn, or even in complex Banach spaces.
The most studied subdomains of Cn are the Euclidean unit ball and the polydisc Dn. In this note
we show that biholomorphic mappings and Loewner chains on certain unit balls, and thus also geo-
metric function theory, appear naturally in quantum probability theory.
Indeed, this connection has been pointed out already for dimension one in [Bau03], [Bau04], [Sch16],
and [FHS18]. In [Jek17], D. Jekel regards the higher dimensional case on upper half-spaces (the so
called “chordal” case of the Loewner equation, or “additive” case in quantum probability).
In this paper we consider the “radial” case of the Loewner equation (or the “multiplicative” case in
quantum probability).
In Sections 2 and 3 we review some notions of higher dimensional Loewner theory and quantum
probability theory. In Sections 4 and 5 we see how Loewner chains on C∗-algebras arise in monotone
probability theory. Our main result (Theorem 4.8) shows that distributions of certain unitary random
variables embedded into monotone increment processes have moment generating functions which are
biholomorphic. Section 6 discusses some further problems arising from this result.
2. Normalized Loewner chains on unit balls in Cn
We fix a norm ‖ · ‖ on Cn and let B = {z ∈ Cn | ‖z‖ < 1} be the corresponding unit ball. We denote
by I the identity matrix on Cn.
Definition 2.1. A (decreasing) subordination chain is a family (ft)t≥0 of holomorphic functions
ft : B → Cn such that ft = fs ◦ fs,t for some holomorphic fs,t : B → Cn whenever s ≤ t.
A (normalized decreasing) Loewner chain on B is a family (ft)t≥0 of biholomorphic mappings ft :
B → ft(B) such that ft(B) ⊂ fs(B) whenever s ≤ t, f0(z) = z for all z ∈ B, and ft(0) = 0,
Dft(0) = e
−tI for all t ≥ 0.
Obviously, every Loewner chain is a subordination chain as fs,t can be defined by fs,t = f
−1
s ◦ ft.
The literature usually focuses on normalized increasing Loewner chains, which simply means that
we have fs(B) ⊂ ft(B) whenever s ≤ t and Dft(0) = etI. Clearly, if (ft) is a normalized decreasing
Loewner chain, then (eT fT−t)0≤t≤T is a normalized increasing Loewner chain for any T > 0.
Normalized Loewner chains on the unit ball are intensively investigated in the literature. In par-
ticular, they are used as a tool in higher dimensional geometric function theory, see the book [GK15].
The following class is important to set up a differential equation for normalized Loewner chains.
Definition 2.2. The classM(B) of all Herglotz functions on B is defined as the set of all holomor-
phic h : B → Cn with h(0) = 0, Dh(0) = −I and
Re(lz(h(z))) < 0
for all z ∈ B \ {0} and all linear functionals lz : Cn → C with lz(z) = ‖z‖, ‖lz‖ = 1.
A Herglotz vector field is a function M : B × [0,∞) → Cn such that M(·, t) ∈ M for all t ≥ 0 and
t 7→ h(z, t) is measurable for all z ∈ B.
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Example 2.3. In case of the Euclidean norm, the condition Re(lz(h(z))) < 0 becomes Re 〈h(z), z〉 <
0 for all z ∈ B \ {0}.
Example 2.4. For n = 1, every h ∈M(D) has the form h(z) = −zp(z) for a holomorphic function
p ∈ P(D), where P(D) denotes the Carathéodory class, i.e. the set of all holomorphic functions
p : D → C with Re(p(z)) > 0 for all z ∈ D and p(0) = 1. The class P(D) can be characterized by
the Riesz-Herglotz representation formula:
P(D) =
{∫
∂D
u+ z
u− z µ(du) |µ is a probability measure on ∂D
}
.
The extreme points of the class P are thus given by all functions of the form u+zu−z for some u ∈ ∂D.
The compactness of M is an important general property of M.
Theorem 2.5 (Theorem 6.1.39 in [GK15]). The class M is compact with respect to locally uniform
convergence.
Theorem 2.6. Let (ft) be a subordination chain on B satisfying f0(z) = z for all z ∈ B, ft(0) = 0,
and Dft(0) = e
−tI for all t ≥ 0. Then (ft) is a Loewner chain and it satisfies the following partial
differential equation:
(2.1)
∂
∂t
ft(z) = Dft(z) ·M(z, t) for a.e. t ≥ 0, f0(z) = z ∈ B,
where M is a Herglotz vector field.
Conversely, ifM is a Herglotz vector field, then there exists exactly one absolutely continuous solution
z 7→ ft(z) to (2.1) and (ft) is a decreasing Loewner chain.
Proof. Let (ft) be a subordination chain on B with the given normalization and let (fs,t) be the
transition mappings. We have to show that every ft is biholomorphic.
From ft = fs ◦ fs,t we see that Dfs,t(0) = et−sI. Furthermore, fs is invertible in a neighbourhood
of 0 and the identity principle implies that fs,t is uniquely determined. In particular, fs,s(z) = z for
all z ∈ B and s ≥ 0.
Now we fix some T > 0. We consider the family (vs,t)0≤s≤t≤T := (f(T−t),(T−s))0≤s≤t≤T . Then
vs,t(0) = 0, Dvs,t(0) = e
t−sI, vs,s(z) = z and vs,u = vt,u ◦ vs,t for all 0 ≤ s ≤ t ≤ u ≤ T .
We can now follow the proof of [GKK03, Theorem 2.2] to see that there exists a Herglotz vector
field H(z, t) such that
(2.2)
∂vs,t(z)
∂t
= H(vs,t(z), t) for a.e. s ≤ t ≤ T , vs,s(z) = z.
We point out some of the crucial steps:
Define gs,t(z) =
vs,t(z)−z
1−et−s . Then gs,t ∈ M and the compactness of M implies that ‖gs,t(z)‖ ≤ M(r)
for all ‖z‖ ≤ r and some M(r) > 0. Hence,
‖vs,t(z)− vs,u(z)‖ = ‖vs,t(z)− vt,u(vs,t(z))‖ ≤M(r)(1− et−u) ≤M(r)(u− t).
Thus, for z ∈ B fixed, we have that t 7→ vs,t(z) is Lipschitz continuous and thus differentiable almost
everywhere. An application of Vitali’s theorem shows that t 7→ vs,t(z) is differentiable for all z and
almost every t ∈ [s, T ]. In case of differentiability, the Herglotz function H(z, t) can be obtained by
the limit u→ t, u ≥ t, of the difference quotient
(2.3) (vt,u(z)− z)/(u − t) = (1− eu−t)/(u− t) · gt,u(z) → H(z, t).
Then we have
∂
∂t
vs,t(z) = lim
u→t
(vs,u(z)− vs,t(z))/(u − t) = lim
u→t
(1− eu−t)/(u− t) · gt,u(vs,t(z)) = H(vs,t(z), t).
The uniqueness of the solution of (2.2) implies that z 7→ vs,t(z) is injective on B (here we use
that vs,s is the identity). Hence, (ft) is a Loewner chain. Equation (2.1) follows now from the
relation f0,t ◦ v0,T−t = vT−t,T ◦ v0,T−t = v0,T with M(z, t) = H(z, T − t); see either [GKK03, Theo-
rem 2.3] or use [GKK03, Theorem 2.2] by noting that (eT fT−t)0≤t≤T is an increasing Loewner chain.
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Conversely, if a Herglotz vector field M(z, t) is given, we can fix some T > 0 and define the Herglotz
vector field H(z, t) = M(z, T − t). [GKK03, Lemma 1.3] implies that there is a unique absolutely
continuous solution z 7→ vs,t(z) of (2.2) and that vs,t : B → vs,t(B) ⊂ B is a biholomorphic mapping.
It follows that f0,t := vT−t,T is a decreasing Loewner chain satisfying (2.1); e.g. again by [GKK03,
Theorem 2.3].
Now assume that (ht) is another solution of (2.1). Fix T > 0 and consider the increasing Loewner
chain gt := e
ThT−t, 0 ≤ t ≤ T . By [ABHK13, Corollary 5.4], gt = φ ◦ eT fT−t for some holomorphic
φ : Cn → Cn and all 0 ≤ t ≤ T . However, as hT (z) ≡ eT z ≡ fT (z), we conclude that φ is the
identity.

Remark 2.7. The proof shows that we can also differentiate fs,t with respect to s to obtain the
ordinary differential equation
∂
∂s
fs,t(z) = −M(fs,t(z), s) for a.e. s ≤ t, ft,t(z) = z ∈ D.
3. Quantum probability
Let A be a unital C∗-algebra. An element a ∈ A is called self-adjoint if a∗ = a and it is called
unitary if aa∗ = a∗a = 1. For a ∈ A, the real and imaginary parts are defined by Re(a) = (a+a∗)/2
and Im(a) = (a− a∗)/(2i). Note that both are self-adjoint.
Finally, if a ∈ A is self-adjoint with spectrum contained in [0,∞), we write a ≥ 0 and a is called
positive. This is equivalent to the existence of b ∈ A with a = b∗b.
We call a self-adjoint element a strictly positive, in short a > 0, if its spectrum is contained in
(0,∞), i.e. a ≥ 0 and a is invertible, or a− ε1 ≥ 0 for some ε > 0.
Example 3.1. Equip Cn with the Euclidean inner product and A = Cn×n with the corresponding
operator norm. By defining a∗ = aT , A becomes a unital C∗-algebra.
Conversely, every finite-dimensional C∗-algebra A is a direct sum of such examples, i.e. A =
C
n1×n1 ⊕ ... ⊕ Cnm×nm with (a1, ..., am)∗ = (a∗1, ..., a∗m) and |(a1, ..., am)| = max{|a1, ..., |am|}, see
[Bla06, p. 159]. In particular, every finite-dimensional C∗-algebra is unital.
We collect some simple properties of unital C∗-algebras.
Lemma 3.2.
(a) Let a ∈ A with Re(a) > 0.∗ Then a is invertible with Re(a−1) > 0.
(b) We have ‖a‖ < 1 if and only if 1− aa∗ > 0.
(c) Let a ∈ A with Re(a) > 0 and put w = (1− a)(1 + a)−1. Then ‖w‖ < 1. (Note that 1 + a is
invertible by (a).)
(d) Let w ∈ A with ‖w‖ < 1 and put a = (1− w)(1 + w)−1. Then Re(a) > 0.
Proof.
(a) This follows from a similar calculation as in [BPV15, p. 100]. Let x = Re(a) > 0, y = Im(a).
Then
a = x+ iy = (
√
x)2 + iy =
√
x(1 + i
√
x
−1
y
√
x
−1
)
√
x = −i√x(i−√x−1y√x−1)√x.
As
√
x
−1
y
√
x
−1
is self-adjoint, i does not belong to its spectrum and thus i −√x−1y√x−1
is invertible. Now we invert the expression above to see that Re(a−1) > 0.
(b) Assume that 1 − aa∗ > 0. Then ‖aa∗‖ < 1 (see Lemma 4.1.13 in [Shi]). The C∗-property
implies ‖a‖2 = ‖aa∗‖ < 1. Conversely, aa∗ ≤ ‖aa∗‖1 = ‖a‖21 < 1.
(c) By (b) we need to show that b := 1−ww∗ > 0. This is equivalent to
c := (1 + a)b(1 + a∗) > 0.
(Use Proposition 4.1.8 in [Shi] and note that (1 + a) is invertible.) We have
c = 2(a+ a∗) = 4Re(a) > 0.
∗Note that Re(a) > 0 is not equivalent to “the spectrum of a lies in the right half-plane”. This is true for normal
matrices, but for a =
(
λ 1
0 λ
)
we have the eigenvalue λ, while Re(a) =
(
Re(λ) 1/2
1/2 Re(λ)
)
has eigenvalues Re(λ)± 1
2
.
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(d) We need to show 2Re(a) = (1− w)(1 +w)−1 + (1− w∗)(1 + w∗)−1 > 0, which is equivalent
to
(1 + w)2Re(a)(1 + w∗) = (1− w)(1 + w∗) + (1 + w)(1 − w∗) = 2(1− ww∗) > 0.
This is true due to (b).

Assume that A,B are both unital C∗-algebras with B ⊂ A and that we have a B-valued expectation
Φ, i.e. a positive (Φ(a∗a) ≥ 0), unital (Φ(1) = 1), linear map Φ : A → B with the property
Φ(bab′) = bΦ(a)b′ for all b, b′ ∈ B and a ∈ A.
Definition 3.3. The triple (A,B,Φ) is called a (B−valued) non-commutative probability space or
quantum probability space. An element a ∈ A is called a random variable.
We note that the positivity of Φ implies Φ(a∗) = Φ(a)∗.† A theorem by Russo and Dye [RD66,
Corollary 1] implies that Φ is contractive, i.e. ‖Φ(a)‖ ≤ ‖a‖ for all a ∈ A.
Example 3.4. The most important example of a quantum probability space (A,B,Φ) is given by
the one-dimensional case B = C, and A is the set of all bounded linear operators on a Hilbert space
H with
Φ : A → C, Φ(A) = 〈ξ,Aξ〉,
where ξ ∈ H is a fixed unit vector.
Note that the general case of a B-valued expectation can be regarded as a non-commutative version
of conditional expectation.
Definition 3.5. The distribution µa of a random variable a ∈ A is defined as the map µa : B 〈X〉 →
B, µa(p) = Φ(p(a)), where B 〈X〉 denotes the set of all non-commutative polynomials over B.
The distribution of a is uniquely determined by the set of all mixed moments Φ(ab1 · · · abn)).
Problem 3.6. Let B be a unital C∗-algebra and let µ : B 〈X〉 → B be a B-linear mapping. Under
which conditions is µ the distribution of a unitary random variable in a quantum probability space
(A,B,Φ)? See [PV13, Proposition 2.2] for the case of (bounded) self-adjoint random variables.
Example 3.7. If B = C, then the distribution µ reduces to knowing all moments Φ(Un), n ≥ 1.
In case of a unitary random variable U , we can decribe such a distribution also by the moment
generating function
(3.1) ψµ(z) =
∞∑
n=1
Φ((Uz)n) =
∞∑
n=1
Φ(Un)zn, z ∈ D.
We can also write
ψµ(z) =
∫
∂D
xz
1− xz α(dx)
for a probability measure α on ∂D, and µ is uniquely determined by α and vice versa.
In case of a general C∗-algebra B, we can also define the moment generating function (3.1), which
is then defined for all z belonging to the unit ball of B. However, this function does not contain
all mixed moments necessary to recover the distribution. This issue is solved by allowing z to be
from the unit ball of Bn×n, the set of all n × n-matrices over B, for each n ∈ N. If U ∈ A and
z ∈ Bn×n, then Uz ∈ An×n and Φ(Uz) ∈ Bn×n is defined by applying Φ componentwise. We recover
Φ(Ub1 · · ·Ubn)) from
b =


0 b1 0 ... 0
0 0 b2 ... 0
...
0 0 0 ... bn
0 0 0 ... 0

 and Φ((Ub)
n) =


0 ... 0 Φ(Ub1Ub2...Ubn)
0 ... 0 0
...
...
0 ... 0 0

 .
†Write a = x+ iy with x = Re(a), y = Im(a). Then Φ(a) = Φ(x)+ iΦ(y). Furthermore, decompose x and y into their
positive and negative parts, x = x+ − x−, y = y+ − y−. Then Φ(x+),Φ(x−),Φ(y+),Φ(y−) are positive elements and
we conclude that Φ(x) and Φ(y) are self-adjoint, which implies Φ(a)∗ = Φ(x)− iΦ(y) = Φ(x− iy) = Φ(a∗).
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Also Bn×n can be regarded as a C∗-algebra: We define (bjk)∗ = (b∗kj). Furthermore, for x =
(x1, ..., xn), y = (y1, ..., yn) ∈ Bn, define the B-valued inner product as (x, y) = x∗1y1 + ... + x∗nyn,
and ‖x‖ = √(x, x). For b ∈ Bn×n we let ‖b‖ = sup{‖(b(y), x)‖ | ‖x‖ ≤ 1, ‖y‖ ≤ 1}, where
b(y) = (cj), cj =
∑
k bjkyk. Then Bn×n is indeed a C∗-algebra, see [Lan95, p. 1-8].
For unitary U ∈ A with distribution µ we define the moment generating function ψµ by
(3.2) ψµ(z) := Φ
(
Uz
1− Uz
)
=
∞∑
n=1
Φ((Uz)n),
which is defined for all z ∈ Bn := {z ∈ Bn×n | ‖z‖ < 1} and all n ≥ 1.
We have
w =
Uz
1− Uz =
1
2
1 + Uz
1− Uz −
1
2
.
By Lemma 3.2 (d) (applied to a = −Uz), we have Re(w) > 12 . As Φ(Re(w)) = Re(Φ(w)) and
because Φ is positive, we also have Re(Φ(w)) > 1/2.
So z 7→ ψU (z) maps the unit ball Bn into the half-space Re(w) > 12 . By Lemma 3.2 (c), we can now
go back to the unit ball by applying again a linear fractional transformation. The η-transform is
defined by
(3.3) ηµ : ∪n≥1Bn → ∪n≥1Bn, ηµ(z) = ψµ(z)
1 + ψµ(z)
.
We denote by ηnµ the restriction of ηµ to Bn. Then η
n
µ maps Bn holomorphically into itself.
Remark 3.8. The set ∪n≥1Bn can also be regarded as a matricial domain or non-commutative domain
and ηµ as a matricial function or non-commutative function as in [Wil17] or [Jek17, Section 3.2].
4. Loewner chains from monotone increment processes
The notion of independence is of vital importance for classical probability theory. In a certain sense,
there are only five suitable notions of independence in the non-commutative setting (for B = C):
tensor, Boolean, free, monotone and anti-monotone independence; see [Mur03].
We now look at monotone independence, whose discovery can be traced back to the construction of
a monotone Fock space by N. Muraki ([Mur96, Mur97]) and De. Giosa, Lu ([dGL97, Lu97]) from
the years 1996 and 1997. Around 2000, Muraki abstracted the computation rule for mixed moments
of creation and annihilation operators on the monotone Fock space and arrived at the concept of
monotone independence in [Mur00, Mur01, Mur01b]. The operator-valued case has been considered
in [HS14], [AW16], and [Jek17].
Let (A,B,Φ) be a quantum probability space.
Definition 4.1. A subset C ⊆ A is called a B-subalgebra if C is a subalgebra of A and B·C ·B ⊆ C.
For X ∈ A, we denote by B 〈X〉0 the B-subalgebra consisting of finite sums of elements of the form
b1Xb2X...Xbn, n ≥ 1, b1, ...., bn ∈ B.
Definition 4.2. Let Q = (A,B,Φ) be a non-commutative probability space. A family of B-
subalgebras (Aι)ι∈I of A indexed by a linearly ordered set I is called monotonically independent (in
Q) if the following condition is satisfied:
For any n ∈ N, j1, . . . , jn ∈ I and any X1 ∈ Aj1 , . . . ,Xn ∈ Ajn , we have
Φ(X1 · · ·Xn) = Φ(X1 · · ·Xp−1Φ(Xp)Xp+1 · · ·Xn)
whenever p is such that jp−1 < jp > jp+1. (One of the inequalities is eliminated if p = 1 or p = n.)
For X1, ...,Xn ∈ A, the tuple (X1, ...,Xn) is called monotonically independent if the algebras A1 =
B 〈X1〉0 , ...,An = B 〈Xn〉0 are monotonically independent.
Example 4.3. Let X ∈ A. Then (X, 1) is always monotonically independent as B 〈1〉0 = B.
Now assume that (1,X) is monotonically independent. Then
Φ(b1X...Xbn) = Φ(b1X...Xbn−11Xbn) = Φ(b1X...Xbn−11Φ(Xbn)) = Φ(b1X...Xbn−1)Φ(X)bn,
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which implies Φ(b1X...Xbn) = b1Φ(X)...Φ(X)bn. Thus the distribution µ of X is simply the delta
distribution at Φ(X). If X is unitary, then ψµ(z) =
∑∞
n=1(Φ(X)z)
n = Φ(X)z1−Φ(X)z .
Example 4.4. Assume that B = A. Let (a, b) be monotonically independent and assume that
both a and b are invertible. Then B 〈a〉0 = B 〈b〉0 = A = B 〈1〉0. Hence, also (1, b) and (1, a) are
monotonically independent, which implies that the distributions of a and b are delta distributions
by the previous example.
Theorem 4.5. Let U, V ∈ A be unitary operators with distributions µ and ν such that (U − 1, V )
is monotonically independent. Denote by α the distribution of UV . Then we have
ηα(z) = ηµ(ην(z))
for all z ∈ ∪n≥1Bn.
Hence the distribution α depends on µ and ν only and µ⊲ν := α defines the multiplicative monotone
convolution. This convolution has been introduced for the case B = C by Bercovici in [Ber05]; see
also [Fra06].
Proof. The proof is analogous to the case B = C, see [Fra06, Theorem 4.1].
The statement is equivalent to ψα(z) = ψµ(ην(z)) for all z ∈ Bn and all n ≥ 1.
Let X = U − 1 and write
UV z
1− UV z =
∞∑
n=1
(UV z)n =
∞∑
n=1
(X + 1)V z...(X + 1)V z(4.1)
=
∞∑
n=1
n∑
k=1
∑
ν1+...+νk=n
ν1,...,νk≥1
(X + 1)(V z)ν1X(V z)ν2X...(V z)νk .
Now we can use monotone independence:
ψα(z) = Φ
(
UV z
1− UV z
)
=
∞∑
n=1
n∑
k=1
∑
ν1+...+νk=n
ν1,...,νk≥1
Φ ((X + 1)(V z)ν1X(V z)ν2X...(V z)νk)(4.2)
=
∞∑
n=1
n∑
k=1
∑
ν1+...+νk=n
ν1,...,νk≥1
Φ ((X + 1)Φ((V z)ν1)XΦ((V z)ν2)X...Φ((V z)νk)) .
Next, we have
Uην(z)
1− Uην(z) =
(
U
ψν(z)
1 + ψν(z)
)(
1− U ψν(z)
1 + ψν(z)
)−1
(4.3)
= (Uψν(z)) (1 + ψν(z) − Uψν(z))−1 = (X + 1)ψν(z) (1−Xψν(z))−1 .
Hence
ψµ(ην(z)) = Φ
(
Uην(z)
1− Uην(z)
)
= Φ
(
(X + 1)
∞∑
n=1
(Φ((zV )n))
∞∑
k=0
(X(
∞∑
n=1
Φ((zV )n)))k
)
.
We see that this sum is indeed equal to ψα(z). Note that the expansion (1 − Xψν(z))−1 =∑∞
k=0(Xψν(z))
k only holds for ‖z‖ small enough, but the uniqueness of analytic continuation implies
that the two power series are indeed identical. 
Remark 4.6. The monotone independence of (U − 1, V ) is equivalent to the monotone independence
of (U − 1, V − 1).
Next we introduce processes of unitary random variables with monotonically independent multi-
plicative increments. We refer to the books [ABKL05] and [BNFGKT06] for the general theory of
classical and quantum processes with independent increments and quantum stochastic differential
equations.
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Definition 4.7. Let Q = (A,B,Φ) be a non-commutative probability space and (Ut)t≥0 ⊆ A a
family of unitary random variables. We will call (Ut) a normalized unitary multiplicative monotone
increment process (NUMIP) if the following conditions are satisfied:
(a) U0 = 1 and Φ(Ut) = e
−t for all t ≥ 0.
(b) The tuple
(U∗t1Ut2 − 1, . . . , U∗tn−1Utn − 1)
is monotonically independent for all n ∈ N and all t1, . . . , tn ∈ R s.t. 0 ≤ t1 ≤ t2 ≤ · · · ≤ tn.
Theorem 4.8. Let B be finite dimensional and let (Ut)t≥0 ⊆ A be a NUMIP with distributions
(µt)t≥0. Then, for every n ∈ N, (ηnµt)t≥0 is a normalized Loewner chain on Bn satisfying the
differential equation (2.1).
In particular, each ηnµt : Bn → ηnµt(Bn) is biholomorphic.
Proof. Let 0 ≤ s ≤ t and denote by ηs,t the η-transform of the distribution of U∗sUt. We have
U∗sUu = U
∗
sUtU
∗
t Uu. As (U
∗
sUt − 1, U∗t Uu − 1) is monotonically independent, Theorem 4.5 and
Remark 4.6 imply
ηs,u = ηs,t ◦ ηt,u
for all 0 ≤ s ≤ t ≤ u. Fix n ∈ N. Then ηn0,0(z) = z and the power series expansion of ηn0,t shows
Dηn0,t(0) = Φ(Ut)I = e
−tI, ηn0,t(0) = 0. Theorem 2.6 implies that (η
n
0,t) is a Loewner chain. 
Example 4.9. Consider a quantum probability space (A,C,Φ) and let h be the Haar measure on
∂D. Let U ∈ A be unitary with distribution h. The constant process Ut ≡ U satisfies condition (b)
from Definition 4.7, but not (a). We have ψh(z) =
∑∞
n=1Φ(U
n)zn = 0 and thus ηh(z) ≡ 0 is not
injective.
A biholomorphic mapping f : Bn → f(Bn) with f(0) = 0 is called starlike if rf(Bn) ⊂ f(Bn) for
every r ∈ (0, 1).
A locally biholomorphic mapping f : Bn → Bn×n with f(0) = 0 is starlike if and only if there exists
h ∈ M(Bn) such that f(z) = −Df(z)h(z); see [GK15, Theorem 6.2.6].
Corollary 4.10. Let B be finite dimensional and let (µt)t≥0 be a family of distributions with ηµ0(z) =
z, Dηµt(0) = e
−tI.
The following statements are equivalent:
(a) (µt)t≥0 is a ⊲-semigroup, i.e. µt+s = µt ⊲ µs for all s, t ≥ 0.
(b) (ηµt)t≥0 satisfies (2.1) for an autonomous Herglotz vector field M(z, t) ≡M(z, 0).
Furthermore, if a distribution µ with first moment e−T can be embedded into such a semigroup, then
there exists a family of starlike functions fn : Bn → Bn×n such that
ηnµ = f
−1
n ◦ (e−T fn), n ∈ N.
Proof. The equivalence of (a) and (b) can be verified easily by using Theorems 4.8 and 2.6.
Now let µ be embedded into a ⊲-semigroup (µt)t with µT = µ. Fix n ∈ N. Then equation (2.2) is
defined on Bn for all 0 ≤ s ≤ t <∞ and the solution (vs,t) satisfies v0,T = ηnµ .
Furthermore, the locally uniform limit limt→∞ e
tvs,t(z) =: fs(z) exists and (ft)t is an increasing
Loewner chain with ft ◦ vs,t = fs, see [GKK03, Lemma 1.3]. As vs,t = v0,t−s, we have
f0 = lim
t→∞
et−sv0,t−s(z) = e
−s lim
t→∞
etvs,t(z) = e
−sfs.
Hence, the Loewner chain has the simple form (etf0)t≥0, which is equivalent to the fact that f0 is a
starlike mapping. We conclude that fT = e
T f0 = f0 ◦ v0,T and thus v0,T = ηnµ = f−10 ◦ (e−T f0).

Remark 4.11. (Infinite dimensions) The definition of NUMIPs is valid for general C∗-algebras and
also Loewner chains can be defined on an infinite dimensional Banach space. If this Banach space is
reflexive, then a Loewner chain also satisfies a Loewner differential equation, see [GHKK13]. How-
ever, reflexive C∗-algebras are already finite-dimensional, see [Con01, Theorem 6.3.6.15].
Reflexivity is needed in [GHKK13] due to problems with absolute continuity and integrability, see
[GHKK13, Lemma 2.8].
In [Jek17], Loewner chains on non-reflexive Banach spaces are described via a distributional differ-
ential equation. It should be expected that Theorem 4.8 also holds in the general case.
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5. Multivariate processes
Fix a “one-dimensional” quantum probability space (A,C,Φ).
We have seen that passing to an operator-valued expectation leads to (bi)holomorphic mappings in
several variables. This is also the case by regarding multivariate quantum processes in (A,C,Φ).
Let a, b ∈ A be unitary. The distribution of the pair (a, b) ∈ A2 is defined by the set of all mo-
ments Φ(aj1bk1 ...ajnbkn), j1, k1, . . . , jn, kn ∈ N ∪ {0}. This distribution can also be encoded via
operator-valued expectation. Let X = diag(a, b) ∈ A2×2. Then X is a unitary random variable in
the quantum probability space (A2×2,C2×2,Φ ⊗ IC2×2). The distribution µ of X is determined by
the distribution of (a, b) and vice versa.
Moreover, we can define monotone independence of ((a1, b1), (a2, b2)) by the monotone independence
of (diag(a1, b1),diag(a2, b2)).
This is equivalent to the monotone independence of the C-subalgebras (C 〈a1, b1〉0 ,C 〈a2, b2〉0), where
C 〈a, b〉0 denotes the set of all finite sums of elements of the form caj1bk1 ...ajnbkn , c ∈ C, n ≥ 1,
j1, k1, ..., jn, kn ∈ N ∪ {0}, and at least one exponent is greater than 0.
Now assume that a and b commute. Then it suffices to consider ηµ only on B1 = {z ∈ C2×2 | ‖z‖ < 1}.
Even more is true. As observed in [BBGS18, Section 3] (in the case of self-adjoint operators), it is
in fact sufficient to consider ηµ only on B
∆
1 = {z ∈ B1 | z is upper triangular}.
This can be seen as follows. It suffices to consider the moments Φ(ajbk), j, k ≥ 0. Denote by α and
β the distribution of a and b within (A,C,Φ). The distribution µ of X is completely described by
the following three functions
ψα(z) = Φ
(
az
1− az
)
, ψβ(w) = Φ
(
bw
1− bw
)
, ψ(z, w) = Φ
(
a
(1− az)(1− bw)
)
,
where z, w ∈ D. Note that a1−az · 11−bw =
∑
k≥0,l≥0 a
k+1blzkwl.
Now consider ψµ(c) = Φ(
Xc
1−Xc) for c =
(
z ζ
0 w
)
∈ C2×2 with ‖c‖ < 1. We have
Xc
1−Xc =
(
az
1−az ζ
a
(1−az)(1−bw)
0 bw1−bw
)
and thus Φ
(
Xc
1−Xc
)
=
(
ψα(z) ζψ(z, w)
0 ψβ(w)
)
.
This leads to
ηµ(c) =
(
ηα(z) ζ
ψ(z,w)
(1+ψα(z))(1+ψβ(w))
0 ηβ(w)
)
=
(
ηα(z) ζ(1− ηα(z))(1 − ηβ(z))ψ(z, w)
0 ηβ(w)
)
.
We see that ηµ maps B
∆
1 into itself and that ηµ restricted to B
∆
1 encodes the distribution µ. Note
that B∆1 can be regarded as a unit ball in C
3. We now obtain a Loewner equation on B∆1 as follows.
Theorem 5.1. Let (at)t≥0 and (bt)t≥0 be two families of unitary random variables in A such that
at, bt commute for every t ≥ 0. Let Xt = diag(at, bt) with distribution µt. Assume that (Xt) is a
NUMIP in (A2×2,C2×2,Φ⊗ IC2×2). Then (ηµt)t≥0 is a normalized Loewner chain on B∆1 satisfying
(2.1) for a Herglotz vector field M(z, t) such that M(z, t) is upper triangular for every z ∈ B∆1 and
almost every t ≥ 0.
In particular, each ηµt : B
∆
1 → ηµt(B∆1 ) is biholomorphic.
Proof. By Theorem 4.8 and the previous calculations, we obtain a Loewner equation on B∆1 . It only
remains to show thatM(z, t) is upper triangular for every z ∈ B∆1 and almost every t ≥ 0. As ηµt(z),
z ∈ B∆1 , is upper triangular for every t ≥ 0, formula (2.3) shows that also H(z, t) = M(z, T − t) is
upper triangular whenever t 7→ ηµt is differentiable. 
Remark 5.2. In the theorem above, we expressed the monotone independence of two pairs
((a1, b1), (a2, b2)) by the monotone independence of (diag(a1, b1),diag(a2, b2)).
However, there are further ways to define such an independence. We refer to [Ger17], [GHS17]
and the references therein for notions of monotone independence for pairs of random variables (bi-
monotone independence).
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Problem 5.3. How can the set of all Herglotz functions on B∆1 appearing in Theorem 5.1 be char-
acterized?
6. Further problems
In addition to problems 3.6 and 5.3, we mention some further open questions.
6.1. Infinite divisibility, infinitesimal arrays. Fix again a quantum probability space (A,B,Φ)
with finite-dimensional B. We call a distribution µ normalized if µ(X) = r · 1 for some r > 0.
A normalized distribution µ of a unitary random variable is called (normalized) infinitely divisible
if for every n ∈ N there exists a normalized unitary distribution µn such that
µ = µn ⊲ . . .⊲ µn︸ ︷︷ ︸
n times
.
Any distribution appearing in a semigroup (µt) as in Corollary 4.10 is infinitely divisible. Clearly,
µt = µt/n ⊲ . . .⊲ µt/n for any t ≥ 0.
Problem 6.1. Assume that µ is infinitely divisible. Can µ be embedded into a semigroup as in
Corollary 4.10?
The answer is known to be yes in case B = C, see [Ber05, Theorem 4.7].
A similar notion can be regarded in the non-autonomous case. A family of normalized unitary
distributions {µn,j | 1 ≤ j ≤ kn, n ≥ 1} is called a (normalized) infinitesimal array if kn ↑ ∞ and
z 7→ sup
1≤j≤kn
‖ηµn,j (z)− z‖
converges locally uniformly to 0 as n→∞.
A normalized unitary distribution is called a limit of an infinitesimal array if there exists an infini-
tesimal array {µn,j | 1 ≤ j ≤ kn, n ≥ 1} such that
ηµn,1 ◦ · · · ◦ ηµn,kn → ηµ locally uniformly as n→∞.
Any distribution appearing in a NUMIP (Ut)t≥0 is a limit of an infinitesimal array:
Let 0 ≤ s ≤ t ≤ u and let νs,t be the distribution of U∗sUt. Then νs,u = νs,t ⊲ νt,u. Fix T > 0 and
put kn = n, µn,j = ν(j−1)T/n,jT/n. In order to see that ν0,T is the limit of this infinitesimal array, we
first note that ν0,T = µn,1 ⊲ µn,2 ⊲ . . . ⊲ µn,n for every n ∈ N. Furthermore, for all ‖z‖ < r there
exists M(r) > 0 such that
‖ηµn,j (z)− z‖ ≤ (1− e−T/n)M(r).
This follows from the compactness of the classM and the fact that (ηµn,j (z)−z)/(1−e−T/n) belongs
to M, see the proof of Theorem 2.6. It follows that
sup
1≤j≤n
‖ηn,j(z)− z‖ → 0 locally uniformly as n→∞.
Problem 6.2. Assume that µ is a normalized unitary distribution which is a limit of an infinitesimal
array. Is ηnµ : Bn → ηnµ(Bn) biholomorphic for every n ∈ N?
6.2. Embedding problems. Let µ be a distribution of a unitary random variable in (A,B,Φ) such
that ηµ is biholomorphic on ∪n≥1Bn with µ(X) = e−T · 1 for some T ≥ 0.
Problem 6.3. Is there a NUMIP (Ut)t≥0 such that µ is the distribution of UT ?
A weaker question:
Problem 6.4. Is there a family (µt)t≥0 of unitary distributions such that (η
n
µt) is a Loewner chain
for every n ∈ N and µT = µ?
Both statements are true in the one-dimensional case B = C, see [FHS18, Theorems 3.22, 5.6, 5.9].
The existence of the Loewner chain follows from problem 3 in [Pom75, Section 6.1]. However, the
construction uses the Riemann mapping theorem, which has no analogue in higher dimensions.
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6.3. Analytic functions. Let A be a finite-dimensional C∗-algebra with unit ball B. A holomor-
phic function f : U → A defined on an open subset U ⊆ A will be called A-analytic if f can be
represented locally as a norm converging power series f(z) =
∑∞
k=0 ak(z − w)k with w ∈ U and
coefficients ak ∈ A.
Problem 6.5. How can the subclass Ma(B) = {h ∈ M(B) |h is A-analytic} be characterized?
Every h ∈ Ma(B) can be written as h(z) = −p(z)z with p(0) = 1. Is it true that h ∈ Ma if and
only if Re(p(z)) > 0 on B?
If p : B → A is A-analytic with Re(p(z)) > 0 for all z ∈ B and p(0) = 1, then h(z) = −p(z)z is
indeed an A-analytic Herglotz function on B, see [EHRS02, Theorem 2.1.8].
Just as in Example 2.4, there is also a Herglotz representation formula for such functions, see
[PPT16].
Finally we formulate a “matrix Bieberbach conjecture”.
Let vs,t be a solution to (2.2). Then the limit
lim
t→∞
etϕs,t(z) =: fs(z)
exists for all s ≥ 0 locally uniformly on the unit ball B and (ft)t≥0 is an increasing normalized
Loewner chain on B, see [GKK03, Lemma 1.3]. The first element f0 of such a Loewner chain is
said to have parametric representation and the set S0(B) is defined as the set of all biholomorphic
f : B → f(B) having parametric representation.
Ironically, one can state a Bieberbach conjecture for the class S0(B), which is defined by the Loewner
equation, but this conjecture is still unsolved even for n = 3; see [BR18], [Sch18], and the references
therein.
Now we define the subclass
S0a(B) = {f ∈ S0 | f has parametric representation w.r.t an A-analytic Herglotz vector field}.
If f ∈ S0a(B), then we can write f(z) = z +
∑∞
n=2Anz
n with coefficients An ∈ A.
Problem 6.6. Is it true that ‖An‖ ≤ n for all n ≥ 2?
Acknowledgements. The author would like to thank Oana Curtef, Takahiro Hasebe, and Gabriela
Kohr for extremely helpful discussions.
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