The Semantic Web is about adding formal structure and explicit semantics to web content for the purpose of more efficient information management and access by both humans and computers. Through the use of machine understandable semantics, web resources become much easier and more readily accessible. Populating the Semantic Web with multimedia metadata requires for appropriate technologies to support both the analysis (metadata extraction) and the annotation (metadata creation) processes. The media-and contentspecific semantics of multimedia resources pose great challenges in terms of capturing and manipulating the two layer semantics given the available knowledge representation formalisms. The Knowledge Web project, advancing ontology technology research efforts and ensuring transferring the semantic web from academia to industry, has provided solutions to some of the most challenging multimedia related problems.
INTRODUCTION
The current World Wide Web constitutes a syntactic Web, where the structure of content has been made transparent while the content itself remains inaccessible to machines. Human interpretation is required to extract the semantics underlying the available information. As a consequence, time consuming searching through huge amounts of unwanted content is the price to pay before finding and retrieving the appropriate information. To alleviate these weaknesses, the Semantic Web extends the current Web by giving the available information well-defined meaning in the form of machineprocessable rather than simply machine-readable metadata. Among the Semantic Web key-enabling technologies, ontologies provide the formal framework required for making semantics explicit and allowing for meaningful information exchange reflecting consensual models of knowledge. Within the current stage of development, ontologies have been primarily used as means for communicating and negotiating meaning.
Since the realization of the Semantic Web depends on the availability of critical mass of metadata, multimedia, holding an important share of the ever-increasing available web content, require for solutions that will allow the efficient generation of meaningful semantic descriptions. One of the great challenges to face considering multimedia semantic annotation lies in the different kinds of semantics inherent in such data, i.e. the media layer semantics and the content layer semantics. The semantics of the multimedia layer consider aspects of the presentation of the content in the media-data itself, such as the media spatiotemporal structure, while the content layer semantics represent the semantics conveyed by the media resource from a human perception perspective, such as objects/events depicted/described in the media. This immediately translates to the development of appropriate annotation methodologies to appropriately represent the different levels of information and their associations so as to support semantic indexing and retrieval, e.g. it is far more useful to link a particular audiovisual segment to the high-level concept it represents than the whole media document.
Towards this direction efforts have been undertaken for representing the semantics of standardized multimedia content descriptions (e.g. MPEG-7) in the form of an ontology [4, 14] to allow a formal framework for linking with domain ontologies to support semantic search and retrieval tasks. The various multimedia annotation approaches recently developed [2, 6] , build on this principle coupling a media structural ontology with respective domain ones enabling the users to produce shareable and interoperable annotations.
However, manual annotations can be tedious and timeconsuming especially when large amounts of high-dimensionality information are considered, as in the case of multimedia. Consequently, an urge for automating the multimedia annotation process arises, which, to be fulfilled, requires methods to automatically extract the semantics conveyed in multimedia documents. Due to their nature, multimedia comprise extremely rich information sources, thus resulting at additional challenges in terms of aligning the automatically -without human intervention-extracted semantics with the ones perceived by humans. Bridging the so called semantic gap, i.e. the mapping between low-level signal domain features and high-level semantic concepts, has always been the holy grail of the content-based retrieval community [10] . The relevant literature includes a wide variety of machinelearning and model-based approaches, all aiming to infer high-level semantic descriptions from a set of low-level audiovisual descriptors [13, 9] . The use of a priori knowledge has been established as probably the only way to achieve multimedia analysis at a semantic level. Relevant works on such knowledge-based systems have adopted different types of knowledge representation formalisms, with ontologies gaining in favor during the last decade mostly due to the well-defined formal representation and inference framework they provide [5, 8, 7] . Consequently, multimedia analysis and annotation depends on the availability of formal knowledge representations appropriate for capturing and manipulating the two layer semantics of multimedia content. This paper reports on using current Semantic Web technologies, as advanced within the Knowledge Web project, for tackling issues related to supporting multimedia metadata on the web. The requirements concerning enhancing the Semantic Web with multimedia metadata are investigated both from the analysis and the annotation perspective and the multimedia-related solutions achieved within the Knowledge Web consortium are detailed. This paper is outlined as follows. Section 2 lists the set of requirements arising in multimedia analysis and annotation for the Semantic Web. Section 3 gives a brief description of the Knowledge Web project and its main objectives, while sections 4, 5 and 6 detail the areas in which the research efforts and advances within Knowledge Web provide support for addressing multimedia-specific issues. Finally, section 7 concludes the paper and comments on future directions to allow enhancing the web with semantic-enabled multimedia applications.
MULTIMEDIA REQUIREMENTS FOR THE SEMAN-TIC WEB
Multimedia data come in two intertwined layers, the media structure layer and the one of conveyed content. Since the spatiotemporal dimension of multimedia content, i.e. the placement in space and time of the different units composing a multimedia document, related with the media properties itself is essential in understanding the conveyed meaning, the two layers' semantics and their linkage need to be adequately represented. This is a prerequisite for acquiring efficient and effective multimedia annotations, since, unlike text resources where metadata apply to the whole document or to a fragment with boundaries inherent to the text resource, multimedia metadata may apply to different units of the media depending on its type. Most importantly, capturing the interconnection between media and content semantics is essential for the analysis itself if inference is to be used to support the processing at higher levels of abstraction and consequently the generation of human entailed descriptions, e.g. "a video shot of a soccer game including a goal event" rather than "consequent frames of ball exchanges with the ball finally passing the goalpost line".
To introduce semantically meaningful multimedia content metadata on the web poses requirements both in terms of the analysis and the annotation process. The requirements concerning the former result from the need to use formal representations of the media low-level content descriptions in order to support interoperable inference-enabled applications, while the requirements of the latter address topics related to producing effective annotations. A brief overview of the multimedia-related metadata creation and distribution issues follows.
• Media structure representation. Both analysis and annotation require for a formal representation of the structure of a multimedia document depending on its actual type: image, video, audio, etc. For instance, representing an image usually involves decomposing it into a number of still regions corresponding to semantic objects of interest, while a video clip decomposition could refer to shots each of moving regions. A hierarchical structure of multimedia segments is thus needed in order to capture all possible types of spatiotemporal or media decompositions and relations for the analysis process itself and for ensuring efficient indexing and retrieving based on the generated annotations. The mpeg-7 standard already includes definitions of hierarchical structures for multimedia segment decomposition and its importance in the multimedia community justifies the efforts towards adding formal semantics to its definitions.
• Low-level multimodal descriptions representation. In order to link the low-level audiovisual features at signal level with the high-level concepts at the perceptual level, appropriate representation formalisms and their semantics need first to be defined for the former. Again, mpeg-7 provides the tools to represent such different low-level information modalities and can be used as a guideline. However, other proprietary descriptors may be more appropriate for a given application, making clear the need for a formalism able to capture their semantics and to ensure consistent manipulation of the different type of modalities.
• Spatiotemporal relations representation. Spatiotemporal information is of great importance in multimedia content since part of the conveyed semantics are inherent in this particular attribute of audiovisual data.
The representation of such kind of information should not only allow for capturing the expressed semantics of each such relation (above, after, near, etc,) but most importantly allow for sound reasoning.
• Uncertainty support. Due to the richness and complexity of audiovisual information, uncertainty is inherent in multimedia analysis. Consequently, the above mentioned low-level description and spatio-temporal relation representations should allow both fuzzy representation, interpretation and reasoning. Consequently, formal fuzzy representation models and theories to explicitly define such semantics are required.
• Alignment of multimedia ontologies. In order to enable multimedia annotations sharing across different applications, a formal alignment framework for multimedia ontologies is necessary. This means that alignment definitions must be able to represent and preserve the annotations multilayered semantics. Such a framework would also allow the use of alternative domain-specific ontologies reflecting the different communities interests and needs. Additionally, mediaspecific ontologies describing different aspects of lowlevel audiovisual knowledge could be aligned and even merged for improved analysis results and more complete annotations.
• Support for multimedia-related datatypes. Low-level audiovisual features deal with basic data types like numeric types (integer, float etc.), dates, vectors, arrays, etc. Consequently, representational adequate languages are required for supporting and allowing consistent manipulation of such datatypes is required.
THE KNOWLEDGE WEB PROJECT
The goal of Knowledge Web is to strengthen the European software industry in one of the most important areas of current computer technology: Semantic Web enabled e-Work and e-Commerce. The project concentrates its efforts around the outreach of this technology to industry. Naturally this includes education and research efforts to ensure the durability of impact and support of industry. Therefore, Knowledge Web devotes its efforts to the following main areas: outreach to industry, outreach to education and coordination of research. More specifically, the main objective of Knowledge Web's outreach to industry is to promote greater awareness and faster take-up of Semantic Web technologies in full synergy with the research activities. Languages and interfaces need to be standardized to reduce the effort and provide scalability to solutions. Methods and use cases need to be provided to convince and to provide guidelines for how to work with this technology. At the same time, supporting high-class education in the area of semantic web, web services, and ontologies is among the project's main objectives, in order to provide the important support to necessary for industry taking up this complex and new technology. Finally, ontologies and the Semantic Web have not yet reached their goals. New areas such as the combination of semantic web with web services realizing intelligent web services require serious new research efforts. The Knowledge Web aims to ensure that the research performed in this inter-disciplinary area, involving joint collaborations among and across various research communities, will be sufficiently coordinated to make the Semantic Web vision a reality.
The Knowledge Web research activities, in accordance with the industry needs as resulting from the systems/users requirements analysis from concrete industrial and business context and practises, focus on five main areas, as briefly presented in the following.
• Scalability. The main goal of the research efforts undertaken regarding scalability is to investigate how knowledge processing and ontology tools can scale to the Web, ensuring storage and reasoning capable of dealing with the sizes of ontologies and metadata expected to be deployed on the Semantic Web. The definition of a formal methodology and general criteria for ontology-based tools benchmarking
Additionally, among the objectives is to empirically define methodology and general criteria for ontologybased tools benchmarking.
• Heterogeneity. Coordinating and grouping research towards automatic alignment facilities, delivering and using alignment results, and certifying alignment results are the main objectives in order to ensure interoperability in heterogeneous environments. A common framework for European and international teams working towards alignment will be provided, based on two parts: how to characterize the alignment problem and how to express the alignment result. The goal is providing an alignment result expressed in a format that allows to it be used either as a merging or as a transformation operator.
• Dynamics. The research activities concerning dynamics aim to define reference architecture and implementation for ontology versioning and a methodology and a consensus framework for the development of ontologies and versioning of ontologies, as well as a framework for evaluating ontologies based upon RDF-Schema, OWL-light-minus and WSMO-Core. An additional objective is the definition of negotiation/argumentation consensus-based techniques for agents complying to different ontologies in order to allow communication between them.
• Semantic Web Services. The research taking place on Semantic Web Services aims among others to define additional layers of functionalities on top of the current web service standards in order to meet semantic needs not addressed by existing research efforts, to provide scalable description and reasoning mechanisms for web services (description, discovery, composition and invocation), to investigate a scalable semantic infrastructure for discovery and composition of web services, and to identify and meet semantic needs for web service invocation providing guidelines for the integration of agent-based and web-based services.
• Semantic Web Languages Extensions. The objective of the research activities concerning Semantic Web languages extensions is to work with other members of the consortium to identify requirements for extending the existing layered architecture of Semantic Web languages and to represent the interests of the consortium in international development and standardization efforts.
FUZZY EXTENSIONS
Multimedia processing, like image processing or multimedia information retrieval, is an inherently difficult task. This is due to the well known problem of the semantic gap [16] between human perception of entities within a multimedia object and a computer perception of plain values in pixel colors. To bridge the semantic gap numerous approaches have been proposed, which use knowledge based systems and logical formalism in order to encode human knowledge within information systems [1] , [3] . This knowledge can be used later by the system to derive intelligent answers regarding the retrieval of multimedia documents, or as well during the processing of images of video sequences. Many of these approaches use the concept of an ontology, in order to encode and reason with the knowledge that exists within multimedia objects. Today, in the semantic web context, there exists quite a lot of languages, like OWL and DAML+OIL ontology languages. Both these languages use Description Logics (DLs) as the underlying formalism for the representation of knowledge as well as performing reasoning tasks. Though DLs are very expressive formalisms they feature expressive limitations, regarding their ability to capture and reason about vague and imprecise information. Such types of uncertainty is apparent when dealing with multimedia applications, like retrieval and processing.
Fuzzy Description Logics
Several ways of extending DL using the theory of fuzzy logic have been proposed in the literature. The preliminary idea, proposed in [15] [12] is to leave the DL syntax as it is and to use fuzzy logic for extending the interpretation and thus for defining the semantics. A fuzzy interpretation assigns fuzzy sets to concepts and roles. In this way, the interpretation of the Boolean operators and the quantifiers is extended from {0,1} to the interval [0,1]. This idea, sufficiently covers the uncertainty introduced in several applications (like for example in video analysis, where the definition of objects is not vague, but the recognition of objects in the real, usually noisy, environment is fuzzy). However, Tresp and Monitor [12] also proposed an extension of the syntax by the so-called manipulators, which are unary operators that can be applied to concepts. Intuitively, the manipulators modify the membership degree function of the concepts they are applied to appropriately. Formally, the semantics of a manipulator are defined by a function that maps membership degree functions to membership degree functions. The manipulators considered in [12] are, however, of a restricted form. Moreover, the proposed extension of syntax increased the complexity of reasoning. Regarding the reasoning problems in fuzzy DL, Yen [15] considered a crisp subsumption of fuzzy concepts. He described a structural subsumption algorithm for a rather small fuzzy DL, which is almost identical to the subsumption algorithm for the corresponding classical DL. In contrast, Tresp and Monitor are interested in determining fuzzy subsumption between fuzzy concepts (extension with a subsumption degree). In [11] and [12] , also ABoxes are considered, where the ABox assertions were a matter of degree.
Fuzzy logic provides different options for defining the semantics in the above extension. In [12] , [11] the usual interpretation of conjunction as minimum, disjunction as maximum, negation as (1-x) , universal quantifier as infimum, and existential quantifier as supremum is considered. Both [11] and [12] contain complete algorithms providing reasoning in the respective fuzzy extension of ALC. Although, both algorithms are extensions of the usual tableauxbased algorithm for ALC, they differ considerably.
In this section, we give the syntax and semantics of a fuzzy DL, using fuzzy operators . The fuzzy DL described here is based on the definition of the fuzzy interpretation. A fuzzy interpretation Iconsists of a non empty set ∆ I and the mapping functions:
assigning fuzzy sets to concepts and roles, respectively. For example if α ∈ ∆ I then A I (a) gives the degree that the object a belongs to the fuzzy concept A, i.e A I (a) = 0.8. Table 1 summarises the syntax and the semantics of some constructors, role constructors and terminological and assertional axioms. The first column provides the name of the constructor, the second its syntax and the third its semantics. Although the details on the definition of the semantics are beyond the scope of this paper, the previous section gives all the necessary background needed for fully understand the underlying logic of this proposal.
In addition to terminology and world description, fuzzy rules can be used to express imprecise knowledge. In general, rules have the form:
where a i (i = 1, 2, . . . , n) and b are fuzzy predicates. The semantics of the above fuzzy rule are given by:
where t is a t-norm.
DATATYPE EXTENSIONS
According to the W3C XML Schema specification a datatype is a 3-tuple consisting of a) a set of distinct values called its value space, b) a set of lexical representations, called its lexical space and c) a set of facets that characterize properties of the value space individual values or lexical items. Furthermore a datatype can be categorised into atomic-listunion, primitives-derived and build in-user derived datatypes. The existing languages for the Semantic Web can use the XML Schema datatypes enriching by that way their expressiveness. However, for the purposes of multimedia analysis additional datatypes than those used by XML are necessary, since multimedia content complex operations take place in arrays or matrices that hold the data about them.
Arrays and Matrices
Given that the main datatypes are required for describing multimedia content are arrays and matrices, it would be preferable to have build-in array (1D) and matrix data (2D, 3D) types instead of working using the XML Schema and the 'derivedBy = list' mechanism. If such datatypes cannot be provided then the alternative solution is to use lists. In the current working document, lists can be created from atomic datatypes but since a list is not an atomic datatype then you cannot create matrices using 'lists of lists' e.g.:
<simpleType name="ArrayOfInteger" base="integer" derivedBy="list"/> <length value="2"/> </simpleType> <simpleType name="MatrixOfInteger" base="ArrayOfInteger" derivedBy="list"/> <length value="4"/> </simpleType>
Another possible solution would be to simply convert matrices to flattened lists which can be 1D, 2D or 3D and use a dim facet to lists to specify multi-dimensionality: <simpleType name="MatrixOfInteger" base="ArrayOfInteger"/> <dim value="2 4"/> </simpleType>
Furthermore we would like to define the size of lists (arrays and matrices) at the time of instantiation. In the example below we suggest a valuePar construct which gives the name of the attribute whose value will be used for the facet. The attribute datatype must match the facet datatype. This example is currently problematic because facets only apply to simple types and attributes can only be added to complex types. The other issue is whether VectorI is being restricted or extended?
<simpleType name="listOfInteger" base="integer" derivedBy="list"> <complexType name="VectorI" base="listOfInteger" derivedBy="extension"> <length valuePar="Size"/> <attribute name="Size" type="nonNegativeInteger" use="required" /> </complexType> Ending in order to realize the necessity of those datatypes an example would prove very helpful. Hence let's assume that we would like to implement an MPEG-7 ontology. In order o make multimedia terms, and especially those defined by MPEG-7 standard, reusable, accessible, and interoperable with metadata vocabularies from other domains there is a need to define the semantics of the MPEG-7 metadata terms in an ontology using OWL. By thus enabling MPEG-7 descriptors to be better understood by the computers. Among others one of the MPEG-7 parts is the visual part that contains descriptors for visual content. These descriptors are divided into seven categories that are the following basic, color, shape, motion, localization and others descriptors. Therefore for appropriate representation of visual-knowledge these descriptors would have to be contained in an ontology. Since each of the descriptors is specified by some attributes (MPEG-7 components), their integration would have required to include them as attributes and assign an appropriate datatype for each of them. Hence assuming that we want to represent descriptor color space, which is one of the color descriptors and defines the color space to be used in a certain application. This descriptor as can be seen in the table below has three attributes; colorReferenceFlag is the first that can easily integrated since it is a boolean flag. The second attribute type, could also be included since it is specified by a string and both these (boolean and string) datatypes are included in the basic XML datatypes. The problem arises at the third attribute that requires a two dimensional array of integers that cannot be represented using OWL. The solution of omitting this descriptor would be feasible but that would have made our ontology deficient and we would have also ended with restricted queries.
WEB SERVICES AND MULTIMEDIA
Although the use of Semantic Web Services in multimedia applications is still in early stage, Semantic Web Services are currently used as interfaces that unify and simplify the access to annotated multimedia contents. Through Semantic Web Services is possible to manage, edit and query concrete elements of a multimedia repository. Even further, [18] presents the benefit of the using of Semantic Web Services for the adaptation of multimedia contents for concrete devices. [17] classifies of functional aspects of Semantic Web Services:
• Discovery: "Location of Services that abides to the service requester specification for a concrete task"
• Composition: "Assembly of Services based on its functional specifications in order to achieve a given task and provide a higher order of functionality".
• Mediation: "Arbitration of interacting Services in terms of domain knowledge used to describe the Services, protocol used in the communication, data exchanged in the interaction (types used, and meaning of the information) and business models of the different parties".
• Execution: "Invocation of a concrete set of services, arranged in a particular way following programmatic conventions that realizes a given task".
• Monitoring: "Supervision of the correct execution of services and dealing with exceptions thrown by composed services or the composition workflow itself".
• Compensation: "Replacement of Services by equivalent ones, which solely or in combination can realize the same functionality as the replaced one, in case of failure while execution".
All these functional aspects have a concrete applicability in Multimedia applications. For instance: location of concrete semantically annotated multimedia resources (discovery), selection and composition of distributed multimedia contents (composition), adaptation of visualization of multimedia contents (execution), evaluation of the distribution process of multimedia contents (monitoring), and identification of alternative multimedia contents in case of the selected one cannot be delivered (compensation)
CONCLUSION
This paper presented current Semantic Web technologies, as advanced within the Knowledge Web project, for tackling issues related to supporting multimedia metadata on the web. The requirements concerning enhancing the Semantic Web with multimedia metadata are investigated both from the analysis and the annotation perspective and the multimedia-related solutions achieved within the Knowledge Web consortium detailed.
