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(biological	 variation)	 and	 variation	 induced	 by	 the	 measuring	 system	 (technical	
variation).	 Biological	 variation	 present	 in	 experimental	 data	 is	 not	 the	 result	 of	 a	
random	process	but	strictly	subject	to	deterministic	rules	as	found	on	non-destructive	





resemble	 the	 individual	with	 the	highest	value	at	previous	or	 future	 times,	and	 the	
second	highest	 the	 second	highest	 at	previous	 times,	 and	 so	on.	One	 can	 assign	 an	
identification	 number	 based	 on	 the	 sorted	 order	 of	 the	 measured	 values	 per	
measuring	 point	 in	 time.	 This	 number	 can	 be	 used	 as	 a	 pseudo	 fruit	 number	 in	




Quantile	 regression.	This	 technique	 also	 relies	 on	 ranking	 the	 data	 per	measuring	
time.	The	probelation	number	is	now	converted	into	a	probability,	and	the	mean	and	
standard	 deviation	 is	 estimated	 directly	 along	 with	 the	 kinetic	 parameter,	 using	
simple	non-linear	regression.	Based	on	simulated	data	sets,	all	three	techniques	are	
demonstrated,	and	the	results	compared	with	the	input	values.	Explained	parts	(R2adj)	
obtained	 are	 generally	well	 over	 90%,	 provided	 that	 the	 technical	 variation	 is	 not	
excessively	large.	




in	 one	 way	 or	 another.	 We	 are	 proud	 to	 be	 different	 from	 our	 neighbour.	 We	 are	 even	
different	 from	 the	 selves	 we	 were	 say	 20	 years	 ago.	 For	 horticultural	 and	 agricultural	
produce	that	is	not	different.	So,	in	all	measured	data,	variation	is	present.	This	reflects	the	
variation	 between	 individuals	 (biological	 variation)	 or	 the	 variation	 induced	 by	 the	
measuring	 system	 (technical	 variation).	 The	 presence	 of	 variation	 makes	 data	 analysis	
difficult,	sometimes	preventing	a	useful	analysis	altogether.	Technical	variation	is	the	result	
of	systematic	errors,	random	errors	and	blunders	while	biological	variation	originates	from	
the	 properties	 of	 the	 measured	 produce	 that	 are	 different	 due	 to	 differences	 in	 stage	 of	
development.	
For	 data	 obtained	 by	 non-destructive	 measuring	 techniques	 (longitudinal	 data),	
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statistical	procedures	have	been	developed	and	applied	(non-linear	mixed	effect	regression,	
non-linear	 indexed	 regression,	 quantile	 regression).	 Studies	 on	 longitudinal	 data	 (Hertog,	
2002;	 Hertog	 et	 al.,	 2004,	 2007;	 De	 Ketelaere	 et	 al.,	 2006;	 Schouten	 et	 al.,	 2004,	 2007;	
Tijskens	 and	 Wilkinson,	 1996;	 Tijskens	 et	 al.,	 1999,	 2003,	 2007,	 2008,	 2009b,	 2015a,	 b,	
2016;	 Unuk	 et	 al.,	 2012)	 have	 proven	 that	 biological	 variation	 is	 not	 at	 all	 the	 result	 of	 a	
random	process,	but	of	distinct	interactions	of	underlying	kinetic	processes.	In	other	words,	
biological	variation	present	in	experimental	data	is	strictly	subject	to	deterministic	rules.	
The	 majority	 of	 data	 obtained	 in	 research	 are,	 however,	 obtained	 by	 destructive	
techniques	using	new	samples	from	a	large	population	at	every	measuring	point	in	time.	The	
rules	on	behaviour	and	on	magnitude	of	variation	should	however,	also	apply	to	these	cross	
sectional	 data.	 New	 techniques	 have	 been	 developed	 for	 analysing	 cross	 sectional	 data	
including	 the	 assessment	 of	 variation.	 The	 aim	 of	 this	 paper	 is	 to	 present,	 explain	 and	
highlight	the	working	of	these	novel	techniques	to	analyse	cross-sectional	data	(i.e.,	obtained	
by	 destructive	 measuring	 techniques),	 while	 taking	 proper	 care	 of	 the	 existing	 variation.	





experimental	 data,	 e.g.,	 firmness	 (Schouten	 et	 al.,	 2007,	 2010;	 Tijskens	 et	 al.,	 2009a).	 The	
model	formulations,	expressed	in	biological	shift	factor	notation	(∆t)	are	shown	in	Equation	
1	 (exponential	 decay),	 exponential	 production	 (Equation	 2).	 Detail	 on	 the	 deduction	 and	
formulation	of	the	three	models	can	be	found	in	Tijskens	et	al.	(2015b,	2016).	
      minttkminref SeSS)t(S 		 (1)	




the	 lower	 asymptote.	 ∆t	 is	 the	 biological	 shift	 factor,	 a	 stochastic	 variable	 expressing	 the	
stage	of	development	of	individual	fruit	(≈N	(μΔt,σΔt))	and	ε	a	stochastic	variable	(≈N	(0,σε))	
expressing	the	technical	variation	or	measuring	error.	











number	 in	 indexed	 or	 mixed	 effects	 regression	 analysis,	 similar	 to	 the	 data	 analysis	 of	
longitudinal	data.	The	rationale	behind	this	 is	 that	the	 individual	with	the	highest	value	at	
some	 point	 in	 time	 will	 resemble	 the	 most	 another	 individual	 with	 the	 highest	 value	 at	
previous	or	future	times,	and	the	second	highest	the	second	highest	at	previous	times,	and	






Figure	1.	 Explaining	 the	 biological	 shift	 factor.	 Left:	 Generic	 development	 of	 individuals	
expressed	in	time	after	full	bloom	(DAFB).	Centre:	expressed	in	time	after	harvest	




This	 technique	 also	 relies	 on	 ranking	 the	 data	 per	measuring	 time.	 The	 probelation	
number	 is	 now	 (linearly)	 converted	 into	 a	probability	 (Equation	3),	which	 can	be	used	 to	
estimate	the	mean	and	standard	deviation	of	the	underlying	property	based	on	the	inverse	




½-PNPr  		 (3)	
3.	Density	assessment.		
For	 not	 too	 complex	 kinetic	 processes,	 the	 density	 function	 can	 be	 deduced	 that	
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Data	generation	
Experimental	 data,	 either	 longitudinal	 or	 cross-sectional,	 are	 not	 very	 useful	 to	
establish	the	power	and	possibilities	of	analysing	techniques:	neither	the	underlying	kinetic	
mechanism	 nor	 the	 parameters	 are	 known.	 When	 using	 simulated	 data,	 estimated	
parameter	 values	 can	 be	 compared	 to	 the	 values	 of	 the	 input	 parameters.	 Stochastic	






Parameter Exp. decay Exp. prod 
P0 na 10 
Smin 10 0 
Sref 50 50 
k 0.05 0.05 
μΔt -10 -20 
σΔt from .3 to 8.0 
σε from .1 to 8.0 
nrep 100 100 
ntimes 21 21 





the	 induced	 variation,	 both	 biological	 and	 technical.	 Clearly,	 it	 can	 be	 observed	 that	 the	
variation	 in	 data	 values,	 i.e.,	 the	width	 of	 the	 cloud	of	 points	 around	 the	mean	behaviour,	
changes	with	time.	For	the	exponential	decay	model	the	largest	variation	is	at	the	start	of	the	
process,	for	the	exponential	production	model	at	the	end	of	the	process.	That	the	standard	
deviation	of	 the	distribution	changes	with	 time,	 can	be	observed	directly	 in	 the	 simulated	
data.	
In	Figure	2	(bottom	row),	the	same	examples	are	shown	but	now	standardised	(versus	
biological	 time	 (t+Δt)	 for	 exponential	 decay	 (left)	 and	 relative	 to	 the	 asymptotic	 value	 for	
exponential	 production	 (right))	 to	 elucidate	 the	 power	 of	 including	 biological	 variation	 in	
the	 analysis.	 To	 assess	 the	 effect	 of	 the	magnitude	 of	 variation,	 biological	 (Δt)	 as	 well	 as	
technical	(ε),	data	were	simulated	with	a	range	of	values	for	their	standard	deviation	(σΔt,	σε	
in	 Table	 1)	 and	 analysed	 using	 simple	 non-linear	 regression	 and	 the	 three	 systems	
mentioned	above.	The	results	 for	exponential	decay	are	graphically	presented	 in	Figures	3	
and	4.	
Provided	 the	 biological	 variation	 (σΔt)	 and	 the	 technical	 variation	 (σε)	 are	 relatively	
small,	up	to	about	2.5%	of	the	total	range	of	change	(here	100),	the	analysing	systems	that	
include	 variation,	 estimate	 the	kinetic	 parameters	 rather	well.	 Even	 the	 simple	 regression	
system	(‘nls’)	estimates	 the	kinetic	constants	rather	well,	 considering	no	variation	at	all	 is	
taken	into	account.	At	higher	variation	(higher	σΔt	and	σε),	the	estimates	tend	to	show	larger	
differences	 with	 the	 input	 value.	 Most	 susceptible	 to	 the	 magnitude	 of	 variation	 is	 the	
asymptote	 variable	 (Smin),	 especially	 as	 a	 function	 of	 the	 technical	 variation.	 The	 density	
analysis	seems	to	be	more	erratic	than	the	regression	system	both	with	regard	the	technical	
and	 the	 biological	 variation.	 Since	 the	 only	 assumption	 underlying	 this	 system	 is	 the	




assign	 variance	at	different	parameters	 is	much	 larger.	 In	other	words,	 the	 framework	 for	
this	 system	 is	 less	 rigid	 than	 for	 the	 regression	 systems,	 resulting	 in	 less	 performance	
compared	to	the	probelation	and	quantile	regression	methods.	
	
Figure	2.	 Simulated	 data.	 Top	 row:	 behaviour	 of	 the	 raw	 data;	 bottom	 row:	 standardised	
data	 as	 a	 function	 of	 estimated	 biological	 time	 (t+∆t).	 Left	 column:	 exponential	
























which	 indicate	 the	 input	 values	 Density	 analysis	 under-estimates,	 while	 the	 regression	









be	 a	 very	 powerful	 tool	 to	 enable	 the	 analysis	 of	 destructively	 obtained	 (cross-sectional)	
data.	 In	 other	words,	 the	 rules	 and	 relations,	 derived	 in	many	 studies	 on	 non-destructive	
data	are	applicable	on	destructive	data	as	well.	Splitting	up	the	total	variation	in	the	data	in	a	
biological	 part,	 determined	 completely	 by	 the	occurring	processes,	 and	 a	 technical	 part	 is	
the	key	issue	to	make	the	analyses	more	reliable.	
The	regression	systems,	 indexed	and	quantile	regression,	delivered	the	most	reliable	
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