Bounds for such tail probabilities are derived and their application to several order restricted hypothesis testing situations is discussed. These results are also applied to obtain the least favorable configuration in a two sample likelihood ratio test of the equality of two multinomial populations versus a stochastic ordering alternative.
INTRODUCTION. Distributions having tail probabilities,
which are weighted averages of the tail probabilities of standard distributions, play an intrinsic role in order restricted hypothesis tests (cf. Barlow et al. (1972) , particularly Chapter 3).
Use of these test procedures can be cumbersome since no tractable expressions exist, in general, for the weights associated with the various standard tail probabilities. In order to be more specific, consider the discussed at length in Barlow et al. (1972) .) Bartholomew (1959) studied T 0 1 and proved that k 2
(1) P[T 0 1 > c] = =l P(e,k) P[XtI > cJ whenever H 0 is satisfied. The symbol, X, will be used to denote a chi-squared variable with v degrees freedom (x 0) 0a and P(t,k) denotes the probability, under H0, that there are exactly t distinct values (levels) among klk2. ..,kk.
The distribution given in (1) is called a chi-bar-squared distribution.
A detailed discussion of the P(L,k)s may be found in Barlow et al. (1972) .
(All references in this and the next two paragraphs refer to that source.) Use of T01 , as a test statistics, is cumbersome, for unequal weights and for k > 5, since no tractable general expression for P(t,k) has been found. Explicit formulas for k < 4 are given on pages 140
and 141. If the weights are all equal, the P(t,k) can be found recursively from Corollary B on page 145 and their values in this important special case are tabled in Appendix A.5 for k < 12.
In theory, the recursion formula, (3.23), on page 139 gives a general tool for computing the P(L,k)s.
However, its implementation is virtually impossible since it requires computation of P(j,j) and for j > 5 no closed form expression for P(j,j) exists.
(By interpolating in the table given in Abrahamson (1964) , one can obtain P(5,5).) Of course, for fixed k and specific weights one could Monte Carlo the P(t,k).
It has been suggested that the P(t,k)s are fairly robust to the weights (cf. rove (1980) ) and that the values for equal weights
give reasonable approximations except in unusual cases. However, the nature of this robustness does not seem to have been quantified and no insight into the nature of those rare cases has been given.
Insight into both of these claims is given by the analysis in Section 2.
The bound P(k,k) < (1/2) k -is given on page 138. Similar bounds for P(Z,k);t = 1,2,...,k-i can be obtained as follows.
For arbitrary positive weights, using the minimum lower sets algorithm for iklik2,...,ikk, we have
wj
These bounds for P(j,j) and P(1,j) can be used in the recursion formula, (3.23), to derive the following:
This bound seems fairly reasonable for values of t close to k but not so sharp for smaller values of t. For example, it yields P(k-l,k) < (k-l)/2 kwhich seems as sharp as the bound for P(k,k).
On the other hand, for k = 5 it yields 8/16, 12/16, 9/16, as bounds for P(1,5), P(2,5), and P(3,5) respectively.
As we shall see in Section 2, we do not need to bound the individual P(t,k)s in order to get a bound for (1). Specifically, in order to obtain an upper bound for (1) it sufficies to find k k numbers bl,b 2 ,. ..,bk such that I te be > 1 P(L,k) for = 1,2,...,k. Bounds of this form are given in Theorem 1 and Remarks 2 and 3 show that these bounds cannot be improved, in general. In Section Three application of these bounds to several order restricted testing problems is discussed. One application 6 considered is to a likelihood ratio test of the equality of two multinomial populations against a stochastic ordering alternative. Here,the bounds give a least favorable configuration within the non-simple null hypothesis and can be used to describe conservative rejection regions for this test. Details of this problem are described in another paper.
The theory in Section 2 gives one a feel for the sensitivity of the P(e,k) to the weight, as well as the circumstances under which one could either use the bounds or the expressions for the equal weights case as approximations.
TAIL PROBABILITY BOUNDS. The vector k
is referred to as the isotonic regression of the vector R 1= (R lR 2" k) with weights wlw 2 ,... wk . The computation algorithms referred to in this section are described in detail in Barlow et al. (1972) . A basic idea in this section is that since P[X 2 > c] < P[X 2 > c] for V = 0,1,2,... and for all c, one obtains an upper (lower) bound for (l) by making the distribution of the number of level sets in lk as large (small) as possible. Proof: The second conclusion follows from the first by noting that, in this case, -a,< -a 2 < ... k< -a.
In order to establish the first conclusion, observe that if
t =l £:I t=l then, setting ak+l = 0, we can, by Abel's method of summation,
Thus, since P(t,k);
and 1/2, 1/2, 0, ..., 0 are probability distributions on {l,2,...,k} it suffices to show that P(l,k) < 1/2 and
The first inequality has already been established. (See (2).)
In order to establish (5) we use induction on k and the pool adjacent violators algorithm (PAVA) for P k For the case k 2 it is easy to see that P(1,2) = P(2,2) = 1/2 independent of the values of w I and w 2 . Assume (5) holds for k and let Lk(RlR 2 ,..,Rk; WlW2,.,w k ) denote the number of level sets in the isotonic regression of l'2, ... ,R k with weights wlw 2 ,...,wk. Now, by the PAVA, the isotonic regression, Ik+l' of R ,R2,...Rk+I with weights ww 2 ,.. .,wk+l may be formed by first constructing 5k' the isotonic regression of Rl,2,., with weights Wl1W2 ...,wk, and then combining k with Xk+l in the appropriate way. Thus, using the obvious notational abuses, either Lk+l Lk + 1 or Lk+ 1 ! Lk and the former case is
Using the notation in Barlow et al. (1972) and using the proof of their (3.23), we can express P[Lk=jadXl > a sum of the form
j.,k Applying their inequality C(3.20) to the first factor in each term yields the following bo und:
j~k I
Bounding the first factor in each term by 1/2 and again using (3.23) yields PELk =j and R k1> k IiJ] < P(j,k)/2. Thus, applying the induction hypothesis, we obtain
This is the desired result.
It is conjectured on page 174 of Barlow et al. (1972) k that k P(L,k)(-I)= 0. In view of this conjecture it is e~l interesting to note that both of the bounding distributions,
(1/2, 1/2, 0, 0, ... , 0) and (-lk-1 )(1/ 2 )k-l; t = 1,2,...,k, on {1,2,...,k} have this property.
The bounds given in (4) cannot, in general, be improved.
Specifically, there exist sequences wn = (Wnl, Wn2,*,Wnk
for t = 1,2,...,k. We first consider the shifted binomial distribution in (7). If we let Let w' = (wlw 2 ,...Wk ) and let w = (ww 2 , ... ,w k ) where wk is to be specified. First consider P(k,k; w). As noted in the proof of (3), P(k,k; w) < ( 1 / 2 )kWrite P(k,k; w) as an iterated integral where the innermost integral is If k exp{-x2/(2wkl)}dxk which can be bounded
Letting Wk+0 and applying the dominated convergence theorem, we obtain a lower bound which converges to(1/2)P(k-l,k-l; w') as wk-0. Thus, using our induction hypothesis, for sufficiently small wk we have
Now assume t < k-I and write P(L,k) = using (3.23) in L k Barlow et al. (1972) . (1/2) P~min. < a < k-l Av({j,. .. ,ct) Av({j,. . .,k-l})]
(112) Pl,C B le {,j; w(B. {k})).
Note that Av({j,...,a}) for a j,...,k-I does not depend on k k wk and that Av(Bt)
.,k-l}) as
Wk-0 and so P(AO[Rk < 0, minj < a < k-i Av({j,...,a}) = Av({j,...,k-l})]) -0 as Wk-0. Hence, limwk 0 1 = (1/2) P(C;k-l; w' kk Thus, lim wk 0 P(1,k; w) = (P(t-l,k-l; w') + P(t,k-l; w'))/2. By our induction hypothesis, this limit is sufficiently close to
(a,0,0,...,b) with a and b positive, then P(,k; w') + 2 -1 n [t=1,2] for t 1,2,...,k.
Proof: Without loss of generality, we assume that X. Z./w . 
1_ -
Next consider P(1,k) for t > 3. Write P(1,k) using (3.23) in Barlow et al. (1972) These bounds, which may be quite different, are tabled in Table 1 Bob E 0, and the weights for determining P(t,k) are w. = n./a.; i = 1,2,...,k (cf. Barlow et al. (1972) ). Now, for is again a chi-bar-squared distribution (w.
Theorem 1 gives the following bounds
These bounds, together with the probabilities computed for equal weights, are given in Table 2 Again let UlU 2 ,...,UNt be independent gamma variables with k-t-l N-t a=1/2 and common0.
Let
and (x+y)/(x+y+z) > x/(x+z) for all x,y,z > 0, Theorem 1 also applies to this test. Robertson and Wegman (1978) 
