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P R E F A C E 
In the recent past the multivalued mpas have found 
in te res t ing appl ica t ions in solut ions of the problems of 
control theory and mechanics. Many physical laws represented 
by boundry conditions have been wri t ten in the form of mul t i -
valued maps [see for example P.D. Panagiotopoulos [ l8] and 
Aubin and HKELAND. I . [ 2 ] ] . The main object of th i s d i s s e r t a t i o n 
i s to present closed graph theorem, inverse function theorem 
and impl ic i t function theorem for multivalued maps indicat ing 
appl ica t ions of these r e s u l t s in solut ion of the equation 
f(x) = 0 , with X an i n f i n i t e dimensional var iab le or even 
F ( x ) 3 0 , with F a set-valued map and Pu+dp(u)B f, where dp(u) 
stands for the sub-d i f fe ren t i a l of p a t the point u. 
There are five chapters in th i s d i s s e r t a t i o n . In 
chapter I , a resume of r e s u l t s concerning set-valued maps is 
presented along with an introduct ion of quas i l inear spaces and 
opera tors . Closed graph theorem and Lax-Milgram lemma for s e t -
valued maps have been discussed in chapter I I . Chapter I I I 
deals with inverse function theorems for s ingle-valued and 
multi-valued maps. In th i s chapter , i t i s also indicated that 
how inverse function theorem is useful in solving the equation 
f (x) = 0 or F (x)3 0 . The solut ion of equation of the form 
Pu+dp(u)3f has been discussed in chapter IV. As an appl ica t ion 
of this equation, the torsion problem of cylinderical rods in 
the Henky theory has been discussed. The last chapter is 
devoted to the study of differentiation and integration of 
quasilinear multivalued mappings. In the end a farely compre-
hensive bibliography is given. 
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C H A P T E R - I 
P R E L I M I N A R I E S 
1.1 Introduct ion : In t h i s p re l imina ry c h a p t e r , we p r e s e n t 
some bas i c d e f i n i t i o n s , n o t a t i o n s and f a c t s needed for the 
subsequent c h a p t e r s . The proof of the r e s u l t s desc r ibed in 
t h i s chap te r can be found in [20] and [ 2 1 ] . 
1.2 Some Elementary Concepts ; 
DEFINITION 1 .2 .1 : Let X be a s e t and l e t d be a r e a l func t ion 
on X X X with the p r o p e r t i e s : 
( i ) d(x,Y) 2 0 ^ V x , y 6 X , d (x ,y ) = 0 i f f x = y 
( i i ) d (x ,y ) = d(y,x)^v x,y e X (symmetry p rope r ty ) 
( i i i ) d (x ,y ) <^  (x , z ) + d ( z , y ) (The t r i a n g l e i n e q u a l i t y ) 
Then d i s c a l l e d a me t r i c or me t r i c func t ion on X and (x ,d ) 
i s c a l l e d a me t r i c space . 
DEFINITION 1 .2.2 ; Let K be a n o n t r i v i a l - v a l u e d f i e l d , X be 
a vec to r space over K and |1 . | j a r e a l func t ion on X which 
s a t i s f i e s the fo l lowing p r o p e r t i e s : 
: 2 : 
( i ) 11 X II 2 0 ar^ d II X II = 0 iff X = 0 
( i i ) l l ax l l = | a l II X II. a e K , 
( i i i ) 11 x-.y|| < i l x l U Ijyil . 
Then | | • | | i s c a l l e d a norm on or over X and (X , | | . | | ) i s 
c a l l e d a normed space . 
I t fo l lows t h a t d (x ,y ) = || x-y | | i s a d i s t a n c e on X* 
Unless o the rwise s p e c i f i e d X w i l l be endowed with t h i s d i s t a n c e , 
which t u rn s i t i n t o a me t r i c space . I t i s the s o - c a l l e d norm 
topology on X. I f the space (X,d) i s comple te , i t w i l l be 
c a l l e d a Banach space . 
DEFINITION 1 .2 .3 : Let X be a vec to r space over the f i e l d of 
r e a l or complex numbers. A mapping < . . . > de f ined on X x X 
in to the unde r ly ing f i e l d i s c a l l e d the inner product of any 
two e lements x and y of X if the fo l lowing c o n d i t i o n s a re 
s a t i s f i e d . 
( i ) < x+x' ,y > = <x,y> + <x' ,y> 
( i i ) < ax ,y > = a <x,y>, a belongs to the under ly ing f i e l d . 
( i i i ) <x,y> = <y,x> 
( iv ) <x,x> > 0 V x€. X, and <x,x> = 0 i f f x = 0 
If the inner p roduc t <*.*> ^s def ined for every p a i r of e lements 
3 : 
(x,y)£ X X X, then the vector space together with the inner 
product <?.*> is called an inner product space or Pre-Hilbert 
space usually denoted by (X,<•.•>). 
DEFINITION 1,2.4 : An inner product space X is called a 
Hilbert space if the normed space induced by the inner product 
is a Banach space (complete normed space). That is every Cauchy 
sequence ^xn^e.X with respect to the norm induced by the inner 
product is convergent with respect to this norm. 
DEFINITION 1.2.5 : Let X be a Hilbert space. A mapping 
a(»,«) : X X X • > R on X x X into R satisfying 
(i) a(uj^ +U2»v) = a(u^,u) + a(u2,v) 
(ii) a(au,v) = aa(u,v) 
(iii) a(u,Vj^+V2) = a(u,v^) + a(u,V2) 
(iv) a(u,av) = aa(u,v) V u, ,U2,v. ,V2,u,v€ X and a£R 
is called a bilinear (real) form on X. 
DEFINITION 1.2.6 : A bilinear form a(' •) is called coercive 
or elliptic on X if 3 a constant a > 0 such that 
a (u,u) 2<^ll^ll ^ u ^ X , a €. R. 
. 4 • 
DEFINITION 1.2.7 : Let X and Y be two normed s p a c e s , D be a 
subspace of X, and T be a l i n e a r ope ra to r de f ined on D in to Y. 
Then the s e t of p o i n t s G^ = | ( x , T x ) e X x Y/X £ D< i s c a l l e d 
the graph of T. 
DEFINITION 1 .2 .8 : Let X be a normed space and M be i t s subse t . 
Then M i s c a l l e d convex if ax + p y e M whenever x,y6.M, where 
a 2 0 , p 2 0 and a + p = 1. 
DEFINITION 1.2.9 : Le t K be a convex subse t of a normed space 
X. Then the func t iona l F def ined on K i s c a l l e d a convex 
func t i ona l if 
F [ a x + ( l - a ) y ] <_ 'i.F x+( l - a ) F y , a £ [ 0 , l ] a n d > ^ x , y e K . 
DEFINITION 1.2.10 : Let K be a Banach space , KdX be a subse t 
of X. We say t h a t 
C^(x^) = ] v € X / l i m ^ d l j c i ^ ^ o j ^ ^ 
X — > X 
is the tangent cone to K at x and that its negative polar cone 
is the normal cone to K at x . 
o 
THECXIEM 1 .2 .1 [20] (Closed Graph Theorem) : If X and Y are 
Banach s p a c e s , and if T i s a l i n e a r o p e r a t o r of X i n t o Y, 
then T i s cont inuous i f f i t s graph G^ i s c l o s e d . 
THEOREM 1.2.2 [201 (Open Mapping Theorem) : If X and Y are 
two Banach s p a c e s , and T i s a cont inuous l i n e a r o p e r a t o r on X 
onto Y, then T i s an open o p e r a t o r (open mapping) . 
LEMMA 1 .2 .1 [20] (Lax-Milqram Lemma) : Let X be a H i l b e r t spac( 
and a(» •) : X x X > R be a bounded b i l i n e a r form which i s 
coe rc ive or X - e l l i p t i c in the sense t h a t t h e r e e x i s t s a > 0 
2 
such t h a t a( x,x) 2 all X II^^V x6 X. Also , l e t f : X > R be 
a bounded l i n e a r f u n c t i o n a l . Then the re e x i s t s a unique element 
x e X such t h a t a (x ,y ) = f ( y \ v y € X . 
DEFINITION 1.2.11 : Let T be an operator on a vector space 
into a normed space Y. Given x and y in X, suppose 
, , T(x-Han) - T ( x ) 
DT(x)„ = l i m i t — — e x i s t s . 
^ <fc->o a 
Then DT(x)^£Y i s c a l l e d the Gateaux d e r i v a t i v e of T a t x 
in the d i r e c t i o n TI and T i s sa id to be Gateaux d i f f e r e n t i a b l e 
a t x in the d i r e c t i o n r\. T i s sa id to be Gateaux d i f f e r e n t i a b J 
: 6 : 
at X if T is Gateaux differentiable at x in every direction, 
In this case, the operator 
DT(x) : X > Y» 
which a s s i g n s to each Tie. X the v e c t o r DT( x) (TI) €. Y , i s c a l l e d 
the Gateaux der iva t ive of T a t x. 
DEFINITION 1,2.12 : Let T be an o p e r a t o r on a normed space 
X i n t o ano ther normed space Y, Given x e X , if a l i n e a r 
o p e r a t o r dT(x)e B [ X , Y ] e x i s t s such t h a t 
II T ( x + h ) - T ( x ) - d T ( x ) h H Y 
l i m i t = 0 , 
then dT( x) is said to be the Frechet derivative of T at x, 
and T is said to be Frechet differentiable at x. 
The operator 
dT : X —> B[X,Y], 
which assigned dT(x) to x is called the Frechet derivative 
of T. 
DEFINITION 1.2.13 : Let K be a closed convex subset of a 
Hilbert space V, a(.^«) is a bilinear form and F a bounded 
linear functional on V. Then the relation of the type 
• 7 • 
a(u,v-u) 2 F(v-u) , Fue K, v ve K, is ca l led a v a r i a t i o n a l 
inequa l i ty . 
FRIEDRICHS INEQUALITY : Let G be a domain with a Lipschi tz 
boundry. Then 3 non-negative constants C,,C2» dependent on the 
considered domain but independent of the functions from M[M is 
the l inea r se t of functions u(x) which are continuous with 
the i r p a r t i a l der iva t ives of the f i r s t order in G], such tha t 
the r e l a t i o n 
/u^(x)dx < C, E / ( T ~ ) clx + Cry /u^(S)dS V x e M , 
G Jc=l G k 
is cal led the Fr iedr ichs Inequa l i ty . 
POINCARE INEQUALITY : Let G be a domain with a Lipschi tz 
boundry and l e t M be the l i nea r se t of functions continuous 
with the i r p a r t i a l der iva t ives of the f i r s t order in S. Then 3 
non-negative constants C, and C2, dependent on the given 
domain but independent of the functions u(x) from M, such t h a t 
/u^(x)dx 1 C, E f{^) dx + C^ [/u(x)dx] v u e n 
G -^  k=l G '^^  ^ G 
is called the Poincare Inequality. 
: 8 : 
1.3 SET-VALUED MAPSt 
DEFINITION 1.3*1 ; Let X and Y be any two s e t s . A mu l t i -va lued 
mapping or a s e t - v a l u e d mapping F : X > Y, i s a map which 
a s s o c i a t e s with any x€.X, a subse t F(x) of Y, F(x) i s c a l l e d 
the image or the value of F a t x. 
The s e t - v a l u e d map F : X > Y i s c a l l e d proper if t h e r e 
e x i s t s a t l e a s t an element x e. X such t h a t F(x) 4= 0 . That i s 
F i s not the c o n s t a n t map 0 and the subse t 
Dom(F) = V x e X / F ( x ) =t= 0 [ , i s c a l l e d the domain 
of F . 
A m u l t i - v a l u e d map i s c h a r a c t e r i z e d by i t s g r aph , the subse t of 
X X Y def ined by 
Graph(F) = | ( x , y ) / y € F ( x ) | , 
of c o u r s e , i f G i s a non-empty subse t of the produc t space 
X X Y, i t i s the graph of the s e t - v a l u e d map F def ined by 
y e F ( x ) i f and only if ( x , y ) € G . 
The domain of F is the projection on X of graph (F) and the 
image of F, which is the subset of Y defined by 
: 9 : 
Ira(F) = U F ( X ) = UF(X) 
xe.X X 6 Dom(F) 
i s the p r o j e c t i o n on Y of graph ( F ) . 
DEFINITION 1.3.2 : A s e t - v a l u e d map i s c a l l e d s t r i c t i f 
Dom(F) = X. That i s the images F(x) a re non-empty for a l l 
x e x . 
L e t K be a non-empty subse t and F be a s t r i c t s e t -
va lued map from K to Y. That i s F : K > Y, v x e K, 
F(x) 4= 0 . We extend t h i s s e t - v a l u e d map F : K > Y to the 
s e t - v a l u e d map Fj, : X > Y def ined by Fj^ C x) = F(x) when x e X 
0 when x €. K, 
whose domain Dom(F,,) is K. When F is a set-valued map fro K m 
X to Y and KCX, we denote by F / K i t s r e s t r i c t i o n to K. 
The i n v e r s e F " of F , t h a t i s F""'" : Y ^ X i s the 
s e t - v a l u e d map defined by x € F" (Y) i f f y 6 F ( x ) or e q u i v a l e n t l y 
xeF"-^(Y) i f f (x ,y ) € Graph(F) . We have the fo l lowing r e l a t i o n s 
between Domains, graphs and Images of F and F""^. 
Dom(F"-^) = Im(F), Im(F"^) = Dom(F) 
and Graph(F"-^) = | ( y , x ) e Y x X | ( x,y) € graph(F)V . 
: 10 : 
NOTE 1 .3 .1 : Le t P be a p r o p e r t y ( f o r i n s t a n c e c l o s e d , convex, 
a f f i n e , quas i -convex e t c ) . We say t h a t a m u l t i - v a l u e d map F 
s a t i s f i e s the p r o p e r t y (P) if Graph(F) s a t i s f i e s t h i s p r o p e r t y . 
If the images of s e t - v a l u e d map are c l o s e d , convex, bounded, 
quas i convex, compact and so on, we say t h a t F i s a c losed va lued 
map, convex va lued map, bounded valued map, q u a s i - convex valued 
map and compact va lued map and so on. 
EXAMPLES OF MULTIVALUED MAPS : 
EXAMPLE 1 .3 .1 : Let F^ : R > R be def ined by 
F_(x) = [ a , x ] fo r a f ixed a 4= x, a e R 
Then F i s a mu l t i va lued map. 
EXAMPLE 1.3.2 : Let f : R — i R be def ined by 
f (x) = x+1. 
Define F : R > R by F(x) = ^ o \ U f ( x ) for each x e R 
Then F i s a p o i n t - t o - s e t valued mapping. 
EXAMPLE 1.3 .3 : Let I^ = ^ ( x ,y) /O £ x £ 1 and 0 <, y £ 1 j , 
2 2 
Le t F : I > I be def ined as fo l lows : F (x ,y ) i s the l i n e 
2 
segment in I from the po in t (x ,0) to the p o i n t (0 ,y ) for 
11 : 
each ( x , y ) € I ^ . Then F i s a s e t - v a l u e d mapping. 
EXAMPLE 1 .3.4 : Let I = [ 0 , l ] and l e t G : I —> I be 
def ined by G( x) = { y / O < y < x } . 
Then G i s a s e t - v a l u e d mapping. 
EXAMPLE 1 .3 .5 : Le t K = ^ f 6 C [ 0 , l ] / f i s d i f f e r e n t i a b l e and 
f f e C [ 0 , l ] 7 a n d K^ = ^ f £ K / f ( 0 ) = 0 j be two s e t s . 
Let F : C [ 0 , l ] > C [ 0 , l ] g iven by 
F(x) ={ , f '^ for f €K^ 
= 0 for X ^ KQ 
Then Dom(F) = K and F i s a s e t - v a l u e d map on D(F). 
EXAMPLE 1 .3.6 : Le t X be a normed space and f : X —> R, then 
dF ; X —> X* def ined as 
dF(x) = . [ F e X*/(F,y-x) < f (y ) - f ( x ) ^ V y 6 x j ' 
is a multivalued function which is called the subgradient of f. 
If f(x) = |xj, then df ( x) = £sgn x] if x j^  0, 
df(x) = [-1,1] if X = 0. 
EXAMPLE 1.3.7 : Relations and partial ordering are multivalued 
functions. 
: 12 : 
EXAMPLE 1.3.8 : Let K = | f £ C [ 0 , l ] / f i s d i f f e r e n t i a b l e and 
f ' e c [ 0 , l ] ] a n d K^ =[_fe K/f{0) = o ] 
C[0 ,1] 
Let F : C [ 0 , l ] > 2 be def ined by 
["[fj for f € K^ 
F(f) =j 
/ (t) for f f^  KQ 
Then F" i s de f ined by 
1 * (F'-" f)(t) = / X(o)da J t6[0,l]. 
0 
REMARK 1.3.1 : (i) A relation can be established between single 
valued and multivalued functions in the following manner: 
Let F : X > Y be a multivalued function from X to Y and 
Y 
l e t 2 denote the s e t of a l l non-empty s u b s e t s of Y. Then F 
Y 
induces a s i n g l e - v a l u e d func t ion f : X > 2 by s e t t i n g 
f (x) = F ( x ) . V X € X 
( i i ) I t i s q u i t e c l e a r t h a t every s i n g l e - v a l u e d func t ion i s a 
mul t iva lued f u n c t i o n . 
The m u l t i v a l u e d func t ion F : X > Y such t h a t F(x) = Y 
V X € X i s very often employed to show t h a t many r e s u l t s of s i n g l e 
valued f u n c t i o n can not be extended to m u l t i v a l u e d func t ions without 
: 13 : 
f u r t h e r a s sumpt ions . 
The concept of c o n t i n u i t y for s e t - v a l u e d maps i s d i s c u s s e d 
in chap t e r I I . An impor tan t c l a s s of con t inuous s e t - v a l u e d maps 
i s provided by L i p s c h i t z maps. 
DEFINITION 1 .3 .3 : Le t F be a s t r i c t s e t - v a l u e d map from a 
metric space X to a me t r i c space Y. We say t h a t F i s 
L i p s c h i t z around ^ e. X if t h e r e e x i s t a neighbourhood N(x ) 
and a c o n s t a n t C > 0 such t h a t 
V x , y 6 N ( x ^ ) , F(x)<: lB(F(y) , C d ( x , y ) ) . 
It is locally Lipschitz if it is Lipschitz around every x e X. 
It is Lipschitz if there exists C > 0 such that 
Vx,yeX, F(x)c:: B(F(y), Cd(x,y)). 
DEFINITION 1 . 3 . 4 ; We say t h a t a s t r i c t s e t - v a l u e d map from a 
me t r i c space X to a me t r i c space Y i s upper l o c a l l y L i p s c h i t z 
a t X € X if 3 a neighbourhood N(x ) of x and a c o n s t a n t 
w 0 0 
C > 0 such t h a t 
^ x e N ( x ) , F ( x ) c B ( F ( x ^ ) , C d ( x ^ , x ) . 
: 14 : 
FIXED POINT THEOREMS : Let F be a m u l t i v a l u e d map of a topo-
l o g i c a l space X i n t o i t s e l f then x6X i s a f ixed p o i n t of 
F i f x 6 F ( x ) . A space X i s sa id to have f ixed po in t p r o p e r t y 
for a s e t of mul t iva lued maps if each member of t h i s s e t has a 
f ixed p o i n t . Brouwer 's f ixed p o i n t theorem and Banach c o n t r a c t i o n 
theorem have been extended for mu l t iva lued f u n c t i o n s . These gene-
r a l i z a t i o n s we p r e s e n t h e r e . 
THEOREM 1.3.1 [211 (Tychonoff. Kakutani . KyFan); Let K be a 
non-empty compact convex subse t of l o c a l l y convex space X ( in 
p a r t i c u l a r a normed l i n e a r s p a c e ) . I f F i s upper semi-cont inuous 
mapping of K i n t o i t s e l f and for each x € K , F(x) i s convex and 
non-empty, then the re e x i s t s a p o i n t x € K such t h a t x 6 F ( x ) . 
COROLLARY 1 .3 .1 [21] ( S c h a u d e r ' s f ixed p o i n t Theorem); Le t K be 
a non-empty c lo sed convex subse t of a normed l i n e a r space X and 
f be a s i n g l e va lued map of K i n t o i t s e l f than f has a f i x e d 
p o i n t . 
THEOREM 1.3.2 [ 2 l 1 ; Let F : [ a , b ] > [ a , b ] be upper semi-
cont inuous m u l t i v a l u e d func t ion and F(x) i s a c losed i n t e r v a l 
fo r each x e [ a , b ] , then F has a f ixed p o i n t . 
: 15 : 
ANALOGUE OF BANACH CONTRACTION THcOREM; 
We denote 
( i ) Se t of a l l non-empty s u b s e t s of X by 2 
(ii) Set of all non-empty closed and bounded subsets of X by 2 
(ill) Set of all non-empty compact subsets of X by 2 
X 
c 
X 
q 
DEFINITION 1 . 3 . 5 ; N(e ,c ) = ^ x e x / d ( x , c ) <£ for some c € C? if 
£ > 0 and C i s a c losed bounded subse t of a met r ic space X. 
DEFINITION 1 .3 .6 : Let (X,d) be a me t r i c s p a c e . If A,B are 
c losed bounded s u b s e t s of X, the Hausdorff m e t r i c , i s def ined 
as the non-nega t ive r e a l numbers. 
H( A,B) = infV f /Ac N(£ ,B) and B^ N(£ ,AU 
The mapping H is a metric for 2^ ^^ , called Hausdorff metric. 
DEFINITION 1.3.7; Let X be a metric space with the metric d. 
for any two non-empty elements M and N of 2^, we define the 
number d(M,N) as follows: Let xeM and set 
d(x,N) = inf d(x,y) 
y €N 
and 
d(M,N) = sup inf d(x,y) 
xeM ye N 
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DEFINITION 1 .3 ,8 ; Le t (X,cl^) and (Y,cl2) be met r ic spaces . 
A func t ion F : X > 2^^, i s s a i d to be a m u l t i - v a l u e d L i p s c h i t z 
mapping (m.v . l .m) of X i n t o Y if H(F( x) ,F (y ) ) <. od^( x,y)^Vx,yfe) 
where a 2. ^ i s a f ixed r e a l number. The c o n s t a n t a i s c a l l e d 
L i p s c h i t z c o n s t a n t for F . If F has L i p s c h i t z cons t an t a > 1, 
then F i s c a l l e d a m u l t i v a l u e d c o n t r a c t i o n mapping ( m . v . c . m ) . 
I f F has L i p s c h i t z c o n s t a n t a = 1, then F i s c a l l e d non-
e x p a n s i v e . 
THEOREM 1 .3 .3 [21] ( N a d l e r ) ; Let X be a c losed convex subse t of 
a Banach space . Then c^ : 2^ , > 2^ , i s non-expans ive . That i s 
0 c l c l 
i f A and B are non-empty c lo sed bounded s u b s e t s of X, then 
H(3^(A), C Q ( B ) ) < H(A,B), 
where c^CA) denotes the intersection of all closed convex sets 
containing A. 
THEOREM 1.3.4 [211; Let X be a closed convex subset of a 
Banach space and let F : X » 2^ ^^  be a m.v.l.m with 
Lipschitz constant a. If c^ F ; X > 2^, is given by 
o cl ' 
(c^ j F)(x) = c (F(x)) for all x^ X [F is compact set-valued], 
then C^ F is a m.v.l.m with Lipschitz constant a. 
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THEOREM 1.3,5 [211 (Nadler); Let (X,ci) be a complete metric 
space. If F : X > 2^ is a m.v.c.m, then F has a fixed 
point. 
1.4 QUASI-LINEAR SPACES AND QUASI-LINEAR OPERATORS: 
DEFINITION 1.4.1; A set X is called a quasilinear space if a 
partial order relation <_, an algebraic sum operation and an 
operation of multiplication by real numbers are defined in such 
a way that the following conditions are satisfied for any x,y,z, 
vex and any real numbers a,p€R. 
(i) X <, X 
(ii) X <, z if X <, y and y ^  z 
(ill) X = y if X < y and y < x 
(iv) X + y = y + X 
(v) X + (y+z) = (x+y) + z 
( v i ) There e x i s t s an element 0 € X such t h a t x + © = x 
( v i i ) a . ( p . x ) = ( a . p ) .x 
( v i i i ) a . (x+y) = a .x + a .y 
( ix) 1.x = X 
(x) 0 . x = © 
( x i ) (a+p) .X ^ ax + p . x . 
( x i i ) x+z <_ y+v if x < y and z < v 
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( x i i i ) a . x <. ay if x <. y . 
An e lement x' 6 X i s c a l l e d an inve r se of an e lement 
x £ X i f x+x* = ©. If an i n v e r s e element e x i s t s , then i t i s 
unique* 
DEFINITION 1,4 .2 : Let X be a q u a s i l i n e a r s p a c e . A r e a l func t ion 
II . II : X —> R i s c a l l e d a norm if the fo l lowing c o n d i t i o n s are 
s a t i s f i e d . 
( i ) II X 11^ > 0 i f X ;^  © 
( i i ) 11 x - H y l l ^ < II x l l ^ + I j y l l ^ 
( i i i ) l l a . x l l ^ = | a | . | | x | | ^ 
( i v ) If X < y , then ixlj^ < 1| y H ^ 
(v) If for any 6 > 0,3 an element 5^ 6 X such that 
A quasilinear space X with a norm defined on it is called a 
normed quasilinear space. 
DEFINITION 1.4.3 : Let X be a normed quasilinear space. We 
define the Hausd'drff metric on X by 
h^(x,y) = inf-^r 2 O/x £ y + a[, y < x + a^, ||a^ l|^  < rl 
since x £ y + ( x-y) and y <. x + (y-x), the quantity h (x,y) 
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i s def ined fo r any x , y e X and h^(x ,y) <. llx-yjl^. 
The fo l lowing c o n d i t i o n s hold with r e s p e c t to the Hausdbrff 
me t r i c in a normed q u a s i l i n e a r space . 
( i ) hw(a .x ,a .y ) = | a | h ^ ( x , y ) for any a 6 R 
( i i ) hj^(x+y,z+v) = h^ ^ ( x , z ) + hj^(y,v) 
( i i i ) | |x | l j^ = hy^ ( X , 9 ) . 
NOTE 1 .4 .1 ; Le t X be a r e a l normed l i n e a r space . We denote 
b y J l . ( X ) , the space of non-empty c losed bounded subse t s of X 
and convJ7 . (X) , i t s subspace c o n s i s t i n g of the non-empty c l o s e d , 
bounded convex subse t s of X. The space ^ ( X ) and ConvJl(X) are 
normed q u a s i l i n e a r s p a c e s . 
DEFINITION 1 .4 .4 : A normed q u a s i l i n e a r space X i s c a l l e d an 
J I - s p a c e if t h e r e e x i s t s an e lement Bw ji^  0 such t h a t if 
| | x | L £ | | B J | J,, then x £ B^.. In t h i s case the c o n d i t i o n 
11^ 1 Ix SL 't* i^ x^^X • ^ ^ ^ impl ies the c o n d i t i o n x <^  t . B ^ . 
Consequent ly , i t can be assumed t h a t I | B V | L = 1. 
DEFINITION 1 .4 .5 : Let (S,E,^l) be a complete f i n i t e p o s i t i v e 
measure space and l e t 1 <_ P <^  + » . Suppose t h a t X i s a 
complete s e p a r a b l e j ^ - s p a c e . The mapping f : S —> X i s sa id 
: 20 : 
to be measurable if the real function h^(f(s),x) is measurable 
for x£X. 
p 
We denote by L (S,Z,n,X), the space of all measurable 
maps f from S to X satisfying 
p 1/P 
C / l | f ( s ) | r Y ^ ) < + « f o r 1 < P < + oo, 
S ^ 
e s s Sup | | f ( s ) | L < + oo for P = + oo. 
p 
We see t h a t L (S ,Z ,^ ,X) i s a normed q u a s i l i n e a r space . 
DEFINITION 1 .4 .6 : Le t X and Y be q u a s i l i n e a r s p a c e s . A 
mapping A : X > Y i s c a l l e d a q u a s i l i n e a r o p e r a t o r if i t 
s a t i s f i e s the fol lowing c o n d i t i o n s . 
( i ) A ( a . x ) = a.A(x) fo r any a e R 
( i i ) fsix^+x^) lA(x j^ ) + A ( x 2 ) 
( i l l ) I f Xj^  <. X2 t h e n A ( x ^ ) < . A ( X 2 ) . 
DEFINITION 1 .4 .7 : Le t X and Y be two normed q u a s i l i n e a r 
spaces . A q u a s i l i n e a r o p e r a t o r / \ : X > Y i s s a i d to be bounded 
i f 3 a number K > 0 such t h a t | | A ( X ) | | £ K. | |x | | for any xfcX. 
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We denote by A(X,Y), the space of all bounded quasilinear 
operators from X to Y, which is also a normed quasilinear 
space. Moreover,A(x,Y) is a completeJl -space. 
NOTE 1.4.2 : Let X be a normed quasilinear space. We denote 
by 
(i) X®, the space A ( X , J I ( R ) ) 
( i i ) Conv X , the space A ( X , Conv-a . (R)) 
( i l l ) X*, the space A ( X , R ) . 
DEFINITION 1 .4 .8 : Any q u a s i l i n e a r op«ra to r from X toilCR) i s 
c a l l e d a q u a s i l i n e a r f u n c t i o n a l . 
DEFINITION 1.4 .9 : An o p e r a t o r A : Y > X i s c a l l e d the 
ope ra to r dual to a q u a s i l i n e a r o p e r a t o r A : X > Y and A £ A ( x , Y) 
and HA^IIX = l lA l l^ . 
C H A P T E R I I 
CLOSED GRAPH THEOREM AND LAX-MILGRAM LEMMA FOR 
SET-VALUED MAPS 
2.1 Introduction : In the p rev ious c h a p t e r , the c l a s s i c a l 
c losed graph theorem i s ment ioned. In s e c t i o n 2 . 2 , the e x t e n s i o n 
of t h i s theorem fo r mu l t i va lued maps has been d i s c u s s e d . For 
f u r t h e r d e t a i l s of t h i s extended theorem, we r e f e r to Robinson [ l 9 ] 
Aubin, J . P . and C e l l i n a , A. [7] and Ursescu . C. [ 2 2 ] . Sec t ion 2 .3 
dea l s wi th a mu l t iva lued analogue of the Lax-Milgram theorem on 
X - e l l i p t i c con t inuous l i n e a r o p e r a t o r s , the proof of which can be 
found in Aubin [ 2 ] . 
2 .2 CLOSED GRAPH THEOREMS : Let F be a s e t - v a l u e d map from a 
Hausd'drff t o p o l o g i c a l space X to ano ther Y. We say t h a t F i s 
upper semicont inuous a t x G. X if for every neighbourhood 
N(F(x^)) of F ( x ^ ) , t he r e e x i s t s a neighbourhood N(x ) of x 
such t h a t 
V X 6 N ( X Q ) , F ( X ) C : N ( F ( X ^ ) ) . 
We say t h a t F i s upper semicont inuous if F i s upper semicont inuous 
a t every p o i n t x£ X. 
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DEFINITION 2,2,2 : We say that F is lower semicontinuous at 
X 6 X if for every Yn^^^^o^ "^"^  ^ '^ ^ neighbourhood N( y ) 
of Y^ » there exists a neighbourhood N(x ) of x such that 
' o o o 
V xeN(x^), F(x)n N(Y^) 4 ^ 
We say that F is lower semicontinuous if it is lower semicontinuous 
at every x 6 X. 
DEFINITION 2.2.3 : A set-valued map F from X to Y is said to be 
continuous at x € X if it is both upper semicontinuous and lower 
semicontinuous at x . It is said to be continuous if it Is conti-
nuous at every point x^X. 
DEFINITION 2.2.4 : Let F be a strict set-valued map from a metric 
space X to a metric space Y. We say that F is Lipschitz around 
x^£ X if there exist a neighbourhood N(x ) and a constant c > 0 
o o 
such that 
Vx.yeNCx^), F(x)crB(F(y),cd(x,y)) 
It is locally Lipshitz if it is Lipschitz around every x €. X. 
PROPOSITION 2.2.1 f2l : Let F be an upper semicontinuous set-
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valued map from X to Y with closed values. Then F is closed 
(i.e., its graph is closed). 
There is a partial converse to the above proposition. 
THEOREM 2.2.1 r2l : Let F and G be two set-valued maps from 
X to Y such that V x£ X, F( x)n G( x) 4 (^« Let us suppose that 
(i) F is upper semicontinuous at x . 
(ii) F( X ) is compact, 
(iii) G is closed. 
Then the set-valued map FHG : x > F(x)nG(x) is upper semi-
continuous at x^. 
o 
COROLLARY 2.2.1 [2] : Let G be a closed set-valued map from X 
to a compact space Y. Then G is upper semicontinuous. 
REMARK 2.2.1 : When X is a complete metric space and Y be a 
compact metric space, a map with closed graph is not only upper 
semicontinuous but also almost continuous. 
THEOREM 2.2.2 [21 : Let X be a complete metric space, Y a 
compact metric space, and F be a strict set-valued map with closed 
graph. The subsets of points at which F is continuous is residual. 
: 25 : 
PROPOSITION 2 . 2 . 2 [2] : Let F be a s t r i c t upper semicont inuous 
s e t - v a l u e d map with compact v a l u e s from a compact space X to Y. 
Then F(X) i s compact. 
PROPOSITION 2 , 2 . 3 [21 : Le t K be a Hausdbrff t o p o l o g i c a l space , 
Y and Z be Banach s p a c e s , f : K x Y > Z a cont inuous s i n g l e -
va lued map. L e t U and T be s e t - v a l u e d maps from K to Y and X, 
r e s p e c t i v e l y , both with c losed g r a p h s . We take s e t - v a l u e d map 
C : K > Y de f ined by 
C(x) = [ y 6 U ( x ) / f ( x , y ) e T( x) j 
has a c lo sed g r aph . 
PROPOSITION 2 . 2 . 4 [21 : Let X be a f i n i t e dimensional space 
and T ( . ) be a s e t - v a l u e d map a s s o c i a t i n g with any x e K a c lo sed 
convex cone T ( x ) . Le t N( . ) be the s e t - v a l u e d map x — > N ( x ) = T ( x ) 
Then the fo l lowing c o n d i t i o n s a re e q u i v a l e n t . 
( i ) The s e t - v a l u e d map N( . ) has a c lo sed g r aph . 
( i i ) The s e t - v a l u e d map T ( . ) i s lower semicont inuous . 
A c losed convex p rocess i s a s e t - v a l u e d map whose graph 
i s a c losed convex cone. Convex p rocesses are s e t - v a l u e d analogues 
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of linear operators, since a strict single-valued map F is a 
convex process if and only if F is linear. Closed convex set-
valued maps from Banach spaces to Banach spaces are lower semi-
continuous on the interior of their domains. The following 
result is an extension of the closed graph theorem for continuous 
linear operators. 
THEOREM 2.Z..3[21 : (CLOSED GRAPH); Let X and Y be two Banach 
spaces, F be a proper closed convex set-valued map from X to Y, 
whose range has a non-empty interior. Let y ^ Int (Im F) and 
XJEF" iy) be chosen. There exists 9 > o, such that 
0 0 
(l)Vx€Dom F, Vy^y^ + 9 B , d(x,F''^(y)) < ^  d( y,F( x)) (l+Hx-x^H) . 
In particular, F*" is lower semicontinuous on Int F(K). By taking 
X = x^, we have 
o 
(2)Vy6yo +-^B, d(x^,F"^y)) < ^  d(y,F(x^)). 
COROLLARY 2.2.2 [2] : Let X and Y be two Banach spaces, F be a 
proper closed convex map from X to Y, whose range has a non-empty 
interior. Assume furthermore that F" is locally bounded. Then 
^-1 
F is locally Lipschitz on Int Im F. 
When F is closed convex process, we have the following 
corollary. 
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COROLLARY 2 , 2 . 3 [2] : Let F be a c losed convex process from a 
Banach space X to a Banach space Y. If ( i ) Im F = Y ( i . e . F i s 
s u r j e c t i v e ) , then F" i s a L i p s c h i t z : There e x i s t s 9 > 0 such 
that ( i i ) V y ^ , y^e Y, F ' ^ l y ^ ) ^ F ~ ^ y^) + ^ | | y^-y2ll B. 
COROLLARY 2 . 2 . 4 [2] : Let L-^ X and McY be non-empty c losed convex 
subse t s of Banach spaces X and Y, and l e t A belong to B [ X , Y ] . 
We s e t 
( i ) V y ^ Y , F~-^(y) = | x 6 L / A x € M + y ^ 
Let us assume that 
(ii) Int (A(L) - M) j= 0 
Then for all y^^ Int (A(L) - M) and x^€F"-^(y^), there exists 
7 > 0 such that 
(iii) V x€L, Vyty^ +-^  B, d(x,F-^(y)) < ^  dj^(Ax-y)(l + ||x-x^ ||) . 
COROLLARY 2.2.5 [21 : Let PcX and Qcy be closed convex cones of 
Banach spaces X and Y, and let A be a continuous linear operator 
from X to Y. We assume that Y = A(P) + Q. Let F""'" be the map 
defined from Y to X by 
V y6Y, F"-'-(y) =^xeP/Ax€ Q+y^ 
Then F~ is Lipschitz. That is there exists -^  > 0 such that 
By taking P = X and Q = ^0^ , we obtain the Banach open mapping 
principle which we state in next corollary. 
COROLLARY 2.2.6 [2] : Let A be a surjective continuous linear 
operator from a Banach space X to a Banach space Y. Then the 
inverse A" is a Lipschitz set-valued map from Y to X, 
Another consequence of closed graph theorem is the 
following property of lower semicontinuous convex functionals 
which we state in next corollary, 
COROLLARY 2.2.7 [2] : Any proper lower semicontinuous, convex 
function V from a Banach space X to R U ^+ ooj is locally Lipschitz 
on the interior of its domain. 
2.3 LAX-MILGRAM LEMMA : 
DEFINITION 2 . 3 . 1 : A s e t - v a l u e d map F from X to X* i s s a i d to be 
X - e l l i p t i c i f 
3 c > 0 such t h a t for any two (x '* ' ,y , )e graph (F) 
< YW, X^-X^ 1 c II x^ -x 2.1 2 
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LEMMA 2.3.1 [2] : The image of an X-elliptic map F with closed 
graph is closed, and its inverse is single valued and Lipschitz 
with constant C~ . 
PROPOSITION 2.3.1 [2] : Let F be an X-elliptic closed convex 
process from X to X . If (Dom F) d Im F and if the domain of F 
is closed, then F is surjective, and its inverse is a single-
* 
valued Lipschitz map from X to X. 
COROLLARY 2.3.1 [21 : Any X-elliptic, closed convex process F 
whose domain is X, is surjective and F~ is a single-valued 
Lipschitz map from X to X . 
COROLLARY (LAX-MILGRAM COROLLARY) 2.3.2 [2] : Any X-elliptic 
continuous linear operator from X to X is an isomorphism. 
REMARK 2.3.1 : Clearly, if F is a closed convex set-valued map 
from X to Y and if A € B [ X ^ , X ] , then FA is still a closed convex 
set-valued map from X^ to X. If BfeB[X,2], the set-valued map BF 
is convex, but not necessarily closed. We denote by BF" the set-
valued map whose graph is the closure of the graph of BF. 
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PROPOSITION 2.3.2 [2] : Let X,y and Z be reflexive Banach spaces, 
F be a closed convex map from X to Y, and B G B [ Y , Z ] , a continuous 
linear operator. If 
Oe Int (Im B — Dom F ) , 
then the graph of BF is closed and convex. 
COROLLARY 2.3.3 [21 : LetV, X,Y and Z be reflexive Banach spaces, 
F be a closed convex map from X to Y, AeB[V,X] and BeB[Y,Z]. If 
oe Int (Im B - Dom F ) 
then BFA is a closed convex map from X to V. 
COROLLARY 2.3.4 [2] : Let Fj^  and F^ be two closed convex set-
valued maps from a reflexive Banach spaces X to a reflexive Banach 
space Y. If 
Ofe Int (Dom F^^ - Dom F2) , 
Then the s e t - v a l u e d map ^1+^2 ^^^ ^ c losed convex graph. 
C H A P T E R III 
INVERSE FUNCTION THEOREMS AND THEIR APPLICATIONS 
3 .1 Introduct ion : Le t X and Y be two Banach spaces and U be 
an open subset of X. Furthermore, l e t f : U -—> Y be a nonlinear 
operator. The inverse funct ion theorem helps in f inding the 
so lut ion of the equation f (x) = y . More p r e c i s e l y i t g ive s the 
condition under which t h i s equation can be uniquely solved in x 
for a l l y, provided we consider values of x and y close to x and 
o 
y where (x^,y^)€:U x Y have been found such that f(x ) = y . 
O ' O O 0 0 
This theorem is closely related to implicit function theorem. 
These are the most important tools for studying non-linear 
problems in modern analysis. 
This chapter contains five sections. In section 3.2, 
classical inverse function theorem is discussed, in this section 
implications of assumptions and conclusion in finite dimensional 
spaces are mentioned. Iterative procedure and implicit function 
theorem are also mentioned. Section 3.3 is devoted to the appli-
cations of inverse function theorem in proving Brouwer's fix point 
theorem and Morse Lemma on singularities of a function. Inverse 
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function theorem for set-valued maps is given in section 3.4. 
In section 3 .5 , imp l i c i t function theorem for multivalued maps 
i s discussed, 
3 . 2 CLASSICAL VERSION OF INVERSE FUNCTION THEOREM : 
THEOREM 3 . 2 « i r 2 ] ( I n v e r s e func t ion Theorem); L e t us suppose t h a t 
f : U > Y be a C mapping. Let x e U and y e Y be given 
o o 
such that 
i) f(x^) =y^ 
ii) f (XQ)GB[X,Y] has an inverse f' ( x ^ ) " ^ B[X, Y] 
Then there is an open neighbourhood NcU of x such that f(N) ="9 
is an open neighbourhood of y and the map f : N —i>^ has a C"*" 
inverse f^^ :"T > N. The derivative is given by 
[f^ l^ (y) = [f o f^^Cy)]' V ye^. 
The theorem says that the derivative f'(x ) is required 
to be invertible. In the case where X is finite dimensional, 
this is tantamount to requiring f'(x^) to be injective or surjective 
This means that Y has the same dimension as X and that in any 
system of coordinates for X and Y, the jacobian of f at x does 
not vanish. The conditions i) and ii) now becomes. 
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( i i i ) y^ = ( f / x ^ ) f^(x^)) 
df, 
( i v ) 
o 
df, 
- T - i (X ) 
dx, o 
- A - ^ ( X ) OX O 
df 
T T ^^ o^  
n 
The conc lus ion of the i nve r se func t ion theorem i s t h a t fo r any 
yg-^ , t h e r e i s a unique x€U solv ing the equa t ion f (x ) = y and 
i t depends smoothly on x. 
ITERATIVE PROCEDURE : There a re i t e r a t i v e procedures to compute 
X from y, the s imp le s t one i s 
s t a r t from x 
run x^+1 = x^ + f '^^o^'"^ ( y - f ( x ^ ) ) 
The another procedure i s known as Newton's method, which i s 
as fo l lows : 
s t a r t from x 
run x^+1 = x^ + ^'^^n^'"^ ( y - f ( x ^ ) ) . 
LEMMA 3 . 2 . 1 [21 : Choose any K 6 ] 0 , l [ . For any a 6 ] 0 , l [ , t h e r e 
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i s some£> 0 such t h a t whenever ||x-x |1 £ £ , we have 
o' 
- 1 . • I - f ' ( x J - - ' f ' ( x ) | | < K 
o 
II f ' ( x j - ^ ( f ( x ) - f ( x ) - f ' ( x J ( x - x J ) | l < a 11 x-x l|. 
LEMMA 3 . 2 . 2 f2l ; Set ri = ( l - a ) ^ / | 1 rMx^)"-*-!!. For any y such 
t h a t II y - f (x^) 11 £ T), the map g( x) = x+f*{%^)~-^{y-f{x)) i s a 
c o n t r a c t i o n of the c losed b a l l x + £ B i n t o i t s e l f . 
o 
LEMMA 3 . 2 . 3 [21 : For any y such t h a t || y-f ( x^) ll £ T] , the sequence 
Tx Zgenera ted by a lgor i thm 
s t a r t from x. 
o 
run x^+1 = x^+f' (x^) ' -^ ( y - f ( x ^ ) ) 
converges g e o m e t r i c a l l y to the one and only s o l u t i o n of f (x) = y 
in the b a l l x +£ B: 
o 
II X - x | | < c o n s t a n t , K " . II p I I — 
LEMMA 3 . 2 . 4 [2] : Take any two p o i n t s y and y wi th in d i s t a n c e 
Ti of f t x ^ ) . Le t X and x solve equa t ions f (x) = y and f(x) = y 
in the b a l l x + f B . We then have 
II "-'^ 1 1 ^ — ( T r K T — \\y-y\\ • 
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In case of Newton's method the convergence i s f a s t e r than 
in case of s i m p l e s t one. However, Newton's method r e q u i r e s the 
2 func t ion f to be a t l e a s t C . To be p r e c i s e . 
LEMMA 3 . 2 . 5 [2] : Assume f i s C^, and pick any S with 0 <S< 1. 
Then t h e r e e x i s t s some a > 0 and£ > 0 such t h a t for a l l x and x 
belonging to x +£ B, we have 
, 2 
II f' ( x ) - ^ ( f (x ) - f (x) - f (x) ( x - x ) ) l l < a II x-x| | 
I- f ' (x)"^ f ' (x ) l | <6 . 
- 1 
Set ^ = a ( l - K ) " ^ and Ti = [2l|f • ( x^)"-^|| max ( 1 , ^ ) ] . For any 
y with II y - f ( x ^ ) | | <_ T), the sequence x gene ra t ed by Newton's 
procedure 
r s t a r t from x 
o 
^^^*n+r \ ^ f ' ^ \ ) " ^ (y-f(x^)) 
converges to a solution x of the equation f'(x) « y and satisfies 
I W - ^11 1 9'""' 11 ^ i-oll '" 
NOTE 3.2.1 : By Newton's method we obtain a very rapid convergence 
exacts its price, since it requires us to invert f'(x ) at every 
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step. Therefore, it has been attempted to improve the procedure 
by doing away with operator inversions while retaining the quad-
ratic convergence. One such scheme is as follows: 
Here A €. B[Y,X] can be thought of as an approximation of f'(Xp)~ 
that is close enough to give quadratic convergence. This scheme 
does not require that f(x) be invertible. 
DEFINITION 3.2.1 : Let f(x,y) be a function of two variables and 
y = 0(x) be a function of x such that for every value of x for 
which ClCx) is defined, f(x,0(x)) vanishes identically, that is 
y = C^ (x) is a root of the functional equation f(x,y) = 0. Then 
y = 0(x) is an implicit function defined by the functional equation 
f(x,y) = 0. 
THEOREM 3.2.2 [14(b)] (IMPLICIT FUNCTION THEOREM) : Let E,F,G be 
three Banach spaces, f a continuously differentiable mapping of an 
open subset A of E x F into G. Let (x ,y ) be a point of A such 
0 0 
that f(x^,y^) = 0 and that the partial derivatives D2f(x ,y ) be a 
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linear homeomorphism of F onto G. Then, there is an open neigh-
bourhood U of X in E such that, for every open connected neigh-
bourhood U of X , contained in U , there is a unique continuous 
mapping u of U into F such that u( x^ ) = y^, (x,u(x))€ A and 
f(x,u(x)) = 0 for any x6U. Furthermore, u is continuously 
differentiable in U, and its derivative is given by 
u'(x) = - (D2f(x,u(x))"-^ O (D^f(x,u(x))) . 
COROLLARY 3.2.1 f14(b)] : Suppose E,F,G are finite dimensional, 
and f is analytic in A; then u is analytic in a neighbourhood of 
3,3 APPLICATIONS OF INVERSE FUNCTION THEOREM: John Milnor (1978) 
derive Brouwer's fixed point theorem from inverse function theorem. 
LEMMA 3.3.1 [21 : Let S^^ be the unit sphere in R'^'^ '^ .^ Then any 
On 
cont inuous t angen t v e c t o r f i e l d on S must have a z e r o . 
LEMMA 3 . 3 . 2 [2] : Let ^ : B"^  > R"^  be a cont inuous v e c t o r f i e l d 
on the n-d imens ional u n i t b a l l . Assume t h a t on the boundry S^"^ 
of B , t h i s vec to r f i e l d p o i n t s outward, t h a t i s 
II X II = 1 = > <(x, ^ ( x ) > 2 0 . 
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Then £ has a zero : xes"^ such that^(x) = 0. 
The proof of above mentioned Lemmas has been given by John Milnor 
and these both Lemmas are used in deriving Brouwer's fix point 
theorem from inverse function theorem. 
THECHEM 3.3.1 [2] (BROUWER) : Any continuous map of the unit 
ball B"^  into itself has a fixed point. 
Proof: Let f : B > B be a continuous map. Then 
^(x) = f(x) - X is a continuous vector field on B"^  that points 
inward on the boundry. By lemma 3,3.2; there is some point x 
where 0 =f (x) « f(x)-x. 
The inverse function theorem is used for the proof of the 
following Morse Lemma. 
THEOREM 3.3.2 \2] (MORSE LEMMA) : Let x be a nondegenerate 
critical point of f. Then there exist neighbourhoods "^  of x 
-2 
and U of the origin and a C dif feomorphism f of U and-^ such 
that f (0) = X and 
^ yeU, f(x) + ^  (f" (x) y,y) = f o f (y). 
: 39 : 
COROLLARY 3 . 3 . 1 [21 (FINITE-DIMENSIONAL MORSE LEMMA); Assume 
f : R " —y R i s a C m a p , r 2 2 , and x a po in t where 
T ^ ( x ) = 0 , 1 < i 1 n 
°^i 
Then the re e x i s t s a l o c a l , c u r v e l i n e a r , c o o r d i n a t e system 
( E , , . . . . , ^ ) for R"^  near x and an i n t e g e r k, with 0 ^ k £ n, 
such t h a t 
k ^ n <y 
f ( x ) = f ( x ) - S 6 f + E ^ f 
i = l ^ k+1 
fo r a l l X in some neighbourhood of x. 
3.4 THE INVERSE FUNCTION THEOREM FOR SET-VALUED MAPS; 
Let ^B and fB° be the c losed and open b a l l s of r a d i u s f 
r e s p e c t i v e l y , we s e t 
d(A,B) = sup inf l| x-y| | . 
xeA yfeB 
"By d(A,B) = 0 , we mean t h a t A i s con ta ined in the c lo su re of B. 
DEFINITION 3 . 4 . 1 : Let F be a proper s e t - v a l u e d map from X to Y 
and l e t (x^ .y^) belong to the graph of F . We say t h a t F i s 
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pseudo Lipschitz around (x ,y ) if there exist a neighbourhood 
W of X , two neighbourhood U and V of y , UcV, and a constant 
1 > 0 such that 
V x«iW, F(x)nu \= 0 
Vx^,X2^W, d(F(x^)nU, F(x2)nv) <.^ || x^-X2ll. 
If F i s s ing l e -va lued on W, i t i s pseudo Lipsch i tz i f and only 
if i t i s L i p s c h i t z . 
DEFINITION 3 . 4 , 2 : The c o n t i n g e n t cone T^(x^) to K a t x^, def ined 
•^^ _^—^———————^— N O O 
by 
T , ( x J = ^ v 6 K : l i m i t inf ^i^^\^^^^) = 0 
h —> 0^  0 1 u . o+ h 
and the cont ingent der iva t ive DF(x^,y ) of F at (x ,y ) , which 
0 0 0 0 
is " closed process" [a map whose graph is a closed cone] from 
X to Y defined by 
veDF(x^,y^)(u) <=-> (u.v)€-rg^3p^(P)(x^,y^). 
DEFINITION 3 . 4 . 3 : The d e r i v a t i v e CF(x ,y ) of F a t (x ,y )£graph(F 
i s a se t -va lued map from X to Y a s s o c i a t i n g to any u € X e lements 
V eY such that (u ,v ) i s t angen t to graph (F) a t (x ,y ) 
v € C F ( x ^ , y ^ H u ) <5=> ( v J . v ) 6 C g ^ 3 p ^ ( P ) ( x ^ , y ^ ) . 
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THEOREM 3 . 4 , 1 [2] ; (INVERSE FUNCTION THEOREM) Let F be a proper 
s e t - v a l u e d map with c losed graph from X to Y and l e t (XQIYQ) belon 
to graph ( F ) . We assume t h a t 
( i ) Both X and Y are f i n i t e d imensional 
( i i ) The d e r i v a t i v e CF(x^,y^) of F a t ( x ^ , / ) i s s u r j e c t i v e . 
That i s Im CF(xQ,yQ) = Y. 
Then F" is pseudo Lipschitz around (y-,x ). 
The following Lemma is needed for the proof of above mentioned 
inverse function theorem. 
LEMMA 3.4.1 [2] : Let X and Y are finite dimensional spaces. 
Let (XQIYQ) belong to the graph of F. We assume that the 
derivative CFCx^jy^) maps X onto Y. Then, for all a > 0 there 
exist constants C > 0 and ri > 0 such that for all (x,y) e graph(F) 
satisfying 
II x-x^ll + (1 y-y^ll < Ti 
and fo r a l l v C Y , t he re e x i s t ue.X and w^Y s a t i s f y i n g 
v 6 D F ( x , y ) ( u ) + w, II u|l < C ||v|| and || w|l < a ||vll. 
Now, the theorem 3 . 4 . 1 becomes a consequence of the fo l lowing 
genera l i nve r se func t ion theorem, v a l i d in a l l Banach s p a c e s . 
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THEOREM 3 . 4 . 2 [2 l : Let F be a proper s e t - v a l u e d map from a 
Banach space X to a Banach space Y with c losed graph. Le t 
(X ,y ) € graph(F) be f i x e d . We assume t h a t t h e r e e x i s t c o n s t a n t s 
a 6 [ 0 , l [ , Ti > 0 and c > 0 such t h a t for a l l ( x , y ) 6 graph(F) 
s a t i s f y i n g || x-x | ] + | | y-y^ll 1 ^, fo r a l l v € Y , the re e x i s t u e x 
and w e.Y such t h a t 
( i ) v € D F ( x , y ) ( u ) + w 
( i i ) | | u l l < c llvll and llwll < a l|vl| . 
Le t us s e t 
and F - 1 { Y ) = F - l ( y ) n (x^ + ^ 4 ^ • ' • '" 
Then F~ i s pseudo L i p s c h i t z around (x ,y ) . Namely 
( i ) V yCYo+rB, FQ (Y) ¥ ^ . -1 
r 
o - 1 / X ^ - ] , V X . C4^2a ( i i ) V Vi.^^Vo^TB, d ( F ; ^ ( y ^ ) , F ^ ^ y ^ ) ) < J^T 11^1-^211-
COROLLARY 3 . 4 . 1 [21 : Let F be a proper c losed s e t - v a l u e d map 
from a Banach space X to a Banach space Y. We assume t h a t t h e r e 
e x i s t s a c o n s t a n t c > 0 such t h a t for a l l ( x , y ) ^ g r a p h ( F ) , for 
a l l v S Y , t he re e x i s t s u ^ X s a t i s f y i n g v e D F ( x , y ) ( u ) and 
II 'JII 1 c ||y|l . Then F maps X onto Y, and i t s i nve r se F"-*" i s a 
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L i p s c h i t z s e t - v a l u e d map with L i p s c h i t z c o n s t a n t equal to c. 
COROLLARY 3 . 4 . 2 [2l : Le t F be a proper c losed s e t - v a l u e d map 
from a Banach space X to a Banach space Y. Assume t h a t t h e r e 
e x i s t s a c o n s t a n t c > 0 such t h a t 
V ( x , y ) e graph(F) , 3 u ^ X s a t i s f y i n g 
- y e D F ( x , y ) ( u ) and 1| ul | < c 1| yl| 
Then the s e t F~ (O) of zeros of F i s non-empty and 
Vx£Dom(F) , d(x,F"-^(0)) <. c d ( 0 , F ( x ) ) . 
3 . 5 IMPLICIT FUNCTION THEOREM FOR SET-VALUED MAPS : 
There i s no formal d i s t i n c t i o n between the inverse func t ion 
theorem and the i m p l i c i t f unc t ion theorem when we use s e t - v a l u e d 
maps. Let X,Y and Z be th ree Banach spaces and l e t G be a s e t -
valued map from X x Y to Z. The i m p l i c i t f unc t ion theorem d e a l s 
with the behaviour of the map t h a t a s s o c i a t e s to any ( y , z ) £ Y x Z 
the s e t of s o l u t i o n s x to the i n c l u s i o n z e G ( x , y ) . This amounts 
to s tudying the inve r se of the s e t - v a l u e d map F from X to YxZ 
def ined by 
( y , z ) € F(x) 4=?> z e G ( x , y ) . 
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Since the graphs of the s e t - v a l u e d maps F and G co inc ide as sub-
s e t s of XxYxZ, t h e r e are c lose r e l a t i o n s between the d e r i v a t i v e s 
of F and G a t (x ,y ,z ) , because the graphs of these two d e r i v a -
t i v e s co inc ide with the t a n g e n t cone to the graph of G a t ( x^ ,y^ , z^ 
Now, we s t a t e the I m p l i c i t f unc t ion theorem. 
THEOREM 3 . 5 . 1 [2] : Let G be a proper s e t - v a l u e d map with c losed 
graph from XxY to Z and l e t (x tV^*^ ) belong to the graph of G. 
We assume t h a t 
( i ) Both X,Y and Z are f i n i t e d imensional 
( i i ) V V, w € Y x Z , 3 u 6 X such t h a t w6.CG(x ,y ,z ) ( u , v ) 
Then, F~ i s pseudo L i p s c h i t z around (x , ( y ,z ) ) . 
If G i s a con t inuous ly d i f f e r e n t i a b l e f u n c t i o n , we have 
the fo l lowing c o r o l l a r y . 
COROLLARY 3 . 5 . 1 [2] : Le t g be a C''- f unc t ion from an open 
neighbourhood of (x^ ,y^) in XxY to Z s a t i s f y i n g 
Vy«g(x^,y^) is s u r j e c t i v e from Y to Z. 
Then the re e x i s t neighbourhoods V and V, of y : V c: V, . 
o 1 'o o 1' 
neighbourhoods U of x^ and W of z^ and a constant C > 0 such that 
: 45 : 
Vxe :U , V z e W, 3 y e V^ such t h a t g (x ,y ) - z. 
and, if we s e t F~ ( x , z ) = < y e Y / g ( x , y ) = z ^ , 
then V X, , X2e V; z^fZ^^Vi, 
d ( F - i ( x ^ , z ^ ) n v ^ , F - ^ ( x 2 , Z 2 ) n v p < i {\\^^-x^\\^\\z^.z^\\) 
C H A P T E R IV 
A VARIATIONAL METHOD FOR MULTIVALUED OPERATOR 
EQUATIONS AND SOME APPLICATIONS TO MECHANICS 
4.1 Introduction : In this chapter, we present a variational 
method for operator equation of the form Pu + dp(u) 3f, which 
was given by G. DINCA of Bucharest in 1987. Generally, we 
consider P to be a non-linear operator in a Hilbert space and 
P : H > ] - <>Oj+ oo ] is a convex, proper [i.e. p ^ + 00] and 
lower-semicontinuous functional and d3(u) stands for the sub-
differential of p at the point u. 
The classical solution of equation Pu + dp(u) Bf does not 
exist for any f€H, we will show that a variational method can be 
used in order to prove the existence and uniqueness of a generalized 
solution. By using the method of energetic spaces, we obtain some 
regularity properties of the generalized solution. 
With a suitable choice of functional frame work, many 
boundary value problems of the mechanics of deformable bodies are 
governed by the equation Pu = f. See for example, the Dirichlet 
problem in the theory of small elastoplastic deformations. 
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/ / G, DINCA [10], [11], LENE [16], LANGENBACH [17], the existence 
and uniqueness of the generalized solution for the equilibrium 
problem in the mechanics of extensible strings with fixed ends, 
G. DINCA [12], the existence and uniqueness of the generalized 
solutions in the theory of non-linear steady creep, G. DINCA [13]. 
The present chapter has two parts. In first part, we 
present the main results discussed by G. DINCA [14], without proofs 
and in second part we discuss particular cases and applications 
to mechanics among which " The climatisation problem for non-
linear elliptic equations " and its applications. 
PART I 
4 .2 PRELIMINARY RESULTS : Let (H, <. .>„) be a r e a l H i l b e r t 
Space, D ( P ) C H be a dense subspace ; P : D(P) > H, a n o n - l i n e a r 
operator and f be a given element in H. 
Let p : H > ] - < » , + «] be a convex, proper (p ^ + ») and 
lower-semicont inuous f u n c t i o n a l . 
Consider the equa t ion 
Pu + dp(u) 9 f ( 4 ' ) 
where dp(u) stands for t he s u b d i f f e r e n t i a l of p a t the po in t u: 
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dp(u) =fv6H/p(w) - p(u) > <v,w-u>^,V w e n j . 
We assume that: 
(H,) The operator P has a linear Gateaux differential 
(DP)(u) at each point u6D(P); 
(H2) for any UQ,U,,U2»h,ge D(P), the mapping 
y 2 
[0,1] X [0,1] 3(t^,t2) > <(DP)(u^ j + S tj,u^).h,^j^ 
i s c o n t i n u o u s . 
(H3) fo r any u e D ( P ) , the b i l i n e a r form 
^ D P ) (u) , h j^ ,h^u i s symmetric : 
< ^ D P ) ( u ) . h ^ , h ^ ^ ^ <(DP)(u):h2,h3^>„ / h^ ,h2 e D(P); 
(H^) fo r any u e D ( P ) , the l i n e a r o p e r a t o r 
< j D P ) ( u ) . h , ^ ^ > 0 V h 6 D ( P ) , h 4 ©j^  ; 
(H^) d o m p n D ( P ) 4 ^ where dom p = ?^xeH/p(x) < + oo"^  ; 
(H^) for any v edom p there is a sequence (v )c: D(P) 
such that V >v and p(v ) > p(v). 
REMARK 4.2.1 : Particularly, the hypothesis (H^) is satisfied 
if p is continuous or dom p<::;D(P). 
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DEFINITION 4 . 2 . 1 : An e lement u_€ D(P) i s c a l l e d the c l a s s i c a l 
s o l u t i o n of e q u a t i o n 
Pu + d p ( u ) 9 f 
if u has the following property 
dp(u^)5f - Pu^ <=» p(u) - p(vic) 2 <f-PUj,,u-u^^,Vu6H. 
NOTE 4.2.1 : Since a classical solution does not exist for any 
fG H, we will show that a variational method can be used in order 
to prove the existence and uniqueness of a generalized solution. 
By using the method of energetic spaces, we obtain some regularity 
properties of the generalized solution. 
THEOREM 4.2.1 [14] : (THE VARIATIONAL THEOREM) : Suppose that 
the hypothesis {H^) to (H.) are satisfied. 
Then 
(i) The equation (4') has atmost one classical solution. 
(ii) An element u € D(P) is a classical solution for the equation 
(4')^ if and only if it is a minimizer for the functional 
o 
*J(u) = §piu) + p(u) ; u6D(P) 
where $^ is given by 
P o 1 
^-(u) = / <P(tu) , u>^ dt - <ftu>^ ;v udD(P) 
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THEOREM 4 . 2 . 2 [141 : Suppose t h a t the h y p o t h e s i s (Hj^ ) to (H3) 
and (Hcj) to (H,) a re s a t i s f i e d . The hypothes is (H^) i s r e p l a c e d 
by the fo l lowing ( s t r o n g e r ) h y p o t h e s i s (H^). 
2 
(H4) ' <((DP)(u).h,l^j^ > :3^ l l h l l ^ / u , h 6 D ( P ) and ^ ^ = cons t > 0 
then, in addition to the results supplied by theorem (4.2.1), the 
following results still hold. 
(iii) the functional^is bounded below on D(P); 
( iv) the functional "5 is uniformly convex on D(P); 
i-e. ^>?...M7^?(^2) -" (1-^)? (^l)-^ ^U2 + (1-^) u^) 
1 2 
2^.>v(l-:^) II U2 - u^ lij^  ; V Uj^ ,U26 D(P) and 
v?^e [0,1]. 
(v) any minimizing sequence of5 converges in H ; 
(vi) all the minimizing sequence ofJ^  have the same limit in H. 
DEFINITION 4.2.2 : The limit of any minimizing sequence of the 
functional'J in H is called a sobolev generalized solution of the 
equation 
Pu + dp(u)3 f. 
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NOTE 4.2.2 : It is clear by the above definition 4.2*2. that the 
Theorem 4.2.2 gives the existence of the generalized 
solution of the equation Pu + dp(u)3f as well as the uniqueness 
of this solution. 
The following theorem gives the relationship between the 
9 
generalized and the classical solution. 
THEOREM 4.2.3 [14] : Consider the equation 
Pu + dp(u)9 f 
where dp(u) s t ands for the s u b d i f f e r e n t i a l of p a t t he p o i n t u . 
Le t us assume t h a t : 
{H^) The o p e r a t o r P has a l i n e a r Gateaux d i f f e r e n t i a l (DP)(u) 
a t each p o i n t u e D ( P ) ; 
(H2) for any u^,Uj^ ,U2,h ,g € D(P) , the map 
2 
[ 0 , 1 ] X [ 0 , 1 ] ^ ( t ^ , t 2 ) > <((DP)(u^ + E t ^ . u ^ ) . h , ^ ^ . 
is continuous. 
(H^) for any u€:D(P), the bilinear form 
\(DP) (u) .hj^,h^^ is symmetric. 
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2 2 
(H^)' <(DP)(u).h,H>^ > i ||h||„ ; V u,h€D(P), ^ = const > 0. 
(Hp^ ) dompnD(P) i= (j) where dom p = ^  x e H/p ( x) < + -j 
(H^) for any v6 dom p there is a sequence (v^)cD(P) 
such that v^ > v and P(v^) — > p(v) . 
Then 
(i) The generalized solution of the equation 
Pu + dp(u)3f belongs to dom p. 
(ii) The classical solution of the equation 
Pu + dp(u)9 f 
is at the same time a sobolev generalized solution. 
(iii) If the generalized solution belongs to D(P), it is a 
classical solution of the equation Pu + dp(u)3f. 
In addition to the hypothesis of above theorem (4.2.3), let us 
2 
suppose that there exists u£D(P) and ^ = const > 0 such that 
<jDP)(u).h,l)>f^  2 ^ <(DP)(n).h,h>^,Vu,h«£D(P) , 
Let <',)>Q be the inner p roduc t in t roduced on D(P) as fo l l ows : 
<u,v>Q = <'(DP)(u).u,v>j^ ; V u , V6D(P) 
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and let ||*|U be the norm generated by <,>Q 
2 2 
Hullo = <(DP)(G).u,u>^ > ^ ||U|1H ;VueD(P). 
DEFINITION 4.2.3 : Suppose that HQ is the completion of D(P) 
with respect to the || • ||Q- norm. ThenH^ is called the energetic 
space of the operator P. 
By the method of energetic spaces, we study the regularity of 
the generalized solution. 
THEOREM 4.2.4 [141 : 
(i) The energetic space HQ is imbedded in H with a linear, 
continuous and dense injection ((). Morevoer, <t^ n(p^  ~ ^D(P)* 
(ii) Any minimizing sequence (u ) of the functional ^ has a 
limit in HQ. 
( iii) Any minimizing sequence have the same limit in HQ. 
( iv) If u^€H^ denotes the limit in HQ for all minimizing 
sequence of functional^, then ^{u^) = u 6H represents the 
generalized (Sobolev) solution of the equation 
Pu + dp(u) Bf. 
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4.3 EXAMPLES. PARTICULAR CASES AND APPLICATIONS TO MECHANICS : 
4.3.1 A CLIA^ATIZATION PROBLEM FOR NON-LINEAR ELLIPTIC EQUATIONS; 
m 
Let Si.<^ R be a bounded open domain with a sufficiently smooth 
boundry dJi. We proceed in the following functional frame work: 
Let H = L2(-J^), D(P) = iue c^ (-f^ )n c°( J^)/u/ = 0 S , 
and P : D(P) > L2(-^)» We consider the following differential 
operator in _n-: 
m ^ 
P^  = .^ - -JT ^ ^^l"--^m'%, ^J•' a(x^,...,x^,u) 
1=1 1 1 m 
(43.1) 
the coef f ic ien t s a. and a being su f f i c i en t ly smooth. Let us 
suppose tha t the following condit ions are s a t i s f i e d . 
The operator P is uniformly e l l i p t i c iniz,: 
m da. c c ^ ^ ^ ^ ^ - ^ 
^ 7r;r Ti k^ > \i Z "^ . , u = constant > 0 (4^*^) 
i ,k=l °"x^ " j= l ^J 
n 
for any ^ = ( ^ j ^ , S" m^  ^ '^ m 
da da. 
W^ = - d r - ' i ' J = ^ '2 m; (43-3) 
X . X . 
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1^ 2 c , c = constant ; ^^-^^ + c > 0; (4^*^) 
2 ' 
where ^ is the constant of the FRIEDRICHS -POINCARE inequality. 
Then the operator P satisfies the hypothesis (H, ) ,(H2) t (H^) and 
(H4). 
PROBLEM 4 . 3 . 1 [14] : 
Suppose H = L 2 ( - f ^ ) , D(P) = f U6 c^(-n-) n c°(Jv ) / u / = 0 ! 
P : D(P) >L2(-A-) and p : L2(-^) >R , p(u) = S | | U 1 I L • 
Then we have to f i n d u e c ( j v ) V\ c (J?^-), u / = 0 
such t h a t 
u(x) > 0 = > Pu(x) + S = f (x ) 
u(x) < 0 = » Pu(x)~S '= f (x) 
u(x) = 0 = > Pu(x) = f ( x ) . 
where f i s a given element in L2(-n-) and S = c o n s t a n t 2 0 . 
The above problem i s i d e n t i c a l wi th the fo l lowing one. 
Le t us f ind u e c C-^) r\ c° ( rL) , u / = 0 such t h a t 
Pu + S sign u = f 
where 
' 1 u(x) > 0 
s ign u( x) =-( 0 u( x) = 0 
- 1 u(x) < 0 
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Le t us cons ide r the f u n c t i o n a l 
= 6 / | u ( x ) | . d x . 
-TX. 
The functional p is proper (dom p = L2(-^)), convex and 
continuous over L^C-^)-* By using the continuity of p it 
follows that for any v fedom p = L2(-^)^ there is a sequence 
(v^)cc"(^) such that v^ > v and P(v^) >p(v). 
further, we have 
P(v) - p(u) = /S[)v)-|ul].dx 2 / ( S sign u)(v-u) dx. 
= < sign u,v-u>L^(_^), 
i.e. dp(u) S S sign u. 
Consequently, the abstract model for the aforesaid problem is 
the equation 
Pu + dp(u)3 f. (4') 
We have the fol lowing theorem. 
THEOREM 4 . 3 . 1 f l4 l : ( i ) The e q u a t i o n Pu + d p ( u ) 3 f has a t 
most one c l a s s i c a l s o l u t i o n . 
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(ii) An element u 6 D(P) is a classical solution for the 
equation Pu + dp(u)B f if and only if it is a minimizing 
point for the functional 
1 
^ ( u ) = / < P ( t u ) , u > . d t + p(u) - < f , u \ ^_^j . 
1 m 
= / [ / 2 a . ( x , , . . . , x , t u ^ . » . . , . . . , t u ^ ). u , ( x , , . . .X ) d x ] d t 
0 -TV i = i 1 -L m x^ Xjjj 1 i m 
1 
+ / [ /a(x , tu)udx]dt + S / | u | dx - /fudx 
o -^ -n- _n. t >,3.5. 
3 5 ( i i i ) The f u n c t i o n a l (4 * ) i s uniformly convex and bounded from 
below on D(P) 
3 5 (iv) Any minimizing sequence for the functional (4 * ) has a 
limit in L^i-^) • 
(v) All the minimizing sequences have the same l i m i t in L 2 ( - ^ ) . 
Now we cons ide r two p a r t i c u l a r cases for the ope ra to r P . 
The f i r s t case i s the fo l l owing : Let us suppose t h a t ; 
m = 3 
a . (x^ ,X2 ,X3,u^^ ,u^^ .u^^) = K^j ( x^ , X2, X3). u ; i , j = ^ 1 . 2 , 3 , 
a s O 
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Then the operator P defined by : 
^ d 
p" = , ^ - -JIT ^ i ( ^ l ' • • • ' ^ m ' ^ , ^ ^ ^ ^ '^^ i '^ m'"^  
1=1 1 1 m 
becomes 
The condition (which shows that P is uniformly elliptic in-O. ) 
m da, 2 "^  2 ^ 
E - ? — - " ^ i ^ b i i i ' ^ ^ i • \^ = constant > 0 
i,k=l °"x. ^ ^ ^ •« j=l ^  ^  
becomes 
3 2 ^ ^ 2 
E '^ij^x)'9i^j2t^ ^ ^ k ' ^ ~ constant > 0 
and V ^ e ^ . (4^ *'^ ) 
And the condition 
da. da. 
7 ^ = - ^ ; i»J = 1,2,...,m 
X. Xj 
can be written as 
Kij(x) = Kj^(x) > i,j = 1,2,3 , V x e j ^ . (4^-^) 
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Now we can say that if conditions (4 * ) and (4 * ) are 
satisfied, then operator given by (4 * ) satisfies the hypothesis 
(H,), (H2), (H_) and (H.) in the following functional frame work. 
H = L^C-^). 
D(P) =$'u€ c^(^) n c°(n.]/u/ = o7 
P : D(P) > L2(-^) . 
Let us consider now the following " climatization Problem" : 
find the function U6C^(JT-) O c°(/i^), u/ = 0 4 such that 
^ "^^ ij (K,.(x)u„ ) +S = f(x) 
^j 
^ (K,.(x)u^^) - ^ = f(x) (43.9) 
^ u(x) = 0 = . - ^ (Kij(>^ )-xj) = f(^) 
where f is a given element in L2(-^) and S^  = const > 0. 
Approaching in a similar fashion as for the general case, the 
3 Q 
abstract model for the problem (4 ) is the equation 
Pu + dp(u)3 f , 
Considered in the following functional frame work. 
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H = L^i-SL) 
D(P) =f u6 c^ (-n-) A c°(Ji:)/u/ = o7 
P : D(P) > L2(-^) 
p : L^{-^) >^«. , p(u) =6/lu(x)|. dx. 
Thus we have the following variational Theorem. 
THEOREM 4.3.2 [14] : (i) The equation Pu + dp(u)Bf has at most 
one classical solution. 
(ii) An element u e D(P) is a classical solution for the 
equation Pu + dp(u)2>f if and only if it is a minimizing point 
for the functional 
•^(u) = i /K.^ (x).u . u^ . dx +6/|ul. dx - /fudx (43-^°) 
\/ ueD(P) 
(iii) The functional (4 * ) is uniformly convex and bounded 
from below on D(P). 
(iv) Any minimizing sequence for the functional (4 ) has 
a limit in L„(-r^). 
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(v) All the minimizing sequences have the same limit in l^i-^)^ 
Let us now consider a Physical phenomenon which is governed 
by problem (4^ *'^ ) . 
The following equations represents the thermoelastic equilibrium: 
- conservation of momentum : 
a.. . + f. = 0 
- energet ic equation 
^ i , i = - Q^  
where q. are the components of the heat vector and r (supposed to 
be given) is the in tens i ty of in te rna l heat sources corresponding 
to the uni t mass; 
- the cons t i t u t i ve equations are the following 
and express HOOKE's law and FOURIER'S law respec t ive ly . 
The coef f ic ien t s C. . . . and p are symmetric: 
^ijkfi " '^jikC " ^kt l j ' ^ i j ^ P j i 
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Taking into account FOURIER'S law the energet ic equation becomes, 
- (K,, 9 „ ) , = (43-1^) 
we suppose tha t the matrix K. . i s symmetric and pos i t ive d e f i n i t e : 
. 3 2 
K. .(x) ^ . £ . > k Z Z . , ^^ = c o n s t a n t > 0 . i j ^ 1 "r J — o . , ' 1 ' 0 
The p o s i t i v i t y of K.. i s physical ly reasonable taking in to account 
the clausius-Duhem pr inc ip le : 
q^ ©,i = K^j ©,j Q,i 2 0 
As K. . is symmetric, we notice that even if K, . had a non-
symmetric part, it would play any role in the energetic equation. 
Let us suppose that the heat sources are only interior and that 
at the boundry, 0 = 0 . Then the temperature 9 can be determined 
from the equation (4 * ) under the condition ©/ = 0 and the 
"bsx. 
thermoelastic problem is formally reduced to an elastic problem. 
The climatization problem corresponding to the positive 
constant J with physical interpretation means to find the function 
©€ c (jv) n c°(7u) . ©/ = 0 which satisfies: 
^ft. 
0(x) > 0 ==5>- (K^j ©,j)^ +5 = qr 
©(x) < 0 = > - (K.J 0,j)^ -f = qr 
0(x) = 0 = ^ - (K^j ©,j). = qr 
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The second p a r t i c u l a r case of o p e r a t o r P i s the o p e r a t o r 
of the t o r s i o n of c y l i n d r i c a l rods in the HENCKY theo ry . Let 
Sl<^ R " be a bounded open domain with a s u f f i c i e n t l y smooth boundry 
d i i . . We c o n s i d e r i n j i the fo l lowing d i f f e r e n t i a l o p e r a t o r . 
Pu = - "sl-CgC-^ (g rad u) 1^] - | ^ [ g ( T (grad u) ^] {A^'^'^) 
where the f u n c t i o n g s a t i s f i e s the fol lowing c o n d i t i o n s : 
1) g e c ^ [ 0 , + oo) , 
2) g ( ^ ) 2 Cj^  = cons t an t > 0 V 6 2 0 , 
3) g( ^ ) + 2 ^ g' (^ ) 2 C2 = c o n s t a n t > 0 V^ 2 0 , 
And T i s the non-nega t ive q u a d r a t i c form 
T l g r a d u ) = A [ ( | ^ ) % ( | ^ ) ' ] . 
The c o n d i t i o n s imposed on g are p h y s i c a l l y r e a s o n a b l e . 
If tn = 2 a^ = g(T (g rad u )) | ^ , 
a^ = g ( T ( g r a d u ) ) ^ , {A^'^^) 
a ^ 0 
3 12 then the operator P given by (4 ) is the operator of type: 
m ^ 
-'•"-'• i i m 
Further, we will show that the operator P defined by (A^* ) 
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satisfies the conditions (4 ) and (4 * ), the condition (4 * ) 
is automatically satisfied by taking c = 0. 
3 2 We show that condition (4 * ) is satisfied, with a, given by 
(4^ *-'-^ ) , we have 
. j , ^ ^ ^ ^ ^ k = 3 ^ [ 9 ( T C g r a d u ) ) u^] ^  ^  
i,k=l X. X 
+ 5~[g(T(grad u)) uJ ^ ^ ^ ^ 
+ -^{^^^ (grad u)) u ]^ 2^ 1 
X ' 
(S 2 
+ ^rrt^^"^ ^ ^^ ^^  ^ ^^  "v^ ^  2 
y ^ 
2 2 
= g(T (grad a)) [j; ^  + ^ ] 
2 2 
+ ^ g'(T: (grad u)) [u^^ ^^ + u^^ 2^ • 
Thus 
2 da, 
£ ^ - ^ i ^ k " ^ [g(-T:(grad a))T(^) i.k=l ""x^ 
+ 2g'(T(grad u)) x^ (grad u,"| )] 
where for ^  = (^  t^ ^  2^ ^"^ ^  ^ (T1;^ ,TI2) , T(^ ,TI) = -5 ( ^  l^ l"^ ^ 2^2^ 
is the bilinear form which generates the quadratic form T . 
3 3 Checking up condition (4 * ), means showing that 
^[g(T(gradu)) 1^] = ^ [g(r(grad u)). | ^ 
y ^ 
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Indeed, we have 
^ [ g ( T ( g r a d u ) ) f^ ] = | - - [ g ( r ( g r a d u ) ) f^] 
X . 
= § g ( r ( g r ad u>) u^u^. 
The mathemat ical problem governing the t o r s i o n of c y l i n d -
r i c a l rods having _n. as c r o s s - s e c t i o n i s to f i n d 
u e c ^ ( j i ) n c ° ( -n . ) , u / «= O such t h a t 
Pu = 2(0 (4^-^'*) 
3 12 And the o p e r a t o r P i s def ined by (4 ' )^where u i s the p o t e n t i a l 
of the s t r e s s e s , 
^ - du ^ dvj 
^31 - ^ ' / ^ 3 2 = - 51? ' 
0) is a constant designating the torsion corresponding to the unit 
length and g is a characteristic function of the material in the 
HENCKY theory. Let us consider a climatization problem for the 
torsion operator in the HENCKY theory, finding the function 
u^c (-rv) n c°(Jv ) , u/ = 0 such that: 
: 66 J 
(43 .15) 
u(x) > 0 ==» - 1^ [ g ( T (grad u ) ) u ^ ] 
- ^ [ g ( T (grad u ) ) u y ] +6 = 2u) 
u(x) < 0 = ^ - 1 ^ [ g ( T (grad ^))u^'] 
- 3y [ g ( r ( g r a d u ) )uy ] - S = 2a) 
u(x) = 0 ===» - | ^ [ g ( T (g rad u ) ) u x ] 
- •J^ [ g ( T ( g r a d u))Uj^] = 2a) 
3 15 
And the a b s t r a c t model fo r the problem (4 ) i s the equa t ion 
^3.16 
f u n c t i o n a l frame work. 
(4 * ) P u + d ( ^ l | u | l r ) 3 2a), cons ide red in the foll 'owing 
^1 
H = L2(-f^), D(P) = ^ u 6 C ^ ( x u ) n c ° ( J i ) / u / =^ o ] . 
P : D(P) >L^{su), p(u) = S J I U I I L ^vu6 L2(-ri-) . 
: 67 : 
PART I I 
4 .4 PARTICULAR CASES FOR THE EQUATION Pm-dB(u) 3 f : 
4 . 4 . 1 The f i r s t p a r t i c u l a r c a s e : Le t p = c o n s t a n t . In t h i s 
c a s e , 3 obv ious ly s a t i s f i e s the hypotheses (H^) and (H^) and 
dp(u) = f©ul , ^ u € H . Consequent ly , the equa t i on P u + d p ( u ) S f 
becomes 
Pu = f, (4^-^) 
where the n o n - l i n e a r o p e r a t o r P s a t i s f i e s hypo thes i s (H, ) , (H2)» 
(H3),(H^) or (H^) , (H2), (H3) and ( H ^ ) ' . 
In o the r words, the gene ra l v a r i a t i o n a l method d e s c r i b e d for 
the study of e q u a t i o n Pu+dp(u)9 f becomes a v a r i a t i o n a l method 
for the study of equa t ion (4 * ) , where the n o n - l i n e a r o p e r a t o r 
P has a l i n e a r , symmetric and p o s i t i v e d e f i n i t e d i f f e r e n t i a l a t 
each p o i n t of D(P) . 
Thus, we have the fo l lowing theorem, which i s the p a r t i -
c u l a r i z a t i o n of the theorem ( 4 . 2 . 2 ) . 
THEOREM 4 . 4 . 1 f l 4 l : Let H be a r e a l H i l b e r t space , D(P)c: H 
a dense subspace and P : D(P) > H, a n o n - l i n e a r o p e r a t o r 
I 
which satisfies hypothesis (Hj^ ) , (Hg) , (H^) and (H^) . Let f be 
a given element in H. Then: 
(i) Equation (4 * ) has atmost one classical solution. 
(ii) An element u^D(P) is the unique solution of equation (4 * ) 
if and only if u is a minimizing point for the functional, 
u6D(P), -^(u) =/<P(tu),u>^.dt - <f,u>^. {^^'^) 
4 2 (iii) The functional (4 * ) is uniformly convex and bounded from 
below on D(P). 
(iv) Any minimizing sequence of functional (4 * ) converges in H. 
(v) All the minimizing sequences have the same limit in H. 
4.4,2 The second particular case : Consider the equation 
Pu+dp(u)3f, where P is linear, symmetric and positive definite 
and p is a convex, proper and lower-semicontinuous functional 
which satisfies hypothesis (H^) and (H/-), 
Consider D(P) = H and P is the identity on H, then the equation 
Pu+dp(u)3 f becomes 
u + d3(u)^ f (4"^ *^ ) 
The equation (4 ' ) has a classical solution z if and only if z 
is a minimizer over H for the functional 
•?(") = 2 llull^  + p(u) - <f,u>j^. (44-^) 
Thus, we get the following equivalent characterization for z: 
?(u) >^(2) 
p(u) - 3(z) > <f-z, u-z>^ , V u^H. 
4 . 4 . 3 The t h i r d p a r t i c u l a r case : Let P be l i n e a r and 
P = c o n s t a n t . In t h i s c a s e , the equa t ion P u + d p ( u ) 3 f 
becomes 
Pu = f; (4"^'^) 
where P is linear, symmetric and positive definite on a dense 
subspace of a real Hilbert space. Many boundry value problems 
of the linear elasticity are governed by equation (4 ) with a 
suitable choice of the functional frame work. 
C H A P T E R V 
MULTIVALUED MAPPINGS IN QUASILINEAR SPACES 
5.1 Introduction : Aseev has considered an a b s t r a c t approach 
of quas i l inear multivalued mappings by weakning the notion of 
l i n e a r i t y . He also studied the notions of d i f f e r e n t i a b i l i t y and 
i n t e g r a b i l i t y of a multivalued mapping in the se t t ing of normed 
quas i l inear space to study the asymptotic s t a b i l i t y of an e q u i l i -
brium posi t ion of a d i f f e r e n t i a l inclusion in f i r s t approsimation. 
In th i s chapter , we present a br ief account of the r e s u l t s 
of S.M. Aseev concerning multivalued mappings. Section 5.2 deals 
with the notion of quas i l inear multivalued mappings and an analogue 
of Riesz represen ta t ion theorem in the se t t ing of normed quasi -
l inea r space. We consider the d i f f e r e n t i a b i l i t y and i n t e g r a b i l i t y 
of multivalued maps in the s e t t i ng of normed quas i l inear space in 
section 5.3 and 5.4 r e spec t ive ly . In l a s t sec t ion , we study the 
asymptotic s t a b i l i t y of an equil ibrium posi t ion of a d i f f e r e n t i a l 
inclusion in f i r s t approximation. 
5.2 qUASILINEAR MULTIVALUED MAPPINGS : 
DEFINITION 5.2.1 : Let X and Y be two normed linear spaces and 
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_fL(Y) be the space of non-empty c losed and bounded s u b s e t s of Y. 
Then a m u l t i v a l u e d mapping A: X > Jl{Y) i s s a i d to be q u a s i l i n e a r 
i f the fo l lowing c o n d i t i o n s ho ld . 
( i ) ^ ( Xj^+X2)cr^(xj^) + / \ ( x 2 ) 
( i i ) A (ax) = a . A ( x ) for any a€R 
Let X and Y be two normed linear spaces, then B[X,Y], the 
space of all bounded linear operators from X to Y, is also a 
normed linear space and consequently Jl. (B[X,Y] ) is a normed quasi-
linear space. Each element L£-rL(B[X,Y]) defines a bounded multi-
valued quasilinear mapping. 
A(x) = Lx =|Ax : A^ L] from X to-rj.(Y). 
we say that an element A 6 A ( X , Jl(Y)) has a linear representation 
if 3 an element LeJL(B[X,Y]) such that 
A(x) = Lx for any x€ X. 
In general, the linear representation is not unique. 
EXAMPLE 5.2.1 : Suppose that X = R^ and Y = R"^ . Then the space 
2 2 
B[R ,R ] can be identified with the space of 2x2 matrices. We will 
show that there exist two compact convex sets L, and L^ in the 
space of 2x2 matrices such that L,x = L2X for any xg R , but L, =f L2. 
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Suppose that L, consists of all the matrices of the form 
a. 
cos t sine t 
-sine t cos t 
where 0 ^  a ^  1 and 0 <_ t ^  2u, along with all convex combinations 
of them. Then L, is a compact convex set in the space of 2x2 
2 
matrices and L.x = Sii ii (6) for any X6 R . 
The matrix 
1/2 0 A = 
0 
does not belong to 1, and AxgL^^x 
2 
for any x£ R . We further define a compact convex set L2 m the 
space of 2x2 matrices by the equality L2 = conv^ L^ U^ A ^  . Then 
2 
L, ^ L2 and L-j^x = L2X for any x6R . 
An equivalence relation /\j on _n.(B[X,Y]) is defined as follows: 
L,/vL2 if L,x = L2X for any x e. X, 
we denote the corresponding quotient space by Si- {B[X,Y]) , The 
algebraic sum operation and an operation of multiplication by 
real numbers are defined as follows. 
where^L^ is the equivalence class of element L€J1(B[X,Y]) 
with respect to relation r^ . 
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WG def ine a norm on J X ( B [ X , Y ] ) by 
I K L ^ I I = | | L 11 = sup IJLxll and consequen t ly 
J \ . ( B [ X , Y ] ) i s a normed q u a s i l i n e a r space . 
DEFINITION 5 . 2 . 2 : Let X and Y be two normed l i n e a r spaces and 
A: X > J I ( Y ) be a bounded q u a s i l i n e a r m u l t i v a l u e d mapping. Then 
the bounded q u a s i l i n e a r mul t iva lued mapping A : Y >JI(X ) i s 
c a l l e d the a d j o i n t of the mapping A 6 A ( X , i l ( Y ) ) i f 
< A ( x ) , y > = < x , A ( y )> for any x6 X and y e. Y . 
Tho fo l lowing theorem i s an analogue of R i e s z - r e p r e s e n t a t i o n 
theorem. 
THEOREM 5.2.1 [6l : Suppose that ^ A ( X , convJL(R)). Then there 
exists a unique closed bounded subset FclX such that for any 
X* 6 X*, 
0(x*) = <F,x*> = ^ <f,x»> : f£F^ 
COROLLARY 5.2.1 [6] : Let X be a reflexive Banach space. Then 
any element in the space conv X has a linear representation. 
Let X be a normed linear space. Each element B* inJT.(X*) 
determines on JL(X) a continuous quasilinear functional by the 
equality 
<A,B»> =^<a,b*> : a6A, b»6B»j, where A€I1( X), B»6il( X*] 
: 74 : 
If X is a real Hilbert space, then X = X» and consequently the 
inner product of elements inJ~L(X) is given by the equality 
<A,B> =^<a,b> : a6 A, be B ] , where A^BgJl(X) 
5.3 DIFFERENTIATION OF MAPPINGS IN NORMED QUASILINEAR SPACES : 
DEFINITION 5.3.1 : Suppose X and Y are normed quasilinear spaces. 
A subsapce Y'^Y is said to be isometric with respect to trans-
lations if *^x^^l'^2^ ~ hY^ l^"*"^ ' "^ 2"*"^ ^ ^°^ ^^^ yi^»y2^Y' and any 
2 6Y. 
DEFINITION 5.3.2 : Suppose that the sequence ^x,^ converges 
to an element x ^ X. The sequence £a. ^  is said to be approxi-
mating if hyCx-.x+a.) = inf h^Cx.jX+a) + 0 (h(x.,x^). 
A l O l ^ - w A i O X O 
a e. X 
REMARK 5.3.1 : We know that the main idea of the differential 
calculus consists in local approximation of a mapping by a linear 
operator. In case of quasilinear spaces, the role of linear 
operators is played by quasilinear operators. Thus, in quasi-
linear spaces it is natural to construct the differential calculus 
on the basis of local approximation of mappings by quasilinear 
operators. 
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DEFINITION 5.3.3 : A mapping f : X > Y is said to be Frechet 
differentiable at a point x 6 X if there exists a bounded quasi-
^ o * 
linear operator A£A(X,Y') such that thecondition 
\iHx^), f{x^) +A(a^)) = 0 (hx(x^,x^)). 
holds for any sequence Sx.\ converging to x and for any approxi-
mating sequence \^i\ . The quasilinear operator ^ £/\(X,Y') is 
called a derivative of f at x or Frechet derivative and is denoted 
o. 
by f(x^). 
LEMMA 5.3.1 [6] : The Frechet derivative is uniquely determined. 
LEMMA 5.3.2 [6] : Let A£A(X,Y'). Then the mapping A is differ-
entiable at the point 96 X and A (6) =A . 
LEMMA 5.3.3 [6] : Suppose that the mappings f, and f^  fro m 
X to Y a r e d i f f e r e n t i a b l e a t a p o i n t x 6 X, and l e t a,§£ R ' . 
Then the mapping f(x) = a . f , ( x ) + ^.f^i^) from X to Y i s 
d i f f e r e n t i a b l e a t x^, and f 'Cx^) = a.fJ^Cx^) + p . f ^ C x ^ ) . 
LEMMA 5 , 3 . 4 [6] : Suppose t h a t in X the c o n d i t i o n a+b. > a 
impl ies the c o n d i t i o n b^ > 0 . Let f:X > Y be d i f f e r e n t i a b l e 
a t a p o i n t x £ X. Then f i s cont inuous a t x . 
o 0 
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LEMMA 5 . 3 . 5 [6] : Suppose t h a t f : X —> Y i s d i f f e r e n t i a b l e 
a t the po in t © 6 X , and f(G) = ©. Let the mapping g : Y > Z 
be d i f f e r e n t i a b l e a t the po in t f (0) = 0 , where Z i s a normed 
q u a s i l i n e a r space . Then the mapping t = g o f from X to Z i s 
d i f f e r e n t i a b l e a t 0 , and d ' (0) = g ' ( 0 ) o f ' ( 0 ) . 
DEFINITION 5 . 3 . 4 ; A mapping f : X > Y i s sa id to be d i f f e r -
e n t i a b l e a t a p o i n t x€ X in the d i r e c t i o n vCX if t h e r e e x i s t 
an element f ' ( x ; v ) 6 Y ' such t h a t 
hyCfCx^+t.v) , fCx^) + t . f ( x ^ ; v ) = 0 ( t ) as t —> +0. 
The element f ' ( x ;v) i s c a l l e d the d e r i v a t i v e of f a t x in the 
d i r e c t i o n v or the Gateaux d e r i v a t i v e . 
LEMMA 5 . 3 . 6 [6] : The Gateaux d e r i v a t i v e i s un ique ly de te rmined . 
LEMMA 5 . 3 . 7 [6] : Suppose t h a t the mapping f : X —> Y i s F r e c h e t 
d i f f e r e n t i a b l e a t a p o i n t x £ X. Then f i s d i f f e r e n t i a b l e a t x 
in any d i r e c t i o n v e X and f ' ( x iv) = f*(x ) ( v ) . 
REMARK 5 . 3 . 2 : The d e f i n i t i o n of Gateaux d i f f e r e n t i a b i l i t y a l s o 
co inc ides with the usua l d e f i n i t i o n in the case of normed l i n e a r 
spaces X and Y. 
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EXAMPLE 5.3.1 : Suppose that X and Y are normed linear spaces 
and let f : X > JL(Y) be a multivalued mapping. In this case 
conv _a.( Y)^ Jl.( Y) is a subspace of ^ (Y) isometric with respect to 
translations and the definition of differentiability of 
f : X >^-^ (Y) is equivalent to the following definition. 
DEFINITION 5.3.5 : A mapping f : X —>-n.(Y) is said to be 
Frechet differentiable at a point x ^  X if there exists a bounded 
quasilinear operator /\€rA(X, conv.-n.(Y)) such that 
hJ^.(f(x), f(x^) +A(x-x^)) = 0 (11 x-x^ llj^ ). 
The operator ^ 6 A(X, convji(Y)) is called the Frichet derivative 
of the multivalued mapping f at x and is denoted by f(x ). 
REMARK 5.3.3 : The definition of Gateaux differentiability of 
a multivalued mapping is obtained similarly. 
DEFINITION 5.3.6 : A multivalued mapping f : X >J1.(Y) is 
differentiable in the De Blasi sense if there exists an upper 
semicontinuous multivalued mapping G : X > convj^(Y) such that 
G(a.x) = a.G(x) for any a >^ 0 
and 
JV.' (f(x^+Ax), f(x^ ) +G(Ax)) =0 {\\a4>rp^^i^^ijfi^. 
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such a mapping G : X >^ convJl(Y) is called the De Blasi 
derivative and denoted by Df ( x ). 
REMARK 5,3,4 : Clearly if a multivalued mapping 
f : X > (Y) is differentiable, then it is differentiable 
in the De Blasi sense and Df( x ) = f'(x ). 
REMARK 5.3,5 : If a multivalued mapping f : X — > -n.(Y) is 
dif ferentiable at x in any direction veX and the Gateaux 
o 
derivative f'(x :v) is upper semicontinuous in v, then 
f : X >-rL(Y) is differentiable at x^ in the De Blasi sense 
o 
and Df(x ) (v ) = f ' ( x ; v ) . On the o the r hand, if the mu l t iva lued 0 o 
mapping f : X >_a(Y) i s d i f f e r e n t i a b l e a t x ^ X in the De B l a s i 
s ense . Then i t i s d i f f e r e n t i a b l e in any d i r e c t i o n v 6 X , and 
f ' ( x ;v) = D f ( x ) ( v ) ; moreover, the Gateaux d e r i v a t i v e f ' ( x ;v) 
in t h i s case i s semicontinuous in v and 
^^^^^ '^o" '^- ' '^ '^^^o^ '"**°^^ ' 'o^^^)^ = h_f^(f{x^+tv) , f (x^)+Df(x^ ( t . v ) ) 
= 0 ( t ) . 
DEFINITION 5 . 3 . 7 : A mul t iva lued mapping f : X > conv -TL ( Y) 
i s sa id to be n - d i f f e r e n t i a b l e a t a p o i n t x 6 X if the mapping 
n of : X > H i s F r e c h e t d i f f e r e n t i a b l e a t x . Here 
o 
n : ConvJL(Y) > H is the operator imbedding convJl(Y) in the 
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normed linear space H. 
REMARK 5.3.6 : The normed linear space H can be regarded as 
the normed linear space of functions f( ^  ) = fj^ (H^ ) - f2(^)» 
v^'€i Y*, where f, and f2 are positive homogeneous subadditive 
continuous functions (i.e. support functions), with the norm 
II f II = sup llfCH')!!. Here the convex cone K consists of 
Ikll = 1 
all support functions. 
DEFINITION 5.3.8 : Let X = R" and let ^1*""*^^ ^^ ^ basis in 
R"^ , and let Y be a normed linear space. Suppose that the mapping 
f : X > convJl,(Y) is Ti-differentiable at x . If 
f^(XQ)(e.)€ conv JL(Y) for i = l,...,n, then the mapping 
f : X > convJl.(Y) is said to be conically differentiable at 
X . In this case, * 
^i^^o^x) = ,1^ x..f;(x^){e^); X = j ^ x^.e^ . 
REMARK 5.3.7 : Conical differentiability of a multivalued mapping 
f : R »> convJlCR") at a point x eR is equivalent to the 
derivative of the support function at x being again a support 
function. In this case 
c (f(x^),^) = c(f;{x^)(l),V). 
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REMARK 5.3.8 : There e x i s t multivalued mappings which are 
u -d i f f e r en t i ab l e and not Fr^chet d i f f e r e n t i a b l e . Conversely, 
there e x i s t multivalued mappings tha t are Frechet d i f f e ren t i ab le 
and not u - d i f f e r e n t i a b l e . 
EXAMPLE 5.3.2 : The mapping f(x) = [-j x| , | x | ] from R to 
conv -A.(R ) is Frechet d i f f e r en t i ab l e a t the point x = 0 and 
not the Ti-differentiable at t h i s point . But a t any point 
x ^ 0 , the mapping f(x) is n -d i f f e r en t i ab l e and not the Frechet 
differentiable. 
LEMMA 5.3.8 [6] : A multivalued mapping f : X > conv Si.{R^) 
is differentiable at a point x in the direction v6 X if and only 
if the support function c(f(x),H') is dif ferentiable at x in 
the direction v and c'(f(x^),if ; v) is a support function. 
Moreover, in this case 
c'(f(x^ ),v4J; v) = c(f(xQ;v),vV). 
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5.4 INTEGRATION OF MAPPINGS IN NORMED QUASILINEAR SPACES : 
DEFINITION 5.4.1 : Suppose X is a complete separable -n.-space 
and (S,E,ti) is a complete finite positive measure space. A 
mapping f: S > X is said to be measurable if the real function 
hj^(f(s), x) is measurable for any xe X. Let L (S,E,|i,X) be a 
complete normed quasilinear space of measurable mappings 
f : S > X with bounded norm 
llfll 1 =/l|f(s)||x dn. 
DEFINITION 5.4.2 : A continuous operator P : X > X, where 
X is a complete separable JT--space, is said to be convexifying 
if the following conditions hold. 
(i) P(a.x + p.y) = a.P(x) + p.P(y), x,y£ X 
a,p6 R^ 
( i i ) PoP = P , and Im P i s c lo sed in X 
( i i i ) (a-fp) z = az + pz ; a ,p > 0 , z 6 Im P; 
( iv ) if x _< y , then P( x) <. P(y) 
REMARK 5.4.1 : It follows that P is a quasilinear operator and 
moreover as P is continuous ==> P is bounded and thus PtA(X,X). 
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DEFINITION 5 . 4 . 3 : A mapping fe L^{5,Z ,\x ,X) i s sa id to be 
simple if i t t akes a t most countab ly many v a l u e s {fi.? on 
d i s j o i n t measurable s e t s {S|^5 . 
DEFINITION 5 . 4 . 4 : The Lebsegue i n t e g r a l of a simple mapping 
f 6 L-'-CS.E ,^i,X) i s def ined to be the s e t 
/ f ( s ) d^  = r P(f.) t i ( s J 
1=1 ^ ^ 
LEMMA 5 . 4 . 1 [6] : Le t f and g be simple mappings. Then 
a . f + p . g i s a l s o a simple mapping in L (S ,E,^ i ,X) . Here a , p e R . 
Moreover, the fo l lowing c o n d i t i o n s are s a t i s f i e d ^ 
( i ) / ( a . f + p . g ) (s ) dn = a. / f ( s) c^-tf . / g ( s ) d^ 
( i i ) P ( / f ( s ) d t i ) = / P ( f ( s ) ) d ^ = / f ( s ) d^i. 
( i i i ) h j^( / f (s )d t i , / g ( s ) d^) <fh^{f{s), g ( s ) ) d^. 
( i v ) if X = J L ( R " ) , then c ( / f ( s) d^i, vjJ) = / c ( f ( s ) , V ) c^ 
Let ^f^l be a Cauchy sequence of simple functions in L (S,Z,^i,X). 
Since L (S,E,n,X) is a complete normed quasilinear space, a 
mapping f : S ^ X such that f^^ "^  converges to f in the space, 
As h^(/f(s)d^, /g(s)d^) l/h^(f(s), g(s))d^ 
th e sequence of integrals {/fn(s)dn^ is Cauchy and 
consequently converges in X. 
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DEFINITION 5.4.5 : A mapping f e L^(S,r ,ti ,X) is integrable if 3 
a sequence of simple mappings that converges to f in L (S,E,^,X). 
The Lebsegue integral of an integrable mapping f is defined to 
be the element 
/f(s)d^ = limit /f^(s)c^. 
n —^ oo 
THEOREM 5.4.1 [6] : Suppose that f €. L^(S,E ,n ,X) . Then f is 
integrable. ' 
THEOREM 5»4.2 [6] : The integration operator / is a continuous 
quasilinear operator from L (S,£,^,X) to X. 
REMARK 5.4.2 : Let X be the complete separable normed quasilinear 
space. Then we can define a metric on L (S,E,ti,X) by the equality 
d(f^  ,f2) =/hj^(f^(s), f2(s))dti. 
The space L (S ,S , | i ,X) i s complete with the m e t r i c d( • •) [which 
i s not the Hausdfoff met r i c h ( • , • ) ] • 
DEFINITION 5 . 4 . 6 : Suppose t h a t (S,E,ti) i s a complete f i n i t e 
p o s i t i v e measure space . F u r t h e r , suppose t h a t the measure n i s 
nonatoraic and X = J 1 ( R " ) . 
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The Autnann integral of a multivalued mapping f : S — > -n-(R ) 
is defined to be the set 
/f(s)dn =f/g(s)d^ : g(s)ef(s) and g (s) is integrable_^ 
The next result is due to Lyapunov, 
THEOREM 5.4.3 f6l : Suppose that f : S >JL{R^) is a measurable 
multivalued mapping, and || f(s)|l is an integrable function. Then 
the s e t 
A 
/ f ( s ) d ^ i s a nonempty compact convex subse t of R . 
THEOREM 5 . 4 . 4 [61 : Suppose t h a t the m u l t i v a l u e d mapping 
f : S >_rL(R") i s in L-^(S,I ,^ ,X) , i . e . i t i s i n t e g r a b l e . Then 
the Lebsegue i n t e g r a l and the Aumann i n t e g r a l of t h i s mapping 
c o i n c i d e . 
DEFINITION 5 . 4 . 7 : Le t I = [ a , b ] be an i n t e r v a l of the r ea l 
l i n e and X an- r i - - space . A mapping f : I > X i s sa id to be a 
s t ep mapping i f t he re e x i s t s a p a r t i t i o n A of [ a , b ] by p o i n t s 
a = t^ < tj^ < < t^ = b such t h a t 
f ( t ) = f^  i f t^ < t < t^^^ . 
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The R iemann- in t eg ra l of the s t e p mapping f : I > X i s def ined 
as the element of X given by 
b n-1 
/ f ( t ) d t = S ( t . , , - t . ) P(f J . 
a k=o ^^^ ^ ^ 
DEFINITION 5 . 4 . 8 : A bounded mapping f : I > X i s Riemann 
i n t e g r a b l e if t h e r e e x i s t s a sequence of s t e p mappings from I to 
X such t h a t 
• 
/ h^(f^( t ) , f( t))dt > 0 a s , K > « . 
* 
Here j denotes the upper Riemann integral. Such a sequence will 
be called an approximating sequence. 
DEFINITION 5.4.9 : The Riemann integral of an integrable mapping 
f : I > X is defined as the limit 
b b 
/ f(t)dt = limit / f.(t)dt 
a k —> oo a ^ 
where ^ fj^^ is an arbitrary approximating sequence. 
THEOREM 5.4.5 [61 : A bounded mapping f : I > X is Riemann 
integrable if and only if it is continuous almost everywhere on 
I. 
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EXAMPLE 5,4.1 ; Let X =JI(R'^) . Then a bounded multivalued 
mapping f : I — ^ convJL(R") is Riemann integrable if and only 
if the multivalued mapping conv f : I ^ convJl(R ) is continuous 
almost everywhere on I. 
5.5 QUASILINEAR DIFFERENTIAL INCLUSIONS : 
DEFINITION 5.5.1 : An autonomous differential inclusion is 
defined to be an element of the form 
X6f(x); 
where f : R"^  >_n(R"^) is a multivalued mapping. An absolutely 
continuous vector-valued function x(t) on some in te rva l J is 
called a solut ion of the autonomous d i f f e r en t i a l inclusion if 
x( t ) 6 f ( x ( t ) ) ^ for a.e t€ J . 
DEFINITION 5.5.2 : A quasilinear differential inclusion is 
defined to be a differential inclusion of the form 
X 6, A(X) . 
where/\: R — > _n. (R") is a quasilinear multivalued mapping. 
DEFINITION 5.5.3 : A quasilinear multivalued mapping 
A: R'^  >_a(R") is called the adjoint of the quasilinear 
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multivalued mapping^: R"^  — > A ( R " ) if <A(x) ,y> = <x,/f(y)> 
for any x,y fe. R " . 
REIAARK 5.5.1 : Let the quasilinear multivalued mapping 
A:R'^ >J1(R'^) has a linear representation L, i.e. there exists 
a compact set L in the space of nxn metrices such that 
A(x) = L =^A : A6 L^ for any X 6 R " . Then there exists a 
quasilinear multivalued mapping A : R"^  ^ ShiR ) adjoint to 
A(X) and the mapping A(x) has a linear representation 
L® = £ A : A®6 L ] . 
DEFINITION 5.5.4 ; Let A : R^ > J1.(R") be a quasilinear 
multivalued mapping adjoint to A : R" > JI(R'^). The differential 
inclusion 
x 6 - A ( x) 
is called the adjoint of the differential inclusion x6A (x). 
THEOREM 5.5.1 [61 : Suppose that the quasilinear multivalued 
mapping A: R" > JL(R") has a linear representation L, 
Further, let x(t) be a solution of the differential inclusion. 
Then there exists a measurable matrix-valued function A : J — > L 
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such that x( t) isan absolutely continuous solution of the ordinary 
linear differential equation x = A(t)x. Where J is the interval 
on which x( t) is defined. 
REMARK 5.5.2 : The above theorem tells us that the existence 
of a linear representation for a quasilinear mul^ tivalued mapping 
enables us to reduce the study of quasilinear differential 
inclusion to the study of a linear differential equation. 
DEFINITION 5.5.5 : Suppose that the multivalued mapping 
^: R*^  >_n.(R'^ ) has a linear representation L. For a complex 
vector X ^  c f i®^ 
A(X) =^A(Re x) + i. A(Im x) : A€ LJ 
An eigenvector of the quas i l inear operator / \ (x) corresponding 
to the eigenvalue A£ c ' i s defined to be a non-zero vector 
X e c " sa t i s fy ing the condit ion 7 V X 6 A { X ) . 
Thus, i t is c lea r tha t a vector x 6 c " i s an eigenvector 
corresponding to the eigen-value 'X6 c ' iff there ex i s t s a 
matrix A6 L such tha t x e c" i s an eigenvector of th i s matrix 
corresponding to the eigenvalue Xe C 
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DEFINITION 5 .5 .6 : Consider the autonomous d i f f e r e n t i a l 
inclusion 
x6 f ( x ) . 
Let the condit ion f(0) = 0 ho lds . We say tha t the equil ibrium 
posi t ion X = © of the d i f f e r e n t i a l inclusion x e f ( x ) i s 
Lyapunov-stable if the following conditions hold. 
(a) There is a So >• 0 such tha t if ||x( t^) |1 < 6 Q, then there 
ex i s t s a solut ion x( t) with the i n i t i a l condit ion x( t ) and i t 
i s defined for any t > t^ . 
' o 
(b) for any £ > 0 there e x i s t s a 0 < 9 , < , 8 such tha t 
if II x( t^) 11 < S j ^ , t > oo ^  then Ij x( t) || < S for any t 2 t 
DEFINITION 5.5.7 : A Lyapunov-stable equil ibr ium posi t ion 
X = © is said to be asymptotical ly s table if there e x i s t s a 
pos i t ive number "So 2 . S Q such tha t if || x ( t ) | | < ^ 2» "then 
limit 11 x( t) 11 = 0. 
t 
o 
REMARK 5.5.3 : If all the eigen-values of the quasilinear multi-
u 
valued mapping A (X) are strictly less than zero, then an equili-
brium position for the differential inclusion xef(x) is asymp-
LI 
t o t i c a l l y s t a b l e . If a l l the eigenvalues of A (x) are not g rea te r 
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than zero, then equilibrium position for the quasilinear differ-
ential inclusion X € A ( X ) is Lyapunov-stable. Here A (x) is 
defined iffA (x) has a linear representation. 
The next result was proved in Lasota. A and Strauss Aaron 
[17(a)]. 
THEOREM 5.5.2 [6] : Suppose that f(x) is a positive homogeneous 
upper semicontinuous multivalued mapping from R to convJ7.(R ) . 
Assume that any solution x(t) of the differential inclusion 
x6 f(x) tends to 0 as t —> ». Let G : R" > conv-H. ( R") be an 
upper semicontinuous multivalued mapping, with 
II G(x) II = 0 ( II x|| ) as II x|| > 0. Then there exists a > 0, 
K > 0, and S > 0 such that any solution x( t) of the differential" 
inclusion x( t) £ f ( x) + G( x) with 1| x(0) || <S satisfies the in-
equality 
II x(t) II 1 K II x(0)l| exp (- <Jt) . V t 2 0. 
THEOREM 5.5.3 |"61 : Suppose that the point 0 is an equilibrium 
position of the autonomous differential inclusion x6f(x). 
Moreover, suppose that the multivalued mapping f : R'* >Jl ( R ) 
is differentiable at 0 and that there exists a number g > 0 
"^  o 
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such that any solution x( t) of x€f(x) exists on the whole 
interval [0,+ oo] if |1 x(0) 1| ^ S ^. If the equilibrium position 
X = 0 of the quasilinear differential inclusion x6f'(0)(x) is 
asymptotically stable, then this point is an asymptotically 
stable equilibrium position of the differential inclusion 
x€ f(x)*, more precisely, there exists o > 0, K > 0 and S > 0 
such that any solution of x6f(x) satisfies the inequality 
II x(t)|| <. K II x(0)|| exp (- at). V t 2 0 if || x (t) || <. 6 . 
THEOREM 5.5.4 [61 ; Suppose that the point © i% an equilibrium 
position of the differential inclusion x6f(x). Further, suppose 
that the multivalued mapping f : R" '> (R"^  ) is dif ferentiable 
in the De-Blasi sense at © and that there exists a number S > 0 
0 
such that any solution x( t) of x e f(x) is defined on the whole 
interval [0,+ «) if \\ x(©|| <_ g^. If the equilibrium position 
9 of the inclusion x6Df(©)(x) is asymptotically stable, then 
the point x = © is an asymptotically stable equilibrium position 
of X 6 f(x); more precisely, there exist o > 0, K > 0 and S > 0 
such that any solution of x €. f (x) satisfies the inequality 
II x(t)l| 1 K II x(0)|| exp (-o.t).V t > 0 if || x (O) || ^S . 
•3Z'' 
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