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ABSTRACT 
We present a new proof of the Nehari-Gilbert theorem that deals with the location of singular- 
ities of Jacobi series expansions. Our method is based on a general result of independent interest 
extending a theorem of Bony and Schapira concerning the global domain of real analyticity of so- 
lutions to certain linear partial differential equations to equations with singular coefficients. 
1. INTRODUCTION 
Z. Nehari [N] proved in 1956 a result allowing one to locate the singularities 
of an analytic function defined by a Legendre polynomial expansion on the 
boundary of its ellipse of convergence; more precisely, he showed that they 
correspond in a simple manner with the singularities of an associated Taylor 
expansion on its circle of convergence. This is a very useful result, because there 
is an abundance of methods available for locating singularities of Taylor series 
(see for example [B,D]). Nehari’s theorem has inspired a considerable litera- 
ture, generalizing it to expansions in Jacobi polynomials [G], Faber and gen- 
eralized Faber polynomials [ZFG], and generalized Appell polynomials [Ml. 
All of these works are based on adaptation of the method of proof used by 
Nehari: the construction of integral operators which transform Legendre series 
into Taylor series, and vice versa. This method depends on the availability of 
explicit formulae for the generating function of Legendre (or, as the case may 
be, Jacobi etc.) polynomials. The present paper presents a radically different 
approach to Nehari’s theorem and some of its generalizations. Our point of 
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view is that both the Legendre (or Jacobi) series, and the Taylor series are ‘slices’ 
of a certain two-variable function that satisfies a linear partial differential 
equation, and hence the relation between the singularities of these ‘slices’ is 
governed by general principles concerning the propagation of singularities of 
solutions to partial differential equations. 
Although our method is less elementary than Nehari’s, we feel it is of interest 
in view of its generality; in particular, it yields results on the above-mentioned 
two-variable function which is, in a sense, the ‘high ground’ of the Nehari 
theorem, and these do not seem accessible to Nehari’s method. It also lends it- 
self to study of other eigenfunction expansions, although we won’t pursue this 
in the present paper. 
An important part of our program is a general result of independent interest, 
namely the extension of a theorem of Bony and Schapira [BS] concerning the 
global domain of real analyticity of solutions to certain linear partial differ- 
ential equations. Our extension is to the case where the coefficients in the 
equation may have singularities, which is crucial for the application to Nehari’s 
theorem (see below, Section 3.4), and builds on a result from our paper [EKS]. 
2. NEHARI’S THEOREM AND GILBERT’S GENERALIZATION 
Let us begin by recalling some notations and standard facts about Legendre 
polynomials (we use the same notations and normalizations for Legendre and 
other Jacobi polynomials as in Szego’s book [Sl]). Thus, for real Q > -1, 
p > -1, Pn(“,P) denotes the Jacobi polynomial of degree II, and the corre- 
sponding Legendre polynomial P,(olo) is denoted simply by P,,. 
For each complex t not in the real interval Z := [- 1, I] we have the asymptotic 
formula 
(2.1) ,‘& IPpyt)l”” = Ip(t)I 
where 
(2.2) cp(t) := t + (t2 - 1)“2, 
the branch of the square root being taken so that p(t) + +co as t -+ 00 along 
the positive real axis ([Sl, formula (8.23.1)]). Note that cp maps C\Z con- 
formally on {s E C: Js] > 1) such that cp(oo) = co, and we denote the inverse 
map by t = $(s) where 
(2.3) 4(s) = +(s +s-I), Is] > 1. 
The set 
(2.4) E, := {t E C: [p(t)1 = r}, r > 1 
is thus an ellipse, the image under T./J of the circle {Is] = r}. It is easy to check 
thatE,hasfoci{-1,l)andsemiaxesoflengths i(r+r-‘)and i(r-r-l). 
Let now {a,}: be a complex sequence satisfying 
(2.5) limsupla,]“” = Rpl < 1. 
n-33 
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Then the series 
converges absolutely for t in the (open) domain DR enclosed by the ellipse ER. 
Indeed, for each r with 1 < r < R we have absolute convergence for t E E, and 
hence, since (2.6) is a series of polynomials, convergence is uniform on 0,. Thus 
if (2.5) holds, (2.6) converges uniformly on compact subsets of DR, und defines 
there an analytic function. 
Nehari investigated (in the Legendre polynomial case) the analytic con- 
tinuation of this function, and proved in [N]: 
Theorem A (Nehari). Let {a,,} be a complex sequence satisfying (2.5), andf the 
analytic function defined by 
(2.7) f(t) = E a,R,(t) 
?I=0 
for t in the open set DR bounded by the ellipse with foci { - 1, l}, the sum of whose 
semiaxes is R. Then, f is analytically continuable across the boundary point to of 
(30~ if and only if the analytic function 
(2.8) g(s) := 5 a,s”, IsI < R 
n=O 
is unalytically continuable ucross the point SO of its circle of convergence, where 
SO = p(t0) (or, what is equivalent, to = i (so + SO’)). 
Remarks. Nehari also gives a result connecting the global analytic continua- 
tions off, g but in this paper we shall restrict ourselves to singularities on the 
boundaries of the convergence domains of (2.7) and (2.8). See the remark in 
Section 4 below concerning this. 
To illustrate how remarkable Nehari’s theorem is, let us note some im- 
mediate consequences: 
Corollary. Under the hypotheses of Theorem A, if (2.7) is analytically continu- 
able across to E ~DR, the same is true for each of the series.. 
‘2; 
(2.9) nIIO urIPn+l(t) 
‘X 
(2.10) c Qn+lPn(t) 
?I=0 
(2.11) 2 na,P,(t) 
n-0 
Proof. If (2.7) is continuable across to then (2.8) is continuable across SO (by the 
theorem). hence so is CFzO a,.~“+‘, and hence (using the theorem in the op- 
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posite direction) (2.9) is continuable across to. The proofs of (2.10), (2.11) are 
similar and left to the reader. q 
Before turning to the proof of Nehari’s theorem, let us restate it with a 
change of variables which will make it more amenable for the method we shall 
use. If we substitute t = cos w in (2.1) we get 
(2.12) ,‘i& ]P,(Q)(cosw)(“” = e’IrnWI 
for w E C \ R. Consequently, if (2.5) holds, the series 
(2.13) 5 a,P,(cosw) 
n=O 
converges absolutely and locally uniformly in the strip 
(2.14) S, := {IIm wI < p}, p = 1ogR > 0. 
Nehari’s theorem then says that (2.13) is analytically continuable across the 
boundary point wo of this strip if and only if (2.8) is continuable across SO, 
where i (SO + $0’) = cos ~0. Now, (2.8) is continuable across SO if and only if the 
same is true of the Laurent series 
(2.15) ?, a&n + ~-7, 
or what comes to the same, setting s = eiZ, if and only if 
(2.16) 2 a, cos nz 
n=O 
which converges absolutely for z in S,, is analytically continuable across ~0. 
Finally, since cosnz = T,(cosz), where T,, denotes the Chebyshev polynomial 
of the first kind, we can reformulate Nehari’s theorem as follows. 
Theorem B (Nehari). If {a,} are complex numbers satisfying (2.5), then the two 
series (2.13) and 
(2.17) 5 an~osnw = E a,T,(cosw), 
n=O n=O 
each of which converges and defines an analytic function in the strip S, defined by 
(2.14), are analytically continuable across precisely the same boundary points of 
this strip. 
Thus, we can interpret Nehari’s theorem so, that exchanging the Legendre 
polynomials in (2.13) for Chebyshevpolynomials does not alter the location of the 
singularities on the boundary of the strip of convergence. This suggests as a 
plausible generalization that we could as well replace Legendre polynomials in 
Theorem B with {Pn(a”) } for any choice of a,u,P. This more general assertion 
was proved by Gilbert [G]; stated in terms of the original variables his result is: 
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Theorem C (Gilbert). Theorem A remains true if, in place of P,,(t) we write 
F8’(t), f or any jixed choice of Q > -1, /3 > -1. Thus, all the jimctions 
f;:,,(t) := C,“=O a,PP’) (t) (which have the same ellipse of convergence) are 
unal~~tically continuable across precisely the same boundary points of this ellipse. 
Remarks. Nehari was inspired to his theorem by an earlier result of Szegb [S2] 
on zonal harmonic expansions. Although the two theorems are close in spirit. 
neither seems deducible from the other. The present authors gave a ‘propaga- 
tion of singularities’ proof of the Szego theorem in [EKS]. The proof we shall 
give for Nehari’s theorem is quite different from that which we gave for Szego’s 
theorem, but an important role is still played by a general result (Theorem 1.2) 
which was proved in [EKS]. 
In terminating this section, let us note an important point concerning 
normalization of Jacobi polynomials. When we say e.g. that the Chebyshev 
polynomial T, ‘is’ a Jacobi polynomial, we are referring to the formula 
p”/‘, -l/c!) 
II = b,Tn where 
b 
?I 
:= 1,3,..(2n-1) 
2.4.,.2n ’ 
In formulating theorems of Nehari’s type, it makes no difference whether we 
use T, or &i’.P1/2) , because the sequence {b,} has the following property: rhe 
Taylor series CT=0 b,,s” and CrzO b;‘s” each have radius of convergence 1. und 
each is ana17ytically continuable across each point s # 1 of the unit circle. 
This follows e.g. because each of these series is a hypergeometric series 
F(a. b, c; s) for suitable values of a, b, c (see [4.21, Sl]), and hence satisfies the 
corresponding hypergeometric differential equation. Hence, by virtue of 
Hadamard’s ‘multiplication of singularities’ theorem (see [B]), CT:“=0 ans” and 
C,ycO cl, b,s” have precisely the same singular points on { 1.r = 1 }. Other ‘nui- 
sance factors’ in place of {b,} that may arise through differences in normal- 
ization can be dealt with similarly. They don’t affect the location of singula- 
rities, and we will tacitly ignore them in the following considerations. 
3. PROOF OF THE NEHARI-GILBERT THEOREM 
3.1. Reformulation of the problem in terms of p.d.e. 
From the differential equation satisfied by the Jacobi polynomials (cf. [for- 
mulae (42.1) and (4.24.2), Sl] and also [eq. (3.2.4) EKS]) it follows easily that 
fn(w) := p;n-d) (cos w) satisfies 
(3.1) Lb, = -(n + fl)2f, 
where L denotes the ordinary differential operator 
(3.2) LJ‘ :=f”(W) + 
cu-/3+(cy+jj+1)c0su’ ., 
sin IV 
,f (w) - c+“(lV) 
and 
(3.3) 0:= n+;+ l. 
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Consequently, P,(@*‘) (cos w) cos(n + g)z is annihilated by the partial differential 
operator M := L, - (d/dz)2, where the subscript w has an obvious meaning. 
Now, if {an}; satisfy 
(3.4) limsup (g,]“” = l/R = 0’ 
n-cc 
(with p > 0 as before), the function 
(3.5) &2,/3(z, w) := 5 a,P,(a’O)(cos w) cos(n + 0)z 
n=O 
is holomorphic (the series converging absolutely) for (z, w) E 0,, where 
(3.6) flp := {(z, w) E C2 : Jim z] + IIm WI < p} 
in view of the estimate (2.12). It is clear that Mu,,0 = 0. We summarize this in- 
formation as 
Lemma 3.1. Under assumption (3.4), the series (3.5) converges in fiP (given by 
(3.6)) to afunction u,,~ which satisjies thepartialdifferentialequation Mu,,0 = 0. 
Here M denotes the operator L, - (d/d~)~, that is 
(3.7) 
a-p+(a+p+ 1)cosw au 
sin w 
The crucial properties of the operator M (and the only properties we shall use 
in the rest of the argument) are: 
(i) The principal part of M is (alaw)’ - (a/8~)~. 
(ii) M is linear and its coefficients are meromorphic for (z, w) in C2, and 
have singularities only (at most) on the set {sin w = 0). 
3.2. Now, recall that (in view of our earlier discussion) the Nehari-Gilbert 
theorem will be proved if we can show: (*) If uol,o(O, w) (which is holomorphic in 
the strip S, := {]Im WI < p}) is analytically continuable across the boundary 
point <, then C,“=. a,, cos nw is continuable across C, and vice versa. 
It is easy to see that Cr a, cos nw and Cr a, cos(n + o)w, both of which 
converge in S,, are continuable across precisely the same boundary points of 
S,. Hence, (*) can be reformulated as the equivalent assertion: 
Proposition 3.2. The function u,,p(O, w) is analytically continuable across w = < 
(where (Im (‘1 = p) ifandonly ifua,o(z, 0) is continuable across z = <. 
Indeed, the continuability of each of the functions Ca, cos nz, Za, cos(n + o)z, 
and CPn(a”)( 1) a,, cos(n + a)z across < are equivalent (in the last case, because 
P,‘““)(l) = (nicu), cf. [eq. (4.1.1), Sl]), in view of the final remark in the preced- 
ing section. Thus, the Nehari-Gilbert theorem is a consequence of Proposition 
3.2, to whose proof we now turn. We carry out one more preliminary reduction, 
embodied in the next two lemmas, where the set-up is as in Proposition 3.2. 
24 
Lemma 3.3. IfuN,fi(z, 0) 1 IS analytically continuable across z = <, then pn, J(:. IV) 
is analytically continuable to a neighborhood of (c, 0) in C’. 
Lemma 3.4. Zf ua,p(O, w) is analytically continuable across MI = C, then u,,,+(z, rc) 
is analytically continuable to a neighborhood of (0, <) in C2. 
Proof of Lemma 3.3. This is very similar to the proof of Assertion 3.3.1 in 
[EKS] and we omit the details. q 
Proof of Lemma 3.4. Let g denote an analytic function on a neighborhood U of 
C in the complex Iv-plane, such that g(Ml) = u,,,j(O, W) for MS E U n S,,. Consider 
now the holomorphic Cauchy problem: Find v holornorphic on a neighborhood qf 
(0, <) in C’ satisfying 
(3.8) Mv = 0 
(3.9) v(0, w) = g(w) 
(3.10) ; (0, w) = 0 
Z 
This is a noncharacteristic problem and has a unique solution v holomorphic 
on some neighborhood V of (0, c) in C2. If ~10 E U n S, is sufficiently near i> 
then on a neighborhood of (0, wg) in C2, U~,O satisfies Mu,,,/~ = 0 and u,,,;j has 
the same Cauchy data as v (that is, (3.9) and (3.10)) on {Z = 0). Hence u,,,,d = v 
on this neighborhood, and v provides the analytic continuation of u,,,,j across 
(0, <), as was to be proved. 0 
Remark. It is a slight aesthetic blemish on our method that Lemma 3.3 could 
not be proved by ‘pure p.d.e. methods’ as was Lemma 3.4, and we had to resort 
to an argument which ultimately rests on the explicit form of the generating 
function for the Jacobi polynomials. The reason for this asymmetry is the 
singular coefficients in M with respect to the bv-variable, so that the Cauchy 
problem analogous to (3.8)-(3.10) is not of a type covered by the Cauchyy 
Kovalevskaya theorem (concerning this point, cf. Conjecture 4.1.2 of [EKS]). 
Summarizing our discussion thus far, we see that the NehariiGilbert theo- 
rem (as well as Proposition 3.4) is a consequence of: 
Proposition 3.5. The function ua,p is analytically continuable across the bound- 
appoint (<, 0) of R,) if and only fit is analyticall,v continuable across (0. C). 
The proof of this will only use the facts that un,,j is holomorphic in Q2,, satisfies 
Mu,,ti = 0 and is even with respect to each of the variables Z, w. First we de- 
velop a general result, in Section 3.3, concerning propagation of real-analyti- 
city, and the application which concludes the proof of the Nehari-Gilbert the- 
orem comes in Section 3.4. 
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3.3. Propagation of real analyticity 
In this section we develop a needed result on the global domain of real ana- 
lyticity of the solution of Cauchy’s problem. For partial differential equations 
with real analytic coefficients this result is well known (see [BS]) but we require 
an extension allowing singularities in the coefficients. We shall not strive for 
maximal generality, but content ourselves with a result in R2 where the princi- 
pal part of the differential operator is the wave operator. This is what we shall 
require in Section 3.4. 
As a basis for the discussion we state first the following consequence of a 
general theorem by Bony and Schapira [BS]. 
Lemma 3.6. Suppose U(XI , x2) is real analytic in a neighborhood N c R2 of the 
closed interval [0, l] of the x1 -axis and satisfies in this neighborhood 
(3.11) 2 - 2 +A1 $ +A2 g $A324=0, 
1 2 
where the Ai are real analytic in a neighborhood of the closed triangle T whose 
vertices are (0, 0), (1,O) and ($ ? i). Th en u extends real analytically to a neigh- 
borhood of T. 
Remark. The same assertion is true, and is easily deducible from the former, if 
T is replaced by its reflection in the xi -axis. 
Proof. Although this is well known, we sketch a proof because it is very simple, 
and it involves a construction needed in the proof of the next lemma. 
First of all, observe that it is sufficient to show that u extends real analytically 
to the interior T of T since this result, after resealing could be applied to the 
triangle with vertices (-E, 0), (1 + E, 0) and (i + E, i + E) for sufficiently small 
E > 0. Since u is real analytic in the neighborhood N c R2, it extends holo- 
morphically into some complex neighborhood fi c C2 of the line segment 
[0, l] of the real xi-axis (we imbed R2 into C2 in the usual way and denote the 
coordinates by zi = xi + iyl and z2 = x2 + iy2). In fi, u satisfies 
(3.12) $-~+Al~+A2~+A3~=0, 
1 -_ 
where the Ai are holomorphic in a complex neighborhood V c C” of T. 
Now, let S be the open ‘box’ in the plane {Re z2 = 0) defined by 
S= {(-‘1,@2): 0 <XI < 1, lyll < 4 (~21 < Q, 
where 5 > 6 > 0 is so small that the S-neighborhood of s is contained in k. 
Define C to be the convex hull of S and the point (1, i). Clearly, C is a convex 
domain in C2. Here, we may be required to make S even smaller, because we 
want C to be contained in V, the complex neighborhood of r where the coeffi- 
cients Ai are holomorphic. The proof will be completed by showing that the 
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holomorphic extension of u into fi extends holomorphically to C since the re- 
striction of C to R2 equals the open triangle T. 
Our first claim is that any characteristic real hyperplane IT that meets C also 
meets S. To see this note that if n is characteristic and passes through the point 
(::‘,zi ) then it is of the form 
n = {(z, ,=I): Re(a(zi f ~2)) - Re(a(zy 5 :t))}% 
where u is some complex number. This is immediate from the form (3.11) of the 
equation. Thus, D contains one of the complex lines (2, t- z? = 2: + zi} or 
{z, - 2: = -_; - zi}. L t’ e s assume, the other case being treated similarly, that IT 
contains the line L = (-1 + z, = zy + z$!}. The intersection L. n (Re ~2 = O} 
contains the point 
(3.13) (X1 +&I,&) = (xx; +(1 -x)+ixJ+ix_Y;), 
where X E (0, 11 and (xi + iyi, iyl) is a point of S such that (zy: z:) is the convex 
combination of this point and (f , $)$ and we note that the point (3.13) belongs 
to S. 
Now, we define the following family of domains 0,. for 0 < t < $. Let R, be 
the convex hull of S and a ball of radius 6 ($ - I) centered at ( i. t f. For t very 
small, 0, is contained in fi and as t increases to i the domains Q, fill out all of 
C. The boundary X?,\s is smooth (C’ and could be made C” by altering this 
construction slightly) and non-characteristic for the principal part of the op- 
erator in (3.12). The non-characteristicity follows because a tangent plane of 
aG,\S cannot meet S by the definition of Q,. Thus, by the well known theorem 
of Zerner [Z], if u is holomorphic in fir, for some to E (0: f ), it extends across 
each point of an,,\,? and, since II is also holomorphic in a. it is therefore 
holomorphic in R, for all t E ( toi to + E), for some small E > 0. Also, since (2, for 
t E (0. to) fill out all of fir0 for every fo E (0, $), if u is holomorphic in (2, for all 
t E (0.~0) it is holomorphic in KS),, as well. S&e u is holomorphic in (2, for small 
t, a standard connectivity argument shows that 11 extends holomorphically to C. 
This completes the proof. •I 
Suppose now that the coefficients in (3.11) are only assumed meromorphic. 
rather than holomorphic, in a complex neighborhood of T. If we impose an 
additional condition on the polar variety then the assertions of Lemma 3.6 re- 
main valid. We keep the notation introduced in the proof of Lemma 3.6. 
Lemma 3.7. Let u be as in Lemma 3.6, except that the coeficients A; in (3.11) are 
only‘ assumed rneromorphic in a complex neighborhood V c C’ qf the closed 
triangle T. Let 0,. 0 < t < i, be the family of domains constructed in the prooj’of 
Lemma 3.6 (with 6 > 0 so small that the-v all are contained in V) and assume,fur- 
ther that the singularity set of the coeficients Ai (i.e. the union ofthe singularity 
sets of all the coejicients) in V consists of a finite number of smooth complex 
analytic curves rl,. . , r, that meet the boundaries aft,\,?, for ail 0 < t < 4. 
transversally. Then u extends real-anal_vtically to a real neighborhood qf T. 
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Remark. Recall that a complex hypersurface r = {z E C”: h(z) = 0}, where h 
is a holomorphic function near the origin 0 E C”, and a real hypersurface 
A4 = {z E C”: p(z, Z) = 0}, where p is a smooth real valued function near 0, 
intersect transversally unless the complex conormal @z(O)/dz of r is parallel to 
the complex conormal dp(0, O)/az of M. 
We will actually only need the following special case. 
Corollary 3.8. Let u be as in Lemma 3.7, andassume that the singularity set of the 
coeficients consists only of the line {zl = i}. Then u extends real analytically to a 
real neighborhood of T. 
Proof of Lemma 3.7. Since the smooth analytic varieties ri, . . . , I’, meet the 
boundaries 6X?,\,_? transversally, it follows from [Theorem 1.2, EKS] that if the 
solution u is holomorphic in a,, for some 0 < to < 1, then u can be holomor- 
phically continued across every point of an,,\,? that is also on one of the curves 
rj. Of course, u can also be continued holomorphically across any point of 
6’0,,\s that is not on any of the r’ by Zerner’s theorem, because the coefficients 
Ai are all holomorphic near such a point. Thus, the situation is precisely the 
same as in the proof above, and the proof is completed in the same way. q 
Proof of Corollary 3.8. Note that the boundary X?,\S, for any 0 < t < 1, can 
be expressed as a graph 
x2 =f(Xl,Yl,Y2) 
over S. Clearly, such a graph meets the complex line {zi = i} transversally and 
hence the corollary follows from Lemma 3.7. ~1 
3.4. Conclusion of the proof of the Nehari-Gilbert theorem 
We have to establish Proposition 3.5. It suffices, writing u for u,,p, to prove 
the more general result: 
Proposition 3.9. Suppose, for some p > 0, u is holomorphic on the domain Q, in 
C2 defined by (3.6) andsatis$es there the equation 
$U 
aw2 &2 +B,;+B2E+BJ=0 
where Bi = Bi(z, W) = Ci( z w , )/ . sm w and Ci is holomorphic on a neighborhood of 
fi,(i= 1,2,3). ThenforCE Cwith ]Im<I =p: 
(a) Zf u extends holomorphically across (C, 0) and (-<, 0) it extends across 
(O,G and (0, -0 
(b) Zf u extends holomorphically across (0, <) and (0, -5) it extends across 
(C, 0) and (-<, 0). 
Proof. Let a = (al, a2) and b = (bl, b2) be points in fi, to the neighborhood of 
which u is analytically continuable, and suppose moreover that 
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(3.14) (6, - aI)* # (bz - a*)2. 
Introducing complex variables Xj = xj + i_~j (j = 1,2) ( the map 
(3.15) 
i 
= = (61 - a,)X1 + (62 - U&Y* + al 
W = (b2 - a?)& + (b, - a1)Xz + u2 
is (because of (3.14)) an invertible biholomorphic (affine) map of C’ on C’ and 
maps 
(3.16) (;,;)_(~+%+9+~) 
(;,-;)+(?+2++~_?+). 
1 
(O,O)++a 
(1,0)-b 
Now, to the proof of (a): letting a = (<, 0) and b = (-c, 0). the image points in 
(3.16)of(i,i)and(i,-5) are (0, -C) and (0, (‘) respectively. 
The map (3.15) carries U(C, W) to a function U(X,. X2) holomorphic on the 
image of Q, by (3.15) and satisfying a linear p.d.e. whose principal part is 
(a U/ax;) - (a” U/ax,‘). Restricting Xl, X2 to real values XI, .x2 we thus get a 
function U(_YI,XZ) to which we would like to apply Lemma 3.6. This would 
show U is continuable to neighborhoods of (i, f ) and (i. - k), and hence u to 
neighborhoods of (0, <) and (0, -0, as desired. There is an obstacle, though: to 
get e.g. the extendability of U across (i, i) we would have to verify that the 
coefficients of the p.d.e. for Ii are holomorphic on a neighborhood of the tri- 
angle with vertices (O,O), (1,0) and (i, $) i.e. that the coefficients in the p.d.e. 
for u are holomorphic on a neighborhood of the triangle in C’ with vertices 
(C,O), (-{>O) and (0, -0. Th is is not true, however, because of the singularity 
of the coefficients of the p.d.e. at points where sin 1~ = 0. However, this is easily 
remedied. It suffices tofirzd points a, b arbitrarily close to (5, 0) and (-<, 0) re- 
spectively such that 
bl +bz (3.17) 2 + !!+A? =O, bl + bz -2 - !!$S = -< 
and the triangle spanned by a, b and (0, -<) containsnopoint (z. 1%‘) wilh sin )t’ = 0. 
To this end, we look for a, b in the form 
a = (i+s<,s<), b = (-< + it<, -it<) 
where s and t are real, nonzero and small in magnitude, with s < 0. Then (3.17) 
holds, and if (z, IV) is in the triangle spanned by U, b, and (0, -5) there are non- 
negative numbers p, q with p + q 5 1 such that 
11’ =p(sC) + q(--itC) + (1 --p - q)(-0. 
If now sin 11’ = 0, then IV = k-rr for some integer k, so from the last equation 
(3.18) 7rk/<=ps-itq-(1 -p-q). 
Now, Jim <I = p; suppose without loss of generality Im < = p, so < = < + ip 
where < is real. Then, from (3.18) 
& =ps-itq-(1 -p_q) 
and taking imaginary parts, 
-7rkp 
- = -tq 
ICI2 
whence (kl 5 1 tc21/np. Choosing, as we may, t positive and so small that the 
right side is < 1, we see k = 0. Hence, (3.18) becomes 
O=ps-itq-(1-p-q). 
Taking imaginary parts gives q = 0, hence 
ps=l-p 
whencep = (1 + s))’ > 1 since s < 0, and this is a contradiction. Hence, after 
the variable change (3.15), Lemma 3.6 is applicable, and this implies continu- 
ability of u across (0, -<). The continuability across (0, 5) is handled similarly, 
and (a) is proved. 
To prove (b) a heavier hand is needed, since at the ‘target points’ (I, 0) and 
(-<, 0) there are singularities of the coefficients of the p.d.e. and we must use 
Lemma 3.7, or rather its consequence Corollary 3.8. We take a = (0, C) and 
b = (0, -0. Th e image points of (i, 4) and (1, -i) under the map (3.15) are 
(-<, 0) and (c, 0) respectively. Let us check that u extends to a neighborhood of 
(-5, 0); the extension across (<, 0) is handled similarly. By means of the map 
(3.15) we again transfer the action to R 2, in the triangle with vertices (O,O), 
(1,0) and (f, 4). W e h ave to see where in this triangle the coefficients of the 
transformed p.d.e. have singularities. So, let us find all points (x1,x2) E R2 
where sin w = 0, where w is given by (3.15), or substituting the values of ai, bi: 
w = -25x1 + I. 
For w to satisfy sin w = 0, we must have 
1 - 2x, = k$ 
where k is an integer. Since the left side is real, we must have k = 0, and hence 
xi = 4: so the singularities of the transformed equation lie on {xl = 4,. Thus 
Corollary 3.8 is applicable, and transforming the conclusion of the corollary 
back to (z, w) variables we obtain the desired conclusion that u extends to a 
neighborhood of the closed triangle with vertices a, b and (-<, 0). The proof is 
complete. 0 
4. CONCLUDING REMARKS 
Nehari’s paper also establishes a further result concerning the global ana- 
lytic continuation of the series (2.7). In the context of the Nehari-Gilbert 
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theorem this is the following assertion: Let r denote an arbitrary path in the 
comp1e.x plane starting from a point in the ellipse of convergence DR of (2.6) und 
not passing through either of the points -l,l. If, for some ~1, fi, (2.6) is analvti- 
tally continuable along r without singularities. then that holds true ,for ever>’ 
choice qf a, d. 
It is difficult to see how such a result could be proved by our methods. Thus, 
the integral transform method of Nehari has, within its range of applicability, 
great power and precision and is by no means superseded by the p.d.e. methods 
of the present paper; another case in point is the application to Faber and gen- 
eralized Faber expansions, where our methods don’t apply because no differ- 
ential equation is involved. 
On the other hand, our arguments yield results that do not seem easily ac- 
cessible to Nehari’s method. For example, the argument in Section 3.4 implies 
that if the series (3.5) is analytically continuable across the boundary point 
(:, ita) = (0, () of L?,, (thus, IIm (1 = p) it is continuable across all points of the 
segment joining (0, <) to (<, 0) (which lies wholly on the boundary of 61,,). Also, 
the methods of the present paper appear applicable to eigenfunction expan- 
sions in any number of variables, and we hope later to present such applica- 
tions. 
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