Abstract. We consider a Wigner matrix A with entries tail decaying as x −α with 2 < α < 4 for large x and study fluctuations of linear statistics N −1 Tr ϕ(A). The behavior of such fluctuations has been understood for both heavy-tailed matrices (i.e. α < 2) in [6] and light-tailed matrices (i.e. α > 4) in [3] . This paper fills in the gap of understanding for 2 < α < 4. We find that while linear spectral statistics for heavy-tailed matrices have fluctuations of order N −1/2 and those for light-tailed matrices have fluctuations of order N −1 , the linear spectral statistics for half-heavy-tailed matrices exhibit an intermediate α-dependent order of N −α/4 .
Introduction
Let A = [a ij ] be an N × N Hermitian random matrix whose entries are i.i.d. and let λ 1 , . . . , λ N be its eigenvalues. It is well known that if the entries of A are duly renormalized, then for any continuous bounded test function ϕ, the random variable
has a deterministic limit, which is equal to the integral of f with respect to the limit spectral distribution of A, namely the semicircle law when the entries have at least a second moment [3, 1] and different distribution depending on α if the entries are heavytailed with exponent α ∈ (0, 2) (see [5, 14, 9] ). The rate of convergence of the random variables of (1) to its limit is not usually (see [3, 20, 26, 23, 2, 4, 22, 25] ). On the other hand, if the entries are heavy-tailed with exponent α ∈ (0, 2) or Bernoulli with parameter of order N −1 , then the fluctuations of 1 N Tr ϕ(A) around its expectation have order N −1/2 [6] . This difference of order in the fluctuations is due to the fact that when the entries of A have enough moments, the eigenvalues of A fluctuate very little, as studied by Erdös, Schlein, Yau, Tao, Vu and their co-authors, who analyzed their rigidity in e.g. [15, 17, 27] . On the other hand, the heavier the tails the more similar to a sparse matrix the (renormalized) matrix A is, and the more independently its eigenvalues behave.
A finite fourth moment means that for large x, P(|a ij | > x) ≈ x −α with α > 4, whereas heavy-tailed entries with exponent α ∈ (0, 2) correspond precisely to P(|a ij | > x) ≈ x −α with α ∈ (0, 2). In this text, we fill in the gap of understanding the role of α in the fluctuations linear spectral statistics: when α ∈ (2, 4), we prove a central limit theorem for 1 N Tr ϕ(A) in the case where ϕ is a sum of resolvent functions, it appears that the order of the fluctuations, in this case, is N −α/4 . This completes the picture, summarized in Table  1 . Table 1 . Orders of the fluctuations of the r.v. of (1) around its expectation as a function of the exponent α such that P(|a ij | > x) ≈ x −α for x large.
Viewed in the light of concentration inequalities for linear spectral functionals of random matrices, random matrices with half-heavy tailed entries interpolate between two extreme regimes, as shown in Table 1 :
• Using only the independence of the entries, (see [11, Lem. C.1] or [24, 9, 10] ) for any bounded function ϕ : R → R with finite total variation, we have, for any δ > 0,
which proves that
is bounded in probability and explains why the order of the fluctuations of (1) cannot be larger than N −1/2 , • In the case where the entries of A are independent and satisfy a Log-Sobolev inequality (for example in the GO(U)E case), then for any Lipschitz function ϕ : R → R, we have, by [1, Th. 2.3.5] (see also [19, 21, 12] ),
is bounded in probability. It explains why the order of the fluctuations of functionals as (1) cannot be larger than N −1 in the case of matrices with independent LogSobolev entries. Equation (2) shows that the case α < 2 corresponds to the largest possible fluctuations order in (1) . On the other hand, (3) proves that in the Gaussian case (this has been extended by Bai et. al. to the case α ≥ 4), the actual order is N −1 (to be more precise, (3) only gives an upper-bound for this order, but one can easily check, using, for example, ϕ(λ) = λ or ϕ(λ) = λ 2 , that N −1 is actually the right order). The case 2 < α < 4 is an intermediate case, where concentration inequalities neither allow to guess the order of the fluctuations, nor allow to extend fluctuation results from a first class of test functions to a wider classer (as was done for example in [6] ).
Notation. Here, A B means that A/B −→ 0 as N → ∞, A ∼ B means that A/B −→ 1 as N → ∞ (or x → ∞ if x is the underlying variable) and A = O(B) means that A/B stays bounded as N → ∞. If A and B are random variables, similar notations are used in probability. Also, for α ∈ R, the function z → z α is defined on C\R − thanks to the determination of the argument which is null on (0, +∞). At last, for functions of a complex variable z = x + iy, we use the classical notation ∂ z = (∂ x − i∂ y )/2.
Main result
Let us consider a random real symmetric or Hermitian matrix
where one of two conditions holds: either (a) (real case) x ij 's, 1 ≤ i ≤ j, are i.i.d. real random variables with mean 0 and variance 1 such that for a certain α ∈ (2, 4) and a certain c > 0, as x → +∞, Our main theorem is the following.
with A as above the process
converges to a complex Gaussian centered process (X z ) z∈C\R with covariance defined by the fact that X z = X z and that for any z, z ∈ C\R, E[X z X z ] = C(z, z ), for
where c and α are as in (4), sgn z := sgn( z) and K(z, t) := sgn z itG sc (z), G sc (z) being the Stieltjes transform of the semicircle law with support [−2, 2].
Remark 2.2. This theorem proves Gaussian convergence for any random variable of the form 1
where ϕ is a function of the type
The functions ϕ of this type span (by closure) some larger sets of functions (by, e.g. the Stone-Weierstrass theorem, the Cauchy formula, or the Helffer-Sjöstrand formula). However, the lack of error control in approximating ϕ (due to the fact that in our case the Log-Sobolev concentration inequality (3) is not true and the general concentration inequality (2) is not sharp enough) prevents us from extending our theorem to a larger class of test functions, as was done from resolvent functions to wider classes in e.g. [3, 6, 25] . As far as applying [25, Propo. 1] is concerned, the problems come first from the fact that we truncate the entries of the matrices to upper-bound the variance of Tr(E + iη − A)
and second from the fact that this variance does not decay enough as |E| grows.
The remainder of the paper consists of the proof of Theorem 2.1. In Section 3.1, we truncate the random variables appropriately, and centralize in the real case (in the complex case, centralization is automatic due to our assumption of symmetry). In Section 3.2, we restate our problem in terms of a martingale approach and cite relevant martingale convergence theorem. In Section 3.3, we show that off-diagonal terms of the resolvent can be neglected in further calculations. Lastly, in Section 3.4 we show that the diagonal terms of the resolvent yield the desired formula for the covariance, using a lemma proved in Section 3.5 that allows us to approximate the diagonal elements of the resolvent by the Stietjes transform of the spectral measure.
3. Proof of Theorem 2.1 3.1. Truncation, recentralization, and renormalization of the entries. Let A, B be any N × N matrices, z ∈ C\R, and
Then
and we have that
Thus for fixed z,
Let us consider the case of real symmetric matrices and let µ N = E x ij 1 |x ij |≤N β (for an exponent β which will be specified later). First we estimate the absolute value of µ N . As x ij is centered,
so for N large enough,
we have
where the X i 's are independent Bernoulli r.v. with parameters
and 1 is added for the rank 1 perturbation of shifting each entry by µ N / √ N . In order to upper-bound rank(B − A) with high probability thanks to Bennett's inequality or Lemma 5.7 in [7] , we compute the sum of these parameters:
If αβ > 1,
Thus, by Bennett's inequality or Lemma 5.7 in [7] , as soon as αβ > 1, we know that rank(B − A) has order at most N (2−αβ) + (i.e. for any ε > 0, N −(2−αβ) + −ε rank(B − A) tends in probability to zero). So one can replace A by B as long as
Furthermore we want to renormalize our new truncated centered random variables to have variance 1, so we let
Noting that
Then we can replace B as above by B/σ N since
In the complex case, subtracting the mean from each matrix entry is no longer a rank 1 perturbation, so this argument will no longer work. This is the reason why, in the complex case, we only consider random variables which are symmetric so that we can truncate and still retain a 0 mean.
+ and
in the real case andã
in the complex case. Then there is a constant C depending only on the distribution of the x ij 's such that
where the function
Proof. (i) is true by the definition of µ N and σ N at (7) and (9), (ii) and (iii) are easy computations, relying on the fact that for f :
Lastly, (iv) follows from [13, Th. 8.1.6] for non-truncated entries. To centralize, note that
Recalling that µ N → 0 we get from (4) that for a certain constant C > 0,
Since µ N → 0, the random variable x ij − µ N will also satisfy (4) for large N , and therefore (iv) holds for the shifted entry x ij − µ N .
From now on, we suppose that each a ij has been replaced by theã ij of the previous lemma, for
for > 0 that can be chosen as small as needed. By a slight abuse of notation, we still denote this random variable by a ij and we henceforth assume the conclusions of Lemma 3.1 to be true for the a ij 's.
3.2. Martingale approach. We want to prove that for certain test functions ϕ (namely the linear combinations of functions of the type
converges in distribution to a certain Gaussian distribution. We will use Theorem 4.3 for
Let A (k) be the N − 1 by N − 1 matrix obtained by removing the kth row and column of A.
Note first that by the interlacing property between the spectrums of A and A (k) , when ϕ has finite total variation, we have
As a consequence,
and the L(ε, N ) of Theorem 4.3 is null for N large enough. Hence it remains to prove that
have finite deterministic limits that agree with the limit covariance of Theorem 2.1.
By linear combination, it suffices to prove that for any z, z ∈ C\R, for
and
converges in probability to a deterministic constant which agrees with the limit covariance of Theorem 2.1.
Note that
hence we shall prove that for any u ∈ (0, 1), as N → ∞ and k → ∞ with k/N → u, we have
with C(z, z ) the function defined in Theorem 2.1.
where a k is the kth column of A without the diagonal term.
3.3.
Removing the off-diagonal terms. Proposition 3.2. Let us definẽ
where for a matrix M , M diag denotes the diagonal matrix obtained from M by setting all its non-diagonal entries to zero. Then
converges in probability to 0.
Proof. We define, for z ∈ C\R,
These functions are well defined because for any z ∈ C\R,
so that the argument of the log cannot vanish.
Using the fact that, for an analytic function f defined on C\R and taking values in C\R such that f (z) = f (z),
where in the second equality, we used (16) to notice the F k is bounded uniformly in the randomness and in z as z varies in any compact subset of C\R. Of course analogous formulas hold for Y k ,Ỹ k andỸ k . Thus, commuting conditional expectation and derivative again for the same reason, we have
:=φ k } hence by the Cauchy inequalities for holomorphic functions, it suffices to prove that uniformly on k, z, z (as z, z stay at a macroscopic distance from the real line) we have
Let
We also define η k and ε k in the same way with z instead of z .
By Lemma 4.4, we have
and the analoguous equality holds forφ k . Thus using the formulas F k =F k + ε k and
Let E a k denote the expectation with respect to the randomness of the kth row a k of A. We have
so that (18) can be rewritten as
From now on, C will denote a finite constant (that will change from line to line) depending uniformly in k, z, z as z, z stay at any positive distance away from the real line.
Lemma 3.3. We have:
+4 , for as in (11) .
Besides, the same bounds hold if one replaces η k by η k or by
Proof. Let us denote G = G (k) (z) and write E instead of E a k for short. Note that
Inequality (i) follows from Lemma 4.1, which allows to claim that
Let us now prove (ii). We denote a k (i) by a i and set
We have
As the a i 's are independent and centered, for a term in this sum to be non zero, one needs the partition of level sets of the function ∈ {1, . . . , 8} → i to have no block of cardinality 1. Moreover, i 1 and i 2 cannot be in the same block, i 3 and i 4 neither, etc. The cardinalities of these blocks can be (2, 2, 2, 2), (4, 2, 2), (4, 4), or (3, 3, 2) . The last possibility only arises when the distribution of the entries is not symmetric. We estimate the above sum in each of the four cases, using (21) and the estimates for the moments given in Lemma 3.1:
• The sum of the terms corresponding to (2, 2, 2, 2) has absolute value at most
• The sum of the terms corresponding to (4, 2, 2) has absolute value at most
+2 .
• The sum of the terms corresponding to (4, 4) has absolute value at most
+4 .
• The sum of the terms corresponding to (3, 3, 2) has absolute value at most
(in the last step, we used the elementary fact that
It follows that
+4
.
+4 , we deduce that
To prove the last assertion, one only needs to change
To conclude the proof of Proposition 3.2, we need to prove the upper bound (17) . We will use the expression of ϕ k −φ k given at (20) , denoting the six terms of its RHS by T 1 , . . . , T 6 . We will show that |T 1 |, |T 2 |, |T 3 |, |T 4 |, |T 5 |, and
To make subsequent calculations less cumbersome to write, we introduce the notation
and correspondingly J k , J k,diag with z instead of z. Let furthermore
and E be given by
To find a bound on
We notice that |1 − η k J k,diag | and |1 + η k J k | are reciprocals. Using Jensen's inequality, we find a bound on the former:
Here in the last line we have used that J k,Tr is independent of a k and that E a k η k = 0 which gives that E a k (η k J k,Tr ) = 0. We have also used that J k , J k,diag , and J k,Tr are uniformly bounded to claim that
. Similarly, we show the same bound for E a k [−ε k ]:
By Cauchy-Schwarz we get that 
This and Lemma 3.3 (i) yield the bound
since O(E a k |η k | |E|) 1 and therefore the logarithm is given by its Taylor series. Hence
Next, after applying Cauchy-Schwartz to T 3 , we look for a bound on
. We note first that by Jensen's inequality
Let us partition the space of matrices as follows. We define the events
and note that since |1 − η k J k,diag | and |1 + η k J k | are reciprocals, we have that
Recall that for x > 0, log(1 + x) < x, so that onS
Using the definition of S and similar reasoning we get a similar bound on
with J k instead of −J k,diag , which yields
Taking the expectation of |ε k | 2 , and using that |J k | and |J k,diag | are absolutely bounded we get that
where the last inequality follows by the previous Lemma 3.3 (i). Here the of (11) is chosen small enough. By Cauchy-Schwartz, it proves that |T 3 | ≤ CN −1 .
Let us now treat T 1 and T 2 . We have
where in the last two lines we used that J k,Tr is independent of a k and that E a k ε k = 0. By Cauchy-Schwartz and our previous bounds, we get that
The same bound holds for T 1 . This concludes the proof of Proposition 3.2.
Computation of the limit.
By what precedes, to prove (13) , it suffices to prove that the random variables
satisfy the convergence in probability
as N, k → ∞ with k/N → u.
Let f k (z) be defined as f k (z), but with the matrix A replaced by a matrix A whose entries a ij are the ones of A if i ≤ k and j ≤ k and independent random variables with the same distribution as the entries of
This notation is convenient as we can then express a product of integrals as integrals over different sets of variables. Let also E a k , a k denote the expectation with respect to the randomness of the k-th columns of A and A. Furthermore, E k still denotes the conditional expectation with respect to the σ-algebra generated by the k × k upper left corner of A (or of A, as they share the same k × k upper left corner).
Lemma 3.4. We have
Proof. On the σ-algebra generated by A and A, we have
For w ∈ C\R, 1 w = −i sgn w +∞ 0 e sgn w itw dt, (recall that sgn w = sgn( w)). Hence,
jj and using (16), we get that
By (16) the above integral in t and in the randomness of a k is absolutely convergent and thus we can interchange E a k and +∞ t=0
. Thus
Then, for any t > 0, we have that
and that E a k and ∂ z can be permuted by (16) again. Hence, we have
and for φ N (λ) = E exp(−iλ|a 11 | 2 ) as defined at (10),
Let us now use (10) :
Hence
We want to show that
Since δ(z, t) is analytic in z ∈ C\R, by the Cauchy inequality
Let 0 < γ < (α − 2)/(2α) < 1/2. Then we split the above integral into two parts:
It is easy to see that
so we focus on the first integral.
, we write
|δ(z t , t)|dt as the integral of a sum of three errors δ 1 , δ 2 , δ 3 :
To get a bound on δ 1 we use Lemma 4.5 for each t with
where we used the fact that γ < 1/2.
To get a bound on δ 2 , we can use the Taylor series expansion to check that for |x| ≤ 1/2
This yields that
so that, as γ < (α − 2)/(2α) implies that γα − α + 2 < −α/2 + 1,
To get a bound on δ 3 we do a dyadic decomposition of the integral. We integrate on [2 k , 2 k+1 ] with k such that 2 k < N γ . This yelds
Noting that k 2 kα/2 e −| z|2 k is convergent we get that
Then Lemma 3.5, whose statement and proof are postponed until the next section, implies that the diagonal terms G (k) (z) jj in the previous expression are close to the Stieltjes transform G sc (z) of the semicircle law with support [−2, 2]. It also implies that N −1 Tr G (k) (z) is close to G sc (z). As before, the factor e sgn z itz allows us to take the integral dt to infinity. It follows that
where o(1) is for the convergence in probability.
Of course, the same holds for E a k f k (z ).
Let us now compute
. First, as above,
Hence as E a k denotes the integration with respect to the k-th columns of A and A and as these columns are identical up to the k-th entry and independent from the k + 1-th entry on, we have
Then, proceeding as above when we computed E a k f k (z) (from (27) to (29)), we get that
This equation, together with (29) and Lemma 3.4, imply (26) . This concludes the proof.
3.5. Concentration of the diagonal terms of the resolvent.
Lemma 3.5. For any fixed z ∈ C\R, for any p ≥ 1, and any j ∈ {1, . . . , N }, the sequence
tends to zero.
, it suffices to prove the result for p = 2. By the Schur complement formula (see [3, Th. 11 .4]), we know that
where
is the matrix obtained after removing the jth row and the jth column of A.
By Lemma 4.1 of the appendix and the fact that | Tr G (j) (z) − Tr G(z)| ≤ C (see Lemma 4.6), the denominator of the RHS of (30) can be written
As the function f z : x → 1 z−x has uniformly bounded gradient on the half plane {x ∈ C ; z x > 0}, we get that
Besides, by [11, Lem. C.1], we know that
At last, by [3, Th. 2.5], we know that for any fixed z ∈ C\R,
We conclude by using the fact that 1
4. Appendix 4.1. Quadratic forms in heavy-tailed variables.
Lemma 4.1. Let a = (a 1 , . . . , a N ) T be a column vector whose entries are i.i.d., centered and satisfy (ii) and (iii) of Lemma 3.1. Then for any deterministic matrix G, the random variables
Proof. Direct computations, the second one using E[
Remark 4.2. We shall sometimes use this lemma after removal of the kth row and column of B and of the kth entry of a, but it suffices to apply the lemma with the matrix deduced from B by setting its kth row and column to zero.
4.2.
CLT for martingales. Let (F k ) k≥0 be a filtration such that F 0 = {∅, Ω} and let (M k ) k≥0 be a square-integrable complex-valued martingale starting at zero with respect to this filtration. For k ≥ 1, we define the random variables
k | F k−1 ] and we also define
Let now everything depend on a parameter N , so that
Then we have the following theorem. It is proved in the real case at [8, Th. 35.12] . The complex case can be deduced noticing that for z ∈ C, (z) 2 , (z) 2 and (z) (z) are linear combinations of z 2 , z 2 , |z| 2 . 
0.
Then we have the convergence in distribution
where Z is a centered complex Gaussian variable such that E(|Z| 2 ) = v and E(Z 2 ) = τ .
To apply this theorem, we shall use the following lemma.
Lemma 4.4. Let E k−1 and E k denote conditional expectations given some σ-algebras F k−1 ⊂ F k . then for any pair A, B of L 2 r.v., we have
Proof. We have
which concludes the proof.
4.3.
A lemma about large products and the exponential function.
Lemma 4.5. Let u i , i = 1, . . . , N , be some complex numbers and set
There is a universal constant R > 0 (independent of N and of M ) such that Lemma 4.6 (Difference of traces of a matrix and its major submatrices). Let H k be the submatrix of H obtained by removing its k-th row and k-th column and set G k := (z−H k ) −1 . Let also a k be the k-th column of H where the k-th entry has been removed. Then
Moreover,
