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hp-version time domain boundary elements for the wave equation
on quasi-uniform meshes
Heiko Gimperlein∗† Ceyhun O¨zdemir‡ David Stark∗ Ernst P. Stephan‡
Abstract
Solutions to the wave equation in the exterior of a polyhedral domain or a screen in R3 exhibit
singular behavior from the edges and corners. We present quasi-optimal hp-explicit estimates
for the approximation of the Dirichlet and Neumann traces of these solutions for uniform time
steps and (globally) quasi-uniform meshes on the boundary. The results are applied to an
hp-version of the time domain boundary element method. Numerical examples confirm the
theoretical results for the Dirichlet problem both for screens and polyhedral domains.
Key words: boundary element method; approximation properties; hp methods; asymptotic ex-
pansion; wave equation.
1 Introduction
This article initiates the study of high-order boundary elements in the time domain. For elliptic
problems, p- and hp-versions of the finite element method give rise to fast approximations of
both smooth solutions and geometric singularities. These methods converge to the solution by
increasing the polynomial degree p of the elements, possibly in combination with reducing the
mesh size h of the quasi-uniform mesh. They were first investigated in the group of Babuska
[3, 4, 17, 18]. See [49] for a comprehensive analysis for 2d problems.
The analogous p- and hp-versions of the boundary element method go back to [2, 53, 54].
More recent optimal convergence results for boundary elements on screens and polyhedral sur-
faces covering 3d problems have been obtained, for example, in [9, 10, 11, 12, 13].
Boundary element methods for time dependent problems have recently become of interest
[48]. In this article we introduce a space-time hp-version of the time domain boundary element
method for the wave equation with non-homogeneous Dirichlet or Neumann boundary conditions.
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To be specific, in the exterior Ω ⊂ R3 of a polyhedral surface or screen Γ this article considers
the initial-boundary value problem
c−2∂2t u(t, x)−∆xu(t, x) = 0 in R+t × Ωx , (1)
u(0, x) = ∂tu(0, x) = 0 in Ω ,
for given Dirichlet (u|Γ = g) or Neumann data (∂nu|Γ = g, n outer unit normal vector) on Γ = ∂Ω.
We choose units such that c = 1.
As geometric prototypes for Γ, in this article we consider flat circular and polygonal screens,
which pose the greatest numerical challenges. Extensions to closed polyhedral surfaces are men-
tioned. To solve (1) numerically, we reformulate it as a time dependent integral equation on Γ for
the single layer or hypersingular operator. This integral equation is approximated using Galerkin
hp-version boundary elements, based on tensor products of piecewise polynomial functions on a
quasi-uniform mesh in space and a uniform mesh in time.
Similar to h-version boundary elements, the approximation rate is determined by the singu-
larities of the solution u of (1) at non-smooth boundary points of the domain. Near an edge or a
corner a singular decomposition of the solution into a leading part of explicit singular functions
plus smoother terms has been obtained in a series of works by Plamenevskii and collaborators
[34, 36, 41, 47]. Their results imply that at a fixed time t, the solution to the inhomogeneous
wave equation with homogeneous boundary conditions admits an explicit singular expansion with
exactly the same behavior as for elliptic equations. (For the latter, see [16, 44, 45].)
Using these works, we give precise asymptotic expansions of both the boundary trace of the
solution u|Γ to the inhomogeneous boundary problem (1) and its normal derivative ∂nu|Γ on Γ.
We then study their approximation by piecewise polynomials of tensor-product form in space and
time. Quasi-optimal convergence rates in space-time anisotropic Sobolev spaces are obtained for
the p- and hp-versions of the boundary element method in the time domain on flat screens, with
extensions to polyhedral surfaces. For the circular screen this result is the content of Theorem
15, while for the polygonal screen it is Theorem 19.
The approximation results for u|Γ and ∂nu|Γ imply quasi-optimal approximation results for
the solution to the relevant boundary integral formulations, in Corollary 16 for the circular screen,
respectively Corollary 20 for the polygonal screen. Indeed, on the flat screen the solution φ to
the hypersingular integral equation is given by the jump φ = [u] |Γ across Γ of the solution u
to the wave equation with Neumann boundary conditions ∂nu|Γ = g. Similarly, the solution ψ
to the single layer integral equation is given by ψ = [∂nu] |Γ in terms of the solution u to the
wave equation with Dirichlet boundary conditions u|Γ = f . This result from the elliptic case [51]
translates verbatim into the time-dependent setting.
We mention a generalization of our results to polyhedral domains in Section 4.5.
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Together with the a priori estimates for the time domain boundary element methods on screens
[23, 24], our results imply convergence rates for the p-version Galerkin approximations which are
twice those observed for the quasi-uniform h-method in [22].
We first prove the approximation properties on the circular screen, without corners, and then
discuss the approximation of the corner and corner-edge singularities on polygonal screens. On
the square the convergence rate is determined by the singularities at the edges.
Our numerical experiments in Section 5.2 confirm the theoretical results and exhibit the pre-
dicted convergence rate for the Dirichlet problem for the time dependent wave equation outside a
square screen. The convergence rate in the energy norm is doubled compared to the convergence
rate of the h-version on a uniform mesh, as predicted. Our numerical experiments in Section 5.3
for the wave equation outside an icosahedron similarly confirm the predicted convergence of the
p-method.
Related previous work for the time independent Laplace equation includes, in particular, the
analysis of the p-version by Schwab and Suri [50] of the singularities of u in polyhedral domains
and their implications for the numerical approximation of the hypersingular integral equation by
boundary elements. On geometrically graded meshes the hp-version was studied in [31], but the
analysis does not yield a priori estimates on quasi-uniform meshes. Sharp estimates on piecewise
flat open surfaces with quasi-uniform meshes are due to Bespalov and Heuer [11, 12, 13] for both
the single layer and hypersingular integral equations. See [9, 10] for extensions to the Lame´
equation.
The analysis of boundary element methods for the wave equation goes back to seminal works
of Bamberger and Ha-Duong [5], with significant recent refinements by Joly and Rodriguez [33].
Alternative energy-based formulations have been studied by Aimi and collaborators [1]. For
screen problems we refer to Becache and Ha-Duong [7, 8]. Higher-order methods based on non-
polynomial approximation spaces have recently been considered [26]. See [15, 29, 48] for overviews
of the theory.
The article is organized as follows: Section 2 recalls the boundary integral operators associated
to the wave equation as well as their mapping properties between suitable space-time anisotropic
Sobolev spaces. It concludes by reformulating the Dirichlet and Neumann problems for the wave
equation (1) as boundary integral equations in the time domain. The following Section 3 in-
troduces the space-time discretizations and a time domain boundary element method to solve
the single layer and hypersingular integral equations. The asymptotic expansions of solutions
to the wave equation and their hp approximation are the content of Section 4, for circular and
polygonal screens as well as for polyhedral surfaces. The article presents numerical experiments
both on screens and outside polyhedral domains in Section 5, before summarizing the conclusions
in Section 6. An Appendix discusses the derivation of the singular expansions for u|Γ and ∂nu|Γ,
the central basis of the convergence analysis in this article.
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Notation: We write f . g provided there exists a constant C such that f ≤ Cg. If the constant
C is allowed to depend on a parameter σ, we write f .σ g.
2 Boundary integral operators and Sobolev spaces
Let Γ be the boundary of a polyhedral domain in R3, consisting of curved, polygonal boundary
faces, or an open polyhedral surface (screen) obtained from a Lipschitz dissection of the boundary
[42, p. 99].
We make the following ansatz for the solution to (1) in terms of the single layer potential for
the wave equation,
u(t, x) =
∫ ∞
0
∫
Γ
G(t− τ, x, y) ψ(τ, y) dy dτ . (2)
Here G is a fundamental solution to the wave equation and ψ(τ, y) = 0 for τ < 0. In 3 dimensions
u(t, x) =
1
4π
∫
Γ
ψ(t− |x− y|, y)
|x− y| dy .
Taking Dirichlet boundary values on Γ of the integral (2), we obtain the single layer operator V :
V ψ(t, x) =
∫ ∞
0
∫
Γ
G(t− τ, x, y) ψ(τ, y) dy dτ .
The wave equation (1) with Dirichlet boundary conditions, u = f on Γ, is equivalent to the
integral equation
V ψ = u|Γ = f . (3)
In addition to V , also the adjoint double layer operator K ′, the double layer operator K and the
hypersingular operator W on Γ will be used:
Kφ(t, x) =
∫ ∞
0
∫
Γ
∂G
∂ny
(t− τ, x, y) φ(τ, y) dy dτ,
K ′φ(t, x) =
∫ ∞
0
∫
Γ
∂G
∂nx
(t− τ, x, y) φ(τ, y) dy dτ , (4)
Wφ(t, x) =
∫ ∞
0
∫
Γ
∂2G
∂nx∂ny
(t− τ, x, y) φ(τ, y) dy dτ .
Remark 1. On a flat screen Γ ⊂ R2 × {0}, ∂G∂n = 0 and therefore Kφ = K ′φ = 0.
These operators are studied in space-time anisotropic Sobolev spaces Hrσ(R
+, H˜s(Γ)), see [23]
or [29]. To define the spaces for ∂Γ 6= ∅, extend Γ to a closed, orientable Lipschitz manifold Γ˜.
Sobolev spaces of supported distributions in Γ are defined as:
H˜s(Γ) = {u ∈ Hs(Γ˜) : supp u ⊂ Γ} , s ∈ R .
Then we set Hs(Γ) = Hs(Γ˜)/H˜s(Γ˜ \ Γ).
To define an explicit scale of Sobolev norms, fix a partition of unity αi subordinate to a covering
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of Γ˜ by open sets Bi and diffeomorphisms φi mapping each Bi into the unit cube ⊂ Rn. They
induce a family of norms from Rd:
||u||s,Γ˜ =
(
p∑
i=1
∫
Rn
(|ω|2 + |ξ|2)s|F {(αiu) ◦ φ−1i } (ξ)|2dξ
) 1
2
.
Here, F denotes the Fourier transform. The norms for different ω ∈ C \ {0} are equivalent.
The above norms induce norms on Hs(Γ), ||u||s,Γ = infv∈H˜s(Γ˜\Γ) ||u + v||s,Γ˜, and on H˜s(Γ),
||u||s,Γ,∗ = ||e+u||s,Γ˜. Here, e+ extends the distribution u by 0 from Γ to Γ˜.
Weighted Sobolev spaces in time for r ∈ R and σ > 0: are defined as
Hrσ(R
+) = {u ∈ D′+ : e−σtu ∈ S
′
+ and ‖u‖Hrσ(R+) <∞} .
Here, D′+ denotes the space of distributions on R with support in [0,∞), and S
′
+ the subspace of
tempered distributions. The Sobolev spaces are Hilbert spaces endowed with the norm
‖u‖Hrσ(R+) =
(∫ +∞+iσ
−∞+iσ
|ω|2r |uˆ(ω)|2 dω
) 1
2
.
The scale of space-time anisotropic Sobolev spaces combines the Sobolev norms in space and
time:
Definition 2. For r, s ∈ R and σ > 0 define
Hrσ(R
+,Hs(Γ)) = {u ∈ D′+(Hs(Γ)) : e−σtu ∈ S
′
+(H
s(Γ)) and ‖u‖r,s,Γ <∞} ,
Hrσ(R
+, H˜s(Γ)) = {u ∈ D′+(H˜s(Γ)) : e−σtu ∈ S
′
+(H˜
s(Γ)) and ‖u‖r,s,Γ,∗ <∞} .
D′+(E) denotes the space of distributions on R with support in [0,∞), taking values in E =
Hs(Γ), H˜s(Γ), and S ′+(E) the subspace of tempered distributions. The Sobolev spaces are Hilbert
spaces endowed with the norm
‖u‖r,s,Γ =
(∫ +∞+iσ
−∞+iσ
|ω|2r ‖uˆ(ω)‖2s,Γ dω
) 1
2
,
‖u‖r,s,Γ,∗ =
(∫ +∞+iσ
−∞+iσ
|ω|2r ‖uˆ(ω)‖2s,Γ,∗ dω
) 1
2
.
When |s| ≤ 1 one can show that the spaces are independent of the choice of αi and φi. For
s > 1, it is most convenient to define them (via the trace theorem) as the image of the boundary
trace on Γ of the spaces in the Euclidean domain Ω ⊂ R3 [49]. For the spaces on Ω, the above
definitions apply.
We state the mapping properties of the boundary integral operators, see e.g. [15, 29], with
extensions to screens considered in [23]:
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Theorem 3. The following operators are continuous for r ∈ R, σ > 0:
V : Hr+1σ (R
+, H˜−
1
2 (Γ))→ Hrσ(R+,H
1
2 (Γ)) ,
K ′ : Hr+1σ (R
+, H˜−
1
2 (Γ))→ Hrσ(R+,H−
1
2 (Γ)) ,
K : Hr+1σ (R
+, H˜
1
2 (Γ))→ Hrσ(R+,H
1
2 (Γ)) ,
W : Hr+1σ (R
+, H˜
1
2 (Γ)))→ Hrσ(R+,H−
1
2 (Γ)) .
By a fundamental observation of Bamberger and Ha-Duong [5], V ∂t satisfies a coercivity esti-
mate in the norm of H0σ(R
+, H˜−
1
2 (Γ)): ‖ψ‖2
0,− 1
2
,Γ,∗
.σ 〈V ψ, ∂tψ〉. From the mapping properties
of Theorem 3 one also has the continuity of the bilinear form associated to V ∂t in a bigger norm:
〈V ψ, ∂tψ〉 . ‖ψ‖21,− 1
2
,Γ,∗
. Similar estimates hold for W∂t: ‖φ‖20, 1
2
,Γ,∗
.σ 〈Wφ, ∂tφ〉 . ‖φ‖21, 1
2
,Γ,∗
.
Proofs and further information may be found in [23, 29].
The space-time Sobolev spaces allow a precise statement and analysis of the weak formulation
for the Dirichlet problem (3): Find ψ ∈ H1σ(R+, H˜−
1
2 (Γ)) such that for all Ψ ∈ H1σ(R+, H˜−
1
2 (Γ))∫ ∞
0
∫
Γ
(V ψ(t, x))∂tΨ(t, x) dx dσt =
∫ ∞
0
∫
Γ
f(t, x)∂tΨ(t, x) dx dσt , (5)
where dσt = e
−2σtdt.
For the Neumann problem, a double layer potential ansatz for u:
u(t, x) =
∫
R+×Γ
∂G
∂ny
(t− τ, x, y) φ(τ, y) dτ dy , (6)
with φ(s, y) = 0 for s ≤ 0 leads to the hypersingular equation
Wφ =
∂u
∂n
∣∣∣
Γ
= g , (7)
with weak formulation:
Find φ ∈ H1σ(R+, H˜
1
2 (Γ)) such that for all Φ ∈ H1σ(R+, H˜
1
2 (Γ)) there holds:∫ ∞
0
∫
Γ
(Wφ(t, x)) ∂tΦ(t, x) dx dσt =
∫ ∞
0
∫
Γ
g(t, x) ∂tΦ(t, x) dx dσt . (8)
The boundary integral equations (5), respectively (8), for the Dirichlet and Neumann problems
are well-posed [23, 24]:
Theorem 4. Let σ > 0.
a) Assume that f ∈ H2σ(R+,H
1
2 (Γ)). Then there exists a unique solution ψ ∈ H1σ(R+, H˜−
1
2 (Γ))
of (5) and
‖ψ‖1,− 1
2
,Γ,∗ .σ ‖f‖2, 1
2
,Γ . (9)
b) Assume that g ∈ H2σ(R+,H−
1
2 (Γ)). Then there exists a unique solution φ ∈ H1σ(R+, H˜
1
2 (Γ))
of (8) and
‖φ‖1, 1
2
,Γ,∗ .σ ‖g‖2,− 1
2
,Γ . (10)
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We finally mention some useful technical results: The first localizes estimates for fractional
Sobolev norms [22]:
Lemma 5. Let Γ, Γj (j = 1, . . . , N) be Lipschitz domains with Γ =
N⋃
j=1
Γj, u˜ ∈ Hrσ(R+, H˜s(Γ)), u ∈
Hrσ(R
+,Hs(Γ)), s ∈ R. Then for all s ∈ [−1, 1], r ∈ R and σ > 0
N∑
j=1
‖u‖2r,s,Γj . ‖u‖2r,s,Γ , (11)
‖u˜‖2r,s,Γ,∗ .
N∑
j=1
‖u˜‖2r,s,Γj ,∗ . (12)
From Lemmas 8 and 9 in [22] we recall:
Lemma 6. Let r ≥ 0, 0 ≤ s1, s2 ≤ 1, Ij = [0, hj ], u2 ∈ H˜−s2(I2), u1 ∈ H˜rσ(R+,H−s1(I1)). Then
there holds
‖u1(t, x)u2(y)‖r,−s1−s2,I1×I2,∗ . ‖u1‖r,−s1,I1,∗‖u2‖−s2,I2,∗ .
For positive Sobolev indices one has:
Lemma 7. Let r ≥ 0, 0 ≤ s ≤ 1, Ij = [0, hj ], u2 ∈ H˜s(I2), u1 ∈ Hrσ(R+, H˜s(I1)). Then there
holds
‖u1(t, x)u2(y)‖r,s,I1×I2,∗ . ‖u1‖r,s,I1,∗‖u2‖s,I2,∗ .
We also note the variants:
Lemma 8. Let r ≥ 0, 0 ≤ s ≤ 1, u2 ∈ H˜−s(Γ), u1 ∈ H˜rσ(R+). Then there holds
‖u1(t)u2(x, y)‖r,−s,Γ,∗ . ‖u1‖Hrσ(R+)‖u2‖−s,Γ,∗ .
Proof. This is a consequence of the estimate
(σ2 + |ω|2)r/2(σ2 + |ω|2 + ξ21 + ξ22)−s/2 . (σ2 + |ω|2)r/2(1 + ξ21 + ξ22)−s/2
in Fourier space.
We note a similar result for positive Sobolev indices:
Lemma 9. Let r ≥ 0, 0 ≤ s ≤ 1, u2 ∈ H˜s(Γ), u1 ∈ Hrσ(R+). Then there holds
‖u1(t)u2(x, y)‖r,s,Γ,∗ . ‖u1‖Hr+sσ (R+)‖u2‖s,Γ,∗ .
Proof. This is a consequence of the estimate
(σ2 + |ω|2)r/2(σ2 + |ω|2 + ξ21 + ξ22)s/2 . (σ2 + |ω|2)(r+s)/2(1 + ξ21 + ξ22)s/2
in Fourier space.
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3 Discretization
For the time discretization we consider a uniform decomposition of the time interval [0,∞) into
subintervals [tn−1, tn) with time step ∆t, such that tn = n∆t (n = 0, 1, . . . ).
In R3, we assume that Γ consists of closed triangular faces Γi such that Γ = ∪iΓi. Let TS =
{∆1, · · · ,∆N} be a quasi-uniform triangulation of Γ and TT = {[0, t1), [t1, t2), · · · , [tM−1, T )} the
time mesh for a finite subinterval [0, T ). We choose a basis {ξ1h, · · · , ξNsh } of the space V qh (Γ)
of piecewise polynomial functions on TS of degree q ≥ 0 in space (not necessarily continuous).
Moreover, we define V˜ qh (Γ) as the subspace of V
q
h (Γ), where the piecewise polynomials are con-
tinuous and vanish on ∂Γ for q ≥ 1. The parameter h denotes the maximal diameter of a triangle
in TS. For the time discretization we choose a basis {β1∆t, · · · , βNt∆t} of the space V pt of piecewise
polynomial functions of degree of p in time (continuous and vanishing at t = 0 if p ≥ 1).
We consider the tensor product of the approximation spaces in space and time, V qh and V
p
∆t,
associated to the space-time mesh TS,T = TS × TT , and we write
V p,q∆t,h := V
p
∆t ⊗ V qh . (13)
We analogously define
V˜ p,q∆t,h := V
p
∆t ⊗ V˜ qh . (14)
The Galerkin discretization of the Dirichlet problem (5) is then given by:
Find ψ∆t,h ∈ V p,q∆t,h such that for all Ψ∆t,h ∈ V p,q∆t,h∫ ∞
0
∫
Γ
(V ψ∆t,h(t, x))∂tΨ∆t,h(t, x) dx dσt =
∫ ∞
0
∫
Γ
f(t, x)∂tΨ∆t,h(t, x) dx dσt . (15)
For the Neumann problem (8), we have:
Find φ∆t,h ∈ V˜ p,qt,h such that for all Φ∆t,h ∈ V˜ p,qt,h∫ ∞
0
∫
Γ
(Wφ∆t,h(t, x))∂tΦ∆t,h(t, x) dx dσt =
∫ ∞
0
∫
Γ
g(t, x)∂tΦ∆t,h(t, x) dx dσt . (16)
From the weak coercivity of V , respectively W , the discretized problems (15) and (16) admit
unique solutions.
Practical computations use σ = 0. The resulting system of equations in this case has a block-
Toeplitz structure which requires to compute only one matrix per time step, unlike for σ > 0.
See [33] for a detailed analysis of the role of the weight σ.
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3.1 Approximation properties
While we use triangular meshes in our computations, for the ease of presentation we first discuss
the approximation properties of meshes with rectangular elements. Reference [43] shows how to
deduce approximation results on triangular meshes from the rectangular case.
Key ingredients in our analysis are projections from L2(Γ) onto V ph . We collect some key
approximation properties used below, which are proven analogous to [27, Proposition 3.54 and
3.57], see also [23] for screens.
We recall the well-known results for V ph and V
q
∆t, which we are going to need. See, for example,
[5] for the following Lemma 10. The second inequality in Lemma 11 may be found as Theorem
4.1 in [14]; it implies the first one.
Lemma 10. Let Πq∆t the orthogonal projection from L
2(R+) to V q∆t and m ≤ q. Then for
s ∈ [−12 , 12 ]
||f −Πq∆tf ||Hrσ(R+).
(
∆t
q + 1
)q+1−s
‖f‖Hq+1σ (R+) .
for all f ∈ Hq+1σ (R+).
Lemma 11. Let Π˜ph,x the orthogonal projection from L
2(Γ) to V˜ ph and m ≤ p. Then for ε > 0
and s ∈ [−1, 0] we have in the norms of Hs(Γ) respectively H˜s(Γ):
||f − Π˜ph,xf ||s,Γ ≤ C
(
h
p+ 1
)m+1−s
‖f‖m+1,Γ (17)
for all f ∈ Hm+1(Γ),
||f − Π˜ph,xf ||s,Γ,∗ ≤ C
(
h
p+ 1
)m+1−s
‖f‖m+1,Γ
for all f ∈ Hm+1(Γ) ∩ H˜s(Γ).
Combining Π˜ph,x and Π
q
∆t one obtains as in Proposition 3.54 of [27]:
Lemma 12. Let f ∈ Hsσ(R+,Hm(Γ)∩H˜r(Γ)), 0 < m ≤ p+ 1, 0 < s ≤ p+ 1, r ≤ s, |l| ≤ 12 such
that lr ≥ 0. Then if l, r ≤ 0 and ε > 0
‖f − Π˜ph,xΠp∆tf‖r,l,Γ ≤ C
((
h
p+ 1
)α
+
(
∆t
p+ 1
)β)
||f ||s,m,Γ , (18)
‖f − Π˜ph,xΠp∆tf‖r,l,Γ,∗ ≤ C
((
h
p+ 1
)α−ε
+
(
∆t
p+ 1
)β)
||f ||s,m,Γ , (19)
where α = min{m − l,m − m(l+r)m+s }, β = min{m + s − (l + r),m + s − m+sm l}. If l, r > 0,
β = m+ s− (l + r).
Lemma 12 is mostly applied for ∆t . h, when ∆t may be replaced by h. The first inequalities
in Lemma 11 and Lemma 12 hold verbatim also for the orthogonal projection Πph,x from L
2(Γ)
to V ph .
The proof of the following result is given in [10, Theorem 3.1] for the p-version and in [9,
Theorem 3.3] for hp:
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Lemma 13. For ε > 0, a < 1 and s ∈ [−1,min{−a + 12 , 0}) there holds with the piecewise
polynomial Lagrange interpolant of degree p, Πph,yy
−a, of y−a on a quasi-uniform mesh of mesh
size h:
‖y−a −Πph,yy−a‖s,[0,1],∗ .
(
h
(p+ 1)2
)−a+ 1
2
−s−ε
.
For positive powers of y we use [11, Theorem 3.1] for the p-version and in [9, Theorem 3.2]
for hp:
Lemma 14. For ε > 0, 0 < a and s ∈ [0, a + 12) there holds with the piecewise polynomial
Lagrange interpolant of degree p+ 1, Π˜p+1h,y y
a, of ya on a quasi-uniform mesh of mesh size h:
‖ya − Π˜p+1h,y ya‖s,[0,1],∗ .
(
h
p2
)min{a+ 1
2
−s,2−s}−ε
.
4 Approximation of singularities
Solutions of the wave equation (1) exhibit singularities at edges and corners of the domain. We
here recall a decomposition of the solution near these non-smooth boundary points into a leading
part given by explicit singular functions plus less singular terms.
Let 0 ≤ d ≤ n− 2 and K ⊂ Rn−d an open cone with vertex at 0, which is smooth outside the
vertex. Denote the wedge over K by K = K × Rd. We study the wave equation in K:
∂2t u(t, x)−∆xu(t, x) = 0 in R+t ×Kx , (20a)
u(0, x) = ∂tu(0, x) = 0 in K, (20b)
with either inhomogeneous Dirichlet boundary conditions u|Γ = g or Neumann boundary condi-
tions ∂nu|Γ = g on Γ = ∂K. We aim to describe the asymptotic behavior of a solution in K near
{0} × Rd. Locally, the edge of a screen in R3 corresponds to d = 1, a cone point to d = 0.
After a separation of variables near the edge of K, we consider the operator AB(ν) = ν2 +
(n − d − 2)ν − ∆S with B = D for Dirichlet and B = N for Neumann boundary conditions
in the subset Ξ = K ∩ Sn−d−1 of the sphere. ∆S is the Laplace operator on Sn−d−1, and its
eigenvalues in Ξ are denoted by {µk,B}∞k=0. The eigenvalues of AB(ν) may then be expressed
as −iν±k,B = i(n−d−2)2 ∓ iλk,B with λk,B =
((n−d−2)2+4µk,B)
1/2
2 . We normalize the associated
orthogonal eigenfunctions Φk,B of the angular variables θ as ‖Φk,B‖2L2(Ξ) = λ−1k,B.
For d = 1, n = 3, the nonzero eigenvalues −iν±k,B = ∓kπα are simple provided kπα 6∈ N, where
α denotes the opening angle of K ⊂ R2. They have multiplicity 2 otherwise. For k > 0 one has
the explicit formulas Φk,N(θ) = (kπ)
− 1
2 cos(kπθ/α), Φk,D(θ) = (kπ)
− 1
2 sin(kπθ/α). In the case of
Neumann boundary conditions, the eigenvalue −iν0,N = 0 has multiplicity 2.
The limit α tends to 2π− recovers a screen with flat boundary, and for circular edges one may
adapt the discussion as in [46].
For d = 0, n = 3, the singular exponents in the corner need to be determined numerically.
See [55] for a discussion of polyhedral domains.
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The singular exponents determine the local asymptotic expansion of the solution to the inho-
mogeneous wave equation
∂2t u(t, x)−∆xu(t, x) = f in R+t ×Kx , (21a)
u(0, x) = ∂tu(0, x) = 0 in K, (21b)
near the singular points. Here u|Γ = 0 on Γ = ∂K for Dirichlet, ∂nu|Γ = 0 for Neumann boundary
conditions. For details, see [34, Theorem 7.4 and Remark 7.5] in the case of the Neumann problem
in a wedge, and [36, Theorem 4.1] for the Dirichlet problem in a cone. The formulas for the
asymptotic expansion involve special solutions of the Dirichlet or Neumann problem in K, as in
[36, (3.5)], respectively [34, (4.4)]:
w−k,B(y, ω, ζ) =
21−λk,B
Γ(λk,B)
(i|y|
√
−|ζ|2 + ω2)λk,BKλk,B (i|y|
√
−|ζ|2 + ω2)|y|ν−k,BΦk,B(y/|y|) .
Here Kλ denotes the modified Bessel function of the third kind.
Using w−k,B, the leading singularities near an edge or a cone point are given as
|y|νj,BΦj,B(θ)(∂2t −∆z)m(i|y|)2mF−1(ω,ζ)→(t,z)cj,B , (22)
with cj,B(ω, ζ) = 〈fˆ(·, ω, ζ), w−j,B(·, ω, ζ)〉L2(K), plus a remainder which is less singular [34, 36].
Here m ∈ N. Additional logarithmic terms in |y| appear if iνj,B ∈ N. The regularity of
cj,B(ω, ζ) = 〈fˆ(·, ω, ζ), w−j,B(·, ω, ζ)〉L2(K) is determined by the data f in the wave equation
(21).
A precise statement of the asymptotic expansion is the content of Theorem 26 in the Ap-
pendix. the Appendix also provides a discussion of the proof. Using this theorem one sees that
by expanding sufficiently many terms, the remainder in the expansion can be made to have order
|y|η, for any η > 0, with a smooth coefficient if the right hand side of the equation is smooth.
Knowing the precise Sobolev regularity of the coefficient of this singular function, depending on
the Sobolev regularity of the right hand side, would be of interest: It would allow to state precise
smoothness assumptions on g in Theorem 15, resp. Theorem 19). However, this refined analysis
is beyond the scope of the current article.
Further information can be obtained by combining the convolution representation
F−1(ω,ζ)→(t,z)cj,B =
∫
Rd
∫
R
∫
K
f(y, z1, t1)W−j,B(y, t− t1, z − z1) dy dt1 dz1
with information about the singular functions W−j,B(y, t, z) = F−1(ζ,ω)→(t,z)w−j,B. The singu-
lar support of W−j,B lies on a light cone emanating from the edge, {(y, t, z) ∈ Rn+1 : t =√|y|2 + |z|2}. Therefore F−1(ω,ζ)→(t,z)cj,B is smooth in
{(t, z) ∈ Rd+1 : t > sup{t1 +
√
|y|2 + |z − z1|2 : (y, z1, t1) ∈ singsupp f}} .
For smooth f , singsupp f = ∅ and therefore also F−1(ω,ζ)→(t,z)cj,B is smooth everywhere.
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The singular expansion for the inhomogeneous wave equation in (21) in R+t × Kx implies
an expansion for inhomogeneous boundary conditions in (20). The argument is as for elliptic
problems [45, Section 5]: For Dirichlet conditions u|Γ = g on R+t ×∂K, we choose an extension
g˜ in R+t ×K with g˜|Γ = g on R+t ×∂K. Then U = u − g˜ satisfies the inhomogeneous wave
equation ∂2t U −∆xU = f −∂2t g˜+∆g˜ with homogeneous boundary condition U |Γ = 0. The above
discussion describes the asymptotic expansion of U , and one concludes a corresponding expansion
for u = U + g˜. An analogous argument applies to Neumann boundary conditions ∂nu|Γ = g.
The resulting asymptotic expansions of the boundary values u|Γ and ∂nu|Γ will be crucial for
the analysis of the solutions to the boundary integral formulations, and for the ease of the reader
we give more details in the Appendix.
In the case of a wedge, regularity results have also been obtained by Eskin [19] using Wiener-
Hopf symbol factorizations.
4.1 Singularities for circular screens and approximation
We first illustrate the above expansion for the exterior of a circular wedge with exterior opening
angle α. For α→ 2π−, the wedge degenerates into the circular screen {(x1, x2, 0) ∈ R3 : x21 + x22 ≤
1}. Near the edge {(x1, x2, 0) ∈ R3 : x21 + x22 = 1} we use the coordinates (y, z, θ), where in polar
coordinates in the x1 − x2-plane y = r − 1, z = θ. Using [46], an analogous expansion to (20)
also holds in this curved geometry, with the same leading singular term |y|ν , where ν → 12 as
α→ 2π−:
u(y, t, z)|Γ = a(t, z)|y|
1
2 + v0(y, z, t) , (23)
∂nu(y, t, z)|Γ = b(t, z)|y|−
1
2 + ψ0(y, z, t) . (24)
Here a and b are smooth for smooth data.
From these decompositions we obtain quasi-optimal approximation properties for the hp-
version, up to an arbitrarily small ε > 0.
Theorem 15. Let ε > 0. a) Let u be a solution to the homogeneous wave equation with inho-
mogeneous Neumann boundary conditions ∂nu|Γ = g, with g ∈ Hασ (R+, H˜β(Γ)) for some α, β,
so that the regular part v0 belongs to H
µ
σ (R
+, H˜η(Γ)) in the singular expansion of u|Γ, with η, µ
sufficiently large. Further, let φh,∆t be the best approximation in the norm of H
r
σ(R
+, H˜
1
2
−s(Γ))
to the Dirichlet trace u|Γ in V˜ p,p∆t,h on a quasi-uniform spatial mesh with ∆t . h. Then
‖u− φh,∆t‖r, 1
2
−s,Γ,∗ .
(
h
p2
) 1
2
+s−ε
+
(
h
p
)− 1
2
+s+η
+
(
∆t
p
)µ+s−r− 1
2
,
where r ∈ [0, p).
b) Let u be a solution to the homogeneous wave equation with inhomogeneous Dirichlet bound-
ary conditions u|Γ = g, with g ∈ Hασ (R+, H˜β(Γ)) for some α, β, so that the regular part ψ0
belongs to Hµσ (R
+, H˜η(Γ)) in the singular expansion of ∂nu|Γ, with η, µ sufficiently large. Fur-
ther, let ψh,∆t be the best approximation in the norm of H
r
σ(R
+, H˜−
1
2 (Γ)) to the Neumann trace
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∂nu|Γ in V p,p∆t,h on a quasi-uniform spatial mesh with ∆t . h. Then
‖∂nu− ψh,∆t‖r,− 1
2
,Γ,∗ .
(
h
(p+ 1)2
) 1
2
−ε
+
(
h
p+ 1
)1
2
+η
+
(
∆t
p+ 1
)µ+1−r
,
where r ∈ [0, p + 1).
Theorem 15 implies a corresponding result for the solutions of the single layer and hypersin-
gular integral equations on the screen:
Corollary 16. Let ε > 0. a) Let φ be the solution to the hypersingular integral equation (7) and
φh,∆t the best approximation in the norm of H
r
σ(R
+, H˜
1
2
−s(Γ)) to φ in V˜ p,p∆t,h on a quasi-uniform
spatial mesh with ∆t . h. Assume that the right hand side g ∈ Hασ (R+, H˜β(Γ)) for some α, β,
so that the regular part v0 belongs to H
µ
σ (R
+, H˜η(Γ)) in the singular expansion of u|Γ, with η, µ
sufficiently large. Then
‖φ− φh,∆t‖r, 1
2
−s,Γ,∗ .
(
h
p2
)1
2
+s−ε
+
(
h
p
)− 1
2
+s+η
+
(
∆t
p
)µ+s−r− 1
2
,
where r ∈ [0, p), s ∈ [0, 12 ].
b) Let ψ be the solution to the single layer integral equation (3) and ψh,∆t the best approxima-
tion in the norm of Hrσ(R
+, H˜−
1
2 (Γ)) to ψ in V p,p∆t,h on a quasi-uniform spatial mesh with ∆t . h.
Assume that the right hand side f ∈ Hασ (R+, H˜β(Γ)) for some α, β, so that the regular part ψ0
belongs to Hµσ (R
+, H˜η(Γ)) in the singular expansion of ∂nu|Γ, with η, µ sufficiently large. Then
‖ψ − ψh,∆t‖r,− 1
2
,Γ,∗ .
(
h
(p+ 1)2
) 1
2
−ε
+
(
h
p+ 1
) 1
2
+η
+
(
∆t
p+ 1
)µ+1−r
,
where r ∈ [0, p + 1).
Indeed, on the flat screen the solutions to the integral equations are given by φ = [u] |Γ in terms
of the solution u which satisfies Neumann conditions Bu = ∂nu|Γ = g, respectively ψ = [∂nu] |Γ
in terms of the solution u which satisfies Dirichlet conditions Bu = u|Γ = f .
The proof of Theorem 15 is the content of the following two subsections.
4.1.1 Approximation of the Neumann trace
Theorem 17. Under the assumptions of Theorem 15, for ∆t . h there holds for r ∈ [0, p + 1)
‖∂nu−Πph,xΠp∆t∂nu‖r,− 1
2
,Γ,∗ .
(
h
(p+ 1)2
)1
2
−ε
+
(
h
p+ 1
) 1
2
+η
+
(
∆t
p+ 1
)µ+1−r
.
Proof. Using the decomposition (24) for ∂nu, we can separate the singular and regular parts on
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the rectangular mesh:
‖∂nu−Πph,xΠp∆t∂nu‖r,− 1
2
,Γ,∗ ≤ ‖b(t, z)|y|−
1
2 −Πp∆tΠph,xb(t, z)|y|−
1
2 ‖r,− 1
2
,Γ,∗ + ‖ψ0 −Πp∆tΠph,xψ0‖r,− 1
2
,Γ,∗
≤ ‖b(t, z)|y|− 12 −Πp∆tb(t, z)|y|−
1
2‖r,− 1
2
,Γ,∗ + ‖Πp∆tb(t, z)|y|−
1
2 −Πp∆tΠph,xb(t, z)|y|−
1
2‖r,− 1
2
,Γ,∗
+ ‖ψ0 −Πp∆tΠph,xψ0‖r,− 1
2
,Γ,∗
≤ ‖b(t, z) −Πp∆tb(t, z)‖r,ǫ− 1
2
‖|y|− 12 ‖−ε,I,∗ + ‖Πp∆tb(t, z)|y|−
1
2 −Πp∆tΠph,zb(t, z)|y|−
1
2‖r,− 1
2
,Γ,∗
+ ‖Πp∆tΠph,zb(t, z)|y|−
1
2 −Πp∆tΠph,zb(t, z)Πph,y|y|−
1
2 ‖r,− 1
2
,Γ,∗ + ‖ψ0 −Πp∆tΠph,xψ0‖r,− 1
2
,Γ,∗ .
Here, for the first term we have used Lemma 6, and for the second Πph,x = Π
p
h,zΠ
p
h,y. The norm
‖ · ‖r,ǫ− 1
2
,I is the anisotropic space-time Sobolev norm in the t and z coordinates. We note that
the first term is bounded by
‖b(t, z) −Πp∆tb(t, z)‖r,ǫ− 1
2
.
(
∆t
p+ 1
)µ+1−r
‖b(t, z)‖µ+1,ǫ− 1
2
.
For the second and third terms we obtain with Lemma 6:
‖Πp∆tb(t, z)|y|−
1
2 −Πp∆tΠph,zb(t, z)|y|−
1
2 ‖r,− 1
2
,Γ,∗ + ‖Πp∆tΠph,zb(t, z)|y|−
1
2 −Πp∆tΠph,zb(t, z)Πph,y|y|−
1
2 ‖r,− 1
2
,Γ,∗
. ‖Πp∆tb(t, z) −Πp∆tΠph,zb(t, z)‖r,ε− 1
2
‖|y|− 12 ‖−ε,I,∗ + ‖Πp∆tΠph,zb(t, z)‖r,0‖|y|−
1
2 −Πph,y|y|−
1
2‖− 1
2
,I,∗ .
From Lemma 13 we have ‖y−a −Πpyy−a‖− 1
2
,I,∗ .
(
h
(p+1)2
)−a+1−ε
and
‖Πp∆tb(t, z)−Πp∆tΠph,zb(t, z)‖r,ε− 1
2
.
(
h
p+ 1
)1
2
+k−ǫ
‖b(t, z)‖r,k .
After possibly expanding finitely many terms, which may be treated as above, we assume that
the regular part ψ0 in (24) is H
η in space. Then using the approximation properties for ψ0,
‖ψ0 −Πp∆tΠph,xψ0‖r,− 1
2
,Γ,∗ .σ
(( ∆t
p+ 1
)µ+1−r
+
(
h
p+ 1
) 1
2
+η )
‖ψ0‖µ+1,η,Γ .
Combining the estimates for the different terms, we conclude that for ∆t . h and sufficiently
large k
‖∂nu−Πh,xΠ∆t∂nu‖r,− 1
2
,Γ,∗ .
(
h
(p + 1)2
) 1
2
−ε
+
(
h
p+ 1
) 1
2
+η
+
(
∆t
p+ 1
)µ+1−r
.
4.1.2 Approximation of the Dirichlet trace
We now consider the approximation of the solution u to the wave equation on the screen, with
expansion (23), or equivalently the solution to the hypersingular integral equation. Apart from
the energy norm, here the L2-norm is of interest, and we state the result for general Sobolev
indices:
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Theorem 18. Under the assumptions of Theorem 15, for ∆t . h, r ∈ [0, p) and s ∈ [0, 12 ] there
holds
‖u− Π˜ph,xΠp∆tu‖r, 1
2
−s,Γ,∗ .
(
h
p2
) 1
2
+s−ε
+
(
h
p
)s− 1
2
+η
+
(
∆t
p
)µ+s−r− 1
2
.
Proof. Following the approach in Section 4.1.1, we use the triangle inequality
‖u− Π˜ph,xΠp∆tu‖r, 1
2
−s,Γ,∗ ≤ ‖a(t, z)|y|
1
2 −Πp∆ta(t, z)|y|
1
2 ‖r, 1
2
−s,Γ,∗
+ ‖Πp∆ta(t, z)|y|
1
2 − Π˜ph,xΠp∆ta(t, z)|y|
1
2‖r, 1
2
−s,Γ,∗ + ‖v0 − Π˜ph,xΠp∆tv0‖r, 1
2
−s,Γ,∗ .
We first estimate
‖a(t, z)|y| 12 −Πp∆ta(t, z)|y|
1
2‖r, 1
2
−s,Γ,∗ ≤ ‖a(t, z) −Πp∆ta(t, z)‖r, 1
2
−s,∗‖|y|
1
2‖ 1
2
−s,∗
and note that
‖a(t, z) −Πp∆ta(t, z)‖r, 1
2
−s,∗ .
(
∆t
p
)µ+s−r− 1
2
‖a(t, z)‖µ, 1
2
−s .
For the second term we note with Lemma 7, respectively Lemma 6:
‖Πp∆ta(t, z)|y|
1
2 −Πp∆tΠ˜ph,xa(t, z)|y|
1
2‖r, 1
2
−s,Γ,∗
≤ ‖Πp∆ta(t, z)|y|
1
2 −Πp∆tΠ˜ph,za(t, z)|y|
1
2 +Πp∆tΠ˜
p
h,za(t, z)|y|
1
2 −Πp∆tΠ˜ph,za(t, z)Π˜ph,y |y|
1
2‖r, 1
2
−s,Γ,∗
≤ ‖Πp∆ta(t, z) −Πp∆tΠ˜ph,za(t, z)‖r, 1
2
−s,∗‖|y|
1
2 ‖ 1
2
−s,I,∗ + ‖Πp∆tΠ˜ph,za(t, z)‖r, 1
2
−s,∗‖|y|
1
2 − Π˜ph,y|y|
1
2‖ 1
2
−s,I,∗ .
Now note that
‖Πp∆ta(t, z) −Πp∆tΠ˜ph,za(t, z)‖r, 1
2
−s,∗ .
(
h
p
)k− 1
2
+s
‖a(t, z)‖r,k
and, from Lemma 14,
‖|y| 12 − Π˜ph,y|y|
1
2‖ 1
2
−s,I,∗ .
(
h
p2
) 1
2
+s−ε
.
It remains to estimate the remainder
‖v0 − Π˜ph,xΠp∆tv0‖r, 1
2
−s,Γ,∗ .
(
h
p
)s− 1
2
+η
+
(
∆t
p
)µ+s−r− 1
2
,
as in Section 4.1.1. Combining the estimates for the different terms, we conclude the assertion.
4.2 Singularities for polygonal screens and approximation
We consider the singular expansion of the solution to the wave equation (1) with Dirichlet or
Neumann boundary conditions on a polygonal screen Γ. Compared to (23), (24) additional
singularities now arise from the corners of the screen. For simplicity, we restrict ourselves to the
model case of a flat polygonal screen Γ ⊂ R3. In this geometry, for elliptic problems asymptotic
expansions and their implications for the numerical approximation are discussed in [40, 44].
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The following gives a decomposition of the solution and its normal derivative on Γ near the
vertex (0, 0), in terms of polar coordinates (r, θ) centered at this point [22]. Note that we have
two boundary values, u±, from the upper and lower sides of the screen, and that we use refined
information about the edge-vertex singularity.
u(t, x)|+ = C(t)χ(r)rλΦ(θ) + C1(t)χ˜(θ)β1(r)(sin(θ)) 12
+C2(t)χ˜(
π
2 − θ)β2(r)(cos(θ))
1
2 + v0(t, r, θ) (25)
=: uv + uev1 + u
ev
2 + v0 ,
∂nu(t, x)|+ = C ′(t)χ(r)rλ−1Φ′(θ) + C ′1(t)χ˜(θ)β′1(r)r−1(sin(θ))−
1
2
+C ′2(t)χ˜(
π
2 − θ)β′2(r)r−1(cos(θ))−
1
2 + ψ0(t, r, θ) (26)
=: ψv + ψev1 + ψ
ev
2 + ψ0 .
Here βj(r) behaves like r
λ− 1
2 near r = 0, while β′j(r) behaves like r
λ, j = 1, 2, . Compared to the
local coordinates near the edge in the previous section, the polar angle θ corresponds to the dis-
tance |y| to the edge and the radius r to the variable z along the edge. For Γ = (0, 1)×(0, 1)×{0},
the corner exponent λ ≃ 0.2966.
To control the remainder terms in these formal computations requires elliptic a priori weighted
estimates near the singularities, as discussed in [41].
In the literature decompositions like (25) and (26) in polar coordinates are also expressed in
Cartesian coordinates or a mixture of Cartesian and polar coordinates. The Appendix of [14]
shows the equivalence of these descriptions, also remarked in Corollary 4 of [44]. Below we may
therefore appeal to results stated for expansions in other coordinate systems.
From the decomposition, similar to Theorem 15 we obtain the approximation properties of
the hp-method. The error is dominated by the edge singularities, not the corners.
Theorem 19. Let ε > 0. a) Let u be a solution to the homogeneous wave equation with inho-
mogeneous Neumann boundary conditions ∂nu|Γ = g, with g ∈ Hασ (R+, H˜β(Γ)) for some α, β,
so that the regular part v0 belongs to H
µ
σ (R
+, H˜η(Γ)) in the singular expansion of u|Γ, with η, µ
sufficiently large. Further, let φh,∆t be the best approximation in the norm of H
r
σ(R
+, H˜
1
2
−s(Γ))
to the Dirichlet trace u|Γ in V˜ p,p∆t,h on a quasi-uniform spatial mesh with ∆t . h. Then
‖u− φh,∆t‖r, 1
2
−s,Γ,∗ .
(
h
p2
) 1
2
+min{λ,0}+s−ε
+
(
h
p
)− 1
2
+s+η
+
(
∆t
p
)µ+s−r− 1
2
,
where r ∈ [0, p).
b) Let u be a solution to the homogeneous wave equation with inhomogeneous Dirichlet bound-
ary conditions u|Γ = g, with g ∈ Hασ (R+, H˜β(Γ)) for some α, β, so that the regular part ψ0
belongs to Hµσ (R
+, H˜η(Γ)) in the singular expansion of ∂nu|Γ, with η, µ sufficiently large. Fur-
ther, let ψh,∆t be the best approximation in the norm of H
r
σ(R
+, H˜−
1
2 (Γ)) to the Neumann trace
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∂nu|Γ in V p,p∆t,h on a quasi-uniform spatial mesh with ∆t . h. Then
‖∂nu− ψh,∆t‖r,− 1
2
,Γ,∗ .
(
h
(p + 1)2
) 1
2
+min{λ,0}−ε
+
(
h
p+ 1
) 1
2
+η
+
(
∆t
p+ 1
)µ+1−r
,
where r ∈ [0, p + 1).
Theorem 19 follows from the results in Subsections 4.3 and 4.4 below, which approximate the
leading vertex and edge-vertex singularities. The less singular remainders are approximated as
in the previous section. Theorem 19 implies a corresponding result for the solutions of the single
layer and hypersingular integral equations on the screen:
Corollary 20. Let ε > 0. a) Let φ be the solution to the hypersingular integral equation (7) and
φh,∆t the best approximation in the norm of H
r
σ(R
+, H˜
1
2
−s(Γ)) to φ in V˜ p,p∆t,h on a quasi-uniform
spatial mesh with ∆t . h. Assume that the right hand side g ∈ Hασ (R+, H˜β(Γ)) for some α, β,
so that the regular part v0 belongs to H
µ
σ (R
+, H˜η(Γ)) in the singular expansion of u|Γ, with η, µ
sufficiently large. Then
‖φ− φh,∆t‖r, 1
2
−s,Γ,∗ .
(
h
p2
) 1
2
+min{λ,0}+s−ε
+
(
h
p
)− 1
2
+s+η
+
(
∆t
p
)µ+s−r− 1
2
,
where r ∈ [0, p), s ∈ [0, 12 ].
b) Let ψ be the solution to the single layer integral equation (3) and ψh,∆t the best approxima-
tion in the norm of Hrσ(R
+, H˜−
1
2 (Γ)) to ψ in V p,p∆t,h on a quasi-uniform spatial mesh with ∆t . h.
Assume that the right hand side f ∈ Hασ (R+, H˜β(Γ)) for some α, β, so that the regular part ψ0
belongs to Hµσ (R
+, H˜η(Γ)) in the singular expansion of ∂nu|Γ, with η, µ sufficiently large. Then
‖ψ − ψh,∆t‖r,− 1
2
,Γ,∗ .
(
h
(p+ 1)2
) 1
2
+min{λ,0}−ε
+
(
h
p+ 1
) 1
2
+η
+
(
∆t
p+ 1
)µ+1−r
,
where r ∈ [0, p + 1).
4.3 Vertex singularities
To prove Theorem 19 for the Dirichlet trace, we first consider the approximation of the vertex
singularities. The regular part is estimated as on the circular screen, and the edge vertex singu-
larities are the content of the following subsection.
We recall a key elliptic result for the vertex singularities. Part a) is the content of Theorem
3.6 in [11] and its extension to hp in Theorem 6.1 of [13], whereas part b) follows from Theorem
3.6 in [12] and its extension to hp in Theorem 5.3 in [14]. Note that the singular exponent ν in
these works equals 12 here, and the solution called u in [14] of the equation for the single layer
operator corresponds to ψ = ∂nu|Γ in our notation.
Theorem 21. a) Assume λ > 0 and p ≥ λ. There exists Uv ∈ V˜ ph such that for all 0 ≤ s ≤ 1
‖uv − Uv‖s,Γ,∗ .
(
h
p2
)λ+1−s−ε
.
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b) Assume λ > −12 and p ≥ λ− 1. There exists Ψv ∈ V ph such that for all −1 ≤ s ≤ min{0, λ}
‖ψv −Ψv‖s,Γ,∗ .
(
h
(p+ 1)2
)λ−s−ε
.
We now estimate the error of approximating the vertex singularity (25) of the Dirichlet trace
u|Γ
‖C(t)rλΦ(θ)−Πp∆tΠ˜px,yC(t)rλΦ(θ)‖r, 1
2
−s,Γ,∗ ≤ ‖C(t)rλΦ(θ)− rλΦ(θ)Πp∆tC(t)‖r, 1
2
−s,Γ,∗
+ ‖rλΦ(θ)Πp∆tC(t)− Π˜px,yrλΦ(θ)Πp∆tC(t)‖r, 1
2
−s,Γ,∗ .
For the first term, with Lemma 9 (12 − s ≥ 0), respectively Lemma 8 (12 − s < 0):
‖C(t)rλΦ(θ)− rλΦ(θ)Πp∆tC(t)‖r, 1
2
−s,Γ,∗ = ‖rλΦ(θ)(1−Πp∆t)C(t)‖r, 1
2
−s,Γ,∗
. ‖rλΦ(θ)‖ 1
2
−s,Γ,∗‖(1−Πp∆t)C(t)‖
H
r−s+1
2
σ (R+)
.
(
∆t
p
)µ+s−r− 1
2
‖C(t)‖Hµσ (R+) .
For the second term we note
‖rλΦ(θ)Πp∆tC(t)− Π˜px,yrλΦ(θ)Πp∆tC(t)‖r, 1
2
−s,Γ,∗ = ‖(1 − Π˜px,y)rλΦ(θ)Πp∆tC(t)‖r, 1
2
−s,Γ,∗
. ‖(1 − Π˜px,y)rλΦ(θ)‖ 1
2
−s,Γ,∗‖Πp∆tC(t)‖
H
r−s+1
2
σ (R+)
.
From Theorem 21a) we conclude
‖(1− Π˜px,y)rλΦ(θ)‖ 1
2
−s,Γ,∗ .
(
h
p2
)λ+ 1
2
+s−ε
.
To estimate the approximation error for the Neumann trace ∂nu|Γ, we note with the expansion
from (26)
‖C ′(t)rλ−1Φ′(θ)−Πp∆tΠpx,yC ′(t)rλ−1Φ′(θ)‖r,− 1
2
,Γ,∗ ≤ ‖C ′(t)rλ−1Φ′(θ)− rλ−1Φ′(θ)Πp∆tC ′(t)‖r,− 1
2
,Γ,∗
+ ‖rλ−1Φ′(θ)Πp∆tC ′(t)−Πpx,yrλ−1Φ′(θ)Πp∆tC ′(t)‖r,− 1
2
,Γ,∗ .
For the first term, with Lemma 8,
‖C ′(t)rλ−1Φ′(θ)− rλ−1Φ′(θ)Πp∆tC ′(t)‖r,− 1
2
,Γ,∗ = ‖rλ−1Φ′(θ)(1−Πp∆t)C ′(t)‖r,− 1
2
,Γ,∗
. ‖rλ−1Φ′(θ)‖− 1
2
,Γ,∗‖(1 −Πp∆t)C ′(t)‖Hrσ(R+)
.
(
∆t
p+ 1
)µ+1−r
‖C ′(t)‖Hµ+1σ (R+) .
For the second term we note
‖rλ−1Φ′(θ)Πp∆tC ′(t)−Πpx,yrλ−1Φ′(θ)Πp∆tC ′(t)‖r,− 1
2
,Γ,∗ = ‖(1 −Πpx,y)rλ−1Φ′(θ)Πp∆tC ′(t)‖r,− 1
2
,Γ,∗
. ‖(1 −Πpx,y)rλ−1Φ′(θ)‖− 1
2
,Γ,∗‖Πp∆tC ′(t)‖Hrσ(R+) .
From Theorem 21b) we conclude
‖(1−Πpx,y)rλ−1Φ′(θ)‖− 1
2
,Γ,∗ .
(
h
(p+ 1)2
)λ+ 1
2
−ε
.
18
4.4 Edge-vertex singularities
To conclude the proof of Theorem 19, it remains to consider the approximation of the edge-vertex
singularities.
We recall the key elliptic result for the edge-vertex singularities. Part a) is the content of
Theorem 3.5 in [11] and its extension to hp in Theorem 5.1 of [13], whereas part b) follows from
Theorem 3.4 in [12] and its extension to hp in Theorem 5.1 of [14].
Theorem 22. a) Assume λ > 0 and p ≥ min{λ, 0}. There exists U ev ∈ V˜ ph such that for all
0 ≤ s ≤ min{λ+ 1, 1}
‖uev − U ev‖s,Γ,∗ .
(
h
p2
)1+min{λ,0}−s−ε
.
b) Assume λ > −12 and p ≥ min{λ − 1, 0}. There exists Ψev ∈ V ph such that for all −1 ≤ s ≤
min{0, λ}
‖ψev −Ψev‖s,Γ,∗ .
(
h
(p + 1)2
)min{λ,0}−s−ε
.
Concerning the edge-vertex singularities of the Dirichlet trace u|Γ, we restrict ourselves to uev1
in (25). We bound the corresponding approximation error by
‖uev1 − Π˜ph,xΠp∆tuev1 ‖r, 1
2
−s,Γ,∗ ≤ ‖C1(t)χ˜(θ)β1(r)(sin(θ))
1
2 −Πp∆tΠ˜ph,xC1(t)χ˜(θ)β1(r)(sin(θ))
1
2‖r, 1
2
−s,Γ,∗
≤ ‖(1 −Πp∆t)C1(t)χ˜(θ)β1(r)(sin(θ))
1
2‖r, 1
2
−s,Γ,∗ + ‖(1− Π˜ph,x)Πp∆tC1(t)χ˜(θ)β1(r)(sin(θ))
1
2 ‖r, 1
2
−s,Γ,∗
. ‖C1(t)−Πp∆tC1(t)‖
H
r−s+1
2
σ (R+)
‖χ˜(θ)β1(r)(sin(θ)) 12‖ 1
2
−s,Γ,∗
+ ‖(1 − Π˜ph,x)χ˜(θ)β1(r)(sin(θ))
1
2 ‖ 1
2
−s,Γ,∗‖C1(t)‖
H
r−s+1
2
σ (R+)
.
Here, for the first term we have used Lemma 9, respectively Lemma 8. We note that the first
term is bounded by
‖C1(t)−Πp∆tC1(t)‖
H
r+s− 1
2
σ (R+)
.
(
∆t
p
)µ+s−r− 1
2
‖C1(t)‖Hµσ (R+) .
From Theorem 22a) we have
‖(1− Π˜ph,x)χ˜(θ)β1(r)(sin(θ))
1
2‖ 1
2
−s,Γ,∗ .
(
h
p2
)min{λ,0}+ 1
2
+s−ε
.
For the edge-vertex singularities of the Neumann trace ∂nu|Γ, we consider ψev1 in (26) and
estimate the approximation error as follows:
‖ψev1 −Πph,xΠp∆tψev1 ‖r,− 1
2
,Γ,∗ ≤ ‖C ′1(t)χ˜(θ)β′1(r)r−1(sin(θ))−
1
2 −Πp∆tΠph,xC ′1(t)χ˜(θ)β′1(r)r−1(sin(θ))−
1
2 ‖r,− 1
2
,Γ,∗
≤ ‖(1 −Πp∆t)C ′1(t)χ˜(θ)β′1(r)r−1(sin(θ))−
1
2 ‖r,− 1
2
,Γ,∗ + ‖(1−Πph,x)Πp∆tC ′1(t)χ˜(θ)β′1(r)r−1(sin(θ))−
1
2 ‖r,− 1
2
,Γ,∗
. ‖C ′1(t)−Πp∆tC ′1(t)‖Hrσ(R+)‖χ˜(θ)β′1(r)r−1(sin(θ))−
1
2 ‖− 1
2
,Γ,∗
+ ‖(1−Πph,x)χ˜(θ)β′1(r)r−1(sin(θ))−
1
2 ‖− 1
2
,Γ,∗‖C ′1(t)‖Hrσ(R+) .
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Here, for the first term we have used Lemma 8. We note that the first term is bounded by
‖C ′1(t)−Πp∆tC ′1(t)‖Hrσ(R+) .
(
∆t
p+ 1
)µ+1−r
‖C ′1(t)‖Hµ+1σ (R+) .
From Theorem 22b) we have
‖(1−Πph,x)χ˜(θ)β′1(r)r−1(sin(θ))−
1
2‖− 1
2
,Γ,∗ .
(
h
(p+ 1)2
)min{λ,0}+ 1
2
−ε
.
4.5 Singularities for polyhedral domains and approximation
The screen in the previous sections was the degenerate case of a polyhedral domain with opening
angle 2π of the wedges, which leads to the strongest singularities. In general, for polyhedral
domain with edge opening angles < 2π the leading edge exponents of the solution u in (22) with
either Dirichlet or Neumann conditions are given by ν1,B =
π
α , where α is the opening angle of
the wedge. Schwab and Suri [50] provide p-explicit approximation results for the Dirichlet trace.
We state the general approximation theorem for the elliptic case, which follows from the results
of [50] and (for the Neumann trace) the stronger results of [12], see Theorems 21 and 22 above.
Theorem 23. a) There exists a function uhp ∈ V˜ ph such that for s ∈ [0, 1]:
‖u− uhp‖s,Γ,∗ . max
{
hk−s
pk−s
,
hν−s+
1
2
p2ν−2s+1
,
hλ−s+1−ε
p2λ−2s+2−2ε
}
.
Here v0 ∈ Hk(Γ).
b) There exists a function ψhp ∈ V ph such that:
‖∂nu− ψhp‖− 1
2
,Γ,∗ . max
{
hk−
1
2
(p+ 1)k−
1
2
,
hν
(p + 1)2ν
,
hλ+
1
2
−ε
(p + 1)2λ+1−2ε
}
.
Here ψ0 ∈ Hk(Γ).
Here the second term in the maximum is the approximation error of the edge singular func-
tion, while the third is the approximation error of the vertex singular function. The first term in
the maximum is due to the approximation of the remainder of the asymptotic expansion.
Also in the time dependent case of the wave equation, the edge singularities dominate, except
in domains with sharp reentrant corners [45]. For the Dirichlet and Neumann traces the exponents
are the same as in the time independent case. Following the above analysis for the screen, by
using the estimates for the approximation error of the time-independent singular functions at the
vertices and edges from the proof of Theorem 23, one can show: Let u be the solution to the
homogeneous wave equation with inhomogeneous Neumann boundary conditions ∂nu|Γ = g, with
g ∈ Hασ (R+, H˜β(Γ)) for some α, β, so that the regular part v0 belongs to Hµσ (R+, H˜η(Γ)) in the
singular expansion of u|Γ, with η, µ sufficiently large. If φh,∆t is the best approximation in the
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norm of Hrσ(R
+, H˜
1
2
−s(Γ)) to the Dirichlet trace u|Γ in V˜ p,p∆t,h on a quasi-uniform spatial mesh
with ∆t . h, then for every ε > 0
‖u− φh,∆t‖r, 1
2
−s,Γ,∗ . max
{
hk−s
pk−s
,
hν−s+
1
2
p2ν−2s+1
,
hλ−s+1−ε
p2λ−2s+2−2ε
}
+
(
∆t
p
)µ+s−r− 1
2
.
Here r ∈ [0, p).
This result generalizes part a) of Theorem 15 and Theorem 19 to polyhedral domains instead
of flat screens, where λ > 0 and ν = 12 .
Similarly, let u be the solution to the homogeneous wave equation with inhomogeneous Dirich-
let boundary conditions u|Γ = g, with g ∈ Hασ (R+, H˜β(Γ)) for some α, β, so that the regular part
ψ0 belongs to H
µ
σ (R
+, H˜η(Γ)) in the singular expansion of ∂nu|Γ, with η, µ sufficiently large. If
ψh,∆t is the best approximation in the norm of H
r
σ(R
+, H˜−
1
2 (Γ)) to the Neumann trace ∂nu|Γ in
V p,p∆t,h on a quasi-uniform spatial mesh with ∆t . h, then for every ε > 0
‖∂nu− ψh,∆t‖r,− 1
2
,Γ,∗ . max
{
hk−
1
2
(p+ 1)k−
1
2
,
hν
(p+ 1)2ν
,
hλ+
1
2
−ε
(p+ 1)2λ+1−2ε
}
+
(
∆t
p+ 1
)µ+1−r
.
Here r ∈ [0, p + 1).
This estimate generalizes part b) of Theorem 15 and Theorem 19 to polyhedral domains.
Similar to Corollary 16 for the circular screen, respectively Corollary 20 for the polygonal
screen, also for a polyhedral domain the approximation rates for the Dirichlet and Neumann traces
translate into approximation rates for appropriate boundary integral equations: Wφ = (12 −K ′)g
for the Neumann problem, respectively V ψ = (12 −K)f for the Dirichlet problem.
5 Numerical experiments
5.1 Implementation of single layer operator
On the left hand side of (15), we use ansatz, respectively test functions
ψ∆t,h(t, x) =
Nt∑
m=1
Ns∑
i=1
cimγ
m
∆t(t)ψ
i
h(x) ∈ V p,ph,∆t, Ψn,l(t, x) = γn∆t(t)ψlh(x) ∈ V p,ph,∆t
to obtain for the single layer potential:∫ ∞
0
∫
Γ
(V ψ∆t,h)γ˙
n
∆tψ
l
hdxdt =
∑
m,i
cim
1
4π
∫ ∞
0
∫
Γ×Γ
1
|x− y|γ
m
∆t(t− |x− y|)ψih(y)γ˙n∆t(t)ψlh(x)dxdydt
=
∑
m,i
cim
1
4π
∫
Γ×Γ
ψih(y)ψ
l
h(x)
|x− y|
∫ ∞
0
γm∆t(t− |x− y|)γ˙n∆t(t) dt dxdy
21
for all n = 1, ..., Nt and l = 1, ..., Ns. Here, we use a dot to denote the time derivative.
For example, for piecewise linear basis functions, p = 1 in space and time, a calculation of the
time integral shows:∫ ∞
0
γm∆t(t− |x− y|)γ˙n∆t(t) dt
= − 1
2(∆t)2
(tn−m+2 − |x− y|)2χEn−m+1(x, y)
+
(
1
(∆t)2
(tn−m+1 − |x− y|)2 + 1
2(∆t)2
(tn−m − |x− y|)2 − 1
)
χEn−m(x, y)
−
(
1
(∆t)2
(tn−m−1 − |x− y|)2 + 1
2(∆t)2
(tn−m − |x− y|)2 − 1
)
χEn−m−1(x, y)
+
1
2(∆t)2
(tn−m−2 − |x− y|)2χEn−m−2(x, y) ,
with
El = {(x, y) ∈ Γ× Γ : tl ≤ |x− y| ≤ tl+1} .
Formulas for higher polynomial degree may be found in [52]. After the time integral is evaluated
analytically, the spatial integrals are approximated using a composite hp-graded quadrature [20].
The Galerkin discretization leads to a block–lower–Hessenberg system of equations, see Figure
1. Here the blocks V l correspond to the matrix with entries
V n−mil =
∫ ∞
0
∫
Γ
(V γm∆tψ
i
h)γ˙
n
∆tψ
l
hdxdt .
The system can be solved with an approximate time stepping scheme, respectively a space-time
preconditioned GMRES method [25].
Note that the common, but non-conforming MOT time stepping schemes are based on piece-
wise constant test functions in time. Then El+1 does not contribute to the matrix entries of V ,
so the block V −1 = 0, and one obtains a block–lower–triangular system of equations.
Figure 1: Full space-time system for the hp-version of the TDBEM.
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Figure 2: Screen mesh with 8 triangular elements and 9 nodes.
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Figure 3: Density ψ computed by h-method on a uniform mesh with 1250 triangles for f1 (left),
cross section y = 0 at t = 1.0, 1.4 (right).
5.2 Wave equation outside a screen
Example 1. Using the discretization by piecewise polynomials of degree p described above, we
compute the solution to the integral equation V ψ = f on R+t × Γ, with the square screen Γ =
{(x, y, 0) : −12 ≤ x, y ≤ 12} depicted in Figure 2. We use a discretization with 8 triangles and 9
nodes in space, a time step ∆t = 0.5, respectively 1.0, and study the convergence of the numerical
solution as the polynomial degree is increased. We compute the solution ψp up to time T = 4 and
compare the error in the energy norm |〈V ψp, ∂tψp〉[0,T ]×Γ|1/2 = (
∫ T
0
∫
Γ(V ψp)∂tψp)
1/2 for various
right hand sides.
From [22], the convergence rate in energy norm of the uniform h-method on the screen is 0.5
as h tends to 0. A cross section at y = 0 of the solution for the right hand side
f1(t, (x, y, z)
T ) = sin5(t)x2
is shown in Figure 3, for a uniform triangulation of Γ with 1250 triangles at times t = 1.0 and 1.4.
The cross section shows the edge singularities of the solution, as well as unphysical oscillations as
numerical errors near the boundary. It indicates the difficulty of approximating the singularities
numerically.
For this right hand side f1, Figure 4 depicts the convergence in energy norm of a p-method
up to polynomial degree p = 6 in space and time. The empirical convergence rate for ∆t = 0.5
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Figure 4: Relative error in energy norm for the single-layer equation on a square screen, Example
1.
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Figure 5: Energy as a function of time for time-singular f4, Example 1.
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(blue dots) is approximately 1.21. For ∆t = 1.0 the convergence rate is 1.18 (yellow crosses). The
results reflect the expected doubling of the convergence rate for the p-method, compared to the
h-method.
The results are confirmed for plane-wave right hand sides at low frequencies. For the right
hand side
f2(t, (x, y, z)
T ) = exp(−2/t2)cos(ωt− k(x, y, z)T ) ,
with k = (2, 0.5, 0.1) and ω = |k|, Figure 4 (red squares) shows the convergence in energy norm
of the p-version with rate 1.02 up to p = 7, for ∆t = 0.5. For the higher-frequency wave
f3(t, (x, y, z)
T ) = exp(−2/t2)cos(ωt− k(x, y, z)T ) ,
with k = (6, 0.5, 0.1) and ω = |k|, piecewise linear or quadratic polynomials provide a poor ap-
proximation, as shown in Figure 4 (black diamonds) when ∆t = 0.5. At higher p the convergence
rate becomes approximately 1.01, in agreement with the results for f1 and f2.
As a last right hand side, a source which is nonsmooth in time is considered,
f4(t, (x, y, z)
T ) = sin5(t)|1− t|α cos(k · (x, y, z)) ,
with α = 12 and k = (6, 0.5, 0.1). Note the square-root singularity in time in this right hand side.
Figure 5 shows the “energy” E(t) = 12〈V ψ, ∂tψ〉[0,t]×Γ − 〈f, ∂tψ〉[0,t]×Γ as a function of time at
multiples of the time step ∆t = 0.5, for p = 1, 3, 5, 7. While the solutions for different p closely
agree for short times, after the kink of the right hand side at t = 1 only higher polynomial degrees
p provide similar approximations. The convergence rate in energy norm here is 0.78, see Figure
4 (green stars), less than for f1, f2 and f3.
A final computation discretizes the screen with 18 triangles and 16 nodes in space, and uses
a time step ∆t = 23 . The numerical solution is considered up to T = 3.33333 as the polynomial
degree p is increased. The error in the energy norm goes to zero at rate 1.01, as depicted in
Figure 4 and is smaller than the corresponding error on 9 triangles with time step ∆t = 1.0.
The second example studies the h-method for different polynomial degrees p.
Example 2. Using the discretization by piecewise polynomials of degree p = 1, 2, 3 from Example
1, we compute the solution to the integral equation V ψ = f on R+t × Γ, with the square screen
Γ = {(x, y, 0) : −12 ≤ x, y ≤ 12} as above. We study the convergence of the numerical solution
in the square of the energy norm at time T = 2 as the mesh is refined. As benchmark, we use
solutions for ∆t = 0.166 and 288 triangles for p = 1 and ∆t = 0.25 and 128 triangles for p = 2, 3.
Figure 6 shows the h-version for f1 and f4 from above. We observe that for p = 3 we obtain
for f1 a convergence rate of 0.52 and for f4 a rate of 0.468, which is in a good agreement with the
expected value of 0.5. For p = 2 and f4 we get a rate of 0.48, and for f1 we get a rate of 0.425.
The kink in the last point can be explained by remarking that the refinement with 72 triangles
and ∆t = 1/3 is close to the benchmark for p = 2, 3. We get the same kink for p = 1, where
the refinement is 200 triangles with ∆t = 0.2. For p = 1 and f4 we get a rate of 0.73, where
the middle part of p = 1 for f1 gives 0.53. The achieved convergence rates for p = 1 are due
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Figure 6: Relative error in the square of the energy norm for the single-layer equation on a square
screen, h-version for p = 1, 2, 3, Example 2.
to the preasymptotic region. The convergence rates correspond to a rate of 0.5 in terms of h.
The numerical results underline our theoretical conclusions from the analysis in this article: The
convergence rate of the h-method is half the convergence rate of the p-method. It is independent
of the polynomial degree.
5.3 Wave equation outside an icosahedron
Example 3. Using the discretization by piecewise polynomials of degree p described above, we
compute the solution to the integral equation V ψ = f on R+t × Γ, for the icosahedron Γ depicted
in Figure 7. We use the discretization given by the 20 triangular faces of the icosahedron with
12 vertices and a time step ∆t = 0.5. The convergence of the numerical solution is studied as
the polynomial degree is increased. Different right hand sides f are considered. We compute the
solution for long times up to T = 11 and compare to an extrapolated benchmark energy as in
Example 1. Based on Section 4.5 for the direct integral equation V ψ = (12 −K)f one expects a
convergence rate for the p-version of 1.62, dominated by the edge singularities.
A picture of the smooth solution at time t = 0.5 for the right hand side
f1(t, (x, y, z)
T ) = sin5(t)x2
is shown in Figure 8, computed using an h-method on a uniform triangulation of Γ with 1280
triangles and time step ∆t = 0.1.
Figure 9 shows the convergence of the p-method in the energy norm for the right hand side
f1 from above (blue circles). The empirical convergence rate is 1.46 as the polynomial degree
p is increased. Figure 10 shows the possibility of long-time simulations and plots the energy of
the numerical solution with p = 6 as a function up to time t = 11 at multiples of the time step
∆t = 0.5. Figure 11 depicts the difference |E6(t) − Ep(t)| between the energy of the p-method
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Figure 7: Icosahedron with 20 triangles and 12 vertices.
Figure 8: Density ψ computed by h-method on a uniform mesh with 1280 triangles for f1.
1 2 3 4 5 6 7 10
p
10 -3
10 -2
10 -1
10 0
re
la
tiv
e 
er
ro
r
 = 1.62
f1
f2
f3
Figure 9: Relative error in energy norm of p-method for the single-layer equation on icosahedron,
Example 3.
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Figure 10: Energy as a function of time up to t = 11 for the right hand side f1, Example 3.
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Figure 11: Energy difference between p = 6 and lower p, as a function of time, Example 3.
solution for p = 6 and the numerical solutions for p = 1, 2, . . . , 5. The error remains stable over
the time interval, reflecting the space-time variational discretization used [24].
A second right hand side investigates a plane-wave
f2(t, (x, y, z)
T ) = exp(−2/t2) cos(ωt− k(x, y, z)T ) ,
with k = (3, 0.5, 0.1) and ω = |k|. The convergence rate in this case is approximately 1.61, see
Figure 9, in agreement with the analysis and slightly higher than for f1.
Finally, a right hand side with a singularity in space is considered,
f3(t, (x, y, z)
T ) = sin5(t)| sin(k(x, y, z)T )|α ,
α = 12 and k = (2, 0.5, 0.1). The convergence rate here is lower, 1.22. Note that the solution ψ has
a singularity in space on the lines kx = kπ, k ∈ Z, similar to the edge singularities in Example
1. The convergence rate in Figure 9 is therefore reduced to values closer to those seen for screen
problems in Example 1.
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6 Conclusions
In this work we initiate the study of p- and hp-version boundary elements for the wave equa-
tion. The analysis and numerical experiments show the efficient approximation of both smooth
solutions and geometric singularities in polyhedral domains, with the same convergence rates as
known for p- and hp-approximations of time independent problems [14, 50].
For singular solutions the quasi-optimal hp-explicit estimates in this article complement the
recent analysis of low-order approximations on algebraically graded meshes, for both finite and
boundary element methods [22, 30]. In both cases the convergence is determined by the singu-
larities of the solution at non-smooth boundary points of the domain. The analysis combines the
time independent approximation results [14] with the work by Plamenevskii and co-authors on
the leading singular terms in the time dependent problem [47]. For screen problems the energy
error O(p−1) of the p-version has the same convergence rate as for an h-version on a 2-graded
mesh. For open polyhedral domains the solutions are less singular, and accordingly higher con-
vergence rates are obtained. Numerical experiments illustrate these on the icosahedron.
A Asymptotic expansion for the solution
In the following, let us describe the approach by Plamenevskii and coauthors (given in [36]) to
prove the asymptotic expansion of the solution to the wave equation near a singular point of the
domain. For ease of comparison with the work of Plamenevskii, this Appendix adopts some of
the notation from the analysis community e.g. the σ > 0 from the main body of the article is
here called γ.
Consider the Dirichlet problem in the infinite cylinder Q = K × R
∂2t u−∆xu = f in K × R,
u|∂K×R = 0, (27)
where K is an open cone in Rnx, Ω = K ∩ Sn−1 and let the boundary ∂Ω be smooth. Applying
the Fourier transform Ft→τ , with τ = σ − iγ, σ ∈ R, γ > 0 to (27) gives
(−∆x − τ2)u = g in K , g(·) = Ff(τ, ·) =: fˆ(τ, ·),
u|∂K = 0. (28)
Let A(τ) denote the closure in L2(K) of the operator −∆x − τ2 which is originally defined for
functions χ(|y|)|y|iλkΦk( y|y|), k = 1, 2, . . ., where χ ∈ C∞0 (R+) is a cut-off function equal to one
near the origin and y ∈ K. Here Φk are the eigenfunctions of the pencil AD introduced with
iλ = ν and d = 0, n = 3 in Section 4.
As shown in [47] for any g ∈ L2(K) and τ = σ − iγ, γ > 0, there exists a unique solution of
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A(τ)u = g satisfying
γ2(|τ |2‖u‖2L2(K) + ‖∇u‖2L2(K)) ≤ c‖g‖2L2(K) (29)
with a constant c independent of g and τ . If λ is an eigenvalue of AD, then the homogeneous
problem (28) has a solution
riλ
∑
k≥0
(τr)2kΨk(ω) ; r = |x| , ω = x|x| (30)
where Ψ0 = Φj for λ = λj. Denote the series (30) by wj if λ = λj, j > 0, and by w˜−j(x, τ) if
λ = λ−j , j > 0 and by w
N
− (x, τ)(w˜
N
−j(x, τ)) their N -th partial sum.
Let ζ ∈ C∞0 (R3) and ζ = 1 near the origin 0 and let M ∈ R be large such that
g˜ := (−∆x − τ2)(ζw˜M−j) ∈ L2(K).
Then the problem (28) with g = g˜ and u|∂K = 0 has a solution u. Setting wj := ζw˜Mj − u, one
observes that w−j depends neither on the cut-off function ζ nor on the numberM and w−j solves
the homogeneous problem (28) and has the asymptotic expansion w˜M−j(x, τ) near 0. Replace τ by
τ in (28) and denote by w−j(x, τ) a corresponding solution with asymptotics w˜
M
−j(x, τ).
For β ≤ 1, χ ∈ C∞0 (R+), χ = 1 near the origin, define the space DHβ(K, |τ |) as completion of
C∞0 (K\0) with respect to the norm
‖v‖DHβ(K,|τ |) := (‖χ|τ |v‖2H2β(K,|τ |) + γ
2‖v‖H1β(K,|τ |))
1/2
where χ|τ |(y) = χ(|τ ||y|). Furthermore introduce
‖v‖RHβ (K,|τ |) := (‖f‖2H0β(K) +
|τ |2−2β
γ2
‖f‖L2(K))1/2.
Here we have used (see [47]) for s > 0 integer, β ∈ R, the space Hsβ(K) being the completion of
the set C∞0 (K\0) with respect to the norm
‖u‖Hsβ (K) = (
∑
|α|≤s
∫
K
|y|2(β−s+|α|)|Dαy u(y)|2dy)1/2,
and for q > 0, the space Hsβ(K, q) with the norm
‖u‖Hsβ(K,q) = (
s∑
k=0
q2k‖u‖2
Hs−kβ (K)
)1/2.
Denote by DVβ(K × R; γ) the space with the norm
‖u‖DVβ(K×R;γ) = (
∫
ℑτ=−γ
‖Ft→τu(·, t)‖2DHβ (K,|τ |)dτ)1/2,
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and by RVβ(K × R; γ) the space with the norm
‖f‖RVβ(K×R;γ) = (
∫
ℑτ=−γ
‖Ft→τf(·, t)‖2RHβ (K,|τ |)dτ)1/2.
Also one introduces the operators
(Xu)(y, t) :=
∫
ℑτ=−γ
eitτχ(|τ ||y|)u(τ)dτ
and
(Λf)(y, t) = F−1τ→t|τ |Ft′→τf(y, t′).
One sets
U
Lj
j (ν, ωj) =
Lj−1∑
k=0
ν2kΨk(ω),
where Ψk as in (30) with λ = λj and Lj large enough. Then there holds
Theorem 24 ([47]). Let Λf ∈ RVβ(K × R; γ) for β ∈ (βk−j , βk) with some k = 1, 2, . . .. Then
the solution of (27) has a representation
u(y, t) =
∑
j∈J
riλjU
Lj
j (r∂t, ω)(Xcˇj)(y, t) + hˇ(y, t) (31)
where cˇj(t) = F−1τ→t(Ft→τf(·, t), w−j(·, τ ))L2(K) and the remainder hˇ is subject to the estimate
γ‖hˇ‖DVβ(K×R,γ) ≤ c‖Λf‖RVβ (K×R,γ) (32)
with a constant c independent of γ > 0.
We now follow again [36] and seek a solution of (28) with g ≡ 0 and n = 3, d = 0 such that
u ∼ riλ−kΦk(ω) as r → 0 and u ∈ L2(K\Bǫ) where Bǫ = {x ∈ R3 : |x| < ǫ}. First set
u(r, ω, τ) = riλ−kρ(rτ)Φk(ω)
with ρ to be defined later. Using
{(r∂r)2 + r∂r −∆S}riλ−kΦk(ω) = 0,
with the Laplace operator ∆S on S
2 we have
(τr)2ρ(rτ) + (2iλ−k + 1)(rτ)ρ
′(rτ) + (rτ)2ρ′′(rτ) = 0.
Denoting x = rτ , ρ(x) = xνξ(x), where ν = (2 − 2iλ−k − 3)/2 and Θ(y) := ξ(−iy) we get the
Bessel equation
y2Θ′′(y) + yΘ′(y)− (ν2 + y2)Θ(y) = 0
and take as Θ the modified Bessel function Kν of third kind yielding
ρ(tτ) = c (rτ)νKν(irτ),
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where the constant c is given (via the condition ρ(0) = 1) as
c = π−1 sin(πν)Γ(1− ν)iν21−ν .
Note that u ∈ L2(K\Bǫ) due to
Kν(z) =
√
π
2z
e−z
[M−1∑
m=0
c(ν,m)(2z)−m +O(|z|−M )], |z| → ∞ . (33)
Further note that e−irτ decreases rapidly as r → +∞, τ = σ − iγ, γ > 0. Hence
w−k(x, τ) = r
iλ−kΦk(ω)
21−ν
Γ(ν)
(irτ)νKν(iτr), 2ν =
√
1 + 4µk. (34)
Applying the inverse Fourier transform gives
W−k(x, t) :=F−1τ→tw−k(x, τ)=
21−N
Γ(ν)Γ(µ + 1/2)
rν−µ+iλ−kΦk(ω)(
∂
∂t
)N IN (r, t, µ, ν)
=: (
∂
∂t
)NPN,k(x, t), (35)
where r = |x|, N = [ν] +m, µ := [ν]− ν +m, m > 0 arbitrary integer,
IN (r, t, µ, ν) =
{
0, t < r
π1/2(t2 − r2) 2µ−12 F (µ−ν2 , µ+ν2 , µ+ 1/2, 1 − t
2
r2
), t > r,
(36)
and F (a, b, c, z) is the hypergeometric function.
Remark 25. From (36) follows that W−k(x, t) = 0 if t < |x| and sing suppW−k ⊂ {(x, t) : |x| =
t}. The function PN,k(x, t) satisfies the homogeneous wave equation in K × R+.
Next, we look for a solution u (of the homogeneous problem (28)) with asymptotics riλkΦk(ω)
as x→ 0, that is u(x, τ) = riλkΦk(ω)ρ(rτ) with ρ(0) = 1. Similarly to above one obtains
u(x, t) = 2νΓ(1 + ν)(irτ)−νIν(irτ)r
iλkΦk(ω),
where 2ν =
√
1 + 4µk and Iν is the modified Bessel function (36). Thus wk = u is
wk(x, τ) = 2
νΓ(1 + ν)riλkΦk(ω)
∞∑
m=0
(irt)2m
m!Γ(m+ ν + 1)
.
Next we consider the Dirichlet problem (27) with inhomogeneous initial conditions,
u(0, x) = φ(x), ∂tu(0, x) = ψ(x). (37)
Theorem 26 ([36]). Let k ∈ N, β ∈ (βk+1, βk), γ > 0 and 2νj =
√
1 + 4µj , Nj = [νj ] + m,
m ≥ 4 integer. Let Nj even, Nj = 2lj . Set
cˇj(t) =
∫
K
∆ljψ(y)PNj ,j(y, t)dy +
∫
K
∆ljφ(y)∂tPNj ,j(y, t)dy. (38)
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with PN,k as in (35). Then there holds for the solution of (27) satisfying (37)
u(x, t) = χ(r)
∑
j∈J
2νjΓ(1 + νj){
Lj∑
m=0
(r∂t)
2mcˇj(t)
m!Γ(m+ νj + 1)
}Φj(ω)riλj + ρ˜(x, t). (39)
Here χ is a cut-off function with χ ≡ 1 near 0, Lj are sufficiently large integers. J := {j : ℑλj ≥
βk − 1/2} and ρ˜ satisfies
‖ρ˜‖DVβ(K×R,γ) ≤ c(γ)
Remark 27. Analogous results for the Neumann problem of the wave equation are derived in
[34].
Remark 28. Since suppPN,j ⊂ {(t, y) : t ≥ |y|}, we have cˇj(t) = 0 if t < inf{|x| : x ∈
suppψ ∪ suppφ}. If t > sup{|x| : x ∈ suppψ ∪ suppφ} then integration by parts in (38) gives
cˇj(·) =
∫
K
ψ(y)W−j(y, t)dy +
∫
K
φ(y)∂tW−j(y, t)dy.
Now, let us first consider problem (27) in the infinite cylinder K × R. With the assumption
of Theorem 24 for the right hand side f the coefficient cˇj(·) in (31) belongs to the Sobolev space
H3/2−ℑλj−β(R). On the other hand
cˇj(·) =
∫
f(x, s)W−j(x, · − s)dxds
belongs to the class C∞(α,+∞) for any α > sup{|x|+ s : (x, s) ∈ sing suppf}. If t < inf{|x|+ s :
(x, s) ∈ suppf}, then we have cˇj(t) = 0.
Proof. of Theorem 26
Let u solve (27) with (37) and consider
w ∈ C∞0 (K ×R) (40)
w(x, 0) = φ(x),
∂w
∂t
(x, 0) = ψ(x), (41)
(∂2t w −∆xw)+ = Θ+(∂2t w −∆xw), (42)
with the characteristic function Θ+ of the semi axis {t : t ≥ 0}. Note that (41), (42) are equivalent
to
∂2n+1t w(x, 0) = ∆
n
xψ(x), ∂
2n
t w(x, 0) = ∆
n
xφ(x), n = 0, 1, 2, . . .
Note further that v := u− w satisfies
∂2t v −∆xv = −(∂2t w −∆xw) =: g in K × (0,∞)
v|∂K×(0,∞) = 0 (43)
v|t=0 = 0, (∂tv)|t=0 = 0
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Consider in the infinite cylinder K × R:
∂2t v −∆xv = −(∂2t w −∆xw)+ in K × (0,∞)
v|∂K×(0,∞) = 0 (44)
First by applying a priori estimates in weighted spaces (48) from Proposition 29 and the Paley-
Wiener theorem, we deduce that v is smooth in t, v ≡ 0 for t < 0. That means v coincides for
t > 0 with the solution of (43).
Next, we observe that (suppw)|Rn× ∩ 0 = ∅ where 0 is the vertex of K. Therefore the asymptotics
of u and v near 0 coincide. Let g := −(∂2t − ∆x)w and g+ = Θ+g. According to Theorem 24
there holds
v(x, t) =
∑
j∈J
riλjU
Lj
j (r∂t), ω)(Xcˇj)(x, t) + hˇ(x, t) (45)
where cˇj(t) = F−1τ→t(gˆ+(·, τ), w−j(·, τ ))L2(K) with hˇ satisfying (32) where f is replaced by g+.
Next, let us express cˇj(t) in terms of data of the homogeneous problem (27) with inhomogeneous
initial conditions (37). We have
cˇj(t) =
∫
K
dy
+∞∫
−∞
g+(y, s)W−j(y, t−s)ds =
∫
K
dy
∞∫
0
g(y, s)(
∂
∂s
)NPNj ,j(y, t−s)ds
= (−1)Nj
∫
K
dy
∫ ∞
0
∂
Nj
s g(y, s)PNj ,j(y, t− s)ds
= (−1)Nj
∫
K
dy
∫ ∞
0
−(∂2s −∆y)∂Njs w(y, s)PNj ,j(y, t− s)ds
= (−1)Nj
∫
K
dy{∂Nj+1s w(y, 0)PNj ,j(y, t)−
∞∫
0
∂
Nj+1
s w(y, s)∂sPNj ,j(y, t−s)ds
+
∞∫
0
∆y∂
Nj
s w(y, s)PNj ,j(y, t− s)ds}
= (−1)Nj
∫
K
dy{∂Nj+1s w(y, 0)PNj ,j(y, t) + ∂Njs w(y, 0)∂sPNj ,j(y, t)
+
∞∫
0
∂
Nj
s w(y, s)∂
2
sPNj ,j(y, t− s)ds+
∞∫
0
∂
Nj
s w(y, s)∆yPNj ,j(y, t− s)ds}
Note that (∂2s −∆y)PNj ,j = 0. Hence
cˇj(t) = (−1)Nj (
∫
K
∂
Nj+1
t w(y, 0)PNj ,j(y, t)dy +
∫
K
∂
Nj
t w(y, 0)∂tPNj ,j(y, t)dy)
Setting Nj = 2lj gives (38).
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It remains to show that one can omit the operator X. One observes
Xcˇj(x, t)− χ(r)cˇj(t) =
∫
ℑτ=−γ
eitτ (χ(|τ |r)− χ(r))cj(τ)dτ (46)
where cj(τ) = (gˆ+(·, τ), w−j(·, τ ))L2(K). Using the inclusion g+ ∈ C∞0 (K × R), the explicit
expression (34) for w−j(x, τ) and the asymptotics (33), one gets
|( d
dτ
)kcj(τ)| ≤ c(γ, k,N)|τ |−N , ∀k,N ≥ 0 (47)
It follows from (46) and (47) that
κ(x, t) :=
∑
j∈J
riλjU
Lj
j (r∂t, ω)(Xcˆj(x, t)) − χ(r)
∑
j∈J
riλjU
Lj
j (r∂t, ω)cˇj(t)
belongs to V sβ′(K × R, γ) for any s ∈ N0, β′ ∈ R. Hence ‖κ‖DVβ(K×R,γ) is finite. Setting
ρ˜(x, t) = κ(x, t) + hˇ(x, t) completes the proof of Theorem 26.
To justify the asymptotic formula (39) for the solution Kokotov and Plamenevskii study in
[35] the solvability of (27) (with Neumann conditions) in a scale of weighted Sobolev spaces. The
method is based on ” combined ” estimates for the solution as follows. The operator (−∆x− τ2)
in (28) τ = σ − iγ, σ ∈ R, γ > 0, is elliptic for fixed parameter τ , but hyperbolic in τ . Now one
has to estimate the solution uniformly with respect to the parameter. Therefore the cone K is
divided into various zones:
• near the vertex where one uses the weighted elliptic estimate (52),
• far from the vertex where one uses the weighted hyperbolic estimate (51),
• in the intermediate zone where one uses the weak global estimate (49), which holds in the
entire cone and follows from
γ2
∫
Q
e−2γt|∇x,tu(x, t)|2dxdt ≤ c
∫
Q
e−2γt|(∂2t −∆x)u(x, t)|2dxdt
In this way Kokotov and Plamenevskii [37] obtain a combined a priori estimate for the
solution in a scale of weighted spaces (n = 3, d = 0).
Proposition 29 ([37], Proposition 2.8). Let β ≤ 1, β 6= 1− 12
√
1 + 4µk and q ∈ N. The solution
u of (28) satisfies the a priori estimate
‖χ(τ)u‖2
H2+qβ+q(K,|τ |)
+ γ2‖u‖2
H1+qβ+q(K,|τ |)
≤ c
 q∑
j=0
( |τ |
γ
)2j
‖g‖2
Hq−jβ+q−j(K,|τ |)
+
( |τ |1−β+q
γ1+q
)2
‖g‖2L2(K)

(48)
with a constant c which is independent of τ = σ − iγ, γ > 0.
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In the following we sketch the proof of the above proposition (see also [34]). After the change
of variable η = px with p = |τ | the problem (28) takes the form
L(Dη,Θ)U(η, τ) = F (η, τ), η ∈ K
U(η, τ) = 0, η ∈ ∂K
where U(η, τ) = u(p−1η, τ), F (η, τ) = p−2fˆ(p−1η, τ) with fˆ(x, τ) = g(x, τ), Θ = Θ(τ) = τp−1,
τ = σ − iγ, σ ∈ R, γ > 0 and L(Dx, τ) = −∆x − τ2.
Note that for v(x) = χ(x)|x|iλkΦk(ω) there holds
γ2
∫
K
(p2|v(x)|2 +∇xv(x))2dx ≤ c
∫
K
|(−∆x − (σ − iγ))v(x)|2dx (49)
and
γ2‖v‖2H1
0
(K;p) ≤ c‖(−∆x − τ2)v‖2L2(K)
with a constant c, independent of τ = σ − iγ, σ ∈ R, γ > 0.
Next, we take β ≤ 1 and assume that the line ℑλ = β − 1/2 does not contain points of the
spectrum of the pencil A(λ). Then there holds [37, Proposition 1.3]
‖χpv‖2H2β(K;p) + γ
2‖v‖2H1β(K;p) ≤ c
{
‖f‖2H0β(K) + (
p1−β
γ
)2‖f‖2L2(K)
}
, (50)
where f = L(Dx, τ)v, χp(x) = χ(px), χ(x) = χ
1(|x|), χ1 ∈ C∞0 (R), χ1 ≡ 1 near 0, and c is
independent of τ = σ − iγ, σ ∈ R, γ > 0.
Furthermore from [35], for any β ∈ R and U ∈ Hs+1β (K; 1) such that U = 0 on ∂K there holds(
γ
p
)2
‖κ∞‖2Hs+1β (K;1) ≤ c
{
‖ψ∞L(Dη ,Θ)U‖2Hsβ(K;1) + ‖ψ∞U‖
2
Hs+1β−1(K;1)
}
, (51)
where κ∞(y) = κ
1
∞(|y|), ψ∞(y) = ψ1∞(|y|), κ1∞, ψ1∞ ∈ C∞(R), κ1∞ψ1∞ = κ1∞; κ1∞ and ψ1∞ vanish
near 0 and are equal to 1 at infinity, s = 0, 1, . . . and the constant c is independent of the
parameters .
We note that the estimate (49) is used in [35] to show (51).
The following result by Kondratiev is crucial for the derivation of the a priori estimate (48).
Proposition 30 ([38]). Let χ,ψ ∈ C∞0 (K), χ = 1 near the vertex 0 of the cone K and χψ = χ.
Let the line ℑλ = β − s− 1 + (n− d− 2)/2 do not contain eigenvalues of the pencil A. then for
all U ∈ Hs+2β (K; 1) such that U = 0 on ∂K there holds
‖χU‖2
Hs+2β (K;1)
≤ c
{
‖ψL(Dη ,Θ)U‖2Hsβ(K;1) + ‖ψU‖
2
Hs+1β (K;1)
}
. (52)
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Proceeding by induction on q and using (50) at the first step, from (51) and (52) (for n =
3, d = 0) one obtains the assertion (48) with p = |τ | and v = u.
Next, we consider the asymptotics for the normal derivative of the solution of (20). If one solves
(20) with Dirichlet boundary conditions by a boundary integral equation, then one is interested
in the unknown normal derivative ∂nu on Γ rather than in u. Taking the normal derivative of
the decomposition (45) for v (in the proof of Theorem 26) gives results for ∂nu on Γ = ∂K for
u in (20). The situation for the Dirichlet problem of the Laplace operator on an infinite wedge
Ω = R × K is analysed in Theorem 7 in [45] and in a polyhedral cone Ω in Theorem 8 in [45]
with the limit case of a screen in Example 4 in [45]. Redoing the derivation of the singularity
terms after Theorem 24 for the limit case of a screen with corresponding λ−k and Φk one obtains
for a circular screen the expansion (24) and for a polygonal screen the expansion (26). Here
one first must modify the decomposition (39) of Theorem 26 for the solution u of (20) in a
polyhedral cone. As in [39, 16] one uses a partition of unity near an edge of the cone together
with another dyadic partition of unity along that edge and takes a right hand side f in (27) with
suppf compact. This gives the extension of Theorem 24 to a polyhedral cone. Finally a refined
analysis as the one given in [45] yields also for a polyhedral cone a tensor product decomposition
like (39) extending Theorem 26. The Neumann problem in (20) can be treated analogously. For
the result corresponding to Theorem 24 and Theorem 26 see [35]. Then following [44] for u|Γ
one can adjust the above given procedure to the wave equation outside the screen and finally one
obtains the decompositions (23) and (25) for u|Γ for circular and polygonal screens, respectively.
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