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Abstract-An investigation is made into the free surface capillary-gravity waves caused by the 
interaction of the fundamental mode and a harmonic of either one-half or one-third its wavelength. 
The problem is studied by casting it ss an integro-differential equation in a suitable function space. 
This equation is found to be invariant under certain group actions. The infinite dimensional problem 
is then reduced by means of the classical Lyapunov-Schmidt procedure to a set of finite equations 
known as the bifurcation equations. Although it is not possible to calculate the bifurcation equations 
exactly, the symmetries inherent in the problem enable us to make quite strong statements about the 
structure of the bifurcation equations. In particular, it allows us to replace them by a simpler set of 
equations, the solution set of which is qualitatively the same as that of the original equations. We 
then discuss unfoldings of the bifurcation equations. This is a procedure whereby a finite set of new 
parameters is adjoined to the equations. These pm the property that any perturbation of the 
equations can be represented by a certain choice of these parameters. Their physical significance is 
discussed and the bifurcaion diagrams are interpreted in the context of the original hydrodynamical 
problem. 
Keywords-Capillary-gravity waves, Bifurcation, O(2)-symmetry, Group invariance. 
1. INTRODUCTION 
A problem in fluid mechanics which has received much attention throughout this century is that 
of the motion of an ideal fluid contained in a horizontal channel and subjected to the forces of 
gravity and surface tension. The waves, which thus arise on the free surface, are generally called 
capillary-gravity waves or ripples. One of the reasons for its popularity is that for certain values 
of the parameters involved, namely the phase speed and surface tension, the linearized version 
of the problem has a two-dimensional solution space, and this means that it is an interesting 
problem to study within the context of bifurcation theory. Two particularly important cases 
are those of second- and third-harmonic resonance-in other words, the cases when the solution 
space of the linearized problem is spanned by the fundamental mode and another mode of one- 
half or one-third of its wavelength. These cases are of significance, partly because they are the 
ones which are the easiest to reproduce by experiment, see for instance the work of Hammack, 
Henderson and Perlin [l-3], and also that of McGoldrick [4,5]. It will be our aim in thii paper 
to present a theoretical investigation into these two cases, starting with a formulation of the 
problem due to Okamoto [6] in which the situation is modelled by a differential equation (2.8) 
for the angle between the free surface of the fluid and the horizontal. This differential equation 
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is posed in an infinite-dimensional function space, but by using the classical theory of Lyapunor- 
Schmidt we are able to replace it with a finite set of algebraic equations, known as the bifurcation 
equations. It is not possible to compute the bifurcation equations exactly, but by exploiting the 
invariance of the original differential equation under the action of the Lie group O(2), we are 
able to make quite precise statements about their algebraic structure and show that they may 
be repiaced by a simpier set of equations whose soiutions are quaiitativeiy the same as those 
of the original equations. In this way, we are able to obtain the corresponding solutions of the 
original differential equation and information concerning the capillary-gravity waves which they 
represent. 
It is easy to see that for all values of the phase speed and surface tension, flow with a flat 
free surface is possible (the set of trivial solutions). However, we shall show that for certain 
values of the parameters a multiplicity of solution sets can exist. Some are connected to the 
trivial solutions, others are not. In addition, new solution sets may split off from existing ones, 
corresponding to a doubling (or tripling) of the period of the underlying water waves. 
The first detailed investigation into resonant water waves is generally regarded as that of 
Wilton [7], who examined the waves which arise from a 1:2 resonance, and which now bear his 
name. Later, in a series of papers [8-111, Nayfeh studied a number of aspects of the capillary- 
gravity wave problem. He employed the techniques of multiple scales and in [8,11] found perturba- 
tion expansions for the solutions of the problem for various cases of second harmonic resonance; 
while in [9,10] he conducted a similar analysis for the third harmonic case. Later, Chen and 
Saffman [12] developed a formal theory which covered all interactions between the Mth and Nth 
harmonics of a wave. Their results were put on a rigorous mathematical basis by Jones and 
Toland [13,14] who regarded the situation as a bifurcation problem and employed the techniques 
of functional analysis, (see, also [15,16]). Later, as mentioned, Okamoto [6] recast the problem as 
a differential equation which enables the symmetries in the problem to be exploited more easily. 
Bifurcation equations which are invariant under the action of O(2) have been extensively studied 
I__~ *.--L...-_~_.. -.-, T\-.--_I--_-._ 1-o .n, I,_ Inn n,, my flmoruscer ana Llangeunayr [I(--IYI, S&2 aho [LU,LIJ. IN-_- ---__---c* __J---_ _.~ ~1~-._--LI-.- lvlore generctl rererences on oirurca~ion 
problems are the books and articles by Golubitsky, Schaeffer and Stewart [22-251. 
2. SETTING THE SCENE 
We now briefly outline the physical problem of its mathematical counterpart, and state how it 
may be studied via a differential equation. We also indicate some symmetry and group-invariance 
properties of this equation. For more details of these results, see [6,15,26,27]. The physical 
problem with which we are concerned consists of an ideal fluid, which is in two-dimensional 
irrotational motion in a horizontal channel of infinite depth, and which is constrained by the 
forces of gravity and surface tension. To describe the situation mathematically we introduce a 
r(~..+rro:.-.- nnnrrl:mn+n. orm+,.m “fi Ch,,C -n..:t.r P.n+o :V. ch#. mrm.XC:.,r. n. ~:..,.,.c:,, ,.,A ??L,. u..:A .-.-“....:*” “cllUW1(111 ~““IUIII~~cj uyac=Ul U” UIalr ~;la”,ry -IID 111 Cllci Ur;&;aU”c; y-UUriUll”U a,,U CllC 1111111 “~UlyI~D 
the region ((2,~) : y < H(z)}, where H( 2 is a smooth 2r-periodic function. (Of course, H(z) ) 
is not known a priori.) The curve y = H(x) is known as the free surface. Since the motion is 
irrotational, we can introduce a function $J(z, y), called the complex potential and defined in the 
region occupied by the fluid so that the following conditions are satisfied 
A#=O, Y < H(z), (2.1) 
4% + -c, &-0 asy--co, (2.2) 
;(& (2, H(x))+&G H(4)) +eVx)--T H”(x) (1+H,(x.2)3/2 = comtant~ 2 E w. (2.3) 
Here g (which is regarded as a constant throughout), c, and T are real numbers which represent 
the force of gravity, phase speed and surface tension, respectively. We shall study this problem by 
means of a single nonlinear differential equation. It is first necessary to introduce some function 
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spaces. Let C” denote the space of n-times continuously differentiable, real valued functions 
whose domain is W. Set, for n 2 1, 
E, = f E c2: f(S) =f 
I 
(8 ;)‘[f’s’d”=OJ, + (2.4) 
and let F,, be the same space with C2 replaced by Cl. Let E” and F,” be the subspaces of E,, 
and F,, consisting of odd functions. It is clear that these are all Banach spaces with the usual 
norms inherited from C2 and C’. Now, if f E E,, it is clear that we can expand f as a Fourier 
series of the form M 
f(s) = C a,P + Tine-ins, 
1 
(2.5) 
where {a,}, {b) are the usual sequences of Fourier coefficients. (Note that the constant term 
is absent because of the integral condition in the definition.) It then follows from the general 
theory (see, e.g., [28,29]), that 
00 
t: 
_ia,eins + izne-ins 
(2.6) 
1 
is also a Fourier series, and we shall denote the function it represents by Cf and call it the 
conjugate of f. Then by Privalov’s Theorem [29, Vol. I, p. 211, we have that if f E E,,, then 
Cf E F,. Now let O(2) denote the orthogonal group. Then this gives rise to an action on E,,, 
which is generated by S and R,, where 
Sf(s) = -0-s) and U(s) = f(s + a), a E [0,27r). (2.7) 
Suppose 0 E E, and let 4 denote the function C8. For ~,y E JR we define the operator 
F (0, v, 7) = eeb sin0 - v+‘e2& - y (B’e+)’ . (2.8) 
Then the water wave problem will be examined via the equation 
F(O,v,r) =o, (h/>. 
The important properties of this operator are summarised in the following theorem, for a proof, 
see [6]. 
THEOREM 2.1. 
(4 
(b) 
(cl 
(4 
FisasmoothoperatorfromE,xWxWtoF,,n21(rtndalso~omE~xWxWtoF,O). 
If (0, v, 7) E E,, x W x W and F(B, v, 7) = 0, there is a solution to the capUary-gravity 
wave problem with T = g-y and c = (gu) lj2. The free surface is given parametrically by 
(z(s), y(s)) = (- I’ e-#+) case(t) dt, - 1” e-b(t) sine(t) dt) . 
Further, H’(z) = tanB(s) so that e(s) represents the angle between the free surface and 
the horizontal. 
F is equivariant under the action of O(2), that is 
F (170, y, 7) = qF (0, v, 7) , for all 7 E O(2). 
Let f&(s) = e(ms), m 2 1, 0 E El. Then 
F (fd, f 9 -$) = fd (e, u, 7) * 
REMARK. It may be noted that e(s) is not assumed a priori to be an odd function (this is in 
common with [6] but in contrast to [13,14]). Thus, we have not assumed that the wave profile is 
symmetric in the sense that H(-z) = H(z) or H(n + z) = H(r - z). We conclude this section 
with a result which shows how different solutions of (Jy) may lead to the same wave profile. Its 
significance will become clear in Section 5. 
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LEMMA 2.2. Suppose that (0, V, 7) is a solution of (h/) and 8 E E,\E2,, (so that the correspond- 
ing wave has fundamental period c). Then (R ,,,9, u, 7) is also a solution to (N) and 0 # &/,9. 
However, 0 and R,l,0 correspond to the same water wave. 
PROOF. Let 6 = R,/,8. Then the fact that (6, Y, y) is also a solution to (N) follows from the 
equivariance condition Theorem 2.1~. In addition, a calculation shows 
WM4) = (x (s + i) 7 Y (3 + :)) - (z (;) ,Y (I>) , 
where (2(s), g(s)) are defined in terms of 8, in the obvious way. Therefore, 6 and 0 correspond 
to the same water wave. For more details of this proof, see [14, Section 2.41. 
In this section, we describe and implement the classical reduction procedure of Lyapunov and 
Schmidt by which the equation (N) may be replaced by a finite set of algebraic equations. First, 
note that for any values of v and ~,8 = 0 is always a solution of (n/>, corresponding to flow with 
horizontal free surface. Linearizing (N) about the zero solution then leads us to the equation 
8 - ~$1 - ye” = 0. (3.1) 
Suppose first that y is fixed. Then a straightforward calculation shows that if v E {$c + k-l, 
k 2 1) then the functions e(s) = efiks are solutions of (3.1). A particularly important csse 
is when y = l/MN for distinct integers M and N, for then the solution space of (3.1) is four 
dimensional, being spanned by efiMs and efiNs, and this is the case which we will study. It 
follows from Theorem 2.ld that it is no loss of generality to assume that M and N are coprime. 
In fact, we shall merely be concerned with the case N = 1 and M = 2, or 3. This is because 
this case exhibits certain special properties which are absent in the more general situation. (For 
a discussion of the other cases, see [30].) Let us make some definitions and fix some notation. 
Set ‘y&f = M-‘, V&f = 1 + M-l, T = y - TM and x = v - VM. Further, write El = X @ Y, 
where X = sp {efi8, efiMS } and Y is the complement of X, and let P and Q be the projections 
of El onto X and Y, respectively. Then if 0 E El, we can write 8 = e + f, where e E X, f E Y 
and (N) is equivalent to the two equations 
and 
QF(e+f,VM+X,YMi-7)=0. (3.2b) 
It then follows from the Implicit Function Theorem that (3.2b) has a solution f(e, X,7), for 
(e, X, 7) in a neighbourhood of the origin in El x W x W. Substituting this into (3.2a) we obtain 
PF (e + f (e, A, 7) , VM + A, TM + 7) = 0, (3.3) 
for e, X, r. This is known ae the bifircation equation and is a finite system which is equivalent 
to the infinite dimensional problem (N). 
Nnw Id wa me hnw this nrnr~d~~r~ wnrlm in nradima Tat _ ._.. __” _- -__ **_.. “____ r*yvyuu~” .,.,.I_ ..I y’._“‘Y.““. Y”” 
e = _izeiMs + ize-iMs _ iweis + iEe-is 
9 (3.4) 
whereM=2or3,andz,wE@. 
It will be our intention to calculate the bifurcation equations up to terms of cubic order in z, 
w, X and 7. First, note that the conjugate of e is 
2 = _ZeiMs _ ze-ih4a _ weis _ Fe-is 7 (3.5) 
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and if we expand F in a power series, then (N) becomes 
~(8) = 2~~+# + e@ + rMeQ + yMe’$’ + A+’ + 78/f+ H (e, A, T) , (3.6) 
where L(B) = 8 - VA,&’ - YMe”, and H consists of terms of order three and above. It is now easy 
to see that, to second order, 
f (e, X, r) = L-’ o Q o (2 V&g’ + eE -k y,&’ •t ~j$&!‘}, (3.7) 
which may be shown to equal 
iz2e4is + F wze3is 
+ (c.c), when M = 2, (3.8a) 
and 
3iz2 e6is + T iwze4is 
5 
_ 9i.w2e2is _ 8imze2is + (C.C.), when M = 3, (3.8b) 
where (c.c) denotes complex conjugate. (These and certain other calculations were accomplished 
___‘L,. LL- L-1_ -~~Z*rrlTT~X#*rnTT*I \ * =.IL-.. ~~1~~~1~~~~~ ___. _L-_-_ IL-L .._ L- -__LZ_ ~~ _K rl~ witn 6ne neip or mtilnDlvrAl1bA.J A rurtner ca.icuiar;ion now snows tnw up to cumc oraer 6ne 
bifurcation equation is 
where f is given by (3.8). A rather involved calculation, again using MATHEMATICA, now 
yields that when M = 2, the bifurcation equations are in algebraic form 
2Xz-4rz-3w2+21 !~!~~+3!~!~t-22X~~+272(1~+p(~?~?X?7)=0, (3.10a) 
xw--rur++$ ]w]%+~ ~z~2w-2XzE7+3Tz~+q(z,w,X,T)=0. (3.10b) 
In the case M = 3, they are 
3Xz-9~z-~u13-23~zu~~z+~(z~~z+p(z,ur,X,~)=0, (3.11a) 
xw-7w-~~~~~1u-~~~z-~~~z~~+q(z,w,x,~)=o. (3.11b) 
In these equations, the higher order terms p and q are O(](z, 20, X, T)]~) as (z, w, X, r) + 0 (the 
higher order terms are not the same in both cases of course). In both pairs of equations, the 
second equation is the projection of (3.9) onto eis, while the first is the projection onto eiXs, 
M = 2,3. The projection onto ewis, emiMs are just the conjugates of the equations given above. 
4. SOME TECHNICAL RESULTS 
It will now prove convenient to gather together a few technical results from the realms of group 
theory and algebraic topology. In the next section, we will see how they apply in the particular 
context considered here. For proofs and further details, see the books (24,251, some results are 
also contained in the papers [22,23]. 
Let r be a compact Lie group which acts on a vector space V of dimension n. 
DEFINITION 1. A function f : V x W t W is invariant if 
f(YJ,W =f(v,W, for all y E I, VEV, XEW. 
We shall denote the ring of invariant functions over W by E,,x(I’). 
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DEFINITION 2. A function f : V x W + V is equivariant if 
f (rv 8 = rf (VT 4 > for all y E IT, VEV, XEW. 
We shall denote the set of equivariant functions by zV,~(l?). It is clearly a module over &,,x(I’). 
We also define 
XL,(r) = {f E T+v,A(r) : f(w) = o} . 
(Sometimes, but not always, these spaces coincide.) 
DEFINITION 3. Suppose that ~1,. . . , u, is a finite set of invariant functions such that if f E 
&,x(r), then 
f(u, A) = f (Ul(% A) * ’ * %(‘u, A>) 7 
for some J : IRS -+ W. Then ~1,. . . , us are said to generate &J(F). 
DEFINITION 4. 
KA(r), *f 
Let gr , . . . , gr be a finite set of equivariant functions. This set is said to generate 
r every g E ??,,,(I’) may be written as g = figI +. . . + f,.&, where the fi are invariant 
functions. 
DEFINITION 5. We define ??+(I’) to be the module over &,,A@‘) consisting of ah n x n matrices 
S(v,X) such that 
s (Y, 8 YU = YS (v 8 u, forallu,vEV, TEA, XEW. 
Now is a convenient place to mention the following technical result which will be useful in Sec- 
tion 5, for further details, see 124, p. 2511. 
LEMMA 4.1. (Nakayama’s Lemma.) Let -2’ and 3 be finitely generated submodules of zv,~(A). 
Then z’ C 3 if, and only if 2’ G 3 + M . 3, where M is the subring of &,,,x(A) generated 
l... n n,.C ,.c ,.U.,,n..n+r\ro C.” c IA\ ??,,CL,” . . ..+a. \ /AA :r. “,-,c:,,” . . ..L”“..J c,. .x” cl., -...,:-,I “Y a JC?‘(I “1 a;r;lOz,aru1a I”1 G/v,X\‘I/ c”alz;rscllC~ Wl(rll I\. (,“, 13 1J”ul~‘*1111GJ 1 cxcx1C” C” Lu ldlt: 111&Lx,u1a, 
ideal of &v,x(A).) 
DEFINITION 6. If f, g E z’,,,(A), then f and g are said to be strongly A-equivalent if there exists 
an invertible change of coordinates 
such that 
g (u, A) = S (u, A) h (fqu, A), A) 7 
when3 
(a) C(0,O) = 0, C E Zv,x(r), 
(b) S&O) and Wr)(o,o) belong to the component containing the identity of the space which 
consists of all invertible linear mappings on V that commute with r. 
Loosely speaking, this is an important concept because if two maps are strongly A-equivalent 
then their zero sets are qualitatively the same. The next result is also of great importance. It 
will enable us to determine when two maps are strongly A-equivalent. 
DEFINITION 7. Let f E z),,x(A). Then th e restricted tangent space off, written RT( f), is the 
submodule of Zv,x(A) generated by Sif and (df)Xj, w h 
Xj generate iiAv,x(r). 
ere the Si generate Tv,x(I’), and the 
We can now state our first important theorem. For a proof, see [25, p. 1681. 
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THEOREM 4.2. Let h and p E ~,,,x(I”) such that 
Rqh + tp) = m(h), 
for aJJ t E [0, 11. Then h + tp is strongly equivalent to h, for all t E [0, 11. 
The importance of this result is that it enables us to justify our neglect of the higher order terms 
in the bifurcation equations (3.10) and (3.11). Next, we introduce the concept of unfoldings. This 
is needed because it allows us to incorporate perturbations into the bifurcation equations. 
DEFINITION 8. Let f E ??v,x(I’). Then a k-parameter unfolding off is a map F from V x W x Wk 
to V, such that 
F (u, A, 0) = f (v, A) and F(yv,X,a) =yF(v,X,a), 
foralJyEhand(v,X,a)EVxWxR k. Now Jet k(v, X, 6) be an I-parameter unfolding of f. 
We say, P factors through F if 
P(v,X,&) =S(v,X,&)F(X(v,X,&),h(X,&),A(&)), 
where 
(a) S(v, X, &) is an n x n matrix which satisfies S(v, X, 0) = I and S(yv, X? o)yu = yS(v, X! (Y)u? 
foraJJ(v,X,a)~VxWxW”,y~l?,u~V. 
(b) X is a function from V x W x We + V such that 
X(v,X,O) =v and X(yv,X,&) =yX(v,X,&). 
(c) h(X,O) = X and A(0) = 0. 
A I’-unfolding F of f is said to be versal, if every A-unfolding @ of f factors through F. A 
versaJ unfolding is universal if it depends on the minimum number of parameters needed for a 
versal unfolding. This minimum number is caJJed the co&men&on off. It is a remarkable fact 
that in general the codimension off is finite: in other words, all possible perturbations off may 
be described by adjoining a finite number of new parameters. The following concept leads us 
to a procedure by which we may determine the additional parameters required for a universal 
unfolding. 
DEFINITION 9. Let Yr, Y2, . . . , Y, be such that 
dv,x(r)=~,,,(r)~w(~,~,...,Y,). 
Then if f E t,,,x(l?), define the tangent space off, denoted by T(f) to be 
T(f)=RT(f)+W{(df)~,...,(df)Y,,fx,Xfx,X2fx...}. 
Note that T(f) 5 z,,,x(lT). Now we can state our final result. 
THEOREM 4.3. Let f E ??t,,x(l?),O and Jet W s bv,x(T) be the vector subspace such that 
L(r) = T(f) + w. 
Let pl(v,X) . . .pk(u,X) be a basis for W. Then 
j=l 
is a universaJ h-unfolding of f . 
Havine eouirmed ourselves with these tools: we are now in a position to analyze the bifurcation --- _-- a -1-- KC -- ------- -- 
equation derived in Section 3. 
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5. GROUP INVARIANCES 
This section, together with the next, contains the main results of this paper. In it we show how 
the facts gathered together in the last section may be used to simplify the bifurcation equations. 
Essentially, we show two things: first, that it is no loss of generality to replace the complex 
numbers z and 20 in the bifurcation equations by their real counterparts, and second, that it is 
permissible to neglect the higher order terms in the bifurcation equations. (Similar analyses to 
the one carried out here are to be found in [17-191.) We also make a study of how solutions of 
the bifurcation equations correspond to distinct capillary-gravity waves. 
To begin with, recall the reduction procedure which was performed in Section 3 on the original 
equation (N). Then to find a solution of (n/) we expressed 8 E Ei as e + f, where 
e = -izeiMB - iweis + (c.c.), M = 2,3, (5.1) 
and thus, identified e with the point (z, w) E C 2. In this context, O(2) acts on C2 (rather than 
on Ei as in (2.7)), and its action is generated by K and cry, where 
K a (z,w) = (F,E) and (Y(z,w) = (eiMaz,eiQw) , 0 I a < 2n. (5.2) 
Then, it can then, be shown (see [17,19]) that under this action the invariant functions are 
generated by ]z12, ]w12 and z%!jM +Zw”, while the equivariant functions are generated by 
(z, O), (O,w), (w”, 0) 9 (0, z&f-l) * 
Now, let f(z, w) = 0 be the bifurcation equation ((3.3) or (3.10),(3.11)) derived in Section 3, 
and recall that the original function F(B, y, V) in (N) is equivariant under the action of O(2) 
on El (Theorem 2.1~). (Here, and throughout this section, we suppress the dependence of f on 
any other parameters.) Then, since the bifurcation equations obtained by a Lyapunov-Schmidt 
reduction inherit any equivariance properties possessed by the original equation [24], this means 
that f = (fi, fs), where 
fl (z,‘w) = w1+ w"g2, (5.3a) 
f2(~,w)=wgs+z~~-~gq and gi=gi(]z]2,]w]2,z~M+~wM). (5.3b) 
Now, by writing z = xei+, w = Ye”+, 2, Y, $J, 4 E W, substituting into f(z, w) = 0 and separating 
real and imaginary parts, we obtain 
rgl + cos (Me - 4) y”g2 = 0, (5.4a) 
sin (Ml(r - 4) y”g2 = 0, (5.4b) 
ygs + cos (M11, - 4) xy”-‘g4 = 0, (5.4c) 
as well as another equation which we shall not need. We then have sin(M$ - 4) = 0, and so 
cos(M$ - c$) = fl. The equations then become 
xg1 f Y”S2 = 0, (5.5a) 
YS3 f xy”-‘g4 = 0, (5.5b) 
where gi = gi(x2,y2, f22y”). Clearly, if @,jj) is a solution of (5.5)+, then (-Z,g) is a solution 
of (5.5)-, and hence, we may confine ourselves to consideration of (5.5)+. However, even more is 
true. For suppose (Z,jj) is a solution of (5.5)+. Then cos(M$ - ~5) = 1, and so 4 = MT+!J + 2kr, 
k E Z. Thus, 
e = -iZeiM*+2ik*eiMs - iiJei*eis + (c.c) = 2Zsin (MS + M$) + 2ijsin (s + $J) , (5.6) 
*L$IO @ pue zx uo 2kupuadap ‘88 papJ8saJ aq A8u1 (6’9) U! F6 aq$ 
‘axlaq pu8 ‘SaSKl Jay30 aqq U! sp1oq $UuauIti~ J8l~uI!S v *@I0 ,fi p” zx 30 Suo!puy a.I8 ‘6 aJayM 
( 
i(T. + UZ) O=* 
(r+~z;” fi 
li + 
i(uZ) OEuc x = 
“2 z+uzx 
4 ( 
00 
wz;6wzR,zx 
9 
00 
( ,u;;~fiux33 x= MX 
(6’S) 
. (fix Gzfi Lzx) ?6 E !6 alaqM ‘ (PGfi + E6x ‘Z6fi + 162) 
1x1~03 aq? sayrr? uoj!~x~y Ju8!mAInba I8”aua% 8 OS 
.(fi ‘0) pus (x ‘0) ‘(0 ‘fi) ‘(ok) Lq pa38Jaua8 al8 suol$c)un3 $w+m!nba aq$ al!qM ‘fix pu8 ,fi ‘zz lcq 
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6. BIFURCATIONS AND UNFOLDING 
We are finally in a position to describe the solution sets of the bifurcation equations (3.10) 
and (3.11). We shall take the Cases M = 3 and M = 2 separately. 
CASE M = 3. The bifurcation equations are (3.11). Recall from Section 5 that it is permissible 
to consider real variables only so we shall set a = z and w = y. We shall initially set 7 = 0 in the 
bifurcation equations, which means that we are considering the case when the null space of the 
linearized operator is two dimensional. Later, we shall see how r # 0 is a special case of a general 
unfolding. Recall also that the equations are equivariant under iZ2 acting by (z, y) + (-z, -y) 
and that the generators for the invariant functions may be taken as x2, y2, while those for the 
equivariant functions are (z,O), (y,O), (O,z), (0,~). The bifurcation equations may thus, be 
written 
zf1+ VI + yf2 + yp2 = 0, (6.la) 
zf3 + xp3 + yf4 + yp4 = 0, (6.lb) 
where 
fr = 3X + ; z2 - 23y2, f2 = _FY2’ 
f3 = _; y2, 23 77 f4=x-_~2-_y2, 
9 6 
(6.1~) 
and the pi are higher order terms. We shall abbreviate (6.1) as 
f +p=o. (6.2) 
Now, let us fix some notation, 
DEFINITION 10. Let E,,,,,4(&) be the ring (over W) consisting of smooth, real-valued functions 
from W2 x W to W, which are invariant under the action of Z2. A typical member of &,,,,~(ZQ) 
then has the form f (x2, y2, X). We shall sometimes write a = z2, b = y2 and identify &,,,,A(&) 
with &,,&,A, the ring of smooth, real-valued functions of the form f (a, b, X). The advantage of 
working with these “invariant coordinates” is that the dependence on Z2 is effectively suppressed. 
We shall use (a, b) to denote the subring of &a,b,X generated by a and b, and shall sometimes write 
this as Mo,b; similarly for (b, X), (X2), etc. The expression M i,b denotes the subring of functions 
of the form f - g, where f, g E J&b, similarly for higher powers. 
DEFINITION 11. Let 3 z,y,x(Z2) denote the module (over Ez,y,~(Z2)) of equivnriant, smooth 
functions from W2 x IR to W2. (Note all elements of this module vanish at the origin.) A typical 
member has the form (xgl + yg2,xga + ygd), where gi E E,,,J(&). We shall write this in 
“co-ordinate form” as ii iz 1 1 and shall identify the module with z,,,bJ via the invariant 
coordinates. We can make a more precise statement about the higher order terms pi in (6.1). 
Recall from Section 3 that p+ are of order three and above in x, y and X, and also from the 
invariance properties of Section 5 that pi E pi(x2, y2, X) E pi(a, b, X). It is thus, easy to see that 
Pi E (A3) + (A)Ma,b + M$,. (6.3) 
We now come to a major result. 
THEOREM 6.1. f + p is strongly 22 equivalent to f. 
PROOF. We shall actually show that RT(f + tp) = RT(f), for all t E [0, 11, the result will then 
follow from Theorem 4.2. In fact, we do slightly more and explicitly calculate the generators of the 
restricted tangent space. To begin with let g = ” 
[ 1 g2 be any element of ~~,bJ. Then to find 93 94 
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RT(g), recall from Section 4 that the generators are of two types: Sig and (dg)Xj, where the Si 
generate Ta,+, the set of 2 x 2 matrices satisfying an equivariance condition (see Definition 4 
in Section 4), while the Xj generate za,b,~. In this case, it is not hard to verify that T,,,J is 
generated by 
(: :), (: :), (; :)y (: ;), 
while za,t,,~ is generated by 
(5)’ (:)I (Z)’ (i). (6.4 
Now a calculation yields that 
&=(;;z ;;:)=( 
2x2g1a + 2xyg2, +gl, 223/glb +2y2g2b +g2 
> 2x2g3a +2x!/g4, +g3, 2xyg3b +2y2g4b +g4 ’ 
(6.5) 
Hence, it follows that, in the co-ordinate notation, the generators of E!‘(g) of the form &g are 
[c 9023’ [: tq’ [gq., :2]’ [;, ;I’ (6.6) 
while those of the form (dg)Xj are 
2agla + 91, 2ag2, %4a, 2wla + 91 
2ag3, + g3, W74, 1 [ ’ 2b4a, 1 2ag3, + 93 ’ 
5’2 + %lzb, 2aglb 1 [ %lb, 2klza + g2 1 (6.7) 94 +&I4b,2ag3  ’ sbgsb, 2bg4b + g4 ’ 
To show RT(f + tp) = RT(f), let hi( 1 5 i < 8) be the eight generators given above, where the gi 
are replaced by fi + tpi given in (6.1~). Now let 3 be the submodule of Ta,b,X generated by 
the 24 mappings phi, where p= a, b, A. We aim to prove 
(6.8) 
It is clear that 
(6.9) 
To prove the reverse inclusion, we employ Lemma 4.1 (Nakayama’s Lemma), which means that 
it is sufficient to prove that 
M&,X z a,b,X & z + Mz,b,Xza,b,h. (6.10) 
First, note that from (6.3),(6.6) and (6.7) that the terms in each hi which involve pi are of at 
least quadratic order in a, b, A, and thus, the corresponding terms in phi are of at least cubic 
order. Thus, when verifying (6.10) we may ignore the terms involving pi. To complete the proof 
of (6.10), we now note that both Mz,b,Xx a&J and 3 possess 24 generators. If we express each 
generator of 3 in terms of the generators of M$,T,,b,X, this will yield a 24 x 24 matrix. Then 
if this matrix is invertible, this will imply that each generator of M&To,b,A can be expressed 
as a linear combination of the generators of 3, and (6.10) will be verified. This matrix is shown 
as the partitioned matrix u in Table 1, each 6 x 6 submatrix ui is shown in Table 2 (and 0 is the 
6 x 6 zero matrix of course). The rows of the matrix u consist of the expansions of the generators 
ahl, bhl, Xhl, ahg, etc., in terms of the generators * 0 1 1 0 0 where * = a2, b2, X2, ab, aX, bX (in 
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Table 1. The partitioned matrix u. 
that order) and similarly for So the first row consists of 3, 29/10, 
-23, -123/2 as entries 3,5,6 and 12, together with zeros everywhere else; while, for example, 
row 14 (which is the expansion of bhs) consists of 87/10, -23, 3, -41/2, -46/9 as entries 1, 4, 
5, 16, 19. 
A use of MATHEMATICA then shows that this matrix has nonzero determinant (although 
because of the preponderence of zeros, it is not hard to show this directly), and hence, (6.10) is 
true. 
We have thus, shown that 
RT(f + tz.4 = W + M&,X &,b,~, 
where W is the vector space (over W) spanned by hi, (1 5 i 5 8). However, it it not hard to see 
that, working mod Mi,b,Xza,b,~, the hi are equal to 
3X + $a - 23b - 1 ’0, 0 [ 0, 0 $b 1 ’[ 0 0 1 0 0 
3X+$-23b -Fb 
’ [ -.+ +?,- z.$ ’ 1 [ 3X + ;a 41 - 23b 0 1 -- 369 2b -46a 
7 
-- 2b -;a ’ 
[ 
x-Ta-:b -4la I 
0 3X + ;a - 23b -- gb -- 2b 1 [ -46b -7b 46 41 ’ -4lb X-;a-:, 1 7 
and hence, it is permissible to take these to be the generators of W. Thus, we have an explicit 
representation for the restricted tangent space which is independent of tp, and so we have also 
shown that RT(f + tp) = RT(p). Hence, the theorem is proved. Having shown that we may 
neglect the higher order terms in the bifurcation equations, we may proceed to our main result. 
THEOREM 6.2. A universal unfolding of 
( 
3Xx - 23xy’ + ; x3 - 7!y3,~y-~y3_~x2y_i!zy2 
> 
is 
3X - 9rx - 23xy2 + $ x3 - +3 y3 + cry, 
my+xy-sy-;y3++ 
23 
9 xzy + 622y - 
41 
~xyz+rlxs+Px 
> 
(6.11) 
(6.12) 
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Ul = 
213 = 
ug = 
0 0 3 0 
29 
Tii 
-23 
29 lo 0 O-233 0 
0 -23 2g 0 0 
lo 
3 
0 0 0 0 0 -y 
0 0 o-y0 0 
0 
41 
-- 0 0 0 
2 
0 
Table 2. 
112 = 
0 0 3 0 
a7 
iti 
-23 
a7 
iii 0 0 -23 3 0 
0 -23 0 87 
ii 
0 3 
0 0 0 0 0-e 
0 0 0 -369 0 
2 
0 -- 36g 0 0 0 
2 
0 000 0 
0 0 0 -41 0 
2 
0 41 -- 
2 
00 0 
0 010 -f 
23 -- 0 0-E 1 
9 2 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
u7 = 
0 0 0 0 0 -46 
0 0 0 -46 0 0 
0 -46 0 0 0 0 
0 
0 
0 
0 
23 -- 
9 
0 
0 O-E 0 0 
2 
123 
2 0 0 0 0 
0 1 0 -p -7 
0 0-r 1 0 
77 23 -E- 
-- 
0 9 0 1 I 
_ 
0 000 00 
0 000 00 
0 000 00 
0 00 0 -46 0 ' 
0 0 0 0 123' -- 
2 
-4600 0 0 0 
0 0 0 -46 0 0 
PROOF. Recall from Section 4 that the first step is to determine T(f), the tangent space, which 
in this case is given by T(f) = RT(f) + W{Xifx, i > 0). (The terms involving Yi are absent in 
this csse because all members of za,b,~ vanish at the origin.) Now, f~ = 3 0 
1 1 0 1 and it is easy to 
see from the definition of W(f) that terms of the form Xifx, i 2 2, may be absorbed into m(f). 
However, if we let & (1 5 i 5 8) be the eight generators of W given at the end of Theorem 6.1, 
then it is easy to verify that Xfx = 3/2& + 3/2& - @a)/2 - (&)/2. Hence, if we write &, = fx, 
then 
T(f) = J’&,,x &,b,X + w {&, 1 I i I 9) . (6.13) 
To determine a universal unfolding of f we see from Theorem 4.3 that it is necessary to find 
72 M. JONES 
a complementary subspace for T(f) in za,b,~. This calculation is most easily carried out mod 
M:,t&,b,X* The idea is to expand each generator $ in terms of the generators 
* 0 
[ 1 0 0 , where 
* = 1, a, X, and similarly for the other generators which have the nonzero element in the other 
positions. This will lead to a 9 x 16 matrix. If we can augment this matrix by adjoining seven 
new rows in such a way that the new matrix has rank 16, then we will have found the correct 
vectors to span a complementary subspace. The 16 x 16 matrix shown in Table 3. The first nine 
rows are the expansions of the &, while the last seven form the complementary subspace. A use 
of MATHEMATICA shows this matrix has full rank and so the theorem is proved. 
Table 3. * 0 
[ 1 0 0 
where * is 
la b X la b X la b X 1 a b X 
29 
ii -23 3 
41 -- 
2 
87 
it 
-23 3 
369 -- 
2 
-46 
3 
-9 
0 * 
[ 1 0 0 
23 _- 
9 
-46 
87 
iii 
1 
123 -- 
2 
77 1 -- 
6 
-23 3 
369 -- 
2 
0 0 
[ 1 * 0 
29 
ii -23 3 
41 -- 
2 
41 -- 
2 
23 77 1 -- -- 
9 2 
46 -- 
9 
-41 
I 
1 
0 0 
[ 1 0 * 
23 -- 
9 
46 -- 
9 
-41 
23 -- 
9 
1 
-1 
1 
1 
123 -- 
2 
77 -- 
6 
41 -- 
2 
77 -- 
2 
1 
Now we have found a universal unfolding, we shall conclude by sketching a few of the solution 
sets. We shall of course consider the physically relevant case in which the only unfolding parameter 
is r. We shall also consider a few of the more interesting cases when some of the other unfolding 
parameters are present. Indeed, one wonders whether the additional unfolding parameters could 
themselves have some physical interpretation. To discuss the solution sets of the equations we 
need a definition. 
DEFINITION 12. Consider W3 with the axes labeled X, z, y and let TA = {(X,0,0) 1 X E W}. Let 
C = {(Nt),z(t),y(r)) I t E (--&@I c Et3 
be a continuous curve such that C rl l?~, = {(X,,O,O)} then (A,,, 0,O) is said to be a primary 
bifwration point, and C is said to be a primary bifurcation curve. 
If 
2) = { (q%q%B(t)) I t E (-46)) G It3 
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is another continuous curve such that ‘DnC = {(x,T,g)} $?! I?A then (x,T,g) is called a secondary 
bifurcation point, and V is called a secondary bijkcation curve. 
Now consider the case when the only unfolding parameter present is 7. The equations are 
3Xx 
29 
- 9rx - 23xy2 + G x3 - 123  Y3 = 0, (6.14a) 
(6.14b) 
Clearly, there is a solution curve for which y = 0, that is X = 37 - 29/30x2, which represents a 
primary bifurcation curve which branches from rx at X = 37. We shall denote this by Cs. The 
2~ corresponding water-waves will have minimal period 3 . When we come to consider solutions for 
which y # 0, if we cancel y from (6.14b) and eliminate A between the two equations, we obtain 
the equation 
317 
=x3+ 
123 
-z_x2y+ 
31 
- xys 
2 
- y y3 - 67x = 0. (6.15) 
When 7 = 0, the solutions to this equation are y N 1.2022, -0.1872, -0.763x. The corresponding 
solution curves to (6.14) are given parametrically by 
(X,x, y) N (45.8x2,x, 1.2022)) (-0.832x2,x, -0.187x) , (-5.61x2, x, -0.763x) . 
These solution curves together with Cs are depicted in Figure 1. We see that there are four 
primary bifurcation curves, all of which bifurcate from X = 0. All the corresponding water waves, 
with the exception of those on Cs, have minimal period 2~. 
x 
Figure 1. The solutions to (6.14) when 7 = 0. 
When T > 0, the solutions to (6.15) are as depicted in Figure 2a. The branch which passes 
through the origin corresponds to a primary curve which bifurcates from I?J, at X = T. We shah 
denote this by Cl. The points at which the other two branches cross the x-axis correspond to 
secondary bifurcation points on Ca. The corresponding solutions to (6.14) are shown in Figure 2b. 
As before, all the corresponding water waves (except those in on Cs) have minimal period 27r. 
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(b) 
Figure 2. The aolutione to (6.14) and (6.15) when T = 1. In this and future din- 
grams, the particular values of paramete.ra are selected to chow clearly the qualitative 
b&&our of the solution sets. 
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When 7 < 0, the solutions to (6.15) are depicted in Figure 3a. As before the curve through the 
origin corresponds to a primary branch Cr. However, the other two curves correspond to isolated 
solution branches which are not primary or secondary branches. The corresponding solutions 
of (6.14) are depicted in Figure 3b. 
Finally, note that the solutions of (6.14) occur in pairs (z, Y), (-z, -Y), but as explained in 
Section 5, these correspond to the same capillary-gravity waves. 
Now let us briefly examine some of the other unfoldings. An interesting case is when the two 
unfolding parameters present are T and CL The equations are now 
(6.16a) 
xy - 7y - ; y3 - ; xzy - ; xy2 = 0. (6.16b) 
As before the curve Cs, along which y = 0, is present. Otherwise we have, on eliminating A, 
317 
zzs+ 
123 
Ty3-67z+ay=0. (6.17) 
The solutions of (6.17) in the case when T and Q are both positive are shown in Figure 4a, while 
the corresponding solutions of (6.16) (including Cs) are shown in Figure 4b. Observe the origin 
in Figure 4a corresponds to a primary bifurcation point at X = 7 in Figure 4b, and that the 
primary curve Ci meets Cs in two secondary bifurcation points, which correspond to the nonzero 
solutions of (6.1) which lie on the z-axis. 
In contrast, the solutions of (6.17) in the case when r and a! are both negative are shown in 
Figure 5a, and the corresponding solutions of (6.16) in Figure 5b. Note that since there is a 
solution curve of (6.17) passing through the origin, there is a primary curve of (6.16) (in addition 
to Cs), However, there are no secondary bifurcations. 
Finally, to demonstrate that there may be no bifurcations at all, consider the case when the 
unfolding parameters are cr, T and /3. The bifurcation equations are 
(6.18a) 
(6.18b) 
There are now no solution curves along which z or y is zero. Eliminating X between (6.18a) and 
(6.18b) we obtain 
zz3Y 317 + 22 1 3 2 y 2 +-zy3 31 2 -Ty4-6rxy+cry2-310x2=0. 123 (6.19) 
The solution set to (6.19) when Q and /3 are positive and r is negative is shown in Figure 6a. As, 
can be seen, no solution curve passes through the origin. Hence, there are no bifurcations and 
the solution set of (6.18) consists of four isolated curves depicted in Figure 6b. 
CASE A4 = 2. Recall that now Zz acts on W2 by (x, y) + (2, -y). This, then, is exactly the 
case considered in [25, Chapters 14 and 151, and we shall consider it more briefly. The invariant 
functions are z and y2, and the equivariant functions are (1,0) and (0, y). We shall sometimes 
write b = y2 and expressions like 3 t,y,~((22), (identified with xZ,b,~) have meanings analogous 
to those in the previous case. Then if g E zs,r,,~, it follows that g = (gi(x,b,X), gz(z,b,X)y) 
which we write in’ coordinate form as [gi, gz]. The generators of zZ,b,~ are 
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(b) 
Figure 3. The solutions to (6.14) and (6.15) when T = 1. 
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(4 
(b) 
Figure 4. The solutions to (6.16) and (6.17) when 7 = 1, OL = 27. 
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(4 
‘? x 
(b) 
Figure 5. The solutions to (6.16) and (6.17) when 7 = -1, a = -27. 
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(b) 
Figure 6. The solutions to (6.18) and (6.19) when 7 = -1, Q = -25, fl= 6. 
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2 0 0 -3 
000 0 
020 0 
000 0 
000 0 
000 0 
000 0 
000 0 
000 0 
200 9 
000 0 
020 0 
000 0 
000 0 
000 0 
020 0 
DO0 0 
DO2 0 
DO0 0 
DO0 0 
Then IET(g) is generated by 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
-3 
3 -- 
2 
Table 4. 
00000000 
0 -3 0 0 0 0 0 0 
-30 0 0 0 0 0 0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 0 0 0 0 -3 0 
0 0 0 -3 0 0 0 
0 0 0 0 0 0 -3 
0 -- 3 
0 
2 
0 1 
9 
4 
0 
0 0 0 go 
4 
-- 31 
2 
0 0 1 0 
-; 
0 
9 
4 
0 
9 -- 
4 
0 0 0 0 0 
0 0 0 0 0 -4 0 
0 0 0 0 -; 0 0 
0 0 0 0 0 -; 0 
0 0 0 -; 0 0 0 
0 0 0 0 0 0 -; 
0 0 0 0 -; 0 0 
0 0 0 0 0 0 -; 
0 0 -I 0 0 0 0 
ooooogo 
4 
g 0 0 
4 
0 0 0 0 
k-l1701 7 [bz, 01 , 
bz, kI2zl , 
P9 911 9 P, 921 9 kwlz, w2tl 7 
Pvlm h72tl 7 [hb, bg2b] . (6.20) 
The bifurcation equations which we shall actually consider are (see (3.10)) 
2Xx-3y2+3x3+pl, (6.21a) 
xY-+y+~y3+yP2=o, (6.21b) 
where, as before, we shall initially work with the case when 7 = 0. By examining the derivation 
of the bifurcation equations contained in Section 3 it can be seen that pi E pi(x, b, A) and 
PI E (bb”fz,b,X + M:,,, p2 E M&,X- (6.22) 
We shall write f~ = 2Xx - 3b + 3x3, f2 = X - 3/2x + 9/4b, and abbreviate (6.21) as f + p = 0. 
We can now state our first theorem. 
THEOREM 6.3. f + p is strongly Zz-equivalent to f. 
PROOF. As before we shall prove that RT(P +tp) = K!‘(p), for all t E [0, 11, in fact we obtain an 
explicit expression for this space. As a start, consider the subspace Z with the 22 generators 
Group Invariant Equations 81 
&1>617 PP?gll7 PL[6?9217 /&7lS7~9211~ P[~glz,5g2zl, &Y?1z,~g221, 
p = x, b, X and gi = fi + tpi. Consider also the space 3 defined as 
P[b!&b, bgsb], [bgs, 61 where 
[(&%,, + (x4> + (b)Ms,b,X, J’% b A] , , 
which has the 13 generators 
(6.23) 
[Xx2,6] , [xX2, 01 7 [x3,0] , [x4,0] , [bx,O] , P&61, [b2,0] > 
[‘%X2] 7 [o, A”] , [O, b”] , [O, xX] , [0, xb] , [0, bX] . 
We claim that Z = 3. 
It is routine to check that Z G 3. To verify the reverse inclusion it is sufficient to prove that 
J c z + M,,b,xg (6.24) 
for the result will then follow from Nakayama’s Lemma. The first step in proving (6.24) is to 
verify that all terms involving pi in the generators of Z actually belong to M,,b,xg, and hence, 
we may take gi = fi in proving (6.24). The proof now proceeds by expressing each generator of Z 
in terms of the generators of J. This leads to the 22 x 13 matrix shown in Table 4, where each 
row is the expansion of a generator of Z in terms of those in J (both sets of generators being 
taken in the order given earlier). It is then quite easy to show that this matrix has full rank 13 
(either by use of MATHEMATICA or similar arguments to those used in [25, Chapter 141) and 
thus, (6.24) is proved. 
We have thus shown that 
RT(f + tp) = J + w, (6.25) 
where 
(6.26) 
Table 5. 
‘0 0 0 0 0 2 0 3 0 0 0 0 
0000 0 000 0 -3 0 2 
0000 0 004 0 -1 0 0 
0000 0 040 0 0 0 -3 
01000000 0 0 0 0 
0000 0 000 0 0 1 0 
0 0 0 4 18 0 0 0 -3 0 0 0 
0020 0 000 1 0 0 0 
0000 0 200 0 0 0 1 
0040 0 000 1 0 0 0 
10000000 0 0 0 0 
ro 0 0 1 0 0 0 0 0 0 0 0 
and Si = .fi + tpi. However, working (mod ,7) the generators of w are 
[2Xx - 3b + 3x3, 0] , [O, -3bl 7 O,X-;xfqb, 1 
[ 
2Xs+Sr3,-;z], IO,-;b], [zx2+], [-3+]. 
Hence, EtT(f + tp) = RI’(f) = J + IV, where by elementary manipulations of the above genera- 
tors, we may write 
82 M. JONES 
X 
b) 
Figure 7. The solutions to (6.32) and (6.33) when 7 = 0. 
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(b) 
Figure 8. The solutions to (6.32) and (6.33) when T = 0.2. 
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w = w { [2Xx + 3x3, o] ) [O, 2x - 321 , [4z3, -z] ) [4x2, -3x] ) [b, O] ) [O, b]} . 
Hence, the theorem is proved. 
(6.27) 
Now we can state and prove our final theorem. 
THEOREM 6.4. A universal unfolding of 
is 
2Xs-3y2+3z3,Xy-~zy+~y3 
> 
2Xs-4~r+a+PX-3y2+3r3,Xy-7y-~zy+~y3 . 
> 
(6.28) 
(6.29) 
PROOF. In common with Theorem 6.2, we start by calculating T(f). In this case 
T(f) = qf) + w { (#)Yl, Xi& i 2 0) , 
where Yl = 
0 
i , (note the slight change in the definition because now not all members of zl,b,~ 
vanish at the origin). An easy calculation then gives 
(df)Yl = [2x + 922, -;] ) 
L 
Figure 9. The solutions to (6.34), (6.35) and the zero set of (6.29) when 7 = -0.1, 
a = -0.06, p = 0.2. 
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(b) 
Cc) 
Figure 9. (cont.) 
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and f~ = [22,1], so it is clear that terms of the form Ai&, i 2 2 may be absorbed into m(f). 
Thus, 
T(f) = &7 + w {Xi, 1 < i I 9) ) (6.30) 
where &(l I i 5 6) are the generators given in (6.27), & = [4X + 18z2, -31, i&, = [2z, 11, 
%$I = [2Xz, A]. 
To find a universal unfolding, first write 
&,b,X =b7+~{[Lol, [ho], [GO], [&Ol, [~2,01, [~uq, 
[X2,‘% [~3,01, [WI, [Ol, [WI, [WI}. (6.31) 
Then, if we expand the & in terms of the generators of the complementary subspace given 
in (6.31), a 9 x 12 matrix will result. If we can augment this matrix with three additional rows in 
such a way that the resulting 12 x 12 matrix is nonsingular, then we will have found a universal 
unfolding. This 12 x 12 matrix is shown in Table 5. The additional rows are easily seen to 
correspond to [4x, 11, [l, 0] and [A, 0] which yields the given unfolding and proves the theorem. 
x 
Figure 10. The solutions to (6.34), (6.35) and 
a = 0.16, 0 = -0.2. 
the zero set of (6.29) when 7 = -0, 
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(4 
Figure 10. (cont.) 
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To conclude, we sketch some of the solutions of the equations. Consider the physically relevant 
case when the only unfolding parameter is r. The equations are then 
2Xx - 47X - 3yz + 3x3 = 0, Xy-ry-;xy+;ys=o. (6.32) 
There is the primary curve Cz given by X = 27 - 3/2x2, and along which y = 0. Otherwise, we 
obtain on eliminating X, 
3x3 - ; xyz + 3x2 - 3yz - 272 = 0. (6.33) 
The solutions to (6.33) when r = 0 are shown in Figure 7a, while the corresponding solutions 
to (6.32) are shown in Figure 7b. The two curves passing through the origin in Figure 7a 
correspond to two primary curves bifurcating from X = 0 in Figure 7b, while the curve crossing 
the x axis at x = -1 corresponds to a secondary curve bifurcating from Cz at X = -3/2, x = 1. 
The solutions to (6.33) when 7 < 0 (r > 0 is similar) are shown in Figure 8a, while Figure 8b 
depicts the corresponding solutions to (6.32). The solution curve to (6.33) passing through the 
origin corresponds to a primary branch Ci bifurcating from X = 7, while the other two curves 
correspond to secondary curves bifurcating from Cz. 
Finally, we briefly illustrate some of the other unfoldings (6.29). First note that when y = 0 
we have 
2Xx - 47x + cr + px + 3x3 = 0, 
while when y is nonzero, the equation connecting x and y is easily found to be 
(6.34) 
3x3-;xy2+3x2-3y2-~/3y2+~PZ.-2rx+rr+~r=0. (6.35) 
Consider first, the case when Q and T are negative, and p is positive. The solutions to (6.34) 
are then depicted in Figure 9a. The curve crossing the X-axis is then a primary bifurcation 
curve Cz, while the other curve corresponds to an isolated solution curve. The solutions to (6.35) 
are depicted in Figure 9b. The curve crossing the positive x-axis corresponds to a secondary 
bifurcation curve from Cz, while the closed curve corresponds to a loop branching from the other 
solution curve of (6.34). In addition, there are two other solution branches. These conclusions 
are depicted in Figure 9c. 
Consider, also, the case when (Y and p are positive, and r is negative. The solutions to (6.34) 
in this case are depicted in Figure 10a. As before, there is a primary bifurcation curve Cz and 
another isolated curve. The solutions of (6.35) are depicted in Figure lob. A calculation shows 
that the solution curve which cuts the x-axis corresponds to a curve branching from the isolated 
solution of (6.34), not from Cz. In addition, there are two other solution CUNCS. These conclusions 
are depicted in Figure 10~. 
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