The generalized regularized long-wave equation admits a family of negative solitary waves. The stability of these waves is investigated by numerical simulation using a spectral discretization.
Introduction
We will investigate the stability of the negative solitary-wave solutions of the generalized regularized long-wave equation
where p ≥ 2 is a positive integer. Note that for the values p = 2 and p = 3 in this equation, which is also called the generalized BBM equation, is used to model the propagation of small-amplitude surface waves on a fluid running in a long narrow channel [6, 14, 17] . Eq. and it is an elementary check that a particular solution of (1.2) is given by .
(1.4)
These solutions are strictly positive progressive waves which propagate to the right without changing their profile over time. As can be seen from the expression (1.3), solitary waves with positive propagation velocity are defined only when c > 1. For p ≤ 5, these waves are always stable. However, if p > 5 there exists a critical speed c + p such that the positive solitary waves are stable for c > c + p , and they are unstable for 1 < c < c + p . This result was proved by Souganidis and Strauss [16] using the general theory of Albert, Bona, Grillakis, Souganidis, Shatah and Strauss laid down in [9, 11] , and pioneered by Boussinesq, Benjamin and coworkers [4, 7, 10, 15] . For a thorough review of the results, and a numerical study of the stability of positive solitary waves, the reader may refer [8] .
As also observed in [8] , if p ≥ 2 is odd, −Φ c (x − ct) is also a solution of the generalized BBM equation. This follows immediately from the fact that −u also satisfies Eq. (1.1). Thus, these are negative waves which also propagate to the right at the positive velocity c > 1. Consequently, these negative solitary waves are always stable when p ≤ 5. Otherwise, for p > 5 these negative solitary waves are stable for speeds c > c + p , and they are unstable for 1 < c < c + p . Finally, note that if p ≥ 2 is even, then the formula (1.3) is valid for c < 0 as well, resulting in negative solitary waves which propagate to the left. Surprisingly, these solitary waves can be unstable even if p < 5. The main contribution of this paper is a numerical study of the stability of these negative solitary waves for both subcritical and supercritical p. Note that the case p = 2 was already treated by one of the authors in [12] .
A representative negative solitary wave is shown in Fig. 1 , where p = 4 and c = −1. In this calculation, the solution was approximated numerically from T = 0 to T = 8 and the size of the domain was 200. While Eq. (1.1) with quadratic and cubic nonlinearity is known to be a reasonable model for long waves of small-amplitude and negligible transverse variation, it is also apparent that the amplitudes of the negative solitary waves are of order 1. Since the equation is given in dimensional variables, these solutions do not fall into the regime of physical validity of the equation as a long-wave model. In fact, this agrees with the observation explained in [5] that solitary waves of depression do not occur on the surface of fluids unless surface tension is very strong.
Orbital stability
As already observed by Benjamin and coworkers [4, 6] , a solitary wave cannot be stable in the strictest sense of the word. To understand this, consider two solitary waves of different height, centered initially at the same point. Since the two waves have different amplitudes they have different velocities according to the expression (1.3). As time passes the two waves will drift apart, no matter how small the initial difference was. However, in the situation just described, it is evident that two solitary waves with slightly differing height will stay similar in shape during the time evolution. Measuring the difference in shape therefore will give an acceptable notion of stability. This sense of orbital stability was introduced by Benjamin [4] . We say a solitary wave is orbitally stable if a solution u of Eq. (1.1) that is initially sufficiently close to a solitary wave will always stay close to a translation of the solitary-wave during the time of evolution. A more mathematically precise definition is as follows. For any ε > 0, consider the tube 
The following two functionals V and E are critically important to the proof of stability of the solitary wave.
Observe that V and E are defined whenever g ∈ H 1 (R). In fact, note that V (g) = 1 2 g 2 H 1 . Both V(u) and E(u) are conserved integrals, meaning that they are invariant in time if u is a solution of the evolution equation (1.1). A proof of this fact can be found in [1] . Eq. (1.2) for the solitary waves can be written in terms of V and E as
where E and V are the Fréchet derivatives of E and V, respectively. According to the general theory of Albert, Bona, Grillakis, Shatah, Souganidis, and Strauss in [2, 9, 11, 16] , the stability of the solitary waves depends on the convexity of the function d(c) = E(Φ c ) − cV(Φ c ). We have the following theorem:
Theorem 2.1. The solitary wave Φ c is stable if the function d is strictly convex, i.e, d (c) > 0. The solitary wave Φ c is unstable if the function d is strictly concave, i.e, d (c) < 0.
In the remainder of this section, we will find an explicit expression for the function d(c). Note that calculations in this section are based on the results of Souganidis and Strauss [16] , who consider a general class of evolution equations. The generalized BBM model presently in view is included as a particular case. However, Souganidis and Strauss only focus on the case of waves of elevation with positive velocity c > 0. They find an expression for d(c) of the form √ cF (c), for some function F. Since this form is obviously not valid in the case of negative c, we take a slightly different route of computing d(c) explicitly. As was already noted in [12] , the proof of Theorem 2.1 has to be modified somewhat to accommodate negative solitary waves. In the following, we use standard notation of mathematical analysis. In particular, we denote the standard inner product of two functions f and g in the real Hilbert space L 2 (R) by f, g . The computation of d(c) will be achieved by the following two lemmas. 
Proof. For
Next, we differentiate both sides of this equation with respect to λ, and evaluate at λ = 1. From Eq. (2.1), it follows that
Finally, using Eqs. (2.2) and (2.3), we have 
where Ψ is the solution of the equation
The proof is a straightforward computation using the definition (2.4). In particular, note that Ψ is independent of c. 
, where σ = 2 p − 1 , such that the function d(c) is strictly convex for c < c − p , and strictly concave for c − p < c < 0.
Proof. From Lemma 2.1 it follows that d(c)
After some simplifications, it appears that the second derivative of d(c) is
where q(c) ≡ σ(σ + 1)c 2 − σc − (1/4). We observe that b is positive, and the second term in the expression is negative because c < 0. Therefore, the sign of d (c) only depends on the sign of the quadratic polynomial q(c). In particular, the sign of d (c) is the same as the sign of q(c). Next, set q(c) = 0, and solve this equation for c (note that we are just interested in negative velocities c < 0). We find the critical speed c − p as It should be mentioned that similar considerations possibly lead to the existence and stability or instability of negative solitary waves of other dispersive model equations, such as the generalized regularized Benjamin-Ono equation [1, 13] and the intermediate long-wave equation [3] .
Numerical simulation
In the following, a numerical study is presented to illustrate the results obtained in the previous section. To discretize Eq. (1.1), we use a Fourier collocation method coupled with a four-stage Runge-Kutta time integration scheme.
For the purpose of numerical approximation, the problem is posed with periodic boundary conditions on the domain
where L is sufficiently large. It was observed that L = 200 was sufficient enough for the computations shown in this paper.
Description of the numerical technique
The problem (1.1) is translated to the interval [0, 2π] by the scaling u(ax, t) = v(x, t), where a = (L/2π). The initial value problem is then The Fourier transform of the equation is
where Ᏺ is the Fourier transform operator. Working in Fourier space, we can discretize the problem in the following forms:
where
k=−(N/2)+1 e ikx jv (k, t) is the discrete inverse Fourier transform ofv at the collocation points x j = (2πj/N), for j = 1, . . ., N, where N is an even number. This is a system of N ordinary differential equations for the discrete Fourier coefficientsv N (k, t), for k = −(N/2) + 1, . . . , (N/2). We integrate the system by using a four-stage explicit Runge-Kutta scheme with a uniform time step h.
To test the convergence of the algorithm and the numerical implementation, the normalized discrete L 2 -norm is used. This norm is defined by
The relative L 2 -error is then defined to be
where v(x i ) is the exact solution, and v N (x i ) is the numerical approximate solution at a specific time T, for i = 1, 2, . . ., N.
In the algorithm, the nonlinear term v p is treated pseudospectrally. Consequently, there might be a significant danger of incurring aliasing errors, especially for high values of p. To minimize this source of error, a higher number of Fourier modes is used for larger values of p. To check the algorithm, we use the exact form (1.3) of the solitary wave as the initial value. Then, we calculate the relative L 2 -error for various pairs of combinations between the time step h = 0.1/2n, for n = 1, 2, 3, . . .; and N = 2m × 1024 for m = 1, 2, 3, . . .. The Table 2 Regularized long-wave equation; error due to temporal discretization. Here p = 6, T = 2, L = 200, and c = −2. Table 3 Regularized long-wave equation; error due to temporal discretization. Here p = 8, T = 3, L = 200, and c = −1.5. results are shown in Tables 1-3 , where the solutions were approximated from T = 0 to T = 8, T = 2, and T = 3, with the speeds c = −1, c = −2, and c = −1.5, for values of p as 4, 6 and 8, respectively. The best combinations of spatial grid size 2π/N, and the time step h to achieve the accuracy of to 10 −14 for each value of p are summarized in Table 4 .
For each value of p, a further increase in the number of Fourier modes, or a further reduction in the time step h would not produce a smaller error. With an accuracy of 10 −14 , rounding errors probably play a role, so that it would not be prudent to increase N or decrease h. While the numbers shown in Tables 1-3 focus mostly on the temporal convergence of the scheme, Fig. 3 shows the results of some runs aimed at validating the spatial convergence of the Table 4 Most advantageous combinations of N and h. code. As expected, spectral convergence is achieved in these computations. From now on, all the results shown will be obtained by using the pairs of N and h as shown in Table 4 for each value of p.
Experiments with stable negative solitary waves
In order to study the stability of negative solitary waves, the exact formula (1.3) for p = 4, 6, 8 and c < c − p is used. Initial data is chosen as a perturbation of the solitary wave in the amplitude. Thus, typical initial data has the following form
where γ represents the perturbation of the amplitude.
According to the theory in the previous section, the norm used to calculate the total error should be the H 1 -norm. The discrete version of this norm is defined by,
The relative error in shape at a certain time t is then defined by
where u 0 (x) = γΦ c (x), and v N is the numerical approximation of the solution emanating from initial data being a perturbed solitary wave. the solitary waves positively or negatively appears to have an impact on the dispersive tail that remains after the bulk of the wave has moved off. Tables 5 and 6 are displaying the relative total error of perturbed traveling waves, as well as the error in the conserved integrals V and E. The tables show that for initial values differing by 1% (for p = 4), and 0.8% (for p = 6 and 8) from an exact solitary wave, the solutions have an error in shape of no more than 2-4.5% for p = 4, 2-3.7% for p = 6, and 2-5% for p = 8. We also monitored discrete forms of conserved integrals V and E, in these tables, and it appears that the conservation is excellent.
Experiments with unstable negative solitary waves
As in the experiments with stable negative solitary waves, initial data is chosen as an amplitude perturbation γ of the solitary wave in the exact form (1.3), where p = 4, 6, and 8 are chosen for illustration, and the speeds c are such that c − p < c < 0. These computations showed that as time evolves, the solution is no longer close to a Table 6 The relative total errors and conserved integrals at different times for translation of the original solitary wave. Furthermore, resulting wave profiles are divided into two different cases. When γ < 1, the wave disperses completely, developing into very strong oscillations over time. These results are shown in Fig. 5 for the case p = 4. Experiments showed similar results for p = 6 and 8. On the other hand, when γ > 1, the solution approaches a larger solitary wave after leaving behind an oscillatory wavetrain. These results can be seen in Fig. 6 . Observe that even though the same perturbation is used in all three cases in the computations shown in Fig. 6 , the resulting solitary wave has a larger speed if p is larger. This can be understood by considering the relation (1.4), which shows that for a given amplitude, the negative velocity is increasing (in absolute value) with increasing p. 
