In this paper we propose a smoothed jackknife empirical likelihood method to construct confidence intervals for the receiver operating characteristic (ROC) curve. By applying the standard empirical likelihood method for a mean to the jackknife sample, the empirical likelihood ratio statistic can be calculated by simply solving a single equation. Therefore, this procedure is easy to implement. Wilks' theorem for the empirical likelihood ratio statistic is proved and a simulation study is conducted to compare the performance of the proposed method with other methods.
Introduction
In diagnostic medicine, it is important to assess the accuracy of a diagnostic test in discriminating diseased patients from non-diseased ones. When the response of a test is continuous, its accuracy is measured by the receiver operating characteristic (ROC) curve; see, e.g., [1, 2] . ROC curves can also be used to compare the diagnostic performance of two or more laboratory or diagnostic tests [3] .
Let F and G be the distribution functions of the diseased and non-diseased populations, respectively. Then the ROC curve can be written as R(t) = 1 − F (G − (1 − t)) for 0 < t < 1, where G − denotes the inverse of G and is defined by G − (u) = inf{x : G(x) ≥ u} for u ∈ (0, 1).
Throughout we assume that X 1 , . . . , X m are independent and identically distributed (i. 
where F m and G n are the empirical distribution functions of F and G given by 
I(Y i ≤ y).
For the study of the estimator R m,n (t) and its smooth version, we refer to [4] [5] [6] [7] [8] [9] . For some inference problems related to the ROC curve see, e.g., [10, 11] .
Using the fact that
where
and r := lim m,n→∞ m/n ∈ (0, ∞), one can construct a confidence interval for R(t) via estimating the density functions of F and G or bootstrap methods. As an alternative way to construct confidence intervals without estimating the asymptotic variance explicitly, Claeskens et al. [12] proposed an empirical likelihood method based on the smoothing estimators of the functions F and G via some link variable. Molanes-Lopez, Van Keilegom and Veraverbeke [13] studied the empirical likelihood method based on empirical estimators. Qin and Zhou [14] employed the empirical likelihood method to construct confidence intervals for the area under the ROC curve.
The empirical likelihood, introduced in [15, 16] , is a well-known nonparametric method for constructing confidence regions. Like the bootstrap and the jackknife, the empirical likelihood method does not assume a parametric family of distributions for the data. One of the advantages of the empirical likelihood method is that it enables the shape of a region, such as the degree of asymmetry in a confidence interval, to be determined automatically by the sample. We refer to [17] for overviews. Some recent developments of empirical likelihood methods include inferences for: censored median regression model [18, 19] , two-sample problems [20] [21] [22] [23] [24] [25] , time series models [26] [27] [28] [29] [30] [31] , longitudinal data and single-index models [32] [33] [34] [35] and Copula [36] . However, all these applications and extensions of empirical likelihood methods work under linear constraints. In case of nonlinear functionals such as variance, ROC curves and copulas, a common way is to transform nonlinear constraints to linear constraints by introducing some link variables as in [12, 36] . Unfortunately, this method does not always work and the introduced link variables create more linear constraints, which increases the computational burden. Seeking a general method to deal with nonlinear functionals becomes important.
Recently, Jing, Yuan and Zhou [37] proposed a so-called jackknife empirical likelihood method for a U-statistic. The procedure is as follows. For a U-statistic, construct a jackknife sample (see, e.g., [38] ) first, and then treat this jackknife pseudo-sample as a sample of i.i.d. observations and apply the standard empirical likelihood method for the mean of i.i.d. observations to obtain the empirical likelihood ratio statistic for the U statistic. Hence, the procedure is easy to implement.
In this paper, we study the possibility of extending the jackknife empirical likelihood method in [37] to construct confidence intervals for the ROC curve so as to avoid adding extra constraints due to the link variable in [12] . It turns out that we have to work with a smooth version of the empirical estimator of the ROC curve. We organize this paper as follows. Section 2 gives the detailed methodology and main results. A simulation study is presented in Section 3. All proofs are put in Section 4.
Methodology
Let w be a symmetric density function with support [−1, 1] and put K (x) = x −∞ w(y)dy. Define the smooth version of R m,n (t) aŝ
where h = h(n) > 0 is a bandwidth. In fact, this smooth estimator of R is obtained via replacing F m in (1) by its smoothed version and G n is still the empirical distribution of G. Thus, this smoothed estimator of the ROC curve R is different from the one in [12] . The reason why we have to work with a smooth version is given in Remark 1 below. Definê
The jackknife pseudo-sample is therefore defined aŝ
Next, we form the empirical likelihood at R(t) = θ based on the jackknife pseudo-sample as
By the standard Lagrange multiplier argument, we obtain that the above maximization is achieved at
which gives the log empirical likelihood ratio as
In order to show that the above log empirical likelihood ratio converges in distribution to a χ 2 limit, one has to show that the jackknife variance estimator
is a consistent estimator of (m + n)Var(R m,n (t)). 
Based on Theorem 2, a confidence interval with level γ for R(t 0 ) can be constructed as
,γ is the γ quantile of χ 2 (1).
Simulation study
In this section, we compare the coverage accuracy of the proposed jackknife empirical likelihood method with the normal approximation method and the empirical likelihood method in [12] , where an extra constraint and smooth distribution estimation for both populations are required.
We consider three cases:
where Exp(1) denotes the standard exponential distribution function. We generate 10,000 random samples from the above cases with sample sizes m = 50, 100, 200 and n = 50, 100, 200. We use the kernel w(x) = 15 16 (1 − t 2 ) 2 I(|t| ≤ 1) for both methods, and we choose h = m −1/3 for the jackknife empirical likelihood method and h 1 = m −1/3 and h 2 = n −1/3 for the empirical likelihood method in [12] . Note that Chen, Peng and Zhao [36] pointed out that the above choices of bandwidth for the method in [12] are valid. For the naive bootstrap method based on R m,n (t), we employ 1000 bootstrap samples. We compute the coverage probabilities for t 0 = 0.05, 0.10, 0.25 with confidence levels 0.9 and 0.95. From Tables 1-3, we observe that both the proposed jackknife empirical likelihood method and the empirical likelihood method in [12] perform much better than the naive bootstrap method. When t = 0.05 and 0.10, the proposed jackknife empirical likelihood method performs best in most cases. Both empirical likelihood methods are comparable in case of t = 0.25. However, the proposed jackknife empirical likelihood method is less computationally intensive since the empirical likelihood method in [12] has more constraints in the optimization procedure. Indeed, we employ the ''emplik'' R package for the proposed jackknife empirical likelihood method. Table 1 Coverage probabilities for the ROC curve R(0.05) are reported for the intervals based on the naive bootstrap method for R m,n (t) (NBM), the proposed jackknife empirical likelihood method (JELM) and the empirical likelihood method (ELM) in [12] for levels γ = 0.9, 0.95 and various sample sizes.
(m, n, Case) Table 2 Coverage probabilities for the ROC curve R(0.1) are reported for intervals based on the naive bootstrap method for R m,n (t) (NBM), the proposed jackknife empirical likelihood method (JELM) and the empirical likelihood method (ELM) in [12] for levels γ = 0.9, 0.95 and various sample sizes.
(m, n, Case) Next we examine the interval lengths of the proposed jackknife empirical likelihood method and the naive bootstrap method based on R m,n (t) since the computation for the other empirical likelihood interval is quite intensive. Note that l m,n (t, θ ) ≥ 0 is a convex function of θ and l m,n (t, 1 m+n m+n i=1V i (t)) = 0. So by increasing and decreasing θ from Table 3 Coverage probabilities for the ROC curve R(0.25) are reported for intervals based on the naive bootstrap method for R m,n (t) (NBM), the proposed jackknife empirical likelihood method (JELM) and the empirical likelihood method (ELM) in [12] for levels γ = 0.9, 0.95 and various sample sizes.
(m, n, Case) Table 4 , we report the interval lengths for the jackknife empirical likelihood method and the naive bootstrap method. We observe that the jackknife empirical likelihood method results in a shorter interval than the naive bootstrap method for almost all of cases except case C with γ = 0.95.
Proofs
We need the following lemmas to prove Theorems 1 and 2. 
in D ((a, b) ), where B 1 (t) and B 2 (t) are two independent Brownian bridges.
Proof. Since R is continuous at t 0 ∈ (0, 1), there exists a subset (a, b) containing t 0 such that R and R are bounded in (a, b). It is known that
in D((−∞, ∞)), where W 1 and W 2 are two independent Wiener processes with zero means and covariances Table 4 Interval lengths are reported for the ROC curve R(t) based on the naive bootstrap method for R m,n (t) (NBM) and the proposed jackknife empirical likelihood method (JELM) for levels γ = 0.9, 0.95 and various sample sizes.
(m, n, Case) 
where t * is between t and t + xh. If follows from conditions in Lemma 1 and (7) that
uniformly in t ∈ (a, b). Using the conditions on h, (5) and the continuity of W 1 , we have
in D ((a, b) ). Write
where ξ n,j is between 0 and G(X j ) − G n (X j ). It follows from Theorem A of Silverman [39] that
where R (1 − x) is the density of G(X 1 ). By (5), (10) and (11), we have
uniformly in t ∈ (a, b). Hence the lemma follows from (9) and (12) with (1 − t) ). This completes the proof of the lemma.
Lemma 2. Under conditions of Theorem 1, we have
as n → ∞ for t = t 0 .
Proof. Throughout we assume t = t 0 . It follows from the definition ofV i (t) that
where ξ n,k,j is a random variable between G n,k (X j ) and G n (X j ). Since
It follows from (14), (15) and (11) that
By (13), (16) and Lemma 1, we have
i.e., Lemma 2 holds.
Lemma 3. Under conditions of Theorem 1, we have
Proof. Throughout we assume t = t 0 . For 1 ≤ i ≤ m, we can write that
Since K 2 is a distribution function, it follows from Lemma 1 that
Hence, by (17) , (18) and Lemma 1,
Next, for m < i ≤ m + n, we can write that
It follows from (11) that 
By (20), (21), (16) 
Hence, it follows from (19) , (22) 
Using (23), (24) and Taylor expansion, we have
which implies that
where β n = O p (
m+n
). Hence, it follows from (23), (25) , Lemmas 
i.e., Theorem 2 holds.
