Abstract: We present an analysis of runoff and rainfall data from Rio Grande, a basin located in the northeast of Brazil. The main challenges we face here are: (i) to model runoff and rainfall jointly, taking into account their different spatial units, (ii) to use stochastic models where all the parameters have physical interpretations, and (iii) to model 
station. The problem with this kind of procedure is that the uncertainty of this 27 estimation is not taken into account when modeling runoff as a function of rainfall.
28
Here we propose a joint model for both variables: rainfall and runoff. For rainfall,
29
we use spatio-temporal models, like in Sansó & Guenni (2000) . For runoff, we use 30 non-normal and non-linear Bayesian dynamic models. In particular, we extend the 31 models presented by Migon & Monteiro (1997) . Additionally, to approximate the 32 basin's rainfall, we solve the implicit change of support problem (see Cressie (1993) with MCMC techniques, we sought to use algorithms that perform thousands of 40 iterations in a few minutes. In particular we focused in the runoff model, for which 41 we used a sampling scheme recently proposed by Ravines et al. (2007) . It combines 42 the conjugate updating of West et al. (1985) for dynamic models in the exponential 43 family, with the backward sampling of Frühwirth-Schnater (1994) .
44
This paper is organized as follows. In Section 2 we briefly describe the Brazilian data 45 we used to illustrate our methodology. Section 3 is devoted to a general discussion 46 of some particular individual models for runoff and rainfall previously proposed. In
47
Section 4 the joint model proposed here is described and the main aspects of the 48 inference procedure are discussed. In Section 5 we present the results of the analysis 49 of the Rio Grande basin data, and in Section 6 we offer some concluding remarks. in the hydrological regime. Thus, it is not taken into account in our models. 3 Individual models for rainfall and runoff
66
Two of the main features of the rainfall-runoff relationship are: it is basically non-67 linear and the current runoff depends on previous runoff plus current and past 68 precipitation. It can be assumed that there is no feedback between runoff and rainfall, 69 tionship can be represented by Following the assumptions made in Migon & Monteiro (1997) , the relationship between runoff and rainfall can be expressed as a transfer function model. The model in (1) assumes that the expected value of the total runoff generated (streamflow), µ t , or a function of it, say g(µ t ), can be written as a baseflow α t , which depends on the water table level, plus an effect of current and past precipitation E t , which is
The effect of precipitation is expected to decay between time t − 1 and t by a rate ρ t ∈ (0, 1). This parameter plays the role of a recharge or rainfall effect memory rate and depends on the geomorphology and land-use/land-cover of the basin. Therefore, it should be (almost) constant over time. Temporal changes in this parameter can be explained by drastic changes in, e.g., soil and/or vegetation char-acteristics. Since E t−1 represents the effect of precipitation before time t, a fraction of current rainfall, say γ t X t , can be added to compute the rainfall effect at time t. The parameter γ t measures the instantaneous effect of rainfall and is mainly associated with overland flow speed. This parameter has a particular temporal dynamic: it is strongly related to the soil infiltration capacity and the rainfall interception by the vegetation. After a rainy period, the soil is saturated and the overland flow will be high. However, after a dry period, the soil absorbs a great part of water and the overland flow will decrease. Also, when vegetation grows, the leaf density becomes high, increasing the rainfall interception and consequently decreasing its instantaneous effect on the discharge. Alternatively, if ϑ t is the maximum expected precipitation effect, then ϑ t > µ t and the remaining possible runoff is ϑ t − (α t + ρE t−1 ). Therefore E t , in (1c), can be expressed as one of the following expressions: 
Modeling rainfall

87
Note that the input X t in model (1) 
96
Let {X t (s), s ∈ B ⊂ R 2 , t = 1, 2, . . .} be a spatial random field at discrete time t.
Here, X t (s) ≥ 0 is a random variable that represents the amount of rainfall at time t and location s. So, the rainfall for a given basin or region B, X t , is given by
where B is the basin's domain. In particular, we assume X t (s) follows a truncated normal distribution and, as suggested by Sansó & Guenni (2000) , is represented by the following spatio-temporal model:
where GP denotes a Gaussian process and τ 2 I and σ 2 V are the covariance matrices 97 of w t and Z t , respectively. Here I denotes the identity matrix. The term ν t is a 98 random error whose variance, τ 2 , is known as the nugget effect (Cressie, 1993 
the rainfall time series observed at gauged site s i (for each location). And, X(s) = (X(s 1 ), . . . , X(s S )) , with s denoting the vector of gauged locations (s 1 , . . . , s S ), is the matrix of rainfall observed at the S locations over T time periods. The joint distribution (see Appendix A for details) of Y , X and X(s) is given by
where Θ = (Θ Y , Θ X ), Θ Y denotes the parameters in (1) and Θ X denotes the 111 parameters in (4). Note that in (5) the joint distribution of runoff and rainfall 112 is modeled through the conditional distribution of runoff given rainfall, times the 113 marginal distribution of rainfall (Schmidt & Gelfand, 2003) . Also,
Gelfand et al. (2001) proposed to approximate p(X t , X t (s)|Θ X ) by using Monte Carlo integration. They proposed to sample a set of observations in S B locations, independent and uniformly distributed over B, and computê
whereX t (s i ) is the predicted value for rainfall at the i−th location from a regular
) of S B points constructed inside the 117 bounds of B. Consequently, (7) is a Monte Carlo approximation of (3).
118
The predictive distribution needed for the spatial interpolation of X t (s i ), at a new set of locations, for instance, (
where Θ X denotes all the parameters in (4).
119
Following the Bayesian paradigm, model specification is complete after assigning (2). Build a regular grid over the domain and obtain a sample of the rainfall over 128 the basin, X, following equations (7) and (8). That is, first obtain a sample 129 from the predictive distribution of X(s) (for each point of the interpolation 130 grid), then use these values to approximate the rainfall over the basin using 131 equation (7); 132 (3). For each sampled value of rainfall over the basin, X t , obtained in the previous 133 step, fit the runoff model as in equation (1).
134
In particular, we assume that runoff follows either a lognormal or a gamma distribu- We applied the approach described in Section 3 to the rainfall data from the nine stations and the runoff series observed at Taguá station in the Rio Grande basin.
Specifically, we used the function in (2a) for E t in (1c) and a multivariate dynamic linear model (see West & Harrison (1997, Chapter 16) ) for the temporal evolution of the parameters in (4). For a better explanation, we reproduce our whole, general, model in (9).
where p(µ t , φ) is the log-normal or gamma distribution and φ corresponds to the 147 precision parameter of the former and the shape parameter of the latter. In (9g)- 
vector of dimension k. The elements of θ are such that θ t = (θ t1 , θ t2 ) , where θ t1 is 157 a sub-vector that describes the spatial trend and θ t2 describes the seasonal effects.
158
Equations (9d) and (9e) represent possible time evolutions of α and γ, respectively.
159
In practice, just one of these equations is considered and depends on the features of 160 the basin under study. 
bution with mean 0 and an identity covariance matrix, N S (0, I) and p(σ 2 ) is an
On the other hand, p(ς 2 ), p(λ) and p(β) are gamma 168 densities with parameters (0.001, 0.001), (2.00, 6/1.86) and (12, 4), respectively. The hyper-parameters for λ were selected according to the premise that at half of the 170 maximum distance between the observed points, the spatial correlation is almost zero. The hyper-parameters for the prior of β were chosen such that its expected value was 3, representing the cubic root transformation recommended in the hydro-logical literature (Sansó & Guenni, 2000) .
174
Following Bayes' Theorem, the posterior distribution is proportional to the likelihood times the prior distribution. For the spatio-temporal model in (9g)-(9k), the posterior distribution is given by
From (10) 
178
For the dynamic models in (9a)-(9c) we also set independent priors to all the para- 
199
The MCMC algorithm for the spatio-temporal model was iterated 70 000 times after 200 a burn-in of 10 000 steps, for two parallel chains. We stored every 10th iteration.
201
For the runoff models we ran two chains for 60 000 iterations, after a burn-in period
202
of size 10 000. The samples were taken at every 5th step. All the algorithms were 
Results
207
Taking advantage of the factorization of the likelihood in p(Y t |X t )p(X t ), we used 208 the computational routines for fitting the model in (3) with some different cases of 209 polynomial trend, and then fitting several particular cases of the model in (1).
210
Our final model for rainfall has an intercept and a linear effect of longitude. Al-
211
ternative models had shown that latitude has no significant effect in this region.
212
The seasonal pattern was represented via two Fourier harmonics, which were chosen 213 through an exploratory analysis of the periodogram of the series. Therefore matrix
214
F t in (9i) has row components: (1, longitude(s i ), 1, 0, 1, 0) and
where G 1 is an identity matrix of order 2, and G 2 has diagonal blocks
cos(2πr/12) sin(2πr/12) − sin(2πr/12) cos(2πr/12)
, r = 1, 2.
217 Figure 3 shows the estimated paths of θ t . We observe that the intercept clearly data. In Table 1 we also observe that theR statistics (Gelman & Rubin, 1992) take 226 values close to 1, suggesting that the convergence of our chains was reached.
227
In order to illustrate the fitted values produced by our spatio-temporal model, Figure   228 4 displays the mean of the predictive posterior distribution of rainfall for two selected basin under study. This grid is exhibited in Figure 1 (a) Mean and 95% interval
248
We used our posterior sample of the basin's rainfall to fit several particular cases 249 of equations (9a)-(9c). Specifically, for p(Y t |X t ), we considered the two distribution 250 mentioned above: log-normal and gamma. We also considered the following five 
It is worth pointing out that we also fitted the function in (2b), however the results
266
were less satisfactory than those under (2a) in terms of goodness of fit (to this 267 particular dataset). Model comparison was performed using the following criteria: shows the evolution of the rainfall's instant effect, γ t X t . Remember that in the 294 selected model, γ t is a vector with five components where the first one corresponds 295 to the constant trend and the last four correspond to the two harmonics used. Panel 296 Table 2 Model comparison criteria for three alternative specifications of (9a) (a) Mean and 95% interval runoffare important to support other areas of hydrological research.
326
In order to evaluate the interpolations and predictions obtained with our models,
327
we left the last 21 observations out of the sample. The predictive distribution of 328 rainfall was used to forecast the precipitation at each monitoring station. Also, as 329 we stated in Section 4, at each iteration of the MCMC algorithm, we used the 330 predictive distribution of rainfall to compute the areal one and then we forecast the 331 runoff.
332
From columns 10 and 11 of Table 2 , we conclude that the selected model (gamma 
Concluding remarks
341
In this paper we proposed a joint model for rainfall and runoff, by taking into account 342 all the uncertainty associated with both stochastic processes and considering their 343 different spatial units. We used some previously established individual models whose 344 parameters have natural physical interpretations. We also fitted the data in their 345 original scale. Under a Bayesian framework we proposed to fit non-normal (gamma) 346 transfer function models using the CUBS sampling scheme that significatively re-347 duces the computational time and is easy to implement. We were also careful with 348 the implementation of the MCMC algorithm. Although it is not shown here, missing 349 data are naturally handled as parameters of the models. We believe our approach is 350 a promising tool for runoff-rainfall analysis. Here we present in more detail the computations for the change of support problem.
Let Y = (Y 1 , . . . , Y T ) , X = (X 1 , . . . , X T ) , and X(s i ) = (X 1 (s i ), . . . , X T (s i )) . Also, consider X t (s) = (X t (s 1 ), . . . , X t (s S )) and X(s) = (X 1 (s) 
