Conventional Brownian motion in harmonic systems has provided a deep understanding of a great diversity of dissipative phenomena. We address a rather fundamental microscopic description for the (linear) dissipative dynamics of two-dimensional harmonic oscillators that contains the conventional Brownian motion as a particular instance. This description is derived from first principles in the framework of the so-called Maxwell-Chern-Simons electrodynamics, or also known, Abelian topological massive gauge theory. Disregarding backreaction effects and endowing the system Hamiltonian with a suitable renormalized potential interaction, the conceived description is equivalent to a minimal-coupling theory with a gauge field giving rise to a fluctuating force that mimics the Lorentz force induced by a particle-attached magnetic flux. We show that the underlying symmetry structure of the theory (i.e. time-reverse asymmetry and parity violation) yields an interacting vortex-like Brownian dynamics for the system particles. An explicit comparison to the conventional Brownian motion in the quantum Markovian limit reveals that the proposed description represents a second-order correction to the well-known damped harmonic oscillator, which manifests that there may be dissipative phenomena intrinsic to the dimensionality of the interesting system.
I. INTRODUCTION
The study of the physical process whereby an interesting system reaches asymptotically a stationary state following a dissipative dynamics is ubiquitous in several areas of physics such as quantum thermodynamics [1] , condensed matter physics [2, 3] , or cosmology [4] [5] [6] [7] [8] . Unfortunately, this constitutes an intricate open-system theory problem [1, [9] [10] [11] [12] [13] for which there is no a "universal" recipe that could successfully provide a rigorous solution. Indeed only a few specific instances can be exactly solved, among which, the (linear) quantum Brownian motion in harmonic systems (generically known as the damped harmonic oscillator [14] [15] [16] [17] [18] [19] [20] [21] ) represents a prominent example [22, 23] . One of the most fruitful approaches to the latter rest on assuming that the microscopic Hamiltonians describing both the environment and system-environment interaction basically consist of a large set of non-interacting harmonic oscillators linearly coupled to the system. This is commonly refereed to as the Feynman-Vernon [24] , Caldeira-Leggett [25] or independent-oscillator model [11, 21, 26] , and recently, it has been employed to investigate quantum thermometry [27] [28] [29] , and non-equilibrium quantum thermodynamics or information properties [30] [31] [32] [33] [34] [35] .
Although this standard model may look somehow artificial, it resemblances to the Pauli-Fierz Hamiltonian [36, 37] in the strict dipole-approximation when the latter describres simple charged particles interacting with Maxwell electromagnetic fields [21, [38] [39] [40] [41] [42] . That is, the independent-oscillator model is essentially a particular instance of the non-relativistic Maxwell electrodynam- * a.valido@iff.csic.es ics [43, 44] . Remarkably, along with the usual Maxwell contribution, the action of the two-dimensional Abelian electrodynamics admits a Chern-Simons kinetic term [45] which preserves the essential ingredients demanded for a sensible (Abelian) gauge theory [46] : space-time locality, as well as local U (1)-gauge and Lorentz invariance. This is the so-called Maxwell-Chern-Simons electrodynamics [47] or Abelain topological massive gauge theory [46, 48] , and has been successfully applied to study new forms of gauge field mass generation [46, 47] , the dynamics of vortices [49, 50] , or the statistics transmutation [48] which have recently found appealing applications in quantum computation theory [51] . Then two immediate question arises as to which kind of microscopic description is brought by this more fundamental gauge theory, and further, whether it could shed new light on two-dimensional dissipative dynamics.
Motivated by these natural questions, the present work is devoted to extensively examine the Abelian topological massive gauge theory from the perspective of the quantum open-system theory. More concretely, we address the dissipative dynamics in the low-energy regime of a two-dimensional system composed of charged harmonic oscillators minimally interacting with a Maxwell-ChernSimons electromagnetic field acting as a heat bath. Starting from first principles, we derive a low-lying Hamiltonian that provides a reliable and (numerically) solvable dissipative microscopic description within the Langevinequation framework [5, 19, 22] . Interestingly, the ChernSimons effects give rise to a Lorentz-like fluctuating force which represents an alternative to the geometric magnetism [52] in the context of recently extended environments [53, 54] . Unlike previous treatments, we show that the components of such Chern-Simons (electric) force are non-commutative owing to the "topological" nature of the underlying theory, and cause an (ordinary) Hall re-sponse of the system particles that recalls the dissipative Hofstadter model [55, 56] . We also show that this response is enable to generate stationary correlations between the transversal degrees of freedom in the quantum regimen, which may eventually induce new kinds of environmental-mediated entanglement between the system particles different from the standard dissipative models [39] . Moreover, the Chern-Simons kinetic term endows the Brownian motion with unusual statistical features that enrich the dissipative dynamics, for instance it prompts an anti-symmetric 1/f noise in the classical Markovian Langevin equation that closely resemblances to the low-frequency magnetic flux noise in superconducting circuits [57, 58] . Our main concern is to analyze the main characteristics of the novel dissipative dynamics provided by the Chern-Simons action as compared to the conventional Brownian motion. Let us stress that our motivation as well as approach is significantly distinct to most previous treatments within quantum open-system theory to the best of our knowledge [1, [9] [10] [11] [12] [13] , in particular, those related to the Brownian motion of charged particles moving in the presence of external magnetic fields [59] [60] [61] [62] . The present work is in the line to explore the intriguing interplay between dissipation and the latent symmetry structure of the interesting problem (e.g. the influence of time-reverse symmetry or parity conservation on the spectral density), in much the same fashion as Refs. [63] [64] [65] .
The present paper is organized as follows. In Sec.II the quantum canonical Hamiltonian governing the whole dynamics is obtained via a Coulomb gauge quantization procedure by starting from the action characteristic of the Maxwell-Chern-Simons electrodynamics of a harmonic n-particle system. From this, in Sec.III we derive the dissipative microscopic Hamiltonian which is the basis of the present work, and extensively discussed its properties. The reduced dynamics of the system particles is addressed in terms of the Langevin equation formalism in Secs. III A, III B, and III C, as well as we study the asymptotic properties of the fluctuation-dissipation relation and the conditions under which the system relax towards a thermal equilibrium state. The Secs. IV and IV A provide an explicit example of the proposed dissipative description applied to study the Markovian dynamics. Finally, we summarize and draw the main conclusions in Sec.V.
II. GAUGE INVARIANT DESCRIPTION
As stated in the introduction, we consider the most general action in Euclidean planar geometry of a U (1) gauge-invariant system composed of n harmonic oscillators coupled to a homogeneous and isotropic gauge field A µ = (A 0 , A). This is given by
where S HO is the usual action for the reduced harmonic system and L M CS represents the Lagrangian density of the Maxwell-Chern-Simons electrodynamics [45] [46] [47] 51] , i.e.
with µνλ being the completely antisymmetric tensor (i.e. 012 = 1 and ij = 0ij ). Here B and E are the magnetic and electric fields (i.e. B = αβ ∂ α A β and E α = −Ȧ α −∂ α A 0 ), whereas ρ and J are respectively the charge and current densities of the harmonic n-particle system. The second term in the Lagrangian density (1) describes the Chern-Simons action whose strength is given by the coupling constant κ, while the first one is the usual Maxwell kinetic term. Importantly, we shall show that well-known results for the damped harmonic oscillator [15, 16, 21, 22, 25, 39] are recovered in any step of the treatment by taking the limit κ → 0. Throughout this work, Latin indices (running from 1 to n) are reserved to the system harmonic oscillators, and unless stated otherwise, we use Greek letters as well as Einstein convention of repeated indices for the two spatial dimensions. We use the natural units c = = k B = 1.
We shall consider that the total density matrix for the harmonic n-particle system and gauge field decouples at the initial time t 0 , and further, the field is in a canonical equilibrium stateρ β ∝ e −βĤ M SC withĤ M SC being the free Hamiltonian of the Maxwell-Chern-Simons gauge field (defined below), whilst the system may be in an arbitrary state. The restriction to free-correlation initial conditions is not crucial for the subsequent treatment, rather it is an extensively used assumption [10, 11, 16, 22] that provides a better exposition. Intuitively, this in agreement with preparing the system separately and brought into contact with the gauge field sufficiently fast such that the subsequent dynamics is governed by the MaxwellChern-Simons action (1) . As a result,ρ β will completely characterize the statistical properties of the gauge field operators, and, as we shall see, the system particle operators in the asymptotic time limit as well.
Without loss of generality we assume that all harmonic oscillators possess identical mass m, while distinct (bare) frequencies ω i for i ∈ {1, n}. Moreover, the charge and current densities can be expressed in terms of a function ϕ that models the charge distribution of each harmonic oscillator [66] ,
ϕ(x − q i (t)),
where 0 < e determining the coupling strength to the gauge field A, and q i (t) denotes the spatial coordinate of the i-th harmonic oscillator. For seek of simplicity, we shall assume an identical ϕ for all particles.
From the Lagrangian density described by the general action (1) , one obtains the following expressions for the canonical momentum of the i-th harmonic oscillator p i and gauge field Π, [44] 
as well as the Gauss law [45, 47, 48, 66 ]
which upon surface integration unveils that the harmonic n-particle system possesses a magnetic-like flux of strength proportional to ne/κ [46, 47] . The latter may be seen by realizing that the contribution from ∇Π vanishes since this represents the longitudinal electric field which here exponentially decays owing to the photon mass [51] . One may show that the classical Hamiltonian obtained via canonical procedure from the action (1) reads [67] 
where V stands for the isotropic confining harmonic potential of the oscillators, which we shall take as V (q i ) = 1 2 mω 2 i (q i −q i ) 2 for simplicity, withq i being the equilibrium position of the ith harmonic oscillator.
We now quantize the Hamiltonian (6) preserving the gauge invariance by following the conventional Coulomb gauge quantization procedure [47, 67] . By writing the gauge field variables (6) in terms of the longitudinal (A || , Π || ) and transversal components (A ⊥ , Π ⊥ ), this means to set A || equal to zero, whilst Π || is evaluated by demanding the Gauss law (5) as a non-dynamical constraint [47, 48, 68, 69] , i.e. [46, 66, 69] . The quantization of the Hamiltonian is achieved by firstly imposing the Coulomb gauge equal-time commutation relations [47, 68] ,
where δ ⊥ αβ (x − y) denotes the transverse delta function
and P αβ (x) is called the transverse projective operator. Notice that all other commutators vanish identically. The quantum canonical Hamiltonian governing all the system-field dynamics is then obtained from (6) after the separation of the transverse and longitudinal components of the quantum gauge field and the replacement of the gauge-fixing constraints (see AppendixA for further deatils). By substituting the expressions for the charge densities (2) and the Coulomb Green's function in the obtained Hamiltonian (given by A1), it is simply to verify that the latter can be cast as followŝ
and where we have defined the system-field interaction term characteristic of the Chern-Simons action,
and the commonly known (two-dimensional) Coulomb potential [70] ,
(13) Note that (12) and (13) emerge from the interaction between the system particles and the longitudinal part of the MSC gauge field via the Gauss law, so they are fundamental for avoiding a gauge-invariance breaking. Here,Ĥ M CS models the Maxwell-Chern-Simons (MSC) environmental Hamiltonian, whilst all the systemenvironment interaction is mediated by (12) and the minimal coupling to the gauge field appearing in (10) . In this way, the proposed description has two main characteristic that distinguish it from previous treatments [52, 54, 59] : (i) the MSC environmental spectrum is gaped by κ due to the Chern-Simons action endows the environmental quasiparticle excitations with a "toplogical" mass κ, and additionally, (ii) the Chern-Simons action attaches a magnetic-like flux to each system particle [46, 47] (see Eq.(5)) that give rise to an effective chargeflux coupling between the harmonic oscillator mediated byĤ CS . In the next section, we build the dissipative microscopic description upon the canonical Hamiltonian (10) .
For latter purposes it is convenient to express the environmental Hamiltonian (11) in terms of the quasiparticle excitations of the MCS gauge field [47] ,
where a † (k) (a(k)) stands for the creation (annihilation) operator for the gauge field mode k ∈ (2π/L)Z 2 and excitation frequency
and
2 is the usual vacuum expectation value of the gauge field. Since E 0 does not play a crucial role in the dissipative dynamics, this can be disregarded in the future treatment by redefining the quasiparticle operators. Furthermore, it is advantageous to express the canonical variables of the MCS gauge field in terms of the complete set of polarized plane waves,
where we have introduced the spatial Fourier transform of the generalized polarization vector ε(k), whose components satisfy [47] ,
The phase term e ±i κ |κ| θ reflects the spin-1 property of the quasiparticle excitations of the free MCS electrodynamics which guarantees the Poincare algebra is satisfied [47, 67] . Although such phase must be taken account in order to provide an appropriate creation-destruction algebra (endowed with the usual equal-time commutation relations), we shall see that this has no apparent effect in the asymptotic dissipative dynamics of the harmonic nparticle system. This evidences that the gauge field can be treated as a scalar electromagnetic field for practical purposes [70] .
The physical results of the dissipative model (10) should not depend upon details of the particle charged distribution, which is ideally model by the Dirac delta function for point-like particles. Since we are considering a harmonic confinement of the particles, it is advisable to assume a Gaussian distribution for the charged distribution of the i-th particle, i.e.
where 0 < σ determines the width of the distribution. For seek of simplicity we shall assume the same width for all the harmonic oscillators. With this choice we may recover the point-particle situation by taking the limit σ → 0 + , i.e. ϕ(x −q i ) → δ (2) (x −q i ). For completeness we would like now to briefly discuss the case when we consider the Chern-Simons electrodynamics alone. By rescalingÂ ⊥ →Â ⊥ /λ, and keeping fixed κ/λ 2 and e/λ after taking the limit λ 2 → ∞, the Maxwell term disappears from the action (1), leaving us with the pure Chern-Simons electrodynamics coupled to the harmonic n-particle system. Going further to the canonical Hamiltonian governing the whole system-field dynamics, one may verify thatĤ M CS andĤ CS (describing the MSC environment and Chern-Simons system-field interaction, respectively) also disappear from (10). This is not surprising, it is a consequence of the fact that the Chern-Simons action does not modify the energy because it is first-order in time derivatives [45] [46] [47] . So there would be no environmental dynamics supporting an irreversible transference of energy coming from the reduced system. IndeedÂ ⊥ takes the form of a statistical gauge field that can be properly absorbed in the matter field in order to produce the desired statistics transmutation [48] , for instance the anyonic statistics [46] . Consequently, this issue prevents us to consider the Chern-Simons electrodynamics alone as a legitimate microscopic model to describe dissipative dynamics.
III. QUANTUM DISSIPATION
As similarly occurs in the case of a charged harmonic oscillator coupled to the classical Maxwell electromagnetic field, obtaining an analytical, exact treatment of the open-system dynamics of the reduced system (10) is likely out of reach [39, 71] . Yet, a reliable and rich dissipative description may be provided by doing two approximations well understood and motivated in the theory of quantum open-systems and classical electrodynamics, that eventually turns the Hamiltonian (10) (governing all the quantum dynamics) into a quadratic operator in the canonical variablesq i andâ(k), for i ∈ {1, n} and k ∈ R 2 . Concretely, since we are dealing with confined particles, it proves convenient to consider both approximations: the small displacement of harmonic oscillators in combination with the usual dipole approximation of the gauge field. Let us emphasize that the long-wavelength limit is ubiquitous in most investigations in quantum optics, atomic physics, and quantum chemistry [36] . In this way, the i-th harmonic oscillator is assumed to move around the equilibrium positionq i of the confining potential V (q i ) previously defined, such that we may take the small displacement approximation up to first order q i →q i +q i in the Chern-Simons interaction Hamiltonian (12), i.e.
where we have replaced the Fourier decomposition of the gauge field (16) and defined the complex coefficients,
We must understand the spatial Fourier transform of the logarithmic function as the solution of the homogeneous two-dimensional Poisson equation [69] . Paying attention to the first term on the right-hand side in (19) , this can be recognized as a displacement effect upon the environmental quasiparticle operators, denoted byD BR , as a consequence of the backreaction of the harmonic nparticle system on the MSC environment. Importantly, the second term is closely similar in structure to the vector potential associated to certain magnetic flux Φ(q i ) attached to the particle charge distribution ϕ(x −q i ) [46, 70] , which shall be called Chern-Simons flux. This result is in complete agreement with the previous discussions in Sec.II. Specifically, the Chern-Simons interaction (12) can be rewritten as a combination of these two contributions,Ĥ
whereÊ CS (q i ) is interpreted as the electric field selfconsistently induced by an electric charge κΦ(q i ) according to the induction Faraday's law [47, 66, 72] . This shall be refereed to as the Chern-Simons electric field and provides the desired interaction Hamiltonian in dipole approximation. It is interesting to note that the Levi-Civita symbol appearing in the definition of the coefficients (20) and (21) signals that the time-reversal symmetry breaks down, as well as the backreaction term and Chern-Simons electric field inherit the axial symmetry from the ChernSimons kinetic term [47] . It is important to note as well that the bilinear structure of (19) and (22) is independent of the particular choice of ϕ, wherein the specific form of the coefficients g β and f αβ only depends on this.
Following the same procedure we may obtain an smalldisplacement expression of the Coulomb potential (13), i.e.V c n i,j=1
is a constant operator for given values of the particle central positions that may be removed from the Hamiltonian without perturbing the dissipative dynamics.
On the other side, the dipole approximation in the Fourier decomposition of the gauge field (16) yields,
assuming that e ik·qi ≈ 1 for i ∈ {1, n} [21, 43] (i.e. the system particles mainly interact with the field low-energy modes in comparison with the oscillator bare frequencies).
Substituting these results (19) and (23) in (10), we obtain a quadratic Hamiltonian which constitutes a firstorder approximation to the low-lying dissipative dynamics (10) . At this point, the latter Hamiltonian can be brought into a suitable form by performing the GoeppertMayer transformation [43] ,
which basically consists of replacing (according to the Baker-Hausdorff-Campbell formula)
whereas the other terms remain invariant as they commute withÛ GM . Now, by grouping together the interaction terms we redefine the system-environment coupling coefficient as follows,
and introduce the renormalized potential interaction between system particles,
where the second line of (26) corresponds to the so-called dipole self-energy associated toÂ dip [37] , and (27) contains the Coulomb potential along with a backreaction contribution. Taking a closer look to (25) , one may see that the particle-charge-distribution width (2σ)
2 plays the role of a frequency cut-off on the system-environment interaction. Consequently, the Chern-Simons influence on the dissipative dynamics becomes weak (or strong) when √ 2σκ 1 (or 1 √ 2σκ), this will be seen more clearly in the definition of the spectral density in Sec.III A. Furthermore, the breaking of time-reversal and parity symmetries are now hidden in the coupling coefficients (25) and the linear potential V α i . Finally, after some manipulation once Eqs. (25) , (26) , and (27) are substituted, we arrive to the desired microscopic Hamiltonian which is the basis of the present work,
where the subscript "c.c." stands for Hermitian conjugation. According to the thermodynamic limit, the gauge field is considered to be composed of an infinite number of modes, then we may take the limit of a dense spectrum of field frequencies in (28) whenever convenient, and replace the discrete momentum sum by an integral following the
. Doing this, we provide explicit expressions for (26) and (27) in the AppendixC.
Let us now discuss some important properties of the dissipative Hamiltonian (28) . First, it is immediate to see that disregarding the Chern-Simons effects (that is, D BR → 0 andÊ α CS (q i ) → 0 for arbitrary i ∈ {1, n}) in (28) returns the independent-oscillator model [21, 22, 39] . Conversely, (28) exhibits the symmetry structure characteristic of the underlying Chern-Simons action: parity breaking and time-reversal asymmetry, as similarly occurs in systems subjected to external magnetic fields or recent extended environments [54] . We shall see that such symmetry affords the appearance of a dissipative vortex-like dynamics driven by a Lorentz force arising from the aforementioned particle-attached Chern-Simons flux. Concretely, by direct comparison to the so-called blackbody radiation bath [21] , we identify a pseudoelectric fieldÊ α i (t) responsible for the environmental force acting upon the harmonic ith oscillator,
−iω(k)(t−t0) in the definitions (22) and (23), whilstF BR (q i , t) identifies with a backreaction force obtained from substituting a(k) → h α (k,q i )e −iω(k)(t−t0) in the expression ofD BR . The first term of the right-hand side of (29) bears the dissipation mechanism in the conventional Brownian motion, and it coincides identically with the vector potential contribution to the electric field corresponding to the Maxwell electrodynamics action alone (i.e. κ = 0) in dipole approximation. Hence, the second term may be interpreted as the Lorentz force due to the ChernSimons electric fieldÊ CS (q i ), whereas the backreaction forceF BR (q i , t) contains the previously mentioned effective shift in the environmental quasiparticle operators. Contrary to the so-called "initial slip" term in the standard microscopic model that just depends on the initial harmonic oscillator positions [22] , this backreaction displacement is independent of the initial state of the harmonic system. In Sec.III B, we shall see that the latter gives rise to non-stochastic fluctuations which eventually cancel out in the time asymptotic limit.
Unlike the dipole approximation taken in (23), the validity of the small displacement approximation described in (19) is intricate to elucidate just by looking at (22) . This can be better assessed by requiring the Hamiltonian (28) to be a positive definite operator [16, 21, 39] in order it has a lower-bounded spectrum preventing "runaway" solutions [73] , and thus, it gives rise to simple dissipative dynamics (which preserves ω i as the bare frequencies for the system particles). As shown in detail in AppendixB, such condition is found to be equivalent to the following inequality,
where ∆q ij =q i −q j and we have introduced the auxiliary functions
with J i (x) denoting the i-order Bessel function of the first kind in the variable x, and
i (x) being the i-order Hankel function of the j-th kind [74] . It is worthwhile to note that the integral involved in the definition of J l may present an infrared divergence (i.e. k → 0) owing to the two-dimensional Coulomb Green function blows up at the origin (see Eq. (20)). This is a feature characteristic of the Maxwell-Chern-Simons electric and magnetic fields that requires adequate regularization schemes [47, 70] .
Although the positive condition may be looked rather complicated for supporting an intuitive interpretation at first sight, the right-hand side of (30), which emerges exclusively as a consequence of the backreaction on the MSC environment, reflects a repulsive effect between the system particles that challenges with the confining harmonic potential. To see this more clearly, let us focus in the single harmonic oscillator system (i.e. n = 1). Hence, it can be shown that the formidable inequality (30) boils down to α=1,2
where
, and Γ (0, x) denotes the incomplete Euler Gamma function [74] . Clearly, the above condition may be interpreted as the single harmonic oscillator is enforced to follow a fluctuating motion around a circular area of radius larger than certain R given by
To be this result consistent with the small displacement approximation considered previously, we demand the length of R to be sufficiently small in comparison to the width of the particle charged distribution 2σ, which implies
Expression (32) entails that there must exist a tradeoff between the system-environment interaction strength and system particle bare frequencies. The physical intuition behind the latter is that the environment could drive the particle to reach highly excited states for an arbitrary large coupling, which would eventually lead to break down the small displacement approximation assumed in (19 (32) . In this way, the small displacement approximation again requires that the system-environment coupling must pay off the repulsive counteract of a strong backreaction effect. From this point onward we work within the parameter domain where expression (30) holds, and therefore, the subsidiary condition (32) is always satisfied for the bare frequencies of the n harmonic oscillators. In particular, this result is a manifestation of the issue that the Maxwell-ChernSimons theory works better for developing models of confined particle systems [46, 75] .
Our final remark is that the Hamiltonian (28) can be regarded as a gauge-invariant microscopic description by construction, since it was derived from a gauge-invariant Hamiltonian (10). This is a major difference with previous treatments [54] , where it is not guaranteed the gaugeinvariance for a given choice of the system-environment coupling coefficients. Remarkably, (28) looks very similar to an environmental minimal-coupling Hamiltonian (in dipole approximation) [38] with gauge field
and associated electric field,
Concretely, the Hamiltonian (28) is equivalent to a minimal-coupling theory of n harmonic oscillators with the gauge fieldÂ M SC (q i ) provided we disregard the backreaction effects and endow the system Hamiltonian with a renormalized potential interaction which cancels the environmental influence on the conservative dynamics, i.e.
where the first term is the familiar Coulomb contribution. This statement can be explicitly verified by absorbing the gauge field in the canonical conjugate momentum by means of a gauge transformationÛ = e ie n i=1q i·ÂM CS (qi) upon the Hamiltonian (28), once we have dropped the backreaction terms (i.e. g β (k,q i ) → 0) and introduced the renormalizationĤ RN . The associated Maxwell-Chern-Simons electric field (33) features non-commutative components (see Eq.(C7) in AppendixC for further details), i.e.
Interestingly, this property is shared with the electric field of the free Maxwell-Chern-Simons electrodynamics (i.e. without matter-field interaction) [46] , and has several consequences in the dissipative dynamics illustrated in Sec.III B.
We spend the following sections to justify that the Hamiltonian (28) regards a legitimate microscopic description to simulate the relaxation process towards a thermal equilibrium state (see III A, III B and III C) despite the approximations taken to derive it, as well as we provide an explicit comparison with the popular damped harmonic oscillator [4, 11, 18, 21, 22, 25] in the Markovian Langevin dynamics limit (see IV and IV A). Before proceeding with our treatment, it is convenient to recall the ω-variable Fourier transformr(ω) of a time-dependent function r(t),r
and its corresponding real and imaginary parts,
2i , wherer † (ω) represents the complex conjugate ofr(ω).
A. Generalized Lanvegin equation
Having determined the dissipative Hamiltonian (28) along with the quasiparticle excitations of the gauge field, we may turn the attention to the non-equilibrium dynamics of the harmonic n-particle system. Starting from the Hamiltonian (28) we derive the following Heisenberg equations for the ith-oscillator position and momentum operators,
as well as for the quasiparticle creation operator of the gauge field,
It is straightforward to obtain the formal solution of the latter equation by using the standard Green's function method, since it constitutes an inhomogeneous linear system of differential equations. First, we obtain for the quasiparticle operators of the gauge field
where t + 0 ≤ t in order to be physically consistent with the considered initial preparation. Inserting the solution (37) into equation (36) and manipulating the subsequent result, one gets to the desired generalized Langevin equation,
where we have identified the pseudo-electric fieldÊ α i defined in (29) as the fluctuating force, and the generalized susceptibility or self-energy as the retarded Green's function,
where Θ(t) denotes the Heaviside step function. Clearly, the linear potential V i represents an non-stochastic force affecting mainly the mean average position of the system particles, so it could be neglected from the future discussion by doing a suitable renormalization of the harmonic oscillators.
Although equation (38) may look similar at first sight to the quantum Langevin equation in presence of magnetic fields [59] [60] [61] , both equations significantly differ in the statistical and analytical properties of the corresponding fluctuating force and retarded self-energy. On one side, the backreaction effects in the pseudo-electric force (29) prevents the dissipative dynamics to fulfill the fluctuation-dissipation theorem at all times, in contrast to the conventional Brownian motion. On the other side, the breaking of time-reversal and parity symmetry in the present context induces an imaginary contribution to the (field) spectral density that has no counterpart in the independent-oscillator model [21, 39] . This deeply modifies the analytical structure of the Fourier transform of the retarded self-energy, which can be compactly written as followsΣ
where RΣ αβ ij (ω) (IΣ αβ ij (ω)) must not be confused with the real (imaginary) part previously defined. Despite of this, we would like to remark that the self-energyΣ αβ ij (ω) exhibits the general properties required to produce a reliable dissipative dynamics: (causality condition) it is analytic in the upper-half ω-complex plane, and further, (reality condition [21, 61] ) it holds
Basically, these properties are encoded by the (field) spectral density arising from the Maxwell-Chern-Simons electrodynamics, denoted by J αβ , and which reduces to the well-known spectral density of the independentoscillator model for zero Chern-Simons constant. Let us draw more attention to the properties of the retarded self-energy. The Heaviside step function in the expression of the retarded self-energy (39) guaranties the dissipative dynamics to be consistent with the initial decoupling of the harmonic particle system and gauge field, and further, it gives the usual pole prescription in the frequency domain mentioned above: Σ αβ ij (t) is an analytic function in the upper-half complex plane. Moreover, it is in agreement with the fact that the pseudo-electric fieldŝ E α i (t) andÊ β j (t) must commute for space-like separations, i.e. [Ê α i (t 0 ),Ê β j (t)] = 0 if |q i −q j | > |t−t 0 |. This is usually known as microscopic causality, and for instance, it is fulfilled for the free Maxwell electromagnetic field [40] . As a consequence, we show in Appendix C that the self-energy satisfies a generalized Kramers-Kronig identity [23, 39] , i.e.
where H[f (x)](ω) denotes the Hilbert transform of the function f (x) in the variable ω, and P is the Cauchy principal value. By replacing the pseudo-electric field (29) in (39) and taking the dense spectrum limit, the retarded self-energy can be cast in terms of the environmental spectral density as follows (see ApendixC for further details), (43) whereas the spectral density takes the form,
where we may clearly observe that the off-diagonal elements arise exclusively from the Chern-Simons action. This specific form of the spectral density deserves some attention. Expression (44) shares some features with the usual (bath) spectral density of the damped harmonic oscillator model [19, 20] : (i) it features a broad gaped spectrum (κ < ω < ∞) that may span the harmonic oscillator frequencies, and further, (ii) the strength of the system-field coupling decays (exponentially) for sufficiently large frequencies compared to the aforementioned frequency cut-off given by (2σ)
. Although the latter eventually prevents from ultraviolet divergence issues in the non-equilibrium particle dynamics for most interesting cases, it is worthwhile to notice that the specific case of point particles (i.e. σ → 0 + ) is not free from this divergence. This may be seen as a consequence of the well-known self-energy problems that suffers the point-particle electrodynamics [45] . Furthermore, this shows that the cut-off factor of the spectral density is mainly determined by the choice of the particle charged distribution ϕ(q). Accordingly, the spectral density constitutes a 2n × 2n Hermitian matrix (i.e. J αβ (ω, ∆q ij ) = (J βα ) † (ω, ∆q ji )), which immediately implies (41) , and therein, the retarded self-energy is a 2n × 2n real matrix in the time domain.
The specific form of the spectral density (44) also reveals interesting properties related to the dissipative dynamics. For instance, the fact that the spectral density is highly oscillatory in the frequency domain unveils that the harmonic system may undergo a strong non-Markovian dissipative dynamics [9] , rendering a richer quantum dissipative evolution than the conventional Brownian motion. Furthermore, the diagonal elements of the spectral density manifest an anisotropic influence to the transversal spatial degrees of freedom of distant harmonic oscillators. Nevertheless, this effect cancels out when the particles are very closed or localized in identical positions, which can be seen by taking the asymptotic limit |∆q ij | → 0 in (44) . By virtue of the off-diagonal shape of the spectral density, we may also realize that the new dissipative Chern-Simons effects are mainly encoded in the Fourier cosine transform appearing in the retarded self-energy definition (43) . This result is consistent with previous treatments [54, 59] about Brownian motion in the presence of magnetic fields, where it was shown that either a Berry's geometric magnetic or uniform magnetic field produces a "transversal" contribution to the memory kernel. Interestingly, we shall show in Sec.IV that in the Markovian Langevin limit the off-diagonal elements of the retarded self-energy turn into an effective interaction which is akin to applying a non-conservative rotating force upon the harmonic oscillators, which is in agreement with the fact that such contribution is promoted by the time-reversal asymmetry and parity violation.
A further simplified expression between the retarded self-energy and spectral density is obtained by performing the Fourier transform in (43) (the details of the derivation can be found in AppendixC). Doing this we arrive at the following identity
which completely characterizes the dissipative effects. It is well-known that a system, whose open-system dynamics is governed by a given quantum Langevin equation, will reach an asymptotic thermal equilibrium state if the dissipative effects are related to the fluctuations of the environmental noise via the so-called fluctuation-dissipation theorem [30, 39, 76] , e.g.
whereξ α i (t) represents a mean zero stationary Gaussian noise (i.e. a quantum Brownian noise) and 1 + 2n(ω, β −1 ) = coth (βω/2). This relation manifests that the fluctuating force is only due to thermal fluctuations, which is the case for the independent-oscillator model [21, 22, 25] (e.g. see the case of the electromagnetic field [41] ). Going back to the expression (29) , the aforementioned backreaction contributionF BR (q i , t) to the pseudo-electric field constitutes a non-stochastic force that breaks down the fluctuation-dissipation theorem (46) for the MSC environment initially in a canonical equilibrium stateρ β . As shown in AppendixC, the statistics of the pseudo-electric force is related to the dissipative effects via the following formidable equation, 1 2
, where we have defined the following non-stochastic spectral functions for κ ≤ ω, ω
as well as we have introduced the matrices R and T , e.g.
and the auxiliary function u(x, y, z) = xJ 1 (z) + yJ 2 (z). Due to the detailed representation of T is lengthy and not crucial for the future discussion, we move it to the Appendix D (see equation (D8), as well as the derivation of the fluctuation-dissipation relation (47) . At this point, it is important to realize that both non-stochastic spectral functions, (48) and (49), are integrable functions in the frequency domain, and further, they decay as fast as an exponential function for large arguments of ω and ω . For instance, it is readily to see that the matrix elements of R reduce to a finite and continuous algebraic function for small arguments |q i/j +q l | √ ω 2 − κ 2 1, by using the asymptotic expressions of the Bessel functions, i.e.
The matrix T is found to feature this property as well.
From the derivation of (47) follows that the first line is just due to the Maxwell and Chern-Simons electric contributions to the fluctuating force. That is, we can identify the Lorentz force rendered by these electric fields with a stochastic thermal noise, i.e.
whereÊ α M CS (q i , t) was defined in (33) . Recall thatξ α i (t) is an unbiased random operator (i.e. ξα i (t) = 0) that satisfies the fluctuation-dissipation relation illustrated in (46) even though the Chern-Simons electric field exhibits time-reversal asymmetry [3] . On the other hand, the second and third line represents the non-stochastic fluctuations owing to the backreaction force in (29) . Concretely, they come from non-stationary terms involvingâ(k)â(k) andâ † (k)â † (k), which represent non-conservative energy processes taking place in the gauge field at the initial time t 0 . Interestingly, paying attention to (48) and (49), we may observe that such fluctuations become highly oscillatory in the long time limit t − t 0 → ∞, which could make their contribution to the stationary dynamics neglectable. Indeed, we illustrate in the next section how the non-stochastic fluctuations asymptotically cancel out in the strict limit by appealing to the fact that the aforementioned spectral functions (48) and (49) have both a broad bandwidth and rapid decayment at large frequencies compared to the particle frequencies ω i , recovering in turn the fluctuation-dissipation theorem (46) . Before to continue, it is worthwhile to mention that these fluctuations would effectively disappear from the noise statistics (and thus, the theorem (46) would be valid for the fluctuating forceÊ α i (t) during the whole time evolution) if we would have access to the initial preparation of the Maxwell-Chern-Simons electromagnetic field and its initial state could be tuned tô
instead of the canonical equilibrium stateρ β ∝ e −βĤ M CS . That is, the environmental annihilation (creation) operator would be initially replaced by a shifted operator a d (â † d ) which effectively counteracts the backreaction effects. As this is not the case for most interesting physical situations, in the next sections we find useful to briefly present the concrete arguments that justify the microscopic model (28) may reproduce a relaxation process towards a thermal equilibrium state despite of this issue.
B. Properties of the fluctuating force and retarded self-energy
Let us draw attention to the retarded self-energy and force fluctuations governing the quantum Langevin dynamics in the asymptotic time limit. From equation (47), we may envisage the two-point autocorrelation function of the fluctuating force in the time domain for t ≤ t, i.e.
whereξ i describes the previously mentioned thermal noise upon the i-th harmonic oscillator given by (51), whereas the non-stochastic fluctuations Υ αβ ij (t, t , t 0 ) and Ξ αβ ij (t, t , t 0 ) represent the inverse Fourier transform of the second and third line of the right-hand side of equation (47), respectively.
Owning to the functions (48) and (49) are continuously differentiable for κ ≤ x < ∞ as well as they exponentially decay for values x larger than (2σ)
, Υ αβ ij (t, t , t 0 ) and Ξ αβ ij (t, t , t 0 ) can be computed for any finite value t 0 , though we may need to resort to numerical computation methods in most interesting cases. In particular, these fluctuations can be evaluated in the asymptotic time limit t − t 0 → ∞ by appealing to the so-called Riemann-Lebesgue lemma [77] , which is illustrated in Appendix D, and has been employed in the study of the stationary properties of the damped harmonic oscillator [30, 76] . Essentially, this lemma states that the factor e ±i(ω±ω )t0 appearing in (48) and (49) becomes so highly oscillatory that the integral of the corresponding inverse Fourier transform averages out to zero over the bandwidth of the MSC environment. As a result, it follows from the Riemann-Lebesgue lemma that both Υ αβ ij (t, t , t 0 ) and Ξ αβ ij (t, t , t 0 ) asymptotically vanishes in the long time limit t − t 0 → ∞. We elaborate on this discussion in AppendixD. In this way, the asymptotic dynamics of the harmonic n-particle system will be dominated mainly by the thermal fluctuations, i.e.Ê α i (t) →ξ α i (t) for t − t 0 → ∞, and thus, the time asymptotic dissipative dynamics will follow a fluctuationdissipation relation (46), as we wanted to show. We would like to emphasize that this result is general and just rests on the basic properties of the spectral function: it exhibits a broad bandwidth, and a finite and continuous coupling strength between the MSC environment and system particles.
We pay attention to the properties of the thermal noisê ξ transform in equation (46) after substituting the expression of the retarded self-energy in terms of the spectral density (45), we obtain
(53) Observe that the Chern-Simons effects give rise to the off-diagonal contribution contained by the Fourier sine transform term appearing in (53), as similarly occurs for extended Caldeira-Legget environments [54] . This term encodes all the thermal fluctuations emerging from the Chern-Simons electric fieldÊ CS acting upon the transversal spatial degrees of freedom. In Secs. IV and IV A, it is shown that such contribution may be interpreted as an ordinary Hall response associated toÊ CS , and interestingly, it may generate long-time correlations between the transversal degrees of freedom of the system particles in the asymptotic equilibrium state.
A profound analysis of the self-energy (43) and thermal fluctuations (53) inferred from the MSC environment is beyond the scope of the present work. Rather we will focus the attention to the realistic physical situation when the Chern-Simons action strength is weak, i.e. √ 2σκ 1, and all harmonic oscillators are very close to each other compared with the particle charge distribution, i.e. 1 for arbitrary i and j. Under these assumptions the definition for the spectral density (44) may be brought into the simplified expression,
Eq. (54) is obtained by using the asymptotic form of the Bessel functions of the first kind for small arguments, and then, performed a Taylor series expansion around |∆q ij | = 0. Now, replacing (54) in (43) and using the standard tables of integration [74] , one may obtain closed-form formulas for the retarded self energy with 0 ≤ t. For instance, the off-diagonal elements takes the following form
and erfi(x) = i −1 erf(ix), with erf(x) being the error function in the variable x [74] . The computed form for the other terms can be found in the appendixE, see equations (E6) and (E7). The components of the retarded self-energy as functions of time are depicted in figure1. Paying attention to (55), we may observe that the quantum Langevin dynamics of the harmonic n-particle system presents an intricate nonMarkovian memory kernel, which exhibits an algebraic behavior at small times, whilst it is dominated by an exponential decayment with vanishing time (2σ) − 1 2 in the long time. Such non-Markovianity is a clear signature of a rich dissipative dynamics [9] . Interestingly, the expression for the off-diagonal component (55) (34)), as pointed out in Sec.III. It is well-known in the free MaxwellChern-Simons electrodynamics [46, 47] that such noncommutative property for the electric fields arises from the latent topological features of the microscopic theory, thus this feature of the memory kernel can be thought of as a topological trademark in the present dissipative dynamics [63] . Figure 1 also illustrates the thermal fluctuations (53) obtained in the zero-temperature limit after replacing the spectral density by (54) . The exact representation of the diagonal and off-diagonal elements can be found in the AppendixE (see (E8),(E9) and (E10)). Observe that the time-dependent thermal fluctuations share a similar behavior with the retarded self-energy. Moreover, both diagonal components takes almost on the same values due to the apparent anisotropy of the spectral density vanishes for closed particles, as was just discuss in the previous section. Interestingly, we shall see in Sec.IV that the transversal contribution (see the insest) at high temperatures may be identified with the fluctuations of an antisymmetric 1/f noise in the Markovian Langevin dynamics limit.
In summary, on one hand we have shown that the stationary dissipative effects characterized by (45) and the stochastic electric force (51) follow a generalized fluctuation-dissipation relation (46) . Remarkably, the retarded self-energy exhibits a non-commutative feature characteristic of the topologically massive gauge theory. On the other hand, we have seen that the MaxwellChern-Simons field induces non-stochastic fluctuations which may dominate the initial dissipative dynamics, but nevertheless their influence on the long-time dynamics can be disregarded, and thus, the system could eventually reach a thermal equilibrium state determined by the initial gauge-field temperature β −1 . We shall discuss in the following section under which conditions any initially prepared configuration of the harmonic n-particle system decays into a thermal state at temperature β −1 due to the interaction with the MCS environment.
C. Equilibrium structure of propagators
We now turn the attention to the equilibrium properties of the harmonic n-particle system at late times. It proves convenient to analyze this by means of the (one-
defined for a pair of particle position operatorsQ i and Q j , where T C denotes the closed time path or SchwingerKeldysh contour [3] . This is also known as the contourordered propagator and may be conveniently expressed as follows,
in terms of the spectral and statistical correlators, respectively
Interestingly, in a thermal equilibrium state the contourordered propagator becomes time-translational invariant, i.e. G αβ ij (t, t ) = G αβ ij (t − t ), and more importantly, the above correlators are related such that it is satisfied the Kubo-Martin-Schwinger (KMS) boundary condition [3, 7] ,
By means of arguments analogous to derive the longtime behavior of the environmental fluctuations, we shall show that the harmonic n-particle system asymptotically approaches to a stationary state retrieving the KMS relation (58) with β −1 being the initial gauge-field temperature, under certain conditions consistent with the spectral density (44) .
In order to evaluate the asymptotic time solution of the contour-ordered propagator we firstly solve the Cauchy problem for the quantum Langevin equation (38) . Since the latter constitutes a linear integral-differential equation, its solution can be straightforwardly obtained via either the Laplace or Fourier transform methods [19, 20, 30] . In this context, the solution can be conveniently expressed in terms of the (Kadanoff-Baym) retarded Green's function matrix G R (t) of the harmonic n-particle system [5, 20] , whose entries are completely determined by the time Fourier transform (38) is obtained from,
by setting the initial conditionsq
, with I 2n being the 2n × 2n identity matrix). Notice thatG R (−ω) =G † R (ω) thanks to the properties of the retarded self-energy (see Eqs. (42) and (45)). Then the solution of equation (38) formally reads,
where all the stationary dynamics is completely contained by the second line expression on the right-hand side. For a better exposition, we shall disregard the nonstochastic force V β j from the following discussion by doing a local unitary transformation,
From the expressions (60) and (61) one may see that, for the system particles reach a stationary state independent of an initially prepared configuration, the retarded Green function G R (t) must completely decay (either algebraically or exponentially) at long time. As previously show in Sec.III B, this information is completely encoded by its (time) Fourier transform (59). It is known from previous studies related to the generalized Langevin equation for the conventional damped harmonic oscillator [19, 20, 76, 78, 79] that the existence of a well-defined stationary solution entails thatG R (ω) has no an isolated pole ω b lying outside of the environment dense spectrum, or equivalently, it does not blow up at some value ω b with 0 < ω 2 b < κ 2 (one way to see this is by evaluating its Fourier transform by means of the Riemann-Lebesgue lemma). This immediately implies that the determinant ofG −1 R (ω) can only have roots ω r obeying κ 2 < ω 2 r . By substituting the frequency-domain expression of the retarded self-energy in (59), the search of these roots may be rephrased in terms of the eigenvalue problem of the real part ofG
where I 2n denotes the 2n × 2n identity matrix and sgn stands for the usual sign function. Using results borrowed from the matrix theory [80] , the condition under which G R (t) asymptotically vanishes could be then expressed in the following compact form
that is, ReG −1 R (ω r )−mκ 2 I 2n is a positive-definite matrix for ω r . In the particular case of vanishing Chern-Simons action, the condition (63) returns the known result for the conventional damped harmonic oscillator [19, 20, 79] . When (63) is obeyed, the dissipative Hamiltonian (28) is prevented to have a bound, estable normal mode with frequency ω b . Intuitively speaking, the condition (63) ensures that the spectrum of the gauge field will well accommodate the bare frequencies of the harmonic n-particle system (i.e. κ < ω i < 1/ √ 2σ for i ∈ {1, n}), and, consequently, it makes possible an irreversible energy transfer from the system to the environment, at least in a finite time sufficiently larger than the natural time scale of the system particles.
As similarly occurs for an intricate non-Markovian Langevin dynamics in the conventional Brownian motion, it may be rather difficult to obtain the analytic structure ofG −1 R (ω) for most cases as manifested by the sophisticated spectral density (44) and expression (45) for the retarded self-energy. Concretely, the real part of the retarded self-energy, which is obtained via the KramersKronig relation (42) , regards a Bessel Hilbert transform that has no analytic expression in general, and thus, one has to resort to numerical methods [81] . Nonetheless, this treatment substantially simplifies for the previously discussed situation when all the system particles are very close to each other and the Chern-Simons action is weak (i.e. σκ 1 for arbitrary i and j). Recall that the positive constraint upon the microscopic Hamiltonian (30) discussed in Sec.III imposes the consistency condition (32) as well. As shown previously, the dissipation produced by the MCS environment is then characterized by a sort of super-Ohmic spectral density (54) . Replacing this in (62) and computing the corresponding Hilbert transform, it may be verified that there is no (non-trivial) solution ω r which violates (63) provided the particle frequencies lies in the MCS environment spectrum (i.e. κ < ω i for i ∈ {1, n}), and further, the subsidiary condition (32) is obeyed. To see this we must realize that the off-diagonal elements ofG −1 R (ω r ) represent a perturbative contribution to detG −1 R (ω) by virtue of (32) . Hence, we expect that the harmonic oscillators relax towards a thermal equilibrium state in the closed-particle and weak-Chern-Simons-action picture. In more general scenarios, the condition (63) will be satisfied depending mainly on the values of the oscillator bare frequencies ω i , width of the particle charged distribution σ, Chern-Simons constant κ, and environmental coupling e.
Once the stationary solution is guaranteed (and the condition (63) is fully satisfied), it is convenient to take the limit t−t 0 → ∞ in Eq.(61) and rewrite the stationary solution of the position operator in terms of its Fourier transform, i.e.Q , ω ) , respectively. These are directly obtained by taking into account the anti-commutator (45) and commutator (47) expressions of the fluctuating force in the frequency domain. As a result, we find for the spectral correlator
which is absent of the non-stochastic fluctuations Υ αβ ij (t, t , t 0 ) and Ξ αβ ij (t, t , t 0 ). In contrast, the Fourier transform of the latter functions are involved in the expression for∆ αβ ij (ω, ω ). Once again we may evaluate the time asymptotic limit of the statistical correlator by using the aforementioned Riemann-Lebesgue lemma after interchanging it by the integral in the frequency domain (as similarly discussed in the previous section). Recall thatΥ αβ ij (ω, ω , t 0 ) andΞ αβ ij (ω, ω , t 0 ) explicitly inherit the fast oscillatory behavior exhibited by (48) and (49), such that we may drop the non-stochastic fluctuation contribution in the asymptotic limit t − t 0 → ∞ once we appeal to the fact that the retarded Green's function is integrable according to the condition (63) . Thus it can be shown that this yields
This result is in agreement with the previous finding about the asymptotic vanishing of the non-stochastic fluctuations in SecIII B. Now, it is simple to verify that the KMS relation (58) is recovered from (64) and (65) via their inverse Fourier transform. Consequently, this certifies that the harmonic n-particle system asymptotically reaches a thermal equilibrium state regardless its initial configuration, as we wanted to show. On the other hand, the KMS relation (58) reveals that the system particle undergoes a stationary Gaussian process in the long-time limit completely determined by the statistical propagator ∆ αβ ij (t + τ, t ) = ∆ αβ ij (τ ) and its time derivatives. The latter probes that the microscopic Hamiltonian (28) in the asymptotic limit provides us with a (numerically) solvable model for the dissipative dynamics of harmonic planar systems.
In the following section, we shall focus the attention in a non-equilibrium situation of physical interest which arises when the dissipative dynamics is well described by time-local damping, or equivalently, the retarded Green's function in the time domain is exclusively dominated by an exponential decaying behavior at long time. This is commonly recognized as the Markovian regime [22] , and has been extensively studied for the damped harmonic oscillator based on the independentoscillator model [1, 16, 18, 21, 25] , or alternatively, by phenomenological stochastic models [14] . We shall illustrate how this description emerges in the present treatment and briefly discuss its validity.
IV. EXAMPLE: MARKOVIAN LANGEVIN DYNAMICS
Since the specific form of the spectral density (56) consists of an algebraic combination of Bessel functions evaluated in square roots and weighted by a Gaussian function, we may expect that the retarded Green's function (endowed with the condition (63)) may display an intricate mixture of "particle" poles and brunch cut singularities in the complex ω-plane [5, 19, 20, 79] . It is well known that the latter singularities contribute to the dynamics with a power-law decaying evolution, whilst the former render the previously mentioned exponential behavior characteristic of the Markovian dynamics. Now we shall assume that the dissipative dynamics of the harmonic n-particle system is mainly dominated by particle poles. Since the latter mathematically represent (simple) complex poles, the Markovian case corresponds to focus the attention when (G R ) αβ ij (ω) takes the form of a rational function [82] . Formally, this is equivalent to approximateG R (ω) by a Breit-Wigner resonance shape [5, 7, 19, 20, 79] , i.e.G R (ω) G BW (ω + i0 + ) with (66) physically consistent with a Markovian treatment of dissipative harmonic systems, we demand
as well as 0 < Γ αα ij , Ω αα ij for i, j ∈ {1, n} and α, β = 1, 2. Expression (70) reflects nothing else but the fact that the Makovian dynamics emerges when the systemenvironment coupling is weak in comparison with the particle bare frequencies [15, 16] . On the other hand, the left-hand side of (70) is motivated by the subsidiary condition (32) discussed in Sec.III. This point will be cleared in the next section when we deal with a concrete example, e.g. the single harmonic oscillator case.
The ansatz (66) is inspired by the Breit-Wigner resonance shape for the scenario of a two-dimensional system composed of n independent damped harmonic oscillators. Following the prescription from Refs. [5, 7] , this may be obtained by doing a Taylor expansion of the real and imaginary parts of the retarded self-energy around the particle pole. Recalling that ImΣ 
where we have defined without loss of generality,
By replacing equations (71) and (72) in the inverse of the retarded Green's function (59), we are lead to the constraints (67) and (68) by requiring this takes the form of the ansatz (66) . Notice that the final expression of these constraints is obtained after substituting the retarded self-energy by the spectral density, where the factor 2π essentially appears because the definition of the latter consider here. Similarly, (69) follows directly from (72) , and corresponds to the so-called wave function renormalization in the particular case of independent damped harmonic oscillators. One may verify that Eqs. (71) and (72) retrieve the Breit-Wigner resonance shape for n two-dimensional oscillator following the conventional Brownian motion, as desired.
By considering the ansatz (66), we obtain a Markovian dynamics in agreement with the dissipative properties encoded by the spectral density. Indeed, it can be shown that the inverse Fourier transform of (66) (73) that the MSC environment in the Markovian limit may mediate an effective interaction between transversal spatial components that is characteristic of a linear drift force [62] . More concretely, the latter is equivalent to an array of non-conservative rotational forces acting on the harmonic oscillatorŝ (74) where Ω
ij andê 3 denotes the (unit) normal vector to the plane defined by the system. Upon close inspection of equation (67), one may see thatF α R,i must exclusively arise from the imaginary part of the spectral density (see Eqs. (43) and (44)). The latter pinpoints the Chern-Simons electric fieldÊ CS as the responsible for (74) , which is primarily induced by the particle-attached Chern-Simons flux discussed in Secs. II and III. Interesting enough, this situation is common in static MCS electrodynamics [70] , and invokes a physical picture for our dissipative system that recalls an intricate ensemble of dissipative coupled magnetic-like vorteces: each oscillator follows a rotational symmetric motion carrying certain Chern-Simons flux that simultaneously interacts between each other with strength determined by Ω ij . A similar vortex-like dynamics was also found in a disipative microscopic description of type-II superconductors [83] . To be in agreement with an asymptotic stationary picture, there must exist a complex interplay between these driving forces and the energy dissipated by the corresponding environmental noise. Indeed, we show below that the noise associated to (74) via the fluctuation-dissipation relation (46) resemblances to a magnetic flux noise, which reinforces the aforementioned vision of flux-carrying particles. Accordingly, these rotational forces constitute a perturvative repulsive interaction (which may globally drift away the system particles) that counteracts the particle confining potential.
Alternatively, the ansatz (66) can be though of as the retarded Green's function resulting from the generalized (67) and (68) . In other words, we should be able to deduce a Markovian Langevin equation identical to the one associated to the Breit-Wigner ansatz (73) if we replace such spectral density J BW αβ in the expression (43) for the retarded self-energy. In this way, we could follow an inverse line of thinking to figure out the specific form of J BW αβ by requiring the expression (43) reproduces a time-local memory kernel which agrees with (73), i.e. Σ αβ ij (t − t ) ∝ δ(t − t ). On one hand, since the offdiagonal elements of the spectral density are just contained in the Fourier cosine transform of (43), the transformation rules for the latter entails (for arbitrary i, j): Γ (67) and (68), we are led to the following spectral density associated to the Breit-Wigner approximation (66),
Using the Fourier sine and cosine transformation rules, it is simple to verify that expression (75) matches with the Markovian Langevin equation (73) . Interestingly, the diagonal elements of J BW αβ takes the form of an Ohmic spectral density (which is characteristic of the strict Markovian limit [1] ), whilst the off-diagonal contribution exhibits a flat or white spectrum.
Additionally, we may obtain the fluctuationdissipation relation determining the corresponding fluctuating forceξ α i,BW (t) by replacing (75) in the expression (53). In the high temperature limit Γ αα ij β 1, this takes the particular form
where again we have made use of the well-known properties of the Dirac delta function and the standard tables of Fourier cosine and sine transforms [74] . The statistical correlator (76) reveals intriguing features of the fluctuating force acting on the harmonic n-particle system at high temperatures, specially for the off-diagonal correlations arising from the ChernSimons effects. We may clearly recognize the first line in (76) as the well-known fluctuation-dissipation relation due to the white noise presented in the conventional Brownian motion [22] . Remarkably, the second line closely resemblances to the ordinary Hall response of two-dimensional particles found in the dissipative Hofstadter model [55, 56] , such that the fluctuations of the transversal spatial components may be interpreted as the Hall effect counterpart in the present context, occurring here because the Chern-Simons flux. Moreover, the second line in the frequency domain identically coincides with the fluctuations of an antisymmetric 1/f noise of power spectrum S(ω) = (iω) −1 . The latter may be realized by paying attention to (53) : the hyperbolic cotangent renders an effective inverse scaling for the power spectrum of the transversal correlations, whereas the spectral density contributes with a constant factor owning to the form (75) . Interestingly, 1/f power law is characteristic of the low-frequency magnetic flux noise in superconducting circuits [57, 58] , which suggests that the environmental noise acting upon transversal spatial degrees of freedom originates from the fluctuations of the Chern-Simons flux carried by the harmonic oscillators. The time-reversal asymmetry and parity violation of the present microscopic description can be clearly appreciated from Eqs. (73) and (76) . In principle, the latter can be thought of as an extension to the classical Einstein relation [22] .
A final remark in this section is that the spectral density (75) cannot provide a fully physical description of the dissipative dynamics (and thus neither (73)), as similarly occurs for the Ohmic spectral density in the standard microscopic model (i.e. it gives rise to the so-called ultraviolet catastrophe). Here, it is important to emphasize that the Markovian Langevin equation (73) will be valid when the coupling between the harmonic n-particle system and gauge field is weak according to (70) . Physically, this could well correspond to the scenario of closed particles and weak Chern-Simons action in the weak-damping regime, i.e. e/ω i 1 and ω i √ 2σ 1.
A. Single harmonic oscillator
So far we have followed a very general treatment of the harmonic n-particle system. Aiming to provide a clear comparison with the conventional (twodimensional) isotropic damped harmonic oscillator [22] , we now address the asymptotic dissipative dynamics of the single harmonic oscillator case (i.e. n = 1) within the previous Markovian framework. For a better exposition, we take the parameters involved in Eqs. (66) and (75) as follows:
2 Ω CS , while for the diagonal elements Ω 11 = Ω 22 = Ω 0 and Γ 11 = Γ 22 = Γ 0 . Furthermore, substituting (76) in (69) yields Z αα = 2π for α, β = 1, 2. Note that we have chosen an isotropic damping rate since the apparent anisotropy of the spectral density cancels out for the single oscillator case as discussed in Sec.III A, and further, Ω CS determines the strength of the rotational forces discussed in the previous section.
Owing to the rational form of the Breit-Wigner approximation, the retarded Green's functionG SO (ω) is found to decay algebraically as faster as ∼ ω −3 and has no brunch cut. Instead it possesses four complex-conjugate simple poles, denoted by −iλ ± , in the ω-plane, i.e.
aside its complex conjugate. Hence we may use contour integration methods [82] to obtain its inverse Fourier transform. Note that the contours at infinity do not contribute to the final integral due toG SO (ω) vanishes rapidly at large frequency. Hence, it is simple to verify that,
where τ = t − t 0 and we have introduced the following auxiliary functions
which returns the familiar solution of the Markovian damped harmonic oscillator when Ω CS → 0. At first sight, the retarded Green's function (78) does not seem to decay at late times, preventing the single harmonic oscillator to relax towards an equilibrium state. However, one may show that the consistency condition (70) guarantees (78) asymptotically vanishes. Concretely, it is immediate to see that (78) will exhibit an exponential decayment if the following inequality holds,
By means of identities for the complex square root, this inequality is equivalent to Ω
, which is clearly satisfied by recalling (70), as we wanted to show. Note this result is in complete agreement with the subsidiary condition (32) derived in Sec.III. Now we study the position autocorrelation function denoted by ∆ αα SO (t) and defined in (57) . As before, this may be obtained via equations (64) and (65) by using standard contour integration techniques to compute the corresponding inverse Fourier transform, once we have replaced the single-oscillator expressions for both the spectral density (76) and retarded Green's functionG SO (ω). Specifically, we arrive at the following identities
where we have introduced,
CS , and the quantum corrections,
with ν n being the positive bosonic Matsubara frequencies, i.e. ν n = 2πn/β. It is straightforward to show that Eq. (79) returns the well-known results of the Markovian damped harmonic oscillator [14] for zero ChernSimons action (i.e. Ω CS → 0). From expression (79) is immediate to get the mean-square dispersion of the harmonic oscillator position along one dimension, i.e. Q 2
To evaluate the classical and quantum limit, it is convenient to rewrite (79) in terms of the psi function ψ(x), which is the logarithmic derivative of the gamma function. In particular the quantum correctionsṠ (q) 0 (0) could be written as a combination of ψ(x) by following a similar procedure to Ref. [14] .
In the high temperature limit (Γ 0 β 1), the quantum corrections vanishes as can be clearly seen from equation (81) . After some straightforward manipulation we then arrive at,
, where the first term coincides identically with the classical correlation function of the damped harmonic oscillator [14] . Clearly, the above expression shows that the Chern-Simons action in the Markovian limit induces an effective broadening and shifting of the harmonic oscillator spectrum, so that the two-dimensional particle is expected to be in a thermal equilibrium distribution incorporating these effects. Although (82) manifests that the Chern-Simons effects may be eventually negligible in the classical dynamics, this result may significantly diverse from the quantum scenario. In the zero temperature limit β −1 = 0, we consider the asymptotic expression of the psi function for large arguments, i.e. ψ(1 + z) ≈ log z for 1 z. It can be shown that this leads to where again the first term of the right-hand side identifies with the quantum result for the mean-square dispersion found in the damped harmonic oscillator [1, 13, 14, 25] . Unlike the previous classical limit, this result underlines that the Chern-Simons effects may substantially influence the Brownian motion, and could be interpreted as an "hyperfine" structure of the two-dimensional dissipative dynamics.
Finally, we evaluate the position cross-correlation ∆ 12 SO (t) between the transversal spatial degrees of freedom. We can follow an identical procedure as to compute (79) . We find for 0 < t
which vanishes for zero Chern-Simons action. Figure2 illustrates the short-time behavior of the position crosscorrelation at different temperatures.
From Eq. (84) we may also evaluate the long-time behavior of ∆ 12 SO (t). Paying attention to Eqs. (80) and (81) , it is readily to see that in the high temperature limit Γ 0 β 1 the position cross-correlation (84) will decrease exponentially with a ratio given by Γ 0 at long time, since the quantum corrections decay as e −β −1 t . However, this scenario drastically changes in the low temperature regime where the quantum corrections dominate the long time behavior. In particular, in the zero temperature limit the quantum corrections sum up to an algebraic long-time behavior, i.e
To obtain the above result we evaluate the infinite sum involved in the quantum corrections S (q) CS (t) after expanding the rational part of its arguments about the origin ν n → 0, and then taking the strict zero-temperature limit. Interestingly, expression (85) shows that the transversal spatial components exhibit long-time correlations in the quantum regimen. Let us stress that this feature is a consequence of the quantum Hall response previously discussed in Sec.IV and has no counterpart in the conventional Brownian motion, rather the latter generates a similar time algebraic decayment just for the position autocorrelation functions [14] 
for α = 1, 2). Thus we see from Eqs. (83) and (85) that the dissipative dynamics arising from the Chern-Simons action in the Markovian limit constitutes a second-order correction to the damped harmonic oscillator in the quantum regime.
V. OUTLOOK AND CONCLUDING REMARKS
Adopting a combined gauge field and open-system theoretical view, we have shown that the non-relativistic Maxwell-Chern-Simons electrodynamics leads to a novel microscopic model for the non-equilibrium dynamics of planar harmonic systems that fulfills the essential ingredients of a (linear) non-anomalous dissipative description: local U(1) gauge invariance and relaxation towards a thermal equilibrium state, as well as it encompasses the conventional Brownian motion as a particular instance (i.e. the deduced microscopic Hamiltonian exactly maps on the independent-oscillator model in the limit of zero Chern-Simons constant). Specifically, we have shown that the symmetry structure provided by the Chern-Simons action has two main effects in the longwavelength regime: a gap environmental spectrum, and a particle-attached magnetic-like flux which yields an ordinary Hall response of the harmonic oscillators. As a counterpart, these come along with a backreaction on the environment and renormalized potential interaction of the system particles. Importantly, if we disregard the latter effects, the conceived dissipative model provides a legitimate description for the Brownian motion of free particles as well, owing to the fact that the microscopic Hamiltonian turns identically into a minimal-coupling theory with a gauge field bearing the basic dissipative mechanism. It is also worthwhile to remark that, though we have considered a Gaussian particle charge distribution, this condition could be substantially relaxed to contain a broad class of form factors (e.g. we could chose a well-behaved function which falls to zero at sufficiently large distances) without changing the overall properties of the dissipative dynamics, since such choice mainly affects the cutoff factor of the spectral density.
In the Markovian regime, we have found that the explicit influence of the Chern-Simons action at the level of the Langevin equation is twofold: an additional rotational force and magnetic-like flux noise acting upon the harmonic oscillators; such that the system could be regarded as an ensemble of interacting dissipative vortex particles, unlike the conventional Brownian motion. Moreover, for the single harmonic oscillator case we have provided concise expressions for the mean-square dispersion in the high-and zero-temperature limit. Interestingly, from the latter follows that the Chern-Simons action can be though of as a second-order correction to the well-known damped harmonic oscillator model, from an open-system theory perspective.
From an experimental point of view, many results of planar condensed matter systems predicted by the Maxwell-Chern-Simons electrodynamics are still challenging to be experimentally tested. Nonetheless, there exist several examples, for instance in the context of cold Rydberg atoms [75] , where this theory reproduces the true electromagnetic interaction. In particular, it was probed in the Ref. [84] that an effective Maxwell-ChernSimons description naturally emerges in the study of systems composed of charged particles constrained to move on an infinite plane and subjected to an ordinary electromagnetic interaction, like in the quantum Hall effect. Concretely, it was shown that the Chern-Simons kinetic term may arise from the underlying topological structure of the (3+1)-dimensional electrodynamics by dimensional reduction [84] , which emphasize the genuine topological nature of the Chern-Simons action [45] . Together with the previous discussion, we could draw the conclusion that the proposed description could be tested in near-future two-dimensional experiments addressing the dissipative dynamics induced by electric and magnetic fields.
In the last decade the quantum physics of twodimensional systems have attracted a renewed interest (e.g. in quantum computation theory), for which the Maxwell-Chern-Simons theory proved to be useful in the description of a great diversity of phenomena connected to condensed matter systems. Similarly, the proposed microscopic description could provide a theoretical testing ground for new ideas in two-dimensional quantum thermodynamics, optics or information theory (e.g. as occurs for the independent-oscillator model). In particular, it is appealing to further investigate which are the nonequilibrium thermodynamic properties of the rising flux-carrying Brownian particles. In this Appendix we briefly illustrate the derivation of the canonical Hamiltonian (10) presented in Sec.II. First, let us indicate that we enforce A 0 as a Lagrange multiplier in 6 [46, 66] , in order to satisfy the Coulomb law constraint (5) . It is easy to verify that equation (7) is a solution of the latter. Now, we replace this in (6) once we have rewritten the field canonical variables in terms of their longitudinal and transversal parts. Doing this, we obtain two terms coming from the dot and cross products, respectively,
Owing to the boundary properties of the Coulomb Green's function, gauge field, and charged distribution function (i.e. ∇G c (x) → 0, ∂ α A ⊥ β (x) → 0, and ρ(x) → 0 for |x| → ∞), both terms may be manipulated as follows,
as well as
Now we may go further by gathering together the above results,
where we have made use of the fact ∂ y α A ⊥ α (y) = 0 according to the Coulomb gauge fixing. By substituting this result in the Hamiltonian expressed in terms of the longitudinal and transversal parts, we arrive at
whereĤ M CS is defined in Sec.II. It is immediate to see that the canonical Hamiltonian (10) is obtained after replacing the Coulomb Green's function and the charge density in (A1).
Appendix B: Derivation of the positive condition
Here we compute the positive constraint (30) presented in Sec.III, as well as we provide explicit expressions for the potentials (26) and (27) . First, we illustrate the basic procedure by starting to compute the quadratic potential V αβ ij . To carry out the discrete sum in k, it is convenient to take the dense spectrum limit after switching the integral to polar-coordinate variables,
where we have rewritten |k| = k, and θ is chosen to be the azimuthal angle of the vector k and the axis defined by ∆q ij . The above equation is further simplified by introducing the definition of the Bessel function of first kind, i.e.
Fortunately, the integral involving the Bessel functions can be exactly obtained by making use of the integration tables (see §6.618 and §6.631 in Ref [74] ),
where I n denotes the n-order modified Bessel function of the first kind and M 1 2 ,1 is the Whitakker function [74] . Note that the above expression is valid for 0 < |q i −q j | and 0 < σ. Now, paying attention to the Hamiltonian (28), it is clear that the latter will be a positive-definite operator as long as the following quadratic expression is satisfied,
Let us address the second term in the first line of equation (B3). Firstly, by replacing the expression of the system-environment coupling coefficient (25) , we obtain after some algebra
Inserting this result and the dispersion relation (15) yields
We can analytically computed the above integral via standard contour integration techniques by writing the Bessel function as a combination of the Hankel functions and noting that the functions within the integral has simple poles ±iκ [85] , i.e.
1 (−|q i −q j |iκ)
Similarly, the previous procedure can be replicated to obtain the potential (56) . That is,
and thus,
On the other hand, we find for the independent term of the quadratic form (B3),
Finally, the positive constraint (30) is directly obtained by replacing (B4), (B5), and (B6) in (B3).
Appendix C: Retarded self-energy and spectral density
In this appendix we illustrate the derivation of the retarded self-energy (43) and (field) spectral density (56) , and the Kramers-Kronig relation (42) and (45) presented in Sec.III A.
We start from computing the anti-commutator appearing in the definition of the retarded self-energy (39) by using the following expression of the pseudo-electric field which follows from (29) ,
are the environmental quasiparticle operators at the initial time after introducing the displacement produced by the backreaction effects discussed in Sec.III. By considering an equilibrium canonical initial stateρ β , we obtain the following statistics for the displaced quasiparticle operators
with n(ω(k), β −1 ) denoting the average quasiparticle number of the free MCS field at temperature β −1 ,
Now from (C1) we obtain Now we compute the Fourier transform of the above anti-commutator by following a similar procedure as to compute the commutator expression (C5) in the appendixC. Specifically, considering t < t one obtains
Re
Re e i(ω(k)+ω(k ))t0
One may bring the bracket appearing in the first and second lines of (D1) into the form of the stationary fluctuations in (47) after using the properties of the Dirac delta function (e.g. f (ω(k))δ(ω − ω(k)) = f (ω)δ(ω − ω(k)) for a given function f (ω)) as well as 1 + 2n(ω, β −1 ) is an odd function in the variable ω, and then, substituting the definition of the spectral density given by (C6). Similarly, by directly comparing the first and second brackets on the variables l, m in (D1) with the second and third lines of equation (47) , it is easy to recognize the following expressions for the non-stationary spectral functions, 
as well as 
Let us next to obtain equations (48) and (49) starting from (D2) and (D3), respectively. We show first the derivation forG αβ ij , and an identical procedure can be carried out to obtainF αβ ij . Substituting the corresponding expressions (17) , (20) and (25) 
where we have rewrite θ(k ) = θ and θ(k) = θ, and introduced the following matrix As we have previously done in appendixC to obtain the expression for the spectral density, we now replace the trigonometric integrals appearing in (D5) by the corresponding definition of the first-and second-order Bessel functions of first kind, i.e. 
Finally, Eq. (48) is obtained by firstly inserting (D6) into (D4), and then, carrying out the integral on the real variables k and k , which is immediately obtained by using the properties of the Dirac delta function. Although we obtain a formidable expression, the particular shape of (D6) permits to cast the non-equilibrium spectral density in the form (48) 
where we have introduced the following matrix after doing some tedious algebra as before,
in Sec.III A, these properties permit to use the Riemann-Lebesgue lemma to evaluate the non-equilibrium fluctuations Υ αβ ij (t, t , t 0 ) and Ξ αβ ij (t, t , t 0 ) involved in expression (52) , which are respectively obtained from the second and third line of (47) via the inverse Fourier transform. Specifically, these non-stochastic fluctuations takes the following form in the time domain, Υ αβ ij (t, t , t 0 ) = 4 π 2 dωdω Re G αβ ij (ω, ω , t 0 ) cos(ωt − ω t ) + Im G αβ ij (ω, ω , t 0 ) sin(ωt − ω t ) ,
and Ξ αβ ij (t, t , t 0 ) = 4 π 2 dωdω Re F αβ ij (ω, ω , t 0 ) cos(ωt + ωt ) + Im F αβ ij (ω, ω , t 0 ) sin(ωt + ωt ) .
where we recall thatG αβ ij (ω, ω , t 0 ) andF αβ ij (ω, ω , t 0 ) are given by (48) and (49), respectively. Formally, the aforementioned lemma can be enunciated as follows: Let f (ω) be an complex-valued function that is absolutely integrable on R. Then the Riemann-Lebesgue lemma states that [77] ,
One says f (ω) is an absolutely integrable function on R if it is fulfill ∞ −∞ |f (ω)|dω < 0, or equivalently, if it belongs to the class of L 1 (R)-functions. Clearly, the Riemann-Lebesgue lemma has an intuitive interpretation: the integral becomes so highly oscillatory that everything cancels out.
To see more clearly how such lemma applied to (E1) and (E2), it is convenient to rewrite them as the integrals of two independent dispersion functions in the variables ω and ω . Let first pay attention to the non-stochastic fluctuation encoded by Υ αβ ij (t, t , t 0 ). By using trigonometric identities once replaced equation (48) into (E1), we can bring this into the following form 
where the elements of the matrix function r i √ ω 2 − κ 2 , |q i +q l | (r j √ ω 2 − κ 2 , |q j +q l | ) are directly obtained from the elements R αβ , determined by (50) , after removing the dependence on the variables ω (ω) andq j (q i ). It is found that the elements r αβ i/j are basically convergent combinations of first-and second-order Bessel functions of the first kind.
From (E5) it is now clear that both dispersion functions ρ αβ i/j (x) (for arbitrary i and j) are continuously differentiable for κ ≤ x < ∞, as well as they exponentially decay for values x larger than (2σ) − 1 2 . As a result, it follows from the above Riemann-Lebesgue lemma that all integrals in (E4) asymptotically vanishes in the long time limit t − t 0 → ∞. On the other hand, starting from the expression forF αβ ij (ω, ω , t 0 ) (see equation (D8) in AppendixD), we can follow the same procedure to show that the corresponding dispersion functions characterizing the non-stochastic fluctuation Ξ αβ ij (t, t , t 0 ) share these features with ρ αβ i/j (x), so we could conclude an identical statement for (E2) after applying the Riemann-Lebesgue lemma. Now we address the retarded self-energy and thermal fluctuations in the realistic situation when the system particles are sufficiently closed (i.e |∆qij | √ 2σ 1) and the Chern-Simons action is considered to be weak (i.e. √ 2σκ 1). As a result of these approximations, the spectral density substantially simplifies to (C6), which is illustrated in Sec.III B.
