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Abstract
The isolation of graphene in 2004 started a new development in the field of con-
densed matter physics and materials science to use graphene’s impressive electronic
properties and mechanical versatility to improve upon existing electrical devices. One of
several types of key devices that graphene could become incorporated into is the Hall-
effect magnetic field sensor. Within this project CVD graphene Hall probes with wire
widths from 1.5µm down to 50nm have been fabricated and characterised to explore
the possibility of replacing III-V semiconductor-based 2D electron gas Hall probes that
are the current standard in scanning Hall probe microscopy. The minimum detectable
field of the graphene Hall probes was estimated by measuring their Hall coefficients,
and characterising the low frequency electronic noise between 1Hz and 1kHz using a
dynamic spectrum analyser. The minimum detectable field was mapped as a function
of wire width, carrier density and current density. This revealed that it can be optimised
by increasing the current density, with performance improvements being particularly
pronounced in devices with micrometer-scale dimensions. The minimum detectable
field can also be tuned by back gating the devices on a Si/SiO2 substrate, allowing the
carrier density and type to be controlled. In this way, the minimum detectable field can
be substantially improved by reducing the carrier density close to the charge neutrality
point. In practice its dependence on the wire width is surprisingly weak. However,
a large increase in the minimum detectable field is seen when the width drops below
85nm, associated with a drop in mobility as edge roughness-induced charge scattering
begins to dominate. To improve the minimum detectable field, graphene devices pas-
sivated by HSQ and encapsulated in exfoliated hBN flakes have been fabricated and
characterised. Passivation by HSQ yields a small improvement in the electrical mobility
as estimated from Hall measurements, while the biggest improvements are found by
encapsulation with hBN. This improvement in mobility substantially improves the min-
imum detectable fields, with encapsulated devices exhibiting an order of magnitude
better detection limit than unencapsulated CVD graphene. Resistance versus back
gate voltage measurements on devices encapsulated with hBN also show significantly
lower extrinsic doping levels than unencapsulated devices, thus removing the need to
gate such devices to achieve optimal carrier densities near the CNP. These encouraging
results reveal that encapsulated graphene is a promising material for the sensors of the
next generation of high resolution scanning Hall probe microscopes.
Scanning Hall probe microscopy with a GaAs/AlGaAs 2D electron gas-based Hall
probe has been used to explore the unique interplay between superconductivity and
ferromagnetism in the Fe-based material, RbEuFe4As4. Quantitative magnetic images
of superconducting vortices allows the direct extraction of the superconducting pen-
etration depth from the vortex profiles as a function of temperature. This reveals a
pronounced increase in the penetration depth near the magnetic transition temper-
ature, in good agreement with a recently developed model describing the change in
superfluid density as a result of the ordering of the magnetic moments. This shows
that there is a significant interplay between the two types of order within the mate-
rial, yet the exchange interaction between superconducting and magnetic sublattices
is still weak enough that both are able to coexist. Scanning Hall probe microscopy
has also been used to characterise the vortex pinning landscape in second generation
GdBaCuO high temperature superconducting tapes. Local Hall probe magnetometry
was employed to estimate the critical current, while topographic and magnetic imaging
reveals that the films contain strong distinct vortex pinning sites. Comparing magnetic
and topographic images reveals that these are most likely linked to the GdO second
phases formed during thin film growth, as opposed to grain boundaries and normal
Page i
CuO phases that protruding from the surface of the superconducting layer. This sug-
gests that the engineering of high critical current tapes should focus on optimising the
film microstructure and pinning sites during growth, rather than the addition of extra
artificial pinning post-growth sites.
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Avoiding the need for the use of the more expensive cryogen, liquid Helium, High Temper-
ature Superconductors (HTS) open up the way for cost-effective applications of supercon-
ductivity, such as use in upcoming fusion power plants, lossless transport of energy from
remote sources and magnetic levitation tracks [1, 2, 3]. A magnetic field penetrates into
a type II material in the form of flux lines. As the magnetic field increases these can start
to move, resulting in loss of the superconducting state, introducing electrical resistance.
This can be overcome by pinning the vortices. However, much work is still needed in or-
der to find optimal defect densities for the pinning of magnetic vortices to maximise the
current-carrying capacity of HTS tapes without degrading their critical temperatures, Tc.
Magnetic imaging methods such as magnetic force microscopes (MFM) and Scanning Hall
Probe Microscopey (SHPM) have been developed to accurately map localised magnetic
fields at the surfaces of superconductors and other magnetic materials. These maps can
be used to characterise current flows around microscopic material defects with resolutions
down to the nanoscale, making imaging tools a vital tool for the task of optimising HTS
tapes.
High temperature superconducting tapes are not the only topic of interest in the field of
contemporary superconductivity. The coexistence of superconductivity and magnetism is
not yet fully understood, while the rapid expansion of material growth systems and tech-
niques means that more materials with this property are being added to the list each year.
Under normal circumstances this coexistence should not be possible since the opposite spin
pairing of the Cooper pairs responsible for superconductivity is not compatible with parallel
electron spin alignment responsible for ferromagnetism. Understanding why superconduc-
tivity survives in these materials could open the door to a vast array of landscape-changing
technologies such as superspintronic and fluxonic devices. Here again, the ability of mag-
netic imaging to map local magnetic fields will allow key superconducting parameters to be
extracted and correlated with the local ferromagnetism across a wide range of temperatures.
Since the first isolation of graphene in 2004, efforts have been made to realise devices
that take advantage of its impressive electronic transport properties [4]. While progress
is being made, 14 years later graphene is still not routinely used material in everyday
technologies. This is due to limitations on scaleable graphene fabrication, performance
reductions introduced by fabrication procedures as well as the choice of substrate. Work on
graphene has opened up interest in other 2D materials, such as hexagonal Boron Nitride, as
well as the development of new fabrication techniques to unlock graphene’s full potential.
Graphene can now be readily grown on copper by Chemical Vapour Deposition (CVD) for
large scale production, but, the electronic quality is still appreciably worse than that of
exfoliated graphene [5]. Reduction in performance can be attributed not only to defects
and grain boundaries introduced during growth, but also to the transfer methods. Polymer-
based transfer methods can leave behind residues in addition to causing cracks and other
forms of damage in the graphene sheet [5]. It has recently been shown that dry transferred
graphene can exhibit mobilities close to that of exfoliated graphene, highlighting the key
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importance of the transfer method [6]. Nevertheless, even unencapsulated CVD graphene
has excellent physical properties which can be taken advantage of. Progressing towards
smaller wire widths Hall probes can greatly improve the spatial resolution of a scanning
Hall probe system (SHPM), which is easier to fabricate from such a thin layered and
versatile material. Graphene’s two dimensional nature also allows the active layer to be
much closer to the surface of the scanned material as compared to the embedded active
layer of previous common Hall Probe structure. Furthermore, the high mobility, and low
carrier concentration of graphene should allow high magnetic sensitivity and low enough
noise levels to obtain very low minimum detectable fields, Bmin. Hence, for many reasons
graphene is a very attractive material for fabricating nanoscale Hall sensors.
The objective of this project is firstly to expand the reach of SHPM by developing high
magnetic field sensitivity nanoscale graphene Hall sensors for ambient operation. Two main
sensor parameters will be investigated and optimised: the minimum detectable field and
the spatial resolution. To optimise the sensors, various fabrication methods, e.g. graphene
transfer protocols, device designs and device architectures (e.g. encapsulation) and various
sources of graphene, will be explored and the physics understood. Issues of scalability and
fabrication versatility also need to be addressed if these sensors are to be used as the active
components of an SHPM. The subsequent objectives of the project are to use SHPM to
study two unconventional superconducting materials. The first of these is a material which
has recently reignited interest in coexistence phenomena between superconductivity and
ferromagnetism. The quantitative high resolution capabilities of SHPM allow it to directly
probe the superconducting properties of RbEuFe4As4 above and below the ferromagnetic
transition temperature, enabling us to validate a recently-developed theoretical model con-
structed to describe these unique hybrid materials [7]. The second material studied was
GdBaCuO, a high temperature superconducting cuprate present in high critical current sec-
ond generation high temperature superconducting tapes produced by SuNAM [8]. Once
again, SHPM can be used to image discrete vortices, allowing us to understand the vortex
pinning landscape and extract information about key superconducting parameters.
1.2 Thesis outline
This thesis describes the research undertaken to develop and fabricate the next generation
of SHPM sensors based on graphene to; enable the optimisation of HTS tapes, unravel
the mechanisms behind unconventional superconductivity and, more generally, to pave the
way for high resolution room temperature magnetic imaging of novel magnetic materials
and devices. The report begins in chapter 2 by describing the current magnetic imaging
landscape through a comparison of the figures-of-merit of contemporary magnetic imaging
methods. It then develops the theoretical work underpinning graphene electronics, differ-
ent sources of graphene and potential avenues for future graphene Hall probe devices in
chapter 3. Chapter 4 explains the theory behind the superconducting materials studied in
this project, focusing on the fundamental theories of superconductivity and then expanding
into vortex pinning and the effect of local magnetism in superconducting materials. Af-
ter covering the theoretical basics, the thesis describes the methods used for fabricating,
characterising and utilising our graphene-based sensors, as well as the details of SHPM
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operation in chapter 5. Following this, chapter 6 discusses the results of our exploration of
CVD graphene-based Hall probes for SHPM. This chapter is split into two subsections, the
first being an investigation into the performance of nanoscale CVD Hall sensors on a silicon
dioxide substrate while the second section looks at performance improvements achieved by
capping the CVD graphene with an electron beam resist material known as HSQ. In this
chapter we also explore graphene devices that are encapsulated between two exfoliated hBN
flakes. We show that even after the wet transfer of the CVD graphene, the performance
of encapsulated Hall probes is at least an order of magnitude better than their unencapsu-
lated counterparts. Finally the SHPM imaging technique is utilised in chapter 7 to directly
explore the effect of local magnetism on the superconducting parameters in the Fe-based
superconductor, RbEuFe4As4. These data are used to validate and fit a recently-developed
model to describe the suppression of superconductivity in ferromagnetic superconducting
materials. Chapter 8 describes investigations of the vortex pinning behaviour in a high
temperature superconducting tape provided by the Korean manufacturer SuNAM. In these
measurements we observe a clear difference in the vortex structure compared to the more
conventional one seen in chapter 8, highlighting the significant impact artificial pinning
sites have on the superconductor. The thesis concludes in chapter 9 with a summary of
the key findings and suggestions for future research building on the results of this project.
2 Introduction to magnetic imaging and scanning Hall probe
microscopy
2.1 Introduction to Magnetic Imaging
Humans have benefited from a natural ability to interact with the world around them via
their five basic senses. However, they lack an intrinsic magnetic sense. Using their ingenuity,
humans have over time developed various magnetic sensors based on a vast variety of
effects such as the Hall effect, magnetoresistance effect or the magneto optical Kerr effect.
Magnetic sensors have an impressively wide range of important modern day applications,
including their use in position sensing in automobiles, oil and mineral exploration, weather
prediction and even archaeology.
However, magnetic sensors do not just need to sense a magnetic field in one point in
space. By raster scanning a magnetic sensor such as a Hall probe across an area and
collecting the sensed magnetic field at each point, one can form a magnetic field map,
essentially forming a magnetic image. Magnetic imaging has a variety of uses: identifying
defects and studying cracks and soldering joints for non-destructive testing of industrial
manufacturing processes [9]; studying biological samples for non-invasive medical diagnosis
[10]; furthering our understanding of physical phenomena such as superconductivity and
magnetism in materials [11, 12] and optimising material or device properties such as the
critical current in high temperature superconductors.
With so many magnetic imaging techniques available, it can be challenging to know which
technique is optimal for a given application. A low minimum detectable field, Bmin, is
generally desired in order to be able to produce more precise magnetic maps/images. This
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becomes especially important when the features of interest have a particularly weak mag-
netic signal. Since the field of research covered by this thesis is nanoscience, this naturally
makes spatial resolution another important figure of merit when choosing an appropriate
imaging technique. In cases where magnetic features may move on short timescales, tem-
poral resolution may also be an important figure of merit. However in for the work described
in this thesis, i.e., magnetic features such as domain walls and pinned magnetic vortices,
temporal resolution is not a relevant figure of merit. There are also other practical require-
ments including: the operating temperature and environment (e.g., gas and pressure); how
invasive the technique is to magnetic materials and how easy to use the technique is.
The following sub-section explores imaging techniques which are currently used for the
magnetic imaging of materials, especially for room temperature applications where, for ex-
ample, candidate spintronic devices are expected to operate in [13, 14, 15]. The subsection
will conclude with a general comparison between the techniques for the purposes of the
research described in this thesis.
2.1.1 Lorentz Force Microscopy
Lorentz electron microscopy offers the highest spatial resolution, typically down to 2nm [16].
This is due to the use of fine electron beams which are deflected by the local magnetic
induction. This can be simply understood in terms of the action of the Lorentz force on
electrons as they pass through the magnetic flux. The magnetic contrast is then achieved in
a transmission electron microscope (TEM). This not only allows for high spatial resolution
but also a good temporal resolution. The major disadvantages are that the sample must be
thinner than a couple of hundred nanometres. If the sample is not already of the required
thickness, this can involve heavy physical processing of the material, possibly damaging or
distorting any magnetic structures one may be trying to view. The sample is also placed
in the high magnetic field of the objective lens, which can distort or destroy any magnetic
structures of interest [16]. Finally, it is very difficult to be able to extract quantitative in-
formation from Lorentz microscopy, however, the technique is still very effective in studying
the dynamics of magnetic structures.
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Figure 1: A Lorentz force micrograph of magnetic domains in an annealed Co38Ni33Al29
sample [17].
2.1.2 Bitter Decoration
The Bitter decoration method was the first used to image ferromagnetic structures, and
later was the first technique used to resolve an Abrikosov vortex lattice [18, 19]. It utilises
dispersed fine magnetic particles on the sample, often generated by evaporation or liquid
suspension, which migrate under the field gradient to the regions of highest magnetic field.
This creates a pattern that mirrors the underlying magnetic structure of the sample. This
pattern can then be imaged in a scanning electron microscope (SEM) [18]. This method
is restricted in spatial resolution by the particle size (usually ≈10nm), but is more severely
limited by being only appropriate for use at low magnetic fields below 10mT, especially for
studies of vortices where at higher fields the extended vortex field profile begin to overlap
and magnetic gradients quickly decrease. It is also hard to reuse the sample for further
applications due to the dispersed magnetic particles van der Waals bonded onto it, which
are often difficult to remove. The technique is also purely qualitative and provides no
quantitative information about the underlying magnetic structure.
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Figure 2: SEM image of Bitter decoration of an Abrikosov vortex lattice in a Lead-Indium
rod using Cobalt particles [19].
2.1.3 Magneto optics
The magneto-optical Kerr effect microscope (MOKE) relies on the interaction between the
electro-magnetic field of incident photons and a magnetised sample surface. Typically, a
sample is coated or brought into touching contact with a magneto-optically active film.
Light that is reflected from a magnetic surface is modified via the Faraday rotation of
the polarisation, creating a contrast between regions of differing magnetic field [20]. The
effect can be understood by considering an elastically bound carrier which is driven into a
circular motion by the rotating electric field of the circular polarised wave passing through
it. When a magnetic field is present perpendicular to this circular motion, an additional
Lorentz force will be felt by the carrier. The force can act either inwards or outwards, yields
two different values of polarisation. This causes a difference in propagation velocity between
the two polarisations. A linearly polarised wave can be described as the superposition of








[exp−ikz + expikz]. (1)
After traversing the medium of thickness d which the carrier inhabits, the beams accumulate
equal and opposite phase changes of δ. The phase of the linearly polarized light is therefore
rotated by an amount δ,
Elin(d) = E0cos(kd) exp(iδ). (2)
This is equivalent to a Faraday rotation for small angles equal to,
δ = ±VV erdH, (3)
where VV er is the Verdet constant for the medium and H is the applied field. This rotation
can then be visualised using a crossed polariser. Although simple, very fast and non-invasive,
these methods are not very competitive in terms of both spatial and magnetic resolution
when compared with scanning probe magnetic imaging techniques as well as TEM/SEM
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magnetic imaging [11]. MOKE is still widely used to today, having recently been used
to image magnetism down to the monolayer limit in 2D materials [21]. MOKE had been
ultimately limited by the diffraction limit which, depending in the lenses used could limit
spatial resolution to a few micrometres. So higher numerical apertures and lower probe
wavelengths would yield higher spatial resolutions, as in accordance with what is known as
Sparrow’s criterion, where the spatial resolution is directly related to the probe wavelength
divided by the numerical aperture. Because of this, spatial resolutions and details can vary
significantly depending on the apparatus and can be magnification dependent where even
the camera system’s individual cell size may limit the spatial resolution [22].
Figure 3: Domains in a of Fe78Si9B13 metallic glass composition imaged by MOKE mi-
croscopy. The horizontal length is 100µm. [23].
2.1.4 Magnetic Force Microscopy
One of the main competitors in room temperature magnetic imaging is magnetic force
microscopy (MFM). This relies on the long-range force from the sample’s stray magnetic
field causing a deflection in a magnetic-coated atomic force microscopy (AFM) tip (a
technique described in more detail in chapter 5). This is usually performed with the tip
raised well above the height typically used for a topographic scan, so only the long range
magnetic interactions affect the tip motion. A major advantage of this approach is that it
can achieve high spatial resolution, depending on tip quality - even at room temperature
[24].
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Figure 4: An example MFM image of a CoCrTa Hard Disk.
Common pitfalls to this technique include: the stray magnetic field of the tip which can be
invasive to the material under study; a relatively poor magnetic field resolution, typically
limited to 10−5T/
√
Hz; the final image can contain artefacts due to electrostatic and
frictional forces and the difficulty to obtain quantitative data which would require the
precise knowledge of the magnetisation state of the tip (usually unknown) [25, 26, 27].
The field resolution is related to the minimum force felt on the tip by the sample’s stray
magnetic field, as well as considering any other topographical or electrical coupling. The
magnetic component is related to the magnetic moment provided by the magnetic material
and shape, where a lower moment should result in a higher sensitivity. But a detailed
estimation of the force resolution can become complicated when one considers that the
image is a convolution of both the sample and probe’s magnetic properties, hence one also
has to consider the effects between sample and probe when determining the sensitivity.
Despite these pitfalls, MFM is an easily accessible technique, usable not only at room
temperature but also in ambient conditions. This allows it to be used on a plethora of
materials such as biological samples, more sensitive soft non-biological materials and in
continued research into novel ferromagnetic and anti-ferromagnetic materials [28].
2.1.5 Scanning superconducting quantum interference device (SSQUID)
Although not operating at room temperature (only reaching as high as the Tc of a high
temperature superconductor), Scanning Superconducting Quantum Interference Devices
(SSQUIDs) should be given a mention due to their non-invasive operation and ultra-low
minimum detectable fields. An SSQUID contains two Josephson junctions in a supercon-
ducting loop. Once in close proximity to a sample, the sample’s stray field penetrates
the SQUID loop. When above the critical current, Ic, of the superconducting loop the








where R is the resistance between the electrodes, I is the current, Φ is the total magnetic
flux through the ring and Φ0 is the flux quantum. The voltage hence oscillates sinusoidally
with respect to the amount of flux going through the loop, meaning that only the change
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in magnetic field from a known value can be measured. In practice the penetration of
magnetic flux is usually compensated by using a field coil to apply a separate magnetic field
parallel to the device to keep a constant voltage across the electrodes. The strength of the
field being measured will then be equal to the strength of the bias magnetic field passing
through the SQUID [30]. While scanning, the strength of the compensating magnetic field
is controlled by feedback electronics, with the field strength recorded along with the position
of the probe to produce the final magnetic image.
The magnetic resolution of SSQUID imaging can easily reach the nano-Tesla range, while
with optimisation it is capable of reaching the pico-Tesla range [31]. However, early probes
were limited to spatial resolutions of 80µm. Over time, with development of SQUIDs-on-
tips, resolutions have reduced dramatically to some tens of nanometers, due to the possi-
bility to position the sensing component within a few nanometers of the sample (avoiding
the rapid decay of the magnetic signal away from the sample surface) [32]. The signifi-
cant drawback comes with the need for low operating temperatures, generally liquid helium
temperatures with a few capable of imagine at the liquid nitrogen temperatures [33].
Figure 5: A scanning electron micrograph of a high spatial resolution SQUID-on-a-tip [34].
2.1.6 Scanning Nitrogen Vacancy Centre Magnetometry (sNVM)
A recent entry to the field is scanning Nitrogen Vacancy (NV) centre Magnetometery tech-
nique (sNVM). This microscope takes a standard Nitrogen vacancy centre magnetometer
and integrates it onto the end of an AFM tip. A nitrogen vacancy centre is a molecular
defect in diamond consisting of a Nitrogen substituted in the diamond lattice with an ad-
jacent carbon vacancy. It is also known as a colour centre as this vacancy absorbs photons
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in the visible light wavelength range and then emits photons in a broad range [35]. These
defects can exist naturally but can also be controllably created by implanting the diamond
with nitrogen ions. The diamond can then be annealed at high temperatures (800◦C) so
that the carbon vacancies migrate until they meet the implanted nitrogen ions. The NV
center has 6 electrons when negatively charged. Of these, four of them form pairs and
the remaining two are unpaired, forming spin triplet ground state. These triplets are zero
field-split into ms = 0 and ms = ±1, separated by about 2.9 GHz [36]. In the presence
of a non-zero magnetic field along the NV axis, the ms = ±1 states are split further.
By measuring the amount of Zeeman splitting, one can then measure the magnetic field.
Figure 6 shows two examples of magnetic imaging using NV centres.
This technique has very impressive resolutions, both magnetic and spatial, owing to the
near atomic size sensing component being on-tip and using the AFM surface tracking
technique to approach and scan across the sample. Spatial resolutions are typically in
the deep submicron to nanoscale resolutions, while magnetic field resolutions range in the
micro- to nano-Tesla range at room temperature. Although strides have been made to
make the combined optical and scanning probe system an easier to use turn-key technique,
current limitations include the lower temporal resolutions and the higher fabrication costs
of diamond tipped probes.
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Figure 6: An example of sNVM imaging. In a), a graphene flake is exfoliated on a near-
surface layer of NV centres (20nm sample-sensor separation). The current density is then
re-constructed from the stray magnetic field image. In b), a superconducting vortex in
YBCO is imaged using a similar set-up at cryogenic temperatures [37].
2.1.7 Scanning Hall Probe microscopy
Once integrated with a surface tracking method, a Hall probe magnetometer can raster
scan across a surface and measure and record the magnetic field at each position. The
tracking method may be either based on a Scanning Tunnelling (ST) tip fabricated via
deposition of a gold thin film over the corner of the chip in close proximity to the active
sensor (a few µm), or employing an SiO2 tip and using a quartz tuning fork to enable
AFM tracking [38, 39]. Such a Hall probe-tip device can be mounted onto a piezoelectric
scanner tube, similar to other Scanning Probe Microscopes (SPM) like AFM and Scanning
Tunnelling Microscopy (STM), to enable its three dimensional motion. An example of an
SHPM chip with the Hall cross positioning with respect to the ST tip is shown in fig7.
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Figure 7: An SEM image of a Hall probe integrated with an ST tip for surface tracking
[38].
The probe is tilted 1-2 degrees with respect to the sample plane to minimise the distance
between the Hall probe and the sample surface. In ST tracking SHPM, the probe is ap-
proached to the sample until a tunnel current is established, the probe is then scanned over
the sample keeping the tunnel current constant by adjusting the scan height to accom-
modate changes in topography in a feedback loop(as for standard STM operation). An
alternative approach is to lift the probe up 100nm above the surface of the sample after
a tunnel current is detected and to scan in a faster (≈10 frames/s) ‘flying-mode’. This is
often preferred in order to minimise the chance of a tip-sample crash. Depending on the
piezoelectric transducers used, the scan area can be as small as 25µm x 25µm at 77K, with
the area becoming smaller still as the temperature falls [38]. The SHPM does not necessar-
ily need to be approached using the scanning tunnelling mode, but can also be approached
in the same fashion as an AFM using the corner of a silicon chip as a make-shift tip to
detect surface forces [39]. The Hall probe produces a negligible stray field, generally much
smaller than earth’s field itself, meaning that SHPM is relatively non-invasive to the sample
it is scanning. Knowledge of the Hall coefficient, RH , of the material of the Hall probe
also allows for quantitative data to be extracted from the image. The spatial resolution
of the technique is typically limited by the electronic size of the Hall cross. In materials
such as graphene this is approximately equal to the width of the Hall cross leads, while in
GaAs-based Hall probes this is usually estimated to be a little smaller than the physical wire
width due to edge wall depletion effects [38]. Spatial resolutions range between 50nm and
1µm are readily achieved. The minimum detectable field of an SHPM sensor is determined





where Vn is the voltage noise at a select frequency and IH is the drive current of the Hall
device. Minimum detectable fields at room temperature can reach down to the nano-Tesla
range, more than capable of studying room temperature superconductors, should they ever
be discovered.
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Figure 8: An example SHPM image of a superconducting Abrikosov vortex lattice in the
high temperature superconducting material, BSCCO [40].
2.1.8 Comparison between techniques
To compare the different techniques one can plot the minimum detectable field as a function
of spatial resolution. The best imaging techniques will be found towards the bottom left of
this plot. As one can see from 9, sNVM performs exceptionally well and is currently leading
the field overall, only being outperformed in spatial resolution by Lorentz microscopy. For
Lorentz microscopy, the environment, the expensive TEM system and the requirements
on the sample make it a much less accessible and highly invasive technique. MFM also
performs exceptionally in terms of spatial resolution. However it lacks somewhat in terms
of magnetic resolution, while its greatest pitfall is the invasiveness of the tip, a problem
that other techniques such as SHPM, Magneto-optical imaging and sNVM do not have.
Despite its great promise, an issue surrounding sNVM imaging is the minimum sensor-
sample separation it can attain due NV centres only being stable a few nanometers inside
the diamond lattice [37]. Furthermore, sNVM has a frequency limit of around 100GHz which
can limit the field range the technique can image to just a couple of Tesla [37]. SHPM
leads the main pack of imaging techniques when considering both magnetic and spatial
resolution. Combining further improvements in spatial resolution and magnetic resolution
using new material combinations, such as graphene and hBN, with the ease and simplicity
of Hall effect measurements gives SHPM plenty of room to rival sNVM. SHPM can also
be made just as accessible as MFM by using AFM tracking and approach techniques with
a scanning Hall sensor [39].
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Figure 9: A plot of the minimum detectable fields and spatial resolutions, Xmin, of room
temperature magnetic imaging techniques. The diagonal lines represent the equivalent
flux sensitivity (Bmin × X2min) expressed in fractions of a superconducting flux quantum
Φ0=h/2e.
2.2 The SHPM in detail
The scanning Hall probe microscope was first designed and built in 1958 by Kronick using
a Bismuth Hall sensor on a glass substrate [41]. These Hall sensors were fairly large, up to
100µm with a sample-sensor separation of the order of 50µm [41]. Since then, Hall sensors
sizes and sample-sensor separations have reduced while minimum detectable fields have also
decreased. With these improvements, the technique has become widely commercialised and
used in both basic research and industrial applications. This section covers the technique
in more detail. It starts with a description of the principle effect used to measure the local
stray magnetic fields, before outlining the key figures of merit of an SHPM Hall probe. This
finishes with a brief review of the currently available Hall probes and their performances.
2.2.1 The Hall effect
The SHPM makes use of the Hall effect to detect local stray magnetic fields from the
materials under study. Charge carriers in a conductor under zero magnetic field follow
straight paths between collisions with impurities etc. In a magnetic field perpendicular to
the sample, the paths taken are curved due to the Lorentz force, FL, experienced by the
carriers. This results in charges building up on one side of the material causing a charge
imbalance. This separation of charges creates an electric field whose electric force, FE ,
balances the Lorentz force steady state. This is described by the following equation,
F = FL + FE = 0. (6)
By substituting the Hall electric field, EH , electric charge, q, drift velocity, ν and the
magnetic field, B for the two forces one obtains,
qEH = −qν ×B. (7)
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In the case that EH , ν and B are perpendicular this becomes,
EH = −νB. (8)
Figure 10 illustrates the Hall effect in a cuboid shaped sample with dimensions t× w × L
with t being the sample thickness, w being the wire width and L being the sample length
[42].
Figure 10: The basic illustration of the Hall effect in a cuboid shaped sample showing the
electric and magnetic field forces (FL and FE) acting on the negatively charged electron
carriers in a perpendicular magnetic field, B.
When a current, IH , flows along the length of the conductor, one can re-write equation 8





where n the carrier concentration. In the case of an atomically thin sample such as graphene,
t can be neglected. In the case of an atomically thin sample such as graphene, t is generally
combined with n to create a 2D carrier density, n2d. The magnetic sensitivity, RH , also







Using this relationship it becomes straightforward to calculate the Hall coefficient of a Hall
probe by applying a known magnetic field and recording the measured Hall voltage. In
a semiconductor however, this picture is not entirely accurate, as contributions can come













with µe and µh being the electron and hole mobilities respectively. Returning to a one band
picture, the Hall effect gives us precise insight into semiconductor performance, namely, via
calculation of the mobility from the Hall co-efficient and the conductivity, σ, using,
µ = σRH . (13)
The estimation of mobility is conventionally done with devices in a Hall bar configuration in
which the material under study is in a rectangular shape of known dimensions with current
and voltage leads at known separations along the bar. The known separations allows one to
accurately calculate the conductivity for this Hall mobility calculation. Standard Hall probe
devices are in the form of a Greek cross, as shown in figure 11. Two opposite leads provide
source and drain for the Hall current, while the other two leads running perpendicular to
the current leads measure the Hall voltage.
Figure 11: Illustration of a Greek cross for Hall measurements, two Hall crosses in series
can be used for mobility measurements as described in this section. IHall is the Hall drive
current, while VHall is the measured transverse voltage and B the magnetic field applied
perpendicular to the Hall cross.
2.2.2 Hall probe figures of merit
When choosing a material as the Hall probe component one has to consider the figures
of merit of an SHPM. Two of these have been touched upon in chapter 2.1.7, the spatial
resolution and the minimum detectable field. As previously mentioned, the spatial resolution
is typically determined to be equivalent to the size of the active area of the Hall cross, as
illustrated in fig 11. This is usually equal to the wire-width, w. Hence, a graphene Hall
cross with a wire width of 50nm yields a maximum spatial resolution of 50nm. In practice
this value can be significantly higher if the tip-sensor separation is not also minimised. With
this in mind optimal materials should be those whose spatial resolution is not limited by
edge wall depletion effects and it should also be easy to pattern the material into the Hall
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cross shape. It should be noted that in some cases the spatial resolution is of the order
of the characteristic magnetic length scales of superconductivity, λL. This means there is
significant signal broadening which needs to be accounted for when making comparisons
with theory.
A more challenging figure of merit to optimise is the minimum detectable field, Bmin.
Recalling equation 5, one can see that the minimum detectable field depends on both the
magnetic sensitivity and the voltage noise of the material. The Hall coefficient is much
easier to understand, as can be seen from equation 10, and is related to the charge carrier
concentration of a material. This means that in order to optimise RH , one should choose
a conductor with a low carrier concentration, yielding a high magnetic sensitivity. The
voltage noise, on the other hand, depends on the measurement frequency of the device. At
frequencies above a 1/f corner frequency, the voltage noise is determined by the Johnson-




with R being the channel resistance, kB is the Boltzmann constant, T is the temperature
and ∆f is the measurement bandwidth. Johnson noise, also called thermal noise, is noise
generated by thermal agitation of the charge carriers. In contrast to Johnson noise, 1/f
noise is currently thought to be due to fluctuations in charge carrier number and/or mobility
[43]. Figure 12 illustrates the difference between low frequency noise and Johnson-Nyquist
noise as a function of frequency in a Hall device.
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Figure 12: Voltage noise power versus frequency indicating the dependence of low frequency
and high frequency noise on measurement frequency. The dotted red line indicates the 1/f
noise corner (the transition between the two regimes). The dotted gray and black lines
show the Johnson noise level and the 1/f trend respectively. Note that the crossover from
1/f to Johnson noise is not abrupt as indicated by the black line.
By substituting in equations 14, 13 and 10 into equation 5 the minimum detectable field











where L is the lead-to-lead length, kB is the Boltzmann constant, ∆f is the measurement
bandwidth, T is the temperature and e is the charge of the electron. In the high frequency
regime one would hence expect the minimum detectable field to increase with increasing
carrier concentration and decrease with increasing mobility. However the bandwidth of the
device may be reduced due to the resistance-capacitance constant. Because of the inverse
relationship of field resolution to current shown in equation 15, the optimum condition to
measure in the high frequency regime would be ideally up to the breakdown current density
of the device, this has as of yet not been shown to change even in the linear transport
regime. Since the target is room temperature operation, T is fixed at 300K.
In the low frequency limit the transverse voltage noise can be described using the conduc-
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tivity fluctuation model proposed by L. K. J. Vandamme et al. [44]





where ρxx is the longitudinal resistivity, α is a material dependent dimensionless constant
usually on the order of 10−3, A is the contact-free surface area, f is the measurement
frequency in the low frequency regime and F is a geometric factor usually dependent on
the aspect ratio of the Hall cross. In the case of a Hall cross with aspect ratio of 5:1, the
value of F is 1 [44]. Performing a similar substitution as for the high frequency regime,










In contrast to the high frequency limit, the minimum detectable field in the low frequency
regime is directly inversely proportional to the square root of carrier density. However,
depending on the relationship between mobility and carrier density, it could still be more
beneficial to have a higher carrier concentration. One should keep in mind that the transition
between low and high frequency noise regimes is not a sudden change, but rather a gradual
crossover. This means that in close vicinity to the noise corner, the value of Bmin may find
itself between the two limits described by equations 15 and 17. For an SHPM, Hall probes
are typically operated at fairly low frequencies up to 1kHz to minimise the influence of
parasitic lead capacitances. The lead capacitance is typically dominated by the miniature
coaxial cables with an approximate capacitance of 100pmF/m. Consequently, it is likely
that these devices are often operating in the low frequency noise regime, hence the focus
of the hunt for a new Hall probe material should be one with minimal low frequency noise.
This requires looking towards materials with high mobilities and low defect activity at edges
and surfaces.
Finally, an often overlooked parameter is the Hall offset voltage. One should note that the
measured Hall voltage also includes an offset voltage, the Hall voltage in the absence of a
magnetic field due to misalignment of voltage contacts or material inhomogeneity. This Hall
offset should ideally be minimised to prevent saturation of preamplifiers when amplifying
Hall voltage signals. Hence an additional figure of merit is how low the Hall offset voltage
can be. For optimally patterned probes the causes of the Hall offset resistance are generally
linked to inhomogeneous current flows inside the semiconducting material [46].
2.2.3 Comparison and analysis of previous Hall probe architectures
Before searching for a new material for the SHPM Hall probe, it is important to first
identify which materials are currently leading the way in terms of each figure merit. This
sub-section covers, in tabular format, a history of previous noteworthy Hall probe devices
including their figures of merit.
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Type RH Bmin Frequency Conditions Size
N/A (Ω/T ) (µT/
√
Hz) (Hz) N/A (µm)
AlGaAs/InGaAs/GaAs [47] N/A 15 100 Vacuum 1
GaAs/AlGaAs [48] 2600 41 N/A Vacuum 0.8
InSb [49] 370 0.72 201 Vacuum 0.5
InSb [50] 300 0.08 N/A Vacuum 1
Bismuth [51] 1.81 100 30 Vacuum 0.1
Bismuth [48] 3.3 38 N/A Vacuum 2.8
Bismuth [52] 4 80 1000 Vacuum 0.05
Table 1: A summary of the performance of previous room temperature (300K) Hall probe
devices reported in literature. Since the focus of this research is on room temperature
operation, data at low temperature devices are omitted. The drive current has also been
left out due to the very different currents used for different materials and device sizes.
The best competitor in terms of spatial resolution are the Bismuth probes. However the
minimum detectable fields struggle to come close to those of other probes. Bismuth also has
further disadvantages. The fabrication of small probes is challenging due to the requirement
of thin film deposition and etching/lift off. Bismuth is also relatively unstable in air,
degrading quickly over time [51]. In terms of minimum detectable fields, the InSb and even
improved GaAs based probes perform very well. However one of the major pitfalls for GaAs
based probes is the surface charge depletion effects which severely limits the possibility of
effective devices when reducing the physical wire width. Meanwhile, InSb based probes
suffer from the formation of dead layers during the reactive ion etching step. Furthermore,
these devices typically have their active layer buried beneath the epilayer surface, further
increasing the probe-sample separation [49].
3 Graphene-based Hall probes
The Hall probes in Table 1 of chapter 2 can still be beaten in performance. Probes with
attractive minimum detectable fields generally have large wire widths that are too large
for high resolution imaging, while those with small wire widths have exhibit significantly
degraded minimum detectable fields. The solution to this problem that is explored in this
thesis is to fabricate Hall probes from graphene. This chapter introduces graphene and its
unique properties that make it particularly applicable to Hall probe technologies. We show
why graphene has attracted so much interest since its isolation in 2003 [4], yet graphene
still has its shortcomings for a variety of reasons and these will be explored here. Faced
with these limitations, this chapter looks into the potential of graphene beyond a single
layer, the alternative sources of graphene and the possible improvement of graphene based
Hall probe devices through encapsulation.
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3.1 Introduction to graphene
Graphene, a 2D monolayer of sp2-bonded carbon atoms, was first theoretically studied in
1974 by Wallace [53]. It was later isolated in 2003 by Geim and Novoselov when they
realised that thinner graphite flakes could be found on the Scotch tape that had for many
years been used to obtain cleaner graphite flakes [4]. This method of obtaining graphene
has since become known as the ’Scotch-tape’ method, but is better formally known as
the micromechanical exfoliation method. The big attraction of graphene comes from its
superior electronic transport properties that make it a promising material for the next
generation of nanoscale electronic devices. Its other properties such as its mechanical and
thermal robustness give it the required versatility for use in a vast range of environments,
thus unlocking a wide array of practical uses.
The rhombus-shaped unit cell of graphene contains two carbon atoms sitting at non-
equivalent sites, which one can designate A and B, as seen in figure 13.
Figure 13: The lattice structure of graphene where A and B are the non-equivalent atomic
sites which form graphene’s unit cell. The unit cell has the indicated rhombus shape which
is defined by two lattice vectors, a1 and a2.
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where a0 is the in-plane lattice constant of 0.246nm. The carbon atoms bond through a
process called hybridisation whereby the mixing of atomic orbitals forms new hybrid orbitals.
Here, one 2s atomic orbital hybridises with two 2p atomic orbitals giving three hybridised
sp2 orbitals. These are occupied by three out the four sp2 electrons, forming what are
known as the σ-bonds. The remaining electron occupies the pz orbital which forms a
half-filled delocalised π-band.



















These are used to define the hexagonal reciprocal lattice with two non-equivalent points,
K and K’, also known as the Dirac points (DPs) of graphene. The band structure can be
calculated taking into account two pz electrons per graphene unit cell. The tight binding
model calculation by P.R. Wallace in 1947 found that the energy bands were described by














where the positive and negative signs correspond to the π bonding and π∗ anti-bonding
orbitals [53], and the wave vectors are kx and ky [54]. Plots of this equation are shown
in figure 14, where at the centre of the Brillouin zone (denoted as Γ) the bands are
separated by a finite energy gap, whereas they touch in a cusp at the K and K’ points. The
unique structure at these points leads to the categorisation of graphene as a zero band gap
semiconductor [53].
Figure 14: The electronic dispersion in one cell of the honeycomb lattice. Left: energy
spectrum with finite values of the nearest and next-nearest neighbour hopping energies.
Right: a blow up of the energy bands close to one of the DPs [55].
In the vicinity of the K points, the energy dispersion relation is described by
E(k′) = ±~νF , (23)
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This linear energy dispersion makes the electrons and holes near this point (also called Dirac
Fermions) behave like relativistic massless particles, but ones that move with νF instead of
the speed of light. In pristine graphene the Fermi energy is located at E = 0. This can
be tuned between the valence or conduction band by some form of doping. Usually this is
achieved by electrostatic gating, which will be described in chapter 5.
Graphite and multilayer graphene can be obtained by stacking these graphene sheets on
top of each other, stabilised by van der Waals interactions. The separation between parallel
layers is typically 0.335nm. The exact method of stacking multilayer graphene and graphite
stacks will affect their electronic structure. For bilayer graphene, the layers are normally
Bernal stacked, or AB stacked. In this case atoms A1 and A2 overlap (the numbers
referring to separate planes), while the atoms B1 and B2 are positioned at the vacant
hexagon centres in the other layer. This leads to a quadratic E-k dispersion in the electronic
structure near the band edge, but a zero band gap. For trilayer graphene, there are two
different possibilities. The first is ABA Bernal stacking, in which a bilayer stack is capped
by a third layer that mirrors the first layer. This results in an electronic structure which
is a combination of the linear and quadratic dispersion of monolayer and bilayer graphene.
The second stacking order is ABC, where the third layer is now stacked with the same
displacement relative to the second layer as the second layer has relative to the first. The
electronic structure in this case is described by a cubic dispersion. Sketches of the stacking
and energy dispersion are shown in figure 15 The details of the stacking structure become
important in the presence of an electric field; devices made out of bilayer graphene or ABC
stacked multilayer graphene will open up a band gap. For ABA stacked multilayer devices,
a semimetallic band overlap forms.
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Figure 15: Diagram of the crystal structure and energy dispersion for (a) monolayer, (b)
bilayer, (c) ABA stacked trilayer and (d) ABC stacked trilayer graphene. The dashed lines
are the band structures without an applied electric field across the layers, while the solid
lines are with a field.
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3.1.1 Electronic properties of graphene
Graphene has been proposed for use in a vast array of electronic applications including:
wearable electronics, touchscreens, spintronics and solar cells [56, 57, 58, 59]. Each appli-
cation would look to exploit certain properties that graphene has, such as its robustness to
stress or strain, or the preservation of electron spins over long distances and times. Since
there is a lot to discuss about graphene’s remarkable physical properties, this section will
only look at the electronic properties of graphene from the perspective of building Hall
sensors.
The quality of electronic devices made from graphene can be characterised in several ways.
The three key values for almost any electronic device are the: the carrier mobility, the
conductivity and the residual doping level. The relation between current and electric field
is given by
Ex = Jx · ρxx, (25)
where ρxx = m/(ne
2τ) with n being the carrier density, m the charge carrier mass and τ
the average scattering time of the charge carriers. Replacing the mass with m = |p| /νF ,









where again τ is the average time between two momentum scattering events. There are
several factors that govern τ depends on many factors, including; inhomogeneous charge
distributions in the substrate, surface contamination, electron-phonon coupling at higher
temperatures and strain [60, 61, 62]. The longitudinal resistivity of a 2D material is defined





where W is is the width and L the length of the channel. The electrical conductivity
measures how easily charge can flow in a system and is described in graphene by,
σxx = neµ, (28)
where µ is the carrier mobility, which is a measure of how easily a charge carrier moves in
response to an electric field in the system [63]. Another indicator of material quality is the







In very short graphene devices, the mobility becomes limited by device size, as the contact-
related scattering becomes the dominant factor. The carriers are considered classically
ballistic when L << lmfp, and diffusive in the opposite limit L >> lmfp.
Aside from the mobility, one also needs to optimise the carrier concentration. The semimetal-
lic 2D nature of graphene means that the carrier concentration can be low enough to achieve
high room temperature magnetic sensitivities. Furthermore, graphene can be exfoliated or
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transferred onto a substrate such as n+-Si/SiO2to allow for the tuning of the carrier concen-
tration by applying a back gate voltage. As one sweeps the back gate voltage and measures
resistance, the DP can usually be identified with the resistance maximum. Should the ex-
trinsic doping of graphene push it far away from the DP, one can generally use a back gate
to reduce the carrier concentration close to zero. The change in carrier concentration per





where the relative permittivity, εr, is 3.9 for SiO2 and d is the dielectric thickness, typically
90nm or 300nm.
In addition to the magnetic sensitivity, the electronic noise is an important parameter for
graphene Hall devices. Electronic noise in Hall devices has been explored in chapter 2.2.2 in
terms of figure-of-merits for Hall probe devices. Understanding noise sources in graphene
can hence help us form optimise Hall probe devices. When operating at frequencies above
the 1/f noise corner frequency (c.f., figure 12) our understanding is clear that temperature
and lead-to-lead resistance are the main factors influencing the electronic noise (i.e., thermal
Johnson noise). When operated below the corner frequency, the noise is dominated by so-
called 1/f noise. The origins of and mechanisms for 1/f noise remain the source of much
debate today [43]. Researchers have come to realise that the noise cannot be attributed
to a single physical mechanism, and is instead due to the combination of several effects.
The 2D nature of graphene means that conduction electrons are exposed to traps near the
surface of the substrate such as silicon dioxide, suggesting that carrier-number fluctuations
will play a strong role. These traps could be anything from oxide defect traps to chemical
impurities on the surface, both of which have been highlighted as key players [64]. Traps
capture carriers and re-emit them back to the channel, leading to carrier fluctuations which





where τtrap is the time constant of the particular trap and S0 is the frequency-independent
limiting term observed at f << (2πτtrap)
−1. The overlap of closely positioned Lorentzians
due to sources with different lifetimes generally results in an overall 1/f dependence over
a fairly broad frequency range. If one type of trap with a specific time constant dominates
a generation-recombination ‘bulge’ appears in the 1/f region centred on fc = 1/2πτ .
Mobility fluctuations are a second source of noise that is linked to the capture and release
of charged carriers on traps. The traps act as scattering centres with fluctuating cross
sections and again the superposition of many individual sources with different time constants
generally leads to an overall 1/f frequency [43].
Since the purpose of this thesis is to study the capabilities of nanoscale graphene Hall
sensors, the size of the device should also be considered and the role it plays in device per-
formance. The size dependence has been well studied and reveals an inverse dependence
of Bmin on the wire width [64, 65]. Device resistance tend to increase as the size of the
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device reduces because strongly scattering edges make up a larger fraction of the nanos-
tructure area, leading to an adverse effect on the mobility [66]. Recalling the relationship
between mobility and noise derived in chapter 2.2.2, a lower mobility would result in higher
noise, hence a lower signal-to-noise ratio. The effect in very small graphene devices can be
attributed to the line edge roughness (ER), causing additional scattering which decreases
the device carrier mobility and increasing the noise. Unfortunately, the edge roughness can
typically be as large as a few nanometres after top-down etching of the graphene channels,
something that is often unavoidable for more intricate device designs. The edge disorder
can be reduced by treating the edges and recent studies have shown that immersion in a
low concentration of hydrofluoric acid (HF) can improve the mobility of graphene nanorib-
bons [67]. A Corbino disk is where the current flows from a central disk shaped anode
to a surrounding annular electrode on the outside of the material under study. This es-
sentially edgeless device would be an ideal method to compare with a conventional Hall
bar to study the edge effects in detail. However, it should be noted that practically, a
deep sub-micron Corbino disk would be an incredibly challenging device to fabricate. A
lot of research remains to be done to fully optimising nanodevice performance, be that by
improving fabrication procedures (e.g., controlled etching), by modification of the edges,
or by changes to the device architecture such as through encapsulation.
3.1.2 Graphene beyond a single layer
At first sight, single layer graphene would appear to be the most preferred materials choice
as compared to bilayer or other multilayers. However, some research reports suggest that
using a device of containing more layers may provide lower minimum detectable fields for
the same spatial resolution [68, 69, 43]. The reasons for this are still unclear, and there
is still plenty of room for more research in this area. A long-standing question in regard
to 1/f noise, is if the noise is generated on the surface or in the ‘bulk’ of the conductors.
Due to graphene’s 2D nature, it is an interesting choice of material to study this question.
Recent research suggests that surface noise dominates in very thin samples, before crossing
over to ‘bulk’ noise after ∼7 layers [68]. The results of this research are shown in figure
16, where a bulk noise model and a surface noise model are compared. It is clear that
a thicker sample has lower 1/f noise, something which could be exploited for Hall sensor
development. The study also found that noise in multilayers increased as more carriers are
electrostatically induced, leading to an increase in contribution of surface noise due to a
decrease of the surface resistance and possible increased surface-roughness scattering. This
would suggest a different carrier density dependence compared to single layer graphene [68].
The difference in the dependence of noise on carrier concentration has also been observed
elsewhere and has been suggested to be due to the difference in band structure, suggesting
this is caused by a bandgap-opening as carrier concentration increases [69, 70, 71, 72].
Research by Lin and Avouris also reveals good prospects for bilayer graphene nanoscale
devices [73]. They discover that 1/f noise is strongly suppressed in nanoribbon bilayer
graphene due to the better screening of potential fluctuations caused by impurity charges
[73].
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Figure 16: Normalized noise spectral density, SI(f)/I
2 ×A, of different numbers of layers
of graphene near the DP. The surface and bulk noise models are plotted separately for
comparison. The inset shows the normalized noise spectral density when a high gate bias
is applied, where surface contributions are more prevalent [68].
Systematic research into how many layers of graphene is best for a Hall sensor is very
limited. No accurate comparison or optimisation using any tuneable parameters has been
made as a function of sample thicknesses, for example, magnetic sensitivity and noise as a
function of electrostatic gating. A more intensive investigation of this could open the door
for much easier fabrication of high resolution Hall probes should multiple layers prove to
be just as good, or better, than a single layer.
3.1.3 Encapsulation
A desire to encapsulate graphene between two other layers comes in part from the needing
limit the impacts of substrate and environment on graphene sensor performance. Encapsu-
lation also enables extra device functionality, for example allowing a top gate to be added
for band-gap control [74, 75, 76]. In this thesis we are most interested in looking to see if
graphene’s electronic performance for nanoscale Hall sensors can be significantly improved
by encapsulation. Since the recent explosion in the number of members of the 2D materi-
als family, in addition to the various polymers and organic materials one can combine with
graphene, the choice of which materials to choose to improve graphene’s properties has be-
come enormous [4]. However, we can use the specific requirements of the graphene devices
we are fabricating to signpost the way to find the optimum materials for encapsulation.
Hall probes for SHPM need to have a high signal-to-noise ratio, hence they need to have
high magnetic sensitivity, RH , and low electronic noise, Vn. Ideally the noise to be opti-
mised is low frequency noise, V
1/f
n , should be minimised since SHPMs are often operated
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at low measurement frequencies where 1/f noise dominates (c.f. chapter 2.2.2). The goal
of encapsulating Hall probe devices should be; to reduce low frequency noise and increase
the magnetic sensitivity. This could achieved by; reducing the impact of the substrate
on charge trapping (i.e., reduced noise), modification of edges (c.f., chapter 3.1.1), elim-
inating contaminant adsorption during fabrication and/or operation, and reduced surface
roughness. So far research from countless other groups has shown that hexagonal boron
nitride is a promising encapsulation material for Hall probe devices [77, 43, 78]. Hexagonal
boron nitride, more commonly known as hBN, has the same 2D hexagonal structure as
graphene, but differs in that a unit cell is composed of two different atoms, boron and
nitrogen [79]. The material has excellent dielectric and thermal properties, making it a
very suitable substrate for electronic applications [80].
The origins of the positive effects of encapsulating graphene are still unclear, but studies
have pointed towards: hBN’s smooth surface, minimal defect densities, the spatial sep-
aration from charge traps in the substrate oxide and protection from environmental and
fabrication process contaminants leading to a reduction the formation of electron hole ‘pud-
dles’ near the DP [81, 78, 82, 83]. Figure 17 demonstrates the ability of hBN encapsulation
to reduce low frequency noise. As one can see, the noise can be reduced by a factor of ten
as compare to bare graphene on Si/SiO2 [82]. This shows exceptional promise for improved
sensor performance in devices that incorporate these fabrication techniques.
Figure 17: Results of experiments on exfoliated graphene, comparing the noise amplitude
as a function of carrier concentration for an hBN-encapsulated and an unencapsulated FET
on a Si/SiO2 substrate [82].
Scanning tunnelling microscopy studies have shown that graphene on hBN has significantly
less pronounced electron-hole puddles as compared to graphene placed directly on SiO2,
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which can greatly improve the magnetic sensitivity [84]. Unfortunately, when it comes to
the noise levels in nanoscale devices, hBN-encapsulation has yet not been demonstrated to
show much of an improvement [85]. This indicates that edge scattering plays a limiting
role in transport in nanoribbons.
These heterostructures are typically made by the dry transfer (i.e., without use of solvents)
pick-up of graphene on SiO2, which is then dropped back down onto another hBN flake [86].
The technique used to achieve this in this project will be described in chapter 5.3.2. Another
hBN layer can be placed on top afterwards to achieve full encapsulation. Contacting the
device is no longer possible using the traditional top contacts, and edge contacts are required
instead. These make contact solely at the 1D edge of the graphene flake exposed in the
sidewall of the heterostructure after etching. This has been shown to yield low contact
resistances due to the joint benefits of avoiding a polymer-degraded surface and shorter
bond lengths [87].
Figure 18: A schematic diagram of the process for making edge contacts to hBN-
encapsulated graphene first reported by Wang et al,. [87].
3.1.4 Sources of graphene
There are a few different ways to obtain graphene. One has been discussed at the beginning
of this chapter, i.e., via micromechanical exfoliation of graphite. The exact details of this
process can be read in chapter 5.3.1. The other common method of obtaining graphene is to
grow it. Molecular beam epitaxy has a strong track record in growing other semiconducting
materials [88], and has recently been used to grow good quality graphene on a hBN substrate
[89]. Epitaxial graphene can also be grown on the surface of silicon carbide (SiC) and also
shows excellent performance as a Hall sensor [65]. However, in the latter case it is difficult
to remove the graphene from the growth substrate, limiting the ability to control the carrier
concentration in devices.
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An alternative production method is chemical vapour deposition (CVD). Graphene grown
via CVD can achieve large-area, high quality films. It is also inexpensive, and can readily
be transferred from its growth substrate [90]. CVD grown graphene involves the thermal
decomposition of a hydrocarbon source on a heated substrate. A careful choice of sub-
strate (in graphene’s case usually copper, nickel or platinum) can catalytically enhance this
reaction. After decomposition, the carbon will diffuse across the heated substrate. The
substrate is then allowed to cool at a controlled rate, during which the carbon will aggre-
gate on the surface to form graphene sheets. The process often automatically terminates
once the substrate is covered by the first carbon sheet [91]. However, mechanically exfoli-
ated graphene has superior properties to that produced by other methods. CVD graphene
has been shown to have noticeably higher low frequency noise and much lower magnetic
sensitivity than exfoliated flakes [92, 93]. This is speculated to be due to a combination
of different reasons such as; increased graphene stress, more surface adsorbates from the
transfer processes, higher defect densities and granular polycrystalline growth [94, 93, 43,
70, 95].
Whether the graphene is exfoliated or grown, in most cases flakes eventually need to be
built into a 2D material heterostructure or transferred onto another substrate. In the case
of CVD grown graphene, it is common to spin and bake a polymeric layer, e.g., poly(methyl
methacrylate) (PMMA), on top of the graphene layer to act as a temporary support [5].
The growth substrate is then etched away and the polymer/Graphene floats to the top
of the etchant solution, is collected, and then dropped down onto the chosen substrate.
At this point the polymeric layer is removed, however this degrades the graphene quality
significantly due to remaining polymer residues [96]. To transfer CVD graphene without
damaging the growth substrate and to maintain its electronic performance, dry transfer
techniques have been developed [6]. One can weaken the Copper-graphene adhesion energy
by oxidising the underlying copper and then using a vdW-based pick-up to delaminate the
graphene [97, 6]. The transfer of exfoliated graphene itself has also evolved, from using
PMMA/polydimethylsiloxane (PDMS) to using hBN as a transfer substrate [98, 86]. The
ability pick-up and drop down 2D materials on two different substrates revolved around the
adhesion energy. Pick-up using a hBN layer becomes favourable due to the strong Van der
Waals forces between the hBN and graphene layers, which are typically greater than the
adhesion forces between the graphene and its substrate. The application of heat can alter
the adhesion forces and shift the balance in favour of picking up. Once dropped down,
the polymer stack used to support the hBN layer can be dissolved or peeled away, leaving
behind a finished heterostructure [86]. The specific transfer methods used in this project
will be described later in chapter 5.
3.1.5 Nanoscale graphene devices
Up to this point graphene appears to be a promising candidate for high performance Hall
sensors. To see if the theory lines up with practice, Table 2 summarises what has been
achieved in this area so far.
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Type RH Bmin Frequency Conditions Size
N/A (Ω/T ) (µT/
√
Hz) (Hz) N/A (µm)
All Exf hBN/Gr/hBN [92] 4100 0.05 3000 Vacuum 3
CVDhBN/CVDGr [99] 1650 0.05 300 Vacuum 50
CVDGr/ExfhBN [100] 345 N/A N/A Vacuum 2
All CVD hBN/Gr/hBN [77] 97 400 3000 Air 75
Epitaxial graphene [101] 87 0.095 1000 Air 150
Epitaxial graphene [65] 640 49.3 3300 Vacuum 0.5
Epitaxial graphene [65] 711 3.9 3300 Vacuum 5
CVD graphene [102] 1800 20 1000 Vacuum 1.5
CVD graphene [103] 2093 0.1 3000 Vacuum 50
CVD graphene [104] 1200 43 50000 Vacuum 5
ExfhBN/CVDGr/ExfhBN [105] 2270 N/A N/A Vacuum 5
Table 2: A summary of the key room temperature figures-of-merit of graphene-based Hall
probe devices previously reported in the literature (excluding the results of this project).
Exfoliated is abbreviated to Exf. Details of the drive current are omitted due to the dras-
tically different current densities used when characterising different device sizes and types
before their breakdown.
It is important to that the quoted value of the Bmin is listed here. These are sometimes
quoted at higher measurement frequencies than would be used in applications such as
SHPM. Another factor to consider is the physical size of the devices made as there is
a substantial difference in noise values of larger, multi-micron sized devices compared to
smaller, sub-micron sizes. Even if the full frequency noise spectrum is reported, sometimes
the bandwidth of the measurement instrumentation is too narrow, artificially suppressing
noise levels at higher frequencies. In other cases the trace is too noisy (possibly due limited
averaging) to accurately read from.
Despite issues with quoted figures-of-merit, the noise values for encapsulated (and even
unencapsulated) graphene sensors are impressive; promising the ability for smaller devices
to easily beat the performance of existing Bi and InSb devices. Furthermore, there are
encouraging signs that the drive current can be increased far enough to achieve a substantial
reduction in Bmin [101].It is also worth noting that some of these reported works have also
not optimised Bmin as a function of n and the drive current.
This chapter has explored the properties of graphene. As the SHPM looks to establish itself
in the realm of room temperature imaging, a better Hall sensor made from graphene offer
promise of reduced low frequency noise and a higher magnetic sensitivity than previously
used materials. It also has highly versatile material for nanofabrication with the potential
to achieve deep sub-micron spatial resolution because it is not buried beneath a surface epi-
layer. These last aspects could be crucial in making SHPM a highly competitive technique
for room temperature microscopy.
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4 Superconductivity and vortex matter
It would be no surprise that the notion of zero electrical resistance baffled the first scientists
who discovered it. Still to this day, the idea that we can transport electrical power from
point A to point B without losses could still be science fiction in the minds of many. In-
deed, there are numerous practical challenges still to be overcome for superconductivity to
become more than just another lab test subject. As will be described in this chapter, bar-
riers such as incredibly low operating temperatures, immature material growth techniques
and material brittleness limits superconducting materials for ever day usage. While this
thesis certainly won’t solve many of superconducting material’s application challenges, the
research described attempts to make vital micro-steps towards optimising superconducting
tape growth, specifically, their current carrying capacity. At a more fundamental level, the
research work investigates another avenue of hybrid magnetic-superconductors which could
further our understanding of superconductivity and extend its range of applications. This
chapter will introduce the topic of superconductivity from its first discovery through to the
modern plethora of superconducting materials. The chapter then hones in on the main
focus of this thesis by introducing high temperature superconductors, vortex matter and
pinning as well as curious recent examples of magnetic superconductors.
4.1 Introduction to superconductivity
In 1911, Kamerlingh Onnes first found that mercury had zero resistivity below 4.2K. Re-
peating this for some of the other elements and alloys, he found a similar behaviour. This
temperature became known as the critical temperature, Tc, which varied by material [106].
He also found that the breakdown of this zero resistivity state occurred when going be-
yond certain applied critical current densities, Jc(T,H), and critical magnetic fields, Hc(T )
[107]. When the external field destroying the superconductivity was removed the super-
conductivity returned. This critical field, however, depended on the orientation of the field
with respect to the material (usually with respect to its crystallographic axes). Likewise,
the critical current density can vary vastly depending on the microscopic and structural
properties. Some of these properties will be explored in further detail later in this chapter.
A sketch of a typical resistance-temperature curve is shown in figure 19.
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Figure 19: A simple sketch of a superconductor’s resistance-temperature relationship. Be-
low Tc, the resistance drops to zero. An example of a non-superconducting material is
shown in red with no resistance drop to zero.
When T > Tc, these materials are in their normal state, whereby the resistivity at high
temperatures increases as temperature increases due to dominant phonon scattering. At
lower temperatures, scattering from the likes of impurities and lattice dislocations becomes
dominant, flattening off the resistivity curve. Unfortunately, the properties of a material in
its normal state give little indication as to whether it will be able to superconduct at lower
temperatures. This made the search to find a microscopic theory for superconductivity a
lot more challenging. Scientists would later be surprised that the complexity of supercon-
ductivity and the huge number of families of superconducting materials would lead them
on a quest that is still very active to this day.
4.1.1 The Meissner effect
The zero resistance property of superconductors was not the only characteristic one. In
1933, Meissner and Ochsenfeld discovered that the magnetic flux of an applied external
magnetic field (H < Hc) is expelled from the interior of the material below a certain
temperature. This eventually became known as the Meissner effect and occurs regardless
of whether the field is applied before or after the cooling the material below Tc. Within
classical electromagnetism in contrast Lenz’s law (the direction of an induced current is
always so that it opposes the change in the magnetic field that produces it), dictates
that induced currents are formed to produce a field directly opposing the external applied
one, effectively dB/dT = 0 for a perfect conductor. The Meissner effect is illustrated by
figure 20, where in (b) the magnetic induction is forced to distort and curve around the
superconducting material. It is important to note at this stage the difference between
magnetic induction, B, and the magnetic field, H. These are related by,
B = µ0H + µ0M = µ0(1 + χ)H, (32)
where µ0 is the permeability of a vacuum, M is the magnetisation of a sample and χ
is the magnetic susceptibility. The magnetisation is hence proportional to the field and
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susceptibility [108].
Figure 20: A sketch showing the Meissner effect in superconductors. In (a) is shown the
magnetic field as it would be when the material is in its normal state, while in (b) it is
shown as it would be when the material is in its superconducting state. The graph in
(c) shows an example of the magnetisation behaviour of a superconducting material. The
gradient of the line below Hc reflects the ideal case where M = -H. The plot (d) shows the
temperature dependence of Hc.
In figure 20 (d), the temperature dependence has been plotted according to the following
phenomenological approximation,








where Hc(0) denotes the critical field at zero temperature. In the Meissner state, super-
conductors exhibit perfect diamagnetism, such that the magnetic susceptibility, χ = −1,
up to H = Hc. This means that our equation for the magnetic induction becomes,
B = µ0H + µ0M = 0, (34)
and the field has been completely expelled.
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4.1.2 London theory
Not long after the work by Meissner and Ochsenfeld, the London brothers introduced the
superconducting penetration depth, λL, the length scale over which the magnetic field can
vary within a superconductor, as a partial solution for the microscopic theory of supercon-
ductivity [109]. This means that the flux density at the boundary of the superconductor
does not fall abruptly to zero, and instead gradually decays within the region where the
screening currents flow. These currents cannot naturally be explained via Maxwell’s equa-
tions and required the London brothers to seek modifications of them. Their new model
was based upon there being a mix of two types of electron density; the normal part, nn,
and the superconducting part, ns. The superconducting electron density experiences zero





In this equation, νs is the superconducting electron velocity, e is the electron charge ,
m is the electron mass and E is the electric field. The first London equation is then
derived by substituting the modified force equation with the supercurrent density equation,







This equation displays the eventual consequence of a zero resistance material with an applied
electric field: constant acceleration. The second London equation is found by taking the
curl of the first equation, and substituting Maxwell’s 3rd equation
∇× E = −δB
δt
. (37)
After substituting Maxwell’s 4th equation,










The London brothers then assumed that the above equation also applied to B itself, leading










By considering a superconductor of infinite size in x and z, and with a superconduct-
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The solution to this is,
Bz(y) = Bapp exp
− y
λL . (43)
This essentially means that external magnetic fields decay exponentially into a superconduc-
tor over the length scale of λL. This is best shown via a sketch in figure 21. Typical values
of the penetration depth are in the tens to hundreds of nanometeres at zero temperature.
Figure 21: A sketch showing the exponential decay of an externally applied magnetic field
over a length scale, λL into a superconductor occupying a region y > 0, with the normal
region at y < 0.









This makes it clear that the magnetisation opposing and expelling the external field is
generated by the surface layer of screening currents, showing how the London equations
describe the Meissner effect. The temperature dependence of the London penetration depth








However, the precise dependence of the penetration depth follow various relationships,
depending on the superconducting material. This will be picked up again later in this
chapter and in the results chapter 7.
4.1.3 Ginzburg-Landau theory
The London theory does not take into account the spatial variation of the superconducting
charge carriers in a superconducting sample. With the discovery of materials with nor-
mal/superconducting domains near H = Hc, Ginzburg and Landau attempted to construct
a mathematical model describing superconductors by considering the free energy near its
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superconducting transition in terms of an order parameter, ψ, which can also be thought
of as a macroscopic quantum mechanical wavefunction [110, 111]. The order parameter is
used to describe the density of the superconducting electrons according to,
ns = |ψ|2 . (46)
The superelectron density varies with temperature, dropping to zero at Tc. Near Tc, the
density of superelectrons is small enough that it can be used as an expansion parameter in
a Taylor series expansion of the free energy density of the system,
F (ψ) ≈ F (ψ0) +
dF (ψ0
dψ





(ψ − ψ0)2 + ..., (47)
where ψ0 = ψ(Tc). Noting at Tc, ψ0 is zero then the free energy at Tc is the same as










equation 47 can be re-written as,
Fs = Fn + α(T ) |ψ|2 +
1
2
β(T ) |ψ|4 . (50)
Here, Fs is the free energy density of the superconducting state and must be a minimum at
the transition point, therefore the odd powers in the expansion are removed. By equating





A minimum in energy below Tc can only be achieved if the sign of α(T ) changes at the
transition. Ginzburg-Landau theory can be extended via the additions of more terms. The
first additional term is the kinetic energy term to account for spatial variations in the order
parameter. A second term is added to account for the magnetic field energy. This yields,
Fs(r, T ) = Fn + α(T ) |ψ|2 +
1
2







In the case of superconductivity, qs is e
∗, the effective electron mass of a Cooper pair also
equal to 2e. Hence the mass m∗ is also equal to 2m. The magnetic vector potential is given
by A, described via B = ∇×A. Since the premise of Ginzburg-Landau theory is lowering
of the overall system energy when undergoing a transition into the superconducting state,
minimising equation 52 with respect to ψ(r) and A(r) is the next step. This leads to two
Ginzburg-Landau equations:
αψ + β |ψ|2 ψ + 1
2m∗
(−i~∇− e∗A)2ψ = 0, (53)









Equation 53 describes the spatial variation of ns while equation 54 is a quantum mechanical
description of the supercurrent. The spatial variation of ψ in a superconductor is mitigated
by the contribution of the condensation energy. The length scale over which ψ can vary
is limited by the coherence length, ξs(T ). This can be defined using equation 53 when
magnetic fields and currents are zero giving,










2m∗ |α| . (56)
The subsequent variation of the density of superconducting charge carriers over the length
scale ξs is shown graphically in figure 22. Upon substituting the equation for ns as a
function of α and β, into the London penetration depth equation (equation 41), one can
see that both the coherence length and the penetration depth exhibit the same dependence












Figure 22: The variation of ns over the coherence length, ξs, at a superconducting-normal
interface.
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The surface energy at the normal-superconducting phase interface adds an extra contribu-
tion to the free energy which is proportional to the total area of the boundary. The net






c (ξs − λL). (59)
Here it becomes clear that there are two scenarios when λL << ξs and λL >> ξs, i.e.
when κ < 1 and κ > 1 respectively. This gives us two type of superconductors, type I
(κ < 1) and type II (κ > 1), which will be described later.
4.1.4 BSC theory
Ginzburg-Landau theory was then taken by Bardeen-Cooper-Schieffer (BCS) to another
level by describing the conduction electrons as a nearly free electron gas, bound together
by an electron-phonon interaction [112]. They constructed Cooper pair states composed of
bound pairs of electrons, each having spin and momentum of equal magnitude but opposite
sign, on the assumption that this would be the most energetically favourable configuration
for the system. One would expect a mutual repulsion within the pair, however this is
overcome by the distortion of the surrounding lattice. The fast moving electrons will
attract the lattice ions leaving behind a local region of higher positive charge density. This
will attract a second electron which essentially becomes indirectly bound as a result its own
interaction with this positive charge cloud. The electron separation in the pair is defined
by a characteristic distance, the BCS coherence length.
However, so far our discussion just treats two electrons in isolation. BCS theory remedies
this by constructing a many body state of Cooper pairs with different wavevectors, assuming
the only interactions that matter are those within the Cooper pairs themselves. When
multiple Cooper pairs are taken into account, the number of available pairing states (K ↓
,−K ↑) becomes constrained. The many electron wavefuntion (ψ) was proposed by BCS
as a product of many Cooper pair wavefunctions,
ψ(r1, r2..., rn, k1, k2..., kn) = φ(r1, r2, k1, k2)φ(r3, r4, k3, k4)...φ(rn−1, rn, kn−1, kn).
(60)
where r is the position vector (x, y, z), kn is the wavevector of the electron, φ is the
wavefunction of the two particles scattering repeatedly subject to the conservation of mo-
mentum, and n/2 is the total number of Cooper pairs. As for a normal Schroedinger
wavefunction, this gives the probability of finding one electron at r1 at the same time as
another at r2, unconstrained by momentum. Maximising the number of pairs in equation
60 lowers the energy of the system significantly. By having all Cooper pairs in the same
state with the same energy appears on the face of it to violate the Pauli exclusion principle.
Hence the Cooper pairs are better thought of as composite particles, being represented by
one coherent wavefunction throughout the whole superconducting material.
A key parameter of superconductors is the binding energy of the Cooper pairs (the energy
required to destroy the pairing). This binding energy explained previously measured energy
gaps of superconductors as well as their zero resistivity whereby Cooper pairs cannot scatter
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off the lattice if the lattice phonons are below a certain threshold energy [113]. When a
material is cooled below Tc, the lattice vibrations drop below this threshold, resulting in
the zero resistance state.
4.1.5 Unconventional superconductors
Thus far in deriving BCS theory we have only considered a wavefunction containing the spa-
tial component of the electron pair. A more complete picture would also be the combination
of the spatial and spin components (σ), so that the wavefunction now becomes,
Ψ = ψ(r1, r2..., rn, k1, k2..., kn) · Φ(s1, s2..., sn). (61)
A Cooper pair, being thought of like a boson, can have a spin of S=0 or 1. The pair
wavefunction describes the probability of finding one electron with respect to the position
of the second electron of the pair, while an atomic orbital is the probability of finding
an electron with respect to the nucleus. Thus making an analogy with atomic orbitals, a
BCS ground state with a net zero angular momentum would be termed an s-wave (l=0).
In this case, the s-orbital is spatially symmetric meaning that the spin component of the
wave function should be anti-symmetric such that we have anti-parallel spins making S=0
(spin-singlets). This pairing is what defines conventional superconductors.
By now considering other odd (l=1,3,...) and even (l=0,2,...) angular momenta we see
that we can form more spin-singlet and also spin-triplet (S=1) states. The 2D real space
distributions of the bound states of l=1 to 3 are shown in figure 23. As one can see, the
probability densities at the origin of non-zero angular momenta are zero. AAs previously
described, the strong electron-electron repulsion is overcome by electron-phonon coupling
in BCS theory, but in non s-wave materials the electronic interactions still play a role. This
is what leads to l > 0 materials being called unconventional superconductors, as the role
the electron-electron interactions is important and still not fully understood (and because
these were discovered later than s-wave superconductors).
Figure 23: A sketch of the 2D real space distributions of the microscopic Cooper pair
wavefunctions. The unshaded and shaded areas denote different signs of the wavefunction.
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4.1.6 Type-I and Type-II superconductors
So far in this chapter, superconductors have been described as having just a superconduct-
ing and a normal state. However, in reality many superconductors do not behave like this.
Superconductors can be split into two families, type-I superconductors and type-II supercon-
ductors. Type-II superconductors are particularly important since nearly all technologically
important materials, including all known high temperature superconductors (HTS), are
type-II superconductors.
In type I superconductors, supercurrents only flow at the surface, and their superconductivity
is quickly destroyed under weak fields. Type-I superconductors without demagnetising
effects are as described in section 4.1.1, where they enter a Meissner state up until a critical
field Hc. Type-II superconductors, on the other hand, exhibit two states with two distinct
critical fields, the lower critical field, Hc1, and the upper critical field Hc2. When below Hc1,
the superconductor is in the Meissner state, and when above Hc2 the superconductor returns
to the normal state. In between the two critical fields (Hc1 < H < Hc2), the superconductor
enters a mixed state, where it contains an array of non-superconducting vortex cores. This
is sketched in figure 24 as well as figure 25 where the temperature-dependent magnetisation
is shown. Type-II superconductors are usually compounds, unlike type-I superconductors
which are usually pure metals. Furthermore, for type-I superconductors typically λL << ξs
and for a type-II superconductor typically λL >> ξs. The precise crossover was determined
to be κ = 1/
√
2 [114]. This means that the Ginzburg-Landau parameter (c.f. equation 58)
can be used to indicate which type a superconductor is. When κ < 1/
√
2 superconductivity
comes to a more abrupt end (as is reflected by the short penetration depth) while for the case
of κ > 1/
√
2, the superconducting/normal interface lowers the overall system energy. For
fields applied up to Hc2, the superconducting-normal area is maximised by the nucleation of
an increasing number of quantised flux tubes. These penetrate the sample at certain sites to
lower the magnetostatic energy, allowing superconductivity to survive to much higher fields
compared to type-I superconductors. The normal cores are then surrounded by circulating
supercurrents that shield the magnetic field. This brings us to the next subsection of this
chapter where we discuss vortex matter in greater detail and explain how studying vortex
matter is key to understanding the high current properties of superconducting materials.
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Figure 24: A sketch showing the temperature dependence of the two critical fields along
with a diagram of the field distribution in each case.
Figure 25: A sketch showing the temperature-dependent magnetisation of a type-II super-
conductor.
4.2 Vortex matter and vortex pinning
Before delving into vortex matter and vortex pinning it is first necessary to understand
flux quantisation, something that was touched upon in the previous section. Vortices are
often located on non-superconducting regions arising from extrinsic effects such as crystal
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impurities, defects or intrinsic geometric effects such as strong demagnetisation factors. A
vortex along with its vortical current is shown in figure 26.
Figure 26: A sketch of a normal region in a superconducting sample. The vortex core is
shown by the blue region along with the supercurrent in red. The resultant field is shown
by the black arrows.
The vortical currents are represented by the following form of the order parameter,
ψ = |ψ| exp
i(P ·r)
~ . (62)
Inserting this into the second Ginzburg-Landau equation, simplifying, and assuming H=0,





where where P is the canonical momentum, P = ~∇φ(r). Between two points, X and Y,
a closed loop of current will have a phase difference, ∆φ. In the presence of a magnetic
field one has to add an extra component to the phase difference via the vector potential, A,
where B = ∇×A. Upon substitution from equation 63 , this results in a phase difference











A · dl (64)
Due to the single value nature of quantum mechanical order parameter in Ginzburg-Landau
theory, the overall phase difference must always be an integer multiple of 2π. Here l is an
infinitesimally short section of the current path between X and Y. Thus the phase difference









A · dl = n · 2π. (65)
By then using Stoke’s theorem and the fact that the surface integral B · dS is equal to the
total flux enclosed, one obtains the fluxoid quantisation condition,




Js · dl, (66)
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where the flux quantum is Φ0 = h/qs. By assuming that as one moves further away from
the vortex core, the super current density reduces to zero we achieve true flux quantisation.
Hence,
Φ = nΦ0. (67)
4.2.1 Vortices in type-II superconductors
One can show that the critical fields of a type-II superconductor depend on the penetration










When multiple vortices are close to one another, the supercurrents of one flow past the
core of another, causing a repulsive Lorentz force. In 1957, Abrikosov demonstrated using
Ginzburg-Landau theory that in an ideal type-II superconducting sample, the vortex lattice
should form a square structure, as this is expected to have the lowest energy. This was
eventually confirmed using the Bitter decoration method [114, 19]. Abrikosov actually got
this initial prediction wrong, it turns out that it forms a triangular lattice. This triangular
Abrikosov vortex lattice is shown in figure 27 (a) while the microscopic structure of a vortex
core can be seen in (b).
Figure 27: (a): An Abrikosov vortex lattice with lattice spacing denoted by a. (b): Sketch
of the microscopic structure of a vortex.
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From this it is clear that the number of vortices increases and their spacing decreases with
increasing applied field until the upper critical field is reached. Generally the lowest energy
state is when each vortex core contains one single flux quantum, Φ0. Each vortex core
contains one flux quantum as it is energetically favourable if the superconductor generates
a superconductor/normal conductor interface above the lower critical magnetic field. This
is achieved when the smallest quantum state is reached, this being plus or minus 1.
The London description of a vortex is not physically accurate since it has no analogue of
the coherence length, causing the field and the supercurrent density to become singular at
the vortex core. J. R. Clem proposed his own more realistic Ginzburg-Landau model based
on the introduction of a variational coherence length [115]. Here Clem assumed a trial






where ρ is the radial co-ordinate, R = (ρ2 + ξ2ν) and ξν is the variational coherence length
[115]. Solving Ampere’s law and the second Ginzburg-Landau equation, Clem obtained






























where Kn(x) is a modified Bessel function [115]. This function is later used to quantitatively
fit imaged vortex profiles to obtain values of the penetration depth and superfluid density.
4.2.2 Vortex motion and pinning
In an ideal type-II superconductor, vortices will move in response to the Lorentz force
arising from transport currents. In practice, however, type-II superconductors contain many
defects, impurities, second phases, grain boundaries and dislocations which act as pinning
centres for the vortices. These restrain the vortices and oppose the Lorentz force. Their
role is crucial in applications of high temperature superconductors as pinning maintains
high critical current densities. If this were not the case vortices would they dissipate energy
(e.g., due to eddy currents in the normal cores) as they move, causing finite resistance and
dissipation. Hence, for high Jc applications, the density and the size of the pinning sites
need to be optimised. Usually, the optimum size is when the the defect dimension is of the
same order as the vortex core. If the defect is smaller than the coherence length, the core
may spread out over several defect sites, averaging their effect and reducing the pinning
force. Pinning forces can be understood by carefully analysing the motion resulting from
the Lorentz force. The current-induced Lorentz force per unit length on a flux line is given
by,
Fp = J × Φ0, (74)
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A resistance is then generated due to the motion of the vortex via,
E = BΦ0J/η, (75)
where η is the vortex viscosity. One can now see that at the critical current density, the
Lorentz force will exceed the pinning force and vortices will start to move. The maximum
possible supercurrent density, or better called the pair breaking critical current density, can









Comparing this with the following result that can be derived from the Ginzburg-Landau





and rewriting the kinetic energy term with νs eventually yields a simpler form of equation
52,
Fs = Fn + α |ψ|2 +
1
2







Substituting for ns using equation 46 and minimising with respect to ns one obtains an
















However, the pair breaking critical current only applies in type I superconductors without
vortices. In principle, perfect, defect free type II superconductor should not be able carry
any supercurrent at all, i.e., Jc=0. However, in real materials with pinning the minimum
force per unit length required to ’depin’ a vortex is,
Fp = Jc × Φ0. (81)
The overall dependence on current density is well illustrated by the sketch shown in figure
28.
4 SUPERCONDUCTIVITY AND VORTEX MATTER
Figure 28: Sketch of voltage versus current density for a type II superconductor showing
the linear ’flux-flow’ regime once the pinning force is exceeded by the Lorentz force.
From an energy perspective, each vortex has an energy, ε, per unit length given by,
ε = ln(λL/ξs)(φ0/4πλL)
2, (82)
The presence of pinning sites reduce the overall vortex energy, such that vortices become
pinned in the bottom of these potential energy wells.
Even if J < Jc, vortices are still subject to thermal fluctuations that can cause them to jump
out of and between pinning sites, also called flux creep, which leads to finite dissipation.
Hence, even when the Lorentz force is smaller than the pinning force, a vortex can still be
driven into a motion. This can be explained via the vortex viscosity that opposes the force
once the Lorentz force exceeds the pinning force.
Fη = ηνv = FL − Fp. (83)
Making further substitutions,




where η is the vortex viscosity. This flux flow effect is also responsible for the time relaxation
of persistent currents flowing around a superconducting loop. P.W. Anderson devised a
theory for flux creep in type II superconductors by considering the flux motion as a thermally
activated process [116]. When there is no force applied on the system (i.e. J = 0), the








where kB is the Boltzmann constant. The probability of moving in all directions is the same,
hence < P >= 0. However in the presence of a force, this ’tilts’ the energy landscape such
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One can then estimate the induced electric field as,













where B is the internal magnetic field. Thus we see that there is an additional flux creep
regime when J ≈ Jc in a V-J relationship which is shown in figure 29.
Figure 29: A sketch of the E-J relationship when now considering thermally activated flux
creep in addition to flux flow.
In samples with strong pinning, magnetization is typically irreversible as the flux entry and
exit into a sample of finite size is delayed and flux is trapped even at H = 0 (giving rise to





and in a slab-shaped sample with the field applied perpendicular to the transport current




We see that the magnetic induction always has a constant slope in a region of constant
critical current. The effect of this is best illustrated by the sketch shown in figure 30.
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Figure 30: Sketch of flux entry (left) and flux exit (right) in a superconductor with strong
pinning. Slopes are equal to ±µ0Jc while outside the central superconducting region the
horizontal lines are drawn at µ0H.
This model, known as the Bean critical state model, can in principle also be used to estimate





where R is the cylinder radius and ∆M is the height of the saturated M −H magnetisa-
tion loop [117]. When taking images of finite size superconductors it is hence important
to consider the cooling history and edge effects on the field profiles. Research on vortex
pinning has become a huge field within the superconducting and materials growth com-
munity. Hence the effectiveness of different vortex pinning configurations will be explored
in further detail later in this chapter in the context of maximising Jc in high temperature
superconducting tapes.
4.3 High temperature superconductors (HTS)
A plethora of HTS materials have been discovered and can generally be split into different
families, some having already found a variety of applications such as magnetic resonance
imaging machines, magnetic levitation train tracks, thin film electronic devices (sensors
etc), and energy transportation and storage [118]. While there are other superconductors
with higher critical temperatures such as hydrogen sulfide with a Tc of 203K, these only
have high critical temperatures under very high pressures which is beyond the scope of this
thesis, hence will not be discussed further here [119]. Magnesium diboride (MgB2) is a
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relatively cheap HTS material that is easy to work with and has a Tc of 39K [120]. The most
recently discovered HTS materials family is the iron pnictide or Fe-based superconductors
[121], currently claiming to reach critical temperatures up to the 109K in FeSe [122]. The
family of main focus in this thesis is the cuprate family, with a Tc reaching up up to 133K
in a mercury-based structure (which would allow lossless energy transportation if living at
night time on the moon!) [123]. The most commonly studied cuprates are YBa2Cu3O7−x
(YBCO) and Bi2Sr2Can−1CunO2n+4+x (BSSCO), however, a lesser well known one used
in tapes manufactured by SuNaM is GdBa2Cu3O7−y (GdBCO) with a Tc of around 94K
[8, 124]. This subsection covers the basics of HTS materials with a particular orientation
towards HTS material applications for HTS tapes – that is large scale manufactured HTS
materials for high current applications (e.g. power and magnet applications). A timeline
of the discovery of superconducting (including HTS) materials is shown in figure 31.
Figure 31: Timeline of the discovery of key superconducting materials and their critical
temperatures since the first demonstration of the phenomena in 1911 [125].
4.3.1 Structure of HTS materials
The cuprate superconductors (including GBCO) have crystal structures very similar to the
perovskite materials with orthorhombic symmetry, the structure of the unit cell of GBCO,
which was determined from X-ray diffraction measurements, is shown in figure 32 which
was determined through X-ray diffraction measurements [126]. The structure is comprised
of a succession of CuO2 planes lying normal to the c axis, which contain mobile charge
carriers where the supercurrents flow. Thus, cuprates have high electrical conductivity in
the CuO2 planes, while normal to these planes it is very poor, resulting in high anisotropy.
The physical properties are hence highly two dimensional. These are then separated by CuO
and Gd/Ba-containing layers which act as charge reservoirs. A further intriguing property of
YBCO-type ceramics is that the vortex structure will depend intimately on the orientation
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of the magnetic field with respect to the layered structures, having a pronounced impact
on the superconducting properties [127].
Figure 32: The unit cell structure of GBCO as determined from X-ray diffraction measure-
ments [126].
Despite over 30 years since its discovery, a good understanding of high temperature su-
perconductivity remains elusive. Trends as a function of pressure and chemical composi-
tion were rapidly found dues to altering the doping fraction [128]. The large crystalline
anisotropy also results in anisotropy in the vortices and screening currents that depends on
the relative orientation of the applied external magnetic field. Magnetic fields in the Hab
plane tend to produce a highly elongated rhombic lattice of ‘Josephson’ vortices typically
centered in the normal spaces between the CuO2 planes. Magnetic fields along the c-axis
produce the typical Abrikosov vortex lattice. Although, some cuprates, such as those based
on bismuth and mercury, have their vortices ’broken down’ into pancake vortices, usually
when the CuO2 planes have a separation greater than 2ξs. This results in a more 2D
model of the flux lines being required rather than a 3D one. This also has an effect on the
measured values of ξs and λ. In the case of tilted fields, both in-plane and out-of-plane
vortex forms coexist. Tuning the lattice structure is possible by carefully altering the fields
in the c- and ab-planes, as shown by P. J. Curran et al. in figure 33 where a variety of
lattice structures was obtained [129].
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Figure 33: Phase diagram of the composite vortex lattice with applied field component,
Hab, on the horizontal axis and applied field component, Hc, on the y axis. Insets of SHPM
images and sketches can be seen for specific field parameter at T=85K [129].
4.3.2 HTS tape fabrication
Despite the fact that the subject of this thesis is not the growth/fabrication of HTS tapes,
it is important to gain insight into the possibilities and limitations of current HTS materials
and how this affects the current methods of optimising Jc of these tapes. Hence a basic
overview will be given in this subsection on the growth and fabrication of HTS tapes. In
this case GBCO will once again be the focus.
The most recent development in superconducting applications is that of 2nd generation high
temperature superconducting tapes (2G-HTS). These are more often grown epitaxially on
a structure of supporting layers, as opposed to first generation wires which were usually
Bi-2223-based systems made via a ’powder-in-tube’ method. This technique has allowed
the use of YBCO, which can retain its higher current-carrying ability in larger magnetic
fields than its cousin; BSSCO [130, 131].
2G-HTS tapes are grown by several major manufacturers including; AMSC, SuperOx,
Bruker, SuNaM, Shanghai superconductor and Fujikura. Each has their own unique method
of fabricating them on a large scale. The technique used is important, not just from a scal-
able production and competitive cost perspective, but studies have suggested that the
fabrication process and the substrates used play an important role in the pinning mech-
anism/structure, and hence, on Jc [132]. Various methods such as pulsed laser deposi-
tion (PLD), metal organic deposition (MOD), metal organic chemical vapor deposition
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(MOCVD) and reactive co-evaporation by cyclic deposition and reaction (RCECDR) are
being utilised. SuNaM employ a reactive co-evaporation by deposition and reaction (RCE-
DR) approach for the growth of the GBCO layer in their tapes, which provides them with
a very high Jc of more than 4MA/cm
2 at 77K under self-field conditions [8]. The precise
structure of these tapes is shown in figure 34. Pinning can be controlled during the growth
process by altering the growth material composition. In SuNaM tapes the optimum bal-
ance between Gd2O3, BaO and CuxO leads to what is currently thought to be the optimum
pinning via measurements of Jc [8]. SuNaM attribute this to the concentration of Gd2O3
secondary phases, pO2 composition and nanoparticle size [133]. The top protective layer of
pure Ag makes it much easier to expose the GBCO layer for experimental studies, compared
to other tapes which uses a multi-compound solder between the superconducting layer and
protective layer.
Figure 34: Schematic diagram of a SuNaM GBCO tape with all layers indicated. Fabrication
is usually performed from bottom to top via various steps [8].
4.3.3 HTS vortex matter
The properties of vortex matter can change depending on the conditions imposed on the
material, such as temperature and externally applied magnetic field. In type-II supercon-
ductors such as the cuprates, this allows vortices to undergo phase transitions between
thermodynamic states. These are typically induced by vortex-vortex interactions, thermal
fluctuations, anisotropic behaviour and system disorder [127]. In an HTS superconductor
there are two distinct states, one which is the magnetically irreversible zero-resistance solid
vortex phase and another reversible liquid phase with dissipative currents [127]. In a per-
fect superconducting crystal, the solid phase is where an Abrikosov lattice forms, sparser
than the liquid state, and separated by a melting line from the liquid state. In HTS ma-
terials, the vortex lattice will melt when the mean displacement from thermal fluctuations
is on the order of the lattice constant a such that: ξs < rdp(T ) < a, where rdp is the
characteristic length of the disorder potential. At the melting temperature this takes the
form rdp ≈ 〈u2〉1/2th , where 〈u2〉
1/2
th denotes the mean thermal displacement of an individual
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vortex. In a vortex liquid the vortex tubes fluctuate so that they average out the effect of
the disorder potential; meaning that the liquid cannot be pinned. This makes the liquid
phase highly non-ideal for HTS applications. The irreversibility line, as shown in figure 35,
can be shifted by optimising the type and density of defects in the system. In the ideal
case, this line should be brought as close as possible to Hc2 since the dissipationless regime
is desired [127].
Further glassy states have also been suggested to exist at low temperatures. In a material
with weak and random disorder points, defects like oxygen vacancies and electron irradiation
produce a vortex glass. A Bose glass on the other hand is formed when a material has
correlated disorder, e.g. columnar defects due to heavy ion irradiation and 2D planar
defects [127]. The characteristics of a vortex glass state that make them ’glassy’ is their
finite-temperature freezing transition where the relaxation times extend to macroscopic time
scales. The primary feature of the vortex-glass phase is the quenching of the dynamical
degrees of freedom into a specific state. This means that the vortices become immobile
and the resistivity at vanishing driving force is zero, essentially ticking the box of a ’true’
superconductor.
Figure 35: Sketch of the typical vortex H-T phase diagram in cuprate superconductors.
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4.3.4 Vortex pinning in HTS tapes
Maximising the current-carrying capacity of tapes/wires means increasing the critical cur-
rent density, Jc. As previously explored, this is ultimately limited theoretically by carrier-pair
dissociation at very high values of current density (the maximum theoretical current den-
sity any superconductor could ever carry). The critical current density in this section is the
vortex-based critical current, which is typically several orders of magnitude smaller than
the depairing critical current density and is based on different criterion discussed. Here we
will discuss some of these criterion that the type-II HTS superconductors are affected by.
The reason for focusing specifically on Ic and not broadly the current carrying capacity
is because by increasing film thickness, Jc is actually found to decrease. Hence, up to
now HTS tape superconducting layers have been kept around about 2µm in thickness
[130]. Currently experimentally measured values of Jc are still far below the pair-breaking
limit [134]. This can be attributed to a variety of reasons including: cracks and voids in
the crystal, thickness inhomogeneity, poor grain stitching during growth (grain orientation
angle) and (often by extension), the movement of vortices [135].
Factors that a manufacturer of tapes may want to consider in terms of tape engineering
are: the pinning energy of the sites and their size, shape and density. The pinning force is
dependent not only on the size and shape, but also on the composition and interaction with
the rest of the material. The cumulative effect of adding multiple pinning sites can also be
difficult to model, generally one notes a trend whereby Jc increases until a certain density,
past which Jc will decrease. There are a very wide variety of defects that can be used
for vortex pinning, and each type has its own subset of properties to play with. Defects
which can be used to improve (or potentially hinder) the performance of the tapes, include:
Irradiation for nano-sized defects, changing the density of dislocations, surface deformation,
impurities distributed in the bulk of the superconductor and rare-earth substitution [130].
It has also been suggested that local ionic magnetic moments may affect the pinning
mechanism [136]. With the impact of pinning on Jc, studying the effects of pinning sites
is possibly the single most important factor in developing HTS tapes for applications. The
various different types of defects for pinning is well summarised visually by S. R. Foltyn in the
sketch 36 [130]. Pinning sites that have been artificially introduced into a superconductor
are often known as artificial pinning centers (APCs). Sadly, because of the overall effect
and interplay between the many types of defects, it is almost futile to precisely predict
Fp and hence Jc of any postulated system. Hence one relies heavily upon experimental
experience in cataloguing the effects of the various pinning centers.
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Figure 36: Sketch of the typical defects responsible for pinning in cuprate superconductors,
usually anything that locally supresses the order parameter on a scale of 0.1-1nm is an ideal
candidate [130].
There are different possible types of vortex pinning centers in a superconductor which
depend on the origin of pinning and the conditions the superconductor is exposed to.
One can sort pinning centers by their dimensionality. Zero dimensional pinning sites are
usually aforementioned oxygen vacancies or point defects (defects usually smaller than ξ3s ).
Dislocations or columnar defects are known as one dimensional centres, grain boundaries
as two dimensional ones and nanoparticles or local straining as three dimensional ones.
Figure 37 illustrates this pinning center dimensionality. Pinning centers also have anisotropy
or isotropy, whose impact then depends on the orientation of the applied field. Local
strains, oxygen vacancies and nanoparticles usually behave equally in all field directions,
but, dislocations or grain boundaries can be very anisotropic.
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Figure 37: Schematic representation of the dimensionality of different pinning centers.
Pinning centers can also be characterised into weak and strong pinning centers. These can
be evaluated via the temperature dependence of Jc. For weak pinning sites such as oxygen
vacancies the weak collective pinning model predicts the following expression [127],





where Jweakc (0) is the weak pinning contribution at T=0K and Tweak is the vortex pinning
energy of such defects measured in Kelvin. On the other hand, for a strong pinning site,
the model proposes [137],









where, Jstrongc (0) is the strong pinning contribution at T=0K and Tstrong is the vortex
pinning energy of such defects measured in Kelvin. The subtle differences between them
shows that strong pinning centers are more effective at high temperatures. This presents
us with a ’pinning-type’ phase diagram. The most prominent type of strong pinning to
date is pinning by columnar defects as they have been shown to work the most effectively
under high temperature and low field conditions [127]. However at low temperatures and
high fields, thermal effects are at their lowest, meaning that even weak pinning centers
are ’active’. This leads to a different pinning regime to that at high temperature and low
fields where we see a shift from a columnar regime to a more isotropic smaller ’point-like’
regime. In between high and low fields and temperatures, the regime becomes mixed since
weak pinning centers become ’inactive’ if the temperature is too high, while the field is too
high for one vortex to occupy a single pinning site. Assuming the presence of both pinning
types - anisotropic columnar and isotropic three dimensional defects - the pinning regime
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becomes a superposition of both of these. Here, the vortex energy is better minimised due
to the lower activation energy path the interspersed three dimensional defects provide for
vortices moving between columnar defects [138].
4.3.5 Magnetic superconductors: the effect of local magnetism on superconduc-
tivity
New discoveries are constantly adding to the growing wealth of fascinating phenomena
in high Tc materials discovered are not the only ones of interest. Superconductors with
a magnetic transition above or below a superconducting transition are very rare since, in
principle ferromagnetism should destroy superconductivity. Recalling the fact that Cooper
pairs generally have opposite spins in a spin-singlet pair, this would generally be incom-
patible with the spin alignment characteristic of the ferromagnetic state. Despite this,
some scientists thought it would be a good idea to search for some form of coexistence,
e.g., work on ErRh4B4 by W. A. Fertig. Fertig discovered a material with a supercon-
ducting transition temperature, only to see it return to the normal state at a lower tem-
perature. This was explained by the long-range ordering of the magnetic moments of the
Er3+ ions at low temperatures [139]. Since then, other materials were discovered which
exhibited a similar behaviour [140]. It was well known before this that rare earth (RE)
impurities that exhibit ferromagnetic exchange interactions drastically affected the super-
conducting properties when embedded in a host superconductor, usually by reducing Tc
[140]. Abrikosov–Gor’kov (AG) theory attempts to describe this in terms of a second order















where Tc0 is the non-perturbed superconducting transition temperature and a is the pair-
breaking parameter proposed by AG which is proportional to the exchange interaction
parameter, γ (the interaction between the ferromagnetic exchange field and the Cooper
pair). Uranium-based superconductors allowed these questions to be explored when a su-
perconducting transition was discovered just below a ferromagnetic transition [141]. Thus,
being a true superconducting-ferromagnet, i.e. where the superconducting transition is be-
low the Curie temperature. S. S. Saxena and co-authors suggested that the same electrons
are both ferromagnetic and superconducting, which prompted a move away from viewing
superconductivity as being due to a lattice interaction towards a magnetic interaction [141].
These authors suggested this material is not a spin-singlet superconductor, rather a spin-
triplet one. However, this is still to be definitely proven despite plausible agreement with
developed models.
On the other hand, materials which exhibit a magnetic transition below the superconducting
transition temperature also exist, better known as a ferromagnetic-superconductors. This
brings us closer to the material of interest in this thesis, which is the EuFe4As4 family
[142]. This has re-ignited the debate on whether spin-singlet superconductivity can exist in
the presence of local-moment ferromagnetism. In the EuFe4As4 compounds, the magnetic
moments and the superconducting electrons probably occupy separate sublattices, which
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is proposed to allow the existence of superconductivity in spite of the high concentration
of localized magnetic moments (i.e., the exchange field between the two subsystems is
very weak). This is also noticeable in the very weak effect the Eu-sublattice has on the
overall Tc of the compound, in stark contrast with previous findings and the predictions
of AG theory [140, 7]. Currently our understanding of this effect stops here and hence
new research, especially into studying what happens on the surface of these materials, is
needed to complete it. These materials may not just prove to be useful in advancing our
understanding of superconductivity, but also open the door to rather exciting applications.
By combining ferromagnetism with superconductivity, one can envisage new superspintronic
devices that exhibit the functionalities of spintronics with no dissipation!
5 Experimental techniques
The following section describes the vast array of experimental techniques used throughout
this thesis’ research, including the SHPM imaging technique, nanofabrication techniques
and topography and chemical characterisation techniques.
5.1 Operation of an SHPM
The research work described in this thesis not only looks at improving the Hall probe compo-
nent of an SHPM, but also will use an SHPM to study novel ferromagnetic-superconducting
materials and vortex matter in high critical current high temperature superconducting tapes.
This section describes in further detail the operation of an SHPM to help gain a better
understanding of the design of future Hall probe chips and to describe the preparation and
imaging of superconducting samples for the SHPM. Figure 38 shows the general schematic
diagram of an SHPM system.
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Figure 38: Schematic diagram of an SHPM system including the sample and insert com-
ponents and the controlling and the PC that controls it.
5.1.1 SHPM cryostat and design
An SHPM can utilise both an AFM and an STM approach. The research undertaken on
superconductors in this thesis use the STM approach which requires a mechanically stable
enclosure to be able to approach to within a few nanometers, but imposes few restrictions
on the gas environment. As such, an SHPM system includes not just the Hall probe but
also the positioners which move the Hall probe to be able to achieve nanoscale resolution
motion. The other important component of the SHPM system is the cryostat. Performing
SHPM on superconductors requires low temperatures and liquid cryogens are generally
needed to keep the sample at and below its critical temperature. Finally, the amount of
flux trapped in a superconductor may need to be controlled, hence an external magnetic
field must be applied. This sub-section describes the SHPM insert system including its
piezoelectric positioners and the housing of the SHPM: the cryostat.
The three key components of the SHPM can be considered to be the sample puck, the
Hall probe and the x-y-z motion piezoelectric transducers (in our case a slider and a tube
scanner). All of these are located on the SHPM head, whose position on the SHPM insert
is noted in figure 14. Once fabricated, the Hall probe is mounted on a bespoke package
which has six connection. Two of these are for the Hall voltage leads, another two for
the current leads, one for the tip and one acting as a spare lead which could be used for
other applications such as a gate voltage. For an AFM tracked SHPM, the tip lead can
be freed up for use in combination with the other free lead for applications such as the
addition of quartz tuning fork sensor or a field excitation coil for Hall probe susceptometry
[143]. The package design with a Hall probe bonded to it can be seen in figure 39 (a). The
Hall probe is securely fixed with low temperature epoxy to the package and wire bonded.
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Electrical contact is made using the spring loaded pins pushing onto the respective contacts
on the rear of the Hall probe package. This is then mounted so as to oppose the sample
by being screwed onto the end of the piezoelectric scanner tube. The sample is likewise
fixed to the sample puck using conducting silver paint as shown in figure 39 (b). The silver
paint ensures that a sample bias voltage can be established and a tip-sample tunnel current
formed. As shown in 39 (c), the probe-sample tilt angle can be optimised via the three
fine-threaded alignment screws. Before inserting the SHPM insert into the cryostat, the
sample bias to the sample puck needs to be connected, as shown in figure 39.
The separation between the tip and sample can be altered using the two piezoelectric
transducers. These enable nanometer positioning resolution to a high degree of accuracy.
The piezoelectric effect dictates that certain materials become mechanically stressed or
strained when they are exposed to an electric field, usually by applying a voltage between
two electrodes on the material. In the case of SHPM, the main piezo is in the form of a
tube, as shown in figure 38. This tube has been segmented into four quadrants allowing for
different voltages to be applied to them [144]. It is important to note that the piezoelectric
coefficient falls as a function of temperature approximately linearly. For our system the
maximum scan range at 300K is 57.08µm x 57.08µm, compared to the smallest range at
4.2K being 7.42µm x 7.42µm. The same scaling relationship operates for the piezeoelectric
slider used for coarse approach in the z direction, meaning that each z step is smaller at
lower temperatures. It is hence important to calibrate the lift-off height (final probe-sample
separation) and image size carefully at each temperature when performing image analysis.
The fastest scan time at all temperatures using the full available range is roughly 4 minutes
for our system. All these parameters depend upon the length of the scanner tube, the
diameter of the tube, its wall thickness, the piezoelectric coefficients of the piezomaterial,
and the maximum applied voltages.
While the SHPMs in our laboratory use piezos, it is possible for the scanner motion to
be driven by motors and micrometer screws [50]. his gives the microscope a significantly
larger scan area (in the millimeter range), but with a much larger pixel size in the micron
range (due to the larger step sizes) [50]. Using this approach involves a trade-off between
scan range and positioning resolution, for example, a centimeter scan range microscope can
have a positioning resolution of 200nm [145].
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Figure 39: Various images of the components of an SHPM head. In panel (a), the Hall
probe i shown affixed and wire bonded to the SHPM printed circuit board. In (b), a sample
is shown fixed on the SHMP sample puck with Ag paint, and (c), is an image of the
microscope ensemble onto which both probe and sample are attached.
Furthermore, studies of various material systems such as Skyrmions and superconductors
require an externally applied magnetic field. This demands an integrated magnetic field coil
in our SHPM system. An inert gas or ultra-high vacuum is also needed for a stable tunnel
current to be formed. This is all achieved within the SHPM cryostat, a labelled example
of the one used in our laboratory is shown in figure 40 A along with a schematic in B.
The electromagnets are solenoids would from copper or Nb/Ti superconducting wire, and
surround the neck of the cryostat (where the sample and probe sit). These electromagnets
typically supply in the range of tens of mT for Cu wires up to tens of T for superconducting
wires. In the cryostat shown here there is both an in-plane and out-of-plane electromagnet
whereby the in-plane one can be rotated around the axis of the cryostat by 360 degrees.
In cases where high fields are needed, a superconducting solenoid has been installed inside
the cryostat. To efficiently keep the sample cool, the cryostat is equipped with an outer
vacuum jacket which must be pumped out to 10−6mbar pressure for good thermal isolation.
Likewise, once the insert is inserted and properly sealed with an O-ring and clamp, the
isolated sample space should be pumped free of air and back-filled with an atmosphere
of inert Helium gas. This is to prevent the high piezo voltage breakdown, which depends
non-monotonically on gas pressure. The sample space is repeatedly purged with Helium
gas to ensure maximal purity in the sample space. It is important to note that the sample
space should be back-filled with Helium gas every time the temperature has been lowered,
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due to considerations of the ideal gas law.
Figure 40: A: Photograph of one of the cryostat systems used in this project for SHPM.
Pneumatic pads provide vibration isolation.B: A schematic of the cryostat interior as viewed
from the side. The sample space is coupled to the cryogenic bath via a heat exchanger.
The cryostats used accept both liquid Helium and liquid Nitrogen. Liquid nitrogen is
supplied from a commercially-filled Dewar via a flexible bellows-type transfer tube into the
transfer port. The cryogen bath simply fills and the system cools. A needle valve is used
to bleed a small amount of cold cryogen through the heat exchanger to control the sample
space temperature. For experiments requiring liquid Helium, efficient filling first requires
the cryostat to be as cold as possible. Once the sample space has been cooled using
liquid Nitrogen (this is often monitored by a temperature sensor in the sample space), all
of the liquid Nitrogen needs to be removed. This is achieved by using the gas vent port
to pressurise the cryogen bath, with Nitrogen gas for example, and the liquid Nitrogen is
expelled via the transfer port. Due to the high latent heat of liquid Nitrogen, it is essential
that all liquid is gone before filling with liquid Helium, otherwise the cryostat may never
reach base temperature. Once this is achieved, liquid Helium may be used to fill the bath,
this time the gas vent valve is connected to a Helium recovery system for possible collection.
5.1.2 Sample preparation
Not all samples to be imaged are electrically conducting, allowing a tunnelling current to
form between it and the tip. In this case samples are often coated in gold. If samples
are also suspected of having poorly-conducting surface oxides, they are often coated as a
safety measure to ensure stable tunnelling. Once mounted as described in the previous
sub-section, the title angle can be set. The tilt angle between the sample and probe is very
important as this contributes to the probe-sample separation. Figure 41 illustrates how the
separation is impacted by the set tilt angle, as well as the fabricated tip-probe distance.
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With the height, Z, of the tip above the sample and the probe-sample separation, D, the
actual height, Ztot, between the probe and the sample needs to take into account via the
title angle, sin(α). This is given to be Ztot = H+Dsin(α). Using this, along with the hall
probe wire width, w, the absolute spatial resolution can be given by
√
w2 + Z2tot. Since the
probe and sample are monitored visually under a binocular microscope, the coarse motion
transducer can be operated manually without experiencing a sample-probe crash during
alignment. During cooldown, the probe-sample separation is usually kept in the range of a
few hundred micrometres to avoid any thermal contraction resulting in a possible crash.
Figure 41: Illustration of the probe-sample distance dictated by the tip-sample separation,
the tilt angle and the tip-probe separation.
5.1.3 Sample approach and imaging
Once the insert is placed into the cryostat and all the necessary conditions are met as
described in the earlier sub-sections, the probe can now be approached to the sample. The
probe is approached via a stick–slip coarse approach mechanism. An automatic approach
process is used involving feedback from the tunnel current amplitude. During the approach
and imaging, the sample is biased, usually with +0.2V with respect to the STM tip, and
the tunnel current, It, is monitored. Once the tunnel current exceeds a target value, for
example 1nA, the approach halts. Outside of the approach cycle, if this current is reached
the head automatically retracts to a height where It no longer exceeds this target current.
The automatic approach consists of scanner tube extension and retraction steps, bringing
the probe closer to the sample. After full extension without the target tunnel current being
met, the scanner tube makes one coarse approach step. This cycle is repeated until the
target current is reached, and the approach procedure automatically terminates. Once the
automatic approach is halted, a small lift-off is given on the piezo tube (usually 3-5V in the
controller menu, where 20V = full range, depending on the expected sample topography).
The edges of the scan area are then slowly scanned to check for higher topographical
features. If a tunnel current exceeding the target is detected, the probe is lifted up a bit
more. This process is repeated until the entire perimeter is checked with no tunnel current
detected.
Once approached, the sample can be imaged in one of two modes: flying mode and tracking
mode. Both of these are illustrated in figure 42. Flying mode involves the raster scanning
the probe above the sample after having lifted off a fixed height above the surface (this
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could range between 10s of nanometers to a micron). Flying mode is advantageous in that
it is faster and greatly reduces the probability of a probe-sample crash which would cause
irreversible damage to the probe and sample. However, due to the increased probe-sample
separation, both the spatial and magnetic resolution are negatively impacted. Tracking
mode, on the other hand, is operated using the full capabilities of a scanning tunnelling or
atomic force tip. By maintaining a fixed sample-probe separation using the tunnel current
in a feedback loop, the probe can scan without hitting the surface. This achieves the
greatest resolution. However, often for samples with complex topography this gives a high
chance of a probe-sample crash. Finally, the slow scanning due to running the feedback
loop means temporal resolution is sacrificed in tracking mode.
Figure 42: Illustration of the two different operation modes of an SHPM: flying and tracking
mode.
5.2 Substrate preparation
The crucial supporting platform for all devices is the substrate. In the case of all of the
samples prepared in this project, the substrate is either Si or Si/SiO2. Silicon dioxide is
frequently used due to the various benefits it offers. It plays an important role in the
optical identification of monolayer or thin flake graphene and hBN flakes exfoliated onto
the substrate (c.f. chapter 5.3.1). Usually a 300nm or 90nm SiO2 thickness is best for
this purpose due to the maximum optical interference it provides [146]. The oxide layer
also acts as a dielectric gate in back-gated devices, c.f., the results chapters to see the
typical range of doping density that can be achieved this way. Which side is the correct
side to use? This is quite a straightforward question to answer. Wafers are usually polished
on one side and rough on the other side, so the device side is the one that mirrors light.
Wafers of Si and SiO2 are characterised not only by the thickness of the oxide layer, but
also the wafer resistivity, typically in the range of 0.01-0.02Ωcm.
Substrate dicing: Larger substrates may need to diced into smaller pieces. This procedure
is also the same as the one used once a wafer of devices has passed through all fabrication
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steps and needs to be diced up into individual chips. A diamond scribing tool is used to
make scribe lines where we want to cut the wafer. For example, we have may have a 10cm
circular wafer of Si/SiO2 that we want to break up into 10mm×10mm samples. To do this
we make a square lattice of scribe lines with a 10mm periodicity using a manual micrometer
stage. The scribing station uses vacuum chuck to ensure that the chip does not move while
this is being performed. It is also important to consider that for Si substrates, one needs
to scribe along the crystallographic axes to ensure a clean cleave. Usually these can be
identified from the polished flats at the wafer edge, and scribe lines must be carefully aligned
to these. This can be accurately achieved using the manual angle adjustment control on
the scribing station. During operation the diamond-tipped scribing tool drops to the level
of the surface of the chip, and is then drawn manually across the wafer to form the scribe
line. This process is repeated for all scribe lines, while lines in the perpendicular direction
can be made after turning the wafer using the 90 degree rotation mechanism. The final size
of individual devices after scribing depends on the dimensions of the package used. This is
smallest for the leadless packages requiring chip sizes to be 3.75mm × 3.75mm. Cleaving
is then achieved by applying a small force on both ends of the wafer to be split into two,
supporting one half on a glass slide with the scribe line running along one edge of it.
Substrate cleaning: Having a very clean substrate, whether a ’blank’ substrate or one
with an incomplete device present, is very important to ensure a strong metal-surface
adhesion, a higher exfoliation yield and to avoid chemical contaminants from affecting any
etch reactions and/or device performance. A simple three step process is used to clean most
substrates, the only difference being how much sonication power is used, if any. In some
cases, such as sample with weakly adhered CVD or exfoliated 2D materials, a cleaning step is
avoided as solvents can cause them to delaminate. For the best exfoliation yield, an oxygen
plasma clean is used to further remove surface adsorbents [147]. In figure 43, the simple
’wet’ cleaning process is shown using trichloroethylene acetone and isopropanol (IPA).
Trichloroethylene is an effective degreasing agent while Acetone effectively removes polymer
residues, e.g., to strip commonly used resists like Polymethyl methacrylate (PMMA). IPA
is a very pure general solvent that evaporate quickly, leaving very little residue. Sonication
involves placing the beaker in a water-filled ultrasonic bath which agitates the solvent
particles. This increases the rate of polymer, residue or other contaminant removal, and
can also increase the rate of lift-off. However, if one already has important features on the
substrate, it is important to keep the sonication power low, or to use none at all.
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Figure 43: A schematic flow diagram of the generic substrate cleaning procedure, with a
short nitrogen blow dry at the end of each step cleaning steps.
5.3 Nanofabrication of devices
A variety of different devices were fabricated during the course of this project. Hall cross
arrays and bars were fabricated from CVD graphene and exfoliated graphene/hBN. SHPM
devices were fabricated from exfoliated flakes. Hall cross arrays are simply an array of 8
Hall crosses each with their own pair of voltage contacts and one pair of current contacts
servicing the entire array. This ensures the economical use of purchased CVD material
and exfoliated flakes. We have also used ‘easy-transfer’ CVD graphene from Graphenea to
transfer graphene onto pre-patterned gold contacts. Encapsulated devices were fabricated
with hBN flakes using a dry transfer rig. This section is dedicated to describing the methods
used to fabricate these aforementioned devices. Only the generic use of each technique is
described here and any innovative applications of them are described in the appropriate
results chapters.
5.3.1 Mechanical exfoliation of flakes
Also known as the ’Scotch tape’ method, the mechanical exfoliation of flakes (in our case
graphene/graphite and hBN) involves using sticky, low residue Nitto tape to cleave flakes
from larger crystals [4]. Graphene was obtained via mechanical exfoliation of graphenium,
1.0 - 1.8 mm, flakes. Two or three of these were stuck on the sticky side of the blue
Nitto tape. The tape was then folded over onto itself and subsequently rapidly unfolded.
This process was repeated until the tape surface area was well loaded with thin graphite
flakes. The purpose of this is to load the tape and maximise the graphite to substrate
surface area, increasing the probability of larger and thinner flakes. These flakes could be
thinned down further by using another piece of Nitto tape to cleave off the area of flakes
currently on the original Nitto tape, and the folding-unfolding process was again repeated
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for this second tape. If still thinner flakes are required, another tape can be used and the
process repeated. Once a satisfactory thickness and concentration of flakes is attained, the
Nitto tape was pressed down onto a carefully cleaned substrate (c.f. chapter 5.2) using
the thumb, and held in place for one minute. The tape was then swiftly peeled off. Figure
44 shows an image of a monolayer obtained using this method and a schematic of the
mechanical cleavage process to help gain a visual understanding of the process.
Figure 44: A schematic diagram of the exfoliation process using Nitto tape, including an
optical microscope image of a monolayer (encircled in red) found on an Si/SiO2 sample
after exfoliation.
Flakes are usually searched for under an optical microscope. It is here that the advantage
of using SiO2 becomes apparent,as under a high enough optical magnification, monolayer
flakes become readily identifiable. To make flake searching easier, the substrate to be
exfoliated onto usually has pre-patterned Au registration marks in the shape of an inward
tapering cross with a 200µm pitch (c.f. figure 44). The precise details of this process
can differ depending on the flakes used and what one wants to do with them. For non-
encapsulated devices this procedure is followed exactly. However, if searching for monolayer
and few-layer flakes for encapsulation, the substrate should not be O2 plasma cleaned
beforehand, otherwise it becomes extremely challenging to pick up the flake due to the
much larger adhesion force on an ultra-clean substrate. Thick flakes of hBN from HQ
graphene were used for hBN-graphene-hBN encapsulation. Since we do not need few-layer
hBN flakes and hBN is in much less supply than graphite, we use hBN flakes sparingly and
only lightly load one tape using the method described above. The mechanical exfoliation
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process is repeated until a few flakes of moderate thickness and reasonable size are found.
The tape is then viewed under an optical microscope to find a region where there are
reasonable thickness flakes of the right size which can then be exfoliated onto a ’pickup
stamp’. This leads us onto the next section describing how 2D materials can be transferred
to create more intricate devices and encapsulated stacks.
5.3.2 2D material transfer processes
To make 2D material heterostructures or 2D materials on top of other premade device
structures, one must cleanly transfer them. There are generally two families of trans-
fer methods, a dry and wet. Wet transfers in this work involve transferring CVD grown
graphene on top of another 2D material flake supported on a substrate. This can be
achieved starting from CVD graphene grown on copper by first spinning a support poly-
mer layer on top of the graphene and etching away the copper using a copper etchant
such as ammonium persulfate [148]. The graphene and polymer then end up floating in
etchant, and can subsequently be ’fished’ out using the target substrate and gently washed
in deionised water. There is now a vast catalogue of different wet transfer methods [148].
Since the focus of this project is not the transfer process, we will not go into detail and
confine our discussion to a simple transfer method using commercially supplied materials.
In this case a PMMA/graphene/support-polymer stack is provided by commercial suppliers,
Graphenea. Following similar steps as with graphene on copper, the stack is dipped into
deionised water at an angle until the support polymer is detached and sinks to the bottom
of the beaker. The PMMA/graphene should then be floating at the top of the water, and
can be readily fished out using the target substrate. The substrate with graphene is then
be removed and left to dry for 30 minutes before being held in a vacuum for 24 hours to
improve graphene-substrate adhesion. The substrate is then be placed in acetone for one
hour to remove the supporting polymer, followed by a soak in IPA for another hour. Finally,
the graphene/substrate is annealed at 400◦C in an inert atmosphere for two to four hours.
The process is summarised in figure 45.
Figure 45: step-by-step sketch of the ‘easy-transfer’ process developed by Graphenea.
As with wet transfers, there are numerous methods for dry transfer. Again we will just
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describe the one employed in this project. In our case we use a dry, polymer-free transfer
method, whereby the graphene layer never touches a polymer layer and remains largely
contaminant free. Graphene or hBN can be picked up with, or placed onto, a poly-
dimethylpolysiloxane (PDMS)/polycarbonate (PC) stamp. The stamp is made by cutting
a small window in a large piece of Nitto tape which is stuck onto a glass slide; a piece of
PDMS is cut to fit in this window and PC is spin-coated over the PDMS. The Nitto tape
can then be peeled away leaving behind the polymer stamp where the window was. After
loading the stamp with the first flake, the glass slide with the stamp is loaded face down
into a clamp on a 3-axis manual stage as shown in figure 46. The target substrate and
the stamp each have their own x-y-z stage so the hBN or graphene flakes can be put down
at whatever location the user wants by coordinating the motion of the two stages under a
microscope (c.f. figure 46). The flake is slowly approached to the desired position while
looking through the microscope. Contact is made once the contrast changes on one side
of the field-of-view due to the stamp touching the surface. Once this happens, the flake is
slowly further approached until the stamp sticks to all of the substrate in the field-of-view.
At this point the flake is either picked up, or dropped down. Whether it is picked up or
dropped down depends on the adhesion force between the flakes and the substrate. If the
adhesion between the flake and the substrate is greater than the adhesion between the two
different flakes, the sample on the substrate cannot be picked up. By heating to approxi-
mately 90◦C using a substrate heater on the same stage, one can bias the interactions in
favour of a stronger flake-flake adhesion. Thus, a flake can be picked up. This process can
be repeated to form a stack, which can then be dropped down into another desired location.
However, the stamp must now be removed by dissolving the PC layer with chloroform. This
separates the stamp from the stack, leaving behind just the substrate holding the desired
stack or single flake (such as hBN/graphene/hBN).
Figure 46: A side-view sketch of the dry transfer set-up.
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5.3.3 Device design
The goal of most nanofabrication processes is to produce a device with some form of shape
or artificial design. Lithography is the main tool used to do this for designs with features on
the micrometer and nanometer scale. The two main types of lithographic processes used
to make devices are photolithography and electron beam lithography, both of which will be
described later in this chapter. These both involve reading from a data file which contains
the design one wants to create and then writing this pattern directly on the sample. These
digital patterns are created in a lithographic design software such as K-layout or Elphyplus.
In these software packages, polygons can be drawn to form the desired device structure.
When designing it is important to consider where the centre of the design is with respect to
the position on the substrate where we want to write it. Alignment marks can be added so
that the center of these marks is easily identifiable, such as the centre of a cross or a sharp
corner. Often these positions may already have been deposited or etched away on the chip
prior to patterning. To carefully align to these features, one can import an optical image
into a software package like K-layout and then design the structures in known alignment
to the registration marks. An example of this is shown in figure 47.
Figure 47: An example design in K-layout superimposed on an optical image of bilayer
graphene flakes that are to be made contact to. The gold squares are windows which
open up around the gold cross alignment marks designed for layer-to-layer electron beam
lithography.
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When designing patterns for electron beam lithography, it is important to consider the order
and potential drift-related shifts between polygons being written. To minimise the impact
of any slight shifts, small overlaps are added between adjacent polygons to ensure there are
no discontinuous leads or etch windows. The polygons are also written in a well-controlled
order, usually spiralling out from the smallest feature to the larger lead sections at the
perimeter. Once the design is finished, it can now be used in the lithography process.
5.3.4 Photolithography
Photolithography can be performed using a direct laser writer (DLW) which uses a 375nm
wavelength semiconductor laser to ’draw’ out any desired structures with a spatial resolution
in the range 06 – 1.0 micrometer. Shipley S1813 is a positive tone photoresist, meaning
that the exposed (or written on) areas become soluble in alkaline developer due to polymer
chain scission. A negative tone resist on the other becomes hardened upon exposure,
usually by polymer cross-linking. For metal deposition, a positive tone resist should ideally
be at least 3 times thicker than the thickness of the metal deposited to ensure clean lift-off
when dissolved in acetone. In this case the DLW exposes windows in the photoresist on
the substrate or material where metal contacts will be deposited or trenches will be etched.
To achieve this, a layer of S1813 photoresist is spin coated on the substrate. This involves
dropping resist onto a substrate from a syringe or pipette until covered. The sample is
then held in place by a vacuum chuck integrated into the puck of the spinner and spun at
a selected spin speeds to uniformly coat the substrate. A bake is subsequently performed
to remove solvents. For S1813 resist, it is spun at 500rpm for 5s to uniformly spread the
resist followed by 5000rpm for 30s to obtain a uniform film with thickness of approximately
1.25 micrometers and then baked for 30 minutes at 90◦C.
In this project a Heidelberg Instruments µPG100 was used as the DLW. A schematic of the
DLW is shown in figure 49. The sample is placed on a stage and secured via a vacuum
chuck just as with the spinner. A motorised stage then moves the chip under the laser
which approaches the sample using an automated focusing routine. The µPG100 can use
two different methods of auto focusing, pneumatic and optical. In the case of pneumatic
focusing, the laser head blows air and ’feels’ the pressure built up inside the head. A
pressure sensor reads this change in pressure and halts the approach at a certain pressure
threshold. The optical approach is preferred as it can be used on smaller-sized samples (¡
25mm) and achieves a more accurate focus. The optical focus operates by reflecting a laser
beam from the substrate, with the shape of the reflection measured and converted into a
signal. This controls the movement of the piezos adjusting the fine head height, until the
ideal shape is attained. The pattern can be aligned to features on the substrate, either
previously deposited metal structures or substrate corners, by entering x, y and θ (the angle
shift between features).. Once aligned, the laser is manually focused onto the resist layer
using the manual z axis piezo control and then the appropriate laser power (dose, usually
determined via a dose test) selected to draw the pattern. Finally, the digital pattern to be
written is loaded into the DLW) and the write routine is executed.
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Figure 48: A schematic diagram of the Heidelberg µPG100 DLW system.
After having written the pattern, the stage releases the sample ready for development.
For the case of S1813, a 2:7 ratio Microposit 351:deionised (DI) water mixture is used
as developer. The sample is developed for 30 seconds and then taken out of the mixture
to be rinsed in DI water. It is important to confirm complete development under a low
magnification microscope before continuing, as any resist residues can compromise the
metal lift-off process. After this, the sample is ready for etching or thin film deposition,
depending on the next process step. An example of an exposed and developed pattern is
seen in figure 49. The alternative approach for photolithography is to use a commercial
mask aligner. However mask aligners have disadvantages compared to using the DLW.
The mask aligner needs a dedicated mask for each pattern to be exposed, which can prove
costly, especially in the case of fabricating devices from random shape and size flakes which
all need their own unique pattern. This also allows greater flexibility when encountering
unanticipated issues during device fabrication. However for large area structures such as
large wafers of registration marks for exfoliated flake searching, it is faster to simultaneously
expose many structures in a mask aligner compared to a DLW which takes time to write
each feature sequentially.
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Figure 49: Optical image of an exposed and developed pattern written in S1813 photoresist
with the DLW. The darker regions are exposed regions where thin metal films are to be
deposited. A slightly darker rectangular-shaped region near the middle indicates the location
of a CVD graphene film which is to be contacted in order to fabricate a Hall cross array.
5.3.5 Electron beam lithography
Electron beam lithography (EBL) is used instead of DLW in cases where high resolution
(typically sub-micron) features or very precise alignment is needed The much higher resolu-
tion is achieved due to the very much shorter wavelength of high energy electrons. A beam
of electrons accelerated to 10-30keV is produced from a field emission electron gun in a
high vacuum chamber. The electron gun is followed by an aligner to collimate the beam,
which then is focused by a condenser and objective lenses to bring the maximum number
of electrons to a point on the resist surface. The electron beam position is controlled by
deflection coils situated above the objective lens. An electrostatic beam blanker acts to
turn (deflect) the beam on/off while writing. A stigmator and zoom lens help minimise
aberrations and aid focusing of the beam. Forward- and backscattered primary electrons
as well as secondary electrons broaden the beam in the resist, thus resist outside of the
desired pattern area receives a non-zero dose [149]. This can affect the size and shape of
the features being written and this so-called proximity effect can be minimised by carefully
designed dose corrections and/or modifications to the pattern design. A schematic of an
electron beam lithography system is shown in figure 50.
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Figure 50: A schematic diagram of an EBL system.
Within this project the EBL system has been used to define the Hall crosses through use of
a negative tone resist, Hydrogen silsesquioxane (HSQ), which acts as a robust etch mask.
The HSQ slowly cross-links in air, however, so care must be taken that it is spun on and
baked and immediately prior to exposure. In order to facilitate resist removal a thin layer
(150nm) of PMMA is spun at 3000rpm on the graphene and baked on a hot plate for 15
minutes at 150◦C prior to spin-coating with HSQ, The allows the exposed HSQ layer to be
lifted off in acetone once device etching is complete. The thinner the HSQ layer the smaller
the features one can pattern. Therefore, in order to pattern deep sub-micron Hall crosses a
2% solution of HSQ is spin-coated at high speeds (5000rpm) to obtain a very thin layer of
25-35nm. The sample is then baked on a hot plate at 150◦C for 5 minutes. The HSQ is
subsequently exposed at a typical dose of approximately 500µCcm−2. The sample is then
developed in 25% tetramethyl ammonium hydroxide (TMAH) alkaline developer at room
temperature for up to 1 minute, until all the unexposed HSQ is removed.
5.3.6 Thin film physical vapour deposition and lift-off
Ohmic contacts for all devices made during this project consist of bilayers of chrome and
gold. Additionally, samples and substrates requiring an electrically conductive coating (e.g.,
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for SHPM) are usually coated with gold. These metals are deposited by electron beam (e-
beam) evaporation using an electron beam from a charged tungsten tip to heat a target
metal in a crucible. The chamber needs to be under high vacuum (≤ ×10−7mbar) to
allow the electrons to pass to the evaporation source and to reduce ambient contaminants.
The heated source metal in a crucible then sublimes, flying ballistically towards the sample,
where it precipitates into solid form. The crucible is loaded in a water-cooled copper hearth
to prevent it from heating up to the point where it also starts to evaporate material towards
the sample. To avoid any chemical interactions with the electron beam filament it is kept
well isolated from the source, and a magnetic field is used to bend the electron beam
into the crucible. Multiple metal sources can be loaded into the e-beam evaporator and
one can manually switch between them without having to vent the system. In practice a
layer of chrome is needed as an adhesion layer between substrate/graphene and the gold
for both inner contacts (5nm Cr) and outer contacts (20nm Cr). 70nm is then typically
deposited for inner contacts and 250nm for outer contacts. The correct deposition rate is
important to achieve good adhesion between layers, and is typically set at 0.25 to 0.75nm/s.
Electromagnetic coils allow one to align and scan the electron beam across the surface of
the source material in the crucible in order to optimise the stability and uniformity of the
deposition. In addition, the sample holder rotates slowly to obtain a more uniform film
thickness across large samples. After removal from the evaporator the sample is placed in
acetone to lift-off the unwanted metal. Sonication is sometimes needed to remove metal in
tight spaces between design features. Sonication should be limited to low powers and short
times to avoid unwanted loss of graphene or occasionally even the contacts themselves.
Figure 51: A schematic diagram of an E-beam evaporation system.
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5.3.7 Dry plasma etching
Using a reactive ion etcher (RIE) or inductively coupled plasma (ICP) etcher, one can
controllably remove PMMA, graphene, silicon and SiO2 in a gas plasma. A plasma etching
machine works by generating a low pressure plasma whereby the high energy ions attack
the sample surface. Gas enters the chamber through the top and exits through the bottom,
and the plasma is initiated by applying a strong radio frequency (RF) electromagnetic field
to the wafer platter. The gas molecules are ionised by the oscillating electric field, creating
a plasma, and in each cycle ions are accelerated up and down in the chamber, striking the
wafer platter [150]. Electrons deposited on the wafer platter cause a build-up of charge
which develops a negative voltage of a few hundred volts. The large voltage difference then
causes positive ions to collide with the samples to be etched [150].
Figure 52: Sketch of the operation of an RIE chamber. This includes the two electrodes,
creating the electric field (denoted by arrows) that accelerates the ions towards the sample
wafer (gray).
Parameters to optimise during etching include: pressure, etching time, gas flow rate and
power. Generally, increasing the power and pressure will decrease the time needed to etch
to a given depth. The flow rate and pressure influence the sidewall angle of the unetched
material. By deliberately over-etching masks used to define Hall devices, one can further
reduce the width of the crosses by a few nm as the graphene beneath the PMMA/HSQ
layer is gradually underetched (c.f. figure 53). The gases and process conditions depend
strongly on what materials the user wants to etch. For silicon and silicon dioxide, a modified
Bosch etching process involving SF6 and C4F8, at quite high powers is typically used [151].
Graphene and PMMA can simply be etched in oxygen gas at low power and pressure, while
hBN can be etched in a CHF3 and O2 gas mixture. Gas etching recipes are detailed in the
relevant results chapters in which they were used.
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Figure 53: An atomic force micrograph of a nanoscale Hall cross after etching.
5.3.8 Annealing of devices
To remove or great reduce the density of polymer residues adsorbed on the graphene and/or
hBN surfaces, one can employ a high temperature annealing step in inert gases such as
Argon or Nitrogen. An inert gas is used because at high temperatures above 200 degrees
graphene begins to etch in the presence of oxygen, thus destroying the device. We have
utilised a quartz tube furnace which was sealed from ambient atmosphere at both ends.
One end was connected to an Argon gas cylinder and the other end passed through an oil
bubbler to allow gases to escape but denying atmospheric gases entry. Once the sample is
inside and the tube is sealed, it is purged in Argon gas for 30 minutes to remove atmospheric
gases. The temperature is then set and ramped up to its target at 2 K/min. When working
with commercial CVD graphene, a pre-fabrication anneal is performed to minimise residues
from the wet transfer process and increase the surface adhesion of the graphene on the
substrate. This is made at 400◦C for 2 hours. A post-fabrication and bonding anneal has
also been performed to minimise residues from the fabrication process. As will be shown in
chapter 6, this can also reduce extrinsic doping levels, bringing the graphene Dirac point
closer to a zero back gate voltage. In this case the temperature is reduced to 200◦C for 6
hours to avoid damage to the gold pads and leads which harden and become difficult to
bond if higher temperatures are used.
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Figure 54: Labelled image of the furnace system used for the annealing of graphene devices.
The valve on the pressure regulator of the Argon cylinder is connected to the inlet side of
the tube furnace.
5.3.9 Characterisation of materials
Once device fabrication is completed it is important to check whether the process steps
have degraded the material quality or whether specific steps, e.g., Ohmic contact formation,
have failed. This section of the experimental methods chapter describes the various tools
used to characterise the materials and devices throughout the project, focusing separately
on their topography, composition, location and scale (i.e., lateral dimensions of of mate-
rials/devices). The most basic and most widely used of these tools is optical microscopy.
This is employed to search for graphene and hBN flakes on pick-up stamps and Si/SiO2
substrates, to confirm the success of each nanofabrication step such as etching, lift-off and
development, to align components to registration marks and to check the general condi-
tion of materials and devices as they are used. However, optical microscopy has limited
spatial resolution, and cannot yield accurate information about material composition or
topography. Hence we need additional tools to be able to probe these.
5.3.10 Raman spectroscopy
Raman microscopy is one of the tools that can be used to characterise the thickness and
quality of 2D materials (particularly in our case graphene). For example, it can indicate how
many layers of graphene there are in a flake and give a measure of its quality [152]. It can
also be used as a probe of the performance of materials that are integrated into devices, for
example it can monitor how the quality of a material changes as it goes through fabrication
process [153].
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Raman microscopy works by measuring the inelastically scattered light that has interacted
with phonon-excited matter. When light interacts with matter there is an energy exchange
between the incident photons and the sample which results in the emission of red-shifted
light at energies lower than that of the incident light. This is known as Stokes scatter-
ing, with the opposite (blue-shifted light) known as anti-Stokes scattering. In practice the
Raman scattered intensity scales inversely with the fourth power of the excitation wave-
length. This is in contrast to elastic scattering whereby molecules emit light with the same
wavelength as it was excited by. This elastically scattered light is usually filtered out in
a Raman spectroscopy experiment [154]. Ideally the incident light is monochromatic and
high intensity, and generally comes from a laser source. The Raman shift is described as
the energy lost (or gained) by a photon in this inelastic scattering event. This is given
in wavenumbers with the conversion factor of 1cm−1 = 0.124meV . A Raman spectrum
is then built by measuring the intensity of these scattered photons as a function of the
Raman shift. These intensities and shifts are directly related to the molecular structure of
the sample, and this is what makes it such a powerful and simple tool for characterising
materials. An example of a Raman spectrum of bilayer graphene is seen in figure 55.
Figure 55: A Raman spectrum of a bilayer graphene flake on Si/SiO2.
Figure 55 highlights one of the key uses of Raman spectroscopy, the identification of the
number of layers of graphene in a flake. In this case there are three key features of the
graphene Raman spectrum: the G peak, usually at 1580cm−1, the 2D peak, usually at
2700cm−1, and the so-called disorder (or sometimes defect) D peak, usually at 1350cm−1
[152]. The G peak represents first order Raman scattering from the in-plane transverse and
longitudinal optical phonon modes at the Brillouin zone center. The 2D peak represents
second order Raman scattering process from two in-plane transverse mode phonons near the
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K point. The 2D peak is what allows the identification of the number of graphene layers.
It gradually broadens as the flake thickness increases above a few layers, in comparison to
monolayer, bilayer and trilayer graphene in which the 2D peak is much sharper. Monolayer,
bilayer and trilayer graphene can best be determined from the intensity ratio between the
2D and G peaks (I(2D)/I(G)). These changes are also mixed with gradual shifts in the
2D peak, albeit not as straight forward as the peak shape and intensity. The D peak is
as a result of the defect-mediated zone-edge phonons and indicates the defection level in
graphene. These changes are also combined with gradual shifts in the 2D peak position,
although this is not as straight forward to analyse the peak shape and intensity. The D
peak is a result of defect-mediated scattering from zone-edge phonons and is a measure of
the density of defects in the graphene. This peak is a very good probe of how graphene
quality is affected as a result of CVD growth, as well as subsequent transfers and device
processing. A clear example of the use of this peak in thickness identification is given by
G. Liu et al., and is reproduced in figure 56 [68].
Figure 56: Raman spectra of different thickness few-layer graphene flakes on Si/SiO2,
where n is the number of layers, showing a clear evolution of the 2D peak as the thickness
increases [68].
5.3.11 Atomic force microscopy
Atomic force microscopy (AFM) was used as an important characterisation tool throughout
this project. Given the ability for AFM to operate in ambient conditions this makes it a
frequently used characterisation tool in many research fields, becoming almost as widely
used as optical microscopy. AFM was principally employed to obtain nanoscale resolution
topographic images of graphene-based devices as well as being used to confirm the thickness
and roughness of hBN and graphene flakes. Furthermore, an AFM can also be used as a
magnetic force microscope (MFM) with the appropriate ferromagnetic tip, as described in
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chapter 2.1.4.
AFM records the deflection of a microscopic cantilever as it raster scans over the sample.
The deflection is a result of the force between the apex of the tip on the cantilever and
the atoms/molecules on the surface of the sample. Just as with STM, a feedback loop
is used to measure the deflection of the tip while keeping the height (or sometimes force)
constant [155]. There are three main operation modes for an AFM: contact, tapping and
non-contact modes. Since tapping mode AFM was the only mode used to image in this
project, the discussion in this section will be limited to describing this. A nanometer sharp
tip is brought to oscillation close to its resonant frequency using a piezoelectric element. In
tapping mode, the frequency and amplitude of the driving signal is kept constant. As the
tip approaches the sample surface it experiences either an attractive or a repulsive force,
which causes the amplitude to change. A feedback circuit controls the piezoelectric scanner
to keep the frequency and amplitude constant by adjusting the height. This height change
can then be used to form a topographic map. Tapping mode is preferred to avoid damage
to the sample as there is only ever intermittent contact between the tip and sample.. A
schematic diagram of an AFM is shown in figure 57. This example uses a laser and a
4-quadrant photodetector to measure the deflection of the cantilever via the light reflecting
off the metal-coated (usually Al) back side of the cantilever.. The sample stage motion
is provided by nanometer-resolution piezoelectric positioners, enabling accurate images of
devices with wire widths and pitches in the tens of nanometers. It is important to note that
the ultimate resolution of a commercial, ambient AFM (e.g., the Asylum Research MFP-3D
used here) does have limitations. Electrostatic forces on the tip, the finite tip apex radius
apex and the finite angle tip sides are can all contribute to this. Other factors such as
hydration layers on top of and between flakes and substrates distort the true measured
thickness. In practice the accurate determination of the precise number of graphene layers
in the range 1 - 10 is difficult with AFM alone, and one should ideally combine this with
Raman microscopy to get an accurate confirmation.
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Figure 57: A diagram of an AFM cantilever deflected from the surface of sample. In this
case, the deflection is monitored via a laser beam reflected from the metal-coated upper
surface of a Si cantilever.
The laser light source can be positioned so that it reflects off the end of the cantilever.
The closer to the end of the cantilever, the greater the sensitivity, but this can also add
noise. Hence the user needs to find an appropriate balance when position the laser on the
cantilever. Each cantilever has a slightly different resonant frequency which needs to be set
in the control software by performing an auto tune process that oscillates the probe across
a range of frequencies and locks into the resonant peak. The actuator then ’dithers’ the
cantilever near or below its fundamental oscillation frequency. Various parameters can be
adjusted while scanning to optimise the quality of the image. The scan size and offsets
can be altered, as well as the scan speed, for example in order to be able to scan smaller
areas with higher resolution. A final, and important parameter, is the set-point which is the
value that the height feedback loop will maintain during the scans. This usually should be
about 80% of the free amplitude (amplitude when not touching the sample surface). Since
the tip moves back and forth over the same line, two traces are obtained, these should
ideally closely match each other, if not, then the set-point needs to be tuned until they
approximately agree.
5.3.12 Scanning Electron Microscopy
The operation of an SEM in the context of electron beam lithography was described in
chapter 5.3.5. An SEM can be used for high spatial resolution imaging of materials or
devices. It uses a focused high energy (1-100keV) electron beam and raster scans it over a
sample. At each spot where the sample is hit by the electron beam, the electrons lose energy
by multiple random scattering events and electron absorption within a teardrop shaped
volume, as shown in figure 58. The size of this teardrop depends on the electron’s impact
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energy and the material it is incident on. Low energy secondary electrons are emitted from
inelastic scattering. The high-energy electrons from the electron beam, can be reflected or
back-scattered from the sample by elastically scattering with the sample’s atoms. Electrons
backscatter stronger with heavy elements than light ones, therefore detecting backscattered
electrons can be used to differentiate between regions with different chemical compositions
in a sample. The intensity of the secondary electrons is directly related to the atomic
composition and geometry of the features in the sample. In the light of this it is clear that
the SEM is still a surface analysis method, similar to AFM, but with a much higher spatial
resolution down to a couple of nanometers. It is also capable taking images from different
angles and exploring the 3D structure of samples. As for EBL, the SEM chamber must be
at a high vacuum in order to be able to operate the field emission gun.
Figure 58: A sketch of the electron beam-sample interaction as the main electron beam
hits a spot on the sample.
An extension to the SEM technique is energy dispersive x-ray analysis (EDX or sometimes
EDS). EDX takes advantage of the fact that an inner shell electron can get excited when
the electron beam hits the sample.. This creates a hole that is filled by an electron from a
higher energy shell, with the emission of an X-ray whose wavelength is characteristic for the
atomic structure of the emitting element [156]. When an SEM is fitted with an appropriate
solid state energy dispersive X-ray detector, it can analyse the energy and intensity of these
collected X-rays. Results from an EDX measurement are typically plotted as a graph of
counts versus energy and, using a catalogue of known spectra, one can deduce the elemental
composition of a sample.
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5.4 Electronic measurement methods
The interest of this project has been primarily focused on the electronic properties of
graphene, as outlined in the chapter 3. In addition, resistance-temperature measurements
have been employed to accurately determine the Tc of a superconductor. This section
describes the electronic measurement techniques used, included a discussion of how the
sample and appropriate apparatus was prepared and how the measurement equipment was
used and controlled.
5.4.1 Packaging and wire bonding
The multiple-device substrates fabricated using the methods described in chapter 5.3 scribed
with a diamond scriber and manually cleaved into individual devices. Two types of packages
were routinely used. The first of these is a 20 pin ’leadless’ package which makes contact
to the rest of the sample probe via a socket, whose spring-loaded pins make contact to gold
pads on the leadless package. The latter has a gold base which can be bonded to one of the
pins to provide a back gate voltage to the device. The second package is similar, but is not
leadless, and has 20 pins in a dual in-line configuration which fit into a matching socket.
These sockets connect the device to the sample holder and from there to a connection box
and the measurement apparatus. Schematics of both of these carriers are shown in in figure
59.
Figure 59: Schematics of the two different types of chip packages most frequently used
during the project.
For graphene based devices where the carrier density needed to be tuned, a small part of
the oxide layer on the bottom of the chip was scratched off to make electrical contact
to the ground plane of the package for a back gate voltage. Insulating GE varnish was
painted around the edges of the chip to avoid shorts between bond wires and any exposed
silicon. The device was then stuck into a 20 pin package with conducting silver paint
and wire bonded with 25µm gold wires to the package pins. Slabs of insulating ceramic
were sometimes used to elevate the device above the highest point of the package in the
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event that any surface mapping needed to be performed, e.g. AFM/MFM. If the sample
was to be cooled to lower temperatures, a conducting epoxy adhesive was generally used
as it is more robust under thermal cycling. The wire bonder uses a combination of heat,
pressure and an ultrasonic pulse to bond wires without the need for more traditionally used
solders, allowing for much better micrometer-level precision. The two most commonly used
methods are ’wedge’ and ’ball’ bonding. In our case ’wedge’ bonding is used whereby the
bond wire is pressed between the foot of a wedge tool and the gold bond pad, a ultrasonic
pulse and heating is then applied to then weld the wire to the pad. The free end of the wire
can then be moved in a straight line to the next bond position and the process repeated.
At this point a clamp closes on the wire and it breaks at the bond tail. The completed
package is then pushed into the package holder on the end of the sample insert which is
then loaded into the cryostat where all measurements are performed.
5.4.2 Sample holder and cryostat
The end of the sample holder consists of the package socket, which is either a spring
loaded leadless package socket, or a 20 pin dual-in-line package socket. Wires then run
through the interior of the insert in twisted pairs and link via a connector to a 20 core
cable with grounded shielding. This is terminated at a box with BNC connectors, from
where individual BNC cables lead to the measurement equipment (as shown in figure 60)
to perform electronic data collection.
Figure 60: Image of the electronic characterisation setup. The top of the insert has a
female Lemo connector which allows a 20 pin shielded cable to be plugged in via a male
Lemo connector, linking the sample to a home-built connection box with 20 BNC terminals.
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The insert lowers the sample into the cryostat so that it is positioned in the centre of a 35mT
electromagnet. The insert is then joined to a connection box with multiple BNC sockets
for cabling to source-measurement units, a low noise amplifier and lock-in amplifiers. An
Oxford instruments low temperature cryostat is used to evacuate the sample space and
isolate devices from the ambient atmosphere, and allow us to cool to 77K (following the
same process as described in chapter 5.1.1) and bring to a vacuum the sample space. A
rotary pump is used to pump this space down to approximately 10-2mbar, followed by a
turbo pump down overnight to approximately 10−6mbar. We find that this is sufficient
time to desorb e.g. water molecules from the surface of devices.
Low temperature R-T measurements were performed using a LabVIEW program which
controls a Lakeshore temperature controller and a Stanford Research SR380 digital lock-
in amplifier. A heater coil located around the sample space enabled a controlled 2K per
minute cool down with liquid nitrogen from 300K down to 77K, while the SR380 measured
the sample voltage with a known fixed current to calculate the resistance.
5.4.3 Hall measurements
A LabVIEW program was designed to automatically perform Hall measurements using a
programmable bipolar power supply for the electromagnet, and source-measurement unit
(SMU) to supply a fixed dc current drive to the Hall sensor and measure the Hall voltage
in a conventional 4-lead configuration (c.f. figure 11). The flowchart in figure 61 describes
the automated measurement process for collecting Hall data. The back gate voltage is set
manually with a second Keithley SMU and systematically changed while the Hall voltage
sweep is repeated at each value.
Figure 61: Flow chart of the labVIEW program to obtain Hall voltage data.
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5.4.4 Back gate measurements
To locate the DP of graphene devices, the resistance was measured for each value of back
gate voltage applied. In this case an ac current source was created from the signal output of
the lock-in amplifier by connecting large resistor in series with the device. A 0.5MΩ resistor
was chosen so that an output voltage of 5V produces the desired 10µA source current.
This value of resistor was chosen were used because the maximum output voltage of the
lock-in amplifier is 5V, so to ensure that a reasonable current range from 10µA down to
100nA was used we selected a 0.5MΩ resistor. The Hall voltage leads were then connected
to the differential input of the same lock-in. A LabVIEW code reads the voltage from
the lock-in amplifier automatically at each programmed back gate voltage which is slowly
ramped up and down at a user-defined rate. The resistance is calculated from the entered
(but manually set) ac drive current, and plotted on monitor. For two wire-measurements
(i.e., ones including contact resistances) the just the single ’A’ input of the SR380 was
used, whereas for four-wire measurements (e.g., when measuring Hall voltages), the two
’A’ and ’B’ inputs were used in differential mode.
5.4.5 Low frequency noise measurements
For low frequency noise measurements, the Hall cross was driven by a low noise current
source (powered by two 9V batteries to reduce 50Hz mains pick-up), and the voltage was
amplified by 10001x with an ultra-low noise amplifier. This amplifier was based on an Analog
Devices AD625 programmable gain instrumentation amplifier, which has a very low voltage
noise of 4nV/
√
Hz at 1kHz. The drive current was altered by a potentiometer which, for
the given choice of resistors allowed currents from 1.34µA to a maximum of 308µA. The
output of the amplifier (the amplified Hall voltage) is then fed into the HP3561A dynamic
signal analyser. This provided a plot of the spectral frequency content of the signal in the
range 1Hz to 100kHz,ultimately being limited by the frequency-dependence of the AD625
amplifier gain Typically about 100 spectrum analyser traces were averaged to suppress the
scatter in the data as shown in figure 12. A disadvantage is that the analyser only provides
401 points. In combination with the measurement bandwidth, this makes it better for us
to make the frequency range 1kHz as this is the region of interest for our SHPM. Using a
labVIEW code, the data from the spectrum analyser can be dumped to a text file, which
can be read and re-plotted using a graphical software package. As with Hall measurements,
the back gate is set manually and gradually altered by a separate Keithley SMU, after which
the program is repeated. A basic schematic of the set-up is shown in figure 62.
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Figure 62: A sketch of the noise measurement set-up, showing the connections made to
the Hall cross.
6 Development and characterisation of Nanoscale CVD graphene
Hall probes
It is clear from the electronic performances described in chapter 3 that graphene has what it
takes to become the Hall sensor material of the next generation of SHPMs. Graphene so far
has shown promising nanofabrication versatility and protection layers can be incorporated
above the graphene layer for devices operating in ambient or potentially harmful conditions.
This chapter explores graphene’s potential as a material for nanoscale magnetic imaging and
investigates the suitability of hydrogen silsesquioxane (HSQ) as a protective and potentially
performance-enhancing layer for graphene Hall devices.
6.1 Development of nanoscale graphene Hall probes
6.1.1 Preamble on nanoscale Hall probes
The guarantee that graphene would be an ideal candidate for the Hall probe component
of a nanoscale SHPM is not assured, however, especially since graphene Hall devices with
potential nanoscale spatial resolution have not been extensively tested or optimised. The
first step should therefore be to characterise the performance of graphene Hall probes with
respect to the desired spatial resolution and benchmark the key figures of merit for an SHPM
against previous materials. The following section presents a published paper describing the
performance of CVD graphene Hall probes with wire widths ranging from 50nm wire to
1500nm.
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nanoscale graphene Hall sensors 
for high-resolution ambient 
magnetic imaging
David collomb  , penglei Li & Simon J. Bending  
A major challenge to routine non-invasive, nanoscale magnetic imaging is the development of Hall 
sensors that are stable under ambient conditions and retain low minimum detectable fields down to 
nanoscale dimensions. to address these issues we have fabricated and characterised chemical vapour 
deposition (CVD) graphene Hall sensors with wire widths between 50 nm and 1500 nm, in order to 
exploit the high carrier mobility and tuneability of this material. the measured Hall voltage noise is 
in good agreement with theoretical models and we demonstrate that minimum detectable fields at 
fixed drive current are lowest in the vicinity of the charge neutrality point. Our best performing deep 
sub-micron sensors, based on a wire width of 85 nm, display the excellent room temperature resolution 
of 59 µt/√Hz at a dc drive current of 12 µA and measurement frequency of 531 Hz. We observe a weak 
increase in minimum detectable field as the active sensor area is reduced while the Hall offset field is 
largely independent of size. These figures-of-merit significantly surpass prior results on larger probes 
in competing materials systems, with considerable scope for further optimisation. our results clearly 
demonstrate the feasibility of using cVD graphene to realise very high spatial resolution nanosensors 
for quantitative room temperature magnetic imaging.
Magnetic field sensors are used for a very wide variety of purposes, including but not limited to; biosensing, 
instrumentation and process calibration as well as high precision magnetic field mapping such as Scanning Hall 
Probe Microscopy (SHPM) and magnetic susceptometry1–5. Although there are many different approaches to 
magnetic sensing, Hall-effect sensors have frequently been employed due to their high magnetic field sensitivities, 
quantitative linear response, non-invasive performance and fabrication versatility. This allows them to be used 
in a range of applications where other semi-quantitative and potentially invasive sensor types, such as magnetic 
force microscopy (MFM) cantilevers, may not meet requirements6. They are also much more compact and simple 
to use than the recently developed diamond Nitrogen vacancy (NV) centre magnetic microscope, which requires 
precisely fabricating a single crystal diamond with an NV center at the apex of an AFM tip as well as additional 
lasers and microwave excitation7. The fabrication of Hall probes based on nanoscale wire widths allows high spa-
tial resolution mapping applications to be realised. This requirement is increasingly in demand due to the rapid 
miniaturisation of modern technologies, for example ultra-high density magnetic storage media or magnetic 
domain-wall racetrack memory. However, such probes have a much broader range of potential imaging applica-
tions including combined high-resolution topographic and magnetic imaging of vortices in superconductors and 
domains/domain walls in ferromagnetic films based on SHPM with scanning tunnelling microscopy (STM) or 
atomic force microscopy (AFM) surface tracking. Through the addition of field excitation coils they can also be 
used to perform highly local magnetic susceptometry.
To attain higher spatial resolution for these smaller scale applications, the active area of the Hall probe must 
be reduced while retaining sufficiently low minimum detectable fields. In Table 1 we summarise the performance 
of previously reported Hall probes, including the estimated spatial resolution the sensor would have in magnetic 
imaging applications.
Probes based on GaAs heterostructures are the material of choice for low temperature imaging but, as reflected 
in Table 1, their electronic properties deteriorate undesirably at room temperature8. In addition, edge depletion 
effects make it very challenging to achieve suitably high spatial resolution devices on the order of hundreds of 
nanometres or below, with no Hall crosses yet demonstrated below 100 nm8. High quality epitaxial growth of 
InSb-based probes is challenging and active layers are typically buried ≥50 nm below the epilayer surface1. The 
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device reported in ref.1 was also fabricated in a 320 nm thick InSb film leaving little scope for further reduction 
in size1,9. This is detrimental for applications such as SHPM, where the active layer must be as close to the sample 
surface as possible to achieve the highest spatial resolution. Bismuth probes have demonstrated reasonable 300 K 
resolutions, yet these suffer from poor chemical and mechanical stability and the reproducible growth of Bi films 
is challenging10,11, making them unsuitable for extended operation under ambient conditions.
In contrast, graphene’s low carrier density, tolerance to nanoscale pattering, mechanical and chemical stabil-
ity and its unique band structure, whereby massless Dirac Fermions exhibit extremely high room temperature 
mobilities, make it an ideal contender for high-resolution nanoscale Hall probes12. Being atomically thin it also 
allows the active probe to get extremely close to samples under study, enabling very high spatial resolution map-
ping. Looking towards the more routine fabrication of graphene-based Hall devices, chemical vapour deposition 
(CVD) holds promise as a facile growth technique for the scalable fabrication of large arrays of sensors13,14. In 
addition, once transferred to an appropriate insulating substrate, graphene is a much easier material to pattern at 
the nanoscale than alternative Hall probe materials; a lithography mask can readily be used to transfer a Hall cross 
pattern by etching in a simple O2 plasma. Monolayer CVD graphene is now readily available and is the obvious 
choice for the scaleable production of graphene-based Hall effect sensors15. Combined with a back gate dielectric 
such as SiO2, the carrier density and type can also be tuned, allowing an additional ‘tool’ for optimising minimum 
detectable fields that has not previously been available.
Micrometer-sized graphene Hall probes have been extensively studied in recent years, showing impressive 
figures-of-merit, with some of the best reported probes shown in Table 1. However, investigations of Hall sensors 
with nanoscale active areas, i.e., <1 µm wire widths as required for high spatial resolution magnetic imaging, 
have not been reported16–19. Studies of the mobility of graphene devices with nanoscale dimensions have shown 
a decrease from ~3000 cm2/Vs for probes greater than 100 nm to <200 cm2/Vs for probes smaller than 20 nm. A 
rapid decrease in mobility due to edge scattering tends to set in below 60 nm20.
However, we demonstrate that the figures-of-merit of CVD graphene nanosensors significantly surpass those 
based on competing materials with much larger dimensions. We have studied the influence of wire width, w, on 
the minimum detectable field, Bmin, and systematically investigated the impact of increasing drive currents and 
varying carrier density and carrier type. These critical variables have previously either been overlooked or studies 
have produced inconclusive results16–19. We establish the practical limitations for nanoscale CVD Hall sensors 
and ascertain the optimal measurement conditions for real-world high spatial resolution imaging applications.
Estimation of the minimum detectable field. The Hall voltage from our sensors contains several intrin-
sic sources of noise with different characteristic frequency dependencies. At low frequencies this is dominated by 
“1/f noise” whose power density is inversely proportional to the measurement frequency. The origin of 1/f noise 
in graphene Hall devices has been the subject of several experimental studies21–23, and it is widely accepted that 
it arises from ‘exchange noise’ due, for example, to carrier capture and release at traps in the SiO2 gate dielectric 
leading to fluctuations in the carrier density, n24. A second contribution arises from ‘configuration noise’ due to 
rearrangement of adjacent trapped charges which modify the disorder potential landscape, leading to fluctuations 
in the carrier mobility, µ24,25. However, as the measurement frequency is increased the 1/f noise power drops 
below the frequency-independent Johnson noise power at a characteristic noise corner as plotted schematically in 
Fig. 1. The latter arises due to the thermally excited motion of charge carriers within the sensor, and its magnitude 
depends on the resistance of the Hall voltage leads.
The low frequency (below the 1/f noise corner) transverse voltage noise power limit for our 2D Hall sensors 









where IH is the drive current, ρxx the longitudinal resistivity, α a dimensionless constant (expected to be on the 
order of 10−3), A is the contact-free surface area, F is a geometric factor (~1 for a cross with the aspect ratio of 5:1 
used here) and f is the measurement frequency.
Hall material RH (Ω/T) IH (µA) f (Hz) Bmin (µT/√Hz) Xmin (µm)
GaAs quantum well8 1100 100 277 1000 0.8
InSb thin film1 370 100 200 0.72 0.5
InSb thin film9 300 300 N/A 0.08 1.25
Bi thin film10 1.81 73 30 900 0.1
Bi thin film11 4 40 1000 80 0.05
Epitaxial graphene36 640 10 3300 49.3 0.5
CVD graphene18 800 100 3000 0.5 15
CVD graphene19 2093 200 3000 0.1 50
CVD graphene (this work) 140 12 531 59 0.085
Table 1. A comparison of previous Hall probe architectures at room temperature and low measurement 
frequencies. The figures of merit include, when applicable, the Hall coefficient, RH, the drive current, IH, the 
measurement frequency, f, the minimum detectable field, Bmim, and the estimated spatial resolution based on the 
wire width, Xmin.
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Well above the 1/f noise corner the Johnson noise power per unit bandwidth is given by
=S R k T4 , (2)Q
J
vv B
where Rvv is the resistance between the Hall voltage contacts and T is the temperature. Comparing Eqs (1) and (2) 
we see that 1/f noise depends strongly on the Hall probe current, IH, while the Johnson noise is independent of it. 
Hence the position of the 1/f corner (and the dominant noise mechanism) varies with the sample current, moving 
to higher frequencies as the current is increased. As a consequence the minimum detectable field at a fixed meas-




















Here VH is the measured Hall voltage and B is the applied magnetic field. Using the standard expression for the 


























where l is the length and w the width of the Hall voltage contacts as illustrated in the inset of Fig. 1.
In practice it is well established that the carrier mobility in CVD graphene implicitly depends on the carrier 
density, n27. Assuming µ~ 1/nη we find the following limiting dependencies on carrier density, current and fre-
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In practice, upon fitting transconductance curves for all our devices we find η ~ 0.6, suggesting that scattering 
by neutral impurities is dominant in our structures28. Hence we expect the coefficient of carrier density to lie some-
where between the limiting values of ~0.1 and ~0.8, while the coefficient of Hall current will lie between 0 and −1.
Figure 1. Schematic frequency dependence of the noise power in Hall devices with extrapolated lines 
indicating the behaviour of Johnson noise and 1/f noise below and above the 1/f noise corner. The inset shows a 
sketch of a typical Hall cross indicating the current leads, Hall voltage leads and their dimensions.
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Results and Discussion
Hall sensor transfer characteristics. Transfer characteristics (RDS(VGS)) of the graphene Hall crosses were 
measured in 2-lead configuration across pairs of Hall voltage leads. A typical curve is shown in Fig. 2 for a CVD 
graphene Hall cross based on a 1000 nm wire width immediately after fabrication. All of our devices were found 
to be quite heavily hole doped (nh ~ 1.7 × 1016–5.0 × 1016 m−2), with the charge neutrality point (CNP) up to and 
sometimes beyond VGS = +100 V before post-fabrication annealing.





, where σDS is the conductiv-
ity determined from transfer curves for the known geometry of the graphene segment, t is the gate oxide thick-
ness and εr the relative permittivity of the SiO2 gate oxide. The extracted mobilities range from 5100 cm2/Vs for a 
1000 nm wire width cross down to 840 cm2/Vs for a 50 nm cross measured after annealing in the hole-doped 
regime at Vg − VDP = +7 V. The lower mobility of nanoscale devices is a consequence of the increasing role of 
edge disorder as the perimeter: surface area ratio increases, and is also seen in graphene nanoribbons20. An asym-
metry between hole-doped and electron-doped regimes was observed in many devices and ascribed to the differ-
ent scattering mechanisms affecting the charge carriers in graphene, such as the presence of charged-defects from 
transfer and fabrication processes which lead to the preferential scattering of one carrier type29. Another potential 
source of the carrier-type asymmetry arises from the metal contacts; charge transfer from the metal to graphene 
can lead to p-p or p-n junctions30.
Hall coefficient and Hall voltage noise characterisation. It has been shown in previous studies that 
the maximum magnetic sensitivity is found just either side of the CNP31. The carrier density is calculated from 
Eq. (4) using the Hall coefficient obtained from traces of the Hall voltage measured as a function of magnetic field, 
such as in Fig. 3(a).
Treating graphene and the doped Si substrate as the plates of a capacitor the surface charge density induced 
by a back gate voltage can be described by the parallel plate capacitor equation. For the general case of graphene 








where t is the thickness of the gate oxide with relative permittivity ϵr and VD is the gate voltage at the CNP. The 
effect of the graphene quantum capacitance can be ignored at room temperature since it is several orders of mag-
nitude larger than the classical gate oxide capacitance in series with it. Figure 3(b) confirms that the net carrier 
concentration depends linearly on the back gate voltage, as expected.
Figure 4(a) shows Hall voltage noise power as a function of frequency in the range 1 Hz to 1 kHz for a 1500 nm 
Hall cross at several different fixed drive currents. For all currents the spectrum is dominated by 1/f noise at low 
frequencies, with a 1/f noise corner of about 300 Hz at the lowest 2 µA drive current. The 1/f noise level increases 
substantially as the drive current is increased and the corner frequency rapidly moves above our maximum meas-
urement frequency. For comparison Fig. 4(b) plots the noise power per unit bandwidth for a much smaller 85 nm 
Hall sensor at several drive currents, when in all cases we observe a 1/f noise spectrum across our entire meas-
urement window. Comparing the noise spectra of smaller and larger devices, we note that larger probes generally 
have lower corner frequencies than smaller ones as expected.
Despite being the subject of several experimental studies, there does not appear to be a consensus on how 
the low-frequency noise depends on carrier density in graphene, and several different relationships have been 
reported21–23. For devices which are fully in the 1/f limit, using known ρxx values, we calculate the value of α in Eq. 
(1) to be on the order of ~10−3 as expected.
Figure 5(a) shows that the measured Hall voltage noise of our devices as a function of carrier concentration 
tends to diverge as the CNP is approached from above or below, and both pre- and post-annealed datasets appear 
to sit on a single universal curve. Figure 5(b) is a plot of the carrier density dependence of Bmin for the same 
400 nm Hall cross with a fixed current of 2 µA, showing that away from the CNP the data are well described by 
the n0.1 dependence predicted by Eq. (7) in the 1/f noise-dominated limit. Empirically we find that the lowest 
minimum detectable fields at a constant drive current are located at about ±2.5 × 1015 m−2 either side of the CNP.
optimisation of Bmin via the drive current. In previous Hall probe architectures, it has been shown that 
Bmin could be optimised by increasing the drive current (or current density, JH). For large sensors, that are initially 
closer to the thermal noise limit, Bmin starts to increase again if the current is raised beyond this optimum point1,6. 
Figure 6 plots Bmin at 531 Hz as a function of JH for two different sized probes after scaling by a fractional power 
of n in order to collapse the data onto a single universal curve. For the 100 nm probe the same n0.1 density noise 
scaling is found as for the 400 nm probe in Fig. 5. However the larger 800 nm probe is much closer to being in the 
Johnson noise limit and, as expected, we find a stronger n0.4 scaling in this case. Both data sets show a decrease 
in Bmin as JH increases from zero, with a noticeably weaker dependence in the smallest sensor. We have quantified 
this by making fits to the data of the form 1/JHβ (dashed lines), and find β = 0.11 for the 100 nm probe and β = 0.41 
for the 800 nm probe. In practice the Hall voltage offset saturated our low noise preamplifier at higher current 
densities before the regime of increasing noise levels could be accessed in the larger probe.
Bmin in all our CVD graphene devices appears to be well-described by 1/JHβ, with values of β ranging from 0.87 
for the largest Hall crosses to 0.08 for the smallest sensors studied. This is broadly consistent with our expecta-
tions that it will depend as 1/IH in very large sensors in the thermal noise limit (Eq. (8)) and be independent of 
IH in very small sensors dominated by 1/f noise (Eq. (7)). In practice the trapping of carriers in the gate dielectric 
is a thermally activated process which is strongly influenced by the temperature of the carrier population. At 
high current densities carriers can be heated well above the lattice temperature leading to much higher trapping 
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Figure 2. Resistance (RDS) versus back gate voltage (VGS) for a 1000 nm cross before and after the post-fabrication 
anneal, showing a pronounced downwards shift of the CNP.
Figure 3. (a) A typical Hall voltage versus magnetic field trace at IH = 10 µA for a 700 nm cross. (b) The carrier 
density, n, calculated from measurements of RH as a function of VGS for a 700 nm Hall cross with the CNP 
located at VD = 27 V. The dotted line represents a linear fit to Eq. (9).
Figure 4. Hall voltage noise power, SQ, in the range 1 Hz to 1 kHz at various dc drive currents for a 1500 nm 
(a) Hall cross and for a 85 nm (b) Hall cross with no applied back gate voltage. The dashed lines indicate the 
calculated Johnson noise level for the devices. Both structures were measured at similar carrier densities of nh 
~ 2.5 × 1016m−2. Peaks in the very low current spectra arise from 50 Hz (and higher harmonic) pick-up from 
the 230 V ac mains supply, but since these occur at discrete frequencies they do not influence the underlying 1/f 
noise dependence.
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rates, increasing the noise power at a given frequency and shifting the 1/f noise corner up to higher frequencies32. 
Hence, even very large sensors should be shifted towards the 1/f noise-dominated regime as the current density 
is increased.
Upon increasing the drive current, we have obtained our lowest minimum detectable field of 6 µT/√Hz at 
30 µA and 531 Hz for a 1000 nm wire width cross, significantly surpassing values achieved in prior works on 
similar-sized devices33. Since Bmin does not exhibit saturation at the highest current densities used there is evi-
dently still scope for reducing the minimum detectable field still further if the offset voltage could be reduced.
Wire width-dependence of minimum detectable field. Figure 7 indicates that minimum detectable 
fields for a fixed drive current show a gradual increase as the Hall probe size decreases down to about 85 nm. 
Results for two different CVD graphene wafers have been compared to indicate the variability that can exist for 
different CVD growth runs and wet transfers. Otherwise identical devices fabricated from wafer 2 had higher 
lead-to-lead resistances than wafer 1 for similar carrier densities, leading to higher noise levels and minimum 
detectable fields. In addition to different concentrations of contaminants that become adsorbed on the graphene 
during transfer we attribute this to different densities of grain boundaries, other defects and localised impurities 
formed during CVD growth. The rapid increase in Bmin observed in the 50 nm Hall cross may indicate that edge 
scattering is starting to dominate the noise in such small sensors, and would be consistent with the conclusions of 
previous studies showing that the mobility of graphene nanoribbons begins to drop more rapidly below ~60 nm 
wire widths20.
Despite the gradual reduction in performance as the Hall cross size is reduced, our best performing deep 
sub-micron cross with an 85 nm wire width, exhibits a minimum detectable field of 59 µT/√Hz at a drive current 
Figure 5. (a) The measured Hall voltage noise at 531 Hz with a 2 µA drive current for a 400 nm wire width cross 
at various carrier concentrations in both the electron- and hole-doped regimes. (b) The minimum detectable 
field for the same cross estimated by inputting the measured Hall-coefficient (from Hall voltage traces such as 
that in Fig. 3(a)) and the measured Hall voltage noise into Eq. (3). The results are compared with the expected 
n0.1 dependence in the “1/f noise-dominated limit” (dashed line, see text) for the data in the hole-doped regime.
Figure 6. Estimated minimum detectable fields scaled by n0.4 for an 800 nm (left axis) and n0.1 for a 100 nm 
(right axis) wire width probe at 531 Hz as a function of drive current density. The dotted lines show a 1/JH0.41 fit 
for the 800 nm probe and a 1/JH0.11 fit for the 100 nm probe.
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of 12 µA at 531 Hz, with significant room remaining for improvement by increasing the drive current. This sur-
passes the optimum figure-of-merit for prior Bismuth Hall probes (~900 µT/√Hz for a 100 nm probe) by more 
than an order of magnitude10, paving the way for graphene-based Hall probes to become the state-of-the-art in 
high spatial resolution room temperature magnetic imaging applications.
Hall offset resistance in graphene devices. An aspect that is frequently overlooked in investigations of 
Hall sensors is the offset resistance, Roff. This is the Hall voltage output when no magnetic field is present, arising 
due to misalignment of the Hall voltage contacts and inhomogeneous current flow in the active sensor area34. In 
practice it is highly desirable to minimise this to avoid saturating low noise preamplifier stages. In addition, by 
mixing the longitudinal resistance into the Hall voltage, the offset resistance contributes substantial new sources 
of noise that ultimately limit the best achievable minimum detectable fields.
Figure 8(a) shows offset voltages were broadly observed to increase in inverse proportion to the carrier density, 
while around the CNP we frequently observe an abrupt discontinuous change with a rather different behaviour 
for electron and hole carrier types. In our CVD graphene sensors the offset resistance appears to predominantly 
arise from spatially inhomogeneous current flows linked to the presence of grain boundaries, wrinkles introduced 
during transfer, multilayer regions or other defects. The fact that the offset resistance roughly scales with the Hall 
coefficient suggests that the degree of inhomogenity is approximately preserved as the carrier concentration is 
changed with a back gate. The different behaviour for the two carrier types is in part to be expected since potential 
minima for holes become potential maxima for electrons upon crossing the CNP. Certainly, it indicates that the 
level of current inhomogeneity for holes can be appreciably different to that for electrons.
The potential invasiveness of our Hall probes can be characterised by estimating the self-field using Ampere’s 
law. For a 85 nm probe carrying a 12 µA current, the self-field is estimated to be ~0.5 G at a distance of 50 nm, which 
is comparable to the earth’s magnetic field and hence relatively non-invasive. If the dominant cause of the offset 























Figure 7. Estimated minimum detectable field as a function of wire width for a fixed drive current of 2 µA at 
531 Hz and similar values of RH in the range 140–180Ω/T. Solid circles and squares indicate samples fabricated 
from different CVD graphene wafers. Dashed lines are given as a guide to the eye.
Figure 8. (a) Hall offset as a function of n for a 700 nm cross. The dashed line is a guide to the eye. (b) Hall 
offset as a function of device size at similar values of RH in the range 140–180Ω/T and fixed drive currents of 
10 µA for two different graphene wafers.
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resistance in our devices was linked to grain boundaries, one would expect a substantial reduction in sensors that 
are very much smaller than a characteristic grain size in CVD graphene (~10 µm). However, this is not supported 
by the data for Roff as a function of wire width in Fig. 8(b), which shows no strong evidence for a systematic size 
dependence. This suggests that the current inhomogeneity still occurs on a length scale much finer than the small-
est sensors fabricated here, possibly as a result of disorder introduced via graphene transfer to the SiO2 substrate.
conclusion
We have demonstrated that CVD graphene can be used to fabricate nanoscale Hall sensors for state-of-the-art 
high spatial resolution magnetic imaging. Their minimum detectable fields can be optimised by tuning the 
carrier concentration with a back gate to values of about ±2.5 × 1015 m−2, just either side of the charge neu-
trality point. Hall probe performance can be still further improved by increasing the drive current, leading to 
figures-of-merit that significantly surpass those of competing Hall sensor structures, e.g., a minimum detectable 
field of 59 µT/√Hz for an 85 nm wire width sensor at 531 Hz at a 12 µA drive current. Advances in highly quality 
CVD graphene growth and transfer methodologies, combined with the rather simple fabrication processes for 
deep sub-micron probes, makes them extremely attractive for high-resolution magnetic imaging applications 
such as SHPM and magnetic susceptometry. A dramatic improvement in the performance of exfoliated graphene 
devices after encapsulation is well documented and we expect to be able to achieve much better figures-of-merit 
in sensors encapsulated with hBN19, although achieving this with CVD graphene remains a major challenge. 
The introduction of these improvements should make nanoscale graphene Hall sensors the quantitative tools of 
choice for high resolution magnetic imaging under ambient conditions.
experimental Section
Hall cross array fabrication. Hall probe arrays were fabricated from CVD graphene purchased from 
Graphene Supermarket, which had been grown on a copper foil and wet-transferred onto a highly-doped Si 
substrate with a 285 nm thick SiO2 surface gate oxide. An optical micrograph of a CVD graphene Hall cross array 
and the Cr/Au inner contact leads is shown in Figure. 9(a), while an SEM micrograph of a deep sub-micron Hall 
cross based on an 85 nm wire width is shown in Figure. 9(b). Hall crosses based on the intersection of wires of 
widths in the range 50–1500 nm, with length-to-width aspect ratios of five, have been systematically investigated.
Contact pads were defined by direct-write laser lithography in Shipley S1813 optical photoresist. The exposed 
CVD graphene in the developed window was then ICP-etched in an Oxygen plasma, followed by the deposition 
of 20 nm of Cr and 250 nm of Au by electron beam evaporation and lift-off. Inner contact leads were then defined 
by laser lithography, followed by the deposition of 5 nm of Cr, 70 nm of Au and lift-off.
To achieve the best lateral resolution, the fabrication of nanoscale Hall probes made use of a bilayer 
Poly(methyl methacrylate) (PMMA)/Hydrogen Silsesquioxane (HSQ) electron beam resist as an etch mask. 
PMMA was first spin coated at a thickness of 100 nm, and baked at 150 °C for 15 minutes. A 2% solution of 
negative tone HSQ from Dow corning was then spin coated to form a 30 nm thick layer and baked for 5 minutes 
at 150 °C. A 30 kV field emission Hitachi S-4300 scanning electron microscope (SEM) integrated with the Raith 
ELPHY Plus electron beam lithography system was used to pattern the Hall cross arrays in HSQ with an exposure 
dose of 500 µCcm−2. After development in Tetramethylammonium hydroxide (TMAH) the unprotected PMMA 
and graphene were ICP-etched away in an O2 plasma. The HSQ mask was subsequently lifted-off by dissolving the 
PMMA layer in acetone under light sonication.
post anneal treatment. We utilise a post-fabrication anneal in inert Argon gas at 200 °C for 6 hours to 
reduce extrinsic doping due to any low molecular weight contaminants adsorbed on the graphene during the 
Figure 9. (a) Optical micrograph showing part of a fabricated Hall cross array (darker brown) and the inner 
Cr/Au contact leads (gold). (b) An SEM image of an 85 nm CVD graphene Hall cross.
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fabrication process. Annealing temperatures up to 400 °C have been widely report in the literature35, but we find 
that such high temperatures lead to hardening of the gold contact pads making them very difficult to wire bond. 
This post-fabrication annealing step successfully reduces the extrinsic (hole) doping level, shifting the graphene 
CNP by up to −60V.
Device characterisation. A portion of the oxide layer on the bottom of each chip was scratched away to 
allow a contact to be made for the application of a back gate voltage. Each chip was glued into a 20-pin leadless 
ceramic package using conducting silver paint. Contact pads were bonded to the package pins with 25 µm diam-
eter gold wires using an ultrasonic wedge bonder. The sample package was then inserted in to a spring-loaded 
holder at the end of a sample rod which fitted inside a commercial Oxford Instruments cryostat. A Cu-wound 
solenoid mounted on the tail of the cryostat was driven by a programmable bipolar Kepco power supply, gen-
erating a maximum magnetic field of 37.5 mT perpendicular to the plane of the Hall cross. A turbo pump was 
used to evacuate the sample space to ~10−6 mbar to remove adsorbed water molecules and other volatile surface 
contaminants and all measurements were made at ambient temperature.
Two-lead Resistance (RDS) - back gate voltage (VGS) measurements were performed using a Stanford Research 
Systems SR830 digital lock-in amplifier to provide a 10 µA, 32 Hz AC current and detect the resulting AC voltage, 
and a Source Measure Unit (SMU) provided the back gate voltage. A Keithley 2450 (SMU) in 4-wire configuration 
was employed to characterise the Hall coefficient and Hall offset of devices using a 10 µA DC current. The Hall 
voltage noise was characterised using a battery-driven DC current source and an ultra-low-noise preamplifier 
with 104 gain, whose output was recorded at set Hall currents using a HP3561A dynamic signal analyser (DSA). 
Noise spectra were measured in the range 1 Hz – 1 kHz with a bandwidth of 1 Hz and averaged 100 times to 
reduce scatter.
Data Availability
All data captured in the course of this research work are openly available from the University of Bath Research 
Data Archive at https://doi.org/10.15125/BATH-00587.
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6 DEVELOPMENT AND CHARACTERISATION OF NANOSCALE CVD GRAPHENE
HALL PROBES
6.1.3 Discussion of nanoscale Hall probes
The research in this paper shows that graphene is a very suitable candidate for deep submi-
cron and nanoscale Hall probes. We show that CVD graphene remains competitive down
to 50nm despite the possible reduction in performance when dropping below 85nm in size
due to the increasing importance of ‘edge’ noise sources. The onset of the electron-hole
puddles defining boundary of the optimum magnetic sensitivity is found around ±3V from
the Dirac point. These results show that graphene is an ideal candidate for the active
Hall probe material for the next generation of SHPMs. However, the probes could still be
further improved for possible SHPM applications by protecting or encapsulating them for
use under ambient conditions. This leads us into the following section of the chapter.
6.2 Development of hydrogen silsesquioxane capped graphene Hall devices
6.2.1 Preamble on hydrogen silsesquioxane capped graphene Hall devices
While the results from chapter 6.1.2 demonstrate that graphene has the ideal figures of
merit to be the active component of an SHPM, there are further enhancements that can be
made. Looking towards combining the scanning Hall technique with AFM techniques under
ambient conditions, the graphene layer will need to be protected from possible environmen-
tal damage or degredation. Recalling previous experiments outlined in chapter 2 one may
see hBN as an ideal candidate to act as the protection layer for the graphene. On the other
hand, the methods used in chapter 6.1.2 to fabricate nanoscale Hall probes using HSQ etch
masks suggest an opportunity to make protected graphene devices which are more scalable
(through the use of CVD graphene and spinning large areas of HSQ) and can be readily
integrated with reliable fabrication techniques. By removing the PMMA layer beneath the
HSQ, the HSQ layer can become a permanent cap above the CVD graphene layer. The
HSQ can be patterned in the usual way with EBL and any unwanted graphene etched away
in an O2 plasma. Although HSQ was expected to provide some form of protection, it was
unclear if the performance of graphene Hall devices encapsulated with it would improve
or deteriorate [153]. Furthermore, with HSQ as a capping layer the method of making
contact to the graphene device should be revisited. Standard top contacts to the graphene
layer can still be made, but the possibility of realising one dimensional edge contacts is an
interesting alternative and the performance of the two approaches may vary considerably.
It is hence important to first compare the performance of HSQ capped graphene devices
using different contact methods. By investigating the performance of capped graphene
devices with different thicknesses of HSQ it is also possible to probe the reasons for any
performance changes.
This second section presents a paper describing the results of investigations into the effect
of using HSQ as a capping layer for CVD graphene Hall devices as well as different methods
to make Ohmic contacts. The primary figure of merit used to compare devices with and
without graphene is the Hall mobility and results are corroborated with supporting Raman
measurements. The candidate made conceptual inputs to this study and contributed to the
research work by setting up the Hall mobility measurement apparatus and control systems.
The candidate also performed a small number of Hall measurements on HSQ capped devices
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to corroborate previously taken measurements and confirm the correct operations of the
measurement apparatus.
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a b s t r a c t
A simple process has been developed to fabricate chemical vapor deposition (CVD) graphene devices that
are encapsulated by hydrogen silsesquioxane (HSQ) and addressed via edge contacts. Ohmic contacts are
achieved with a contact resistance of approximately 540 Omm. The upper graphene surface is protected
by HSQ from the very first processing step allowing device fabrication to be performed without any
impairment of carrier mobility. On the contrary, mobility enhancements have been observed after HSQ
encapsulation. This approach not only effectively protects devices from the ambient environment but
could also be important for enabling HSQ-assisted transfer of graphene and other 2D materials.
Crown Copyright  2019 Published by Elsevier B.V. All rights reserved.
1. Introduction
Chemical vapor deposition (CVD) graphene has immense poten-
tial in large-scale applications, including electronics, optoelectron-
ics and sensing [1–4]. However, graphene sheets can easily be
damaged during multiple fabrication steps, especially when there
are already defects, holes, cracks and wrinkles present [5], which
is often the case for CVD graphene. As a result, the fabrication yield
starting with CVD graphene can be low, and the device perfor-
mance compromised if the layer has been damaged. One strategy
[6,7] is to create a sandwich structure with CVD graphene con-
tained within two layers of hexagonal boron nitride (hBN). How-
ever, the required step-by-step transfer is challenging and the
final device size limited by the overlap of the CVD graphene and
the top and bottom layers of (CVD) hBN. In this letter, we describe
a simple fabrication process for CVD graphene devices which are
encapsulated by hydrogen silsesquioxane (HSQ) and addressed
via edge contacts [6,8,9]. HSQ is widely used as a negative tone
electron beam resist due to its sub-5 nm resolution capability
[10] and has, for example, been used to pattern graphene nanorib-
bons [11,12]. It is standard practice to remove HSQ after device
pattering using highly toxic hydrofluoric acid (HF) solution in order
to expose the graphene for contact deposition. We demonstrate
here that the removal of HSQ is not necessary if edge contacts
are implemented. This effectively makes the fabrication process
much simpler and safer and, importantly, actually leads to an
enhancement of the carrier mobility in graphene after HSQ
encapsulation.
2. Experimental
Fig. 1 illustrates the process of edge contact formation in HSQ/
Graphene devices. Pre-transferred CVD graphene on n-Si/SiO2
(300 nm) wafers was used as received from Graphenea (Fig. 1
(a)). 2% and 6% HSQ (Dow Corning XR-1541) were spin coated on
CVD graphene and then baked at 150 C for 5 mins to form 30
and 80 nm thick films, respectively. Samples were then immedi-
ately patterned using electron beam lithography (EBL) with an
acceleration voltage of 30 kV. After EBL, samples were developed
in 25% Tetramethylammonium hydroxide (TMAH) for 10 s with a
subsequent rinse in DI water and IPA, for 1 min each (Fig. 1(b)).
To make edge contacts a Heidelberg uPG101 direct laser writer
(DLW) with 25 mW laser power was used to expose a window in
Shipley S1813 photoresist, which was then developed for 35 s in
Microposit 351 developer and rinsed in DI water (Fig. 1(c)). An
inductively coupled plasma (ICP) etch recipe has been developed
to remove unwanted graphene and form edge contacts. A CHF3/
O2 (40:4 sccm) process gas flow at a pressure of 40 mTorr and a
RF power of 60W was introduced into an Oxford ICP 100, and
devices etched for 30 s (Fig. 1(d)). Without further treatment,
5 nm Cr and 250 nm Au were deposited in an electron beam
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evaporator (EBE) at a pressure of ~ 7  10-6 mbar and lift-off
performed in acetone (Fig. 1(e)). Finally, a second ICP etch with
only O2 was performed for 15 s to remove the remaining graphene
between the contact electrodes (Fig. 1(f)).
For comparison, conventional surface-contacted devices with-
out HSQ encapsulation (noHSQ) were also fabricated by EBL using
a bilayer poly(methyl methacrylate) (PMMA)/HSQ ICP etch mask.
Raman measurements (Fig. S1 in Supporting Information) were
performed using a Renishaw inVia confocal Raman microscope
with a 532 nm illumination wavelength. Topographic imaging of
devices was carried out with an Asylum Research MFP-3D atomic
force microscope (AFM) in tapping mode.
Four-wire AC transconductance measurements were performed
using a Stanford Research Systems SR830 lock-in amplifier with a
100 nA drive current. Transmission line measurements (TLM) were
applied to characterize edge contacts using a Keithley 2450 to
measure DC current-voltage characteristics. Hall effect measure-
ments were performed with a 10 mA DC drive current. A perpendic-
ular magnetic field up to 35 mT was generated using a normal
electromagnet. All measurements were performed at room
temperature under ambient conditions.
3. Results and discussion
Fig. 2(a) and (b) show optical images of Hall bar devices with
and without HSQ encapsulation, respectively. Owing to the
relatively long channel length (125 mm), the yield of noHSQ device
was less than 60% (4 out of 7 devices) due to fragmentation and
delamination of the graphene during processing, while it
approached 100% (33 out of 35 devices) for HSQ-encapsulated
ones. The Graphene/HSQ devices also survived vigorous agitation
in an ultrasonic bath during lift-off, if required. This robust
protection during device fabrication would be extremely impor-
tant for making large area devices. Fig. 2(c) shows AFM measure-
ments of the topography of the 6% HSQ device, from which we
estimate that the edges exhibit a slope ranging from 25 to 30 to
the horizontal, somewhat shallower than the 45 angle typical
for hBN-encapsulated devices [6], facilitating the formation of edge
contacts during metallization. The etching slope is mainly deter-
mined by the material itself, as well as the gases, ICP power and
pressure.
Linear I-V characteristics in TLM structures have been observed
at all back gate voltages, as shown in Fig. 3(a), confirming Ohmic
Fig. 2. Optical images of devices (a) without and (b) with HSQ (6%). Dotted lines in (a) indicate the location of graphene. (c) AFM image of region of graphene channel
indicated in (b). Inset is a topographic profile across the channel along the dashed line shown.
Fig. 1. Schematic plan of fabrication steps for edge contacts to an HSQ-encapsulated graphene device. (a) CVD graphene as received. (b) EBL crosslinked HSQ pattern. (c) DLW
pattern in S1813 photoresist to open windows for etching. (d) ICP etching of unprotected graphene to expose edge contacts. (e) E-beam evaporation (EBE) of Cr/Au and lift-off.
(f) Second ICP etch to remove remaining graphene, between the metal leads.
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contact behaviour. The resistances show a good linear dependence
on contact spacing (Fig. 3(b)), allowing a contact resistance of
540 Omm to be inferred at Vgs = 0 V, which is ~ 1.5 time lower than
typical top contacts in our CVD graphene devices.
Fig. 3(c) shows typical plots of Hall voltage (VHall) versus applied
magnetic field (B). The linear behaviour confirms the expected
relationship, VHall = IB/ne, where I is the channel current, e is the
electronic charge and n is the 2D carrier density. The Hall mobility,
m, is extracted from the expression r = nem, where r is the conduc-
tivity of the graphene channel obtained from transconductance
measurements as shown in Fig. 3(d). As calculated in Fig. 3(e),
measured Hall mobilities increased from 2840 ± 230 cm2V1s1
for noHSQ devices, to 3950 ± 210 cm2V1s1 for devices with 2%
and 6% HSQ at carrier densities close to 3.7  1012 cm2. We attri-
bute the mobility enhancements to the following factors: 1) Since
HSQ encapsulation is performed as the first step it protects the gra-
phene from contact with resists and solvents throughout the entire
process of device fabrication. Currently the ultimate CVD graphene
mobility in our structures is limited by the PMMA-assisted transfer
from copper, which introduces defects, cracks, holes and wrinkles
[13]. This common PMMA-based method could be replaced by a
recently reported paraffin-enabled graphene transfer [14] which
has demonstrated significant advantages due to reduced wrinkles
and polymer contamination. HSQ-assisted transfer could work in
a similar manner but with additional benefits as there is no need
to remove HSQ, thus physical protection is achieved at the same
time. 2) It is suggested that Coulomb scattering centers are the
main cause of the relatively low mobility in CVD graphene devices.
Thus HSQ, with a higher dielectric constant of 3 [15] as compared
to air in the case of noHSQ, more effectively screens charged impu-
rities in the SiO2 beneath the graphene [16,17]. Apart from mobil-
ity enhancement, HSQ encapsulation lends chemical stability to
the graphene devices, leaving them unaffected by severe environ-
mental conditions, and their performance remains unchanged after
two weeks, as evidenced in Fig. 3(f).
4. Conclusion
In summary, we have demonstrated that low resistance edge
contacts can be fabricated on HSQ-encapsulated CVD graphene
devices using a simple process. This approach retains the good
pre-processing electronic quality of the graphene and even leads
to mobility enhancements over otherwise identical devices with-
out an HSQ overlayer. Since the HSQ does not need to be removed
after device fabrication, e.g., using toxic HF, this step can be elim-
inated making device processing simpler and safer. In addition, our
technique can be readily extended to other 2D materials, e.g.,
environmentally-sensitive ones such as black phosphorus, FeSe
and Silicene. It can also be applied to other dielectric materials
such as Al2O3, HfO2 and Si3N4 where dry etching is possible. Finally,
this approach is fully compatible with HSQ-assisted transfer of
CVD graphene and other 2D materials, and could hence lead to fur-
ther significant technological advantages.
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Fig. 3. (a) Ids-Vds for a device with 2% HSQ. Inset are optical images of a TLM structure with edge-contacts: before (upper) and after (lower) metal deposition. (b) Two-terminal
resistance measured as a function of contact spacing at different gate voltages. (c) Typical Hall voltage data as a function of magnetic field at Vgs = 0 V and (d) sheet resistance
as a function of Vgs. (e) Hall mobility versus carrier density. Error bars represent mobility variation observed in several different devices. (f) Electrical stability of a typical
device in air after 6% HSQ encapsulation.
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6 DEVELOPMENT AND CHARACTERISATION OF NANOSCALE CVD GRAPHENE
HALL PROBES
6.2.3 Discussion of hydrogen silsesquioxane capped graphene Hall devices
The work described in the paper has demonstrated a significant increase in mobility of HSQ-
capped devices. Although there was also a parallel increase in the extrinsic doping level, this
should not negatively impact the overall effectiveness of future Hall probe scanners based
on HSQ-capped CVD graphene. Results presented in chapter 6 show that the change in the
minimum detectable field as carrier concentration changes is negligible. Only applications
requiring a large Hall coefficient (magnetic sensitivity) would be significantly impacted.
However, for the purposes using this type of sensor for SHPM, the increased mobility
would result in lower noise while a lower Hall coefficient can be mitigated via increased
amplification of the Hall voltage signal. This not only shows that graphene can be reliably
capped with HSQ for scanner operating under ambient conditions in the future but this
approach can be used to increase the device yield of sensors designed for any type of
operation environment, e.g., UHV and low temperatures.
6.3 Innovating graphene Hall probes
Based on the results of chapter 6.1,SHPMs based on commercial graphene seem to be the
clear path forward. However, after fabricating Hall crosses with Ohmic contacts before
any mesa etching, it is found that the yield is low with roughly only half of the leads
of the set of fabricated SHPMs being conducting. This would defeat one of the main
advantages of using CVD graphene over exfoliated graphene. Furthermore, a significant
fraction of the leads showing finite conductance have resistances that are too high, leading
to unsatisfactory noise levels whereby not even a change of a few mT could be satisfactorily
detected. In other cases, where there are enough leads for a Hall configuration, the Hall
offset voltage was often found to be too large, such that any compensation voltage applied
to the detection electronics to counter the intrinsic offset voltage would not be enough
to keep the SHPM Hall voltage signal amplifier from saturating. The reason for these
problems cannot be ascribed to one single cause. Contact resistances could play a major
role in driving the noise and offset up, but an inability to perform 2-point and 4-point
measurements in the Hall configuration means that contact resistances cannot be precisely
determined. The quality of the graphene after a significant amount of processing could
also be significantly degraded. A completed SHPM probe prior to HSQ removal and mesa
patterning is shown figure 63.
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Figure 63: A completed SHPM device with a 0.5µm Hall cross prior to mesa patterning,
capped with a HSQ mask layer.
As an attempt to remedy the above issues, SHPMs were fabricated by encapsulating the
graphene crosses with HSQ, as described in chapter 6.2. The differences in sizes and
exposure doses between the work carried out in chapter 6.2 and for the development of
CVD-based SHPMs has resulted in major differences during fabrication. Because the Hall
crosses are smaller, the graphene is much less well anchored down onto the substrate. This
has resulted in graphene delamination during development which also takes the written
resist mask with it. Even with development times as low as a 5s (much lower than the
recommended 1 minute) the resist mask is either not well developed, leaving behind HSQ
islands, or delaminated graphene ends up covering part of the mask structure, making the
fabrication of edge contacts challenging.
These results represent challenges for using CVD graphene as the active material in SHPMs.
There are two possible avenues that can be followed to overcome them: encapsulation in
hBN or, avoiding etching the CVD graphene and relying on closely patterned gold leads to
simulate a similar current flow pattern as one would find in a Hall cross. In this chapter,
better graphene SHPM fabrication methods are explored, and encapsulated CVD graphene
Hall probes are compared to show how the figures-of-merit can improved by replacing the
SiO2 substrate with hBN.
6.3.1 Encapsulated CVD graphene sensor performance
Since the processes to create 2D material heterostructures were first developed, hBN has
emerged as an ideal substrate for many other 2D materials [81], and graphene is now
routinely encapsulated with it [77, 6, 43]. The reasons for this in the case of the development
of encapsulated Hall probes were outlined in chapter 3.1.3, whereby the higher mobility
could lead to a lower low frequency noise contribution to the Hall probe signal-to-noise ratio.
Here we briefly explore the performance of a micron sized encapsulated CVD graphene Hall
device. We find that encapsulation can greatly improve the Hall probe performance, clearly
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indicating that the future of graphene Hall probes lies in encapsulated sensors.
We fabricate the device via a combination of dry stamping of hBN flakes, and the easy wet
transfer of CVD graphene provided by the commercial supplier, Graphenea. Pre-pattered
outer contacts were first created by standard photolithography, metal deposition and lift-off
steps. This included two sets of electron beam lithography alignment marks in the center
of each set of outer contacts on the chip. One set of alignment marks is used for a 400 x
400µm write field used to fabricate the inner contacts to the heterostructure. The other
set is used for a 100 x 100µm writefield to pattern sub-micron Hall bars in a high resolution
negative photoresist. The heterostructure is formed by first transferring a 10-100nm thick
flake of hBN close to the center of the 100 x 100µm field. The flake ideally needs to
be large enough in its lateral dimensions to pattern a Hall bar with a minimum 4 leads.
Using with thicker flakes, this is readily achievable. Normally, when micromechanically
exfoliating graphene, achieving large monolayer graphene flakes is challenging and rather
time consuming. Keeping the aim of scaleable Hall probe devices in mind, we have used
CVD graphene as the source of graphene. Here we have used an ‘easy transfer’ graphene
sheet provided by commercial growers, Graphenea. The process of transferring these sheets
is described in chapter 5.3.2. Once transferred, and the protective polymer layer removed,
the top hBN flake is dry transferred on top of the hBN and CVD graphene stack to complete
the heterostructure. To pattern the Hall bar, the chip holding the heterostructure was first
coated with a 100nm PMMA resist layer and baked at 150 degrees for 15 minutes. Next,
a thin 30nm layer of HSQ resist was then spun onto the device, and baked at 150 degrees
for 5 minutes. The HSQ layer is a negative electron beam resist which acts as an effective
hard, dry etching mask to pattern the Hall bar. The PMMA layer’s role is to enable lift-off
removal of the HSQ mask after etching. The heterostructure stack was etched with a CHF3
and O2 RIE plasma, with the etch time dependent on the thickness of the hBN flakes, a
typical hBN etch rate being 2-3nm/s. Once etched, electron beam lithography was used
again to pattern inner contacts to the Hall bar from the outer contacts, where edge contacts
(c.f. chapter 3.1.3) are formed to the micron sized Hall bar. A finished device is shown in
the inset of figure 64.
The resistance was first measured as a function of applied back gate voltage. It was found
that the Dirac point fell close to zero applied back gate voltage (c.f. figure 64), a large
shift down from higher positive biases as compared to the results in chapter 6.1.2 using
CVD graphene from the same source. Assuming that the minimum detectable field as a
function of carrier density follows the same trend as in chapter 6.1.2, this could be extremely
advantageous as the Hall probe will not need a back gate applied to optimise the value of
Bmin. To confirm this, we have performed noise and Hall measurements as a function of
carrier density on both sides of the Dirac point (electron- and hole-doped regimes).
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Figure 64: Resistance (RDS) as a function of applied back gate voltage (VGS) for a 1µm
wide channel. The inset shows a completed micron-size encapsulated CVD graphene Hall
bar device. The longitudinal spacing between voltage contacts is 4µm and the wire width
is 1µm.
The highest observed Hall coefficient in encapsulated exfoliated graphene Hall probes varies
from over 5000Ω/T in room temperature devices, to 240kΩ/T (-340kΩ/T) in electron
(hole) doping regimes at 4.2K [77, 157]. For our device, we measure a maximum of
∼-4300Ω/T in the hole regime, and a maximum of ∼3300Ω/T in the electron regime.
This is not much larger than values obtained for the unencapsulated devices in chapter
6.1.2, suggesting that although the extrinsic doping has been substantially reduced by
hBN encapsulation there is much less impact on the charge puddles around the CNP.
The asymmetry between hole-doped and electron-doped regimes is still observed in the
encapsulated devices, just as in the non-encapsulated devices. This is ascribed to the
different scattering mechanisms affecting the charge carriers in graphene, probably due to
the presence of charged-defects created in the wet transfer process. This shows that it
is the transfer process rather than the fabrication processes that leads to the preferential
scattering of one carrier type. This could be serendipitous for optimising Hall probe devices
since, according to recent studies on limits of the Hall coefficient in graphene, the value of
RH can be increased in one particular doping regime by increasing the asymmetry [158].
Low frequency Hall voltage noise spectra reveal that up to approximately 1kHz the noise
is dominated by 1/f noise when operated near the charge neutrality point. As the device
is intrinsically close to the CNP, the Hall coefficient is intrinsically large as it scales with
1/n. Likewise, recalling equation 16, low frequency noise is expected to also scale with
1/n. Thus low frequency noise should also reach its maximum close to the CNP. However,
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equation 17 also harbours a dependence on the carrier mobility through the longitudinal
resistivity, which in turn is expected to depend inversely on the carrier density with some
power of η (assuming η ∼ 1/nη). This means that although the overall relationship of noise
on n is still inversely dependent, the exponent of this inverse dependent will not be equal
to 1, unlike that of the Hall coefficient. As we explore later, this results in a dependence of
the minimum detectable field on n, as opposed to an independence if both noise and Hall
coefficient had the same inverse dependence on n. Increasing the current also increases the
noise level, as expected from equation 16. An example of the low frequency noise spectra
at zero applied back gate voltage is shown in figure 65.
Figure 65: Hall voltage noise power, SQ, in the range 1Hz to 1 kHz at various dc drive
currents for a 1000nm wire width Hall bar at zero back gate voltage.
Plotting the noise as a function of back gate voltage in figure 66, we see a similar trend
to that seen in chapter 6.1.2 where the noise peaks at the Dirac point. Upon comparison,
one can immediately notice a benefit of encapsulation which causes an order of magnitude
reduction in the noise voltage compared to the non-encapsulated devices in chapter 6.1.2.
This is expected for the various reasons described in chapter 3.1.3, the biggest impact
probably arising from a reduction in charge traps, strain and corrugations as a result of the
change in substrate.
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Figure 66: Low frequency noise at 531Hz as a function of back gate voltage for two different
currents, 2µA (filled squares) and 3µA (filled diamonds) for a 1000nm wire width Hall bar
at zero back gate voltage.
To determine the minimum detectable field as a function of carrier density, the Hall co-
efficient and noise at a measured drive current was entered into equation 5. From the
measured RH , we can also estimate the carrier density as a function of back gate voltage.
We plot the calculated minimum detectable field as a function of the carrier density in figure
67. A clear trend revealing a minimum in Bmin close to the CNP, can be seen which is much
stronger than that observed in the unencapsulated devices in chapter 6.1.2. Here an order
of magnitude of improvement can be achieved by fixing the carrier density close to zero. As
previously mentioned, the ability for encapsulated devices to lie intrinsically very close to
the charge neutrality point is a significant advantage, especially for use in an SHPM where
the application of a back gate may not always be possible or desirable. We explore the trend
of Bmin as a function of n in greater detail by performing the same analysis as performed in
chapter 6.1.2. To achieve this, we first need to calculate the mobility as a function of carrier
density to determine the value of the exponent, η, assuming µ ∼ 1/nη. Since the device
geometry is that of a Hall bar device with multiple voltage taps, we can perform accurate
Hall mobility measurements, using equations described in 3.1.1. We obtain values in excess
of 1x105cm2/Vs for hole and electron densities less than 5x10−16cm−2. Upon comparing
once again with the values attained in chapter 6.1.2, this demonstrates the role played
by the hBN substrate to reduce phonon scattering from the substrate as well as remote
charged impurity scattering (e.g., from SiO2). This mobility is still below other reported
values for encapsulated exfoliated devices in a similar parameter range [159], suggesting
that growth defects in CVD graphene and charge impurities from the transfer process still
limit the full potential of our device. Values of η ∼0.6 are obtained for the electron- and
hole-doped regimes respectively. Incorporating this into the Vandamme transverse noise
7 IMAGING OF VORTEX MATTER IN THE FERROMAGNETIC PNICTIDE
SUPERCONDUCTOR; RBEUFE4AS4
equations described in chapter 6.1.2, we expect the coefficient of carrier density to lie
somewhere between the limiting values of ∼0.1 and ∼0.8. Upon fitting our data, we find
that the coefficient of carrier density lies towards the Johnson noise limit (∼0.8) in both
regimes. This suggests that our devices operate closer to a Johnson noise limit than a full
1/f noise limit, indicating that encapsulated devices have a lower and more mobile (i.e., it
falls faster as the carrier density is reduced) noise corner frequency than non-encapsulated
devices.
Figure 67: Minimum detectable field at 531Hz as a function of carrier density for a 2µA
Hall current.
These first results clearly show the feasibility of realising scaleable encapsulated devices.
Comparing the minimum detectable field between encapsulated and non-encapsulated de-
vices from the previous chapter, we see that the performance can be at least a factor of ten
better. It is also expected that the minimum detectable field of these devices can be further
improved with an increase in drive current, as demonstrated in chapter 6.1.2. Efforts are
now being made to study the performance of deep sub-micron devices and to pattern these
in heterostructures on top of an SHPM-ready mesa with an integrated scanning tunnelling
tip. If successful, further optimisation of the key figures-of-merit will be explored through
modifications of the fabrication process.
7 Imaging of vortex matter in the ferromagnetic pnictide su-
perconductor; RbEuFe4As4
One of the numerous powers of SHPM is its ability to make quantitative images of mag-
netic and superconducting materials. This allows SHPM to be able to be used to perform
a direct measure of the superconductivity of a material, specifically, important quantities
7 IMAGING OF VORTEX MATTER IN THE FERROMAGNETIC PNICTIDE
SUPERCONDUCTOR; RBEUFE4AS4
such as the superconducting penetration depth, λL, superconducting transition tempera-
ture, Tc, via local magnetometry and the critical current density of a superconductor, Jc.
This chapter puts SHPM into action by studying the effect of the in-plane magnetism in
a unique ferromagnetic-superconductor, RbEuFe4As4, on the material’s superconductivity.
One of the key strengths of SHPM is its ability to make quantitative images of magnetic
and superconducting materials. This allows SHPM to be used to obtain a direct mea-
sure of important superconducting properties of a material such as the superconducting
penetration depth, λL, and, via local magnetometry, the superconducting transition tem-
perature, Tc, and the critical current density, Jc. This chapter describes the use of SHPM to
study the effect of the in-plane magnetic order in a unique ferromagnetic-superconductor,
RbEuFe4As4, on its superconducting properties.
7.1 Preamble on vortex imaging of a ferromagnetic superconductor: RbEuFe4As4
As explained in chapter 4, magnetism and superconductivity should not normally co-exist
due to the strong exchange fieldof a ferromagnet that suppresses singlet superconductivity
via the paramagnetic effect [160]. One recently-synthesised material that seems able to
overcome this limitation is RbEuFe4As4. Large single crystals of RbEuFe4As4 have been
grown using a RbAs flux and typical superconducting transition temperatures of 36.8K [161].
Their crystal structure can be seen in the inset of the first figure of the paper. Previous
temperature-dependent magnetic susceptibility and specific heat measurements revealed a
magnetic transition at 15K, corresponding to the ordering of the Eu2+ magnetic sub-lattice
[161]. Although transport measurements have shown that the ferromagnetic ordering does
not lead to a finite resistivity at the magnetic transition temperature, the influence of the
in-plane magnetism on the superconducting parameters (e.g., the penetration depth and
superfluid density) as a function of temperature has only previously been explored in a
qualitative MFM imaging study [162, 163].
There is therefore a unique opportunity for SHPM to shine light on the elusive effect of
magnetic order on the superconductivity in such materials via quantitative estimations of
the superfluid density. Understanding how the superconductivity is impacted could open up
possible applications for such materials in advanced superconducting hybrid devices. The
following paper demonstrates the use of fits to vortex line profiles obtained from SHPM
images to calculate the superfluid density at various temperatures. This, in turn, allows a
direct comparison between our results and a recently-proposed model for the penetration
depth enhancement due to correlated quasi-two-dimensional magnetic fluctuations [164].
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7.1.1 Vortex imaging of a ferromagnetic superconductor: RbEuFe4As4
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In this letter, we describe quantitative magnetic imaging of superconducting vortices in
RbEuFe4As4 in order to investigate the unique interplay between the magnetic and supercon-
ducting sublattices. Our scanning Hall microscopy data reveal a pronounced suppression of the
superfluid density near the magnetic ordering temperature in good qualitative agreement with a
recently-developed model describing the suppression of superconductivity by correlated magnetic
fluctuations. These results indicate a pronounced exchange interaction between the superconduct-
ing and magnetic subsystems in RbEuFe4As4 with important implications for future investigations
of physical phenomena arising from the interplay between them.
The interplay between magnetism and superconduc-
tivity has intrigued scientists for decades [1–3]. Unlike
the coexistence of ferromagnetism and superconductiv-
ity in unconventional spin-triplet uranium compounds
[4, 5], their coexistence in spin-singlet superconductors
is generally unfavourable because the magnetic exchange
field destroys opposite spin Cooper pairs [1–3]. Never-
theless, a growing number of rare spin-singlet supercon-
ductors with a magnetic transition temperature, Tm, be-
low the superconducting transition temperature, Tc, has
been discovered. This includes the rare-earth (R) based
materials RRh4B4 [6], RMo8S8 [7], in which magnetic
ordering eventually destroys superconductivity, and also
the nickel borocarbides with full co-existence of supercon-
ductivity and magnetism [8, 9]. The magnetic moments
in these compounds reside in sublattices that are spatially
separated from the superconducting electrons, thus the
magnetic exchange interaction is weak enough to allow
for the coexistence of superconductivity and magnetism
below their respective transition temperatures [10].
One family with growing prominence in this field is the
europium-containing iron pnictides [11, 12]. These typ-
ically exhibit high Tcs in excess of 30K, and somewhat
lower magnetic ordering temperatures (15K-20K). Hence
the strong superconducting pairing, relatively large mag-
netic exchange interaction and wide temperature win-
dow makes them ideal materials to investigate emerg-
ing new physical phenomena. Unlike the Eu-122 com-
pounds, which require doping [13–17], or the application
of pressure to obtain superconducting and magnetic tran-
sitions [18, 19], the stoichiometric 1144 compounds (e.g.
RbEuFe4As4 and CsEuFe4As4) yield both under ambi-
ent conditions [20–23]. The Eu atoms in RbEuFe4As4
carry large, spin-only moments that undergo long-range
∗ d.collomb@bath.ac.uk
ordering at 15K. Below the magnetic transition tem-
perature these moments exhibit in-plane alignment, and
there is a large anisotropy of the in-plane and out-of-
plane exchange constants [24]. This makes it distinct
from materials where the moments order along the c-
axis, which can create their own unique states of vortex
matter linked to ferromagnetic stripe domain structures
such as in EuFe2(As0.79P0.21)2 [25]. Neutron scattering
experiments have revealed helical ordering of successive
layers with a period of 4 unit cells along the c-axis due
to a weak antiferromagnetic exchange interaction in this
direction [26].
Although the magnetic structure in RbEuFe4As4 is
now quite well understood, its impact on the coexist-
ing superconductivity is still unclear. Above the mag-
netic ordering temperature fluctuating magnetic mo-
ments are thought to suppress superconductivity via
magnetic scattering[27–29], while in the vicinity of Tm
these moments become strongly correlated, further en-
hancing this suppression[30–32]. Optical conductivity
measurements probing the RbEuFe4As4 superconducting
gap revealed a small drop in ∆(T ) as Tm is approached
from above, followed by a recovery at lower temperatures
[33]. Additionally, magnetic force microscopy (MFM)
imaging of vortices revealed a gradual reduction in vor-
tex density below ∼18K, which drops to a weak minimum
at ∼12K and recovers again at lower temperatures, fur-
ther hinting at a weak interaction between the supercon-
ducting and magnetic subsystems [33]. The analysis of
the MFM measurements was, however, limited to count-
ing vortex numbers as a function of temperature, rather
than a direct investigation of the vortex structures them-
selves. On the other hand, recent angle resolved pho-
toemission spectroscopy (ARPES) reveals no significant
suppression of the superconducting gaps around the mag-
netic ordering temperature and DFT calculations show
that the topology and orbital character of the Fe3d band
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do not strongly depend on the magnetic order, although
the band structure evidently exhibits a degree of sensi-
tivity to it [34]. However, these measurements would not
capture the full impact of the effect of magnetic fluctua-
tions on superconductivity as the relative exchange cor-
rection to the gap is predicted to be significantly smaller
than the correction to the superfluid density [32]. Here
we use high-resolution scanning Hall microscopy (SHM)
to investigate the influence of magnetism on individual
superconducting vortices and directly extract the tem-
perature dependence of the penetration depth, λ(T ), and
the superfluid density, ρs(T ). This approach has the ad-
vantage that it is not influenced by the statistical nature
of vortex patterns or by internal flux pumping effects by
the magnetic sublattice [35].
The exchange interaction between the localized mo-
ments and Cooper pairs is expected to suppress the
superfluid density. In the paramagnetic phase, in the
regime when the exchange-field correlation length ξh is
much smaller than the in-plane coherence length ξs, this
suppression is caused by magnetic scattering and very
similar to the case of magnetic impurities [28, 29]. How-
ever, as the correlation length diverges for T → Tm, it al-
ways exceeds ξs in the vicinity of Tm leading to a different
’smooth’ regime of interaction between the magnetic and
superconducting subsystems. In the case of RbEuFe4As4,
ξs is very small [24, 36], resulting in a ’smooth’ regime
across a significant temperature range. The crossover be-
tween these ’scattering’ and ’smooth’ regimes has been
quantitatively described in Ref. [32] and results are sum-
marized in the Supplementary materials [37]. The correc-
tion to ρs has two main temperature dependencies: via
the ratio T/∆0(T ), and via the correlation length ξh(T ).
In the vicinity of Tm the second of these dependencies is
expected to dominate, whereas across a wider tempera-
ture range both are expected to contribute.
We have used SHM to image discrete vortices in high-
quality RbEuFe4As4 crystals, and studied the influence
of the emerging magnetic order on the penetration depth,
λ(T ), and the superfluid density, ρs(T ) [38]. SHM has the
advantage of being a quantitative, and non-invasive mag-
netic imaging technique that allows the magnetic pene-
tration depth to be directly obtained from model fits.
The temperature-dependent superfluid density has then
been calculated assuming ρs(T )∝λ(T )−2, and exhibits a
very substantial drop in the vicinity of Tm. A direct
comparison between our data and the model suggests
that there must be a noticeable exchange interaction be-
tween the Eu2+ moments and Cooper pairs that substan-
tially suppresses superconductivity near Tm. A recovery
of the superfluid density at lower temperatures reflects
a reduction of the magnetic correlation length and re-
sulting weakening of the magnetic scattering. The good
qualitative agreement with our model represents an im-
portant step forward in our understanding of the subtle
physics at play in magnetic superconductors.
High-quality single crystals of RbEuFe4As4 were grown
using a RbAs flux, yielding flat, rectangular platelet-like
crystals with lateral dimensions of ∼1 mm in the a-b
plane and thickness ∼60µm parallel to the c axis [22].
X-ray diffraction and specific heat measurements have
previously confirmed that the crystals are single-phase
material without EuFe2As2 inclusions [22]. RbEuFe4As4
has a simple tetragonal structure and a P4/mmm space
group, with one formula per unit cell and lattice con-
stants a = b = 3.88Å and c = 13.27Å [22]. A single unit
cell of the crystal structure and atom-to-atom bonding
is shown in the inset of Fig. 1. The high quality of the
crystals was confirmed via electronic transport and mag-
netization measurements. These were performed by at-
taching gold wires with silver paint in a standard 4-lead
Hall bar configuration, and the in-plane resistivity then
measured as a function of temperature. This is shown in
Fig. 1, revealing a superconducting transition of ∼37K.
The magnetic susceptibility as a function of temperature
was measured with a commercial magnetic property mea-
surement system (MPMS3, Quantum Design) with mag-
netic fields applied along the c-axis revealing a magnetic
transition at ∼15K.




































FIG. 1. Temperature dependence of the in-plane resistiv-
ity of RbEuFe4As4 near the superconducting transition, and
the magnetic susceptibility of a zero-field-cooled RbEuFe4As4
single-crystal with a 10Oe magnetic field applied along the c-
axis. The inset shows one unit cell of RbEuFe4As4, where the
magnetic structure of the Eu sublattice is indicated.
To prepare samples for SHM a crystal of RbEuFe4As4
was glued flat on a gold-coated Si substrate and me-
chanically cleaved immediately prior to coating with a
Cr(5nm)/Au(40nm) film (c.f., Fig. 2 (a)). This ensured
good electrical contact between the scanning tunnelling
microscopy (STM) tunnelling tip on the SHM sensor and
the sample surface. The Hall probe used was based on a
GaAs/AlGaAs heterostructure two-dimensional electron
gas defined by the intersection of two 700nm wide wires.
This was located ∼5µm from the gold-coated corner of
a deep mesa etch acting as the STM tip [38]. The Hall
probe was mounted at an angle of approximately 1◦ with
respect to the sample plane, ensuring that the STM tip is
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always the closest point to the sample surface. The Hall
probe was approached to the sample until a threshold
tunnel current was reached at which point the probe was
manually lifted out of tunnelling by ∼50nm for rapid ‘fly-
ing mode’ scanning. From this a two-dimensional map of
the magnetic induction across the surface of the sample
was obtained [38], and several images were then averaged
frame-by-frame to suppress low-frequency noise from the
Hall probe.
FIG. 2. (a) Optical micrograph of a RbEuFe4As4 single
crystal after cleaving and deposition of a conductive coating.
(b) - (f): Three dimensional SHM images of vortices in a
RbEuFe4As4 single crystal after field-cooling to 30K in ap-
plied perpendicular fields between -2.15Oe and 1.85Oe [39].
The scan size is 12.6µm × 12.6µm. Vertical scales span 0.4G
(-2.15Oe), 0.5G (-1.15Oe), 0.8G (-0.15Oe), 0.7G (0.85Oe),
0.5G (1.85Oe).
Figure 2 (b) - (f) displays vortex-resolved SHM im-
ages for a RbEuFe4As4 crystal after field-cooling to 30K
from above Tc at various small, perpendicular applied
magnetic fields between -2.15Oe and 1.85Oe. Note that
these are nominal applied fields and in practice the sam-
ple also sees contributions from the earth’s field as well
as nearby ferrous materials. The scan range of the piezo-
electric scanner is strongly temperature dependent and
varies from 8.5µm × 8.5µm to 13.5µm × 13.5µm be-
tween 10K and 35K. Even below Tm, we can attribute
all the magnetic contrast in the images to vortices and
see no sign of c-axis fields associated with domain walls
between magnetic domains. This differs from the MFM
images in Ref. [33] which showed the presence of such
stray magnetic fields at temperatures below Tm. It is
possible that these domain-wall fields are also present in
our sample on much larger length scales than we probe
in our measurements.
A sample was then field-cooled at Hz=−1.35Oe from
the normal state and images captured at several fixed
temperatures down to 10K. Profiles of one particular
vortex at a few selected temperatures are presented
in Fig. 3. The influence of the long-range magnetic
ordering is clearly reflected in the peak amplitude of the
vortex which weakens (and broadens) as we approach
15K from above. The amplitude then starts to grow
again at lower temperatures. The same behaviour is
observed in our detailed analysis of the temperature-
dependence of four distinct vortices in two different
crystals. We also observe an unexpected increase in
low-frequency noise in our images between 20K and
15K in a regime where the intrinsic Hall sensor noise
would normally fall as the temperature is lowered, see
Supplementary Materials [37] for more details. We
tentatively associate this additional noise with magnetic
fluctuations near the sample surface that have not been
screened out by superconductivity. We also checked that
there was no detectable hysteresis in the influence of the
long-range magnetic order on the vortices by capturing


















FIG. 3. Vortex profiles extracted from SHM images captured
after field-cooling in Hz =−1.35Oe to various fixed tempera-
tures with superimposed fits to a modified Clem model, Eq.
(1).
To investigate this behavior further, we have per-
formed a quantitative analysis of the temperature-
dependent vortex profiles Bz(x0, z, λ) by fitting them to
a modified Clem model [40, 41] to extract the magnetic
penetration depth, λ(T ),



























q2 + λ−2 + q
, (1)
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where z is the sensor scan height measured from the sam-
ple surface, w = 0.5µm is the electronic width of the Hall
probe, K1 and J0 are Bessel functions, ξs is the coher-
ence length for which we assume ξs=1.46nm/
√
1−T/Tc,
and Φ0 is the flux quantum. Fits to Eq. (1) have been
superimposed on the measured profiles in Figure 3 show-
ing excellent agreement. The value of z=1.45±0.01µm
extracted from fits is consistent with the sensor tilt an-
gle used. The same scan height was maintained at all
other temperatures and, although it is large compared to
the penetration depth we are trying to measure, we are
nevertheless able to extract values of λ(T ) from fits with
good accuracy (c.f., inset to Fig. 4).























FIG. 4. Temperature dependence of the normalised superfluid
density, ρs(T )/ρs(0) (solid symbols), and a fit to the model
described in the text (dashed line). The inset shows a plot of
the normalised penetration depth as a function of temperature
extracted for one vortex from fits to a modified Clem model,
Eq. (1).
The normalised superfluid density, ρs(T )/ρs(0) =
λ(0)2/λ(T )2, is plotted as a function of temperature in
the main panel of Fig. 4. The zero temperature penetra-
tion depth, λ(0)=100± 18nm, has been estimated from
the specific heat jump and a temperature dependence,
λ(T ) = λ(0)/
√
1− (T/Tc)2, assumed between 20K and
35K. [42]. The large vertical error bars arise from the
impact of the sensor noise level on the vortex profile fit-
ting process combined with uncertainties in the estimated
scan height, z.
The bare penetration depth is modified by the ex-
change interaction with the localized Eu2+ moments.
This effect becomes especially pronounced in the vicinity
of the magnetic transition, where the moments become
strongly correlated. The quantitative description of the
suppression of superconducting parameters by correlated
magnetic fluctuations has been elaborated in Ref. [32].
In the Supplementary materials [37], we summarize the
results for the correction to the superfluid density which
we use for the modeling of the data. The relative correc-
tion is proportional to the square of the amplitude of the
exchange field, h0, and depends on two ratios, T/∆0(T )
and ξs(T )/ξh(T ). We also account for renormalization
of parameters due to the nonlocality of the exchange in-













h, where ξS is the spin correlation length. We
assume the Berezinskii-Kosterlitz-Thouless (BKT) shape
for the latter, ξS(T ) = a exp[b
√
Tm/(T−Tm)], where
a= 0.39nm is the in-plane Eu atom spacing, and we use
the numerical factor b as a fit parameter.
We plot the results of our model as a dashed line
alongside our data using the amplitude of the exchange
field, h0 =15K, a zero temperature superconducting gap,
∆(0)=2meV, a BKT constant b=1, and the nonlocality
range aJ =3a. We use the BCS temperature dependence
to describe ∆(T), which is corrected in the model for the
magnetic exchange interaction. The Ginzburg-Landau
coherence length is estimated to be ξGL = 1.46nm, de-
duced from the linear slope of the c-axis upper critical
field near Tc [24, 36].
The strong suppression of superfluid density in the
vicinity of Tm is remarkable and was not previously ob-
served in RbEuFe4As4 or indeed any other ferromagnetic-
superconductor, although this possibility was recently
suggested by Willa et al. [36]. This is also in apparent
conflict with the analysis of recent ARPES measurements
which concluded that the two sublattices are almost
fully decoupled [34]. To understand the temperature-
dependent trend of the suppression seen in our data in
Fig. 4, we turn to our model. Comparing the measured
normalised ρs with predictions of the model, we find good
qualitative agreement with our 2D BKT description of
the magnetic correlations above the magnetic transition
temperature, Tm = 15K, confirming the nature of the
ordering and its impact through ξh(T ) on superconduc-
tivity in the vicinity of Tm. The temperature-dependent
magnetic correlation length, ξh(T ), which is governed by
the constant, b, is responsible for the wide temperature
range over which the magnetic ordering influences the
superconducting parameters. Above Tm, the suppres-
sion decreases rapidly as temperature increases, while the
shift in Tc is ∼ 1K. Although the suppression of super-
fluid density is quite large, the fitted magnetic exchange
constant remains moderate at h0≈0.4Tc. This is still sig-
nificantly smaller than exchange constants estimated for
the ternary compounds, which are several orders of mag-
nitude larger than Tc [3]. This suggests a weak enough
coupling between Eu moments and Cooper pairs in our
material that superconductivity is never destroyed, yet
one that is strong enough to have a substantial impact on
the superconducting parameters near Tm. We emphasize
that our model is a qualitative one and at best only quali-
tative agreement with our data is expected. In particular,
the model assumes two-dimensional scattering behavior
across the whole temperature range, T > Tm, while this
assumption must break down in the vicinity of the mag-
netic transition where a crossover to a three-dimensional
regime takes place. In addition, the BCS expressions we
have used for the temperature dependence of the gap and
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penetration depth were derived for single-band materials,
whereas RbEuFe4As4 has a more complicated multiband
structure. Nevertheless, the qualitative agreement be-
tween the model and data validates our simple assump-
tions in this fascinating magnetic superconducting mate-
rial.
In conclusion, we have directly quantified
the temperature-dependent superfluid density in
RbEuFe4As4 crystals to reveal a significant suppression
of superconductivity due to correlated quasi-two-
dimensional magnetic fluctuations, despite the apparent
spatial separation of the two sublattices. Although
insufficient to completely destroy superconductivity, this
suggests a significant influence of the exchange interac-
tion on the superconducting subsystem. Our results will
stimulate additional investigations into the properties
of RbEuFe4As4, and other magnetic-superconductors,
building on the existing analytical model.
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I. THEORETICAL MODEL FOR SUPPRESSION OF SUPERFLUID DENSITY BY CORRELATED
QUASI-TWO-DIMENSIONAL MAGNETIC FLUCTUATIONS
The suppression of the superconducting gap and superfluid density by correlated magnetic fluctuations in the vicin-
ity of the magnetic transition has been evaluated recently in Ref.1 and here we summarize the results for the superfluid
density with small generalization accounting for the nonlocality of the exchange interactions. The models assumes a
clean layered magnetic superconductor in which a continuous magnetic transition takes place inside superconducting
state. Increase of the exchange-field correlation length ξh in the vicinity of the magnetic transition enhances suppres-
sion of superconductivity. The influence of nonuniform exchange field on superconducting parameters is very sensitive
to the relation between ξh, and superconducting coherence length ξs defining the ’scattering’ (ξh < ξs) and ’smooth’
(ξh > ξs) regimes. The model in Ref.
1 provides a quantitative description of this ’scattering-to-smooth’ crossover for
the case of quasi-two-dimensional magnetic fluctuations.
For a material composed of magnetic and superconducting layers, the exchange field acting on the conduction





where the indices n and m correspond to conducting and magnetic layers, respectively, Sm(R) are localized spins,
and Jnm(r−R) are the exchange constants. In the paramagnetic state the field hn(r) is random and the Fourier













We neglect magnetic correlation between different magnetic layers and assume the spin correlation function for an


















= S20 , where S0 is the magnitude of spin (7/2 for Eu
2+). As in
RbEuFe4As4 the magnetic and superconducting layers are separated, the exchange interaction is most likely is indirect































































are the correlation length and exchange-field amplitude renormalized by the
nonlocality of the exchange interaction. Therefore nonlocality increases the effective correlation length and reduces
the effective amplitude of the exchange field. This effect becomes noticeable when temperature is not too close the to
magnetic transition when the spin correlation length becomes comparable with the nonlocality range.
The correction of the to λ−2 caused by a nonuniform exchange field with the correlation function in Eq. (5) evaluated
in Ref.1 is given by
λ−21 (T )=−λ−20 (T )
h̃20










where λ0(T ) and ∆0(T ) are the unperturbed values of the London penetration depth and the gap, ξs(T ) = vF /2∆0(T )













































where we used the reduced variables T̃ = 2πT/∆0(T ) and αh = ξs(T )/ξh(T ). Here the first term in the curly brackets






































































The function RQ (z, αh) in Eq. (7) describes the direct influence of the magnetic scattering on the superfluid density
and is defined as


















We use Eq. (6) to model the experimental behavior of λ−2(T ). The necessary input model parameters are the
temperature dependent gap ∆0(T ) which also determines the coherence length ξs(T ), spin correlation length ξS(T ),
the bare strength of exchange field h0, and the nonlocality range aJ . We assumed the Berezinskii-Kosterlitz-Thouless
shape for the magnetic length, ξS(T ) = a exp[b
√
Tm/(T−Tm)] and treated the nonuniversal numerical constant b as
an additional fit parameter.
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FIG. 1. Temperature dependence of the normalised superfluid density, ρs(T )/ρs(0) (solid symbols), as in Fig. 4 of the main
text, and a fit to the model with BCS value of the gap, ∆(0)=5meV, exchange field h0 =50K, a BKT constant b=1, and the
nonlocality range aJ =4a (dashed line).
II. SELECTION OF MODEL PARAMETERS
Since RbEuFe4As4, as other iron-pnictide superconductors, has multiple bands with different superconducting gaps,
our model is only capable to provide qualitative description of the data. To reduce uncertainties of the model, we
assume the BCS temperature dependence of the gap ∆0(T ) but leave the zero-temperature gap ∆0(0) as a free
parameter. Other three parameters of the model are the bare strength of the exchange field h0, the constant b in the
BKT temperature dependence of the spin correlation length, and the nonlocality range aJ . On general grounds, as
we observe a substantial suppression of the superfluid density near Tm, the model requires h0 comparable with ∆0(0).
The shape of the temperature dependence is sensitive to the parameters b and aJ .
If we assume that the zero-temperature gap ∆0(0) has the BCS value ≈ 5meV, which also coincides with the value
extracted from the optical data2, then the model describes our data if we take h0 =50K, b=1, and aJ =4a, see Fig.
1. However, this value of h0 looks unrealistically high as it exceeds the Eu to Eu moment interaction yielding the
magnetic transition temperature, 15K. Also, the nonlocality range is somewhat higher than expected. This is why
we assumed the smaller value of ∆0(0) = 2meV, for which the data can be modeled with more reasonable values of
h0 =15K and aJ =3a. The value b = 1 does not change. The model curve with these parameter is shown in Fig. 4 of
the main text and it provides a somewhat better description of our data in comparison with the first set.
III. MAGNETIC NOISE FLUCTUATIONS ABOVE THE FERROMAGNETIC TRANSITION
TEMPERATURE
While performing magnetic imaging of RbEuFe4As4 we noticed an unexpected increase in very low frequency Hall
sensor noise in images captured between 20K and 15K. Sensor noise would normally reduce at lower temperatures
due to the lower thermal noise contribution to the Hall probe signal. We tentatively associate the observed increase
with the detection of magnetic fluctuations near the sample surface. To investigate this further we have generated 2D
FFT spectra of the images to estimate the ’spatial’ noise amplitude (which can be directly related to temporal noise
amplitude) at various frequencies and temperatures, as plotted in Fig. 2. To generate Fig. 2 we take a linescan across
a 2D FFT parallel to the slow scan direction and fit this to a Lorentzian profile. Since all images take approximately
240 seconds to complete, this allows us to directly convert between spatial frequencies and temporal frequencies.
∗ d.collomb@bath.ac.uk
1 A. E. Koshelev. Suppression of superconducting parameters by correlated quasi-two-dimensional magnetic fluctuations. Phys.
Rev. B, 102:054505, Aug 2020.
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FIG. 2. Magnetic field noise amplitude extracted from 2D FFT linescans at various frequencies as a function of temperature.
As the temperature is reduced the low frequency noise rises to a peak around 17.5K, before falling again as the temperature is
lowered further down to 10K.
2 V.S. Stolyarov, A Casano, M.A. Belyanchikov, A.S. Astrakhantseva, S Yu Grebenchuk, D.S. Baranov, IA Golovchanskiy,
I Voloshenko, E.S. Zhukova, B.P. Gorshunov, A. V. Muratov, V. V. Dremov, L. Ya. Vinnikov, D. Roditchev, Y. Liu, G.-H.
Cao, M. Dressel, and E. Uykur. Unique interplay between superconducting and ferromagnetic orders in EuRbFe4As4. Phys.
Rev. B, 98(14):140506, 2018.
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7.1.2 Discussion on vortex imaging of a ferromagnetic superconductor: RbEuFe4As4
The quantitative imaging capabilities of SHPM have allowed us to confirm that the super-
conductivity in a ferromagnetic-superconducting crystal is indeed affected by the onset of
magnetic order. For the first time we have shown that the superfluid density is actually
significantly suppressed by correlated magnetic fluctuations. According to our theoretical
model, the exchange field acting upon the conduction electron spins must be fairly sub-
stantial to cause this level of suppression, however, the critical level of fluctuations leading
to the destruction of superconductivity is never reached. This highlights the importance
of the spatial separation between the magnetic and superconducting layers to achieve this
unique coexistence within the same material, and also places a limit on the exchange cou-
pling between the magnetic atom moments and the Cooper pairs. This should attract more
attention to the families of magnetic-superconductors, hopefully driving the hunt for new
materials with the aim of finding the ideal candidate system for fascinating applications
such as superspintronics.
While the paper reports the clear observation of the effect of the local magnetism on ‘bulk’
superconductivity, it also makes a brief mention of the influence of magnetic fluctuations
near the sample surface that have not been screened out by superconductivity. The im-
portance of these was inferred from an unexpected increase in low-frequency noise in the
scanning Hall probe signal between 20K and 15K [Fig. S2]. As mentioned in the text, one
would normally expect the amplitude of the sensor noise at any frequency to drop as the
temperature falls. This preliminary observation suggest a way to directly study magnetic
fluctuations across the whole temperature spectrum in future studies on RbEuFe4As4, or
indeed other magnetic-superconductors.
8 Vortex pinning in high temperature superconducting tapes
The cuprate family of superconductors are one of the most widely studied superconductor
families since the discovery of high temperature superconductivity. These are well known for
their high critical temperature, exceeding 77K, making them a much easier target material
for fundamental studies and applications [165]. GBCO can be grown through various means,
including; seed growth for large single domains [166], and deposition techniques such as
via; pulsed laser deposition, inclined substrate deposition and reactive co-evaporation by
deposition and reaction [167, 168, 8]. Looking towards industrial applications, the latter
growth techniques are under intense study to attain the best performing superconducting
tapes. Properties of the superconductor pinning and current carrying capacity can be
obtained through electronic transport and magnetometry on bulk samples. On the other
hand, we are in a unique position to be able to study the vortex pinning landscape and
vortex micro structure directly by SHPM images, supported by additional scanning electron
microscopy and local magnetometry measurements. This chapter continues to put SHPM
into action by studying the vortex pinning behaviour of a high Jc and Tc superconducting
tape made by SuNAM.
8 VORTEX PINNING IN HIGH TEMPERATURE SUPERCONDUCTING TAPES
8.1 Preamble on vortex imaging of high temperature superconducting
tapes
The most well known cuprate compounds are BSSCO and YBCO, however in the recent
decade, a sister to YBCO, GdBaCuO (GBCO), has entered at the forefront of the field.
GBCO boasts both a high critical current density and critical temperature [124], turning
it into one of the most attractive cuprates for potential applications in the energy sector
through energy transportation and superconducting magnetic energy storage [169, 170].
To realise these applications, manufacturers need to perform the crucial task of maximis-
ing Jc over a wide range of applied fields and temperatures. As described in chapter 4,
various APCs have been explored to tackle this problem. Due to the vast array of options
at manufacturers disposal, it may sometimes be easier to first optimise those which are
intrinsically present as a result of the growth process. As described in chapter 4, SuNAM
attempt to maximise Jc by controlling the concentration of the Gd2O3 second phases in the
grown tape to optimise the pinning density [8]. The easy-to-remove silver layer protecting
the GBCO layer allows our SHPM to get into close proximity to superconducting layer,
ensuring individual vortex resolution. Courtesy to this, we are able to quantitatively and
qualitatively study the precise vortex pinning landscape and behaviour at low fields with
SHPM. Correlating this with topographical and data, we can gain further insight to the
complex pinning mechanisms in GBCO based HTS tapes.
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Abstract: The high critical current density of second generation high temperature superconducting 10 
(2G-HTS) tapes is the result of the systematic optimisation of the pinning landscape for 11 
superconducting vortices through careful engineering of the size and density of defects and non-12 
superconducting second phases. Here we use scanning Hall probe microscopy to make a vortex-13 
resolved study of commercial GdBaCuO tapes in low fields for the first time and complement this 14 
work with “local” magnetisation and transport measurements. Magnetic imaging reveals highly 15 
disordered vortex patterns reflecting the presence of strongly pinning nanoscale Gd2O3 second 16 
phase inclusions in the superconducting film. However, we find that measured vortex profiles are 17 
unexpectedly broad, with full-width-half-maxima of typically 6µm, and exhibit almost no 18 
temperature-dependence in the range 10-85K. This suggests that individual vortex lines must be 19 
interacting with many different pinning sites and meander laterally over very considerable 20 
distances in order to pass through the maximum number of pinning centres. Deviations of our local 21 
magnetisation data from an accepted 2D Bean critical state model also indicate that critical state 22 
profiles relax quite rapidly by flux creep. Our measurements provide important information about 23 
the role second phase defects play in enhancing the critical current in these tapes and demonstrates 24 
the power of magnetic imaging as a complementary tool in the optimization of vortex pinning 25 
phenomena in 2G-HTS tapes. 26 
Keywords: High Temperature Superconducting Tapes; Magnetic Imaging; Nanoscale Defects; 27 
Cuprates; Scanning Hall Microscopy 28 
 29 
1. Introduction 30 
Cuprate superconductors have been the subject of intense investigation ever since their 31 
discovery due to their promising application as the superconducting layer in high temperature 32 
superconducting (HTS) coated conductors, the second generation (2G) of which are known as 2G-33 
HTS tapes. These typically have superconducting critical temperatures, Tc, greater than the boiling 34 
point of liquid nitrogen (77K), and high superconducting critical current densities, Jc. Such coated 35 
conductors hold great promise, with possible applications in electrical power transmission [1], fault 36 
current limiters [2], superconducting motors and generators [3], Maglev-based transport and 37 
superconducting magnetic energy storage [4, 5]. A major challenge for the adoption of HTS tapes in 38 
some of these applications is the need to overcome the rapid deterioration of Jc in high magnetic 39 
fields. If a supercurrent is applied in the mixed state of these type-II superconductors, when the 40 
superconductor is between the lower critical field, Hc1, and upper critical field, Hc2, magnetic flux 41 
lines treading the material will move as a result of the Lorentz force. This motion leads to finite 42 
energy dissipation, resulting in the loss of the zero resistance state. In practice these flux lines are 43 
pinned at normal ‘defects’ in the superconducting layer including impurities, second phases, grain 44 
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boundaries and dislocations. Since the Lorentz force scales linearly with supercurrent density, 45 
keeping these flux lines pinned at as very high currents requires careful engineering of the pinning 46 
sites, controlling their size and density to optimise the energy landscape for the maximum critical 47 
current density. Ideally, pinning centres should have sizes of the order of the vortex core diameter; 48 
if they are smaller than the superconducting coherence length, ξ, the vortex core may spread to 49 
other sites resulting in a reduction of the net pinning forces. There are several ways manufacturers 50 
can incorporate artificial pinning centers into cuprate superconductors. These include the addition 51 
of normal rare earth precipitates [6, 7], chemical modification through ion irradiation [8], surface 52 
deformation [9] and substrate surface decoration [10]. Advances in tape performance also must be 53 
combined with a low-cost and the ability to produce long lengths with high throughput, as 54 
reflected in a price-performance ratio [11]. The task is made particularly challenging due to the 55 
complex interplay between flux lines and the many different pinning sites that can be routinely 56 
introduced in 2G-HTS tapes. This makes it very challenging to predict the magnitude of pinning 57 
forces and Jc in advance and materials scientists must rely heavily on several complementary 58 
characterization methods to understand the roles played by different pinning centers. Advancing 59 
our understanding of the pinning potential landscape and behavior of flux lines within it will 60 
enable greater control of the maximum attainable Jc, and allow these tapes to get closer to their 61 
ultimate theoretical limit set by the pair breaking current density [12]. 62 
A large number of academic research groups and industrial manufacturers are developing high 63 
performance 2G-HTS tapes using different approaches [13]. Here we investigate commercial high Jc 64 
GdBa2Cu3O7-δ (GBCO) based fabricated by the manufacturer SuNAM using reactive co-evaporation 65 
[14, 15]. These tapes have exceptional critical current densities well in excess of 1MAcm-2 at 77K under 66 
self-field conditions. In addition Tc lies in the range 92-95K, well above liquid nitrogen temperatures. 67 
This is achieved by careful tuning of BaO, CuOx and Gd2O3 second phase inclusions produced during 68 
a deliberately Cu-rich deposition [16]. Applications for these tapes in motors, generators and magnet 69 
inserts require high Jc in high external fields, and to meet this need the microstructure of Gd2O3 70 
nanoparticles is optimized to significantly raise the in-field Jc. However, if the density of pinning 71 
centres becomes too high their performance degrades again and the precise tuning of the Gd to Cu-72 
Ba liquid ratio is required to attain optimal HTS tapes. Transmission electron microscopy (TEM) 73 
images of such tapes show uniformly dispersed, almost platelet-like Gd2O3 second phase inclusions 74 
in the best performing tapes [14, 15]. This contrasts with the more random and enlarged Gd2O3 75 
nanoparticles found in worse performing in-field tapes. The establishment of the optimum growth 76 
conditions is very challenging requiring the microscopic characterisation of the vortex pinning 77 
landscape and its interpretation in terms of the nanoscale pinning centres known to be present. 78 
Transport and magnetization measurements are two of the most common tools available to tape 79 
developers to characterise the ensemble-averaged pinning landscape at a macroscopic scale. In 80 
contrast, scanning probe microscopy techniques enable one to build a microscopic picture of the 81 
superconducting properties and represent ideal tools to study vortex behavior at discrete pinning 82 
centres [17]. Scanning Hall probe microscopy (SHPM) is a quantitative and non-invasive magnetic 83 
imaging technique has frequently been used to study supercurrent transport [18], ac losses [19], and 84 
flux penetration in cuprate superconductors at the microscale [20]. In this paper we use SHPM, 85 
supported by magnetization and electronic transport measurements, to obtain a microscopic picture 86 
the vortex pinning landscape at very low applied fields. We couple this with scanning electron 87 
microscopy (SEM) imaging to attempt to develop a detailed understanding of the role second phase 88 
inclusions play in pinning vortices and enhancing Jc. These studies reveal strong, and 89 
inhomogeneously distributed pinning sites throughout the GBCO film, but with dramatically 90 
broadened vortex profiles that exhibit negligible temperature dependence down to 10K. We attribute 91 
this to leading to large pinning forces resulting in the exceptionally high critical current densities in 92 
second generation HTS tapes. We tentatively suggest this is the result of the very strong pinning of 93 
individual vortex lines by multiple Gd2O3 nanoparticles, resulting in extensive lateral meandering on 94 
a scale of several micrometers as they traverse the film from bottom to top. Such a scenario would 95 
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clearly relay crucially on the shape and spatial distribution of pinning centres and provides important 96 
design rules for further enhancement of Jc in the future. 97 
2. Materials and Methods  98 
Magnetic imaging was performed by Scanning Hall Probe Microscopy (SHPM) in a commercial 99 
Oxford Instruments (OI) cryostat. A nanoscale Hall probe was patterned in a GaAs/AlGaAs 100 
heterostructure two-dimensional electron gas ∼5μm from the gold-coated corner of a deep mesa etch 101 
acting as a makeshift Scanning Tunneling Microscope (STM) tip. The STM tip was used to approach 102 
the sensor to the sample surface and track it once the two were in close proximity. The spatial 103 
resolution of the Hall sensor was defined by the electronic wire width of the two intersecting Hall 104 
cross leads. A Hall probe with electronic width 500nm was used for the images obtained in figures 4, 105 
5 and 7, while a Hall probe with electronic width 800nm was used for the images obtained in figure 106 
6. To ensure that the Hall probe was in closest possible proximity to the superconducting layer, a 2µm 107 
thick protective Ag layer was removed from a 6mm length of 4mm wide 2G-HTS tape by wet 108 
chemical etching with ammonium peroxide. The tape was subsequently recoated with a Cr/Au 109 
(5nm/40nm) film to ensure good electrical contact between the sample and the STM tip and epoxied 110 
onto a silicon substrate. The Hall probe was mounted at an angle of approximately 1⁰ with respect to 111 
the coated tape such that the STM tip is always the closest point to the tape surface [21]. A 112 
piezoelectric slick-slip driver and scanner tube facilitated the automated approach of the Hall probe 113 
towards the sample until a threshold current of 0.2nA was reached with the sample usually biased at 114 
+0.2V with respect to the grounded STM tip. The Hall probe was then lifted approximately 50nm 115 
above the sample surface for rapid ‘flying-mode’ imaging to produce a two-dimensional map of the 116 
magnetic induction. Several images were taken and averaged frame-by-frame to suppress the low 117 
frequency noise from the Hall probe. Different external magnetic fields could be applied from either 118 
a normal Cu wire coil wound around the cryostat or a superconducting magnet inside it. The scan 119 
range of the piezoelectric tube is strongly temperature dependent and varies from 8.5μm × 8.5μm to 120 
22.4μm × 22.4μm between 10K and 88K. Local magnetometry was performed by parking the Hall 121 
sensor ~1 μm above a desired location on the superconducting sample and measuring the magnetic 122 
induction as an external field is swept around a hysteresis loop. At very large sample biases the high 123 
electric field associated with tall topographic features on the sample also modulates the response of 124 
the Hall sensor and the structural information obtained from such ‘gating’ images can then be directly 125 
correlated with magnetic information from the same location. In practice these images were 126 
generated by subtracting images captured at sample bias voltages of +2V and -2V, resulting in the 127 
removal of magnetic features and leaving only the topographic information of interest. 128 
Electrical transport measurements were performed in a standard 4-point measurement 129 
configuration at temperatures down to 90K. Prior to Ag removal, two pairs of leads were soldered 130 
with a fixed spacing along a 16mm strip of 2G-HTS tape. These were subsequently contacted to the 131 
pads of a 20 pin ceramic package which was then attached to the end of a temperature-controlled 132 
sample holder designed to fit inside the OI cryostat. A constant current of 10mA was passed though 133 
the strip while the voltage was measured using a Keithley 182 nanovoltmeter as the temperature was 134 
swept at 0.1K/min using an OI ITC 503 temperature controller. 135 
Field Effect Scanning Electron Microscopy (FE-SEM) at 5kV and 1kV and Energy Dispersive X-136 
Ray Analysis (EDX) at 10kV were performed in a Joel JSM-6301F FE-SEM. 137 
All data captured within this research project are openly available from the University of Bath 138 
Research Data Archive [22]. 139 
3. Results and discussion 140 
3.1. Characterisation of the HTS tapes 141 
An example of an as-received piece of tape covered by a 2µm thick Ag stabiliser layer is shown 142 
in Figure 1(a). The width of the HTS tape strip is 4mm while the thickness of the GBCO film below 143 
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the stabiliser layer is approximately 1.5μm. Once the stabiliser layer was etched away the dark, 144 
reflective and seemingly flat superconducting layer was exposed. Upon closer inspection of the 145 
surface of this layer with SEM and EDX (c.f. Figure S1) we find regions of sub-micrometre scale 146 
networks of non-superconducting CuOx outgrowths with the lightly terraced yet much flatter 147 
superconducting GBCO layer in between (c.f., Fig. 1(b)). 148 
 149 
Figure 1. (a) Optical image of a strip of GBCO HTS tape covered with a 2µm thick Ag stabiliser layer.; 150 
(b) An SEM image of the surface of the tape after stabilizer removal at a 30 degree tilt angle. The inset 151 
shows a magnified SEM image of a region from the larger area of (b), showing the presence of CuOx 152 
outgrowths from the upper layers of the superconducting film. 153 
Temperature-dependent electronic transport measurements on a piece of tape with similar 154 
dimensions to the one in Figure 1(a) revealed a high mid-point resistive Tc of 93.4±0.2K, as shown in 155 
Figure 2. This falls within the range of previous measurements on similar types of tape [14, 15]. 156 
 157 
Figure 2. (a) Four-terminal resistance measured as a function of temperature showing a mid-point 158 
resistive transition at 93.4±0.2K. 159 
Jc for our tapes has been estimated from local measurements of the magnetization using the 160 
parked SHPM Hall sensor, after fitting to a ‘two-dimensional’ critical state model developed by 161 
Brandt and Indenbom [23]. This describes the magnetic field penetration profile, Bz, in a zero 162 
field-cooled infinitely long type-II superconducting strip of width 2a, and thickness d, under a 163 
constant perpendicular externally applied magnetic field. Within the assumptions of the model 164 
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(d<<2a) the critical current density can then be extracted as the sole unknown parameter. At an 165 
applied field Ha the magnetic field profile is described by, 166 
 =
⎩⎪⎨
⎪⎧ 0 || <   ℎ ||  < || < 
  ℎ || || > 
 ,  (1) 167 
where Bc=µ0Jcd/π, c=tanh(µ0Ha/Bc) and b=a/cosh(µ0Ha/Bc) is the boundary of the central flux free 168 
region. As the sweep direction of the applied field reverses again from Hmax, Bz(y) can be 169 
calculated from [23], 170 
↓,  ! , " = ,  #!$ , " − ,  #!$ −  ! , 2". (2) 171 
The Hall probe was positioned approximately y=0.74mm from the center of the strip, and 172 
magnetisation loops captured using external field excursions Hmax=±107mT from 10K up to 83K 173 
and Hmax=±3.2mT from 81K up to 87.5K. The two different sweep ranges were used to ensure 174 
sufficient resolution in the hysteretic B-H loops across the full temperature range of interest. 175 
Example B-H loops and fits to the model are shown in Figures 3(a) and 3(c).The resulting 176 
estimations of Jc as a function of temperature are plotted in Figure 3(b) for higher field sweeps, 177 
and in Figure 3(d) for the lower field sweeps. The critical temperature can also be estimated from 178 
a linear extrapolation of Jc at high temperatures yielding a value of 90.2±0.2K, as indicated in 179 
Figure 3(d). The differences between the resistive Tc and magnetic estimations of Tc probably 180 
reflect small inhomogeneities in the film since the resistive measurement detects the strongest 181 
percolation path through the entire sample while the magnetisation data are only collected from 182 
the ‘local’ area near the Hall sensor. The estimated critical current density at 77K is within the 183 
range of previously estimated values obtained from transport measurements at the same 184 
temperature, with any difference likely to be due to the different in-field and self-field 185 
measurement conditions used [14, 15, 24]. Estimated Jc values for the smaller field range near Tc 186 
are systematically smaller than those for the larger sweep range reflecting the much lower sweep 187 
rates (approximately 30x lower) for these loops allowing much more time for the critical state to 188 
relax due, for example, to flux creep processes. These nevertheless represent exceptionally high 189 
critical current densities in comparison to other 2G-HTS tapes, reflecting the presence of very 190 
strong vortex pinning forces. A comparison between the data and the model fits in Figs. 3(a) and 191 
(b) reveals significant discrepancies, in particular at the points where the reverse flux 192 
repenetrates the sample. In practice the reverse flux penetrates much sooner than expected from 193 
the model and does not exhibit the very abrupt predicted onset. While our samples adequately 194 
satisfy the model assumption that d<<2a, the strips we measure are only of finite length with 195 
aspect ratio ~3:2 and the critical current is microscopically inhomogeneous on a scale of the 196 
distribution of artificial pinning centres. However, neither of these shortcomings seems able to 197 
explain the discrepancies with the fits which are more likely to be related to the relaxation of 198 
critical state profiles by flux creep. To illustrate this point in figures 3(e) and (f) we plot the 199 
magnetic induction profiles predicted by the model after increasing the applied field from zero 200 
to the maximum excursion, µ0.Hmax=3.2mT, and after subsequent field reversal to -0.94mT 201 
respectively. Our measured data are quite closely represented by the dash-dot and dotted lines 202 
that have been superimposed to represent the smearing of the penetrating and repenetrating 203 
flux fronts due to flux creep. In fact the profile presented by these lines much more closerly 204 
mirrors the classical 3D Bean critical state behavior whereby dBz/dy is a constant for a given sign 205 
of critical current density [23]. Similar behavior has been observed in local magnetization data 206 
measured on other types of 2G-HTS tapes [20], though not to the same extent as that seen here 207 
indicating a significantly faster relaxation rate in our samples. This in turn reflects the type, 208 
structure and topology of the specific pinning centres employed which lead to distinctly 209 
different creep barriers for different configurations. 210 
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 211 
Figure 3. (a) B-H loop at 65K (dotted line) and a fit to the 2D critical state model (solid line). Arrows 212 
indicate the direction of the field sweep. The inset shows a sketch of the tape sample showing the 213 
position where local magnetometry measurements were performed (red dot); (b) B-H loop at 84K 214 
(dotted line) and a fit to the 2D critical state model (solid line). Arrows indicate the direction of the 215 
field sweep; (c) Temperature-dependent critical current density estimated from fitting magnetization 216 
loops swept out to ±107mT; (d) Temperature-dependent critical current density estimated from 217 
magnetization loops swept out to ±3.2mT. These data have been used to estimate the critical 218 
temperature from a linear extrapolation (dashed line) to Jc=0. (e) Magnetic field profile predicted by 219 
the 2D critical state model when the external field is increased from zero to µ0.Hmax=3.2mT (Jc=5×109 220 
A/m2). The superimposed dash-dot line illustrates the actual behavior of the penetration front 221 
exhibited by our sample; (f) Model magnetic field profile after the applied field in (e) has been reduced 222 
again to µ0.Hmax=-0.94mT (solid lines) The dashed red line shows the original penetration profile at 223 
the maximum applied field. The superimposed dotted line illustrates the actual behavior of the 224 
repenetration front exhibited by our sample. 225 
3.2. Vortex pinning landscape in low fields 226 
To further our understanding of the relationship between vortex pinning and the film 227 
microstructure we systematically captured a series of SHPM images of a sample of the 2G-HTS 228 
tape after field-cooling in small (<1mT) perpendicular magnetic fields. Figure 4 shows a series 229 
of three-dimensional renderings of vortex images captured at 77K after field-cooling from above 230 
Tc in several different fields [25]. We note that the applied fields stated are nominal values for 231 
the coil currents used and in practice the sample also sees contributions from the earth’s field, 232 
nearby ferrous materials (e.g., the Hastelloy substrate of the tape [26]) and flux trapped in the 233 
windings of the superconducting magnet. As expected for a strong pinning film, vortex patterns 234 
are highly disordered and the number of first nearest neighbours frequently deviates from that 235 
expected for a perfect Abrikosov vortex lattice (i.e., six). In addition, specific sites are repeatedly 236 
occupied by a vortex after different field-cooling cycles suggesting that a few particularly strong 237 
pinning centres are present. 238 
Nanomaterials 2020, 10, x FOR PEER REVIEW 7 of 12 
 
 239 
Figure 4. (a) Optical microscope image of the section of GBCO 2G-HTS tape imaged after the Ag 240 
stabiliser layer has been removed, and the sample then recoated with Cr/Au. The width, 2a = 4mm, of 241 
the tape is given by its shortest length of 6mm; (b) – (f) Three dimensional renderings of SHPM vortex 242 
images captured on the GBCO tape after field-cooling to 77K from above Tc in perpendicular applied 243 
fields between -45μT and 45μT. The scan size is 20.7μm × 20.7μm. Vertical scales span 40μT (µ0H=-244 
45μT), 23μT (-25μT), 23μT (-5μT), 16μT (20μT) and 40μT (45μT). 245 
Figures 5(a) and (b) examine the reproducibility of vortex patterns after repeatedly field-246 
cooling the sample in the same applied field.  As can be seen the vortex pattern is highly 247 
reproducible from one cooldown cycle to the next indicating that a small number of very strong 248 
pinning sites with a wide capture radius is dominating these frozen structures. This is in stark 249 
contrast to weakly pinning materials where such patterns tend to change dramatically between 250 
cooldowns due to statistical fluctuations in the freezing dynamics during the cooldown. 251 
 252 
Figure 5. (a) and (b) SHPM images of vortices in a GBCO 2G=HTS tape after field-cooling to 77K from 253 
above Tc in the same applied perpendicular field of µ0H≈-40μT. The vertical scales span 40μT and the 254 
scan size is 20.7μm × 20.7μm; (c) An expanded view of two very close white vortices in the center the 255 
sample after field-cooling to 77K in µ0H≈95 μT, which were used to obtain a lower bound estimate of 256 
the pinning. The vertical scale spans 26μT. 257 
A lower bound for the pinning force experienced by vortices has been estimated from two 258 
very close vortices in the image shown in Fig. 5(c). Assuming that both vortices are pinned with 259 
a force that matches or exceeds their mutual repulsion we compare this with an expression for 260 
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the force between two vortices in a bulk superconductor when the vortex-vortex separation, r, 261 
is much greater than the London penetration depth, λL. This is described by [27], 262 
'()→) ≈ Ф-./µ-12 3 /.145 6
7892 , (3) 263 
where Фo is the superconducting flux quantum. We estimate that two vortices in Fig. 5(c) are 264 
~1.6μm apart, yields a lower bound on the pinning force of fp~0.035μNm-1. In practice of course, 265 
the spatial resolution of our imaging technique (~0.5µm) severely limits our ability to resolve 266 
two vortices at very close spacing and this number is inevitably a huge underestimate of typical 267 
pinning forces at this temperature. Moreover, it is knows that the vortex structure freezes in at 268 
a typical “irreversibility temperature” just below Tc where pinning forces become just strong 269 
enough to quench thermally activated vortex motion. Hence these vortex patterns are 270 
characteristic of even weaker pinning forces that apply much closer to Tc. A much more rigorous 271 
estimate of the average pinning force can be obtained from the relationship, fp≈JcФ0. Using the 272 
estimate of Jc at 77K from Fig. 3(d) we use this expression to estimate that pinning forces are 273 
approximately fp~44μNm-1, close to other high Jc cuprate materials and 2G-HTS tapes at similar 274 
fields [14, 15, 28, 29]. As expected this is several orders of magnitude larger than the force 275 
estimated from the separation of discrete vortices in SHPM images. 276 
The quantitative nature of SHPM imaging also allows us to make a careful analysis of 277 
temperature-dependent vortex profiles which have been characterized in images of the type 278 
shown in Figures 6 (a). Fig. 6(b) illustrates linescans captured across the centre of one of these 279 
vortices at three different temperatures. Data for a number of different pinned vortices have 280 
been summarized in Figs. 6(c) and (d) in terms of the peak vortex heights and the full-width-281 
half-maxima (FWHM) respectively. It is really striking that neither figure-of-merit shows any 282 
significant temperature dependence between 10K and 85K, with only a weak additional 283 
broadening of the vortices closer to Tc. Attempts to fit these profiles to the variational model 284 
predictions for type-II superconductors due to Clem fail completely, even if one assumes an 285 
unphysically large variational coherence length that breaks the assumption λL>>ξv [30, 31]. In the 286 
limit that the measured FWHM of the vortex is governed by the diameter of the non-287 
superconducting centre it is pinned on, these very large temperature-independent sizes would 288 
not be so surprising. However Gd2O3 nanoscale inclusions that are believed to dominate vortex 289 
pinning only have sizes of a few hundred nanometers [14, 15], orders of magnitude smaller than 290 
the vortex diameters we measure. This would suggest that individual flux lines are actually 291 
interacting with many nanoscale inclusions, meandering laterally over considerable distances in 292 
order to pass through as many artificial pinning centres as possible. The inset of Fig. 6(b) 293 
qualitatively illustrates this scenario. 294 
Nanomaterials 2020, 10, x FOR PEER REVIEW 9 of 12 
 
 295 
Figure 6. (a) Three dimensional rendering of an SHPM image of the vortex pattern after field-cooling 296 
to 65K µ0H=25μT. The vertical scales span 19μT and the scan size is 18.6μm x 18.6; (b) Typical vortex 297 
profiled linescans across the centre of vortex C at three different temperatures. The inset shows a 298 
sketch of a flux line wiggling laterally within the tape to interact with as many of the pinning centres 299 
(grey) as possible; (c) Peak heights of vortex profiles as a function of temperature for several different 300 
pinned vortices; (d) FWHM of vortex profiles as a function of temperature for the same vortices shown 301 
in (c). 302 
3.3. Correlating pinning sites 303 
 One of the challenges when it comes to developing 2G-HTS tapes is to understand which 304 
pinning objects in the superconducting film are dominating any increase in critical current. 305 
Previous TEM images of these SuNAM tapes has revealed both a high density of quite uniformly 306 
dispersed multilayers with a wide range of tilt angles Gd2O3 inclusions throughout the 307 
superconducting layer as well as much larger CuOx outgrowths protruding from the top surface as 308 
shown in Fig. 1(b) [14, 15]. Since the latter are tend to have much larger lateral dimensions and are 309 
also non-superconducting, it is important to rule out that these are not also contributing 310 
significantly to the pinning of superconducting vortices. As these features are found at the tape 311 
surface they represent the main contribution to the surface topography and can be mapped using 312 
the “gating” imaging approach described in section 2. In this way we can search for correlations 313 
between location of the CuOx outgrowths and the locations of strongly pinned vortices. Figures 7(a) 314 
shows examples of topographic maps that were captured just after the magnetic maps of Figures 315 
7(b) (measured with a normal sample bias of 0.2V). Comparing the pairs of images we are unable to 316 
find any significant correlation between the largest topographical features and the characteristic 317 
vortex pinning locations. As clearly seen in linescans plotted in Figures 7(c), the vortex centres do 318 
not appear to bear any relationship with the measured topographic peaks (or the troughs), 319 
something that has been confirmed by generating a numerical cross-correlation of the images pairs. 320 
Hence we consider it very unlikely that these non-superconducting CuOx outgrowths make a 321 
significant contribution to the vortex pinning landscape, and everything points to the fact that the 322 
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Gd2O3 nanoparticles distributed throughout the superconducting layer play the dominant role in 323 
maximising Jc. 324 
 325 
Figure 7. (a) Three dimensional rendering of a topographic ’gating’ image captured at 77K.; (b) Three 326 
dimensional rendering of vortices at the same location as (a). Images were captured after field-cooling 327 
to 77K in µ0H=25μT. The vertical scale for (b) spans 15μT. Scan sizes for all images are 20.7μm x 328 
20.7μm. (c) shows linescans along the dashed-dotted lines superimposed on images (a) and (b). 329 
5. Conclusions 330 
Our results yield important new insights into nature of vortex pinning in commercial GdBaCuO 331 
high temperature superconducting tapes, providing new understanding that can be built on to 332 
further increase Jc in these tapes. Scanning Hall probe microscopy images reveal highly disordered 333 
vortex patterns reflecting a pinning landscape dominated by a small number of very strong pinning 334 
centres, most likely non-superconducting Gd2O3 second phase inclusions. Local magnetisation loops 335 
show surprising deviations from the predictions of widely accepted 2D Bean critical state model for 336 
infinite superconducting strips suggesting that penetration and repenetrating flux profiles relax 337 
rather rapidly due to flux creep. Indeed, we infer that our measured profiles are close to the 338 
predictions of the bulk 3D Bean critical state model with approximately constant values of dBz/dy for 339 
a given sign of critical current density. An average pinning force per unit length of 44µNm-1 is 340 
estimated from our magnetisation data. Unexpectedly we measure extremely broad vortex profiles 341 
with FWHM of typically 6µm. Moreover, neither the vortex peak fields nor the FWHM shows 342 
significant temperature-dependence in the range 10-85K. These facts are very difficult to reconcile 343 
with the sizes of the dominant Gd2O3 pinning centres which are typically a few hundred nanometers 344 
in diameter. This suggests that individual vortex lines must be interacting with many different 345 
pinning sites and meander laterally over considerable distances in order to pass through as many 346 
artificial pinning centres as possible. This has important implications for the future development of 347 
HTS tapes using second phase pinning to increase Jc. Our work also reinforces the role magnetic 348 
imaging has as a powerful complementary tool for developing and optimizing high temperature 349 
superconducting tapes and opens up opportunities for further studies of flux pinning in GBCO tapes 350 
under self-field conditions [32]. In addition, ongoing improvements in the spatial resolution of 351 
magnetic imaging techniques [33, 34] will allow investigations to be performed with greater precision 352 
in order to resolve pinning sites in superconducting tapes across a much wider range of external 353 
fields and applied currents. This investigative approach would become even more powerful when 354 
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combined with simultaneous imaging of cross sections of the superconducting layer to more 355 
accurately correlate the locations of vortices and pinning sites. 356 
Supplementary Materials: The following are available online at www.mdpi.com/xxx/s1; Figure S1: EDX 357 
analysis of the GdBaCuO layer surface.; 358 
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9 CONCLUSIONS AND FUTURE OUTLOOK
8.1.2 Discussion on vortex imaging of high temperature superconducting tapes
Just by comparing images between these tapes and RbEuFe4As4 we can see the strong
nature of certain pinning sites in these second generation HTS tapes. Unlike in RbEuFe4As4,
repeatedly cooling the same field results in an almost identical vortex configuration, with
differences likely being due to the piezo hysteresis as temperature is changed. This is further
evidenced in the change in field, where in RbEuFe4As4 the vorticies pin in vastly different
locations, whereas in the tapes similar positions are almost always occupied. Furthermore,
the temperature dependence of the vortex profiles, tracked by measuring the full width half
maximum and peak heights of the vortices, shows no trend. This is unlike in many other
’clean’ superconducting thin films which exhibit a temperature dependence. This further
highlights the strong pinning sites in the HTS layer of the tape. We note that the full width
Hall maximums of these vortices are fairly large if assuming these are pinned on a cylindrical
normal tube. This is more likely due to the large volumes across which the flux lines are
bending between pinning sites along the c axis of the HTS layer. Despite there being normal
CuOz outgrowths as seen by topographical imaging, it is difficult to correlate this with the
location of the pinned vortices, showing that Gd2O3 second phases buried throughout the
superconducting layer are the likely primary contributor to the pinning. The SEM images
of the surface of the tape alone show the complex nature of the material. We note that
these outgrowths affect the ultimate attainable spatial resolution as essentially this limits
our approach to a height equal to the gold conducting layer, plus the average height of the
CuO outgrowths. However this is still not more than a micrometer in height and so we can
comfortably resolve he vortices we observe in the text. Steps and other grain-like structures
can be seen in the GBCO material, pointing to something beyond the simple picture of
second phases being the primary pinning source. Although we cannot disconcern pinning
sources in our research to full certainty, our work still provides a valuable first-look into the
nature of these tapes to help dig deeper into what makes them so valuable for high critical
current applications.
Similar experiments but under different self-field conditions can help gain further insight
into the pinning properties. Furthermore, higher resolution imaging can help study how the
vortex lattice and pinning regimes evolve as a function of higher fields and temperature,
giving a further push for reasons to improve the spatial resolution of SHPM. The research
into high temperature superconducting tapes is merely just beginning, thanks to the myr-
iad of options at the disposal of tape manufacturers the effect of nanoengineering these
materials has a large scope to study. We look forward to further material families being
employed in such applications as well as their material engineering breakthroughs. 1
9 Conclusions and Future Outlook
9.1 Conclusions
9.1.1 Graphene-based Hall probe development and characterisation
Chemical vapour deposition has the powerful advantage of being a scaleable technology for
high quality graphene growth [77]. However, the experiences described in chapter 6 show
9 CONCLUSIONS AND FUTURE OUTLOOK
that once the CVD graphene is processed into its final device state, the yield of successful
devices is often rather low. Encapsulating the wet transferred CVD graphene is a very good
alternative, providing better performance and representing the first step towards commercial
production of graphene-based Hall probe devices. These results are now being built on to
fabricate, and then improve, graphene-based SHPMs. The figures-of-merit and fabrication
versatility do suggest that graphene-based Hall probes are likely to replace GaAs-based Hall
sensors in commercial and research set-ups in the future, the major bottleneck for large
scale commercial applications still being scaleability.
9.1.2 Vortex matter in HTS materials
The study of the ferromagnetic superconductor RbEuFe4As4 showed a rather significant ef-
fect on superconductivity arising from the magnetic ordering. We reveal that the exchange
interaction between the superconducting and magnetic electrons is significant, weakening
the superconductivity as the magnetic moments order as shown by our study of the pen-
etration depth as a function of temperature. However, the exchange constant is not large
enough to completely destroy superconductivity around the magnetic ordering temperature,
thus the material remains superconducting down to 0K, while also exhibiting helimagnetism
below 15K. As explored in this thesis, this is not the only material to exhibit this unex-
pected marriage of the two phenomena. The recent flow of studies on RbEuFe4As4 and its
sister materials have established a renewed interest in studying spin-singlet hybrid super-
conductors, which exist in most part due to the optimum isolation between the magnetic
and superconducting sublattices. As we learn more about these materials and their unique
coexistence phenomena across a relatively large temperature range, this will advance our
understanding of the mesoscopic interactions between superconductivity and magnetism,
and could even inform the design of new superconducting-magnetic hybrid devices.
Research into HTS tapes currently spans numerous technologically-important aspects in-
cluding solving the issue of effective superconducting joints, increasing the tolerance to
high magnetic fields, improving the current carrying capacity, optimising the performance
under mechanical stresses and strains and eliminating screening current-induced fields, to
name just a few [171]. In this thesis we have chosen to tackle just one of these complex
problems, namely investigating the properties of high current carrying capacity tapes incor-
porating nanoscale artificial pinning sites introduced as non-superconducting second phases
during growth. We have shown a strong impact of these pinning sites on the supercon-
ducting vortices, giving rise to a highly inhomogeneous pinning landscape characterised by
the formation of almost identical vortex patterns after repeated cooling, vortex hopping
between different strong pinning sites and an unusual temperature dependence and field
profile of vortices sitting at such sites. One can make simple comparisons between the vor-
tex landscapes of RbEuFe4As4 and GdBaCuO studied in this thesis to further highlight how
the two are on opposite ends of the vortex pinning spectrum. Estimations of the pinning
forces and critical current density directly reflect the benefit of having such a landscape for
superconducting applications. This also points out that less diversity of artificial pinning
sites could well be more when it comes to selecting from the plethora of pinning sources
when engineering artificial sites. Finally, this research work also illustrates that magnetic
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imaging, especially imaging with very high spatial resolution, could become a key tool to
accelerate the characterisation and further development of commercial 2G-HTS tapes.
9.2 Outlook for future work
9.3 Improvements to the SHPM technique
The future of SHPM must follow the same lines as those explored in this thesis; increased
spatial resolution combined with improved minimum detectable fields. To see where this
is likely to go next it is best to refer to chapter 2 and identify the trend exhibited by
competing techniques in recent years. Scanning SQUID microscopy, NV centre scanning
magnetometry and MFM all have the sensing element on the end of a sharp tip. While
STM-tracking SHPM does incorporate a tip, the active component (the Hall cross) is still
relatively far away from this, and the overall size of the sensor chip introduces limitations
for the alignment and fine approach to the sample being imaged. One solution to this
involves integrating the Hall probe on the apex of an AFM tip, and has been attempted
a few times with modest success [172, 173, 174, 175]. While the spatial resolution can
be much improved this way the device fabrication has proved to be a major challenge and
often results in a reduction of the magnetic field resolution. The research work in this thesis
exploiting the easy transferability of graphene to a wide range of substrates shows that this
can be the basis of an Atomic Force Hall Probe Microscope (AFHPM) in which it is feasible
to retain its high magnetic field resolution. Further advancements in the coating of AFM
tips with graphene by Lanza et.al. also open up a pathway to retain the very high spa-
tial resolution of AFM-based techniques, for example by using the previously-demonstrated
draping technique due to Gregusova et. al. to pattern a nanoscale Hall cross [176, 175].
These developments should make SHPM highly competitive with NV scanning magnetom-
etry for imaging under ambient conditions imaging and scanning SQUID microscopy under
low temperature conditions. Finally, the addition of field excitation coils will enable the
possibility to perform local susceptometry, with applications such as the manipulation of
skyrmions and domain structures in magnetic materials, and non-destructive testing in a
wide range of conducting materials.
As clearly demonstrated in this thesis, a high Hall coefficient is no use on its own if it
is not combined with very low electronic noise. Hence, monolayer of few-layer graphene
may not remain the best material for the Hall cross indefinitely. Materials such as Black
Phosphorous and Indium Selenide could prove to be strong competitors to graphene, since
both demonstrate very attractive low frequency noise figures, even at smaller wire widths
[177, 178, 179]. Since the mechanisms of the noise may differ between materials, further
research is needed to minimise their low frequency noise levels. However, at present there
still remains much to do to optimise graphene Hall sensors. As discussed in chapters 3,
multiple layers may be more beneficial for low noise applications where a lower Hall coef-
ficient can be compensated for using ultra-low noise preamplifiers. Moreover, by designing
the sensor system so that the few-layer Hall probe can be tuned to the lowest noise carrier
density regions with a gate, the minimum detectable field can be further enhanced.
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9.3.1 Further imaging
Due to current limitations on the performance of GaAs based SHPMs at room temperature,
the SHPM technique has to date largely been limited to imaging superconducting materials.
The development of SHPM sensors with improved room temperature SNRs opens many
more applications such as; imaging and manipulation of Skyrmion systems [26], investigat-
ing novel magnetic 2D materials [180], antiferromagnetic devices for spintronic application
[15], spin caloritronic materials [14] as well as more routine uses in industrial settings such
as quality control during the manufacture of ferromagnetic data storage media (an appli-
cation currently being performed by MFM [181]). The technique could even be used in the
biosciences, such as for the identification and characterisation of magnetotactic bacteria
[182].
Despite the focus of the development of scanning magnetometers towards room temper-
ature and ambient conditions, to adapt Feynman’s famous nanotechnology-related quote;
there is still plenty of room in the cold. The familiarity of humans with superconductivity is
still at an early stage of acquaintanceship, for example, even now aspects like the interplay
between magnetism and superconductivity are only just becoming understood and the list of
known high temperature superconductors is growing quickly. Building on the imaging work
on RbEuFe4As4, described here, imaging in ferromagnetic-superconductors with coexisting
out-of-plane magnetic moments such as EuFe2(As0.79P0.21)2 could help us achieve a much
more complete understanding of the interplay between magnetism and superconductivity.
SHPM can achieve this by quantifying key superconducting parameters (e.g., the pene-
tration depth and superfluid density) and ferromagnetic domain structures in Meissner-like
and critical state-like regimes. The optimisation of vortex pinning for high Jc applications
is still in its infancy. As the spatial resolution of magnetic imaging, topographic imaging
and chemical characterisation tools increases, it will become easier to discern the various
contributions to vortex pinning and identify which has the greater impact on the pining
landscape. Furthermore, additional minor enhancements to imaging techniques, such as
mapping under simultaneous transport current flow, will allow high temperature super-
conducting tapes to be studied under self-field conditions rather than just under external
fields.
References
[1] Liye Xiao et al. “HTS power technology for future DC power grid”. In: IEEE Trans.
Appl. Supercond 23.3 (2013), p. 5401506.
[2] A Sykes et al. “Compact fusion energy based on the spherical tokamak”. In: Nuclear
Fusion 58.1 (2017), pp. 016–039.
[3] Yiyun Lu and Huiying Huang. “A novel HTS magnetic levitation dining table”. In:
Physica C: Superconductivity and its Applications 548 (2018), p. 1420.
[4] AK Geim and KS Novoselov. The rise of graphene. naturematerials, 6: 183–191.
2007.
[5] Junmo Kang et al. “Graphene transfer: key for applications”. In: Nanoscale 4.18
(2012), pp. 5527–5537.
[6] Luca Banszerus et al. “Ultrahigh-mobility graphene devices from chemical vapor
deposition on reusable copper”. In: Science advances 1.6 (2015), e1500222.
[7] MP Smylie et al. “Anisotropic superconductivity and magnetism in single-crystal
RbEuFe 4 As 4”. In: Physical Review B 98.10 (2018), p. 104503.
[8] Jae-Hun Lee et al. “RCE-DR, a novel process for coated conductor fabrication
with high performance”. In: Superconductor Science and Technology 27.4 (2014),
p. 044018.
[9] Antal Gasparics et al. “Magnetic imaging in non-destructive testing”. In: 2010 Inter-
national Conference on Mechanical and Electrical Technology. IEEE. 2010, pp. 47–
49.
[10] Jonathan Blackledge, Lorenzo Rosa, and Albert Boretti. “Nano-Magnetic Resonance
Imaging (Nano-MRI) Gives Personalized Medicine a New Perspective”. In: (2017).
[11] Simon J Bending. “Local magnetic probes of superconductors”. In: Advances in
Physics 48.4 (1999), pp. 449–535.
[12] Wolfgang Kuch. “Magnetic imaging”. In: Magnetism: a synchrotron radiation ap-
proach. Springer, 2006, pp. 275–320.
[13] Xichao Zhang et al. “Skyrmion-electronics: writing, deleting, reading and processing
magnetic skyrmions toward spintronic applications”. In: Journal of Physics: Con-
densed Matter 32.14 (2020), p. 143001.
[14] Gerrit EW Bauer, Eiji Saitoh, and Bart J Van Wees. “Spin caloritronics”. In: Nature
materials 11.5 (2012), pp. 391–399.
[15] Tomas Jungwirth et al. “Antiferromagnetic spintronics”. In: Nature nanotechnology
11.3 (2016), p. 231.
[16] AK Petford-Long and JN Chapman. “Lorentz microscopy”. In: Magnetic microscopy
of nanostructures. Springer, 2005, pp. 67–86.
[17] B Bartova et al. “Precipitates and magnetic domains in an annealed Co 38 Ni 33 Al
29 shape memory alloy studied by TEM”. In: EMC 2008 14th European Microscopy
Congress 1–5 September 2008, Aachen, Germany. Springer. 2008, pp. 391–392.
150
[18] Francis Bitter. “On inhomogeneities in the magnetization of ferromagnetic materi-
als”. In: Physical review 38.10 (1931), p. 1903.
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