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Abstract
Alignment-free similarity/distance functions, a computationally convenient alternative to alignment-
based tasks in Computational Biology (e.g., classification and taxonomy), are a largely ignored Big Data
problem, a fact limiting their impact, potentially vast. We provide the first user-friendly, extensible and
scalable Spark platform for their computation, including (a) statistical significance tests of their output;
(b) useful novel indications about their day-to-day use. Our contribution addresses an acute need in
Alignment-free sequence analysis.
1 Introduction
Alignment-free distance and similarity functions (AF functions, for short) have been introduced as an al-
ternative to traditional alignment-based methods, e.g, [1, 12], in order to assess how similar each pair of
sequences in a collection are to each other. The claim is that they are particularly useful when the collection
is large, in terms of number of sequences, total length, or both. Indeed, time efficiency is the main character-
istic of those methods. By now, their use has been widely investigated for sequence analysis in genomics [14],
metagenomics [2], and epigenomics [6, 7]. In particular, they have been recently benchmarked with attention
to classification and taxonomy tasks [14]. The two most effective and versatile approaches that have emerged
are those based on k-mer statistics and those based on word matches statistics, reviewed in Section 1 of the
Supplementary Material. Logically, the pipeline for their use is simple. With reference to Figure 1(a), the
input is a set of sequences and the output is a distance/similarity matrix (AF matrix, for short) in which
each entry provides a value of distance/similarity between pairs of sequences in the set. Intermediate stages
consist of collecting (partial) statistics, e.g., k-mer counts, possibly filtering it, and finally aggregating the
partial statistics for the construction of an AF matrix.
Although nearly 20 years of AF functions research has gone by, to the best of our knowledge, their use
in Computational Biology does not seem to go beyond the “proof of principle”. This is mainly due to the
scarcity of coherent guidelines on their use in everyday analysis tasks. In this respect, a recent benchmarking
study [14] is a big step forward in making AF methods part of everyday practice in Computational Biology.
Since it is well documented that the statistical significance of the result of a computational experiment is a
good indicator of its biological relevance (see, e.g., [5, 8, 10]), another substantial step in that direction would
be the use of statistical significance analysis in order to assess the quality of the result of the application of
an AF function to real datasets, when very little reference points are available. Unfortunately, such a task
must be based on Monte Carlo Hypothesis Test simulations, implying an increase in computational time
such as to discourage the use of AF functions on a day-to-day base.
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Therefore, it is clear that the computation of an AF matrix, together with the associated statistical
significance of its entries, is a Big Data problem. Somewhat surprisingly, although Big Data technologies
are of use in Computational Biology [4, 11], only a few studies regarding AF functions are available [3]
and none of them involving statistical significance tests. Yet, an effective Big Data platform supporting
both the computation of AF functions together with the much needed statistical significance analysis of
their output would be a fundamental progress in making those approaches widely used tools in day-to-day
genomic analysis.
Our contribution is to address this acute need by providing the first user-friendly extensible and scalable
Spark platform for the fast computation of AF functions together with the statistical significance tests. It
provides implementations of seventeen functions, resulted to be top performing and very versatile in terms of
application domain [14]. Additional functions can be easily included. Moreover, thanks to our platform, we
can afford a computationally intensive comparative study of the chosen functions in terms of a novel notion
of statistical reliability introduced here and that we believe to be particularly desirable for a function to
have in order to be usable. As a result of this novel analysis, we identify five functions that are particularly
amenable for day-to-day use. Delegating to the Supplementary Material for a full account of them, we
highlight our results next.
• Extensibility, Scalability and Efficiency of our Platform. Our platform, to a user, appears
as the logical pipeline of AF analysis depicted in Figure 1(a). It provides a set of libraries support-
ing the immediate deployment of all stages of the pipeline for the mentioned AF functions. Building
on available primitives, the software allows extension, i.e., novel functions as well as word statistics,
by taking advantage of the Object-Oriented programming paradigm to foster code reusability. Illus-
trative example templates are provided in the Supplementary Material. The development of those
extensions requires some programming skills but no knowledge of distributed computing, with all the
complications of workload balancing over a set of cooperating processors. Indeed, how the logical
pipeline is transformed into efficient and scalable Spark code is transparent to the user. To this end,
we provide three different modalities of operation, allowing the user to tune the degree of parallelism
of the underlying platform according to the size of the dataset to process in relation to the amount
of computing power available. Specifically, (a) Total Aggregation, corresponding to no parallelism and
devoted to small datasets; (b) No Aggregation, corresponding to maximum parallelism and devoted
to large datasets; (c) Partial Aggregation, corresponding to an intermediate level of parallelism and
devoted to very large datasets. The crucial contribution here is that each modality of operation has
associated an automatic transformation of the logical pipeline in Figure 1(a) into software that is then
executed. The level of software design sophistication involved in the mentioned transformation is high-
lighted in Figure 1(b) for Partial Aggregation. Figure 2(a) indicates the effectiveness of the chosen
aggregation strategies. In all of those experiments, we used a computing cluster of 192 processors.
On the small dataset, the total aggregation strategy requires almost the same execution time of the
other two, but using a fraction of their computational resources. On the large dataset, the extreme
degree of parallelism employed by the no aggregation strategy allows for the best performance. On an
even larger dataset, the flexible degree of parallelism achievable by means of the partial aggregation
strategy allows for execution time savings with respect to the no aggregation strategy. However, its
main advantage is that, to an inexperienced user, this latter strategy is the one of choice, due to its
flexibility across dataset sizes. Finally, additional experiments show that those workload distribution
transformations scale well as more computational resources are available.
• Statistical Reliability Analysis of an AF function.
In order for an AF function to be reliably used for everyday analysis, it should coherently produce
AF matrices with a high number of statistically significant entries, across datasets. Moreover, it must
be known how a variation in the quality of the AF matrix entries affects the performance of the AF
matrix, e.g., to build a philogenetic tree. A characterization of AF functions in those terms, referred
to as statistical reliability, is a computationally intensive study, not available so far. Thanks to our
platform, we provide it here. Indeed, starting from the mentioned pool of AF functions coming out
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Figure 1: (a) A layout of the logical architecture of the basic pipeline for the fast computation of AF functions.
(b) The same logical architecture as implemented by the Partial Aggregation strategy on a network of three
computing nodes. For each stage, the distributed operations required to implement it are reported. Orange
boxes represent distributed data structures created by partially aggregating the output of each operation
and used to feed the following operation. The size of each aggregation is chosen so to achieve a scalable and
uniform data workload over all processors without scattering the underlying data structures. Blue boxes
represent built-in code implementing the chosen strategy, while purple boxes represent either built-in library
functions or user-defined extensions. The inter and intra node data transfer is indicated by the arrows in
the diagram.
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Figure 2: (a) Execution time, in minutes, required by our framework to evaluate all the 16 k-mer based
AF functions supported by our platform. on different datasets. The output, for each dataset and each AF
function, is an AF matrix. Small dataset: 25 genomes of fish species of the suborder Labroidei, average
genome size of 16,618 bp, overall size of 504 kbytes. Large dataset: 27 genomes of the Bacteria taxonomic
group, average length of 4,905,896 bp, overall size of 129 Mbytes . Very large dataset: 14 genomes of the
Plants taxonomic group, average size of 337,515,688 bp each, overall size of 4, 582 Mbytes. (b) Operational
range of the considered AF functions on the small dataset. It is evaluated as the minimum percentage of
corrupted entries observed, for each AF function, to make the score of the resulting AF matrix worse than
the reference score by, at least, a 10%. The AF matrix score is evaluated by first building the corresponding
phylogenetic tree and, then, by comparing the structure of this tree with the corresponding gold standard,
via the Robinson Fould metrics (more details available in the Supplementary Material). Indeed, it suffices a
very small percentage of corrupted entries to get a score deviation larger than a 10%. The behavior on the
other datasets in analogous to this one.
from the benchmarking study [14] and with the use of their benchmark datasets, we identify a small
subset of AF functions that coherently return a high number of statistically significant entries (at least
75% of the matrix entries must pass the Null Hypothesis Test at 1% familywise significance level, with
Bonferroni correction). They are all the main members of the D2 family [13] (D2, D2Z, D2S and D2*)
and FSWM [9]. Moreover, for those functions, we inject a controlled amount of low quality entries into
their AF matrices in order to assess how their performance degrades. That would give us an indication
of their operational range, i.e., an indication of a minimum percentage of statistically significant entries
to be present in their AF matrices in order to to obtain a result that can be “trusted”. Using three
different ways to generate low quality entries, our experiments show that even a small percentage of
“noise” affects significantly their performance, i.e., a 2% of “noisy entries” corresponds to at least 10%
degradation in performance (see Figure 2(b) for an example). Two final remarks are in order. Although
the D2 family is well known to be statistically sound, we provide a deeper and much needed analysis of
it, contributing to increase its leadership position. The outstanding performance of the relatively novel
FSWM function, although surprising, has deep roots in its design that may become a standard for
future AF functions. In particular, it has a powerful filtering mechanism that automatically discards
low quality results, providing a null answer.
Data availability
The datasets used in this study are publicly available on the AFProject website [15]. They can be downloaded
using the following links:
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• E.coli/Shigella: https://tinyurl.com/ybmb9knx
• Mitocondria: https://tinyurl.com/y8huatyy
• Plants: https://tinyurl.com/y9kc3jt4
• Unassembled E.coli (coverage 0.03125, 0.125, 1): https://tinyurl.com/y9efjdbf
• Unassembled Plants (coverage 1): https://tinyurl.com/y8mz9n79
• Yersinia: https://tinyurl.com/y7e9lafk
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An Extensible, Scalable Spark Platform for Alignment-free
Genomic Analysis
Supplementary Material
Umberto Ferraro Petrillo∗ Francesco Palini∗ Giuseppe Cattaneo†
Raffaele Giancarlo‡
Abstract
Additional details about the Main Manuscript are provided in this document.
1 A Selection of Alignment-free Distances and Similarity
Functions
AF functions that are based on k-mer statistics can be used to analyze a set of sequences as follows. For
each sequence in the set, the contiguous subwords of length k therein contained (i.e., k-mers) with their
associated frequencies are counted. The result is a set of vectors. Then, sequences are compared pairwise
by computing suitable AF functions, between each pair of vectors. The interested reader can find in [23]
a list of the ones that have been recently the object of a benchmarking study.
Regarding word matches, an AF function in this class and computed on two sequences is based on the
notion of match. This latter is usually encoded via a binary vector, where the one entries indicate the
positions where two subsequences of the two sequences must be identical. Zero entries may not matter.
Hence, the distance between two sequences is estimated according to the length of their substring matches.
The interested reader can find examples of those methods in [10, 11, 14].
Among the many possible existing AF functions, our choices for this study are as follows.
• k-mer statistics: histogram statistics [13]. Such a choice is motivated by the fact that one of the
most surprising findings in the extensive benchmarking study presented in [23] is that those simple
AF functions are among the best performing and most versatile in terms of application domain.
We have chosen the best performing ones, representatives of all types of AF functions described in
[13] and that can be broadly used in biological studies, e.g., metagenomics [1]. The complete list
of the selected AF functions is in Section 1.1, together with their definition.
• Word matches: spaced word methods [12]. Such a choice is motivated by the fact that in this class
of AF functions, they have emerged as the most competitive [12, 23]. A spaced word method works
as follows. In order to compare a pair of sequences, a binary pattern is introduced, to distinguish
among significant positions (match) and not significant positions (don’t care). Then, the distance
between the two sequences is evaluated by computing a similarity score according to the similarity
of their don’t care positions and to the number of substitutions required to perfectly align the two
sequences in the match positions. More details about the AF function are in Section 1.2.
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1.1 Histogram Statistics Selected for this Study
In what follows, we adopt both the classification and the notation from [13]. It is to be remarked that
some of the AF functions defined next appear in the Literature with different names or they are easy
variants of the functions introduced here. For instance, FFP adopted in [19] is the well known Jensen-
Shannon Divergence defined here, while Skmer [17] is a fast approximation method for the computation
of the well known Jaccard Index defined here. For the interested reader, the original publication where
the functions defined here have been introduced can be found in [13] for the less known cases.
Given a set of sequences S = {s1, ..., sn}, a k-mer histogram hs for a sequence s in the set is defined
as follows:
hs = 〈c(w1), c(w2), ..., c(w|K|)〉 (1)
where c(wi) is the number of occurrences of the word wi (i.e. the i-th k-mer) in the sequence s and K
is the set of all possible words of length k over the alphabet {A,C,G, T}.
1.1.1 The Minkowski Family
Given two sequences s and t and their associated statistics hs and ht, the Euclidean distance is defined
as:
Euclidean(hs, ht) =
√∑
w∈K
(hs(w)− ht(w))2 (2)
A widely adopted variant of the Euclidean distance is the Manhattan distance:
Manhattan(hs, ht) =
∑
w∈K
|hs(w)− ht(w)| (3)
Another member of this family, the Chebyshev distance, is based on the idea of applying the p-th root
on the Manhattan distance, with p→∞, and it is defined as follows:
Chebyshev(hs, ht) = max
w∈K
|hs(w)− ht(w)| (4)
1.1.2 The Match/mismatch Family
The Jaccard index measures the similarity between two histograms:
Jaccard(hs, ht) =
1
4k
∑
w∈K
(hs(w) == ht(w)) (5)
where hs(w) and ht(w) are both non-zero entries and == is the logical equal operator. Its value is 1 if
hs(w) is equal to ht(w), 0 otherwise.
It is to be noted that the Hamming distance is defined analogously, except that Eq. (5) is evaluated
also on zero entries.
1.1.3 The χ2 Distance
It is defined as:
χ2(hs, ht) =
∑
w∈K
(hs(w)− ht(w))2
(hs(w) + ht(w))
(6)
1.1.4 The Canberra Distance
It is a mix between Manhattan and χ2 distances:
Canberra(hs, ht) =
∑
w∈K
|hs(w)− ht(w)|
(hs(w) + ht(w))
(7)
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1.1.5 The D2 Statistics
It expresses the similarity of two sequences in a very natural way as a sort of inner product between two
histograms as shown in equation (8).
D2(hs, ht) =
∑
w∈K
hs(w)ht(w) (8)
However, extensive studies of this function suggest that a standardized version of it is more useful in
the AF sequence analysis setting. Such a variant is denoted DZ2 . It is as D2, except that the histograms
have been standardized via the well known z-score transformation. Details can be found in [13].
We also consider two other members of the D2 family, denoted D
S
2 and D
∗
2 and described in [20].
DS2 is based on the finding [18] that if two independent random variables X and Y are normally
distributed with mean zero, also XY√
X2+Y 2
is normally distributed. We normalize hs(w) and ht(w) as
follow:
h˜s(w) = hs(w)− nps(w)
and
h˜t(w) = ht(w)−mpt(w)
In which n and m are the number of k-mers, respectively, in S and T , while ps(w) and pt(w) are the
probabilities of the k-mer w under the background model for, respectively, S and T .
The DS2 statistics is defined as follow:
DS2 =
∑
w∈K
h˜s(w)h˜s(w)√
h˜s(w)2 + h˜s(w)2
(9)
The D∗2 statistic is based on the idea that, for relatively long k-mers, the number of occurrences can
be approximated by a Poisson distribution, thus mean and variance are nearly the same.
The D∗2 statistics is defined as follow:
D∗2 =
∑
w∈K
h˜s(w)h˜s(w)√
nps(w)mpt(w)
(10)
1.1.6 The Intersection Family
From this family, we selected two distances. The first is the Intersection distance, also known as
Czekanowski, is based on the intersection of the k-mers counts divided by their union. It is:
Intersection(hs, ht) =
∑
w∈K
2 ∗min(hs(w), ht(w))
hs(w) + ht(w)
(11)
The second is the Kulczynski2 distance;
Kulczynski2(hs, ht) = Aµ
∑
w∈K
min(hs(w), ht(w)) (12)
where Aµ is equal to
4k(µs−µt)
2µsµt
(µs and µt denote the mean of the histograms hs and ht, respectively).
1.1.7 The Inner Product Family
The Harmonic Mean distance is:
HarmonicMean(hs, ht) = 2
∑
w∈K
hs(w)ht(w)
hs(w) + ht(w)
(13)
As opposed to the Euclidean distance that computes the square root over the summation value, the
Squared Chord computes the square root over each value of the histograms independently:.
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SquaredChord(hs, ht) =
∑
w∈K
(√
hs(w)−
√
ht(w)
)2
(14)
This can be simplified as
=
∑
w∈K
hs(w) + ht(w)− 2
√
hs(w)ht(w) (15)
1.1.8 The Divergence Family
This family uses probabilities to compare two sequences measuring the distance in the log-probability
space. From such a family, we selected the Jeffrey and the Jensen-Shannon distances. The former is
defined as:
Jeffrey(hs, ht) =
∑
w∈K
(ps(w)− pt(w)) ln ps(w)
pt(w)
(16)
while the second (JSD for short) is defined in 17:
JSD(hs, ht) =
1
2
∑
w∈K
ps(w) log2
(
ps(w)
1
2
(ps(w) + pt(w))
)
+
1
2
∑
w∈K
pt(w) log2
(
pt(w)
1
2
(ps(w) + pt(w))
) (17)
where ps(w) is the empirical probability of k-mer w over all the strings of length k from the alphabet
{A,C,G, T} in the input sequence s and therefore ps(w) = hs(w)4k .
1.2 Spaced Words Methods Selected for this Study
1.2.1 The FSWM Distance
Filtered Spaced Word Matches (FSWM) is a method introduced in [12]. Given a binary pattern P of match
and don’t care characters, FSWM computes the spaced word matches between all pairs of sequences.
There exists a spaced word matching between two sequences s, t, respectively in positions i1 and i2,
according to a pattern P with length l, if for each match position m in P , it is true that s[i1 + m] =
t[i2 + m]. This match is also weighted according to the Chiaromonte’s substitution matrix [3], applied
on the don’t care positions. The matches with scores lower than a fixed threshold are filtered.
Finally, the distance between pair of sequences in S are computed, for instance by applying Jukes-
Cantor correction based on the computed statistics:
FSWM(s, t) = −3
4
log
(
1− 4
3
mms,t
δs,t
)
(18)
in which mms,t is the number of don’t care characters that don’t match between s and t, while δs,t
is the total number of don’t care character between s and t.
2 A General and Extensible Spark Programming Paradigm
for Implementation of AF Functions: Details
2.1 A User-view of the Basic Pipeline as a General and Extensible
Spark Programming Paradigm for Implementation of AF Functions
To a user, the basic pipeline appears as a succession of stages, described next. Assuming that the
dataset to be processed is composed of n sequences, the output is an n× n matrix, in which entry (i, j)
corresponds to the value of the chosen AF function on sequences i and j. It is also worth pointing out
that since the input sequences are partitioned over different nodes, two steps are required to collect a
global statistic. First, the desired statistic is partially evaluated on each node holding a part of a given
sequence. Second, all partial statistics are aggregated to derive the global statistics.
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• Stage 1: Collection of Partial Statistics. In this stage, the statistics that needs to be collected, e.g.
k-mers, are extracted from each of the input sequences and provided as output. This is transparently
done in a distributed way, so that each computing node extracts the partial statistics from the parts
of the input sequences it stores. We anticipate that Stage 3 takes care of aggregating the different
partial statistics extracted from a same sequence. User code can be provided to support more
statistics, in addition to those already included in the platform.
• Stage 2: Feature based Statistics Filtering. The user implementing the AF algorithm may require
the exclusion of a selected subset of features from the statistics it is computing, e.g., specific k-mers
such as those containing the “N” character. To this end, this stage acts as a filter to exclude from
the output of the previous stage the selected features, according to conditions specified by the user.
The filtering occurs at this point, so as to (possibly) alleviate the workload of the following stages.
• Stage 3: Statistics Aggregation. All partial statistics extracted by different computing nodes during
Stage 1 (and possibly Stage 2) but originating from the same input sequence are automatically and
transparently gathered on a same node and aggregated. For instance, statistics about a particular
k-mer and extracted from different parts of a same sequence are summed to obtain the overall
k-mers statistics for that sequence. User code can be provided to support aggregation for statistics,
in addition to those already included in the platform.
• Stage 4: Value-based Aggregated Statistics Filtering and Normalization. Stage 2 filters the features
existing in a statistic, while this stage filters according to a user-defined condition targeting the
aggregated value assumed by a feature in a statistic. For instance, one would want to exclude
low frequency k-mers when collecting k-mers statistics. This stage also performs, if required, data
normalization. Indeed, as well argued in [13], it is advisable to take the statistic of each sequence,
e.g., k-mers counts, and transform it so that all the statistics refer to the same scale. Such a process
is known as normalization and it is performed via simple calculation of a z-score (for details, see
[8, 13]).
• Stage 5: AF matrix computation. For each pair of different input sequences, their final aggregated
statistics are sent by the platform to the same node. The AF function that has been chosen from
the ones available is evaluated on each pair of sequences and the AF matrix is filled accordingly.
More functions can be supported by providing user code.
The AF matrix in output is encoded as a distributed data structure, whose content can be saved on
file or used as input for further analysis.
Each of the aforementioned stages is modeled as one or more Spark distributed transformations. A
general and extensible library of built-in basic functions implementing them is described in details in
Section 2.2. The user interested in supporting a new statistic and/or implementing a variant of these
functions can provide her code, as described in Section 2.3.
2.2 User Programming: Software Library and Examples
2.2.1 The Primitives Library
This library consists of ready-to-use classes and modules for the computation of AF functions within
our system. Each of the functions defined in Section 1 has its own class, identified by the function
name. Each of them uses a set of modules, mentioned next, that refer to the statistics supporting
a given function and that naturally correspond to the stages of the basic pipeline (see Figure 1 of
the Main Manuscript). The general library is outlined in Figure 1. The main three modules, i.e.,
StatisticExtractor, StatisticAggregator, AFFunctionEvaluator, correspond to stages 1 and 3 and
5 of the basic pipeline and are described first. They are responsible for the layout of the software that
is executed, depending on the aggregation strategy that the user specifies. Such a task is transparent to
the user and it is described in detail in Section 3. In turn, they specialize with respect to the statistics
that is relevant for the AF function to be executed, as we outline next.
• k-mers Histograms. For this type of functions, the library highlighted in Figure 1 is specialized
as shown in Figure 2. The modules FastKmerExtractorByBin and FastKmerAggregatorByBin are
responsible for k-mer collection and aggregation in accordance with the chosen aggregation strategy.
The basic tool to perform this task is the FastKmer package [15]. It is worth pointing out that
5
one can use a different package for this task, provided that it is properly interfaced with the
mentioned classes. A list of modules implementing different distance/similarity evaluation functions
by specializing the AFFunctionEvaluator module is reported in Figure 4.
• spaced words: For this type of functions, the library highlighted in Figure 1 is specialized as shown
in Figure 3. The modules SwExtractorByBin and SwAggregatorByBin are responsible for spaced
word collection and aggregation in accordance with the chosen aggregation strategy. The distance
evaluation function is implemented by the module FSWM reported in Figure 4.
As for stages 2 and 4, they are implemented by two universal modules StatisticFilter and
AggregatedStatisticFilter. They work with any of the statistics supported by our framework, as they
operate by evaluating the content and/or the value of each statistic against a user-provided boolean
condition encoded using a standard regular expression language.
2.2.2 Examples: Euclidean and Filtered SpacedWords Matches Distance
Assuming that one wants to evaluate the pairwise Euclidean distance between sequences originally con-
tained as separate files in the directory data, Listing 1 provides the source code required in our framework
to perform that task. It is also possible to achieve the same result by writing the following instructions
in a properly formatted configuration file and use it to run FADE. In such a case, no programming skill
is required.
With reference to Listing 1, the user defines a new Java application where: (i) the configuration
parameters required by the k-mers extraction module are provided, as well as the location of the input
and of the output files (lines 5-15); (ii) the choice of which modules to use for the different stages of the
pipeline is indicated (lines 19-22); (iii) the resulting pipeline is run on the underlying Spark computing
cluster and the output is saved on the chosen location (line 26-28).
Assuming now that one wants to evaluate the pairwise Filtered Spaced Word Matches distance [12]
between sequences originally contained as separate files in the directory data, Listing 2 provides the
source code required in our framework to perform that task. As for the previous case, is also possible to
achieve the same result by writing the following instructions in a properly formatted configuration file
and use it to run FADE. In such a case, no programming skill is required.
With reference to Listing 2, the user defines a new Java application where: (i) the configuration
parameters required by the spaced words extraction module are provided, as well as the location of the
input and of the output files (lines 5-16); (ii) the choice of which modules to use for the different stages of
the pipeline is indicated (lines 20-23); (iii) the resulting pipeline is run on the underlying Spark computing
cluster and the output is saved on the chosen location (line 27-29).
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Listing 1: Code required to evaluate the k-mer Euclidean distance among all sequences stored in
the data directory with k=13.
1 public c lass KmerTest {
2 public stat ic void main ( St r ing [ ] a rgs ) {
3 # Step 1 : Input , output and parameters d e f i n i t i o n
4
5 Conf igurat ion conf = new Conf igurat ion ( ) ;
6
7 conf . s e t I n t ( ”k” , 1 3 ) ;
8 conf . s e t I n t ( ”x” , 3 ) ;
9 conf . s e t I n t ( ”m” , 6 ) ;
10 conf . s e t I n t ( ” s l i c e s ” , 2048) ;
11
12 Fade f = new Fade ( conf ) ;
13
14 f . s e t Input ( ”data /∗ . f a s t a ” ) ;
15 f . setOutput ( ” d i s t an c e s ” )
16
17 # Step 2 : Modules d e f i n i t i o n
18
19 f . s e tS t r a t egy ( Strategy .PARTIAL AGGREGATION) ;
20 f . s e t S t a t i s t i c E x t r a c t o r ( FastKmerExtractor . class ) ;
21 f . s e t S t a t i s t i cAgg r e g a t o r ( FastKmerAggregator . class ) ;
22 f . addAFFunctionEvaluator ( Eucl idean . class ) ;
23
24 # Step 3 : P ip e l i n e execut ion
25
26 f . compute ( ) ;
27 f . save ( ) ;
28 f . c l o s e ( ) ;
29 }
30 }
Listing 2: Code required to evaluate the spaced word FSWM distance among all sequences stored
in the data directory with pattern=100101000100011001 and threshold=0.
1 public c lass SpacedWordTest {
2 public stat ic void main ( St r ing [ ] a rgs ) {
3 # Step 1 : Input , output and parameters d e f i n i t i o n
4
5 Conf igurat ion conf = new Conf igurat ion ( ) ;
6
7 St r ing pattern = ”100101000100011001” ;
8 conf . s e t S t r i n g ( ” pattern ” , pattern ) ;
9 conf . s e t I n t ( ” th re sho ld ” , 0 ) ;
10 conf . s e t I n t ( ”k” , pattern . l ength ( ) ) ;
11 conf . s e t I n t ( ” s l i c e s ” , 2048) ;
12
13 Fade f = new Fade ( conf ) ;
14
15 f . s e t Input ( ”data /∗ . f a s t a ” ) ;
16 f . setOutput ( ” d i s t an c e s ” ) ;
17
18 # Step 2 : Modules d e f i n i t i o n
19
20 f . s e tS t r a t egy ( Strategy .PARTIAL AGGREGATION) ;
21 f . s e t S t a t i s t i c E x t r a c t o r ( SwExtractorByBin . class ) ;
22 f . s e t S t a t i s t i cAgg r e g a t o r ( SwAggregatorByBin . class ) ;
23 f . addAFFunctionEvaluator (FSWM. class ) ;
24
25 # Step 3 : P ip e l i n e execut ion
26
27 f . compute ( ) ;
28 f . save ( ) ;
29 f . c l o s e ( ) ;
30 }
31 }
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Figure 1: FADE class diagram.
8
Figure 2: Kmer specialization class diagram.
Figure 3: Spacedword specialization class diagram.
9
Figure 4: AF function specialization class diagram.
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2.2.3 A General Paradigm
Our framework introduces a general paradigm for building AF analysis pipelines over a collection of input
sequences, independently of the statistics being collected and of the AF function being used. Assuming
that the required modules are already available in our standard primitives library or have been provided
using the procedure described in Section 2.3, the paradigm is comprised of the following steps:
1. Input, output and parameters definition: the location of the input and of the output files is
provided, as well as the definition of the parameters required by the pipeline modules.
2. Modules definition: the modules to use for the different stages of the pipeline are defined. The
modules to be used in Stage 2 and in Stage 3 to filter partial and aggregated statistics are optional
(i.e., if no filtering is required). More modules can be defined for Stage 5 (i.e., if two or more AF
functions have be to evaluated).
3. Pipeline execution: the assembled pipeline is run over the sequences found in the input location.
The AF matrices returned by the pipeline can be either saved on the output location or used, as
input, for further processing.
2.3 Possible Extensions
Coherently with the architecture of our framework reported in Figure 1, it is possible to add support
for more statistics and/or AF functions by properly deriving and specializing some standard classes, as
described next.
2.3.1 Supporting More Statistics.
The user can add support for a target statistic not originally included in the library by extending and
specializing a set of standard classes in the following way:
• Inherit and specialize the Statistic class to provide a Java representation for the target statistic.
• Inherit and specialize the Value class to provide a Java representation for the partial or aggregated
value assumed by the target statistic.
• Inherit and specialize the Data class to provide a Java representation for a collection of occurrences
of the target statistic.
• Inherit and specialize the StatisticExtractor class to provide a method to be used for extracting
occurrences of the target statistic or collection of occurrences of the target statistic from an input
sequence. From one to three versions of this method can be provided according to the partitioning
strategy to support (see Section 3).
• Inherit and specialize the StatisticAggregator class to provide a method to be used for aggregating
occurrences of the target statistic or collection of occurrences of the target statistic. From one to
three versions of this method can be provided according to the partitioning strategy to support (see
Section 3).
2.3.2 Supporting More AF Functions.
The user can add support for a target AF function not originally included in the library by extending
and specializing the AFFunctionEvaluator class. This class provides a customizable implementation of
a distributed algorithm for evaluating an AF function over a distributed collection C of statistics. The
algorithm is made of the following steps:
1. Partial Distance/Similarity Evaluation. Given a pair of statistics in C, evaluates their partial dis-
tance/similarity by means of a user-provided associative and commutative two-arguments function.
2. Partial Distances/Similarities Combination. Given a pair of partial distances/similarities, evalu-
ates their combination by means of a user-provided associative and commutative two-arguments
function.
3. Overall Distance/Similarity Finalization. Given the overall distance/similarity resulting from the
combination of all partial distances/similarities, finalizes its value by means of a user-provided
function.
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Figure 5: Total Aggregation Strategy: layout of the basic pipeline available in our framework when
used to process a collection of input sequences on three different nodes of a distributed system by means of
the total aggregation partitioning strategy.
Steps 1 and 2 of the algorithm are run in parallel on the different nodes of the distributed system
holding a part of C. Once each node has processed all of its local statistics, the resulting partial dis-
tance/similarity is combined with those of other nodes by means of step 2. The algorithm ends with the
execution of step 3 on the value resulting from the combination of all partial distances/similarities.
An example of implementation for the Euclidean distance is shown in Listing 3. Here the evaluatePartialAFValue
method is used to evaluate the partial euclidean distance, given a pair of statistics in input, as the square
of the difference of their counts. The combinePartialAFValues method is used to combine a pair of
partial distances/similarities as a unique distance/similarity value using the sum operator. Finally, the
finalizeAFValue method is used to finalize the computed distance/similarity, by evaluating the square
root over the sum of the square of the differences of all statistics.
Listing 3: Euclidean Distance
1 public c lass Eucl idean extends AFFunct ionEvaluatorByStat ist ic {
2 public AFValue evaluatePart ia lAFValue ( Value v1 , Value v2 ) {
3 long count1 = ( ( CountValue ) v1 ) . count ;
4 long count2 = ( ( CountValue ) v2 ) . count ;
5
6 return new AFValue (Math . pow( count1 − count2 , 2 ) ) ;
7 }
8
9 public AFValue combinePartialAFValues (AFValue afv1 , AFValue afv2 ) {
10 return new AFValue ( afv1 . va lue + afv2 . va lue ) ;
11 }
12
13 public AFValue f ina l i zeAFValue (AFValue afv ) {
14 return new AFValue (Math . sq r t ( a fv . va lue ) ) ;
15 }
16 }
3 Architectural Engineering: Details
The three different data partitioning strategies implemented by our basic pipelines are briefly introduced
and discussed. Intuitively, they transform the basic logical pipeline introduced in Figure 1 of the Main
Manuscript into one of the pipelines exemplified in Figures 5-7 for three nodes. The pipeline selected by
the user via the choice of the aggregation strategy is then executed. The transformation from logical to
“physical” is transparent to the user.
Strategy 1: Total Aggregation. This strategy implements the basic logical pipeline introduced
in Figure 1 of the Main Manuscript as the physical pipeline reported in Figure 5. Among the proposed
strategies, this is the one more closely resembling the logical pipeline as all stages are executed in a
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Figure 6: No Aggregation Strategy: layout of the basic pipeline available in our framework when used
to process a collection of input sequences on three different nodes of a distributed system by means of the
no aggregation partitioning strategy.
Figure 7: Partial Aggregation Strategy: layout of the basic pipeline available in our framework when
used to process a collection of input sequences on three different nodes of a distributed system by means of
the partial aggregation partitioning strategy.
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sequential way, by aggregating all data records on a single node of the distributed system. In the
following list, details are provided about the way each stage of the basic pipeline is implemented by this
strategy.
• StatisticExtractor. It takes a genomic sequence, or a chunk of it, as input, and returns
a single list with an associated value. The resulting distributed data structure has the form
<unique, (idSeq, V )>, where unique is the id used to group all the records into a single node,
idSeq is the id of the sequence where the statistic comes from and V is its partial record. This data
structure contains, at least, a single record associated to the statistics extracted from all the tasks
and from all the sequences. This stage is implemented as a Spark flatMapToPair transformation.
• StatisticFilter. Filters from the list of partial statistics the ones satisfying a provided boolean
condition. It is implemented as a Spark filter transformation.
• StatisticAggregator. Combines all partial statistics according to a user-provided function. The
resulting distributed data structure has the form <unique, (idSeq, S, V )>, where unique is the id
used to group all the records into a single node, S is the extracted statistic, idSeq is the id of
the sequence where S comes from, and V is its aggregated value. It is implemented as a Spark
mapPartitionsToPair transformation.
• AggregatedStatisticFilter. Filters from the list of aggregated statistics the ones satisfying a
provided boolean condition. It is implemented as a Spark filter transformation.
• AFFunctionEvaluator. Given the statistics aggregations, it computes the partial distances/sim-
ilarities between all the pairs of sequences. The partial distances/similarities are then combined
and, if necessary, finalized. It is implemented as a Spark mapPartitionsToPair transformation.
Strategy 2: No Aggregation. This strategy implements the logical pipeline introduced in Figure
1 of the Main Manuscript as the physical pipeline reported in Figure 6. Differently from the previous
strategy, this one aims at maximizing the degree of parallelism as each data record is processed inde-
pendently of the others in a separate task. In the following list, details are provided about the way each
stage of the basic pipeline is implemented by this strategy.
• StatisticExtractor. It takes a genomic sequence, or a chunk of it, as input, and returns a
list of partial statistics with an associated value. Each partial statistic is encoded as a stand-
alone data record, distinct from the others. The resulting distributed data structure has the form
<S, (idSeq, V )>, where S is the extracted statistic, idSeq is the id of the sequence where S comes
from, and V is its partial value. At the end of the stage, this data structure contains, at least,
as many records as the number of distinct statistics extracted from all the tasks and from all the
sequences. This stage uses a Spark flatMapToPair transformation.
• StatisticFilter. As in Strategy 1.
• StatisticAggregator. Groups on a node all the occurrences of a same statistic for the same
sequence, then combines them according to a customizable function. The resulting distributed
data structure has the form <S, (idSeq, V )>, where S is the extracted statistic, idSeq is the id
of the sequence where S comes from, and V is its aggregated value. This stage uses a Spark
groupByKey and a Spark flatMapToPair transformations.
• AggregatedStatisticFilter. As in Strategy 1.
• AFFunctionEvaluator. For each of the aggregated statistics resulting from the previous stage, it
computes the partial distances/similarities between all the pairs of sequences. Then, for each pair
of sequences, the resulting overall distance/similarity is obtained by combining their partial dis-
tances/similarities. It is implemented using, respectively, a Spark groupByKey transformation (used
to gather on a same node all the occurrences of a same aggregated statistic), a Spark flatMapToPair
transformation (used to compute the partial distances/similarities), a Spark reduceByKey transfor-
mation (used to combine the partial distances/similarities) and a Spark mapToPair transformation
(used to finalize the distances/similarities).
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Strategy 3: Partial Aggregation. This strategy implements the logical pipeline introduced in
Figure 1 of the Main Manuscript as the physical pipeline reported in Figure 7. It provides a sort of
balance between the previous two strategies as it allows to improve performance by processing large data
aggregations in a distributed way.
In the following list, details are provided about the way each stage of the basic pipeline is implemented
by this strategy.
• StatisticExtractor. It takes a genomic sequence, or a chunk of it, as input, and returns a
list of statistics with an associated value and partitioned in bins. The resulting distributed data
structure has the form <idBin, (idSeq, V )>, where idBin is the id of the bin, idSeq is the id of
the sequence where the statistics comes from and V is a set of statistics with partial values. It is
possible to customize the size of this data structure by modifying the number of the bins used for
the partitioning. This stage uses a Spark flatMapToPair transformation.
• StatisticFilter. As in Strategy 1.
• StatisticAggregator. Groups on a node all the partial statistics stored in a same bin, then
combines them according to the sequence they come from and using a user-provided function. The
resulting distributed data structure has the form <idBin, (idSeq, S, V )>, where idBin is the id of
the bin, idSeq is the id of the sequence where the statistics comes from, S is the aggregated statistic
and V is its value. This stage uses a Spark groupByKey and flatMapToPair transformations.
• AggregatedStatisticFilter. As in Strategy 1.
• AFFunctionEvaluator. Given the statistics aggregations, it computes the partial distances/sim-
ilarities between all the pairs of sequences. The partial distances/similarities are first gathered
according to the bin they belong to, then are combined and, if necessary, finalized. It is im-
plemented as Spark groupByKey transformation, flatMapToPair transformation (used to compute
the partial distances/similarities), reduceByKey transformation (used to combine the partial dis-
tances/similarities), mapToPair transformation (used to finalize the distances/similarities).
3.1 Architectural Engineering: Tuning the Pipeline as a Function of
the Workload
We briefly highlight the different data partitioning strategies supported by our platform, designed with
the aim of tuning the basic pipeline as a function of the input workload.
• Strategy 1: Total aggregation. This strategy allows for very good execution times when extracting
and processing statistics having an overall small size. This is possible because all statistics (either
partial or aggregated) extracted during the pipeline are maintained and processed on a single node
of the distributed system. The same occurs to the partial AF function evaluated on each statistic.
On a one side, this implies that no distributed computation occurs, apart from that of Stage 1. On
the other side, this strategy allows to avoid the data transmission overhead required to transfer data
to the nodes of the distributed system prior to their processing. Details are available in Section 3.
An experimental evaluation of this strategy is available in Section 7.3.3.
• Strategy 2: No aggregation. This strategy allows for a very good scalability when extracting and
processing statistics from very large input data. This is possible because every single statistic (either
partial or aggregated) extracted during the pipeline is managed as a stand-alone data object. The
same occurs to the partial AF function evaluated on each statistic. The only aggregation occurs
at the end of the pipeline when, for each pair of distinct sequences, partial AF function values are
combined to return the overall value of the function. This ensures for a very good scalability and
load balancing as Spark tends to scatter these data objects uniformly at random on the different
nodes of the distributed system. This holds because the amount of memory required to process
single data objects is, typically, much smaller than the one required for processing collections of
data objects. Details are available in Section 3. An experimental evaluation of this strategy is
available in Section 7.3.3.
• Strategy 3: Partial aggregation. This strategy allows for a good trade-off between efficiency and
scalability when extracting and processing statistics from large input data. This is possible because
all statistics (either partial or aggregated) extracted during the pipeline are partitioned into bins.
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The same occurs to the partial AF function evaluated on each statistic. Consequently, each node
will process a smaller number of data records batches (i.e., the content of each bin) rather than a
(potentially) much larger number of single data records. This will have a positive effect both on
the processing and the communication side. Details are available in Section 3. An experimental
evaluation of this strategy is available in Section 7.3.3.
4 Spark Algorithms for Information Theoretic Resolution
of AF Functions: Details
4.1 The Case of Histogram Statistics
As well argued in [13], for histogram-based AF functions, the choice of the k-mers k is crucial for the
success of those methods. It is a heuristic choice. The one that seems to work best is the one shown in
equation 19.
k = dlog4
(
1
|S|
∑
i∈S
len(i)
)
e − 1 (19)
in which n is the total number of sequences. It is also to be remarked that the choice of k should be
also in a range that preserves the “information theoretic content” of the sequences to be analyzed. To
the best of our knowledge, two closely related approaches have been proposed in the literature [7, 19].
Here we follow the approach in [7]. Then, the value of k for the AF histogram-based function to be used
for the analysis is chosen as the minimum between the k′ returned by this approach and the k coming
out of equation 19.
once fixed the sample set D, it is to be expected that, as k grows, the number of k-mers rare or absent
in D increases. As a consequence, the weight of the pseudo-counts in the considered empirical probability
distribution becomes more relevant. This opens to the problem of establishing which is the maximum
value kmax to be used able to guarantee a good estimate of Pk. We solved this problem by resorting to
a heuristic procedure described in [7] and based on the computation of the bias in entropy estimation
presented in [4].
4.2 The Case of Word Matches
Let Σ be an alphabet, S1 and S2 two sequences of nucleotides and P a binary pattern. Three are
the parameters that need to be fixed: the length L of P , the number w of care positions existing in
P (represented as 1’s) against the number of don’t care positions (represented as 0’s) and the cut-off
threshold t used to filter matching spaced words according to their similarity score. Matches between
characters of S1 and S2 are considered to denote true homologies between the two sequences if they
occur at care positions while they are considered random background matches, if they occur at don’t
care positions. For a good estimation of the philogenetic distance between S1 and S2, one should try
to reduce the number of background matches that, in turns, would require the adoption of a relatively
high value of w. However, as described in [12], this could lead to a significant reduction in the number
of spaced-word matches. The alternative solution presented in [12] is the definition of a proper cutoff
threshold, useful to filter out background matches while keeping small the value of w. We adopted this
approach in our experiments by using the default values of w = 12, L = 112 and t = 0, when analyzing
long sequences and w = 12, L = 72 and t = 0, when processing short sequencing reads.
5 Spark Algorithms for Fast Monte Carlo Statistical Sig-
nificance Test of AF Function Matrices:Details
In what follows, we consider only the case of similarities, since the case of distances is analogous.
Consider a similarity C and let T be its value on two sequences. This latter can be interpreted as
a statistics regarding how similar two sequences are. In mathematical terms, it is a random variable
and its distribution describes the relative frequency with which values of T occur, according to some
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assumptions. In turn, since T is a random variable, we implicitly assume the existence of a background
or reference probability distribution for its values. That, in turn, implies the existence of a sample space.
A hypothesis is a statement about the frequency of events in the sample space. It is tested by observing
a value of T and by deciding how unusual it is, based on the probability distribution we are assuming
for the sample space.
When such a probability distribution is not available, one usually resorts to Monte Carlo Simulations.
We describe its main steps next.
5.1 Synthetic Datasets Generation via Bootstrapping
The first step is to devise a procedure that generates synthetic datasets, that are meant to represent
“random data”. Such a task can be accomplished by choosing a Null Model, e.g., an Information Source
emitting symbols uniformly and at random. However, in our case, it seems more appropriate to resort
to bootstrapping [5], i.e., to generate the synthetic datasets from the real ones, since it is desirable to
preserve the biological origin of the input dataset also in the synthetic ones. To this end, we proceed as
follows.
Let S be the input dataset and let q be a parameter. All q-mers of sequences in S are extracted and
placed in a bin B. Then, in order to obtain a synthetic dataset Sˆ, we extract uniformly and at random
q-mers from B in order to form new sequences to be included in Sˆ. This latter has the same number of
sequences as in S and each sequence in Sˆ corresponds to only one in S in terms of length.
It is to be noted that the parameter q allows us to generate synthetic datasets along a wide spectrum
of subsequence statistics present in S, e.g., q = 1 corresponds to the case in which the synthetic dataset
is generated according to the empirical probability distribution of symbols in S.
5.2 Significance Test: Monte Carlo Simulation for Two Sequences
The next step consists of the following simulation, adapted from [9]. It applies to sets of two sequences.
Procedure MECCA(`, C, S)
(1) For 1 ≤ i ≤ `, compute a new set of two sequences Sˆi according to the procedure outlined in Section
5.1. Compute the similarity between the two sequences in Sˆi via C. Let Ti be its value.
(2) For 1 ≤ i ≤ `, sort the Ti values in non-decreasing order and let SL be the corresponding list.
(3) Let T denote the value of C computed on S. Let j be the maximal index such that SL[j] < T .
Let δ = (j/`). The p-value is then 1 − δ and, and letting α be the desired significance level, the
hypothesis that the two sequences in S are as similar as two randomly chosen ones is rejected with
that significance level if 1− δ ≤ α.
5.3 AF Matrix Significance via Bonferroni Correction
Consider now a set S consisting of n sequences, labeled from 1 to n. Let F be the n×n AF matrix for S
computed via C. In order to assess how statistically significant are the values in F , with significance level
α, we can resort to the pairwise application of the simulation procedure outlined in Section 5.2. Since
we are performing m = n(n−1)
2
hypothesis tests, we have to correct for rejecting H0 simply by chance.
Since those tests may not be assumed to be independent, we use the well known Bonferroni correction.
That is, for each test, H0 is rejected with significance level α/m. It is to be noted that we reject H0
for the entire matrix if all m entries pass the test. However, even if the full matrix does not pass the
test, such a procedure outlines entries that are statistically significant in terms of similarity values of the
corresponding sequences.
5.4 Spark implementation details
The procedure just outlined, in terms of Spark modules, is summarized in Figure 8. The upper pipeline
processes the set S, while repeated executions of the lower pipeline execute the simulation. The module
Randomizer generates in each run the random datasets and it is executed in a distributed way over
the architecture. Finally, for each entry of the AF matrix being tested, a ranking is produced accounting
for the corresponding entry in the simulated AF matrices. The module Ranker is responsible that
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Figure 8: A layout of the architecture of the pipeline for the fast hypothesis testing of alignment-free
algorithms.
process. Once again, it is executed in a distributed way over the architecture. The final result is a
matrix, where each entry contains the rank of the original entry with respect to the simulated ones. The
desired confidence level and Bonferroni correction determine which entries pass the test, i.e., for which
the null hypothesis can be rejected, and whether the AF matrix passes the test as a whole.
6 Datasets and Hardware.
The datasets used in our study are:
• E.coli/Shigella. It contains 27 genomic sequences of the Bacteria taxonomic group, having an
average length of 4, 905, 896 bp. For further details, see [2, 23].
• Mithocondria. It contains a collection of 25 different genomes of fish species of the suborder
Labroidei, having an average size of 16, 618 bp. For further details, see [6, 23].
• Plants. It contains 14 assembled very-large genomes of the Plants taxonomic group, having an
average size of 337, 515, 688 bp each. For further details, see [23].
• Unassembled E.coli strains. The dataset is the unassembled version of the E.coli strains
taxonomic group, with an average read length of 150 bp. The sequencing coverages considered are:
0.03125 (29, 557 reads), 0.125 (118, 266 reads), 1 (946, 169 reads). For further details, see [22, 23].
• Unassembled Plants. The dataset is the unassembled version of the Plants taxonomic group,
with an average read length of 150 bp. The sequencing coverages considered are: 1 (30, 903, 727
reads). For further details, see [23].
• Yersinia. It contains 8 genomic sequences of the Bacteria taxonomic group. The average sequence
length is 4, 605, 552 bp. For further details, see [2, 23].
Hardware Platform. All the experiments have been performed on a 25 nodes Linux-based cluster,
with one node acting as resource manager and the remaining nodes being used as workers. The cluster
is installed with Hadoop 2.8.1 and the Spark 2.2 software distributions. Each node of this cluster is
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equipped with one 8-core Intel Xeon E3-12@2.40 GHz processor and 32GB of RAM. Moreover, each
node has a 200 GB virtual disk reserved to HDFS, for an overall capacity of about 6 TB.
l k w L
E.coli/Shigella 100 11 12 112
Mitochondria 100 7 12 112
Plants 80 14 12 112
Unass. E.coli (cov. 0.03125) 100 8 12 72
Unass. E.coli (cov. 0.125) 100 9 12 72
Unass. E.coli (cov. 1) 100 11 12 72
Unass. Plants (cov. 1) 80 14 12 72
Yersinia 100 11 12 112
Table 1: Outline of the parameters used in our experiment for assessing the statistical significance of several
AF functions on the considered datasets. l denotes the number of runs used for the Monte Carlo simulation.
k denotes the length of the k-mers used for running AF functions based on histogram statistics. w and L
are respectively the length and the weight of the pattern used for running spaced words AF functions.
7 Results and Discussion
As a first preliminary step, we selected for our study datasets coming from [23], with the criterion that
the AF functions chosen here would work on them (see again [23]). They are reported in Section 6.
As a second preliminary step, we assessed that our AF functions implementations are in line with the
benchmarking of the AFproject [24] (details are omitted for brevity and available upon request). All our
experiments have been run on the hardware platform described in Section 6.
7.1 The consistency of AF functions with respect to the family-wise
statistical significance of their AF matrices.
7.1.1 Intuition
In regard to point 1, experience suggests that AF functions may have a “behavior” that depends on the
dataset being processed. However, it is uncontroversially desirable to use functions that are consistent
in the sense that they provide a high percentage of statistically significant entries in their corresponding
AF matrix, with very little dependence of the input dataset.
7.1.2 The Experiment
For the benchmark datasets included in this study, we execute the AF statistical significance test de-
scribed in Section 5 using the parameters obtained by considering the procedure explained in Section
4.1. Specifically, for each matrix, we reject the null hypothesis family-wise with p-value ≤ 1%, applying
Bonferroni correction to all of its m entries. That is, given a matrix, an entry passes the test with
Bonferroni correction if its p-value is ≤ 1/m%. Then, a matrix passes the test if all of its entries pass
the test. The number l of simulations for each test has been chosen according to the size of the dataset
being processed, so as to guarantee the execution of the experiments in a reasonable amount of time. An
outline of these parameters is available in Table 1. It is worth recalling from Section 5, that the value of
q determines how synthetic datasets are generated for the Monte Carlo simulation.
A summary of the results for each AF function and on each considered dataset is in part shown in
Figure 9 and in part shown in Figure 11. For each dataset, each AF function and each considered null
model, it is reported the percentage of entries passing the test. This value is drawn in green, if at least
75% of the entries passes the test, in red, if no entry passes the test, and in yellow, in the remaining case.
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Figure 9: Summary of the hypothesis test results for the different AF functions considered in this paper
when executed on different datasets with q = 1, 7, 10 and with significance level set to 1%. Each table reports
the percentage of rejected null test hypotheses for each AF function and each value of q on each dataset.
7.1.3 Results and Insights
• A novel classification of AF functions. With reference to Figure 9 and Figure 11, it is evident
that there are AF functions returning matrices either passing the family-wise significance test or
with a high percentage of entries statistically significant, for all of the benchmark datasets. We
denote them as consistent, since they behave consistently, independently of the dataset. They are:
D2, D2Z ,FSWM. There are AF functions returning matrices with a very low significance test
performance (we denote them as useless). They are: Chebyshev, K2. Moreover, there are AF
functions that perform very well on some datasets and poorly on others. They are: Canberra,
Chi Square, Euclidean, Jaccard, Jeffreys, Jensen Shannon, Harmonic Mean, Intersection, Squared
Chord. We denote them as inconsistent.
• Filtering can be useful. While the statistical guarantees of AF functions in the D2 family are well
known and have been identified via deep investigations [21], we find a novel fact regarding FSWM: it
is quite good in delivering matrices that pass the statistical significance test. This can be attributed
to the filtering mechanism present in the algorithm and that was designed to “flush out” the parts
of the statistics it is collecting and that are considered “weak”. Such a filtering is able to detect
the “low relatedness” of the synthetic genomes ensuring that the original genomes “win” the test.
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q=1 q=7 q=10
D2 D2S D2Z D2* FSWM D2 D2S DZ D2* FSWM D2 D2S DZ D2* FSWM
Yersinia 4% 4% 6% 6% 4% 4% 4% 6% 6% 4% 4% 4% 6% 6% 4%
Mitochondria 2% 4% 2% 2% 2% 2% - 2% - 2% 2% - 4% - 2%
Shigella 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2%
Table 2: Minimum percentage of corrupted entries observed, for each dataset, each value of q and each AF
function, to make the score of the resulting AF matrix worse than the reference score by, at least, a 10%.
The dash symbol (-) indicates that the corresponding AF function is not statistically significant on that
specific dataset and value of q, i.e. has a value < 75% in significance test.
7.2 Sensitivity analysis of AF functions: the case of consistent func-
tions
7.2.1 Intuition
In regarding to point 2, intuition suggests that the larger is the number of entries in the AF matrix
passing the statistical significance test, the more indicative of biological relevance the outcome, e.g.
phylogenetic tree, of that function use is expected to be. In order to make those AF functions usable in
a computational biology context, it is also important to assess the margin of statistical significant entries
above which one can “trust” the matrix. Informally, we refer to this as the operational range of an AF
matrix.
7.2.2 The Experiment
We concentrate only on AF functions that have been classified as consistent (see Section 7.1), as these
are the only ones with a very large number of statistically significant entries on almost all the considered
datasets. For completeness, we also include D2s and D2* so that we can characterize the main functions
in the D2 family since, to the best of our knowledge, the sensitivity test performed here is novel even for
those well studied functions.
In order to assess the level of dependency alluded to in Section 7.1.1 and to empirically estimate
the operational range of the mentioned measures, we take a complementary view with respect to the
intuition reported in that section: the larger is the amount of noise injected in a AF matrix returned by
one of the considered AF function is, the worse should be the biological relevance of its outcome (e.g., the
phylogenetic tree). Then, to measure the operational range of a function, we start from the AF matrix
returned by that function on a given dataset and assume as a reference its performance score. Finally,
we study its variation, assuming it will decrease while increasing the amount of noisy entries.
In detail, our experiment is as follows:
• We start from the AF matrixM evaluated according to one of the considered AF functions and on
one of the considered datasets in the previous step. To this end, we restrict our interest to only those
datasets where the considered AF functions (i.e., D2, D2Z, D2s, D2* and FSWM) exhibit a good
performance score according to results available in [23]: Yersinia, Mithocondria and Shigella/E.coli.
• For the D2 family, we replace an increasing percentage of entries of M with entries chosen at
random among the ones appearing in the AF matrices generated via Monte Carlo simulation. As
for FSWM, since the AF matrices it returns when evaluated on the synthetic datasets are likely
to contain null values (see Section 7.1.3), we replace an increasing percentage of entries of M with
larger values chosen uniformly at random.
For each AF function, this experiment is conducted in two ways: fine-grained and coarse-grained.
The first has a range that goes from 0% to 20% with a 2% step. The second,has a range that goes
from 0% to 100% with a 10% step. For each of the resulting AF matrices, we build the corresponding
phylogenetic tree and the performance of the AF matrices is established by comparing such tree with
the corresponding gold standard, via the Robinson Fould [16] metrics (for details see [23]). We point
out that, while the fine-grained experiment is central to our sensitivity analysis, the coarse-grained one
is complementary: it has the intent to test how the performance of an AF function deteriorates as a
function of the “noise” injected into an AF matrix. Those experiments are restricted only to the cases
in which at least the 75% of the AF matrix entries passes the significance test.
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The results of the fine-grained experiment are available in Table 2, which reports, for each dataset,
each value of q and each AF function, the minimum percentage of noisy entries required to make the
score of the resulting AF matrix worse than the reference score by, at least, a 10%.
The results of the coarse-grained experiment are available in Figures 13-15. For the convenience of
reader, the performance of the D2 family in terms of significance test, in agreement with Section 7.1, is
in Figure 12.
7.2.3 Analysis of the Experiments
• AF matrices have a very narrow operational range. We observe from the results of the fine-grained
experiment that it suffices a very small percentage of noisy entries to significantly lower the perfor-
mance score of the AF matrices for the considered functions. It is also worth to point out that the
null model plays a role, since the most stringent of the ones we have used, i.e., q = 10, provides the
most conservative estimate.
• Relatedness between percentage of statistical significant entries of an AF matrix and performance of
the corresponding AF function. Regarding Figures 13-15, it is of interest to notice that functions in
the D2 family exhibit the nice property of a decrease in performance as a function of the percentage
of noisy entries introduced in the corresponding AF matrices. The behaviour of FSWM is less
regular: it is characterized by an initial “jump”, after which the values somewhat stabilize. Once
again, the most stringent null model provides the most conservative curves.
7.3 Assessing the Time/Communication cost of our framework
7.3.1 Intuition
In regarding to point 3, it is desirable that the use of a distributed framework would enable to scale the
time required to solve the computational tasks implied by our methodology in proportion to the amount
of resources devoted to their execution. However, intuition suggests that this speedup is not unlimited
and that may depend on the particular application scenario being considered. To this end, it is important
to assess the effects of the different workload distribution options our framework offers with respect to
the execution time of our software pipeline when used in different application scenario and to assess the
scalability of the framework.
7.3.2 The Experiment
We measured the impact on the execution time of the AF significance test of the different partition
strategies offered by our framework (see Section 3.1) when considering the following reference application
scenarios.
• Relatively small datasets, represented by the Mithocondria dataset;
• Relatively large datasets, represented by the Shigella dataset;
• Relatively very large datasets, represented by the Plants dataset;
For each of these scenarios, we measured the time required to run one instance of the AF significance
test using the three different partition strategies available with our framework. The results are reported in
Table 3. Then, we assessed the performance scalability of our framework by analyzing the time required
to execute the instances of the AF significance test described in Section 7.1, on all the considered datasets,
as a function of the processing cores available on the distributed architecture used for its execution. The
result of this experiment, when run on the Plants dataset, using the partial aggregation strategy, is visible
in Figure 10. Such choice is justified below.
7.3.3 Analysis of the Experiments
• The available data partition strategies may have a deep influence on the time and/or the cost required
to perform an AF significance test. The results available in Table 3 confirm the deep influence
that the choice of a particular data aggregation may have on the execution time and the cost of
an AF significance test. Indeed, when the size of the dataset to process is relatively small, the
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Figure 10: Execution time, in minutes, required by our framework to execute a single instance of the AF
significance test on the assembled plants dataset as a function of the number of processing cores. The
execution included the evaluation of all the histogram-based functions considered in this paper, using the
partial aggregation strategy.
total aggregation strategy is able to deliver performance that are similar to those of the other two
strategies but at a fraction of the cost (i.e., it uses for most of the time just 1 processing core
instead of 192). Conversely, this strategy requires too long execution times when considering larger
datasets. In this last case, the no aggregation strategy is able to successfully run the AF significance
test in a limited amount of time thanks to excellent scalability. When the size of the dataset is
even larger, the partial aggregation strategy may succeed in improving the execution time of the
no aggregation strategy thanks to its ability to quickly process batch of data. Our experiments
indicate that partial aggregation is the most flexible among the strategies we used. Therefore for
the scalability test we consider such strategy.
• Our framework is able to carry out AF significance tests in a scalable way. We observe from the
results of our scalability experiment that the execution time of the AF significance test implemented
by our framework scales very well with the number of processing cores. The speed-up is especially
significant when increasing the number of processing cores from 16 to 96.
Dataset No Aggregation Partial Aggregation Total Aggregation
Small 0.9 0.9 1.1
Large 2.73 2.82 NA
Very large 48.3 42.0 NA
Table 3: Execution time, in minutes, required by our framework to run one instance of the AF significance
test on three reference datasets with different aggregation strategies.
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Figure 11: Complete Significance Test.
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Figure 12: Summary of the hypothesis test results for the D2 family functions considered in this paper when
executed on different datasets with q = 1, 7, 10 and with significance level set to 1%. Each table reports the
percentage of rejected null test hypotheses for each D2 family function and each value of q on each dataset.
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Figure 13: Corruption-RF graph of Mitochondria dataset, varying AF function and q. The empty plot
indicates that the corresponding AF function is not statistically significant on that specific dataset and value
of q, i.e. has a value < 75% in significance test.
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Figure 14: Corruption-RF graph of Shigella dataset, varying AF function and q.
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Figure 15: Corruption-RF graph of Yersinia dataset, varying AF function and q.
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