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ABSTRACT
The cosmic distance duality (CDD) relation (based on the Etherington reciprocity theorem)
plays a crucial role in a wide assortment of cosmological measurements. Attempts at confirm-
ing it observationally have met with mixed results, though the general consensus appears to be
that the data do support its existence in nature. A common limitation with past approaches has
been their reliance on a specific cosmological model, or on measurements of the luminosity
distance to Type Ia SNe, which introduces a dependence on the presumed cosmology in spite
of beliefs to the contrary. Confirming that the CDD is actually realized in nature is crucial
because its violation would require exotic new physics. In this paper, we study the CDD using
the observed angular size of compact quasar cores and a Gaussian Process reconstruction of
the HII galaxy Hubble diagram—without pre-assuming any particular background cosmol-
ogy. In so doing, we confirm at a very high level of confidence that the angular-diameter and
luminosity distances do indeed satisfy the CDD. We then demonstrate the potential power of
this result by utilizing it in a comparative test of two competing cosmological models—the
Rh = ct universe and ΛCDM—and show that Rh = ct is favoured by the CDD data with a
likelihood ∼ 82.3% compared with ∼ 17.7% for the standard model.
Key words: cosmological parameters, cosmology: observations, cosmology: theory, distance
scale, galaxies: active, quasars: supermassive black holes
1 INTRODUCTION
The so-called cosmic distance duality (CDD) relation, based on
the reciprocity theorem first derived by Etherington (1933) (and re-
vived by Ellis 1971), holds true as long as (i) the cosmic spacetime
is based on Riemannian geometry, (ii) photons propagate along null
geodesics, and (iii) the photon number is conserved. Mathemati-
cally, the CDD may be expressed in the form η(z) = 1, where
η(z) = (1 + z)2
dA(z)
dL(z)
, (1)
in terms of the angular-diameter distance dA(z) and luminosity dis-
tance dL(z). There are many reasons why the CDD could in princi-
ple be violated in nature, at least one of which was invoked to test
non-standard cosmologies by Bassett & Kunz (2004a). The viola-
tion could arise if the spacetime is not described by a metric theory
of gravity, which many believe is unlikely (see, e.g., Adler 1971;
Bassett & Kunz 2004b), or perhaps because photons arriving from
presumed standard candles, such as Type Ia SNe, are altered by ab-
sorption or scattering along the line of sight (see, e.g., Sikivie 1983;
Bassett & Kunz 2004a; Raffelt 1999; Chen 1995; Deffayet & Uzan
2000; Khoury & Weltman 2004; Burrage 2008; Liao et al. 2015).
Following early papers on this topic by Bassett & Kunz
(2004a, 2004b), many have attempted to validate the CDD using
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an array of observational data, typically using angular-diameter
distances extracted from galaxy clusters and luminosity distances
from Type Ia SNe (for a non-exhaustive list, see Uzan et al. 2004;
Bernardis et al. 2006; Holanda et al. 2010, 2012; Khedekar &
Chakraborti 2011; Li et al. 2011; Nair et al. 2011; Meng et al.
2012; Ellis et al. 2013; Liao et al. 2016; Ma & Corasaniti 2016;
Hu & Wang 2018). The issue of some cosmology dependence in
these measurements is not a trivial one, however. There is always
the possibility that the assumption of a specific cosmological model
biases the distances, particularly if the model is incomplete (or even
wrong). Under such circumstances, tests of the CDD may not pro-
duce compelling, incontrovertible outcomes. For this reason, some
(or all) violations of the CDD claimed by previous studies may sim-
ply be due to unaccounted for influences of the assumed cosmology
(see, e.g., Uzan et al. 2004; Holanda et al. 2010; Li et al. 2011).
Several earlier workers have claimed to be testing the CDD in
a manner that was free of any possible dependence on the cosmol-
ogy, believing that the use of luminosity distances extracted from
Type Ia SNe does not rely on any particular expansion scenario
(see, e.g., Holanda et al. 2010, 2012; Meng et al. 2012; Liao et al.
2016). But the reality is that in order to ‘turn’ Type Ia SNe into
standard candles, one must simultaneously optimize the unknown
parameters describing their lightcurve along with the parameters
of the presumed cosmological model (see, e.g., Amanullah et al.
2010). These three or four (depending on the application) so-called
‘nuisance’ parameters do not exist in isolation and cannot be iden-
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tified properly without training the lightcurve fitter in the context
of a particular cosmology to relate the lightcurves of SNe at differ-
ent redshifts (for a discussion relevant to this see, e.g., Kim 2011;
Yang et al. 2013; Wei et al. 2015c). It is now very well understood
that Type Ia SN data reduced with ΛCDM as the background cos-
mology cannot be used for other models; one must of necessity
re-optimize all of the parameters, including those of the lightcurve
fitter, separately for each different expansion scenario.
In this paper, we attempt to test the CDD with as little depen-
dence on cosmological models as possible, using a new approach
for measuring the angular-diameter and luminosity distances. As
we shall see, our method confirms the CDD at a much higher level
of confidence than was achieved before. We use the measured an-
gular size of compact quasar cores as an indicator of the angular-
diameter distance, and a Gaussian Process reconstruction of the HII
galaxies Hubble diagram to determine the luminosity distance. In
neither case is it necessary to assume a cosmological model before-
hand. As we shall see, the CDD measured in this fashion may then
be used to test individual cosmologies. We introduce the data in
§ 2, and analyze the distance duality relation in § 3, confirming that
it is satisfied at a very high level of confidence. As an example of
the usefulness of this result, we then apply it to one-on-one model
selection in § 4. We present our conclusion in § 5.
2 DATA
In this section, we describe two sets of data suitable for testing the
CDD (derived from Etherington’s reciprocity relation), one based
on the angular size of compact quasar cores, from which we obtain
dA(z), the other a Hubble diagram constructed with HII galaxies
(HIIGx) and Giant extragalactic HII regions (GEHR) as standard
candles, from which we infer dL(z). As we shall see, this test allows
us to determine the redshift dependence of η without the need to
pre-assume any cosmological model.
2.1 Angular size of compact quasar cores
Recent improvements in our understanding of compact quasar
cores make it possible for us to identify a luminosity and spectral-
index limited sample of central, opaque regions in these sources
and use them as reliable measuring rods. These cores probe the
geometry of the Universe over a much bigger fraction of its age
(corresponding to 0 . z . 3) than even Type Ia SNe can cur-
rently achieve. We have recently used these data to measure the
redshift zmax at which the angular-diameter distance dA(z) reaches
its maximum value (Melia 2018a; Melia & Yennapureddy 2018),
finding that zmax = 1.70 ± 0.20—a unique new measure of the cos-
mic expansion (see also Cao et al. 2017). The location of this turn-
ing point is a strong function of the underlying cosmology and may
be used for model selection, whose results thus far have strongly
favoured the Rh = ct universe (Melia 2007; 2013b, 2016a, 2017a;
Melia & Abdelqader 2009; Melia & Shevchuk 2012), followed by
Planck ΛCDM (Planck Collaboration 2016). Several other mod-
els, including (and especially) Milne (see, e.g., Vishwakarma 2013;
Chashchina & Silagadze 2015), Einstein-de Sitter (see, e.g., Vau-
clair et al. 2003; Blanchard 2006) and Static tired light (see, e.g.,
La Violette 2012) have been strongly rejected.
Given the history with the use of quasars and radio galaxies
to probe the cosmological expansion, one should view the use of
compact quasar cores to measure angular-diameter distance with
some caution. In this paper, we demonstrate how the CDD may be
tested using data such as these without the need to adopt any par-
ticular cosmological model. Nevertheless, this analysis is strongly
dependent on astrophysical processes, such as the radio emission
from quasar cores, that may not be completely free of unknown
systematics. We must therefore emphasize that when we refer to
the method employed here as being “model-independent,” this des-
ignation refers solely to the cosmological background, not neces-
sarily the physics of self-absorbed synchrotron emission in quasars
and the HII line emission we shall discuss shortly.
Based on what we now know about these jet sources, we un-
derstand that their base emission is dominated by self-absorbed
synchrotron radiation (Blandford & Ko¨nigl 1979; Melia & Ko¨nigl
1989; Melia et al. 1992; Nayakshin & Melia 1998; Liu & Melia
2001; Be´langer et al. 2004; Chan et al. 2009; Crocker et al. 2011;
Trap et al. 2011), creating optically-thick structures with angular
sizes in the milliarcsecond (mas) range. Their corresponding phys-
ical length (∼10 parsecs) is much smaller than the large-scale envi-
ronment of the host galaxies. In addition, their morphology and
kinematics are regulated by just a handful of parameters linked
to the central engine (e.g., the mass and spin), and typically last
only tens of years (Gurvits, Kellermann & Frey 1999). One may
therefore reasonably assume that the structure and size of com-
pact quasar cores are independent of any long-term evolutionary
effects in the hosts themselves (Kellermann 1993; Jackson 2004,
2008). But though the idea of using compact radio sources for the
optimization of cosmological parameters was proposed almost 3
decades ago (see, e.g., Kellermann 1993), a persistent complica-
tion has been that they comprise a mixture of quasars, OVVs and
BL Lacs, among several others, making it difficult to disentangle
systematic differences among them from real cosmological varia-
tions.
This limitation notwithstanding, several significant improve-
ments in selecting an appropriate sub-sample of these sources have
produced a catalog suitable for use as standard rulers. The first was
a constraint on their spectral index α (Gurvits, Kellermann Frey
1999), which led to the reduced sample assembled by Jackson &
Jannetta (2006), which itself was extracted from an old 2.29 GHz
VLBI survey of Preston et al. (1985), with additions by Gurvits
(1994) (see also Jackson & Dodgson 1997). More recently, Cao et
al. (2017) followed the lead established earlier by Gurvits, Keller-
mann & Frey (1999) and Vishwakarma (2001) in analyzing a pos-
sible mitigation of the scatter in core size by not only restrict-
ing their spectral index, but also their luminosity L. These authors
showed that adopting the parametrization ℓcore = ℓ0 L
γ(1 + z)n, for
the core size ℓcore in terms of a scaling constant ℓ0, one could at-
tain a remarkably uniform sample with γ ≈ 10−4 and |n| ≈ 10−3,
by simply choosing only intermediate-luminosity radio quasars
in the range 1027 W/Hz < L < 1028 W/Hz with spectral index
−0.38 < α < 0.18.
Figure 1 shows the data used in this paper, following the selec-
tion procedure described above. These are drawn from the original
613 sources of Jackson & Jannetta (2006)1. Using the Planck op-
timized parameters (Planck Collaboration 2016) to estimate dL(z),
the flux density at 2.29 GHz yields the luminosity L, from which
we extract the sub-sample with intermediate luminosities. Note that
this step merely estimates L for the purpose of source selection.
The Planck parameters are not used in any other way, so the re-
sults do not depend on the parametrization in ΛCDM. A subse-
quent restriction of the spectral index α generates the final catalog
1 The full sample is also available at http://nrl.northumbria.ac.uk/13109/
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Figure 1. Angular size of 140 compact quasar cores divided into bins of 7,
as a function of redshift. Each datum represents the median value in its bin,
and its standard deviation is estimated assuming Gaussian variation within
each bin. (Adapted from Melia 2018a)
of 140 sources used in this paper. These sources are then binned
into groups of 7, and the median value is chosen in each bin to
represent the core angular size θcore(z) (Santos & Lima 2008), with
associated 1σ errors estimated assuming Gaussian scatter within
each bin. This step partially minimizes the scatter that would oth-
erwise appear with individual data points, but note that it does not
at all reduce the measurement uncertainty, here represented by the
standard deviation σ. In other words, the remaining scatter in the
individual data points is reflected in the size of the error bars asso-
ciated with the 20 data points in this figure.
Writing the angular size of a compact quasar core as
θcore(z) =
ℓcore
dA(z)
, (2)
where dA(z) is the aforementioned angular-diameter distance, we
see that, as long as the physical core size ℓcore is approximately con-
stant in the reduced quasar sample, the measured θcore(z) is a valid
(inverse) representation of the redshift-dependent angular-diameter
distance, independent of any cosmological model. We shall de-
scribe shortly how to use the CDD in a way that avoids the need
to know the actual value of ℓcore.
2.2 HII Galaxy Hubble diagram
HII galaxies (HIIGx) and Giant extragalactic HII regions (GEHR)
have similar optical spectra and massive star formation (Melnick
et al. 1987) and their hydrogen gas, ionized by massive star clus-
ters, emits prominent Balmer lines in Hα and Hβ (Searle & Sargent
1972; Bergeron 1977; Terlevich & Melnick 1981; Kunth & O¨stlin
2000). The luminosity L(Hβ) in Hβ in these structures is strongly
correlated with the velocity dispersion σv of the ionized gas (Ter-
levich & Melnick 1981), apparently because both the intensity of
ionizing radiation and σv increase with the starburst mass (Melnick
et al. 2000; Siegel et al. 2005). Not surprisingly, the relatively small
dispersion in the relationship between L(Hβ) and σv allows these
galaxies and HII regions to be used as standard candles (Melnick et
al. 1987, 1988; Fuentes et al. 2000; Bosch et al. 2002; Telles 2003;
Siegel et al. 2005; Bordalo & Telles 2011; Plionis et al. 2011; Ma-
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Figure 2. Distance modulus of the 156 currently available HII-
region/Galaxy measurements, shown as red circles with 1σ error bars. The
GP reconstructed distance modulus µobs(z) is shown as a thin black curve
(see text), and the blue swath represents the 1σ confidence region of the
reconstruction. (Adapted from Yennapureddy & Melia 2017)
nia & Ratra 2012; Chavez et al. 2012, 2014; Terlevich et al. 2015;
Wei et al. 2016).
All these previous applications of the L(Hβ) - σv correlation,
however, were based on parametric fits linked to specific cosmo-
logical models. Were we to repeat this procedure here for the cal-
culation of the luminosity distance, dL(z), our results would sim-
ilarly depend on a particular expansion scenario. Instead, we fol-
low the approach introduced by Yennapureddy & Melia (2017),
in which the function representing the HIIGx and GEHR data is
reconstructed using Gaussian Processes (GP)—without the pre-
assumption of any particular cosmology (Seikel et al. 2012). With
this novel statistical method, one may reconstruct the function that
best fits the data without assuming any parametric form at all.
For this paper, we use the 25 high-z HII galaxies, 107 local HII
galaxies, and 24 giant extra galactic HII regions (compromising
156 sources in all) from Terlevich et al. (2015). Their luminosity
versus velocity dispersion correlation may be written (Chavez et al.
2012, 2014; Terlevich et al. 2015)
log L(Hβ) = α logσv(Hβ) + κ , (3)
where α and κ are constants. When fitting these data using a particu-
lar cosmology, one must optimize these parameters simultaneously
with those of the model, but previous work has shown that they are
quite insensitive to the background cosmology (Wei et al. 2016).
Combining κ and H0 together according to
δ = −2.5κ − 5 log H0 + 125.2 , (4)
this earlier analysis demonstrated that α and δ deviate from one
model to the next by only a tiny fraction of their standard devia-
tion. For example, one gets α = 4.86+0.08
−0.07
and δ = 32.38+0.29
−0.29
when
using the Rh = ct cosmology, compared with α = 4.89
+0.09
−0.09
and
δ = 32.49+0.35
−0.35
for ΛCDM. As noted, such small differences are
well within the measurement error so, following our goal of re-
constructing the correlation function independently of any model,
we shall simply adopt the average values reported by Wei et al.
c© 2016 RAS, MNRAS 000, 1–9
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(2016) for these ‘nuisance’ parameters, which are α = 4.87+0.11
−0.08
and δ = 32.42+0.42
−0.33
.
The distance modulus for an HII galaxy is then given as
µobs = −δ + 2.5
[
α logσv(Hβ) − log F(Hβ)
]
, (5)
and since
µobs(z) = 5 log
[d obsL (z)
Mpc
]
+ 25 , (6)
we may write
d obsL (z) = const. 10
µobs(z)/5 . (7)
The distance moduli for the 156 sources used in this study are plot-
ted in fig. 2, along with the GP reconstruction of the function rep-
resenting them.
A full description of the GP method, as applied to sources
such as the HIIGx and GEHR catalogs, appears in Yennapureddy
& Melia (2017, 2018a), based on the pioneering work of Seikel
et al. (2012), and we refer the reader to these publications for all
the details. An important feature of the GP approach, of particular
relevance to the analysis in this paper, concerns the estimation of
the 1σ confidence region associated with the reconstructed µobs(z)
function, which is shown as a blue swath in fig. 2. The width of
this region depends on both the actual errors of individual data
points and on the strength of the correlation function used in the
reconstruction (see, e.g., Seikel et al. 2012). The dispersion at any
redshift is less than the measured standard deviation at that point
when there is a large correlation in the reconstruction which, as
it turns out, is the situation we have here (Yennapureddy & Melia
2017). The GP estimated 1σ confidence region is therefore smaller
than the errors in the original data. This feature is one of the main
benefits of using the GP approach to reconstruct the L(Hβ) - σv
correlation for this work.
There is, however, an important caveat to keep in mind with
the use of these HII galaxy data and their GP reconstruction, having
to do with possible unknown systematics with the HII galaxy probe.
The L(Hβ)-σ correlation is still not completely understood. There
exist uncertainties in the size of the starburst, its age, the oxygen
abundance in HII galaxies and also an internal extinction correction
(Cha´vez et al. 2016). The scatter found with the use of Equation (3)
points to a possible dependence on a second parameter. In their at-
tempt to mitigate these uncertainties, Cha´vez et al. (2014) found
that the size of the star-forming region can serve as this second pa-
rameter. We should also keep in mind that the L(Hβ)-σ relation we
are using ignores any rotating support for the system (as opposed
to purely kinematic support). Cha´vez et al. (2014, 2016) have pro-
posed using an upper limit to the velocity dispersion in order to
minimize this possible effect, but then the the catalogue of suitable
sources would be greatly reduced. In addition, there is no guaran-
tee that this systematic effect would be completely eliminated. We
therefore caution that, although we are not pre-assuming any partic-
ular cosmological model for this analysis, the results we present in
this paper are nonetheless subject to these possible weaknesses in
our derivation of the distance modulus. The hope is that future im-
provements in our understanding of these systems will render the
HII Hubble diagram an even more robust probe of the integrated
distance measure than it is now.
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Figure 3. Values of η estimated for the 20 measured quasar core angular
sizes shown in fig. 1 and the GP reconstructed Hubble diagram in fig. 2.
The horizontal dashed line (i.e., η = 1) shows the value of η for a perfectly
satisfied CDD. These data confirm the CDD at a very high level of confi-
dence.
3 THE COSMIC DISTANCE DUALITY RELATION
We now have at our disposal 20 measurements of dA(z) based on
the angular size of compact quasar cores, ranging in redshift from
z = 0 to z ∼ 2.6, and a GP reconstruction of the luminosity distance
d obs
L
(z) from the HIIGx/GEHR Hubble diagram. Using our defini-
tion of η(z) in the CDD (Eq. 1), we may assemble these data and
write
ηobs(z) = const. θ−1core(z) 10
−µobs(z)/5(1 + z)2 . (8)
The constant in this expression includes the unknown physical scale
ℓcore. Until this quantity is measured reliably, we are restricted in
how well we can determine the absolute scaling ηobs(0). Nonethe-
less, we may use these data to measure the redshift dependence of
the CDDwithout reference to any specific cosmological model. For
this purpose, we write
ηobs(z) = a + bz , (9)
and optimize the value of the constant b using χ2 minimization with
the data shown in fig. 3. Given that we wish to avoid having to use
an actual measurement of ℓcore, we normalize the proportionality
constant in Equation (8) to yield a = 1. The 20 data points plotted
in fig. 3 correspond to this value of a. The associated errors are
estimated using conventional error propagation,
ση = η
obs

(σd obs
A
d obs
A
)2
+
(σd obs
L
d obs
L
)2
1/2
, (10)
where σd obs
A
and σd obs
L
are the errors in d obs
A
and d obs
L
, respectively,
and we have assumed no covariance between these two measures
of distance, given that they are based on two entirely different sets
of data and analyses.
As summarized in fig. 4, our χ2 minimization yields the fol-
lowing result for the fit using Equation (9):
a = 1.00 ± 0.05
b = −0.01 ± 0.03 . (11)
In other words, the data shown in fig. 3 are entirely consistent with
no redshift evolution at all in ηobs, confirming at a very high level
of confidence that b should be zero, as expected from the CDD. We
should also point out that this test of the CDD spans an unusually
large redshift range, all the way out to z ∼ 2.5, which was not
possible using solely Type Ia SN and cluster data.
c© 2016 RAS, MNRAS 000, 1–9
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Figure 4. One (blue), two (green), and three (yellow) σ confidence regions
associated with the optimized parameter b = −0.01 and chosen value a = 1
in Equation (9).
4 USING THE CDD TO COMPARE RH = CT WITH
ΛCDM
Let us now consider a simple application of this result to model
selection and use the CDD data to test the Rh = ct and ΛCDM
cosmologies. Of course, the angular size measurements shown in
fig. 1, from which the angular-diameter distances are derived, are
independent of any particular cosmological model. The optimiza-
tion of cosmological parameters must therefore be carried out by
finding the best fit to the luminosity distance that best accounts for
the CDD in Equations (9) and (11). This presents us with a choice
of either simultaneously fitting the HIIGx and GEHR Hubble dia-
gram and the CDD, or making the model selection less dependent
on data (such as HIIGx and GEHR) and simply identifying the pa-
rameters that best account for Equations (9) and (11). We should
point out that our previous analysis of the HIIGx and GEHR Hub-
ble diagram (Wei et al. 2016) already demonstrated a strong pref-
erence for Rh = ct over ΛCDM, so were we to include both the HII
and CDD data in our fits, we would see an a priori bias towards
Rh = ct, in spite of the impact introduced by the CDD relation. For
this paper, we therefore take a streamlined approach and simply op-
timize the model parameters based on the CDD data shown in fig. 3
on their own.
For the standard model, we assume a spatially flat cosmology
with cosmological constant Λ. As such, the luminosity distance in
ΛCDM is given as
dΛCDML (z) =
c
H0
(1 + z)
∫ z
0
dz√
Ωm(1 + z)3 + ΩΛ
, (12)
in which we have assumed a negligible radiation energy density
in the local Universe. Also, Ωm ≡ ρm/ρc is today’s matter den-
sity in terms of the critical density ρc ≡ 3c
2H2
0
/8πG and Hubble
constant H0, and ΩΛ = 1 − Ωm. The luminosity distance in the
Rh = ct universe (Melia 2003, 2007, 2013a, 2016a, 2017a; Melia &
Abdelqader 2009; Melia & Shevchuk 2012) is given by the much
simpler expression
d
Rh=ct
L
(z) =
c
H0
(1 + z) ln(1 + z) . (13)
Table 1. Model Selection based on the CDD
Model Ωm η0 BIC Likelihood
Rh = ct — 0.51 ± 0.03 3.0 82.3%
ΛCDM 0.30+0.26
−0.07
0.52 ± 0.03 6.0 17.7%
As was the case in Equation (8), we do not yet have an ab-
solute measure of the core size ℓcore. In writing an expression for
ηth(z), however, one cannot optimize ℓcore and H0 separately, and
we therefore put
ηth(z) = η0
c θ−1core(z)
H0 d
th
L
(z)
(1 + z)2 , (14)
where ηth(z) represents the CDD for either ΛCDM or Rh = ct,
in terms of the corresponding luminosity distance dΛCDM
L
(z) or
d
Rh=ct
L
(z), and the quantity η0 in this expression subsumes the con-
stants ℓcore, H0 and c. Finding a best fit for ΛCDM therefore means
optimizing the free parameters Ωm and η0 to minimize the χ
2 func-
tion
χ2 ≡
20∑
i=1
(
a + bzi − η
th(zi)
)2
ση(zi)2
, (15)
where zi are the individual redshift values in fig. 3, and ση(zi) is
the GP standard deviation calculated in Equation (10). The anal-
ogous situation with Rh = ct requires an optimization of the sole
parameter η0.
A selection tool commonly used to differentiate between com-
peting models (see, e.g., Melia & Maier 2013, and references cited
therein) is the Bayes Information Criterion, BIC ≡ χ2 + k(ln n),
where n is the number of data points and k is the number of free
parameters (Schwarz 1978). For comprehensive model selection,
one would probably use the full Bayesian evidence, rather than the
BIC approximation, but this is not really necessary here, since we
are merely providing a demonstration of how η(z) may be used for
this purpose. This is why we are allowing ΛCDM to have only
one free parameter (Ωm), and assuming flatness and a cosmological
constant. Given the robustness of the results shown in Table 1 be-
low, it is very unlikely that the percentage likelihoods would be re-
versed, or even changed significantly, with the more in-depth analy-
sis. When n ≫ k, as we have here, the BIC approximates the com-
putation of the (logarithm of the) ‘Bayes factor’ for deciding be-
tween models (Schwarz 1978; Kass & Raftery 1995). In this limit,
the posterior distribution typically becomes increasingly peaked,
and Gaussian in shape. As long as one may assume that the param-
eters have a distribution that is unimodal and roughly Gaussian,
the Bayes factor between two competing models can be calculated
to high accuracy from the quotient of their respective (maximized)
likelihoods. Using Laplace’s method to approximate definite inte-
grals of increasingly peaked integrands, the Kass & Raftery argu-
ment is similar to Stirling’s approach of calculating an asymptotic
approximation to n! when n >> 1, given by his famous formula.
With BICα characterizing model Mα, the unnormalized con-
fidence that this model is true is the Bayes weight exp(−BICα/2).
c© 2016 RAS, MNRAS 000, 1–9
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Table 2. Model Comparisons between Rh = ct and ΛCDM
Test or Observational Conflict/Tension Outcome Reference
Angular correlation function of the CMB Rh = ct fits it very well; standard inflationary ΛCDM misses by >> 3σ Melia & Lo´pez-Corredoira (2018)
Massive halo growth at 4 . z . 10 Data consistent with Rh = ct; ΛCDM misses by ∼ 10
4 Steinhardt et al. (2016)
Yennapureddy & Melia (2018b)
Electroweak Horizon Problem Rh = ct does not have it; ΛCDM has no solution Melia (2018b)
Missing progenitors of high-z quasars In tension with ΛCDM, but consistent with timeline in Rh = ct Fatuzzo & Melia (2017)
Angular-diameter distance test with quasar cores Rh = ct is favoured over ΛCDM with BIC likelihood 81% vs 19% Melia (2018a);
Melia & Yennapureddy (2018)
HII Hubble diagram Rh = ct is favoured over ΛCDM with BIC likelihood 93% vs. 7% Wei et al. (2016)
Leaf & Melia (2018b)
Alcock-Paczyn´ski test with the BAO scale Rh = ct is favoured over ΛCDM at a 2.6σ c.l. Melia & Lo´pez-Corredoira (2017)
FSRQ γ-ray luminosity function Rh = ct is very strongly favoured over ΛCDM with ∆ ≫ 10 Zeng et al. (2016)
QSO Hubble diagram + Alcock-Paczyn´ski Rh = ct is about 4 times more likely than ΛCDM to be correct Lo´pez-Corredoira et al. (2016)
Constancy of the cluster gas mass fraction Rh = ct is favoured over ΛCDM with BIC likelihood 95% vs 5% Melia (2016b)
Cosmic Chronometers Rh = ct is favoured over ΛCDM with BIC likelihood 95% vs 5% Melia & Maier (2013);
Melia & McClintock (2015a)
Cosmic age of old clusters ΛCDM can’t accommodate high-z clusters, but Rh = ct can Yu & Wang (2014)
High-z quasars Evolution timeline fits within Rh = ct, but not ΛCDM Melia (2013b,2018c);
Melia & McClintock (2015b)
The AGN Hubble diagram Rh = ct is favoured over ΛCDM with BIC likelihood 96% vs 4% Melia (2015)
Age vs. redshift of old passive galaxies Rh = ct favoured over ΛCDM with BIC likelihood 80% vs 20% Wei et al. (2015a)
Type Ic superluminous supernovae Rh = ct is favoured over ΛCDM with BIC likelihood 80% vs 20% Wei et al. (2015b)
The SNLS Type Ia SNe Rh = ct is favoured over ΛCDM with BIC likelihood 90% vs 10% Wei et al. (2015c)
Angular size of galaxy clusters Rh = ct is favoured over ΛCDM with BIC likelihood 86% vs 14% Wei et al. (2015d)
Strong gravitational lensing galaxies Both models fit the data very well due to the bulge-halo ‘conspiracy’ Melia et al. (2015)
Leaf & Melia (2018a)
Time delay lenses Rh = ct is favoured over ΛCDM with BIC likelihood 80% vs 20% Wei et al. (2014a)
High-z galaxies Evolution timeline fits within Rh = ct, but not ΛCDM Melia (2014a)
GRBs + star formation rate Rh = ct is favoured over ΛCDM with AIC likelihood 70% vs 30% Wei et al. (2014b)
High-z quasar Hubble diagram Rh = ct is favoured over ΛCDM with BIC likelihood 85% vs 15% Melia (2014b)
GRB Hubble diagram Rh = ct is favoured over ΛCDM with BIC likelihood 96% vs 4% Wei et al. (2013)
Thus, modelMα has likelihood
P(Mα) =
exp(−BICα/2)
exp(−BIC1/2) + exp(−BIC2/2)
(16)
of being the correct choice when dealing with a one-on-one com-
parison. Another way to think of this is in terms of the difference
∆BIC ≡ BIC2 − BIC1, which represents the extent to whichM1 is
favored over M2. The outcome ∆ ≡ BIC1− BIC2 is judged ‘pos-
itive’ in the range ∆ = 2 − 6, ‘strong’ for ∆ = 6 − 10, and ‘very
strong’ for ∆ > 10.
Our model comparison is summarized in Table 1, which dis-
plays several promising features. First, the optimization of η0 ap-
pears to be essentially independent of the model, which suggests
that both Rh = ct and ΛCDM provide adequate fits to the CDD
in Equations (9) and (11). Second, the optimized matter density
Ωm = 0.30
+0.26
−0.07
in ΛCDM is remarkably consistent with the value
Ωm = 0.308 ± 0.012 measured by Planck (Planck Collaboration
2016). All of this represents an internal self-consistency that re-
inforces the validity of the CDD in Equations (1), (9) and (11),
particularly with regard to our approach in this paper of using the
quasar compact cores to measure dA(z) and the reconstruction of
the HIIGx and GEHR Hubble diagram using Gaussian Processes
to measure dL(z).
Nonetheless, a notable difference does emerge between these
two models, directly attributable to the number of free parameters
k. Once H0 is subsumed into η0, Rh = ct has no additional degrees
of freedom to use in fitting the ηobs(z) data in fig. 3. This is quite
constraining compared to ΛCDM, in which one may adjust Ωm to
improve the fit. This added flexibility is reflected in the standard
model’s larger BIC, a consequence of the greater penalty imposed
by the information criterion on the less parsimonious models. The
magnitude of the difference ∆BIC = 3.0 indicates that the evidence
in favour of Rh = ct is positive. As a result, the likelihood of Rh =
ct being the correct cosmology, based on the CDD relation, is ∼
82.3% compared with only ∼ 17.7% for ΛCDM.
Given this outcome, it may be helpful to compare this prior-
itization with the results of other comparative tests that have been
reported in the literature over the past decade (see Table 2). As
one may see from this list, the fact that the CDD relation tends
to favour Rh = ct over ΛCDM affirms the general trend seen ear-
lier with measurements taken at both low and high redshifts, using
a broad range of sources and signatures, including integrated dis-
tances and times, and also the differential expansion rate. Perhaps
the most notable example of this comparison has to do with the
temperature and electroweak horizon problems that require fixes to
make ΛCDM work properly in the early Universe. Inflation may
solve the former, but there is currently no established resolution of
the latter (Melia 2018b). On the other hand, Rh = ct has neither, be-
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cause it avoids the early deceleration present in the standard model
that produces these excessively small horizons in the first place.
Of course, there is still much to be done before one can claim
that Rh = ct is the correct model instead of ΛCDM. In this pic-
ture, dark energy is dynamic, not a cosmological constant, so new
physics beyond the standard model of particle physics is required.
It will also be essential to understand how fluctuations are produced
in this cosmology, and whether they grow to properly account for
the large-scale structure we see today. These are just a few of the
many remaining issues that must be resolved going forward. The
test reported in this paper helps to remove at least some of the un-
certainty with the underlying physics, in this case having to do with
the distance duality relation, which continues to build the evidence
in favour of one model over the other.
5 CONCLUSION
The approach we have introduced in this paper to test the CDD
appears to be an improvement over previous methods for several
reasons. Once a suitable sample of compact quasar cores is se-
lected, the use of these sources as standard rulers is rather clean—
not fraught with issues, such as a complex interior structure in
galaxy clusters that produces irreducible scatter in the measurement
of an angular diameter distance. For example, consider the dispar-
ity produced by the comparison of two different cluster samples in
Holanda et al. (2010, 2012), who reached widely different conclu-
sions regarding the validity of the CDD, depending on whose data
one chooses to use for the reciprocity relation.
Second, the Hubble diagram based on HIIGx and GEHRmea-
surements may be used to determine the luminosity distance with-
out the assumption of any particular cosmological model. This ap-
plication is made possible through the use of Gaussian Processes
to reconstruct the distance modulus as a function of redshift. Third,
these two sets of data allow us to measure the CDD over a signif-
icantly larger redshift range than was possible with Type Ia SNe.
Not only have we confirmed the CDD with a higher precision than
before, but we have done so all the way out to z ∼ 2.5.
Finally, we have demonstrated the practicality of this outcome
by using it to test two competing cosmologies. We have shown that
the measured CDD data favour the Rh = ct universe over ΛCDM
with a likelihood of ∼ 82.3% versus only ∼ 17.7%, confirming the
results of previously published model comparisons based on over
23 other kinds of data, which are summarized in Table 1 of Melia
(2017b). In this regard, it is worth comparing this result with that
of another recent application of the CDD by Hu & Wang (2018)
to test the Rh = ct and ΛCDM cosmologies. These workers based
their analysis on an entirely different approach, with a significantly
different conclusion.
How does one reconcile such different outcomes? In our case,
the CDD was first confirmed independently of any cosmological
model, and the results summarized in Equation (11) and fig. 4 are
entirely consistent with η(z) = 1. In using the CDD to test our
models, there was no need to include model fits to the compact
quasar core and HIIGx GEHR data themselves, which would have
obscured the true outcome based on the CDD itself. As such, there
were no complications arising from the effects on dL(z) from the
merger of sub-samples of sources with unknown intrinsic disper-
sions, or with non-uniform calibrations. Our comparison is clean
and is directly based on the CDD itself.
In contrast, Hu & Wang (2018) did not use a cosmology-
independent approach to examine the CDD, opting instead to base
their analysis on older methods using galaxy clusters and Type
Ia SNe. The outcome of their comparison is therefore heavily bi-
ased by the impact of fits to the cluster and SN data themselves,
rather than being a true reflection of the CDD. Unfortunately, these
fits—particularly to the Type Ia SN data—are heavily tainted by
the many problems encountered with model comparisons based on
such observations, as described in several published accounts (see,
e.g., Kim 2011; Wei et al. 2015). Of particular concern with their
work is the fact that their results are strongly dependent on the Hub-
ble constant, which they demonstrated by comparing two values,
though failing to optimize H0 separately for each model. The most
serious drawback with their approach, however, is simply ignoring
the unknown systematic differences between sub-samples merged
to produce the overall SN catalog. As demonstrated in Wei et al.
(2015), one should ideally use a single SN sample, with a homo-
geneous calibration and systematics for all the data. But even then,
that method of measuring the CDD is inferior to a true cosmology-
independent approach, as we have in this paper, which produces an
unbiased determination of η(z) for model comparisons.
Finally, with an eye to possible future applications of this
work, we recall several cautionary remarks we have made concern-
ing the dependence of this work on possible unknown systematics
in the quasar core and HII galaxy data. Given how well the test of
the CDD has turned out with these sources, perhaps one should turn
this procedure around and use the CDD to evaluate the internal self-
consistency of the astrophysical models used for the radio emission
and compact structure of the former, and the HII line emission and
velocity dispersion in the latter. At the very least, an application
of the CDD to such sources may delimit the extent to which any
unaccounted for systematics and unknowns are impacting their ob-
served spectra and luminosities.
In conclusion, the fact that the CDD is confirmed by the ob-
servations hardly surprises anyone. After all, many cosmological
measurements tacitly assume its validity anyway. Nonetheless, the
cosmology-independent approach we have used in this paper has
provided a compelling demonstration that distance duality is in-
deed realized in nature.
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