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Abstract
Financial returns are often modeled as autoregressive time series with innovations having conditional heteroscedastic variances,
especially with GARCH processes. The conditional distribution in GARCH models is assumed to follow a parametric distribution.
Typically, this error distribution is selected without justification. In this paper, we have applied the results of Thavaneswaran
and Ghahramani [A. Thavaneswaran, M. Ghahramani, Applications of combining estimating functions, in: Proceedings of the
International Sri Lankan Conference: Visions of Futuristic Methodologies, University of Peradeniya and Royal Melbourne Institute
of Technology (RMIT), 2004, pp. 515–532] on identification of GARCH models to a number of financial data sets.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
The ARIMA time series model suggested by Box and Jenkins [1], has enjoyed fruitful applications in forecasting
social, economic, engineering, foreign exchange, and stock problems. This model assumes that the future values of a
time series have a clear and definite functional relationship with current, past values and white noise.
Recently there has been growing interest in using nonlinear time series models in finance and economics (see
Granger [2] and Thavaneswaran et al. [3]). Many financial series, such as returns on stocks and foreign exchange
rates, exhibit leptokurtosis and time-varying volatility. These two features have been the subject of extensive studies
ever since Nicholls and Quinn [4], Engle [5], and Engle and Gonzalez-Rivera [6] reported them. Random coefficient
autoregressive (RCA) models, (Nicholls and Quinn [4]), the autoregressive conditional heteroscedastic (ARCH)
model, (Engle [5], Engle and Gonzalez-Rivera [6]) and its generalization, the GARCHmodel, (Bollerslev [7]) provide
a convenient framework to study time-varying volatility in financial markets. Financial time series models for intra-day
trading are typical example of random coefficient GARCH models.
In practice, a common assumption in applying GARCH models to financial data is that the return series is
conditionally normally distributed. We shall refer to this as the normal GARCH model. It is well known that the
normal GARCH model is part of the volatility clustering patterns typically exhibited in financial and economic time
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series. However, the kurtosis implied by the normal GARCH model tends to be far less than the sample kurtosis
observed for most financial return series. For example, Bollerslev [7] finds evidence of conditional leptokurtosis in
monthly S&P 500 Composite Index returns and advocates the use of the t-distribution. Thus, the nonnormal GARCH
model is more appropriate with the large leptokurtosis typically observed in asset returns.
In this paper, we study model identification problems for GARCH models using a combination theorem given
in Thavaneswaran and Thompson [8]. Using the combination theorem, the correlation between least squares (LS)
estimating functions and least absolute deviation (LAD) estimation functions is obtained and it turns out to be the
asymptotic correlation between the corresponding estimators. We end with a Conclusions section. For more details on
applications of combining estimating functions, see Thavaneswaran and Ghahramani [9]. In the next section, we give
a brief description of GARCH models.
1.1. GARCH models
Consider the general class of GARCH(p, q) models for the time series yt where
yt =
√
ht Z t , (1.1)
ht = ω +
p∑
i=1
αi y
2
t−i +
q∑
j=1
β jht− j , (1.2)
where Z t is a sequence of independent, identically distributed random variables with zero mean, unit variance. Let
ut = y2t − ht be the martingale difference and let σ 2u be the variance of ut . Then (1.1) and (1.2) could be written as:
y2t − ut = ω +
p∑
i=1
αi y
2
t−i +
q∑
j=1
β jht− j ,
φ(B)y2t = ω + β(B)ut , (1.3)
where, φ(B) = 1 −∑ri=1 φi Bi , φi = (αi + βi ), β(B) = 1 −∑qj=1 β j B j and r = max(p, q). We shall make the
following stationarity assumptions for y2t which has an ARMA(r, q) representation.
(A.1) All zeros of the polynomial φ(B) lie outside of the unit circle.
(A.2)
∑∞
i=0 ψ2j <∞where theψ ′j s are obtained from the relationψ(B) φ(B) = β(B)withψ(B) = 1+
∑∞
j=1 ψ j B j .
The assumptions ensure that the u′t s are uncorrelated with zero mean and finite variance and that the y2t process
is weakly stationary. In this case, the autocorrelation function of y2t will be exactly the same as that for a stationary
ARMA(r, q) model. For any random variable X with finite fourth moment, the kurtosis is defined by E(X−µ)
4
[Var(X)]2 . If the
process {Z t } is normal, then the process {yt } defined by Eqs. (1.1) and (1.2) is called a normal GARCH(p, q) process.
The kurtosis of the GARCH process is denoted by K (y) when it exists. In order to calculate the GARCH kurtosis
in terms of ψ-weights and the ACF of the squared process, we have the following theorem given in Thavaneswaran
et al. [3].
Theorem 1.1. For the GARCH(p, q) process specified by (1.1) and (1.2), under the stationarity assumptions and
finite fourth moment, the kurtosis K (y) of the process is given by:
(a) K (y) = E(Z4t )
E(Z4t )−[E(Z4t )−1]
∑∞
j=0 ψ2j
,
(b) (i) The variance of the y2t process is γ
y2
0 = σ
2
u
∑∞
j=0 ψ2j ,
(ii) The k-lag autocovariance of the y2t process is γ
y2
k = σ 2u
∑∞
j=0 ψ j+kψ j and for k ≥ 1,
(iii) The k-lag autocorrelation is given by ρ y
2
k = γ
y2
k
γ
y2
0
=
∑∞
j=0 ψ j+kψ j∑∞
j=0 ψ2j
.
(c) For a normal GARCH (p, q) process K (y) = 3
1−2∑∞j=1 ψ2j .
The theorem can be used to identify the order of the GARCH process and identify the marginal distribution of Z t .
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1.2. Optimal combination
The result of Godambe [10] uses combinations of orthogonal estimating functions. We now give some combination
results when the components need not be orthogonal. Consider a probability space (Ω ,F,P), on which θ is a
real valued random variable. An estimating function for θ is a function g(·, θ) on Ω × R, and it is unbiased
if Eg(·, θ(·)) = 0, where ‘·’ represents a generic point of Ω . Let g1(·, θ), g2(·, θ) be fixed unbiased estimating
functions having finite and positive variances, and such that the expectations of ∂g1/∂θ and ∂g2/∂θ are finite, with
E[∂g1/∂θ ] 6= 0.
The following lemma, given as part of a theorem in Thavaneswaran and Thompson [8], is used to obtain a model
identification method for nonlinear time series such as GARCH in Section 2.2.
Lemma 1.2. In the class of all unbiased estimating functions
g = g1 + cg2,
the function which minimizes Var g is given by
g∗ = g1 + C∗g2,
where
C∗ = −Cov(g1, g2)/Var g2.
We now show how to apply Lemma 1.2 to model identification in GARCH models.
2. Model identification
The least squares estimating function g1 based on X i from a random sample X1, . . . , Xn from a symmetric
population with location parameter θ and standard deviation σ is given by g1(X i ; θ) = (X i−θ)σ . The LAD estimating
function based on X i is given by g2(X i ; θ) = sgn(X i − θ), where sgn(x) = x/|x |, whenever x 6= 0. Then it is easy
to show that the correlation, ρ, between g1 and g2 is
ρ = Corr(g1, g2) = E|X − θ |
σ
.
Hence, the estimating function that minimizes Var(g∗) according to Lemma 1.2, is given by
g∗ = (X i − θ)
σ
− ρsgn(X i − θ). (2.1)
Then Var(g∗) = (1 − ρ2), so that Var(g∗) is minimized whenever ρ is maximized. If we let g1 be the LAD
estimating function and let g2 be the LS estimating function, then Var(g∗) = (1− ρ2), as well. Hence, the combined
estimating function in (2.1) has smaller variance than either the LS estimating function or the LAD estimating
function. This in turn implies that the variance of the estimator corresponding to the estimating function in (2.1) is no
larger than either the variance of the least squares estimator or the variance of the LAD estimator. (See Heyde [11] for
the details of the relationship between the asymptotic properties of the estimates and the finite sample properties of
the estimating functions.)
It is of interest to note that, the correlation between the LS estimating function and the LAD estimating function
has not been studied in the literature. Consider a random sample of size n drawn from a population having mean
µ, variance σ 2, median ν and density f (x). The asymptotic joint distribution of the sample mean X¯ and the sample
median X˜ is given by
√
n
(
X¯
X˜
)
−→L N
((
µ
ν
)
,
(
σ 2 E |X − ν|/(2 f (ν))
1/(2 f (ν))2
))
as n −→ ∞, (Ferguson [12]). Hence, the asymptotic correlation between the sample mean and sample median is the
same as the finite sample correlation between the LS and LAD estimating functions. The following example illustrates
an application of the result.
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Table 1
Theoretical E|X − µ|/σ values
Distribution E|X − µ|/σ
Normal(65, 25) 0.797885
t3 0.636620
t4 0.7071068
t5 0.735105
t6 0.750000
t7 0.7592134
t8 0.765466
Logistic(0, 1) 0.764304
Double exponential(1) 0.707107
Uniform(0, 1) 0.866025
Beta(2, 2) 0.838525
Beta(3, 3) 0.826797
Beta(4, 4) 0.820313
Example 2.1. Suppose X1, . . . , Xn is a random sample from a N (µ, σ 2) population. Assume σ 2 is known and interest
centers on estimating µ. The correlation between the sample mean and sample median is approximately given by
Corr(X¯ , X˜) ≈
√
2
pi
= 0.797. (2.2)
The theoretical E|X −µ|/σ values have been calculated for a number of distributions (see Johnson and Kotz [13])
and Table 1 provides these values for some symmetric distributions. Before we proceed with proposing an estimator
for ρ, we introduce the following variance reduction technique that motivates our choice of an estimator.
Example 2.2. Suppose we want to estimate θ = E(|Z |), where Z is standard normal. We generate n iid N (0, 1)
variables Z1, . . . , Zn and compute θ̂ =∑ |Zi |/n. But we know that E(Z2i ) = 1 and can see easily that θ̂ is positively
correlated with
∑
Z2i /n. Hence the combined estimate is θ˜ = θ̂ − c(
∑
Z2i /n − 1), where the value of c is chosen to
minimize the variance of θ˜ and is given by c = Cov(θ̂ ,
∑
Z2i /n)
Var(
∑
Z2i /n)
.
In practice, the value of c can be estimated by regressing the |Zi | on the Z2i . The main message is that two different
measures of variability can be combined to obtain a better estimate (see Samanta [14] for details on combining
estimates).
Similarly, we can obtain a better estimate of the location using Lemma 1.2. An optimal linear combination of the
sample mean and sample median with smaller (asymptotic) variance than either estimator involves the correlation
between the two estimators.
The moment estimator of ρ given by ρ̂ =
∑ |yi−y¯|
s , where y¯ denotes the sample mean and s denotes the sample
standard deviation can be used to calculate the test statistic.
In the next section, we study the behavior of ρ̂, the moment estimator of the asymptotic correlation between X¯ and
X˜ , in three different simulation studies.
2.1. Simulation studies
In this subsection, we study ρˆ under three different classes of models. The first class of models is of the form
yt = t , where t is assumed to follow a parametric distribution. The second class is that of autoregressive models of
order one where the error distribution is assumed to follow a parametric distribution. Finally, the third class of models
is the class of GARCH models with normal, t-distribution or standard double exponential (d’ble exp’l) errors.
We used S−Plus c© software (Insightful Corporation, Seattle, Washington) to conduct the simulation studies. In the
first simulation study, we have simulated 1000 random samples of size 1000 from a number of distributions where
the theoretical ρ value is known. In Table 2 the average ρˆ statistics and the theoretical ρ values are given for some
distributions. The estimated statistic appears to be close to the true parameter.
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Table 2
Theoretical ρ values and average estimated ρ statistics
Distribution ρ ρˆ MAD(ρˆ)
Normal(65, 25) 0.797885 0.7932454 0.0175457
t3 0.636620 0.6662141 0.06222691
t4 0.7071068 0.7021046 0.04411666
t5 0.735105 0.7400141 0.02608555
t6 0.750000 0.7457525 0.02743061
t7 0.7592134 0.7620597 0.02229045
t8 0.765466 0.7695058 0.01874937
Logistic(0, 1) 0.764304 0.7622757 0.02243997
Double exponential(1) 0.707107 0.7065042 0.02528356
Uniform(0, 1) 0.866025 0.8600816 0.01228705
Beta(2, 2) 0.838525 0.8350651 0.01326087
Beta(3, 3) 0.826797 0.819865 0.01347214
Beta(4, 4) 0.820313 0.8128436 0.01704931
MAD(ρˆ) represents the mean absolute deviation from ρ.
Table 3
Theoretical ρ values and average estimated ρ statistics for a simulated AR(1) process and GARCH (1, 1)
Error distrib’n ρ ρˆ(AR) MAD(AR) ρˆ(GARCH) MAD(GARCH)
N (0, 1) 0.797885 0.7979 0.0025 0.7979 0.0025
t3 0.636620 0.6451 0.0273 0.6436 0.0279
t4 0.707107 0.7070 0.0109 0.7084 0.0106
t5 0.735105 0.7356 0.0065 0.7354 0.0062
t6 0.750000 0.7507 0.0045 0.7501 0.0048
t7 0.759213 0.7590 0.0041 0.7591 0.0039
t8 0.765466 0.7652 0.0037 0.7656 0.0036
d’ble exp’l 0.707107 0.7073 0.0038 0.7073 0.0038
MAD is the mean absolute deviation from the true value.
In our second simulation study, we have simulated 500 samples of size 5000 each from autoregressive processes of
order 1 (AR(1)), with different innovation distributions. The autoregressive parameter is set to 0.7. It is hoped that the
residuals obtained from the model fitted by conditional least squares estimation follow the distribution from which the
process was simulated from. The ρˆ statistics have been calculated by using the residuals. Table 3 presents an average
ρˆ value along with the mean absolute deviation. The statistic is close to the true parameter.
In the third study, we have simulated 500 samples of size 5000 each from yt , a zero-mean model with GARCH(1,
1) errors assuming each of the following standardized distributions for Z t in (1.1): Gaussian, t3, t4, t5, t6, t7, t8 and
double exponential(1). We set the model parameters as ω = 5.3× 10−7, α1 = 0.0057, β1 = 0.9381. This study was
carried out using the finmetrics module of S− Plus c© version 7.0.
For each simulated process, normal-GARCH(1, 1) model was fit and using the standardized residuals Ẑ t = yt
ĥt
, ρ is
estimated as ρ̂ =
∑n
t=1 |Zt−Z¯ |/n
sZ
,where Z¯ and sZ represent the sample mean and standard deviation of the standardized
residuals, respectively. ĥt is the estimated conditional variance at time t.
We have presented the results in Table 3. Here, ρ̂ is close to ρ as well. Proper identification also requires and
estimated standard error of ρ̂ and this is the subject of future work. In each of these studies, we have also reported the
mean absolute deviations. The variability of ρ̂ about ρ is largest for t-distribution GARCH models where the degrees
of freedom is less than five as ρ̂ is sensitive to extreme observations. In the next section, we illustrate how ρ̂ can be
used to select the appropriate error distribution of GARCH(1, 1) models fit to several real data sets.
2.2. Examples of GARCH model identification
We illustrate our informal test procedure using financial and biostatistical time series data sets. We provide
descriptions of these data sets in Appendix. The data sets are typical financial series in that they are leptokurtic
(see Table 4), uncorrelated sequences and where the square of the process is correlated.
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Table 4
Empirical Kurtosis of several real financial data sets
Data set Empirical Kurtosis Data set Empirical Kurtosis
dell.s 4.73 d-ibmln.dat(IBM) 18.22
ford.s 9.15 BMW 10.17
hp.s 8.24 AT&T 27.11
ndx.dat 6.02 Boeing 10.55
siemens 10.75 Caterpillar 6.24
merck.s 8.4 Honeywell 17.17
hkja.dat (Japan) 7.49 Philip Morris 20.04
exch.perc.dat 14.49 .
Table 5
Error distribution identification in financial series
Data set ρ̂ Dist’n (implied by ρ̂) Estimated t-GARCH(1, 1)
dell.s? 0.7835 Gaussian t12
ford.s? 0.7596 t7 t7
hp.s? 0.7572 t7 t7
ndx.dat? 0.7975 Gaussian t29
siemens 0.72199 t5 t5
merck.s? 0.7558 t6 t6
hkja.dat(Japan)? 0.7586 t7 t7
exch.perc.dat 0.7136 t4 t4
d-ibmln.dat(IBM)? 0.7486 t6 t6
BMW 0.70497 t4 t4
AT&T 0.7256 t5 t5
Boeing 0.7303 t5 t5
Caterpillar? 0.7448 t6 t6
Honeywell 0.7312 t5 t5
Philip Morris 0.6929 t4 t4
For each data set, we fit a zero-mean normal GARCH(1, 1) model using S−Plus c© software. Using the residuals
from this fit, we calculated an estimate of ρ = E|X−θ |
σ
and used ρ̂ to identify the distribution of the error term in the
GARCH model. The t-distribution GARCH(1, 1) model is another example of a GARCH model that is typically fit
to log-return series. We also fit a t-distribution GARCH model to the same data set where the degrees of freedom of
the t-distribution is a parameter estimated from the data using S−Plus c© software. We then rounded off the estimated
degrees of freedom to the nearest integer. Table 5 shows that there is good agreement between the two methods. Data
sets marked with a ? can also be fitted using a normal-GARCH(1, 1) model.
Jackknife estimates of the standard error of ρ̂ provide a more rigorous way to ascertain the proper error distribution.
Incorporating the standard error of ρ̂ into the GARCH model identification procedure is the subject of future study.
3. Conclusions
The correlation between the LAD estimating function and LS estimating function turns out to be the asymptotic
correlation between the sample mean and the sample median obtained in Ferguson [12]. Based on the correlation
between the sample mean and sample median, a method for identifying the error distribution of some models,
including GARCH, has been proposed and has been applied to some real data. GARCH models with skewed error
distributions such as the skew-normal and skew-t distribution are gaining interest (see De Luca and Loperfido [16],
for example). We are currently investigating identification methods for GARCH models with nonsymmetric error
distributions as a possible extension of this research.
M. Ghahramani, A. Thavaneswaran / Computers and Mathematics with Applications 55 (2008) 2469–2475 2475
Appendix
We illustrate our informal test procedure using several financial data sets. These are taken from the finmetrics
financial analysis module of S-Plus version 7.0, and Tsay [15]. We give a brief description of each data sets.
1. bmw represents the daily log returns on BMW share price from 1/2/1973 to 7/23/1996. (Note no trading takes
place at the weekend.) The data is supplied by finmetrics.
2. dell.s is a data set with 1261 observations, representing daily stock returns of Dell Corporation in percentage
points from August 24, 1993, to August 19, 1998. The data is supplied by finmetrics.
3. ford.s is a data set with 2000 observations, representing daily stock returns of Ford Motor Company in percentage
points from 1984 to 1992. The data is supplied by finmetrics.
4. hp.s is 2000 data points from stocks, representing the daily returns for Hewlett-Packard (HP) from February 2,
1984, to December 31, 1991. The data is supplied by finmetrics.
5. ndx.dat represents closing prices for the NASDAQ 100 index from January 2, 1996 to October 12, 2001. The data
is supplied by finmetrics.
6. siemens represents the daily log returns of Siemens share price from 1/2/1973 to 7/23/1996. Note no trading takes
place at the weekend. The data is supplied by finmetrics.
7. merck.s is 2000 observations representing the daily returns of the pharmaceutical company Merck from February
2, 1984, to December 31, 1991. The data is supplied by finmetrics.
8. hkja.dat represents 491 daily log returns of the Japan market and is taken from Tsay [15].
9. exch.perc.dat represents 10-m log returns of FX (Mark-US) and is taken from Tsay [15].
10. d-ibmln.dat represents daily log returns of IBM stock and is taken from Tsay [15].
11. The following data sets are columns of the data set DowJones30 representing the closing prices of thirty stocks in
Dow Jones Industrial Average in finmetrics. This is a daily “timeSeries” object from January 2, 1991 to January
2, 2001, with thirty columns representing the closing prices of thirty stocks in Dow Jones Industrial Average
including: Alcoa, Inc., AT&T, Boeing, Caterpillar, Inc., Honeywell, Wal-mart and Philip Morris.
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