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SQUARE PERMUTATIONS ARE TYPICALLY RECTANGULAR
JACOPO BORGA AND ERIK SLIVKEN
Abstract. We describe the limit (for two topologies) of large uniform random square permuta-
tions, i.e., permutations where every point is a record. The starting point for all our results is a
sampling procedure for asymptotically uniform square permutations. Building on that, we first de-
scribe the global behavior by showing that these permutations have a permuton limit which can be
described by a random rectangle. We also explore fluctuations about this random rectangle, which
we can describe through coupled Brownian motions. Second, we consider the limiting behavior
of the neighborhood of a point in the permutation through local limits. As a byproduct, we also
determine the random limits of the proportion of occurrences (and consecutive occurrences) of any
given pattern in a uniform random square permutation.
1. Introduction
1.1. Square permutations. A record of a permutation is a maximum or minimum, either from the
left or the right. For example, the point (i, σ(i)) for the permutation σ is a left-to-right maximum
if σ(i) > σ(j), for all j < i. We can think of the records as the external points of a permutation.
The points of a permutation that do not correspond to records are called internal points. Square
permutations are permutations where every point is a record (see Fig. 1). We let Sq(n) denote the
set of square permutations of size n.
Figure 1. The diagram of two permutations σ and pi, i.e., the sets of points of
the Cartesian plane at coordinates (j, σ(j)) and (j, pi(j)). The permutation on the
left is a square permutation of size 8. The permutation on the right is not a square
permutation since the bigger red dot is an internal point.
Square permutations were first discussed in [32] with connections to grid polygons, that is poly-
gons whose vertices lie on a grid. The authors computed the generating function for square per-
mutations via the kernel method, and thus obtained the following enumeration.
Theorem 1.1 ([32], Theorem 5.1).
(1) |Sq(n)| = 2(n+ 2)4n−3 − 4(2n− 5)
(
2n− 6
n− 3
)
.
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2 J. BORGA AND E. SLIVKEN
Square permutations were later discussed in [15] where the generating function was found by a
more direct recursive approach, and again in [14] where a specific encoding (similar to that de-
fined in Section 2 of this paper) of square permutations was used to make connections with convex
permutominoes and their underlying generating functions. The encoding leads to a linear time
algorithm for generating a square permutation uniformly at random. This encoding hints at the
underlying structure of the square permutations, but much more is required to give the full geo-
metric description of the limiting objects associated to square permutations. Square permutations
also appear in [2], from a pattern-avoidance perspective. The authors of [2] show that square per-
mutations are precisely the permutations that avoid all 16 patterns of size five with an internal
point. They give an alternative approach to the enumeration of this class of permutation based on
a context-free language used to describe the class. In this paper they refer to square permutations
as convex permutations1.
1.2. Limiting shape of random permutations in permutation classes. We say a permuta-
tion σ avoids the pattern pi if no subsequence of σ has the same relative order as pi. For a set of
patterns B we say σ avoids B if it avoids every pattern in B. Families of permutations that can be
defined by pattern avoidance are called permutation classes. Permutation classes have been widely
studied (see [9, 28, 39] for a good introduction). Typically the first question asked is enumerative:
how many permutations of size n are in a particular class?
Recently, a probabilistic approach to the study of permutation classes has become quite popular.
A series of papers have taken this approach, exploring ideas like large deviations for permutations
[27, 30, 31, 34], path scaling limits [18, 21], and distributions of statistics associated with a class
[19, 20, 24, 26, 25, 33, 35].
Another recent probabilistic framework is the theory of permutons introduced in [22]. A permu-
ton is a probability measure on the square [0, 1]2 with uniform marginals. Every permutation can
be associated with the permuton induced by the sum of area measures on points of the permutation
scaled to fit within [0, 1]2 (see Section 4 for a precise definition). It is an exercise to show that
permutations sampled uniformly at random on the whole symmetric group have a permuton limit
given by Lebesgue measure on [0, 1]2. The Mallows model is an example of non-uniform measure
on permutations that also has deterministic permuton limit [38].
For permutations avoiding patterns of size three, or permutations avoiding longer monotone pat-
terns, or permutations in some monotone grid classes, sampled uniformly at random, the permuton
limits are also deterministic [8, 18, 21, 31]. More recently random permuton limits were found in
[5, 6]. In these articles the Brownian separable permuton (and modifications of it) was introduced
and then a nice description of it in terms of the Brownian excursion was given in [29]. This random
limiting object is also considered in [4, 11]. These were the first, and to best of our knowledge only,
examples of (non-trivial) random permuton limits known.
One of the results in the current paper is that square permutations have a random permuton
limit, though qualitatively quite different from the previously known random limits.
1.3. Main tool: sampling asymptotically uniform square permutations. The starting
point for all our results is the sampling procedure described in this section.
Inspired by the approach in [21], we define a projection map from a square permutation σ to the
set of anchored pairs of sequences of labels, i.e., triplets (X,Y, z0) ∈ {U,D}n × {L,R}n × [n]. For
every square permutation σ, the labels of (X,Y ) are determined by the record types. The sequence
X records if a point is a maximum (U) or a minimum (D) and the sequence Y records if a point
is a left-to-right record (L) or a right-to-left record (R); the anchor z0 is the value σ
−1(1). Section
2 gives a precise definition and examples.
1In some sense this may be a better name for this class of permutations as the term ‘square permutations’ occurs
in a completely different context in [37]. Our introduction to these objects was from [15], so we will stick with ‘square
permutations’... for now.
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Figure 2. Two typical square permutations of size 1000. They have been obtained
by sampling two uniform elements of {U,D}1000 × {L,R}1000 × [1000] and then
applying the algorithm that we developed to produce a square permutation from
regular anchored pairs of sequences.
This projection map is not surjective, but in Section 3 we show that we can identify subsets of
anchored pairs of sequences (called regular) and of square permutations where the projection map
is a bijection. We then construct a simple algorithm to produce a square permutation from regular
anchored pairs of sequences. We show that asymptotically almost all square permutations can
be constructed from regular anchored pairs of sequences, thus a permutation sampled uniformly
from the set of regular anchored pairs of sequences will produce, asymptotically, a uniform square
permutation.
These regular anchored pairs of sequences are defined using a slight modification of the ‘Petrov
conditions’ i.e., technical conditions on the labels, found in [18] and again in [21] (a uniform pair of
sequences satisfies these conditions outside a set of exponentially small probability). We say that
an anchored pair of sequences is regular if it satisfies these Petrov conditions, and the anchored
point is not too close to neither 1 nor n.
1.4. Main results: permuton limits, fluctuations and local limits. In Section 4 we find the
permuton limit of random square permutations created from regular anchored pairs of sequences
sampled uniformly at random. We show that for a large square permutation σ that projects to a
regular anchored pair of sequences, the permuton associated with σ is close to a permuton given
by a rectangle embedded in [0, 1]2 with sides of slope ±1 and bottom corner at (σ−1(1)/n, 0). This
allows us to show that the permuton limit of uniform square permutations is a rectangle embedded
in [0, 1]2 with sides of slope ±1 and bottom corner at (z, 0), where z is a uniform point in the
interval [0, 1] (here and throughout the paper we denote random quantities using bold characters).
See Fig. 2 for some examples.
In Section 5 we show that the fluctuations about the lines of the rectangle of the permuton
limit can be described by certain coupled Brownian motions. The latter arise naturally from the
projection map in Section 2. The technical difficulties in the proof come from the random size of
the set of points for which we are measuring the fluctuations and the fact that these points are
random in both coordinates. The coupling between Brownian motions comes from the fact that
the total number of labels of each type on a given interval (either horizontal or vertical) sums up
to the size of the interval.
We may also view the permutations locally as in [10]. This local topology for permutations is
the analogue of the celebrated Benjamini–Schramm convergence for graphs [7], in the sense that
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we look at the neighborhood of a random element of the permutation. This viewpoint is explored
in Section 6, where we prove that uniform square permutations locally converge (in the quenched
sense) to a random limiting object described in Section 6.2.2. This result answers an open question
posed by the first author in [10, Section 1.3] of finding a natural (but non-trivial) model for which
the quenched local limit is random. Indeed, in all the previously studied cases, that is, permutations
avoiding some pattern of size three (see [10]) and permutations in substitution closed-classes (see
[11]), the quenched local limit is deterministic.
Finally in Section 7 we easily deduce the random limits of the proportion of occurrences (and
consecutive occurrences) of any given pattern in a uniform random square permutation. This result
is an immediate consequence of the permuton and quenched-local limits but it is worth mentioning.
Indeed, Janson [26, Remark 1.1] notices that, in some classes, we have concentration for the (non-
consecutive) pattern occurrences around their mean, in others not. It would be interesting to
understand in a more general setting when this concentration phenomenon does or does not occur for
both pattern occurrences and consecutive pattern occurrences. Our results give a further example
for when concentration does not occur.
1.5. Possible future extensions. The approach of assigning labels to the points of a permuta-
tion and then projecting these labels both horizontally and vertically is also used in the case of
permutations avoiding monotone patterns [21]. However, in this model the total number of labels of
each type in the horizontal and vertical projections must agree. Thus, to construct a permutation
avoiding a monotone pattern by pairing up labels in an increasing fashion, the sequences must be
conditioned to have the same total number for each label. Surprisingly, this precise conditioning
on the total number of each label is not necessary in the case of square permutations, as long as
the underlying anchored pair of sequences is regular. This allows us to sample square permutations
asymptotically uniformly at random in a much more straightforward manner.
We highlight an interesting aspect of our approach introduced in Section 1.3, that is, sampling
uniform permutations from a nicer subset (with asymptotically equal cardinality) of the considered
set of permutations: to the best of our knowledge, this is the first technique that allows the study
of permuton limits for uniform permutations in a fixed class that does not require the exact enu-
meration of the class (neither the explicit enumeration nor results on the behavior of the associated
generating function). Although the enumeration for square permutations is known, this result is
not needed (as noted in Remark 3.9).
Our approach seems to be quite generalizable. The following are some ideas for future work.
• A natural question related to this article would be to understand how this model is affected
by the introduction of a finite (or slowly increasing) number of internal points. In [13],
the authors give a conjecture on the first order term of the number of permutations with
exactly k internal points. We suspect a modified version of our approach will allow us to
compute this first order term and describe how the addition of internal points changes the
permuton limit.
Note added in revision: This problem has been investigated in [12].
• Monotone grid classes (introduced in [23] and then studied in many others works [1, 3, 40,
41]) seem to be a family of models where our approach fits well. We point out that some
initial results on the shape of such permutations were given by Bevan in his Ph.D. thesis
[8]. This approach suggests a way to give a description of the fluctuations and local limits
of monotone grid classes.
• We also believe that this technique can give an alternative approach to the probabilistic
study of X-permutations first considered in [16, 41] and recently in [4]. In particular
this technique could give nice additional results about the fluctuations similar to the ones
explored in this paper. We finally recall that X-permutations are a particular instance of
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geometric grid classes (see [1] for a nice introduction), and so also these families might be
investigated in future projects.
Notation. For this paper we view permutations of size n as a set of points in [n]× [n] where each
column and each row has exactly one point. We denote with Sn the set of permutations of size
n and with S the set of permutations of finite size. Occasionally we may think of permutations
as words of size n or as bijections from [n] → [n]. The points associated with the four types of
records are denoted by LRmax,LRmin,RLmax, and RLmin. These sets of points are not necessarily
disjoint. For any permutation σ, (1, σ(1)) is always in LRmax∩LRmin. Similar statements are
true for (n, σ(n)), (σ−1(1), 1) and (σ−1(n), n). We call these the corners of a permutation. A
permutation will have four corners unless it contains at least one of the points (1, 1), (1, n), (n, 1),
or (n, n). The permutation may also have points that are in LRmax∩RLmin or LRmin∩RLmax.
By the pigeonhole principle the points in LRmax∩RLmin satisfy i = σ(i) and the points in
LRmin∩RLmax satisfy i = n+ 1− σ(i).
If x1 . . . xn is a sequence of distinct numbers, let std(x1 . . . xn) be the unique permutation pi in
Sn that is in the same relative order as x1 . . . xn, i.e., pi(i) < pi(j) if and only if xi < xj . Given a
permutation σ ∈ Sn and a subset of indices I ⊆ [n], let patI(σ) be the permutation induced by
(σ(i))i∈I , namely, patI(σ) := std
(
(σ(i))i∈I
)
. For example, if σ = 87532461 and I = {2, 4, 7} then
pat{2,4,7}(87532461) = std(736) = 312.
Given two permutations, σ ∈ Sn for some n ∈ N and pi ∈ Sk for some k ≤ n, we say that σ
contains pi as a pattern if σ has a subsequence of entries order-isomorphic to pi, that is, if there
exists a subset I ⊆ [n] such that patI(σ) = pi. Denoting i1, i2, . . . , ik the elements of I in increasing
order, the subsequence σ(i1)σ(i2) . . . σ(ik) is called an occurrence of pi in σ. In addition, we say that
σ contains pi as a consecutive pattern if σ has a subsequence of adjacent entries order-isomorphic
to pi, that is, if there exists an interval I ⊆ [n] such that patI(σ) = pi. Using the same notation as
above, σ(i1)σ(i2) . . . σ(ik) is then called a consecutive occurrence of pi in σ.
Example 1.2. The permutation σ = 1532467 contains 1423 as a pattern but not as a consecutive
pattern and 321 as consecutive pattern. Indeed pat{1,2,3,5}(σ) = 1423 but no interval of indices of
σ induces the permutation 1423. Moreover, pat[2,4](σ) = pat{2,3,4}(σ) = 321.
We denote by o˜cc(pi, σ) the proportion of occurrences of a pattern pi (of size k) in σ (of size n).
More formally
o˜cc(pi, σ) :=
1(
n
k
) card{I ⊆ [n] of cardinality k such that patI(σ) = pi}.
We also denote by c˜-occ(pi, σ) the proportion of consecutive occurrences of a pattern pi in σ.
More precisely
c˜-occ(pi, σ) :=
1
n
card
{
I ⊆ [n] of cardinality k such that I is an interval and patI(σ) = pi
}
.
2. Projections for square permutations
We begin this section with the following key definition.
Definition 2.1. A anchored pair of sequences is a triplet (X,Y, z0), where X ∈ {U,D}n,
Y ∈ {L,R}n and z0 ∈ [n]. We say that the pair (X,Y ) is anchored at z0.
Given a square permutation σ ∈ Sq(n), we associate to it an anchored pair of sequences (X,Y, z0)
in the following way (cf. Fig. 3). First let X1 = Xn = D and Y1 = Yn = L. Then, for all
i ∈ {2, · · · , n− 1}, we set
• Xi = D (resp. Xi = U) if (i, σ(i)) ∈ LRmin∪RLmin (resp. (i, σ(i)) ∈ LRmax∪RLmax);
• Yi = L (resp. Yi = R) if (σ−1(i), i) ∈ LRmin∪LRmax (resp. (σ−1(i), i) ∈ RLmin∪RLmax).
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In the case that (i, σ(i)) ∈ LRmax∩RLmin or (i, σ(i)) ∈ LRmin∩RLmax we set Xi = D and
Yσ(i) = L. Finally, let z0 = σ
−1(1). Note that Xz0 is always equal to D.
Intuitively, the sequence X tracks if the points in the columns of the diagram of σ are minima
or a maxima and the sequence Y tracks if the points in the rows are left or right records.
We denote with φ the map that associates to every square permutation the corresponding an-
chored pair of sequences, therefore
φ : Sq(n)→ {U,D}n × {L,R}n × [n].
Remark 2.2. This projection map is also used in [14]. The author shows that φ is an injective map
from Sq(n) into the space of good anchored pairs of sequences.
U DU U U U U U U UD D D D D D D
L
R
L
L
L
L
L
L
L
L
L
R
R
R
R
R
R
R
D
L
L
D
X
Y
D
z0 = 14
Figure 3. A square permutation σ with the associated anchored pair of sequences
φ(σ) = (X,Y, z0). The sequence X is reported under the diagram (read from left to
right) of the permutation and the sequence Y on the left (read from bottom to top).
We say that an anchored pair of sequences (X,Y, z0) of size n is good if X1 = Xn = Xz0 = D
and Y1 = Yn = L. Note that φ(Sq(n)) is contained in the set of good anchored pairs of size n. The
total number of possible good anchored pairs (X,Y, z0) of size n is
(2) 2n−2(2 · 2n−2 + (n− 2) · 2n−3) = 2(n+ 2)4n−3.
3. Constructing permutations from anchored pairs of sequences
3.1. Anchored pairs of sequences and Petrov conditions. From a good anchored pair we
wish to construct a square permutation. For most good anchored pairs this will be possible, though
we do need to proceed with caution.
Let ctD(i) denote the number of Ds in X up to (and including) position i. Similarly define
ctU (i), ctL(i) and ctR(i) for the number of Us in X and the number of Ls or Rs in Y , respectively.
Let posD(i) denote the index of the ith D in X with posD(i) = n if there are fewer than i indices
labeled with D in X. Similarly define posU (i), posL(i) and posR(i) for the location of the indices
of the other labels.
The following are easy but useful properties of the sequence X:
(1) ctD(posD(j)) = j, for all j ≤ ctD(n);
(2) ctU (posU (j)) = j, for all j ≤ ctU (n);
(3) If Xj = D then posD(ctD(j)) = j;
(4) If Xj = U then posU (ctU (j)) = j;
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(5) ctU (i) + ctD(i) = i, for all i ∈ [n].
Similar properties hold for Y with the appropriate functions.
Definition 3.1 (Petrov conditions). Similar to Definition 2.3 in [18], we say that the label D in
X satisfies the Petrov conditions if the following are true:
(1) |ctD(i)− ctD(j)− 12(i− j)| < n.4, for all |i− j| < n.6;
(2) |ctD(i)− ctD(j)− 12(i− j)| < 12 |i− j|.6, for all |i− j| > n.3;
(3) |posD(i)− posD(j)− 2(i− j)| < n.4, for all |i− j| < n.6 and i, j ≤ ctD(n);
(4) |posD(i)− posD(j)− 2(i− j)| < 2|i− j|.6, for all |i− j| > n.3 and i, j ≤ ctD(n).
In particular, in the above inequalities we allow j to be equal to 0 (defining ctD(0) := 0 and
posD(j) := 0) obtaining that
(5) |ctD(i)− 12 i| < n.6, for all i ≤ n;
(6) |posD(i)− 2i| < 2n.6, for all i ≤ ctD(n).
A similar definition holds for the label U in X and the labels L and R in Y for the functions
ctU , ctL, ctR, and posU , posL, posR. We say the Petrov conditions hold for the pair of sequences X
and Y if the Petrov conditions hold for all the labels of X and Y . We state a technical result.
Lemma 3.2. If X ∈ {U,D}n satisfies the Petrov conditions then, for all i ≤ n,
i− posD(ctD(i)) ≤ n.3.
Proof. Fix i ≤ n. By contradiction suppose that i − posD(ctD(i)) > n.3, then using the second
Petrov condition we have
(3)
∣∣∣∣ctU (i)− ctU (posD(ctD(i)))− 12(i− posD(ctD(i)))
∣∣∣∣ < 12 |i− posD(ctD(i))|.6 .
Noting that posD(ctD(i)) is the index of the right-most D before the i-th position in X, we have
that
ctU (i)− ctU (posD(ctD(i))) = i− posD(ctD(i)),
and so we obtain a contradiction in the above Equation (3). 
If the Petrov conditions are satisfied then the functions posU (i) and posD(i) are closely related
in the following sense: we define
e(i) := posU (i)− 2i, for all i ≤ ctU (n),
s(i) := posD(i)− 2i+ e(i), for all i ≤ min{ctU (n), ctD(n)},
in order to have the expressions
posU (i) = 2i+ e(i) and posD(i) = 2i− e(i) + s(i).
Lemma 3.3. If X is a sequence that satisfies the Petrov conditions then it holds that
|s(i)| < 10n.4, for all i ≤ min{ctU (n), ctD(n)}.
Proof. Fix i ≤ min{ctU (n), ctD(n)}. We first note that
ctD(posU (i)) = posU (i)− ctU (posU (i)) = posU (i)− i.
Therefore, applying the operator posD(·) on both sides of the previous equation, we obtain
(4) posD(ctD(posU (i))) = posD(posU (i)− i).
From (4) and Lemma 3.2, we obtain
(5) |posD(posU (i)− i)− posU (i)| ≤ n.3.
Now, using the Petrov conditions, we have that |posU (i)− 2i| < 2n.6 and that
(6) |posD(posU (i)− i)− posD(i)− 2(posU (i)− 2i)| < max{n.4, 2(2n.6).6} < 4n.4.
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Since s(i) := posD(i) + posU (i)− 4i, we can conclude, using (5) and (6), that
|s(i)| = |posU (i)− posD(i)− 2(posU (i)− 2i)| < 4n.4 + n.3 < 10n.4. 
We let Ωn denote the space of good anchored pairs of sequences such that both X and Y satisfy
the Petrov conditions and n.9 ≤ z0 ≤ n − n.9. We will refer to these as regular anchored pairs of
sequences.
Lemma 3.4. Let X, Y and z0 be chosen independently and uniformly at random from {U,D}n,
{L,R}n and {1, · · · , n} respectively. Then P((X,Y, z0) ∈ Ωn) = 1− o(1).
Proof. Using standard Petrov style moderate deviations [36] for some c > 0, both X and Y satisfy
the Petrov conditions with probability at least 1−exp(−nc) and n.9 < z0 < n−n.9 with probability
at least (1− 2n−.1). The lemma follows from the independence of X, Y and z0. 
3.2. From regular anchored pairs of sequences to square permutations. We wish to define
a map ρ : Ωn → Sq(n) by constructing a unique matching between the labels of X and the labels
of Y . The matching will depend on parameter z0. Once this map is properly defined we will show
that the composition φ ◦ ρ acts as the identity on Ωn (see Lemma 3.7).
This construction may not be well defined on every good anchored pair of sequences in {U,D}n×
{L,R}n × [n], but will be well-defined if we restrict to Ωn.
First define the following values (whose role will be clearer later) with respect to (X,Y, z0) ∈ Ωn:
• z1 = posL(ctD(z0)),
• z2 = posU (ctL(n)− ctD(z0)),
• z3 = posR(ctD(n)− ctD(z0)).
The following lemma states a regularity property satisfied by the points z1, z2 and z3.
Lemma 3.5. Let (X,Y, z0) ∈ Ωn. Then max(|z1 − z0|, |z2 − z3|, |n− z0 − z2|) < 10n.6.
Proof. Note that by the Petrov conditions
|z1 − z0| < |2ctD(z0)− z0|+ |posL(ctD(z0))− 2ctD(z0)|
< 2|ctD(z0)− z0/2|+ 2|ctD(z0)|.6 < 2n.6 + 2n.6 = 4n.6.
Similar arguments hold to show that |z2 − z3| and |n− z0 − z2| have the same upper bound. 
Define the following index sets:
• I1 = {1, · · · , ctD(z0)};
• I2 = {1, · · · , ctU (z2)};
• I3 = {ctD(z0) + 1, · · · , ctD(n)};
• I4 = {ctU (z2) + 1, · · · , ctU (n)}.
Using these index sets, we create four sets of points:
• Λ1 = {(posD(i), posL(ctD(z0) + 1− i))}i∈I1 ;
• Λ2 = {(posU (i), posL(ctD(z0) + i))}i∈I2 ;
• Λ3 = {(posD(i), posR(i− ctD(z0)))}i∈I3 ;
• Λ4 = {(posU (i), posR(n− ctD(z0) + 1− i))}i∈I4 .
First a few observations about each of the sequences Λi (cf. Fig. 4):
• The first sequence, Λ1, is obtained by matching the first ctD(z0) Ds in X with the first
ctD(z0) Ls in Y to create a decreasing sequence starting from (1, z1) and ending at (z0, 1)
(note that thanks to Petrov conditions, for n big enough, ctD(z0) is smaller than the total
number of Ls in Y and so the operations is well-defined2);
2We point out that the set Λ1 is in full generality well-defined for all n ≥ 1, but in the case that ctD(z0) > ctL(n)
then |Λ1| < |I1| (because by definition posL(i) = n for all i ≥ ctL(n)). Similar observations will hold also for Λ2, Λ3,
and Λ4.
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L
L
L
L
L
R
R
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R
R
D
L
L
DD
z0 = 14
z2 = 9
z1 = 11
z3 = 9
Λ1
Λ2
Λ4
Λ3
Figure 4. An example of square permutation obtained from a regular anchored
pair of sequences (X,Y, z0). We color in orange the labels in the sequences X and Y
corresponding to indexes of I1 and we also color in orange the points of Λ1. Similarly,
we color in blue the labels and the points corresponding to I2 and Λ2, in green the
ones corresponding to I3 and Λ3, and in purple the ones corresponding to I4 and
Λ4.
• the second sequence, Λ2, is obtained by matching the remaining ctL(n) − ctD(z0) Ls in
Y with the first ctL(n) − ctD(z0) Us in X (using Petrov conditions it easy to show that
for n big enough ctL(n) − ctD(z0) < ctU (n)) to create an increasing sequence starting
from (posU (1), posL(ctD(z0) + 1) and ending at (z2, posL(ctD(z0) + ctU (z2))). Recalling
that by definition z2 = posU (ctL(n) − ctD(z0)), we obtain that posL(ctD(z0) + ctU (z2)) =
posL(ctL(n)) = n since Yn = L. Thus, Λ2 starts at (1, z1) and ends at (z2, n);
• the third sequence, Λ3, is obtained by matching the remaining ctD(n) − ctD(z0) Ds in X
with the first ctD(n) − ctD(z0) Rs in Y to create an increasing sequence starting from
(posD(ctD(z0) + 1), posR(1)) and ending at (n, z3) (note that thanks to Petrov conditions,
for n big enough, ctD(n)− ctD(z0) is smaller than the total number of Rs in Y and so the
operations is well-defined);
• the fourth sequence, Λ4, is obtained by matching the remaining ctU (n)− (ctL(n)− ctD(z0))
Us in X with the remaining ctR(n)−(ctD(n)−ctD(z0)) Rs in Y (note that ctU (n)−(ctL(n)−
ctD(z0)) = ctR(n)− (ctD(n)− ctD(z0)) since ctU (n) + ctD(n) = n and ctL(n) + ctR(n) = n)
to create a decreasing sequence between (z2, n) and (n, z3) (this two boundary points are
not included in Λ4 by definition).
We can conclude that, for n big enough, the index corresponding to each D and U in X and each
L and R in Y are used exactly once. Therefore by this construction each index of X is paired
with a unique index in Y so the resulting collection of points must correspond to the points of a
permutation σ : [n] → [n]. We will show (see Lemma 3.7 below) that in fact σ is in Sq(n) and so
that the assignment ρ((X,Y, z0)) := σ define a map from Ωn to Sq(n) when n is big enough.
Note that for some good anchored sequences (X,Y, z0) that are not in Ωn it is possible that the
construction of the permutation σ might fail (see Fig. 5).
The Petrov conditions force even stricter conditions on the sequences Λi, for i = 1, 2, 3, 4.
Lemma 3.6. If (X,Y, z0) ∈ Ωn, then
• |s+ t− z0| < 10n.6 for (s, t) ∈ Λ1,
• |t− s− z0| < 10n.6 for (s, t) ∈ Λ2,
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Figure 5. An example where the construction of σ from a good anchored pair of
sequences fails. The last L does not have a corresponding U with which to match.
The problem is that the sequences X (resp. Y ) contains too many Ds (resp. too
many Ls) and so it does not satisfy the Petrov conditions.
• |s− t− z0| < 10n.6 for (s, t) ∈ Λ3,
• |2n− s− t− z0| < 10n.6 for (s, t) ∈ Λ4.
Proof. We give details for points in Λ1. The rest of the proof follows through similar arguments.
Let i ∈ I1 so that (posD(i), posL(ctD(z0)− i+ 1)) ∈ Λ1. By using the Petrov conditions twice (once
with item (6) for posD and posL and once with items (5) for ctD) we obtain
|posD(i)+posL(ctD(z0)−i+1)−z0| < |2i+2ctD(z0)−2i+2−z0|+4n.6 < |z0+2−z0|+5n.6 < 10n.6.
The same argument applies for points in Λ2, Λ3, and Λ4. 
Lemma 3.7. For n big enough the following holds. Let (X,Y, z0) ∈ Ωn and let σ = ρ(X,Y, z0) as
above. Then σ is in Sq(n) with LRmin = Λ1, LRmax = Λ2 ∪{(1, z1)}, RLmin = Λ3 ∪{(z0, 1)} and
RLmax = Λ4 ∪ {(z2, n), (n, z3)}. Moreover, ρ is injective with φ ◦ ρ acting as the identity on Ωn.
Proof. Note that σ is in Sq(n) if the sets Λ1, Λ2 ∪{(1, z1)}, Λ3 ∪{(z0, 1)} and Λ4 ∪{(z2, n), (n, z3)}
correspond to the record sets LRmin, LRmax, RLmin, and RLmax respectively. We will focus only
on showing that LRmin = Λ1. The proofs of the remaining correspondences will follow in a similar
manner.
Suppose (i, σ(i)) ∈ Λ1 is not in LRmin. Then there exists j < i such that σ(j) < σ(i). The
points in Λ1 are decreasing so (j, σ(j)) cannot be in Λ1. If (j, σ(j)) ∈ Λ2 then σ(j) > σ(i). If
(j, σ(j)) ∈ Λ3 then j > z0 > i. Thus this may only happen if (j, σ(j)) ∈ Λ4 (see Fig. 6).
By Lemma 3.6
(7) σ(i) + i < z0 + 10n
.6.
Similarly for (j, σ(j)) ∈ Λ4,
(8) σ(j) + j > 2n− z0 − 10n.6.
Subtracting (8) from (7) gives for n big enough
(9) σ(i)− σ(j) + i− j < 2z0 − 2n+ 20n.6 < −2n.9 + 20n.6 < 0.
Note that if i > j and σ(i) > σ(j) then the left hand side of (9) would be positive. This contradiction
shows that Λ1 ⊆ LRmin. The same argument shows that Λ4 ⊆ RLmax. Similar arguments show
that Λ2 ⊆ LRmax and Λ3 ⊆ RLmin .
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Figure 6. An example of a construction of σ where Λ1 and LRmin do not agree.
The orange bigger points are in Λ1 but not in LRmin. The purple bigger points are
in Λ4 but not RLmax .
Finally we note that if (i, σ(i)) ∈ LRmin but not Λ1, then it would have to be in Λ4 as Λ1
contains the corners (1, z1) and (z0, 1). This would imply (i, σ(i)) ∈ RLmax∩LRmin and thus
satisfy i+ σ(i) = n+ 1. Plugging this into (8) creates a contradiction. Therefore LRmin = Λ1 and
similar equalities hold for the other three sets if we ignore the appropriate corners.
Lastly we note that under the map φ, z0 = σ
−1(1), the corners (z0, 1), (1, z1), (z2, n), and (n, z3)
project to the appropriate labels (D,L), (D,L) (U,L) and (D,R), non-corner points of Λ1, Λ2, Λ3
and Λ4 project onto (D,L), (U,L), (D,R), and (U,R) respectively, so φ(σ) agrees with (X,Y, z0).
Thus we may conclude that φ ◦ ρ is the identity on Ωn which also implies that ρ is injective from
Ωn into Sq(n). 
We conclude this section with the following key result.
Lemma 3.8. With probability 1 − o(1) a uniform random square permutation σn of size n is in
ρ(Ωn).
Proof. The map ρ is injective from Ωn into Sq(n) and thus P(σn ∈ ρ(Ωn)) = |Ωn||Sq(n)| .
First we note that the negative term in (1) satisfies (2n− 5)(2n−6n−3 ) = o(2(n+ 2)4n−3), so the size
of Sq(n) satisfies
(10) |Sq(n)| = 2(n+ 2)4n−3(1− o(1)).
By (2) the number of good anchored pairs of sequences of size n is 2(n+ 2)4n−3. Therefore, using
Lemma 3.4 the size of Ωn satisfies
|Ωn| = 2(n+ 2)4n−3(1− o(1)).
Thus, as n tends to infinity, P(σn ∈ ρ(Ωn))→ 1. 
Remark 3.9. Note that we used the enumeration of the set of square permutations stated in (1)
to obtain the estimate in (10), but actually, in order to prove the above lemma it was enough to
know that ρ is injective and that |Sq(n)| ≤ 2(n + 2)4n−3. The latter is a consequence of the fact
that the map φ defined in Section 2 is injective (this was proved in [14]). So, the techniques of [14]
and of the current paper allow to derive the first order term of the enumeration of Sq(n), which
is enough to prove Lemma 3.8. As a consequence, this suggests that for other classes where the
exact enumeration is not known, a similar approach may yield interesting asymptotic enumerative
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results. These can then be used to establish some other probabilistic results. For instance, this
approach has been used in [12].
4. Global behavior
In this section we consider the global behavior of a random square permutation by studying its
permuton limit. For an exhaustive introduction to the permuton convergence we refer to [5, Section
2].
A permuton µ is a Borel probability measure on the unit square [0, 1]2 with uniform marginals,
that is
µ([0, 1]× [a, b]) = µ([a, b]× [0, 1]) = b− a,
for all 0 ≤ a ≤ b ≤ 1. Any permutation σ of size n ≥ 1 may be interpreted as a permuton µσ given
by the sum of area measures
µσ = n
n∑
i=1
Leb ([(i− 1)/n, i/n]× [(σ(i)− 1)/n, σ(i)/n]) .
LetM be the set of permutons. We need to equipM with a topology. We recall that a sequence
of (deterministic) permutons (µn)n converges weakly to µ (simply denoted µn → µ) if∫
[0,1]2
fdµn →
∫
[0,1]2
fdµ,
for every bounded and continuous function f : [0, 1]2 → R. With this topology, M is compact and
metrizable by the metric d defined, for every pair of permutons (µ, µ′), by
d(µ, µ
′) = sup
R∈R
|µ(R)− µ′(R)|,
where R denotes the set of rectangles contained in [0, 1]2. Once we have a topology for deterministic
permutons we can define the convergence for random permutations as follows.
Definition 4.1. We say that a random permutation σn converges in distribution to a random
permuton µ as n → ∞ if the random permuton µσn converges in distribution to µ with respect to
the topology defined above.
There are a few main steps in establishing convergence in distribution in the permuton topology
for uniform elements of Sq(n). Lemma 3.8 shows that it suffices to consider only permutations σn
in ρ(Ωn). Then we show in Lemma 4.3 a uniform bound for the distance between the permuton
µσn and a certain rectangular permuton with bottom corner at (σ
−1
n (1)/n, 0). Finally we show the
main result in Theorem 4.4.
First we define our candidate limiting permuton. Let z be a point in [0, 1]. Let L1 and L4 denote
the line segments with slope −1 connecting (0, z) to (z, 0) and (1− z, 1) to (1, 1− z), respectively.
Similarly let L2 and L3 denote the line segments with slope 1 connecting (0, z) to (1 − z, 1) and
(z, 0) to (1, 1− z), respectively. The union of L1, L2, L3 and L4 forms a rectangle in [0, 1]2.
For each of the line segments Li (i = 1, 2, 3, or 4) we will define a measure µ
z
i as a rescaled
Lebesgue measure. Let ν be the Lebesgue measure on [0, 1]. Let S be a Borel measurable set on
[0, 1]2. For each i, let Si = S ∩ Li. Finally let pix(Si) be the projection of Si onto the x-axis and
piy(Si) the projection onto the y-axis. As each line has slope 1 or −1, the measures of the projections
satisfy ν(pix(Si)) = ν(piy(Si)). For each i = 1, 2, 3, 4, define µ
z
i (S) :=
1
2ν(pix(Si)) =
1
2ν(piy(Si)).
Finally we define the measure µz = µz1 + µ
z
2 + µ
z
3 + µ
z
4.
Lemma 4.2. The measure µz is a permuton.
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Proof. By construction µz is a measure. Then all that is left is to check that for 0 ≤ a < b ≤ 1,
µz([0, 1] × [a, b]) = µz([a, b] × [0, 1]) = b − a. Let µzup = µz2 + µz4, µzdown = µz1 + µz3, µzleft = µz1 + µz2
and finally µzright = µ
z
3 + µ
z
4.
Let S = [a, b]×[0, 1]. The projection pix(S1) is either [a, b], [a, z] or ∅ depending on whether z > b,
a ≤ z ≤ b, or z < a respectively. Similarly pix(S3) is either ∅, [z, b], or [a, b] if z > b, a ≤ z ≤ b, or
z < a respectively. Thus for any choice of z, µzdown =
1
2(b − a). Similarly, µzup(S) = 12(b − a) and
µz(S) = µzup(S) + µ
z
down(S) = b− a as desired. The same argument holds for the projection piy on
the set S¯ = [0, 1]× [a, b] with respect to µzright and µzleft, to show µ(S¯) = µzright(S¯)+µzleft(S¯) = b−a,
finishing the proof. 
The following lemma shows that for σn ∈ ρ(Ωn) the permutons, µσn and µzn with zn = σ−1n (1)/n,
have distance d(µσn , µ
zn) that tends to zero as n tends to infinity, uniformly over all choices of
σn.
Lemma 4.3. Let σn ∈ ρ(Ωn) and let zn = σ−1n (1)/n. Then for n big enough
sup
σn∈Ωn
d(µσn , µ
zn) < 400n−.4.
Proof. Fix σn ∈ Ωn and R = (a, b)×(c, d) ⊂ [0, 1]2. The permutation σn will consist of four disjoint
sets of points Λi for i = 1, 2, 3, and 4 (see the discussion before Lemma 3.6). For each of these sets
of points we define the measure λi on [0, 1]
2 as
λi :=
1
n
∑
(i,j)∈Λi
Leb ([(i− 1)/n, i/n)× [(j − 1)/n, j/n)) .
Noting that µσn = λ1+λ2+λ3+λ4 we have the bound |µσn(R)−µzn(R)| ≤
∑4
i=1 |λi(R)−µzni (R)|.
We will show explicitly that |λ1(R)− µzn1 (R)| < 100n−.4. Similar arguments show the same bound
for i = 2, 3, 4.
Recall L1 is the line connecting (0, zn) and (zn, 0). Let ` denote the line segment given by R∩L1
(that we assume non-empty) with end points at (x1, y1) and (x2, y2) where x1 ≤ x2 and y1 ≥ y2.
These endpoints satisfy x1 + y1 = x2 + y2 = zn. By this construction we have µ
zn
1 (R) =
1
2(x2−x1).
Let (s1, t1) be the leftmost point in Λ1∩nR and (s2, t2) the rightmost point. The total number of
points in Λ1∩nR is given by ctD(s2)−ctD(s1)+1. Therefore λ1(R) = 1n(ctD(s2)−ctD(s1)+1)± εn ,
with ε ≤ 2 (the error term comes form the first and last area measures) and so
|λ1(R)− µzn1 (R)| <
∣∣∣∣ 1n(ctD(s1)− 1)− 12x1
∣∣∣∣+ ∣∣∣∣ 1nctD(s2)− 12x2
∣∣∣∣+ εn.
By Lemma 3.6, the points of Λ1 must lie between the lines nL
−
1 and nL
+
1 given by the equations
x+ y = nzn ± 20n.6 (cf. Fig. 7).
Suppose L1 exits (a, b)×(c, d) from the top so that y1 = d. Then points in Λ1 with first coordinate
in the interval [nx1 − 40n.6, nx1 − 20n.6] must lie above the line y = nd. Similarly points in Λ1 in
the interval [nx1 + 20n
.6, nx1 + 40n
.6] must lie below the line y = nd. By Lemma 3.2 there is at
least one point in Λ1 with x-coordinate in each of these intervals. Thus the leftmost point (s1, t1)
must have s1 in the interval [nx1 − 40n.6, nx1 + 40n.6]. This combined with the Petrov conditions
shows that ∣∣∣∣ctD(s1)− 12nx1
∣∣∣∣ < ∣∣∣∣ctD(s1)− 12s1
∣∣∣∣+ ∣∣∣∣12(s1 − nx1)
∣∣∣∣ < n.6 + 40n.6
and thus ∣∣∣∣ 1n(ctD(s1)− 1)− 12x1
∣∣∣∣ < 50n−.4.
If L1 exits nR on the left so that x1 = a, then a similar argument leads to the same conclusion.
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nx1
x+ y = nzn
nzn
x+ y = nzn + 20n
.6
x+ y = nzn − 20n.6
Figure 7. A diagram for the proof of Lemma 4.3.
Likewise we can show that ∣∣∣∣ 1n(ctD(s2))− 12x2
∣∣∣∣ < 50n−.4
and thus
|λ1(R)− µzn1 (R)| < 100n−.4.
Similarly, for each i = 2, 3, 4, |λi(R)− µzni (R)| < 100n−.4 and thus
(11) |µσn(R)− µzn(R)| < 400n−.4.
This bound is uniform over all σn ∈ Ωn and R ∈ [0, 1]2 and so concludes the proof. 
For z uniformly random on (0, 1), we have a corresponding random permuton µz. This is
precisely our permuton limit for σn ∈ Sq(n).
Theorem 4.4. Let σn be a uniform random element of Sq(n) and let z be a uniform element in
(0, 1). The random permuton µσn converges in distribution to the random permuton µ
z.
Proof. By Lemma 3.8 it suffices to only consider permutation chosen uniformly from ρ(Ωn) when
showing the distributional limit of µσn .
Let zn = σ
−1
n (1)/n. Since σn is uniform in ρ(Ωn) then zn is uniform in (n
−.1, 1 − n−.1) and so
converges in distribution to z. The map z → µz is continuous as a function form (0, 1) to M, and
thus µzn converges in distribution to µz. By Lemma 4.3, we also have that d(µσn , µ
zn) converges
almost surely to zero. Therefore, combining these results, we can conclude that µσn converges in
distribution to µz. 
5. Fluctuations
We saw in Section 4 that the permuton limit of a sequence of uniform random square permuta-
tions is a random rectangle. We now want to study the fluctuations of the dots of the diagram of
a uniform square permutation around the four edges of the rectangle.
5.1. Statement of the main result and outline of the proof. Let σn be a square permutation
of size n and let z0 = z0(n) = σ
−1
n (1). We assume that
(12) z0 >
n
2
+ 10n.6.
We will focus on the following three families of points of σn:
• DR = DR(n) = RLmin(σn), highlighted in green in Fig. 8;
• DL = DL(n) = {(i, σn(i)) ∈ LRmin(σn) : σn(i) ≤ n− z0 + 1}, highlighted in red in Fig. 8;
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• UR = UR(n) = {(i, σn(i)) ∈ RLmax(σn) : i ≥ z0}, highlighted in blue in Fig. 8.
Note that (z0, 1) ∈ DR ∩DL and (n, σn(n)) ∈ DR ∩ UR.
For each set of points, we perform a particular rotation so that each of the following lines become
the new x-axis for the respectively set of points
• rDR : y = x+ (1− z0), highlighted in green in Fig. 8;
• rDL : y = −x+ (z0 + 1), highlighted in red in Fig. 8;
• rUR : y = −x+ (2n− z0 + 1), highlighted in blue in Fig. 8.
More precisely, as shown in Fig. 8, we apply a clockwise rotation of 45 degrees to the first family
of points, a clockwise rotation of 135 degrees to the second family, and counter-clockwise rotation
of 45 degrees to the third family. Note that the first two sequences of points (obtained form DR
and DL) starts at height zero. In order to have the same for the third sequence, we translate the
y-coordinate of all the points in the third family by the distance of the first point from the line
rUR. We denote the three new families of points as PDR, PDL and PUR.
Figure 8. A square permutation σ with the three familiesDR,DL,UR highlighted.
The dots of DR,DL,UR are colored in the diagram of σ in green, red and blue
respectively. Similarly we paint the lines rDR, rDL and rUR in green, red and blue.
On the right of the picture we draw the diagrams of the points in PUR, PDR and
PDL obtained rotating the families of points UR, DR and DL by the indicated
angle (with the additional translation for the points in the family PUR).
Given a family of points P = {(xi, yi)}mi=0, with x0 ≤ x1 ≤ x2 ≤ · · · ≤ xm, we denote with FP(t),
for t ∈ [0, 1], the linear interpolation among the points {( xixm ,
yi√
m
)}mi=0.
Let C([0, 1],R) denotes the space of continuous functions from the interval [0, 1] to R, endowed
with the uniform distance. Recall also that z0 = σ
−1
n (1).
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Theorem 5.1. Let σn be a uniform random square permutation of size n, and let B1(t),B2(t),B3(t),
and B4(t) be four independent standard Brownian motions on the interval [0, 1]. Fix a sequence of
integers (tn)n such that
n
2 + 10n
.6 < tn ≤ n− n.9. Conditioning on z0 = tn, we have the following
convergence in distribution in the space C([0, 1],R):(
FP
DR(n)
(t),FP
DL(n)
(t),FP
UR(n)
(t)
)
t∈[0,1]
d−→ (B1(t) +B2(t),B3(t) +B1(t),B4(t) +B2(t))t∈[0,1].
Remark 5.2. Note that Theorem 5.1 not only describes the scaling limit of the families of points
PDR, PDL and PUR, but also describes the dependency relations among them. Indeed, the limit
limn→∞ FP
DL(n)
(t) = B3(t)+B1(t) is independent of the limit limn→∞ FP
UR(n)
(t) = B4(t)+B2(t).
On the other hand, the limit limn→∞ FP
DR(n)
(t) = B1(t) +B2(t) is correlated with both the limits
limn→∞ FP
DL(n)
(t) = B3(t) + B1(t) and limn→∞ FP
UR(n)
(t) = B4(t) + B2(t). Moreover, this
dependency is completely explicit.
Remark 5.3. We chose to study only the family of points DL, DR and UR in order to simplify as
much as we can the notation. Nevertheless, the result stated in Theorem 5.1 can be generalized to
every possible choice of ”a vertical and horizontal strip” in the diagram (under the assumption that
they do not contain corner points). In particular, in our case, the vertical strip is the one between
the indexes z0 and n and the horizontal strip is the one between the values 1 and n− z0 + 1.
In order to prove Theorem 5.1 we will consider a uniform random permutation σn of ρ(Ωn) with
σ−1n (1) >
n
2 + 10n
.6. We now compute the x-coordinates and the y-coordinates of the points in
the three families DR, DL and UR for a permutation σ = ρ(X,Y, z0) with (X,Y, z0) ∈ Ωn and
z0 >
n
2 + 10n
.6. Specifically, we are going to write the x-coordinates and the y-coordinates of the
points in terms of the sequences X and Y .
Observation 5.4. Using Lemma 3.5 the condition z0 >
n
2 + 10n
.6 ensures that z2 := σ
−1(n) <
σ−1(1) =: z0, and therefore every U that appears after the z0-th position in the sequence X is used
to create only right-to-left maxima in σ.
We start by noting that |DR| = ctD(n) − ctD(z0) + 1, |DL| = ctL(n − z0 + 1) and |UR| =
ctU (n) − ctU (z0) + 1. We denote the points in DR (resp. DL,UR) with the letters {PDRi }|DR|−1i=0
(resp. {PDLi }|DL|−1i=0 , {PURi }|UR|i=1 ) in such a way that PDR0 = (z0, 0) = PDL0 and PUR1 is the point in
UR with smallest x-coordinate3. We are indexing the points respecting the orders indicated by the
three small black arrows in Fig. 8.
For all i ≥ 1, we have
• PDRi = (z0 + pos>z0D (i), posR(i)), where pos>z0D (i) := posD(ctD(z0) + i)− z0;
• PDLi = (z0 − pos<z0D (i), posL(i+ 1)), where pos<z0D (i) := z0 − posD(ctD(z0) + i);
• PURi = (z0 + pos>z0U (i), posR(n− z0 + 1− i)), where pos>z0U (i) := posU (ctU (z0) + i)− z0.
Note that pos>z0D (i) denotes the distance from z0 of the i-th D after the one at position z0. Similar
remarks hold for pos<z0D (i) and pos
>z0
U (i).
With some easy computations, we can rewrite the x-coordinates and the y-coordinates of the
points in PDR, PDL and PUR as follow
• PPDRi =
√
2
2
(
pos>z0D (i) + posR(i)− 1,−pos>z0D (i) + posR(i)− 1
)
;
• PPDLi =
√
2
2
(
pos<z0D (i) + posL(i+ 1)− 1, pos<z0D (i)− posL(i+ 1) + 1
)
;
• PPURi =
√
2
2
(
xi, yi
)
, where xi = pos
>z0
U (i) + 2n − 2z0 + 1 − posR(n − z0 + 1 − i) and
yi = pos
>z0
U (i)− pos>z0U (1) + posR(n− z0 + 1− i)− posR(n− z0).
3Note that the indices of the points in the families |DR| and |DL| start from zero, but the indices of the points in
|UR| start from one. These choices are made in order to have some simplifications in the following computations.
SQUARE PERMUTATIONS ARE TYPICALLY RECTANGULAR 17
Note that the y-coordinates of all the points in the three families depend both from elements coming
from the sequence X and the sequence Y . Therefore, for each family, we split this dependence
introducing the following six additional families of points (see also Fig. 9)
• Set PXDRi =
(
i,−pos>z0D (i) + 2i
)
and XDR = {PXDRi }|DR|−1i=0 ;
• set PYDRi =
(
i, posR(i)− 1− 2i
)
and YDR = {PYDRi }|DR|−1i=0 ;
• set PXDLi =
(
i, pos<z0D (i)− 2i
)
and XDL = {PXDLi }|DL|−1i=0 ;
• set PYDLi =
(
i,−posL(i+ 1) + 1 + 2i
)
and YDL = {PYDLi }|DL|−1i=0 ;
• set PXURi =
(
i, pos>z0U (i)− pos>z0U (1)− 2i
)
and XUR = {PXURi }|UR|i=1 ;
• set PYURi =
(
i, posR(n− z0 + 1− i)− posR(n− z0) + 2i
)
and YUR = {PYURi }|UR|i=1 .
Note that the y-coordinates of the points in P∗, for ∗ = DR,DL,UR, are respectively the sum
of the y-coordinates of the points in X ∗ and Y∗ (up to the factor
√
2
2 ).
We will prove Theorem 5.1 as follows
• The six families X ∗ and Y∗, for ∗ = DR,DL,UR have to be thought as a sort of projection
of the points in the families P∗ on the x-axis and the y-axis of the diagram (see Fig. 9).
• We will first study (see Proposition 5.5 below) the scaling limits of the six families XDR,
YDR, XDL, YDL, XUR and YUR, proving the convergence of the functions FX ∗(t) and
F Y∗(t) to six standard Brownian motions (multiplied by a factor
√
2). In particular the
functions F YDL(t) and F YDR(t) converge to the same Brownian motion B1 and the families
FXDR(t) and FXUR(t) converge to the same Brownian motion B2.
• Then we recover the scaling limit for the families PDR, PDL and PUR as a linear combina-
tions of the limits obtained for the previous six families. In this case we have to overcome
a technical difficulty due to the fact that the points in the families PDR, PDL and PUR are
random in both coordinates. This problem is solved in Lemma 5.7.
FY
UR → √2B4
(FY
DL
, FY
DR
)→ √2(B1, B1)
FX
DL → √2B3 (FXDR , FXUR)→ √2(B2, B2)
z0
n− z0 + 1
FP
DR
(t)→ B1 +B2FPDL(t)→ B3 +B1
FP
UR
(t)→ B4 +B2
Figure 9. A schema summarizing the strategy of the proof for Theorem 5.1.
5.2. Preparation lemmas. The goal of this section is to prove the following result.
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Proposition 5.5. Let σn, (tn)n and B1(t),B2(t),B3(t),B4(t) be defined as in Theorem 5.1. Con-
ditioning on z0 = tn, we have the following convergences in distribution in the space C([0, 1],R):(
F Y
UR(n)
(t),F Y
DL(n)
(t),F Y
DR(n)
(t),FX
DL(n)
(t),FX
DR(n)
(t),FX
UR(n)
(t)
)
t∈[0,1]
d−→
√
2
(
B4(t),B1(t),B1(t),B3(t),B2(t),B2(t)
)
t∈[0,1].
(13)
Before proving the proposition we have to solve a technical difficulty due to the fact that our
families of points have random cardinalities.
Lemma 5.6. Let (Xi)i∈N be a sequence of i.i.d random variables with zero mean and unit variance.
Let Sm =
∑m
i=1Xi. For all m ∈ N, consider an integer-valued random variable N = N(m) such
that a.s. |N − m| < 2m.6. We also set P = {(i,Si)}m+b2m
.6c
i=0 and P ′ = {(i,Si)}Ni=0. Then, as
m→∞,
sup
t∈[0,1]
|FP(t)− FP ′(t)| a.s.−→ 0
Proof. We first show that
sup
t∈[0,1]
|FP(t)− FP ′(t)| ≤ sup
i∈[0,m+b2m.6c]
j∈[−δ,δ]
i+j∈[0,m+b2m.6c]
∣∣∣ Si√
m+b2m.6c −
Si+j√
N
∣∣∣,
where δ = m+ b2m.6c −N + 2. For that, it is enough to note that for every fixed t ∈ [0, 1],
|FP(t)− FP′(t)∣∣ ≤ max
s,q∈{0,1}
∣∣∣∣∣Sbt(m+b2m.6c)c+s√m+ b2m.6c − SbtNc+q√N
∣∣∣∣∣ ,
and that maxs,q∈{0,1}{bt(m+ b2m.6c)c+ s− btNc+ q} ≤ m+ b2m.6c −N + 2 = δ.
Therefore it is enough to show that
sup
i∈[0,m+b2m.6c]
j∈[−δ,δ]
i+j∈[0,m+b2m.6c]
∣∣∣ Si√
m+b2m.6c −
Si+j√
N
∣∣∣ a.s.−→ 0.
Note that
(14)
∣∣∣ Si√
m+b2m.6c −
Si+j√
N
∣∣∣ ≤ |Si − Si+j |√
N
+
∣∣∣ √N√
m+b2m.6c − 1
∣∣∣ |Si|√
N
.
By the law of iterated logarithms the random variable
M := sup
n≥2
Sn√
n log logn
,
is almost surely finite. Therefore, almost surely, for all i ∈ [0,m+ b2m.6c],
sup
j∈[−δ,δ]
|Si − Si+j | ≤M
√
δ log log δ.
Since M
√
δ log log δ√
N
a.s.−→ 0 we can conclude that
sup
i∈[0,m+b2m.6c]
j∈[−δ,δ]
i+j∈[0,m+b2m.6c]
|Si − Si+j |√
N
a.s.−→ 0.
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Similarly,∣∣∣ √N√
m+b2m.6c − 1
∣∣∣ sup
i∈[0,m+b2m.6c]
|Si|√
N
≤
∣∣∣ √N√
m+b2m.6c − 1
∣∣∣M√(m+ b2m.6c) log log(m+ b2m.6c)√
N
a.s.−→ 0.
The last two equations together with the initial bound in (14) are enough to conclude the proof. 
Proof of Proposition 5.5. It is enough to prove the statement for a uniform random element σn of
ρ(Ωn). Then the statement for uniform square permutations follows using Lemma 3.8.
We recall that a uniform random element of ρ(Ωn) can be sampled as follows. Let z0 be an integer
chosen uniformly from (n.9, n− n.9) and let (X,Y ) be uniform in {U,D}n × {L,R}n conditioned
to satisfy the Petrov conditions and to have Yz0 = D. Under these assumptions (X,Y , z0) is a
uniform random element of Ωn and consequently σn = ρ((X,Y , z0)) is a uniform random element
of ρ(Ωn). All the random quantities considered below have to be meant as conditioned to z0 = tn.
We start by proving that
(15)
(
F Y
DL(n)
(t),F Y
DR(n)
(t)
)
t∈[0,1]
d−→
√
2
(
B1(t),B1(t)
)
t∈[0,1].
We recall that that F YDL(n)(t) and F YDR(n)(t) are the functions obtained by linear interpolation of
the points in the families{( i
|DL(n)| ,
−posL(i+ 1) + 1 + 2i√|DL(n)|
)}|DL(n)|−1
i=0
,{( i
|DR(n)| ,
posR(i)− 1− 2i√|DR(n)|
)}|DR(n)|−1
i=0
,
(16)
where |DL(n)| = ctL(n− z0 + 1) and |DR(n)| = ctD(n)− ctD(z0) + 1.
In order to prove (15) we are going to apply Donsker’s theorem. Therefore it is enough to
prove that the differences between the y-coordinates of two consecutive points are independent and
identically distributed. We also have to pay a bit of attention to the fact that the families of points
have random cardinalities.
Using similar notation as the one introduced immediately before Lemma 3.3 (for a sequence of
Ls and Rs instead of Us and Ds), we can rewrite the numerator of the y-coordinates in the two
families in (16) as
posR(i)− 1− 2i = e(i)− 1, ∀i ≤ ctR(n),
− posL(i+ 1) + 1 + 2i = e(i+ 1)− s(i+ 1)− 1, ∀i ≤ min{ctR(n)− 1, ctL(n)− 1}.(17)
Using Lemma 3.3 we have that for all i ≤ min{ctR(n)− 1, ctL(n)− 1},
(18) |s(i)| < 10n.4 a.s.
We also note that, for all i < ctR(n), the random variable e(i + 1) − e(i) associated with the
random sequence Y has the following distribution, independent of i,
(19) P(e(i+ 1)− e(i) = k) = P(posR(i+ 1)− posR(i) = k + 2) =
(1
2
)k+2
, for all k ≥ −1.
In the last equality (thanks to Lemma 3.4) we used that the random sequence Y is a uniform
sequence in {L,R}n, although the sequence Y is conditioned to satisfy the Petrov conditions. In
particular (e(i+ 1)− e(i))i are i.i.d. random variables with zero mean and variance equal to 2.
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By the Petrov conditions a.s.∣∣|DR(n)| − (n− z0)/2∣∣ < |n− z0|.6 and ∣∣|DL(n)| − (n− z0)/2∣∣ < |n− z0|.6,
|ctR(n)− n/2| < n.6 and |ctL(n)− n/2| < n.6.
(20)
Since z0 = tn >
n
2 + 10n
.6, we a.s. have that for n big enough
max{|DR(n)|, |DL(n)|} ≤ min{ctR(n), ctL(n)} − n
10
,
and therefore the relations in (17), (18) and (19) hold (for n big enough) a.s. for all the points in
the sets in (16).
Inequality (18) guarantees that if F YDR(n)(t) is obtained by interpolating the points in the family{(
i
|DR(n)| ,
e(i+1)−1√
|DR(n)|
)}|DR(n)|−1
i=0
instead of the original points
{(
i
|DR(n)| ,
e(i+1)−s(i+1)−1√
|DR(n)|
)}|DR(n)|−1
i=0
,
then the distributional limit is the same.
We now consider for all m ≥ 1 two additional functions Fm1 (t) and Fm2 (t), obtained by linear
interpolation of the points in the families{( i
m
,
e(i)− 1√
m
)}m
i=0
,{( i
m
,
e(i+ 1)− 1√
m
)}m
i=0
.
(21)
Applying Donsker’s theorem, we have that
(22)
(
Fm1 (t),F
m
2 (t)
) d−→ √2(B1(t),B1(t)).
Using the inequalities in (20) and applying Lemma 5.6 with N = |DL(n)| (resp. N = |DR(n)|)
and m = b(n− z0)/2c, we have that
sup
t∈[0,1]
∣∣∣F YDL(n)(t)− F b(n−z0)/2+|n−z0|.6c1 (t)∣∣∣ a.s.−→ 0,
sup
t∈[0,1]
∣∣∣F YDR(n)(t)− F b(n−z0)/2+|n−z0|.6c2 (t)∣∣∣ a.s.−→ 0.
This with (22) implies (15).
Repeating the same proof as before for F YUR(n)(t), FXDL(n)(t) and
(
FXDR(n)(t),FXUR(n)(t)
)
, we
can conclude that
F Y
UR(n)
(t)
d−→
√
2B4(t), F
XDL(n)(t) d−→
√
2B3(t),(
FX
DR(n)
(t),FX
UR(n)
(t)
) d−→ √2(B2(t),B2(t)).
Finally, noting that the following four families of points are asymptotically independent
YUR, YDL ∪YDR, XDL, XDR ∪XUR,
we can immediately deduce that the following four functions are asymptotically independent
F Y
UR(n)
(t),
(
F Y
DL(n)
(t),F Y
DR(n)
(t)
)
, FX
DL(n)
(t),
(
FX
DR(n)
(t),FX
UR(n)
(t)
)
,
and so we can conclude that the joint convergence in distribution in (13) holds. 
SQUARE PERMUTATIONS ARE TYPICALLY RECTANGULAR 21
5.3. The proof of the main result. Before proving Theorem 5.1 we need to state an additional
technical lemma. We first introduce some more notation.
Given a family of points P = {(xi, yi)}mi=0, with x1 ≤ x2 ≤ · · · ≤ xm, we denote with FPY (t), for
t ∈ [0, 1], the linear interpolation among the points {( im , yi√m)}mi=0 and with FPX (t), for t ∈ [0, 1], the
linear interpolation among the points {( xixm , im)}mi=0.
Note that
(23) FP(t) = FPY ◦ FPX (t).
Lemma 5.7. Let for all n ∈ N, Pn = {(xi,yi)}N(n)i=0 be a family of N(n) random points (where
N(n) is a positive integer-valued random variable). Assume that the following two convergences
hold in the space C([0, 1],R),
FPnX (t)
d−→ Id[0,1](t) and FPnY (t)
d−→ B(t),
where Id[0,1](t) is the identity function on the interval [0, 1] and B(t) is a standard Brownian
motion. Then
FPn(t) d−→ B(t).
Proof. Using Skorokhod’s representation theorem we can assume that
FPnX (t)
a.s.−→ Id[0,1](t) and FPnY (t)
a.s.−→ B(t),
in the space C([0, 1],R) equipped with the uniform distance.
We recall that if fn and gn are two sequences of functions in the space C([0, 1],R) that uniformly
converge to f and g respectively, then the sequence fn ◦ gn uniformly converges to f ◦ g. Therefore,
using the observation done in (23), we can conclude that
FPn(t) = FPnY (t) ◦ FPnX (t)
a.s.−→ B(t). 
We also need the following easy lemma.
Lemma 5.8. For a regular anchored pair of sequences with associated set of points DR(n), and
for all i ≤ |DR(n)|,
|pos>z0D (i) + posR(i)− 1− 4i| < 4n.6 + 1.
Proof. Recalling that pos>z0D (i) = posD(ctD(z0) + i) − z0 and that posD(ctD(z0)) = z0 (since
Xz0 = D) we have
|pos>z0D (i)− 2i| = |posD(ctD(z0) + i)− z0 − 2i| = |posD(ctD(z0) + i)− posD(ctD(z0))− 2i| < 2n.6,
where in the last inequality we used the Petrov conditions. Using again the Petrov conditions we
also have
|posR(i)− 2i| < 2n.6.
The two bounds are enough to conclude the proof. 
We can finally prove the main result of this section.
Proof of Theorem 5.1. We first prove that
(24) FP
DR(n)
(t)
d−→ B1(t) +B2(t).
We recall that that FPDR(n)(t) is the function obtained by linear interpolation of the family of
points{√2
2
( pos>z0D (i) + posR(i)− 1
pos>z0D (|DR(n)|) + posR(|DR(n)|)− 1
,
−pos>z0D (i) + posR(i)− 1√|DR(n)|
)}|DR(n)|−1
i=0
,
where |DR(n)| = ctD(n)− ctD(z0) + 1.
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Note that the points are random in both coordinates. In order to overcome this difficulty we are
going to apply Lemma 5.7. Therefore, in order to prove (24) it is enough to prove that
(25) FP
DR(n)
X (t)
d−→ Id[0,1](t),
and
(26) FP
DR(n)
Y (t)
d−→ B1(t) +B2(t).
The convergence in (26) follows from Proposition 5.5. Indeed note that
FP
DR(n)
Y (t) =
√
2
2
(
FX
DR(n)
(t) + F Y
DR(n)
(t)
) d−→ B1(t) +B2(t).
For the convergence in (25) note that by Lemma 5.8, for all i ≤ |DR(n)|,
|pos>z0D (i) + posR(i)− 1− 4i| < 4n.6 + 1 a.s.
Therefore,
sup
i≤|DR(n)|
∣∣∣ pos>z0D (i) + posR(i)− 1
pos>z0D (|DR(n)|) + posR(|DR(n)|)− 1
− i|DR(n)|
∣∣∣ a.s.−→ 0.
This implies that
sup
t∈[0,1]
∣∣∣FPDR(n)X (t)− Id[0,1](t)∣∣∣ a.s.−→ 0,
and so (25) is proved. Using the joint converge proved in Proposition 5.5 and the same proof that
we used to prove (24) we have that
(27)(
FP
DR(n)
(t),FP
DL(n)
(t),FP
UR(n)
(t)
)
t∈[0,1]
d−→ (B1(t) +B2(t),B3(t) +B1(t),B4(t) +B2(t))t∈[0,1],
concluding the proof. 
6. Local behavior
For local behavior of uniform random permutations in Sq(n) we use the setting of local topology
for permutations introduced in [10, Section 2]. We now briefly recall the definition of this topology.
6.1. Local topology for permutations. A finite rooted permutation is a pair (σ, i), where σ ∈ Sn
and i ∈ [n] for some n ∈ N. We denote with Sn• the set of rooted permutations of size n and
with S• :=
⋃
n∈N Sn• the set of finite rooted permutations. We write sequences of finite rooted
permutations in S• as (σn, in)n∈N.
To a rooted permutation (σ, i), we associate (as shown in the right-hand side of Fig. 10) the pair
(Aσ,i,4σ,i), where Aσ,i := [−i+ 1, |σ| − i] is a finite interval containing 0 and 4σ,i is a total order
on Aσ,i, defined for all `, j ∈ Aσ,i by
` 4σ,i j if and only if σ(`+ i) ≤ σ(j + i) .
Informally, the elements of Aσ,i should be thought as the column indices of the diagram of σ, shifted
so that the root is in column 0. The order 4σ,i then corresponds to the vertical order on the dots
in the corresponding columns.
This map is a bijection from the space of finite rooted permutations S• to the space of total orders
on finite integer intervals containing zero. Consequently and throughout this Section 6, we identify
every rooted permutation (σ, i) with the total order (Aσ,i,4σ,i). Thanks to this identification, we
call infinite rooted permutation a pair (A,4) where A is an infinite interval of integers containing
0 and 4 is a total order on A. We denote the set of infinite rooted permutations by S∞• .
We highlight that infinite rooted permutations can be thought of as rooted at 0. We set
S˜• := S• ∪ S∞• , which is the set of all (finite and infinite) rooted permutations.
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(σ = 4 2 5 8 3 6 1 7, i = 5)
2 ≤σ,i −3 ≤σ,i 0 ≤σ,i −4 ≤σ,i −2 ≤σ,i 1 ≤σ,i 3 ≤σ,i −1 2 ≤pi,i′ 0 ≤pi,i′ −2 ≤pi,i′ 1 ≤pi,i′ −1
-4 -3 -2 -1 0 1 2 3
(pi = 35 2 4 1, i′ = 3)
-2 -1 0 1 2
Figure 10. Two rooted permutations and the associated total orders. The big red
dot indicates the root of the permutation. The vertical gray strip and the relation
between the two rooted permutations will be clarified later.
We finally introduce the following h-restriction function around the root defined, for every h ∈ N,
as follows
rh : S˜• −→ S•
(A,4) 7→ (A ∩ [−h, h],4 ) .(28)
We can think of restriction functions as a notion of neighborhood around the root. For finite
rooted permutations we also have the equivalent description of the restriction functions rh in terms
of consecutive patterns: if (σ, i) ∈ S• then rh(σ, i) = (pat[a,b](σ), i) where we take a = max{1, i− h}
and b = min{|σ|, i+ h}.
The local distance d on the set of (possibly infinite) rooted permutations S˜• is defined as follows:
given two rooted permutations (A1,41), (A2,42) ∈ S˜•,
(29) d
(
(A1,41), (A2,42)
)
= 2− sup
{
h∈N : rh(A1,41)=rh(A2,42)
}
,
with the classical conventions that sup ∅ = 0, supN = +∞ and 2−∞ = 0. The metric space (S˜•, d)
is a compact space (see [10, Theorem 2.16]).
The above distance gives a notion of convergent sequences of rooted permutations. In particular,
a sequence is convergent if and only if for all h ∈ N, the h- restrictions of the sequence are eventually
constant.
For a sequence σn of unrooted permutations, we consider the sequence of random rooted permu-
tations (σn, in), where in is a uniform random index in [|σn|]. We say that σn converges in the
Benjamini–Schramm sense if the sequence of random rooted permutations (σn, in) converges in dis-
tribution for the above distance d. This definition is inspired from Benjamini–Schramm convergence
for graphs (see [7]).
Benjamini–Schramm convergence can be extended in two different ways for sequences of random
permutations (σn)n≥1: the annealed and the quenched version of the Benjamini–Schramm conver-
gence. These two different versions come from the fact that there are two sources of randomness,
one for the choice of the random permutation σn, and one for the random root in. Intuitively,
in the annealed version, the random permutation and the random root are taken simultaneously,
while in the quenched version, the random permutation should be thought as frozen when we take
the random root.
We now give the formal definitions. In both cases, (σn)n∈N denotes a sequence of random
permutations in S and in denotes a uniform index of σn, i.e., a uniform integer in [|σn|].
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Definition 6.1 (Annealed version of the Benjamini–Schramm convergence). We say that (σn)n∈N
converges in the annealed Benjamini–Schramm sense to a random variable σ∞ with values in S˜•
if the sequence of random variables (σn, in)n∈N converges in distribution to σ∞ with respect to the
local distance d. In this case we write σn
aBS−→ σ∞ instead of (σn, in) d→ σ∞.
Definition 6.2 (Quenched version of the Benjamini–Schramm convergence). We say that (σn)n∈N
converges in the quenched Benjamini–Schramm sense to a random measure ν∞ on S˜• if the se-
quence of conditional laws
(Law((σn, in)∣∣σn))n∈N converges in distribution to ν∞ with respect to
the weak topology induced by the local distance d. In this case we write σn
qBS−→ ν∞ instead of
Law((σn, in)∣∣σn) d→ ν∞.
We highlight that, in the annealed version, the limiting object is a random variable with values
in S˜•, while for the quenched version, the limiting object ν∞ is a random measure on S˜•. We
also note that the quenched Benjamini–Schramm convergence implies the annealed one. We have
several characterizations of the two types of convergence (see [10, Section 2.5]) and we state here
the one that we need for our results.
Theorem 6.3. ([10, Theorem 2.32]) For any n ∈ Z>0, let σn be a random permutation of size n
and in be a uniform random index in [n], independent of σn. Then the following are equivalent:
(1) there exists a random measure µ∞ on S˜• such that
σn
qBS−→ µ∞;
(2) there exists a family of non-negative real random variables (Γhpi)h∈Z>0,pi∈S2h+1 such that(
P
(
rh(σn, in) = (pi, h+ 1)
∣∣σn))
h∈Z>0,pi∈S2h+1
(d)→ (Γhpi)h∈Z>0,pi∈S2h+1 ,
w.r.t. the product topology.
In particular, if one of the two conditions holds (and so both) then, for all h ∈ Z>0 and pi ∈ S2h+1,
we have that
Γhpi
(d)
= µ∞
(
B
(
(pi, h+ 1), 2−h
))
,
where B
(
(pi, h+1), 2−h
)
denotes the ball (w.r.t. the distance introduce in (29)) with center (pi, h+1)
and radius 2−h.
6.2. The local limit for square permutations. We first give some more explanations about
our notation for random quantities that will be used in this section.
6.2.1. Notation. We will use a superscript notation on probability measure P (and on the corre-
sponding expectation E) to record the source of randomness. Specifically, given two independent
random variables X and Y (with values in two spaces E and F respectively) and a set A ⊆ E×F,
we write
PY
(
(X,Y ) ∈ A) := P((X,Y ) ∈ A|X),
and similarly
PX
(
(X,Y ) ∈ A) := P((X,Y ) ∈ A|Y ).
Moreover, we recall the following standard relation
P
(
(X,Y ) ∈ A) = E[1(X,Y )∈A] = EX[EY [1(X,Y )∈A]] = EX[PY ((X,Y ) ∈ A)]
= EY
[
PX
(
(X,Y ) ∈ A)].(30)
Finally, we denote with op(1) an unspecified random variable Yn of a sequence (Yn)n that tends
to zero in probability.
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6.2.2. Construction of the limiting objects and statement of the theorem. We start this section by
introducing the candidate limiting objects for the annealed and quenched Benjamini–Schramm
convergence of square permutations (see Theorem 6.4). Therefore we have to define a random
infinite rooted permutation and a random measure on S˜•. After stating Theorem 6.4, we will also
give an intuitive explanation on the construction of these limiting objects.
We start by defining the random infinite rooted permutation as a random total order 4∞ on Z.
We consider the set of integer numbers Z, and a labeling L ∈ {+,−}Z of all integers with “+” or
“−”. We set L+ := {x ∈ Z : x has label “ + ”} and L− := {x ∈ Z : x has label “− ”}.
Then we define on Z four total order 4Lj , j ∈ {1, 2, 3, 4}, saying that, for all x, y ∈ Z,
x 4L1 y if (x < y and x, y ∈ L−) or (x < y and x, y ∈ L+) or (x ∈ L− and y ∈ L+),
x 4L2 y if (x > y and x, y ∈ L−) or (x < y and x, y ∈ L+) or (x ∈ L− and y ∈ L+),
x 4L3 y if (x < y and x, y ∈ L−) or (x > y and x, y ∈ L+) or (x ∈ L− and y ∈ L+),
x 4L4 y if (x > y and x, y ∈ L−) or (x > y and x, y ∈ L+) or (x ∈ L− and y ∈ L+).
An example of the four constructions is given in Fig. 11.
...− 5 − 4 − 3 − 2 − 1 0 1 2 3 4 5...
...− 4 − 3 − 2 1 2 4 5 ...
− − − −+ + + + + + +
...− 5 − 1 0 3 ... ...− 4 − 3 − 2 1 2 4 5 ......3 0 − 1 − 5 ...
...5 4 2 1 − 2 − 3 − 4 ......3 0 − 1 − 5 ......− 5 − 1 0 3 ... ...5 4 2 1 − 2 − 3 − 4 ...
4L1 4L2
4L3 4L4
...− 5 − 4 − 3 − 2 − 1 0 1 2 3 4 5...
− − − −+ + + + + + +
...− 5 − 4 − 3 − 2 − 1 0 1 2 3 4 5...
− − − −+ + + + + + +
...− 5 − 4 − 3 − 2 − 1 0 1 2 3 4 5...
− − − −+ + + + + + +
Figure 11. An example of the four total orders (Z,4Lj ), for j ∈ {1, 2, 3, 4}. For
each of the four cases, on the top line, we see the standard total order on Z with the
integers labeled by “−” signs (painted in orange) and “+” signs (painted in blue).
Then, in the bottom line of each of the four cases, we move the “−”-labeled numbers
at the beginning of the new total order and the “+”-labeled numbers at the end.
Moreover, for 4L1 we keep the relative order among integers with the same label, for
4L2 we reverse the order on the “−”-labeled numbers, for 4L3 we reverse the order
on the “+”-labeled numbers and for 4L4 we reverse the order on both “−”-labeled
and “+”-labeled numbers. For each case, reading the bottom line from left to right
gives the total order 4Lj on Z.
The random total order 4∞ on Z is defined as follows. We choose a Bernoulli labeling L of Z,
namely, for all x ∈ Z,
P(x has label “ + ”) =
1
2
= P(x has label “− ”),
independently for different values of x. This random labeling determines four random total orders
4Lj , j ∈ {1, 2, 3, 4}. Finally, we set
(31) 4∞
d
= 4LK ,
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where K is a uniform random variable in {1, 2, 3, 4} independent of the random {+,−}-labeling.
We now also introduce the random measure on S˜•. We start by defining the following function
from [0, 1]2 to {1, 2, 3, 4},
(32) J(u, v) =

1, if u < 1/2 and u ≤ v ≤ 1− u,
2, if v < min{u, 1− u},
3, if v > max{u, 1− u},
4, if u ≥ 1/2 and 1− u ≤ v ≤ u.
We consider two independent uniform random variables U ,V on the interval [0, 1] and we define
the random probability measure ν∞ on S˜• as
(33) ν∞ = Law
(
(Z,4LJ(U ,V ))
∣∣U).
Theorem 6.4. Let σn be a uniform random element of Sq(n). Then
σn
qBS−→ ν∞ and σn aBS−→ (Z,4∞).
Before proving Theorem 6.4, we try to explain the intuition behind it. In order to prove the
(quenched and annealed) Benjamini–Schramm convergence for a sequence of uniform square per-
mutations (σn)n, we must understand, for any fixed h ∈ N, the behavior of the pattern induced
by an h-restriction of σn around a uniform index in, denoted by rh(σn, in). Therefore, from now
until the end of the section, we fix an integer h ∈ N. The pattern rh(σn, in) can have four “different
shapes”, according to the relative position of z0 = σ
−1(1), z2 = σ−1(n) and in. In particular (see
also Fig. 12), when in is far enough from z0 and z2 (and this will happen with high probability):
• if z0 < in < z2 then rh(σn, in) is composed by two increasing sequences, one on top of the
other;
• if in < min{z0, z2} then rh(σn, in) is composed by two sequences, an increasing one on top
of a decreasing one, i.e., it has a “<”-shape;
• if in > max{z0, z2} then rh(σn, in) is composed by two sequences, an decreasing one on
top of an increasing one, i.e., it has a “>”-shape;
• if z0 < in < z2 then rh(σn, in) is composed by two decreasing sequences, one on top of
other.
Note that in the second and third case the fact that the two sequences are “disjoint”, i.e., that
one is above the other, always holds for square permutations. On the other hand, the same result
in the first and fourth case is true just with high probability. The goal of Section 6.2.3 is to prove
this result (see Proposition 6.5).
The quenched and annealed limiting objects that we introduced at the beginning of this section
are constructed keeping in mind these four possible cases. Specifically, for the quenched limiting
object ν∞, the uniform random variables U and V involved in the definition have to be thought
of as the limits of the points in and z0 respectively (after rescaling by a factor n).
Finally, we explain the choice of the Bernoulli labeling L used in the construction of the four
random total orders 4Lj . It is enough to note that every point of the permutation, contained
in a chosen vertical strip around in, is in the top or bottom sequence with equiprobability and
independently of the other points (this is an easy consequence of the construction presented in
Section 3).
6.2.3. The existence of the separating line. We introduce some more notation (cf. Fig. 13). Given
a permutation σ ∈ Sq(n) such that z0 = σ−1(1) < σ−1(n) = z2, we define, for all h ∈ N and for all
i ∈ [z0 + h, z2 − h],
mUi,h(σ) := min
{
σ(j)
∣∣j ∈ [i− h, i+ h], σj ∈ LRmax(σ)},
MDi,h(σ) := max
{
σ(j)
∣∣j ∈ [i− h, i+ h], σj ∈ RLmin(σ)},
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z2 z0z0 z2in in in in in in
Figure 12. In blue the approximative shapes of two large square permutations. In
the first case z0 < z2 and in the second case z2 < z0. The top row shows that the
possible shapes of a pattern induced by a vertical strip (six of them are highlighted
in gray) around an index in is determined by the relative position of z0, z2 and in.
with the conventions that min ∅ = +∞ and max ∅ = −∞.
We define, for a random square permutation σ of size n and a uniform index i ∈ [n], the following
event (conditioning on {z0 < z2, z0 + h ≤ i ≤ z2 − h}), for all h ∈ N,
(34) Sh(σ, i) :=
{
mUi,h(σ) > M
D
i,h(σ)
}
.
This is the event that the random rooted permutation induced by the h-restriction rh(σ, i) splits
into two (possibly empty) increasing subsequences with separated values, namely, the minimum of
the upper subsequence is greater than the maximum of the lower subsequence. We will say, if this
events hold, that “a separating line exists” (in Fig. 13 this separating line is dashed in orange).
i i + hi− h
MDi,k(σ)
mUi,k(σ)
z0 z2
Figure 13. A square permutation σ. We highlight in blue the left-to-right maxima
and in green the right-to-left minima. We also painted in orange the two dots mUi,h(σ)
and MDi,h(σ) inside the vertical strip centered in i of width 2h + 1. Moreover, the
dashed orange line identifies the separating line.
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Proposition 6.5. For all n ∈ N, let σn be a uniform random square permutation of size n. Fix
h ∈ N and let in be uniform in [n] and independent of σn. Set also E =
{
z0 < z2, z0 + h ≤ in ≤
z2 − h
}
. Then, as n→∞, ∣∣∣Pin(Sh(σn, in) ∩ E)− Pin(E)∣∣∣ P−→ 0.
Proof. It is enough to prove the statement for a uniform random element σn of ρ(Ωn). Then, the
statement for uniform square permutations follows using Lemma 3.8. We just need to show that
(35) P(E)− P(Sh(σn, in) ∩ E) −→ 0.
Then, noting that almost surely
Pin
(
Sh(σn, in) ∩ E
) ≤ Pin(E),
and using the relations P
(
Sh(σn, in) ∩ E
)
= Eσn
[
Pin
(
Sh(σn, in) ∩ E
)]
and P(E) = Eσn [Pin(E)],
we can conclude applying Markov’s inequality to Pin(E)− Pin(Sh(σn, in) ∩ E).
We therefore study the probability
P
(
Sh(σn, in) ∩ E
)
= P
(
Sh(σn, in)
∣∣E) · P(E).
We note that (see Fig. 13), thanks to Lemma 3.6 and Lemma 3.7, the distance of the points in
the set LRmax(σ) (resp. RLmin(σ)) from the line of equation y = x+ z0 (resp. y = x− z0) is a.s.
bounded by 10n.6. Therefore, conditioning on E, almost surely,
mUi,h(σ) > in − h+ z0 − 20n.6,
MDi,h(σ) < in + h− z0 + 20n.6.
We obtain that
P
(
Sh(σn, in)
∣∣E) ≥ P(z0 > h+ 20n.6∣∣E) = 1− P(z0 ≤ h+ 20n.6∣∣z0 < z2).
Using Lemma 3.5, we have that a.s., |z2 + z0 − n| < 10n.6. Therefore,
P
(
z0 ≤ h+ 20n.6
∣∣z0 < z2) = P(z0 ≤ h+ 20n.6∣∣z0 < bn2 c)+ o(1) = bh+ 20n.6cbn2 c + o(1) = o(1).
Therefore P
(
Sh(σn, in) ∩ E
)
= (1 + o(1)) · P(E). This implies (35) and concludes the proof. 
6.2.4. The proof of the main theorem. We start by introducing the following notation for a sequence
X ∈ {U,D}n, and an integer i ∈ [h+ 1, n− h],
Di,h(X) := {x ∈ [1, 2h+ 1]|Xx+i−h−1 = D},
i.e., Di,h(X) denotes the set of indices of Ds in X in the interval [i−h, i+h], shifted in the interval
[1, 2h+ 1].
Recall that for a square permutation σ = ρ(X,Y, z0) of size n obtained from the set Ωn, we have
z0 = σ
−1(1) and we denote z2 = σ−1(n). We define, for all h ∈ N, the following map ϕh, for all
rooted square permutations (σ, i) such that σ ∈ ρ(Ωn),
ϕh(σ, i) := (j,Di,h(X)),
where
j =

1, if z0 ≤ z2 and z0 + h ≤ i ≤ z2 − h,
2, if 1 + h ≤ i ≤ min{z0, z2} − h,
3, if max{z0, z2}+ h ≤ i ≤ n− h,
4, if z2 ≤ z0 and z2 + h ≤ i ≤ z0 − h,
, otherwise.
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We suggest to compare this definition with Fig. 14.
Finally, for all h ∈ N, we define a second map, ψh, as follows: for all j ∈ {1, 2, 3, 4} and for all
subsets of indexes D ⊆ [1, 2h+ 1],
ψh(j,D) := (pi, h+ 1),
where pi is the unique permutation of size 2h+ 1 such that, letting U = [1, 2h+ 1] \ D,
pi(i) < pi(j), for all (i, j) ∈ D × U ;
and 
patD(pi) and patU (pi) are increasing, if j = 1,
patD(pi) is decreasing and patU (pi) is increasing, if j = 2,
patD(pi) is increasing and patU (pi) is decreasing, if j = 3,
patD(pi) and patU (pi) are decreasing, if j = 4.
We again suggest to compare this definition with Fig. 14.
If (σ, i) = then ϕh(σ, i) = (2, Di,h(X))
z0 z2i
or
z2 z0i
If (σ, i) = then ϕh(σ, i) = (3, Di,h(X))
z0 z2 i
or
z2 z0 i
If (σ, i) = then ϕh(σ, i) = (1, Di,h(X))
z0 z2i
If (σ, i) = then ϕh(σ, i) = (4, Di,h(X))
ψh(1,D) =
ψh(2,D) =
ψh(3,D) =
ψh(4,D) =
D
D
D
D
h+ 1
h+ 1
h+ 1
h+ 1z2 z0i
Figure 14. A table that summarizes all the different cases in the definitions of the
functions ϕh and ψh.
Note that if ϕh(σ, i) = (j,Di,h(X)) and j ∈ {2, 3} then trivially,
(36) ψh
(
ϕh(σ, i)
)
= rh(σ, i).
On the other hand, if j = 1 (or j = 4) we have to take a bit of care. Indeed, in full generality, (36)
is false (see for instance the example presented in Fig. 6 on page 11). Nevertheless, if Sh(σ, i) holds
(see (34) for the notation), i.e., a separating line exists, then (36) is true.
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We now consider a uniform square permutation σn in ρ(Ωn) and a uniform index in in [n]. Noting
that
Pin
(
ϕh(σn, in) ∈ (, ·)) = op(1),
and using Proposition 6.5 (and the analogous result for the symmetric case when z2 < z0), we can
conclude that
(37) Pin
(
ψh
(
ϕh(σn, in)
) 6= rh(σn, in)) = op(1).
For later convenience we also present a generalization of the (36) for the random total orders
(Z,4Lj ). We define for a labeling L ∈ {+,−}Z and an integer h ∈ N,
Dh(L) := {x ∈ [1, 2h+ 1]|Lx−h−1 = “− ”},
i.e., Dh(L) denotes the set of indices of “−” in L in the interval [−h, h], shifted in the interval
[1, 2h+ 1]. It trivially holds that
(38) rh(Z,4Lj ) = ψh(j,Dh(L)).
Before proving Theorem 6.4, we state a result regarding the number of occurrences of a fixed
pattern in a uniform random sequence X ∈ {U,D}n. Given a pattern w ∈ {U,D}k, for some k < n,
we denote with c-occ(w,X) the number of consecutive occurrences of w in X.
Lemma 6.6. With the notation above,
E[c-occ(w,X)]
n
→ (12)k and Var[c-occ(w,X)]n2 → 0.
Proof. This follows from [17, Proposition IX.10.]. 
We can now prove Theorem 6.4.
Proof of Theorem 6.4. It is enough to prove the statement for a uniform random element of ρ(Ωn).
Then, the statement for uniform square permutations follows using Lemma 3.8.
We recall that a uniform random element of ρ(Ωn) can be sampled as follows. Let z0 be an integer
chosen uniformly from (n.9, n− n.9) and let (X,Y ) be uniform in {U,D}n × {L,R}n conditioned
to satisfy the Petrov conditions and to have Yz0 = D. Under these assumptions (X,Y , z0) is a
uniform random element of Ωn and consequently σn := ρ((X,Y , z0)) is a uniform random element
of ρ(Ωn). We also set z2 = z2(n) = σ
−1
n (n).
We denote with in a uniform random index in [n], independent of σn. We also recall that we
denote with B
(
(pi, h + 1), 2−h
)
, for all pi ∈ S2h+1, the ball (w.r.t. the distance introduce in (29))
with center (pi, h+ 1) and radius 2−h. Thanks to Theorem 6.3 in order to prove the quenched local
convergence, it is enough to check that
(39)
(
Pin
(
rh(σn, in) = (pi, h+ 1)
))
h∈Z>0,pi∈S2h+1
d→
(
ν∞
(
B
(
(pi, h+ 1), 2−h
)))
h∈Z>0,pi∈S2h+1
,
w.r.t. the product topology.
Fix h ∈ N. Using (37), for all pattern pi ∈ S2h+1,
(40) Pin
(
rh(σn, in) = (pi, h+ 1)
)
=
∑
(j,D)∈ψ−1(pi,h+1)
Pin
(
ϕh(σn, in) = (j,D)
)
+ op(1).
We analyze the term in (40) that involves (1,D). The other three cases are similar.
Note that, by definition of ϕh, the event {ϕh(σn, in) = (1,D)} holds if and only if z0 ≤ z2,
z0 + h ≤ in ≤ z2 − h and Din,h(X) = D. Therefore, recalling that E = {z0 ≤ z2, z0 + h ≤ in ≤
z2 − h}, we have
Pin
(
ϕh(σn, in) = (1,D)
)
= P
(
E ∩ {Din,h(X) = D}
∣∣z0,X).
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Using Lemma 3.5, we have that a.s., |z2 + z0 − n| < 10n.6. Therefore the above conditional proba-
bility can be rewritten as
(41) P
(
E∗ ∩ {Din,h(X) = D}
∣∣z0,X)+ op(1),
where E∗ = {z0 ≤ n − z0, z0 + h ≤ in ≤ n − z0 − h}. Noting that, conditioning on E∗, in is
distributed like a uniform random variable i∗n in the interval [z0 + h, n− z0 − h], we have that
Pin
(
ϕh(σn, in) = (1,D)
)
= P
(
E∗
∣∣z0) · P(Di∗n,h(X) = D∣∣z0,X)+ op(1).
Moreover, noting that
P
(
E∗
∣∣z0) = n− 2z0 − 2h− 1
n
1{z0<n−z0},
and using that z0n
d−→ U , where U is a uniform random variable in [0, 1], we obtain
(42) P
(
E∗
∣∣z0) d−→ (1− 2U)1{U<12}.
We now prove using the Second moment method that
(43) P
({Di∗n,h(X) = D}∣∣z0,X) P−→ 2−(2h+1).
Let wD ∈ {U,D}2h+1 be the unique sequence such that wDi = D if and only if i ∈ D. We can
rewrite P
({Di∗n,h(X) = D}∣∣z0,X) as
c-occ(wD,X|[z0,n−z0])
max{n− 2z0 − 2h− 1, 1} ,
where X|[z0,n−z0] denotes the sequence X restricted to the set of indexes between z0 and n− z0.
By Chebyschev’s inequality, for any fixed ε > 0,
P(z0,X)
(∣∣∣P({Di∗n,h(X) = D}∣∣z0,X)− E(z0,X)[P({Di∗n,h(X) = D}∣∣z0,X)]∣∣∣ ≥ ε)
≤ 1
ε2
·Var(z0,X)(P({Di∗n,h(X) = D}∣∣z0,X))).
Thanks to Lemma 3.4, we can assume that the random sequence X is a uniform sequence in
{U,D}n, although the sequence X is conditioned to satisfy the Petrov conditions. Therefore,
noting that z0 is uniformly distributed and independent of X, and using Lemma 6.6, the right-
hand side of the previous equation tends to zero and E(z0,X)
[
P
({Di∗n,h(X) = D}∣∣z0,X)] tends to
2−(2h+1), proving (43).
Using the results in (42) and (43) we can conclude that
(44) Pin
({ϕh(σn, in) = (1,D)}) d−→ 2−(2h+1) · (1− 2U)1{U<12}.
From (40) and (44), and the natural extension of the second equation to the other three similar
cases, we obtain
(45) Pin
(
rh(σn, in) = (pi, h+ 1)
) d−→
2−(2h+1)
(
e1(pi) · (1− 2U)1{U<12} + e2(pi) ·min{U , 1−U}
+ e3(pi) ·max{U , 1−U}+ e4(pi) · (2U − 1)1{U>12}
)
,
where e`(pi) =
∣∣{D|ψh(`,D) = (pi, h+ 1)}∣∣, for all ` ∈ {1, 2, 3, 4}.
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Now, using the definition of ν∞ given in (33), we have that
ν∞
(
B
(
(pi, h+ 1), 2−h
))
= P
(
rh(Z,4LJ(U ,V )) = (pi, h+ 1)
∣∣∣U)
= P
(
ψh(J(U ,V ),Dh(L)) = (pi, h+ 1)
∣∣∣U) ,
where in the last equality we used the relation in (38). From the definition of the map J given in
(32) we conclude that
ν∞
(
B
(
(pi, h+ 1), 2−h
))
= 2−(2h+1)
(
e1(pi) · (1− 2U)1{U<12} + e2(pi) ·min{U , 1−U}
+ e3(pi) ·max{U , 1−U}+ e4(pi) · (2U − 1)1{U>12}
)
.
Therefore we can conclude that (39) holds component-wise, for all h ∈ N and for all pattern
pi ∈ S2h+1. Finally, noting that all the components of the vector in (39) depends on the same
realization of z0 and X we can deduce that (39) holds with respect to the product topology.
Using [10, Proposition 2.35], the annealed statement is an easy corollary of the quenched con-
vergence, noting that
(46) E[(1− 2U)1{U<12}] = E[min{U , 1−U}] = E[max{U , 1−U}] = E[(2U − 1)1{U>12}] =
1
4
.
This concludes the proof of the theorem. 
We conclude this section computing explicitly the limit of P
(
rh(σn, in) = (pi, h + 1)
)
, for all
h ∈ N and all pattern pi ∈ S2h+1.
Before doing that, we introduce six subfamilies of permutations that contain all the possible
patterns obtained through the maps ψh, for all h ∈ N. We consider only permutations of size
strictly greater than 2. An example for each family is given in Fig. 15.
• A1 is the family of non-monotone4 permutations pi of size 2h + 1, for some h ∈ N, which
can be written as (pi, h+ 1) = ψh(1,D) for some D. Note that D is uniquely determined by
pi.
• A2 is the family of permutations pi of size 2h + 1, for some h ∈ N, which can be written
as (pi, h + 1) = ψh(2,D) for some D. Note that D is not uniquely determined by pi. More
precisely, for all permutation pi ∈ A2, the index 1 can be included either in D or not.
Therefore, for each pi ∈ A2 there are two possible choices for D.
• A3 is the family of permutations pi of size 2h + 1, for some h ∈ N, which can be written
as (pi, h+ 1) = ψh(3,D) for some D. Remarks similar to the ones done for A2 hold also for
this family.
• A4 is the family of non-monotone permutations pi of size 2h+ 1, for some h ∈ N, which can
be written as (pi, h+ 1) = ψh(4,D) for some D. Note that D is uniquely determined by pi.
• A5 is the family of increasing permutations pi of size 2h + 1, for some h ∈ N. Note that
these permutations can be written as (pi, h + 1) = ψh(1,D) for some D. More precisely
D ∈ {∅} ∪⋃k∈[1,|pi|]{[1, k]}, and so there are |pi|+ 1 possible choices for D.
• A6 is the family of decreasing permutations pi of size 2h + 1, for some h ∈ N. Note that
these permutations can be written as (pi, h + 1) = ψh(4,D) for some D. More precisely
D ∈ {∅} ∪⋃k∈[1,|pi|]{[k, |pi|]}, and so there are |pi|+ 1 possible choices for D.
We note that these families are not disjoint. For example A5 ⊆ A2, and if pi ∈ A2 has one of the
corresponding D of cardinality one then pi ∈ A1. The definitions of the families Ai will be clearer
in the proof of Corollary 6.7.
4We recall that a monotone permutation σ of size n is either σ = 12, . . . , n or σ = n, . . . , 21.
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Given the diagram of a permutation in one of the six families, we call separating line, a hori-
zontal line in the diagram which splits the permutation into two monotone subsequences (we have
two possible choices for every permutation in A2 and A3 and |pi| + 1 possible choices for every
permutation pi in A5 and A6).
A1 A2 A3
A4 A5 A6
Figure 15. Diagram of six permutations in A1,A2,A3,A4,A5 and A6 with the
potential separating lines highlighted in orange.
We can now prove the following easy consequence of the proof of Theorem 6.4.
Corollary 6.7. Let σn be a uniform random element of Sq(n). For all h ∈ N, and for all pi ∈ S2h+1,
P
(
rh(σn, in) = (pi, h+ 1)
)→ p(pi),
where
p(pi) = 2−|pi|−2
(
1A1(pi) + 21A2(pi) + 21A3(pi) + 1A4(pi) + (|pi|+ 1)1A5∪A6(pi)
)
.
Proof. From (45) and (46) we have that
P
(
rh(σn, in) = (pi, h+ 1)
)→ 2−|pi|−2 · (e1(pi) + e2(pi) + e3(pi) + e4(pi)).
It remains to compute the values e1(pi), e2(pi), e3(pi) and e4(pi). We start with e1(pi). Note that,
for every subset of indexes D ⊆ [1, 2h + 1], then ψh(1,D) ∈ A1 ∪ A5. Moreover, the cardinality
e1(pi) =
∣∣{D|ψh(1,D) = (pi, h+ 1)}∣∣, for all pi ∈ A1 ∪ A5, is determined by the number of possible
choices for the separating lines of pi. Therefore, using the discussion done during the definitions of
the families A1 and A5, we conclude that
e1(pi) = 1A1(pi) + (|pi|+ 1)1A5(pi).
For e2(pi), note that, for every subset of indexes D ⊆ [1, 2h+ 1], then ψh(2,D) ∈ A2. Moreover,
the cardinality e2(pi) =
∣∣{D|ψh(2,D) = (pi, h + 1)}∣∣, for all pi ∈ A2, is again determined by the
number of possible choices for the separating lines of pi, that is 2. Therefore, we conclude that
e2(pi) = 21A2(pi).
With similar arguments, we obtain that
e3(pi) = 21A3(pi), and e4(pi) = 1A4(pi) + (|pi|+ 1)1A6(pi). 
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7. Proportion of pattern and consecutive pattern occurrences
In this final section we directly deduce from Theorems 4.4 and 6.4, that the proportion of occur-
rences (resp. consecutive occurrences) of any given pattern in a uniform random square permutation
converges to a random quantity.
There are various important characterizations for the permuton convergence (see [5, Thm. 2.5])
and the quenched version of the Benjamini–Schramm convergence (see [10, Theorem 2.32]), some
involving convergence of pattern proportions.
In particular, for permuton limits, if σn is a random permutation of size n, then the following
statements are equivalent:
(1) There exists a random permuton µ such that µσn
d→ µ;
(2) The random infinite vector (o˜cc(pi,σn))pi∈S converges in distribution in the product topology
to some random infinite vector (Λpi)pi∈S ;
and whenever the assertions (1) or (2) are verified, we have for every pattern pi ∈ Sk,
Λpi = P(Permk(µ) = pi|µ),
where Permk(µ) denotes the unique permutation induced by k independent points in [0, 1]
2 with
common distribution µ conditionally5 on µ.
On the other hand, for local limits, the following statements are equivalent:
(1) There exist a random measure ν on the set of all rooted permutations S˜• such that σn qBS−→ ν;
(2) The random infinite vector
(
c˜-occ(pi,σn)
)
pi∈S converges in distribution in the product topol-
ogy to some random infinite vector (∆pi)pi∈S ;
and whenever the assertions (1) or (2) are verified, we have for every pattern pi ∈ S2h+1, h ∈ N,
∆pi = ν
(
B
(
(pi, h+ 1), 2−h
))
,
where we recall that B
(
(pi, h + 1), 2−h
)
denotes the ball with center (pi, h + 1) and radius 2−h.
We point out that the expressions for patterns of even size can be deduced from the ones of odd
size using the relation ∆pi =
∑|pi|+1
m=1 ∆pi∗m , where pi
∗m is the permutation obtained by adding an
additional final element in the diagram of pi immediately below the m-th row.
We recall that µz denote the permuton limit and ν∞ the quenched local limit for a sequence of
uniform square permutations.
Corollary 7.1. Let σn be a uniform random element of Sq(n). We set
Λpi = P(Perm|pi|(µz) = pi|µz), for all pi ∈ S,
and
∆pi = ν∞
(
B
(
(pi, h+ 1), 2−h
))
, for all h ∈ N, pi ∈ S2h+1.
The following convergences hold w.r.t. the product topology:
(o˜cc(pi,σn))pi∈S
d→ (Λpi)pi∈S and
(
c˜-occ(pi,σn)
)
pi∈S
d→ (∆pi)pi∈S .
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