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Abstract
For the quadratic family fc(z) = z
2 + c with c in the exterior of the Mandelbrot set,
it is known that every point in the Julia set moves holomorphically. Let cˆ be a semi-
hyperbolic parameter in the boundary of the Mandelbrot set. In this paper we prove
that for each z = z(c) in the Julia set, the derivative dz(c)/dc is uniformly O(1/
√|c− cˆ|)
when c belongs to a parameter ray that lands on cˆ. We also characterize the degeneration
of the dynamics along the parameter ray.
1 Introduction and main results
Let M be the Mandelbrot set, the connectedness locus of the quadratic family{
fc : z 7→ z2 + c
}
c∈C.
That is, the Julia set J(fc) is connected if and only if c ∈ M. For c 6∈ M, it is well-known
that the Julia set J(fc) is a Cantor set, and the critical point z = 0 does not belong to the
Julia set. Moreover, fc with c /∈M is hyperbolic: i.e., there exist positive numbers αc and βc
such that |Dfnc (z)| ≥ αc(1 + βc)n for any n ≥ 0 and z ∈ J(fc).
Holomorphic motion of the Cantor Julia sets. For c 6∈ M, because of hyperbolicity,
every point in z ∈ J(fc) moves holomorphically with c. In other words, we have a holomorphic
motion ([BR, L, Mc, MSS]) of the Cantor Julia sets over any simply connected domain in
C−M. In this paper, we obtain some results regarding limiting behavior of this holomorphic
motion when c approaches the boundary of M.
Let us describe it more precisely: For a technical reason, we consider the holomorphic
motion of a Cantor Julia set over the topological disk X = C −M ∪ R+, where R+ denotes
the set of positive real numbers. For any base point c0 ∈ X, there exists a unique map
H : X× J(fc0)→ C such that
(1) H(c0, z) = z for any z ∈ J(fc0);
(2) For any c ∈ X, the map z 7→ H(c, z) is injective on J(fc0) and it extends to a quasicon-
formal map on C.
(3) For any z0 ∈ J(fc0), the map c 7→ H(c, z0) is holomorphic on X.
(4) For any c ∈ X, the map hc(z) := H(c, z) satisfies hc(J(fc0)) = J(fc) and fc ◦hc = hc ◦fc0
on J(fc0).
See [Mc, §4] for more details.
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Parameter rays. Let D denote the open disk of radius one centered at the origin. There is
a unique biholomorphic function ΦM from C−M to C−D satisfying ΦM(c)/c→ 1 (c→∞)
with which the set
RM(θ) := {Φ−1M (rei2piθ) : 1 < r <∞}
is defined and called the parameter ray of angle θ ∈ T = R/Z of the Mandelbrot set M.
(This is a hyperbolic geodesic of the simply connected domain C −M starting at infinity.)
See Figure 1. Given θ, if the limit cˆ = limr→1+ Φ
−1
M (re
i2piθ) exists, then cˆ ∈ ∂M is called the
landing point of the parameter ray RM(θ). We also say that θ is an external angle of the
parameter cˆ.
Figure 1: The Mandelbrot set and the parameter rays of angles 9/56, 1/6, 11/56, 15/56,
5/12, and 1/2.
Example (Real Cantor Julia sets). When c /∈ M approaches cˆ = −2 along the real axis
(equivalently, along the parameter ray of angle 1/2), J(fc) is contained in the real axis and
its motion is depicted in Figure 2.
Semi-hyperbolic parameters and Misiurewicz points. We are concerned with bound-
ary behavior of the holomorphic motion given by the map H above, along the parameter rays
that land on a fairly large subset of ∂M.
We say a parameter cˆ in ∂M is semi-hyperbolic if the critical point is non-recurrent and
belongs to the Julia set. For each semi-hyperbolic parameter cˆ ∈ ∂M, there exists at least
one parameter ray RM(θ) landing at cˆ. (See [D2, Theorem 2]. Indeed, there are at most
finite number of parameter rays landing at cˆ. See Remark 7.2.) Note that for the quadratic
polynomial z2 + c (more generally, unicritical polynomials of the form zd + c), cˆ ∈ ∂M being
semi-hyperbolic implies it is a Collet-Eckmann parameter. (See [PRLS, Main Theorem &
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Figure 2: Each horizontal slice of the black part is the Julia set of parameter c ∈ [−2.733,−2).
The gray part is the real slice of J(fc) for c ∈ [−2,−1.875]. Note that J(f−2) = [−2, 2].
p.51] also [RL, p.291 & 299].) Shishikura [Shi] showed that for any open set U intersecting
with ∂M, the semi-hyperbolic parameters in U form a dense subset of Hausdorff dimension 2
of U ∩∂M. By a result of Douady [D2], the parameter ray RM(θ) lands on a semi-hyperbolic
parameter if and only if θ ∈ T is non-recurrent under the angle-doubling t 7→ 2t (mod 1).
Hence every interval of T contains uncountably many angles for which the parameter rays
land on semi-hyperbolic parameters. The geometric and dynamical properties of the Julia
sets of semi-hyperbolic parameters are deeply investigated in a work of Carleson-Jones-Yoccoz
[CJY]. For example, if cˆ ∈ ∂M is semi-hyperbolic, then J(fcˆ) is a locally connected dendrite
such that C− J(fcˆ) is a John domain.
A typical example of semi-hyperbolic parameter is a Misiurewicz point: We say a param-
eter cˆ is Misiurewicz if the critical point of fcˆ is a pre-periodic point. (By a pre-periodic point
z we mean f lcˆ(z) = f
l+p
cˆ (z) for some integers l and p but f
n
cˆ (z) 6= z for all n ≥ 1.) It is known
that such a Misiurewicz point cˆ eventually lands on a repelling periodic cycle in the dynamics
of fcˆ, and that the Misiurewicz points are contained in the boundary of the Mandelbrot set.
It is also known that the parameter cˆ is Misiurewicz if and only if cˆ is the landing point of
RM(θ) for some rational θ of even denominator. (See [DH1, E´xpose´ VIII] and [CG, VIII, 6]
for example.) Holomorphic motions of the Julia sets along such rays are depicted in Figure
3.
Main results. Let z0 be any point in J(fc0). Then the map c 7→ z(c) := H(c, z0) is
holomorphic over X = C−M∪R+. If we choose a semi-hyperbolic parameter cˆ ∈ ∂M, there
exists a parameter ray RM(θ) ⊂ X of angle θ ∈ T−{0} that lands on cˆ. As c moves along the
parameter ray RM(θ) toward cˆ, z(c) = H(c, z0) moves along an analytic curve in the plane.
Our main theorem states that the speed of such a motion is uniformly bounded by a
function of |c− cˆ|:
Theorem 1.1 (Main Theorem). Let cˆ ∈ ∂M be a semi-hyperbolic parameter that is the
landing point of RM(θ). Then there exists a constant K > 0 that depends only on cˆ such
that for any c ∈ RM(θ) sufficiently close to cˆ and any z = z(c) ∈ J(fc), the point z(c) moves
holomorphically with ∣∣∣∣dz(c)dc
∣∣∣∣ ≤ K√|c− cˆ| .
The proof is given in Section 5. By this theorem we obtain one-sided Ho¨lder continuity
of the holomorphic motion along the parameter ray:
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Theorem 1.2 (Holomorphic Motion Lands). Let cˆ ∈ ∂M be a semi-hyperbolic parameter
that is the landing point of RM(θ), and let c = c(r) := Φ−1M (rei2piθ) with parameter r ∈ (1, 2].
Then for any z(c(2)) in J(fc(2)), the improper integral
z(cˆ) := z(c(2)) + lim
δ→+0
∫ 1+δ
2
dz(c)
dc
dc(r)
dr
dr
exists in the Julia set J(fcˆ). In particular, z(c) is uniformly one-sided Ho¨lder continuous of
exponent 1/2 at c = cˆ along RM(θ). More precisely, there exists a constant K ′ depending
only on cˆ such that
|z(c)− z(cˆ)| ≤ K ′
√
|c− cˆ|
for any c = c(r) ∈ RM(θ) with 1 < r ≤ 2.
This theorem implies:
Theorem 1.3 (From Cantor to Semi-hyperbolic). For any semi-hyperbolic parameter cˆ ∈ ∂M
and any parameter ray RM(θ) landing at cˆ, the conjugacy H(c, ·) = hc : J(fc0) → J(fc)
converges uniformly to a semiconjugacy hcˆ : J(fc0) → J(fcˆ) from fc0 to fcˆ as c → cˆ along
RM(θ).
The proofs of these theorems are given Section 8. In Theorem 1.6 below, we will specify
where the semiconjugacy hcˆ : J(fc0)→ J(fcˆ) fails to be injective. Indeed, the semiconjugacy
is injective except on a countable subset.
By Theorems 1.2 and 1.3, we have a semiconjugacy hcˆ ◦ h−1c : J(fc) → J(fcˆ) with |hcˆ ◦
h−1c (z)− z| = O(
√|c− cˆ|) as c→ cˆ along RM(θ). Thus we obtain:
Corollary 1.4 (Hausdorff Convergence). The Hausdorff distance between J(fc) and J(fcˆ) is
O(
√|c− cˆ|) as c→ cˆ along RM(θ).
This result is compatible with a result by Rivera-Letelier [RL]. See Remark 1.7.
Symbolic dynamics. Let
Σ3 :=
{
s = {s0, s1, s2, . . .} : sn = ∗, 0 or 1 for all n ≥ 0
}
be the space consisting of sequences of ∗’s, 0’s and 1’s with the product topology, and σ be
the left shift in Σ3, σ(s) = s
′ = (s′0, s′1, s′2, · · · ) with s′i = si+1. Let
Σ2 :=
{
s = {s0, s1, s2, . . .} : sn = 0 or 1 for all n ≥ 0
}
⊂ Σ3
be a closed subspace of Σ3. A point e ∈ Σ2 is said to be aperiodic if σn(e) 6= e for any n ≥ 0.
Two points a and s in Σ2 are said to be equivalent with respect to aperiodic e ∈ Σ2, denoted
by a ∼e s, if there is k ≥ 0 such that an = sn for all n 6= k and σk+1(a) = σk+1(s) = e. It
is plain to verify that the relation ∼e is indeed an equivalence relation, and is the smallest
equivalence relation that identifies 0e with 1e.
Note that for c /∈ M the dynamics of fc on the Julia set is conjugate to that of σ on Σ2.
We will use an aperiodic e to represent the (itinerary of the) non-recurrent critical orbit of
the semi-hyperbolic fcˆ. Then a and s in Σ2 are equivalent with respect to this e if and only if
the points in J(fc) corresponding to a and s will degenerate to a point that eventually lands
on the critical value cˆ in J(fcˆ) as c moves along the parameter ray landing on cˆ.
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Figure 3: Holomorphic motion along the parameter rays of angles 1/6, 5/12, 9/56, 11/56,
and 15/56.
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Let T : T → T, t 7→ 2t (mod 1) be the angle-doubling map. Fix θ ∈ T − {0}, the two
points θ/2 and (θ + 1)/2 divide T into two open semi-circles Tθ0 and Tθ1 with θ ∈ Tθ0. Define
the itinerary of a point t under T with respect to θ as Eθ(t) = {Eθ(t)n}n≥0 with
Eθ(t)n =

0 for T n(t) ∈ Tθ0
1 for T n(t) ∈ Tθ1
∗ for T n(t) ∈ { θ2 , θ+12 } .
The itinerary of θ itself, Eθ(θ), is called the kneading sequence of θ.
Another consequence of Theorem 1.2 is as follows.
Theorem 1.5 (Symbolic Dynamics at Semi-hyperbolic Parameter). Let cˆ be a semi-hyperbolic
parameter with an external angle θ and e = Eθ(θ) be the kneading sequence of θ. Then
(J(fcˆ), fcˆ) is topologically conjugate to (Σ2/∼e, σ˜), where σ˜ is induced by the shift transfor-
mation σ of Σ3.
Theorem 1.5 also implies that the semiconjugacy in Theorem 1.3 is one-to-one except at
countable points where it is two-to-one.
Theorem 1.6 (Almost Injectivity). Let hcˆ : J(fc0) → J(fcˆ) be the semiconjugacy given in
Theorem 1.3. For any w ∈ J(fcˆ), the preimage h−1cˆ ({w}) has at most two points, and it
consists of two distinct points if and only if fncˆ (w) = 0 for some n ≥ 0.
We prove these two theorems above in Section 17. More precise properties of the semi-
conjugacy can be found in Corollary 16.2.
Structure of the paper. The structure of this paper is a little complicated, but we belive
this presentation requires less memory of the readers. In Section 2 we briefly summarize the
notation and properties of the dynamics of fc(z) = z
2 + c with semi-hyperbolic parameters.
Section 3 is devoted for “the derivative formula”, which is a key tool for our estimate. In
Section 4 we introduce the notion of “Z-cycle” to describe the behavior of the orbits. We
also present Lemmas A, B, and C about Z-cycles, whose proofs are given later. In Section
5 we prove the Main Theorem by assuming these lemmas. In Section 6 we introduce the
notion of “S-cycle” and “the S-cycle decompositions” of Z-cycles. We also present Lemmas
A’, B’, and C’, whose proofs are given later as well. Section 7 is devoted for Proposition S
about stability of landing dynamic rays, and some lemmas that come from the assumption
that the parameter c moves along the parameter ray. In Section 8 we prove Theorems 1.2
and 1.3. Then by assuming Lemmas A’, B’, and C’, we prove Lemmas A and B in Sections
9 and 10 respectively. Section 11 is devoted for some lemmas on hyperbolic metrics, and by
using them, we prove Lemmas B’, A’, C’, and C in Sections 12, 13, 14, and 15 respectively.
In Section 16 we work with symbolic dynamics, and finally in Section 17 we give proofs of
Theorems 1.5 and 1.6.
Remark 1.7.
• The estimate in the Main Theorem is optimal. For example, if cˆ = −2 (that is the
Misiurewicz parameter with f2cˆ (0) = f
3
cˆ (0) = 2), then for c = −2 −  with  > 0 the
repelling fixed point on the positive real axis is given by (1 +
√
9 + 4)/2 = 2 + /3 +
o(). Hence its preimages near the critical point are z = ±√2/3(1 + o()), whose
derivatives are dz/d = ±(1/√6)(1 + o()). This implies that |dz/dc| is compatible
with 1/
√|c− cˆ|. See Figure 2.
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• The results and the proofs in this paper are easily generalized to the unicritical family{
z 7→ zd + c : c ∈ C}, simply by replacing the square root (“√|c− cˆ| ”) by the dth
root (“ |c− cˆ|1/d ”) in the Main Theorem.
• In [CK] the authors give a simple proof of the Main Theorem for cˆ = −2.
• In [D1], Douady showed that the Julia set J(fc) continuously depends on c at any semi-
hyperbolic parameter cˆ in the sense of Hausdorff topology. Moreover, in [RL], Rivera-
Letelier showed that the Hausdorff distance between J(fc) and J(fcˆ) is O(|c− cˆ|1/2) for
c close enough to cˆ, and that the Hausdorff dimension of the Julia set J(fc) converges
to that of cˆ if c tends to cˆ along the parameter ray. Our results, in addition, give the
convergence of the dynamics.
• It is known that any parameter ray of odd denominator has a landing point cˆ on ∂M
such that fcˆ has a parabolic periodic point. However, when c moves along such a
parameter ray, J(fc) does not converge in the Hausdorff topology. The discontinuity
comes from the “parabolic implosion”, which is also described in Douady’s article [D1].
• Suppose cˆ ∈ ∂M and cˆ ∈ J(fcˆ), and suppose cˆ has an external angle θ. There have
been several results concerning the quotient dynamics for fcˆ by kneading sequences. If
the kneading sequence Eθ(θ) is aperiodic, then the same statement as Theorem 1.5 that
(J(fcˆ), fcˆ) is topologically conjugate to (Σ2/∼Eθ(θ), σ˜) has been known by Bandt and
Keller [BK]. Let ≈θ be the smallest equivalence relation that if t, t′ are points in T such
that for every n either Eθ(t)n = Eθ(t′)n or Eθ(t)n = ∗ or Eθ(t′)n = ∗, then t is equivalent
to t′. They also showed that (J(fcˆ), fcˆ) is topologically conjugate to (T/≈θ, T˜ ) as well,
where T˜ is induced by the angle-doubling map T on T/≈θ. Besides, for fcˆ with locally
connected Julia set and no irrational indifferent cycles, Kiwi [K2] defined ≡cˆ to be the
smallest equivalence relation in T which identifies t and t′ whenever the landing points
of the dynamic rays Rcˆ(t) and Rcˆ(t′) coincide. (See Section 7 for the definition of the
dynamic rays.) Then he showed that (J(fcˆ), fcˆ) is topologically conjugate to (T/≡cˆ, T̂ ),
where T̂ is induced by T on T/≡cˆ. (For cˆ a Misiurewicz parameter, Kiwi’s result has
been obtained earlier in [AK]. However, in [K2] more general cases were considered
including non-locally connected Julia sets.)
2 Misiurewicz and semi-hyperbolic parameters
In this section we briefly summarize the notation and properties of the dynamics of fc(z) =
z2 + c with semi-hyperbolic parameters.
Notation.
• Let N denote the set of positive integers. We denote the set of non-negative integers by
N0 := {0} ∪ N.
• Let D(a, r) denote the disk in C centered at a and of radius r > 0. When a = 0 we
denote it by D(r).
• Let N(A, r) denote the open r-neighborhood of the set A ⊂ C for r > 0. That is,
N(A, r) :=
⋃
a∈AD(a, r).
• For non-negative variables X and Y , by X  Y we mean there exists an implicit
constant C > 1 independent of X and Y such that X/C ≤ Y ≤ CX.
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• When we say “for any X  1” it means that “for any sufficiently small X > 0”.
• Let c be a parameter for the quadratic family {fc(z) = z2 + c : c ∈ C}. By c ≈ cˆ we
mean there exists an implicit constant δ > 0 independent of c 6= cˆ such that |c− cˆ| < δ.
When we say “the constant C independent of c ≈ cˆ” it means that C does not depend
on c 6= cˆ but it may depend on cˆ.
Misiurewicz and semi-hyperbolic parameters. Let cˆ ∈ ∂M be a Misiurewicz point
with f lcˆ(0) = f
l+p
cˆ (0) where we choose the minimal l and p in N. Then it is known that f
l
cˆ(0)
is actually a repelling periodic point.
More generally, suppose that cˆ ∈ ∂M is semi-hyperbolic, and set bˆn := fncˆ (0) for each
n ≥ 0. Let Ω(cˆ) denote the set of accumulation points of the set {bˆn}n≥0, i.e., the ω-limit set
of 0. Moreover, by a result of Carleson, Jones, and Yoccoz [CJY], Ω(cˆ) is a hyperbolic set in
the sense of [Shi]: i.e., Ω(cˆ) is compact; fcˆ(Ω(cˆ)) ⊂ Ω(cˆ) (indeed, we have fcˆ(Ω(cˆ)) = Ω(cˆ));
and there exist constants α, β > 0 such that |Dfncˆ (z)| ≥ α(1 + β)n for any z ∈ Ω(cˆ) and
n ≥ 0. For example, if cˆ is Misiurewicz, the set Ω(cˆ) is the repelling cycle on which the orbit
of 0 lands.
For cˆ ∈ ∂M a semi-hyperbolic parameter, it is proved in [CJY] that there are constants
 > 0, C > 0, and 0 < η < 1 such that for all z ∈ J(fcˆ), n ≥ 0, and any connected component
Bn(z, ) of f
−n
cˆ (D(z, )), we have
diamBn(z, ) < C η
n. (1)
In what follows we fix a p ∈ N such that |Dfpcˆ (z)| ≥ 3 for any z ∈ Ω(cˆ). 1 We first check:
Proposition 2.1 (Critical Orbit Lands). The critical orbit bˆn = f
n
cˆ (0) (n ∈ N0) eventually
lands on Ω(cˆ). That is, there exists a minimal integer l such that bˆl = f
l
cˆ(0) ∈ Ω(cˆ).
Proof. Suppose that bˆn /∈ Ω(cˆ) for every n ∈ N. Since |Dfpcˆ (x)| ≥ 3 for any x ∈ Ω(cˆ) we
apply the Koebe distortion theorem (see [Du]) to find a δ > 0 such that if bˆn ∈ N(Ω(cˆ), δ)−
Ω(cˆ), we have
dist(bˆn+p,Ω(cˆ)) ≥ 2 dist(bˆn,Ω(cˆ)).
(We also used compactness and invariance of Ω(cˆ). See also Remark 2.3.) Hence there exists
an accumulation point of the critical orbit in C− N(Ω(cˆ), δ). However, it contradicts to the
definition of Ω(cˆ). 
Another remarkable fact is that the hyperbolic set Ω(cˆ) moves holomorphically and pre-
serves the dynamics (See [Shi, §1]):
Proposition 2.2 (Holomorphic Motion of Ω(cˆ)). There exist a neighborhood ∆ of cˆ in the
parameter plane C and a map χ : ∆× Ω(cˆ)→ C with the following properties:
(1) χ(cˆ, z) = z for any z ∈ Ω(cˆ);
(2) For any c ∈ ∆, the map z 7→ χ(c, z) is injective on Ω(cˆ) and it extends to a quasiconformal
map on C.
(3) For any z0 ∈ Ω(cˆ), the map c 7→ χ(c, z0) is holomorphic on ∆.
(4) For any c ∈ ∆, the map χc(z) := χ(c, z) satisfies fc ◦ χc = χc ◦ fcˆ on Ω(cˆ).
1Of course “3” does not have particular meaning. Any constant bigger than one will do.
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Definition of Vj’s. Now we give a fundamental setting for the proofs of our results that
will be assumed in what follows.
• Set Ω(c) := χc(Ω(cˆ)) for each c ∈ ∆ given in Proposition 2.2. Then Ω(c) is a hyperbolic
subset of the Julia set J(fc). Since J(fc) is a Cantor set when c /∈M, Ω(c) is a totally
disconnected set for any c ∈ ∆.
• Set Ul := N(Ω(cˆ), Rl) for a sufficiently small Rl > 0, such that
– there is a constant µ ≥ 2.5 such that for any c ≈ cˆ and z ∈ Ul we have
|Dfpc (z)| ≥ µ; and
– for any c ≈ cˆ, Ul b fpc (Ul).
Such an Rl exists because |Dfpcˆ (z)| ≥ 3 on Ω(cˆ) and the function (c, z) 7→ |Dfpc (z)| is
continuous.
• We set bj(c) := χc(bˆj) ∈ Ω(c) for each j ≥ l and c ∈ ∆. By taking a smaller ∆ if neces-
sary, we can also find an analytic family of pre-landing points b0(c), b1(c), · · · , bl−1(c)
over ∆ such that bj+1(c) = fc(bj(c)) and bˆj = bj(cˆ) for each j = 0, 1, · · · , l − 1. (For
j = 0, b0(c) is defined as a branch of f
−1
c (b1(c)).)
• Choose disjoint topological disks Vj for j = 0, 1, · · · , l − 1 such that
– V0 := D(0, ν) for some ν  1. We will add more conditions for ν later.
– For each j = 1, · · · , l−1, the topological disk Vj contains bˆj and satisfies diamVj 
ν2. More precisely, there exists a constant C0 > 1 independent of j such that
ν2/C0 ≤ diamVj ≤ C0ν2.
– For any c ≈ cˆ and each j = 0, 1, · · · , l − 2, we have fc(Vj) b Vj+1.
We also take a constant C ′0 > 1 such that for any c ≈ cˆ,
– the set Vl := N(Ω(cˆ), C
′
0ν
2) contains the topological disk fc(Vl−1); and
– at least for each j = 0, 1, · · · , p− 1, f jc (Vl) b Ul.
We assume that ν is sufficiently small such that Vj ∩ Vl = ∅ for each j = 0, 1, · · · , l− 1.
Let V denote the union V1 ∪ V2 ∪ · · · ∪ Vl−1 ∪ Vl. See Figure 4.
• Let ξ be the distance from 0 to the closure of the set
{bˆ1, bˆ2, · · · , bˆl−1} ∪ Ul.
Since 0 is not recurrent (i.e., 0 /∈ Ω(cˆ)), we have ξ > 0 if we take Rl small enough. We
may assume in addition that 0 < ξ ≤ 1 if we reset ξ := 1 when ξ > 1. If necessary, we
replace ν so that Rl and C0ν
2 are smaller than ξ/2. Then we have |Dfc(z)| = 2|z| ≥ ξ
for any z ∈ V ∪ Ul and c ≈ cˆ.
Remark 2.3. The backward dynamics of fp near Ω(cˆ) is uniformly shrinking with respect
to the Euclidean metric. For example, one can find an R > 0 depending only on cˆ such
that for any x ∈ Ω(cˆ) there exists a univalent branch g of f−pcˆ on D(fpcˆ (x), R) satisfying
g(fpcˆ (x)) = x and g(D(f
p
cˆ (x), R)) ⊂ D(x,R/2). Indeed, we first take an R0 > 0 such that
fpcˆ is univalent for any D(x,R0) with x ∈ Ω(cˆ). By the Koebe 1/4 theorem, fpcˆ (D(x,R0))
9
Figure 4: V0, V1, · · · , Vl and Ul.
contains D(fpcˆ (x), R0|Dfpcˆ (x)|/4). Since |Dfpcˆ (x)| ≥ 3 on Ω(cˆ), there is a univalent branch g
of f−pcˆ on D(f
p
cˆ (x), 3R0/4) with g(f
p
cˆ (x)) = x and |Dg(fpcˆ (x))| ≤ 1/3. The Koebe distortion
theorem implies that g maps the disk D(fpcˆ (x), R) into D(x,R/2) by taking a sufficiently
small R < 3R0/4.
We assume that the Rl in the definition of Ul is relatively smaller than this R, and we
will implicitly apply this type of argument to the backward dynamics of fc near Ul for c ≈ cˆ.
3 The derivative formula
Recall that the map H : X × J(fc0) → C in Section 1 gives a holomorphic motion of the
Julia set J(fc0) over the simply connected domain X = C − M ∪ R+ with the base point
c0 ∈ X. For a given point z0 ∈ J(fc0), we want to have some estimates for the derivative of
the holomorphic function z(c) = H(c, z0) at c ∈ X.
In fact, such a holomorphic motion always exists for any simply connected domain Y in
C−M with any base point c0 ∈ Y. For a given c ∈ C−M, the derivative of such a motion at c
is independent of the choice of the domain Y containing c and the basepoint c0. For example,
it is convenient to consider the motion over the simply connected domain Y := C−M ∪ R−
(where R− is the set of negative real numbers) and assume that X and Y share the base point
c0 ∈ Y ∩ X = C−M ∪ R.
Now we prove:
Proposition 3.1. For any c /∈M and z = z(c) ∈ J(fc), we have∣∣∣∣ ddcz(c)
∣∣∣∣ ≤ 1 +
√
1 + 6 |c|
dist (c, ∂M)
.
In particular, |dz/dc| = O(1/√|c|) as c→∞.
10
Proof. Let δc := dist (c, ∂M) and dc := (1 +
√
1 + 4 |c| )/2 for c ∈ C. Let s(z) :=
supn≥0 |fnc (z)| for z ∈ J(fc). Since fn+1c (z) = (fnc (z))2 + c, we have s(z) ≥ s(z)2 − |c|
and this implies s(z) ≤ dc. Hence the Julia set J(fc) is contained in D(dc) for any c ∈ C.
Now assume that c /∈ M. Then the disk D(c, δc) is contained in either X = C −M ∪ R+
or Y = C −M ∪ R−, and the motion of J(fc0) restricted to this disk is well-defined. Let us
consider a parameter ζ ∈ D(c, δc) such that |ζ− c| = δc/2. Since δc ≤ |c|, we have |ζ| ≤ 3|c|/2
and thus the Julia set J(fζ) is contained in D(d3|c|/2). By applying the Cauchy integral
formula, we obtain∣∣∣∣ ddcz(c)
∣∣∣∣ =
∣∣∣∣∣ 12pii
∫
|ζ−c|=δc/2
z(ζ)
(ζ − c)2 dζ
∣∣∣∣∣ ≤ 2 d3|c|/2δc = 1 +
√
1 + 6 |c|
dist (c, ∂M)
.
Since M is contained in D(2), we have |c| − 2 ≤ δc ≤ |c|. This implies |dz/dc| = O(1/
√|c|)
as c→∞

The derivative formula. Our main theorem is based on the following formula (see also
[CKLY]):
Proposition 3.2 (The Derivative Formula). For any c /∈M and z = z(c) ∈ J(fc), we have
d
dc
z(c) = −
∞∑
n=1
1
Dfnc (z(c))
.
Proof. Set f := fc and zn = zn(c) := f
n(z(c)). Then the relation zn+1 = zn
2 + c implies
dzn+1
dc
= 2zn · dzn
dc
+ 1 ⇐⇒ dzn
dc
= − 1
Df(zn)
+
1
Df(zn)
dzn+1
dc
.
Hence we have
d
dc
z(c) =
dz0
dc
= − 1
Df(z0)
+
1
Df(z0)
dz1
dc
= − 1
Df(z0)
+
1
Df(z0)
(
− 1
Df(z1)
+
1
Df(z1)
dz2
dc
)
= − 1
Df(z0)
− 1
Df2(z0)
+
1
Df2(z0)
dz2
dc
= −
N∑
n=1
1
Dfn(z(c))
+
1
DfN (z0)
dzN
dc
.
By letting N →∞ we formally have the desired formula. The series actually converges since
|dzN/dc| is uniformly bounded by a constant depending only on c (by Proposition 3.1) and
|DfN (z0)| grows exponentially by hyperbolicity of f = fc. 
Remark 3.3.
• The estimate in Proposition 3.1 is valid for any c ∈ C− ∂M. Moreover, the derivative
formula is also valid for any hyperbolic parameter in M.
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• Proposition 3.1 implies an estimate∣∣∣∣dzdc (c)
∣∣∣∣ = O(|c− cˆ|−1−β)
if c approaches cˆ ∈ ∂M in such a way that
dist(c, ∂M) ≥ C|c− cˆ|1+β
for some constant C > 0. The smallest possible value that β can take is zero, for
example, when c → cˆ = −2 along the negative real axis. Typically β is positive, for
example, β = 1/2 in the main theorem of [RL].
In general, when c approaches semi-hyperbolic cˆ ∈ ∂M along a parameter ray landing
at cˆ, it satisfies dist(c, ∂M) ≥ C|c − cˆ| for some C > 0, and thus β = 0. (This is a
combination of two facts: the John property of the complement of the Julia set J(fcˆ)
by [CJY] and the asymptotic similarity between J(fcˆ) and M at cˆ by [RL].) This
observation implies that our main theorem is stronger and it does not come from the
geometry of the Mandelbrot set. We need the dynamics (the derivative formula) to
prove it.
4 Z-cycles
For c ≈ cˆ, choose any z = z0 ∈ J(fc). The orbit zn := fnc (z0) (n ∈ N0) may land on V0 (or
more precisely, on V0 ∩ J(fc)), and go out, then it may come back again. To describe the
behavior of such an orbit, we introduce the notion of “Z-cycle” for the orbit of z, where “Z”
indicates that the orbit comes close to “zero”.
We set f := fc for brevity.
Definition (Z-cycle). A finite Z-cycle of the orbit zn = f
n(z0) (n ∈ N0) is a finite subset
of N0 of the form
Z =
{
n ∈ N0 : N ≤ n < N ′
}
= [N,N ′) ∩ N0,
such that zN , zN ′ ∈ V0 but zn /∈ V0 if N < n < N ′. An infinite Z-cycle is an infinite subset
of N0 of the form
Z = {n ∈ N0 : N ≤ n <∞} = [N,∞) ∩ N0,
such that zN ∈ V0 but zn /∈ V0 for all n > N . By a Z-cycle we mean a finite or infinite
Z-cycle. In both cases, we denote them Z = [N,N ′) or Z = [N,∞) for brevity.
Decomposition of the orbit by Z-cycles. For a given orbit zn = f
n(z0) (n ∈ N0) of
z0 ∈ J(fc), the set N0 of indices is uniquely decomposed by using finite or infinite Z-cycles in
one of the following three types:
• The first type is of the form
N0 = [0, N1) unionsq Z1 unionsq Z2 unionsq · · · , (2)
where zn /∈ V0 for n ∈ [0, N1) and Zk := [Nk, Nk+1) is a finite Z-cycle for each k ≥ 1.
• The second type is of the form
N0 = [0, N1) unionsq Z1 unionsq Z2 unionsq · · · unionsq Zk0 , (3)
where k0 ≥ 1 such that zn /∈ V0 for n ∈ [0, N1); Zk := [Nk, Nk+1) is a finite Z-cycle for
each 1 ≤ k ≤ k0 − 1; and Zk0 = [Nk0 ,∞) is an infinite Z-cycle.
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• The third type is just N0 = [0, N1) with N1 =∞, where zn /∈ V0 for all n ∈ N.
In the first and second types it is possible that N1 = 0 and [0, N1) is empty. For the second
and third types, we set Zk := ∅ for any k ≥ 1 for which Zk is not defined yet. Hence we
always assume that N0 formally has an infinite decomposition of the form (2) associated with
the orbit of z0 ∈ J(fc).
The three lemmas. In what follows we assume the following “parameter ray condition”
without (or with) mentioning:
“Parameter ray condition”. The parameter c is always in the parameter ray
RM(θ) that lands on cˆ.
Now we present three principal lemmas about Z-cycle. (The proofs will be given later.)
Lemma A. There exists a constant KA > 0 such that for any c ≈ cˆ, any z = z0 ∈ J(fc),
and for any Z-cycle Z = [N,N ′) of the orbit zn = fnc (z) (n ∈ N0), we have
N ′−N∑
i=1
1
|Df ic(zN )|
≤ KA√|c− cˆ| , (4)
where we set N ′ −N :=∞ if N ′ =∞.
Lemma B. There exists a constant KB > 0 such that for any c ≈ cˆ and any N ≤ ∞, if
z = z0 ∈ J(fc) satisfies zn /∈ V0 for any n ∈ [0, N), then we have
N∑
i=1
1
|Df ic(z0)|
≤ KB. (5)
In fact, KB depends only on the choices of cˆ and ν. Hence we have:
Corollary 4.1. For any c ≈ cˆ and any z = z0 ∈ J(fc), if the orbit of z never lands on
V0 = D(ν), then the derivative satisfies∣∣∣∣dzdc
∣∣∣∣ ≤ ∞∑
n=1
1
|Dfnc (z0)|
≤ KB. (6)
Lemma C (Z-cycles Expand Uniformly). There exists a constant Λ > 1 such that for any
c ≈ cˆ, any z = z0 ∈ J(fc), and for any finite Z-cycle Z = [N,N ′) of the orbit zn = fnc (z) (n ∈
N0), we have
|DfN ′−Nc (zN )| ≥ Λ. (7)
This Λ also depends only on the choice of ν. Indeed, Λ is bounded by a constant com-
patible with ν−1.
13
5 Proof of the main theorem assuming Lemmas A, B, and C
We will use the derivative formula (Proposition 3.2) and Lemmas A, B, and C to show the
inequality.
For a given c ≈ cˆ and z = z0 ∈ J(fc), we consider the decomposition N0 = [0, N1) unionsq Z1 unionsq
Z2 unionsq · · · as in (2). Set f := fc. Then we have∣∣∣∣dzdc
∣∣∣∣ ≤ ∞∑
n=1
1
|Dfn(z0)| =
N1∑
n=1
1
|Dfn(z0)| +
∑
k≥1
∑
n∈Zk
1
|Dfn+1(z0)|
=
N1∑
n=1
1
|Dfn(z0)| +
∑
k≥1,Zk 6=∅
Nk+1−Nk∑
i=1
1
|DfNk(z0)| |Df i(zNk)|
.
By Lemma B, we obviously have 1/|DfN1(z0)| ≤ KB. By Lemma C, we have
|DfNk(z0)| = |DfNk−Nk−1(zNk−1)| · · · |DfN2−N1(zN1)| |DfN1(z0)| ≥ Λk−1/KB
as long as Zk 6= ∅. Hence by Lemma A, we have
∞∑
n=1
1
|Dfn(z0)| ≤ KB +
∑
k≥1
KB
Λk−1
· KA√|c− cˆ| = KB + KBΛΛ− 1 · KA√|c− cˆ| .
We may assume that |c− cˆ| ≤ 1 such that KB ≤ KB/
√|c− cˆ|. Hence by setting K :=
KB +
KBKAΛ
Λ− 1 , we have
∣∣∣∣dzdc
∣∣∣∣ ≤ K√|c− cˆ| for any c ≈ cˆ.

6 S-cycles
To show Lemmas A, B, and C, we introduce the notion of “S-cycle”.
For c ≈ cˆ, set f := fc and choose any z = z0 ∈ J(fc). The orbit zn := fn(z0) (n ∈ N0)
may land on V. Unless it lands exactly on the hyperbolic set Ω(c), it will follow some orbit
of Ω(c) for a while, and be repelled out of Ul eventually. Then it may come back to V, or
land on V0. We define such a process as an “S-cycle”, where “S” indicates that orbit stays
near the “singularity” of the hyperbolic metric γ to be defined in Section 11, or the cycle is
relatively “short” compared to Z-cycle.
Definition (S-cycle). A finite S-cycle S = [M,M ′) of the orbit zn = fn(z0) (n ∈ N0) is a
finite subset of N0 with the following properties:
(S1) zM ∈ Vj ⊂ V for some j = 1, 2, . . . , l. If M > 0 then zM−1 /∈ V.
(S2) There exists a minimal m ≥ 1 such that for n = M + (l − j) + mp, zn−p ∈ Ul but
zn /∈ Ul.
(S3) M ′ = M + (l − j) + mp + L for some L ∈ [1,∞) such that zn /∈ V0 ∪ V for n =
M + (l − j) +mp+ i (0 ≤ i < L) and zM ′ ∈ V0 ∪ V.
Note that in (S1), zM−1 may be contained in V0. Note also that in (S2), some of zn−p+1, · · · , zn−1
may not be contained in Ul.
An infinite S-cycle S = [M,∞) of the orbit zn = fn(z0) (n ∈ N0) is an infinite subset of
N0 satisfying either
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• Type (I): (S1), (S2), and
(S3)’ zn /∈ V0 ∪ V for all n ≥M + (l − j) +mp;
or
• Type (II): (S1) and
(S2)’ either zM = bj(c) for j < l or zM ∈ Ω(c) for j = l. Equivalently, zn ∈ Ul for every
n = M + (l − j) + kp with k ∈ N.
Decomposition of Z-cycles by S-cycles. Every Z-cycle Z = [N,N ′) (N ≤ ∞) of the
orbit zn = f
n(z0) (n ∈ N0) has a unique decomposition by finite or infinite S-cycles.
For a finite Z-cycle Z = [N,N ′), there exists a finite decomposition
Z = {N} unionsq S1 unionsq S2 unionsq · · · unionsq Sk0 ,
where Sk := [Mk,Mk+1) is a finite S-cycle for each k = 1, · · · , k0 satisfying N + 1 = M1 and
N ′ = Mk0+1.
For an infinite Z-cycle Z = [N,∞), there exists either a finite decomposition
Z = {N} unionsq S1 unionsq S2 unionsq · · · unionsq Sk0 ,
where Sk := [Mk,Mk+1) is finite for k = 1, · · · , k0 − 1 but infinite for k = k0; or an infinite
decomposition
Z = {N} unionsq S1 unionsq S2 unionsq · · ·
where Sk := [Mk,Mk+1) is finite for any k ≥ 1.
When we have a finite decomposition Z = {N} unionsq S1 unionsq S2 unionsq · · · unionsq Sk0 , we set Sk := ∅ for
k > k0 and we assume that any Z-cycle formally has an infinite decomposition of the form
Z = {N} unionsq S1 unionsq S2 unionsq · · · . We call this the S-cycle decomposition of Z.
The three lemmas for S-cycles. Now we present three lemmas for S-cycles, that are
parallel to Lemmas A, B, and C for Z-cycles:
Lemma A’. There exists a constant κA > 0 such that for any c ≈ cˆ, any z = z0 ∈ J(fc),
and for any S-cycle S = [M,M ′) of the orbit zn = fnc (z) (n ∈ N0), we have
M ′−M∑
i=1
1
|Df ic(zM )|
≤ κA, (8)
where we set M ′ −M :=∞ if M ′ =∞.
Lemma B’. There exists a constant κB > 0 such that for any c ≈ cˆ and any M ≤ ∞, if
z = z0 ∈ J(fc) satisfies zn /∈ V0 ∪ V for n ∈ [0,M), then
M∑
i=1
1
|Df ic(z0)|
≤ κB. (9)
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Lemma C’ (S-cycles Expand Uniformly). By choosing a sufficiently small ν, there exists
a constant λ > 1 such that for any c ≈ cˆ, any z = z0 ∈ J(fc), and for any finite S-cycle
S = [M,M ′) of the orbit zn = fnc (z) (n ∈ N0), we have
|DfM ′−Mc (zM )| ≥ λ. (10)
The proofs of these lemmas will be given later.
7 Some lemmas concerning the parameter ray condition
This section is devoted for some lemmas related to the condition that c is always on the
parameter ray RM(θ) landing at cˆ (the “parameter ray condition”).
Dynamic rays for Cantor Julia sets. (See [CG, VIII, 3], [M, Appendix A].) For any
parameter c ∈ C, the Bo¨ttcher coordinate at infinity is a unique conformal map Φc defined
near ∞ such that Φc(fc(z)) = Φc(z)2 and Φc(z)/z → 1 as z → ∞. Let K(fc) be the set of
z whose orbit is never captured in the domain of Φc. Then the boundary of K(fc) coincides
with the Julia set J(fc).
When c ∈ M, the set K(fc) is connected and the Bo¨ttcher coordinate extends to a
conformal isomorphism Φc : C−K(fc) → C− D. The dynamic ray of angle t ∈ T = R/Z is
the analytic curve
Rc(t) :=
{
Φ−1c (re
2piit) : r > 1
}
.
We say that Rc(t) lands at z ∈ K(fc) if Φ−1c (re2piit) tends to z as r ↘ 1.
When c /∈ M, the set K(fc) coincides with J(fc) which is a Cantor set. There exists a
minimal rc > 1 such that the inverse Φ
−1
c extends to a conformal embedding of C−D(rc) into
C whose image contains the critical value c = fc(0). (The Douady-Hubbard uniformization
ΦM : C −M → C − D is given by setting ΦM(c) := Φc(c).) The dynamic ray of angle t ∈ T
is partially defined in Φ−1c (C − D(rc)), and it extends to an analytic curve Rc(t) landing at
a point in K(fc) unless 2
nt = tc for some n ≥ 1, where tc := (2pi)−1 arg Φc(c).
Our setting and notation. Let us go back to our setting with semi-hyperbolic cˆ ∈ ∂M
where RM(θ) lands. We will use the following facts and notations:
• There is no interior point in K(fcˆ) and thus K(fcˆ) = J(fcˆ). Moreover, J(fcˆ) is con-
nected and locally connected ([CJY]). By Carathe´odory’s theorem, Φ−1cˆ extends con-
tinuously to C− D and the dynamic ray Rcˆ(t) of any angle t lands.
• The angle θ is not recurrent under the angle doubling t 7→ 2t ([D2, Thm.2]). Set
Θ :=
{
2n+l−1θ ∈ T : n ≥ 0
}
and let Θ̂ denote its closure in T, where l is the minimal l with f l−1cˆ (cˆ) ∈ Ω(cˆ). For
t ∈ Θ̂ the dynamic ray Rcˆ(t) lands on a point in the hyperbolic set Ω(cˆ). (See Step 1 of
Proposition S below.) In particular, Rcˆ(2n+l−1θ) lands on bˆn+l ∈ Ω(cˆ) for each n ≥ 0.
• Let us fix an r0 > 1 and consider the compact set
E0 :=
{
re2piit : t ∈ Θ̂, r ∈ [r1/2p0 , r0]
}
⊂ C− D.
By choosing r0 close enough to 1, the set E(cˆ) := Φ
−1
cˆ (E0) is contained in Ul.
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• The parameter ray condition c ∈ RM(θ) is equivalent to c ∈ Rc(θ), or to 2pitc =
arg Φc(c) = 2piθ. Non-recurrence of θ assures that the dynamic rays Rc(t) with t ∈ Θ̂
are always defined and land on the Julia set.
• Since the Bo¨ttcher coordinate Φc(z) is holomorphic in both c and z as long as it is
defined, E(c) := Φ−1c (E0) is well-defined for each c ≈ cˆ and also contained in Ul. More
precisely, we choose the disk ∆ in Proposition 2.2 small enough and assume that both
E(c) and Ω(c) moves holomorphically in Ul for any c ∈ ∆.
Let us check the following proposition, that is interesting in its own right:
Proposition S (Stability of Landing Rays). For any c ∈ ∆ (without assuming the param-
eter ray condition) and any t ∈ Θ̂, the dynamic ray Rc(t) lands on a point in the hyperbolic
set Ω(c) and Rc(t) ∩ Ul has uniformly bounded length. In particular, Rc(2n+l−1θ) lands on
bn+l(c) ∈ Ω(c) for each n ≥ 0. Moreover, the set
R̂(c) :=
⋃
t∈Θ̂
Rc(t) ⊂ C
moves continuously in the Hausdorff topology on the Riemann sphere as c→ cˆ.
Proof. The proof breaks into three steps.
Step 1. We first consider the case of c = cˆ. We claim: For any angle t ∈ Θ̂, the dynamic
ray Rcˆ(t) lands on Ω(cˆ) and Rcˆ(t) ∩ Ul has uniformly bounded length.
Let x = x(t) denote the landing point of Rcˆ(t). By the Carathe´odory theorem, x(t)
depends continuously on the angle t. Since x(2l−1θ) = bˆl ∈ Ω(cˆ) and any angle t ∈ Θ̂ is an
accumulation point of the orbit of 2l−1θ by the angle doubling, we obtain x(t) ∈ Ω(cˆ). (Note
that Ω(cˆ) is forward invariant and compact.)
Let us set R := Rcˆ(t) and
R(n) :=
{
z ∈ R : |Φcˆ(z)|2np ∈ [r1/2
p
0 , r0]
}
for n ≥ 0 such that fnpcˆ (R(n)) = fnpcˆ (R) ∩ E(cˆ) and the union
R(0) ∪R(1) ∪R(2) ∪ · · ·
coincides with the bounded arc R−Φ−1cˆ ({w ∈ C : |w| > r0}). Note that the arc fnpcˆ (R(n)) ⊂
E(cˆ) ⊂ Ul has uniformly bounded length. By the Koebe distortion theorem and the condition
|Dfpcˆ (z)| ≥ µ in Ul, we have
length(R(n)) = O(µ−n),
where the implicit constant is independent of the angle t. Hence the dynamic ray R has
uniformly bounded length in Ul.
Step 2. Next we claim: For any c ≈ cˆ and angle t ∈ Θ̂, the dynamic ray Rc(t) lands on
χc(x(t)) ∈ Ω(c) and Rc(t) ∩ Ul has uniformly bounded length.
Set R′ := Rc(t) and
R′(n) :=
{
z ∈ R′ : |Φc(z)|2np ∈ [r1/2
p
0 , r0]
}
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such that fnpc (R′(n)) = fnpc (R′)∩E(c). We also set x′ := χc(x) where x = x(t) is the landing
point of R = Rcˆ(t) in Ω(cˆ). Since Ω(c) and E(c) move holomorphically in Ul with respect
to c ≈ cˆ, we may assume that the disk D := D(fnpcˆ (x), Rl) contains the point fnpc (x′) =
χc(f
np
cˆ (x)) and the arcs f
np
cˆ (R(n)) and fnpc (R′(n)). Since there exists a univalent branch gc
of f−npc defined on D such that it sends fnpc (x′) to x′ and fnpc (R′(n)) to R′(n), and since
|Dfpc (z)| ≥ µ in Ul, we have
dist (x′,R′(n)) = O(µ−n).
It follows that R′ = Rc(t) lands at x′ = χc(x) and R′ ∩ Ul has uniformly bounded length
independent of c ≈ cˆ and t ∈ Θ̂.
Step 3. Finally we show the continuity of the set R̂(c). It is enough to show: For any c ≈ cˆ
there exists a homeomorphism φc : R̂(cˆ)→ R̂(c) such that φc → id uniformly as c→ cˆ in the
spherical metric.
By Step 2, the homeomorphism φc is naturally defined by φc(∞) =∞, φc := χc on Ω(cˆ),
and φc := Φ
−1
c ◦ Φcˆ on each ray Rcˆ(t) with t ∈ Θ̂.
Now suppose that there exists an  > 0 such that for any k ∈ N, we can find a pair of ck
and zk such that |ck − cˆ| ≤ 1/k, zk ∈ R̂(cˆ), and the spherical distance between φck(zk) and
zk exceeds . By taking a subsequence, we may assume that zk has a limit ζ = limk→∞ zk in
R̂(cˆ).
Since the map Φ−1c (w) is continuous in both c and w, the map φc converges to identity
as c→ cˆ locally uniformly near each point of R̂(cˆ)−Ω(cˆ)∪{∞}. The convergence of φc near
∞ is uniform as well in the spherical metric because Φc is tangent to identity near ∞. Hence
the limit ζ above belongs to Ω(cˆ).
Let W (n) denote the bounded subset of R̂(cˆ) given by
W (n) := Ω(cˆ) ∪
⋃
t∈Θ̂
{
Φ−1cˆ (re
2piit) : r ≤ r1/2np0
}
.
For any n, there exists a kn ∈ N such that zk ∈W (n) for any k ≥ kn. Now we define a point
xk in Ω(cˆ) as follow: let xk := zk if zk ∈ Ω(cˆ). Otherwise zk belongs to a dynamic ray Rcˆ(tk)
for some tk ∈ Θ̂, and we let xk = x(tk) be its landing point. Then we obtain
|φck(zk)− zk| ≤ |φck(zk)− φck(xk)|+ |φck(xk)− xk|+ |xk − zk|,
where both |φck(zk)−φck(xk)| and |xk−zk| are O(µ−n) by Steps 1 and 2, and |φck(xk)−xk| =
|χck(xk)−xk| = O(|ck−cˆ|) = O(1/k). (See [BR, Corollary 2].) Hence |φck(zk)−zk| is bounded
by /2 by taking sufficiently large n and k. This is a contradiction. 
The next lemma will be used in the proof of Lemma A:
Lemma T. Let cˆ ∈ ∂M be a semi-hyperbolic parameter. There exists a positive constant
CT = CT(cˆ) such that dist (0, J(fc)) ≥ CT
√|c− cˆ| for any c ≈ cˆ on the parameter ray RM(θ)
that lands at cˆ.
Proof. Since fc(z)− fc(0) = (z − 0)2, it is equivalent to show
dist (c, J(fc)) ≥ C ′T|c− cˆ|
for some constant C ′T = C
2
T > 0 independent of c ≈ cˆ with c ∈ RM(θ).
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Set a(c) := f lc(0) and b(c) := bl(c) for c ≈ cˆ. Since f l−1c is univalent near c, we have
dist (c, J(fc))  dist (a(c), J(fc))
by the Koebe distortion theorem. By a result of Rivera-Letelier [RL, Appendix 2] and
van Strien [vS, Theorem.1.1] (see also Douady and Hubbard [DH2, p.333, Lemma 1] for
Misiurewicz case), there exists a constant B0 6= 0 such that
a(c)− b(c) = B0(c− cˆ) +O((c− cˆ)2)
for c ≈ cˆ. Hence it is enough to show that there exists a constant C ′′T > 0 such that
dist (a(c), J(fc)) ≥ C ′′T|a(c)− b(c)| (11)
for c ≈ cˆ with c ∈ RM(θ).
For each z ∈ E(c) = Φ−1c (E0) defined in the proof of Proposition S, there exists an angle
t ∈ Θ̂ such that arg Φc(z) = 2pit. By Proposition S, the external ray Rc(t) lands on a point
Lc(z) in Ω(c). Now we define a constant Γ(c) for each c ≈ cˆ by
Γ(c) := inf
{
dist (z, J(fc))
|z − Lc(z)| ∈ (0, 1] : z ∈ E(c)
}
and claim that its infimum
Γ := inf {Γ(c) : c ∈ ∆}
is a positive constant if we choose sufficiently small disk ∆ centered at cˆ. Indeed, if there
exists a sequence ck → cˆ in ∆ such that Γ(ck)→ 0, then we have dist (zk, J(fck))→ 0 for some
zk ∈ E(ck). (Note that |z − Lc(z)| is always bounded because E(c) and J(c) are uniformly
bounded for c ∈ ∆.) However, it is impossible because E(c) and J(fc) move continuously at
c = cˆ and E(cˆ) has a definite distance from J(fcˆ). Hence we obtain
dist (z, J(fc)) ≥ Γ |z − Lc(z)|
for each z ∈ E(c) and c ∈ ∆.
Suppose that c ∈ RM(θ)∩∆ and fnpc (a(c)) ∈ E(c) for some n ∈ N0. Since Lc(fnpc (a(c))) =
fnpc (b(c)), we have
dist (fnpc (a(c)), J(fc)) ≥ Γ |fnpc (a(c))− fnpc (b(c))|.
By Proposition S, if we choose sufficiently small r0, then the length of the arc in the dynamic
ray joining any z ∈ E(c) and Lc(z) ∈ Ω(c) is uniformly and arbitrarily small. Thus there
exists a univalent branch of f−npc on the disk D(fnpc (b(c)), 2Rl) that sends both fnpc (a(c)) and
fnpc (b(c)) to a(c) and b(c) respectively. By the Koebe distortion theorem, we have (11). 
Remark 7.1. This proof is based on the argument to show that the basin at infinity of fcˆ is
a John domain. See [CJY, §3] and [CG, p.118].
The next lemma will be used in the proof of Lemma C:
Lemma U. There exists a constant CU > 0 with the following property: for any c ≈ cˆ with
c ∈ RM(θ) and any z0 ∈ V0 ∩ J(fc) such that zn−p ∈ Ul and zn /∈ Ul, we have |Dfnc (z0)| ≥
CU/|z0|.
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Proof. By Lemma T (and its proof), we have |z0| ≥ dist (0, J(fc)) ≥ CT
√|c− cˆ| and
|b0(c)| 
√
|bl(c)− f l−1c (c)| 
√|c− cˆ|. Hence we have |z0| ≥ C1|b0(c)| for some constant
C1 > 0 and it follows that
|z1 − b1(c)| = |z20 − b0(c)2| ≤ C2|z0|2
where C2 := 1 + C
2
1 .
Now zn /∈ Ul means that |zn − bˆn| ≥ dist (zn,Ω(cˆ)) ≥ Rl. Since zn−p ∈ Ul, zn is still close
to Ω(cˆ) and by taking a smaller Rl if necessary, we may assume that there exists an R > Rl
independent of c ≈ cˆ and z0 ∈ V0 ∩J(fc) such that zn ∈ D(bˆn, R). Since we may assume that
|bˆn − bn(c)| = |bˆn − χc(bˆn)| ≤ Rl/2 for any c ≈ cˆ, we have
|zn − bn(c)| ≥ |zn − bˆn| − |bˆn − bn(c)| ≥ Rl/2.
Let G be a univalent branch of f
−(n−1)
c defined on D(bˆn, 2R) (by taking smaller R and Rl if
necessary) that maps bn(c) to b1(c) and zn to z1. By the Koebe distortion theorem, we have
|DG(zn)|  |DG(bn(c))|
and
|z1 − b1(c)| = |G(zn)−G(bn(c))|  |DG(bn(c))| |zn − bn(c)|.
Since |z1 − b1(c)| ≤ C2|z0|2 and |zn − bn(c)| ≥ Rl/2, we have |Dfn−1c (z1)| = |DG(zn)|−1 ≥
C3/|z0|2, where C3 is a constant independent of c ≈ cˆ. Hence we have
|Dfnc (z0)| = |Dfn−1c (z1)| |Dfc(z0)| ≥
C3
|z0|2 · (2|z0|) =
2C3
|z0| .
Set CU := 2C3. 
Geometry of the parameter ray. The following lemma will be used in the proof of
Theorem 1.2:
Lemma V. Let cˆ ∈ ∂M be a semi-hyperbolic parameter and RM(θ) a parameter ray landing
on cˆ. Then the sequence {cn}n≥0 in RM(θ) defined by
cn := Φ
−1
M
(
r
1/2np
0 e
2piiθ
)
satisfies the following properties:
(1) |cn+k − cˆ| = O(µ−k)|cn − cˆ| for any n and k ≥ 0.
(2) Let RM(n) be the subarc of RM(θ) bounded by cn and cn+1. Then
|cn+1 − cn|  length(RM(n)) = O(µ−n).
In particular, RM(θ) has finite length in a neighborhood of cˆ.
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Proof. By a result by Rivera-Letelier [RL], there exists a constant λˆ 6= 0 such that Ψ :=
Φ−1M ◦ Φcˆ : C− J(fcˆ)→ C−M is of the form
Ψ(z) = cˆ+ λˆ(z − cˆ) +O(|z − cˆ|3/2)
when z ∈ C−J(fcˆ) and z ≈ cˆ. In particular, Ψ maps the dynamic ray Rcˆ(θ) to the parameter
ray RM(θ) conformally near the landing point cˆ. Hence it is enough to check that the points
zn := Ψ
−1(cn) = Φ−1cˆ
(
r
1/2np
0 e
2piiθ
)
satisfies
(1’) |zn+k − cˆ| = O(µ−k)|zn − cˆ| for k ≥ 0; and
(2’) the length of the subarc of Rcˆ(θ) bounded by zn and zn+1 is compatible with |zn+1 − zn|
and is O(µ−n)
for sufficiently large n.
For each t ∈ Θ̂ and n ≥ 0, set zn(t) := Φ−1cˆ
(
r
1/2np
0 e
2piit
)
such that the sequence {zn(t)}n≥0
converges along the external ray Rcˆ(t) to the landing point x(t). Note that z0(t) and z1(t)
bound the arc Rcˆ(t) ∩ E(cˆ). Since E(cˆ) and Θ̂ are compact, we have
(a) |z0(t)− x(t)|  1; and
(b) |z0(t)− z1(t)|  length(Rcˆ(t) ∩ E(cˆ)),
where the implicit constants are independent of t ∈ Θ̂.
Now suppose that n is large enough such that np ≥ l− 1 and thus tn := 2npθ ∈ Θ̂. Then
we can find a univalent branch of f−npcˆ defined on a disk centered at x(tn)(= bˆnp+1) with a
definite radius independent of n that maps z0(tn), zk(tn) and x(tn) univalently to zn, zn+k
and cˆ respectively. By the Koebe distortion theorem and (a) we have
|zn+k − cˆ|
|zn − cˆ| 
|zk(tn)− x(tn)|
|z0(tn)− x(tn)|  |zk(tn)− x(tn)|.
We can find a univalent inverse branch Gk of f
kp
cˆ defined on a disk centered at x(tn+k)(=
bˆ(n+k)p+1) with a definite radius independent of n and k that maps z0(tn+k) and x(tn+k)
univalently to zk(tn) and x(tn). Hence by Koebe again we have
|zk(tn)− x(tn)|  |DGk(x(tn+k))| |z0(tn+k)− x(tn+k)| = O(µ−k).
It follows that |zn+k − cˆ| = O(µ−k)|zn − cˆ| and we obtain (1’).
By (b) and the same argument as above, the length of the subarc of Rcˆ(θ) bounded by
zn and zn+1 is uniformly compatible with |zn+1 − zn| for any n ≥ 0. As a corollary of Step 1
of Proposition S, we conclude that the length is O(µ−n). Thus we obtain (2’). 
Remark 7.2. Since there exist at most finitely many dynamic rays of the Julia set J(fcˆ)
landing at cˆ (see Thurston [Th, Theorem II.5.2] or Kiwi [K1, Theorem 1.1]), the asymptotic
similarity between J(fcˆ) and M at cˆ by Rivera-Letelier [RL] implies that M has the same
finite number of parameter rays landing at cˆ. (cf. [CG, VIII, 6]. See also [Mc, Chapter 6].)
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8 Proofs of Theorems 1.2 and 1.3
Proof of Theorem 1.2. We combine the Main Theorem and Lemma V. It is enough to
show the existence of the improper integral
z(c(r0)) + lim
δ→+0
∫ 1+δ
r0
dz(c)
dc
dc(r)
dr
dr = z(c(r0)) +
∑
n≥0
∫
RM(n)
dz(c)
dc
dc,
where r0 > 1 is a constant given in the definition of the set E0 in the previous section, and
RM(n) is the subarc of RM(θ) bounded by cn and cn+1 defined in Lemma V. Note that by
Lemma V, we obtain
lengthRM(n)  |cn+1 − cn| ≤ |cn+1 − cˆ|+ |cn − cˆ| = O(|cn − cˆ|)
and
|cn − cˆ| ≤
∑
m≥n
lengthRM(m) = O(µ−n).
Note also that
|cn − cˆ|  |c− cˆ| (12)
for any c ∈ RM(n), where the implicit constant is independent of n by the Koebe distortion
theorem, applied in the same way as the proof of Lemma V.
By the Main Theorem we obtain∑
n≥0
∫
RM(n)
∣∣∣∣dz(c)dc
∣∣∣∣ |dc| ≤∑
n≥0
∫
RM(n)
K√|c− cˆ| |dc|

∑
n≥0
K√|cn − cˆ| lengthRM(n)
=
∑
n≥0
O
(
1√|cn − cˆ| |cn − cˆ|
)
=
∑
n≥0
O(µ−n/2) <∞.
Hence the improper integral above converges absolutely to some z(cˆ).
To show the one-sided Ho¨lder continuity, it is enough to check |z(cn)−z(cˆ)| = O(
√|cn − cˆ|)
for each cn by (12). The same argument as above yields
|z(cn)− z(cˆ)| ≤
∑
k≥0
∫
RM(n+k)
∣∣∣∣dz(c)dc
∣∣∣∣ |dc| ≤∑
k≥0
O(
√
|cn+k − cˆ|).
By (1) of Lemma V, we have |cn+k−cˆ| = O(µ−k)|cn−cˆ| for each k ≥ 0 and thus |z(cn)−z(cˆ)| =∑
k≥0O(µ
−k/2)
√|cn − cˆ| = O(√|cn − cˆ|).
Since it is clear that z(cˆ) is confined in a bounded region, to show z(cˆ) ∈ J(fcˆ), we only
need to show limc→cˆ(z(c)2 + c) = (limc→cˆ z(c))2 + limc→cˆ c, but this follows from the conti-
nuity of the quadratic map. 
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Proof of Theorem 1.3 For each z0 ∈ J(fc0) and its motion z(c) = hc(z0) = H(c, z0) along
the parameter ray RM(θ), we define hcˆ(z0) by the limit z(cˆ) given in Theorem 1.2. Since hc
is continuous and the convergence of hc to hcˆ as c → cˆ along the parameter ray RM(θ) is
uniform, hcˆ is continuous as well. Hence fcˆ ◦hcˆ = hcˆ ◦ fc0 is obvious and it is enough to show
the surjectivity of hcˆ : J(fc0)→ J(fcˆ). First we take any repelling periodic point x ∈ J(fcˆ).
Since there is a holomorphic family x(c) of repelling periodic points for c sufficiently close
to cˆ such that x = x(cˆ), we have some z0 ∈ J(fc0) with hc(z0) = x(c) for any c ≈ cˆ with
c ∈ RM(θ). In particular, we have hcˆ(z0) = x. Next we take any w ∈ J(fcˆ) and a sequence
of repelling periodic points xn of fcˆ that converges to w as n→∞. (Such a sequence exists
since repelling periodic points are dense in the Julia set.) Let zn ∈ J(fc0) be the repelling
periodic point with hcˆ(zn) = xn. Then any accumulation point y of the sequence zn satisfies
hcˆ(y) = w by continuity. 
9 Proof of Lemma A assuming Lemmas A’ and C’
Without loss of generality we may assume that N = 0, i.e., z = z0 ∈ V0 ∩ J(fc). We set
f := fc. Now consider the S-cycle decomposition Z = {0}unionsq S1 unionsq S2 unionsq · · · of Z = [0, N ′) where
Sk = [Mk,Mk+1) if Sk 6= ∅, and M1 = 1. Then we have
N ′∑
i=1
1
|Df i(z)| =
1
|Df(z)| +
∑
k≥1
∑
n∈Sk
1
|Dfn+1(z)|
=
1
2|z| +
∑
k≥1,Sk 6=∅
Mk+1−Mk∑
i=1
1
|Df i(zMk)| |DfMk(z)|
≤ 1
2|z| +
∑
k≥1,Sk 6=∅
κA
|DfMk(z)|
by Lemma A’. If Sk 6= ∅, then by Lemma C’,
|DfMk(z)| = |DfMk−Mk−1(zMk−1)| · · · |DfM2−M1(zM1)| |Df(z)| ≥ λk−1 · 2|z|,
where M1 = 1. Hence we have |DfMk(z)|−1 ≤ 1/(λk−1 ·2|z|) for any k. Moreover, by Lemma
T, we have dist (0, J(fc)) ≥ CT
√|c− cˆ| for c ≈ cˆ on the parameter ray, and thus
N ′∑
i=1
1
|Df i(z)| ≤
1
2|z| +
∞∑
k=1
κA
λk−1 · (2|z|)
≤ 1
2 · dist (0, J(fc))
{
1 +
∞∑
k=1
κA
λk−1
}
≤ 1
2CT
√|c− cˆ|
{
1 + κA
λ
λ− 1
}
.
Hence by setting KA := (2CT)
−1{1 + κAλ/(λ− 1)}, we have the claim. 
10 Proof of Lemma B assuming Lemmas A’, B’ and C’
Just like the S-cycle decompositions of Z-cycles, we have a finite or infinite decomposition of
the form
[0, N) = [0,M1) unionsq S1 unionsq S2 unionsq · · ·
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where we have the following three cases:
1. N = M1 ≤ ∞ and zn /∈ V0 ∪ V for any 0 ≤ n < M1. Hence Sk = ∅ for all k ∈ N.
2. zn /∈ V0 ∪ V for 0 ≤ n < M1, and there exists a k0 ∈ N such that Sk := [Mk,Mk+1) is
an S-cycle for each k ≤ k0 and Sk = ∅ for all k > k0.
3. zn /∈ V0 ∪ V for 0 ≤ n < M1, and Sk := [Mk,Mk+1) is a finite S-cycle for any k ∈ N.
Set f = fc. For all cases, we have
N∑
n=1
1
|Dfn(z)| =
M1∑
n=1
1
|Dfn(z)| +
∑
k≥1,Sk 6=∅
Mk+1−Mk∑
i=1
1
|Df i(zMk)| |DfMk(z)|
≤ κB +
∑
k≥1,Sk 6=∅
κA
|DfMk(z)|
by Lemmas A’ and B’. By Lemma B’ again, we obviously have |DfM1(z)|−1 < κB. Hence by
Lemma C’, we have
|DfMk(z)| = |DfMk−Mk−1(zMk−1)| · · · |DfM2−M1(zM1)| |DfM1(z)| ≥ λk−1/κB.
Hence we have
N∑
n=1
1
|Dfn(z)| ≤ κB +
∑
k≥1
κAκB
λk−1
< κB + κAκB
λ
λ− 1 =: KB.

11 Hyperbolic metrics
For the proofs of Lemmas A’, B’, C’ and C, we will use the hyperbolic metrics and the
expansion of fc with respect to these metrics.
For a domain Ω in C with #(C−Ω) ≥ 2, there exists a hyperbolic metric ρ(z)|dz| on Ω of
constant curvature −4 induced by the metric |dz|/(1−|z|2) on the universal covering D = Ω˜.
We first recall the following standard fact:
Lemma W. Let Ω0 be a domain in C with #(C − Ω0) ≥ 2 and ρ0(z)|dz| be its hyperbolic
metric. Then for any domain Ω ⊂ Ω0, the hyperbolic metric ρ(z)|dz| of Ω satisfies
ρ0(z) ≤ ρ(z) ≤ 1
dist (z, ∂Ω)
,
where dist (z, ∂Ω) is the Euclidean distance between z and ∂Ω.
See [Ah, Theorems 1.10 & 1.11] for more details.
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Postcritical sets. The postcritical set P (fc) of the polynomial fc(z) = z
2 + c is defined by
P (fc) := {fc(0), f2c (0), f3c (0), · · ·}.
For example, we have
P (fcˆ) = {bˆ1, bˆ2, · · · , bˆl−1} ∪ Ω(cˆ)
when c = cˆ and this set is finite if cˆ is a Misiurewicz point. Moreover, for any c ≈ cˆ, we have
]P (fc) ≥ 2 and the universal covering of (each component of) C− P (fc) is the unit disk 2.
Let γ = γ(z)|dz| denote the hyperbolic metric of C−P (fcˆ), which is induced by the metric
|dz|/(1− |z|2) on the unit disk D. The metric γ = γ(z)|dz| has the following properties:
(i) γ : C− P (fcˆ)→ R+ is real analytic and diverges on P (fcˆ) ∪ {∞}.
(ii) if both z and fcˆ(z) are in C− P (fcˆ), we have
γ(fcˆ(z))
γ(z)
|Dfcˆ(z)| > 1.
Lemma X. If the constant ν is sufficiently small, there exists a constant CX  ν2 with the
following property: For any c ≈ cˆ, we have
γ(z)
γ(ζ)
≥ CX
if either
(1) z, ζ ∈ J(fc)− V; or
(2) z ∈ J(fc)− V0 ∪ V and ζ ∈ V1 − fc(V0).
Proof. We may assume that there exists an R0 > 0 such that J(fc) ⊂ D(R0) for any c ≈ cˆ.
Since γ diverges only at the postcritical set P (fcˆ) in D(R0), there exists a constant C4 > 0
such that γ(w) ≥ C4 for any w ∈ D(2R0)− P (fcˆ). In particular, we have γ(z) ≥ C4 in both
cases (1) and (2). Moreover, for these cases, we can find a constant C5 independent of ν  1
and c ≈ cˆ such that
dist (ζ, P (fcˆ)) ≥ C5ν2.
Hence if ν is sufficiently small, then Lemma W implies that that γ(ζ) ≤ 1/(C5ν2). Now we
have γ(z)/γ(ζ) ≥ C4C5ν2 =: CX. 
Lemma Y. There exists a constant A > 1 such that for c ≈ cˆ, if z, fc(z), . . . , fnc (z) are all
contained in J(fc)− V, we have
|Dfnc (z)| ≥ CXAn.
This estimate also holds if z, fc(z), . . . , f
n−1
c (z) are all contained in J(fc)−V0∪V and fnc (z) ∈
V1 − fc(V0).
2Without the parameter ray condition, fc may have Siegel disks and the set C − P (fc) may contain the
disks.
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Proof. Since the Julia set is uniformly bounded when c ≈ cˆ, we may assume that there
exists a constant A > 1 such that for any c ≈ cˆ,
γ(fc(w))
γ(w)
|Dfc(w)| ≥ A
if either w, fc(w) ∈ J(fc)− V; or w ∈ J(fc)− V ∪ V0 and fc(w) ∈ V1 − fc(V0).
By the chain rule, we have
|Dfnc (z)| =
n−1∏
i=0
|Dfc(f ic(z))| ≥
n−1∏
i=0
γ(f ic(z))
γ(f i+1c (z))
A ≥ γ(z)
γ(fnc (z))
An.
By applying Lemma X with ζ := fnc (z), we obtain the desired inequality. 
12 Proof of Lemma B’
Set f = fc. Suppose that M <∞. Since we have zi /∈ V0 ∪V for all i ≤M − 1, we can apply
Lemma Y and we have
|Df i(z0)| ≥ γ(z0)
γ(zi)
·Ai ≥ CXAi.
If zM /∈ V0 ∪ V or zM /∈ V1 − fc(V0), then we can apply Lemma Y again and we have
|DfM (z0)| ≥ CXAM ≥ CX. Otherwise zM ∈ Vj for some j 6= 1. Since zM−1 /∈ V0 ∪ V,
we may assume that |zM−1| ≥ ξ0 for some constant 0 < ξ0 ≤ 1/2 depending only on cˆ and
independent of ν  1, c ≈ cˆ, and z0 ∈ J(fc). Hence we have
|DfM (z0)| = |DfM−1(zM−1)| |Df(zM−1)| ≥ CXAM−1 · 2ξ0 ≥ 2ξ0CX.
Thus
M∑
i=1
1
|Df i(z0)| ≤
M−1∑
i=1
1
CXAi
+
1
2ξ0CX
<
1
CX
(
1
A− 1 +
1
2ξ0
)
=: κB.
If M =∞, then the same estimate as above yields
∞∑
i=1
1
|Df i(z0)| ≤
∞∑
i=1
1
CXAi
<
1
CX(A− 1) < κB.

13 Proof of Lemma A’
Set f = fc. For a given S-cycle S = [M,M
′), we may assume that M = 0 without loss of
generality. We divide the proof in two cases.
Case 1. Suppose that S is either a finite S-cycle or an infinite S-cycle of type (I). Then
there exist j ∈ {1, 2, · · · , l}, m ∈ N, and L ∈ N ∪ {∞} such that
• z = z0 ∈ Vj ;
• zn−p ∈ Ul when n = (l − j) +mp, but zn /∈ Ul;
• zn+i /∈ V0 ∪ V if 0 ≤ i < L.
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• M ′ <∞ iff L <∞ and M ′ = (l − j) +mp+ L.
Hence we have the following estimates of |Dfn(z)|:
• When n = 1, · · · , l − j − 1, we have zn ∈ Vj+n and
|Dfn(z)| ≥ ξn ≥ ξl−1.
• When n = (l − j) + kp+ i with 0 ≤ k < m and 0 ≤ i < p,
|Dfn(z)| = |Df l−j(z)| |Dfkp(zl−j)| |Df i(z(l−j)+kp)|
≥ ξl−j · µk · ξi
≥ ξ(l−1)+(p−1)µk.
• When n = (l − j) +mp+ i with 0 ≤ i < L ≤ ∞,
|Dfn(z)| = |Df (l−j)+mp(z)| |Df i(z(l−j)+mp)|
≥ ξl−j · µm · γ(z(l−j)+mp)
γ(zn)
·Ai
≥ ξl−1CXAi.
Here the constant A above is the same as that of Lemma Y.
• When L < ∞ and n = M ′ = (l − j) + mp + L, the point zM ′ satisfies either zM ′ ∈
V1 − fc(V0); or zM ′ ∈ Vj for some j 6= 1. By the same argument as in the proof of
Lemma B’, there exists a constant 0 < ξ0 ≤ 1/2 depending only on cˆ such that
|Dfn(z)| = |DfM ′(z)| = |Df (l−j)+mp(z)| |DfL(z(l−j)+mp)| (13)
≥ ξl−j · µm ·min{CXAL, CXAL−1 · 2ξ0}
≥ 2ξl−1 ξ0CX (14)
By these estimates, when M ′ <∞, we have:
M ′∑
i=1
1
|Df i(z)|
=
l−j−1∑
i=1
1
|Df i(z)| +
m−1∑
k=0
p−1∑
i=0
1
|Df l−j(z)| |Dfkp+i(zl−j)|
+
L−1∑
i=0
1
|Df (l−j)+mp(z)| |Df i(z(l−j)+mp)|
+
1
|DfM ′(z)|
≤ l − 2
ξl−1
+
m−1∑
k=0
p
ξ(l−1)+(p−1) · µk +
L−1∑
i=0
1
ξl−1CXAi
+
1
2ξl−1 ξ0CX
≤ l − 2
ξl−1
+
p
ξ(l−1)+(p−1)
· µ
µ− 1 +
1
ξl−1CX
· A
A− 1 +
1
2ξl−1 ξ0CX
=:κA.
Note that κA does not depend on j, m, and L.
If M ′ =∞, then L =∞ and one can easily check
∞∑
i=1
1
|Df i(z)| ≤
l − 2
ξl−1
+
p
ξ(l−1)+(p−1)
· µ
µ− 1 +
1
ξl−1CX
· A
A− 1 < κA.
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Case 2. Suppose that S = [0,∞) is an infinite S-cycle of type (II). Then there exists a
j ∈ {1, 2, · · · , l} such that z = z0 ∈ Vj and z = bj(c) if j < l and z ∈ Ω(c) if j = l. Hence for
any k ∈ N we have z(l−j)+kp ∈ Ul. By the same estimates as in Case 1, we have
∞∑
i=1
1
|Df i(z)| =
l−j−1∑
i=1
1
|Df i(z)| +
∞∑
k=0
p−1∑
i=0
1
|Df l−j(z)| |Dfkp+i(zl−j)|
≤ l − 2
ξl−1
+
∞∑
k=0
p
ξ(l−1)+(p−1) · µk
=
l − 2
ξl−1
+
p
ξ(l−1)+(p−1)
· µ
µ− 1 < κA.

14 Proof of Lemma C’
Set f = fc. We will show that |DfM ′−M (zM )| ≥ κC/ν for some constant κC that depends
only on cˆ. By choosing ν sufficiently small, we have λ := κC/ν > 1.
As in the proof of Lemma A’, we assume that M = 0 and set M ′ := (l − j) + mp + L
where z0 ∈ Vj for some 1 ≤ j ≤ l. We also set n := (l − j) + mp, then by the chain rule we
have
|DfM ′(z0)| = |Dfn(z0)| · |DfL(zn)|. (15)
First let us give an estimate of |Dfn(z0)|. We can find an R˜l > 0 such that
fp(D(wˆ, Rl)) b D(wˆp, R˜l/2) b D(wˆp, R˜l)
for any wˆ ∈ Ω(cˆ) if we choose Rl small enough, where wˆp = fpcˆ (wˆ). Let xˆ := bˆj if z0 ∈ Vj
and j 6= l, or xˆ := wˆ if z0 ∈ D(wˆ, C ′0ν2) ⊂ Vl for some wˆ ∈ Ω(cˆ). (The choice of wˆ is not
unique.) Let x0(c) = bj(c) if j < l, or x0(c) = χc(xˆ) if j = l. Note that for any c ≈ cˆ,
we have bj(c) ∈ Vj , χc(wˆ) ∈ D(wˆ, C ′0ν2), and χc(wˆp) ∈ D(wˆp, C ′0ν2). In particular, we may
assume that |z0 − x0(c)| ≤ max(C0, 2C ′0) · ν2 and |xˆn − xn(c)| ≤ Rl/2, where xˆn = fncˆ (xˆ) and
xn(c) = χc(xˆn) = f
n
c (x0(c)). Thus, |zn − xn(c)| ≥ |zn − xˆn| − |xˆn − xn(c)| ≥ Rl/2.
Now we take the inverse branch G of fn defined on D(xˆn, R˜l) that maps xn(c) to x0(c),
and zn to z0. By the Koebe distortion theorem, we have
|DG(zn)|  |DG(xn(c))|
and
|z0 − x0(c)| = |G(zn)−G(xn(c))|  |DG(xn(c))||zn − xn(c)|.
Since |z0 − x0(c)| ≤ max(C0 ν2, 2C ′0 ν2) and |zn − xn(c)| ≥ Rl/2 , we have |DG(zn)| ≤
C6 ν
2/Rl, where C6 is a constant independent of c ≈ cˆ, ν  1, and z0 ∈ J(fc). Hence
|Dfn(z0)| ≥ Rl/(C6 ν2).
Next we give an estimate of the form |DfL(zn)| ≥ C7ν, where C7 is a constant independent
of c ≈ cˆ, ν  1, and z0 ∈ J(fc). (Then by (15) the proof is done.) The estimate relies on
the geometry of (and dynamics on) the postcritical set P (fcˆ): Take any i ∈ [0, L), then by
Lemmas W and Y we obtain
|DfL(zn)| =|DfL−i(zn)||Df i(zM ′−i)|
≥ γ(zn)
γ(zM ′−i)
AL−i · |Df i(zM ′−i)|
≥γ(zn) · dist (zM ′−i, P (fcˆ)) · |Df i(zM ′−i)|.
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By taking a small enough Rl, we may assume that f
p
c (Ul) is disjoint from P (fcˆ)−Ω(cˆ). Hence
zn has a definite distance from P (fcˆ) (more precisely, dist (zn, P (fcˆ)) is bigger than a positive
constant independent of c ≈ cˆ, ν  1, and z0 ∈ J(fc)) and we always have γ(zn)  1.
Thus it is enough to show: There exists an i ∈ [0, l + p) such that
(1) zM ′−i has a definite distance from P (fcˆ); and
(2) |Df i(zM ′−i)| ≥ C8ν for some constant C8 depending only on cˆ.
Note that if zM ′ ∈ V0, then zM ′ already has a definite distance from P (fcˆ) by semi-
hyperbolicity. This situation corresponds to i = 0 and condition (2) is ignored.
Figure 5: Black heavy dots indicate the critical orbit. Some possible behaviors of zM ′−i 7→
zM ′−i+1 7→ · · · 7→ zM ′ are indicated by smaller dots (in red).
If zM ′ ∈ Vj′ with 1 ≤ j′ ≤ l, then such an i can be found in [1, l + p) by the following
procedure (Figure 5). Suppose that zM ′ ∈ V1. Then zM ′−1 is contained in f−1(V1)− V0, and
thus |zM ′−1| ≥ ν. By setting i = 1, it follows that zM ′−1 has a definite distance from P (fcˆ),
and we have |Df(zM ′−1)| ≥ 2ν.
Suppose that zM ′ ∈ V2. Then f−1(V2) has two components containing ±bˆ1 for any
c ≈ cˆ. If zM ′−1 is in the component containing −bˆ1, then |zM ′−1 − (−bˆ1)|  ν2 and it has
a definite distance from P (fcˆ). Now set i = 1. Since |Df(−bˆ1)| = 2|bˆ1| ≥ ξ by definition
of ξ in Section 2, we have |Df(zM ′−1)|  |Df(−bˆ1)| ≥ ξ > ν for ν  1. If zM ′−1 is in
the component containing bˆ1, then zM ′−1 is necessarily contained in f−1(V2)− V1, and then
|zM ′−1− bˆ1|  ν2. In this situation |zM ′−2|  ν and zM ′−2 has a definite distance from P (fcˆ).
Set i = 2. Then
|Df2(zM ′−2)| = |Df(zM ′−2)||Df(zM ′−1)|  ν · |Df(bˆ1)| ≥ ξν.
Suppose that zM ′ ∈ Vj′ with j′ = 3, · · · , l − 1. As in the situation of zM ′ ∈ V2, either
• |zM ′−i− (−bˆj′−i)|  ν2 for some i < j′ and zM ′−i has a definite distance from P (fcˆ); or
• |zM ′−j′ |  ν and zM ′−j′ has a definite distance from P (fcˆ). We set i := j′ in this case.
In both cases, we have |zM ′−k − bˆj′−k|  ν2 for each k = 1, · · · , i − 1. In particular, since
2|bˆn| ≥ ξ for n ∈ N, we have:
• If i < j′, then |Df i(zM ′−i)|  2|bˆj′−i| · 2|bˆj′−i+1| · · · 2|bˆj′−1| ≥ ξi ≥ ξl−2.
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• If i = j′, then |Df i(zM ′−i)|  2ν · 2|bˆ1| · · · 2|bˆj′−1| ≥ 2ξj′−1ν ≥ 2ξl−2ν.
In both cases, we have |Df i(zM ′−i)| ≥ C8ν for some constant C8 > 0 independent of c ≈ cˆ,
ν  1, and z0 ∈ J(fc).
Finally suppose that zM ′ ∈ Vl, i.e., dist (zM ′ ,Ω(cˆ)) < C ′0 ν2 by definition of Vl. Now we
claim: there exists a k′ ≤ p such that dist (zM ′−k′ ,Ω(cˆ))  Rl.
Indeed, if there exists some 1 ≤ k′ < p such that zM ′ , zM ′−1, · · · , zM ′−k′+1 ∈ Ul but
zM ′−k′ 6∈ Ul, then dist (zM ′−k′ ,Ω(cˆ))  Rl. Now suppose that all zM ′ , zM ′−1, zM ′−2, . . . , zM ′−p+1
remain in Ul (but not in Vl except zM ′). Let us show that zM ′−p /∈ Ul by contradiction.
Assume that zM ′−p ∈ Ul. Since |Dfp(z)| ≥ µ > 2.5 for z ∈ Ul, by the Koebe distortion
theorem and invariance of Ω(c) by fp = fpc , we obtain 2 · dist (zM ′−p,Ω(c)) < dist (zM ′ ,Ω(c))
if ν  1. (Note that we have zM ′ /∈ Ω(c) since S is a finite S-cycle.) Since Ω(cˆ) moves
holomorphically, we may assume that dist (Ω(c),Ω(cˆ)) ≤ C ′0ν2/4 for c ≈ cˆ. Hence we obtain
dist (zM ′−p,Ω(cˆ)) ≤ dist (zM ′−p,Ω(c)) + C ′0ν2/4
< dist (zM ′ ,Ω(c))/2 + C
′
0ν
2/4
≤ (dist (zM ′ ,Ω(cˆ)) + C ′0ν2/4)/2 + C ′0ν2/4
< C ′0ν
2.
It would imply zM ′−p ∈ Vl, contradicting the construction of the S-cycle [M,M ′). It follows
that zM ′−p 6∈ Ul and thus dist (zM ′−k′ ,Ω(cˆ))  Rl for k′ = p.
The point zM ′−k′ above has a definite distance from Ω(cˆ). It also has a definite distance
from P (fcˆ), unless |zM ′−k′ − bˆl−1|  ν2. However, in this case we may apply the same
argument as in the case of 1 ≤ j′ ≤ l − 1 and there exists an i ∈ [k′, k′ + l) such that
zM ′−i has a definite distance from P (fcˆ). Moreover, since i is bounded by p + l, we have
|Df i(zM ′−i)| ≥ C8ν by replacing the above C8 if necessary. 
15 Proof of Lemma C
This proof is similar to that of Lemma C’. We will show that |DfN ′−Nc (z0)| ≥ KC/ν for some
constant KC that depends only on cˆ, and we set Λ := KC/ν > 1 by choosing ν  1.
Without loss of generality we may assume that N = 0. Set n := l+mp and L := N ′ − n
such that zn−p ∈ Ul, zn /∈ Ul, zn+i /∈ V0 for 0 ≤ i < L, and zn+L ∈ V0.
By the chain rule, we have
|DfN ′c (z0)| = |Dfnc (z0)| · |DfLc (zn)|. (16)
By Lemma U, we have |Dfnc (z0)| ≥ CU/|z0| ≥ CU/ν where the constant CU > 0 is indepen-
dent of c ≈ cˆ and z0 ∈ J(fc) ∩ V0. Hence it is enough to show that |DfLc (zn)| ≥ η for some
constant η > 0 that is independent of ν  1, c ≈ cˆ and z0 ∈ V0 ∩ J(fc). (Then we have
|DfN ′c (z)| ≥ CUη/ν by (16) and the proof is done.)
To show this, we use the hyperbolic metric. Let ρ(z)|dz| = ρc(z)|dz| be the hyperbolic
metric on C− P (fc), where
P (fc) =
{
c, fc(c), f
2
c (c), . . .
}
is the postcritical set of fc for c ≈ cˆ with c /∈M.
Since J(fc) ∩ P (fc) = ∅ when c /∈M, we have
ρ(f(z))
ρ(z)
|Dfc(z)| ≥ 1
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for any z ∈ J(fc). (See [Mc, Theorem 3.5] for example.) We also have ρ(z) ≤ dist (z, P (fc))−1
by Lemma W. Hence |DfL(zn)| ≥ ρ(zn)/ρ(zN ′) ≥ ρ(zn) · dist (zN ′ , P (fc)). To complete the
proof, we show that both ρ(zn) and dist (zN ′ , P (fc)) are uniformly bounded from below for
any c ≈ cˆ and for any z0 ∈ V0 = D(ν).
Let us work with dist (zN ′ , P (fc)) first: Let R˜(c) denote the closure of the union of the
forward images of the dynamic ray Rc(θ). By using the set R̂(c) defined in Section 7, we
have
R˜(c) = Rc(θ) ∪Rc(2θ) ∪ · · · ∪ Rc(2l−1θ) ∪ R̂(c).
By Proposition S, this set moves continuously as c → cˆ along c ∈ RM(θ) with respect to
the Hausdorff distance on the sphere. Since the postcritical set P (fc) is contained in R˜c, we
obtain
dist (zN ′ , P (fc)) ≥ dist (zN ′ , R˜c) ≥ dist (0, R˜c)− |zN ′ | ≥ dist (0, R˜c)− ν,
where dist (0, R˜c) tends to dist (0, R˜cˆ) > 0 as c → cˆ with c ∈ RM(θ). Now we choose
sufficiently small ν and we conclude that dist (zN ′ , P (fc)) is bounded by a positive constant
that is independent of c→ cˆ with the parameter ray condition and zN ′ ∈ V0.
Next we work with ρ(zn): Let Tc : C → C (c 6= 0) be a complex affine map with
Tc(c) = cˆ and Tc(fc(c)) = fcˆ(cˆ) such that Tc(z)→ z uniformly on compact sets as c→ cˆ. Set
gc := Tc ◦ fc ◦ T−1c . Then gc is a quadratic map whose postcritical set is
P (gc) = Tc(P (fc)) =
{
cˆ, fcˆ(cˆ) = gc(cˆ), g
2
c (cˆ), . . .
}
.
Hence the hyperbolic metrics ρ′c on C− P (gc) and ρˆ on C− {cˆ, fcˆ(cˆ)} satisfy T ∗c ρ′c = ρc and
ρˆ ≤ ρ′c for all c, where T ∗c is the pull-back.
As in the proof of Lemma C’, if we choose Rl small enough, then we can find an R˜l > 0
such that fpc (Ul) b N(Ω(cˆ), R˜l) for any c ≈ cˆ and that the closure E of the set N(Ω(cˆ), R˜l)−Vl
contains neither cˆ nor fcˆ(cˆ). (Note that fcˆ(cˆ) may belong to Ω(cˆ) and be contained in Vl.) It
follows that zn is contained in E for c ≈ cˆ, and hence so is z′n := Tc(zn). Thus we obtain
ρ′c(z
′
n) ≥ ρˆ(z′n) ≥ min
w∈E
ρˆ(w) > 0.
Since ρc(zn) = ρ
′(Tc(zn))|DTc(zn)| = ρ′(z′n)|DTc(zn)| and DTc(w) → 1 uniformly on E
as c → cˆ, we conclude that ρ(zn) is bounded by a positive constant from below that is
independent of ν  1, c ≈ cˆ and the original choice of z0 ∈ V0 ∩ J(fc). 
16 Itinerary sequences
When c 6∈ M, the critical value c has a well defined external angle tc = (2pi)−1 arg Φc(c).
The angle tc is not equal to zero when c ∈ X = C −M ∪ R+. For c ∈ X, the dynamic rays
Rc(tc/2) and Rc((tc + 1)/2) together with the critical point 0 separate the complex plane C
into two disjoint open sets, say W0 = W0(c) and W1 = W1(c). Let the one that contains c be
W0. If tc = θ and RM(θ) lands at a semi-hyperbolic parameter cˆ, then Rcˆ(θ) lands at cˆ, and
both Rcˆ(θ/2) and Rcˆ((θ + 1)/2) land at 0. Moreover, as c approaches cˆ along RM(θ), in a
large disk centered at 0, rays Rc(θ/2) and Rc((θ + 1)/2) move continuously to Rcˆ(θ/2) and
Rcˆ((θ + 1)/2), respectively.
Assume z ∈ J(fc). Define its itinerary or itinerary sequence Ic(z) = {Ic(z)n}n≥0 by
Ic(z)n = 0 if f
n
c (z) ∈ W0, Ic(z)n = 1 if fnc (z) ∈ W1, and Ic(z)n = ∗ if fnc (z) = 0. If the
critical point 0 belongs to the Julia set, Ic(fc(0)) is called the kneading sequence for fc.
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Remark 16.1. One can also define an itinerary {s0, s1, . . .} in such a way that sn = 0 if
fnc (z) ∈ W0 ∩ J(fc) and that sn = 1 if fnc (z) ∈ W1 ∩ J(fc). When cˆ is a semi-hyperbolic
parameter, if fkcˆ (z) = 0 for some k ≥ 0, then fncˆ (z) 6= 0 for all n 6= k since the criti-
cal point is non-recurrent. Suppose fncˆ (z) ∈ Wsn for n 6= k, then with the definition of
itinerary in this remark, the itinerary of z will have two values {s0, . . . , sk−1, 0, sk+1, . . .} and
{s0, . . . , sk−1, 1, sk+1, . . .}. We employ the symbol ∗ in the above definition so as to identify se-
quences {s0, . . . , sk−1, 0, sk+1, . . .} and {s0, . . . , sk−1, 1, sk+1, . . .} by the one {s0, . . . , sk−1, ∗, sk+1, . . .}.
Lemma Z. Let cˆ be a semi-hyperbolic parameter.
(i) Icˆ(z) = Icˆ(w) if and only if z = w.
(ii) If Icˆ(z)k = ∗ and Icˆ(z)n = Icˆ(w)n for all n 6= k, then Icˆ(w)k = ∗ and w = z.
Proof. Since C−Rcˆ(θ) ∪ {cˆ} is a simply connected domain without a critical value, there
exist inverse branches f−1cˆ,i : C − Rcˆ(θ) ∪ {cˆ} → Wi of fcˆ, i = 0 or 1. Each of these two
branches can be extended at the critical value cˆ, and each extended branch is one-to-one.
(i) If Icˆ(z)n = Icˆ(w)n = sn for all n ≥ 0, then for any N ∈ N0 both fNcˆ (z) and fNcˆ (w)
belong to WsN provided sN 6= ∗, or belong to {0} provided sN = ∗. The set J(fcˆ) ∩WsN
can be convered by a finite number of disks D(yi, ) with yi ∈ J(fcˆ) ∩ WsN , i ∈ F , and
F is a finite index set. We choose  to be the constant such that the inequality (1) holds.
Let BN (yi, ) be the component of f
−N
cˆ (D(yi, )) such that f
−N
cˆ (yi) ∈ Ws0 , f−N+1cˆ (yi) ∈
Ws1 , . . . , f
−1
cˆ (yi) ∈ WsN−1 . It is not difficult to see that both z and w are contained in a
simply connected domain covered by the union
⋃
i∈F BN (yi, ). It follows that z = w easily
from the exponential contraction (1) by taking N →∞.
(ii) If Icˆ(z)k = ∗ and Icˆ(z)n = Icˆ(w)n for all n > k, then Icˆ(fk+1cˆ (z)) = Icˆ(fk+1cˆ (w)).
Thus, fk+1cˆ (z) = f
k+1
cˆ (w) = cˆ by (i). Since cˆ is the critical value, f
k
cˆ (w) = 0, and then
Icˆ(w)k = ∗. Therefore, Icˆ(z) = Icˆ(w), and then z = w by (i). 
Let z(c) and cˆ be as in Theorem 1.1, and let c0 be c(2) in Theorem 1.2 or be as in Theorem
1.3. The statement (i) of following corollary describes how the itinerary of z(c) retains. The
statement (ii) tells that every given point, say w, of J(fcˆ) is a limiting point z(cˆ) of some
z(c) in J(fc) where the limit is taken as in Theorem 1.2.
Corollary 16.2.
(i) Suppose Ic0(z(c0)) = s, then Icˆ(z(cˆ)) = s if and only if f
n
cˆ (z(cˆ)) 6= 0 for all n ≥ 0,
otherwise Icˆ(z(cˆ)) = {s0, . . . , sk−1, ∗, sk+1, . . .} if and only if fkcˆ (z(cˆ)) = 0 for some
k ≥ 0.
(ii) Let w ∈ J(fcˆ) and Icˆ(w) = s. If fncˆ (w) 6= 0 for all n ≥ 0, there exists a unique
z(c0), with Ic0(z(c0)) = s, such that w = z(cˆ). If f
k
cˆ (w) = 0 for some k ≥ 0, then
there exist exactly two z(c0) and z˜(c0), having itineraries {s0, . . . , sk−1, 0, sk+1, . . .} and
{s0, . . . , sk−1, 1, sk+1, . . .} respectively, such that w = z(cˆ) = z˜(cˆ).
Proof. (i) For c 6∈ M, every point z ∈ J(fc) of given itinerary is bounded away from
Rc(θ/2) ∪ Rc((θ + 1)/2) ∪ {0} and moves holomorphically with c. Thus, fncˆ (z(cˆ)) ∈ Wsn(cˆ)
if fnc0(z(c0)) ∈ Wsn(c0). Hence, Icˆ(z(cˆ)) = s if fncˆ (z(cˆ)) 6= 0 for all n ≥ 0. If fkcˆ (z(cˆ)) =
0 = W0(cˆ) ∩ W1(cˆ) ∩ J(fcˆ), then 0 6= fncˆ (z(cˆ)) ∈ Wsn(cˆ) for all n 6= k and Icˆ(z(cˆ)) =
{s0, . . . , sk−1, ∗, sn+1, . . .}.
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(ii) For any w ∈ J(fcˆ), by Theorem 1.3, there exists z(c0) ∈ J(fc0) such that hc(z(c0)) =
z(c) → z(cˆ) = w as c → cˆ along RM(θ). If fncˆ (w) 6= 0 for all n ≥ 0, then z(c0) 6= 0 for all
n ≥ 0, and we conclude that Ic0(z(c0)) = Icˆ(w). If there exists another z˜(c0) ∈ J(fc0) such
that hc(z˜(c0)) = z˜(c) → z˜(cˆ) = w as c → cˆ along RM(θ), then Ic0(z˜(c0)) = Ic0(z(c0)), and
consequently z˜(c0) = z(c0) by the bijectivity between the itinerary sequences and Julia set
J(fc0).
If fkcˆ (w) = 0 for some k ≥ 0, then fnc0(z(c0)) ∈ Wsn(c0) for n 6= k, and fkc0(z(c0)) belongs
to W0(c0) or W1(c0). Without loss of generality, assume f
k
c0(z(c0)) ∈ W0(c0). Let z˜(c0) be
such a point that fk+1c0 (z˜(c0)) = f
k+1
c0 (z(c0)), f
k
c0(z˜(c0)) ∈ W1(c0), and fnc0(z˜(c0)) ∈ Wsn(c0)
for 0 ≤ n < k. It is easy to see that such a point exists. We have fk+1c0 (z˜(c)) → fk+1cˆ (w)
as c → cˆ. And, by (i) and Lemma Z, we obtain Icˆ(z˜(cˆ)) = Icˆ(w) and z˜(cˆ) = w. If there
is another z′(c0) ∈ J(fc0) such that hc(z′(c0)) → w as c → cˆ along RM(θ), then either
Ic0(z
′(c0)) = Ic0(z(c0)) or Ic0(z′(c0)) = Ic0(z˜(c0)). Consequently, by the bijectivity between
the itinerary sequences and Julia set J(fc0), we conclude that z
′(c0) = z(c0) or z˜(c0). 
17 Proofs of Theorems 1.5 and 1.6
Proof of Theorem 1.5. Because J(fcˆ) is locally connected, it is clear that Eθ(θ) = Icˆ(cˆ),
namely the kneading sequence of θ is equal to the kneading sequence for fcˆ. Hence, it is
enough to prove the theorem by using e = Icˆ(cˆ). Note that e ∈ Σ2 because cˆ is not recurrent
under iteration of fcˆ.
For any w ∈ J(fcˆ), we have σn(Icˆ(w)) 6= e for all n ≥ 0, or Icˆ(w) = e, or σk(Icˆ(w)) = e
for some k ≥ 1. For any s ∈ Σ2 satisfying σn(s) 6= e for all n ≥ 0 or s = e, from Corollary
16.2, there corresponds a unique w ∈ J(fcˆ) with Icˆ(w) = s. For such s ∈ Σ2 that σk+1(s) = e
for some k ≥ 0, there is a unique a 6= s in Σ2 satisfying a ∼e s and again from Corol-
lary 16.2 there corresponds a unique w ∈ J(fcˆ) with Icˆ(w) = {a0, . . . , ak−1, ∗, ak+1, . . .} =
{s0, . . . , sk−1, ∗, sk+1, . . .}. This shows the bijectivity between Σ2/∼e and J(fcˆ). Let the
bijection Σ2/∼e → J(fcˆ) be h. Since Icˆ(h(s)) = s if fncˆ (h(s)) 6= 0 for all n ≥ 0 or
Icˆ(h(s)) = {s0, . . . , sk−1, ∗, sk+1, . . .} if fkcˆ (h(s)) = 0 for some k ≥ 0 (we use s for an ele-
ment in both Σ2 and Σ2/∼e if it does not cause any confusion), by a similar argument to
the proof of Lemma Z (i), the continuity of h follows easily by virtue of the exponential
contraction (1). Compactness of Σ2/∼e and J(fcˆ) leads to h a homeomorphism. To show h
acts as a conjugacy, observe from Corollary 16.2 that points h ◦ σ(s) and fcˆ ◦ h(s) have the
same itinerary under fcˆ, thus they are the same by Lemma Z (i). 
Proof of Theorem 1.6. There are exactly two cases: fncˆ (w) 6= 0 for all n ≥ 0 or fncˆ (w) = 0
for some n ≥ 0. By Corollary 16.2, h−1cˆ ({w}) is a singleton if and only if fncˆ (w) is as the first
case, whereas it consists of two distinct points if and only if fncˆ (w) is as the second case. 
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