A reasonable rain gauge network layout can provide accurate regional rainfall data and effectively support the monitoring, development and utilization of water resources. Currently, an increasing number of network design methods based on entropy targets are being applied to network design. The discretization of data is a common method of obtaining the probability in calculations of information entropy. To study the application of different discretization methods and different entropy-based methods in the design of rain gauge networks, this paper compares and analyzes 9 design results for rainy season rain gauge networks using three commonly used discretization methods (A1, SC and ST) and three entropy-based network design algorithms (MIMR, HT and HC) from three perspectives: the joint entropy, spatiality, and accuracy of the network, as evaluation indices. The results show that the variation in network information calculated by the A1 and ST methods for rainy season rain gauge data is too large or too small compared to that calculated by the SC method, and also that the MIMR method performs better in terms of spatiality and accuracy than the HC and HT methods. The comparative analysis results provide a reference for the selection of discrete methods and entropy-based objectives in rain gauge network design, and provides a way to explore a more suitable rain gauge network layout scheme.
Introduction
Rainfall data are important basic data in hydrological and water resources research. These types of data are some of the main driving data forms in water resource evaluation, water cycle simulation [1] [2] [3] [4] , and water use efficiency calculation [5, 6] . How to construct a scientific and reasonable rainfall network to obtain rainfall data has always been the most basic and important part of hydrological measurement work. With the development of the entropy theory in hydrological analysis [7] [8] [9] , many types of information entropy have been developed that can reflect the degree of information correlation between stations. This information entropy has been gradually applied to the design of rain gauge networks with the advantages of efficient calculation, clear theory and high practicability [10] [11] [12] [13] . However, the process of calculating probability density from rainfall data as continuous data is complex when calculating information entropy. Furthermore, reasonable discrete rainfall data that can be used to obtain the corresponding probability are still a problem in the application of the information conditional entropy to join the network to ensure that the effective information of the network was maximized, and the network that satisfied a certain proportion of the information was designated as the optimal layout result. Li et al. [23] proposed a maximum information and minimum redundancy method (MIMR) for station network design, where the maximum joint entropy, minimum redundancy and maximum mutual information of unselected stations are designated as optimization objectives, and the greedy selection algorithm is applied to solve the optimal rainfall network. This method has been widely used in the design of rainfall networks [25, 26, 38, 39] .
It is undeniable that different discrete methods and different optimization objectives have certain effects on the layout results of a rain gauge network, but there is still a lack of specific quantitative comparison and analysis of discrete methods and entropy objectives. The purpose of this paper is to compare and analyze the application effects of commonly used discrete methods and methods of rainfall network design based on information entropy to provide a reference for the improved application of information entropy theory to the optimal layout of a precipitation monitoring network. The article is divided into five sections. The second section mainly introduces the research methods, including the discrete method and information entropy calculation, and the optimization of the network design methods; the third section mainly introduces the research area and data situation; the fourth section discusses the comparison of different methods and different objectives; and the fifth section discusses the conclusion and outlook.
Methodology
The design of a rain gauge networks based on entropy is mainly divided into the following steps: (1) the discretization of data to obtain the probability associated with different values; (2) the calculation of a variety of information entropy types based on the probability, such as the marginal entropy, joint entropy, mutual information entropy, etc.; (3) obtaining the optimal network design results according to the combined information entropy among different networks; and (4) updating the existing network until it meets the relevant requirements; then, new precipitation data are obtained by using kriging interpolation.
Data Discretization
Among the many data discretization methods [40] , equidistant discretization and adaptive discretization are the most widely used in the calculation and analysis of hydrological station networks. In this paper, three of the most common discretization methods are selected for comparative analysis. The first is the rounding method [22] , which is expressed as:
where x time denotes the discrete value of the data sequence, x denotes the original value, a denotes the adjustment factor, and denotes the integral function. This method is a rounding method with distance a, which varies according to the variables. For example, the value of the runoff data is 150 [23] , and the values of the rainfall, water level and discharge data are usually 1 or 5 [22, 25] . In this paper, the value of a is 1, which is denoted as the A1 method. The second method calculates the optimal bin value proposed by Scott [17] . The expression is as follows:
where std(x) is the standard deviation of a data sequence observation series and N is the total number of data series; this method is abbreviated as the SC method in this paper. The third method calculates the optimal bin value proposed by Sturges [20] . The expression is as follows:
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where R x is the range of the data sequence observation series and N is the total number of data series; this method is abbreviated as the ST method in this paper.
Entropy
In 1948, Shannon obtained the uncertainty degree of random variables based on probability calculation and then put forward the theory of information entropy [41] . The uncertainty of the variables or the amount of information expressed becomes greater as the entropy value becomes greater. Assume that the values of the discrete random variables X and Y are {x 1 , x 2 , x 3 , ..., x n } and y 1 , y 2 , y 3 , ..., y n , respectively. p(x i )(i = 1, 2, ..., n) and p(x i , y j )(i = 1, 2, ..., n, j = 1, 2, ..., n) denote the probability of occurrence of event X and the joint probability of X and Y, respectively. Several conceptual expressions of entropy are as follows. The expression for calculating the marginal entropy is as follows:
The marginal entropy represents the comprehensive information quantity of two variables, and its calculation expression is as follows:
Transinformation represents the amount of mutual or redundant information between two variables. The expression is as follows:
Conditional entropy represents the amount of information when a variable is independent of another variable. The expression is as follows:
The information transfer index (ITI) represents the information transfer between two variables and more intuitively expresses their redundancy and correlation. The computational expression is as follows:
Notably, ITI(X, Y) = ITI(Y, X), where the information flux becomes greater and the degree of correlation is higher as the ITI value in the [0, 1] interval becomes greater [42] . In the design of a raingauge network, X represents a rain gauge, and {x 1 , x 2 , x 3 , ..., x n } represents its precipitation sequence. The expression of the joint entropy of a network composed of N rain gauges is as follows:
The expression of the redundant information of a network composed of N rain gauges, C, is as follows:
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Optimization of Network Design
There are many hydrological station network design methods based on information entropy theory. This paper mainly compares and analyses three widely used optimization objectives.
First, the comprehensive information quantity of the network is evaluated by the maximum newest point and the condition entropy method of the network; that is, the mutual information dataset of the station network is the smallest [32] , and the screening expression is as follows:
where X 1 , X 2 , ..., X m denotes the number of existing sites in the network and Y k is one of the N potential sites Y 1 , Y 2 , ..., Y n ; the same definitions apply below. This method is abbreviated as the HC method in this paper. Second, the maximum internal joint entropy and the minimum mutual information method are used to ensure the maximum comprehensive information of the network [22] (abbreviated as the HT method). The expressions are as follows:
Third, the maximum joint entropy, the minimum redundancy of the network and the maximum mutual information are designated with the unselected points as the three conditions to ensure the optimal comprehensive information of the network [23] . The expression is as follows:
A greedy ranking algorithm [23] is an effective simplified sorting method that converts a multiobjective problem into a single-objective problem. By transforming the addition and subtraction of multiple elements into a comprehensive parameter, most sites are then selected according to the comprehensive parameters.
Then, the final expression of the above three optimization objectives is as follows:
Kriging Interpolation
The kriging method is a spatial interpolation method proposed by D. G. Krige, a South African mining engineer [43] . The main principle of this method is to apply the variation distribution of the modulus of the sample points, assign different weights to each sample point according to the spatial position distance and correlation degree, and then obtain the estimated value of the interpolated point by taking a sliding weighted average. Moreover, this method satisfies the two conditions of minimum difference between the estimated value and the true value and unbiased estimation. The expressions are as follows:
Water 2019, 11, 1357 6 of 15 whereẑ 0 is the estimated value at (x 0 , y 0 ) and λ i is the weight coefficient. There are many types of kriging interpolation methods according to different assumptions. The assumption of ordinary kriging interpolation is that every point (x, y) in space has the same expectation and variance, that is, the spatial attributes are homogeneous, and the value at any point is equal to the sum of the mean value and the random deviation R(x, y) at that point. The spatial characteristics of the sampling points can be obtained by calculating the semivariogram values of the regionalized variables z(x) at different distances h. The expression is as follows:
The empirical model is typically used to fit the semivariance function. The commonly used fitting models are the circle model, spherical model, exponential model, Gauss model and linear model. The spherical model is often used to fit rainfall data.
Study Area and Data
The research area in this paper is the upper reaches of the Chaobai River tributaries in the Haihe River Basin in China. The Chaobai River originates from the North China Plain, with a semihumid and semiarid continental monsoon climate. The two tributaries, the Chao River and Bai River, are joined at the Miyun Reservoir, which is one of the water supply reservoirs in Beijing, from the northwest and southeast, respectively. The study area is shown in Figure 1 . The area of the study region is 136,000 km 2 . According to statistics, the average temperature is 9-10 • C, the topography is higher in the northwest and lower in the southeast, and the overall elevation is east-west trending, with an average elevation of 1010 m. The average annual precipitation is 300-400 mm, and the precipitation from June to October accounts for more than 85% of the total annual precipitation. There are 200 rain gauges in the study area and its surrounding areas, which can provide daily precipitation data. kriging interpolation is that every point ( , )
x y in space has the same expectation and variance, that is, the spatial attributes are homogeneous, and the value at any point is equal to the sum of the mean value and the random deviation ( , ) R x y at that point. The spatial characteristics of the sampling points can be obtained by calculating the semivariogram values of the regionalized variables ( ) z x at different distances h . The expression is as follows:
The research area in this paper is the upper reaches of the Chaobai River tributaries in the Haihe River Basin in China. The Chaobai River originates from the North China Plain, with a semihumid and semiarid continental monsoon climate. The two tributaries, the Chao River and Bai River, are joined at the Miyun Reservoir, which is one of the water supply reservoirs in Beijing, from the northwest and southeast, respectively. The study area is shown in Figure 1 . The area of the study region is 136,000 km². According to statistics, the average temperature is 9-10 °C, the topography is higher in the northwest and lower in the southeast, and the overall elevation is east-west trending, with an average elevation of 1010 m. The average annual precipitation is 300-400 mm, and the precipitation from June to October accounts for more than 85% of the total annual precipitation. There are 200 rain gauges in the study area and its surrounding areas, which can provide daily precipitation data. Due to the lack of actual rainfall data in 2014, this paper uses the daily observed data from June to October in 2006-2016 (excluding 2014) for a total of 10 years (1530 days). In the experiment, 25 rain gauges were randomly selected as an assumed exiting network of the study area, and the interpolation data of all rain gauges around the study area were designated as the true values to verify and evaluate the final results. In addition to the measured data of the existing network, the Precipitation Estimation from Remotely Sensed Information Using Artificial Neural Networks-Cloud Classification System (PERSIANN-CCS), a remote sensing satellite precipitation product with high spatial and temporal resolutions, was selected to assist in evaluating the spatial layout of the network. Details of remote sensing data and their applications can be found in documents [44] [45] [46] [47] . Due to the lack of actual rainfall data in 2014, this paper uses the daily observed data from June to October in 2006-2016 (excluding 2014) for a total of 10 years (1530 days). In the experiment, 25 rain gauges were randomly selected as an assumed exiting network of the study area, and the interpolation data of all rain gauges around the study area were designated as the true values to verify and evaluate the final results. In addition to the measured data of the existing network, the Precipitation Estimation from Remotely Sensed Information Using Artificial Neural Networks-Cloud Classification System (PERSIANN-CCS), a remote sensing satellite precipitation product with high spatial and temporal resolutions, was selected to assist in evaluating the spatial layout of the network. Details of remote sensing data and their applications can be found in documents [44] [45] [46] [47] .
To ensure the accuracy of remote sensing data, the remote sensing data were screened and compared with the true value data. After screening, the remote sensing products with correlation coefficients greater than 0.5 were screened again for subsequent experiments, where the original 1530 days were reduced to 1196 days. The spatial correlation coefficient in the study area essentially remained above 0.6. In this paper, a resolution of 4 km × 4 km/pixel for the remote sensing spatial scale is used. The total number of pixels in the study area is 909.
Results and Discussion

Computation and Distribution of Entropy
The literature [48] concludes that stable information entropy can only be calculated from data series of at least 10 years based on network layout experiments using data with different time series lengths. The 10-year rainy season rainfall data series selected in this paper were screened for a total of 1196 days. The marginal entropy for a single site is in the range of [0, log2 (1196)], i.e., [0, 10.58 bites]. Figure 2 shows the variation in marginal entropy of the measured rain gauges with the increase in time series length. The trend of the marginal entropy by the three discretization methods is basically the same, which increases first and then gradually becomes stable. When the time series is less than 300 days, the three types of marginal entropy experience unsteady fluctuations, and the variance is relatively high, which shows that only one or two years of data is not enough to capture more objective information. When the time series is longer than approximately 500 days, the standard deviation of various marginal entropy is approximately 0.1, and the amount of information at each point tends to have a stable value, that is, the information value of that point. To some extent, this also shows that the amount of information may be relatively small due to frequent precipitation during the rainy season. Furthermore, the application data of the rainy season for the design of rain gauge networks can even be applied to time series data that are slightly shorter than 10 years. To ensure the accuracy of remote sensing data, the remote sensing data were screened and compared with the true value data. After screening, the remote sensing products with correlation coefficients greater than 0.5 were screened again for subsequent experiments, where the original 1530 days were reduced to 1196 days. The spatial correlation coefficient in the study area essentially remained above 0.6. In this paper, a resolution of 4 km × 4 km/pixel for the remote sensing spatial scale is used. The total number of pixels in the study area is 909.
Results and Discussion
Computation and Distribution of Entropy
The literature [48] concludes that stable information entropy can only be calculated from data series of at least 10 years based on network layout experiments using data with different time series lengths. The 10-year rainy season rainfall data series selected in this paper were screened for a total of 1196 days. The marginal entropy for a single site is in the range of [0, log2 (1196)], i.e., [0, 10.58 bites]. Figure 2 shows the variation in marginal entropy of the measured rain gauges with the increase in time series length. The trend of the marginal entropy by the three discretization methods is basically the same, which increases first and then gradually becomes stable. When the time series is less than 300 days, the three types of marginal entropy experience unsteady fluctuations, and the variance is relatively high, which shows that only one or two years of data is not enough to capture more objective information. When the time series is longer than approximately 500 days, the standard deviation of various marginal entropy is approximately 0.1, and the amount of information at each point tends to have a stable value, that is, the information value of that point. To some extent, this also shows that the amount of information may be relatively small due to frequent precipitation during the rainy season. Furthermore, the application data of the rainy season for the design of rain gauge networks can even be applied to time series data that are slightly shorter than 10 years. The three entropy-based methods discussed in Section 2.4 are applied to optimize the layout of rain gauges in the study area. The results are shown in Figures 3 and 4 . In an intuitive network layout, different discretization methods and optimized entropy indexes lead to significant differences in network design. Among the 60-raingauge network layout results, the results of the same layout method using different discretization methods are closer, while the results of the 40-raingauge network are more dissimilar after using different discretization methods. Generally, the results have obvious clustering characteristics when using the A1 discretization method, which may be due to the excessive retention of data change information. Compared with the A1 discrete method, the results of the SC and ST discrete methods are more in line with the terrain characteristics. Both methods show that there are more rain gauges in mountainous areas and fewer rain gauges in plain areas. Among the three layout methods, the HT layout method is less affected by the discrete method, and the results of site layout using different discrete methods are similar. The results of the HC and MIMR layout methods are relatively scattered and intuitively more reasonable. The three entropy-based methods discussed in Section 2.4 are applied to optimize the layout of rain gauges in the study area. The results are shown in Figures 3 and 4 . In an intuitive network layout, different discretization methods and optimized entropy indexes lead to significant differences in network design. Among the 60-raingauge network layout results, the results of the same layout method using different discretization methods are closer, while the results of the 40-raingauge network are more dissimilar after using different discretization methods. Generally, the results have obvious clustering characteristics when using the A1 discretization method, which may be due to the excessive retention of data change information. Compared with the A1 discrete method, the results of the SC and ST discrete methods are more in line with the terrain characteristics. Both methods show that there are more rain gauges in mountainous areas and fewer rain gauges in plain areas. Among the three layout methods, the HT layout method is less affected by the discrete method, and the results of site layout using different discrete methods are similar. The results of the HC and MIMR layout methods are relatively scattered and intuitively more reasonable.
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Optimization design results of a network with 60 rain gauges. (a) Network of HC layout method using A1 discrete method; (b) Network of HC layout method using SC discrete method; (c) Network of HC layout method using ST discrete method; (d) Network of HT layout method using A1 discrete method; (e) Network of HT layout method using SC discrete method; (f) Network of HT layout method using ST discrete method; (g) Network of MIMR layout method using A1 discrete method; (h) Network of MIMR layout method using SC discrete method; (i) Network of MIMR layout method using ST discrete method; the black points are existing rain gauges, and colored points are added rain gauges. (c) Network of HC layout method using ST discrete method; (d) Network of HT layout method using A1 discrete method; (e) Network of HT layout method using SC discrete method; (f) Network of HT layout method using ST discrete method; (g) Network of MIMR layout method using A1 discrete method; (h) Network of MIMR layout method using SC discrete method; (i) Network of MIMR layout method using ST discrete method; the black points are existing rain gauges, and colored points are added rain gauges.
Network of HC layout method using ST discrete method; (d) Network of HT layout method using A1 discrete method; (e) Network of HT layout method using SC discrete method; (f) Network of HT layout method using ST discrete method; (g) Network of MIMR layout method using A1 discrete method; (h) Network of MIMR layout method using SC discrete method; (i) Network of MIMR layout method using ST discrete method; the black points are existing rain gauges, and colored points are added rain gauges. 
Comparison of Information
The information content of a network has always been one of the main goals or objectives of many network design methods. Different discretization methods inevitably result in different information entropy values. The variation range of the entropy values of a raingauge network and a single point are considered, as shown in Table 1 , and the results of the proportion of the correlation entropy of the nine raingauge networks to the total area are shown in Figure 5 .
From the results in Table 1 and Figure 5 , the value of entropy calculated by the A1 discrete method is the largest, but the range of change in the entropy values of a single point and the network is the smallest; even the lowest proportion of information entropy of the three design methods of a network is as high as 97.5%. If the final number of networks is defined according to the proportion of information entropy (95% or 90% in some studies), the accuracy of the original network can be satisfied, which is not in line with the actual situation. In contrast, the entropy calculated by the ST discretization method is the smallest, but the variation range of the entropy is the largest. When applied to three types of network layouts, the change in the information entropy of a network can be increased by approximately 10%. However, with the increase in the number of rain gauges, the correlation entropy of the network is not affected by the increase in the amount of data. This will affect the identification of the optimal number of rain gauges in the layout of the network, focusing on the amount of information. The marginal entropy calculated by the SC method, which calculates bin size by variance in the data, falls in the middle of those calculated by the A1 and ST methods, which filters noise to a certain extent and avoids the influence of abnormal extreme change in the data. The information entropy of the three raingauge networks using the SC method varies from 89% to 93%, and a certain number of rain gauges have an obvious stable trend, which is more suitable for the evaluation and screening of information entropy. 
The information content of a network has always been one of the main goals or objectives of many network design methods. Different discretization methods inevitably result in different information entropy values. The variation range of the entropy values of a raingauge network and a single point are considered, as shown in Table 1 , and the results of the proportion of the correlation entropy of the nine raingauge networks to the total area are shown in Figure 5 . 
From the results in Table 1 and Figure 5 , the value of entropy calculated by the A1 discrete method is the largest, but the range of change in the entropy values of a single point and the network is the smallest; even the lowest proportion of information entropy of the three design methods of a network is as high as 97.5%. If the final number of networks is defined according to the proportion of information entropy (95% or 90% in some studies), the accuracy of the original network can be satisfied, which is not in line with the actual situation. In contrast, the entropy calculated by the ST discretization method is the smallest, but the variation range of the entropy is the largest. When applied to three types of network layouts, the change in the information entropy of a network can be increased by approximately 10%. However, with the increase in the number of rain gauges, the correlation entropy of the network is not affected by the increase in the amount of data. This will affect the identification of the optimal number of rain gauges in the layout of the network, focusing on the amount of information. The marginal entropy calculated by the SC method, which calculates bin size by variance in the data, falls in the middle of those calculated by the A1 and ST methods, which filters noise to a certain extent and avoids the influence of abnormal extreme change in the data. The information entropy of the three raingauge networks using the SC method varies from 89% to 93%, and a certain number of rain gauges have an obvious stable trend, which is more suitable for the evaluation and screening of information entropy. From the results in Table 1 and Figure 5 , the value of entropy calculated by the A1 discrete method is the largest, but the range of change in the entropy values of a single point and the network is the smallest; even the lowest proportion of information entropy of the three design methods of a network is as high as 97.5%. If the final number of networks is defined according to the proportion of information entropy (95% or 90% in some studies), the accuracy of the original network can be satisfied, which is not in line with the actual situation. In contrast, the entropy calculated by the ST discretization method is the smallest, but the variation range of the entropy is the largest. When applied to three types of network layouts, the change in the information entropy of a network can be increased by approximately 10%. However, with the increase in the number of rain gauges, the correlation entropy of the network is not affected by the increase in the amount of data. This will affect the identification of the optimal number of rain gauges in the layout of the network, focusing on the amount of information. The marginal entropy calculated by the SC method, which calculates bin size by variance in the data, falls in the middle of those calculated by the A1 and ST methods, which filters noise to a certain extent and avoids the influence of abnormal extreme change in the data. The information entropy of the three raingauge networks using the SC method varies from 89% to 93%, and a certain number of rain gauges have an obvious stable trend, which is more suitable for the evaluation and screening of information entropy.
Comparison of Spatiality
A regional representative network can capture sufficient spatial features. The regional representation of a network here refers to the feature points that contain strong spatial heterogeneity. Different discrete methods will also lead to differences in the spatial distribution of entropy. The three discrete methods have applied the interpolation data of 25 randomly selected points to calculate the distribution of marginal entropy, as shown in Figure 6 . In the figure, the spatial difference in marginal entropy calculated by the A1 discrete method is more significant, while the spatial difference in marginal entropy calculated by the SC discrete method is weaker. The overall spatial change in marginal entropy by the three discrete methods is high in the north and low in the south, and the relative elevation of the high-entropy region is also slightly higher.
To ensure the objective and credible evaluation of the spatial characteristics of the raingauge network, this paper selects remote sensing data to calculate the spatial indexes to assist in the evaluation of the spatial characteristics of the 9 types of raingauge networks. The spatial index S is calculated based on the marginal entropy and ITI of the pixel and 24 surrounding pixels. The main theoretical basis is to apply local marginal entropy and information flux to express the spatial heterogeneity of a pixel. The spatial importance of the network is better with higher values for the spatial index S. Because there is no way to determine which discrete method has the most reliable spatial property, we calculate the spatial index S of remote sensing data under the three discrete methods. The statistical results of the spatial characteristics of the nine networks are shown in Figure 7 . discrete methods have applied the interpolation data of 25 randomly selected points to calculate the distribution of marginal entropy, as shown in Figure 6 . In the figure, the spatial difference in marginal entropy calculated by the A1 discrete method is more significant, while the spatial difference in marginal entropy calculated by the SC discrete method is weaker. The overall spatial change in marginal entropy by the three discrete methods is high in the north and low in the south, and the relative elevation of the high-entropy region is also slightly higher. To ensure the objective and credible evaluation of the spatial characteristics of the raingauge network, this paper selects remote sensing data to calculate the spatial indexes to assist in the evaluation of the spatial characteristics of the 9 types of raingauge networks. The spatial index S is calculated based on the marginal entropy and ITI of the pixel and 24 surrounding pixels. The main theoretical basis is to apply local marginal entropy and information flux to express the spatial heterogeneity of a pixel. The spatial importance of the network is better with higher values for the spatial index S. Because there is no way to determine which discrete method has the most reliable spatial property, we calculate the spatial index S of remote sensing data under the three discrete methods. The statistical results of the spatial characteristics of the nine networks are shown in Figure  7 .
First, the trends in the evaluation results of the spatial indicators for 9 layouts calculated by different discrete methods are basically the same, which can confirm the objectivity of the spatial nature of the remote sensing data product evaluation network at a certain level.
The spatiality of the HC method results shows the most significant upward trend, especially in the network with 60 rain gauges, regardless of which discrete method was adopted. The results showed the best spatiality. However, the spatiality of the network is not very prominent as a result of the layout having as few networks as possible. The SC method has certain advantages in the layout of a high-density raingauge network. The spatiality of the results of the MIMR method basically remains stable, with no significant upward or downward trend. These results show that the screening conditions of this method balance the spatial relationship to some extent. The results of the HT method have a lower spatiality than those of the other methods, which indicates that this combination of network entropy may focus too much on data with large differences from the original network data, resulting in a uniform distribution of the overall network and the lowest spatiality. In addition, the three discrete methods have significantly different impacts on the spatial performance of the results of the different network design methods. For example, the A1 method has a greater impact on the MIMR layout method, and the spatial performance of the layout results obtained is unsatisfactory. 
Comparison of Accuracy
One of the most important evaluation indexes of a network is its accuracy in application. We perform ordinary kriging interpolation for 9 types of networks and compare the interpolation data with the truth value to obtain the relative error in the research area. The results are shown in Figure  8 . The statistical results show that the relative error can be reduced from 4.5% to 2.5% in 9 networks with 60 rain gauges.
The rate of accuracy improvement by the A1 discrete method is lower than that by the SC and ST methods, and the error tends to be stable at approximately 45 rain gauges, while the ST and SC methods tend to be stable at 40 rain gauges. This may be because the bin value of the A1 method is too large, resulting in many perturbation factors in the data. In addition, the A1 method has a greater impact on the layout method than the SC and ST methods. The accuracy of the A1 layout method is obviously different, while the layout results of the ST and SC discrete methods are similar when the number of rain gauges is approximately 40 but gradually different when the number of rain gauges is 60. This result shows that the SC and ST discrete methods are more applicable during rainy season rainfall. Compared with the performances of the three layout methods, the accuracy of the MIMR method is better than that of the HC and HT methods in the application of different discrete methods. This result shows that the MIMR method is more applicable to the layout of rain gauges during the rainy season. Among them, the error trend in the MIMR-SC method has been decreasing. Either the number of rain gauges can continue to increase until it reaches a plateau, or the method can be improved to achieve the lowest possible error trend as soon as possible; however, the latter choice has more research prospects. First, the trends in the evaluation results of the spatial indicators for 9 layouts calculated by different discrete methods are basically the same, which can confirm the objectivity of the spatial nature of the remote sensing data product evaluation network at a certain level.
The spatiality of the HC method results shows the most significant upward trend, especially in the network with 60 rain gauges, regardless of which discrete method was adopted. The results showed the best spatiality. However, the spatiality of the network is not very prominent as a result of the layout having as few networks as possible. The SC method has certain advantages in the layout of a high-density raingauge network. The spatiality of the results of the MIMR method basically remains stable, with no significant upward or downward trend. These results show that the screening conditions of this method balance the spatial relationship to some extent. The results of the HT method have a lower spatiality than those of the other methods, which indicates that this combination of network entropy may focus too much on data with large differences from the original network data, resulting in a uniform distribution of the overall network and the lowest spatiality. In addition, the three discrete methods have significantly different impacts on the spatial performance of the results of the different network design methods. For example, the A1 method has a greater impact on the MIMR layout method, and the spatial performance of the layout results obtained is unsatisfactory.
One of the most important evaluation indexes of a network is its accuracy in application. We perform ordinary kriging interpolation for 9 types of networks and compare the interpolation data with the truth value to obtain the relative error in the research area. The results are shown in Figure 8 . The statistical results show that the relative error can be reduced from 4.5% to 2.5% in 9 networks with 60 rain gauges. 
Summary and Conclusion
In this paper, the applications of the A1, ST and SC discrete methods and the HT, HT and MIMR entropy-based design methods are discussed based on the data of rainy season rain gauges and remote sensing products over 10 years. First, the discrete method and entropy target layout method are applied to obtain 9 layout schemes for the research area. Second, the information contents of the site network for the layout results are compared. In terms of numerical value, the order of marginal entropy is A1, SC and ST; that is, the A1 method retains more information than the ST and SC methods. In terms of the proportion of information in the network, the results using the A1 and ST discrete methods have problems, such as the ranges being too high and too low (97.5%-100% and 71%-79%, respectively), compared with the SC method, which is very unfavorable for determining whether the network is in line with the actual application requirements given the information and the objective. Third, the spatial distribution of marginal entropy is compared, and the local marginal entropy and mutual information index calculated by remote sensing data are used to evaluate the spatial performance of the raingauge network. The distribution of marginal entropy calculated by the three discrete methods is significantly different and has the same spatial distribution (high in the north and low in the south), to a certain extent. The spatiality of the results of different layouts has different sensitivities to the choice of discrete method, among which the spatiality of the results of the MIMR method is the most stable compared with that of the HC and HT methods. Finally, the accuracies of the layout results are compared. The accuracy of the A1 discrete method is lower than that of the SC and ST methods. The accuracy of the MIMR method is better than that of the HC and HT methods when different discrete methods are applied. In conclusion, we believe that MIMR combined with the SC discrete method is more suitable for studying the network design of rain gauges during the rainy season.
Taking rainy season precipitation as an example, this study compared the difference between the results of the discrete method and the entropy target. The results of comparisons can provide a valuable reference for station network design with the same hydrological variables. For the station network layouts of various hydrological variables, the comparison process is equally effective. But the conclusions of the comparison will vary due to differences in the spatial correlation degrees of variables. Moreover, the scale of the study area does not directly affect the process of comparisons. In addition, there are still many problems in this paper worthy of further study, such as the relationship between the selection of discrete methods and data characteristics, the relationship between the applicability of the entropy objective algorithm and data characteristics, and whether the application of a multiobjective optimization algorithm to compare discrete methods and entropy objective methods would have the same comparison results. The rate of accuracy improvement by the A1 discrete method is lower than that by the SC and ST methods, and the error tends to be stable at approximately 45 rain gauges, while the ST and SC methods tend to be stable at 40 rain gauges. This may be because the bin value of the A1 method is too large, resulting in many perturbation factors in the data. In addition, the A1 method has a greater impact on the layout method than the SC and ST methods. The accuracy of the A1 layout method is obviously different, while the layout results of the ST and SC discrete methods are similar when the number of rain gauges is approximately 40 but gradually different when the number of rain gauges is 60. This result shows that the SC and ST discrete methods are more applicable during rainy season rainfall. Compared with the performances of the three layout methods, the accuracy of the MIMR method is better than that of the HC and HT methods in the application of different discrete methods. This result shows that the MIMR method is more applicable to the layout of rain gauges during the rainy season. Among them, the error trend in the MIMR-SC method has been decreasing. Either the number of rain gauges can continue to increase until it reaches a plateau, or the method can be improved to achieve the lowest possible error trend as soon as possible; however, the latter choice has more research prospects.
Summary and Conclusions
Taking rainy season precipitation as an example, this study compared the difference between the results of the discrete method and the entropy target. The results of comparisons can provide a valuable reference for station network design with the same hydrological variables. For the station network layouts of various hydrological variables, the comparison process is equally effective. But the conclusions of the comparison will vary due to differences in the spatial correlation degrees of variables. Moreover, the scale of the study area does not directly affect the process of comparisons. In addition, there are still many problems in this paper worthy of further study, such as the relationship between the selection of discrete methods and data characteristics, the relationship between the applicability of the entropy objective algorithm and data characteristics, and whether the application of a multiobjective optimization algorithm to compare discrete methods and entropy objective methods would have the same comparison results.
