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If K is a bounded linear operator from the real Banach space U into the real 
Banach space V and f: U x m + V has the value zero at (O,O), the existence and 
linear stability of the equilibrium solutions of the dynamical system 
which are close to the origin in II x P are studied. It is assumed that 
f,(O, 0): U+ V is a Freholm operator of index zero. The only restriction on the 
dimension of the null space of f,(O, 0) and the order of vanishing, at (0, 0), of J 
restricted to the null space of DJ(O,O): U X IR + V, is that they both be finite 
positive integers. The main result gives conditions under which the equation, which 
determines the equilibrium solutions in a neighborhood of the origin, also 
determines the stability of these equilibrium solutions. 
1. INTRODUCTION 
The equilibrium solutions of the dynamical system 
K $ = f@, a), (1.1) 
where K is a bounded linear operator from the real Banach space U into the 
real Banach space I/ and f: U x R + V is a Ck function, k > 2, are given by 
solutions of the equation 
f(u, a) = 0. (1.2) 
Under the assumptions that f(0, 0) = 0, f,(O, 0): U+ V is a Fredholm 
operator of index zero, zero is a K-semisimple eigenvalue off,(O, 0), and the 
first k - 1 derivatives, at (0, 0), off 1 X, are zero, where X, is the null space 
of OflO, 0): U x R -+ V, we study the (linear) stability of equilibrium 
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solutions of (1.1) in a neighborhood of (u, a) = (0,O). To do this, we first 
reduce the problem of finding solutions of (1.2) in a neighborhood of 
(u, a) = (0,O) to the finite dimensional problem of finding solutions of 
F(a, r) = 0, (1.3) 
where jr: A x IR -+ A (A is the null space off,(O, 0)) is obtained from f by 
the Liapunov-Schmidt procedure. If f,(O, 0) 4 R(f,(O, 0)) (resp. f,(O, 0) E 
H(f,(O, 0))), we show in Theorem 1 (resp. Theorem 2) that every nonzero 
solution, (% 9 To), of (1.3), with DX(a,, vO): A x IR + A surjective, 
determines a continuously differentiable curve (U(S), a(s)) in U x iR, with 
(u(O), a(0)) = (0, 0), (u’(O), a’(0)) # (0, 0), and f(u(s), a(s)) = 0. Our main 
result, which is given in Theorem 3, is that the stability of the equilibrium 
solution (u(s), a(s)), s small, is completely determined by DF(a,, q,,) 
provided Fa(a,, q,,): A + A has no eigenvalues which are both purely 
imaginary and nonzero, and either zero is not an eigenvalue of YO(a,, qO) or 
zero is a semisimple eigenvalue of KJa,,, qO). Since .F depends only on 
f,(O, 0) and D"f (0,O) 1 Xf , Theorem 3 can be applied when these derivatives, 
at (0, 0), are known. 
Theorem 3 contains a result of Sattinger [S, Theorem 7.21 and extends his 
result by considering the case zero is an eigenvalue of XO(uo, v,,). Also, in 
Remark 20 we give a procedure for determining the stability of (u(s), a(s)), s 
small, when XJ(a,, q,,) has purely imaginary nonzero eigenvalues. 
There are two degeneracies which must be handled in Theorems l-3: the 
dimension m of the null space of f,(O, 0), and the order k of vanishing of 
f 1 Xi. Theorems 1 and 2, in the case k = 2, reduce to the bifurcation results 
of Decker and Keller [3], and extend these results by showing that the 
derivative of (u(s), a(s)) is continuous at s = 0, (see Remark 8). In Remarks 
13 and 14, we show how Theorem 3, in the case m = 1 and k = 2, reduces to 
the stability results of Crandall and Rabinowitz [2]. In the case m = 1 and 
each nonzero solution (a,, q,,) of (1.3) is such that DR(a,,, q,,) is surjective, 
we obtain from Theorem 3 (see Remark 14) the principle of exchange of 
stability. This principle, which has been obtained under much weaker 
assumptions by Weinberger [ 111, seems to have no generalization to the case 
m> 1. 
In Section 4, we outline the procedure for applying our results to reaction- 
diffusion equations. 
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2. STATEMENT AND DISCUSSION OF RESULTS 
Let (H,) be the hypothesis: 
(a) U and V are real Banach spaces; 
(b) f: U x I? + V is Ck, where k > 2, and f(0, 0) = 0; 
(c) N(f z), the null space off & : U + V, denoted by A, has dimension 
m, where m is a jmite positive integer; 
(d) R(f E), the range off i, has codimension m in V: 
(e) P: V + V is a projection onto the range off f. 
In hypothesis (H,), and in what follows, a superscript 0 on a partial 
derivative off stands for that partial derivative evaluated at (u, a) = (0,O). 
DEFINITION. If X is a real Banach space, x0 E X - (O), and p, B > 0, then 
is the cone in X with axis x,,, radius p, and angle 0. 
If hypotheses (Hi) holds, Theorems 1 and 2 give further conditions which 
guarantee the existence of a continuously differentiable curve, passing 
through the origin in U X R, along which f is zero. Theorem 1 deals with the 
case fi 6Z R(f t) and Theorem 2 deals with the case f x E R(f f). (Here f,, is 
the partial derivative off with respect to its second component.) 
THEOREM 1. Suppose hypothesis (H,) holds, f z @ R(f i), and 
1 apff” 
-- p! aup AP=O for p = 2, 3 . . . . . k -- 1. (2.1 ) 
De$neF:AxKG+R(I-P)by 
F(a,n)=(I-P) A$$ 
L. 
ah+fj:n . 
I 
Zf (a,), no), a, # 0, is a solution of F(a, n) = 0 and DF(a,,, no): A x R -+ 
R(I - P), which is given by 
(2.2) 
is surjective, that is, has null space spanned by ((l/k)a,, no), then there is a 
continuousl-y differentiable curve (u(s), a(s)) in U x Ip, deJned in u 
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neighborhood of s = 0, with (u(O), a(0)) = (0,O) and (u’(O), a’(0)) = (a,, O), 
which is Ck for s # 0, such that 
(2.3) 
and, for some positive numbers p and 0, we have 
(u, a> E W’(O), a’(O)), P, 8) n (04 4: f(u, a> = 01 
if and only if (u, a) lies on the curve (u(s), a(s)). If, in addition, f is C’, 
where I > k + 1, then (u(s), a(s)) is Clpk. 
Remark 1. If k = 2 then condition (2.1) holds vacuously, and, by (2.3), 
a”(0) exists and equals 2~~. 
Remark 2. If ‘lo # 0, then, by (2.3), a(s) changes sign at s = 0 if and 
only if k is odd. If k is even and r. > (<) 0, then the curve (U(S), a(s)) 
represents supercritical (subcritical) bifurcation, i.e., a(s) is positive 
(negative) for nonzero small s. For the case q. = 0, see Remark 18 at the end 
of the proof of Theorem 1. 
Remark 3. If f is CZk then, by (2.3), a”‘(O) = 0 for j = 0, 1, 2 ,..., k - 1, 
and ack)(0) = k! 71~. 
Remark 4. Suppose the hypotheses in the first sentence of Theorem 1 
hold and F is as defined in Theorem 1. Let T be the set of all a E A such that 
F(a, r) = 0 for some v = q(a) E R. (Since (1-P) f z # 0, r(a) is a well- 
defined function on T.) If for each a E T - {O}, DF(a, q(a)) is surjective, 
then it will be shown in the proof of Theorem 1 that T consists of a finite 
number of distinct lines I ,,..., 1, in A which pass through the origin and, in a 
neighborhood of (u, a) = (0, 0), {(u, a): f (u, a) = 0) is given by the graphs of 
q continuously differentiable curves (uJs), aj(s)), j = 1, 2,..., q, with 
2(F), ai( = (0,O) and (uj(O), a;(O)) = (aj, 0), where aj is a nonzero point 
I’ 
THEOREM 2. Suppose hypothesis (H,) holds, f i E R(f “,), u. E U 
satisfies f “,uo + f 8 = 0, and 
+ Pf P)(b 0) + v@,, 1))” = 0, a E A, r E IR, p = 2 ,..., k - 1.(2.4) 
Define F:A x IR+R(I-P) by 
F(a, r) = (I- p> 
L 
k D”f (o)((a, 0) + v(u,, l))‘] I 
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If (a,, no) is a nonzero solution of F(a, n) = 0 and DF(a,, no): A X t, + 
R(t - P), which is given by 
(0, vl) + (I- f’) 
1 
(k _ l>! Dkf(O)((ao~ 0) 
+ %(%.I, 1)>“-‘((a7 0) + ‘?(%I~ 1)) * 
I 
(2.5 1 
is surjective, that is, has null space spanned by (a”. n,,), then there is u 
continuously differentiable curve (u(s), a(s)) in U x IF;, defined in u 
neighborhood of s = 0, with (u(O), a(0)) = (0,O) and (u’(O), u’(0)) = 
(%Y 0) + ?h(%~ l), which is Ck for s # 0. such that, for some positive 
numbers p and 9, we have 
(u, a) E C((u’(O), a’(O)), p, 0) f-l { (24% a):f (u, a) = 01 
tf and only tf (u, a) lies on the curve (u(s), a(s)). If in addition, f is C’. 
where l> k + 1, then (u(s), a(s)) is Crek. 
Remark 5. In Theorem 2, if a’(0) # 0 then the sign of a’(0) determines, 
for small s, the sign of a(s). For the case a’(O) = 0 see Remark 19 at the end 
of the proof of Theorem 2. 
Remark 6. Suppose the hypotheses in the first sentence of Theorem 2 
hold and F is as defined in Theorem 2. Let T be the set of all (a, q) in A x R 
such that F(a, 7) = 0. If, for each (a, 7) E T - (O), DF(a, q) is surjective. 
then it will be shown in the proof of Theorem 2 that T consists of a finite 
number of distinct lines 1 ,, z ,..., I, in A x R which pass through the origin I 
and, in a neighborhood of (u, a) = (0, 0), ((u, a): f (u, a) = 0} is given by the 
graphs of q continuously differentiable curves (ui(s), ai(s j = 1, 2,.... q. 
with (uj(0), ai( = (0, 0) and (u;(O), a\(O)) = (ai + viz+,, vi), where 
(aj, vi) # (0,O) lies on lj. 
Remark 7. All of Theorem 2, and all of Theorem 1 except (2.3). would 
follow directly from well-known general results (see 17, Theorem 1 and 
Corollary 2 I), if we were to assume f is Cki ’ rather than just Ck. But, to 
show the derivative of the curve (u(s), a(s)) is continuous at s = 0 when f is 
only Ck requires a new argument which we give in Lemma 2 of Section 3. 
However, even if the bifurcation results in Theorems 1 and 2 were not an 
improvement on existing results, we would want to include them here, stated 
in this special way, in order to clearly indicate that the function F in 
Theorem 1 and 2, which determines the bifurcating curves in a neighborhood 
of the origin in U x R, is the same function in Theorem 3, which determines 
the linear stability of points on these bifurcating curves. This relationship 
between bifurcation and stability is the main result of this paper. 
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Remark 8. Assume the hypotheses in the first sentence of Theorem 1 
(resp. Theorem 2) hold. For the purpose of comparing our results with those 
of Decker and Keller [3], we introduce, as is done in [3], a basis 
u, , u2 ,..., u, of A and basis w; ,..., w,* of R(fi)‘. Since (I- P)y = 0 if and 
only if y E R(fi) if and only if I+V~ y = 0, i = l,..., m, we have (a, II) = 
(Cim_, rjuj, {,) is a solution of F(a, r) = 0, where F is as in Theorem 1 
(resp. Theorem 2), if and only if, 
$vi+ i = 1, 2,..., m (2.6) 
(respectively, 
&W:olf(O) (~oljuj~CO)k=O, i = 1, 2 ,..., m). (2.7) 
In the case k = 2, Eqs. (2.6) (resp. Eqs. (2.7)) are [3, Eqs. (2.17) (resp. 
Eq. (2.14))] without the normalization CJ’=, <j’ = 1 (resp. Cj”=O <j’ = 1). 
Suppose (a,, %I= (Zjm_, ty"j3 C3 is a nonzero solution of (2.6) (resp. (2.7)). 
The null space of DF(a,, vO) is spanned by (( l/k)a,, qo) (resp. (a,, v,,)) if 
and only if the m x (m + 1) matrix (M, N), where M = (mi,)T,=, is the 
m x m matrix given by 
P.8) 
(respectively, 
’ mii= (k- l)! (2.9) 
and N = (n,) is the m x 1 matrix given by 
ni = yfi”fE (2.10) 
(respectively, 
1 
ni= (k-l)! C2*l ‘1 
has null space spanned by ((l/k#,..., (l/k)<:, rlo) (resp. (Cy,..., ri, ri). This 
latter condition is equivalent to det J # 0, where J is the (m + 1) X (m + 1) 
matrix 
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M N 
J= 
ry,..., r”, 0 
(respectively, 
M 
J= 
ry ,..., r; 
(2.12) 
(2.13) 
In (2.12) we have used the fact, which follows from (2.6), that Cj’=, ry’ = 0 
if and only if CT= r l;’ + qi = 0. In the case k = 2, the matrix (2.12) (resp. 
(2.13)) is the matrix J in [3, Sect. 2 (resp. Section 4)]. Thus Theorems 1 and 
2, with k = 2, contain the results in [3] and improve upon them by showing. 
in the case f is C*, that the derivative of (U(S), a(s)) is continuous at s = 0. 
In order to state our stability result we need a few definitions. Let T and K 
be bounded linear operators from the real Banach space U into the real 
Banach space V. The K-resolvent, P,(T), of T is the set of all complex 
numbers c such that T, - t;K, is an isomorphism from U @ iU onto V 0 iv, 
where T, and K, are the complexification of T and K, respectively. The K- 
spectrum, xk(T), of T is G - Pk(T). A complex number ,I is a K-eigenvalue 
of T if T, -AK, is not one to one on U @ iU. A complex number ,I is a K- 
semisimple eigenvalue of T if the dimension of the null space of T, - j-k’, 
and the codimension of the range of T, - AK, are finite, positive, and equal, 
and if 
K(N(T,-AK,)-{O})nR(T,-1K,)=0. 
Note that zero is a K-semisimple eigenvalue of T implies K / N(T) is one to 
one and V = K(N( T)) @ R(T). 
If f: U x iR + V is differentiable and f(u, a) = 0, then (u, a) is defined to 
be (linearly) K-stable if CK(fu(u, a)) 1s contained in (<E @: Re i < O}; (u, (0 
is defined to be K-unstable if C,&(U, a)) intersects { [ E (,I: Re < > 0). 
Let (H2) be the hypothesis that (H,) holds. K: U+ V is a bounded linear 
operator, and zero is a K-semisimple eigenvalue off ‘:. 
Remark 9. As pointed out above, if hypothesis (Hz) holds, then K /A is 
one to one, V = K(A) @ R(fi), and we can, and always will, take P in part 
(e) of hypothesis (H,) so that R(Z - P) = K(A). Thus K- ‘(I - P): V --) A 
and ,F:A x R +A (given by .F(a, n) = K-‘F(a, n) where F is as in 
Theorem 1 (resp. Theorem 2)) are well-defined operators. Also, Theorem 1 
(resp. Theorem 2) remains correct if F is replaced with %Y, and (I - P) is 
replaced with K- ‘(I - P). 
THEOREM 3. Assume hypothesis (H,) holds, and assume the hypotheses 
of Theorem 1 (resp. Theorem 2), which are needed to obtain the curve 
(u(s), a(s)) described in Theorem 1 (resp. Theorem 2), hold. Assume 
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(u(s), a(s)) is Ck-‘. (Th is will be the case tff is C2k- ‘,) Let pj, j = 1, 2 ,..., n 
be the distinct eigenvalues of .FO(aO, n,,): A --f A, where .F is as in Remark 9. 
Let mj be the algebraic multiplicity of pj. Then 
(i) there exists r > 0, and, for j = 1, 2,..., n there exist functions Aj,,(s), 
k = 1, 2,..., mj (the pj group) of the form 
Sk- ‘/lj + o(sk- ‘) as s+O (2.14) 
such that for sufficiently small s 
T (fu(U(S>, a(S))) n {<E 6: ICI < r} = ()'i,k(S): 1 <j< 4 1 < k < mj}i 
. . 
lims+f~~f(~~k~ke’~ =y( 
eigenvalue of rO(aO, no) tf and only I$ 
resp. a’(O) = 0). In this case, no = 0, u’(0) = a,, 
and the null space of Fa(a,, no) is one dimensional and spanned by a, ; 
(iii) suppose zero is an eigenvalue of Xa(aO, no) of algebraic 
multiplicity one. Let n(s) be the unique function in the O-group, and let 
a*: A -+ R span the null space of FJa,, no)*. Then 
a*Kq(ao, vo) f 0 f a*a,, 
for s@ciently small s, n(s), and a’(s) (resp. skP’a’(s)) have the same zeros, 
and 
lirn n(s> 
-( 
WI 
i 
a*Fq@o) rlo) 
s-0 a’(s) resp’ Sk-la’(S) =- a*a, * 
a’(s)+0 
(2.15) 
Remark 10. Suppose, as in part (iii) of Theorem 3, that zero in an eigen- 
value of ;h(a,, qo) of algebraic multiplicity one. In the proof of part (iii) of 
Theorem 3 it will be shown that {v * E V*: v*f z = 0 and v *Fa(ao, no) = 0) 
is spanned by w* = a*K-‘(I - P), where a* spans the null space of 
~(ao~ vo)*. Since F1, = K-‘(I- P)F, and, by part (ii) of Theorem 3, 
v. = 0, we have, for use in (2.15) by (2.2) (resp. 2.5), that 
a”fo k-l 
auk-laa aO I) ’ 
Also, since (K-‘(I - P)K) 1 A = I, we have 
aXaO = v*Ka,. 
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Remark 11. The criterion given by Sattinger 19, Chap. 41 for the 
existence of a zero curve off corresponding to a solution of what he calls the 
reduced bifurcation equations is, stated in the notation of Theorem 3, that 
.Fo(a,,, vO) be an isomorphism. Since ,Ya(a,,, qO) is an isomorphism implies 
D.F(a,, q,,) is surjective, we see that Sattinger’s criterion for the existence of 
a zero curve off implies our criterion in Theorem 1 (resp. Theorem 2) that 
D.T(a,, q,,) be surjective. Also part (i) of Theorem 3 contains Theorem 7.2 
in Sattinger [S], which says that the stability of the bifurcating solutions is 
determined at lowest order by the eigenvalues of .To(a,, q,,). Furthermore. 
part (iii) of Theorem 3 (resp. Remark 20 at the end of the proof of 
Theorem 3) extends this result by providing criteria for stability when 
,To(a,, vO) has zero as an eigenvalue (resp. purely imaginary nonzero eigen- 
values). 
Remark 12. Since, in applications, f many time is such that f(0, a) = 0 
for all (I (note that this condition implies f s = 0 and hencef, E R(fZ)), we 
state what our results reduce to, in this case, for the zero curve (0, u), u 
small, ofJ: Suppose the hypotheses of the first sentence of Theorem 2 hold 
and f(0, a) = 0 for all a. Since fs = 0 we can take u0 = 0. Hence the 
function F in Theorem 2 is given by 
F(a, rl) = (I - fJ) h o”f(O)(a, rl)k. (2.16) 
Differentiating f(0, a) = 0 with respect to a we get 
0 =$fco, ct)lrrz” = Dkf(O)(O, qk. (2.17) 
Thus, by (2.16) and (2.17), (a,,, qO) = (0, 1) is a solution of F(a, q) = 0. 
Since, by (2.16), 
1 
WO, l)= (1-P) (k- l)! m-(0)(0, l)k-‘. 
we have, for all q E R, by (2.17), that DF(0, l)(O, I?) = 0, and so, for all 
(a, 7) E A x R, 
DF(O, l)(a, v) = DF(0, l)(a, 0) = F,(O, 1)a (2.18) 
1 
=(‘-‘) (k-l)! D”f(O)(O, 1 jk- ‘(a, 0) 
1 h”f” 
= (’ - ‘) (k - I)! au ank -’ a’ (2.19) 
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Thus, by (2.18) and (2.19), DF(0, 1) has null space spanned by (0, l), if and 
only if F,(O, 1) is an isomorphism, if and only if 
(2.20) 
for all a E A - {O}. Assume this is the case. By Theorem 2 (0, a) is the only 
zero curve, (u(a), a), off with u(0) = 0 and u’(0) = 0. If hypothesis (H,) 
holds then .YJJ(O, 1) =K-‘F,(O, 1) is an isomorphism, and hence, by 
Theorem 3, provided FO(O, 1) has no purely imaginary nonzero eigenvalues, 
the stability of points on the curve (0, a), a samll, is determined by Xa(O, 1). 
Suppose k = 2 and m = 1. Condition (2.20) is condition (iii) of Lemma 1.1 
in Crandall and Rabinowitz [2]. Since F is a quadratic form, we obtain from 
Theorem 2, Remark 6, and the following fact about quadratic forms, 
Lemma 1.1 in [2]. If Q: IR ’ + IR is a quadratic form, (x,, y,) # (O,O), 
Q(x, > Y,) = 0, and DQ(x,, vi) is surjective, then there exists 
(x2, y2) E IR2 - (0,O) such that if li, i = 1, 2 is the line in iR* determined by 
(0,O) and (xi, yi) then I, f7 I, = { (0, O)}, 1, U I, is the zero set of Q, and 
DQ(x2, y2) is surjective. 
Remark 13. In this and the following remark we discuss our results in 
the case m = 1. This case is called bifurcation from a simple eigenvalue. 
Suppose hypothesis (Hi) holds, m = 1, and f z @ R(fi). (In Remark 14 we 
will consider the case f s E R(f “,).) Then 
(I-P)f:#O. (2.21) 
By (2.21) and the fact that the range of Z-P is one dimensional, we have, 
for each a E A there is a unique PZ E R such that F(u, q) = 0, where F is as in 
Theorem 1 with k = 2. If (a,, vo) is a solution of F(u, q) = 0, with a, # 0, 
then, since (2.21) holds and A is one dimensional, we have the null space of 
DF(u,, qo) is spanned by (fu,, qo). Thus, by Theorem 1 with k = 2 (note 
that condition (2.1) holds vacuously), and Remark 4, the zero set off in a 
neighborhood of (0,O) is given by a continuously differentiable curve 
(U(S), a(s)) with u’(0) = a, and a'(0) = 0. Suppose, in addition, zero is a K- 
semisimple eigenvalue off z. We now apply Theorem 3. Let w* be a nonzero 
linear functional in I’* with ty*f z = 0. Let ,D be the eigenvalue of F,(uo, qo). 
By part (i) of Theorem 3, for small s, there exists a unique K-eigenvalue, 
A(s), near zero of f,(u(s), a(s)). 
Case I. Suppose ,D = 0. Then X=(u,, qo) = 0 and so y*F,(u,, ?jo) = 0. 
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Thus, by part (iii) of Theorem 3 and Remark 10, we have, for small s. that 
d(s) and a’(s) have the same zeros, w*f E # 0 # t+~*Ka,, and 
,im ,+I ‘Pfll 
s-0 a’(s) -= - W*Kao’ 
cY’(O)#O 
Case II. Suppose ,u # 0. Since DF(a,, ~o)(~ao, ro) = 0 we have 
fF,(u,. q,)u, = -(I - P)J: qo. Thus 
&G7, = $u-&o, ‘lo)ao = jF,(a,. rfo)uo = -(Z - Qf:r/$,. (2.22) 
Since I/= R(SE) @ K(A) and ‘i/* # 0 we have ty*Ku, f 0. Taking I+V* of 
(2.22) and using ty*P = 0 we get 
Pu= 
- 2vov/*Lf s 
‘pKu, ’ 
Thus ylo # 0, w*f “, # 0, and by (2.3) and (2.14) with k = 2, we have 
(2.23) 
Thus we have almost obtained Theorems 3.2 and 3.6 in Crandall and 
Rabinowitz 121. The only difference is that in [ 21 f is assumed to be only C”. 
and here we assume f is C2. 
Remark 14. Suppose the hypotheses of the first sentence of Theorem 2 
hold and m = 1. Assume hypothesis (H2). Let a^ span A. Choose a* E A * 
such that a*& = 1. Let (uj, vi), i = 1, 2, be two independent solutions of 
F(u, r) = 0 with DP(a,, vi), surjective, i = 1, 2, where F is as in Theorem 2. 
Since (a,, vi), i = 1,2, are independent and A is one dimensional, either 
‘I, # 0 or q2 # 0. Assume qZ # 0. By multiplying (a,, q2) by a scalar we can 
assume ylz = 1. Similarly, if ql = 0 (resp. q, # 0) we can assume a, = a^ 
(resp. V, = 1). Let (u,(s), a,(s)), i = 1, 2, be curves, as given by Theorem 2. 
corresponding to (a,, vi), i = 1, 2, respectively. By part (i) of Theorem 3, for 
small s, there is a unique K-eigenvalue n,(s) near zero, off,(uJs), a,(s)). and 
Ai = ,uisk-’ + o(sk- ‘) as s --t 0, (2.24) 
where pi is the eigenvalue of .Fa(uir vi). Thus 
pi = U*pia^ = U*.E(-,(ai, vi)& 
By Theorem 2 
a;(o) = ‘li. 
(2.25 
(2.26 
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If vi = 1, we have by (2.26) and part (ii) of Theorem 3, that pi # 0, and 
hence, by (2.25), that 
u*2qui, 1)s # 0. (2.27) 
Since r2 = 1, we have, by (2.26) and (2.24), that A, can be viewed as a 
function of a, and 
A2(a) =p2ak-’ + o(ak-‘) as a + 0. (2.28) 
If )I, = 1, we have by (2.26), (2.24), and (2.25) that 
lim 4(s) 46) P = lim -c--L= 
a*ST,(ul, l)& 
s-0 sk-‘a;(s)p2 s-0 Sk-l/l* p2 u*ST,(u*, l)& 
(2.29) 
If vi = 0, we have by (2.26) and part (ii) of Theorem 3 that zero is an eigen- 
value of XJa^, 0) and hence, by part (iii) of Theorem 3, 
and 
a*Lqa”, 0) # 0 (2.30) 
lim n,(s) 
S+O sk-‘a;(s) 
= -a *qc?, 0). 
a;(s)+0 
Dividing (2.31) by pZ and using (2.25) we obtain 
lim A‘(S) 
a *xp, 0) 
s-0 
a;w+o 
sk-‘a;(s)pz =-u*~F~(u,, 1)a”’ 
(2.31) 
(2.32) 
In (2.29) and (2.32), ,u, should be viewed as the nonzero real number such 
that (2.28) holds. To interpret (2.29) (resp. (2.32)), define .P: R2 + R by 
Cp(r, q) = u*R(@, q). Then ;j is homogeneous of degree k, and, if q, = 1 
(resp. q1 = 0) we can write (2.29) (resp. (2.32)) as 
where ti is defined by ui = ria^. Since y is homogeneous, the zero set of & 
consists of lines through the origin. For i = 1, 2, let li be the line determined 
by (0,O) and (ri, vi). Suppose I, and I, are adjacent lines in the zero set of 
.@. Then, because the derivative at adjacent zeros of a real valued function 
of a real variable cannot have the same nonzero sign and because of (2.27) 
and (2.30), we have 
;i;cr,, wqr,, 1) < 0 (resp.~q(L o>;Z;(t,, 1) > 0). 
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Thus (2.33) gives the principle of exachange of stability. In addition, since. 
for any quadratic form in two variables, Q(x, y), with Q(x, , I) = 
Q(x,, 1) = 0, x, #x2 (resp. Q(x,, 1) = Q(1, 0) = 0), it is the case that 
Qx(x,, 1) = - Q,(x,, 1) (resp. Q,(x,, 1) = Q,(l, 0)) we have, when k = 2. 
that (2.33) reduces to 
lim h(s) -1 
s-o scf;(s),uz = . 
u;(s)#o 
Thus we have obtained Theorem 1.16 in Crandall and Rabinowitz [2]. A 
much more general form of the principle of exchange of stability than that 
given by (2.33) was given by Weinberger [ 111. Also, in the casefis analytic, 
see Kielhofer 161. 
Remark 15. In order to compare Theorem 3 with the results in Taliaferro 
[lo], we restate Theorem 3 in the notation introduced in Remark 8. Assume 
the hypotheses in the first two sentences of Remark 8 hold. Suppose 
(aa, vo) = <ci”=, +j, G> is a nonzero solution of (2.6) (resp. (2.7)) and 
det Jf 0, where J is given by (2.12) (resp. (2.13)). Suppose hypothesis (Hz) 
holds. By Taliaferro [ 10, Lemma 11, we can choose the VT, i = 1, 2 ,..., m. so 
that tyTKuj = 6,. Since the i/-element of the matrix of K-‘F,(a,, ‘lo) with 
respect to the basis U, ,..., u, of A is 
y/W-‘&z@,, vo)u, = y/jkF,@o, vob, 
we have M, as given by (2.8) (resp. (2.9)), is the matrix of LFG(ao, vo) with 
respect to the basis u, ,..., u,. Thus the eigenvalues, uj, j = 1, 2 ,..., n, in 
Theorem 3 are also the eigenvalues of M. Suppose as in part (iii) of 
Theorem 3, zero is an eigenvalue of M of algebraic multiplicity one. Let 
y* = CT=, ii yj”, where 4 = (c, ,..., &,J’ spans the null space of MT. Then v/” 
spans (u* E V*: v*f “, = 0 and v*F,(a,, qo) = 0) and thus, by Remark 10, 
for use in (2.1.5), we have 
where ni is given by (2.10) (resp. (2.11). For k = 2, this remark and 
Theorem 3 reduce to Theorems 1 and 2 in [ 10 1. 
3. PROOFS 
We will need the following lemma which is proved, but not explicitly 
stated, by Dieudonne [4, p. 2661. 
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LEMMA 1. Suppose f: iR” x IRm + IRm is continuous, f(u,, vJ = 0, f, 
exists and is continuous on IR” x IR”, and fv(uO, v,,): iR* -+ IR” is an 
isomorphism. Then there are positive numbers a and b such that for each 
UEIF?” with 1) u - uIJ < a there is a unique g(u) E IR” such that 
11 g(u) - vOll < b and f(u, g(u)) = 0. The function g: (u E R”: /Iu--uIJ < a} + 
F?” is continuous. 
LEMMA 2. Suppose n and k are integers, n > 0, k > 1, g: R nt i -+ R n is 
Ck, and g(0) = 0, Dg(0) = O,..., DkA ‘g(0) = 0. Suppose 8, E IR”+ ’ and 
Ii44 = 1. 
If Dkg(0)t3i # 0 then, for some positive numbers p and w, 
C(&,P, w>n {x:&)=0} = (01. (3.1) 
If Dkg(0)@ = 0 and Dkg(0)B,k-‘: F?“+’ + IR” is surjective then, for some 
p, I// > 0, Dg(x): F?“+’ + IR” is surjective for all x E C(8,, p, I,V) - (O}, and 
C(B,, p, w) n (x: g(x) = 0) is the graph of a continuously dtfirentiable curve 
Y: (-P,P)+ W,,P, w>, with y'(O) = 4 and IMr>ll= I4 for -P < r<p, 
which is Ck on (r: 0 < I r( < p}. If, in addition, g is C’, where I > k + 1, then 
y is C’-k. 
Remark 16. Everything in Lemmas 2 and 3, is well known except for the 
fact that y is not only continuous but also continuously differentiable (see, 
e.g., Magnus [7, Theorem 1 and Corollary 21). Actually, the differentiability 
of y follows directly from [7], but to show y’ is continuous at r = 0 requires 
an argument of the type given below. 
Proof If n = 0, the result is trivial. If k = 1 the theorem follows from the 
implicit function. Assume k > 2 and n > 1. Let x E R”+’ be fixed. For r E IR 
let $(r)= g(rx) and v/(r)= Dg(rx): R”+‘-+ R”. Then (b is Ck, w is CkP1, 
$(i)(r) = D’g(rx)x’ for i = 1, 2,..., k, and v”‘(r) = Dif ‘g(rx)x’ for 
i = 1, 2,..., k - 1. By Taylor’s formula 
g(rx) = #I) + e-f + (krTi), #Ck- “(0) 
1 
+ (k - I)! I : 
(r - p)“- 1o(k)@) dp. (3.2) 
Making the change of variables p = r-l in the integral in (3.2) and noting 
4(O) = 4’(O) = ... = @k-‘(O) = 0 we have 
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rk ,I 
drx)= (,I- I)! J 
(1 - ~)k-‘q4’k’(r~) d< o 
= (k Lklj, j’ (1 - t)k-‘4’k’(0) & 
* 0 
rk ’ 
+ (k- l)! -0 I’ 
(1 -<)k--‘j#(k)(r5) - @k’(O)l d( 
=rk ’ 
I. 
F Dkg(Wk 
+ (k; 1>, ~‘(l-~)k-~‘~~kg(r5*)1,kg(0)]d<xk]. (3.3’1 
. 0 
Similarly, 
Dg(rx) = ly(r) = 
1 
(k- 2)! J I 
(r-p)k-2y(k-‘)(p)dp 
=A-’ 
L 
1 
Dkg(o)x 
k- I 
(k - I)! (3.41 
+ (2 2)! 1 d 
(1 -~)“--‘~Dkg(r~x)-Dkg(0)~d~xk ’ . 
I 
Let S”= (BEER”+’ : 1) 8)/ = 1 }. Define h,f, I: F? x S” --t R” by h(r, @) = g(rB). 
f(r, 6) = y, rf 0, 
= h Pg(o)ek, r = 0, 
and 
=(A)! okm ek, r = 0. 
Then (aflafI)(r, S), which is a linear map from the tangent space of S” at H 
into R”, is given by 
?XO 25 2 x 
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-f&e)= (WW, 0) rk 7 r# 0, 
1 
= (k- l)! 
Dkg(0) ek- 1, r = 0. 
By (3.3) f is continuous on R X S”. Since (ah/&)(r, 0) = Dg(r8)(8) and 
(ahpe)(r, 8) = ag(re) we have by (3.4) that 1 and af/la6’ are continuous on 
R x S”. 
Suppose okg(0)k$ # 0. Then by the continuity of J(r, e), we have, for 
some p > 0, that f(r, e), and hence g(r0), is not zero for 0 < ) rl < p and 
(10 - 8,/l < p, that is (3.1) is true. 
Suppose Dkg(0)Bt = 0 and Okg(0)@‘: I?“” + R” is surjective. Then 
(aflH)(O, t9,) is an isomorphism onto R” and by the continuity of (afl%) 
there exists a positive constant m such that for ail (r, 8) in a neighborhood of 
(0,&J we have (aJ/H) is an isomorphism onto R” and 
for v in the tangent space of S” at t? Since, for r # 0, the range of 
(aflae)(r, t9) is contained in the range of Dg(rB) we have, for some p, IJI > 0, 
that Dg(x) is surjective for all x E C(k),, p, w) - {O}. Also, by Lemma 1, we 
have by choosing p and w smaller if necessary that 
is given by the graph of a continuous function 6 = e(r) defined for I r 1 < p. 
Since f is Ck on R x S” - {0} x S” and 8f/af9 is an isomorphism in a 
neigborhood of (0,8,), by choosing p smaller if necessary, we have by the 
implicit function theorem that e(r) is Ck on {r: 0 < ) rl < p}. Let y(r) = d(r). 
Since, for r # 0, 
we have y’(O) = e(O) = 8,. Also, for 0 < Irl < p, y’(r) = B(r) + r@‘(r) and so 
to show y’(r) is continuous at r = 0 it suffkes to show r&(r) + 0 as r + 0. 
Differentiating h(r, 0(r)) = 0 with respect to r and dividing by rk-’ we get, 
for 0 < Irl <p, that 
l(r, e(r)> + $ (r, e(r))(rO’(r)) = 0. (3.6) 
Since I(0, 8,) = 0 and (3.5) holds, we have by (3.6) that r&(r) + 0 as r+ 0. 
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If g is C’ where 12 k + 1 then, by (3.3),fis C/-k and thus, by the implicit 
function theorem, y is C’-k. 
Let (H,) be the hypothesis 
(a) X and Y are real Banach spaces; 
(b) f: X+ Y is continuously d@rentiable and f(0) = 0: 
(c) N(Df(O)), the null space of Of(O): X-, Y. denoted by X,, has 
dimension n + 1 where n is a finite nonnegative integer; 
(d) R(Df(O)), the range of Of(O), denoted by Yz, has codimension H 
in Y. 
If hypothesis (H,) holds we can apply the well-known Liapunov-Schmidt 
procedure which we now recall in order to introduce the notation used in 
what follows. There are closed subspaces Xz c X and Y, c Y such that 
X=X, OX, and Y = Y, @ Y,. Let 17: Y -+ Y, be the projection given by 
WY, + Y*)= J’z. Now f(x, +x1) = 0 if and only if Z7f(.u, + x2) = 0 and 
(I - ZZ) f (x, + x2) = 0. But 
w!f L*(O + 0) = wL,(o + 0)) = fl(Df (0) I X2) 
is an isomorphism from X, onto Yz. So, by the implicit function theorem, in 
an X-neighborhood of 0 + 0, ZZf(xl + x2) = 0 if and only if x2 = 4(x,) for 
some continuously differentiable function $ defined in an X,-neighborhood of 
0. Thus, if g: X, -+ Y, is a function such that, for x, in the domain $, g(x,) = 
(I - l7)f(x, + 4(x1)) then, in some X-neighborhood of 0 + 0, f(x, + x2) = 0 
if and only if x2 = 4(x,) and g(x,) = 0. 
As pointed out in [ 1, Corollary 1.5 1, if, in addition to hypothesis (H,).J‘is 
Ck, where k > 2, and Dpf(0) 1 Xy = 0, p = 2, 3 ,..., k - 1. then, by successively 
differentiating the equation ZZf(x, + 4(x,)) = 0 and recalling ZTf,.,(O + 0) is 
an isomorphism, we get 
DPqqO) = 0, p = 0, 1 ,.... li - I (3.7) 
Thus, by successively differentiating g and noting (I - ZZ)fxz(O. 0) = 0. we 
get Dpg(0) = 0, p = 1, 2 ,..., k - 1, and 
Dkg(0) = (I - zz) D”f (0) / x:. 
Hence, by applying Lemma 2 to g X, -+ Y, we obtain 
LEMMA 3. Suppose hypothesis (H,) holds, II: Y-, Yz is as above, f is 
Ck, k > 2, and 
ZYf (0) ) X:, = 0, p = 2, 3 ,..., k - 1. (3.81 
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If xy E X, is a nonzero solution of 
and 
(I - II) D”f(o)x: = 0 (3.9) 
(I-II) Dkf(0)Xyk-‘: x, -+ Y, (3.10) 
is surjective, that is has null space spanned by xy , then there are positive 
numbers p and v and a continuously dtrerentiable curve, y(s), in X, defined 
in a neighborhood of s = 0, with y(O) = 0 and y’(O) = xy , which is Ck for 
s # 0, such that x E C(y’(O), p, w) n (x: f(x) = 0) rf and only zfx lies on the 
curve. If, in addition, f is C’ where I> k + 1 then y is CIPk. If T is the set of 
all x, in X, that satisfy (3.9), and, for each xi E T - (O), (3.10) is surjective, 
then T consists of a finite number of distinct lines, 1, ,..., 1,) in X, which pass 
through the origin and in a neighborhood of x = 0, (x: f(x) = 0) is given by 
the graphs of q continuously differentiable curves, yj(s), j = l,..., q, in X, with 
y,(O) = 0 and #(O) E Zj - (0). 
The claim in Lemma 3 that the number of lines in T is finite follows from 
the fact that the unit sphere in X, is compact. 
Remark 17. For later use, we give here a procedure for determining 
higher order derivatives, at the origin, of the zero curves off found in 
Lemma 3. Assume f is Ck+ ’ and the hypotheses of the first two sentences of 
Lemma 3, which are needed to obtain the curve y(s), hold. Assue y(s) is 
Ck+‘. (This will be the case iff is Czkf ‘.) We can write 
Y(S) = Y,(S) + Y*(S), 
where yr(s) E X, and y*(s) = #(y,(s)) E X,. Here X,, X,, and 4 are as in the 
Liapunov-Schmidt procedure outlined before Lemma 3. By (3.7), we have 
r@‘(O) = Yip’(O) E x, 3 p = 0, 1, 2 ,..., k - 1. (3.11) 
Differentiating the equation f (y(s)) = 0, with respect to s, and using (3.8) 
and (3.11) we obtain 
0 = -$ f (r(s))l,,o = @f(O) Y’(0)k + I?f (0) JGk’(0) 
dktl 
Ox- 
&k+’ f(r(s))l,=o 
=Dk+lf(O)y’(O)k+’ + mw(Y’(o>k-‘Yl’@)~ 
+ (k + 1) Dzf(0)(y'(O)y$k'(O))+ Df(0)y:k+l)(O). (3.13) 
BIFURCATION AT MULTIPLE EIGENVALUES 265 
Lemma 3 determines y’(O). Since Of(O) is one to one on X,, (3.12) uniquely 
determines y:“(O). Applying I - I7 to both sides of (3.13) and using 
(I - Z7) Of(O) = 0 we get 
t i 
k ; l (I - zz) Dy-(o)(y’(0)k- ‘YI’(O)) 
=-(z-n)Dk+y-(0)y~(O)k+’ 
- (k + l)V - n) W(0)(,/:k’(~) ;r’(o)), (3.14) 
Since the null space of 
is spanned by y’(O), we have (3.14) determines r:(O) to within a constant 
multiple of y’(O). We should not expect to determine y”(O) exactly, because 
if F(i) = y(s), s = s(c), is a reparameterization of y(s) with s(O) = 0 and 
y”(0) = y’(O) then p(O) = y”(O) + s”(O) y’(O). Thus a reparameterization of 
v(s), which does not change y’(O), can alter y”(O) by a constant multiple of 
y’(O). Hence (3.14) determines y”(O) to within a reparameterization of y(s) 
which does not alter y’(O). Thus we hue constructed yik’(0) and y:(O). 
Hence, since Of(O) is one to one on X,, (3.13) determines ~1”’ “(0). 
Proof of Theorem 1. Let X= u X iR and Y = V. Since f s @ R(ji), we 
have the null space, X, , of Of(O): X-+ Y is the m-dimensional space A X (O}. 
and the range, Y,, of Of(O) is the m - 1 codimensional space R(f’:) t 
span(fz}. Thus hypothesis (H,) is satisfied with n = m - 1. Let X,, Y,. 
ZZ: Y + Y, and 4: X, +X2 be as described in the Liapunov-Schmidt 
procedure outlined before Lemma 3. Then the hypotheses in the first sentence 
of Lemma 3 are satisfied, 4 is Ck, and (3.7) holds. 
Since 4’ E Y, (i.e., (I - Ii’)(y) = 0) if and only if, for some q E IL.. 
y + rfz E R(fi) (i.e., (I - P)(y + nfl) = 0), we have x, = (a, 0) is a 
solution in X, of (3.9) if and only if, for some v E P, 
O=(Z-P) $pf(o)x:+ti:: ] 
L. 
= F(a 7). 
For the same reason, if (a,,, vO) is a solution of F(a, II) = 0 and xy = (a,,. 0) 
then (3.10) has null space spanned by xy if and only if DF(a,, qO) has null 
space spanned by ((l/k)a,, r,J. Thus Remark 4 and everything in 
Theorem 1 except (2.3) follow from Lemma 3. 
We now prove (2.3). Let the u and u components of 4(x,) be #1(x,) and 
4*(x,), respectively. By the way the curve (U(S). a(s)) is constructed, we have 
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(u(s), o(s)) = x1(s) + x*(s), where x,(s) = (a(s), 0) is a continuously differen- 
tiable curve in X, and x2(s) = $(x1(s)). Thus 
4s) = 4s) + #,(x,(s)) and 4s) = h(x1@))* (3.15) 
Hence, by (3.7) 
a(s) = B(Sk) as s + 0. (3.16) 
Since, for p = 1, 2 ,..., k - 1, apf/hp 1 AP = 0, we have by (3.15), (3.7), and 
the continuity of x’(s) at s = 0, that 
,l+'f" 1 l 
~ -ye) au'+' i 1 
u'(s) = @(Sk- ') as s+O (3.17) 
for I = 0, 1, 2 ,..., k - 2. By Taylor’s theorem we have 
for some point (z?(s), C?(S)) on the line segment joining (0,O) to (u(s), o(s)). 
Applying both sides of (3.18) to (l/ksk-‘) u’(s) and using (3.16) we obtain 
lim fuW>, 4s)) - f:: &@> 
s-0 ksk-’ 
(3.19) 
Using (3.17) in (3.19), we have, by the continuity of u’(s) at s = 0, 
lim fuMs>7 4s)) -f", u,(s,=' @f" 
ksk-’ k! Y&T U’(Wk* 
(3.20) 
s-0 
Next, differentiating the equation f(u(s), o(s)) = 0 with respect to s, applying 
( l/ksk- ‘)(I - P) to both sides, and noting (I - P) f z = 0, we obtain 
([ _ q (fu(4sh 4s)) - fi) 
ksk-’ u’(s) + (I - P)f,(u(s), a(s)) a = 0. (3.21) 
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Letting s + 0 in (3.21) we have by (3.20), that 
;Ij (z-P)f,(u(s).a(s))~=-(z-P)g$uyo)k 
= (I-P)fS%, (3.22) 
where the last equation holds because F(u’(O), qO) = 0. Since (I - P)f): is 
not zero, we have by (3.22) that (2.3) holds. 
Remark 18. Suppose f is Ck’ ’ and the hypotheses in Theorem 1, which 
are needed to obtain the curve (U(S), a(s)) described in Theorem 1, hold. 
Assume (U(S), a(s)) is Ckt’. (This will be the case iff is CZkt ‘.) We use the 
notation introduced in the proof of Theorem 1. Since x,(s) = (a(s), 0) has its 
a-component equal to zero, we have a(s) is the a-component of x2(s). Since, 
in Remark 17, we gave a procedure for constructing xik+ l’(O), we have now 
a procedure for constructing ackf “(0). If ack)(0) = 0 and ack+ “(0) # 0, then 
ackf”(0) determines the sign of a(s) for small s. 
Proof of Theorem 2. Let X = U x iR and Y = V. Since f s E R(f “,), we 
have the null space, Xi, of Of(O): X + Y is the (m + I)-dimensional space 
(A x (0)) 0 span((u,, l)}, and the range Y, of Of(O) is the m codimensional 
space R(f “,). Thus hypothesis (H,) is satisfied with n = m. In the Liapunov 
Schmidt procedure outlined before Lemma 3, take IZ = P. Theorem 2 and 
Remark 6 now follow from Lemma 3. 
Remark 19. Suppose f is Ckt ’ and the hypotheses in Theorem 2, which 
are needed to obtain the curve (U(S), a(s)) described in Theorem 2, hold. 
Assume (U(S), a(s)) is Ck+‘. (This will be the case iff is CZki’.) We use the 
notation introduced in the proof of Theorem 2. By the proof of Theorem 2, 
h(s), a(s)) =x,(s) + x,(s). 
where x,(s) E X, and x?‘(O) = 0, p = 0, 1, 2 ,..., k - 1. Since, in Remark 17, 
we gave a procedure for constructing x;(O) and xik’(0), and since 
(u”(O), a”(0)) = x;(O) + x$~‘(O), 
= xl’(O), 
k = 2, 
k> 3, 
we have now a procedure for constructing a”(O). If a’(0) = 0 and a”(0) # 0. 
then the sign of a(s) for small s is determined by a”(0). 
Proof of Theorem 3. Let X = U x IR and Y = V. Then, as pointed out in 
the proof of Theorem 1 (resp. Theorem 2) f: X+ Y satisfies hypothesis (H,) 
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withn=m-1 (resp.n=m).LetX,,X,,Y,,Y,,andd:X,+X,beasinthe 
Liapunov-Schmidt procedure for f outlined before Lemma 3. We can write 
4s) = (u(s), a(s)) = x,(s) + x*(s) 
with x,(s) E X, and x2(s) = #(x1(s)) E X,. By (2.1) (resp. (2.4)), we have 
(3.8) holds, and hence (3.7) holds. By (3.7), 
x@‘(O) =x?‘(O) E x 17 p = 0, 1, 2 ,..., k - 1. (3.23) 
Let T(s) =fU(u(s), a(s)). Then, for a E A, we have 
qs>a =w-(x(s>>(a, 0). (3.24) 
Differentiating (3.24) with respect to s and using (3.8), (3.23), and the fact 
thatAx{O}cX,,weget,foraEA, 
T’P’(O)a = 0, p = 0, 1, 2 ,..., k - 2 (3.25) 
and 
T’k-“(0)a = Dkf(o)(X’(o)k-l(a, 0)) (3.26) 
(rev. PfV>l((a,, 0) + vo(~o~ l)>k-‘(ay O>l). 
(3.27) 
Thus, by (3.27), and (2.2) (resp. (2.5)), we have 
1 
K-‘V--P) (k- l)! T’k-l’(0)IA =&@o,vo). (3.28) 
We have by (A.2) and Remark 9 that the projections KQ(0) and I - P have 
the same range and null space. Hence 
K-‘(I - P) = Q(0). (3.29) 
Thus part (i) of Theorem 3 follows from (3.25), (3.28), and Theorem 0 in 
the Appendix. 
By Theorem 1 (resp. Theorem 2), lim,,, (a’(s)/k&‘) = 0 (resp. a’(O) 
= 0) if and only if v. = 0. Since the null space of DF(ao, ro) is spanned by 
the nonzero vector (( l/~)a,, qo) (resp. (a,, vo)), we have v. = 0 if and only if 
zero is an eigenvalue of &Ia(uo, qo); and in this case u’(O) = a, and the null 
space of xa(ao, qo) is spanned by a,. Thus part (ii) of Theorem 3 is 
established. 
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To prove part (iii), suppose zero is an eigenvalue of .-Fa(a,, qO) of 
algebraic multiplicity one. Then, as shown above, the null space 01 
.FO(a,, r,,) is spanned by a,. Let a* be a nonzero element of the one dimen- 
sional null space of jr(u,,, vo)*. Since the algebraic multiplicity of the zero 
eigenvalue of .Fa(a,,, qo) is one we have a *a, # 0. Since 
D,F(u,, v,,): A X R + A is surjective, a* # 0, and u*~F~(u~, u,,) = 0 we have 
for some (a,, r],) E A x R that 
Thus u*.F&,, q,) + 0. 
In the second paragraph of Theorem 0. let Q be the element of 
{Qj: j = 1, 2,..., n} such that Q(0): A + A is the projection onto the invariant 
subspace of -FO(uO, r],) corresponding to the zero eigenvalue. Let /i(s) be the 
set of eigenvalues of 
Q(s) T(s): &I Q(s>(V + !i%, Q<s)(V. (3.30) 
Since zero is an eigenvalue of .Fa(u,,, n,) of algebraic multiplicity one, 
R(Q(0)) is one dimensional and spanned by a,,. In fact 
Q(O)u = 2 a,. 
0 
(3.31 i 
By (A.6), and part (i) of Theorem 0, for sufliciently small s. 
Q(s) Q(s)K: U-t CJ is a projection. Hence, since Q(s) Q(s)K is continuous at 
s = 0. we have (see [ 5, I-4.101) for small s, that the range of Q(s) Q(s)K 
(which by pa_‘t (i) of Theorem 0 is the range of Q(s) Q(s)) is one dimen- 
sional. Thus /l(s) = (J(s)} has just one element and, by the second paragraph 
of Theorem 0, 
Q(s) T(s) &, Q(s) = l(s) &, Q(s). (3.32) 
Multiplyling both sides of (3.32) on the right with K and using (A.5) and 
parts (i) and (ii) of Theorem 0, we obtain 
&> Q(s) T(s) = l(s) &) Q(s)K. (3.33) 
Case I. Suppose f s @ R(fi). Differentiating f(u(s), a(s)) = 0 with 
respect to s we get 
T(s) u’(s) + f,(u(s), a(s)) a’(s) = 0. 
Applying Q(s) Q(s) to (3.34) and using (3.33) we get 
%I &> Q(s) Ku’(s) = -&<s> Q(s)f,(4s), a(s)) a’(s). 
(3.34) 
(3.35) 
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As s + 0, we have, by (3.3 I), that 
o(s) Q(s) Ku’(s) -i o(O) Q(0) Ku, = “*;;j Kao a, = a, 
0 
(where in the last equation we have used Q(0) Ku, = a, which follows from 
part (i) of Theorem 0) and 
&(s) Q(s)f,(u(s), a(s))+ '*fEJf' a, = '*:t' ") a, 
0 0 
(where in the last equation we have used (3.29) and (2.2)). Thus, by (3.35), 
we have (2.15) holds. 
Case II. Suppose f s E R (fi). Differentiating the equation f@(s)) = 0 
with respect to s we obtain 
0 = W(X(S>>((~‘(S), 0  - a’(s)@, 3 0)) + a’(s) m-(X@))(~O~ 1) 
= T(s)(u’(s) - a’(s)u,) + a’(s) Df(x(s>)(u,, 1). (3.36) 
Applying Q(s) Q(s) to (3.36) and using (3.33) we obtain 
W> &> Q(s) K@‘(s) - a’Wo) 
= -s k-‘a’(s)[$(s) Q(s) seek-‘) Df(x(s))(u,, l)]. (3.37) 
BY (3.0 (3.231, and the fact that (u,, 1) E X,, we have 
@/-(0)(x’(O)“-‘(u,, 1)) sk-i + o(+). (3.38) 
As s + 0, we have by (3.38), (3.29), (2.5), and (3.31) that 
8(s) Q(s) s-@-l) Df(x(s)>(u,, 1) + a*E@o, ‘lo) u*u, a,; 
and, since a’(0) = 0, u’(0) = a,, and (I- P)Ku, = Ku,, we have by (3.29) 
and (3.31) that 
o(s) Q(s) K(u’(s) - a’(s)u,) -+ a,. 
Thus, by (3.37), we have (2.15) holds. 
The proof of Theorem 3 is complete, but we now show, as was promised 
in Remark 10, that 
{v* E V*: u*f z = 0 and v*l;a(u,, qo) = 0) (3.39) 
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is spanned by VI* = a *K ~ ‘(I - P). Since zero is a semisimple eigenvalue of 
.FJa,, r],) we have 
(wan{aol> 0 R(js(a,, ro)) =A. 
Thus, by Remark 9, 
v=K(A)OR(fz)= (van{Ka,J)OR(~,(a,, v,))@R(fi) 
and hence the space (3.39) is one dimensional. Since (I - P)fz = 0, 
u*K-‘(Z-P)F,(U,,~~)=U*~~~(~~,~,)=O, 
and u*K-‘(I - P)(Kq) = u*u, # 0, we have w* spans the space (3.39). 
Remark 20. Assume the hypotheses of the first two sentences of 
Theorem 3 hold. Theorem 3 can only be used to determine the stability of 
points on the curve (U(S), a(s)), s small, when each eigenvalue of *FQ(uO, 11”) 
is either zero or has nonzero real part. Assume, in addition, f and the curve 
(u(s), a(s)) are C k+‘. Since, by (3.8) and (3.23) 
T’k’(0)u = Dk+ ‘f(o)(x’(o)k(u, 0)) + 
c i 
‘1 Dkf(o)(X’(0)k-2X~(O)(u, 0)) 
+ @f(o>(x:k’(o)(~, 0)) 
and, by Remark 17, x:(O) and xik’(0) can be constructed, the third 
paragraph of Theorem 0 can be used to determine the stability of points on 
the curve (U(S), a(s)), s small, when YQ(u,,, qO) has nonzero, purely 
imaginary eigenvalues. 
4. REACTION-DIFFUSION SYSTEMS 
Let R be a bounded open subset of IR” whose boundary is smooth enough 
to apply the divergence theorem. Let v be a positive integer and r E (0, 1). 
Let U be the real Banach space of functions, U: Q --f F?“, which are C2,’ and 
satisfy au/&7 = 0 on aQ, where q is the unit outward normal to aQ, with the 
CZsT norm. Let V be the real Banach space of functions, u: Q --) R” which are 
Co*’ with the C”,T norm. Let f: U x iR -t V be given by 
f(u, a) = D Au + G(u, a), (4.1) 
where D is a real constant v x v matrix whose associated quadratic form is 
positive definite, G: R” x IR -+ F?” is Ck, where k > 2, and G(0, 0) = 0. 
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Let O=a,<a,<o,< .=. be the eigenvalues (counted according to their 
multiplicity) of the scalar equation 
a@ ---Z 
ar 0 on aR. 
Let @, , Cp,, Q3 ,..., be a corresponding orthonormal system of eigenfunctions 
which form a basis of the Hilbert space L2(Q). 
The following statements are proved in [ 10, Sect. 41: The set 
J= {j: N(Q - UjD) # {O}}, 
where Q = Gz, is finite. For each j E J, let {bj ,..., b,?j} be a basis of 
N(Q - aj D), and let {cj ,..., c,Tj} be a basis of N(Q’ - aj 0’). Then a basis 
of the null space of 
is {bf@jJjcJ,l&I<mj= {UIY-Y u,); and a basis of the null space of f i’ is 
{C~@j*lje.,,l<,<mi= {v$,-.~ w,*I, where 
c;@pj*(v) = c;‘j Qjv dc. 
R 
Assume J# 0. Then the hypothesis (Hi) holds. Since @i is constant on 
0, we have s, Qj # 0 if and only if j = 1. Thus since 
we have f 8 E R(fE) = N(fz*)’ if and only if COGS = 0 for 1= 1, 2,..., m,, if 
and only if GO, E R(Q). In this case let b’f E R” be such that 
@i Qby + Gg = 0, and let u,, = by@, . Then u,, is as in Theorem 2. For 
2<p<k and O<p<p we have 
and 
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Also, if K: U-r V is the inclusion of U into V then zero is a K-semisimple 
eigenvalue of fz if and only if, for each j E J the Jordan blocks of (Q - ajD j 
corresponding to the zero eigenvalue are diagonal. In this case one can 
choose cf so that I+Y,?Ku~ = 6,. 
Thus we have shown how to apply Theorems 1-3, via Remarks 8 and 15. 
to (4.1) when cri,u* ,..., and @i, Q2 ,..., are known. Since this is the case 
when, for example, (L is rectangular, the reader may now construct explicit 
examples; or see [ 10, Sect. 51. 
APPENDIX 
All the ingredients for the proof of the following theorem can be found in 
Kato 15, Chap. 2] and Taliaferro [ 10, Lemma 11. 
THEOREM 0. Suppose J is an interval of real numbers with 0 E J, iJ and 
V are complex Banach spaces, K is a member of B(U, V), the complex 
Banach space of bounded linear operators from U into V, T: J-+ B(U, V) 
satisfies 
T(s)=T,+sT,+~~~+sk~‘Tk~l+o(sk ‘) as s-,0. (A.11 
where k > 2, and zero is a K-semisimple igenvalue of T,. Then there exists 
r > 0 and Q: J-1 B(V, U), which is continuous at s = 0, such that 
WQ(O)) = R(To) and R(Q(O)) = NT,) (A.2) 
and, for all sufficiently small s, we have 
(i) Q(S) KQ(s) = Q(s) (thus KQ(s): Vd V and Q(s)K: U---t U are 
projections, Q(s)(V) = Q(s) K(U), and Q(s)K: Q(s)< V) -+ Q(s)V and 
KQ(s): KQ(s)( V) -+ KQ(s)V are both the identity map); 
(ii) KQ(s) T(s) = T(s) Q(s)K (thus both T(s) and K map Q(s) K( U) 
into KQ(s)( V) and map (I - Q(s)K)(U) into (I - KQ(s))( V)); 
(iii) the K-resolvent of T(s): (I - Q(s)K)(U) + (I - KQ(s))( V) 
contains (<E @: I[1 ( r} (thus, if 
A(s)= {[EC: IQ < r}nC,(T(s): U- V) 
then 
n(s) = ~;,(T(s): Q@)(V) --$ KQ(s)(V)) 
and, since Q(s): KQ(s)( V) --t Q(s)(V) is an isomorphism, 
A(s) = z,(Q(s) T(s): Q(s)(V) + Q(s)(V)).) 
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Suppose, in addition, 
T, I W-o) = 0, ,u = 1, 2 ,..., k - 2. 
Let ,uj, j= 1, 2 ,..., n, be the distinct eigenvalues of 
Q(O) Tk-, : WTJ -, NT,). 
Then, for suflciently small s, there exist projections 
Qj(s): Q(s)(v) --t Q(s)(v), j = 1, 2 ,..., n, 
such that CJ= 1 Q,(s) = 1, Q,(s) Ql(s) = aj, Q,(s), 
(A-3) 
(A-4) 
Q,(s) Q(s) T(s) Q(s) = Q(s) T(s) Qj(s> Q(s), (A-5) 
Q,(s) Q(s) KQ(s) = Q(s) KQj(s) Q(s), 64.6) 
and, ifAj(s) is the set of eigenvalues of Q(s) T(s) in the invariant subspace 
Q,(s) Q(s)(v), then 
A(s) = 0 A,(s). 
j=l 
Also, 
‘4 j(s) = s k-‘jlj + o(sk-1) as s+ 0, 
Qj(s) Q(s): V -+ U is continuous at s = 0, and Q,(O) is the projection onto the 
invariant subspace of (A.4) corresponding to the eigenvalue ,uj. 
Zf, in addition, 
T(s) = T,, + ST, + .a. + skTk + o(sk) as s+ 0, 
pj is an eigenvalue of (A.4) whose corresponding Jordan blocks are diagonal, 
and ,uj,, I= 1, 2 ,..., mj, are the eigenvalues of 
Q~(~)Q~~>~~~-~~T~'(~-~KQ(O))T~-~I 
in the subspace R(Qj(0)) of U, then 
A j(S) = 5 A j/(S), 
I=1 
Ajl(s> = sk-lPj + S",lljl + O(Sk) as s-9 0. 
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