The Ewens sampling formula is well-known as a distribution of a random partition of the set of integers {1, 2, . . . , n}. We give the condition that the number Kn of distinct components of the formula converges to the shifted Poisson distribution. Based on this convergence, we give the new approximations to the distribution of Kn, which are different from the approximations by Arratia et al. (2000 Arratia et al. ( , 2003 . The formers are better than the latters. This is shown by comparing the bounds for the total variation distances between the distributions of the approximations and the distribution of Kn. Several examples are given to illustrate the results.
Introduction
Ewens (1972) discovered a distribution of a random partition of the set of integers {1, 2, . . . , n}, partially intuitively and the distribution is well-known as the Ewens sampling formula. It was derived exactly by Antoniak (1974) , using Ferguson's Dirichlet process (Ferguson (1974) ). The formula appears in many statistical contexts. For example, Bayesian statistics, pattern of communication and genetics. There are many works on the Ewens sampling formula and the related formula. The number K n of distinct components of the Ewens sampling formula has the distribution whose probability function given by P (K n = k) = |s(n, k)|θ k /θ [n] (k = 1, 2, . . . , n), where 0 < θ < ∞, θ [n] = θ(θ + 1) · · · (θ + n − 1) and |s (n, k) | is the signless Stirling number of the first kind. It is well-known that K n has the asymptotic normality. (See, for example, Johnson et al. (1997; Chapter 41) and Arratia et al. (2003; Section 5.2) ). Since the mean and variance of K n are written using the digamma function and trigamma function, and these function are included in the programming language R, the normal approximation to the distribution L(K n ) of K n is easily obtained using R (Yamato et al. (2015) ).
On the other hand, the Poisson approximation to L(K n ) are studied by Arratia et al. (2000) in detail with respect to Logarithmic combinatorial structure including Ewens sampling formula. By the method different from Arratia et al. (2000) , we approach to the problem of Poisson approximation to L(K n ).
We approach to the problem by using the sum of Bernoulli random variables. In the Section 2, we quote the previous works for the sum of independent but non-identically distributed Bernoulli random variables. We give the elementally proof for the convergence in distribution to the Poisson distribution. In addition, we quote the approximation by using the Charlier polynomials.
In the Section 3, we treat the Ewens sampling formula. We give the necessary and sufficient condition that K n converges to the shifted Poisson distribution. In addition, we propose new approximations to L(K n ), one of which uses the Charlier polynomial. They are better than the approximations of Arratia et al. (2000 Arratia et al. ( , 2003 . This is shown by comparing the bounds for the total variation distances between the distributions of the approximations and L(K n ). These results are illustrate by several examples.
Sum of independent Bernoulli random variables
Let X 1 , X 2 , . . . , X n be independent Bernoulli random variables with P (X j = 1) = p j and P (X j = 0) = 1 − p j (j = 1, 2, . . . , n). We put
The total variation distance d T V on probabilities Q 1 and Q 2 over {0, 1, 2, . . . } is defined by
The distribution L(S n ) of S n is approximated by the Poisson distribution P o(λ n ) with parameter λ n (> 0). For the total variation distance between L(S n ) and P o(λ n ), Le Cam (1960; Theorem 1) gives the upper bound as follows: Barbour and Hall (1984;  Theorem 1) improves this as follows:
and gives the lower bound (Theorem 2),
For the convergence in distribution of S n , using the generating function Feller (1968; p. 282) shows that under the condition that max 1≤j≤n p j → 0 and the sum λ n = λ remains constant, S n converge in distribution to P o(λ). 
of P o(λ).
The necessary and sufficient condition for the convergence in distribution of S n to P o(λ) is given by Wang (1993; Theorem 3) .
Proposition 2.1 (Wang (1993) ). For the sum S n of independent Bernoulli random variables,
While Wang (1993) proves the sufficient condition by the point-wise convergence of the p.f., it is easily proved by the method of moments as follows:
Proof. We first suppose (2.4). The factorial moment generating function of S n is
where the summation of the right-hand side is taken over all positive integers
where the last summation is taken over all non-negative integers l 1 , . . . , l n satisfying l 1 + · · · + l n = m, except for the case that m terms among l 1 , . . . , l n are equal to 1 and the other n − m terms are equal to 0. Hence, for I n,m , at least one of l 1 , . . . , l n is equal to 2. Among the sum I n,m , for example, we consider the following sum I * 1 such that the only one term is equal to 2 and all the other non-zero m − 2 terms are equal to 1. Then we have
Therefore, under the condition (2.4), I * 1 tends to zero as n → ∞. Similarly, we can show the other sums of I n,m tends to zero and hence I n,m tends to zero, as n → ∞. Thus, by (2.4) and (2.5), for m = 1, 2, · · · we get
On the contrary, we suppose S n d → P o(λ). Then both the mean E[S n ] = λ n and the variance V [S n ] = λ n − λ 2,n converge to λ as n → ∞. Therefore we have (2.4).
Remark 2.1. The first part of the above proof is more easily shown using the cumulants. The cumulants κ m (m = 1, 2, . . . ) of S n are given by
and
where c m,2 , . . . , c m,m are constants not depending on n.
Remark 2.2. Next, we shall examine Proposition 2.1 by the total variation distances. By the relations (5), (8) and (9) of Yannaros (1991) , we have
Therefore, the condition λ n → λ of (2.4) is equivalent to
On the other hand, by (2.2) and (2.3), λ 2,n → 0 of (2.4) is equivalent to
Applying these relations to the right-hand side of the inequality,
, and hence
While as the approximation to L(S n ) we can use P o(λ n ) by Proposition 2.1, we shall consider the more accurate approximation. Let p(x, λ) = e −λ λ x /x! be the p.f. of Poisson distribution with parameter λ. The jth Charlier polynomial C j (x, λ) is defined by
The Charlier polynomials are orthogonal with respect to the p.f. p(x, λ). That is,
where δ k,l = 1 if k = l and = 0 if k = l. The jth Charlier polynomial can be expressed as
Particularly, we have
For the Charlier polynomials, see, for example, Barbour et al. (1992; p. 175) , Takeuchi (1975) , and Zacharovas and Hwang (2010) . We put 
where η n = λ 2,n /λ n < 1, λ 3,n = n j=1 p 3 j and c 1 , c 2 are positive constants. As the approximation to L(S n ), we can use α (m, n, λ) . This approximation α(m, n, λ) is also obtained from Takeuchi (1975; Theorem 1.6 and Example 1.6 with c 1 , c 2 ), where a i in Takeuchi (1975) should be changed to c i for i = 1, 2, 3, 4.
Ewens sampling formula
For the logarithmic combinatorial structure including the Ewens sampling formula, the Poisson approximation to the distribution of the number K n of distinct components are derived by Arratia et al. (2000; Theorem 5.4, Corollary 5.5 and Remark, 2003; Theorem 8.15) in detail. Here, we quote their approximations in the case of the Ewens sampling formula. Following their notations, let τ n = θ[ψ(n + 1) − ψ(θ + 1)], a n = −θ 2 ψ (θ + 1) and
where ψ(t) = Γ (t)/Γ(t) is the digamma function and ψ (t) is the trigamma function. Since a n is not integer in general, we quote the followings:
We shall derive the approximation different from (3.1), using the results of Section 2. For the Ewens sampling formula, the number K n of distinct components can be expressed as
where ξ 1 , ξ 2 , . . . , ξ n are independent, and
Since ξ 1 = 1 a.s. (almost surely), K n can be expressed as Proof. By the inequalities
Similarly, we have
By (3.6) and (3.7), µ n → λ as n → ∞ is equivalent to (3.5). Since µ 2,n < θ 2 π 2 /6, under (3.5) we have µ 2,n → 0. Therefore, by Proposition 2.1 with µ n and µ 2,n instead of λ n and λ 2,n , respectively, we get that L n d → P o(λ) if and only if (3.5). Thus, by (3.2) we have Proposition 3.1.
By Proposition 2.1, (2.6) and Proposition 3.1, as the approximation to the distribution of K n associated with the Ewens sampling formula we take
Since θ ∼ 1/ log n under the condition (3.5), by (2.7) the total variation distances between L(K n ) and (3.8) are
respectively. The total variation distances between L(K n ) and (3.1) are (3.13) respectively (Arratia et al. (2000; Theorem 5.4 and its Corollary and Remark)).
With respect to the order of the total variation distance, (3.9) and (3.10) are smaller than (3.11), (3.12) and (3.13). Thus, the approximations (3.8) are better than (3.1). Probably, this is caused by the fact that the approximations (3.1) distribute around 1 + τ n = 1 + θ[ψ(n + 1) − ψ(θ + 1)], while the approximations (3.8) distribute around 1 + µ n = 1 + θ[ψ(n + θ) − ψ(θ + 1)] which is equal to the mean E(K n ). For a small θ, τ n is almost equal to µ n , depending on n. As θ increases, τ n becomes smaller than µ n , depending on n. We illustrate this by Figs. 1 and 2 for n = 25, 50. Thus, for a small θ, two approximations (3.1) and (3.8) are not so much different. These are illustrated by Figs. 3 and 4, for θ = 0.5 and n = 25, 50. For a large θ, the approximations (3.1) have more weight on the left hand side of L(K n ). These are illustrated by Figs. 5, 6, 7 and 8, for θ = 5, n = 25 and θ = 10, n = 50. It can be seen that as the Poisson approximation to L(K n ), (3.8) is better than (3.1).
In the following figures, we draw the p.f. of K n by simulation using R, as bar graph. For the approximation (3.1), we draw ν n by solid line, P o(1+τ n ) by dashed line and 1 + P o(τ n ) by dotted line, in Figs. 3, 5 and 7. For the approximation (3.8), we draw 1 + P o(µ n ) by dotted line and 1 + p(m; µ n )(1 − µ 2,n C 2 (m, µ n )/2) by solid line, in Figs. 4, 6 and 8. In Figs. 5, 6, 7 and 8 , the tails of ν n and 1 + p(m; µ n )(1 − µ 2,n C 2 (m, µ n )/2) are omitted because of their negative values. 
