Parametric frontier models and non-parametric methods have monopolised the recent literature on productive e$ciency measurement. Empirical applications have usually dealt with either one or the other group of techniques. This paper applies a range of both types of approaches to an industrial organisation setup. The joint use can improve the accuracy of both, although some methodological di$culties can arise. The robustness of di!erent methods in ranking productive units allows us to make a comparative analysis of them. Empirical results concern productive and market demand structure, returns-to-scale, and productive ine$ciency sources. The techniques are illustrated using data from the US electric power industry.
Introduction
Since such authors as Debreu [1] , Koopmans [2] or Farrell [3] introduced the analysis of e$-ciency in the economic literature, there has been a wide-ranging collection of papers and articles devoted to the measurement of productive e$ciency. There has always been a close link between the measurement of e$ciency and the use of frontier functions. Di!erent techniques have been utilised to either calculate or estimate these frontier functions. In this study we go through their joint use as well as their application to an industrial organisation framework.
Most of the papers related to the measurement of productive e$ciency have based their analysis either on parametric or on non-parametric methods. The choice of estimation method has been an issue of debate, with some researchers preferring the parametric approach (e.g. [4] ) and others the non-parametric approach (e.g. [5] ). The main disadvantage of non-parametric approaches is their deterministic nature. Data envelopment analysis (DEA), for instance, does not distinguish between technical ine$ciency and statistical noise e!ects. On the other hand, parametric frontier functions require the de"nition of a speci"c functional form for the technology and for the ine$ciency error term. The functional form requirement Panel data techniques can also improve the accuracy of the parametric approach to the measurement of productive e$ciency. For a detailed comparative analysis of these techniques, see [16] .
As it is pointed out for one anonymous referee what is given in relations (1)} (7) is not new but it constitutes the theoretical framework used in the empirical application.
Gabrielsen [17] .
causes both speci"cation and estimation problems. Obviously, it would be desirable to introduce more #exibility into the parametric frontiers, as well as more thoroughly investigate the non-parametric and stochastic methodologies (e.g. [6] ). In our opinion neither approach seems to be strictly preferable. Instead, we think that the joint use of the two groups of techniques can improve the accuracy with which they measure productive e$ciency. Following recent literature (e.g. [7] ), the aim of this paper is to provide the framework for the joint use of them. By doing so, one hopes to avoid the weaknesses inherent, and bene"t from the strong aspect of each to the two methods, although in general this is not a very easy job to be done. The set of data utilised is partially taken from the one used in [8] . The paper of Lee examines the issue of vertical integration in the US electricity industry in 1990. Three stages } generation, transmission, and distribution } are analysed in his study. Our study focuses just on the generation stage and therefore no comparative analysis with Lee's study is made.
We organise the paper as follows. Section 2 introduces the techniques used to measure the productive e$ciency. Section 3 presents the data set and discusses the results. Finally, Section 4 presents the conclusions.
Methods

The parametric approach
The parametric approach is naturally subdivided into deterministic and stochastic models. Deterministic models envelope all the observations, identifying the distance between the observed production and the maximum production, de"ned by the frontier and the available technology, as technical ine$ciency. On the other hand, stochastic approaches permit one to distinguish between technical e$ciency and statistical noise.
The measurement of productive e$ciency by means of parametric techniques requires the speci-"cation of a particular frontier function. The Duality theory suggests the use of cost functions to de"ne the production structure. Nerlove [9] introduced the use of cost functions in the analysis of regulated industries with his application to electric sector. The output produced by "rms under a regulated environment, as well as the prices they pay for factors in competitive markets, can be considered to be exogenous. This fact makes the choice of cost functions attractive.
Every cost function implies a set of derived demand equations. Christensen and Greene [10] argued that the joint use of a cost function and a set of cost share equations as a multivariate regression system provides better estimates of the production structure than those derived from single-equation procedures. The dual frontier econometric approach has also evolved from the estimation of single-cost functions (e.g. [11] ) to multiple-equation systems (e.g. [12, 13] ). However, some serious estimation and speci"cation problems "rst noted by Greene [14] , and Nadiri and Schankerman [15] , still remain unsolved. Because of this, the technology form "nally adopted was a Cobb}Douglas production function and the frontier production function speci"ed can be represented as
where i"1, 2 , N indicates the units and k"1, 2 , r indicates the inputs, > G is output, X IG are productive factors. The term v G !u G is the composed error term where v G represents randomness (or statistical noise) and u G represents technical ine$ciency. In the deterministic approach v G will equal zero.
Several techniques have been developed in the econometric literature in order to estimate deterministic frontier models. In corrected ordinary least-squares (COLS) methodology, the model's parameters, except the intercept term, can be consistently estimated by ordinary least squares (OLS)
This was "rst noted by Richmond [18] . Aigner et al. [19] , Meeusen and van den Broeck [20] , and Battese and Corra [21] .
since that estimation procedure is robust to nonnormality. If the estimated intercept term is corrected by shifting it upward until no residual is positive and at least one is zero, we also get a consistent estimator of the intercept term.
Let us assume the following model:
Thus,
and individual technical e$ciency will be
Unlike the deterministic approach, the stochastic frontier models capture the e!ects of exogenous shocks beyond the control of the analysed units. Errors in the observations and in the measurement of output are also taken into account in this kind of models.
For the Cobb}Douglas case, the stochastic frontier can be represented by Eq. (1). The error representing statistical noise is assumed to be identical independent and identically distributed. With respect to the one-sided (ine$ciency) error, a number of distributions have been assumed in the literature, the most frequently used ones being half-normal (SFN), truncated from below at zero (SFT) and exponential (SFE). If the two error terms are assumed independent of each other and of the input variables and some of the previous distributions are used, then the likelihood functions can be de"ned and maximum likelihood estimates can be determined.
Once the model has been estimated by using maximum likelihood techniques, we obtain a "tted value for the composed error term v G !u G . For e$ciency measurement, we need to separate these two error terms. Jondrow et al. [22] proposed one way to do it. They developed an explicit formula for the expected value of u G conditional on the composed error term (E(u G "v G !u G )) in the half-normal and exponential cases.
Half-normal case:
where (.) is the density of the standard normal distribution and (.) the cumulative density function.
Exponential case:
where "1/ S .
Truncated case:
Greene [23] shows that the conditional technical ine$ciencies for the truncated model are obtained by replacing e G / in the expression for the halfnormal case, with
Finally, individual (conditioned) technical e$ciency scores will be
The non-parametric approach
Non-parametric analysis [24] , does not require the speci"cation of any particular functional form to describe the e$cient frontier or envelopment surface. The #exibility of non-parametric techniques allows for several alternative formulations. In this paper we analyse two versions of an outputoriented DEA model according to which returns hypothesis is assumed: namely, constant returns to scale (DEAc) and variable returns to scale (DEAv).
Consider a set of n homogenous decision-making units (DMU). There are m inputs and s outputs and each DMU is characterised by an input}output (X, >) vector. In order to determine the e$ciency score of each unit, these will be compared with See [24] . A more detailed analysis of alternative formulations can be found in [25, 26] .
According to an output-oriented model formulation. Whether those variable returns to scale represent increasing or decreasing returns to scale will depend on the relationships among technical e$ciency scores calculated under constant, variable or non-increasing returns to scale. a peer group consisting of a linear combination of e$cient DMUs. For each unit not located on the e$cient frontier, we de"ne a vector "( , 2 , L ) where each H represents the weight of each DMU within that peer group. The DEA calculations are designed to maximise the relative e$ciency score of each unit, subject to the constraint that the set of weights obtained in this manner for each DMU must also be feasible for all the others included in the sample. That e$ciency score can be calculated by means of the following mathematical programming formulation where technical e$ciency scores will be determined by the optimum . Constant (TEc) and variable returns to scale (TEv) formulations are described.
Operation research techniques usually use the dual of the above problem in order to calculate the e$ciency scores. Such a dual formulation can be obtained as the minimum of a ratio of weighted inputs to weighted outputs subject to the constraint that the similar ratios for every DMU be greater than or equal to unity. For an output-oriented model, the dual formulation is Min s.t.
where w P and z G are the variable weights that solve this maximisation problem and > PH and X GH the outputs and inputs attached to each DMU. A unit will be e$cient if and only if this ratio equals one, otherwise it will be considered as relatively ine$cient.
DEA can also be used to calculate scale e$ciency. Total technical e$ciency is de"ned in terms of equiproportional increases in outputs that the "rm could achieve while consuming the same quantities of its inputs if it were to operate on the constant returns to scale (CRS) production frontier. Pure technical e$ciency measures the increase in outputs that the "rm could achieve if it were to use the variable returns to scale (VRS) technology. Finally, scale e$ciency would be calculated as the ratio of total technical e$ciency to pure technical e$ciency. If scale e$ciency equals one, the "rm is operating at CRS, otherwise it would be characterised by VRS.
Data and results
A wide range of papers related to the treatment of the electric sector with frontier techniques is available in the empirical literature. Schmidt and Lovell [27, 28] and Greene [11] introduced the analysis of electricity sector data sets into frontier functions literature. Fare et al. [29] utilise mathematical programming techniques to calculate six Represents the percentage of capital stock levels attached to steam, nuclear, hydroelectric and other power-generating equipment assets.
Allocation of total MWh to commercial, industrial and residential demand categories.
A major description of the set of data and variables used in this study can be found in [8] .
Actually, this hypothesis was strongly accepted when we imposed the constraint ( )#( )#( )"1 to the initially unrestricted model. The estimation procedure was made using Limdep 7.0. di!erent measures of e$ciency and compare public versus private performance of electric utilities. Hjalmarsson and Veiderpass [30] study the local retail distribution of electricity in Sweden in 1985. They apply di!erent versions of the DEA model to 329 "rms. Using DEA techniques and OLS analysis, Pollit [31] examines the cost e$ciency in 129 electricity transmission and 145 electricity distribution systems in 1990. Lastly, Ray and Mukerjee [32] perform a comparative analysis of parametric frontier dual cost functions and non-parametric techniques applied to the data set used previously [11] .
The data set used in the present empirical application corresponds to a sample of 70 US (investor-owned) electric utility "rms in 1990. These "rms are approximately evenly spread across the United States. Table 1 provides descriptive statistics for each of the variables used in this study.
The capital stock variable is constructed for four di!erent asset classes: steam, nuclear, hydroelectric and other power-generating equipment. In any case, steam technology accounts for most of the electricity generated by the companies analysed in this study. The labour variable indicates the number of workers of each "rm. There are four main categories of fuel: coal, oil, natural gas, and nuclear. BTU equivalents are used to aggregate di!erent types of fuels over all plants belonging to one "rm. The fuel variable is the measure in millions of BTUs used in generation of electricity. Finally, total output is indicated in megawatts hours (MWh).
Ezciency scores
With respect to the parametric frontiers the estimated parameters of the deterministic and stochastic production functions are given in Table 2 .
These results come from estimating Eq. (1) by means of COLS and MLE, where i"1, 2 , 70 indicates the "rms, > G the output, X G "K G the capital stock, X G "¸G the number of workers, and X G "F G the fuel; , and are the elasticities of output with respect to capital, labour and fuel. We infer the presence of constant returns to scale in all the speci"cations analysed. We estimate a Cobb}Douglas production function. More #ex-ible technologies, such as di!erent versions of translog production functions, presented major problems in the signi"cance of their estimated parameters. Without the factor share equations, If the estimated intercept term is corrected by shifting it upward until no residual is positive and at least one is zero, we will get a consistent estimator of the intercept term. In our case this consistent intercept is 11.349. CRS hypothesis test:.+ } ,:Probability associated with an FTest (1.66). [ } ]: Signi"cance level in a Wald Test-(1).
According to Klein's rule of thumb, multicollinearity is a problem if max R H 'R where R H is the R statistic from the OLS estimation of the auxiliary regression of the jth regressor on the other regressor and the intercept term. Several auxiliary regressions were estimated and in all of them this condition was found. Moreover, when we checked the functional form speci-"cation of the model, applying a RESET}Test, the Cobb}Doug-las technology turned out to be well speci"ed. The average e$ciency measures of COLS, SFN, SFT, and SFE were estimated under the null hypothesis of constant returns to scale.
The individual e$ciency scores generated by each method are available from the authors upon request.
The one with the largest positive OLS residual.
estimation of full translog functions can be hampered by an important problem of multicollinearity. Each of the stochastic speci"cations yields similar estimates for the partial elasticities of output with respect to capital, labour and fuel. This result seems to con"rm the robustness of the technology and distribution hypotheses assumed in the speci-"cation of the model. Table 3 reports the average technical e$ciency measures for each of the models explained in the Methods section.
As the theory advances, the average e$ciency scores of parametric deterministic techniques are lower than the ones estimated through stochastic frontier approaches. Given that COLS is a not stochastic procedure, noise is also reported as ine$ciency.
COLS shifts all the residuals down to non-positive values and only one "rm of the sample is estimated as e$cient. With respect to the DEA approaches, given that the constraint set is less restrictive under CRS than under VRS, lower e$-ciency scores are reported for the former case. In our example, DEAc presents an average level of technical e$ciency of 73.32% while DEAv e$ciency average is 78.71%. For the same reason, fewer units are found to be e$cient under CRS than under VRS.
Within the stochastic approaches, no noticeable di!erences arise. The average e$ciency is lower with normal/half-normal models than with the normal/exponential or normal/truncated models, but, All the correlation coe$cients among di!erent methods are signi"cant at the 0.01 level (2-tailed).
Spearman's correlation coe$cients were calculated using the SPSS 8.0 package. in any case, the choice of distribution assumptions does not seem to have a signi"cant e!ect on the values of the e$ciency estimates.
Stochastic frontier models' estimates of T and S provide us with a measure for the relative importance of statistical noise and ine$ciency in the estimation of frontier production functions. The variance of the composed error term C is de"ned as the sum of the variance of the ine$ciency error term S and the variance of the statistical noise term T . Therefore, the (%) participation of each of these components } u and v } in the aggregated error term e can be determined by means of the relationships % S "
According to the information in Table  2 , noise represents 59.72% of total variance in the exponential model. In the half-normal and in the truncated cases, these proportions are lower, 25.18% and 17.08%, respectively, but still broadly indicative of the importance of noise in the estimation of these models. Therefore, the fact that deterministic models do take noise into account seems to be quite important in our illustrative application. Especially noticeable is the COLS procedure where the average level of technical e$ciency is around 60%. These models therefore su!er from both drawbacks: the problems of a rigid speci"cation associated to their parametric nature, and the shortcoming of not distinguishing between ine$ciency and noise given their deterministic structure.
Robustness
Having analysed the e$ciency scores, we explore the consistency of the above models in ranking the 70 electric utilities that make up our sample. We are interested in the robustness of the relative position of each electric utility to the use of di!erent methods, rather than in the average levels of technical e$ciency found. Table 4 presents pairwise Spearman rank correlation coe$cients of the e$ciency scores yielded by the six methods used in our analysis.
These results show that parametric models are extremely consistent in ranking the units. Their pairwaise correlation coe$cients are not less than 99%. The correlation is also high between parametric techniques and DEAc. On the other hand, correlation coe$cients between DEAv and both the econometric approaches and DEAc are not so high. They are around 83% for the group of parametric techniques and 89% for the DEAc model. All parametric approaches were also estimated by imposing the CRS constraint. It seems that the choice of parametric or non-parametric techniques, deterministic or stochastic approaches, or between different distribution assumptions within stochastic techniques is irrelevant if one is interested in ranking electric utilities according to their individual e$ciency scores. Only the VRS speci"cation leads to certain di!erences in those rankings, although such di!erences are not so large as to stop these rankings still being comparable with the others. Table 5 reports the returns to scale of the e$cient units in the sample of "rms analysed in our study.
An almost perfect correlation between the size of the e$cient "rms and their returns to scale is detected, in the sense that the bigger "rms have decreasing returns to scale and vice versa. It seems that economies of scale are exhausted at the greatest levels of production while they are still available at lower levels. This result agrees with the low value found for the average scale ine$ciency and is supporting evidence that the units in our sample are operating at the correct scale. Some studies such as Some functional forms with disaggregated levels of capital and output used as regressors were also estimated. However, such a large list of variables, especially in the translog version, and the high degree of correlation among them requires a very high order in the convergence criteria of the maximum likelihood algorithms of stochastic frontier models. This precluded the estimation of these stochastic models.
The results with the COLS, SFN, SFE and SFT e$ciency series were almost identical.
Cummins and Zi [33] , for example, have found a direct relationship between the size of units and their ine$ciency levels. In our case, no such relationship seems to appear.
So far, we have analysed di!erent methods and their robustness in the measurement of productive e$ciency. The next step in this empirical application will provide some possible explanations for the e$ciency scores described above.
Inezciency sources
One common practice in the literature is to regress the e$ciency scores against a vector of explanatory variables. Disaggregated data for di!erent types of capital and output are used as proxies for the productive structure and market demand structure faced by each electric utility. Capital stock levels attached to steam, nuclear and hydroelectric assets are used to evaluate the in#u-ence of each of those technologies on higher or lower e$ciency scores. Similarly, the allocation of total megawatt-hours to three di!erent demand categories } commercial, industrial and residential } is also considered on the basis of explaining individual e$ciency scores.
The high degree of correlation between those proxies for productive and market structure and the original variables speci"ed in our model is a handicap for two-stage models. However, the choice of a one-stage model, as Lovell [34] points out does not solve this problem of correlation between the variables used in the initial speci"cation of the model and those used in the subsequent analysis of the e$ciency sources: it just replaces a problem of omitted (two-stage model) with one of multicollinearity.
For the series of ine$ciency scores to take into account as the dependent variable, we have used that generated by the DEAc model. The DEAbased e$ciency scores are truncated from below at one. OLS regression would produce biased and inconsistent parameter estimates, so we use a truncated regression model (Tobit model). The estimated parameters are given in Table 6 .
Given the statistical signi"cance of the three parameters used as proxies, it seems that the productive structure a!ects the e$ciency scores attained by the di!erent electric utilities. The market demand structure, on the other hand, seems not to have any in#uence.
The variables used to measure the e!ects of market demand structure on the ine$ciency of each unit are characterised by a high degree of homogeneity across observations (see Table 1 ). Therefore, it is not surprising to "nd that they are not signi"cant explanations for the ine$ciency of units.
Within productive structure factors, steam and nuclear technologies are found to be directly related to ine$cient behaviour of the units in the sample, while the use of hydroelectric technology seems to have positive e!ects on their e$cincy. Signi"cant coe$cients at the 5% level (2-tailed).
Signi"cant coe$cients at the 10% level (2-tailed).
Nuclear and even more so steam technologies seem to be exhausting their particular economies of scale.
The main problem of &two-stage' models, such as that used in this paper, is to know which regressors must be included in the estimation of e$ciency levels and which in their explanation. In the light of our results, besides their not being highly correlated with the variables utilised in the frontier estimation procedure, a necessary although not suf-"cient condition for regressors to be considered as proxies for ine$ciency sources is that they must be able to introduce heterogeneity in the analysis. Thus, a necessary extension to the empirical analysis that we have so far presented would be the introduction of additional information through variables properly representative of the industrial organisation, such as market structure, regulatory environment, ownership or internal organisation of the "rm.
Conclusions
The joint use of parametric and non-parametric techniques devoted to the measurement of e$ciency in the industrial sector is a novel issue in the recent empirical literature. However, this is not always feasible. Our paper has focused on the definitions of a framework for the joint use of these techniques.
The main disadvantage of non-parametric approaches is their deterministic nature. DEA techniques, for instance, make no accommodation for noise. Parametric techniques, as we have seen, require speci"cation of a particular technology for the frontier function as well as the de"nition of a speci"c statistical distribution for the ine$ciency term. The functional form requirement causes both speci"cation and estimation problems. Hence, the parametric}deterministic approaches for the measurement of productive e$ciency does not seem to be suitable for this kind of analysis. As our results suggest, they su!er from the disadvantages of both methods.
With respect to parametric}stochastic approaches, insofar as the disturbances about the frontier estimator tend to be symmetrically distributed, the frontier approach can be interpreted as a neutral transformation of the &average' technology. Then only Timmer's &Holy Grail' [35] i.e. the necessity of placing the frontier in order to give numerical values to e$ciency performances of each analysed unit, would justify a frontier approach instead of the traditional OLS-average approach. However, the presence of skewness in the disturbances is another reason why frontier functions might be taken into account: the underlying technology assumed under the average and the frontier speci"cation can describe structural dissimilarities between the two techniques, such as di!erent returns to scale or elasticities of substitution.
On the basis of the robustness of di!erent techniques in ranking productive units, DEA can improve the accuracy of parametric techniques. The #exibility of DEA permits the introduction of relevant issues such as non-discretionary variables [36] , categorical variables [37] , or constrained multipliers [38] . Moreover, a recent paper [39] extends the use of DEA to a dynamic framework by incorporating changes in productivity due to technological progress or regress. These aspects may correct some of the speci"cation problems associated with parametric methods.
The versatility of DEA techniques also provides a simple way of analysing the scale e$ciency. In our study, no relationship between the size of "rms and their ine$ciencies seems to exist. On the basis of the aforementioned robustness it is also possible to analyse the sources of productive ine$ciency by using two-stage models. These models will only be meaningful if the variables used as regressors introduce heterogeneity into the analysis.
We have here described some methodological considerations based on the data set used for this study. Much work remains to be done. For instance, additional information on prices and a larger sample of observations might improve the measurement of economic e$ciency in an industrial sector by taking into account technical and allocative e$ciencies as well as cost and revenue e$ciencies. As the literature shows, serious problems arise when applying duality theory to parametric frontier models. However, data envelopment analysis provides a suitable way of treating the measurement of economic e$ciency. This approach has been used in a number of empirical applications related to nonpro"t, regulated and private sectors. In conclusion, the present results provide encouragement for the continued development of the collaboration between parametric and non-parametric methods.
