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Abstract (max 250 words) 27 
The high substrate variability and complexity of fermentation media derived from lignocellulosic 28 
feedstocks affect the concentration profiles and the length of the fermentations. Not accounting 29 
for such variability raises operational and scheduling issues and affects the overall performance 30 
of these processes. In this work, a hybrid soft sensor was developed to monitor and forecast the 31 
evolution of cellulose-to-ethanol fermentations. The soft sensor consisted of two modules (a 32 
data-driven and a kinetic model) connected sequentially. The data-driven module used a partial-33 
least-squares model to estimate the current state of glucose from spectroscopic data. The 34 
kinetic model was recursively fit to the known concentrations of glucose to update the long-35 
horizon predictions of glucose, xylose and ethanol. This combination of real-time data update 36 
from an actual fermentation process to a high fidelity kinetic model constitutes the basis of the 37 
digital twin concepts and allows for the better real-time understanding of complex inhibition 38 
phenomena caused by different inhibitors commonly found in lignocellulosic feedstocks. The 39 
soft sensor was experimentally validated with three different cellulose-to-ethanol fermentations 40 
and the results suggested that this method is suitable to monitor and forecast fermentations 41 
when the measurements provide reasonably good estimates of the real states of the system. 42 
These results would allow increasing the flexibility of the operation of cellulosic processes and 43 
adapting the scheduling to the inherent variability of such substrates. 44 
1. Introduction 45 
Using renewable feedstocks such as lignocellulosic waste to produce ethanol is a sustainable 46 
alternative to reduce the dependence on fossil fuels. However, the pretreatment of 47 
lignocellulosic biomass prior to  the fermentation results in the formation of several byproducts 48 
with potent inhibitory effects on Saccharomyces cerevisiae [1,2]. Upon contact with these 49 
inhibitors, S. cerevisiae undergoes a complex physiological response to compensate for their 50 
toxicity and to remove the inhibitors from the fermentation media [3]. This detoxification causes 51 
prolonged lag-phases during which S. cerevisiae utilizes most of its cellular resources to 52 
maintain internal homeostasis instead of using them for cell growth. This detoxification phase 53 
extends the fermentation time and reduces the productivity of the process. Furfural, 5-54 
hydroxymethylfurfural, and acetic acid are the most common inhibitors derived from 55 
lignocellulosic feedstocks [1]. Their concentration can change notoriously between and within 56 
feedstocks due to the natural variability of the biomass caused by different weather conditions 57 
or agricultural practices. Such variability poses a challenge in cellulosic processes as the length 58 
of the lag-phase can change considerably depending on the concentration of inhibitors, 59 
reducing the productivity of the process and increasing the risk for contamination by lactic acid 60 
bacteria [4]. Not accounting for the substrate variability when operating cellulose-to-ethanol 61 
fermentation raises scheduling issues both, up-stream and down-stream of the fermentation and 62 
hinders its optimal operation at commercial scale. Therefore, methods able to account for the 63 
substrate variability and to predict the progress of the fermentations are necessary to improve 64 
the operation of such processes.  65 
 66 
Kinetic models describing the correlation between the different state variables (e.g., glucose, 67 
ethanol, or biomass) from the initial conditions of each batch have been successfully used to 68 
predict the profile of non-cellulosic ethanol fermentations and to optimize their operations [5,6]. 69 
However, in the cellulose-to-ethanol processes, the complex effects of the different inhibitors 70 
challenge the development of the kinetic model [2]. Decades-long research on the effects of 71 
furfural or acetic acid on S.cerevisiae have shown that the inhibitors cause a system-wide 72 
response and affect not only the central carbon metabolism [7], but also the cell membrane 73 
composition [8], the internal pH [9] or the transcriptome of the cells [10]. This complex and not 74 
fully understood response is challenging to model mechanistically. Often, simple empirical terms 75 
that modify the substrate uptake rates depending on the concentration of inhibitors are used to 76 
model the inhibitions. These terms rely on inhibition constants that need to be identified 77 
experimentally using parameter estimation. However, since these inhibition terms summarize 78 
complex phenomena into simple mathematical expressions, the validity of the models is often 79 
limited to conditions similar to the ones used to identify the models [11,12]. This poses a 80 
challenge in cellulose-to-ethanol fermentations where the high substrate variability results in 81 
significant changes in the composition of the media in between batches.  82 
The objective of the current work is to develop and implement an iterative soft sensor that relies 83 
on the ‘real-time’ measurements of the glucose concentration to re-estimate the inhibition 84 
constants of a kinetic model to better describe the complex effects of the inhibitors. This 85 
approach increases the flexibility of the kinetic model by recursively adjusting the empirical 86 
terms to the dynamics of each fermentation, resulting in better long-horizon forecasts of the 87 
fermentation progress. A similar framework was proposed by Spann et al. [13] to monitor 88 
unmeasured variables in lactic acid bacteria fermentations from on-line measurements of pH 89 
and ammonia. Spann et al. [13] re-estimated the maximum growth rate and an empirical 90 
parameter that accounted for the length of the lag-phase of the fermentation, attaining better 91 
predictions of the system state variables. In the current work, the on-line glucose predictions 92 
were calculated using partial-least-squares (PLS) regression models from spectral data 93 
collected on-line using attenuated total reflectance mid-infrared spectroscopy (ATR-MIR). At 94 
each iteration, the inhibition constants were re-estimated and the new trajectories of the key 95 
state variables were plotted. This approach was implemented off-line and demonstrated 96 
experimentally using historical data from three cellulose-to-ethanol fermentations with different 97 
initial conditions simulating an on-line implementation. The proposed soft sensor corresponds to 98 
the recently emerged concept of a digital shadow of the process, i.e. a digital representation of a 99 
physical system that is then connected with the physical process in question in ‘real-time’ and is 100 
able to accurately represent the system [14–16]. This constitutes the basis for the 101 
implementation of a digital twin, where the data does not only flow from the system to the 102 
model, but the model predictions can also actuate on the system to correct process deviations. 103 
The information flow between the fermentation system and the digital twin is illustrated in detail 104 
in Figure 1.  105 
 106 
107 
Figure 1. In a digital shadow, the data flow is unidirectional from the process to the digital 108 
model, while in a digital twin, the flow of information is bi-directional.  109 
 110 
The current manuscript is organized as follows: Section 2 explains the experimental and 111 
numerical methods, section 3 describes the structure of the soft sensor, sections 4 and 5 show 112 






2. Materials and methods 119 
2.1. Experimental methods 120 
2.1.1. Media preparation 121 
Danish wheat straw (provided by TK Energy ApS) was steam pretreated and enzymatically 122 
hydrolyzed before fermentation experiments took place. The pretreatment took place at the 123 
Department of Chemical Engineering at Lund University, Sweden. Five kg of dried wheat straw 124 
were soaked in water for 1 hour (at a mass ratio of 1:10) prior to filtration through a 1 mm filter 125 
for another hour. Then the wheat straw was press filtered for 5 minutes at 200 bars. The 126 
resulting straw (dry matter content of 39.98 %) was steam pretreated in seven batches of 1 kg 127 
at 200 ºC and 16.8 bar for 10 minutes. A total of 16.14 kg of pretreated wheat straw were 128 
generated and stored in containers in the freezer until use. The hydrolysis of the pretreated 129 
material was done at the Department of Geosciences and Natural Resource Management at the 130 
University of Copenhagen. The pretreated wheat straw was manually homogenized and the pH 131 
was adjusted to 5 using 5 M NaOH. The pretreated material was then hydrolyzed in 15 batches. 132 
In each batch, 1 kg of pretreated wheat straw was introduced into a 2 L bottle of low-density 133 
polyethylene (Kautex Textron, Bonn, Germany) and incubated with 5 mL of Cellic® CTec2 134 
enzyme (corresponding to an enzyme/cellulose mass ratio of 6 %) at 50 ºC in a rotatory drum 135 
incubator (Termaks, Bergen, Norway). A total of 15 L of enzymatically hydrolyzed wheat straw 136 
was produced and stored at -20 ºC before use.  137 
2.1.2. Fermentation experiments 138 
The microorganism used in the fermentation experiments was the xylose-consuming 139 
Saccharomyces cerevisiae CEN.PK.XXX [17]. Prior to the fermentation, one colony of S. 140 
cerevisiae was transferred from an YPX agar plate (yeast extract (10 g/L, Microbiology 141 
Fermentech, Merk, New Jersey, USA), peptone (20 g/L, peptone from casein, Microbiology 142 
Fermentech, Merk, New Jersey, USA) and xylose (20 g/L, Sigma Aldrich, Missouri, USA)) to a 143 
250 mL shake flask containing 100 mL of liquid YPX media. After 36 hours of inoculation at 30 144 
ºC and 180 rpm, one milliliter of grown cell culture was transferred to a 500 mL shake flask with 145 
250 mL of YPX media. The cell culture grew at 30 ºC and 180 rpm before being inoculated in 146 
the fermenter. The dry weight of the cell culture was measured prior to the incubation in the 147 
fermenter following the protocol described in [18]. Three batch fermentations were performed in 148 
Sartorius BIOSTAT A® 2.5 L bioreactors (Sartorius, Göttingen, Germany) with a working 149 
volume of 1.5 L. The pH was controlled at 6.0 using 2 M NaOH and 2 M H2SO4, and the 150 
temperature was kept at 30 ºC using a heat jacket and a cooling finger. The fermenter was 151 
equipped with two Rushton impellers with 6 blades each and the stirring rate was kept at 450 152 
rpm. Yeast extract (5 g/L) and peptone (10 g/L) were added to the wheat straw to supplement 153 
nitrogen, vitamins and trace elements. Prior to the fermentation, the wheat straw hydrolysate 154 
was centrifuged (Heraeuse Multifuge X3R, Thermo Scientific, Massachusetts, USA) at 4000 155 
rpm for 20 min to reduce the concentration of suspended particles. Inocula of three different 156 
sizes were added to each fermentation to attain different fermentation profiles. All fermentations 157 
lasted between 25 and 35 hours and were stopped when all the xylose was consumed. An 158 
overview of the initial concentrations for the three batch fermentations is shown in Table 1. 159 
3. Table 1. Summary of the initial concentrations for three different batch fermentations. 160 
Initial concentrations  Fermentation 1 Fermentation 2 Fermentation 3 
Size of inoculum (g/L) 1.0 0.4 1.4 
Glucose (g/L) 37.0 42.0 39.0 
Xylose (g/L) 22.0 22.0 22.0 
Furfural (g/L) 0.6 0.6 0.6 
Acetic acid (g/L) 3.0 3.0 3.3 
5-HMF (g/L) 0.0 0.0 0.0 
 161 
 162 
3.1. Analytical methods 163 
3.1.1. HPLC analysis 164 
Every hour, a fermentation sample was manually withdrawn for analysis with high-performance 165 
liquid chromatography (HPLC). The samples were immediately filtered through a 0.20 µm 166 
cellulose acetate filter (Labsolute, Renningen, Germany) and stored at -20 ºC. The off-line 167 
samples were analyzed with an Ultimate 3000 HPLC instrument equipped (Thermo Scientific, 168 
Massachusetts, USA) with 4 UV/VIS and a refractive index (RI) detector (ERC RefractoMax 169 
520, Prague, Check Republic). An Aminex HPX-87 H column (BIORAD, California, USA) at 50 170 
ºC with 5 mM H2SO4 as eluent was used to separate glucose, xylose, ethanol, furfural, acetic 171 
acid, and 5-HMF. The method lasted 80 minutes per sample, with an eluent flow rate of 0.6 172 
mL/min. The samples were derivatized by adding 50 µL of H2SO4 to 950 µL of sample prior to 173 
the injection.  174 
3.1.2. Spectroscopic analysis 175 
ATR-MIR spectra (428-1833 cm-1 with a resolution of 1 cm-1) were automatically collected on-176 
line every minute using a spectrophotometer manufactured by NLIR ApS (Farum, Denmark) and 177 
provided by CellView IVS (Hillerød, Denmark). The instrument was equipped with a flow-cell 178 
connected to the fermenter using a closed recirculation loop with a flow rate of 90 mL/min. A 179 
background spectrum was measured with the laser turned off, and the reference spectrum was 180 
measured with the laser on and with air in the flow-cell. The exposure time of the sample was 181 
120 milliseconds. Hundred spectra were collected every minute and their average was saved as 182 
an individual text file.  183 
 184 
3.2. PLS calibration 185 
The PLS regression model for glucose was calibrated by creating a set of synthetic samples 186 
that contained the fermentation matrix and uncorrelated concentrations of glucose, xylose and 187 
ethanol [19,20]. Xylose and ethanol were also accounted within the calibration due to the 188 
overlap of their spectra with glucose, and due to the fact that their dynamic profiles are 189 
correlated during the fermentation. Not including them as uncorrelated variables in the 190 
calibration samples would result in interference of xylose and ethanol with the prediction of 191 
glucose. The fermentation matrix (without glucose, xylose or ethanol) was obtained using the 192 
following procedure. First, 1.5 L of wheat straw hydrolysate were fermented as described in 193 
Section 2.1.2 to remove the glucose and the xylose from the media. Then, the biomass was 194 
removed by centrifuging the media at 4000 rpm for 10 minutes. Finally, the ethanol was stripped 195 
out from the media by sparging with sterile air at 35 ºC. After 24 hours, the volume was adjusted 196 
to 1.5 L using deionized water. The synthetic samples were thoroughly prepared to minimize the 197 
correlations between the concentrations of glucose, xylose and ethanol. The calibration ranges 198 
for glucose, xylose and ethanol were (0-40), (0-25) and (0-22) g/L, respectively. 100,000 Latin 199 
hypercube designs [21] with 21 samples each were randomly generated with different 200 
concentrations of glucose, xylose and ethanol. Then, the Pearson correlation coefficient (PCC) 201 
between glucose, xylose and ethanol was calculated for each design. The design with the 202 
lowest correlation was selected and applied experimentally (Table 2). 203 
 204 
Table 2. Selected Latin hypercube design. PCC Glucose/Xylose = -0.061, PCC Glucose/Ethanol = 0.002, PCC 205 
Xylose/Ethanol = 0.004. 206 
Sample Nr. Glucose (g/L) Xylose (g/L)  Ethanol (g/L)* 
0 2.00 1.25 12.00 
1 0.00 17.50 7.50 
2 34.00 5.00 21.00 
3 38.00 21.25 28.50 
4 36.00 16.25 9.00 
5 24.00 6.25 18.00 
6 18.00 15.00 16.50 
7 12.00 25.00 13.50 
8 26.00 2.50 22.50 
9 22.00 12.50 19.50 
10 10.00 10.00 6.00 
11 8.00 23.75 30.00 
12 4.00 3.75 24.00 
13 30.00 7.50 4.50 
14 32.00 0.00 0.00 
15 20.00 18.75 10.50 
16 28.00 13.75 25.50 
17 40.00 22.50 3.00 
18 14.00 11.25 15.00 
19 16.00 8.75 27.00 
20 6.00 20.00 1.50 





Each sample was prepared by using 75 mL of fermentation matrix and by spiking the 212 
corresponding amount of glucose, xylose, and ethanol. The spectrum of each sample was 213 
collected as described in Section 2.2.2. All the data analysis was done using Python 3.7. First, 214 
the spectrum of each sample was preprocessed by taking its first derivative, filtering them using 215 
a Savitzky-Golay filter and mean centering it. Then, a PLS1 model for glucose was calibrated 216 
using the MBPLS library [22]. An optimal number of 4 latent variables was found by minimizing 217 
the root-mean-square error of cross-validation (RMSECV) during a leave one out cross-218 
validation routine (LOO-CV). The resulting model described more than 95 % of the variance in 219 
the spectral matrix and in the concentrations vector.  220 
3.3. Kinetic model 221 
A dynamic model of the fermentation was used to forecast the evolution of the state variables of 222 
the fermentation. The model was based on the model developed by Mauricio-Iglesias et al. [23]. 223 
It described the growth of S. cerevisiae on glucose and xylose and accounted for the inhibition 224 
effects of furfural and acetic acid. 5-HMF was not considered because it was not present in the 225 
fermentation media. The different processes considered in the model are listed in Table 3. 226 
 227 
Table 3. List of processes considered in the kinetic model. 228 
Processes considered in the kinetic model  
1. Uptake of glucose 
2. Uptake of xylose 
3. Uptake of furfural 
4. Furfural is detoxified into furfuryl alcohol 
5. Furfuryl alcohol inhibits the uptake of glucose 
6. Furfuryl alcohol inhibits the uptake of xylose 
7. Furfural inhibits the uptake of glucose 
8. Furfural inhibits the uptake of xylose 
9. Uptake of acetic acid 
10. Acetic acid inhibits the uptake of glucose  
11. Acetic acid inhibits the uptake of xylose  
12. Production of ethanol 
13. Ethanol inhibits the uptake of glucose 
14. Ethanol inhibits the uptake of xylose 
15. Cell growth  
16. Glucose inhibits the uptake of xylose 
 229 
 230 
The mass balance of the state variables was described using the stoichiometric matrix (Table 231 
4).  232 
 233 
Table 4. Stoichiometric matrix explaining the mass balance of the system. Glucose (Glu), Xylose (Xyl), Furfural (Fur), 234 
Furfuryl alcohol (FA), Acetic acid (HAc), Ethanol (EtOH) and Biomass (X). 235 
 Glucose Xylose Furfural FA HAc Ethanol Biomass  
Glucose 
Uptake 
-1 0 0 0 0 YEtOH/Glu YX/Glu 
Xylose 
Uptake 
 0 -1 0 0 0 YEtOH/Xyl YX/Xyl 
Furfural 
Uptake 
 0 0 -1 YFA/Fur 0 0 0 
HAc 
Uptake 
 0 0 0 0 -1 0 0 
 236 
 237 
The uptake rates of the substrates, glucose and xylose, were described using Monod type 238 
kinetics with substrate inhibition (Eq. 1 and 2), while  the uptake rates of the inhibitors (furfural 239 
and acetic acid) were described as simple Monod kinetics (Eq. 3 and 4). Empirical expressions 240 
were multiplied by  the uptake rates of glucose and xylose to account for the inhibitory effects of 241 
furfural, furfuryl alcohol, acetic acid, ethanol, and catabolite repression (in the uptake rate of 242 
xylose) (Eq. 1 and 2). 243 
Eq. 1 𝜈𝑔𝑙𝑢 = 𝑋 ∙
𝑣𝑚𝑎𝑥,𝐺𝑙𝑢 ∙ 𝐺𝑙𝑢
𝐾𝑆𝑃,𝐺𝑙𝑢 + 𝐺𝑙𝑢 +
𝐺𝑙𝑢2
𝐾𝑖,𝐺𝑙𝑢




















Eq. 2 𝜈𝑋𝑦𝑙 = 𝑋 ∙
𝑣𝑚𝑎𝑥,𝑋𝑦𝑙 ∙ 𝑋𝑦𝑙
𝐾𝑆𝑃,𝑋𝑦𝑙 + 𝑋𝑦𝑙 +
𝑋𝑦𝑙2
𝐾𝑖,𝑋𝑦𝑙





































The resulting model, consisting of 7 ordinary differential equations with 26 parameters 246 
(Supplementary materials), was implemented in Matlab 2016® (Mathworks, USA). First, the 247 
model was solved using the parameters found by Mauricio-Iglesias et al. but it did not describe 248 
the experimental data used in this work (the fermentations were much faster than what the 249 
model predicted). This was probably because instead of using ammonia salts, the fermentation 250 
media used in this work was supplemented with yeast extract and peptone as source of 251 
vitamins, minerals and nitrogen, which increase the maximum biomass specific uptake. 252 
Therefore, in order to get a reasonable description of the experimental data, the uptake rates for 253 
glucose, xylose and acetic acid (𝑣𝑚𝑎𝑥,𝐺𝑙𝑢, 𝑣𝑚𝑎𝑥,𝑋𝑦𝑙 and 𝑣𝑚𝑎𝑥,𝐻𝐴𝑐) were re-estimated using parameter 254 
estimation. The concentration profile of glucose, xylose, ethanol, furfural, and acetic acid of a 255 
historical fermentation were used to fit the kinetic model by applying the non-linear least-256 
squares method using the lsqnonlin function of Matlab 2016® (data not shown). The parameters 257 
found by Mauricio-Iglesias et al. [23] were used as an initial guess for the parameter estimation, 258 
and the initial conditions were the same as in fermentation 3 but with 23 g/L of xylose (Table 1). 259 
After re-estimating the specific growth rates, the model had a reasonable good fit with the 260 
experimental data (Figure 4). Once the model was identified, a local sensitivity and identifiability 261 
analysis were done to find which inhibition constants could be iteratively re-estimated in ‘real-262 
time’ in the soft sensor. The sensitivity revealed which inhibition constants had a higher impact 263 
on the model outputs, and the identifiability analysis showed subsets of parameters that are 264 
approximately linearly independent. A detailed explanation of the local sensitivity and 265 
identifiability analysis is given by Sin and Gernaey [24] and in Brun et al. [25]. Subsets of 266 
parameters with a collinearity index below 20 were considered to be approximately linearly 267 
independent [25]. These results were used to determine the most relevant subset of inhibition 268 
constants to be re-estimated on-line using the soft sensor.  269 
  270 
4. Monitoring framework 271 
The structure of the proposed soft sensor is shown in Figure 2. It is an iterative algorithm 272 
consisting of two sequential modules: a data-driven model followed by a kinetic model that 273 
updates the forecast of the state variables (concentration of glucose, xylose, and ethanol) of the 274 
fermentation every 15 minutes. The data-driven module uses a PLS regression model to 275 
estimate the current concentration of glucose from the collected ATR-MIR spectra. Then, the 276 
kinetic model is recursively fit to the measured concentration of glucose using least-squares 277 
minimization to update the kinetic parameters of the model. The updated kinetic model is used 278 
to forecast the progress of the fermentation. The uncertainty in the parameters is also calculated 279 
and propagated through the kinetic model using Monte Carlo simulations. To evaluate the 280 
performance of the soft sensor, the root-mean squared error (RMSE) between the model 281 
predictions and the off-line samples was calculated at each iteration (Eq. 5) 282 
Eq. 5 𝑅𝑀𝑆𝐸𝑛 =
√




Where 𝑛 is the  iteration number, 𝐾 is the total number of off-line samples measured, 𝑥 is the 283 
value of the state variables measured with HPLC and 𝑥 is the predicted value of the state 284 
variables.  285 
4.1. Module 1: the data-driven model 286 
The objective of the first module is to provide an estimate of the current state of glucose at a 287 
given time 𝑡𝑛. With that objective in mind, spectra of the fermentation media are collected and 288 
individually stored as separate .txt files every minute during the fermentation. Every 15 minutes, 289 
all the spectra collected between 𝑡0 and time 𝑡𝑛, are imported into a matrix 𝑀, which becomes 290 
the input of the data-driven module. Before predicting the concentration of glucose, all spectra 291 
are preprocessed by taking their first derivative, filtering using Savitzky-Golay and finally mean 292 
centering. Then, a calibrated PLS1 regression model is used to calculate the glucose 293 
concentration from the pretreated spectra. The output of the data-driven module is a vector (?̂?) 294 
containing all the predicted glucose concentrations from 𝑡0 to 𝑡𝑛.  295 
 296 
4.2. Module 2: the kinetic model 297 
Module 2 is comprised of two steps: a model updating followed by a forecasting step. In the 298 
model updating step, the empirical parameters of the kinetic model are updated by fitting the 299 
kinetic model to the estimated glucose concentration from 𝑡0 to 𝑡𝑛. Then, the forecasting step 300 
uses the updated kinetic model to forecast the progress of the fermentation from 𝑡𝑛 to 𝑡𝑒𝑛𝑑.  301 
4.2.1. Model updating step 302 
At 𝑡𝑛, the model updating step takes the vector (?̂?) with the predicted glucose concentration 303 
between 𝑡0 and 𝑡𝑛 as input. The parameters corresponding to the inhibition terms of furfuryl 304 
alcohol and acetic acid on the glucose uptake (𝐾𝑖,𝐹𝐴,𝐺𝑙𝑢 and 𝐾𝑖,𝐻𝐴𝑐,𝐺𝑙𝑢) are estimated by fitting 305 
the kinetic model to the vector (?̂?) using maximum likelihood estimation (MLE). The search 306 
space for each parameter was limited to ±2.5 % of its value at time 𝑡𝑛 during each iteration to 307 
increase the robustness of the parameter estimation. Only the inhibition constants of furfuryl 308 
alcohol and acetic acid on glucose (and not on xylose) were re-estimated because xylose was 309 
only consumed after glucose depletion due to the strong catabolite repression of glucose on 310 
xylose. The uncertainty associated with the estimated parameters was assessed using the 311 
bootstrap method [24]. In brief, a set of 50 synthetic data sets were created by randomly 312 
sampling from the residual distribution of the model identified using MLE. Then, the two 313 
parameters were re-estimated using MLE for each of the 50 synthetic data sets resulting in 50 314 
estimates of each parameter. Finally, the mean, the standard deviation, and the covariance 315 
matrix of the two parameters were calculated. The newly estimated parameters were used as 316 
the initial guess of the parameters for the next iteration.  317 
 318 
 319 
4.2.2. Forecasting step 320 
The forecasting step takes as input the newly identified parameters and the initial conditions of 321 
the process to make long-horizon forecasts (from 𝑡𝑛 to 𝑡𝑒𝑛𝑑) of the trajectories of the key state 322 
variables (glucose, xylose, and ethanol) of the fermentation. The uncertainty associated with the 323 
parameter was propagated through the model using the Monte Carlo method [24]. The 324 
parameter estimate covariance matrix represented the uncertainty of the estimated parameters 325 
(𝐾𝑖,𝐹𝐴,𝐺𝑙𝑢 and 𝐾𝑖,𝐻𝐴𝑐,𝐺𝑙𝑢), while the remaining model parameters were considered to be 326 
independent and normally distributed with a standard deviation corresponding to 1 % of their 327 
mean values. A total of 100 Monte Carlo samples were calculated at each iteration resulting in a 328 
population of 100 forecasts. Then, the mean values and 95 % CI were calculated from the 329 
resulting population.  330 
 331 
Figure 2. Schematic representation of 332 
the algorithm of the proposed soft sensor. 333 
5. Results 334 
5.1. On-line glucose prediction using PLS models 335 
The PLS regression model was calibrated using synthetic samples in order to decouple the 336 
concentrations of glucose, xylose, and ethanol. The calibrated PLS model successfully 337 
predicted the glucose concentration in the calibration set with an RMSECV of 1.45 g/L (Figure 338 
3.A). Since no fermentation samples were included in the calibration set, the PLS model was 339 
directly validated using fermentations 1-3. In fermentation 1, the glucose concentration was 340 
accurately predicted by the PLS model (Figure 3.B), having an RMSE of 2.55 g/L. In 341 
fermentations 2-3, the PLS model described the general evolution in the glucose concentration, 342 
but in both fermentations the models overestimated the glucose concentration compared to the 343 
off-line reference measurements. This lack of fit was reflected in the RMSE of the predictions 344 
(7.66 g/L and 8.30 g/L for fermentations 2 and 3 respectively, Figure 3.B). In general, the PLS 345 
predictions in fermentation 2 had a higher bias than in fermentation 3, but a clog in the sampling 346 
line during fermentation 3 stopped the flow through the flow-cell for 30 minutes and caused 347 
deviating PLS predictions, which resulted in a higher RMSE. This situation is illustrated in 348 
Figure 3.B, where most of the PLS prediction in fermentation 3 is closer to the real value than 349 
for fermentation 2, and can be seen in Figures 5 B.1-5 and C.1-5. 350 
 351 
 352 
Figure 3. A. Predicted versus measured glucose concentration in the calibration set. The root-mean-square error 353 
during leave one out cross-validation (RMSECV) was 1.45 g/L. B. Predicted versus measured glucose concentration 354 
in the validation fermentations 1-3. The root-mean-square error was 2.55 g/L, 7.66 g/L and 8.30 g/L for fermentations 355 
1, 2, and 3, respectively.  356 
 357 
5.2. Kinetic model: parameter estimation and sensitivity analysis 358 
The results of the parameter estimation showed a general satisfactory fit with the experimental 359 
data (Figure 4). The model was able to describe the concentration profiles of glucose, ethanol 360 
and acetic acid accurately (Figures 4.A, 4.C, and 4.E). Xylose was predicted reasonably well, 361 
but the model did not capture the consumption of xylose towards the end of the fermentation 362 
(Figure 4.B). The uptake of furfural was only described well at the beginning of the 363 
fermentation, Figure 4.D).  364 
 365 
 366 
Figure 4. Results of the parameter estimation. Figures 4.A-E show the results of the fit for glucose (Glu), xylose 367 
(Xyl), acetic acid (HAc), furfural (Fur), and ethanol. Figure 4.F shows the results of the local sensitivity analysis, 368 
shown as the parameter significance of the different inhibition constants on the profile of glucose and xylose. 𝐾𝑖,𝐹𝐴,𝐺𝑙𝑢  369 
and 𝐾𝑖,𝐹𝐴,𝑋𝑦𝑙 are the inhibition constants of furfuryl alcohol (FA) on glucose and xylose respectively,  𝐾𝑖,𝐹𝑢𝑟,𝐺𝑙𝑢  and 370 
𝐾𝑖,𝐹𝑢𝑟,𝑋𝑦𝑙 are the inhibition constants of furfural on glucose and xylose respectively and 𝐾𝑖,𝐻𝐴𝑐,𝐺𝑙𝑢  and 𝐾𝑖,𝐻𝐴𝑐,𝑋𝑦𝑙 are the 371 
inhibition constants of acetic acid on glucose and xylose. 372 
 373 
Once the model was identified, a local sensitivity and identifiability analysis were performed first 374 
to study the effect of the inhibitory constants on the output of the model, and then to find a 375 
subset of constants that could be simultaneously identified in the on-line implementation of the 376 
soft sensor. The local sensitivity analysis revealed important insights about the dynamics of the 377 
model (Figure 4.F). First, it showed that while glucose was only sensitive to the inhibition 378 
constants that directly affected its uptake (i.e., 𝐾𝑖,𝐹𝐴,𝐺𝑙𝑢, 𝐾𝑖,𝐹𝑢𝑟,𝐺𝑙𝑢, and 𝐾𝑖,𝐻𝐴𝑐,𝐺𝑙𝑢), xylose was 379 
sensitive to all the inhibition constants that affected the uptake of glucose and xylose (i.e., 380 
𝐾𝑖,𝐹𝐴,𝐺𝑙𝑢, 𝐾𝑖,𝐹𝑢𝑟,𝐺𝑙𝑢, 𝐾𝑖,𝐻𝐴𝑐,𝐺𝑙𝑢, 𝐾𝑖,𝐹𝐴,𝑋𝑦𝑙 , 𝐾𝑖,𝐹𝑢𝑟,𝑋𝑦𝑙 , and 𝐾𝑖,𝐻𝐴𝑐,𝑋𝑦𝑙). This was due to the catabolite 381 
repression that glucose exerts on xylose (i.e., glucose inhibited the uptake of xylose). This result 382 
agrees with the profiles obtained experimentally, showing that furfural, glucose, and xylose were 383 
consumed sequentially. The sensitivity analysis also revealed that acetic acid was the inhibitor 384 
with a larger impact on the concentration of both, glucose and xylose (Figure 4.F). This is 385 
because acetic acid was not consumed and its inhibitory effects remained throughout the 386 
fermentation. A similar situation happened with furfural and furfuryl alcohol. Although furfuryl 387 
alcohol is a much weaker inhibitor than furfural (the inhibition constants for glucose are 5.00 and 388 
0.75 g/L for furfuryl alcohol and furfural, respectively), the direct inhibition of furfuryl alcohol on 389 
glucose (𝐾𝑖,𝐹𝐴,𝐺𝑙𝑢) affected glucose and xylose almost as much as 𝐾𝑖,𝐹𝑢𝑟,𝐺𝑙𝑢. This was also 390 
because furfuryl alcohol accumulated during the fermentation, while furfural was rapidly 391 
consumed within the first three hours (Figure 4.D). Because of furfural, glucose and xylose 392 
were consumed sequentially; xylose was not directly affected by furfural and it was only 393 
indirectly affected through 𝐾𝑖,𝐹𝐴,𝐺𝑙𝑢. A subset containing all the inhibition constants would ideally 394 
be selected to be estimated in the on-line implementation of the soft sensor. However, the 395 
identifiability analysis revealed that this was not possible due to the high degree of correlation 396 
between the different parameters. Among the uncorrelated subsets of parameters (with a 397 
collinearity index below 25), the 𝐾𝑖,𝐹𝐴,𝐺𝑙𝑢, and 𝐾𝑖,𝐻𝐴𝑐,𝐺𝑙𝑢 were selected to be estimated because 398 
they had a significant effect on both, the concentration of glucose and xylose. 399 
 400 
5.3. On-line implementation of the soft sensor 401 
The soft sensor was implemented simulating an on-line system using data of three batch 402 
fermentations. Every 15 minutes, the soft sensor took the PLS measurements to re-identify the 403 
kinetic model and to make long-term predictions of the trajectories of glucose, xylose, and 404 
ethanol. 405 
 406 
Figure 5. State variables predicted with the soft sensor at five different time points during the fermentation. Figures 407 
A.1-5 show the predictions made for fermentation 1, Figures B.1-5 for fermentation 2, and Figures C.1-5 for 408 
fermentation 3. The dashed line indicates the time at which the prediction was made. The PLS measurements before 409 
the dashed line were used to re-identify the kinetic model allowing to make long-horizon predictions of the evolution 410 
of the fermentation. 411 
 412 
Figure 5 shows the predicted trajectories of glucose, xylose, and ethanol made by the kinetic 413 
model at different time points during the three batch fermentations. Since the predictions of the 414 
model were updated at each iteration, the RMSE of the predictions with the off-line measured 415 
data was calculated at each iteration to evaluate the performance of the soft sensor (Figure 6). 416 
417 
Figure 6. Root-mean square errors (RMSE) of the kinetic model predictions at each iteration of the soft sensor. A. 418 
Fermentation 1. B. Fermentation 2. C. Fermentation 3. The dashed lines in plots A-C indicate the RMSE of the model 419 
at time 0.  420 
 421 
By updating the kinetic model at each iteration, the soft sensor improved the long-term 422 
predictions of the kinetic model in the course of fermentations 1 and 3 (Figures 5.A.1-5 and 423 
C.1-5), resulting in a considerable reduction of the RMSE for all three variables (Figures 6.A 424 
and C). After 2-5 hours of fermentation, it was possible to obtain a good and stable prediction of 425 
the progress of glucose, xylose and ethanol. However, this improvement was not found in 426 
fermentation 2 (Figure 5.B), where the predictions of the soft sensor were less stable and only 427 
improved the kinetic model in the prediction of xylose. This is likely due to the biased prediction 428 
of the glucose concentration made by the PLS model (Figure 3.B). In all fermentations, the 429 
RMSE of the prediction became worst during the glucose consumption phase, where the 430 
measured glucose concentration changed quickly between two consecutive iterations.  431 
  432 
6. Discussion and perspectives for application 433 
The hybrid soft sensor presented in this work iteratively uses the glucose concentration 434 
(measured on-line with a PLS model) to re-estimate the empirical parameters of a kinetic model 435 
and to obtain better long-horizon predictions of the concentrations of glucose, xylose, and 436 
ethanol. This procedure allowed updating the kinetic model at each iteration, providing it with a 437 
higher degree of flexibility to describe the inhibitory effects, and accounting for the actual 438 
development of the fermentation. This method was conceptualized to monitor and forecast 439 
complex fermentation processes with high substrate variability, where kinetic models would fail 440 
at predicting the evolution of the fermentation (e.g., cellulose-to-ethanol fermentations). The 441 
validation experiments showed that the soft sensor outperformed the kinetic model in two out of 442 
three batch fermentations, where the soft sensor provided stable predictions of the evolution of 443 
glucose, xylose and ethanol (with a low RMSE) after 2-5 hours of fermentation (fermentations 1 444 
and 3, Figure 6.A and C, respectively). However, the soft sensor did not perform better than the 445 
kinetic model in one of the validation experiments (fermentation 2, Figure 6.B). The poor 446 
prediction of the soft sensor in fermentation 2 was likely caused by the higher bias of the PLS 447 
measurements in that experiment (Figure 3.B). This shows a limitation of the proposed 448 
monitoring algorithm. Since the kinetic model was updated at each iteration, it was assumed 449 
that the PLS measurements represented a good estimator of the real system state. This is not 450 
necessarily true as most ‘real-time’ monitoring methods of fermentation processes tend to be 451 
noisy (especially those based on vibrational spectroscopy [26]). In fermentations 1 and 3, the 452 
soft sensor performed well because the PLS measurements of the glucose concentration were 453 
reasonably close to the real value. However, in fermentation 2, PLS prediction errors were 454 
confounded with the effect of the inhibitors and incorporated within the parameters of the kinetic 455 
model, resulting in deviating predictions. In this work, the PLS model was calibrated using 456 
synthetic samples designed to minimize the correlation between the concentrations of glucose, 457 
xylose, and ethanol, and to account for the matrix of the system. However, the changes in the 458 
fermentation matrix were not considered within the calibration set, and these could have 459 
interfered with the prediction of the glucose concentration. Improving the calibration set (for 460 
instance, by including real fermentation samples to account for the changes in the matrix) would 461 
potentially improve the predictions of the PLS model. However, even when the PLS models are 462 
calibrated adequately, the measurements may not represent reasonable estimates of the 463 
system. In these cases, the estimation error is then transmitted to the values of the estimated 464 
parameters and, ultimately, to the model predictions. An alternative approach would be to 465 
consider the information from the PLS models not as a perfect measurement of the state 466 
variables, but as an estimate of each of the states. In this case, state estimators (e.g., Kalman 467 
filters) can be used to evaluate the most likely state of the system combining the information 468 










  479 
7. Conclusions 480 
The soft sensor proposed in this work iteratively used a data-driven model and a kinetic model 481 
to make long-horizon predictions of the evolution of different state variables during cellulose-to-482 
ethanol fermentations. At each iteration, the data-driven model was used to estimate the current 483 
state of glucose from spectroscopic measurements. Then, the kinetic model was fit to the 484 
measured glucose concentration and used to make long-horizon predictions of the evolution of 485 
the fermentation. This approach adds flexibility to the kinetic model allowing it to adapt the 486 
predictions to the known development of the fermentation and it is appropriate to monitor 487 
processes where kinetic models use simple empirical terms to describe complex phenomena, 488 
and it constitute a simple digital twin demonstration. The experimental results showed that the 489 
soft sensor performed better than the kinetic model only, when the PLS glucose concentration 490 
predictions were close to the real glucose concentration. This denotes the dependence of the 491 
soft sensor on the quality of the monitoring method, as it assumes that the measurements 492 
provide a reasonable estimate of the real state of the process. This assumption may limit the 493 
applicability of the proposed soft sensor to processes, where the measuring method provides 494 
reliable estimates of the state variables. In processes, where the measurements are not reliable 495 
enough, it would be interesting to use state estimators such as variants of the Kalman filter for 496 








8. List of abbreviations 505 
 506 
ATR-MIR Attenuated total refractance mid infrared spectroscopy 
PLS Partial least squares 




FA Furfuryl alcohol 
5-HMF 5-hydroxymethyl furfural 
HAc Acetic acid 
EtOH Ethanol 
X Yeast biomass 
 507 
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