In this present paper, we solve a two-dimensional nonlinear Volterra-Fredholm integrodifferential equation by using the following powerful, efficient but simple methods: (i) Modified Adomian decomposition method (MADM), (ii) Variational iteration method (VIM), (iii) Homotopy analysis method (HAM) and (iv) Modified homotopy perturbation method (MHPM). The uniqueness of the solution and the convergence of the proposed methods are proved in detail. Numerical examples are studied to demonstrate the accuracy of the presented methods.
Introduction
Generally, real-world physical problems are modelled as differential ,integral and integrodifferential equations. Since finding the solution of these equations is too complicated, in recent years a lot of attention has been devoted by researchers to find the analytical and numerical solution of this equations. Some mathematician have been focusing on the development of more advanced and efficient methods for one-dimensional integral equations and integro-differential equations such as the Taylor polynomials method [7, 8, 40, 52] , Also, the existance and uniqueness of the solution and convergence of the mentioned proposed methods are brought in section 3. Finally, in section 4, two numerical examples are presented to illustrate the accuracy of these methods.A brief conclusion is given in section 5. We can write Eq. (1.1) as follows:
(r!) (x − y) r g r+1 (y) dy
x (x, y)).
where L −1 is the multiple integration operator as follows:
... we can obtain the term g 0 (y) + ∑ k−2 r=0 ∫ x a 1 (r!) (x − y) r g r+1 (y) dy, from the initial conditions. From [48] , we have 
So, we have one-dimensional nonlinear integro-differential equation as follows:
In Eq. (1.7), we assume F 1 (x, y) is bounded for all x, y in ϕ and
Also, we suppose the nonlinear terms G(u(x, y)) and D j (u(x, y)) are Lipschitz continuous with
The methods
In what follows we will highlight briefly the main point of each the methods , where details can be found in [1, 5, 16, 29, 30, 38, 47] .
The modified Adomian decomposition method
Let us first recall the basic principles of the Adomian decomposition methods [11, 53, 42] , Consider the general equation: F u = g, where F represents a general nonlinear differential operator involving both linear and nonlinear terms, the linear term is decomposed into L + R, where L is easily invertible and R is the remainder of the linear operator. For convenience, L may be taken as the highest order derivate. Thus the equation may be written as
, (2.8) where N u represents the nonlinear terms. Solving Lu from Eq.(2.8), we have
because L is invertible, the equivalent expression is 10) where the function f (x) represnts the term arising from integrate the source term g(x). Therefore, u can be presented as a series
where u 0 identified as f (x), and u n (n > 0) is to be determined. The nonlinear term N u = G(u) will be decomposed by the infinite series of Adomian polynomials 12) where A n ,n ≥ 0 are the Adomian polynomials determined formally as follows:
Adomian polynomials were introduced in [12, 14, 50] as
14) 
consequently, we can write
. . .
All of u n are calculable, and u = ∑ ∞ n=0 u n . Since the series converges and does so very rapidly, the n-term partial sum φ n = ∑ n−1 i=0 u i can serve as a practical solution. The modified Adomian decomposition method (MADM) was introduced by Wazwaz in [48] . The modified forms was established based on the assumption that the function f (x) can be divided into two parts, namely f 1 (x) and f 2 (x). Under this assumption we set
Accordingly, a slight variation was proposed only on the components u 0 and u 1 . The suggestion was that only the part f 1 (x) be assigned to the zeroth component u 0 , whereas the remaining part f 2 (x) be combined with the other terms given in Eq.(2.16) to define u 1 . Consequently, the modified recursive relation
was developed.
The application of MADM
In this part, the extended the modified Adomian decomposition method [35] is used to find approximate of two-dimensional nonlinear Volterra-Fredholm integro-differential equation Eq. (1.1) , according to the MADM, we can write the iterative formula Eq. (2.18) as follows:
is derivative operator), are usually represented by an infinite series of the so called Adomian polynomials as follows:
where A i and L i j (i ≥ 0, j = 0, 1, . . . , k − 1) are the Adomian polynomials were introduced in [12] .
Variational iteration method
For the purpose of illustration of the methology to the variational iteration method , we begin by considering a nonlinear differential equation the formal form [2, 3, 4, 16] 20) where L and N are linear and nonlinear operators respectively and g(t) is a known analytical function. He [27, 28] introduced method where a correction functional for Eq. (2.20) can be written as
where λ is a general Lagrange multiplier [31] , which can be identified optimally via variational theory,and u n is a restricted variation which means δ u n = 0. It is obvious now that the main steps of Hes variational iteration method require first the determination of the Lagrangian multiplier λ that will be identified optimally. Having determined the Lagrangian multiplier,the successive approximations u n+1 ,n ≥ 0 ,of the solution u will be readily obtained upon using any selective function u 0 . consequently, the solution
The application of VIM
In this part, the extended the variational iteration method is used to find approximate of two-dimensional nonlinear Volterra-Fredholm integro-differential equation, according to the VIM, we can write the iteration formula as follows:
(2.23) To find the optimal λ, we proceed as follows:
Then we apply the following stationary conditioned:
The general Lagrange multipliers therefore, can be readily identified: λ = −1 and by substituting in Eq. (2.23), the following iteration formula for n ≥ 0 is obtained.
Homotopy analysis method
Consider
where N is a nonlinear operator, u(x, y) is unknown function. Let u 0 (x, y) denote an initial guess of the exact solution u(x, y), h ̸ = 0 an auxiliary parameter, H(x, y) ̸ = 0 an auxiliary function, and L an auxiliary linear operator with the property L[r(x, y)] = 0 when r(x, y) = 0. Then using q ∈ [0, 1] as an embedding parameter, we construct a homotopy as follows:
25) It should be emphasized that we have great freedom to choose the initial guess u 0 (x, y), the auxiliary linear operator L, the non-zero auxiliary parameter h, and the auxiliary function H(x, y). Enforcing the homotopy Eq. (2.25) to be zero, i.e.,
we have the so-called zero-order deformation equation Thus, according to Eq. (2.28) and Eq. (2.29), as the embedding parameter q increases from 0 to 1, ϕ(x, y; q) varies continuously from the initial approximation u 0 (x, y) to the exact solution u(x, y). Such a kind of continuous variation is called deformation in homotopy [19, 20, 49] . Due to Taylor's theorem, ϕ(x, y; q) can be expanded in a power series of q as follows:
where,
Let the initial guess u 0 (x, y), the auxiliary linear parameter L, the nonzero auxiliary parameter h and the auxiliary function H(x, y) be properly chosen so that the power series Eq. (2.30) of ϕ(x, y; q) converges at q = 1, then, we have under these assumptions the solution series 
where, 
The application of HAM
In this part, the extended the homotopy analysis method [1] is used to find approximate of two-dimensional nonlinear Volterra-Fredholm integro-differential equation Eq. (1.1), according to the HAM, let 
(2.36)
We take an initial guess u 0 (x, y) = F 1 (x, y), an auxiliary linear operator Lu = u, a nonzero auxiliary parameter h = −1, and auxiliary function H(x, y) = 1. This is substituted into Eq. (2.36) to give the recurrence relation
The modified homotopy perturbation method
First review homotopy perturbation method , we consider the following nonlinear differential equation: 38) with the boundary conditions:
where A is a general differential operator, B is a boundary operator, f (r) is a known analytical function and Γ is the boundary of the domain Ω. Generally speaking, operator A can be divided into two parts which are L and N where L is linear, but N is nonlinear. Therefore equation Eq. (2.38) can be rewritten as follows:
By the homotopy perturbation technique, we construct a homotopy ν(r, p) : Ω×[0, 1] → R which satisfies:
where p ∈ [0, 1] is an embedding parameter, u 0 is an initial approximation which satisfies the boundary conditions. Therefore, obviously we have:
Changing the process of p from zero to unity is just that of ν(r, p) from u 0 (r) to ν(r).In topology, this is called deformation andL(ν) − L(u 0 ) and A(ν) − f (r) are called homotopy. According to the HPM, we can first use the embedding parameter p as a small parameter and assuming that the solution of Eq. (2.41) can be written as a power series in p:
setting p = 1, results in the approximate solution of Eq. (2.38):
In this paper, we don't explain the modified homotopy perturbation method (MHPM), because the complete detail of the method are found in [21, 34] .
The application of MHPM
In this section, the extended the modified homotopy perturbation method [39, 46] is used to find approximate of two-dimensional nonlinear Volterra-Fredholm integro-differential equation Eq. (1.1) , according to the MHPM,we have , y) ) dy,
where m is an unknown real number and
Typically we may choose a convex homotopy by
where m is called the accelerating parameters, and for m = 0 we define H(u, p, 0) = H(u, p), which is the standard HPM. The convex homotopy Eq.(2.44) continuously trace an implicity defined curve from a starting point
The embedding parameter p monotonically increase from 0 to 1 as trivial problem f (u) = 0 is continuously deformed to original problem L(u) = 0. [19, 32] The MHPM uses the homotopy parameter p as an expanding parameter to obtain 
(2.47)
Remark 2.1. Similarly, we can use these methods for two-dimensional nonlinear VolterraFredholm integro-differential as follows:
k ∑ j=0 p j (x, y)u (j) y (x, y) = f (x, y)+ ∫ y a ∫ ϕ k(x, y) G(u (l) (x, y)) dx dy, (x, y) ∈ J ′ = [a, y]×ϕ.
Existence solution and convergence of iterative methods
In this section the existence and uniqueness of the obtained solution and convergence of the methods are proved.Consider the Eq. (1.7), we assume
Also, we suppose the nonlinear terms G(u (l) (x, y)) and D j (u(x, y)) are Lipschitz continuous with
If we set,
Then the following theorems can be proved by using the above assumptions.
Theorem 3.1. Two-dimensional nonlinear Volterra-Fredholm integro-differential equation
, has a unique solution whenever 0 < γ < 1.
Proof. Let u and u * be two different solutions of Eq. (1.7) then
from which we get (1 − γ)|u − u * | ≤ 0. Since 0 < γ < 1, so |u − u * | = 0. therefore, u = u * and this completes the proof. 
Define the sequence of partial sums s n , let s n and s m be arbitrary partial sums with n ≥ m. We are going to prove that s n = ∑ n i=0 u i (x, t) is a Cauchy sequence in this Banach space:
From [12] , we have 
Proof. 
(3.51) since 0 < γ < 1, then ∥ e n ∥→ 0. So, the series converges and the proof is complete. Proof. We assume:
where, lim
We can write, 
Therefore from Eq. (2.34), we can obtain that, 
Numerical examples
In this section, we compute numerical examples which are solved by the MADM, VIM, HAM and MHPM. The program has been provided with Mathematica 6. The exact solution is u(x, t) = x 2 e t . ε = 10 −3 . Tables 1 and 2 show that, the error of the HAM is less than the error of the MADM, VIM and MHPM.
Conclusion
The HAM has been shown to solve effectively, easily and accurately a large class of nonlinear problems with the approximations which are convergent are rapidly to the exact solutions. In this work, the HAM has been successfully employed to obtain the approximate solution to analytical solution of the two-dimensional nonlinear Volterra-Fredholm integro-differential equation . For this purpose in examples, we showed that the HAM is more rapid convergence than the MADM, VIM and MHPM.
