Motivation: Protein-protein interactions are commonly mediated by the physical contact of distinct protein regions. Computational identification of interacting protein regions aids in the detailed understanding of protein networks and supports the prediction of novel protein interactions and the reconstruction of protein complexes. Results: We introduce an integrative approach for predicting protein region interactions using a probabilistic model fitted to an observed protein network. In particular, we consider globular domains, short linear motifs and coiled-coil regions as potential protein-binding regions. Possible cooperations between multiple regions within the same protein are taken into account. A finegrained confidence system allows for varying the impact of specific protein interactions and region annotations on the modeling process. We apply our prediction approach to a large training set using a maximum likelihood method, compare different scoring functions for region interactions and validate the predicted interactions against a collection of experimentally observed interactions. In addition, we analyze prediction performance with respect to the inclusion of different region types, the incorporation of confidence values for training data and the utilization of predicted protein interactions.
INTRODUCTION
Protein-protein interactions (PPIs) can be attributed to physical contacts between specific protein regions (PRs) of interacting proteins. Therefore, analysis and prediction of protein region interactions (PRIs) are of great use for studying protein function, structure and evolution (Bornberg-Bauer et al., 2005; Orengo and Thornton, 2005) , for exploring protein networks, signaling pathways and the effects of post-translational modifications in PRs (Albrecht et al., 2005; Pawson and Nash, 2003; Seet et al., 2006) and for investigating the assembly of protein complexes and their 3D structures (Aloy and Russell, 2006; Bahadur and Zacharias, 2007) . Frequently, PRs also constitute binding sites of nucleic acids, metabolites or drugs (Bhattacharyya et al., 2006; Santonico et al., 2005) . Apart from that, PRIs may also be used for quality assessment of PPIs (Ramírez et al., 2007; Schlicker et al., 2007) . At least three types of protein binding regions are known to be involved in PPIs and are detailed in the following: globular * To whom correspondence should be addressed.
domains, peptides as short linear motifs (SLiMs) and coiled-coil regions.
Protein region types
Globular domains are evolutionarily conserved building blocks of proteins and consist of more than 30 residues, which independently fold into a stable compact structure (Bornberg-Bauer et al., 2005) . They are often associated with specific functions and are well known to form interactions with regions in other proteins (Pawson and Nash, 2003) . However, experimentally observed PRIs between globular domains can only explain up to 20% of the PPIs in major eukaryotic model organisms (Itzhaki et al., 2006) .
Proteins may also contain non-globular SLiMs, which do not fold into tertiary structures and are located in intrinsically disordered parts of the protein outside globular domains (Dyson and Wright, 2005) . SLiMs can often be represented by short consensus sequences and are assumed to mediate transient PPIs or act as recognition elements in temporary complexes (Puntervoll et al., 2003) . The number of PPIs mediated by SLiMs is estimated to be up to 15-40% of all interactions in the human interactome (Neduva and Russell, 2005) .
Coiled-coil regions are specific structural motifs in proteins that are ubiquitous in the cell and are known to facilitate helical protein dimerization (Lupas and Gruber, 2005) .
As most eukaryotic proteins contain more than one binding region, sophisticated cellular functions may involve cooperative binding of multiple PRs in interacting proteins (Bornberg-Bauer et al., 2005; Moza et al., 2006) . Statistical arguments about the frequency of domain combinations in interacting proteins support the essential role of cooperative PRIs as mediators of PPIs (Han et al., 2005; Wang et al., 2007b) .
Related work
Most prediction approaches for PRIs use experimentally observed protein networks as training data and aim at discovering all PRIs that underlie the whole observed PPI network. Since the number of possible PRIs is huge and training data are usually noisy, efficient and noise-tolerant methods have to be applied to successfully derive PRIs. The prediction problem becomes even more difficult if not only single PRIs, but also region cooperations are considered. Here, cooperation means that two or more regions in the same protein jointly interact with a region in another protein.
In addition, preparing suitable training and test sets of sufficient size is not easy in practice as only relatively few PRIs have been experimentally observed until now. Moreover, PPI data are spread over several databases worldwide, which use different identifiers for the interacting proteins.
One popular approach for predicting PRIs are association-based methods that rely on evidence counting of PRs in interacting and non-interacting proteins (Sprinzak and Margalit, 2001 ). This approach has been further improved by the integration of data from multiple sources (Ng et al., 2003) , by using more elaborated scoring systems (Chen et al., 2006; Kim et al., 2003) , and by the inclusion of cooperative domains (Han et al., 2005) .
Recent probabilistic approaches use a maximum likelihood (ML) method to predict PRIs that best explain an observed PPI network. While early realizations were limited to small training sets of experimentally observed PPIs (Deng et al., 2002) , succeeding methods included larger amounts of PPIs and employed reference sets of non-interacting PRIs in addition to new scoring functions (Riley et al., 2005) . The most recent ML-based approaches introduce integrative models that combine different data sources in a Bayesian fashion (Lee et al., 2006) and incorporate fine-grained modeling of experimental errors (Wang et al., 2007a) .
Several non-probabilistic approaches are based on linear programming (LP) and model the prediction of PRIs as an optimization problem of constructing a network of PRIs that yield a given PPI network (Hayashida et al., 2005) . The LP optimization criterion has been refined with different scoring and validation methods (Guimaraes et al., 2006; Guimaraes and Przytycka, 2008 ) and extended to model cooperative domains (Wang et al., 2007b) .
Other approaches for predicting PRIs make use of evolutionary methods (Jothi et al., 2006; Kann et al., 2007) or models based on statistical analysis of protein super-families (Nye et al., 2004) and phylogeny (Pagel et al., 2006 (Pagel et al., , 2008 . Further approaches that were primarily developed for PPI prediction, but also utilize PRIs, are based on support vector machines (Bock and Gough, 2001) , probabilistic networks (Gomez and Rzhetsky, 2002) , random decision forests (Chen and Liu, 2005) , weighting networks (Wuchty, 2006) and set cover problems (Huang et al., 2007) .
Novel methodological features
In this work, we present Integrative Prediction of PRIs (IPPRI), a novel approach to the prediction and validation of interactions between protein-binding regions. Most of the related methods described earlier focus on predicting highly reliable PRIs with respect to a reference set of observed PRIs. Since available reference sets are still small, many predicted PRIs cannot be validated. Therefore, the following presentation of our IPPRI approach does not focus primarily on enhancing prediction accuracy, but instead concentrates on incorporating the new region types SLiMs and coiled coils, which are as important as globular domains for the formation of PPIs. In addition, we compile sizable PPI training sets for eukaryotic PRIs, compare a new region-scoring function for PRIs with established PRI-scoring functions, and exercise a useful collection of validation methods including a novel suitability test of PRIs for protein complex reconstruction. We chose a probabilistic approach to PRI modeling because it particularly provides the great flexibility required for methodological extensions such as the consideration of confidence values for both PPIs and PRs and the modeling of cooperative interactions between multiple protein regions within a single protein. Such an approach is also known to deliver good results in acceptable runtime, which enables comprehensive benchmarking procedures and parameter optimizations (Lee et al., 2006; Riley et al., 2005) .
METHODS

Protein interaction data
The probabilistic method described in this section uses PPIs as training data. As we strive for the eventual application of the predicted PRIs to human proteins, five eukaryotic taxa (Saccharomyces cerevisiae, Caenorhabditis elegans, Drosophila melanogaster, Mus musculus and Homo sapiens) were selected and experimentally observed, binary PPIs for these taxa were obtained from five major public databases: BioGRID (Stark et al., 2006) , DIP (Chatr-aryamontri et al., 2007) , HPRD (Peri et al., 2003) , IntAct (Kerrien et al., 2007) and MINT (Chatr-aryamontri et al., 2007) . Please refer to Supplementary Data File 1 for an explanation of the applied data integration procedure using PICR (Cote et al., 2007) and detailed statistics about the data sets. Since certain PRIs may exist in vivo that have not been observed yet in experiment, we additionally include computationally predicted binary PPIs of the five taxa from BIOVERSE (McDermott et al., 2005) and HiMAP (Rhodes et al., 2005) into our training set of PPIs. This enables IPPRI to identify new PRIs that solely rely on these predicted PPIs. To take the different reliabilities of experimental and computational PPIs into account, we propose a fine-grained confidence system that assigns a confidence value to each PPI. We used a Gene Ontology (GO)-based functional similarity score for estimating confidences (Schlicker et al., 2006) , see Supplementary Data File 1 for details.
Protein region annotation
Annotation information about the presence of Pfam-A/Pfam-B globular domains and coiled coils in proteins are obtained from Pfam (Bateman et al., 2003; Finn et al., 2005) , while SLiMs are annotated by scanning each protein sequence against consensus motifs defined by regular expressions in the eukaryotic linear motif (ELM) resource (Puntervoll et al., 2003) . However, as most SLiMs are short and unspecific motifs, this search greatly overestimates the number of true SLiM occurrences in interacting proteins. For this reason, two filtering steps are performed to avoid false positive findings of SLiMs. First, the globular domain filter discards all SLiM occurrences that overlap with known globular domains in the same sequence because SLiMs primarily occur in unstructured parts of the protein (Dyson and Wright, 2005) . Second, in the neighborhood filtering step, a SLiM occurrence in a protein is retained only if the interaction partner of this protein contains a known Pfam-A binding domain of this SLiM. The filtering procedure reduces the number of found SLiM motifs from 142 029 instances to 16 319 instances in our training set. Note that the neighborhood filtering procedure induces a slight bias in the training set towards SLiM interactions that occur in the positive reference set. However, as no reliable procedure for identifying functionally relevant SLiMs in a large set of protein sequences is known to us, we chose to use this filtering step until better methods are available.
Region interaction validation
To validate the predicted PRIs,a positive reference set of interactions for all region types was obtained from public databases and literature. 5233 structurally known Pfam-A domain interactions contained in the Protein Data Bank (PDB) (Berman et al., 2003) were taken from the databases iPfam (Finn et al., 2004) and 3DID (Stein et al., 2005) . Please refer to Supplementary Data File 1 for details. Here, we ignore all PRIs that are derived solely from structures containing intra-protein domain-domain interactions since IPPRI uses only inter-protein interactions for training. To this end, we mapped the PDB chains of all structures to sequences of the interacting proteins using the E-MSD database (Velankar et al., 2005) . Whenever two interacting regions are located in the same chain or in different chains but mapped to the same protein identifier without any sequence overlap, we excluded the corresponding PDB structure complex from our positive reference set. Similarly, we filtered out PDB structure complexes that exhibit crystal packing artifacts by using the Protein Quaternary Structure (PQS) service (Henrick and Thornton, 1998) . Overall, 1847 domain interactions were excluded from the positive reference set during the filtering procedure.
To collect experimentally observed interaction partners of SLiMs, we searched the literature indexed by ELM. In addition, we used the DOMINO (Ceol et al., 2006) database of experimentally observed interactions of peptides to extract interactions that involve SLiM consensus motifs. Additionally, cooperative interactions consisting of domain pairs in the same protein interacting with another domain in a second protein within the same PDB structure complex were derived from iPfam and added to the positive reference set.
As proposed in (Riley et al., 2005) , we derived a negative reference set of putative non-interactions from all non-interacting domains contained in PDB structures used by iPfam and 3DID. While it is not absolutely certain that these domain interactions never take place in vivo, they form a more suitable negative set than the negative reference set of unobserved interactions that contains all PRIs that are not in the positive reference set.
Probabilistic method
Following related work (Riley et al., 2005) , IPPRI identifies PRs that possess a high interaction propensity by probabilistic modeling of the PPI network at the level of PRIs. To this end, our probabilistic method optimizes a set of parameters so that the observed PPI network containing PPIs of all five taxa is well explained by PRIs.
Formally, our probabilistic method maximizes the expected likelihood L of the observed PPI data given a model P of how PRIs result in PPIs and a set θ of parameters that describe the interaction probabilities of two regions in the model. We find θ by solving the corresponding ML estimation problem with a variant of the expectation maximization (EM) algorithm (Dempster et al., 1977) . In the following, an observed PPI between proteins p m and p n from the same taxon will be denoted by p mn = 1, while p mn = 0 indicates no interaction. All proteins in our training set contain at least one PR, denoted as r i , and r i ∈ p m indicates that p m contains region r i . Two PRs r i and r j that are contained in two different proteins p m and p n , respectively, may form a PRI r ij . Since not all PRIs are biologically plausible, for instance, the interaction of two SLiMs is improbable, we introduce an indicator I ij = 1 if regions r i and r j can interact in our model and I ij = 0 otherwise. The estimated model parametersθ are the probabilities that two regions r i and r j form an interaction, denoted as θ ij = Pr r ij = 1 .
Our method applies a variant of the EM algorithm, an iterative twostep procedure that refinesθ in each iteration. The model parametersθ ij are initialized with the number of protein pairs (p m ,p n ), whose proteins contain the regions r i and r j , respectively, and form an observed PPI p mn = 1, divided by the overall number of protein pairs that contain the regions. In the expectation step of the EM algorithm, the probability P mn of a PPI p mn = 1 to occur is computed as the disjunction of all PRIs that may interact and potentially mediate p mn (Equation (1)).
For each PRI r ij that may mediate a PPI p mn , let ij mn be the estimated interaction propensity of r ij within this specific PPI. The expected value of ij mn depends on the value ofθ ij and the probability of the PPI to occur (Equation (2)).
The sum of the expected propensities of a PRI r ij over all PPIs that r ij may mediate is denoted as M ij , and the loss of expected propensities due to competition with other PRIs for binding is denoted as N ij . The expected values of both variables depend on as shown in Equations (3).
Let Z ij denote the number of protein pairs p m and p n of the same taxon that contain r i and r j , respectively, but for which no PPI was observed so that p mn = 0. In the maximization step, M ij , N ij and Z ij are used to update the current estimate ofθ ij (Equation (4)).
Based on these updated estimates, the expected likelihood of the observed PPI data set, the training set, can be computed according to Equation (5).
The EM algorithm terminates when the likelihood converges, frequently after not more than 30 iterations.
Extensions to the probabilistic method
The probabilistic method can be extended to predicting cooperative region interactions, that is, PRIs between two cooperative regions in the same protein and another region in a second protein. To this end, all possible pairs of PRs within a protein are identified and added to the probabilistic model as additional, combined regions that represent possible region cooperations. As Equation (1) contains an implicit independence assumption, PRIs involving cooperative regions cannot be modeled straightforwardly as normal, non-cooperative interactions. For this reason, when cooperative interactions are included in the model, an additional step of interaction selection has to be performed before the expectation step in each iteration of the EM algorithm. In this additional step, the dependent PRIs are separated from each other by temporarily deactivating the PRI with lower interaction probabilityθ . Given that protein p m contains region r i and protein p n contains a potentially cooperative region (r k ,r l ), two different but exclusive PRIs can be active in the probabilistic model. Either the cooperative interaction r i(kl) is active or the two independent single PRIs r ik and r il are active. Which of these two alternatives is selected depends on the probability of each alternative to mediate the PPI p mn . If Equation (6) holds true given the current estimates ofθ , the cooperative interaction is temporarily deactivated and the two independent, non-cooperative interactions remain active. However, if Equation (6) does not hold true, the cooperative interaction is selected to be active in this iteration and the two independent non-cooperative interactions are temporarily deactivated.
Note that this procedure closely follows the intuition that a cooperative PRI should have a stronger effect on the probability of a PPI than the two single PRIs acting alone. The interaction indicators I of temporarily deactivated PRIs are set to 0 for the current iteration of the algorithm and changed back to their original value before the next iteration begins. The rest of the EM algorithm is not affected by this modeling of cooperative interactions, and computation time does not increase considerably. Note that, asθ changes in each iteration, cooperative interactions and non-cooperative interactions remain in constant competition with each other. IPPRI also supports the inclusion of fine-grained confidences into the probabilistic model. Given a region r i ∈ p m , the confidence v i m describes our belief that this specific region instance is functionally relevant in mediating PPIs. Similarly, given a PPI p mn , the confidence w mn describes our belief that p mn is a true PPI. Both confidences can be used in the model by weighting the global sums M ij and N ij according to the confidences in the regions and the PPIs on which the PRI r ij relies. This weighting schema is included in the model as shown in Equation (7), which replace Equation (3) if confidences are included.
Scoring functions
After estimating the model parametersθ , they can be used directly for scoring PRIs. Benchmarking is then commonly done by ranking all PRIs by descendingθ and comparing the top n interactions with the positive reference set of PRIs obtained from structural evidence for PPIs. It has been shown in related work (Riley et al., 2005) that usingθ directly leads only to a modest enrichment of PRIs in the positive reference set within the top ranks. This is most likely due to the fact thatθ is relatively sensitive to noise in the training data and might change drastically in response to only a few changed PPIs. Also,θ does not capture the importance of a PRI for the whole PPI network. As a consequence, several scoring functions have been developed that useθ as a central element, but also include global information about the importance of a PRI within the context of the whole PPI network. IPPRI computes two established scoring functions employed in related work, and we also introduce a new scoring function that makes use of additional information contained in the region architecture of interacting proteins.
Let T ij be the number of protein pairs p m and p n of the same taxon that contain the regions r i and r j , respectively, regardless of whether p mn is an observed interaction or not. We denote the product ofθ ij and T ij as the frequency scoring function S ij freq (Lee et al., 2006) . S ij freq captures the importance of a PRI by including the number of PPIs it could maximally mediate.
An alternative scoring function directly utilizes the likelihood of the PPI network (Riley et al., 2005) . This function, adapted here as likelihood scoring function S ij like , measures the drop in likelihood when excluding the respective scored PRI from the model.
Note that in the original publication (Riley et al., 2005) , the denominator of Equation (8) was computed by excluding r ij and refitting the model for each scored PRI. However, this method is computationally prohibitive for models that contain a large number of PRIs. Therefore, we decided to use a computationally less extensive version without repetitive solving of the MLE problem and instead setθ ij = 0 for the excluded PRI. The performance of the two variants of S ij like is nearly identical using the validation methods described in the next subsection.
Furthermore, we propose the region scoring function S ij region , a novel scoring function that relies on the likelihood scoring function, but also considers information about the region co-occurrence F ij that counts the number of proteins containing both regions r i and r j . This region scoring function is defined by S ij region = S ij like 1+F ij . Region co-occurrence in protein sequences may be a good indicator for a PRI because the evolution of PRs involves mechanisms on the genomic level such as gene duplication, divergence and recombination that may distribute regions interacting within one protein to novel proteins (Hurles, 2004) . These evolutionarily related regions in novel proteins may retain their propensity to interact and mediate PPIs (Enright et al., 1999) .
For validation purposes, IPPRI also supports a random scoring function S ij rand that assigns a value between 0 and 1 to each PRI according to a uniform random distribution.
Apart from the scoring functions presented here in detail, IPPRI additionally computes other scoring functions like the specificity score, the modularity score (Riley et al., 2005) , and the number of witnesses (Guimaraes et al., 2006) . However, as these functions are only of minor importance for the results of this work, they are not presented in detail here.
Validation methods
After scoring PRIs, the PRI predictions can be compared to the positive and negative reference sets described in Section 2.3.
Certain validation methods assess the quality of the ranked list of predicted PRIs that result from the application of a scoring function. Good scoring functions should enrich experimentally observed PRIs at the top ranks of the list. A common measure for determining the quality of such an enrichment is the positive predictive value (PPV, a.k.a. precision) defined as TP TP +FP . The PPV is based on the assumption that PRIs in the positive reference set are true and PRIs in the negative reference set of unobserved interactions are false.
As the current positive reference sets are incomplete, many of the unobserved interactions could still be true. Apart from that, the performance of a scoring function is difficult to estimate without a random scoring function for comparison. To remedy both problems, a new measure, denoted here as estimated PPV (ePPV), was developed in Riley et al. (2005) . The ePPV uses a negative set of PRIs and normalizes the performance of the scoring functions by the random scoring function. The ePPV is computed based on the fold values of PRIs in the positive reference set (V pos ) and in the negative reference set of putative non-interactions (V neg ). These fold values indicate how many more interactions of the respective sets are promoted by a scoring function in comparison to the random scoring function. The ePPV is then defined as V pos /(V pos +V neg ).
Furthermore, we measure how well the scoring functions can identify PRIs in the positive reference set that involve a PR of a specific region type. For each PR of the selected region type, we identify the top rank of any predicted PRI that is also in the positive reference set and that involves the PR. Good scoring functions should promote the PRIs in the positive reference set to the top ranks of all predicted PRIs for each PR.
Moreover, to evaluate the performance of scoring functions at recovering the putative architecture of known protein complexes, we analyzed how well each scoring function is able to identify CORUM (Ruepp et al., 2007) complexes (see Supplementary Data File 1 for the exact procedure).
Finally, we measure the performance of scoring functions in correctly identifying PRIs of the positive reference set among all PRIs that may mediate a PPI (Guimaraes et al., 2006) . To this end, we first identify all PPIs in our training set that may be mediated by a PRI in the positive reference set. For each scoring function, we then calculate the number of PPIs whose PRIs in the reference set achieve the best score.
RESULTS AND DISCUSSION
Basic training set
To verify the implementation of our method, we successfully reproduced published PRI predictions (Riley et al., 2005) using the training set provided by that publication. Afterwards, to allow comparisons with related methods (Guimaraes et al., 2006; Lee et al., 2006; Riley et al., 2005) , we applied IPPRI to a basic training set of 8552 PPIs obtained from DIP covering five taxa. Here, the proteins participating in the PPIs were annotated only with Pfam-A domains, and no confidence values or region cooperations were considered. Although the basic training set contains fewer taxa and consequently fewer PPIs and PRIs than the training sets used in related work, the top 1000 predicted PRIs do overlap with related PRI predictions as expected from the similar basis of the prediction methods in terms of training data and methodology (Fig. S1) .
The analyses of PPV (Fig. S2) and ePPV (Fig. S3) show thatθ scores poorly in predicting PRIs of the positive reference set, while S freq and S like both perform comparatively well. The novel S region shows excellent performance with respect to the PPV, indicating that region co-occurrence is a good predictor of PRIs in the positive reference set. However, in the ePPV evaluation, S region displays only average performance as it promotes not only PRIs in the positive reference set, but, to a smaller degree, also putatively non-interacting region pairs with frequent region co-occurrence.
Regardless of the scoring function used, the quality of PRI predictions drops considerably after a rank cutoff of about 1000. Therefore, we decided to focus our further analysis on the top 1000 PRIs ranked by S region (see Supplementary Data File 2). It is notable that the PRIs promoted to top ranks by S region are enriched in region homodimers of identical PRs. This is due to the fact that identical regions often occur multiple times within a protein and therefore receive a high co-occurrence term in the scoring function. This may partly explain the good performance of S region when compared to the positive reference set, as PDB structures of interacting PRs are known to be biased towards PRIs between homodimers (Guimaraes and Przytycka, 2008; Itzhaki et al., 2006) .
Predicting interactions of protein regions
Further evaluation of the ranking of the first PRI of a specific region among all predicted PRIs of this region reveals that S region promotes considerably more PRIs in the positive reference set than S freq and S like to top ranks whileθ performs near random (Fig. S4 ).
Extended training set
The extended training set contains 39 012 experimental PPIs of 8005 Pfam-A annotated proteins from the databases listed in Section 2.1. This increase in PPIs compared to the basic training set leads to many new predicted PRIs (see Supplementary Data File 3) . Notably, the training set preparation, model fitting and PRI scoring by our IPPRI implementation is very fast and does not take longer than 2 h even on this large data set.
As in case of the basic training set, the top 1000 predicted PRIs overlap considerably with related PRI predictions (Fig. 3) . The PPV/ePPV evaluation on the extended training set also yields similar performances of the scoring functions like the analysis of the basic set except thatθ performs even worse, presumably due to the increased noise in the much larger extended training set and the sensitivity ofθ with regard to noise (Figs. 1 and 2) .
The analysis of correctly identified PRIs that mediate PPIs within the extended training set shows that S freq , S like and S region all correctly identify most of the PRIs in the positive reference set. In contrast,θ identifies not more PPIs than the random scoring function (Fig. S5) .
This finding is in contrast to the computed recovery rate of experimentally determined protein complexes (Fig. S6) . In this assessment, no scoring function performs well at reconstituting all complexes. While some complexes appear to be correctly recovered, the additional co-occurrence term of S region seems to hinder the recovery of most complexes. This may be partly attributed to the fact that the scoring functions are designed for identifying the interacting regions of binary PPIs. To reveal completely new top-scoring PRIs that rely solely on predicted PPIs, we included high-confidence predicted PPIs into the extended training set (see Supplementary Data File 1). Eight such PRIs were found in the top 1000 predicted PRIs (see Supplementary Data File 4).
Additional region types and region cooperation
The proteins in the extended training set can be annotated with additional region types aside from Pfam-A domains. The inclusion of interactions between Pfam-A domains and SLiMs into our probabilistic model reveals that PRIs involving SLiMs can be identified by S freq , S like and S region (Fig. 4) without decreasing the quality of predicted Pfam-A PRIs. Several newly predicted PRIs within the top 1000 predictions involving SLiMs are listed in Supplementary Data File 5.
Another methodological extension is the consideration of coiledcoil regions and region cooperativity in addition to Pfam-A domains and SLiMs. The analysis of the scored PRIs of this extension uncovers 232 high-ranking cooperative PRIs in the top 1000 PRIs (see Supplementary Data File 6), most of them involving coiled-coil regions. However, only very few of these cooperative PRIs could be verified because no PRIs of coiled-coil regions with other PRs are contained in the positive reference set. The top-scoring PRI in the top 1000 is the interaction between two coils. This PRI may be responsible for up to 4723 PPIs of the extended training set, corroborating that coil interactions are indeed relevant for mediating PPIs.
Inclusion of low-confidence Pfam-B domains into the extended training set did not significantly decrease validation performance regarding the top 1000 PRIs. This suggests that PRIs involving Pfam-B domains are not considered relevant by the scoring functions. Therefore, it was not necessary to down-weight confidences of Pfam-B domains in the confidence system of our probabilistic method. 282 PRIs involving Pfam-B domains can be found in the top 1000 PRIs (see Supplementary Data File 7).
Protein interaction confidences
To assess the effect of including confidence values for PPIs, we generated 10 000 random binary PPIs between DIP proteins that were not reported to interact with each other in any of the PPI databases we used. Although some of these random PPIs may still occur in vivo, it is reasonable to assume that most of them do not. We thus denote these artificial PPIs as putatively negative and include them into the extended training set. The interacting proteins were annotated only with Pfam-A domains, and IPPRI was applied, in a first version, with all PPI confidences set to 1 and, in a second version, with PPI confidences equaling the GO-based functional similarity scores of two interacting proteins.
Our analysis of the predicted PRIs unveils that the putatively negative PPIs have a negative impact on prediction performance when given the full but wrong confidence of 1. Especially the performance ofθ and S freq declines notably, while the other scoring functions remain largely unaffected (Fig. S7 ). This can be expected becauseθ is sensitive to false PPIs and S freq is dependent onθ. The putatively negative PPIs appear not to have significant impact on the likelihood measure, which contributes to the robustness of S like and S region .
Importantly, the performance ofθ and S freq improves significantly when using confidence values and even outperforms the scoring functions on the extended training set without putatively negative PPIs and confidences (Fig. S8 ). This demonstrates that confidence values are indeed useful for down-weighting unreliable and false PPIs contained in noisy data.
Alternatively, confidence values may also allow for selecting only PPIs for inclusion into the probabilistic model that surpass a certain confidence threshold. This is illustrated in Fig. S9 , in which only PPIs with a confidence of at least 0.7 are considered. This procedure leads to a >3-fold increase in the PPV performance ofθ at a rank cutoff of 1000 (see Supplementary Data File 8).
CONCLUSIONS
We presented IPPRI, an integrative approach for predicting protein region interactions from protein networks. IPPRI significantly advances the modeling of molecular mechanisms underlying the formation of protein interactions by incorporating different region types and their combinations into a unified system. The consideration of SLiMs and coiled coils as alternative protein binding sites in addition to globular protein domains is particularly important for identifying the true interacting regions of proteins.
Our method can be efficiently trained on a large set of protein interactions to allow for the prediction of many region interactions, which are assessed by several validation methods. Several topranking novel region interactions that involve cooperations between two regions or that are solely relying on predicted protein interactions in the training data might be useful for further studies. We could also show that good scoring functions are essential for prediction performance and that region co-occurrence is a valuable predictor of PRIs. The use of confidence values for protein interactions increases the robustness of some of the scoring functions to false PPIs. While interacting protein regions of binary proteinprotein interactions can be reliably identified by our approach, complex reconstruction using the predicted region interactions has been difficult and requires further work and improved methods.
