Statistical issues in the analysis of neuroim ages are reviewed, These include biological questions of interest, basic problems of measurement and experimen tal design, normalisation, standardisation and transforma-
and prognostic guidance. However, doubts remain about the extent to which quantitative imaging data can help advance basic biological understanding of function in the normal and diseased brain. Attempts to investigate fundamental issues of this kind have been dogged by interpretational difficulties and ap parently conflicting results. Experimental design, statistical methodology, and weaknesses inherent in the imaging process itself are contributors to this problem (Mazziotta and Koslow, 1987) . Greater fa miliarity with the statistical techniques and issues described in this report will, we hope, improve the quality and reproducibility of neuroimaging re search.
In the next sections, we introduce notation and then identify some of the questions that might be of practical interest. Problems of measurement and design will be considered, which will influence our ability to answer unambiguously the questions posed. The issues of normalisation, standardisa tion, and transformation will be discussed, and rel evant statistical techniques will be reviewed. Data sets will be analysed as "case histories" of some of the topics raised in earlier sections. Our intention is to illustrate statistical methodology rather than to generate clinical or biological conclusions. For this reason and to aid brevity, only graphical displays and summaries of the analyses will be presented. More complete analyses will be reported elsewhere. NOTATION The data extracted from neuroimages are gener ally presented as a measure of metabolic activity in each brain region of interest (ROl) . Let X ij denote the K vector of regional measurements on subject i in experimental group j. An experimental group may be defined by a disease category, treatment group, or both. An additional assumption may be that X ij conforms to some standard probability dis tribution. Questions of practical interest will often be formulated in terms of the mean vector (f..L ) and covariance matrix (I) of the X ij 's.
QUESTIONS OF INTEREST
In this section, we discuss the questions that might be asked of neuroimaging data. For the mo ment, we consider these questions independently of the conceived difficulties of interpretation because of the nature of the data available for analysis.
It is useful to consider problem types under four headings as follows: (a) within-group comparisons, (b) between-group comparisons, (c) discrimination problems, and (d) miscellaneous problem types. The category of "within-group comparisons" in cludes investigation of hemisphere effects, hemi sphere/region interactions (Perlmutter et al., 1985 (Perlmutter et al., , 1987 , and interregional correlation and clustering.
"Between-group comparisons" might involve the study of regional response profiles or patterns and the effect of disease states on regional correlation structures. "Discrimination problems" include the use of regional responses for diagnostic or prognos tic purposes.
Many more complex designs arise, particularly in AR studies. These might involve the investigation of interrelationships between different measures of activity such as local cerebral blood flow (lCBF) and local cerebral glucose utilisation (lCGU).
PROBLEMS OF MEASUREMENT
We first address the fundamental question of what we are measuring when extracting data from a neuroimage. It is useful to discuss this within a "model" for the observation vector Xij' For the purpose of discussion, we shall assume that factors enter into the model in an additive fashion although other configurations may well represent reality.
Consider the decomposition of Xij as follows: Xij = I-L j + aij + f3ij + "Iij' where I-L j = vector of mean regional responses for treatment group J; aij = vector measuring the departure of the average true observation on subject i from the group J mean; f3ij = vector measuring the departure of the true regional responses for subject i on the occasion studied from his own mean [hence, (I-L j + aij + f3ij) represents the vector of true regional responses for subject i in group J]; and "Iij = vector containing components that are artefacts of the measurement process. In addition to counting variability, factors that might contribute to "Iij include ROI identifica tion, head movement, head positioning, reconstruc tion algorithm, the time period of data acquisition, and the modeling methodology required to obtain data in absolute units.
The confounded factors aij and f3ij are particularly important when considering the interpretation of correlations calculated from cross-sectional data (i.e., data consisting of single data vectors per sub ject).
Interregional correlations will contain contribu tions from both within and between individual vari ation. The "cleanest" information about the indi vidual brain would be obtained from repeat studies on the same subjects. It is an open question whether cross-sectional data will be informative about J Cereb Blood Flow Metab, Vol. 11, Suppl. 1, 1991 within-person correlations even if the "Iij factors can be eliminated. Patterns of interregional correlations will still provide useful information about group dif ferences, although the biological implications of any differences identified may be clouded by the factors discussed above. Some of these issues are dis cussed by Kennedy (1985) , Horwitz et ai. (1985) , Tyler et ai. (1988) .
PROBLEMS OF EXPERIMENTAL DESIGN
The basic cost of experimentation in this area leads to problems of small sample size and, not sur prisingly, encourages experimenters to extract the maximum amount of information from the subjects studied (Ford, 1983 (Ford, , 1986 Clark et aI., 1985b) . This results in studies where the dimensionality of the data vector is often greater, and sometimes much greater, than the number of cases studied (McCul loch et aI., 1982; Horwitz et aI., 1984) . This will cause problems resulting from making multiple comparisons between groups over regions. In addi tion, in these circumstances, the sample correlation matrix for the observed data will be singular. This means that investigations of general patterns in the matrix may be unreliable and, in fact, many multi variate statistical methods cannot be applied at all.
In PET and SPECT, care should be taken in de scribing the pool of individuals from which study groups are drawn.
PREPROCESSING Normalisation
Neuroimages, even those based on repeat studies of the same individuals, can show substantial vari ability in global metabolic activity, reflecting un known combinations of the measurement problems described in the section on Problems of Measure ment. This effect induces spuriously large correla tions between regional measures in the cross sectional data, spurious in the sense that they re flect measurement artefacts and subject effects rather than within individual correlations.
As a crude adjustment for these effects, some form of normalisation is often considered. Two ap proaches have been taken. In the first, the data are directly normalised followed by statistical analysis of the normalised data, often in the form of simple univariate comparisons between groups or in the analysis of patterns of covariance (Metter et aI., 1984) . Normalisation usually takes the form of the division of the regional values by a measure of glob al activity (Clark et aI., 1986; Volkow et aI., 1986) or by the activity in a specific region (Burns et aI., 1989) . In the second approach, normalisation is ex-plicitly built into the statistical analysis, such as in the use of a covariate in partial correlation analysis (Horwitz et aI., 1984) or in the inclusion of a subject effect in a repeated measures analysis of variance (McCulloch et aI., 1982; Tyler et aI., 1988) .
Great care is required in the interpretation of nor malised data and associated statistical analyses. In terpretation must be in terms of the "new" nor malised variables and not in terms of the unadjusted measures. The normalisation process itself can also induce spurious patterns in the data. For instance, correlations observed for the normalised data do not necessarily reflect "within-person" correla tions in the raw data (Ford, 1986) . Aitchison (1986) discussed related problems in other scientific disci plines.
Standardisation
A considerable literature has accumulated dis cussing the effect on cerebral metabolism of age, sex, handedness, time of day, and the existence of a previous scan (Devous et aI., 1986; Bartlett et aI., 1988; Tyler et aI., 1988; Yoshii et aI., 1988) . To reduce bias, studies are often designed with approx imate balance with respect to some of these factors. However, increased power of analysis will only be obtained if these variables are included as covari ates.
Transformation
The variability associated with ROI data derived from counting statistics typically increases with the magnitude of the response. Transformations, such as the log transform, are useful to equalise vari ances and eliminate this effect (McCulloch et aI., 1982) .
A transformation to hemispheric sums and differ ences for each region was suggested by Tyler et ai. (1988) . It is possible that the sums will only be weakly correlated with the differences, resulting in a useful reduction of dimensionality.
STATISTICAL METHODS
ROI data may be analysed by univariate or mul tivariate techniques. Univariate methods have the advantage of simplicity, may be more robust, and are more easily understood, although even here confusion can arise when dealing with normalised data. In addition, adjustments may have to be made because of multiple testing. Multivariate methods will have more power and can take into account complex interrelationships between variables. However, they may be less robust and can present difficulties to the non-statistically qualified. Uni variate techniques are discussed in most standard texts on statistics. Texts that contain most of the multivariate topics discussed below include Chat field and Collins (1980), Mardia et ai. (1982) , Timm (1975) , Morrison (1976) , and Seber (1984) .
Multivariate techniques include methods for out lier detection (Barnett and Lewis, 1978) and the as sessment of multivariate normality, informal ex ploratory methods [cluster analysis (Everitt, 1974) , and principal component and factor analysis], for mal techniques for within-and between-group com parisons, and discriminant analysis (Lachenbruch, 1975) . In the neuroimaging area, Clark et al. (1985a) , Volkow et ai. (1986) , and Moeller et ai. (1987) have proposed factor analytic approaches.
Formal techniques exist that are the multivariate analogues of univariate methods for between-group comparisons. For instance, in the comparison of mean vectors, Hotelling's T2 test and multivariate analysis of variance (MANOV A) correspond to the t test and the univariate ANOV A, respectively.
Repeated measures techniques are available (Winer, 197 1; Hand and Taylor, 1987) for ROI pat tern analysis. See Haxby et ai. (1985) for an appli cation to PET data. Modified univariate approaches for situations where multivariate analysis cannot be applied are discussed by Winer (197 1) and O'Brien and Kaiser (1985) .
BLOOD FLOW-GLUCOSE

UTILISATION COUPLING
Quantitative autoradiography (Sokoloff et aI., 1977; Sakurada et aI., 1978) permits investigation of the relationship between the rate of lCGU and ICBF. McCulloch et ai. (1982) proposed that the underlying structure of the coupling may be of the form log (lCBF) = ex + log (lCGU)
where biological hypotheses can be expressed in terms of variations in the quantities and between treatments and/or ROIs.
The log-transformed data may be analysed by re peated measures ANOV A techniques with "type of variable" regarded as a grouping factor and "brain region" regarded as a repeated measures trial fac tor.
The relationship between log ICBF and log ICGU is demonstrated for 31 regions in Fig. 1 for control animals and animals in which the rostral raphe nu clei had been electrically stimulated. ICGU was measured in seven control and eight treated animals and ICBF in ten control animals and nine treated animals. While there are insufficient data to carry out a full multivariate profile analysis, a cautious (Geisser and Green house, 1958; Huynh and Feldt, 1976) . The effect of raphe stimulation has resulted in a shift of the data points to the right. The repeated measures ANOV A (Table 1) confirms a treatment effect. The significance of the (region x variable x treatment) interaction identifies the presence of re gional inconsistencies in the difference between the control and raphe stimulated ICBF/ICGU ratios. Regions in which the coupling (as measured by a) between ICBF and ICGU is altered by treatment are identified by follow-up tests (McCulloch et al., 1982) . Considering regions separately revealed un coupling in the cerebellar cortex, cerebellar nuclei, pontine grey, dorsal raphe, olivary pretectal nu cleus, and zona incerta to be statistically significant at the 1 % significance level using uncorrected t tests. None was significant after Bonferroni correc- . 1. Comparison of the relationship between ICGU (fLmol 100 g-1 min-1) and ICBF (ml 100 g -1 min -1) for control (C) and rostral raphe nu clei-stimulated animals (R). Data on the same structures have been linked and the line log (ICBF) = a + log (ICGU), a = 0.45 for the con trol group has been superimposed.
tion. This illustrates an important difficulty due to the high dimensionality of the data. Although "catch-all" methods such as ANOV A can identify evidence of an irregular pattern, the specific struc ture of the irregularities cannot easily be teased out by follow-up analyses including multiple compari sons. 
AN INTERCENTRE COMPARISON
ICGU was measured in 33 discrete regions of the rat brain in 10 control animals at the Wellcome Sur gical Institute (Glasgow, Scotland) and 20 control animals at Lers Synthelabo (Paris, France).
Autoradiograms were analysed on Quantimet 970 and 720 analysers in Glasgow and Paris, respec tively. Within each centre, all readings were made by the same individual. ICGU levels were calcu lated using the operational equation and kinetic constants derived by Sokoloff et al. (1977) .
Levels of logged ICGU (Fig. 2) were significantly different in 28 of the 33 brain regions (two-sample t tests with Bonferroni correction). A repeated mea sures analysis revealed that the differences between mean regional values from Glasgow and Paris were inconsistent (Table 2) .
These results demonstrate the need for experi menters to take a cautious view of results based on comparisons of the magnitude or the hierarchy of response for studies at different centres.
ALZHEIMER'S DISEASE SPECT DATA
As part of a longitudinal study of Alzheimer's disease, carried out by the Wellcome Neuroscience Group based in Glasgow, 69 outpatients were inves-tigated [18 normal controls (aged 63-80 years; 4 male, 14 female) and 51 clinically diagnosed Alzhei mer's cases (aged 51-90 years; 11 male, 40 female)]. Diagnosis was made using the CAMDEX (Roth et aI., 1986) .
Regional activity was measured in seven ROIs (frontal, temporal, posterior temporal, occipital, pa rietal, higher frontal, and basal ganglia) from each hemisphere using a Novo 810 dedicated neuro SPECT imager. Activity was measured in terms of mean counts/pixel observed in a 3 min/slice scan after intravenous infusion of [99mTc]HMPAO.
Univariate analysis
Univariate between-groups comparisons (Ris berg, 1985; Burns et aI., 1989) using Welch's ver sion of the two-sample t test (Timm, 1975) (Table 3) were made for five forms of the data, namely (1) raw data, (2) logged data, (3) raw data divided by occipital, (4) basal ganglia, and (5) global levels.
Methods (1) and (2) illustrate the need for normal isation. The pattern of significant differences for (3), (4), and (5) illustrates the need for caution in presenting any analysis in isolation. It is vital to interpret the results of an analysis based on nor malised variables in terms of those normalised vari ables rather than the original variables. These prob lems are due to the analysis of multivariate data by univariate methods and could be avoided by appro priate multivariate techniques (see the section on Statistical Methods).
Discriminant analysis
Discriminant analysis is illustrated using data normalised by dividing by a measure of global ac tivity as in method (5) above. Variables that best discriminate between the populations were selected (2) 
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The region names are abbreviated in an obvious fashion and are prefixed by L (left) and R (right) as appropriate. The table contains observed two-sample t statistics (normal-Alzheimer).
Unadjusted significance is identified by *p < 0.05, **p < 0.01, and ***p < 0.001. Corresponding results after Bonferroni correction are given in parentheses.
using a stepwise linear discrimination procedure with default selection limits (Norusis, 1988) . Only two variables (right basal ganglia and right occipital) were selected. The data are plotted with respect to these variables in Fig. 3 . This plot shows that, de spite the limitations of SPECT relative to PET, data can still be extracted that successfully discriminates between diseased and normal types.
DISCUSSION
In this article, we have concentrated on factors directly affecting statistical analysis; important is sues that will have an indirect effect are discussed by Mazziotta and Koslow (1987) . We have raised a number of issues concerning the interpretability of analyses of data from PET, SPECT, and AR. Most of these issues will affect only the biological inter pretations of analyses rather than comparative is sues of whether mean vectors or correlation matri ces are equal for the groups under study. Because of the complexity of the data collected and the ques tions of interest, the extent to which these problems truly influence biological conclusions is difficult to assess. This uncertainty is in itself one of the major issues facing this area of research.
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