In the semiconductor manufacturing batch processes, each step is a complicated physicochemical batch process; generally it is difficult to perform measurements on-line. The effect of the metrology delay on the stability of the system is an important issue needs to be understood. This paper investigates the stability of systems under exponentially weighted moving average (EWMA) runto-run control with stochastic metrology delay. Necessary and sufficient conditions for the stochastic stability are established. Some numerical examples are provided to illustrate how to get the stability regions based on the proposed theorem.
INTRODUCTION
In the field of semiconductor manufacturing industry, run-torun control is now widely accepted as a means for production fabrication facilities to improve the efficiency and wastage in production. It's a form of discrete process and machine control in which the product recipe with respect to a particular machine process is modified ex situ, i.e., between machine "runs", so as to minimize process drift, shift and variability (Moyne et al. (2001) ). Two of the more basic runto-run control algorithms used today in the semiconductor manufacturing industry are exponentially weighted moving average (EWMA) algorithm and predictor-corrector controller (or double EWMA) algorithm.
Time delay system has been extensively studied in the last few years. For the system with stochastic time delay, as Ji and Chizeck (1992) pointed out that many manufacturing process can be modeled by Markovian jump linear systems. And the results of optimal control, robust control and stability for such kind of system can be widely seen in the recent literatures, such as Costa and Marques (2000) , Zhang et al. (2003) , Yu (2009), and Xiao et al. (2000) . However, the optimization problem, the robust control as well as the stability problem for Markovian jump linear systems usually change into the problem of solving a set of linear matrix inequalities (LMIs). Grigoriadis (1995) , Geromel et al. (1995) , Ghaoui et al. (1997) and Oliveria and Geromel (1997) gave detailed algorithms to solve the LMIs.
The pioneer work on the stability of EWMA run-to-run controller without delay was carried out by Ingolfsson and Sachs (1993) . Good and Qin (2002) examined stability bounds for the discount factors of both single input single output (SISO) and multiple inputs multiple outputs (MIMO) double EWMA run-to-run controllers when there is plantmodel mismatch and delay between product manufacturing and product metrology. Few years later, after their first work on stability analysis of double EWMA run-to-run controllers, Good and Qin (2006) analyzed the stability of MIMO EWMA run-to-run controller with metrology delay by using the generalized Routh-Hurwitz stability criterion. Wu et al. (2008) analyzed the influences of metrology delay on both the transient and asymptotic properties of the product quality for the case when a linear system with an initial bias and a stochastic autoregressive moving average disturbance is under EWMA run-to-run control.
All the aforementioned works on EWMA or double EWMA run-to-run control system are based on the assumption that the metrology delay is fixed. However, the semiconductor manufacturing industry is characterized by physically and chemically environments making measurement in many of these environments difficult or time-consuming, this combined with the fact that many process tools are not designed for the addition of in situ sensor, resulted in measurement taken less frequently than every run, or at stochastic runs.
The aim of this paper is to investigate the stability properties of the EWMA run-to-run controller with stochastic metrology delay for SISO system. For case of presentation, the remainder of the paper is organized as follows: in Section 2, the stability conditions are derived for EWMA run-to-run control systems with stochastic metrology delay. Numerical examples are provided in Section 3 to obtain the stability regions for the systems subject to different metrology delay. The conclusion remarks are presented in Section 4. 
where ω is a discount factor between zero and one.
A control law is used to determine the control recipe for the next run, i.e.,
where T is the desired target. Without loss of generality, in this paper, we assume 0 T = .
After doing the well-known bilinear transformation, we can get stability areas for the system (1)-(4) by using RouthHurwitz criterion.
Transition Probability Matrix
In an actual manufacturing plant, measurement delay is a stochastic variable instead of being fixed. 
Assume the transition probability matrix of k
That is, k τ jump from mode i to j , with probability ij p , which is defined by 
Each row represents the transition probabilities from a fixed state to all the states, the diagonal elements are the probabilities of metrology sequences with equal delays, the elements below the diagonal indicate shorter delays, and the elements above the diagonal are the probabilities of encountering longer delays. 
EWMA Run-to-Run Controller With Stochastic Metrology Delay
We also assume the model and the predicted model of the process are linear time-invariant discrete-time models as described by (1) and (2) respectively. Suppose that there is a stochastic metrology delay t τ at run t , then at this time, the EWMA run-to-run controller with stochastic metrology delay can be used to estimate the disturbance, i.e., 
We also choose the control action as (4).
Combining (1), (2), (4) and (7), we have
For the system with stochastic time delay, Routh-Hurwitz criterion is no longer valid in obtaining stability region. 
i.e., 1 ( , )
Remark: From (10) and (11), it is clear that the stochastic time delay system described by (1), (2), (4) and (7) is transformed into a delay-free discrete-time system.
The following theorem gives sufficient and necessary condition to guarantee the stochastic stability of system (11).
Theorem: System (11) 
Sum both sides of (15), we obtain
i.e., system (11) is stochastically stable.
Necessity:
, , ]
It's obvious that
Since the system is stochastic stable, i.e., 
p X A t Q t A t X X Q t X X R t X
contains uncertainties of the system, it is different to check whether (12) is feasible or not. To this end, we have the equivalent condition for (12), i.e.,
NUMERICAL EXAMPLES
In this section, we first give an example to exemplify how to calculate the transition probability matrix from Poisson distribution. Then, based on the theorem we got in Section 2, several simulation examples are provided to obtain the stability regions for the systems subject to different metrology delay.
The calculation of transition probability matrix from Poisson distribution
In this subsection, we will take Poisson distribution for example to illustrate the relationship between originally Poisson numbers and resampled Poisson numbers. An example is provided to demonstrate the calculation of transition probability matrix from resampled Poisson numbers.
Let k m be a random number generated at the 2(a), the original Poisson random numbers are shown, and it is clear that there are eight modes {0,1, 2,3, 4,5,6,7} S = , i.e., the original Poisson distribution cut-off after mode 7. If we consider constraint conditions of equations (22) and (23), then the resampled Poisson random numbers can be obtained as shown in Fig. 2(b) . From Fig. 2(b) , it can be noticed that the tails of the original Poisson distribution are truncated, and the modes of the resampled Poisson random numbers is five, i.e., {0,1, 2,3, 4} S = . If {0,1, 2,3, 4} S = are chosen to calculate the transition probability matrix for resampled Poisson random numbers, then, we have 
However, from Fig. 2(b) , we notice that there are only 3 numbers of Poisson random numbers take value in 4, few numbers of Poisson random numbers take values in 3 compared with those take values in 0, 1, and 2. In this situation, we should consider modes 3 and 4 are abnormal modes, they should also be truncated, and thus we only have three normal modes {0,1, 2} S = for the resampled Poisson random numbers, the corresponding transition probability matrix can be calculated, i.e., 
Fig. 2. Comparison of original and resampled Poisson numbers

Stability regions for the systems with different transition probability matrices
The theorem we obtained in Section 2 is based on Lyapunov's direct method. In this subsection, we will compare the stability regions obtained by Lyapunov's direct method and Routh-Hurwitz criterion for the systems with fixed metrology delay. The stability regions for the systems with stochastic metrology delay can be got by Lyapunov's direct method. Without loss of generality, it will be only discusses the cases with maximum delay length of two runs, for the longer delay, it'll be straightforward.
For the system without delay, where {0} S = , the transition probability matrix is denoted as Hurwitz criterion is given in Fig. 3 . From the figure, it is clear that both methods arrive at the same stability region and when the estimated process gain is greater than half of the true process gain ( 2 ξ < ), the system is guaranteed closedloop stable for any discount factor ω between 0 to 1.
However, when 2 ξ ≥ , ω is decreasing in ξ to keep the closed-loop stable.
Fig. 3. Stability region for the system without delay
The stability regions for the system with fixed and stochastic two runs metrology delay are shown in Fig. 4 and Fig. 5 respectively. In Fig. 4 , we also compared Lyapunov's direct method and Routh-Hurwitz criterion in obtaining the stability region for the system with fixed two runs delay. From Fig. 4 , it is concluded that it can be arrived at comparable results as we obtained for delay-free system (as shown in Fig. 3 ). In 
, namely the system is most likely to subject two runs delay, has the smallest stability region, and this stability region has the same size with the stability region for the system with fixed two runs delay, i.e., 2 [1.0] P = , more detail discussion for this case will be illustrated in Fig. 6 .
In addition, when It is also clear from the figure, the system is stable for any delays on conditions that 2 ξ < , and ω takes value between 0 to 1. In this paper, we studied the stability problems for both systems subject to fixed and stochastic metrology delay. Routh-Hurwitz criterion is use for obtaining the stability regions of the system with fixed metrology delay; Lyapunov's direct method is adopted to derive the sufficient and necessary conditions of the stochastic stability for the system subject to stochastic metrology delay. From the result of numerical simulation, it is known that Routh-Hurwitz criterion and Lyapunov's direct method is equivalent in getting the stability region of the system with fixed metrology delay, also with the increase of metrology delay, the size of stability region will decrease for both systems with fixed and stochastic metrology delay. Moreover, the simulation show that when the estimated process gain is greater than half of the true process gain, the system is guaranteed closed-loop stable for any discount factor ω between 0 to 1. However, when model error is greater than two, the size of stability region will decrease. It is worth mentioning that for the system with any length of metrology delay, the stability region can be got by the theorem proposed in this paper.
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