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in exact linear algebra. A new efficient method is proposed for calculating the
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1. Introduction
Exact linear algebra calculations are of importance in various fields in math-
ematics, and a variety of softwares has been developed (Albrecht and Bard
(2014), Dumas et al. (2002), Dumas et al. (2008), Hart (2010), LinBox Team
(2017), Parker (2017), Shoup (2018), Storjohann (2015)).
We have proposed, in the context of exact linear algebra, a series of algo-
rithms on eigenproblems such as calculating eigenvectors (Tajima et al. (2015),
Tajima and Terui (2013), Tajima and Terui (2014), Tajima and Terui (2015),
Terui and Tajima (2012)), generalized eigenvectors and/or eigen space decom-
position (Ohara and Tajima (2009a), Ohara and Tajima (2012b), Ohara and Tajima
(2013), Ohara and Tajima (2014), Tajima (2013), Tajima and Higuchi (2009),
Tajima and Iizuka (2009)), matrix inverse (Tajima et al. (2017), Tajima et al.
(in print)), spectral decomposition (Iizuka and Tajima (2012), Ohara and Tajima
(2009a), Ohara and Tajima (2009b), Ohara and Tajima (2012a), Ohara and Tajima
(2012b), Tajima (2012)), and so on. We have shown in these papers that the
use of the minimal annihilating polynomials of all unit vectors for a matrix pro-
vides effective methods for these eigenproblems. We have shown in particular
that the cost of computation can be reduced significantly by using the minimal
annihilating polynomials of a matrix for all unit vectors, in place of the minimal
polynomial. It is therefore desirable, in the context of symbolic computation,
to construct efficient methods for calculating all the minimal annihilating poly-
nomials for designing efficient algorithms on eigenproblems.
We propose in this paper an efficient method for calculating all the unit min-
imal annihilating polynomials for a matrix. Keys of our approach are the notion
of pseudo annihilating introduced in Section 3 and the use of binary splitting
technique. More precisely, in the proposed method, we first calculate, almost de-
terministic way, pseudo annihilating polynomials as candidates of unit minimal
annihilating polynomials, nextly, we certify that these are true unit minimal
annihilating polynomials. Note that since the method for calculating pseudo
annihilating polynomials can be regarded as a kind of extension or variant of
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Wiedemann’s method (Wiedemann (1986)) for computing characteristic poly-
nomials, the possibility that the pseudo annihilating polynomials are true unit
minimal annihilating polynomials is expected to be high. This is one of advan-
tage of our method. Note also that, for the case where a pseudo annihilating
polynomial does not pass verification, one can efficiently revise it to obtain true
one, because each pseudo annihilating polynomial enjoys the property that it
divides the corresponding minimal annihilating polynomial. Another advan-
tage of the proposed method lies in the fact that certain processes in the main
blocks of the algorithm can be executed in parallel. Therefore, the resulting
algorithm fits computing environments of multiple processors and/or cores to
gain its efficiency.
The rest of the paper is organized as follows. In Section 2, we briefly recall
the notion of minimal annihilating polynomial and fix notation. We give a naive
algorithm for calculating minimal annihilating polynomials. In Section 3, we in-
troduce the notion of pseudo annihilating polynomials and present an algorithm
for calculating pseudo annihilating polynomials of all unit vectors. We also give
an algorithm for calculating, via pseudo annihilating polynomials, all the unit
minimal annihilating polynomials for a matrix. In Section 4, by adopting binary
splitting technique, we describe an efficient method for calculating pseudo unit
annihilating polynomials. We also show, by time complexity analysis, that the
use of binary splitting technique improves the efficiency of calculation.
2. The minimal annihilating polynomials
Let A be a n× n matrix over a field K of characteristic zero and let χA(λ)
be the characteristic polynomial of A. For a non-zero column vector v over K
of dimension n, let AnnK[λ](A,v) ⊂ K[λ] denote the ideal defined to be
AnnK[λ](A,v) = {p(λ) ∈ K[λ] | p(A)v = 0}, (1)
where K[λ] is the ring of univariate polynomial in λ over K. The monic gen-
erator, denoted by πA,v(λ), of the ideal AnnK[λ](A,v) is called the minimal
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annihilating polynomial of v for the matrix A. Furthermore, let πA,j(λ) denote,
for j = 1, 2, . . . , n, the j-th unit minimal annihilating polynomial πA,ej (λ) of
the j-th unit vector ej = (0, . . . , 0, 1, 0, . . . , 0).
Assume that the irreducible factorization
χA(λ) = f1(λ)
m1f2(λ)
m2 · · · fq(λ)
mq (2)
over K of the characteristic polynomial χA(λ) is known.
Let dp = deg(fp) and set
Gp = gp(A), Fp = fp(A), p = 1, 2, . . . , q,
where
gp(λ) = f1(λ)
m1f2(λ)
m2 · · · fp−1(λ)
mp−1fp+1(λ)
mp+1 · · · fq(λ)
mq
= χA(λ)/(fp(λ)
mp).
(3)
Now, let
πA,j(λ) = f1(λ)
rj,1f2(λ)
rj,2 · · · fq(λ)
rj,q (4)
be the factorization of the j-th unit minimal annihilating polynomial πA,j(λ),
where 0 ≤ rj,p ≤ mp for 1 ≤ p ≤ q.
Then, the exponent rj,p of the factor fp(λ) in πA,j(λ) is identified as the
minimum number k satisfying F kpGpej = 0. The simple observation above leads
a naive algorithm (Algorithm 1) for calculating the unit minimal annihilating
polynomial(s).
Here we recall a vector version of the Horner’s rule.
Proposition 1. Let f(λ) ∈ K[λ] be
f(λ) = adλ
d + ad−1λ
d−1 + · · ·+ a0λ
0, (5)
with ad 6= 0, A ∈ K
n×n and v ∈ Kn be a column vector. Then, a vector f(A)v
is calculated with O(n2d) arithmetic operations in K.
Proof. f(A)v is calculated with the Horner’s rule incorporating with multipli-
cation of v from the right as
f(A)v = (adA
d + ad−1A
d−1 + · · ·+ a0E)v
= A(· · ·A(A(ad(Av) + ad−1v) + ad−2v) · · · ) + a0v,
(6)
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with repeating pairs of a matrix-vector multiplication and a vector addition,
whose complexity is O(n2) and O(n), respectively, for O(d) times. The cost is
bounded by O(n2d) in total.
For a row vector w ∈ Kn, wf(A) is calculated in the same manner as in
Proposition 1. We summarize Proposition 1 as in Algorithms 2 and 3 for use
in other algorithms in this paper. (Please see Tajima et al. (2014) for a matrix
version of the Horner’s rule.)
Algorithm 1 Calculating the j-th unit minimal annihilating polynomial
πA,j(λ)
Input: A ∈ Kn×n; ⊲ Input matrix;
χA(λ) = f1(λ)
m1f2(λ)
m2 · · · fq(λ)
mq ∈ K[λ]; ⊲ Irreducible
factorization of the characteristic polynomial of A as in eq. (2);
Output: {rj,1, . . . , rj,q}; ⊲ The list of exponents of the factors in πA,j(λ) as in
eq. (4)
1: for i = 1, . . . , q do
2: gi(λ)← χA(λ)/(fi(λ)
mi);
3: bi,j ←Matrix-vector-horner(gi(λ), A, ej); ⊲ bi,j ← gi(A)ej
4: k ← 0;
5: while bi,j 6= 0 do
6: bi,j ← Matrix-vector-horner(fi(λ), A, bi,j); ⊲ bi,j ← fi(A)bi,j
7: k ← k + 1;
8: end while
9: rj,i ← k;
10: end for
11: return {rj,1, . . . , rj,q}.
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Remark 1. Assume that the minimal polynomial πA(λ) of A together with its
irreducible factorization
πA(λ) = f1(λ)
l1f2(λ)
l2 · · · fq(λ)
lq (7)
is known. Then,mp can be replaced with lp. (Efficient algorithms for calculating
the minimal polynomial (e.g. Storjohann (1998)) have been proposed.)
In this paper, time complexity of algorithms is estimated with arithmetic
operations in K, assuming that the irreducible factorization of χA(λ) is given
unless otherwise stated.
Proposition 2. For given matrix A ∈ Kn×n and irreducible factorization of
its characteristic polynomial χA(λ), Algorithm 1 calculates the j-th minimal
annihilating polynomial πA,j(λ) with
O
(
(q − 1)n3 + n2 deg(πA,j(λ))
)
(8)
arithmetic operations in K.
Proof. First, since deg(gi(A)) = n−dimi, calculation of bi,j = gi(A)ej in line 3
takes O(n2(n− dimi)) operations by Proposition 1. Repeating this calculation
for i = 1, . . . , q takes O((q − 1)n3) operations. Next, calculating fi(A)
rj,ibi,j
takes O(rj,in
2di) operations by Proposition 1. Repeating this calculation for
i = 1, . . . , q takes O(n2 deg(πA,j(λ))) operations. Thus, the total number of
operations becomes as in eq. (8), which proves the proposition.
If we calculate the minimal annihilating polynomial πA,j(λ) of the unit vector
ej for all j = 1, . . . , n by using the naive Algorithm 1, the cost of calculation is
equal to
O

(q − 1)n4 + n2 n∑
j=1
deg(πA,j(λ))

 . (9)
The first term give notice that calculation of bi,j ’s is time-consuming. To over-
come this issue, we introduce pseudo annihilating polynomials in the next sec-
tion.
6
Algorithm 2 The Horner’s rule for matrix polynomial multiplied by a column
vector from the right side
Input: f(λ) = adλ
d + ad−1λ
d−1 + · · ·+ a0λ
0 ∈ K[λ];
A ∈ Kn×n;
v ∈ Kn; ⊲ A column vector
Output: f(A)v;
1: function Matrix vector horner(f(λ), A, v)
2: return f(A)v calculated as in eq. (6).
3: end function
Algorithm 3 The Horner’s rule for matrix polynomial multiplied by a row
vector from the left side
Input: f(λ) = adλ
m + ad−1λ
m−1 + · · ·+ a0λ
0 ∈ K[λ];
A ∈ Kn×n;
w ∈ Kn; ⊲ A row vector
Output: wf(A);
1: function Vector matrix horner(f(λ), A, w)
2: return wf(A) calculated in the same manner as in Proposition 1.
3: end function
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3. Pseudo annihilating polynomials for calculating minimal annihi-
lating polynomials
In this section, we introduce the notion of pseudo annihilating polynomials of
unit vectors in a constructive way and give an algorithm for calculating minimal
annihilating polynomials of all unit vectors.
Let u be a non-zero row vector over K. Let
w
(0)
p = (w
(0)
p,1, w
(0)
p,2, . . . , w
(0)
p,n) = uGp,
w
(k)
p = (w
(k)
p,1 , w
(k)
p,2 , . . . , w
(k)
p,n) = uGpFp
k for k > 0,
(10)
where Gp and Fp are defined as in eq. (3).
Furthermore, for j = 1, . . . , n, define
ρp,j =


0 if w
(0)
p,j = 0,
k if w
(k−1)
p,j 6= 0 and w
(k)
p,j = 0.
(11)
Now we consider the polynomial π′A,j,u(λ) defined by
π′A,j,u(λ) = f
ρ1,j
1 (λ)f
ρ2,j
2 (λ) · · · f
ρq,j
q (λ).
Then, we have the following lemma.
Lemma 3. The polynomial π′A,j,u(λ) divides πA,j(λ).
Proof. Since uGpF
k
p ej = w
(k)
p ej = w
(k)
p,j , rj,p ≥ ρp,j holds. This completes the
proof.
We call the polynomial π′A,j,u(λ), pseudo annihilating polynomial of the unit
vector ej for the matrix A with respect to the row vector u, or the j-th unit
pseudo annihilating polynomial.
Note that if the vector u above is sufficiently random, we have π′A,j,u(λ) =
πA,j(λ).
We summarize the steps for calculating the unit pseudo annihilating poly-
nomials in Algorithm 4. Let us write hereafter the output of Algorithm 4, as
π′A,j(λ) for short. Since the row vector u of the pseudo annihilating polynomial
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π′A,j,u(λ) of the unit vector ej is a random vector generated in the algorithm, the
existence of a row vector, say u, used to calculate π′A,j,u(λ) is known, whereas
the vector u is not known. We call π′A,j(λ) a pseudo annihilating polynomial of
ej , or a j-th unit pseudo annihilating polynomial.
Proposition 4. Algorithm 4 outputs all unit pseudo annihilating polynomials
for the matrix A with
O
(
(q − 1)n3 + n2 deg(πA(λ))
)
(12)
arithmetic operations in K.
Proof. We estimate time complexity of the algorithm as follows. First, the
amount of operations required for calculating b¯i in line 5 is estimated O(n
2(n−
dimi)). Repeating this calculation for i = 1, . . . , q requires
O((q − 1)n3) (13)
arithmetic operations.
Next, in line 18, calculating b¯ifi(A) requires O(n
2di) operations. For each i
in the “for” loop in line 3, the “for” loop in line 8 repeats for maxj∈{1,...,n} ρi,j .
Since ρi,j ≤ rj,i and maxj∈{1,...,n} rj,i = li, the number of operation is bounded
by
O
(
n2
q∑
i=1
(lidi)
)
= O(n2 deg(πA(λ))) (14)
for i = 1, . . . , q in the “for” loop in line 3. Sum of the amounts in eqs. (13)
and (14) gives an estimate of the number of operations in the whole algorithm
as in eq. (12), which proves the proposition.
Remark 2. If we have the minimal polynomial together with its irreducible
factorization as in eq. (7), the computing time is
O
(
qn2(deg(πA(λ)))
)
.
Remark 3. In Algorithm 4, each processes in the “for” loop in line 3 is in-
dependent each other. This step can be executed in parallel. For example, if
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Algorithm 4 Calculating unit pseudo annihilating polynomials π′A,j(λ)
Input: A ∈ Kn×n; ⊲ Input matrix;
χA(λ) = f1(λ)
m1f2(λ)
m2 · · · fq(λ)
mq ∈ K[λ]; ⊲ Irreducible
factorization of the characteristic polynomial of A;
Output: P = (ρi,j) ∈ R
q×n, where ρi,j is equal to exponent of factor fi(λ) in
a j-th unit pseudo annihilating polynomial π′A,j(λ);
1: functionUnit pseudo annih(A, {{f1(λ),m1}, {f2(λ),m2}, . . . , {fq(λ),mq}})
2: u ← (a randomly generated row vector of dimension n);
3: for i = 1, . . . , q do
4: gi(λ)← χA(λ)/(fi(λ)
mi );
5: b¯i = (b¯
(1)
i , . . . , b¯
(n)
i )← Vector-matrix-horner(gi(λ), A,u); ⊲
b¯i ← ugi(A)
6: k ← 0;
7: FL = (FL1,FL2, . . . ,FLn) = (0, . . . , 0); ⊲
A tuple of flags such that FLj = 1 if exponent ρi,j of fi(λ) in a j-th unit
pseudo annihilating polynomial π′A,j(λ) has been discovered;
8: for l = 1, . . . ,mi do
9: if b¯i = 0 and FL = (1, . . . , 1) then
10: break;
11: end if
12: for j = 1, . . . , n do
13: if b¯
(j)
i = 0 and FLj = 0 then ⊲ Exponent of fi(λ) in π
′
A,j(λ)
found;
14: ρi,j ← k;
15: FLj ← 1;
16: end if
17: end for
18: b¯i ← Vector-matrix-horner(fi(λ), A, b¯i); ⊲ b¯i ← b¯ifi(A)
19: k ← k + 1;
20: end for
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Algorithm 4 Calculating unit pseudo annihilating polynomials π′A,j(λ) (Con-
tinued)
21: for j = 1, . . . , n do
22: if FLj = 0 then ⊲ For fi(λ) of whose exponent in π
′
A,j(λ) has
not found, it should be mi;
23: ρi,j ← mi;
24: end if
25: end for
26: end for
27: return P = (ρi,j); ⊲ π
′
A,j(λ) = f1(λ)
ρ1,j f2(λ)
ρ2,j · · · fq(λ)
ρq,j ;
28: end function
we distribute each processes to M processors (M ≤ q), the computing time in
eq. (12) is O
(
q−1
M
n3 + n
2
M
deg(πA(λ))
)
.
Algorithm 4 is used in the next Algorithm 5 for calculating the unit annihi-
lating polynomials.
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Algorithm 5 Calculating the unit minimal annihilating polynomials πA,j(λ)
Input: A ∈ Kn×n; ⊲ Input matrix;
χA(λ) = f1(λ)
m1f2(λ)
m2 · · · fq(λ)
mq ∈ K[λ]; ⊲ Irreducible
factorization of the characteristic polynomial of A;
Output: R = (ri,j) ∈ R
q×n, where ri,j is equal to exponent of factor fi(λ) in
the j-th unit minimal annihilating polynomial πA,j(λ);
1: functionUnit minimal Annih(A, {{f1(λ),m1}, {f2(λ),m2}, . . . , {fq(λ),mq}})
2: P ←Unit pseudo annih(A, {{f1(λ),m1}, {f2(λ),m2}, . . . , {fq(λ),mq}});
⊲ P = (ρi,j);
3: R = (ri,j)← P ;
4: for j = 1, . . . , n do
5: π′A,j(λ)← f1(λ)
ρ1,j · · · fq(λ)
ρq,j ; ⊲ A j-th unit pseudo annihilating
polynomial for the matrix A;
6: v ←Matrix-vector-horner(π′A,j(λ), A, ej); ⊲ v ← π
′
A,j(A)ej ;
7: if v = 0 then
8: continue;
9: else
10: v0 ← v;
11: for i = 1, . . . , q do
12: for l = 1, . . . ,mi − ρi,j do
13: v ←Matrix-vector-horner(fi(λ), A,v); ⊲
v ← fi(A)v
14: if v = 0 then
15: ri,j ← ρi,j + l; ⊲ Exponent of fi in a j-th unit minimal
annihilating polynomial is equal to ρi,j + l;
16: vi ← 0;
17: for k = i− 1, . . . , 0 do
18: vk ←Matrix-vector-horner(fi(λ)
l, A,vk); ⊲
vk ← fi(A)
l
vk
19: end for
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Algorithm 5 Calculating the unit minimal annihilating polynomials πA,j(λ)
(Continued)
20: break;
21: end if
22: end for
23: if v = 0 then
24: break;
25: else
26: vi ← v;
27: end if
28: end for
29: for k = i − 1, . . . , 1 do
30: v ← vk−1;
31: for l = 0, . . . ,mk − ρk,j − 1 do
32: if v = 0 then
33: for s = k − 2, . . . , 0 do
34: vs ←Matrix-vector-horner(fk(λ)
l, A,vs); ⊲
vs ← fk(A)
l
vs
35: end for
36: break;
37: end if
38: v ←Matrix-vector-horner(fk(λ), A,v); ⊲
v ← fk(A)v
39: rk,j ← rk,j + 1;
40: end for
41: end for
42: end if
43: end for
44: return R = (ri,j); ⊲ πA,j(λ) = f1(λ)
r1,jf2(λ)
r2,j · · · fq(λ)
rq,j ;
45: end function
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Remark 4. In Algorithm 5, in the case v = 0 in line 6, then the pseudo
annihilating polynomial calculated in line 5 is true unit minimal annihilating
polynomial, thus no more calculation is needed. On the other hand, in the
case v 6= 0, the pseudo annihilating polynomial is a factor of true unit minimal
annihilating polynomial and v is a partial result, thus calculation of the unit
minimal annihilating polynomial is accomplished by calculating the minimal an-
nihilating polynomial of v as in the rest of the algorithm. In this way, true unit
annihilating polynomial is derived from the pseudo unit annihilating polyno-
mial without restarting whole calculation, that makes proposed algorithm very
efficient.
We show the validity and the time complexity of the algorithm by the fol-
lowing propositions.
Proposition 5. Algorithm 5 outputs the exponents of factors in the unit anni-
hilating polynomials of A.
Proof. Recall that
πA,j(λ) = f1(λ)
r1,jf2(λ)
r2,j · · · fq(λ)
rq,j , (15)
and
π′A,j(λ) = f1(λ)
ρ1,j f2(λ)
ρ2,j · · · fq(λ)
ρq,j , (16)
a j-th unit pseudo annihilating polynomial calculated by Algorithm 4. We
consider the following cases according to lines 6 and 7.
Case 1: v = 0. In this case, the algorithm outputs π′A,j(λ) as πA,j(λ).
Case 2: v 6= 0. For j = 1, . . . , n, ri,j in eq. (15) and ρi,j in eq. (16), let
q′′j = max{1 ≤ i ≤ q | ρi,j < ri,j}, (17)
and let δi,j = ri,j − ρi,j .
For every i in the “for” loop from line 11 and l at the beginning of the “for”
loop in line 12, we have
v = f1(A)
m1 · · · fi−1(A)
mi−1fi(A)
ρi,j+l−1fi+1(A)
ρi+1,j · · · fq(A)
ρq,jej .
14
For making v = 0 in line 14, exponent of fi(A) must be greater than or equal
to ri,j for i = 1, . . . , q
′′
j . In fact, for the first time when the condition at the line
14 is satisfied, we have i = q′′j , l = rq′′j ,j − ρq′′j ,j, and
v = 0
= f1(A)
m1 · · · fq′′
j
−1(A)
mq′′
j
−1fq′′
j
(A)
rq′′
j
,jfq′′
j
+1(A)
ρq′′
j
+1,j · · · fq(A)
ρq,jej . (18)
Then, by line 15, we have rq′′
j
,j ← ρq′′
j
,j + (rq′′
j
,j − ρq′′
j
,j) = rq′′
j
,j .
At the end of “for” loop in line 28 for the i-th time, we have
vs = f1(A)
m1 · · · fs(A)
msfs+1(A)
ρs+1,j · · · fq(A)
ρq,jej (19)
for s = 0, . . . , i (note that we do not have factors f1(A)
m1 · · · fs(A)
ms for s = 0).
Thus, when the condition at the line 14 is satisfied for i = q′′j , we have eq. (19)
for s = 0, . . . , q′′j − 1. Then, by “for” loop between line 17 and 19, vs in eq. (19)
gets updated as
vs = f1(A)
m1 · · · fs(A)
msfs+1(A)
ρs+1,j · · · fq′′
j
−1(A)
ρq′′
j
−1,j
× fq′′
j
(A)
rq′′
j
,jfq′′
j
+1(A)
ρq′′
j
+1,j · · · fq(A)
ρq,jej ,
for s = 0, . . . , q′′j − 1 (note that exponent of fq′′j (A) is equal to rq′′j ,j which is
equal to the one in the unit annihilating polynomial).
After exiting from “for” loop at line 28, we have i = q′′j , thus, at the first
time for “for” loop in line 29, we have k = q′′j − 1. For k = q
′′
j − 1, . . . , 1 in the
“for” loop from line 29, we have
v = vk−1 = f1(A)
m1 · · · fk−1(A)
mk−1fk(A)
ρk,j
× fk+1(A)
rk+1,j · · · fq′′
j
(A)
rq′′
j
,jfq′′
j
+1(A)
ρq′′
j
+1,j · · · fq(A)
ρq,jej .
If v satisfies the condition in line 32, then
v = 0 = f1(A)
m1 · · · fk−1(A)
mk−1fk(A)
rk,j
× fk+1(A)
rk+1,j · · · fq′′
j
(A)
rq′′
j
,jfq′′
j
+1(A)
ρq′′
j
+1,j · · · fq(A)
ρq,jej , (20)
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with l = rk,j − ρk,j . Thus, by “for” loop between line 33 and 35, vs in eq. (19)
gets updated as
vs = f1(A)
m1 · · · fs(A)
msfs+1(A)
ρs+1,j · · · fk−1(A)
ρk−1,j
× fk(A)
rk,j · · · fq′′
j
(A)
rq′′
j
,jfq′′
j
+1(A)
ρq′′
j
+1,j · · · fq(A)
ρq,jej ,
for s = 0, . . . , k − 1. Finally, for k = 1, we have eq. (19) as
v0 = f1(A)
r1,jf2(A)
r2,j · · · fq′′
j
(A)
rq′′
j
,jfq′′
j
+1(A)
ρq′′
j
+1,j · · · fq(A)
ρq,jej,
with l = r1,j − ρ1,j . Thus, at exiting line 41, we have ri,j satisfying πA,j(λ) =
f1(λ)
r1,jf2(λ)
r2,j · · · fq(λ)
rq,j for each j.
Proposition 6. Algorithm 5 outputs the result with
O
(
(q − 1)n3 + n2 deg(πA(λ)) + n
2
n∑
j=1
deg π′A,j(λ)
+ n2
n∑
j=1
q′′j∑
k=1
dk{(mk − ρkj) + kδk,j}
)
(21)
arithmetic operations in K, where q′′j is defined as in eq. (17) and δi,j = ri,j−ρi,j
with j = 1, . . . , n, ri,j as in eq. (15) and ρi,j as in eq. (16).
Proof. First, note that, line 2 can be executed with
O
(
(q − 1)n3 + n2 deg(πA(λ))
)
(22)
arithmetic operations as in eq. (12). Then, in the “for” loop in line 4 for j =
1, . . . , n, each loop has the following operations on vectors and matrices.
In line 6, calculating v takesO(n2 deg π′A,j(λ)) operations. Thus, the number
of arithmetic operations for this line is
n∑
j=1
O(n2 deg π′A,j(λ)), (23)
for the “for” loop in line 4.
In line 13, calculating v takes O(din
2) operations for each i by the Horner’s
rule, as shown in Proposition 1. Since this line is called for l = 1, . . . ,mi (in
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line 12) with i = 1, . . . , q′′j − 1 (in line 11) and l = 1, . . . , δi,j with i = q
′′
j , the
number of arithmetic operations for this line is bounded by
q′′j∑
i=1
O(di(mi − ρi,j)n
2). (24)
In line 18, calculating fi(A)
l
vk takes O(dq′′
j
δq′′
j
,jn
2) operations. Since this
line is called for k = i− 1, . . . , 0 (in line 17) with i = q′′j (since this line is called
when v satisfies line 14 that occurs only once for i = q′′j ; immediately after that
there will be a break in line 24 of the “for” loop in i (in line 11)), the number
of arithmetic operations for this line is bounded by
O(q′′j dq′′j δq′′j ,jn
2). (25)
In line 34, calculating fk(A)
l
vs takes O(dkδk,jn
2) operations. Since this line
is called for k − 1 times (in the “for” loop in line 33) in each k, the number
of arithmetic operations for this line is bounded by O(kdkδk,jn
2) in that loop.
Furthermore, this loop is called for k = i− 1, . . . , 1 (in the “for” loop in line 29)
with i = q′′j , the number of arithmetic operations for this line is bounded by
q′′j −1∑
k=1
O(kdkδk,jn
2). (26)
In line 38, calculating fk(A)v takes O(dkn
2) operations. Since this line is
called for δk,j times (for l = 0, . . . , dk,j − ρk,j − 1 in the “for” loop in line 31)
in each k and for k = i− 1, . . . , 1 (in the “for” loop in line 29) with i = q′′j , the
number of arithmetic operations for this line is bounded by
q′′j −1∑
k=1
O(dkδk,jn
2). (27)
In the above, we see that eqs. (25) and (26) are combined as
q′′j∑
k=1
O(kdkδk,jn
2), (28)
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which dominates eq. (27). By eqs. (24) and (28), the number of arithmetic
operations in the “for” loop in line 11 is
q′′j∑
k=1
O(dk{(mk − ρkj) + kδk,j}n
2), (29)
which becomes
n∑
j=1
q′′j∑
k=1
O(dk{(mk − ρkj) + kδk,j}n
2), (30)
for j = 1, . . . , n (as in the “for” loop in line 4). Finally, by adding the result in
eq. (30) together with the ones in eqs. (22) and (23), we have eq. (21), which
proves the proposition.
Remark 5. If we have the minimal polynomial πA(λ) together with its irre-
ducible factorization as in eq. (7), the computing time is
O
(
qn2(deg(πA(λ))) + n
2
n∑
j=1
deg π′A,j(λ)
+ n2
n∑
j=1
q′′j∑
k=1
dk{(lk − ρkj) + kδk,j}
)
,
(cf. eq. (21)).
Remark 6. In Algorithm 5, each processes in the “for” loop in line 4 is in-
dependent to each other. If we distribute each processes to M processors, the
computing time in eq. (21) is
O
(
q − 1
min{M, q}
n3 +
n2
min{M, q}
deg(πA(λ)) +
n2
M
n∑
j=1
deg π′A,j(λ)
+
n2
M
n∑
j=1
q′′j∑
k=1
dk{(mk − ρkj) + kδk,j}
)
,
where first two terms are from Algorithm 4 and they have min{M, q} in the
denominators.
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4. Efficient calculation of unit pseudo annihilating polynomials
Now, we propose an efficient method for calculating unit pseudo annihilating
polynomials which is the main result of the present paper. For calculating
π′A,j(λ) for j = 1, 2, . . . , n in Algorithm 4, q row vectors w
(0)
1 = uG1,w
(0)
2 =
uG2, . . . ,w
(0)
q = uGq of dimension n are needed, which are defined as
w
(0)
1 = uF
m2
2 F
m3
3 · · ·F
mq
q ,
w
(0)
2 = uF
m2
1 F
m3
3 · · ·F
mq
q ,
...
w
(0)
q = uF
m2
1 F
m2
2 · · ·F
mq−1
q−1 ,
(31)
where Fi = fi(A) for i = 1, . . . , q and u is a random vector. Since G1, . . . , Gq
consist of almost the same factors, w
(0)
1 , . . . ,w
(0)
q are calculated efficiently with
the use of binary splitting technique, as follows.
Example 1. We show an example for q = 8. Let u(i1,i2,...,ik) denote the vector
uF
mi1
i1
F
mi2
i2
· · ·F
mik
ik
, for simplicity. For example, w
(0)
1 = u(2,3,4,5,6,7,8). Con-
sider for instance the four vectors w
(0)
1 ,w
(0)
2 ,w
(0)
3 ,w
(0)
4 . Since w
(0)
i = uGi and
G1, G2, G3, G4 have F
m5
5 F
m6
6 F
m7
7 F
m8
8 as a common factor, we first calculate
u(5,6,7,8) = uF
m5
5 F
m6
6 F
m7
7 F
m8
8 . Second, by multiplying F
m3
3 F
m4
4 and F
m1
1 F
m2
2 ,
we have
u(3,4,5,6,7,8) = u(5,6,7,8)(F
m3
3 F
m4
4 ), (32)
u(1,2,5,6,7,8) = u(5,6,7,8)(F
m1
1 F
m2
2 ), (33)
respectively. Lastly, by multiplying u(3,4,5,6,7,8) by F
m2
2 and F
m1
1 in eq. (32), we
have u(2,3,4,5,6,7,8) = w
(0)
1 and u(1,3,4,5,6,7,8) = w
(0)
2 , respectively, and by multi-
plying u(1,2,5,6,7,8) by F
m4
4 and F
m3
3 in eq. (33), we obtain u(1,2,4,5,6,7,8) = w
(0)
3
and u(1,2,3,5,6,7,8) = w
(0)
4 , respectively. With the same manner, u(1,2,3,4,6,7,8) =
w
(0)
5 , . . . ,u(1,2,3,4,5,6,7) = w
(0)
8 can be calculated as well, shown as a binary tree
in Figure 1. In this example, {w
(0)
1 ,w
(0)
2 ,w
(0)
3 ,w
(0)
4 } and {w
(0)
5 ,w
(0)
6 ,w
(0)
7 ,w
(0)
8 }
are calculated independently, thus these calculation can be parallelized.
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uu(1,2,3,4)
u(1,2,3,4,5,6)
w
(0)
8w
(0)
7
u(1,2,3,4,7,8)
w
(0)
6w
(0)
5
u(5,6,7,8)
u(1,2,5,6,7,8)
w
(0)
4w
(0)
3
u(3,4,5,6,7,8)
w
(0)
2w
(0)
1
Figure 1: Calculating w
(0)
j
s in eq. (31) with a binary tree. See Example 1 for details.
{1, 2, 3, 4, 5, 6, 7, 8}
{5, 6, 7, 8}
{7, 8}
{8}{7}
{5, 6}
{6}{5}
{1, 2, 3, 4}
{3, 4}
{4}{3}
{1, 2}
{2}{1}
Figure 2: The binary tree of Example 1 (cf. Figure 1).
We define the binary tree used in Example 1 as follows.
Definition 1 (A binary tree used to calculate w
(0)
1 , . . . ,w
(0)
q in eq. (31)). Let
p′ and p′′ be integers satisfying 1 ≤ p′ ≤ p′′ ≤ q and S(p′, p′′) = {p′, . . . , p′′}.
For S = S(1, q), define a binary tree (Ts, Vs), where Ts is the set of the nodes
and Vs is the set of the vertices, as follows:
1. Let S be the root node;
2. For a node S(p′, p′′) satisfying p′ < p′′, let it be an internal node and
append S(p′, p′ + ⌊(p′′ − p′)/2⌋) and S(p′ + ⌊(p′′ − p′)/2⌋ + 1, p′′) as its
child nodes;
3. If a node S(p′, p′′) satisfies p′ = p′′, then let it be a leaf node.
Proposition 7. Let S = {1, . . . , q} and I be a node in the graph (TS , VS) in
Definition 1. For I, let
vI = u
∏
j∈S\I
F
mj
j , (34)
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where u and Fj are defined as in eq. (31). For calculating w
(0)
1 , . . . ,w
(0)
q , the
total number of vector-matrix multiplications by matrices F
mp
p ’s is estimated as
O(q log2 q).
Proof. We show that tracing all the paths of (TS , VS) from the root node to
the leaves enables us to calculate w
(0)
1 , . . . ,w
(0)
q . First, by eq. (34), we have
u = u
∏
j∈S\S F
mj
j = vS and w
(0)
p = u
∏
j∈S\{p} F
mj
j = v{p} for p = 1, . . . , q.
Now, let I be a parent node and J be its child node. Then we have
vJ = vI
∏
j∈I\J
F
mj
j ,
which means the fact that a vector in the child node can be calculated by
using intermediate result in its parent node. For estimating total number of
multiplications of matrices F
mp
p , it requires q multiplications of F
mp
p in total
for calculating vectors in all the nodes of depth k, and the height of the tree is
estimated as O(log2 q), thus we have the claim. This completes the proof.
Proposition 8. With the binary splitting as in Proposition 7, Algorithm 4
calculates unit pseudo annihilating polynomials with
O(n3 max{1, log2 q}) (35)
arithmetic operations in K.
Proof. The number of arithmetic operations in Algorithm 4 is estimated as
follows. First, in line 5, total number of operations for calculating b¯i for i =
1, . . . , q is O(n3 log2 q). Next, in line 18, the number of operations for calculating
b¯i is bounded above by O(n
2dimi) for each i ∈ {1, . . . , q}, thus total number
of operations for i = 1, . . . , q is bounded above by O
(
n2
∑q
i=1(dimi)
)
= O(n3).
As a consequence, total number of operations becomes as in eq. (35), which
completes the proof.
Theorem 9. With the help of binary splitting technique described in Proposi-
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tion 7, Algorithm 5 calculates the unit minimal annihilating polynomials with
O
(
n3max{1, log2 q}+ n
2 deg(πA(λ)) + n
2
n∑
j=1
deg π′A,j(λ)
+ n2
n∑
j=1
q′′j∑
k=1
dk{(mk − ρkj) + kδk,j}
)
(36)
arithmetic operations in K.
Proof. In Proposition 6, now the first term in eq. (22) is replaced with eq. (35),
thus eq. (21) is replaced with eq. (36), which proves the theorem.
Remark 7. If we have the irreducible factorization of the minimal polynomial
πA(λ) as in eq. (7), eq. (36) becomes
O
(
n2(deg(πA(λ)))max{1, log2 q}+ n
2 deg(πA(λ)) + n
2
n∑
j=1
deg π′A,j(λ)
+ n2
n∑
j=1
q′′j∑
k=1
dk{(lk − ρkj) + kδk,j}
)
.
Remark 8. As well as in Remark 6, if we distribute each processes to M
processors, the computing time in eq. (36) is
O
(
n3
min{M, q}
max{1, log2 q}+
n2
min{M, q}
deg(πA(λ)) +
n2
M
n∑
j=1
deg π′A,j(λ)
+
n2
M
n∑
j=1
q′′j∑
k=1
dk{(mk − ρkj) + kδk,j}
)
.
5. Concluding remarks
We have described a new method for calculating, for a given matrix over
a field of characteristic zero, all the unit minimal annihilating polynomials. A
key of the proposed method is the use of pseudo annihilating polynomials. The
proposed method can be regarded therefore a kind of extension or variant of
Wiedemann’s method. Note that the algorithm for calculating pseudo annihi-
lating polynomials is designed by exploiting the irreducible factorization of the
22
characteristic polynomial. Accordingly, the possibility that pseudo annihilat-
ing polynomials used in the resulting algorithm are true minimal annihilating
polynomials is expected to be high. This is a significant feature of the pro-
posed method. Another feature is the parallelizability: parallel processing can
be applied to main blocks of the resulting algorithm.
Since the set of all minimal annihilating polynomials of unit vectors has a
lot of information on a matrix, the algorithm presented in the present paper
has several applications in exact linear algebra, especially in eigenproblems.
Let us emphasis here the fact that pseudo annihilating polynomials are very
useful to design new efficient algorithms on exact linear algebra. Some relevant
applications will be discussed in separate papers.
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