Self-organization of distributed wireless sensor nodes is a critical issue in wireless sensor networks (WSNs), since each sensor node has limited energy, bandwidth, and scalability. These issues prevent sensor nodes from actively collaborating with the other types of sensor nodes deployed in a typical heterogeneous and somewhat hostile environment. The automated self-organization of a WSN becomes more challenging as the number of sensor nodes increases in the network. In this paper, we propose a dynamic self-organized architecture that combines tree topology with a drawn-grid algorithm to automate the self-organization process for WSNs. In order to make our proposed architecture scalable, we assume that all participating active sensor nodes are unaware of their primary locations. In particular, this paper presents two algorithms called active-tree and drawn-grid. The proposed active-tree algorithm uses a tree topology to assign node IDs and define different roles to each participating sensor node. On the other hand, the drawn-grid algorithm divides the sensor nodes into cells with respect to the radio coverage area and the specific roles assigned by the active-tree algorithm. Thus, both proposed algorithms collaborate with each other to automate the self-organizing process for WSNs. The numerical and simulation results demonstrate that the proposed dynamic architecture performs much better than a static architecture in terms of the self-organization of wireless sensor nodes and energy consumption.
I. INTRODUCTION
A wireless sensor network (WSN) consists of a large number of sensor nodes that are randomly deployed in a common area of interest. These small individual sensor nodes collaborate with each other to form a sensor net-work that is capable of collecting, aggregating, and delivering data to a data collection point called a sink or base station [1] . The sensor nodes are typically small, inexpensive, low-power, and distributive devices with many potential applications in medical, scientific, commercial, and military domains. For instance, they can be used for Syed Rizvi and Kelsey Karpinski environmental monitoring, intrusion detection, intelligent transportation systems, disaster recovery, and healthrelated applications [2] .
It is expected that the size and complexity of sensor networks will grow significantly as more and more sensor-based applications are envisioned and introduced in different commercial and military domains. In some limited applications (e.g., machine-monitoring devices), sensor nodes are deployed using a predetermined static architecture. This type of deployment is referred to as application-oriented deployment and poses no real challenges in terms of localization, deployment, and organization of sensor nodes. However, in most applications (e.g., intrusion detection, environmental monitoring, or disaster recovery), sensor nodes are deployed randomly in a pure distributed manner. In this paper, we consider large-scale sensor networks consisting of hundreds or even thousands of sensor nodes deployed randomly.
It has been shown that sensor nodes are very constrained in terms of processing power, memory, radio bandwidth and, most critically, energy [3] . In addition, wireless sensor nodes can be exposed to highly dynamic and hostile environments that make them more vulnerable to failures. Therefore, a WSN must be fault tolerant, self-organized, and adaptable to any topology changes that occur at run time due to the possibility of a sensor node or link failure. Ideally, sensor nodes should coordinate with each other in the presence of a failure to cope with any problems at run time.
Battery-powered sensor nodes are considered to be the weakest link in sensor networks. As a result, it is difficult for a sensor network consisting of thousands of sensor nodes deployed over a large geographic area to meet QoS requirements. To meet the demand of large-scale autonomous WSNs, more energy-efficient algorithms for selforganization and communication are needed.
Generally, self-organization is the process of autonomous formation of connectivity, addressing, and routing structures [4, 5] . Since each sensor node has limited resources, it is computationally feasible and advantageous to distribute these management tasks among sensor nodes. In order to automate the process of addressing, routing and managing a large-scale sensor network, the decomposition of the network into connected clusters is required [5, 6] . This forms small networks of sensor nodes that are more easily manageable.
A. Problem Identification
Recent advancements in low-cost and low-power circuit design with wireless communications capabilities have led to the emergence of sensor networking technology [7] . A WSN is composed of a large number of lowcost, low-power, and small communication devices, called sensors. Each sensor node has energy, storage, processing power, and communication capabilities that allow a sensor node to perform pre-determined tasks such as sensing a phenomenon, collecting data, processing that data, and transmitting to a central gathering node, called a sink. However, these resources are limited, making WSNs susceptible to many critical problems such as collision, idle-listening, overhearing, and disabled sensor nodes.
For instance, Fig. 1 is an illustration of a collision where two sensor nodes (B and C) attempt to send a message to a common node, D. It has been shown that idlelistening is one of the most power-intensive actions that can be solved by carefully setting sleep and wake modes for sensor nodes [8, 9] . Sensor nodes can be set to sleep mode when there are no critical events or when reporting is not needed. On the other hand, it can be woken up periodically or woken up by management nodes if critical reporting or communication with a central gathering node is required. Overhearing occurs when a sensor node receives information that does not belong to it, which results in the unnecessary use of energy and bandwidth. Therefore, it is essential to have a self-organization algorithm that minimizes the number of incorrect messageexchanges by assigning IDs to sensor nodes. Management nodes can be used for assigning IDs to sensor nodes and for helping to conserve energy and bandwidth [10, 11] . Disabled sensor nodes refer to those nodes that possess low energy or that become particularly damaged by hostile environmental conditions. When sensor nodes become disabled, the overall lifetime of a WSN is reduced. One way of extending the lifetime of a WSN and minimizing overall energy consumption is to use the dynamic clustering process that can decompose the entire network into several small groups with a bounded number of sensor nodes.
In our proposed architecture, the active-tree algorithm uses a tree topology to assign node IDs, weight, and define different roles to each participating sensor node. Our proposed drawn-grid algorithm divides the entire network into reasonably-sized cells with respect to the available radio coverage area and the specific roles assigned by the active-tree algorithm. Based on the assigned weight, one of the nodes will be selected to serve as a management node for that group. The rest of the sensor nodes within the group will not send their gathered data directly to the sink, but only to their respective management node. The management node, on the other hand, is mainly responsible for coordinating with the rest of the sensor nodes within a group, aggregating their gathered data, and transmitting that data to the sink via a direct link or a multi-hop topology.
Since management nodes are the same as the regular sensor nodes with regard to resources and computational power, management nodes are also vulnerable to damage due to hostile environmental conditions or low power. In such conditions, our proposed active-tree algorithm automatically activates and reacts at run time and takes appropriate actions by demoting the management node and selecting the new senor node as cell-head.
The remainder of this paper is organized as follows. In Section II, we present a discussion of current research. Section III describes our proposed active-tree self-organized architecture for WSNs. Simulation results are presented in Section IV. Finally, Section V concludes our paper by highlighting some possible future research directions.
II. RELATED WORK
Decomposition of a sensor network into small clusters has been widely investigated by the research community in order to achieve network scalability [12] . Furthermore, each cluster consists of a bounded number of sensor nodes (cluster members) and a management node (cluster head). Routing the messages within these clusters has changed recently from a centralized infrastructure to a distributed system. This is essential in order to meet the demand of better network scalability and applicationlevel QoS.
A number of clustering algorithms have been recently designed for WSNs [13] [14] [15] . These clustering schemes mainly differ on the criteria for management node selection, node deployment and bootstrapping schemes, internal message-routing topologies, and the network operation model. For instance, some of the schemes suggest that cluster members should elect a management node that is rich in resources, whereas other schemes use pre-assigned management node selections based on the assigned weight. A good overview of such clustering algorithms is presented in [16] .
Jin et al. [17] developed an energy-efficient oriented clustering algorithm to reduce the granularity of WSNs. They assume that each sensor node has a unique ID and is capable of holding information about neighbouring nodes that exists within one-hop of the diameter. Trivedi et al. [18] propose a message-efficient clustering scheme that introduces the concept of budget allocation to minimize the number of message-exchanges among sensor nodes. Their proposed algorithm produces clusters of low diameter using relatively few messages. The above two algorithms address most of the issues related to the selforganization of WSNs, such as efficient clustering and minimum transmission overhead. However, none of them proved to be scalable to a large-scale WSN that is densely populated with sensor nodes. As an example, these schemes force cluster sizes to be strictly bounded within a low-diameter network to conserve energy and bandwidth.
Habib and Marimuthu [19] propose a scheme that is capable of finding neighbours on the rim of the irregular radio coverage region, which narrows down the choices of forwarders. Cell-IDs have been distributed to each node before deployment. It is impractical for some applications that deploy nodes into inaccessible environments [4] . However, when the environment is unknown or hostile, such as in remote harsh fields, disaster areas, and toxic urban regions, sensor deployment cannot be performed manually [2] .
In X-MAC [20] , the destination address is incorporated into each preamble, which increases the size of the preamble packet. Additionally, each node checks the preamble packets broadcasted on the network because the sensor nodes are not intelligent. If the node is not the intended recipient, then that node goes to sleep. Further, X-MAC is based purely on an asynchronous mechanism, and it does not have the schedule of its neighbors. As a result, the node consumes excess energy while waiting on the medium for the traffic. The existing lower power listening (LPL) technique uses a long preamble and suffers from the overhearing problem that consumes excess energy at non-targeted receivers, such as Z-MAC [21] . The existing LPL protocol uses a long preamble and experiences the overheating problem. As a result, additional energy is consumed at non-targeted receivers [22] .
Our proposed dynamic architecture performs clustering with respect to the data related to the task code in each sensor node. Specifically, it uses the vector quantization algorithm to divide the sensor nodes into cells and chooses the sensor node that has the minimum node ID to be the cluster head. This cluster head selection process ignores the radio coverage that may cause the cluster head to not reach some of the sensor nodes in its domain.
III. FRAMEWORK FOR ACTIVE-TREE ALGORITHM AND NODE CLUSTERING
In the first section, we present the implementation of the proposed active-tree algorithm and the node clustering technique to enable the sensor nodes to intelligently self-organize themselves within a WSN. In the second Syed Rizvi and Kelsey Karpinski section, we present the modelling and simulation of the proposed algorithm along with the architecture and assumptions.
A. Proposed Active-Tree Algorithm and Node Clustering
This section presents a new active-tree self-organized architecture for a WSN (see Algorithm 1) . In this architecture, the nodes are clustered into cells in which each cell is organized based on a tree topology [6] , which helps to initiate and bound the cell size automatically. Unlike [4] , the node's Cell-IDs are predetermined with the assumption that each node is unaware of its location. Fig. 2 shows the initial deployment of the sensor nodes in a WSN. The following five steps define the operation of the proposed active-tree algorithm (formal specification can be found in Algorithm 1). Fig. 3 shows the result of the five-step process presented below. It should be noted that all of the participating sensor nodes are considered to be equal in their capabilities (except the management nodes) and will be processed as a first-level child of a tree.
To consider a realistic scenario, we assume that ini-tially (i.e., at the time of random deployment), all sensor nodes are equal in their resources and computational power. Our proposed active-tree algorithm selects the root node to serve as a management node within each cell by distributing them in a tree hierarchy. The weight and Algorithm 1: Proposed Active-Tree Algorithm http://jcse.kiise.org tors that are taken under consideration during the selection process of a management node.
• Step 1: The BS, designated to collect the information from each node, will initiate the searching process of the root node by finding the nodes that are closest to the BS. The sensor node that has the shortest distance will be selected as a root node, and a '0' will be assigned as a level-ID. It should be noted that several sensor nodes can be chosen as root nodes if their distance to the BS is shortest and equal. • Step 2: Each root node determines the length between the sensor nodes and the root node within its radio coverage area. Root nodes collect the node ID and broadcast the measured length to construct and define the set of child nodes. The level-ID of these child-nodes will be determined by simply incrementing the parent's level-ID by one, as shown in the formal specification of the active-tree algorithm. • Step 3: The longest child node is chosen as a childroot node. The level-ID of these child-nodes will be determined by simply incrementing the parent's level-ID by one. • Step 4: Once the set of child nodes is defined, each child-node within the set may repeat step 2 to determine the nodes that are at the farthest distance from its location. The resulting nodes from this step will be referred to as child-root nodes. • Step 5: The first two child-root nodes will then repeat steps 2, 3, and 5 to construct the entire tree with different levels.
B. Description of the Proposed Algorithm
In our proposed active-tree algorithm, each sensor node is classified as a root node (R), child-root node (C-R), or normal-child node (N). We use this hierarchy to cluster the sensor nodes into cells. The clustering process will be performed using the draw-grid algorithm. It should be noted that part of the draw-grid algorithm is implemented in step 2 of the proposed active-tree algorithm (see Algorithm 2 for formal specification). According to the radio coverage area, each cell is constructed as an irregular grid from the root node (R) to the child-root node (C-R) as shown in Fig. 3 . It can be seen in Fig. 3 that each cell typically exists within the radio coverage area while its child-nodes may exist outside of its radio coverage, thus extending inter-cell communication. If more than one child-root node (C-R) exists, the sensor node closest to the root (i.e., the parent node) will be selected as the root node (R) for the adjacent cell. Finally, the root node assigns a Cell-ID to each node in the grid. Fig. 4 is an illustration of the clustering process where nodes are grouped into cells.
According to the above algorithm, each cell's root is in the radio coverage of the 'upper-level' cell's root. The root of each cell serves as the management node for this cell. In each cell, the root node (R) is located at the top of the hierarchy, the child-root node (C-R) is second in the hierarchy and may exist at any intermediate level of the tree, and the normal-child node (N) exists at the last level of the hierarchy.
C-R nodes are responsible for managing normal-child nodes as well as collecting messages from them. N nodes, on the other hand, are used to process data, detect the environment, create messages, and go into sleep and wakeup modes. When N nodes are in sleep mode, the other neighbouring N nodes with the same Cell-IDs can activate them if message routing is required. Moreover, each C-R node maintains a list of node IDs and energy statuses of N neighbouring nodes that exist within onehop of its location [9] . On the other hand, N nodes are responsible for periodically reporting their energy status to the corresponding C-R nodes. If C-R nodes do not receive an energy status from one or more N nodes within the pre-specified time period, the C-R nodes declare them as dead nodes and remove the respective entries from their one-hop neighbouring lists.
Root nodes (R) are mainly responsible for managing C-R nodes and gathering messages from them. Since C-R nodes perform managerial tasks such as maintaining a list of N nodes, they usually consume more energy than the other normal nodes. Therefore, C-R nodes are required to periodically report their energy status to respective root nodes (R) in order to remain or serve as a child-root nodes, as shown in Fig. 5 . This requires root nodes (R) to constantly monitor the energy level of each active C-R node. Once the energy status of a certain C-R node reaches a pre-determined threshold value, the root node (R) demotes that C-R node and initiates the reselection process. The reselection process involves searching the energy-status column of the neighbouring list and promoting the normal-child node (N) that has the highest energy level among the N nodes to C-R node status. Finally, the root-nodes (R) will announce the newly elected C-R node. Ideally, the threshold value must be large enough for a C-R node to directly send the node IDs of its N nodes and the one-hop neighbouring list to the newly elected C-R node. However, there is always a possibility that a C-R node will go directly into a passive mode (i.e., die) due to external environmental damage.
To prevent this situation, each root node (R) holds a copy of its C-R nodes that allows root nodes to directly link the child nodes (N) of a dead C-R node to the newly elected C-R node. The complete coordination of a root node (R) with the C-R nodes is illustrated in Fig. 5 .
Since the nodes are divided into relatively smaller cells and clusters (i.e., using the draw-grid algorithm) where each cell has a fixed tree hierarchy structure in which nodes are deployed and connected at three levels (i.e., root, child-root, and normal child-root), each node only needs to know its immediate parent node in order to communicate. This structure significantly simplifies node management by making the root nodes (i.e., R) only responsible to collect information from the child-root nodes (i.e., C-R) and making C-R nodes only responsible to manage and collect information from their child nodes (i.e., the leaf-nodes, also referred to as normal-child nodes N in our scheme).
C. Analytical Model of the Proposed Algorithm
Before we present our numerical and simulation results, it is worth mentioning some of our key assumptions and some particular characteristics of the proposed algorithm.
• We assume that the list of tasks that each sensor node performs is pre-determined and pre-embedded into deployed sensor nodes. • We assume that the radio coverage is constant and will remain equal to the sensing nodes. • We assume that all active sensor nodes communicate with each other using a message-based protocol such as a controller area network (CAN) protocol [18] as opposed to address-based communication. Any dedicated message-based protocol may replace the CAN protocol for further exploration. • In our proposed architecture, C-R nodes gather data only from their child nodes, which may be C-R nodes for some other N nodes or root nodes (R) for some other C-R nodes. Regardless of node status, as long as the child nodes exist in the one hop list, the data will be collected by their respective C-R nodes. This implies that the data collection process in our proposed architecture is bounded by a one-hop communication path. This reduces the message collisions and the response times by a large magnitude since data collection is done through communication paths that are established by the CAN protocol and are limited to only one-hop. • One of the main characteristics of our proposed architecture is that it can be used with many applications including remote harsh fields, disaster areas, and toxic urban regions where sensor deployment cannot be performed manually. For the sake of simulation analysis, we define an earthquake as an event. • We assume the following ratios for different activities performed by each sensor node: message-transmission (10), data gathering (1), message-reception (4.5), and managing energy consumption (3) . For the sake of clarity, these ratios can be defined as 10:1:4.5:3 for transmitting messages, gathering data, receiving messages, and managing energy consumption, respectively. • We assume that the transmission time between nodes with the closest level-ID is bounded to 0.6 seconds. It should be noted that we ignore the processing time at the receiver side. • We assume that the probability that a sensor node becomes damaged due to the external environment cannot exceed 10%. (i.e., out of 100 sensor nodes, ten nodes may be damaged in a worst-case scenario). • We assume that the sleep and wakeup modes are used periodically in our proposed architecture. When N nodes are active (wakeup mode) with no activity in a five-second time period, they will automatically go into passive mode (sleep mode). Nodes in sleep mode can only be activated by other neighbouring N nodes that carry the same Cell-IDs. However the activation of the sleep-nodes can only be done due to the occurrence of an event (e.g., a message routing is required for the C-R node). We assume that the wake-up response time is no more than 0.5 seconds. • Finally, we assume that the total energy of each sensor node is limited to twenty.
In our proposed architecture, each cell is organized using a tree topology. For all sensor nodes, energy consumption is contingent to the transmitting and receiving consumptions, except for the C-R and root nodes for which energy consumption is also dependent on the number of management tasks each node performs. This implies that the total energy consumption of a WSN is largely dependent on the frequency by which events occur that trigger the management nodes to perform specific tasks.
We assume that E U represents the utilized energy where E indicates the total amount of energy of each sensor node. Once the clustering of a WSN is done after executing our proposed algorithm, the total number of resultant cells is shown by N C . In each cell, the response time of an event can be approximated as:
where R T represents the total response time, W T is the wake-up time, and C T shows the total number of sensor nodes per cell including both active and passive sensor nodes. Ignoring the nodes in passive mode and considering the other parameters, (1) can be further modified to approximate the total energy consumption as shown in (2).
(2)
where C ACT represents the total number of active sensor nodes in each cell, E R represents the energy used in message-reception (i.e., we assume that the E R = 4.5), E T shows the energy used in message-transmission (i.e., we assume that the E T = 10), and E M represents the energy consumption by sensor nodes in performing several managerial tasks (i.e., we assume that E M = 3). E M is related to the probability of damage (P D ) as well as the low energy pick-up process that should be considered in total energy utilization calculation. Static architecture is relatively less flexible than our proposed architecture since the radio coverage constrains the backup node candidates when one or more sensor nodes is damaged. However, our proposed architecture uses the fixed size for each cell, which allows the manager node to recall (if needed in the case of a dead/damaged node) the backup of each node from the same cell (i.e., no need for external communication). In addition, we use one of the nodes as a gateway; this works exactly the same as an R node. A gateway of one cell can communicate with the gateways of the other cells and can perform the assigned managerial tasks. Each gateway is monitored by one manager node, which is the same as the C-R node defined above. The position of the gateway and manager is determined randomly. Since the gateway and manager nodes may not exist within one-hop of communication distance, the routing of the gateway is also determined at run time. Table 1 shows some of our key assumptions and parameters for the proposed dynamic architecture with fixed cell size, and Table 2 shows our assumptions for the static architecture. The proposed architecture is shown in Fig. 6 , and the static architecture is shown in Fig. 7 .
IV. PERFORMANCE ANALYSIS
The performance analysis of our proposed architecture is based on the architecture shown in Figs. 6 and 7 as well as the assumptions defined in Tables 1 and 2. Table 3 provides specific details of parameters used in the performance analysis of the proposed dynamic scheme (PDS). We evaluate the performance of our PDS with known hybrid and mobility MAC protocols such as X-MAC [20] , Z-MAC [21] , and MS-MAC [23] . Similar parameters have been used for all MAC protocols for simulation. The simulation scenario consists of 450 to 900 nodes with a transmission radius of 30 m. The nodes are randomly placed in a uniform fashion in the area of 1200 × 1200 m 2 . The network is divided into equal 400 m × 400 m regions. The initial energy of the nodes is set at 3.7 joules.
In the first scenario (see Fig. 6 ), all sensor nodes are initially in sleep mode except nodes 11 and 15, which are activated due to the occurrence of an event. It can be seen in Fig. 6 that node 1 is the closest node to the BS. Initially, node 11 and node 15 activate the other normal sensor nodes in the same cell. For instance, node 15 activates nodes 13 and 14 from sleep mode whereas node 11 activates nodes 8 and 10. It should be noted that node 6 is the C-R node responsible for collecting data from the other nodes in the same cell such as nodes 8, 10, and 11. The total response time and the amount of energy utilized for activating the sensor nodes can be approximated as:
T R = 3 × 0.5 sec + 2 × 0.5 sec = 2.5 sec 
Sensor nodes 8, 10, 11, 13, 14, and 15 consume 4.5 as receiving energy to receive data. This action takes the same amount of time and energy for both scenarios as shown in Figs. 8 and 9 . After one second from the initial start, sensor node 9 is damaged, which causes node 7 to choose node 12 as a new C-R node (i.e., root node (R) selected sensor node 12 as a new C-R node since it has the most energy compared to the other normal child nodes). It should be noted that node 9 was previously the C-R node for node 7, and it will be replaced by the new C-R node (i.e., node 12). Since node 12 has more energy, it immediately starts collecting data from the child nodes such as nodes 13, 14, and 15. The total energy that sensor node 12 consumes when receiving data can be approximated as: 3E R = 13.5. Once the data is collected by node 12, it transmits that data to node 7, which in turn consumes transmitting energy of E T = 10.
After 0.5 seconds, node 7 has an energy level of 6 and detects that node 12 has low energy. Since sending data to node 2 is a higher priority, node 7 immediately transmits the data to node 2, which takes half of its energy. After the transmission, node 7 has an energy level of 3. This low energy level of node 7 is detected by node 2, which serves as a root node (R) for that cell.
It should be noted that node 2 has an energy level of 15.5 and is capable of performing managerial tasks such as the selection of the new C-R node. In the same cell, node 11 uses one second to activate nodes 8 and 10. Once these two nodes are activated, node 6 gathers data from them. Node 6 is at a higher energy level and is capable of transmitting data to node 2. Since node 7 has a low energy level, node 2 will demote node 7 and elect node 10 as a new C-R node. Selecting the new C-R node will take an energy level of 3 from node 2. Finally, node 2 sends the data to root node 1, which in turn sends it directly to the BS. Fig. 8 shows the energy consumption for scenario 1.
Scenario 2 (see Fig. 9 ) demonstrates the same energy consumption performance as shown in scenario 1 (see Fig. 8 ) for the three-second time period. Once node 2 sends data to root node 1, node 2 needs to pick up the gateway for cell-3 to replace the weakened node 7. Nodes 13, 14, and 15 are potential candidates to serve as a gateway. Although node 13 has more energy than nodes 14 and 15, it is out of the radio coverage of node 2 and node 10.
In other words, choosing node 13 as a gateway for cell-3 produces a two-hop communication path, which may increase total response time and energy consumption. Therefore, node 2 will choose node 10 as a gateway for cell-3. A complete path will be established when node 10 chooses node 14 and when node 14 chooses node 13 for message routing. As we set a low total energy level for each sensor node in scenario 2, we lose cell-3 to further Fig. 8 . Energy consumption for scenario 1. Fig. 9 . Energy consumption for scenario 2.
Syed Rizvi and Kelsey Karpinski investigate its region. We attribute this loss to the energy consumption as this energy is unable to be used.
To show the stability of the proposed dynamic architecture in terms of energy consumption, we extend our simulation by expanding the simulation time and the number of active sensor nodes. The time-expansion shown in Figs. 10-12 is linear, whereas the number of sensor nodes is increased in a randomly distributed manner. As seen in Fig. 10 , the energy consumption for the proposed dynamic architecture is much less than that of the static architecture. As time progresses, the proposed dynamic architecture maintains a reasonable difference in energy consumption from the static architecture (see Fig. 11 ).
It should be noted in Fig. 12 that the divergence in energy consumption becomes significant for a larger run of simulation time between the proposed and the static architecture. For instance, for a simulation time of 500 seconds, the energy consumed by the sensor nodes can be approximated as 42 J (dynamic architecture), which is much lower than the 90 J of the static architecture. Finally, for a longer simulation time (for example, when time exceeds approximately 600 seconds), the stability in energy consumptions can be evident, as shown in Fig. 12 .
In Fig. 13 , we compare the performance of our proposed scheme for energy consumption versus number of sinks. We computed the energy consumption for varying sizes of clusters where each cluster consists of a large number of sensor nodes. Each sensor node within the cluster can be one or more hops away from their mobile sinks. It should be noted that for a smaller cluster size (i.e., one to two hops), the energy consumption remains almost the same regardless of how many sinks exist within the coverage area. However, when sensor nodes are at the farthest distance from their respective sink (i.e., 4 to 16 hops), more energy will be consumed during message transmission. As soon as we increase the number of sinks within a coverage area, energy consumption decreases linearly.
We also compare the performance of our PDS with the other state-of-the-art dynamic mobility-based protocols such as X-MAC [20] , Z-MAC [21] , and MS-MAC [23] . Simulation results in Figs. 14 and 15 demonstrate the average energy consumption versus number of sensor nodes. To show the stability in energy consumption, we run the simulation for both a lightly-loaded network (see Fig. 14) and a heavily-loaded network (see Fig. 15 ). For both cases, the proposed scheme consumes less energy than the other dynamic protocols. As more sensor nodes are added into the cluster, the performance difference becomes apparent. For instance, the PDS consumes approximately 6.5 J of energy for a heavily-loaded network (i.e., when nodes are reaching 900) in comparison to 8.1 J of X-MAC.
We also evaluated the performance of our proposed scheme in terms of time (i.e., the average latency) that sensor nodes take to deliver messages to the corresponding sink(s). To show that the proposed scheme performs well with a different set of parameters, we observed its message-delay performance for fewer hops (i.e., Fig. 16 with 18 hops) to higher numbers of hops (i.e., Fig 17 with 27 hops). It should be noted that in Fig. 16 , the performance of the PDS is much better than that of the other dynamic protocols in maintaining a reasonable message delay for all values of hops. As more hops are introduced into the sensor environment (see Fig. 17 ), the average latency difference between our PDS and the other dynamic protocols becomes noticeable. For instance, with 27 hops, the PDS approaches approximately 7.5 seconds of average latency, which is much smaller than the latency of 9.5 seconds. 
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Since the PDS offers smaller latency in delivering messages to the corresponding sinks, it provides an impressive network throughput compared to the other dynamic protocols, as shown in Fig. 18 . Simulation results in Fig. 18 demonstrate that the PDS maintains a stable network throughput (measured in kbits/second) for an extended period of simulation time. On average, the PDS maintains a throughput of 350 kb/s, which appears reasonable compared to the other dynamic schemes.
V. CONCLUSION
This paper presents a dynamic architecture for the selforganization of WSNs. Although significant research has been done on this aspect of WSNs, our proposed architecture is suitable for a variety of applications including applications associated with harsh environments. The proposed architecture is dynamic since it reacts at run time to organize sensor nodes when one of the nodes dies or has a lower energy level. Our numerical and simulation results demonstrate that the dynamic architecture with appropriate tasks-distribution management could conserve more energy for a given time than the static architecture. Future work will be focused on investigating the compatibility issues between the medium access control (MAC) protocols and our proposed architecture to further optimize the energy consumption parameters.
