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Introduction
Linear and nonlinear cross-correlation techniques are important tools in the reconstruction of signals. Recently solutions of the linear cross-correlation equations on (0, T ), 0 < T ≤ +∞, are derived by one of the authors [17] .
In this paper we give a complete mathematical treatment of the (real and in general complex) nonlinear crosscorrelation equations of the second kind p 1 (t) − T −t 0 p 2 (s) p 1 (s + t) ds = h 1 (t) , (1.1)
in a finite or semi-infinite interval (0, T ). Following our papers [15] - [17] , by a suitable Fourier transform, we reduce the equations to a bilinear conjugacy problem for two analytic functions which is solved in closed form. For T < +∞ the finite Fourier transforms of the solution functions are extended analytically to the lower halfplane in an explicit way. In order to show that the obtained analytic solutions are representable as finite Fourier transforms we utilize the Paley-Wiener theorem. The desired solutions of the original cross-correlation equations can then be determined by inverse Fourier transform. The scalar case of one equation for T < ∞ is treated in detail by R. D. Nussbaum [9] , [10] using similar methods of complex function theory with Hadamard product representations instead of Cauchy integrals.
Further we remark that the considered equations of the second kind can be used in a Lavrentiev regularization for the corresponding equations of the first kind (cp. [15] , [16] and [10] ). A special class of equations (1.1), (1.2) for T = +∞ occurs in a theory of nonlinear factorization of Wiener-Hopf integral equations developed by N. B. Engibaryan and co-workers [1] , [2] , [3] since the seventieth of the last century. They apply the method of successive approximations.
The considered conjugacy problems are special nonlinear problems of Riemann-Hilbert type for analytic functions. A general class of nonlinear conjugacy problems is studied in [14] . For the theory of scalar nonlinear Riemann-Hilbert problems we refer to [8] and [13] , for the linear problem see [7] .
The plan of the paper is as follows. In Section 2 the equations are stated and transformed to a conjugacy problem for analytic functions. In Sections 3 and 4 the equations are solved in the regular case for finite and infinite T , respectively. The singular case is studied in Section 5. In Section 6 two special classes of equations are considered, including a detailed treatment of Engibaryan's equations.
Notational convention. We use z = x + i y as a generic complex variable, x and y denote real variables. If f is a function, we ambiguously write f (z) for the value of f at z and the function z → f (z), the meaning will be clear from the context. In particular, we write f (x) for the restriction of the function f (z) to the real line.
Transformation of the equations
We consider the system of integral equations of the second kind (1.1), (1.2) on the finite or semi-infinite interval (0, T ).
In general the functions p 1 , p 2 and h 1 , h 2 are complex-valued, but the related real system is an important particular case.
The cross-correlation operators 
is bounded and locally Lipschitz continuous. For T = +∞ the corresponding operator
This operator is neither bounded nor continuous (see [15] - [16] ). For T < +∞ the functions A 1 p and A 2 p tend to zero as
In the following we apply the mixed Fourier transform
to the system (1.1), (1.2) which maps the pair (
The transform F has the representation
with the integral transforms
mapping complex functions q ∈ L 2 (0, T ) into real and purely imaginary quadratic summable functions on the real line, respectively. This yields the following inversion formula to F (q 1 , q 2 ) = f with f ∈ L 2 (R) (cf. [17] ),
3)
The formulas (2.3) remain valid for T = +∞.
With the help of the mixed Fourier transform the application of the cross-correlation operators can be represented as a product of Fourier transforms. More precisely, if F 1 and F 2 are the finite Fourier transforms of p 1 and
In order to derive this representation (cp. [17] ) we consider the two integrals defining
Integrating the first integral by parts, we obtain
Relation (2.5) also holds for T = +∞ and p
replaced by the one-sided Fourier transforms
2) we apply the mixed Fourier transform (2.2). In view of relation (2.5) we get the condition
7) where
If T is finite, G is smooth on R and tends to zero together with its derivatives as x → ±∞.
Setting G := 1 − G and F j := 1 − F j (j = 1, 2), we rewrite (2.7) in the form
We look on (2.9) as a Riemann-Hilbert type problem (cf. [4] , [5] ) for the functions
of the complex variable z. The functions F j are holomorphic in the upper half-plane C + and belong to the Hardy space H 2 (C + ) (see [12] ).
Solution in the regular case for finite T
In the first step we derive necessary conditions for the solutions of (2.9), taking into account that F j are finite Fourier transforms. If T is finite, the functions F 1 , F 2 , and
are entire functions of exponential type. On the real line all three functions tend to 1 as x → ±∞. First of all we observe that any zero of F 1 must be a zero of G. Namely, the reflection
of F 2 is an entire function of exponential type and
In what follows we investigate (2.9) with F j defined in (2.10) in the regular case, where it is assumed that G(x) = 0 on R.
For any continuous non-vanishing function F : R → C we denote by log F a continuous branch of the logarithm. If log F has finite limits at ±∞, the index of F is defined by
For finite T the functions F j tend to 1 as z → ∞ in the closed upper half-plane C + and therefore the number of zeros of F j in C + is finite. By the argument principle this number coincides with ind F j . If F 1 and F 2 solve (2.9) then
At first we consider the case where ind G = 0 and look for solutions F 1 and F 2 without zeros.
Recall that the function G is continuous on R and tends to 1 as x → ±∞. If log G is the continuous branch of the logarithm with log G(−∞) = 0 then also log G(+∞) = 0. Moreover we have
which together with log(1 − G(x)) ≈ −G(x) for all sufficiently large |x| yields that also log G ∈ L 2 (R).
By assumption, the solutions F j of the conjugacy problem (2.9) have no zeros in the upper half-plane C + . Consequently the functions Φ j := log F j , j = 1, 2 (with a continuous branch of the logarithm) are holomorphic in C + . Both functions are continuous in the closed upper half-plane and vanish at infinity. A similar reasoning as was used above for log G shows that
and Φ j belongs to the Hardy space
is a bounded sectionally holomorphic function which by (2.9) satisfies the conjugacy condition
Here Φ − (x) := Φ(x − i 0) and Φ + (x) := Φ(x + i 0) denote the upper and lower limits of Φ on the real line and log G(x) is defined as above.
Since Φ 1 and Φ 2 belong to the Hardy space H 2 (C + ), the solution Φ of (3.5) can be represented by Cauchy integrals (see [4] , [5] , and [12] , Theorem 5.19)
The function Φ of (3.6) has the boundary values
From (3.6) and (3.7), respectively, the expressions for F j follow,
and on the real line we have
where the square root is defined by
By (3.10), (3.11) and the Plemelj-Sokhotsky formulas the analytic continuations of the functions F j from R into the lower half-plane are given by the expressions
In order to prove that the formulas (3.8)-(3.13) indeed give a solution to the cross-correlation problem (1.1), (1.2) it remains to show that the functions F j can be represented as finite Fourier integrals of the form (2.10) with p j ∈ L 2 (0, T ).
be differentiable and let f and f be bounded. Then
is bounded on C.
By Cauchy-Schwarz' inequality the first integral can be estimated by
A similar estimate applies to the third integral. The second integral in (3.14), which is to be understood in the principal value sense if y = 0, is written as
The first integral in (3.15) can be estimated by
The absolute value of the second integral in (3.15) is zero if y = 0 and less than π otherwise.
Applying now Lemma 3.1 with f := log G to (3.8), (3.9) we get the boundedness of F j in the upper halfplane. Further (3.10), (3.11) yield that F j ∈ L 2 (R) since G belongs to that space and the exponential factor is bounded. In the lower half-plane the functions F j are of exponential type since the functions G(z) and its reflection G(z) belong to this class and the exponential factors are bounded. For applying the Paley-Wiener theorem ( [6] , Chap. 6.9) it remains to prove that the parameters 16) satisfy the inequalities a j ≤ 0 and b j ≤ T for j = 1, 2. From (2.10), (3.8), and (3.9) we obtain that |F j (iy)| ≤ const for y > 0, so that a j ≤ 0 for j = 1, 2. Moreover, Lemma 3.1, (3.1), and (3.12) yield for all y > 0 the estimate
i.e. b 1 ≤ T . An analogous estimate for |F 2 (−iy)| shows that b 2 ≤ T which completes the proof.
We remark that in the real case the corresponding solutions are also real-valued because
In the next step we are looking for solutions F j of (2.9) which have zeros in the upper half-plane. Again we assume that G(x) = 0 on R but not necessarily ind G = 0.
By what was said above, any zero z with Im z > 0 of F 1 must be a zero of G and any such zero of F 2 must be conjugate to a zero of G. So let G have the zeros z k , k = 1, 2, . . . , with multiplicities µ k in Im z > 0 and the zeros ζ l , l = 1, 2, . . . , with multiplicities ν l in Im z < 0, respectively. The above considerations lead to the ansatz
where
and only a finite number of the α k and the β l is different from zero. Since the number of zeros of the solutions F j in the upper half-plane must be finite, we can assume that F j have no zeros in C + . According to (2.9) the functions F j satisfy the condition
Comparing the indices of the functions on the left-and on the right-hand side of (3.19) we get
which means that a necessary condition for the existence of a solution is
If this condition is satisfied the index of the function G on the right-hand side of (3.18) is zero and proceeding in the same manner as in the first step we obtain the representations for F j ,
where G(z) := G(z) Π(z) and
for z ∈ C \ R. This leads to the formulas
and
The values of F j on R are
The validation of the solution needs only minor modifications in the estimates given above. 
Theorem 3.2 Let h
with functions F j defined by (3.28)-(3.30).
(
2) has the form described in (i).
The theorem shows clearly that the structure of the set of solutions to (1.1), (1.2) does not only depend on the index of G, but also on the zeros z k and ζ l and their multiplicities µ k and ν l .
In the real case we have G(z) = G(−z). Therefore the zeros of G are reflected at the imaginary axis. Consequently we have to distinguish between zeros on the imaginary axis and outside it. In the latter case the z k and ζ l in (3.17) have to be choosen in a symmetric way with equal α k and β l in reflected points.
Solution in the regular case for T = +∞
For T = +∞ the system (1.1), (1.2) takes the form
for t > 0. The corresponding functions F j (x) := 1 − F j (x) with the Fourier transforms F j (x) defined in (2.6) are the boundary values of the functions
which are holomorphic and bounded in the upper half-plane.
In comparison with the case of finite T there are two major differences. Firstly, the functions F j (z) are, in general, no entire functions and therefore have not to be extended holomorphically into the lower half-plane. Secondly, the function G need not be continuous on R.
As a consequence of the first fact there are no relations between the zeros of F j and G. The problem with the continuity of G is circumvented by an additional assumption.
If T = +∞ we always assume that the function G satisfies a Hölder condition with exponent λ ∈ (1/2, 1] on the closed real line R (cf. [5] ), i.e.
|G(x) − G(ξ)|
If ind G = 0 this assumption guarantees that the function log G satisfies a Hölder condition with exponent λ ∈ (1/2, 1] on R, implying the estimates
for all sufficiently large |x|. The functions F j are then obtained in the same way as above, where the zeros z k in Im z > 0 and ζ l in Im z < 0 with corresponding multiplicities α k and β l , respectively, can now be prescribed arbitrarily with the only restriction that α k − β l = ind G. Hereby we confine ourselves to the case of finite sets {z k } and {ζ l }.
Under the assumption that the function G defined in (3.18), (3.19) is equal to 1 for x = ±∞ and that ind G = 0, the function log G satisfies a Hölder condition with exponent λ > 1/2 on R and we again have F j ∈ L 2 (R) 
. , L) in the lower half-plane, respectively, and corresponding non-negative integers α k and β l with
given by (3.31) with functions F j defined by (3.28)-(3.30).
Solution in the singular case
In the singular case we admit that the function G has zeros on the real line. If T is finite, G is an entire function and G(x) → 1 as x → ±∞. Consequently the number of those zeros is finite and all zeros x m ∈ R have integer order m , i.e. 
G(x)
The function G 0 obeys the relations G 0 (x) = 0 on R and G 0 (x) → 1 as x → ±∞ and hence ind G 0 is well defined. Let G have the zeros z k , k = 1, 2, . . ., with multiplicities µ k in Im z > 0 and the zeros ζ l , l = 1, 2, . . . , with multiplicities ν l in Im z < 0. Note that these zeros are also zeros of the function G 0 = G/Π 0 of the same order. In analogy to the regular case we make the ansatz
Then, finally, the functions F j satisfy the conditions
Note that G(x) = 0 on R and G(x) → 1 as x → ±∞. We choose a finite number of integers α k and β l such that ind G = 0, i.e.
Then we obtain the formula (3.21)-(3.23) for F j , where G is defined in (5.9) with G 0 from (5.7). In view of (5.2)-(5.5) and (5.8) this yields the following representations for F j , 12) and
where the functions Ψ j are defined in (3.23) with G from (5.9). The values of F j on R are given by 16) where the functions F j are defined in (3.29), (3.30) with G from (5.9). Like in Section 3 we obtain that the functions F j := 1 − F j belong to L 2 (R) and satisfy the Paley-Wiener conditions. 1, 2, . . . , n), satisfying (5.10) with G 0 defined by (5.7), the system (1.1), (1.2) has a solution (p 1 , p 2 
Theorem 5.1 Let h
of the the system (1.1), (1.2) has the form described in (i).
Finally we consider the system (4.1), (4.2) with T = +∞. The function G may then have infinitely many zeros of integer or non-integer order on the real line. Here we restrict ourselves to the case of a finite number of zeros with integer order. Under appropriate regularity conditions on G the above analysis for the case T < +∞ goes through also for the case T = +∞. In contrast to the case considered before the functions F 1 and F 2 have to be constructed only in the upper half-plane. The zeros z k and ζ l can now be chosen arbitrarily in Im z > 0 and Im z < 0, respectively, with arbitrary multiplicities α k and β l satisfying (5.10). Then the system (4.1), (4.2) has a solution ( 
Theorem 5.2 Let h
1 , h 2 ∈ L 2 (R + ), let G be definedp 1 , p 2 ) ∈ L 2 (R + ) × L 2 (R + ) given
Examples
In order to illustrate the method we study two special classes of equations. Without mentioning we always assume that the function G has the properties required in the preceding sections.
Scalar equations
We assume that h 2 = h 1 and look for solutions with p 2 = p 1 (an example at the end of this section shows that there may also exist solutions with p 1 = p 2 ). Then the system (1.1), (1.2) is equivalent to the scalar equation
The function G has the form
with real-valued
We have F 2 = F 1 and the conjugacy condition for F := F 1 writes
where again F := 1 − F and G := 1 − G. This leads to the necessary solvability condition G ≥ 0, i.e. G(x) ≤ 1 on R. The solution formulas are obtained from the expression for F 1 (x) above, where the free parameters must be chosen symmetrically, such that F 2 (z) = F 1 (z).
Analogously, for h 2 = h 1 we look only for solutions with p 2 = p 1 and get the scalar equation
Now the function G is the even function
We have F 2 (z) = F 1 (−z) and the conjugacy condition for F := F 1 has the form
Integrating equation (6.4) we get the equation I − (1/2)I 2 = H 0 , where
and hence
In particular, for real h with H 0 > 1/2 there cannot exist real solutions p of equation (6.4). The solution formulas are obtained from the expressions (3.28) where the relation F 2 (z) = F 1 (−z) must be taken into account.
Engibaryan's equations
Engibaryan and his co-workers [2] , [3] investigated the system (1.1), (1.2), and in particular the system (4.1), (4.2) with T = +∞, for real non-negative functions h 1 , h 2 satisfying the inequality
Utilizing the method of successive approximations and the theory of positive operators in cones they studied the existence of real non-negative solutions p 1 , p 2 . In the following we discuss more general (real) solutions of these equations.
Case 1. Let 0 ≤ H < 1. In this case the function (6.9) has no zeros on R, i.e. we have the regular case.
If T = +∞ we obtain
with arbitrary points z k in Im z > 0 and arbitrary points ζ l in Im z < 0 satisfying α k = β l . For real solutions p 1 , p 2 both sets {ζ l } and {z k } must be symmetric with respect to the imaginary axis and the corresponding multiplicities of the reflected points z k and −z k as well as ζ l and −ζ l must coincide. So we get the representation
10) where
This shows that the solutions p 1 , p 2 are represented as finite sums of exponentials and trigonometric functions with polynomial factors. (6.12) In the following subcases we at first assume that T < +∞.
In this case the function
is holomorphic in the upper half-plane, has no zeros there and its value at infinity is 1. This implies that ind G = 0 and µ k = 0, and further α k = 0 and β l = 0. Consequently there exists a unique solution, defined by the functions F 1 and F 2 in (3.10) and (3.11).
is holomorphic in the lower half-plane, has no zeros there and its value at infinity is 1. Like in the preceding case we conclude that the unique solution is given by the functions F 1 and F 2 in (3.10) and (3.11).
possesses two purely imaginary simple zeros z 1 = i y 1 and ζ 1 = −i η 1 with y 1 , η 1 > 0, where y := y 1 and y := −η 1 are the solutions of the equation
We assume that the index of G is zero. Not regarding other complex zeros of G than z 1 with multiplicity µ 1 = 1 and ζ 1 with multiplicity µ 1 = 1, we have two possible choices for α 1 and β 1 , namely α 1 = β 1 = 0 and α 1 = β 1 = 1. The first case corresponds to a solution given by the functions F 1 and F 2 in (3.10) and (3.11), the second solution is given by F 1 and F 2 in (3.28) with the factor (x − i y 1 )/(x + i y 1 ) in F 1 and the factor
The functions F j satisfy the conditions F j (−x) = F j (x), i.e. the solutions p 1 , p 2 are real. In the symmetric case h 1 = h 2 we have η 1 = y 1 and also p 1 = p 2 . In this case the value of I = T 0 p j (t) dt is given by (6.7), respectively, with negative sign for α 1 = β 1 = 0 and with positive sign for α 1 = β 1 = 1.
The subcases 1.1-1.3 for T = +∞ can be treated along the same lines. The only difference lies in the additional factors
with a finite number of arbitrary zeros z k in Im z > 0 and ζ l in Im z < 0. The multiplicities α k and β l have to be chosen such that α k − β l = ind G where the function G is defined in (3.19).
Case 2. Let H 1 + H 2 = 1. This is the conservative case of [2] , [3] (cp. also [1] ). In this case the function G has (exactly) one real zero x 1 = 0, i.e. we have the singular case.
At first we assume that T < +∞. Then the solvability of the problem depends on the numbers
Then the real zero x 1 = 0 of G is simple. The location of the other zeros depends on H j and the values of K j . Subcase 2.1.a. If H 1 = 1 and H 2 = 0 there is only one zero x 1 = 0 of G on the imaginary axis. Considering the requirement ind G = 0 for the index of the function G, we obtain that the unique solution is given by the functions
where the F j are defined in (3.29) and (3.30) with
In this case we have F 1 (0) = 0 and 0 < F 2 (0) < 1, implying that
Subcase 2.1.b. If H 1 = 0 and H 2 = 1 we again have only one zero x 1 = 0 on the imaginary axis and the solution has the same representation as before, but now with
Further we have 0 < F 1 (0) < 1 and F 2 (0) = 0, which implies that
Subcase 2.1.c. If H 1 > 0 and H 2 > 0 the function G has the additional purely imaginary simple zero
where y = y 1 > 0 and y = −η 1 < 0 are the solutions of equation (6.16 
x G(x) .
Replacing the denominator Π 2 (x) = x + i in the second formula of (6.20) by Π 2 (x) = x + i y 1 and the denominator Π 1 (x) = x + i in the first formula of (6.21) by Π 1 (x) = x + i η 1 , the expressions for G simplify to
respectively.
Subcase 2.2. Let K 1 = K 2 . Then x 1 = 0 is a double zero of G and there are no other zeros of G on the imaginary axis.
Taking into account just the zeros on the imaginary axis, we have the solution Let now be T = +∞. In addition to the usual Hölder continuity of G on R and lim x→±∞ G(x) = 1 we assume that the integrals K j and, in Subcase 2.2, also the integrals
are finite. Then the construction of solutions in Subcases 2.1-2.2 is also possible for T = +∞ and yields the same formulas as above. Moreover we get additional solutions by multiplying the functions F j by arbitrary factors of the form (6.17) with α k = β l .
For instance, in Subcase 2.1.a and Subcase 2.1.c with K 1 > K 2 we have the additional solutions
with arbitrary y 1 > 0, G from (6.23), and F j from (3.29), (3.30). In Subcase 2.1.b and Subcase 2.1.c with K 1 < K 2 we obtain additionally the solutions
with arbitrary η 1 > 0. In Subcase 2.2 with h 1 = h 2 there are (at least) two additional solutions, namely
with arbitrary η 1 > 0 and
x 2 G(x) , and
with arbitrary y 1 > 0 and
It is remarkable that in this case the symmetric system with h 1 = h 2 admits a non-symmetric solution with p 1 = p 2 .
