We obtain an explicit crystal isomorphism between two realizations of crystal bases of finite dimensional irreducible representations of simple Lie algebras of type A and D. The first realization we consider is a geometric construction in terms of irreducible components of certain Nakajima quiver varieties established by Saito and the second is a realization in terms of isomorphism classes of quiver representations obtained by Reineke. We give a homological description of the irreducible components of Lusztig's quiver varieties which correspond to the crystal of a finite dimensional representation and describe the promotion operator in type A to obtain a geometric realization of Kirillov-Reshetikhin crystals.
Introduction
Let g be a Kac-Moody algebra with symmetric Cartan matrix. A groundbreaking result by Lusztig was the construction of the canonical basis of the negative part U − q of the quantized enveloping algebra of g (see [10, 11] ). The canonical basis has remarkable properties and yields a basis for any irreducible highest weight g-module V (λ) of highest weight λ. The main tool of Lusztig's work is given by a certain class of quiver varieties (for a precise definition see Section 3.1) known in the literture as Lusztig's quiver varieties.
Motivated by Lusztig's work Nakajima introduced another class of quiver varieties associated to irreducible highest weight g-modules (see [12] for details). Here a geometric description of the action on V (λ) is obtained and certain Lagrangian subvarieties of Nakajima's quiver varieties are defined whose irreducible components yield a geometric basis of V (λ).
Using ideas from [10] an alternative construction of Lusztig's canonical bases of U − q and V (λ) was given by Kashiwara in [5] . These bases have well-behaved combinatorial analogues, called the crystal basis B(∞) of U − q and B(λ) of V (λ), respectively. The crystal B(∞) has a geometric realization in terms of irreducible components of Lusztig's quiver varieties established in [7] ; we denote this realization by B g (∞). Moreover, Saito has shown in [14] that B(λ) also admits a geometric realization in terms of irreducible components of Lagrangian subvarieties of Nakajima's quiver varieties. We denote the geometric realization of Saito in the rest of the paper by B g (λ) and view the crystal graph of B g (λ) as a full subgraph of B g (∞) by identifying the irreducible components in B g (λ) with the subset of irreducible components of Lusztig's quiver varieties satisfying a certain stability condition (see Section 3).
The motivation of this paper is to give a homological interpretation of the actions of the crystal operators in B g (λ) using the combinatorics of Auslander-Reiten quivers of a fixed Dynkin quiver Q of the same type as g. This is achieved by constructing an explicit crystal isomorphism to a realization of B(λ) in terms of isomorphism classes of Q-modules introduced by Reineke in [13] ; we denote this realization by B h (λ). We first give in Theorem 3 a homological description of the stable irreducible components and then make use of the homological description of B g (∞) developed by the second author in [16] and show in Theorem 4 that the embedding of B g (λ) into B g (∞) is compatible with this description when g is of finite type A or D.
In the last part of the paper we consider the standard orientation of the type A quiver and extend the classical crystal structure on the set of irreducible components to an affine crystal structure isomorphic to the Kirillov-Reshetikhin crystal (KR crystal for short). The main idea is to define the promotion operator pr (see Definition 5.2) which is the analogue of the cyclic Dynkin diagram automorphism i → i + 1 mod (n + 1) on the level of crystals. This gives, together with the homological description in Theorem 4, a geometric realization of KR crystals (see Corollary 5.4) ; for combinatorial descriptions of KR crystals in type A we refer the reader to [18, 9] ). It will be interesting to discuss the promotion operator for various orientations of the quiver. The connection to Young tableaux (see Section 5.3) is not known in that case but the description is still possible with several technical difficulties. This construction will be part of forthcoming work. This paper is organized as follows. In Section 2 we present background material. We recall facts on representations of quivers and the construction of Auslander-Reiten quivers of Dynkin quivers as well as facts on quantum groups and crystal bases. In Section 3 we recall the geometric construction of crystal bases in terms of irreducible components of quiver varieties due to Kashiwara-Saito [7] and Saito [14] . In Section 4.1 we develop combinatorics on the geometric constructions using Auslander-Reiten quivers. For this we recall results by Reineke [13] , prove a criterion for an irreducible component of Lusztig's quiver variety to contain a stable point (Theorem 3) and construct an explicit crystal isomorphism from B g (λ) to B h (λ) (Theorem 4). In the final Section 5 we apply the results of Section 4.1 to give a geometric realization of KR-crystals in type A.
Background and Notation
2.1. Let Q be a Dynkin quiver of type A or D with path algebra CQ. Let I be the vertex set of Q and Q 1 the arrow set. For each arrow h of Q pointing from the vertex i to the vertex j we write out(h) = i and in(h) = j. Let g be the simple Lie algebra associated to the underlying diagram of Q over C with simple system {α i : i ∈ I}, simple coroots {h i : i ∈ I}, Cartan matrix C = (c i,j ) i,j∈I , weight lattice P and dominant integral weights P + . By Gabriel's theorem the isomorphism classes of finite dimensional indecomposable representations of Q over C are in bijection to the set Φ + of positive roots of g. For a positive root α ∈ Φ + , we denote by M (α) a representative of the isomorphism class of indecomposable CQ-modules associated to this root.
The symmetrization of the Euler form [4, Lemma 3.6 .11] for details).
2.2.
Here we recall briefly the construction of the Auslander-Reiten quiver Γ Q of Q from [3, Section 6.5]. The vertices of this quiver are given by the isomorphism classes M of indecomposable representations of Q while there is an arrow M → N if and only if there is an irreducible morphisms M → N in CQ − mod (non-isomorphisms that cannot be written as a composition of two non-isomorphisms). Let Q * be the quiver with the same set of vertices and reversed arrows. As an intermediate step we construct the infinite quiver ZQ * which has Z × I as set of vertices and for each arrow h : i → j in Q we draw an arrow from (r, i) to (r + 1, j) and (r, j) to (r, i) for all r ∈ Z.
Example. Consider the Dynkin quiver of type A 3 with orientation
Then ZQ * is given as follows:
A slice of ZQ * is a connected full subquiver which contains for each i ∈ I a unique vertex of the form (r, i), r ∈ Z. There is a unique slice S Q which contains (0, 1) and is isomorphic to Q (in the above example highlighted in blue). The Nakayama permutation ν : Z × I → Z × I gives a bijective correspondence between the indecomposable projectives of CQ and the indecomposable injectives of CQ. For example, in type A n we have
Now Γ Q can be identified with the full subquiver of ZQ * formed by the vertices lying between S Q and the image of this slice under ν (see [3, Proposition 6.5] ). Furthermore ZQ * has a translation structure given by the Auslander-Reiten translation τ given by τ (p, q) = (p − 1, q). This function gives rise to a bijection between the isomorphism classes of indecomposable nonprojectives and the isomorphism classes of indecomposable non-injectives when restricted to Γ Q . We can describe τ as a function on the dimension vectors. For i ∈ I define r i :
Here we denote the dimension vector of the simple CQ-module S(i) by e i . We fix a labeling i 1 , i 2 , . . . , i n of I adapted to Q, that is i 1 is a sink of Q and i 2 is a sink of σ 1 Q and so on (σ 1 revereses the direction of all arrows at vertex 1). For an indecomposable non-projective CQ-module M , the indecomposable non-injective CQ-module τ M has dimension vector r in r i n−1 · · · r i 1 (dimM ).
If we consider the quiver 1 ← 3 → 2 and denote a vertex of Γ Q by the dimension vector of its isomorphism class we get
3. Let (CQ) op be the opposite algebra of CQ. We have a functor D : CQ − mod → (CQ) op − mod, called standard duality functor, between the category of CQ-modules and the category of (CQ) op -modules. For M ∈ CQ−mod we have D(M ) := Hom C (M, C) with (CQ) opmodule structure defined by
. Also we can identify representations of (CQ) op − mod with representations of CQ * − mod. Thus the Auslander-Reiten quiver of Q * can be obtained by reversing each arrow in the Auslander-Reiten quiver of Q and interchanging the roles of τ and τ −1 .
2.4.
Let U q (g) be the Q(q)-algebra with generators E i , F i , K ±1 i , i ∈ I and the following relations for j ∈ I \ {i}
For m ∈ N, let [m] q := q m−1 + q m−3 + · · · + q −m+1 and define for x ∈ U q (g) the divided power
For λ ∈ P + we denote by V (λ) the irreducible U q (g)-module of highest weight λ and let U − q ⊆ U q (g) be the subalgebra generated by F i , i ∈ I.
Definition. An abstract g-crystal B is a set endowed with maps
satisfying the following axioms for
A morphism of crystals which commutes with allẽ i ,f i is called strict morphism of crystals. An injective (strict) morphism is called a (strict) embedding of crystals and a bijective strict morphism is called an isomorphism of crystals.
Let B 1 and B 2 be abstract g-crystals. The set
is called the tensor product of B 1 and B 2 and admits a g-crystal structure where wt(b 1 ⊗ b 2 ) = wt(b 1 ) + wt(b 2 ) and
2.5.
We recall the definition of the crystal bases B(∞) and B(λ) of U − q and V (λ), respectively, following [5, Sections 2 and 3]. We fix i ∈ I in the rest of the discussion. For P ∈ U − q there exists unique Q, R ∈ U − q such that
We define the Kashiwara operatorsẽ i ,f i on U − q by the following rulẽ
. Let A be the subring of Q(q) consisting of rational functions f (q) without a pole at q = 0. Let L(∞) be the A-submodule generated by all elements of the form
and * preserves the weight function (see [6, Theorem 8.3] for details). We can endow B(∞) with a second structure of an abstract crystal denoted by B(∞) * with Kashiwara operators (also called the * -twisted maps)
to v λ and denote by (L(λ), B(λ)) the crystal base of V (λ). Then we have (see [5, Theorem 5] ) π λ (L(∞)) = L(λ) and we obtain an induced surjective homomorphism
with the following properties
We denote by T λ = {r λ } the abstract g-crystal consisting of one element and
By the above properties we have an embedding of crystals
which commutes with theẽ i 's (but not necessarily with thef i 's) whose image is given by (see [6, Proposition 8 
We summarize the above discussion in the following theorem. 
Geometric construction of crystal bases
In this section we review a geometric construction of the crystals B(∞) and B(λ) for λ ∈ P + in terms of irreducible components of quiver varieties.
3.1.
We denote by Q = (I, H) the associated double quiver of Q, where for each h ∈ Q 1 , H contains two arrows with the same endpoints, one in each direction. For an arrow h ∈ H, we denote by h the arrow with out(h) = in(h) and in(h) = out(h). In this notation, the double quiver Q = (I, H) has as set of arrows H = Q 1 ⊔ Q 1 .
the double quiver Q looks as follows.
We define the function
The preprojective algebra Π(Q) is the quotient of the path algebra of the double quiver Q by the ideal generated by
For a fixed finite-dimensional I-graded vector spaces V = i∈I V i over C, we define Lusztig's quiver variety Λ V to be the variety of representations of Π(Q) with underlying vector space V , i.e.
Let Rep V (Q) be the variety of representations of Q with underlying vector space V , that is
which is clearly a closed subvariety of the affine variety Λ V . From now on we constantly identify the points of Λ V (resp. Rep V (Q)) with the corresponding modules over Π(Q) (resp. CQ) and
We have an action of the group
Remark. The definition of preprojective algebras is motivated by symplectic geometry, namely Lusztig's quiver variety can be viewed as the zero fibre of the moment map for the action of G v on Rep V (Q). The additional nilpotency condition on the elements of Λ V is omitted, since we restrict ourselves to preprojective algebras of Dynkin quivers and this condition is automatically satisfied (see [11, Proposition 14. 2(a)]).
Note that, up to isomorphism, Λ V depends only on the graded dimension of V . Therefore we also denote Λ V by Λ(v), regarding the graded dimension of the vector spaces as part of the datum of the representations of Π(Q). The next lemma describes the irreducible components of the variety Λ(v).
Lemma. An element ( 
Proof. For the first claim see [8, Lemma 5.6 ] and hence Λ(v) is in fact the union of these conormal bundles. Since G v is irreducible, we also have that the closures of conormal bundles are irreducible subvarieties of Λ(v). The fact that they are as well the irreducible components follows from Gabriel's theorem, since the orbit space
We denote the irreducible components of Λ(v) by Irr Λ(v) and the closure of the conormal bundle corresponding to the orbit O M by X M . 
For c ∈ Z ≥0 , we further introduce the subsets
Let e i ∈ Z |I| ≥0 be as usual the i-th unit vecor and fix
Considering the diagram 
is a closed subset. So there is an open dense subset of X such that ε i is constant (namely the value of ε i on this subset is ε i (X)). Let
So if X ∈ IΛ(v) i,c , we obtain from the prior considerations that there is an open dense subset U X of X such that U X ⊆ Λ(v) i,c . Since Λ(v) and Λ(v) i,c have pure dimension 1 2 dim Rep V (Q) (see [11, Theorem 12.3] ), we get a bijection It is shown in [7, Theorem 5.3.2] that B g (∞) is isomorphic to the crystal B(∞) of U − q .
3.3.
In [14] , Saito gave a realization of the crystal B(λ) via Nakajima's quiver varieties. In this section we recall the definition of those spaces. To define them we consider a framing on the double quiver Q by adding an extra vertex i ′ and an extra arrow t i : i → i ′ for all i ∈ I.
Example. The framed double quiver for the Dynkin graph of type A 3 is given as follows.
For v, λ ∈ Z |I| ≥0 , we choose I-graded vector spaces V and W of graded dimension v, λ, respectively and define
The action of the group G v can be extended on Λ(v, λ) via
Remark. This definition is equivalent to the one given in [12] stating that there is no nontrivial x-stable subspace of V contained in the kernel of t, see [2, Lemma 3.4]. Moreover, this is a stability condition in the sense of Mumford with respect to the character θ = (θ i ) ∈ Z |I| of G v with θ i = −1 for all i ∈ I (see [12, Section 3.2] ).
The subset Λ(v, λ) st is open in Λ(v, λ) and we clearly have an induced action of the group G v on Λ(v, λ) st . We further have the following.
Lemma ([12, Lemma 3.1]). The action of G v on Λ(v, λ) st is free and Λ(v, λ) st is a non-singular subvariety of Λ(v, λ).
The Nakajima quiver variety is defined to be the geometric quotient of
We denote by Irr L(v, λ) the set of irreducible components of L(v, λ). Now using Lemma 3.3 we can make the following observations. We have
Moreover, we have the following identification
6)
We conclude that the irreducible components of L(v, λ) are in one-to-one correspondence to the irreducible components of Λ(v, λ) that contain a stable point. In [14] Saito describes a crystal structure on Irr L(v, λ) using similar arguments as in [7] . The key point for our approach is the following theorem. 
A description of the irreducible components (3.5) will be given purely combinatorial in the Auslander-Reiten quiver Γ Q in Theorem 3.
Crystals via the combinatorics of Auslander-Reiten quivers
4.1. In this subsection we recall some fundamental definitions from [13] which arise in the context of an explicit crystal structure on certain Lusztig PBW basis.
We define the posets for each indecomposable direct summand B of V . In the same way we can define S ∨ i (Q) with the relation ∨ given by
Example. Let Q be the following quiver The poset P ∨ 1 (Q) is the union of all framed modules: 
and let U M be the direct sum of all τ B such that B is an element of P i (Q) with B V M and B is minimal with this property. We define B h (∞) to be the set of all isomorphism classes of CQ-modules.
Definition.
A quiver Q is called cospecial if dim Hom CQ (S(i), M ) ≤ 1 for all i ∈ I and all indecomposable CQ-modules M . Equivalently, this means that each sink i ∈ I corrspond to a miniscule weight of the Lie algebra of Q (see [16, Corollary 2.22] ). We call Q special if Q * is cospecial. This is equivalent to the fact that no thick vertex is a source of Q, where a vertex i ∈ I is called thick if there exists an indecomposable CQ-module M = (V, x) such that
For a special quiver Q it has been shown in [13, Proposition 6.1] that the module U M is a direct summand of M and the following defines a crystal structure on B h (∞) isomorphic to B(∞):
Remark.
(1) The explicit description ofẽ i can be found in [16, Proposition 2.19 ].
(2) The isomorphism between B h (∞) and B(∞) implies that the module V M is unique.
An alternative proof of this fact can be given as in [16, Lemma 3.15] .
and assume that Q is cospecial and special, then the embedding of the crystal graph of B h (λ) ∼ = B(λ) into B h (∞) can be described as (see [13, Proposition 7.4] ):
4.2.
The remainder of this section develops combinatorics on the geometric construction of crystal bases recalled in Section 3 in terms of Auslander-Reiten quivers. Recall the embedding of irreducible components of Nakajima's quiver variety into the irreducible components of Lusztig's quiver variety from (3.6) . We decribe the image of this embedding. Namely the following result gives a criterion for the irreducible components of Λ(v, λ) to contain a stable point.
Theorem 3. Let Q be cospecial, M ∈ CQ − mod. The following statements are equivalent. This is equivalent to the fact that the restriction of t i to out(h)=i ker x h is injective for all i ∈ I. Hence
Let X * M the closure of the conormal bundle to the G v -orbit to D(M ) in Rep V (Q * ) (recall the definition of D(M ) from Section 2.3). By Lemma 3.1 we have that X * M ∈ B g (∞). Note that min
Hence we obtain
where the last equivalence follows from [16, Proposition 4.7] and the fact that Q is cospecial if and only if Q * is special. We can identify the elements of S ∨ i (Q) canonically with the elements of S i (Q * ) via the standard duality D(M ), since the Auslander-Reiten quiver of CQ * can be obtained by reversing each arrow in the Auslander-Reiten quiver of CQ and interchanging the roles of τ and τ −1 In particular,
This shows that
. This finishes the proof.
4.3.
In this section we shall prove the following theorem. 
Before we are able to prove Theorem 4, we need some preparatory work to show that the crystal operators are well-defined.
Lemma. Let M be in CQ − mod. Then we have
Proof. The case i = j is clear by (4.3) and the definition off i (see Section 3.2).
Let i = j. We consider two cases.
Case 1: Assume thatf i (M ) = (M ⊕ S(i)). Hence
We conclude for this case
Case 2: In this case we suppose thatf
Then we have the following homomorphisms:
Then, from the definition, there is a B ∈ P i (Q) such that C = τ B and we have homomorphisms
Hence Hom CQ (B, τ B) = 0, which is a contradiction. An analog argument shows that there cannot be an indecomposable direct summand B of V M such that τ −1 B ∈ P ∨ i (Q). This yields in this case ε * i (f i (M )) = ε * i (M ).
Proposition. Let λ ∈ P + and M be an element of B h (λ). Then for all i ∈ I:
Proof. Since ε * i (M ) ≤ λ(h i ) for all i ∈ I, it follows from Lemma 4.3 that we only need to show the equivalence
. Since Q is special and cospecial, we have dim Hom CQ (M, S(i)) = This implies
where the last equation follow from the Auslander-Reiten formulas (see [1, Corollary 2.14] ). Hence we have
where the second equality follows from the crystal isomorphism in [16, Theorem 3.26 ]. Conversely, assume that ϕ i (X M ) = 0, i.e. 
Applications to affine crystals and the promotion operator
In this section we consider the type A n quiver Q with index set I = {1, . . . , n} and orientation
Our aim is to describe the promotion operator on the crystel B h (λ) and hence on B g (λ) for a fixed rectangular weight λ = m̟ j , j ∈ I. This will allow us to realize Kirillov-Reshetikhin crystals geometrically.
For an indecomposable module M (r, s) (corresponding to the root α r + · · · + α s ) we abbreviate the multiplicity of M (r, s) in a CQ-module M simply by µ r,s (M ). We fix for the rest of this section an element M ∈ B h (λ). Note that the choice of the orientation gives Example. Let n = 3 and j = 2. Below is the array of M ext and the array of M is highlighted in blue (we abbreviate µ r,s (M ) = µ r,s ).
where we have k 1 = m − µ 1,1 − µ 1,2 and k 2 = m − µ 2,2 − µ 2,3 .
5.2.
Fix an arbitrary C Q-module N and let W N the ∨ -maximal element of S ∨ i ( Q) such that max
and let E N = τ −1 B where B is an element of P ∨ i ( Q) with W N ∨ B and B is maximal with this property. Since S ∨ i ( Q) = {M (i, i), M (i, i + 1), . . . , M (i, n + 1)} we have that W N and E N are indecomposable (if the latter exists). With other words
Definition.
(1) Let N be a C Q-module. We define operators T i for i < j and sh j in order to obtain another C Q-module as follows. Let T i (N ) = N (resp. sh j (N ) = N ) if W N (resp. M (j, n + 1)) is not a summand of N and otherwise we set
We define further pr(N ) = (T 1 • · · · • T j−1 • sh j ) µ j,n+1 (N ) (N ).
(2) We let pr(M ) to be the CQ-module determined by the array µ r,s (pr(M )) = µ r,s ( pr(M ext )) 1 ≤ r ≤ j, r ≤ s ≤ n − j + r.
Proof. Let M ∈ B h (λ) and let pr(M ) the CQ-module as described in Definition 5.2. If we can show that pr(ϕ(M )) = ϕ(pr(M )) we get at once pr(M ) ∈ B h (λ) and the commutativity by (5.3) . Note that M ext also encodes the tableaux ϕ(M ) via µ r,s (M ext ) = # s in row r's of ϕ(M ), 1 ≤ r ≤ j, r ≤ s ≤ n − j + r.
In the remaining part of the proof we will show that pr(M ext ) encodes the skew-tableaux of shape λ\µ, µ = (µ j,n (M ), 0, . . . ), which is obtained from ϕ(M ) as follows: remove all letters n + 1 and slide the boxes up using jeu-de-taquin. This would finish the proof by construction (see Definition 5.2(2)). So assume that the last two rows of ϕ(M ) are given by a 1 a 2 · · · a m−1 a m b 1 b 2 · · · b m−1 b m with b m = b m−1 = · · · = b m−µ j,n (M )+1 = n + 1. So the tableaux corresponding to sh j (M ext ) is given by
If we slide the empty box to the (j − 1)-th row we have to move an entry a p to the j-th row.
In order to figure out what p is we have to consider the sums: Then we have p = max{j ≤ r ≤ n + 1 : −A r is maximal}. By the definition of T j−1 this exactly means that the tableaux corresponding to T j−1 sh j (M ext ) is given by a 1 a 2 · · · a p−1 a p+1 · · · a m b 1 b 2 · · · b p−1 a p b p · · · b m−1
Hence T j−1 slides the empty box in row j to the (j − 1)-th row following the rules of jeu-detaquin. Now it is clear that sliding the empty box in row (j − 1)-th to the top means to apply the operators T j−2 , . . . , T 1 to T j−1 sh j (M ext ). Repeating the above steps yields the claim.
Example. We consider the same situation as in By the calculations in Example 5.2 we see that pr(ϕ(M )) coincides with ϕ(pr(M )).
Combinatorial descriptions of Kirillov-Reshetikhin crystals of type A
(1) n were provided for example in [9] and [18] , where the affine crystal structure in the latter work is given without using the promotion operator. The affine Kashiwara operators are given bỹ f 0 := pr n •f 1 • pr, andẽ 0 := pr n •ẽ 1 • pr. Similarly we get a dim Hom CQ (S(2), pr(M )) = m − µ j,n (M ) + w, where w is the number of times we add an entry to the second column in the process of obtaining pr(M ). Since w = µ j,n (M ) + µ 1,1 (pr(M )) − k 1 we get the desired result.
