We report the optical imaging of a single atom with nanometer resolution using an adaptive optical alignment technique that is applicable to general optical microscopy. By decomposing the image of a single laser-cooled atom, we identify and correct optical aberrations in the system and realize an atomic position sensitivity of ≈ 0.5 nm/ √ Hz with a minimum uncertainty of 1.7 nm, allowing the direct imaging of atomic motion. This is the highest position sensitivity ever measured for an isolated atom, and opens up the possibility of performing out-of-focus 3D particle tracking, imaging of atoms in 3D optical lattices or sensing forces at the yoctonewton (10 −24 N) scale.
The optical imaging of isolated emitters, such as individual molecules [1, 2] , optically active defects in solids [3] , fluorescent dyes in a solution [4] , or trapped atoms [5, 6] , relies on efficient light collection and excellent image quality [7] . Such high resolution imaging underlies many methods in quantum control and quantum information science [5, 6] , such as quantum networks [8] fundamental atom-light interactions [9] , and sensing small scale forces [10] . Individual atoms in particular have been resolved and imaged for many such applications [11] [12] [13] [14] [15] , with performance that depends critically on minimizing misalignments and optical aberrations from intervening optical surfaces such as a vacuum window.
In this article we develop a general method for suppressing aberrations by characterizing and adapting the imaging system, and report the highest performance optical imaging of an isolated atom to date. We image a single 174 Yb + atomic ion with a position sensitivity of ≈ 0.5 nm/ √ Hz for averaging times less than 0.1 s, observe a minimum uncertainty of 1.7(3) nm, and obtain direct measurements of the nanoscale dynamics of atomic motion. Complete knowledge on the wavefront distortions is obtained through the Zernike expansion of the point spread function and we adapt this information to correct aberrations and misalignments. The generality of the described work paves the way for adaptive optimal imaging in many other quantum optical systems as well as other contexts, such as biological microscopy or astronomy.
EXPERIMENTAL APPARATUS
The atomic imaging system is shown in Figure 1 (see also Supplementary section I). We confine a single 174 Yb + ion in vacuum using a linear Paul trap [6, 16] with 3D harmonic oscillation frequencies (ω x , ω y , ω z )/2π = (1, 1.2, 0.8) MHz. Laser light at a wavelength of λ = 369.5 nm is incident on the ion and resonantly excites the 2 S 1/2 → 2 P 1/2 cycling transition (radiative linewidth γ/2π = 20 MHz) as shown in fig. 1a . The ion is lasercooled and localized in each of the three dimensions of position to ∆x = (2n + 1)x 0 , where
nm is the zero-point spread,n is the mean thermal vibrational occupation number along each of the dimensions of motion, and m is the atomic mass [16] . For Doppler laser cooling with the cooling laser at an oblique angle to all directions of motion,n ≈ γ/2ω x ∼ 10, thus ∆x ∼ 20 nm λ and the trapped ion acts as an excellent approximation to a point source.
The isotropic fluorescence from the atom at λ = 369.5 nm is transmitted through a vacuum viewport and collected by an objective lens of numerical aperture NA = 0.6 with 10x magnification [12] (Figure 1b) . The intermediate image passes through a pinhole that spatially filters light from background sources. Additional magnification is provided by a second stage lens that forms an image at the face of an electron-multiplying-chargecoupled-device (EMCCD) camera (Figure 1c) . The objective lens is mounted on a precision 5-axis alignment stage to compensate for comatic aberrations, and cylindrical optics are inserted after the magnifier lens to compensate for astigmatic aberrations.
ABERRATION RETRIEVAL AND SUPPRESSION
The measured spatial distribution of the image is the point spread function (PSF) [17] which contains information about the ultimate resolution achievable in an imaging system and is the building block for more complex image formation through deconvolution techniques. The PSF can be decomposed into Zernike polynomials Z m n (ρ, θ) (See Methods) in space
where F {} is the Fourier transform operator, k = 2π/λ is the wavenumber and the c Decomposing an image into Zernike polynomials relies on numerical algorithms [18, 19] or semi-analytical calculations [20] . Here we obtain a full aberration characterization by using a least-squares fit to the measured data, using the c m n coefficients and the exit pupil radius as fitting parameters. This represents a more general method for aberration retrieval since vector (polarization) effects for higher numerical apertures can be neglected [21] . 2d-f were taken at different distances from the focal plane of the optimally aligned system. The images were integrated for ∼ 0.5 s and fitted according to Eq. 1 to a linear superposition of the first twelve Zernike polynomial basis functions. The overall fitting function is then smoothed by convolving with a Gaussian function that best fits the data and accounts for spatial drifts over long exposures. We find that the optimal image ( Fig. 2f ) has a characteristic radius of ρ 0 = 363(18) nm, consistent with the diffraction-limited Airy radius of ρ 0 = 0.61λ/NA = 375.1 nm given the system numerical aperture.
Based on the one-to-one mapping of the Zernike polynomials to optical aberrations, we plot an aberration budget which shows the leading order aberration contributions to each of the images. For example, the contribution of the dominating negative (positive) defocus term of Fig. 2d (Fig. 2e) shows that we can map axial displacement on a transverse image distribution, with the position of best focus shown in Fig. 2f . Moreover, a contribution of the comatic aberration indicates angular tilt errors and non-zero values of astigmatism indicate anisotropic foci in the system, seen in Figs. 2a-c.
This scheme provides a full quantitative basis for analyzing systems that rely on the aberrations introduced by the particle motion with respect to the objective to extract information on their dynamics. Examples of these experiments involve 3d off-focus tracking [22] and imaging of atoms arranged in 3d lattices [23] . Although we describe an atomic emitter, this method can also be applied to the imaging of microbiological test samples (see supplementary material section III for an example).
POSITION SENSITIVITY
The precision of measuring atomic position is dependent on the imaging system light collection and quality. As a result of the optical aberration characterization, even if it is not possible to directly correct the aberrations in the imaging system by alignment, it is feasible to post process and actively feed-forward the aberrated image and obtain a diffraction-limited performance through a digital filter with the phase information of the Zernike expansion. In this experiment we correct the aberrations by direct alignment (See supplementary information section I).
We measure the sensitivity on the position by taking N images at 1 ms exposure time, binning them over total time duration intervals τ and calculating the Allan variance of the central position [24] .
where M is the number of samples per bin and y n is the centroid of the ion image integrated over time τ . Each image was integrated along one direction and fit to a one dimensional Gaussian linear count density function. The same procedure taken at different times τ leads to a curve of position uncertainty δ x vs integration time as shown in Fig. 3 . The data is corrected for a dead time of 5 ms between each 1 ms frame, allowing for state preparation and laser cooling (See methods and [24, 25] ). The shot-noise-limited position sensitivity is given by 2ρ 2 0 /R 0 τ , where √ Hz is measured for τ < 0.1 s, which is ∼ 3 times higher than shot noise, presumably from camera noise. The ultimate position sensitivity is found to be 1.7(3) nm at τ = 0.2 s. These measurements include small corrections for dead time bias, as described in Methods. rated) measured fluorescence count rate from the atom, F ≈ 10% is the solid angle fraction of fluorescence collected, and η D ≈ 25% is the quantum efficiency of the camera. The observed sensitivity of ∼ 0.5nm/ √ Hz at small integration times is somewhat higher than the expected level of shot noise (shown as the blue line in Fig.  3) , and is consistent with observed super-Poissonian noise on the camera. Finite pixel size and background counts have negligible impact on the measured position sensitivity. We measure a minimum uncertainty of δ x ≈ 1.7(3) nm at an integration time of τ = 0.2 s. For longer integration times, drifts in the relative position between the optical objective and the trapped ion degrade the position uncertainty as shown in Fig. 3 , and with simple mechanical improvements in the imaging setup the resolution can likely be pushed well below 1nm.
Given this uncertainty in the position of the harmonically-bound ion, the sensitivity to detecting external forces is δF = mω 2 x δ x . For a single 174 Yb + ion with ω x /2π = 10 kHz, this would correspond to a force sensitivity in the yoctonewton (10 −24 N) scale, or an electric field at the µV/cm scale. Unlike earlier work [10] , this imaging force sensor applies to single ions and does not require resolution of optical sidebands.
SENSING OF RF INDUCED MICROMOTION POSITION
Confinement of atomic ions in a Paul trap is achieved through oscillating rf electric field gradients that create a harmonic ponderomotive potential [26] . In the presence of a static uniform electric field E, the ion acquires a "micromotion" modulation in position x(t) = X µ sin Ωt to first order in the pseudopotential approximation [16, 26] , where Ω is the drive frequency of the rf trapping field and X µ = √ 2eE/(mΩω) is the micromotion amplitude. The conventional approach for sensing micromotion is based on the first order Doppler modulation in the scattering of light from a laser beam of wavenumber k propagating along the micromotion velocity [27] (See fig 4a) . The correlation between the photon arrival times and the micromotion velocity is measured with a time-to-digital converter. With the excitation laser red-detuned from resonance of order γ and for small levels of micromotion kX µ 1, the measured fluorescence signal takes the form [28] ,
where α, β ≤ 1 are dimensionless constants that depend on the precise detuning and intensity of the excitation laser [28] . In order to also sense a direct position sensitivity to motion, we spatially mask the ion image with a sharp edge aperture, normal to the (x) direction of motion. The mask position can be adjusted from, effectively, a = −∞ (completely exposed) to a = +∞ (completely masked) with a = 0 covering exactly half of the image. The total fluorescence behind the mask is then the integrated fluorescence behind the exposed area, where we assume a Gaussian image distribution in space with root-mean-square radius σ = 0.36ρ 0 and the scale of the mask position a is referred to the object. The cumulative distribution function is
)]/2. We extract the two quadratures of the modulated fluorescence from Eq. 4 by performing sine and cosine transforms of the data. The phases of the modulated signal are calibrated by opening the aperture (a = −∞) and taking the modulation as proportional to cos Ωt. Figure 4b shows the position (sin Ωt) and velocity (cos Ωt) quadrature amplitudes (normalized to the amplitude at a = −∞) as the mask position is scanned. Based on the observed velocity-induced modulation in the count rate with full exposure (a = −∞), we infer a micromotion amplitude of X µ ∼ 20 nm. As the mask is scanned along x, a position-dependent modulation in the fluorescence rate arises, reaching a maximum level at a = 0. The absolute level of this position-dependent modulation is observed to be 15 times smaller than expected from Eq. 4. This may be due to slow drifts in the relative position of the ion with respect to the mask: a fluctuation of just 30 nm over the 300 s integration time required to obtain sufficient signal/noise ratio in the measurement would explain the observed reduction in the modulation. 
METHODS

Aberration characterization
Although optical aberrations can be described in terms of a Taylor expansion of the object height and pupil coordinates, Zernike polynomials Z m n (ρ, θ) are better suited since they form an orthogonal basis set of functions on a unit disk. Zernike polynomials are expressed in polar coordinates ρ and θ as [29] 
where n is an integer number and m can only take values n, n − 2, n − 4, ..., −n for each n. The radial coordinate is scaled to the exit pupil radius ρ p (the radius of the image of the input aperture at the camera). Importantly, each term of this polynomial expansion has a one-to-one relation with a specific kind of aberration. Given the Zernike expansion of a wavefront, we can calculate its deviation from a perfect wavefront using the c m n coefficients of eq. (1).
Dead time corrections
Dead times were corrected using the Allan B-functions [25] defined in the suplementary section
where µ is the noise model coefficient that range between −1 < µ < 1, M is the binning parameter, T 0 is the time between data acquisitions and τ 0 is the sampling time.
Dead times are then defined as t dead = T 0 − τ 0 for single acquisition times. The integration time for the Allan variance is τ = Mτ 0 . The noise model µ upon which the B-functions depend at each τ were found solving
for µ with σ 2 (N, T, τ ) defined as the standard variance.
SUPPLEMENTAL MATERIAL Section I -Details of the experimental set-up
The atomic ion is positioned 11.6 mm from a 4 mm vacuum window. The first assembly of six lenses fabricated by Photon Gear, Inc. allows collection from a large numerical aperture with near diffraction-limited performance [12] . After this lens, we place a 128 µm pinhole to spatially filter the scattered light from the ion trap followed by a short focal length lens. The final measured magnification of the system is 471(3), which was measured by moving the stage holding the lens assembly and observing the translation of the image. As the detector, we used an iXon Ultra 897 electron multiplying camera (EMCCD) with pixel size of 16 µm. Because angular alignment of the lens assembly is crucial, we corrected the tilt with a 5-axis alignment stage with angular resolution of 100µrad. The depth of focus was measured to be on the order of 0.5µm. The presence of astigmatism, which may stem from clamping of the imaging system or cylindrical warping of the vacuum glass, was corrected by placing a slow cylindrical lens after the last lens. The performance of this design was simulated in ZEMAX with an aberration-free spot size of 374.6nm. Section II -Aberration characterization on a state of the art microscope for microbiology research.
Widefield fluorescence images of microspherical test specimens of 0.5 µm radius are taken with the 60x lens array of a DeltaVision Elite (Applied Precision) widefield microscope with NA = 1.49 . The images are expanded in the Zernike basis as described in the paper. We show three images at three different focal planes, the coefficients of determination obtained were 0.77 0.82 and 0.91. 
Section III -Allan deviation dead time analysis
Dead times in the experiment were corrected introducing the Allan B-functions [25] : We first define the Bias functions with the help of the function 
This coefficient relate the standard variance σ 2 (N, T, τ ) with the Allan variance including dead times at the end of the measurement (Without binning). 
This coefficient relate the Allan variance with periodic dead times σ 2 (2, MT, Mτ ) where M is the binning parameter and the Allan variance with dead times accumulated at the end of the sampling is σ 2 (2, T, τ ). In this experiment, we binned M = 200 images of τ 0 = 1 ms with a dead time of 5 ms obtaining T 0 = 6 ms. That is, we measured σ 2 (2, MT 0 , Mτ 0 ). To obtain a dead time corrected Allan variance we need to:
Or the standard deviation
NOISE DETECTION
To obtain a noise model we use the B 1 bias functions
For this we need the σ 2 (2, T, τ ) which can be obtained from the B 3 functions:
To obtain the standard deviation we then square root this expression and solve this equation for µ 
We replace the obtained µ in equation (14) to find the Allan deviation correction with dead times.
