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Sulfide minerals oxidize through interaction with water and oxygen, releasing hydrogen 
ions. The process often occurs naturally near metal sulfide deposits, and can be accelerated 
through mining. Microorganisms accelerate the rate of sulfide oxidation. Acidified streams 
typically contain high metal concentrations (e.g. aluminum) and microbes in these systems may 
develop resistances to metal toxicity. Stream flow can affect sulfide oxidation and microbial 
community structure. Baseflow can influence stream chemistry from interactions with the 
surrounding bedrock, while stormflow affects stream chemistry and the local microbial 
community through dilution and addition of microbes transported by runoff. Microbial 
community composition is affected by seasonal shifts in water chemistry and climate conditions 
like temperature and precipitation.  Little work has addressed the effects of acidification upon 
the biogeochemistry in streams located near sulfide deposits in northern New England and 
similar ecosystems. Maine has numerous metallic sulfide deposits. It is important to understand 
what microbes are present in aqueous systems near these deposits, the effects of chemistry 
 
 
and climate on their structure, and their sulfide oxidation potential within acidifying conditions  
in case one of these deposits were ever to be mined. We conducted a field study to assess 
community structure and its relationships with changing seasonal chemistry and hydrology 
within a naturally acidic stream Blood Brook. In the field, Blood Brook chemistry and microbial 
community was sampled and studied across an 8-month period of seasonal transition. We 
found that the community was resembled a typical community, with a small population of 
circumneutral iron-oxidizing bacteria. Changes in the microbial community structure were 
primarily driven by changes in stream flow throughout the study period, with stormflow overall 
increasing diversity.  
A series of three, five-week, batch reactor experiments were also conducted to assess 
changes within the experimental community exposed to increased amounts of pyrite, and to 
assess how its sulfide oxidation potential changed from differing sampling conditions. 
Experiments were conducted using an abiotic and biotic treatment. During the experiments, we 
found no significant differences between abiotic and biotic sulfate concentration changes, but 
there were significant differences in pH changes between treatments. Microbial community 
analyses of the experimental solutions revealed that there were limited classified sulfide or iron 
oxidizing bacteria, despite precipitate evidence of circumneutral iron oxidizing bacteria. These 
data suggest that there is limited bacterial sulfide oxidation occurring, and that something else 
was driving biological pH changes.  Dominant in the final communities were genera Acidocella 
and Acidisoma, indicating the acidic conditions drove the microbial community to become an 
acidophilic one.  Precipitate observations revealed structures resembling those produced by 
previously identified circumneutral iron oxidized bacteria. The final experimental communities 
 
 
resembled those that have been observed in circumneutral iron-rich groundwater and surface 
water communities. 
We concluded that the Blood Brook microbial community is primarily a stream 
community, whose structure is primarily influenced in changes in hydrologic flow conditions.  
We also conclude that under experimental acidifying conditions, changes in the community are 
primarily driven by decreases in pH and increases in specific conductance.
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CHAPTER 1. THE PROCESSES OF SULFIDE MINERAL OXIDATIVE DISSOLUTION, NATURALLY 
OCCURING ACIDIC STREAM ECOLOGY, AND THE IMPLICATIONS FOR MAINE 
 1.1 Introduction 
 In aqueous systems, sulfide minerals can break down through processes known as 
oxidative dissolution. Acid rock drainage (ARD) occurs when sulfide minerals oxidize through 
interaction with water and oxygen during oxidative dissolution. Hydrogen ions are released 
during oxidation, lowering the pH of water (Nordstrom 1982, Lowson 1982). This occurs 
naturally, with stream hydrology affecting both stream chemistry and the associated 
community through groundwater and surface water interactions, but mining increases 
oxidation rate by exposing an increased amount of sulfide rock to the atmosphere (Caissie et al. 
1996, Londry and Sherriff 2005, Mamaar et al. 2015). Microorganisms can increase the 
production of ARD by increasing the rate of sulfide oxidation by up to five orders of magnitude 
relative to abiotic oxidation (Edwards et al. 1999, Nordstrom and Southam 1997). Evolution of 
water chemistry during the acid producing processes will affect the bacterial community 
present in the streams.  
Maine has not had an active metal mine since 1977 (LePage et al. 1991, Marvinney 
2015).  In recent years, the possibility of opening a new metal mine in Maine has become a 
topic of discussion and proposed legislation.  The state has multiple unmined metal deposits, 
one of the largest being the Bald Mountain deposit, which contains approximately 36 million 
tons of copper and zinc containing ore (LePage et al. 1991).  There has been little research in 
New England on naturally acidic stream microbial communities, or how these communities 
change with the varying weather that accompanies New England’s seasons. With this project, 
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we seek to better understand microbial communities that occur in naturally acidic streams, how 
they relate to stream chemistry, and how these communities and their sulfide oxidation 
potential would change seasonally from differing water chemistry and hydrology when 
subjected to increased acid producing conditions through the addition of pyrite to the aqueous 
system.  
1.2 Stream Hydrology 
 
Streams are created from the excess accumulation of water on the land surface, which 
runs downhill due to gravity (Harvey and Wagner 2000). The water within streams can come 
from two sources; exchange with groundwater aquifers or surface runoff from precipitation. 
Groundwater occurs when rainfall and snowmelt infiltrates into the ground where it is stored 
within aquifers. It enters streams when a saturated aquifer naturally intersects with the ground 
surface at a stream channel (Packman and Bencala 2000, Hill 2000). Groundwater can transport 
solutes dissolved from surrounding bedrock or soil into the stream channel, which affects 
stream chemistry (Harvey and Wagner 2000, Packman and Bencala 2000, Hill 2000) When the 
rate of precipitation is greater than the rate of infiltration into the ground, excess precipitation 
runs down slopes due to gravity into stream and river channels (Harvey and Wagner 2000). This 
can occur whether the ground is saturated or unsaturated. Influxes of surface runoff into the 
stream can dilute the present stream chemistry, as well as carry sediment and new microbes 
into the stream (Londry and Sherriff 2005, Mamaar et al. 2015).  
 Groundwater plays a major role in stream behavior, ecosystem function, and stream 
chemistry. Groundwater is one of the major sources of streamflow, and since the influence of 
groundwater is prominent during normal conditions it is specifically referred to as baseflow 
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(Buttle 1994). Groundwater plays an important part in influencing stream chemistry and 
temperature, which in turn can result in changes in microbial composition at points where 
groundwater enters from the stream bed (Holmes 2000, Constantz et al. 1994). Groundwater 
within aquifers dissolves solutes from the local bedrock. These solutes are then transported 
into the stream channel through interactions with the surface water within what is known as 
the hyporheic zone (Buttle 1994, Findlay 1995, Hill 2000, Packman and Bencala 2000). 
  The hyporheic zone is a channel of water that runs in conjunction and adjacent to the 
stream or river slightly below the bed (Findlay 1995). Here, there are constant exchanges 
between ground and surface water, which can create microenvironments due to temperature 
differences between the stream and the inflowing groundwater (Findlay 1995). Incoming 
groundwater is typically cooler in the summer months and warmer in the winter than the 
surface water (Findlay 1995). Hyporheic flowpaths constantly interchange water between the 
stream and geochemically and microbially active sediments. This provides a constant exchange 
of nutrients in and out of the stream for microorganisms to use both in the sediments and in 
the stream (Caissie et al. 1996, Findlay 1995, Hendricks 1996). Figure 1 demonstrates the 
constant exchanges between stream waters, groundwaters, and the hyporheic zone.                            
The riparian zone is part of the stream system where the environment transitions 
between terrestrial and aquatic, and is distinguished by vegetation, topography, and specific 
soil types (Naiman and Decamps 1997). The riparian zone can control chemistry and hydrology 
of a stream’s base flow during both normal and storm conditions. During storm events, it acts 
as an important source of runoff and helps to control interactions between this runoff and the 
soil slopes. There are preferred macropore flowpaths that account for the exchange of solutes 
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and microorganisms from the soil into the runoff (McDonnell et al. 1990, Peters et al. 1995). 
This process is more important in open hillslopes than in undisturbed forested woodlands. 
Riparian zones also control biogeochemistry within groundwater flows through hydrologic 
flowpaths and water table fluctuations (Baker et al. 2000). Changes in these flowpaths lead to 
changes in oxidation reactions for local microbial communities based on the amount of electron 
donors and acceptors present (Hedin et al. 1998).  
1.3 Microbial Community Structure and Variation 
 
Microbial community composition can vary in both time and space.  Communities can 
be very distinct despite being only meters apart from one another. While there are differences 
there is still likely to be some overlap. These variations make it difficult to establish what is 
“normal” for a microbial community, in either surface water or groundwater systems. The 
Figure 1. Simple Hyporheic Exchange Model (Winter et al. 1998). The hyporheic 
zone, located beneath and adjacent to the stream bed, is a zone of constant 
exchange between groundwater and surface water. 
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following information is the best representation found in the literature of what can be 
considered a standard community composition for both surface and groundwater individual 
environments.  
 For surface water communities, both lake and stream studies were used to identify 
common community structure patterns. The most common class of bacteria to appear 
throughout all studies is Betaproteobacteria. Typically, Betaproteobacteria comprise at least of 
1/3 of the surface freshwater community. Betaproteobacteria includes many bacterial genera 
and species that are planktonic, which accounts for the high abundance in surface waters 
(Fierer et al. 2007, Lindstrom et al. 2005).  Actinobacteria are usually the next largest group 
(Fierer et al. 2007, Lindstrom et al. 2005, Van der Gucht et al. 2005). It some cases, it has been 
observed that Actinobacteria can become the dominant class in freshwater communities, 
typically in high nutrient (phosphorous concentration > 100 µg/L) and non-turbid waters (Van 
der Gucht et al. 2005). 
Groundwater microbial communities are driven by the availability of electron donors 
and acceptors.  Due to the low concentrations of organic carbon that are found in hard rock 
aquifers, electron donors and acceptors usually come from inorganic sources (Beaton et al. 
2016, Mamaar et al. 2015, Santelli et al. 2001, Stevenson 1997). Many groundwater 
microorganisms form biofilms on inorganic sediments, and potentially differ from those free-
floating within the aquifer (Stevenson 1997).  Mamaar and colleagues (2015) found that 
groundwater microbial community structure is independent of the type of bedrock aquifer. 
They also found that structure is dependent upon water residence time within the aquifer and 
the community’s place within groundwater hydrogeological loops. They also saw variations in 
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the community population based on the depth of sampled communities, with deep wells down 
to 100 meters exhibiting a large proportion of iron-oxidizing bacteria belonging to 
Gallionellaceae. Iron-oxidizing bacteria are common in groundwater communities at 
circumneutral pHs (Santelli et al. 2001).  
 Hyporheic sediments also contain unique microbial communities, which is due to 
constant mixing of groundwater and surface water. These communities can be different 
depending upon whether they are growing in an upwelling or downwelling zone within the 
hyporheic zone, which can lead to differences in biologic production and chemical exchange 
(Hendricks 1996).  Communities in downwelling zones have been found to have higher 
metabolic activity, such as electron transport activity and thymidine uptake into DNA, due to 
these zones having greater hydrologic exchange and higher DOC quality derived from surface 
sources (Hendricks 1996). Bacterial population density has been observed to decrease with 
depth in both groundwater and hyporheic systems (Fischer et al. 1996, Hendricks 1996). 
Generally, hyporheic sediments tend to have lower microbial productivity than that of other 
aquatic sediments, presumably due to reduced amounts of organic content. However, 
production is not lower per unit organic matter, which implies that the organic matter which is 
present in the hyporheic zone is of high quality (Findlay and Sobczak 2000). 
1.4 Sulfide Oxidation 
 
Acid rock drainage (ARD) is the acidified runoff resulting from the decrease in pH caused by the 
release of hydrogen ions during the oxidation of sulfide minerals in water.  The oxidation of 
sulfide minerals is the rate determining step of ARD production (Williamson et al. 2006).  The 
most common ARD producing mineral is pyrite (FeS2). Pyrite can be oxidized via two primary 
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mechanisms; dissolved oxygen (DO) and iron (Fe) III (Blowes et al. 2003).  DO is the dominant 
oxidant at circumneutral pHs because Fe (III) has a low solubility, but at acidic pHs (<3.5) Fe (III) 
is the dominant mechanism of pyrite oxidation (Blowes et al. 2003, Williamson et al. 2006). 
DO oxidizes pyrite via the reaction: 
𝐹𝑒𝑆2(𝑠) +
7
2
𝑂2 + 𝐻2𝑂 → 𝐹𝑒
2+ + 2𝑆𝑂4
2− + 2𝐻+ (Eq. 1) 
Fe (II) that is released during pyrite oxidation can be further oxidized to Fe (III) via the reaction: 
𝐹𝑒2+ +
1
4
𝑂2 + 𝐻
+ ↔ 𝐹𝑒3+ +
1
2
𝐻2𝑂 (Eq. 2) 
At circumneutral pHs, Fe (III) primarily complexes with hydroxide ions from water to form iron 
hydroxides: 
𝐹𝑒3+ + 3𝐻2𝑂 ↔ 𝐹𝑒(𝑂𝐻)3 + 3𝐻
+ (Eq. 3) 
At more extreme pHs, Fe (III) can remain soluble and can oxidize additional pyrite which 
releases more hydrogen ions into solution via the reaction: 
𝐹𝑒𝑆2(𝑠) + 14𝐹𝑒
3+ + 8𝐻2𝑂 → 15𝐹𝑒
2+ + 16𝐻+ + 2𝑆𝑂4
2− (Eq. 4) 
The Fe (III) mechanism releases eight times more hydrogen ions, thus decreasing pH at a faster 
rate. Solution pH influences which oxidation mechanism dominates.   
The process of pyrite oxidation is exothermic. In enclosed systems such as mine galleries 
or waste pile, this heat is dissipated into the surrounding medium causing temperatures to rise 
such as at Iron Mountain, in California, a massive sulfide mine that produces gold, zinc, copper, 
and silver ore (Edwards et al. 1999). Here, ARD temperatures can reach upwards of 60 ˚C. These 
temperatures are unlike those occurring in streams. Schoonen et al. (2000) performed an 
experiment that investigated the effects of visible light and its thermal activation on the 
mechanism of abiotic oxidation of pyrite. They found that direct visible light increases the rate 
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of pyrite oxidation by less than a factor of two. This information suggests that pyrite oxidation 
rates in surface environments where there is light should be slightly faster than those contained 
underground in mines where there is little light exposure.  
Other sulfides oxidize via similar reactions to pyrite.  Pyrrhotite can also be oxidized 
using DO and Fe (III) as oxidants; the dominant mechanisms depend on pH (Blowes et al. 2003).  
However, pyrrhotite can also be dissolved via a non-oxidative mechanism that occurs when 
there is no DO present and the mineral is in a highly acidic solution.  Fe (II) is released while the 
sulfide ions combine with hydrogen ions to form hydrosulfuric acid (Janzen et al. 2000, Jones et 
al. 1992, Thomas et al. 2001).  In this case, hydrogen ions are consumed, raising pH via the 
reaction 
𝐹𝑒(1−𝑥)𝑆(𝑠) + 2𝐻
+ → (1 − 𝑥)𝐹𝑒2+ + 𝐻2𝑆 (Eq. 5). 
Oxidation mechanisms and rates for other sulfide minerals are summarized in Table 1. 
The processes described here occur naturally both in the subsurface when groundwater 
reacts with a sulfide bearing aquifer, or on the surface where sulfide bearing rocks are exposed 
to surface water, precipitation, and the atmosphere (Gleisner and Herbert 2002, Nordstrom 
1982). Groundwater and hyporheic exchange can release acidified water and dissolved 
chemicals into streams and rivers, creating naturally acidified and impaired stream 
environments. These processes are accelerated by mining, when a greater surface area of 
sulfide rock is given easier accessibility to water and oxygen (Blowes et al. 2003, Williamson et 
al. 2006).
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Table 1. Oxidation Rates of Various Sulfide Minerals 
Mineral Formula Mechanism 
Dissolution Rate 
(mol/m2/s unless noted) 
Microbial Rate 
(mol/m2/s unless 
noted) 
Conditions Source 
Pyrite FeS2 Dissolved O2 5 x 10-10  8 x 10-8  
pH < 2, 25 
˚C 
Weisener 2002, 
Nicholsan 1994 
Pyrite FeS2 Fe (III) 2.7 x 10-7  10-5 
pH < 2, 25 
˚C 
Rimstidt et al. 
1994 
Pyrite FeS2 Fe (II) 3 x 10-12 mol/L/s  3 x 10-7 mol/L/s 
pH < 2, 25 
˚C 
Singer and Stumm 
1968, 1970 
Pyrite FeS2 
Non-
Oxidative 1.9 x 10-10   
pH < 2, 25 
˚C Weisener 2002 
Pyrrhotite 
Fe(1-x)S 
(x=0-0.2) Dissolved O2 4 x 10-9   
pH < 2, 25 
˚C Janzen et al. 2000 
Pyrrhotite 
Fe(1-x)S 
(x=0-0.2) Fe (III) 3.5 x 10-8   
pH < 2, 25 
˚C Janzen et al. 2000 
Pyrrhotite 
Fe(1-x)S 
(x=0-0.2) 
Non-
Oxidative 5 x 10-10   
pH < 2, 25 
˚C Janzen et al. 2000 
Sphalerite (Zn, Fe)S Fe (III) 3 x 10-7 to 7 x 10-7   
pH < 2, 25 
˚C 
Rimstidt et al. 
1994 
Sphalerite (Zn, Fe)S Dissolved O2 1 x 10-8 to 3 x 10-8   
pH < 2, 25 
˚C Weisener 2002 
Chalcopyrite CuFeS2 Fe (III) 9.6 x 10-9   
pH < 2, 25 
˚C 
Rimstidt et al. 
1994 
Galena PbS Fe (III) 1.6 x 10-6   
pH < 2, 25 
˚C 
Rimstidt et al. 
1994 
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1.5 Sulfide Oxidizing Microbiology 
 
The presence of chemoautotrophic and chemoheterotrophic acidophilic microorganisms 
can increase the rate of sulfide oxidation which is shown in Table 1 (Baker and Banfield 2003, 
Blowes et al. 2003, Johnson and Hallberg 2003). These types of organisms prefer acidic 
environments and use the energy released by the oxidation reactions of sulfides as described in 
section 1.4.  Autotrophs can use carbon dioxide as their carbon source, while the heterotrophs 
must obtain carbon from organic matter such as proteins, carbohydrates, and sugars. Microbes 
play various roles in the chemical cycling that occurs in ARD, including sulfur oxidation and 
reduction and metal oxidation and reduction (Baker and Banfield 2003, Johnson and Hallberg 
2003). Some species can oxidize sulfur and reduce metals like iron anaerobically (Baker and 
Banfield 2003).  Bacteria are the most common sulfide oxidizers, but Archaea can also be found 
in sulfide oxidation systems.  The structure of the sulfide oxidizing microbial community is pH 
dependent, with different organisms taking different roles in the system as the pH changes in 
both natural and laboratory settings (Chen et al. 2014, Liu et al. 2014). Temperature can also 
influence the community structure, but at lower temperatures the community becomes less 
variable (Baker and Banfield 2003). Figure 2 shows how different species of bacteria can take 
similar roles in sulfide oxidation at different temperatures.   
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The most common bacterial genera found in extreme sulfide oxidation systems are 
Thiobacillus and Acidithiobacillus.  The most well-known species of sulfide oxidizing bacterium, 
A. ferrooxidans, is part of the Acidithiobacillus genus (Baker and Banfield 2003). A. ferrooxidans 
oxidizes both sulfur and iron from pyrite via direct and indirect methods (Baker and Banfield 
2003, Sand et al. 2001, Tributsch 2001). In the direct mechanism, A. ferrooxidans attaches 
directly to the pyrite and enzymatically solubilizes the pyrite for its constituents while absorbing 
DO and water. In the indirect mechanism, the microbe catalyzes reactions near the mineral 
which allows further chemical oxidation, such as microbial oxidation of Fe (II) to Fe (III) (Baker 
and Banfield 2003, Sand et al. 2001, Tributsch 2001). At low pHs, the Fe (III) produced from this 
Figure 2. Common Roles of Microorganisms During Pyrite Oxidation 
at Varying Temperatures (Baker and Banfield 2003). Different 
microorganisms can substitute into similar roles within a sulfide 
oxidizing system depending on the environmental conditions.  
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will then in turn be used as for the abiotic mechanism as described in the section 1.4. During 
these processes, iron and sulfur serve as electron donors in the energy generating reactions of 
A. ferrooxidans (Baker and Banfield 2003, Sand et al. 2001, Tributsch 2001). A. ferrooxidans’ 
ideal growth conditions are in a solution at pH 2.0-2.5 and a temperature of 15-35 degrees 
Celsius (Baker and Banfield 2003, Sand et al. 2001). However, it can survive over a pH range of 
1.5-6.0 (Schrenk et al. 1998).  Common microorganisms found in ARD and other environments 
that oxidize sulfide minerals and their ideal growth conditions are summarized in Table 2. 
Table 2. Common Sulfide and Iron Oxidizing Bacteria 
Genus Species 
Temperature 
(˚C) 
pH 
(Optimal) 
Inorganic 
Energy 
Source(s) 
Special 
Notes 
Acidithiobacillus ferrooxidans 
15-30, ideal 25-
28 
1.0-6.0 
(1.3-4.5) 
H2S, 
Sulfides, 
S(0), S2O3-2, 
S4O6-2, Fe(II)   
Nitrogen 
fixer 
Acidithiobacillus thiooxidans 
18-37, ideal 28-
30 (<4) 
S(0), S2O3-2, 
S4O6-2  
Thiobacillus neopolitanus 15-30 (2.8-3.5) 
H2S, 
Sulfides, 
S(0), S2O3-2, 
S4O6-2  
Thiobacillus thermophilica 
15-45, ideal 30-
35 
1-3.5 (2.5-
3.0) 
H2S, 
Sulfides, S(0)  
Thiobacillus thioparus 15-30 (3.5-4.0) 
H2S, 
Sulfides, 
S(0), S2O3-2, 
S4O6-2  
Leptospirillum ferrooxidans >14, ideal 35-40 
1.3-4.0 
(1.6-2.0) 
Fe(II), 
Sulfides 
Nitrogen 
fixer 
Sideroxydans lithotrophicus 20-25 (6.0-8.0) Fe(II)  
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 Extensive research on interactions between extreme sulfide oxidation and 
microorganisms has taken place at Iron Mountain, California (Baker-Austin et al. 2010, Druschel 
et al. 2004, Edwards et al. 1999a, 1999b, Edwards et al. 2000, Jamieson 2011, Johnson 2012, 
Schrenk et al. 1998, Tan et al. 2009, Williams et al. 2016). At Iron Mountain, it has been 
observed that the pH and the microbial community vary seasonally, with the summer microbial 
community being dominated by Archaea, whereas the winter community is dominated by 
bacteria (Edwards et al. 1999, Schrenk et al. 1998). Increased precipitation can affect both 
abiotic and biotic oxidation of sulfides.  It increases dissolution of the mineral, but the increased 
water volume also dilutes the microbial and solute concentrations. 
 While microbial communities and biogeochemistry are understood well in extreme (pH 
1-3.5) sulfide oxidizing conditions, weaker acidic conditions (pH 3.5-5.5) are still poorly 
understood (Jones et al. 2017).  Recently in 2014, reactor experimentation has been conducted 
at the Duluth Complex in Minnesota (Jones et al. 2017). The Duluth Complex has relatively low 
metal sulfide content and higher acid-neutralizing content compared to mines and deposits 
that have been extensively studied (i.e. Iron Mountain). It’s leachate rarely reaches extreme 
pHs and when the sulfide content of the complex is 1% or less it typically is between pHs of 4-6. 
Moderately acidic taxa are often characterized by the presence of microbes such as Thiobacillus 
denitrrificans and Thiobacillus thioparus, along with many unclassified taxa (Korehi et al. 2014, 
Lindsay et al. 2009, Mendez et al. 2008). 
1.6 Acid Neutralization by Dissolution 
Dissolution of non-sulfide minerals occurs simultaneously with sulfide oxidation in 
aqueous environments.  Within these aqueous systems, most neutralization occurs via calcium 
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carbonate dissolution and silicate dissolution (Jambor et al. 2003, Nordstrom et al. 1990, 
Stromberg and Banwart 1994).  Most silicate and carbonate mineral dissolution reactions 
consume hydrogen ions from solution, thus raising the solution pH.  Dissolution and oxidation 
reactions occur simultaneously with the net reaction and solution pH determined by their 
relative rates (Jambor et al. 2003, Stromberg and Banwart 1994, Nordstrom et al. 1990, Weber 
et al. 2005). While the oxidation reactions are producing the hydrogen ions, the carbonate and 
silicate dissolution reactions are consuming them. Which reaction has a faster rate will 
determine how pH is affected. If oxidation is stronger, more hydrogen ions are produced than 
consumed, causing pH to decrease.  If dissolution has a faster rate, the opposite occurs, and pH 
increases.  The amount of neutralization varies depending on the mineralogy of the host rock.  
 Calcium carbonate dissolution can be represented by the following reaction: 
𝐶𝑎𝐶𝑂3(𝑠) + 2𝐻
+ → 𝐶𝑎(𝑎𝑞)
2+ + C𝑂2(𝑎𝑞) +  𝐻2𝑂(𝑙) (Eq. 6) 
This reaction consumes hydrogen ions and releases calcium ions, carbon dioxide, and water into 
the system. Neutralization capacity is dominated by the dissolution of carbonate minerals, but 
there are a few exceptions (Weber et al. 2005). For the minerals siderite and ankerite, the net 
release of hydrogen ions is balanced to the consumption of hydrogen ions during dissolution. 
The iron in the minerals is oxidized, releasing hydrogen, while the carbonate consumes the 
same amount of hydrogen during its dissolution (Jambor et al. 2003, Weber et al. 2005). The 
effectiveness of calcium carbonate as a neutralizing agent can be seen from limestone addition 
being the primary means of remediating ARD affected water systems (Johnson and Hallberg 
2005). 
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 In silicate dissolution, as silicate minerals, hydrogen, and water are consumed, metal 
ions and silicic acid are released (Weber et al. 2005, Craw 2000). The following reaction of 
enstatite dissolution is an example: 
𝑀𝑔𝑆𝑖𝑂3(𝑠) + 2𝐻
+ + 𝐻2𝑂(𝑙) → 𝑀𝑔(𝑎𝑞)
2+ + 𝐻4𝑆𝑖𝑂4(𝑎𝑞) (Eq. 7) 
Silicate minerals have a greater neutralization capacity per mole (Packtunc 1999), but they are 
typically only dominant in the long-term process of neutralization due to their slower rate of 
dissolution than carbonates (Stromberg and Banwart 1994). Iron containing silicates do not 
have an effective neutralization capacity (Plumlee 1999).  Standard log KHs (log of the rate 
constant for proton-promoted dissolution) of various calcium carbonate and silicate minerals 
can be seen in Table 3. 
Table 3. Log KHs of Various Carbonate and Silicate Minerals 
Mineral Formula Log KH Conditions Notes Source 
Calcite CaCO3 -8.48 
None 
Specified  
Nordstrom et al. 
1990 
Muscovite KAl2(AlSi3O10)(F, OH)2 -11.8 pH 1-4  
Kalinowski and 
Schweda 1996 
Hornblende 
Ca2(Mg, Fe, Al)5(Al, 
Si)8O22(OH)2 -10.02 pH 2-5.7  
Golubev et al. 
2005 
Gypsum CaSO4 · 2H2O -4.58 
None 
Specified  
Nordstrom et al. 
1990 
Biotite 
K(Mg, 
Fe)3(AlSi3O10)(F, OH)2 -9.49 pH 1-4  
Kalinowski and 
Schweda 1996 
Diopside MgCaSi2O6 -9.4 
25  ˚C, pH 2-
10 
Calculated 
based off 
Si release Knauss et al. 1993 
Dolomite CaMg(CO3)2 -17.09 
None 
Specified  
Nordstrom et al. 
1990 
Augite 
(Ca, Na)(Mg, Fe, Al, 
Ti)(Si, Al)2O6 -6.7 pH ≤ 6  Sverdrup 1990 
Wollastonite CaSiO3 -7.19 pH 3.1-12.2  
Golubev et al. 
2005 
Jadeite Na(Al, Fe3+)Si2O6 -7 pH 3-6  Sverdrup 1990 
16 
 
1.7 Aluminum in the Environment 
1.7.1 Aqueous Chemistry 
Aluminum plays a lesser role in environmental processes than most other metals, but 
there are increased concerns about slowly elevating levels in surface water (Driscoll and 
Schecher 1990, Martin and McDonald 1988, Pina and Cervantes 1996, Porcal et al. 2010). In 
aqueous environments aluminum complexes with OH-, F-, SO42-, HCO3-, and organic compounds, 
with OH-, F-, and the organic compounds being the most significant (Driscoll and Schecher 
1990). Aqueous aluminum is the most bioavailable form of aluminum, but it represents a 
minute faction of the total aluminum in the environment (Driscoll and Schecher 1990). Due to 
aluminum’s low solubility and slow dissolution kinetics, it typically is unavailable for 
biogeochemical reactions, but the main source of aqueous aluminum is the decomposition of 
aluminosilicate minerals (May et al. 1979, Bloom 1983).  Lower pHs raise the solubility of 
monomeric and complexed aluminum in aqueous systems (Burgot 2012). Acidic solutions help 
to mobilize aluminum in soils, such as in the case of acid rain, which increases total aluminum 
concentration in soil solutions and surface water (Pina and Cervantes 1996). At circumneutral 
pHs, most aqueous aluminum is bound onto organic ligands, or complexed with sulfate or 
hydroxide. At a pH of 5 and below, the monomeric form of aluminum, Al3+, becomes the 
predominant aqueous species (Pina and Cervantes 1996). Biologically, aluminum is 
quantitatively unimportant as it is not a plant or animal nutrient, but it is a toxicant (Bohn et al. 
1985).   
Acidified waters usually have higher aluminum concentrations due to more extreme 
pHs. Aluminum tends to form strong complexes with sulfate, where aluminum sulfate 
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comprises a much higher molar percent of the aqueous species in acidified waters compared to 
surface water at similar pHs (Driscoll and Schecher 1990, Espana 2007). When pH drops below 
3.5, the predominant form of aluminum becomes its monomeric form, regardless of the 
amount of sulfate present in the system (Figure 3) (Driscoll and Schecher 1990, Pina and 
Cervantes 1996). Within acidified waters, aluminum and iron can act as pH buffering agents 
(iron: pH 2.5-3.5, aluminum: 4.5-5.0) (Espana 2007).  Aluminum also can scavenge toxic trace 
metals out of acidified systems (Espana 2007).  These characteristics allow aluminum’s toxicity 
to be stronger at lower pHs and sulfate concentrations. 
Figure 3. Speciation of Aluminum Based On pH and Sulfate Concentration (Driscoll 
and Schecher 1990). At lower pHs like those generated by long-term sulfide 
oxidation, the prevalent form of Al is its monomeric form.  This is toxic to many 
microorganisms. At circumneutral pHs Al is complexed, rendering it non-toxic.  
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1.7.2 Effects on Microbiology 
Inorganic aluminum is toxic to a wide variety of organisms, including microbes (Driscoll 
and Schecher 1990, Driscoll et al. 1980, Pina and Cervantes 1996). The toxic form of aluminum 
to an abundance of species is the monomeric form of Al3+ where it replaces other ions, usually 
magnesium, in critical biological functions. Aluminum has a 107 stronger bond with ATP than 
magnesium, which means that magnesium must be present in an aqueous system at a 
millimolar level to overcome an aluminum concentration of only nanomoles (MacDonald and 
Martin 1988).  Different bacteria have different levels of aluminum tolerance, ranging from 
micromolar to millimolar levels (MacDonald and Martin 1988). Lower concentrations of iron 
increase Al toxicity, which suggests that aluminum uptake involves iron transport systems (Pina 
and Cervantes 1991, Davis et al. 1971). Most common ARD bacteria are metal-tolerant because 
ARD often contains high concentrations of metals, including aluminum. A. ferrooxidans and A. 
thiooxidans exhibit reduced growth patterns in aluminum sulfate levels of 200 mM but 
maintain enough resistance to Al to still double their optical density (Fischer et al. 2002).  
Certain acidophilic bacterial genera exhibit enhanced growth in acidic, high-aluminum 
media. Wakao et al. (2002) demonstrated that members of the genus Acidocella exhibit 
enhanced growth when directly increasing the concentration of aluminum.  The exact 
mechanism of these microorganisms’ tolerance to aluminum and why they exhibit these 
enhanced growth rates is still unknown.  Pseudomonas fluorescens was reported to sequester 
and detoxify aluminum by producing an extracellular lipid compound, but this has been 
disputed as this lipid compound has been identified in both aluminum-sensitive and aluminum-
resistant bacteria (Appanna and St. Pierre 1994, Vargas et al. 1995).  
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1.8 Maine Mining and Its Potential Risks 
 
   Figure 4 shows both legacy mines and unmined major deposits in the state (Maine 
Geological Survey 2005).  Recently, political discussions have addressed the issue of relaxing 
current mining regulations, which could lead to the opening of a new metal mine in Maine.  The 
Figure 4. Mined and Unmined Metallic Deposits in 
Maine (Maine Geological Survey 2005). Around the state 
are many deposits that contain a strong sulfide presence 
(i.e. Katahdin Pyrrhotite Deposit).  These deposits, if 
mined, have the risk of producing accelerated sulfide 
oxidation, which can result in acidified aqueous 
conditions and negative environmental impacts. 
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most recent development in the discussion comes as of May 9th, 2017. The Maine senate voted 
to ban larger sized open-pit mines and the underwater storage of mine wastes with bill LD 820 
(Cousins 2017). Possible sites include Lead Ridge, Mount Chase, Alder Pond, and Bald Mountain 
(Marvinney 2015).  Lead Ridge in Pamanchee contains zinc, lead, and copper ore. Mount Chase 
contains those as well as silver. Alder Pond is an underground deposit that has an estimated 1.5 
to 3 million tons of copper-zinc sulfide ore (Marvinney 2015, Marvinney and Berry 2015).  Bald 
Mountain contains an estimated 36 million tons of copper-zinc sulfide close to the surface 
(Maine Geological Survey 2005). Due to its size and accessibility Bald Mountain has been the 
site of major focus for exploration and debate within the public eye for the at least the past five 
years (Brino 2016, Cairn 2013).  
 The prospect of opening a new mine in Maine also comes with the potential risk of 
sulfide mineral deposits having increased exposure to water and oxygen, which increases the 
generation of ARD. Tailings are the waste material left over after the valuable materials are 
extracted from an ore. They are the most significant environmental concern for mines 
(Marvinney 2015).  In the legacy mining sites, the waste sulfides are unsegregated rather than 
having the sulfides separated out (Marvinney 2015, Marvinney and Berry 2015).  After ore 
processing, tailings are typically contained in impoundments to restrict access to oxygen, but 
water can still access and oxidize the sulfides (Blowes et al. 2003).  Runoff from these tailings 
can enter surrounding aqueous environments, both ground and surface water.  This causes 
numerous environment problems, including disrupting food webs and biological functions 
through the changing pHs (Blowes et a. 2003). Even only slight acidity has a large effect upon 
endangered Atlantic Salmon populations. It has been shown that changing pHs both negatively 
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impact the fishes’ growth and the spawning of their food source insects (Sibrell et al. 2006). 
Since lower pHs increases the solubility of metals, when acidified water enters more neutral 
waters some of these metals will precipitate out as the pH rises (Burgot 2012, Johnson and 
Hallberg 2005). The massive amounts of precipitates can cloud water, which kills plants, and 
smothers fish by blocking oxygen transfer within their gills (DeNicola and Stapleton 2002).  
 An extreme example of the fallout that occurs when mine waste is mishandled is the 
Summitville Mine in Colorado. In 1992, extremely acidic (pH < 3), metal rich runoff escaped 
from tailings compounds, into the surrounding environment (Bigelow and Plumlee 1995). 
Approximately 210 million dollars has been spent by the Environmental Protection Agency to 
help remediate the mine (Bigelow and Plumlee 1995, Rieder et al. 2013). In recent years, 
remediation attempts have appeared to start to be successful. Vegetation is being restored, 
with the plant community beginning to shift from seeded plants to those in a reference 
environment (Rieder et al. 2013). While the escaped runoff was the long-term environmental 
concern, there is belief that natural drainage will still be a problem, even after remediation 
efforts are completed (Gray et al. 1994). 
1.9 Project Objectives 
 
Knowing the effects microbial populations can have on sulfide oxidation and 
acidification, it is important to understand how seasonal variations in stream chemistry, 
temperature, and precipitation will have upon their community structure in Maine waters near 
a sulfide bearing deposit.  Maine’s climate has three general zones; coastal, southern interior, 
and northern continental (Fobes 1946). Precipitation in all zones is generally constant, varying 
around 1.5-2 inches from summer to winter (US Climate Data 2018).  Precipitation and storm 
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events can change stream chemistry through dilution. Having most precipitation stored as snow 
in Maine’s winter creates a delayed response to precipitation events for stream chemistry and 
the microbiological response.  Temperature patterns in Maine are related to the coastal vs. 
continental regions.  On the coast, average seasonal temperature changes have less variation, 
and are overall about 3-5 degrees (F) warmer than continental temperatures (US Climate Data 
2018).  A majority of Maine’s unmined deposits are in the northern continental part of the state 
(Figure 4), but there are a few located within the coastal region. These variations in climate 
from season to season could have an impact upon a microbial community’s ability to accelerate 
sulfide oxidation, otherwise known as its sulfide oxidation potential. 
To better understand the effects of Maine’s seasonal climate changes on its microbial 
population, stream chemistry, and hydrology, Blood Brook, a naturally acidic and impaired 
stream (Whiting 2011), located near the Katahdin pyrrhotite deposit, was studied to: 
1.) Characterize the microbial community present in a naturally acidic stream in Maine. 
2.) Identify variations in Blood Brook’s community over a period of seasonal transition 
while comparing this community to what has been commonly observed in surface 
water streams through the literature. 
3.) Identify water source input for the selected field site at each time it was sampled to 
help explain hydrologic influence on stream chemistry and the microbial 
community. 
4.) Identify correlations between changes in the microbial community and stream 
chemistry.  
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5.) Experimentally identify how the community changes when subjected to increased 
exposure to sulfide minerals. 
6.) Experimentally identify changes to the communities’ sulfide oxidation potential 
based on differences in sampling conditions (i.e. chemistry, temperature, 
precipitation). 
To do this, water was sampled from Blood Brook, and stream chemistry measurements were 
taken across an 8-month period (July ’15 – February ’16). Blood Brook is classified as an 
impaired stream by the Maine Department of Environmental Protection and is naturally weakly 
acidic (pH of 4.5-5.5), like that of the Duluth Complex (Whiting 2011, Jones et al. 2017).  By 
observing and understanding microbial, rock, and water interactions occurring in this naturally 
acidic stream we may get an idea of how acidification may look if one of Maine’s deposits was 
cleared to be mined.  
Understanding how the microbial community already present in Maine’s environment 
changes and evolves throughout the acidification process is important to better manage mine 
wastes and reduce remediation efforts and costs. To do this, a series of batch reactor 
experiments was also performed to assess the effects of the changing seasonal conditions 
within Blood Brook on the sulfide oxidation potential of its microbial communities. Experiments 
were run using water samples taken from Blood Brook during three different sampling events 
of the study period (October, December, January). The acidifying conditions were created by 
incubating the samples with pyrite to promote sulfide oxidation conditions. 
Under the experimental acidifying conditions, we hypothesized that Blood Brook’s 
microbial communities would evolve into those containing an increased population of 
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acidophiles that participate in the oxidation of the pyrite and exhibit tolerance for high metal 
concentrations. The microbial community will respond to changes in chemistry by populations 
of microbes that are better adapted to the new conditions becoming more abundant. Many of 
the present dominant surface water bacteria like those of Betaproteobacteria, will begin 
exhibiting smaller populations as conditions move towards unfavorable acidic conditions.  The 
likelihood of the community to develop a strong abundance of iron-oxidizers could push the 
overall community structure towards one that resembles a groundwater community and those 
observed in well studied acidified mine sites.  
We also hypothesized that samples collected when the dominant source of flow in 
Blood Brook was stormflow will have decreased oxidation potential due to dilution of the 
bacteria within the community participating in sulfide oxidation. Stormflow water also comes 
from more oxidized soil environments that would contain less sulfides (Evangelou 1998). By 
completing the proposed research goals, we hope to understand how microbial communities 
from a naturally acidic stream are affected by chemical variations and hydrology within the 
stream water, and how this affects the communities’ iron sulfide oxidation potential.  This will 
provide a better understanding of the response of Maine microbiology to acidification and 
seasonal changes in stream chemistry and hydrology. The results of the field and experimental 
portions of this project are presented below in Chapters 2 and 3 respectively. 
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CHAPTER 2. NATURALLY ACIDIC STREAM MICROBIAL COMMUNITY VARIATION IN RESPONSE 
TO CHANGING SEASONAL CONDITIONS 
2.1 Introduction 
 
 Within this chapter are the methods and results of the field examination of Blood 
Brook’s seasonal chemistry, hydrology, and changing microbial community. To reiterate, the 
goals of the field portion of the project were as follows: 
1.) Characterize the microbial community present in a naturally acidic stream in Maine. 
2.) Identify variations in Blood Brook’s community over a period of seasonal transition 
while comparing this community to what has been commonly observed in surface 
water streams through the literature. 
3.) Identify water source input for the selected field site at each sampling point to help 
explain hydrologic influence on stream chemistry and the microbial community. 
4.) Identify correlations between changes in the microbial community and stream 
chemistry.  
By accomplishing these research goals, we will add to the understanding of the interactions 
between water, rock, and biology within this naturally acidic system. Understanding these 
dynamics will increase knowledge of Maine’s ecosystems involving sulfide bearing rock 
deposits. 
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2.2 Methods and Materials 
 
2.2.1 Field Site Selection 
  
 Water for the project was collected from Blood Brook (outlined in red in Figure 5) near 
Katahdin Iron Works State Park in Brownville Junction, Maine. The Katahdin pyrrhotite deposit 
was mined in the 1800s as an open pit site for iron ore to use in the production of pig and cast 
iron at the Iron Works. The deposit contains 200 million tons of pyrrhotite (Foley 2003, Whiting 
2011). Pits used for mining are still present to the south of Blood Brook on the slope of Ore 
Mountain (Figure 5). This deposit, referred to as the Katahdin Pyrrhotite Deposit, is located on 
the north side of Ore Mountain within Devonian aged gabbro (Hanson and Sauchuk 1991).  
Many streams in this area have natural acidity due to groundwater interactions with the 
massive sulfide deposit within the bedrock (Whiting 2011). The most prominent of these is 
Blood Brook where the pH is usually around 4.5 but can range from 4-6 (Whiting 2011). Blood 
Brook empties into the West Branch of the Pleasant River (WBPR; Figure 5). While Blood Brook 
has been classified as an impaired stream with unusually high aluminum levels by the Maine 
Department of Environmental Protection (DEP), it has been determined that it has very little 
influence on the overall chemistry of the WBPR (Whiting 2011). Blood Brook is shallow and 
roughly 3-9 meters. wide.  Samples for this project were collected from a slow-moving portion 
of Blood Brook approximately 150 meters upstream from where it empties into the WBPR. No 
macroscopic organisms were visible in the stream apart from insects occasionally on the 
surface.  The rocks that make up the banks and base of Blood Brook are covered with a rusty 
red colored staining, which contributes to the source of the streams name as can be seen in the 
right image of Figure 6.  Within the stream there is a film of precipitate that is a similar color 
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which covers most of the rocks on the stream base. As mentioned in Chapter 1, pyrrhotite, like 
that within the Katahdin deposit, can oxidize in an acidic environment in the absence of DO, in a 
process that gives it some neutralization capacity. However, given the stream bed of Blood 
Brook is composed of bedrock and the stream itself is only weakly acidic (pH 4.5-5.5), this type 
of dissolution is likely minimal compared to pyrrhotite oxidation. 
Figure 5. Map of Blood Brook and the Surrounding Area (Whiting 2011). Blood 
Brook is a tributary to the West Branch of the Pleasant River. Located to the 
southeast of Blood Brook are the ore pits where ore was extracted for use at 
Katahdin Iron Works.  
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2.2.2 Sampling 
 
 Sampling of Blood Brook was conducted once roughly every month, 20-40 days apart, 
across an 8-month period that spanned summer through winter. This sampling was chosen to 
find how Blood Brook’s chemistry and microbial community varied at monthly intervals. 
Sampling began in July and proceeded until February of the next year to see how these changes 
would appear across a seasonal gradient. Specific conductance, pH, and dissolved oxygen 
concentration were recorded using portable field meters, which were standardized prior to 
visiting Blood Brook. Three readings were taken for each parameter and averaged. At least 3.5 
liters of water were collected during each sampling event in 3.5-liter Nalgene bottles for 
microbial community analysis, alkalinity titration, and sulfate concentration analysis. Bottles 
Figure 6. Images of Blood Brook (Winter and Summer). The rusty red 
color from which Blood Brook gets its name can be seen in the right 
image. Blood Brook is a bedrock stream, with bedrock pieces comprising 
its base and most of the banks. Coating the rock base is a thin film of 
precipitate which bears the same color as the oxidized rock. 
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used were acid washed with 10% HCl, thoroughly rinsed with deionized water, soaked in 70% 
ethanol, and rinsed with deionized water again at least 24 hours prior to the sampling date to 
avoid sample contamination. The ethanol wash was done as an alternative to autoclaving as the 
bottles were not made of autoclavable material. The 3.5-liter bottle was submerged in the 
stream without disturbing sediments and filled to the brim to reduce air exposure within the 
bottle. Once capped, the bottle was sealed with Parafilm and placed on ice for transport to 
return to the University.  Samples were then stored at 5˚ C in the geochemistry laboratory until 
use.  
2.2.3 Sulfate Analysis 
 
 Sulfate concentration was measured using a variation of the standard Hach colorimetric 
method using Hach Sulfaver 4 Reagent packets and a Genesys 10vis spectrophotometer (Hach 
Method 8051). The technique was adapted for use on a more powerful and detailed 
spectrophotometer. For each sample, four 2.5 mL aliquots of sample water were taken from 
the water collected in the field, pipetted into 10 mL sample cells and diluted to 10 mL with 
deionized water. One of the sample cells was set aside to be used as a blank. All sample cells 
were acid washed with 10% HCl and rinsed thoroughly with deionized water. Three reagent 
packs were emptied into the remaining three sample cells, shaken, and allowed to stand 
undisturbed for 5 minutes. The spectrophotometer was then zeroed with a blank, standardized 
with three standards, and the three samples read for absorbance at 420 nm wavelength.  These 
absorbances were then used to calculate sulfate concentration from the following formula:  
 𝑦 = 0.0068𝑥 + 0.015 (Eq. 7) 
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 This formula was constructed using multiple known standards prior to measuring sample 
sulfate concentrations (Figure 7). The calculated sulfate concentrations were then recorded. 
During measurements, the standardized formula was extremely close to the original 
constructed standard formula, only requiring minor adjustments. 
2.2.4 Microbial Community Extraction and Analysis 
 
 Following each field sampling, 1800 mL of collected sample was filtered and DNA 
extracted from the subsequent filtrate to find microbial community composition. Using a 
vacuum flask, water was filtered through a sterile 0.45-micron (HACH) pore size polycarbonate 
filter for a total of 600 mL or until no more water could pass through the filter.  This was 
repeated three times. These filters were then used with MoBio PowerWater DNA extraction kits 
Figure 7. Constructed Standard Sulfate Curve. This trend was constructed 
from multiple prepared sulfate standards at various concentrations. Each 
time sulfate was measured in samples, the spectrophotometer was 
standardized using three of the prepared standards and compared back 
to this original curve for accuracy. 
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per the manufacturer’s instructions to obtain three 100 µL aliquots of DNA for each month in 
the study period. These DNA samples were stored at -80˚ C until further use. Concentrations 
(ng/µL) of the DNA samples were measured using a Thermo Scientific NanoDrop 2000 
Spectrophotometer in the Deering Microbiology Lab. 
 Illumina MiSeq sequencing of the V4/V5 region of the 16S rRNA gene (metagenomics 
assay) was done by the Genomics Sequencing and Analysis Facility (GSAF) at the University of 
Texas at Austin. Samples were prepared for analysis by diluting all samples to a common 
concentration under 10 ng/µL. Aliquots of 25 µL of the normalized samples were shipped 
overnight on dry ice to the sequencing facility. Results for the field communities from the GSAF 
can be found online in the National Center for Biotechnology Information’s (NCBI) GenBank 
database under accession number PRJNA430708. 
2.2.5 Alkalinity Titration 
 
 For each sampling point in the study period 50 mL of sampled water was titrated with 
0.020 N sulfuric acid to find alkalinity in mg/L of calcium carbonate (CaCO3). 50 mL of sample 
was placed in a 100 mL Erlenmeyer flask with the probe of a benchtop pH meter. Titrant was 
added to the sample water dropwise from a 50 mL burette until the pH of the sample reached 
4.5. The volume of titrant (mL) added to the solution was then multiplied by 20 to find total 
alkalinity (mg/L CaCO3). Since all the samples had a starting pH of ~6 or lower, all their total 
alkalinities were in the bicarbonate form (Eaton et al. 2005).  
2.2.6 Inductively Coupled Plasma Optical Emissions Spectrometry (ICP-OES) Analysis 
 
 Each month, immediately upon returning from field sampling, three aliquots of 5 mL 
were transferred to three acid washed 25 mL sample bottles from the 3.5 liters of collected 
32 
 
sample for analysis on the ICP-OES in the Deering Hall Analytical Lab at the University of Maine. 
These samples were acidified to 1% using nitric acid (HNO3). This is for stability and 
comparability to the standard solutions. Samples were analyzed for the following using 
standard ICP-OES methods (Eaton et al. 2005); Ca, Mg, K, P, Al, B, Cu, Fe, Mn, Na, S, and Zn. 
2.2.7 Stream Water Source Input 
 
2.2.7.1 Blood Brook Watershed Area with ArcGIS 
 
The estimated area of Blood Brook’s watershed was calculated in ArcGIS.  The original 
file was a streams and rivers shape file downloaded from the Maine Office of GIS at 
https://www1.maine.gov/geolib/catalog/index.shtml. This file was cut down to the area of 
Piscataquis County, Maine, the county where Blood Brook is located.  A digital elevation model 
map (DEM) of Maine was also obtained, cut, and modified to match the same area as the 
streams and rivers shape file. From here, Watershed and Stream Network Delineation using 
ArcHydro Tools was partially followed (steps 1-3 as described in the rest of this section) until 
the step necessary to obtain an estimated watershed area for Blood Brook (Merwade 2012).  
The first step of the process reconditions the DEM using the AGREE system.  This 
method was originally developed by the Center for Research in Water Resources at the 
University of Texas Austin. It was created as an alternative to the “burning the streams” 
method, where elevation was just dropped to match that of the streams (Hellweger 1997). The 
DEM is reconditioned assuming that the streams and rivers shape file is more accurate than the 
DEM. The AGREE system adjusts the surface elevation of a DEM consistent with vector 
coverage, where the vector coverage is streams or ridge-line (Hellweger 1997). It does this by 
pushing an unaltered DEM along the linear vector. In this case, the vector is the stream shape 
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file. This creates a new DEM that capture a distinct profile based off the stream elevation, 
which is not normally captured in raw DEMs due to the lack of elevation data along streams 
(Hellweger 1997).  
 Step 2 of Watershed Delineation involves filling sinks within the newly reconditioned 
DEM. This step fills in incomplete hole, or sinks, in the produced DEM from step 1. If these sinks 
were left unadjusted, the program would interpret them as cells in the grid where water would 
not flow during the flow direction process (Planchon and Darboux 2002). This would create a 
drainage network that is discontinuous. The fill tool continues to iterate until either all sinks are 
filled, or a specified limit is input.  This tool can also be used to remove random peaks that have 
a higher than normal elevation compared to the area around them (Planchon and Darboux 
2002). 
 The third step of the procedure computes flow direction. This is done within the Flow 
Direction function using the following:  
𝑚𝑎𝑥𝑖𝑚𝑢𝑚_𝑑𝑟𝑜𝑝 =  𝑐ℎ𝑎𝑛𝑔𝑒_𝑖𝑛_𝑧 − 𝑣𝑎𝑙𝑢𝑒 / 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 ∗  100 (Eq. 8) 
This formula determines the direction of steepest descent within a DEM, with distance between 
cells being measure between center points (Jenson and Domingue 1988). The function analyzes 
individual cells and assigns them values corresponding with various flow directions to create 
the output flow direction grid. The output cell numbers have the following values: 1 = East, 2 = 
Southeast, 4 = South, 8 = Southwest, 16 = West, 32 = Northwest, 64 = North, 128 = Northeast 
(Jenson and Domingue 1988). 
 Once the flow direction grid was obtained, the Watershed tool was used to delineate 
Blood Brook’s watershed. By indicating the desired catchment point, where Blood Brook 
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empties into the West Branch of the Pleasant River, ArcGIS can calculate watershed area based 
off the flow direction and the threshold value (the number of cells that constitute the stream). 
The output is a raster of Blood Brook’s stream are, which simply had to be converted to a 
polygon to obtain the area.  Complete input steps for finding the area in ArcGIS can be found in 
Appendix C. 
2.2.7.2 Finding N and Determining Stream Influence 
To determine the ratio of surface to groundwater influence, Method 2 of Separation by 
Arbitrary Attrition as described by Gupta (2017) was used. The following formula is used in this 
method:  
 𝑁 = 0.8𝐴0.2 (Eq. 9) 
where A represents the area of the watershed of interest in square kilometer, and N represents 
the number of days a sampling date must follow a discharge peak on a hydrograph to be 
groundwater dominant. N was calculated for both Blood Brook, as well as Black Stream since 
that was the hydrograph used to assist in the assessment. The area of the Blood Brook 
watershed was calculated through ArcGIS (Section 2.2.7.1). The necessary hydrograph was 
taken from the USGS Current Water Conditions web site.  The Black Stream near Dover-Foxcroft 
gauge was used as it is spatially one of the gauges closest to Blood Brook (approximately 20 
miles). Black Stream is also the closest gauge with a watershed area closest to Blood Brook’s. 
While it’s still much larger than Blood Brook’s watershed size, the size will better reflect 
changes in Blood Brook. Watershed size affects the response time of discharge.  First order 
streams like Blood Brook’s hydrograph peaks would appear earlier and skinnier due to faster 
response time when compared to peaks of Black Stream. However, the frequency of storm 
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events would remain consistent for both surface water systems. Calculating N assists in making 
inferences about the source of flow within Blood Brook using the Black Stream hydrograph.  
Since we do not know exactly when peak discharge occurs, we assumed any sampling point that 
has rainfall occur 2*N prior to sampling is baseflow dominated. If a large rain or snowmelt even 
occurs within 2*N of sampling, it will be assumed that Blood Brook was stormflow dominated. 
2.2.8 Statistical Methods 
 
2.2.8.1 Sequence Data Processing 
 Once received from the GSAF, Illumina MiSeq data was processed in the program 
mothur to identify different microbial organisms’ genetic sequences and structure the data in a 
usable format (Schloss et al. 2009). Preliminary files were constructed and organized, and the 
data processed following mothur’s MiSeq standard operating procedure (SOP) (Schloss et al. 
2009).  This SOP included numerous actions to clean the genetic data and prepare them for 
analysis. Sequencing and PCR errors were reduced, with the improved sequences being 
processed. These improved sequences were aligned with downloaded database reference files. 
This allowed the system to identify the genetic sequences within the Blood Brook data and 
match it to known sequences of genetic bases from the SILVA database. The system would then 
create a file showing the matched sequences known taxonomy which could be used for 
analyses. Complete processing code can be found in Appendix C.  
A few details in this procedure were unique to our analysis. For these data, a 16S rRNA 
V4/V5 primer set was used by the GSAF.  This targeted genetic fragments that fell between 475 
and 500 genetic bases. These numbers were used during screening of sequences to obtain that 
specific range. When the processed sequences were to be aligned with the reference file, the 
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downloaded SILVA files were used, and the boundaries for alignment were the beginning and 
end of the 16S V4/V5 region at 6388 and 25319 bases respectively. When classifying sequences 
in the SOP to obtain taxonomic OTU files, the downloaded RDP files were used for reference. 
The last unique thing done in this project while following the MiSeq SOP was subsampling the 
data. Subsampling was completed using the size of 1934 reads for the smallest reasonable 
sample, which was the third replicate of October. From here, the processed and subsampled 
community data was used to construct figures and complete statistical analyses as described in 
the results section below.  
2.2.8.2 Diversity Indices 
 
 An inverse-Simpson’s diversity index was also run using mothur on the cleaned and 
processed sequences.  The purpose of this index was to quantify both the richness, the number 
of different species within a community, and evenness, the abundance of the species that are 
present within a community. In our microbial community samples, mothur analyzes OTU 
classifications and counts rather than distinct species. The Simpson’s diversity index is ideal 
because it incorporates both evenness and richness into its measures (Simpson 1949). The 
inverse of the Simpson’s index is used for reporting, because it comprises an easily 
understandable scale. The lowest index, 1, would be indicative of 1 species or OTU. As the 
number increases, diversity increases along with it.  
 The additional code needed to complete the inverse-simpson index is located within the 
mothur code section of Appendix C. The main argument used was calc=invsimpson which 
instructs the program to calculate the index during a summary function.  It first was completed 
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on the original produced shared file of all samples before subsampling, followed by being run 
again within a summary of the sample subsampled to 1934 counts.  
2.2.8.3 Redundancy Analysis (RDA) 
 
To find relationships between Blood Brook’s chemistry and the varying microbial 
community throughout the study period a redundancy analysis, or RDA, was performed in R 
using the vegan package (R Core Team 2013). An RDA is a constrained ordination technique 
that combines multiple linear regression with a principle components analysis (PCA).  The RDA 
summarizes the variation of a set of response variables constrained to a set of explanatory 
variables (Borcard et al. 2011).  In this study’s case, the microbial communities are the response 
variables while Blood Brook’s chemistry are the explanatory variables. To run the RDA, both the 
genetic and chemical data had to be transformed.  The community and genus data were 
transformed using the Hellinger transformation, while the chemical data were normalized to a 
0-1 scale by using the transformation formula 
𝒙 =
(𝒗𝒂𝒍𝒖𝒆−𝒎𝒊𝒏)
(𝒎𝒂𝒙−𝒎𝒊𝒏)
 (Eq. 10) (Borcard et al. 2011) 
This transformation puts all the chemical parameters on the same scale and eliminates units to 
better overlay the response variables, which are the transformed genetic data.  
 Once the chemical and biologic data are transformed for the RDA’s explanatory and 
response variables, the function can be run in R. The following R code was run using the 
function RDA from the package vegan (Oksanen et al. 2018): 
𝐹𝑙𝑑𝑅𝐷𝐴 < −𝑟𝑑𝑎(𝐵𝐵𝐺𝑒𝑛𝑒𝑟𝑎. ℎ𝑒𝑙𝑙, 𝑁𝑟𝑚𝐹𝑙𝑑𝐷𝑎𝑡𝑎, 𝑠𝑐𝑎𝑙𝑖𝑛𝑔 = 2) (Eq. 11) 
BBGenera.hell was the object name for the Hellinger transformed biological output from the 
mothur analysis organized by genus.  NrmFldData is the object name for the normalized field 
38 
 
data, including both the parameters measured in the field as well as the ICP analysis results. 
They represent the response and explanatory variables respectively. The scaling parameter 
modifies the displayed relationship between the explanatory and response variable and their 
relationship to the axes on an outputted triplot. After an RDA model is run, each R2 value must 
be adjusted due to the RDA being biased along the X-axis, like multiple regression tests (Peres-
Neto et al. 2006). The R2 was simply adjusted using the vegan function Rsquareadj(). The RDA 
with adjusted R2 was placed into a new object with the following code: 
𝑁𝑒𝑤𝑂𝑏𝑗𝑒𝑐𝑡𝑁𝑎𝑚𝑒 < −𝑅𝑠𝑞𝑢𝑎𝑟𝑒𝑎𝑑𝑗(𝑁𝑎𝑚𝑒𝑜𝑓𝑅𝐷𝐴𝑂𝑏𝑗𝑒𝑐𝑡)$𝑎𝑑𝑗. 𝑟. 𝑠𝑞𝑢𝑎𝑟𝑒𝑑 (Eq. 12) 
Each RDA must be tested for significance to interpret it.  A non-significant RDA should be 
discarded (Borcard et al. 2011). This is done using the anova.cca function, which implements a 
permutation test to calculate significance based upon the multiple axes.  While the name is the 
name, the function is not the same as the well-known ANOVA test (Borcard et al. 2011). 
2.3 Results 
 
2.3.1 Hydrological Influence     
 
  It is important to understand during when Blood Brook’s flow is influenced primarily by 
groundwater or surface runoff. This will allow us to better understand and interpret the 
relationships between changes in Blood Brook’s microbial community and the stream 
chemistry.  Once N is found using Equation 8, this can be used to determine whether a stream 
is driven by baseflow or stormflow at a certain date (Gupta 2017). With an area of 
approximately 0.81 km2 for the Blood Brook watershed, N equals approximately 0.75 days or 18 
hours for the Blood Brook watershed. When compared to the precipitation data and 
hydrograph, the sampling dates for three months occurred within 36 hours (2N) of a significant 
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amount of precipitation or snowmelt.  These three sampling points were November 23rd, 
January 7th, and February 19th. At these points, Blood Brook was dominated by stormflow as 
opposed baseflow. At every other sampling point within the study period Blood Brook was 
dominated by baseflow. The sampling points in July and at the end of October had slight 
precipitation within three days of sampling, but not within 36 hours. The total precipitation that 
preceded each sampling point by 3 days can be found along with the other chemical data in 
Table 4. January and February’s flow are contributed to, in part, by a large amount of melting 
snow.  According to NOAA data, snow height changed approximately 2 inches and 6 inches 
within 2 days of the sampling points in January and February respectively.  
2.3.2 Blood Brook Seasonal Chemistry 
 
Blood Brook’s chemistry varies considerably throughout the year.  The mean 
temperature (Figure 8) in the summer sampling periods (July-September) remained around 20˚ 
C, peaking during the sampling point in August at approximately 23˚ C.  In October, the 
temperature dropped to approximately 4˚ C. From then until the January sampling point, the 
temperature dropped steadily to approximately -1˚ C and remained at this temperature into 
February. This indicates that the probe used to measure temperature in the field had some 
analytical error, as water temperatures cannot drop below 0 degrees Celsius. Blood Brook’s pH 
(Figure 8) remained relatively constant throughout the study period, fluctuating between 5 and 
6, as can be seen in Table 4.  Points of high pH were in August and December, with low points 
occurring in July, October, and February. Conductivity and sulfate concentration (Figure 9) show 
similar patterns throughout the study period. Both parameters vary month to month without a 
clear trend; conductivity varies between 100 and 200 µS/cm and sulfate concentration varies 
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between 60 and 120 mg/L. Sulfate concentrations do contribute to total conductivity. The 
biggest difference in these parameters is that conductivity remains more constant from July to 
October while sulfate concentration still fluctuates. Other measured chemical parameters 
include dissolved oxygen (DO) concentration and alkalinity. All collected field data is reported in 
Appendix A. 
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Figure 9. Blood Brook Mean Conductivity and Sulfate Concentrations. Sulfate 
concentrations and conductivity vary with very similar trends, with apparent low 
values at stormflow dominated periods. 
Figure 8. Blood Brook Mean Temperature and pH. Blood Brook’s mean monthly 
pH fluctuates steadily between 4.8 and 5.6. It’s mean monthly temperature is 
reflective of Maine averages for Summer (approximately day 175 to 250) and for 
winter (approximately day 335 to 410). 
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Table 4. Collected Blood Brook Field Data 
n/a = not applicable July August September October November December January February 
Sampling Date 7/9/15 8/20/15 9/10/15 10/2/15 10/27/15 11/23/15 12/1/15 1/7/16 2/19/16 
Calendar Day 190 232 253 275 300 327 335 7 50 
Conductivity (µS/cm) 
175.3 182 155.5 39.1 211 97.7 191.9 75.2 122.4 
183.3 182.9 155.3 39.6 209 100.1 192 96.2 122.9 
184.4 183.3 155.3 39.5 208 100.8 192 95 123 
Mean Cond.  181 182.7 155.4 39.4 209.3 99.5 192 88.8 122.8 
pH 
4.84 5.78 5.14 5.68 4.9 5.41 5.99 5.64 5.16 
4.87 5.75 5.15 5.62 4.88 5.42 5.98 5.58 5.02 
4.85 5.75 5.15 5.62 4.86 5.39 6 5.56 4.97 
Mean pH 4.85 5.75 5.15 5.64 4.88 5.41 5.99 5.59 5.05 
Sulfate Conc. (mmol/L) 
0.718 1.2076 0.7495 0 1.1559 0.5158 1.1871 0.7831 0.9198 
0.718 1.1659 0.7079 0 1.1747 0.5595 1.2368 0.7893 0.9695 
0.718 1.2492 0.7079 0 1.2492 0.6836 1.2555 0.7955 0.8763 
Mean Sulfate 0.718 1.2076 0.7218 0 1.1933 0.5863 1.2265 0.789 0.9219 
Temperature (˚C) 
19.7 22.7 19.4 10.2 3.7 2.4 0.7 -0.6 -0.6 
19.7 22.7 19.4 10.3 4.2 2.7 0.6 -0.7 -0.7 
19.7 22.7 19.4 10.3 3.9 2.7 0.6 -0.7 -0.7 
Mean Temp. 19.7 22.7 19.4 10.3 3.9 2.6 0.6 -0.7 -0.7 
Dissolved O2 Conc. (mg/L) 
n/a n/a n/a 5.71 7.17 9.13 11.99 10.82 13.18 
n/a n/a n/a 5.92 7.13 9.89 12.24 10.26 12.78 
n/a n/a n/a 5.23 7.15 10.05 12.29 9.96 12.47 
Mean DO n/a n/a n/a 5.62 7.15 9.69 12.17 10.35 12.81 
Alkalinity (mg/L CaCO3) n/a n/a n/a n/a 2 10 4 6 6 
Total Precipitation for 3 
days prior to sampling 
(inches) 0.05 0 0 6.63 0.11 2.83 0 0 0.68 
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2.3.3 Metal Concentrations 
 Metal concentration data sampled in triplicate (Table 5) for Blood Brook were analyzed 
by ICP-OES in Deering Soil Analysis Lab at the University of Maine as described in Section 2.2.6. 
Data were not obtained for September, due to the ICP being unable to read concentrations but 
consuming all sample in the process.  Boron and copper trends remained at or below the 
detection limit throughout the sampling period and were therefore not included in statistical 
analyses. Na, Ca, Mg, and S display similar trends as conductivity, even though some have 
different magnitudes of overall concentration (Figure 11). Al also has a trend that resembles 
conductivity but exhibits a few differences in the summer (July-September), where it has its 
lowest concentrations. Zn, K, and Fe have notably different trends compared to the rest of the 
measured elements. Zn contains a single peak that hits its maximum in November at 
approximately .004 mmol/L. Fe remains below the detection limit until October and then 
increases to a single peak in December at approximately 0.07 mmol/L. It then decreases until 
the end of the study period but does not reach the detection limit again. K remains relatively 
steady around the detection limit at 0.026 mmol/L, but then drastically increases in February to 
0.21 mmol/L.
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Table 5. ICP Measured Triplicate Field Concentration Data (mmol/L) 
  
Sampling 
Date 
(Calendar 
Day) Ca K Mg P Al B Cu Fe Mn Na S Zn 
July 9th 
’15 (190) 
0.333 <0.0256 0.496 <0.00323 0.0324 <0.0028 <0.000315 <0.0018 0.00893 0.127 0.846 <0.000765 
0.333 <0.0256 0.486 <0.00323 0.0191 <0.0028 <0.000315 <0.0018 0.00863 0.108 0.858 <0.000765 
0.330 <0.0256 0.502 <0.00323 0.0327 <0.0028 <0.000315 <0.0018 0.00891 0.101 0.835 <0.000765 
July Mean 0.332 <0.0256 0.495 <0.00323 0.0281 <0.0028 <0.000315 <0.0018 0.00882 0.112 0.846 <0.000765 
Aug. 20th  
’15 (232) 
0.352 <0.0256 0.552 <0.00323 0.0114 <0.0028 <0.000315 <0.0018 0.0108 0.123 0.897 0.00138 
0.364 <0.0256 0.567 <0.00323 0.0037 <0.0028 <0.000315 <0.0018 0.0111 0.122 0.859 0.00135 
0.333 <0.0256 0.536 <0.00323 0.0175 <0.0028 <0.000315 <0.0018 0.0106 0.135 0.823 0.00118 
Aug. 
Mean 0.350 <0.0256 0.551 <0.00323 0.0109 <0.0028 <0.000315 <0.0018 0.0109 0.127 0.860 0.00130 
Oct. 27th  
’15 (300) 
0.420 0.033 0.649 <0.00323 0.0967 <0.0028 <0.000315 <0.0018 0.0115 0.154 1.124 0.00287 
0.341 <0.0256 0.581 <0.00323 0.0882 <0.0028 <0.000315 <0.0018 0.0102 0.121 1.008 0.00164 
0.454 0.0573 0.770 <0.00323 0.124 <0.0028 0.00045 <0.0018 0.0136 0.176 1.276 0.00280 
Oct. Mean 0.405 0.0386 0.667 <0.00323 0.103 <0.0028 0.00036 <0.0018 0.0118 0.150 1.136 0.00244 
Nov. 23rd 
’15 (327) 
0.218 0.0315 0.31 <0.00323 0.041 <0.0028 <0.000315 0.0341 0.00587 0.0967 0.505 0.00550 
0.133 0.0492 0.266 <0.00323 0.0605 <0.0028 <0.000315 0.0303 0.00498 0.0490 0.422 0.00169 
Nov. 
Mean 0.175 0.0404 0.288 <0.00323 0.0508 <0.0028 <0.000315 0.0322 0.00542 0.0729 0.463 0.00360 
Dec. 1st 
’15 (335) 
0.475 0.0429 0.586 <0.00323 0.088 <0.0028 <0.000315 0.0724 0.0113 0.183 0.942 0.00275 
0.338 <0.0256 0.547 <0.00323 0.101 <0.0028 <0.000315 0.0639 0.011 0.0871 0.871 0.00126 
0.251 <0.0256 0.388 <0.00323 0.496 <0.0028 <0.000315 0.0733 0.00802 0.0646 0.646 <0.000765 
Dec. 
Mean 0.355 0.0313 0.507 <0.00323 0.0771 <0.0028 <0.000315 0.0699 0.0101 0.112 0.820 0.00159 
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Table 5. cont. 
Jan. 7th ’16 
(7) 
0.234 <0.0256 0.356 <0.00323 0.041 <0.0028 <0.000315 0.0586 0.00736 0.0536 0.606 <0.000765 
0.243 0.0424 0.361 <0.00323 0.04 <0.0028 <0.000315 0.0412 0.00754 0.166 0.603 <0.000765 
Jan. Mean 0.239 0.034 0.358 <0.00323 0.0404 <0.0028 <0.000315 0.0499 0.00745 0.110 0.605 <0.000765 
Feb. 19th 
’16 (50) 
0.168 0.236 0.306 <0.00323 0.0746 <0.0028 <0.000315 0.0283 0.00637 0.139 0.545 <0.000765 
0.161 0.211 0.296 <0.00323 0.0559 <0.0028 <0.000315 0.0261 0.00617 0.139 0.524 <0.000765 
0.155 0.195 0.288 <0.00323 0.0531 <0.0028 <0.000315 0.0254 0.006 0.133 0.508 <0.000765 
Feb. Mean 0.161 0.214 0.297 <0.00323 0.0612 <0.0028 <0.000315 0.0266 0.00618 0.137 0.526 <0.000765 
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2.3.4 Microbial Community  
 
 Blood Brook’s microbial community changes throughout the study period (July ’15 – 
Feb. ’16). All samples were subsampled to 1934 counts, and replicates were averaged together 
to create one community for each sampling point of the study period (Figure 11). All calculated 
community percentages represent a percentage of this total read count. Since the communities 
displayed are averages, error bars are present on Figure 11 between category boundaries. The 
most abundant genera extracted from Blood Brook are Polynucleobacter, Herminiimonas, 
Sideroxydans, Burkholderia, Sediminibacterium, and Novosphingobium. The unclassified 
category is comprised of any microorganisms that were unable to be identified at the displayed 
Figure 10. Concentrations of Metals in Blood Brook. The trends displayed here all 
strongly resemble the trend displayed by conductivity. Similar changes in 
concentrations are observed at the same points, even though the overall 
concentration levels are not the same. 
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taxonomic level.  The “Other” category is comprised of all identified microorganisms that 
comprise less than 1% of the total community.  
 
  
Figure 11. Blood Brook Microbial Communities Organized by Genus [NCBI Accession #: 
PRJNA430708].  Dominant genera present include Polynucleobacter, Herminiimonas, 
Sideroxydans, Burkholderia, Sediminibacterium, and Novosphingobium.  There are large 
fluctuations in the size of the “Other” (<1%) category at certain sampling points. 
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2.3.5 Redundancy Analysis (RDA) 
 
 An RDA was run to find relationships between the microbial community (response 
variables) and the stream chemistry (explanatory variables) (Figure 12).  Total microbial 
communities are plotted as sites and are displayed in black. Individual genera within the 
communities are plotted in red. The explanatory variables are plotted as linear vectors, with 
longer vectors having a stronger influence on the variability of the microbial community. Figure 
12 is shown in Scaling 2. Scaling 2 means that to find a response variables correlation with a 
specific explanatory vector, one would draw a perpendicular line to the variable of choice. The 
closer to the tip of an explanatory vector a response variable is, the stronger the correlation 
Figure 12. Triplot of RDA Results for Collected Blood Brook Field Data (Scaling 2). The stream 
chemistry is plotted as linear vectors, while the individual microbial communities are sites, 
plotted in black. Bacterial genera are also plotted in red. 
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between them. Response variables closer to the center of the triplot have weak correlations 
with any vector. Total sulfur, Mg, Ca, and Mn are not included on the figure due to their already 
identified correlation with conductivity.  Their vectors fall within the same upper-left quadrant, 
but do not have as powerful an influence on the response variables as the plotted vectors. DO 
was excluded from the analysis as there was incomplete data for the study period.  Table 6 
summarizes the output of the test.  
Table 6. Blood Brook Field RDA Triplot Explanatory Variables 
Unadjusted 
R2 
Adjusted 
R2 
Variance 
Explained 
Total Axes Variance 
Explained 
X-Axis Y-Axis 
0.8911 0.8118 81.18% 78.459% 44.833% 33.626% 
 
Sulfate concentration, conductivity, hydrogen ion concentration and aluminum 
concentration are strongly correlated with each other in the same quadrant. Bacterial genera 
and samples that appear in the upper-left quadrant will have correlations with increases in 
these vectors. Genera and samples that appear in the lower-right quadrant will have negative 
correlation with these vectors. This quadrant favors low Al and sulfate, low conductivity, low 
hydrogen ion concentration, and high pH. Temperature and K concentration appear opposite of 
each other in opposing lower-left and upper-right quadrants respectively.  Genera and 
communities located along the negative side of the x axis are primarily influenced by 
temperature and conductivity.  However, conductivity is the stronger influence on the two as 
its explanatory axis is closer to the x-axis.  Genera and communities located along the positive 
side of the x-axis are correlated with increases in Fe and K concentrations. The positive vertical 
axis is a combination of Al and K, while the negative vertical is primarily influenced by pH with a 
secondary effect from temperature.   
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With conductivity being the closest vector to the primary axis, having the largest 
explanatory vector, and the primary x-axis explaining the largest proportion of the community 
variance, it appears that conductivity has the most correlation with the variance of the 
microbial community compositions. Sulfate and Al concentrations cluster with conductivity, do 
differ slightly, but bear enough of a resemblance to the overall conductivity curve to be 
included in that assumption.  Temperature is the second largest explanatory vector, playing a 
large part in explaining both the horizontal and vertical axes.  
By understanding the relationships between the microbial community and Blood 
Brook’s chemistry, along with knowing how the hydrological influence varies due to 
precipitation for each sampling point, some inferences can be made about the circumstances in 
which certain bacterial genera are more abundant.  Most of the bacteria present can live under 
changing conditions as shown by the RDA and the community data and are not strongly 
influenced by any extreme. However, most do gravitate slightly in a certain direction. 
Thiomonas, Polynucleobacter, and those genera that are unclassified are the genera strongly 
correlated with increased conductivity and temperature, while Sediminibacterium is associated 
mostly with temperature. These genera are those in the community that are correlated with 
conductivity. Many of the genera classified as “Other”, along with Burkholderia are associated 
with lower hydrogen ion concentration (higher pH), higher Fe concentrations,  and low 
conductivities. “Other” genera are significantly more abundant in November, January, and 
February as can be seen in the microbial communities in Figure 11. The increases of “Other” 
and Burkholderia are likely due to the change of flow source in Blood Brook during these 
months. Herminiimonas is correlated with Al and with K concentration. The sampling points 
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from late October and February where Herminiimonas is most abundant for the study period 
exhibit the highest concentrations of Al and K respectively.  While Herminiimonas is more 
abundant during the fall/winter sampling points (October-February), Novosphingobium is most 
abundant in the summer sampling points (July-September). Novosphingobium appears in the 
RDA in the bottom hemisphere, opposite Herminiimonas, indicating that it is correlated with 
the lower Al and K concentrations, while also being associated with warmer temperatures. The 
summer sampling points are correlated with temperature, while the differences in August 
appear to be associated with raised pH. 
2.4 Discussion 
 
2.4.1 Microbial Preferences and Variability 
 
 Polynucleobacter is a freshwater planktonic bacterial genus as seen in the community 
composition breakdown (Figure 11). It represents important bacterioplankton in freshwater 
streams (Jezberova et al. 2010). Herminiimonas has multiple species, most of which are 
chemolithotrophs (Lang et al. 2007, Muller et al. 2006).  One species is well known for oxidizing 
arsenic, while another is associated with lichens that are attached to rocks (Lang et al. 2007, 
Muller et al. 2006). Another species was isolated from a glacier and has a temperature range 
from 1-30 degrees C (Loveland-Curtze et al. 2009).  Burkholderia is a large genus that contains 
pathogenic species as well as many that are used for bioremediation (Woods and Sokol 2006).  
Sediminibacterium is gram-negative, with both aerobic and anaerobic species that have been 
isolated from freshwater sediments (Kang et al. 2014, Kim et al. 2013, Qu and Yuan 2008). 
Novosphingobium is a genus whose species are known for the ability to break down aromatic 
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compounds, particularly aromatic hydrocarbons (Liu et al. 2005).  One species is known to be 
halophilic (Gupta et al. 2009). 
Sideroxydans is a bacterial genus with two known iron-oxidizing species.  S. paludicola 
has been isolated from the rhizosphere of wetland plants, but S. lithotrophicus is a gram 
negative, neutrophilic chemolithoautotroph freshwater bacteria that oxidizes soluble Fe (II) at 
the cell surface (Emerson et al. 2007, Weis et al. 2007). This genus is present in the 
communities throughout the study period. Since we can only identify to the genus level, the 
abundance of each of Sideroxydans two identified species in Blood Brook is unknown. It is most 
abundant in January, and the least abundant in September.  ICP data showed an increase in iron 
concentration in Blood Brook starting in October and peaking in December with levels at 
approximately .07 mmol/L, before beginning to decline again. The increases in Sideroxydans 
abundance correlates with this observed increase in iron concentrations. This correlation is 
confirmed by the RDA for the field data (Figure 12), where Sideroxydans has the strongest 
association with the vector for iron.  
The microbial communities observed in November, January, and February were 
different in structure than at the other sampling times (Figure 11). Most of the bacteria 
common in the other months of the study period become a much smaller portion of the overall 
community while the “Other” (<1%) category becomes most of the community, comprising 
over 50% of the total reads.  The calculated diversity indices (Table 8) show that at points 
where “Other” increases and becomes most of the community the indices also increase 
substantially. 
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2.4.2 Chemistry Variability 
 
 Many of the observed variations in chemistry can be attributed to when Blood Brook’s 
stream flow is dependent upon surface runoff instead of groundwater. This can be observed in 
stormflow dominated months, November, January, and February. In the three days prior to 
sampling for November, 2.38 inches of rain was recorded (NOAA 2015-2016).  January did not 
have any precipitation within 36 hours of sampling, but there was 6 inches of snow melt within 
that time (NOAA 2015-2016).  Proceeding sampling in February was 0.68 inches of rain, along 
with 6-7 inches of snowmelt (NOAA 2015-2016). The drop in most of the chemical parameters 
(conductivity, sulfate concentration, Ca, Mg, Al, Na, etc.) is likely due to the dilution of the 
stream chemistry from these large influx runoff or meltwaters. This increase in stormflow is 
likely the cause of the large increase in the “Other” category of the microbial communities. 
Stormflow washed additional bacterial genera from the soil into the stream, which increased 
community diversity.   
Iron fluctuations in Blood Brook are unusual.  They exhibit positive correlation to pH, 
where increasing iron concentrations correlate with increasing pH.  We’d expect to see the 
opposite, due to lower pHs increasing solubility (Burgot 2012). What is observed increasing 
alongside iron concentrations is the DO concentrations. These increase into the winter months, 
along with falling temperature (Table 4). DO is more soluble in colder water along with other 
gasses (Garde et al. 1999). With an increase of DO, it is likely sulfide oxidation within Blood 
Brook increased releasing more iron into the stream. Sulfate concentration also increases 
across the time iron is at its highest concentrations (October-December), other than during the 
dilution of Blood Brook during the stormflow period in November. This supports increased 
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sulfide oxidation during this period, as sulfate is also a product of those processes (Singer and 
Stumm 1970). 
Aluminum concentrations in Blood Brook are primarily associated with pH.  Overall, 
aluminum concentrations tend to decrease as pH increases (Figure 13). The larger 
concentration associated with the sampling point at the end of October is likely due to the pH 
being at the second lowest point of the entire study period. Here, the pH is 4.88. Al also shows 
a trend where concentrations increase along with increasing sulfate concentrations (Figure 14). 
This makes sense, as increased sulfate is also related to pH within sulfide oxidation systems 
(Singer and Stumm 1970, Williamson et al. 2006). As more sulfide oxidation occurs within the 
bedrock base of Blood Brook, sulfate will be released into the waters, and the pH will be 
lowered. Lowering pH increases solubility of aluminum and other metals (Burgot 2012). The 
RDA (Figure 12) supports these inferences, because the Al, sulfate, and H vectors are all 
correlated together within the same quadrant. The drops in concentration observed at the 
November and January sampling points can associated with the dilution from Blood Brook 
being dominated by stormflow at those points.  
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Figure 14. Blood Brook Al Concentrations vs. Sulfate Concentrations. A positive correlation 
is displayed between the two parameters. The data point for July contains high sulfate, but 
low aluminum concentrations. 
Figure 13. Blood Brook Al Concentration vs. pH. As expected, Al concentrations decrease 
along with pH. This is due to pH affecting solubility of metal (Burgot 2012). The November 
sampling point contains higher aluminum concentrations, despite being at maximum pH 
for the study period.  
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The rapid increase in potassium observed in January and February (Table 5) is likely due 
to the element’s dominance as a plant nutrient. A strong source of potassium within inland 
surface waters is the periodic decomposition of organic matter (Talling 2010).  In January and 
February, the ground was covered by snow.  It is likely there was decaying leaf matter trapped 
underneath the snow. Meltwater from the observed snow melt periods (NOAA 2015-2016) 
likely transported potassium from this leaf matter into Blood Brook.  
2.4.3 Standard Community Comparison 
 As discussed in Chapter 1, have their own distinct chemistry and microbial community 
structure compared to groundwater aquifers (Beaton et al. 2016, Fierer et al, 2007, Lindstrom 
et al. 2005, Mamaar et al. 2015, Stevenson 1997, Van der Gucht et al. 2005).  The microbial 
communities identified in Blood Brook generally follow the surface water community structure, 
with minimal similarities to groundwater communities. Betaproteobacteria community 
percentages range from approximately 45-80% of the total community (Figure 15).  At two 
points where the Blood Brook is stormflow dominated (November and January), 
Betaproteobacteria drop slightly below the 33% mark that is normally seen in surface water 
communities, at approximately 26% of the community. In February, Betaproteobacteria still 
remains high, comprising 50% of the community. The iron and sulfide oxidizing bacteria present 
in the field community (Sideroxydans and Thiomonas) are part of the Betaproteobacteria 
population. 
Alphaproteobacteria is usually the second most dominant class in the communities, 
followed by Actinobacteria.  This is different from what is observed in stream communities in 
the literature, where Actinobacteria is usually more populous (Fierer et al. 2007, Lindstrom et 
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al. 2005, Van der Gucht et al. 2005). Most of the strains identified by our analysis include many 
unclassified genera from the orders Rhodospirallales and Rhizobiales. A large population of 
uncultivated strains are common in mildly acidic waters created from sulfide oxidation like 
Blood Brook (Jones et al. 2017). Most of the present Rhodospirallales tend to come from the 
family Acetobacteriaceae, which commonly produce acetic acid through respiration (Raspor 
and Goranovic 2008).     
Figure 15. Blood Brook Microbial Communities Organized by Class [NCBI Accession #: 
PRJNA43078]. Blood Brook’s microbial communities resemble what could be considered a 
standard stream community. Betaproteobacteria comprise 33% or more of the total 
community. 
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2.4.4 Dilution vs Diversity Within the Community Structure 
 Does the influence of stormflow into Blood Brook dilute the microbial community or 
increase diversity through the influx of soil bacteria into the stream? It would appear the 
diversity is increased, as shown by the increased amount of the “other” category (<1% of the 
total population) in November and January sampling events.  By comparing the DNA 
concentrations in our sample water at each point, we can see when in Blood Brook microbial 
mass was at its highest. DNA extractions were performed using 600 mL of filtered sampled 
water, except in cases where the filter could no longer allow water through it (Section 2.2.4). All 
sampling points were able to reach 600 mL except for the samples taken in September and 
January. Samples at these points contained a high amount of suspended matter and were only 
able to filter about a third of the total volume (~225 mL). When comparing DNA yields between 
samples (Table 7) there are sizably greater DNA yields in the samples take in September and 
January. This means that there was higher bacterial mass in those two samples, but not 
necessarily higher diversity.  Since the sampling point in September was taken during a 
baseflow period and the sampling in January during stormflow this isn’t an indicator of flow 
impact. What can be concluded is that the higher turbidity is positively correlated with higher 
microbial mass. 
 The inverse-Simpson diversity indices for the samples that were calculated by mothur. 
(Table 8) provide a better understanding of diversity within Blood Brook’s microbial 
communities. These results clearly show that both the January and November samples are the 
most diverse communities, both before and after subsampling, with post subsampling diversity 
indices ranging from 60-78 and 37-50 respectively.  This is even with only approximately 69-
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73% coverage of the original sample after subsampling. The next most diverse sample is July 
with a subsampled index of 15.39. The rest of the microbial communities have diversity that 
ranges from approximately 4-10. Even though February is a stormflow dominated sampling 
point, the microbial community’s diversity is not comparable to November and January’s 
diversity. It is higher than the baseflow points from fall and winter (September, October, 
December).  The summer communities do have larger portions of “Other” and unclassified than 
September, October, and December (Figure 11). The largest DNA yields that were not from 
September and January also came from the summer months (July and August). The 
proportions, DNA yields, the diversity indices, and the RDA results (Figure 12) together suggest 
that temperature does influence bacterial activity and overall community diversity. 
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Table 7. Field Sample Extraction Volumes and Yields  
 
  
Sample (Calendar 
Day) 
Volume of H2O Filtered 
(mL) 
DNA Yield 
(ng/µL) 
Original DNA 
Concentration 
(ng/mL) 
July (190)  600 14.9 2.48 
Aug-1 (232) 600 23.0 3.83 
Aug-2 (232) 600 6.2 1.03 
Aug-3 (232) 600 5.8 0.97 
Sep-1 (253) 258 28.7 11.12 
Sep-2 (253) 265 23.3 8.79 
Sep-3 (253) 247 31.7 12.83 
Oct-1 (300) 600 6.5 1.08 
Oct-2 (300) 600 11.2 1.87 
Oct-3 (300) 600 8.1 1.35 
Nov-1 (327) 600 7.3 1.22 
Nov-2 (327) 600 4.3 0.72 
Nov-3 (327) 600 5.4 0.9 
Dec-1 (335) 600 2.9 0.48 
Dec-2 (335) 600 3.3 0.55 
Dec-3 (335) 600 5.1 0.85 
Jan-1 (7) 223 20.5 9.19 
Jan-2 (7) 219 21.4 9.77 
Jan-3 (7) 268 17.8 6.64 
Feb-1 (50) 600 5.9 0.98 
Feb-2 (50) 600 2.7 0.45 
Feb-3 (50) 600 2.8 0.47 
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Table 8. Inv-Simpson Diversity Indices for Field Sampled Microbial Communities 
  
Sample 
(Calendar 
Day) 
Initial 
Read 
Count 
Inverse-
Simpson 
Diversity 
Subsampled 
Reads 
Subsampled 
Coverage (%) 
Subsampled 
Inv- 
Simpson  
July (190)  13888 15.22 1934 89.34 15.39 
Aug-1 (232) 24861 12.57 1934 85.22 12.92 
Aug-2 (232) 87 6.42 1934 N/A N/A 
Aug-3 (232) 152 9.48 1934 N/A N/A 
Sep-1 (253) 22532 8.09 1934 88.73 8.26 
Sep-2 (253) 53294 8.55 1934 89.75 8.84 
Sep-3 (253) 37797 8.81 1934 89.38 8.96 
Oct-1 (300) 25638 4.54 1934 96.65 4.60 
Oct-2 (300) 1934 5.59 1934 95.55 5.59 
Oct-3 (300) 38822 4.41 1934 96.84 4.45 
Nov-1 (327) 30859 35.73 1934 70.19 37.45 
Nov-2 (327) 16638 35.43 1934 71.25 36.17 
Nov-3 (327) 13261 49.81 1934 69.27 50.94 
Dec-1 (335) 32887 5.62 1934 91.66 5.75 
Dec-2 (335) 27535 4.70 1934 92.90 4.80 
Dec-3 (335) 22627 6.50 1934 92.17 6.60 
Jan-1 (372) 17125 59.66 1934 72.22 60.58 
Jan-2 (372) 21073 75.75 1934 71.84 78.33 
Jan-3 (372) 17543 69.43 1934 72.30 70.22 
Feb-1 (415) 24121 9.19 1934 73.01 9.48 
Feb-2 (415) 22231 10.12 1934 72.47 10.38 
Feb-3 (415) 20713 9.86 1934 72.64 10.07 
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2.5 Field Conclusions 
 
 The results of the study show that structure of Blood Brook’s microbial community 
resembles a standard surface water community with an atypical smaller population of 
circumneutral iron-oxidizers. The sequenced and observed community is comprised entirely of 
bacteria, with approximately 42% of total reads being unclassified at the genus level for most of 
the study period. Those classified bacteria that are the most abundant genera are typically 
chemolithotrophic and gram-negative.  Also present are planktonic bacteria like 
Polynucleobacter. The only abundant genus present throughout the entire study period that is 
known to contribute to sulfide oxidation is Sideroxydans which does not directly attach to 
pyrite, but rather absorbs and oxidizes already dissolved Fe (II) (Emerson et al. 2007, Weis et al. 
2007). This genus varies between 2-5% of the community throughout the study period. 
Thiomonas, a genus that has been often identified in ARD and contributes to sulfide oxidation is 
also present (Auld et al. 2013, Baler and Banfield 2003, Edwards et al. 1999, Johnson 1998, 
Johnson and Hallberg 2003), but is not as abundant as Sideroxydans and comprises over 1% of 
the total reads only between July and October. The most noticeable variation in the community 
is within the category “Other” (genera that comprise less than 1% of the total community). This 
group increases from approximately 17% of the community to 61%, while the other abundant 
genera all decrease, except for Burkholderia within the November sample.  The class 
Betaproteobacteria, which contains the planktonic bacteria like Polynucleobacter and the 
present iron-sulfide oxidizing bacteria, is the dominant class in both these communities and 
surface water communities from the literature(Fierer et al. 2007, Lindstrom et al. 2005, Van der 
Gucht et al. 2005). It comprises approximately 25-70% of the total reads. Seasonally, there are 
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very small variations.  Thiomonas only appears at greater than 1% for a few months. The genus 
Novosphingobium and the class Sphingobacteriia both become more abundant in the summer 
sampling points, ranging from July to September. Conversely, the genus Herminiimonas is less 
abundant in this time frame compared to the rest of the sampling points.  
The study results also revealed correlations between the changing microbial community, 
and seasonally changing hydrologic, chemical, and temperature conditions. Using collected 
precipitation data and hydrological methods as described in Sections 2.2.7 and 2.3.5, it was 
determined that November, January, and February are the sampling points where Blood Brook 
is influenced primarily by stormflow, with the rest of the study period being dominated by 
baseflow. Stormflow contributes to the diversification of the microbial community through 
microbial transport to the stream from soil surfaces (Mamaar et al. 2015), which accounts for 
the observed increases of the “Other” category at these three sampling points. The large 
precipitation and surface water runoff events in those two months also account for the large 
drop in conductivity and many of the metal concentrations that can be observed.  The increase 
in DO and iron concentrations most likely contribute to the reason Sideroxydans becomes the 
most abundant genera in January, despite the dilution influence observed by every other genus 
in the community. This all supports the conclusions based on the RDA, which shows the effects 
of precipitation and stormflow events on the microbial community. Lastly, the RDA, yield data, 
and diversity indices reveal that temperature may play a role in increasing the microbial 
diversity during baseflow periods.  
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CHAPTER 3. EXPERIMENTAL ASSESSMENT OF BLOOD BROOK MICROBIAL COMMUNITIES’ 
OXIDATION POTENTIAL AND STRUCTURAL EVOLUTION WITHIN  
CONTROLLED ACIDIFYING CONDITIONS 
 
3.1 Introduction 
 
 This chapter contains the methods and results for the conducted batch reactor 
experiments. The goal was to assess the sulfide oxidation potential of Blood Brook’s microbial 
community, sampled at various hydrological and chemical conditions. The community was 
subjected to prolonged exposure to pyrite, thereby potentially created acidifying conditions. 
We hypothesized that;  
1. Acidophilic iron and sulfide oxidizing bacteria would become dominant in Blood Brook’s 
microbial communities in the presence of pyrite and acidifying conditions.  
2. We also hypothesized that samples collected during periods dominated by stormflow 
will have lower oxidation potential due to the dilution of the of bacteria participating in 
sulfide oxidation.  
We believe that the information presented in this chapter will provide insight into the response 
of microbial communities within these systems to increased acidification, like that produced by 
mining a sulfide deposit. 
3.2 Methods and Materials 
 
3.2.1 Mineral Preparation 
 
 High-grade pyrite from Huanzala, Peru was purchased from Ward’s Science+.  Pyrite was 
chosen due to it being the most commonly oxidized sulfide mineral.  Pyrite was crushed, 
pulverized, and sieved to a grain size of 0.5-1 millimeter. Once the correct size, the grains were 
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washed in ethanol and subjected to ultrasonic emission from a Microsonix sonicator to remove 
reactive micro-particles from the mineral grains. This process was repeated until the ethanol 
remained clear after sonication which usually took about 45 minutes. The pyrite was then 
placed in a clean storage cup and placed in a drying oven at 80˚ C for 24 hours.  A total of 800 
grams of clean pyrite was prepared.  Before addition to the reactors, the pyrite was again 
washed in ethanol and dried to remove any microorganisms from the mineral surface.  
Using an EDAX Pegasus system, chemical data for the pyrite was analyzed by the 
Department of Earth and Climate Sciences’ Tescan Vega II XMU tungsten filament scanning 
electron microscope (SEM) (Appendix A) (Goldstein et al. 2017). Pyrite grains were mounted in 
epoxy, sanded for exposure, and carbon coated using an EMITECH K950X to allow analysis by 
the EDAX system (Robinson et al. 1987) . Using energy dispersive x-ray spectrometry on high 
vacuum mode within the SEM, the chemical data were collected with EDAX Genesis software. 
The data shows that the cleaned sample contains 59.84 weight percent sulfur and 40.16 weight 
percent iron after recalculation from carbon omission. The atomic percent of these elements 
are 72.2 and 27.8 respectively. Carbon can be ignored as it is interference from the carbon coat 
of the sample. Sulfur is about 6 percent higher than normal, while iron is 6 percent lower than 
normal for both weight and atomic percentages (Fiechter et al. 2011).  This is a normal 
fluctuation for an unstandardized sample (Goldstein et al. 2017). 
3.2.2 Experimental Design 
 
Twelve batch reactors containing waters from Blood Brook were run in five-week (840-
hours) experiments.  The experiment was repeated three times, once for each sample taken 
from Blood Brook at calendar day 300 (October), day 335 (December), and day 372 (January). In 
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each of these experiments, six of the flasks contained 50 mL sterilized abiotic water and the 
other six contained 50 mL unaltered biotic water directly from the field sites. Abiotic water was 
prepared by autoclaving sample water for 90 minutes. The water was then refrigerated 
overnight for use in the experiment the following day. The volume within the reactors was kept 
this low to facilitate the oxygenation of the reactors, since DO is needed for both abiotic and 
biotic sulfide oxidation processes. One gram of the prepared pyrite was added to all reactors. 
The reactors were capped with aluminum foil so that they were open systems, which also 
helped facilitate the addition of DO to the reactors. Reactors were placed in shaker baths which 
were run at a speed of 50 rpms and at a temperature of 25˚ C. 
3.2.3 Sampling  
 
 Samples were collected at 0, 4, 24, 168, 336, 504, and 840 hours. At each sampling 
point, unfiltered 7.5 mL of water was removed from one of the replicates for sulfate and metal 
analysis (see Section 3.2.4). Water was removed from the reactors using a 10-mL calibrated 
Eppendorf pipette.  Sample data for all analyses at time point 0 came from unaltered water 
collected in triplicate directly from the field sites before adding to the batch reactors. This data 
was also used in chapter 2 as the monthly sampling data for October, December, and January 
respectively. Because a large volume of water was needed for analyses, a different fresh, 
unsampled replicate was sampled each time. Sampling was done in this manner to preserve the 
solute to solution ratio within the reactors. For example, at 4 hrs 7.5 mL water was sampled and 
removed from replicate reactor 1 for each treatment, which left the reactors at a total volume 
of 42.5 mL after sampling. At the next time point, 24 hrs, 7.5 mL was taken from replicate 
reactor 2, which would leave the first two replicates in each treatment now at a volume of 42.5 
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mL. The procedure continued using a different replicate for each subsequent time point. This 
way, samples were always taken from a reactor containing the original volume of solution that 
would be reacting for that length of time. 2.5 mL of the unfiltered sample taken from the 
reactors was set aside for immediate use on the spectrophotometer. The remaining 5 mL was 
filtered through a sterile syringe file into 10 mL plastic sample vials, acidified to 1% with nitric 
acid (HNO3), and capped.  Each sample vial was labeled with Raymond Kahler Thesis (RKT), 
experiment replicate number (i.e. 1, 2), sampling time point (T336), field site (Blood Brook) and 
treatment (AB or B). Acidified ICP samples were then placed in the geochemistry lab 
refrigerator at 10˚ C for storage until analysis and samples for sulfate concentration were 
analyzed immediately. At the end of each experiment, the water and solids from three of the 
biotic reactors were set aside for immediate use in DNA extractions. For the remaining reactors, 
the water was decanted from reactors to use within alkalinity titrations immediately. The 
decanting for the titrations was performed for both treatments and included the remaining 
biotic reactors not used for DNA extractions, and all the abiotic reactors. Precipitate samples to 
be observed in the SEM were also taken from the decanted reactor water. 
3.2.4 Chemical Analyses 
 
 All the same chemical parameters from the field study (pH, DO concentration, sulfate 
concentration, etc.) were tracked throughout the course of the experiments. For each 
experiment, pH, DO concentration, and specific conductance were taken and recorded at time 
0, 4, and every subsequent 24 hours using a benchtop pH probe, a portable HACH DO meter, 
and a portable HACH conductivity meter respectively. These measurements are reported using 
the mean of all the replicates for each experimental treatment. In between each reading, the 
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probes were washed with 95% ethanol, followed by deionized water to minimize cross-
contamination between samples. Abiotic reactors were read and recorded before biotic 
reactors to minimize cross-contamination as well. 
 Sulfate was analyzed for each of the 2.5 mL experimental samples taken using the 
method described in Section 2.2.3.  One change, however, is the same sample was used to 
blank the spectrophotometer before adding the reagent to it and being read. The rest of the 
sample taken weekly (5 mL) was prepared for use on the ICP-OES in the Deering Hall Analytical 
Lab at the University of Maine.  The experimental samples were prepared the same way as the 
field samples, as described in Section 2.2.6 (Eaton et al. 2005).  Alkalinity was also recorded at 
the beginning and of each experiment.  Alkalinity for times 0 was recorded as the same as the 
sampled water used in each experiment.  An alkalinity titration as described in Section 2.2.5, 
was performed at the end of each experiment for both the abiotic and biotic treatments using 
50 mL of the end experiment sample pools.  If the pH of the sample pool was ultimately less 
than 4.5, a titration was not performed, and the alkalinity recorded as 0 mg/L of CaCO3 (Eaton 
et al. 2005). This is because a solution with pH less than 4.5 no longer has any ability to 
neutralize acid (Drever 1988). 
3.2.5 ICP-OES 
 Experimental samples were analyzed for metal content on the ICP-OES concurrently 
with the field samples by the Deering Soil and Water Analytics Lab at the University of Maine. 
Samples extracted from the reactors were immediately prepared, stored, and analyzed for ICP 
analysis as described in Section 2.2.6.  
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3.2.6 Microbial Community Extraction and Observation 
 
 The microbial communities present in the experiments’ reactors were found using the 
same extraction and analysis techniques as described in Section 2.2.4. Samples were extracted 
and analyzed at the end of each experiment. The community found for the field data in the 
month in which the experiment occurred was used as Time 0 community for the experiment.  
For example, October sample was used as the water for Experiment 1.  The community found 
for October represents the Time 0 community for Experiment 1.  Three aliquots of 50 mL from 
the pooled biotic water at the end of each experiment was filtered and analyzed. For the 
experiments, the pyrite grains from three of the biotic reactors was also used in the filtering 
and extraction process along with the solution from the biologic reactors.  Once extracted the 
100 µL of DNA solution was stored at -80˚ C along with the field extractions.  The experimental 
samples were also analyzed at the UT Austin GSAF. Samples were prepared, shipped, and 
analyzed as described in Section 2.2.4. Results for the experimental communities from the GSAF 
can be found within the NCBI’s GenBank online database under accession number 
PRJNA430708. 
 Direct counts using a microscope were performed at the beginning and end of each 
experiment to assess microbial growth and concentration in solutions. Slides were prepared 
using acridine orange staining. Acridine orange is sensitive to microorganisms at mildly acidic 
(~4.0) pHs (Francisco et al. 1973). Slide solution was prepared in a 50-mL graduated cylinder. 
This solution included 40 mL of sample water from the associated timepoint, 9 mL of 4% 
formaldehyde, and 1 mL (2%) acridine orange stain. The water samples used were unaltered, so 
they included any solid precipitates. The graduated cylinder was wrapped in aluminum foil to 
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prevent exposure to light and the degradation of the stain. This mixture stood undisturbed for 
at least 10 minutes to stain and fix microorganisms within the sample solution. Once the 
sample was stained and fixed, the liquid solution was filtered through a black 0.22 µm 
(Millipore) pore size, 25 mm diameter, polycarbonate filter using an autoclaved 100 mL vacuum 
flask and pump. Using sterilized tweezers, the filter was transferred to a glass slide. The filter 
was covered with immersion oil and then a cover slip was placed on top of the now prepared 
slide. Counts were performed using the microscope at 40x objective magnification, along with a 
10x magnification eye piece, for a total of 400x magnification. 
3.2.7 Scanning Electron Microscope (SEM) 
 
 Along with the pyrite composition, the University of Maine’s School of Earth and Climate 
Sciences’ Tescan Vega II XMU tungsten filament SEM and the EDAX Pegasus apparatus within it 
were used to analyze post-experiment precipitates collected from the experimental reactors 
(Goldstein et al. 2017). Photographs were taken to observe precipitate structure, and chemical 
analyses performed using EDAX Genesis software to collect chemical data (Goldstein et al. 
2017). Large precipitates were removed from the biological reactors using a pair of tweezers 
that had been washed with 95% ethanol and deionized water and sterilized with a Bunsen 
burner. The precipitate was placed on a slide and then flash carbon coated using an EMITECH 
K950X to reduce charge buildup while being observed in the SEM (Robinson et al 1987). The 
slide was then placed inside the SEM chamber using the slide holder. The chamber was closed, 
sealed, and prepared for photography.  Photos were taken under high vacuum (HV), using a 
secondary electron detector.  
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3.2.8 Statistical Methods  
 
3.2.8.1 Simple Linear Mixed-Effect Models 
 
 Simple linear mixed-effect models were used to test if there were significant differences 
between the trends in the amount of hydrogen ions or sulfate being released across time, 
measured from the abiotic and biotic treatments. These were also used to test trends for 
significant differences between the results across each of the three experiments. In simple 
linear mixed-effect models, the equation that is tested accounts for both fixed and random 
variables (Galecki and Burzykowski 2012).  The random effect aims to account for unobserved 
heterogeneity within the samples and adds the assumption that observations within the 
random variable group are correlated. Mixed-models also add the assumption that effects 
associated with the random variables are uncorrelated to the fixed effects (Galecki and 
Burzykowski 2012). In the case of these experiments, the random variable accounts for the 
need to sample from a different reactor replicate at each time point to conserve volume. By 
adding this to the fixed linear model, we are telling the model to not relate the staggered 
sampling to changes within the trends when comparing for significance.  
These mixed-effects models were run in R using the function lmer from the package 
lme4 (Bates et al. 2015). This test evaluates the input formulas and includes a significance test.  
Mixed-effect models were used to assess whether there were significant differences in the 
changes in pH between the abiotic and biotic reactors in each of the three experiments 
(October, December, and January) as well as to assess if there were significant differences 
between each of the experiments themselves for the abiotic and biotic reactors. All the 
following discussed R code can be found in Appendix C. 
72 
 
Two different formulas were used to address these different problems using the lmer 
function.  The first, which was used simply for differences between the abiotic and biotic 
reactors, was written in R as follows: 
𝑙𝑚𝑒𝑟(𝑝𝐻~𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡 ∗ 𝑇𝑖𝑚𝑒 + (1|𝑆𝑎𝑚𝑝𝑙𝑒), 𝑑𝑎𝑡𝑎 = 𝑏𝑏𝑒𝑥𝑝1) (Eq. 13) 
In this formula pH represents either pH or sulfate, this would change depending on what was 
being tested for, and this would be the response variable. In this formula, treatment across 
time is the fixed effect while the sample is the random effect. This formula was run 3 times 
using sulfate data from each experiment and 3 times using the pH data. The data portion of the 
function would change from bbexp1 to bbexp2, or bbexp3 depending on which data frame 
representing each experiment was being used. The results reveal any significant differences 
between the treatments over the course of the experiment. 
 Sulfate tests were conducted using a similar formula that was adjusted slightly for the 
limited time points as well as a different data frame named bbsulf.  This data frame contains 
sulfate data for all experiments as it is only one chemical parameter due to the different 
sampling structure. Linear mixed-effect models were performed for sulfate as follows: 
𝑙𝑚𝑒𝑟(𝐸𝑥𝑝1~𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡 ∗ 𝑇𝑖𝑚𝑒 + (1|𝑆𝑎𝑚𝑝𝑙𝑒), 𝑑𝑎𝑡𝑎 =  𝑏𝑏𝑒𝑥𝑝𝑠𝑢𝑙𝑓) (Eq. 14) 
Sulfate tests between treatments and experiments were all run twice, once with the initial data 
point, and once without.  The addition of time point 0 alters the overall linear trend of the 
sulfate data due to a significant jump in sulfate concentration during the first 4 hours of each 
experiment that can be seen below in Figure 16 and Section 3.3.3. Analyzing the linear trend of 
the sulfate concentration data from time points 4 to the end may be a better representation of 
the overall data trend. 
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To test significant differences between the individual experiments simple linear 
regression (lm) was used for sulfate. The formula can be seen below: 
𝑙𝑚(𝐸𝑥𝑝1~𝐸𝑥𝑝2 ∗ 𝐼(
𝑇𝑖𝑚𝑒
24
) , 𝑑𝑎𝑡𝑎 = 𝑏𝑏𝑒𝑥𝑝𝑠𝑢𝑙𝑓𝐴) (Eq. 15) 
The mixed-effect regression model was still used for pH, DO, and conductivity due to the 
multiple replication and the alternative sampling. To effectively run these tests comparing 
treatments between experiments, the treatment data for each chemical parameter was 
organized into its own data frame labeled as bbexpparameter(AorB) where parameter was 
replaced with the appropriate name and A or B was the appropriate treatment. For pH, DO, and 
sulfate since their data was on a much smaller scale than time, time was adjusted using the I 
function within the formula to divide by 24 hours and convert time to days rather than hours.  
This created a better fit for those models when comparing experiments. Complete R code for all 
the experiments can be reviewed in Appendix A.  
3.2.8.2 RDAs 
Redundancy Analyses were also completed in R for the experiments (Bourcard et al. 
2011).  The data was analyzed and processed similarly to what is described in section 2.2.8.2.  
Two RDAs were completed for the experimental data, due to gaps in the ICP results. One RDA 
included chemical data recorded during all three of the experiments (sulfate concentration, DO, 
pH, etc.), but excluded the ICP data, while the other excluded Experiment 1: October from the 
analysis, but included the ICP data as well as the daily recorded data for the other two 
experiments. The coding for these RDAs was not significantly different than those run for the 
field data. The rda function from the vegan package was still used with similar formula structure 
as described in Chapter 2 (Oksanen et al. 2018). The data table contained in R had to be 
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manipulated into two separate data frames for use in the separate RDAs, where the ICP data 
was removed and labeled as a new object, NewExpChemData1. This was repeated by removing 
all Experiment 1 data and labeled as object, NewExpChemData2. Complete coding for this 
process can be seen in the included R script within Appendix C. These RDAs were run using the 
following formulas: 
𝑁𝑒𝑤𝐸𝑥𝑝𝑅𝐷𝐴1 ←  𝑟𝑑𝑎(𝐸𝑥𝑝𝐺𝑒𝑛𝑒𝑟𝑎. ℎ𝑒𝑙𝑙, 𝑁𝑟𝑚𝐸𝑥𝑝𝐶ℎ𝑒𝑚𝐷𝑎𝑡𝑎1, 𝑠𝑐𝑎𝑙𝑖𝑛𝑔 = 2) (Eq. 16) 
𝑁𝑒𝑤𝐸𝑥𝑝𝑅𝐷𝐴2 ← 𝑟𝑑𝑎(𝐸𝑥𝑝𝐺𝑒𝑛𝑒𝑟𝑎1. ℎ𝑒𝑙𝑙, 𝑁𝑟𝑚𝐸𝑥𝑝𝐶ℎ𝑒𝑚𝐷𝑎𝑡𝑎2, 𝑠𝑐𝑎𝑙𝑖𝑛𝑔 = 2) (Eq. 17) 
In these formulas, ExpGenera.hell is the data frame with the experimental biological 
OTU data converted using the Hellinger transformation, which acts as the response variable set. 
ExpGenera1.hell, is the same data frame, albeit with the Experiment 1 data removed, since the 
response and explanatory sets of variables in and RDA must contain the same number of fields. 
3.2.8.3 Microbial Data Analysis 
 
 Experimental microbial community data was again processed by the GSAF at University 
of Texas Austin.  The results from the metagenomics were processed through mothur according 
to the standard operating procedure for MiSeq data, reference files, and the associated 
additional steps as described in section 2.2.8.1, except communities were subsampled to 1934. 
3.3 Results 
 
3.3.1 Summary of Starting Experimental Samples 
 
 Experiments were conducted using water samples collected from Blood Brook in 
October 2015, December 2015, and January 2016 (Table 9). From this point forward, the 
experiments will be referred to as Experiment 1, 2, or 3 (October, December, and January 
respectively) along with their treatment letter (A or B). For example, biotic reactors from the 
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December experiment will be called Experiment 2B. If treatment is not specified, both 
treatments are being referred to. The water used in Experiment 1 was characterized by the 
highest specific conductance of the study period with a mean of 209.3 µS/cm and the second 
lowest pH of the period with a mean of 4.88 which translates to a concentration of hydrogen 
atoms of 1.32x10-5 mol/L. The October sample also had the second highest sulfate  
Table 9. Starting Experimental Samples Chemical Summary 
 concentrations, at a mean of 1.19 mmol/L. The mean water temperature averaged from three 
measurements at the time of sampling for the October sample was 3.9 ˚C. Iron levels  
 were low at 1.8x10-3 mmol/L.  Herminiimonas is the dominant genus within the microbial 
community, making up approximately 36% of the total microbial community, while the iron-
 Experiment 1: 
October 2015 
Experiment 2: 
December 2015 
Experiment 
3: 
January 
2016 
Mean pH 4.88 5.99 5.59 
Mean Sampling Temperature 
(˚C) 3.9 0.6 -0.7 
Mean Sulfate Conc. (mmol/L) 1.19 1.23 0.79 
Mean Specific Conductance 
(µS/cm) 209.3 191.7 88.8 
Mean DO Conc. (mg/L) 7.15 12.17 10.35 
Alkalinity (mg/L of CaCO3) 2 4 6 
Mean Fe Conc. (mmol/L) 0.00179 0.0699 0.0499 
Mean Al Conc. (mmol/L) 0.103 0.0771 0.0404 
Dominant Microbial Genus Herminiimonas Unclassified “Other” 
Community % of iron-
oxidizing Sideroxydans    3.619 3.413 7.325 
% of community that is 
unclassified at genus level 29.47 43.79 26.84 
% of “Other” (<1%) 7.14 16.36 54.41 
Dominant Flow Source at 
Time of Sampling Baseflow Baseflow Stormflow 
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oxidizing genus Sideroxydans is present at approximately 3.6%. Unclassified bacteria make up 
about 29.5% of the total community. The October water sample came from a baseflow period, 
as determined in Chapter 2. 
The starting water used in Experiment 2 has similar chemical and microbial 
characteristics to the Experiment 1 water. Conductivity is 191.7 µS/cm; however, pH is much 
higher at 5.99.  This translates to a hydrogen ion concentration almost an order of magnitude 
lower at 1.02x10-6 mol/L. Sulfate concentration is 1.22 mmol/L. The major difference chemically 
in this sample is iron concentration is almost 40 times higher than the Experiment 1 iron 
concentration. This month comes from a baseflow point (Chapter 2), with evidence of increased 
sulfide oxidation occurring at that time. The microbial community exhibits slight increases in 
the proportion in the unclassified and the “Other” category (<1% of the total microbial 
community), and a large reduction in Herminiimonas. Sideroxydans’ proportion is relatively the 
same as in October (Figure 11). 
 The final experiment (3) sample, collected in January of 2016, is the most different of all 
the water samples used in the experiments.  This can be attributed to flow being stormflow as 
opposed to baseflow. Conductivity, sulfate, and iron levels have decreased to 88.8 µS/cm, 0.79 
mmol/L, and 4.99x10-2 mmol/L respectively. pH has slightly decreased to 5.59. The “Other” 
category dominates the microbial community, increasing to approximately 54.4% of the total. 
Most other genera decrease in abundance, except for Methylobacter and Sideroxydans.  
Sideroxydans is at its highest abundance in the study period at 7.32%.  This is likely due to the 
soluble iron concentrations seen in the sample of the previous month and this month, which 
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are still very high compared to October and earlier. Across all samples used in the experiment, 
water temperature at the time of sampling has decreased sequentially (October to January).  
3.3.2 Experimental Results 
 
3.3.2.1 pH 
 
 Within the batch reactors, pH was monitored daily (Figure 16). In Experiment 1A the 
initial mean pH was 4.24 and the final mean pH was 4.75.  The initial mean pH in Experiment 2A 
was 4.96 and increased to 5.2 by the end. For Experiment 3A, there is an initial mean pH of 5.41 
which decreases to 5.16. The changes within the abiotic reactors are not large, and they stay 
relatively similar from start to end of all the experiments. 
 In the biotic experiments, a greater decrease in pHs is observed. The starting pH 
Experiment 1B was 4.79, which decreased to 3.13.  The pH of Experiment 2B started at 5.52 and 
decreased to 3.89. Lastly, the pH of Experiment 3B started at 5.45 and decreased to 4.09. The 
pH within all the biotic reactors decreased consistently throughout all the experiments, with 
the decrease becoming less pronounced from Experiment 1B to Experiment 3B. Complete pH 
data for all points throughout the experiments can be found in Appendix A.  
3.3.2.2 Sulfate Concentration 
 
 Sulfate was measured at the time 0, 4, and 24 hours, as well as weekly in each 
experiment.  For all experiments, sulfate concentration did increase (Figure 17). For Experiment 
1A, the sulfate concentration was initially 1.19 mmol/L and after 840 hours had a concentration 
of 6.39 mol/L, for a total increase of 5.20 mmol/L. The Experiment 1B reactors had the same 
initial concentration but ended slightly higher with a concentration of 7.48 mmol/L of sulfate.  
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Experiment 2 reactors had an initial sulfate concentration of 1.23 mmol/L.  Experiment 2A 
reactors had a final concentration of 6.28 mmol/L while Experiment 2B finished with a lower 
concentration of 5.38 mmol/L. For the abiotic this is an increase of 5.05 mmol/L and the biotic 
and increase of 4.15 mmol/L. Finally, Experiment 3 reactors started at 0.89 mmol/L of sulfate 
and ended at approximately the same concentration of 2.4 mmol/L.  For both reactor types, 
this is an increase of 1.611 mmol/L. It is important to note, that for all the reactors there is a 
sharp increase in sulfate in the first 24 hours, while having a slower steady rate of increase for 
the rest of the experiment lengths (Figure 17).  Complete sulfate concentration data can be 
found in Appendix A.
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Figure 16. Experimental Mean pHs. The pHs displayed are a mean for all 6 replicates from each experimental treatment. There is a 
clearly visible disparity in pH trends across time between treatments for all experiments.  The abiotic reactors either remain 
constant or pH slightly increases, while the biotic reactors pHs decrease steadily throughout the length of the experiments. 
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3.3.2.3 Metal Chemistry 
 
 Concentrations of Ca, Mg, K, P, Al, B, Cu, Fe, Mn, Na, S, and Zn ions were measured on 
the ICP-OES (Tables 10-12). Data were not obtained for most samples from Experiment 1A and 
1B. For these data points, the ICP-OES was unable to produce an accurate concentration. This 
attempt consumed all the collected sample, so the procedure was unable to be repeated to 
gain information for these time points.  
Sulfur and iron are the most important elements in our system due to the release of 
sulfate and iron when pyrite is oxidized. The sulfur concentration data (Figure 18) exhibit a 
pattern like what is shown in sulfate concentration, with a sharp increase in the first 24 hours of 
Figure 17. Experimental Sulfate Concentrations. All experiments and treatments appear to 
have the same trends. There are two distinct trends displayed, with a sharp increase in 
concentration between 0 and 24 hours, and a lower rate of increase from 24-840 hours.  
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the experiments, and a much slower steady rate in the subsequent 816 hours. Experiment 3 has 
overall slightly lower concentrations of sulfur than Experiment 2, but the trend appears to be 
identical between the two experiments. There also appears to be little difference between the 
biotic and abiotic treatments.  It is important to note that in both experiments, the abiotic 
reactors have a faster increase in sulfur at the beginning of the experiments, but by the end of 
the end the biotic reactors had higher sulfur concentrations, which is like the pattern exhibited 
by the recorded sulfate concentrations.  Experiment 2 reactors have an initial concentration of 
0.82 mmol/L and end with concentrations of 1.45 and 1.58 mmol/L for the abiotic and biotic 
reactors respectively.  Experiment 3 starts with 0.6 mmol/L and finishes with 1.27 abiotic and 
1.36 mmol/L in the biotic.  
Figure 18. Blood Brook Experimental Sulfur Concentrations (mmol/L). Total sulfur 
concentrations exhibit trends very similar to that of sulfate.  There does not appear to be 
a difference in trends between treatments or across experiments. 
82 
 
Iron concentrations throughout the experiments are more variable (Figure 19). The only 
consistent pattern is that the abiotic reactors end with lower concentrations then the biotic 
reactors.  Iron levels for both treatments in Experiment 2 begin at 0.0699 mmol/L. Abiotic levels 
decrease slightly to 0.0523 mmol/L by the end of the experiment, while biotic levels almost 
double to 0.126 mmol/L. Experiment 3 concentrations begin slightly lower than experiment 2 at 
0.0499 mmol/L. Abiotic levels slightly increase to 0.0995 mmol/L and biotic levels increase to 
levels very close to the biotic levels of Experiment 2, at 0.122 mmol/L. 
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Figure 19. Blood Brook Experimental Iron Concentrations (mmol/L). Iron concentrations 
are relatively constant throughout the experiments. The few data points for Experiment 
1 are included here.   
83 
 
 Aluminum concentrations also do not display a distinct pattern.  However, a consistent 
trend displayed by all treatments in both experiments is a rapid drop in aluminum 
concentrations in the first 4 hours of shaking (Figure 20). For Experiment 2, both abiotic and 
biotic treatments began at a concentration of 0.0771 mmol/L. In the first four hours, abiotic 
dropped to 0.0218 mmol/L and biotic dropped to 0.0246 mmol/L. From there, the abiotic 
increased slightly to 0.0268 mmol/L while biotic increased much more so to 0.0667 mmol/L. 
Neither treatment reached concentrations that were recorded for time 0 again. Experiment 3 
had lower initial concentrations at 0.0404 mmol/L. Experiment 3 also experiences drops in the 
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Figure 20. Blood Brook Experimental Aluminum Concentrations (mmol/L). The few data 
points obtained for Experiment 1 are included here. There are no discernable trends in 
the abiotic concentrations, but there is a small steady increase in the overall 
concentrations by the end of the biotic experiments.  
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first 4 hours, however they are not as large as recorded in Experiment 2. Abiotic reactors drop 
to 0.03 mmol/L while biotic reactors drop to 0.0355 mmol/L. By the end of experiment 3, 
abiotic reactor concentrations increase to 0.0508 mmol/L, while the biotic reactors increase to 
0.0756 mmol/L. Both treatments for Experiment 3 have final concentrations higher than their 
initial. Experiment 1 data, while fragmented and missing points, is still displayed in Figure 19 to 
show the initial and final Al concentrations for this experiment. While data for the biotic 
treatment does not contain the final aluminum level, we can see that the final abiotic 
concentration is at 0.0843 mmol/L, higher than both Experiments 2 and 3. If the observed 
pattern of the final two experiments holds, where the final biotic Al concentrations are higher 
than the abiotic, we can assume that the final biotic concentration for Experiment 1 likely is was 
higher than the observed abiotic level.
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Table 10. Experiment 1: October ICP Read Concentrations (mmol/L) 
Time (hrs) Ca K Mg P Al B Cu Fe Mn Na S Zn 
Abiotic 0 0.405 0.0386 0.667 0.00323 0.103 <0.00278 0.00036 <0.00179 0.0118 0.151 1.136 0.00244 
AB 336 1.106 0.105 0.648 0.138 0.0865 0.00625 0.00226 0.0558 0.0123 0.229 1.72 0.00447 
AB 840 1.101 0.401 0.669 0.00364 0.0843 0.0323 0.0141 0.725 0.0138 0.178 3.306 0.00505 
Biotic 0 0.405 0.0386 0.667 0.00323 0.103 <0.00278 0.00036 <0.00179 0.0118 0.151 1.136 0.00244 
B 4 0.678 0.128 0.758 0.0144 0.107 0.00394 0.00143 0.0677 0.0123 0.336 1.442 0.00437 
B 24 0.844 0.0454 0.591 0.0187 0.0711 <0.00278 0.00162 0.0703 0.0109 0.294 1.437 0.00329 
  
Table 11. Experiment 2: December ICP Read Concentrations (mmol/L) 
Time (hrs) Ca K Mg P Al B Cu Fe Mn Na S Zn 
Abiotic 0 0.355 0.0313 0.507 <0.00323 0.0771 <0.00278 <0.000315 0.0699 0.0101 0.112 0.820 0.00159 
AB 4 0.553 0.108 0.585 0.0152 0.0218 <0.00278 0.00110 0.0132 0.0118 0.333 1.136 0.00329 
AB 24 0.818 0.220 0.553 0.00555 0.0324 <0.00278 0.001 0.0495 0.012 0.280 1.292 0.00384 
AB 168 1.139 0.261 0.576 0.00432 0.0413 <0.00278 0.00118 0.0477 0.0126 0.293 1.60 0.00645 
AB 336 0.991 0.793 0.601 0.014 0.0484 0.0056 0.00144 0.167 0.012 0.236 1.525 0.00251 
AB 504 1.0732 0.222 0.591 0.0273 0.0143 <0.00278 0.00164 0.0319 0.0119 0.363 1.598 0.00231 
AB 840 0.96 0.342 0.569 0.00644 0.0268 <0.00278 0.00154 0.0523 0.0116 0.273 1.452 0.00242 
Biotic 0 0.355 0.0313 0.507 <0.00323 0.0771 <0.00278 <0.000315 0.0699 0.0101 0.112 0.820 0.00159 
B 4 0.487 0.0256 0.546 0.018 0.0246 <0.00278 0.000533 0.0368 0.0111 0.292 1.0245 0.00267 
B 24 0.757 0.028 0.520 0.0224 0.0463 <0.00278 0.00108 0.0576 0.0105 0.237 1.218 0.0029 
B 168 0.847 0.0787 0.531 0.0113 0.0525 <0.00278 0.001404 0.0351 0.0107 0.271 1.293 0.001702 
B 336 0.955 0.0512 0.564 0.006 0.0567 <0.00278 0.00237 0.0542 0.0124 0.182 1.477 0.00232 
B 504 1.010 0.138 0.573 <0.00323 0.0587 <0.00278 0.0030 0.06 0.0206 0.166 1.586 0.0113 
B 840 1.0182 0.0746 0.551 0.0133 0.0667 <0.00278 0.00343 0.126 0.0153 0.15 1.579 0.00511 
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Table 12. Experiment 3: January ICP Read Concentrations (mmol/L) 
Time 
(hrs) Ca K Mg P Al B Cu Fe Mn Na S Zn 
Abiotic 
0 0.239 0.034 0.358 <0.00323 0.0404 <0.00278 <0.000315 0.0499 0.00745 0.11 0.605 <0.000765 
AB 4 0.456 0.166 0.376 0.00385 0.03 0.00707 0.000809 0.0755 0.00827 0.202 .0821 0.00186 
AB 24 0.755 0.167 0.362 <0.00323 0.0195 0.00338 0.000636 0.0648 0.00856 0.154 1.0638 0.00231 
AB 168 0.976 0.23 0.384 <0.00323 0.04 0.00404 0.000854 0.0955 0.00947 0.148 1.265 0.00208 
AB 336 1.0507 0.389 0.375 <0.00323 0.0109 0.00326 0.000395 0.0527 0.0122 0.147 1.266 0.00141 
AB 504 0.921 0.409 0.367 0.00356 0.0196 0.0034 0.000779 0.0702 0.00923 0.163 1.210 0.00228 
AB 840 0.946 0.349 0.374 0.00324 0.0508 0.0038 0.00147 0.0995 0.00906 0.148 1.271 0.00274 
Biotic 0 0.239 0.034 0.358 <0.00323 0.0404 <0.00278 <0.000315 0.0499 0.00745 0.11 0.605 <0.000765 
B 4 0.477 <0.0256 0.350 <0.00323 0.0355 <0.00278 <0.000315 0.0609 0.00777 0.1005 0.778 0.00113 
B 24 0.775 <0.0256 0.355 <0.00323 0.0431 <0.00278 0.0006 0.0827 0.00801 0.0805 1.0694 0.00177 
B 168 1.0342 0.0477 0.354 0.00493 0.0779 <0.00278 0.000781 0.193 0.00353 0.0956 1.164 0.000959 
B 336 0.929 0.0803 0.366 0.00143 0.0411 <0.00278 0.00119 0.0681 0.00823 0.0941 1.231 0.00197 
B 504 0.963 0.119 0.359 0.00368 0.0744 <0.00278 0.00205 0.0497 0.00844 0.116 1.295 0.00194 
B 840 0.948 0.182 0.354 0.00592 0.0756 <0.00278 0.00357 0.122 0.00892 0.111 1.357 0.00262 
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3.3.2.4 Microbial Community 
 
 DNA was extracted and sequenced to compare the final community of each experiment 
to that of the initial sample water that was used in each experiment (Figure 21). All samples 
were subsampled to 1934 counts. Replicates for the beginning and end of each experiment 
were averaged together to create a single community. In Experiment 1B, the community 
became dominated by acidophilic bacteria.  The primary classified genera present are 
Acidisoma (15.94%), Acidocella (16.87%), Brevibacterium (1.65%), and Thiomonas (1.90%). 
Unclassified bacteria at the genus level comprise approximately 54% of the community and 
“Other” (genera comprising <1% of the total community) comprises around 8.5%.  In 
Experiment 2B, the final community became dominated by Burkholderia (23.08%), 
Novosphingobium (14.03%), and Microbacterium (12.51%).  Both unclassified bacteria and the 
“Other” community represent a smaller proportion of the community in December comprising 
37.5% and 7.31% respectively. Finally, in Experiment 3B the final community included the 
primary dominant microbes Novosphingobium (3.19%), Burkholderia (7.65%), and Acidisoma 
(13.01%). In this community, most of the bacterial genera have a reduced presence in the total 
community than in the first two experiments.  Unclassified bacteria have an approximately 
equal portion of the community as in the October experiment at 48.67%. “Other” represents a 
greater portion in the January experiment at 24.23% when compared to the first two 
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experiments.  Of the two genera that contain the most iron and sulfide oxidizing bacteria 
involved in ARD production, Thiomonas and Sideroxydans, only Thiomonas appears to survive 
into the final experimental reactors, as can be seen when comparing the initial to final 
communities for the experiments. Sideroxydans does not grow to become one of the dominant 
species present at the end of any of the experiments, and Thiomonas only is present in the final 
community of Experiment 1B.  
3.3.2.4.1 Direct Count Results 
 Direct counts were performed at 40x magnification the start and finish of each 
experiment using a light microscope and prepared slides (Table 13).  Each count averaged 
together the number of bacteria visible in ten different frames of the same prepared slide.  
Figure 21. Blood Brook Experimental Microbial Communities Organized by Genus 
(NCBI Accession #: PRJNA430708). The final communities evolve to ones that are 
primarily acidophilic, being dominated by the genera Acidisoma and Acidocella. There 
appears to be a succession in the final communities, with the farthest developed being 
Experiment 1, followed by Experiment 3, and then Experiment 2.  
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Table 13. Prepared Slide Direct Count Results (40x magnification) 
Experiment 1B exhibited the highest initial, final bacterial counts, and exhibited the greatest 
change in abundance from the beginning to the end of the experiment. Experiment 2B and 
Experiment 3B have very similar initial and final frame counts, however Experiment 3’s initial is 
just lower than Experiment 2’s, leading to Experiment 3 having a slightly higher change in 
concentration and more growth. This tends to inversely correlate with the pH results, where 
Experiment 1B has the biggest decrease in pH, while Experiment 2B and 3B have smaller and 
more similar pH drops.  
The most abundant bacterial shape observed in all slides were rod-shaped. Sphere-
shaped bacteria were also present, but to a much lesser degree. In the initial slide, sphere-
shaped bacteria appeared approximately 2-4 times less than the rod-shapes. In the final slides, 
sphere-shaped bacteria were more abundant, but still overall less than the rod-shaped. Sphere-
shaped bacteria had the strongest presence in the final Experiment 1 and Experiment 3 slides. 
Occasionally, there would be appearances of rod-shaped bacteria stacked end on end, with the 
longest observed chain being no more than four bacteria in length. These occurred the most 
often within the final Experiment 1 observations but were present within all the other slides to 
a lesser degree. These could be observations of filamentous organisms. Solids were included 
 Exp 1 
Start 
Exp 1 
End 
Exp 2 
Start 
Exp 2 
End 
Exp 3 
Start 
Exp 3 
End 
Mean Count per 
Frame 43.9 166.3 28 63.6 24.7 63.1 
Standard Deviation 18.19 46.93 11.96 21.17 12.67 24.85 
Cells per mL of initial 
water sample 2.27x105 8.59x105 1.28x105 3.26x105 1.45x105 3.29x105 
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within the sample solutions.  Bacteria appeared more abundantly concentrated around the 
edges of solids than free-floating within the solution.  
3.3.2.5 Precipitates and Biological Differences 
 Precipitates were collected from the biotic and abiotic reactors and examined using the 
SEM to see if there were any structural and chemical differences between them. There are 
notable differences between the observed abiotic and biotic precipitates (Figures 22 and 23). 
The abiotic precipitates appeared as large aggregates ranging from 100-200 microns across with 
the occasional pyrite particle suspended within. The suspended pyrite particles ranged from 4-
10 microns across, which is about .4-2% of the original sized pyrite grains added to the reactors. 
To be clear, grains suspended within the precipitate aggregate are not the main pyrite grains 
used in the reactors.  The gram of pyrite grains added to the reactors was used as part of the 
DNA extractions that were completed post-experimentation. Any mineral particles suspended 
within precipitate are pieces that were large enough not to be removed by the cleaning process 
but are smaller still than the desired range. Chemically, the abiotic precipitate was identified to 
contain primarily iron and oxygen. Aluminum was also occasionally identified throughout the 
precipitates. 
Precipitates collected from the biotic reactors contained filamentous structures running 
throughout the aggregate. These structures typically had a diameter ranging from 1 to 2 
microns and ran continuously throughout the precipitate structure (Figure 22). Suspended 
mineral particles within the biotic precipitate ranged from 5 to 20 microns were usually larger 
than the mineral particles suspended in the abiotic aggregate. One precipitate contained a 
pyrite particle suspended in the filamentous structures that was unusually large at 
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approximately 50 microns across. Chemically, the biotic precipitate was identified as also being 
composed primarily of iron and oxygen, with aluminum occasionally identified.  This is identical 
to the abiotic precipitate.  Aggregates caught in the mass and the filamentous structures both 
exhibited this chemical pattern.  
  
Figure 22. Abiotic Precipitate Body. Photographed in high 
vacuum conditions. The abiotic precipitate is an 
amorphous mass.   
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3.3.2.6 Statistical Results 
 
3.3.2.6.1 Linear Mixed-Effect Model Results 
3.3.2.6.1.1 Treatment Results 
 
 Linear mixed-effect models were run to test if there were any significant differences in 
rates between experimental treatments for sulfate concentration and pH. Two models were 
run for each experiment for sulfate. As explained within Section 3.3.2.2, sulfate concentration 
exhibits a trend that is overall not linear when including the initial data point.  There is a rapid 
increase in concentration during the first 24 hours of each experiment. By removing the initial 
data point, the sulfate trend becomes much more linear and appropriately tested by these 
Figure 23. Biotic Precipitate Body. Photograph was 
taken in high vacuum conditions. Structure is 
comprised of numerous stalks, 2-5 microns in diameter, 
with amorphous masses suspended throughout.  
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models.  These models found that there are no significant differences between abiotic and 
biotic treatments for sulfate concentration rates for all experiments between 4 and 840 hours 
(Table 14). There are significant differences between treatments for Experiment 1 when the 
initial data point is included. Experiments 2 and 3 still do not have significant differences across 
time for sulfate, even when the initial time point is included. For each of the three experiments, 
rate of pH change found to be significantly different between biotic and abiotic  
treatments. Rates of DO and conductivity change were also tested to determine if there were 
differences between abiotic and biotic treatments for each experiment. The overall rates in DO 
concentration were not significantly different between treatments in any of the experiments. 
Conductivity rates were not significantly different between treatments for Experiment 1 but 
were for Experiments 2 and 3.  
Table 14. Mixed-Effect Model Significance Test Results for Rate of Sulfate Concentrations vs. 
Treatment. A Pr-Value < 0.05 is significant and is starred. 
 
 
 
 
  
 
Table 15. Linear Mixed-Effect Model Significance Test Results for Rate of Other Parameters vs. 
Treatment. A Pr-Value < 0.05 is significant and is starred. 
 
 
  
Test Name Pr-Value with T0  Pr-Value without T0 
Exp. 1 Oct. Sulfate 0.02403* 0.62731 
Exp. 2 Dec. Sulfate 0.21024 0.69045 
Exp. 3. Jan. Sulfate 0.44238 0.770 
Tested Parameter Exp 1: October Exp 2: December Exp 3: January 
pH 9.16x10-10* <2x10-16* <2x10-16* 
Conductivity 0.7199 1.6x10-4* 2.94x10-8* 
DO 0.683141 0.1663 0.655 
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3.3.2.6.1.2 Experimental Differences 
 
Linear mixed-effect regression models were also used to assess if there were significant 
differences for, pH, DO concentration, and conductivity rates between different experiments. 
Each experiments rate was compared to others (i. e. 1A vs. 2A, 2A vs. 3A, 1A vs. 3A). This was 
done for both the abiotic and biotic treatments. This was also done to compare the rate of 
change of sulfate concentration between experiments but using normal linear regression 
models.  Since the initial values of these parameters are not the same across treatments and 
experiments, these tests are important since comparing regressions is the best way to 
determine if there are differences between experiments (Yan and Su 2009). The results of these 
tests (Table 16) show that the trends across time for pH in the biotic experiments are all 
significantly different from one another.  For abiotic pH, Experiment 1A is significantly different 
from 2A and 3A, but 2A and 3A are not significantly different from each other.   
 
 
Table 16. Linear Mixed-Effect Regression Model Results for Chemical Parameters Between 
Experiments. A Pr-Value < 0.05 is significant and is starred. 
 
Test Exp. 1 vs. 
Exp. 2 
Exp. 1 vs. 
Exp. 3 
Exp. 2 vs. 
Exp. 3 
Abiotic pH 0.0272* 9.10x10-14* 0.1085 
Biotic pH 8.88x10-16* 0.00158* 0.0107* 
Abiotic Sulfate 0.1987 0.207 0.09113 
Biotic Sulfate 0.9071 0.2158 0.717 
Abiotic Conductivity 0.00297* 0.264244 5.05x10-8* 
Biotic Conductivity 0.000718* 0.000452* 0.03135* 
Abiotic DO 0.000283* 0.5524 0.0924 
Biotic DO 1.18x10-6* 0.0805 9.34x10-13* 
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3.3.2.6.2 Experimental Redundancy Analyses 
Multiple RDAs were run for the experimental data. Due to the lack of data for most 
metal concentrations from Experiment 1, two RDAs were run: one that did not include 
Experiment 1 (Figure 23) and one that did (Figure 24).  The RDA that included Experiment 1 
used all data that was measured for all experiments (i.e. sulfate concentration, pH, etc.). Data 
measured on the ICP-OES was excluded from this RDA. The second RDA excluding Experiment 1 
was run while incorporating all chemical data including the ICP-OES collected data for 
Experiments 2 and 3. Results of the two individual RDAs show that including the ICP data 
accounts for a much greater amount of variance within the microbial community (Table 17). 
This makes Figure 24 a better overall model of the variance. 
The experimental RDAs reveal the chemical drivers of the experiment along two 
different axes. In both Figures 24 and 25, one of the primary explanatory axes runs from the 
upper-left quadrant to the lower-right.  Higher DO concentrations and alkalinity concentrations 
fall in the upper-left quadrant, while increases in hydrogen concentrations, sulfate, 
conductivity, and various metals are opposite in lower-right quadrant. The initial communities  
fall towards the upper-left quadrant, while the final communities are pushed towards the lower 
right.  This tells us that as the experiment went on, the communities were driven by the 
dropping pHs, rising conductivity, and rising sulfate within the reactors. Genera that are present 
only in the initial experimental reactors (Sideroxydans, Methylobacter, Polynucleobacter) are 
driven toward the upper-left quadrant. Also visible in Figure 24, is a second axis that is 
perpendicular to the DO/Conductivity axis. This axis is represented by aluminum and 
magnesium concentrations, with higher value falling in the lower-left quadrant.  Moving into 
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the upper-right quadrant represents decreases in these values.  Our initial and final 
communities are spread similarly along this axis, with Experiment 1 being associated with the 
highest concentrations of aluminum, Experiment 2 the second highest, and Experiment 3 
having the lowest. This shows that aluminum and magnesium were inadvertently selected for 
within the experiments and may have affected the microbial communities more than originally 
expected. In Figure 25, the overall communities are spread across a similar secondary axis, but 
the explanatory vectors are not identified. This is likely also an aluminum driven axis. Genera 
populous in the final experimental reactors, Acidisoma and Acidocella, favor higher 
concentrations along this secondary axis. 
 
 
 
Table 17. Experimental RDAs' Explanatory Statistics 
  
Test 
Unadjusted 
R2 
Adjusted 
R2 
Total 
Variance % 
Explained 
Axes 1 
Variance 
% 
Axes 2 
Variance 
% 
Total Axes 
Variance 
Exp. RDA 
1 (Figure 
24) 
0.98778 0.9715 97.15% 59.92% 23.339% 83.262% 
Exp. RDA 
2 (Figure 
25) 
0.6945 0.5673 56.73% 37.45% 20.78% 58.23% 
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Figure 24. Experimental RDA 1 Results (Excludes Experiment 1, Includes ICP Data) [Scaling 2]. Explanatory vectors 
are plotted in blue, communities in black, and individual genera in red. Data is spread along two perpendicular axes; 
upper-left to lower right quadrants, and bottom-left to upper-right quadrants. 
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Figure 25. Experimental RDA 2 Results (Includes Experiment 1, Excludes ICP Data) [Scaling 2]. Explanatory vectors are 
plotted in blue, communities in black, and individual genera in red. Data appears to be spread along two axes like Figure 
24, even though the ICP data was not included in this RDA. 
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3.4 Discussion 
 
3.4.1 Impact of Biota on Pyrite Oxidation 
 
3.4.1.1 Rates of Production 
 
Overall rates of change for hydrogen ion and sulfate concentrations were calculated for 
the experiments and compared to results of the statistical models. Hydrogen ion production 
rates were calculated using the following equation: 
𝑅𝑎𝑡𝑒 =
([𝐻+]𝑖 − [𝐻
+]𝑓)
𝛥𝑡
⁄  (Eq. 18) 
840 hours were used as Δt for both the abiotic and biotic treatments (Table 18). Hydrogen 
concentration trends slightly resemble the logistic function (Figures 28-30 in Appendix A) but 
can be summarized by finding a linear slope. (Verhulst 1845). Many other chemical reactions 
can alter pH in an aquatic system (alkalinity, carbon balance, etc.) (Benjamin 2015, Drever 1988, 
Stumm and Morgan 1981), so changing rates of sulfate production within the reactors must 
also be investigated. 
Table 18. Calculated Rates of Change in Experimental Hydrogen Ion Concentration 
 
 
 Treatment Overall Rate (mol/L/s) 
Experiment 1 (October) 
Abiotic -1.29x10-12 
Biotic 2.41x10-10 
Experiment 2 (December) 
Abiotic -1.52x10-12 
Biotic 4.23x10-11 
Experiment 3 (January) 
Abiotic 10-12 
Biotic 2.60x10-11 
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 Since pyrite oxidation releases both sulfate and hydrogen ions into the aqueous system 
(Lowson 1982), we would expect sulfate concentration to increase along with the decreasing 
pHs. We would expect to see the greatest increase in sulfate be in October, and the least being 
in January. The experiments begin at different sulfate concentrations, so overall changes in 
sulfate concentration were evaluated.  Each experiment had two distinctly different rates. 
These are the sharp increase in concentration that occurs within the first 24 hours of each 
experiment, and then the steadier increase until the end of each. Due to this, rates were 
calculated for the first 24 hours and then for the remainder of the experiment, as well as an 
overall rate for the entire length of the experiment (Table 19).  The overall rate was calculated 
slightly differently for 0-24 hours and 24-840 hours. The following equations were used for 
those calculations respectively: 
𝑅𝑎𝑡𝑒 =
([𝑆𝑂4
2−]𝑖 − [𝑆𝑂4
2−]𝑡24)
𝛥𝑡
⁄  (Eq. 19) 
𝑅𝑎𝑡𝑒 =
([𝑆𝑂4
2−]𝑡24 − [𝑆𝑂4
2−]𝑓)
𝛥𝑡
⁄  (Eq. 20) 
There is essentially no difference between the abiotic and biotic rates, and this coincides with 
the results of the statistical models of sulfate concentration as a function of time. For pH, there 
are notable differences between the treatments in terms of rates of hydrogen ion production, 
which also coincides with the results of the statistical models for hydrogen ion concentration as 
a function of time.  
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Table 19. Calculated Rates of Change in Experimental Sulfate Oxidation 
3.4.1.2 Significance of Sulfide Oxidation 
 
 The linear mixed-effect models found that the change in sulfate concentration across 
time between abiotic and biotic treatments for all experiments is not significantly different 
when excluding the initial data point. This would suggest that the present microbial community 
is not accelerating the process of pyrite oxidative dissolution. In all cases of oxidative 
dissolution, sulfide is oxidized to sulfate with ferrous iron being released into solution (Lowson 
1982). The ferrous iron is then oxidized to ferric iron, which helps to further oxidize pyrite both 
abiotically and biotically if not oxidized to iron hydroxide precipitates (Edwards et al. 1999, 
Glesiner et al. 2005, Lowson 1982).  
There are a few ways within the reactors that the oxidation of iron or sulfide in pyrite 
could be being biotically accelerated without us being able to observe it. The ways include 
partial oxidation of sulfide to sulfur (Cardoso et al. 2006), solid phase oxidation of Fe (II) to Fe 
(III) (Aller and Rude 1988), or the presence of sulfate reducing bacteria (Hao et al. 1996). If 
partial oxidation was occurring, the sulfur produce would have to be in the solid phase.  Since 
only soluble sulfur was measured on the ICP, it is difficult to compare trends between the 
measured sulfur (Figure 17) and the measured sulfate concentrations (Figure 16). This would 
also make it difficult to observe sulfur being reduced by sulfate reducing bacteria.  These 
 Treatment Overall Rate 
(mol/L/s) 
0-24 hrs Rate 
(mol/L/s) 
24-840 hrs Rate 
(mol/L/s) 
Experiment 1 
(October) 
Abiotic 1.72x10-9 4.41x10-8 5.75x10-10 
Biotic 1.84x10-9 4.5x10-8 8.17x10-10 
Experiment 2 
(December) 
Abiotic 1.67x10-9 3.01x10-8 8.33x10-10 
Biotic 1.37x10-9 2.61x10-8 6.46x10-10 
Experiment 3 
(January) 
Abiotic 5.39x10-10 1.55x10-8 9.86x10-11 
Biotic 5.2x10-10 1.6x10-8 6.46x10-11 
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bacteria would be able to grow within our reactors (Hao et al. 1996), but no classified genera 
were identified. More information, such as analyzing the amount of solid phase sulfur or the 
speciation of soluble iron, would have been needed to better assess if these processes were 
occurring in these reactors. What was observed suggests that the microbial community in the 
biotic reactors was not increasing the oxidation of the pyrite. This is supported by the classified 
iron and sulfide oxidizing bacteria that were present in the initial community dying off by the 
end of the experiments. Even if the microbial population was not accelerating pyrite oxidation, 
something in the biotic reactors is driving the pH down.  To better assess the potential causes 
of this, we must take a closer look at how the microbial community has changed in our reactors 
to fit the present chemical conditions. 
3.4.2 Experimental Community Evolution 
 
3.4.2.1 Standard Comparison 
 
 In each of the three experiments, the microbial community changes distinctively from 
the initial to the final community.  There are remnants of the original community present, but 
new bacteria that were not initially dominant no comprise most of the final community.  The 
abundant classified genera present at the end of the experiments are acidophiles that thrive in 
the low pH conditions of the biotic treatment reactors. It’s important to relate what is present 
in this project to what has been observed in both acidified ground and surface waters.  
Most of the bacterial genera present in all the starting communities (i.e. Herminiimonas 
and Polynucleobacter) have all but vanished by the end of the experiments.  These genera are 
commonly associated with surface water as discussed in Chapters 1 and 2 and are primarily 
Betaproteobacteria and Actinobacteria (Fierer et al. 2007, Lindstrom et al. 2005, Van der Gucht 
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et al. 2005).  The experimental reactors generate conditions that are not ideal for normal 
surface water bacteria (Fierer et al. 2007, Lindstrom et al. 2005, Van der Gucht et al. 2005), with 
pHs that started and ended well below 7. As conditions in the reactors changed, they either 
became too extreme for these bacteria, or the bacteria ran out of constituent they needed for 
growth, like organic matter.  
It is also important to compare these communities to iron-oxidizing bacterial 
communities (FeOB) found around more circumneutral pHs, as the experimental reactors spent 
most of the experiment length in moderately acidic conditions (pH 3.5 - 5.5) rather than 
extreme acidity (pH < 3). Many of these bacterial species come from Betaproteobacteria which 
does represent a large proportion of both the initial and final communities (Almaraz et al. 2017, 
Emerson et al. 2007, Emerson and Moyer 1997, Fleming et al. 2014).  Common genera that 
have been observed and isolated from iron-oxidizing mats include Leptothrix and Sideroxydans, 
as well as members of the family Gallionellaceae (Emerson and Moyer 1997, Fleming et al. 
2014, Neubauer et al. 2002). Sideroxydans and Gallionellaceae are both present in the field and 
initial experimental communities (Figures 12, 22, 25, 26). Sideroxydans dies off, most likely due 
to the reactors dropping below its ideal pH (Emerson et al. 2007, Emerson and Moyer 1997). 
Leptothrix and the genus Gallionella have also been identified in multiple circumneutral iron-
rich groundwater communities. Both genera are known to form stalk like structures (James and 
Ferris 2004, Krepski et al. 2011). Thiomonas, a common Betaproteobacteria genus found in 
most ARD solutions  (Auld et al. 2013, Baker and Banfield 2003, Chen et al 2014, Hallberg 2010), 
is present in both the initial and final communities of Experiment 1 but does not comprise a 
significant portion of the community. Even though most of the surface water bacteria die off, 
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Betaproteobacteria still makes up a large portion of the community (Figure 26). They are at 
approximately 25-28% of the final community in Experiments 1B and 3B and to 42% in 
Experiment 2B. This is still around the typical 33% of the community that is usually observed in 
surface water communities (Fierer et al. 2007, Lindstrom et al. 2005, Van der Gucht et al. 2005). 
Betaproteobacteria also comprise the majority of circumneutral iron-rich groundwater 
communities, and Leptothrix and Gallionella are both part of this class (James and Ferris 2004, 
Kolbel-Boelke et al. 1988, Krepski et al. 2011). 
Alphaproteobacteria is the order that thrives in our reactors. While present in the initial 
communities, this is not a dominant order in either surface or groundwater communities. This 
Figure 26. Experimental Microbial Communities Organized by Class (NCBI Accession #: 
PRJNA430708). The final experimental communities are comprised primarily of 
Alphaproteobacteria. Betaproteobacteria decreases below the 33% mark that is common 
in surface water communities (Fierer et al. 2007, Lindstrom et al. 2005, Van der Gucht et 
al. 2005). 
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class does not contain any bacteria that are normally the drivers of biotic sulfide oxidation (Hao 
et al. 2010). The presence of acidophiles Acidocella and Acidisoma is not unusual due to the 
acidic nature of the reactors, but they are not acidophiles typically associated with sulfide 
oxidation environments (Baker and Banfield 2003, Belova et al. 2009, Hallberg 2010, Wakao et 
al. 2002). Their known isolates do not metabolize any of the common constituents such as 
sulfate or iron (Belova et al. 2009, Wakao et al. 2002).  Many of the unclassified bacteria in 
these communities are members of the family Acidobacteria. Its role is not well understood in 
sulfide oxidizing environments (Auld et al. 2013, Baker and Banfield 2003, Hallberg 2010).  
The experimental microbial communities have changed throughout the experiments to 
ones that reflect the reactors’ acidifying conditions, but do not constitute what could be 
Figure 27. Experimental Microbial Communities Organized by Family (NCBI Accession #: 
PRJNA430708). A large majority of the communities is comprised of the family 
Acetobacteriaceae.  They have their largest population in Experiment 1, followed by 
Experiment 3, and finally Experiment 2. 
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considered a typical an extreme sulfide oxidation community, even in the presence of pyrite. 
This is due to the reactors not adjusting to their favored conditions within the experimental 
period.  Based on class, the final experimental communities resemble circumneutral iron-rich 
stream and groundwater communities (Almaraz et al. 2017, Emerson et al. 2007, Emerson and 
Moyer 1997, James and Ferris 2004, Krepski et al. 2011, Neubaurer et al. 2002).  
3.4.2.2 Precipitate Implications 
 
Iron-oxidizing bacteria that tend to grow end on end with each other and surround 
themselves with an organic sheath have been observed (Emerson and Weiss 2004, Fleming et 
al. 2014, Rentz et al. 2007). Precipitates collect and deposit on these sheathes, resulting in the 
structures observed in these experiments (Emerson and Weiss 2004, Fleming et al. 2014, Rentz 
et al. 2007). Within these precipitates, the filamentous structures chemically identify as Fe and 
O.  It was originally thought that they were potentially formed by the genus Leptothrix.  This 
genus is known for its filamentous structures that get coated with precipitates and it typically 
occurs in standing or slow-flowing water that is neutral to slightly acidic, just like those 
observed within our reactors (Emerson and Weiss 2004, Fleming et al. 2014, Rentz et al. 2007). 
It also prefers low concentrations of organic matter. It is possible that the shaking of the 
reactors may have not been suitable for Leptothrix. The structures observed in the biotic 
experimental reactors strongly resemble structures created by Leptothrix ochracea and other 
organisms from the family Gallionellaceae in SEM images taken by Fleming et al. (2014) in their 
study of biologic succession of circumneutral iron mats.  No Leptothrix were identified in our 
communities through sequencing (Figure 21), but bacteria that have a similar physical structure 
were observed under the microscope. Gallionellaceae do have a strong presence in the initial 
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communities but died off by the end of the experiments (Figure 27).  It is possible one of the 
unclassified OTUs produced through the metagenomics assay was Leptothrix, as indicated by 
the observed bacteria, but the physical observed bacteria could also be an unclassified relative.  
Two unclassified OTUs were a large proportion (%) of the final experimental communities, and 
their taxonomy was identified up to Betaproteobacteria, which does match Leptothrix, but is 
still very vague for identification. No bacteria other than the stalks were observed to be directly 
attached to any of the mineral particles that were suspended in the aggregate. This suggests 
that there is no significant difference in pyrite oxidation between abiotic and biotic treatments 
in these experiments.  
Since most of these precipitates are composed of Fe and O, they represent a portion of 
the total iron content that was removed from solution.  Total iron content recorded by the ICP 
would increase if the precipitates had not solidified and been filtered out of those samples. The 
trace amounts of aluminum detected within the precipitates would indicate this is also true 
aluminum concentrations. 
3.4.2.3 Relationship to Solution Chemistry 
 
 The experimental RDA results show correlations between the final experimental 
communities and the chemical parameters, where the experimental communities are response 
variables, and the stream chemistry is a set of explanatory variables.  Multiple RDAs were run 
for the experiments due to incomplete data results from the ICP-OES readings.  The lack of end 
data for Experiment 1 metal concentrations is discussed in Section 2.3.5.  
 While pH not only tailors the conditions of the reactors to those that are for acidophiles, 
the bacteria are clearly what is causing significant changes in the pH. The pH only decreases 
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within the biotic reactors. Based on the [H+] growth, it appears that whatever is changing the 
pH has preferences for specific conditions or nutrients. Within the experimental reactors, 
Acidisoma, Acidocella, and unclassified bacteria from their family may potentially be facilitating 
the increase in hydrogen ions through the production of acetic acid, and thus the decrease in 
pH we observed.  Both Experiment 1B and Experiment 2B exhibit slow increases in [H+] before 
shifting into a faster increase (Figures 28 and 29 respectively). This could be the conditions of 
the reactor reaching ideal conditions for the responsible bacteria, such as pH decreasing 
enough for them to increase growth, or by the increased oxidation of organic matter from 
bacteria that began to die off from the changing conditions. Eventually the sharper increase in 
[H+] begins to level out again in both experiments, likely caused by the limiting of a certain 
nutrient or moving outside ideal conditions for [H+] generation again. This observed decrease in 
rate could be caused by other scenarios, such as the occlusion of a reaction surface by the 
formation of a biofilm or a film of secondary mineral (Sand et al. 2001). The timing for the initial 
slow increase in Experiment 2B was about twice the length as that in Experiment 1B, while the 
following sharp increase lasted about half the time before leveling out again. There was no 
sharp increase in either sulfur or sulfate concentrations in the Experiment 1B and 2B 
corresponding with the sharper increase of [H+] (Tables 10 and 11 for sulfur, Table 32 for 
sulfate), so it cannot be associated with increased dissolution of pyrite. Other options for why 
this happening must be explored within the microbial community. 
One possibility for the decrease in pH may relate to Acidisoma and Acidocella. These 
genera are members of the Acetobacteraceae family, known for producing acetic acid through 
obligate aerobic fermentation (Mamlouk and Gullo 2013, Rao 1957, Raspor and Goranovic 
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2008). As conditions become more acidic through the abiotic pyrite oxidation, conditions 
become ideal for these bacteria, which then accelerate the acidification process through 
production of organic acids (Mamlouk and Gullo 2013, Rao, 1957, Raspor and Goranovic 2008). 
The acetic acid is primarily produced by the oxidation of sugars, ethanol, or carbohydrates (Rao 
1957). Even though Acidocella and Acidisoma are members of this family, neither of these 
genera are known to produce acetic acid (Belova et al. 2009, Wakao et al. 2002). However, 
unclassified Acetobacteraceae strains are present in the reactors. Acidocella does have one 
species known to use ethanol as an electron source to produce energy (Kimoto et al. 2010). This 
is important, due to the cleaning of the instruments with ethanol between measurements. 
Experiment 1B exhibits the most extensive pH change, as discussed in Sections 3.3.2 and 
3.4.1.1. In this experiment, Acetobacteraceae comprises approximately 9% initially and 42% of 
the final community population based on the results of replicates (Figure 27).  In Experiment 2B 
and Experiment 3B Acetobacteraceae only comprise 14% and 7% of the community respectively 
at the experiments start. Experiment 2B has a final Acetobacteraceae proportion of 3% while 
Experiment 3 has a final proportion of 17%. This corresponds with slower pH decreases in these 
experiments. Experiment 2B is the only experiment that exhibits a decrease in 
Acetobacteraceae population. The use of ethanol as a prevention agent for contamination 
would not have contributed enough carbon for the bacteria to solely produce enough H+ to be 
responsible for the total pH change. Each probe was rinsed with deionized water following each 
ethanol wash, and then dried with a sterile lab wipe, meaning that the amount of ethanol 
added would be extremely small.   
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It is known that some of the bacteria in the initial communities are dying off throughout 
the experiments, which could provide a source of organic material for use in acid production. 
This would be suitable to maintain a stable population, but to see growth increase as was 
observed through the direct counts, additional organic matter would have to be present 
(Novick 1955). A source of organic matter that would be present in Blood Brook in October, but 
not December or January, would leaf matter.  Trees would be shedding their leaves, which 
could fall into Blood Brook, decay, and create higher concentrations of organic carbon. 
Dissolved organic matter fluxes in streams are driven by shifting hydrologic conditions 
(Mulholland 1997). Dissolved organic matter concentrations would increase during periods of 
stormflow, due to shifting flowpaths and water entering the stream interacting more with litter 
and humic material (Fiebig et al. 1990, Hemond 1990, Mulholland 1997).  Per this information, 
we would expect the January experiment to have the highest amount of dissolved organic 
matter due to it being stormflow dominated. Decaying leaf litter should be trapped underneath 
the snow, and material from that would be transported into Blood Brook. The observed 
bacterial activity does not support this, as the most growth occurred in October.  
 The pH could be being lowered without accelerating the pyrite oxidation by purple 
bacteria through oxidizing aqueous ferrous iron to ferric iron while fixing carbon. This occurs 
through a photoautotrophic redox reaction where an electron is taken from Fe (II) and added to 
CO2 to fix carbon (Ehrenreich and Widdel 1994).  However, this is also not a likely possibility as 
this is commonly an anaerobic process and requires light, which was limited while inside the 
shaker baths (Ehrenreich and Widdel 1994).  
 
111 
 
3.4.2.4 Aluminum Effects Upon Community Structure  
What causes the reactors in Experiment 1B to be the most suitable for Acidisoma and 
Acidocella? They are present in the collected field communities, albeit in very small amounts 
that only have 1 or 2 reads per sample and grew to become the most abundant members of the 
final experimental communities. What is preventing them from becoming a more dominant 
part of the community in the second two experiments? Blood Brook’s elevated aluminum 
concentrations may play a role in controlling the development of the microbial community 
under acidic conditions. Al concentration varied along the same axis as conductivity, sulfate, 
and most other metal concentrations within the field RDA (Figure 12).  This is due Blood Brook’s 
flow source affecting concentrations, which creates a confounding effect on aluminum.  This 
confounding effect, along with the field pH not dropping below 4.8 within the study period (Al+3 
is not the dominant aqueous species of aluminum until below approximately a pH of 4.5 
[Driscoll and Schecher 1990]), would explain why we do not observe any strong distinct effects 
by the high aluminum in the field.  
 The final experimental microbial communities appear to be affected by the higher 
concentrations of aluminum found in the water samples taken from Blood Brook.  Many of the 
genera present exhibit some form of promoted growth or resistance to aluminum toxicity.  
Wakao et al. (2002) found that Acidocella and two other acidophilic genera not present in these 
experiments were tolerant to concentrations of monomeric aluminum up to 100 µM in acid 
medium below a pH 3.5.  Their growth was also strongly enhanced under these conditions. 
Other bacteria present in the final communities have also been shown to exhibit strong 
monomeric aluminum tolerance such as Acidisoma and Burkholderia (Belova et al. 2009, Woods 
112 
 
and Sokol 2006). The larger proportion of Acidisoma in Experiment 3 compared to Experiment 2 
makes sense in context with the aluminum and iron concentrations each experiment. 
Experiment 3 not only has a higher final aluminum, but also has a lower final iron concentration 
than Experiment 2. These conditions would create a higher aluminum toxicity in Experiment 3, 
even with a slightly higher final pH than Experiment 2, resulting in the higher proportion of 
Acidisoma. At the low pHs present in the final reactors, the main constituent aluminum would 
complex with would be sulfate (Driscoll and Schecher 1990). The pH in Experiment 1 is too low 
even to complex in sulfate.  Experiment 3’s lower sulfate concentrations would mean less 
complexed aluminum, even at a slightly higher pH (Driscoll and Schecher 1990), which supports 
that aluminum toxicity would be higher in Experiment 3 than in 2. Aluminum toxicity succession 
within our experiments in descending order appears to be Experiment 1, 2, and then 3. This 
matches with the observed successional order of the final microbial communities and the 
spread observed in the experimental RDAs (Figures 24 and 25). 
3.4.3 Future Work 
 
 Discussed below are some ways that the information gained in this project can be 
expanded upon to answer questions that were not answered here. 
3.4.3.1 Changes to Experimental Parameters 
 The biggest question coming out of this research is how the microbial community results 
and reactor chemistry would look if the experiments could progress for longer amounts of 
time? Were our results the community stabilizing, or would the community have evolved 
further into one that contained more familiar acidophilic bacteria had the pHs continued to 
drop? The simplest way to assess this would be to run the same experiments again but allow 
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them to progress for a longer amount of time.  Increasing experiment length to 10 weeks would 
allow pH to continue to drop, and for the microbial community to further develop in response 
to the chemical changes.  
 The second change suggested change to the experimental parameters would be to 
ensure that the reactors are oxygenated.  While these experimental reactors were shaken to 
allow DO to enter the reactor system, DO concentrations varied quite a bit and were not close 
to the saturation point. Attempting to ensure DO availability for the reactors caused the 
complicated and limited sampling from the reactors.  By finding a better solution to the DO 
issue, it would both make sampling easier and ensure that anaerobic processes would not be 
viable within the reactors.  
By having larger volumes, it would also allow for increase testing of chemical 
parameters that were excluded here.  These would include dissolved organic carbon and iron 
speciation. Another alternative could have been having even more replicates for each 
treatment, and sacrificing them at various times for sampling purposes.  Replication would be 
possible for each time point, but the random factor of using different reactors would still need 
to be accounted for.   
An alternative reactor configuration could be used to confirm the results of this 
methodology. An unsaturated column reactor where sample water would be recirculated 
through would be an option (Zhang et al. 2006). The water from Blood Brook would be 
continuously pumped through the column of packed pyrite.  Fluid could be collected 
periodically out of the column for testing.  The circulation would also unsure DO saturation. 
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3.4.3.2 Other Maine Acidic Streams 
Because Blood Brook is only one location near an unmined sulfide deposit in the state of 
Maine, it would be important to identify other streams located near deposits that could be 
considered acidic.  Since microbial communities can vary spatially (Fierer and Jackson 2006), 
communities found in another acidic stream are not guaranteed to be structured or behave 
similarly to Blood Brook. Locating these streams and evaluating them in a similar manner to 
what we did in this project would allow the comparison of multiple locations across the state 
which would lead to a more complete knowledge of the naturally acidic stream system in 
Maine as a whole.  
3.4.3.3 Natural Acidity vs. Impacted Site 
 
 Another future possibility for this project would be to perform the same experiment 
again, using water samples collected at identical times throughout the year with both Blood 
Brook and a site known to have been impacted by mining in the past.  The data in Appendix B 
was beginning to test this using water samples from Callahan mine, located in Harborside, 
Maine. However, samples could only be accessed by permission. This site has also been heavily 
remediated causing results that would be helpful in investigating questions we were not asking, 
like the efficacy of remediation or post-remediation community structure.  A better site would 
be the remnants of Douglass Mine, located in Blue Hill, Maine. Present at this site is a stream 
that flows directly over the area where the tailings pile used to sit, directly to the south-east of 
the mining site (LePage et al. 1991).  We would expect Douglass Mine’s microbial community to 
be structured differently than that of Blood Brook’s. Being a mine waste environment, it is 
different than Blood Brook both chemically and likely microbially as well. Studying it in the 
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same way as we did Blood Brook would allow us to understand the differences between 
seasonal changes in mine waste environments vs. acidic stream environments.   
3.5 Conclusions 
 Based on the observed data, the original hypothesis that Blood Brook’s oxidation 
potential would be diminished due to dilution of the microbial community during sampling 
points Blood Brook was dominated by stormflow can be rejected. Oxidation potential as 
exhibited by change in sulfate concentration was shown to have no significant difference 
between abiotic and biotic treatments and little difference between experiments. The 
hypothesis that Blood Brook’s microbial community would evolve into one comprised of 
acidophilic iron and sulfide oxidizers can also be rejected. While the community did develop 
into an acidophilic one in the experimental conditions, there was not a strong presence of 
classified iron or sulfide oxidizer. The community resembled one of either a circumneutral iron-
rich groundwater or surface water community. The community structural evolution was 
primarily driven by the decreasing pHs and increasing specific conductance, as indicated by the 
experimental RDAs.  Additional insights into Blood Brook’s microbial communities’ structural 
evolution were gained through the experimental data. Aluminum may have a stronger 
influence upon the microbial communities’ structural evolution during acidifying conditions 
than originally expected.  Bacterial growth patterns, aluminum concentrations, the presence of 
bacteria that have been shown to exhibit increased growth in high aluminum concentrations 
(Acidisoma and Acidocella), and implications by the RDAs, all lead to this conclusion. This is 
intriguing because aluminum has not really been considered in the past as a specific driver of 
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the development of microbial communities in acidified systems (Baker and Banfield 2003, 
Hallberg, 2010, Johnson and Hallberg 2003, Nordstrom 2010). 
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APPENDIX A. ADDITIONAL EXPERIMENTAL DATA 
  
 Located in this appendix are complete additional chemical and biologic data sets for the 
experimental data.  While most of the chemical data used in this thesis is mean data, the 
complete data for all experimental replicates can be found here. All biological data can be 
found online. The original metagenomic results within the NCBI database can be located using 
BioProject accession number PRJNA430708.
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Table 20. Experiment 1: October pH 
Time (hrs) 0 4 24 48 72 96 120 144 168 192 216 240 264 288 312 336 
Abiotic-1 4.24 4.22 4.42 4.53 4.84 4.92 5.08 5.2 5.34 5.54 5.91 6.38 6.82 6.69 6.74 6.53 
AB-2 4.24 4.16 4.29 4.32 4.5 4.43 4.6 4.68 4.66 4.72 4.74 4.79 4.76 4.75 4.7 4.73 
AB-3 4.24 4.21 4.31 4.41 4.51 4.61 4.66 4.71 4.77 4.82 4.88 4.91 4.88 4.88 4.87 4.89 
AB-4 4.24 4.18 4.33 4.39 4.51 4.74 4.78 4.81 4.8 4.85 4.85 4.85 4.84 4.78 7.17 6.73 
AB-5 4.24 4.13 4.21 4.25 4.55 4.56 4.59 4.6 4.6 4.68 4.71 4.27 4 3.53 3.39 3.28 
AB-6 4.24 4.18 4.28 4.27 4.34 4.42 4.43 4.44 4.45 4.47 4.13 3.72 3.35 3.21 3.44 3.14 
AB Mean 4.24 4.18 4.31 4.36 4.54 4.61 4.69 4.74 4.77 4.85 4.87 4.82 4.78 4.64 5.05 4.88 
AB Std. Dev. 0 0.03 0.06 0.09 0.15 0.17 0.2 0.23 0.28 0.33 0.53 0.81 1.07 1.12 1.46 1.4 
Biotic-1 4.79 4.69 4.58 4.54 4.42 4.57 4.49 4.48 4.54 4.63 4.66 4.62 4.56 4.54 4.54 4.46 
B-2 4.79 4.75 4.73 4.49 4.44 4.48 4.45 4.24 3.76 3.46 3.36 3.27 3.21 3.14 3.13 3.09 
B-3 4.79 4.77 4.68 4.43 4.34 4.39 4.26 3.88 3.48 3.28 3.21 3.11 3.06 3.01 2.98 2.99 
B-4 4.79 4.74 4.66 4.41 4.31 4.34 4.22 4.02 3.63 3.36 3.13 2.95 2.85 2.78 2.74 2.68 
B-5 4.79 4.65 4.59 4.42 4.29 4.34 4.25 4.16 3.92 3.68 3.37 3.19 3.09 3.02 2.99 3.03 
B-6 4.79 4.74 4.7 4.52 4.4 4.46 4.35 4.08 3.64 3.49 3.4 3.28 3.22 3.18 3.18 3.19 
B Mean 4.79 4.72 4.66 4.47 4.37 4.43 4.34 4.14 3.83 3.65 3.52 3.4 3.33 3.28 3.26 3.24 
B Std. Dev. 0 0.04 0.05 0.05 0.06 0.08 0.1 0.19 0.34 0.45 0.52 0.55 0.56 0.58 0.59 0.57 
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Table 20 cont. 
  
Time (hrs) 384 432 480 504 528 552 576 600 624 648 816 840 
Abiotic-1 6.78 5.54 6.13 6.88 7.11 6.98 6.99 7.09 6.74 6.84 7.39 7.41 
AB-2 4.46 4.43 4.49 4.53 4.68 4.91 4.94 5.02 5.01 5.05 4.81 4.91 
AB-3 4.59 4.51 4.42 4.43 4.46 4.47 4.5 4.54 4.47 4.43 4.14 4.27 
AB-4 6.57 6.69 6.23 6.42 6.26 6.39 6.28 6.25 6.16 6.1 6.1 6.07 
AB-5 3.12 3.04 3 3.02 2.99 2.99 2.97 3 2.98 2.97 3.02 3.02 
AB-6 2.9 2.81 2.79 2.78 2.77 2.77 2.76 2.76 2.75 2.77 2.72 2.73 
AB Mean 4.74 4.5 4.51 4.68 4.71 4.75 4.74 4.78 4.68 4.69 4.7 4.73 
AB Std. Dev. 1.51 1.35 1.34 1.54 1.58 1.57 1.56 1.57 1.48 1.5 1.65 1.64 
Biotic-1 4.31 4.14 4.08 4.01 3.94 3.87 3.8 3.79 3.74 3.66 3.67 3.57 
B-2 2.96 2.95 2.95 2.92 2.93 2.9 2.89 2.9 2.89 2.88 2.81 2.83 
B-3 6.47 6.18 5.82 6.04 6.02 5.94 5.99 5.88 5.79 5.46 4.86 4.46 
B-4 2.55 2.52 2.53 2.53 2.52 2.5 2.51 2.52 2.5 2.51 2.46 2.46 
B-5 2.82 2.77 2.77 2.76 2.73 2.73 2.7 2.72 2.69 2.68 2.63 2.63 
B-6 3.02 2.98 2.98 2.93 2.91 2.88 2.88 2.88 2.85 2.84 2.78 2.82 
B Mean 3.69 3.59 3.52 3.53 3.51 3.47 3.46 3.45 3.41 3.34 3.2 3.13 
B Std. Dev. 1.36 1.27 1.14 1.21 1.21 1.18 1.2 1.16 1.13 1.01 0.83 0.69 
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Table 21. Experiment 1: October Specific Conductance (µS/cm) 
Time 
(hrs) 0 4 24 48 72 96 120 144 168 192 216 240 264 288 312 336 384 432 480 
Abiotic-
1 237 289 336 352 371 408 445 720 759 768 827 842 1928 1951 1931 1949 2030 2210 2200 
AB-2 237 278 315 328 334 334 356 349 364 375 405 410 432 448 472 481 518 504 581 
AB-3 237 269 311 328 334 333 338 345 347 350 355 354 372 383 397 423 429 441 456 
AB-4 237 271 307 318 322 319 327 331 333 335 338 340 345 349 396 399 409 414 414 
AB-5 237 269 312 325 323 323 327 328 331 332 335 347 370 447 501 560 607 612 656 
AB-6 237 269 303 308 314 312 316 324 326 328 341 370 498 569 588 653 793 904 935 
AB 
Mean 237 274 314 326 333 338 351 399 410 415 433 444 657 691 714 744 798 847 874 
AB Std. 
Dev. 0 7.4 11 13 18 32 44 144 157 159 178 180 570 568 548 545 566 631 617 
Biotic-1 213 247 292 311 320 1431 1441 1440 1436 1430 1436 1410 1428 1425 1435 1429 1444 1460 1447 
B-2 213 253 298 321 332 352 395 415 463 549 598 665 700 752 816 862 916 979 993 
B-3 213 250 298 314 319 333 340 369 440 509 523 652 701 745 779 816 256 268 272 
B-4 213 260 309 326 337 339 347 365 407 477 582 740 922 1029 1142 1252 1393 1478 1532 
B-5 213 244 288 306 316 339 328 334 352 393 471 566 615 675 724 773 852 921 969 
B-6 213 252 299 315 327 328 336 353 405 446 471 529 557 577 610 630 671 733 754 
B Mean 213 251 297 315 325 520 530 546 584 634 680 760 820 867 918 960 922 973 994 
B Std. 
Dev. 0 5 6.5 6.5 7.5 407 408 401 383 359 341 298 294 285 283 283 409 418 423 
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Table 21 cont. 
  
Time (hrs) 504 528 552 576 600 624 648 816 840 
Abiotic-1 2190 2230 2310 2300 2300 2310 2290 2350 2310 
AB-2 608 662 663 696 733 774 792 808 856 
AB-3 460 468 475 480 487 496 507 526 536 
AB-4 419 423 421 426 426 434 434 447 451 
AB-5 716 763 759 796 806 804 818 852 842 
AB-6 978 1024 1042 1053 1070 1075 1080 1136 1130 
AB Mean 895 928 945 958 970 982 987 1020 1021 
AB Std. Dev. 607 615 643 635 631 630 620 636 618 
Biotic-1 1449 1453 1437 1448 1449 1447 1446 1445 1458 
B-2 1007 1028 1048 1065 1083 1110 1119 1232 1208 
B-3 291 326 328 332 339 346 356 377 379 
B-4 1538 1172 1587 1600 1619 1629 1623 1700 1696 
B-5 985 1015 1025 1042 1062 1086 1108 1215 1220 
B-6 770 788 804 817 833 847 859 932 931 
B Mean 1007 964 1038 1051 1064 1077 1085 1150 1149 
B Std. Dev. 418 348 412 415 415 414 409 417 417 
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Table 22. Experiment 1: October Dissolved Oxygen Concentration (mg/L) 
Time (hrs) 0 4 24 48 72 96 120 144 168 192 216 240 264 288 312 336 384 432 480 
Abiotic-1 6.94 6.57 4.17 4.4 3.73 4.97 5 5.27 5.86 5.67 5.88 5.48 5.79 5.44 6.62 4.26 4.76 4.4 0.41 
AB-2 6.94 5.4 4.39 5.62 5.46 5.06 3.47 5.68 3.58 5 5.79 5.2 5.29 4.05 6.68 5.28 4.94 4.94 4.4 
AB-3 6.94 5.22 4.39 5.75 5.31 3.16 3.78 5.75 3.7 5.74 5.73 4.74 3.85 5.15 5.64 5.01 4.5 4.03 4.28 
AB-4 6.94 5.64 4.22 5.62 4.26 4.66 4.92 4.07 5.19 5.46 5.72 4.11 3.21 3.76 4.58 4.98 5.06 4.75 5.1 
AB-5 6.94 5.08 4.3 5.82 4.8 3.58 4.44 4.66 4.97 5.6 5.42 3.36 3.55 5.4 4.52 2.54 5.26 4.7 4.92 
AB-6 6.94 5.26 4.33 5.64 5 4.19 4.47 4.97 5.08 5.55 4.77 1.92 0.2 4.86 4.6 4.85 4.65 5.06 5.13 
AB Mean 6.94 5.53 4.3 5.47 4.76 4.27 4.35 5.07 4.73 5.5 5.55 4.14 3.65 4.78 5.44 4.49 4.86 4.65 4.04 
AB Std. Dev. 0 0.5 0.08 0.49 0.6 0.7  0.56 0.58 0.82 0.24 0.38 1.21 1.8 0.65 0.94 0.92 0.25 0.34 1.66 
Biotic-1 7.98 4.81 4.55 5.33 5.71 4.56 4.95 4.88 5.95 5.77 5.29 3.35 4.67 6.24 5.1 5.03 4.65 4.66 5.54 
B-2 7.98 5.19 4.4 5.38 5.35 2.91 4.74 4.31 5.63 5.2 4.49 2.95 3.93 5.53 4.91 5.08 5.09 4.95 5.49 
B-3 7.98 5.72 4.41 4.88 5.2 4.28 4.95 5.2 5.16 5.49 3.79 4.8 5.29 5.09 5.45 5.42 5.23 4.7 5.4 
B-4 7.98 5.04 4.42 5.43 4.64 4.96 3.86 4.1 3.91 4.89 5.07 0.14 5.04 0.26 4.66 5.02 5.27 4.76 4.4 
B-5 7.98 5.36 4.28 5.42 5.88 4.92 4.95 5.36 4.82 5.16 5.02 3.82 4.86 4.96 4.04 5.26 4.86 4.72 5.18 
B-6 7.98 5.22 4.45 3.48 3.68 4.71 3.75 2.88 2.46 4.96 4.42 4.82 5.07 4.86 5.03 5.76 5.27 5.2 3.93 
B Mean 7.98 5.22 4.42 4.99 5.08 4.39 4.53 4.45 4.65 5.24 4.68 3.31 4.81 4.49 4.86 5.26 5.06 4.83 4.98 
B Std. Dev. 0 0.28 0.08 0.7 0.74 0.7 0.52 0.83 1.17 0.3 0.51 1.58 0.44 1.95 0.44 0.26 0.23 0.19 0.62 
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Table 22 cont. 
  
Time (hrs) 504 528 552 576 600 624 648 816 840 
Abiotic-1 4.86 5.79 6.19 5.75 6.36 5.78 5.38 5.41 5.83 
AB-2 4.93 5.76 6.3 6.29 5.99 5.91 5.77 5.76 5.51 
AB-3 5.2 6.78 6.5 5.87 5.72 6.1 6.01 6.19 5.98 
AB-4 5.18 6.74 6.18 6.01 5.97 6.02 6.09 5.4 5.38 
AB-5 5.75 6.36 6.34 6.32 5.38 5.99 6.31 6.19 4.9 
AB-6 5.46 6.71 6.23 6.49 5.01 5.74 6.27 6.17 6.23 
AB Mean 5.23 6.36 6.29 6.12 5.74 5.92 5.97 5.85 5.64 
AB Std. Dev. 0.3 0.43 0.11 0.26 0.44 0.13 0.32 0.35 0.43 
Biotic-1 4.83 6.67 6.05 5.93 4.8 5.36 6.03 4.99 6.52 
B-2 5.62 6.62 6 6.31 5.33 5.79 5.5 6.15 6.35 
B-3 5.25 6.39 5.98 6.65 5.6 5.84 6.17 6.19 6.45 
B-4 4.41 6.07 6.23 6.48 4.75 5.75 6.99 5.47 6.41 
B-5 5.48 6.84 6.07 6.46 6.04 5.36 6.08 6.21 6.33 
B-6 5.43 6.82 5.05 6.44 6.24 6 5.67 5.15 5.79 
B Mean 5.17 6.57 5.9 6.38 5.46 5.68 6.07 5.69 6.31 
B Std. Dev. 0.42 0.27 0.39 0.22 0.57 0.24 0.47 0.51 0.24 
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Table 23. Experiment 2: December pH 
Time (hrs) 0 4 24 48 72 96 120 144 168 192 216 240 264 288 312 336 360 384 
Abiotic-1 4.96 4.9 5.19 5.3 5.79 6.03 5.48 5.88 5.73 5.88 5.84 4.48 4.61 4.54 4.64 4.88 5.04 5.11 
AB-2 4.96 4.76 4.86 4.97 5.31 5.8 5.42 5.38 5.71 5.87 5.84 4.65 4.71 4.7 4.74 4.84 4.97 5.09 
AB-3 4.96 4.75 4.82 4.78 5.29 5.31 5.36 5.26 5.24 5.29 5.2 4.79 4.88 4.88 4.85 4.79 4.81 4.83 
AB-4 4.96 4.55 4.67 4.8 4.67 5.18 5.16 5.17 5.12 5.15 5.12 4.8 4.78 4.8 4.82 4.85 5.09 5.05 
AB-5 4.96 5.36 5.3 5.29 5.52 5.64 5.56 5.46 5.45 5.49 5.46 4.75 4.64 4.62 4.64 4.47 4.64 4.7 
AB-6 4.96 4.53 4.76 4.66 4.74 5.07 5 4.87 5.06 5.14 5.27 5.36 4.51 4.5 4.57 4.53 4.65 4.6 
AB Mean 4.96 4.81 4.93 4.97 5.22 5.5 5.33 5.34 5.38 5.47 5.45 4.64 4.69 4.67 4.71 4.73 4.87 4.9 
AB Std. Dev. 0 0.28 0.23 0.25 0.4 0.34 0.19 0.31 0.27 0.31 0.29 0.17 0.12 0.14 0.1 0.16 0.18 0.2 
Biotic-1 5.52 5.61 5.41 5.19 5.17 5.33 5.24 5.13 5.2 5.14 4.96 4.38 4.32 4.37 4.38 3.94 4.31 4.38 
B-2 5.52 5.62 5.3 5.05 4.89 5.07 5.06 4.89 4.83 4.81 4.71 4.35 4.34 4.3 4.29 3.85 4.18 4.19 
B-3 5.52 5.61 5.32 4.91 4.79 4.93 4.92 4.85 4.76 4.72 4.65 4.38 4.26 4.3 4.26 3.78 4.14 4.2 
B-4 5.52 5.6 5.15 5.65 4.59 4.67 4.68 4.7 4.53 4.55 4.45 4.23 4.14 4.16 4.13 3.67 4.03 4.06 
B-5 5.52 5.51 5.09 4.75 4.86 4.75 4.69 4.58 4.46 4.43 4.33 4.14 4.06 4.08 4.07 3.61 3.94 3.99 
B-6 5.52 5.6 5.2 4.81 4.67 4.85 4.87 4.79 4.73 4.72 4.61 4.38 4.28 4.29 4.27 3.8 4.14 4.15 
B Mean 5.52 5.59 5.24 5.06 4.83 4.93 4.91 4.82 4.75 4.73 4.62 4.31 4.23 4.25 4.23 3.77 4.12 4.16 
B Std. Dev. 0 0.04 0.11 0.3 0.18 0.22 0.2 0.17 0.24 0.22 0.2 0.09 0.1 0.1 0.1 0.11 0.12 0.12 
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Table 23 cont. 
  
Time (hrs) 408 432 456 480 504 792 816 840 
Abiotic-1 4.94 4.45 4.45 4.41 4.59 6.32 6.3 6.49 
AB-2 5.36 5.25 5.27 5.12 5.14 5.77 5.91 5.96 
AB-3 4.88 4.64 4.76 4.75 4.76 4.61 4.61 4.77 
AB-4 5.02 4.82 4.91 4.9 486 4.59 4.54 4.61 
AB-5 4.58 4.41 4.56 4.56 4.52 4.65 4.64 4.72 
AB-6 4.52 4.3 4.43 4.42 4.42 4.65 4.61 4.63 
AB Mean 4.88 4.64 4.73 4.69 4.71 5.1 5.1 5.2 
AB Std. Dev. 0.28 0.32 0.29 0.26 0.24 0.69 0.72 0.74 
Biotic-1 4.31 4.15 4.32 4.33 4.29 4.03 3.95 4 
B-2 4.15 3.98 4.13 4.13 4.08 3.82 3.74 3.82 
B-3 4.13 3.93 4.11 4.1 4.03 3.94 3.85 3.94 
B-4 4.03 3.83 3.98 3.98 3.94 3.88 3.8 3.89 
B-5 3.95 3.75 3.91 3.95 3.86 3.81 3.7 3.78 
B-6 4.1 3.92 4.07 4.07 4.01 3.91 3.8 3.87 
B Mean 4.11 3.93 4.09 4.09 4.03 3.9 3.81 3.88 
B Std. Dev. 0.11 0.12 0.13 0.12 0.13 0.07 0.08 0.07 
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Table 24. Experiment 2: December Specific Conductance (µS/cm) 
Time (hrs) 0 4 24 48 72 96 120 144 168 192 216 240 264 288 312 336 360 384 
Abiotic-1 202 251 307 346 367 386 420 439 463 469 468 509 514 522 535 540 539 540 
AB-2 202 242 290 308 342 364 372 361 383 387 390 405 411 416 419 420 424 430 
AB-3 202 246 302 319 323 334 339 344 346 353 357 363 370 372 378 384 387 387 
AB-4 202 237 274 294 293 293 296 297 302 304 306 308 324 316 318 318 389 391 
AB-5 202 225 262 286 294 299 304 308 311 315 318 324 329 33 335 338 340 343 
AB-6 202 240 273 282 283 286 288 290 293 309 313 324 325 325 327 327 328 331 
AB Mean 202 240 285 306 317 327 336 340 350 356 359 372 379 381 385 388 401 404 
AB Std. Dev. 0 8.1 16.3 22 30.1 37.7 47.1 51 59.1 58.2 56.9 69.1 68 71.7 75.3 76.7 69.5 69.1 
Biotic-1 191.3 222 282 300 306 312 318 317 326 329 330 342 349 353 357 363 364 364 
B-2 191.3 224 272 289 297 303 308 309 313 319 324 329 323 332 347 353 355 353 
B-3 191.3 223 256 266 271 275 278 278 283 286 291 297 303 308 311 315 318 321 
B-4 191.3 226 264 280 286 289 294 296 299 302 306 311 318 322 328 332 335 336 
B-5 191.3 229 264 276 280 287 291 296 302 306 311 318 324 330 335 341 343 346 
B-6 191.3 221 265 277 285 288 290 293 295 299 302 306 312 316 320 325 328 331 
B Mean 191.3 224 267 281 287 292 296 298 303 307 311 317 321 327 333 338 340 342 
B Std. Dev. 0 2.7 8.1 10.7 11.3 12 13 12.3 13.6 13.9 13.1 14.9 14.2 14.2 15.6 16.3 15.6 14.3 
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Table 24 cont. 
  
Time (hrs) 408 432 456 480 504 792 816 840 
Abiotic-1 567 583 592 627 615 628 642 643 
AB-2 436 438 446 453 462 469 476 494 
AB-3 394 400 404 406 408 429 432 438 
AB-4 394 396 399 401 404 417 419 424 
AB-5 346 349 353 356 358 365 366 372 
AB-6 333 336 339 339 341 341 342 345 
AB Mean 412 417 422 430 431 441 446 453 
AB Std. Dev. 77.3 81.6 43.6 95.3 90.8 93.3 97.9 97.5 
Biotic-1 368 371 372 373 377 404 411 418 
B-2 361 365 367 370 373 404 410 414 
B-3 325 327 330 332 335 352 355 362 
B-4 339 342 344 347 347 364 366 372 
B-5 348 351 354 355 358 381 384 388 
B-6 332 335 338 339 342 361 365 371 
B Mean 345 348 351 353 355 378 382 387 
B Std. Dev. 15.3 15.7 15.1 15.1 15.5 20.5 22 2.16 
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Table 25. Experiment 2: December Dissolved Oxygen Concentration (mg/L) 
Time (hrs) 0 4 24 48 72 96 120 144 168 192 216 240 264 288 312 360 384 408 
Abiotic-1 8.85 6.29 6.42 6.61 6.42 7.04 6.5 6.47 6.19 6.1 6.49 6.11 6.32 6.22 6.18 6.76 7.3 6.62 
AB-2 8.85 5.81 6.73 6.9 6.24 6.44 6.08 6.65 6.37 6.19 6.18 5.95 6.68 6.33 6.47 6.36 7.23 6.7 
AB-3 8.85 5.69 6.73 6.84 6.19 7.45 6.44 6.27 6.43 6.25 6.03 6.05 6.7 4.81 6.25 6.74 6.84 5.06 
AB-4 8.85 5.67 6.95 6.16 6.44 7.23 6.63 6.44 6.97 6.37 6.38 4.69 7.07 6.27 4.63 6.67 7.15 6.68 
AB-5 8.85 5.61 6.71 6.36 6.2 7.01 5.92 6.32 6.04 5.75 6.75 6.07 6.69 6.05 5.75 6.73 6.12 6.61 
AB-6 8.85 5.5 6.33 6.77 6.29 6.95 6.63 6.74 6.31 6.08 6.24 6.09 6.44 5.17 5.97 6.83 6.58 6.56 
AB Mean 8.85 5.76 6.64 6.61 6.3 7.02 6.37 6.48 6.38 6.12 6.34 5.83 6.65 5.81 5.87 6.68 6.87 6.37 
AB Std. Dev. 0 0.25 0.21 0.27 0.1 0.31 0.27 0.17 0.29 0.19 0.23 0.51 0.24 0.59 0.6 0.15 0.42 0.59 
Biotic-1 11.34 5.3 6.73 6.94 6.48 6.65 6.42 6.61 6.11 6.63 5.96 5.66 7.21 5.85 4.98 6.92 5.58 6.47 
B-2 11.34 5.43 6.73 6.46 6.83 6.78 6.69 6.42 5.89 6.45 6.53 6.07 4.87 6.08 4.55 7.17 6.32 6.54 
B-3 11.34 6.17 7.2 6.49 6.81 7.09 7.05 6.62 6.19 6.49 6.64 6.09 7.75 6.58 5.38 4.91 6.6 6.36 
B-4 11.34 6.1 7.64 5.99 6.64 6.08 6.74 6.57 6.07 4.41 6.76 6.43 7.22 5.49 6.41 6.37 6.45 6.62 
B-5 11.34 6.47 6.54 6.28 6.65 6.89 7.09 6.69 6.27 6.23 6.47 6.41 6.93 6.35 6.27 6.93 6.85 6.49 
B-6 11.34 6.61 7.21 6.22 6.01 6.78 6.65 6.48 5.99 6.62 6.1 5.11 7.02 6.39 6.21 6.46 6.75 6.38 
B Mean 11.34 6.01 7.01 6.4 6.57 6.71 6.77 6.56 6.09 6.14 6.41 5.96 6.83 6.12 5.63 6.46 6.42 6.48 
B Std. Dev. 0 0.49 0.38 0.29 0.28 0.31 0.23 0.09 0.12 0.78 0.29 0.46 0.92 0.37 0.71 0.75 0.42 0.09 
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Table 25 cont. 
  
Time (hrs) 432 456 480 504 792 816 840 
Abiotic-1 7.49 6.86 6.72 6.72 6.64 6.12 6.81 
AB-2 7.26 6.88 6.36 6.42 6.12 6.15 6.16 
AB-3 7.27 6.56 6.06 6.57 6.41 6.01 6.25 
AB-4 7.19 6.61 5.95 6.83 6.45 6.61 6.56 
AB-5 6.81 6.51 4.59 6.44 6.03 6.16 6.05 
AB-6 7.16 6.44 6.49 6.3 6.39 6.79 6.02 
AB Mean 7.2 6.64 6.03 6.55 6.34 6.31 6.31 
AB Std. Dev. 0.2 0.17 0.69 0.18 0.21 0.29 0.29 
Biotic-1 6.75 6.11 6.48 6.25 6.01 6.76 6.08 
B-2 6.84 6.1 6.57 4.81 6.13 7.14 4.71 
B-3 6.97 6.38 6.69 6.56 6.42 7.17 6.16 
B-4 6.52 6.41 5.17 6.56 6.64 6.93 6.73 
B-5 7.08 6.73 4.64 5.26 6.62 6.49 6.74 
B-6 7.15 6.59 6.98 6.66 6.74 7.01 6.66 
B Mean 6.88 6.39 6.09 6.02 6.43 6.92 6.18 
B Std. Dev. 0.21 0.23 0.86 0.72 0.27 0.23 0.71 
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Table 26. Experiment 3: January pH 
Time (hrs) 0 4 24 48 72 96 120 144 192 216 240 288 312 336 360 384 408 
Abiotic-1 5.41 4.76 4.78 4.92 5.1 5.59 5.7 5.86 5.26 5.2 5.19 4.88 4.97 4.98 4.92 5.56 5.58 
AB-2 5.41 5.18 5 5.13 5.23 5.53 5.55 5.84 5.34 5.09 4.88 4.8 4.81 4.8 4.79 4.88 5.13 
AB-3 5.41 4.69 4.72 4.89 5.11 5.29 5.42 5.53 5.31 5.07 4.81 4.78 4.87 4.89 4.93 5.06 5.69 
AB-4 5.41 5.63 6.14 5.95 5.84 5.9 5.97 6.13 5.83 5.61 5.6 5.56 5.41 5.46 5.41 5.47 5.79 
AB-5 5.41 4.79 4.71 4.84 5.13 5.24 5.53 5.16 5.33 5.13 4.93 4.9 4.89 4.99 4.91 4.91 5 
AB-6 5.41 4.72 4.6 4.67 5.05 5 5.05 5.06 5 5.07 4.77 4.68 4.72 4.62 4.61 4.72 4.79 
AB Mean 5.41 4.96 4.99 5.07 5.24 5.42 5.37 5.6 5.34 5.19 5.03 4.93 4.94 4.96 4.93 5.1 5.33 
AB Std. Dev. 0 0.34 0.53 0.42 0.27 0.29 0.28 0.39 0.25 0.19 0.29 0.29 0.22 0.26 0.24 0.31 0.38 
Biotic-1 5.45 5.39 5.63 5.7 5.65 5.61 5.56 5.5 5.51 5.31 5.13 5.12 5.06 5.07 4.91 4.95 4.91 
B-2 5.45 4.82 4.76 4.85 4.84 4.82 4.87 4.74 4.62 4.6 4.5 4.45 4.45 4.36 4.39 4.4 4.41 
B-3 5.45 5.69 6.07 6.08 5.8 5.76 5.48 5.45 5.42 5.36 5.27 5.25 5.28 5.35 5.27 5.24 5.33 
B-4 5.45 4.83 4.76 4.79 4.72 4.67 4.67 4.53 4.4 4.4 4.24 4.22 4.21 4.13 4.17 4.19 4.18 
B-5 5.45 5.26 4.89 4.91 4.89 4.88 4.79 4.64 4.45 4.47 4.29 4.36 4.25 4.15 4.19 4.17 4.18 
B-6 5.45 5..16 4.88 4.94 4.87 4.79 4.76 4.56 4.48 4.51 4.27 4.29 4.26 4.16 4.16 4.17 4.17 
B Mean 5.45 5.19 5.16 5.21 5.13 5.09 5.02 4.9 4.81 4.77 4.62 4.61 4.58 4.54 4.51 4.52 4.53 
B Std. Dev. 0 0.31 0.5 0.49 0.43 0.43 0.36 0.41 0.47 0.4 0.42 0.41 0.43 0.49 0.43 0.42 0.44 
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Table 26 cont. 
  
Time (hrs) 432 456 480 504 576 624 672 720 768 792 816 840 
Abiotic-1 5.43 5.54 5.45 5.55 5.38 5.55 5.39 5.37 5.42 5.35 5.24 5.33 
AB-2 5.25 5.3 5.04 5.02 5.08 5.29 5.29 5.26 5.32 5.21 5.2 5.24 
AB-3 5.62 5.52 5.16 5.09 5.16 5.33 5.36 5.1 5.33 5.2 5.19 5.24 
AB-4 5.74 5.63 5.45 5.35 5.38 5.41 5.46 5.42 5.49 5.43 5.39 5.45 
AB-5 5.01 5.12 5.18 5.15 4.82 4.96 5 4.98 5.01 4.99 4.94 4.99 
AB-6 4.82 4.81 4.7 4.78 4.72 4.73 4.68 4.73 4.8 4.81 4.76 4.71 
AB Mean 5.31 5.32 5.16 5.16 5.09 5.21 5.2 5.14 5.23 5.16 5.12 5.16 
AB Std. Dev. 0.32 0.28 0.26 0.24 0.25 0.28 0.27 0.24 0.24 0.21 0.21 0.24 
Biotic-1 4.86 4.91 4.88 4.83 4.75 4.78 4.65 4.74 4.64 4.75 4.53 4.66 
B-2 4.41 4.38 4.34 4.35 4.26 4.29 4.26 4.19 4.11 4.16 4.05 4.05 
B-3 5.18 5.04 5.04 5.04 5.18 5.19 5.02 4.85 4.86 4.79 4.75 4.77 
B-4 4.17 4.12 4.1 4.09 3.97 4.02 3.94 3.87 3.77 3.8 3.74 3.65 
B-5 4.18 4.14 4.09 4.1 3.97 3.96 3.87 3.85 3.79 3.75 3.68 3.59 
B-6 4.16 4.12 4.08 4.09 3.96 3.98 3.93 3.89 3.79 3.82 3.75 3.69 
B Mean 4.49 4.45 4.42 4.42 4.35 4.37 4.28 4.23 4.16 4.18 4.08 4.07 
B Std. Dev. 0.39 0.38 0.39 0.38 0.47 0.46 0.43 0.42 0.44 0.44 0.42 0.48 
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Table 27. Experiment 3: January Specific Conductance (µS/cm) 
Time (hrs) 0 4 24 48 72 96 120 144 192 216 240 288 312 336 360 384 408 
Abiotic-1 163 203 297 330 359 425 448 481 502 717 745 769 781 785 776 789 798 
AB-2 163 194.7 246 270 283 290 296 303 313 330 341 355 365 378 385 390 394 
AB-3 163 199 243 258 270 274 279 281 287 302 309 322 326 330 332 336 336 
AB-4 163 193.8 237 255 263 269 273 278 281 293 299 305 307 311 313 317 319 
AB-5 163 196.2 235 247 253 257 262 264 269 272 278 287 294 296 299 302 304 
AB-6 163 197.2 239 251 257 261 263 266 269 275 280 283 285 287 289 290 293 
AB Mean 163 197.3 249 268 281 296 303 312 320 365 375 387 393 398 399 404 407 
AB Std. Dev. 0 3 21.6 28.4 36.3 58.6 65.6 76.6 82.6 158.7 166.6 172.6 175.4 175.6 171.4 175.1 177.7 
Biotic-1 139.2 174.3 220 236 245 250 254 257 261 267 270 280 280 287 290 291 295 
B-2 139.2 178.2 231 249 261 268 274 278 283 290 294 300 303 306 309 312 315 
B-3 139.2 167.3 218 234 246 253 257 261 265 272 275 278 280 282 283 286 288 
B-4 139.2 178.3 218 233 239 244 248 251 255 261 263 271 274 276 279 283 285 
B-5 139.2 177.7 225 241 249 254 259 262 266 273 275 283 285 288 290 293 296 
B-6 139.2 174.6 219 234 242 248 253 257 261 267 271 276 278 282 285 294 296 
B Mean 139.2 175.1 222 238 247 253 257 261 265 272 275 281 283 287 289 293 296 
B Std. Dev. 0 3.8 4.7 5.6 7 7.5 8.1 8.4 8.7 9.1 9.5 9.1 9.4 9.4 9.6 9.3 9.5 
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Table 27 cont. 
  
Time (hrs) 432 456 480 504 576 624 672 720 768 792 816 840 
Abiotic-1 793 809 820 811 787 827 874 873 835 859 907 1077 
AB-2 407 415 429 443 455 464 475 486 496 503 513 532 
AB-3 342 345 355 361 365 368 373 378 384 388 393 401 
AB-4 322 324 327 329 332 335 337 339 341 342 345 347 
AB-5 308 311 314 317 320 325 327 331 333 335 336 338 
AB-6 296 298 301 303 306 309 312 315 318 319 321 323 
AB Mean 411 417 424 427 427 438 450 454 451 458 469 503 
AB Std. Dev. 174.4 179.3 181.8 177.6 168 181.2 197.2 195.8 181.5 189.6 206 266 
Biotic-1 297 301 304 305 310 314 314 317 320 330 331 335 
B-2 318 320 322 325 332 336 338 342 347 351 354 357 
B-3 290 294 294 297 303 303 305 307 310 313 313 316 
B-4 288 291 293 296 304 310 318 323 332 336 343 347 
B-5 298 300 303 305 314 321 329 336 341 346 353 361 
B-6 299 301 304 307 315 319 325 329 336 338 342 344 
B Mean 298 301 303 306 313 317 321 326 331 336 339 343 
B Std. Dev. 9.7 9.2 9.5 9.5 9.6 10.3 10.7 11.7 12.5 12.2 14.1 14.9 
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Table 28. Experiment 3: January Dissolved Oxygen Concentration (mg/L) 
Time (hrs) 0 4 24 48 72 96 120 144 192 216 240 288 312 336 360 384 408 
Abiotic-1 8.1 7.44 7.73 7 7.62 8.72 7.18 6.69 7.48 6.9 6.81 6.46 6.88 7.29 6.21 6.71 7.27 
AB-2 8.1 7.23 7.44 7.92 6.77 8.45 6.56 8.16 7.75 6.84 6.84 7.02 6.96 7.14 6.86 7.15 5.73 
AB-3 8.1 6.97 7.44 7.55 6.95 8.07 7.05 7.04 7.65 6.74 6.71 7.24 7.23 7.29 7.43 7.24 7.27 
AB-4 8.1 6.19 6 6.91 7..16 7.69 6.96 7.21 7.42 6.59 6.74 7.15 7.19 7.04 7.26 7.48 5.57 
AB-5 8.1 7.09 7.06 6.87 7.14 7.62 6.87 7.57 7.35 6.8 6.99 6.96 7.29 6.99 7.05 7.18 7.14 
AB-6 8.1 5.69 6.71 6.76 6.66 7.34 6.72 7.55 7.56 7.16 6.6 7.17 7 6.45 7.68 7.11 7.1 
AB Mean 8.1 6.77 7.06 7.17 7.05 7.98 6.89 7.37 7.53 6.84 6.78 7 7.09 7.03 7.08 7.14 6.68 
AB Std. Dev. 0 0.62 0.57 0.42 0.31 0.48 0.21 0.46 0.14 0.17 0.12 0.26 0.15 0.28 0.47 0.23 0.73 
Biotic-1 9.57 7.19 6.86 7.26 6.76 6.64 6.92 7.81 5.92 6.51 6.95 7.61 6.51 7.08 7.04 7.72 5.46 
B-2 9.57 6.41 7.49 6.8 5.79 7.05 6.72 7.3 7.31 6.8 6.56 7.22 6.43 6.97 7.05 7.67 5.94 
B-3 9.57 7.85 7.37 7.33 7.07 7.34 6.94 7.24 7.85 7.2 6.71 7.98 6.57 7.45 7.72 7.59 7.35 
B-4 9.57 7.13 7.41 6.69 7.23 7.75 6.91 7.47 7.8 6.93 6.45 7.75 6.64 7.09 7.62 7.44 7.5 
B-5 9.57 7.21 7.8 8.27 7.46 7.89 7.11 7.4 7.55 7.19 6.53 7.84 6.17 7.27 7.67 7.27 7.33 
B-6 9.57 7.37 7.4 8.16 5.95 8.11 7.12 7.19 7.93 6.88 4.85 7.4 7.09 6.96 7.83 7.4 7.42 
B Mean 9.57 7.19 7.39 7.42 6.71 7.46 6.95 7.4 7.39 6.92 6.34 7.63 6.57 7.14 7.49 7.51 6.83 
B Std. Dev. 0 0.42 0.28 0.61 0.63 0.51 0.14 0.21 0.69 0.24 0.69 0.26 0.28 0.17 0.32 0.16 0.82 
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Table 28 cont. 
  
Time (hrs) 432 456 480 504 576 624 672 720 768 792 816 840 
Abiotic-1 7.79 6.95 6.99 8.41 8.2 7.53 6.57 8.36 6.63 7.44 6.2 6.1 
AB-2 7.53 7.28 7.28 7.21 7.93 8.46 6.78 8.21 6.65 8 6.88 6.4 
AB-3 7.67 7.41 7.28 7.67 8.15 7.65 6.97 8.34 6.87 8.11 6.76 6.68 
AB-4 7.35 7.52 7.34 6.64 7.86 7.59 6.97 8.39 6.94 7.45 6.9 6.78 
AB-5 7.46 7.71 6.35 7.63 8.15 8.34 6.84 8.35 7.16 5.74 7.06 7.17 
AB-6 6.97 7.56 6.38 6.96 8.04 8.08 6.93 8.41 6.68 6.35 7.18 7.48 
AB Mean 7.46 7.4 6.94 7.42 8.05 7.94 6.84 8.34 6.82 7.18 6.83 6.77 
AB Std. Dev. 0.26 0.24 0.42 0.57 0.12 0.37 0.14 0.06 0.19 0.86 0.31 0.46 
Biotic-1 7.39 8.01 7.35 7.05 6.8 7.88 6.11 7.83 6.86 7.73 7.09 7.78 
B-2 6.28 7.78 5.86 6.94 7.89 8.4 7.27 7.82 7.13 7.3 6.85 7.56 
B-3 7.31 8 7.61 6.1 7.81 8.11 7.67 8.64 7.19 7.6 7.27 7.98 
B-4 7.04 7.37 6.78 6.37 7.39 8.05 7.9 8.63 7.11 7.78 6.56 7.73 
B-5 7.05 7.99 6.66 7.18 7.9 8.1 7.42 7.83 7.52 7.85 7.48 7.71 
B-6 6.58 7.37 7.59 6.93 7.65 7.98 7.42 8.63 7.53 7.28 7.7 7.52 
B Mean 6.94 7.75 6.97 6.76 7.57 8.09 7.3 8.23 8.22 7.59 7.16 7.71 
B Std. Dev. 0.39 0.28 0.62 0.39 0.39 0.16 0.57 0.4 0.24 0.22 0.38 0.15 
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Table 29. Experiment 1: October Metal Concentrations (mg/L) 
Time (hrs) Ca K Mg P Al B Cu Fe Mn Na S Zn 
Abiotic 0 16.2 1.51 16.2 <0.100 2.78 <0.03 0.023 <0.1 0.597 2.91 27.6 0.085 
AB 336 44.3 4.09 15.8 0.427 2.34 0.068 0.144 3.12 0.678 5.26 55.2 0.293 
AB 840 44.1 15.7 16.3 0.113 2.27 0.349 0.894 40.5 0.76 4.09 106 0.331 
Biotic 0 16.2 1.51 16.2 <0.100 2.78 <0.03 0.023 <0.1 0.597 2.91 27.6 0.085 
B 4 27.2 5.02 18.4 0.446 2.89 0.043 0.091 3.78 0.676 7.71 46.2 0.286 
B 24 33.8 1.77 14.4 0.579 1.72 <0.03 0.103 3.93 0.599 6.76 46.1 0.216 
 
Table 30. Experiment 2: December Metal Concentrations (mg/L) 
Time (hrs) Ca K Mg P Al B Cu Fe Mn Na S Zn 
Abiotic 0 14.2 1.23 12.3 <0.100 2.08 <0.03 <0.020 3.90 0.554 2.57 26.3 0.104 
AB 4 22.2 4.23 14.2 0.472 0.589 <0.03 0.07 0.74 0.65 7.66 36.4 0.228 
AB 24 33.8 8.59 13.4 0.172 0.875 <0.03 0.064 2.76 0.66 6.43 41.4 0.251 
AB 168 45.7 10.2 14 0.134 1.11 <0.03 0.075 2.66 0.69 6.73 51.3 0.422 
AB 336 39.7 31 14.6 0.432 1.31 0.061 0.091 9.33 0.661 5.42 48.9 0.164 
AB 504 43 8.68 14.4 0.846 0.387 <0.03 0.105 1.78 0.653 8.35 51.3 0.151 
AB 840 38.5 13.4 13.8 0.199 0.724 <0.03 0.098 2.92 0.636 6.28 46.6 0.159 
Biotic 0 14.2 1.23 12.3 <0.100 2.08 <0.03 <0.02 3.90 0.554 2.57 26.3 0.104 
B 4 19.5 <1 13.3 0.557 0.664 <0.03 0.034 2.06 0.61 6.71 32.9 0.175 
B 24 30.4 1.09 12.7 0.693 1.25 <0.03 0.069 3.22 0.579 5.45 39.1 0.189 
B 168 33.9 3.08 12.9 0.351 1.42 <0.03 0.089 1.96 0.586 6.23 41.5 0.111 
B 336 38.3 2 13.7 0.186 1.53 <0.03 0.151 3.03 0.68 4.19 47.4 0.151 
B 504 40.5 5.39 13.9 <0.1 1.58 <0.03 0.191 3.34 1.132 3.83 50.9 0.737 
B 840 40.8 2.92 13.4 0.412 1.8 <0.03 0.218 7.06 0.842 3.44 50.6 0.334 
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Table 31. Experiment 3: January Metal Concentrations (mg/L) 
Time (hrs) Ca K  Mg P Al B Cu Fe Mn Na S Zn 
Abiotic 0 9.58 1.33  8.71 <0.1 1.09 <0.03 <0.020 2.79 0.409 2.52 19.4 0.05 
AB 4 18.3 6.48  9.13 0.119 0.812 0.076 0.051 4.21 0.424 4.65 26.3 0.122 
AB 24 30.3 6.51  8.81 <0.1 0.526 0.037 0.04 3.62 0.47 3.54 34.1 0.151 
AB 168 39.1 9  9.33 <0.1 1.08 0.044 0.054 5.33 0.52 3.4 40.6 0.136 
AB 336 42.1 15.2  9.11 <0.1 0.293 0.035 0.025 2.94 0.672 3.38 40.6 0.092 
AB 504 36.9 16  8.91 0.11 0.528 0.037 0.05 3.92 0.507 3.75 38.8 0.149 
AB 840 37.9 13.7  9.09 <0.1 1.37 0.041 0.093 5.56 0.498 3.41 40.8 0.179 
Biotic 0 9.58 1.33  8.71 <0.1 1.09 <0.03 <0.020 2.79 0.409 2.52 19.4 0.05 
B 4 19.1 <1  8.51 <0.1 0.957 <0.03 <0.02 3.4 0.427 2.31 25 0.074 
B 24 31.1 <1  8.63 <0.1 1.16 <0.03 0.038 4.62 0.44 1.85 34.3 0.116 
B 168 41.5 1.86  8.6 0.153 2.1 <0.03 0.05 10.8 0.194 2.2 37.3 0.063 
B 336 37.2 3.14  8.9 0.044 1.11 <0.03 0.076 3.8 0.452 2.16 39.5 0.129 
B 504 38.6 4.67  8.73 0.114 2.01 <0.03 0.131 2.77 0.464 2.66 41.5 0.127 
B 840 38 7.12  8.61 0.184 2.04 <0.03 0.227 6.81 0.491 2.55 43.5 0.171 
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Table 32. Experimental Mean Sulfate Concentrations (mmol/L) 
 
 
Table 33. Complete Frame Count Data 
 
 Time (hrs) 0 4 24 168 336 504 840 
Abiotic 
Exp. 1: Oct. ‘15 1.193 4.518 5.003 4.823 7.986 6.42 6.395 
Exp. 2: Dec. ‘15 1.226 3.033 3.834 5.177 5.892 5.308 6.277 
Exp. 3: Jan. ‘16 0.789 1.566 2.132 2.318 2.716 2.797 2.424 
Biotic 
Exp. 1: Oct. ‘15 1.193 4.239 5.078 5.615 8.838 7.029 7.477 
Exp. 2: Dec. ‘15 1.226 2.977 3.48 4.481 5.034 5.27 5.382 
Exp. 3: Jan. ‘16 0.789 1.411 2.175 2.094 2.194 2.144 2.356 
 Exp 1 Start Exp 1 End Exp 2 Start Exp 2 End Exp 3 Start Exp 3 End 
Frame Counts 36 112 15 57 10 19 
 42 97 35 64 37 56 
 87 189 48 28 6 63 
 54 215 5 49 49 69 
 25 178 39 85 26 86 
 41 254 35 100 26 48 
 47 133 28 67 10 39 
 32 126 26 54 23 62 
 19 164 31 43 27 115 
 56 195 18 89 33 74 
Mean Count per Frame 43.9 166.3 28 63.6 24.7 63.1 
Standard Deviation 18.19 46.93 11.96 21.17 12.67 24.85 
Cells per mL of initial water sample 2.27x105 8.59x105 1.28x105 3.26x105 1.45x105 3.29x105 
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Figure 28. Experiment 1 Mean [H+] (mol/L). There is a clear disparity between the abiotic and 
biotic treatments. The jump down at 400 hours is due to one replicate that was unlike the 
others. 
Figure 29. Experiment 2 Mean [H+] (mol/L). There is a clear disparity between the trends in the 
abiotic and biotic treatments.  Single abnormal measurements account for the random biotic 
spikes. 
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Figure 30. Experiment 3 Mean [H+] (mol/L). There is a clear disparity between abiotic and biotic 
trends. This biotic trend increases more steadily and linearly than Experiments 1 and 2.  
Figure 31. Abiotic Precipitate. Photographed in high vacuum 
conditions. Body structure is an amorphous mass. 
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Figure 32. First Biotic Precipitate. Photographed in high vacuum 
conditions. This precipitate is approximately 3.5 mm in length. 
Figure 33. Filamentous Structure (First Biotic Precipitate). 
Photographed in high vacuum conditions. The body of this 
precipitate is composed of filaments suspending amorphous 
masses. 
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Figure 35. Pyrite Grain (Second Biotic Precipitate). 
Photographed in high vacuum conditions. The 
grain was suspended in a mass of filaments and 
was approximately 100 microns across. 
Figure 34. Second Biotic Precipitate. Photographed in 
high vacuum conditions. This precipitate is also a 
fibrous mass. Filaments and stalks were denser than 
the other biotic precipitate. 
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Figure 36. Pyrite Grain Surface. Photographed in 
high vacuum conditions. No bacteria appear to be 
attached to the pyrite surface. 
 
Figure 37. Fibrous Precipitate Body (Second Biotic 
Precipitate). Photographed in high vacuum 
conditions. Stalks ranged 2-5 microns in diameter. 
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Figure 38. Magnified Precipitate Fiber Structures. 
Photographed in high vacuum conditions. Amorphous masses 
can be seen attached to stalks even at this small a scale.  
Figure 39. Unknown Structure (Second Biotic Precipitate). 
Photographed at high vacuum conditions. The structure 
was abnormal compared to the rest of the precipitate.   
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Figure 40. Black Stream Discharge (ft3/s) (USGS). Hydrograph from Black Stream used to assist in hydrologic 
flow analyses for Blood Brook. This hydrograph spans the entire study period (July ’15 – February ’16). 
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APPENDIX B. CALLAHAN MINE DATA 
 
 In this appendix, one can find data pertaining to a water sample collected from Callahan 
Mine, located in Harborside, Maine.  Similar tests were run on this water sample as described in 
the methods of Chapters 2 and 3, and it was also used in an experiment with the same methods 
as described as Chapter 3.  The original intention was to perform a series of experiments like 
those conducted for Blood Brook, however, due to Callahan being a Superfund site, access was 
by permission only.  Ultimately, I was only allowed to be given one sample collected from a well 
that gave access to groundwater beneath the tailings pile of the mine. This water was partially 
remediated through the addition of organic calcium carbonate shells, such as those of lobsters, 
clams, and oysters. Data collected from this experiment is presented here as reference for 
anyone looking to continue work with Callahan water. 
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Experimental Data 
Table 34. Callahan Experiment pH 
Time (hrs) 0 4 24 48 72 96 120 144 168 192 216 240 264 288 312 336 
Abiotic-1 8.21 8.19 8.28 8.18 8.18 8.23 8.28 8.34 8.3 8.39 8.32 8.44 8.32 8.34 8.45 8.36 
AB-2 8.21 8.16 8.32 8.22 8.15 8.29 8.33 8.38 8.31 8.4 8.43 7.73 8.37 8.31 8.44 8.42 
AB-3 8.21 8.31 8.4 8.23 8.2 8.3 8.35 8.39 8.36 8.36 8.46 8.31 8.31 8.62 8.64 8.58 
AB-4 8.21 8.24 8.41 8.23 8.17 8.32 8.37 8.43 8.35 8.41 8.32 8.36 8.32 8.41 8.49 8.43 
AB-5 8.21 8.25 8.4 8.24 8.15 8.26 8.27 8.4 8.35 8.42 8.41 7.76 8.57 8.6 8.61 8.73 
AB-6 8.21 8.27 8.44 8.21 8.17 8.31 8.34 8.4 8.38 8.4 8.45 8.34 8.18 8.41 8.5 8.54 
AB Mean 8.21 8.24 8.37 8.22 8.17 8.28 8.32 8.39 8.34 8.4 8.4 8.16 8.34 8.45 8.52 8.51 
AB Std. Dev. 0 0.05 0.06 0.02 0.02 0.03 0.04 0.03 0.03 0.02 0.06 0.29 0.12 0.12 0.08 0.12 
Biotic-1 7.02 7.85 8.34 8.42 8.31 8.33 8.31 8 8.02 8.34 8.38 8.35 8.37 8.37 8.4 8.38 
B-2 7.02 7.91 8.41 8.47 8.14 8.2 8.42 8.34 8.38 8.51 8.54 8.53 8.52 8.53 8.57 8.55 
B-3 7.02 7.92 8.34 8.46 8.47 8.32 8.1 8.19 8.32 8.29 8.38 8.35 8.37 8.34 8.45 8.5 
B-4 7.02 7.88 8.44 8.43 7.85 8.31 8.33 8.2 8.39 8.51 8.58 8.56 8.51 8.43 8.57 8.63 
B-5 7.02 7.82 8.36 8.41 8.43 8.41 7.95 8.25 8.19 8.33 8.38 8.46 8.43 8.47 8.54 8.61 
B-6 7.02 7.84 8.4 8.44 8.47 8.24 8.34 8.26 8.19 8.34 8.43 8.52 8.49 8.5 8.59 8.62 
B Mean 7.02 7.87 8.38 8.44 8.28 8.3 8.24 8.23 8.25 8.39 8.45 8.46 8.45 8.44 8.52 8.55 
B Std. Dev. 0 0.04 0.04 0.02 0.22 0.07 0.16 0.11 0.13 0.09 0.08 0.08 0.06 0.07 0.07 0.09 
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Table 34 cont. 
  
Time (hrs) 384 432 480 504 528 552 576 600 624 648 816 840 864 888 912 936 960 
Abiotic-1 8.12 8.29 8.29 8.27 8.16 8.24 8.17 8.22 8.21 8.09 8.21 8.2 8.19 7.99 8.12 8.2 8.12 
AB-2 8.37 8.39 8.39 8.31 8.3 8.32 8.27 8.34 8.31 8.22 8.31 8.24 8.26 8.1 8.08 8.16 8.21 
AB-3 8.71 8.72 8.7 8.67 8.65 8.66 8.64 8.69 8.67 8.59 8.69 8.66 8.65 8.46 8.58 8.62 8.56 
AB-4 8.52 8.5 8.44 8.41 8.43 8.42 8.43 8.52 8.42 8.4 8.47 8.43 8.45 8.34 8.39 8.46 8.49 
AB-5 8.74 8.74 8.72 8.66 8.69 8.67 8.66 8.69 8.69 8.6 8.7 8.66 8.68 8.48 8.6 8.62 8.63 
AB-6 8.5 8.53 8.48 8.5 8.51 8.48 8.46 8.52 8.53 8.41 8.58 8.48 8.52 8.35 8.42 8.53 8.55 
AB Mean 8.49 8.53 8.5 8.47 8.46 8.46 8.44 8.5 8.47 8.38 8.49 8.44 8.46 8.29 8.36 8.43 8.43 
AB Std. Dev. 0.21 0.16 0.16 0.16 0.19 0.16 0.18 0.17 0.18 0.18 0.18 0.18 0.18 0.18 0.2 0.19 0.19 
Biotic-1 8.52 8.45 8.44 8.42 8.43 8.44 8.44 8.47 8.48 8.41 8.48 8.49 8.48 8.31 8.41 8.47 8.48 
B-2 8.59 8.67 8.61 8.51 8.57 8.58 8.55 8.58 8.59 8.54 8.63 8.59 8.58 8.4 8.51 8.55 8.57 
B-3 8.51 8.51 8.46 8.44 8.43 8.44 8.43 8.44 8.46 8.42 8.45 8.54 8.6 8.3 8.42 8.61 8.53 
B-4 8.64 8.7 8.64 8.58 8.59 8.6 8.57 8.6 8.55 8.53 8.65 8.56 8.49 8.4 8.46 8.59 8.52 
B-5 8.55 8.65 8.66 8.54 8.57 8.56 8..53 8.58 8.59 8.52 8.44 8.53 8.56 8.29 8.49 8.61 8.56 
B-6 8.65 8.66 8.62 8.58 8.59 8.59 8.58 8.61 8.62 8.54 8.62 8.49 8.59 8.26 8.48 8.55 8.49 
B Mean 8.58 8.61 8.57 8.51 8.53 8.53 8.52 8.55 8.55 8.49 8.54 8.53 8.55 8.33 8.46 8.56 8.52 
B Std. Dev. 0.05 0.09 0.09 0.06 0.07 0.07 0.06 0.07 0.06 0.06 0.09 0.04 0.05 0.05 0.04 0.05 0.03 
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Table 34 cont. 
  
Time (hrs) 984 1032 1056 1104 1200 1296 1344 
Abiotic-1 8.26 8.13 8.18 8.22 8.2 8.09 8.08 
AB-2 8.24 8.23 8.19 8.2 8.2 8.24 8.1 
AB-3 8.6 8.63 8.62 8.5 8.52 8.31 8.24 
AB-4 8.49 8.51 8.54 8.41 8.42 8.38 8.43 
AB-5 8.64 8.64 8.59 8.56 8.58 8.36 8.35 
AB-6 8.53 8.58 8.55 8.47 8.51 8.47 8.41 
AB Mean 8.46 8.45 8.44 8.39 8.4 8.31 8.27 
AB Std. Dev. 0.16 0.2 0.19 0.14 0.15 0.12 0.14 
Biotic-1 8.51 8.51 8.51 8.48 8.49 8.48 8.46 
B-2 8.58 8.6 8.56 8.56 8.58 8.58 8.55 
B-3 8.58 8.59 8.5 8.51 8.52 8.52 8.53 
B-4 8.57 8.53 8.51 8.58 8.59 8.6 8.58 
B-5 8.58 8.52 8.47 8.53 8.52 8.53 8.5 
B-6 8.54 8.55 8.55 8.42 8.58 8.58 8.56 
B Mean 8.56 8.55 8.52 8.51 8.55 8.55 8.53 
B Std. Dev. 0.03 0.03 0.03 0.05 0.04 0.04 0.04 
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Table 35. Callahan Experiment Specific Conductance (µS/cm) 
Time (hrs) 0 4 24 48 72 96 120 144 168 192 216 240 264 288 312 336 
Abiotic-1 2410 2440 2430 2450 2440 2410 2420 2380 2380 2380 2360 2370 2320 2270 2190 2210 
AB-2 2410 2400 2410 2410 2420 2390 2390 2390 2390 2380 2370 2390 2330 2290 2250 2230 
AB-3 2410 2440 2440 2450 2450 2420 2430 2420 2430 2420 2420 2440 2430 2440 2400 2390 
AB-4 2410 2430 2430 2430 2460 2430 2440 2430 2440 2430 2430 2430 2340 2330 2260 2270 
AB-5 2410 3030 3030 3020 3040 2990 2990 2980 2970 2960 2950 2980 2940 2940 2910 2900 
AB-6 2410 2440 2440 2450 2460 2420 2430 2430 2430 2440 2440 2440 2450 2390 2320 2310 
AB Mean 2410 2530 2530 2535 2545 2510 2517 2505 2507 2502 2495 2508 2468 2443 2388 2385 
AB Std. Dev. 0 224 224 217 222 215 212 213 208 206 206 213 217 229 242 238 
Biotic-1 2440 2450 2470 2460 2480 2410 2390 2400 2400 2350 2270 2280 2260 2230 2220 2210 
B-2 2440 2450 2430 2430 2490 2460 2390 2310 2260 2250 2260 2260 2260 2270 2240 2240 
B-3 2440 2450 2440 2440 2470 2420 2430 2430 2330 461 481 510 534 568 574 585 
B-4 2440 2450 2440 2440 2480 2440 2400 2290 2260 2270 2240 2220 2220 2200 2170 2160 
B-5 2440 2470 2460 2470 2480 2420 2420 2410 2370 2320 2270 2260 2260 2270 2250 2240 
B-6 2440 2440 2430 2430 2460 2430 2410 2370 2350 2260 2240 2240 2230 2240 2220 2220 
B Mean 2440 2452 2445 2445 2477 2430 2407 2368 2328 1985 1960 1962 1961 1963 1946 1942 
B Std. Dev. 0 9 15 15 9.4 16.3 14.9 51.8 52.7 683 662 649 638 624 614 608 
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Table 35 cont. 
  
Time (hrs) 384 432 480 504 528 552 576 600 624 648 816 840 864 888 912 936 960 
Abiotic-1 2210 2200 2170 2170 2160 2140 2090 2110 2120 2080 2120 2090 2090 2040 2050 2050 1996 
AB-2 2240 2230 2220 2220 2220 2210 2200 2210 2210 2210 2240 2220 2220 2130 2210 2200 2210 
AB-3 2410 2410 2410 2380 2380 2350 2390 2380 2390 2370 2390 2380 2380 2380 2370 2370 2370 
AB-4 2280 2280 2250 2250 2260 2260 2270 2270 2280 2280 2300 2300 2290 2290 2300 2300 2300 
AB-5 2920 2900 2900 2880 2870 2870 2860 2860 2860 2830 2850 2850 2820 2810 2810 2800 2810 
AB-6 2310 2310 2300 2310 2320 2320 2320 2320 2330 2330 2350 2350 2350 2360 2360 2370 2370 
AB Mean 2395 2388 2375 2368 2368 2358 2355 2358 2365 2350 2375 2365 2358 2335 2350 2348 2343 
AB Std. Dev. 243 238 246 238 235 239 245 240 238 234 229 237 227 245 232 230 245 
Biotic-1 2250 2250 2270 2290 2300 2310 2300 2340 2320 2320 2350 2360 2350 2350 2370 2380 2380 
B-2 2270 2270 2280 2290 2290 2290 2300 2300 2310 2310 2340 2340 2340 2350 2360 2360 2370 
B-3 615 639 663 676 680 692 712 731 740 761 791 800 825 849 874 891 906 
B-4 2180 2160 2150 2160 2160 2130 2120 2100 2110 2090 2100 2100 2090 2080 2070 2080 2070 
B-5 2260 2250 2300 2280 2310 2320 2290 2280 2330 2320 1876 227 261 284 305 325 369 
B-6 2240 2260 2260 2240 2260 2270 2270 2270 2280 2280 2290 2290 2270 2250 2250 2220 2210 
B Mean 1969 1971 1987 1989 2000 2002 1999 2003 2015 2013 1958 1686 1689 1694 1705 1709 1717 
B Std. Dev. 606 597 594 589 592 589 579 574 575 566 548 850 831 819 812 802 786 
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Table 35 cont. 
Time (hrs) 984 1032 1056 1104 1200 1296 1344 
Abiotic-1 1952 1891 1895 1922 1842 2910 2940 
AB-2 2200 2210 2200 2220 2220 2250 2280 
AB-3 2370 2370 2370 2370 2370 2280 2310 
AB-4 2290 2300 2310 2310 2320 2370 2360 
AB-5 2740 2790 2780 2790 2780 2720 2720 
AB-6 2370 2390 2390 2400 2410 2420 2420 
AB Mean 2320 2325 2324 2335 2324 2491 2505 
AB Std. Dev. 235 266 263 257 277 242 242 
Biotic-1 2390 2400 2400 2460 2470 2500 2520 
B-2 2370 2380 2380 2420 2450 2490 2510 
B-3 926 941 956 979 1004 1030 1044 
B-4 2050 2060 2060 2060 2080 2090 2090 
B-5 378 410 437 457 506 531 555 
B-6 2190 2190 2170 2160 2160 2180 2180 
B Mean 1717 1730 1734 1756 1778 1803 1816 
B Std. Dev. 778 770 758 762 751 753 750 
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Table 36. Callahan Experiment Dissolve Oxygen Concentration (mg/L) 
Time (hrs) 0 4 24 48 72 96 120 144 168 192 216 240 264 288 312 336 
Abiotic-1 4.91 5.3 4.66 4.87 4.43 5.41 5.1 4.52 5.01 5.49 3.25 3.19 4.89 4.36 4.53 5.22 
AB-2 4.91 5.16 4.84 4.94 4.56 4.98 4.83 5.05 4.83 5.31 4.71 1.18 4.82 3.42 5.15 5.98 
AB-3 4.91 4.98 3.46 5.21 4.69 4.95 5.11 5 5.08 5.3 5.11 4.15 5.19 5.07 4.68 5.23 
AB-4 4.91 4.16 4.57 4.92 4.89 4.95 4.71 3.83 5.15 2.94 4.41 2.87 5.05 5.53 3.67 5.05 
AB-5 4.91 4.24 4.48 5.22 4.64 4.79 4.71 4.72 4.65 4.57 4.78 0.65 4 5.27 4.88 4.86 
AB-6 4.91 4.55 4.52 4.61 5.44 4.86 5.07 3.9 5.56 5.18 4.88 0.55 5.61 5.52 5.09 4.95 
AB Mean 4.91 4.73 4.42 4.96 4.77 4.99 4.92 4.5 5.05 4.8 4.52 2.1 4.93 4.86 4.67 5.21 
AB Std. Dev. 0 0.44 0.45 0.21 0.33 0.2 0.18 0.48 0.28 0.88 0.61 1.37 0.49 0.75 0.5 0.37 
Biotic-1 2.43 4.85 4.78 5.34 5.96 5.33 3.34 4.3 1.04 3.91 4.85 4.65 3.64 5.58 4.84 5.13 
B-2 2.43 4.85 4.55 4.53 3.01 2.14 4.64 4.74 4.74 5.08 5.19 4.99 4.81 5.22 5.22 5.24 
B-3 2.43 4.27 4.26 5.29 5.31 3.6 2.77 4.15 5.32 5.48 5.22 5.95 3.62 4.53 5.06 4.99 
B-4 2.43 4.86 4.59 4.63 0.59 0.17 3.76 5.06 5.42 5.46 4.89 4.7 4.98 5.17 5.26 5.24 
B-5 2.43 4.32 4.59 5.05 4.34 4.35 0.29 4.35 3.62 5.33 4.54 3.47 5.86 5.11 5.48 5.06 
B-6 2.43 4.86 4.44 4.76 4.08 3.084 3.68 4.1 4.33 5.14 3.18 5.3 4.66 5.22 5.06 5.14 
B Mean 2.43 4.67 4.53 4.93 3.88 3.24 3.08 4.45 4.08 5.07 4.64 4.84 4.43 5.14 5.15 5.13 
B Std. Dev. 0 0.26 0.16 0.31 1.74 1.67 1.37 0.34 1.49 0.54 0.69 0.75 0.57 0.31 0.2 0.09 
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Table 36 cont.  
Time (hrs) 384 432 480 504 528 552 576 600 624 648 816 840 864 888 912 936 960 
Abiotic-1 5.19 4.75 5.35 5.74 7.14 6.1 6.49 6.05 5.45 6.35 6.39 6.74 7.37 6.72 6.83 6.24 6.76 
AB-2 5.01 5.62 5.36 5.998 7.25 6.1 5.72 6.07 6.23 6.68 4.72 6.91 7.41 7.23 7.06 7.03 7.04 
AB-3 5.45 4.52 5.43 6.05 7.2 4.15 6.62 5.37 5.85 6.34 6.05 6.07 6.93 6.81 7.23 6.37 6.85 
AB-4 5.17 4.72 5.3 5.87 7.35 5.4 6.75 6.05 6.47 4.27 6.17 5.99 7 6.4 6.78 6.81 6.73 
AB-5 5.24 4.72 5.27 5.87 7.07 5.83 5.77 5.41 5.92 6.06 6.26 6.56 7.41 6.61 6.58 7.07 6.55 
AB-6 5.26 4.8 5.11 5.79 6.55 6.11 6.31 6.06 6.19 6.85 6.34 6.61 7.66 6.51 6.57 6.84 6.66 
AB Mean 5.22 4.85 5.3 5.88 7.09 5.61 6.28 5.83 6.02 6.09 5.99 6.48 7.3 6.71 6.84 6.73 6.76 
AB Std. Dev. 0.13 0.35 0.1 0.11 0.26 0.7 0.4 0.31 0.33 0.85 0.58 0.34 0.25 0.27 0.24 0.31 0.15 
Biotic-1 5.24 5.14 5.97 5.39 6.41 6.14 6.59 5.81 6.15 4.76 6.67 6.29 6.62 6.4 7.2 7.31 6.88 
B-2 5.32 4.73 5.22 5.48 6.75 4.81 5.95 5.87 6.06 6.05 6.52 6.38 7.17 6.6 6.76 6.92 6.83 
B-3 5.21 4.82 5.48 5.65 6.91 5.26 6.42 5.8 6.24 6.5 6.56 6.49 7.18 6.76 7.11 7.11 6.42 
B-4 5.29 5.27 5.14 5.63 6.17 5.26 5.95 5.64 5.69 5.88 6.02 6.72 6.61 6.16 6.65 6.23 6.7 
B-5 5.27 4.93 5.01 5.77 6.3 6.01 5.91 5.45 5.74 5.91 5.88 6.68 6.03 6.98 6.47 6.81 6.66 
B-6 5.11 5.42 4.83 5.58 6.48 5.87 6.65 5.26 5.84 6.21 6.01 6.12 6.33 6.31 6.46 6.43 6.84 
B Mean 5.24 5.05 5.27 5.58 6.5 5.56 6.24 5.64 5.95 5.88 6.28 6.45 6.66 6.53 6.77 6.8 6.72 
B Std. Dev. 0.07 0.25 0.37 0.12 0.25 0.48 0.32 0.22 0.2 0.54 0.31 0.21 0.42 0.28 0.29 0.37 0.16 
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Table 36 cont. 
  
Time (hrs) 984 1032 1056 1104 1200 1296 1344 
Abiotic-1 7.23 5.97 7.26 6.88 6.86 6.98 6.39 
AB-2 7.25 6.42 6.69 7.37 6.59 6.81 6.71 
AB-3 6.41 5.06 6.64 7.85 6.16 5.51 6.51 
AB-4 6.02 5.35 6.67 7.29 6.43 6.56 6.81 
AB-5 6.52 5.91 6.67 6.19 6.16 6.08 5.99 
AB-6 6.84 6.04 6.5 7.19 6.7 6.64 6.92 
AB Mean 6.71 5.79 6.74 7.13 6.48 6.43 6.55 
AB Std. Dev. 0.44 0.45 0.24 0.51 0.26 0.5 0.31 
Biotic-1 6.95 5.46 6.41 6.96 6.04 6.83 6.54 
B-2 6.7 6.09 5.88 6.99 6.8 6.62 6.67 
B-3 6.57 5.64 5.85 7.11 7.01 6.94 6.85 
B-4 5.84 6.12 6.23 5.94 6.83 6.36 5.96 
B-5 6.77 5.61 6.34 7.02 7.09 7.07 6.48 
B-6 6.54 5.53 5.61 6.81 6.67 7.09 5.79 
B Mean 6.56 5.74 6.05 6.8 6.74 6.82 6.38 
B Std. Dev. 0.35 0.26 0.29 0.4 0.34 0.26 0.38 
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Table 37. Callahan ICP Measured Metal Concentrations (mg/L) 
  Time (hrs) Ca K Mg P Al B Cu Fe Mn Na S Zn 
Field Samp. 1 313.8 14.9 163.1 0.2894 <0.1 1.678 0.0442 17.38 3.328 17.69 378.9 1.514 
Field Samp. 2 277.2 60.5 150.2 0.4424 <0.1 1.489 0.02 12.32 2.424 90.62 343.5 1.048 
Field Samp. 3 46.66 12.26 14.73 0.5811 2.21 0.2849 0.7792 42.69 0.75 7.174 94.73 0.2811 
Abiotic 0 212.6 29.22 109.3 0.4376 0.8 1.151 0.2811 24.13 2.167 38.49 272.4 0.9477 
AB 4 285.4 86.09 162.2 1.475 <0.1 1.69 0.117 11.47 2.13 103.7 402.5 1.378 
AB 24 306.9 72.97 165.9 0.3576 <0.1 1.733 0.0987 8.775 2.339 104.6 407.7 1.346 
AB 168 295.8 58.38 165.9 1.285 <0.1 1.732 0.0665 4.635 1.215 72.54 410.6 0.702 
AB 336 214.3 86.13 158.5 0.5201 <0.1 1.626 0.0326 2.513 0.4503 99.8 388.6 0.3324 
AB 1344 287.4 129.3 158.4 1.113 <0.1 1.632 0.1026 7.25 2.106 96.5 392.1 0.8834 
Biotic 0 212.6 29.22 109.3 0.4376 0.8 1.151 0.2811 24.13 2.167 38.49 272.4 0.9477 
B 4 316.9 87.33 173.8 0.802 <0.1 1.851 0.0697 7.859 1.966 109.4 430.9 1.145 
B 24 307.1 75.96 164.5 0.823 <0.1 1.661 0.0713 4.615 2.537 100.6 397 1.458 
B 336 229.8 65.61 153.1 0.6165 <0.1 1.518 0.0437 2.125 0.7515 90.19 371.3 0.3454 
B 1344 264.5 69.46 151.5 0.5869 6.583 1.506 0.0673 4.907 2.028 86.51 362.9 0.7478 
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Table 38. Callahan ICP Measured Metal Concentrations (mmol/L) 
 
 
Time (hrs) Ca K Mg P Al B Cu Fe Mn Na S Zn 
Abiotic 0 5.303 0.747 4.498 0.0141 0.0298 0.106 0.00442 0.432 0.0394 1.674 8.493 0.0145 
AB 4 7.121 2.202 6.672 0.476 <0.00371 0.156 0.00184 0.205 0.0388 4.511 12.551 0.0211 
AB 24 7.658 1.866 6.824 0.0115 <0.00371 0.16 0.00155 0.157 0.0426 4.55 12.713 0.0206 
AB 168 7.381 1.493 6.824 0.415 <0.00371 0.16 0.00105 0.083 0.0221 3.155 12.803 0.0107 
AB 336 5.347 2.203 6.52 0.0168 <0.00371 0.15 0.00051 0.045 0.0082 4.341 12.117 0.0051 
AB 1344 7.171 3.307 6.516 0.0359 <0.00371 0.151 0.00161 0.13 0.0383 4.197 12.226 0.0135 
Biotic 0 5.303 0.747 4.498 0.0141 0.0298 0.106 0.00442 0.432 0.0394 1.674 8.493 0.0145 
B 4 7.907 2.234 7.149 0.0259 <0.00371 0.171 0.0011 0.141 0.0358 4.759 13.436 0.0175 
B 24 7.663 1.943 6.767 0.0266 <0.00371 0.154 0.00112 0.083 0.0462 4.376 12.379 0.0223 
B 336 5.734 1.678 6.298 0.0199 <0.00371 0.14 0.00069 0.038 0.0137 3.923 11.578 0.0053 
B 1344 6.6 1.776 6.232 0.019 0.244 0.139 0.00106 0.088 0.0369 3.763 11.316 0.0114 
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APPENDIX C: STATISTICAL CODE AND SOFTWARE PROCEDURES 
 
 
Statistics in R Code Transcript 
 
#sulfate Treatment Comparisons 
#Must run lme4 for the lmer function and lmerTest for the lmer function to also test for 
significance 
library(lme4) 
library(lmerTest) 
bbexp1sulf<-lmer(Exp1~Treatment*Time+(1|Sample), data = bbexpsulf) 
summary(bbexp1sulf) 
bbexp2sulf<-lmer(Exp2~Treatment*Time+(1|Sample), data = bbexpsulf) 
summary(bbexp2sulf) 
bbexp3sulf<-lmer(Exp3~Treatment*Time+(1|Sample), data = bbexpsulf) 
summary(bbexp3sulf) 
#pH Treatment Comparisons 
bbexp1pH<-lmer(pH~Treatment*Time+(1|Sample), data = bbexp1) 
summary(bbexp1pH) 
bbexp2pH<-lmer(pH~Treatment*Time+(1|Sample), data = bbexp2) 
summary(bbexp2pH) 
bbexp3pH<-lmer(pH~Treatment*Time+(1|Sample), data = bbexp3) 
summary(bbexp3pH) 
#Conductivity treatment tests 
bbexp1cond<-lmer(Cond~Treatment*Time+(1|Sample), data = bbexp1) 
summary(bbexp1cond) 
bbexp2cond<-lmer(Cond~Treatment*Time+(1|Sample), data = bbexp2) 
summary(bbexp2cond) 
bbexp3cond<-lmer(Cond~Treatment*Time+(1|Sample), data = bbexp3) 
summary(bbexp3cond) 
#DO treatment tests 
bbexp1DO<-lmer(DO~Treatment*Time+(1|Sample), data = bbexp1) 
summary(bbexp1DO) 
bbexp2DO<-lmer(DO~Treatment*Time+(1|Sample), data = bbexp2) 
summary(bbexp2DO) 
bbexp3DO<-lmer(DO~Treatment*Time+(1|Sample), data = bbexp3) 
summary(bbexp3DO) 
#Can repeat pH tests for conductivity and DO using same dataframes and formula structure 
#Comparing sulfate across experiments 
#Must first seperate treatments from table and organize into their own tables 
#Must rescale time by dividing by 24 to turn into days 
#Comparing abiotic sulfate across experiments 
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Exp1v2sulfA<-lm(Exp2~Exp1*I(Time/24), data=bbexpsulfA) 
summary(Exp1v2sulfA) 
Exp1v3sulfA<-lm(Exp3~Exp1*I(Time/24), data=bbexpsulfA) 
summary(Exp1v3sulfA) 
Exp2v3sulfA<-lm(Exp3~Exp2*I(Time/24), data=bbexpsulfA) 
summary(Exp2v3sulfA) 
#Comparing biotic sulfate across experiments 
Exp1v2sulfB<-lm(Exp1~Exp2*I(Time/24), data=bbexpsulfB) 
summary(Exp1v2sulfB) 
Exp1v3sulfB<-lm(Exp3~Exp1*I(Time/24), data=bbexpsulfB) 
summary(Exp1v3sulfB) 
Exp2v3sulfB<-lm(Exp3~Exp2*I(Time/24), data=bbexpsulfB) 
summary(Exp2v3sulfB) 
#pH, DO, and Conductivity also compared across experiments. New tables were used containing 
individual chemical parameters for each treatment 
#Time scale is very large so must include an adjustment within formulas to change it to days for 
pH and DO 
#Abiotic pH 
Exp1v2pHA<-lmer(Exp1~Exp2*I(Time/24)+(1|Sample), data=bbexppHA) 
summary(Exp1v2pHA) 
Exp1v3pHA<-lmer(Exp1~Exp3*I(Time/24)+(1|Sample), data=bbexppHA) 
summary(Exp1v3pHA) 
Exp2v3pHA<-lmer(Exp3~Exp2*I(Time/24)+(1|Sample), data=bbexppHA) 
summary(Exp2v3pHA) 
#Biotic pH 
Exp1v2pHB<-lmer(Exp2~Exp1*I(Time/24)+(1|Sample), data=bbexppHB) 
summary(Exp1v2pHB) 
Exp1v3pHB<-lmer(Exp1~Exp3*I(Time/24)+(1|Sample), data=bbexppHB) 
summary(Exp1v3pHB) 
Exp2v3pHB<-lmer(Exp3~Exp2*I(Time/24)+(1|Sample), data=bbexppHB) 
summary(Exp2v3pHB) 
#Abiotic cond. 
Exp1v2condA<-lmer(Exp2~Exp1*Time+(1|Sample), data=bbexpcondA) 
summary(Exp1v2condA) 
Exp1v3condA<-lmer(Exp3~Exp1*Time+(1|Sample), data=bbexpcondA) 
summary(Exp1v3condA) 
Exp2v3condA<-lmer(Exp2~Exp3*Time+(1|Sample), data=bbexpcondA) 
summary(Exp2v3condA) 
#Biotic Cond. 
Exp1v2condB<-lmer(Exp2~Exp1*Time+(1|Sample), data=bbexpcondB) 
summary(Exp1v2condB) 
Exp1v3condB<-lmer(Exp3~Exp1*Time+(1|Sample), data=bbexpcondB) 
summary(Exp1v3condB) 
Exp2v3condB<-lmer(Exp2~Exp3*Time+(1|Sample), data=bbexpcondB) 
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summary(Exp2v3condB) 
#Abiotic DO 
Exp1v2DOA<-lmer(Exp2~Exp1*I(Time/24)+(1|Sample), data=bbexpDOA) 
summary(Exp1v2DOA) 
Exp1v3DOA<-lmer(Exp3~Exp1*I(Time/24)+(1|Sample), data=bbexpDOA) 
summary(Exp1v3DOA) 
Exp2v3DOA<-lmer(Exp3~Exp2*I(Time/24)+(1|Sample), data=bbexpDOA) 
summary(Exp2v3DOA) 
#Biotic DO 
Exp1v2DOB<-lmer(Exp2~Exp1*I(Time/24)+(1|Sample), data=bbexpDOB) 
summary(Exp1v2DOB) 
Exp1v3DOB<-lmer(Exp3~Exp1*I(Time/24)+(1|Sample), data=bbexpDOB) 
summary(Exp1v3DOB) 
Exp2v3DOB<-lmer(Exp2~Exp3*I(Time/24)+(1|Sample), data=bbexpDOB) 
summary(Exp2v3DOB) 
#Renaming rows for RDA Data Tables 
row.names(NrmFldData)<- c("July","August","September-1","September-2","September-3", 
"October-1","October-2","October-3","November-1","November-2", "November-3", 
"December-1", "December-2", "December-3", "January-1", "January-2", "January-3", "February-
1", "February-2", "February-3") 
row.names(NrmExpChemData)<- c("Exp1.Start1", "Exp1.Start2", "Exp1.Start3", "Exp1.End1", 
"Exp1.End2", "Exp1.End3", "Exp2.Start1", "Exp2.Start2", "Exp2.Start3", "Exp2.End1", 
"Exp2.End2", "Exp2.End3", "Exp3.Start1", "Exp3.Start2", "Exp3.Start3", "Exp3.End1", 
"Exp3.End2", "Exp3.End3") 
#Constructing RDAs 
#Field Data RDA 
library(vegan) 
NewFldRDA<-rda(BBGenera.hell, NrmFldData, scaling=2) 
summary(NewFldRDA) 
plot(NewFldRDA, scaling=2) 
#Experimental RDAs 
#First clean the normalized experimental data into seperate tables due to missing data for 
multiple RDAs 
NrmExpChemData1<-NrmExpChemData[-c(4:6),] 
NrmExpChemData1<-NrmExpChemData1[,-c(6)] 
NrmExpChemData2<-NrmExpChemData[,-c(1:12)] 
#Run Experimental RDAs 
library(vegan) 
NewExpRDA2<-rda(ExpGenera.hell, NrmExpChemData2, scaling=2) 
summary(NewExpRDA1) 
plot(NewExpRDA1, scaling=2) 
NewExpRDA1<-rda(ExpGenera.hell, NrmExpChemData1, scaling=2) 
summary(NewExpRDA2) 
plot(NewExpRDA2, scaling=2) 
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#Adjusting R2 for all RDAs 
#Rsquareadj() is located in the vegan package 
NewFldRDAadjusted<-RsquareAdj(NewFldRDA)$adj.r.squared 
NewExpRDA1adjusted<-RsquareAdj(NewExpRDA1)$adj.r.squared 
NewExpRDA2adjusted<-RsquareAdj(NewExpRDA2)$adj.r.squared 
#Testing RDAs for significance 
anova.cca(NewExpRDA1) 
anova.cca(NewExpRDA2) 
anova.cca(NewFldRDA)  
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Mothur Script for Sequencing Analyses 
 
#This file will use the batch name BBAll as an example for the scripts 
#All files must be in the same folder as mothur.exe for these scripts.  Can be done in another 
folder, but that was not the case for this project. 
#Download SILVA reference files and RDP reference files from the mothur site for alignment. 
SILVA files are version 34 and RDP version 16. 
#Prepare stability file for batch using forward and reverse reads received from the GSAF. 
Named BBAll.stability.files.txt. 
#Oligos file prepared with primers from the GSAF’s website. Named GSAF.oligos.txt. 
 
Part 1: Cleaning Data and Organizing OTUs 
 
#open mothur.exe 
#First step pairs the sequences and set # of processers computer will use for downstream work. 
# of processers can be changed at any point. The more processers the faster it goes. 
 
make.contigs(file=BBAll.stability.files.txt, processers=5) 
 
#summary is used to view the current output. The command of current will use the most recent 
output fasta file. This is what will be used for most of the procedure with a few exceptions. 
 
summary.seqs(fasta=current) 
 
#Allows you to see sequences that fall of the desired range for the next step which is screening. 
#Screening removes sequences that do not fall in the desired range and ambiguous bases. For 
the V4/V5 primer used by the GSAF the ideal range is 475-500 bases. 
 
screen.seqs(fasta=current, group=current, maxambig=0, minlength=475, maxlength=500) 
 
#view summary again to double check all bases now fall within desired range.  The number of 
bases should drop from the previous summary view. 
 
summary.seqs(fasta=current) 
 
unique.seqs(fasta=current) 
#Merges identical sequences assigns sequences to groups, and selects unique sequences. 
#The output file BBAll.stability.files.trim.contigs.good.unique.fasta will be used down the line 
with SILVA alignment. 
 
count.seqs(name=current, group=current) 
#Counts the number of total and unique sequences to now display in summaries. 
#Run a summary to see these numbers. 
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summary.seqs(count=current) 
 
#Process the SILVA files.  This was only done once for all batches as the same primer was used 
for all data received from the GSAF. 
pcr.seqs(fasta=silva.bacteria.fasta, start=6388, end=25319) 
 
#renamed the output file to something easier to use down the line 
 
system(rename silva.bacteria.pcr.fasta silva.v34.fasta) 
 
#can view the reference alignment dataset  
summary.seqs(fasta=silva.v34.fasta) 
 
#align previously edited sequences with the reference file 
align.seqs(fasta=BBAll.stability.files.trim.contigs.good.unique.fasta, reference=silva.v34.fasta) 
 
#check the results of the newly aligned sequences. Should be roughly around the same length. 
Note median range for use in next screen step. 
 
summary.seqs(fasta=BBAll.stability.files.trim.contigs.good.unique.align, 
count=BBAll.stability.files.trim.contigs.good.count_table) 
 
screen.seqs(fasta=BBAll.stability.files.trim.contigs.good.unique.align, 
count=BBAll.stability.files.trim.contigs.good.count_table, summary= 
BBAll.stability.files.trim.contigs.good.unique.summary, start=6388, end=25316, maxhomop=8) 
 
#max # of homopolymers set to 8, none any longer than 9 in the database. Can be changed if 
needed 
 
#another summary to make sure all sequences now overlap 
summary.seqs(fasta=current, count=current) 
 
#filter removes overhangs, gap characters, and trump charaters 
filter.seqs(fasta=BBAll.stability.files.trim.contigs.good.unique.good.align, vertical=T, trump=.) 
 
unique.seqs(fasta=BBAll.stability.files.trim.contigs.good.unique.good.filter.fasta, 
count=BBAll.stability.files.trim.contigs.good.good.count_table) 
#takes out additional identical sequences after filtering 
#Reduces number of unique sequences 
 
#Next will de-noise sequencing by clustering sequences that have up to 4 differences (1 per 100 
bp) 
pre.cluster(fasta=BBAll.stability.files.trim.contigs.good.unique.good.filter.unique.fasta, 
count=BBAll.stability.files.trim.contigs.good.unique.good.filter.count_table, diffs=4) 
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summary.seqs(fasta=current, count=current) 
#number of unique sequences further reduced 
 
#UCHIME algorithm to remove chimeras from the count file. Abundant sequences are the 
references. Dereplicate=t means that chimeric sequences will only be removed in the samples 
where they are found, whereas the default (dereplicate=f) will remove it from all samples. 
chimera.uchime(fasta=BBAll.stability.files.trim.contigs.good.unique.good.filter.unique.precluste
r.fasta, 
count=BBAll.stability.files.trim.contigs.good.unique.good.filter.unique.precluster.count_table, 
dereplicate=t) 
#Chimeras removed from fasta file 
summary.seqs(fasta=current, count=current) 
#number of sequences should be reduced again 
 
classify.seqs(fasta=BBAll.stability.files.trim.contigs.good.unique.good.filter.unique.precluster.pi
ck.fasta, count= 
BBAll.stability.files.trim.contigs.good.unique.good.filter.unique.precluster.denovo.uchime.pick.
count_table, reference=trainset14_032015.rdp.tax, cutoff=80) 
#Cutoff refers to bootstrap value for taxonomic assessment. 80% is stringent. 
 
remove.lineage(fasta=BBAll.stability.files.trim.contigs.good.unique.good.filter.unique.precluste
r.pick.fasta, 
count=BBAll.stability.files.trim.contigs.good.unique.good.filter.unique.precluster.denovo.uchim
e.pick.count_table, 
taxonomy=BBAll.stability.files.trim.contigs.good.unique.good.filter.unique.precluster.pick.rdp.
wang.taxonomy, taxon=Chloroplast-Mitochondria-unknown-Eukaryota) 
#Removes unwanted DNA, unknown=domain level 
 
cluster.split(fasta=BBAll.stability.files.trim.contigs.good.unique.good.filter.unique.precluster.pic
k.pick.fasta, 
count=BBAll.stability.files.trim.contigs.good.unique.good.filter.unique.precluster.denovo.uchim
e.pick.pick.count_table, 
taxonomy=BBAll.stability.files.trim.contigs.good.unique.good.filter.unique.precluster.pic.rdp.w
ang.pick.taxonomy, splimethod=classify, taxlevel=4, cutoff=0.15 
#taxlevel=4 is order 
 
make.shared(list=current, count=current, label=0.03) 
#How many sequences are in each OUT at 0.03 cutoff (97%) 
 
classify.otu(list=current, count=current, taxonomy=current, label=0.03) 
#creates taxonomy of OTUs 
 
Part 2: subsampling 
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#Rename the taxonomy files into something a little easier to find and understand 
 
system(rename 
BBAll.stability.files.trim.contigs.good.unique.good.filter.unique.precluster.pick.pick.an.unique_l
ist.shared BBAll.stability.an.shared) 
 
system(rename 
BBAll.stability.files.trim.contigs.good.unique.good.filter.unique.precluster.pick.pick.an.unique_l
ist.0.03.cons.taxonom BBAll.stability.an.cons.taxonomy) 
 
#Count the number of groups in each sample.  This will help us find the smallest to subsample 
to. 
count.groups(shared=BBAll.stability.an.shared) 
 
#Subsample to the lowest count, eliminate unusually low samples 
sub.sample(shared=BBAll.stability.an.shared, size=1934) 
 
Part 3: Running alpha diversity indices 
 
collect.single(shared=BBAll.stability.an.shared, calc=chao-invsimpson, freq=100) 
 
#information is in the output files 
#rarefaction curve- output can be put into graphical software 
 
rarefaction.single(shared=BBAll.stability.an.shared, calc=sobs, freq=100) 
Output File Names: 
stability.an.groups.rarefaction 
 
#Table with # of sequences, sample coverage, # obs OTUs, simpson diversity in one file. 
subsample=T automatically selects smallest library 
 
summary.single(shared=BBAll.stability.an.shared, calc=nseqs-coverage-sobs-invsimpson, 
subsample=1934) 
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Watershed Area in ArcGIS 
 
1. Open a new map in ArcGIS and import the modified rivers and streams and DEM layers. 
2. From the ArcHydro toolbar, select DEM reconditions from the Terrain Preprocessing and 
subsequent DEM Manipulation drop-down menus.  
3. Type the stream and DEM file names into the pop-up window in the AGREE Stream and 
Raw DEM spaces respectively.  
4. Set stream buffer to 5, smooth drop/raise to 10, and sharp drop/raise to 10. 
5. Input the new file name the AGREE DEM space and then run the process.  
6. Select Fill Sinks from the Terrain Preprocessing and Data Manipulation drop-down 
menus on the ArcHydro toolbar. 
7. Input the filename from step 5 into the space labeled DEM in the pop-up window. Leave 
the other options unchanged and run. 
8. A new layer will be added to the map.  By default, this will be named Fill. 
9. Select Flow Direction from the Terrain Preprocessing menu on the ArHydro toolbar. 
10. Input the file name into the DEM space in the pop-up window.  Presumably this is Fill, 
unless otherwise changed. 
11. The output will be the Flow Direction Grid space.  The default output file name is Fdr. 
Change this if you wish. Leave the Outer Wall Polygon space as null. 
12. Run the process.  The output will create a new layer which will be added to the map. 
13. Select the Watershed tool within Hydrology and Spatial Analyst Tools.   
14. Input the flow direction grid file and select the junction point.  This will be where Blood 
Brook empties into the West Branch of the Pleasant River. 
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15. Run the process. 
16. Select Raster to Polygon function in the Raster and Conversion Tools drop-down menu. 
17. The output will be a polygon shapefile of the water shed.  Select the Blood Brook 
watershed to view the polygon properties and obtain the watershed area. 
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