Abstract-The paper proposes a preliminary design of crosslayer quality of service applied to congestion control in future Internet. This is an alternative solution to QoS-aware routing, whenever the infrastructure operator cannot add new resources, and/or when re-routing is not possible. Dedicated software, running in each node, collects a list of local parameters such as available transfer rate and one-way delay between all neighbors. Then this real-time status information is distributed to all the innetwork management enabled nodes that are allowed to be reached. Due to the statistics regarding individual link traffic, a minimal network coding scheme, triggered by cross-layer quality of service, is temporarily activated. This system presents an enhanced distributed routing that preserves the performances of the running services, despite the congestion which cannot be eliminated.
I. INTRODUCTION
ECENT years have seen the networking community focused on rethinking the design and principles of the Internet by taking a clean slate approach. This is the result of observing that the current network architecture allows innovation only in the applications, when in fact it requires major changes in the whole philosophy. From the management perspective the traditional paradigms have almost failed to scale and anyway have reacted slowly to changing network conditions. Furthermore, the need for human intervention (highly skilled technical staff) is still required and mandatory. Independently to management issues mentioned above, other researches dealing with evaluation of network-coding (NC) techniques are currently under progress. For instance in [1] , a wireless mesh testbed combines dedicated hardware (ORBIT platforms) with simulators (Click Router and/or NECO). The result is actually a packet-oriented peer-to-peer communication, simulating that throughput could be close to link capacity with low latency. Another approach refers to multi-point to multi-point flow-oriented transmission, where the synchronization aspects are delaying its deployment in practice. This is not a trivial task and theoretical solutions are proposed in [2] . However the target is to increase permanently the transmission quality for aggregated flows. Two clean-slate approaches, i.e. in-network management (INM) and generic path (GP), were introduced by FP7-4WARD project (pronounced like the word "Forward") "Architecture and Design for the Future Internet". INM supposes inherent management (or at least integrated) into the monitored network, and not external as in the legacy solutions [3] . The generic path is the other key concept, being an abstraction facilitating the development of applications that use the data transport and enhancing the communication's reliability and quality [4] .
This paper proposes and demonstrates that a combination between INM and GP is feasible. Based on our evaluation of existing solutions in [5] , we designed Cross-Layer QoS (CLQ), as a particular example of in-network management, according to the new paradigm. By combining it with a simplified generic path, i.e. a multi-point-to-multi-point communication based on network-coding (NC), congestion control is one of its immediate applications. Note that our approach is totally different than in previously discussed [1] and [2] , because we address the case of preserving the performances of the running services, despite the congestion which cannot be eliminated. Thus we offer an enhanced distributed routing on a real-time implementation on the existing hardware (no dedicated platforms are needed). This is valid for all types of networks and it involves dedicated software that could be automatically activated/ deactivated by the Cross-Layer QoS.
The paper is organized as follows. Section II discusses preliminary design of the cross-layer QoS according to a new paradigm. The third section proposes a solution to implement the network coding techniques to congestion control. The sixnode asymmetric butterfly topology is considered complex enough to setup a network coding-based congestion control, but it is simple enough to allow real implementation. Section IV combines the concepts previously discussed and describes the proposed testbed. Thus each node is running the crosslayer QoS bundle as in-network management capability and collects a list of local parameters (available transfer rate, oneway delay between all neighboring nodes). This real-time status information is distributed to all nodes that are allowed to be reached. The statistics regarding individual link congestion may trigger a minimal network coding scheme to be activated. Section V discusses the results, followed by conclusions and future work. [5] , [6] . The new design principle for cross-layer QoS proposed herein is based on the assumption that the virtualization of the network is essential for future Internet. Thus the current Physical Layers and MAC Sub-Layers of the legacy or future network technologies are grouped in a substrate network, whilst the remaining layers are composing the virtual part of the network. It is realistic to consider TCP/IP as the dominant stack, although the clean-slate approaches consider that its replacement may happen in the next years (decade).
Cross-Layer QoS and Its Application in Congestion Control
Note that the CLQ is designed to have in the future a complex set of properties: self-descriptive, self-configuration, self-optimization, composability, governance, interoperability and extendibility. This paper does not cover the design principles referring to the complete list previously mentioned. We took a more realistic approach, i.e. we tried to identify the minimum architecture that demonstrates that the CLQ in the new paradigm is able to allow future Internet techniques to become available. Thus we selected the congestion control as an immediate beneficiary.
Having this vision, the CLQ proposed is using both bottomup and top-down approaches between substrate and virtual networks, carrying out both status and control information, delivery method being in-band/out-of-band and the timing of the adaptation process is asynchronous. Fig. 1 shows the interaction between architectural modules involved in the tetbed: CLQ, NetInf and GP. Note that network of information (NetInf) is a communication architecture based on an information-centric paradigm. It should make the access of information objects much easier, without the need of considering the underlying transport technologies [7] . The signaling mechanism proposed herein has been implemented (except NetInf, whose functionalities were emulated by a local database). However the target of this paper is to offer a proofof-concept rather than to discuss designing details. Briefly, CLQ runs permanently to monitor the infrastructure, but it accepts also service requests (i.e. committed QoS parameters, network status, etc.) from GP. The results are published to NetInf. There are two types of interfaces: a) Organization interface (ORG): this is used by a manager or another entity to send high level commands to a specific INM entity; b) Collaboration interface (COLL): this is dedicated to facilitate the communication between two management entities residing either in the same or in different nodes.The CLQ bundle runs in each strategic node, i.e. in a node that includes GP, NetInf, CLQ and major management capabilities (neighbor discovery, registry, resource control, event handling, security etc.). If the nodes do not implement the above mentioned functions (very likely for the legacy devices nowadays), but they have minimal CLQ functionalities (measurement part at least), they could interact according to the new paradigm through a strategic node.
In the bottom-up approach traffic parameters like available transfer rate, one-way delay, etc. are collected as network status information characterizing a specific physical link with the neighboring node.
The results are obtained directly from the hardware driver where the technology will permit, or using different dedicated tools that will perform passive or active measurements between nodes. These real-time parameters are exchanged between CLQ and the hardware through the collaboration interfaces.
The top-down approach is needed for configuring the hardware, i.e. to impose a specific parameter (transfer rate, delay, BER, etc.). There are several beneficiaries of this management capability. An immediate example would be the real-time composite metric calculation. Our preliminary formula used in the testbed for an overall perspective of the links with neighbors (for hop-by-hop data transport) was:
where
. This CM could help the management as criteria for triggering networkcoding activation, QoS-aware routing, etc. The formula should be interpreted in a similar way Cisco's EIGRP composite metric is used in Network Layer. This means that the maximum ATR (Available Transfer Rate) envisaged was 1 Gbps, the minimum OWD (One-Way Delay) was 10 microseconds and the BER was not involved in fixed networks-based testbed. Obviously, additional work is needed to demonstrate that this formula seizes the dynamicity of the physical links. However, as a first step we may consider the composite metric provided as useful.
The CLQ has a particular feature compared to other MCs, i.e. it needs two types of protocol stacks (called netlets) as shown in Fig. 2 . One type of stack has actually no protocols included for communicating directly with the hardware. This is required by three major beneficiaries: a) the bottom-up approach while performing periodical measurements on top of the MAC Sub-Layer; b) the top-down approach, in case of emergencies, performs global resource allocation by replacing the GP management that failed; c) a hop-by-hop transport between nodes. The Netlet type 2 may include legacy/ future protocols and it is needed for exchange of information with other MCs located in different nodes. Examples of algorithms employed by Cross-Layer QoS for self-adaptation are Anomaly Detection (AD) [8] and "Not All aT Once!" (NATO!) [9] .
As a service, the measurements could be done by request. Thus the AD module sends a request to obtain current link latency/round-trip-time via one hop-to-hop transaction. The MC receives the request and immediately sends the probe. If a probe reply is received, the measured latency is sent back to the AD-module. The anomaly-detection model autonomously adapts to the new observation. In case a probe reply is not received, the CLQ does nothing, but the failed probe response will be accounted for in the AD-module.
NATO! is a statistical probability scheme for estimating the size of a group of nodes affected by the same event without explicit notification from each node, thereby avoiding feedback implosion. In order to remain scalable, CLQ could get benefits from this algorithm. Thus a strategic node needs to get information (i.e. available transfer rate, one-way delay, BER, etc.) from all network elements within its management domain. This could be provided by the CLQ being present in each node. However, this approach is not always realistic, because some of the network elements are too simple to integrate sophisticated mechanisms. It may lead to either too much traffic for information exchanges, or to limitations of scalability. Using the NATO! algorithm, a strategic node could interrogate all the devices within its domain with a specific request (i.e. which of them are able to accept flows with a given transfer rate and/or one-way delay). If statistics show that the number of nodes fulfilling the requirements is large enough, CLQ could involve QoS-aware routing only. If the statistics are bad, then network coding is an alternative mechanism. Thus, NATO! could help INM to decide whether to make use of either QoS-aware routing or network codingbased techniques [10] . In the next section we will consider in more detail the case where in-network management makes use of network-coding to address congestion.
III. NETWORK CODING APPLIED IN CONGESTION CONTROL
Network coding techniques represent one possibility to deal with congestions in network nodes, by combining the flows transmitted on the congested links [11] , [12] . The simplest and most known topology where NC techniques could be employed is represented by the butterfly topology, as in Fig. 3 . It is possible to face the congestion on the link R5-R6 by performing a simple XOR coding in the central node R5 and by sending supplementary flows on the links R1-R3 and R2-R4. Even in case of the simplest NC-aware topology, several problems have to be solved. These are related to flow synchronization, burstiness of the encoded flows and activation/ deactivation of the encoding process. The later operation is mandatory to ensure an efficient use of the network resources required by the transmission on the links R1-R3 and R2-R4. To address these issues, a dynamic encoding process is proposed following the rules: 1. Coding is performed only on the data packets which generate congestion at a given moment. If no datagrams are transmitted in a flow, the packets of the other streams are sent uncoded. 2. If the lengths of the packets to be coded are not the same, only the common parts are combined. The proposed format of the source and of the coded packets is presented in Fig. 4 , being designed to achieve the dynamic encoding/ decoding. There are several bytes for flags (needed in the activation process and in the synchronization of R1, R2 and R5 nodes) and for indexes. St_I and End_I represent the index of the first, respectively of the last byte, of the source packets. Based on these indexes we can identify the parts of the source packets which are encoded and which are not.
When NC is activated, the operating mode of node R6 is modified in the following way: coded packets are multicast to both sink nodes while uncoded packets are routed only toward their destination. Considering this modification, the conditions to activate the coding operations are the following: represents the available transfer rate on link
is the used transfer rate on link
Activation/ deactivation of the NC coding process is performed based on medium term statistics of the R1-R3 and R2-R4 links transfer rates and of the congestion state in node R5. The goal is to avoid the frequent activation/ deactivation of the coding process, which besides the signaling problems, could create packet losses due to switching between coded and uncoded operation mode. The evaluation of the conditions necessary for activation/deactivation of the coding operations is realized independently by nodes R1, R2 (rate conditions) and R5 (congestion). The proposed modified NC algorithm does not require explicit resource allocation, coding operations being activated only when the mentioned rate and congestion related conditions are fulfilled.
IV. DESCRIPTION OF THE TESTBED
A preliminary work, i.e a simulation in OMNET++ for a nine-node topology was presented in [10] . This encouraged us to go further for a real-time implementation in a six-node network (the reasons to select this butterfly topology have been discussed in Section I). Thus, we instantiated on each strategic physical node the concept of CLQ in two parts: the measurement one, written in C, and the publishing one, running as a bundle on top of Java-based OSGi (Open Services Gateway initiative). The latter is needed to make the results available to other self-managing entities that are communicating through organization or collaboration interfaces. The NC-based GP instantiation was written in C using UDP transmissions, being integrated with CLQ in any strategic node. However, both CLQ and NC could be implemented in the near future on top of MAC Sub-Layer.
The testbed presented in Fig. 5 includes six nodes with cross-layer QoS and network coding capabilities (R1-R6), each one running in a Linux-based machine. The data flow generators (R1, R2) and the destinations (R3, R4) are PCs performing cross-layering only. Specialized software written in C under Fedora Core is running on each node to monitor the substrate resources, i.e. the transfer rates and the one-way delays between the neighboring nodes, in order to assist congestion control mechanisms to get a global perspective and to have statistics on link status. The NC scheme was applied in order to obtain a better congestion control. However, the employment of the NC techniques in practice requires a strong interaction with the network management and cross-layer techniques to acquire the link statistics of the network. Three principles referring to instantiation, dynamic application and dynamic flow encoding are proposed herein for integration of the NC techniques into the GP architecture. a) Instantiation of NC-based GPs with multiple functioning modes [6] depends on long term statistics provided by INM and used to identify network topologies (link parameters) where NC solutions exist and congestion level is high enough. The nodes and links of the mentioned topologies are marked as appropriate for NC operations. GPs with NC capabilities are instantiated on the identified network topologies but NC operations are initiated only when it is needed. This principle was simplified in our testbed, as the six-node butterfly topology is fixed. b) Dynamic NC application means that the link and flow characteristics are continuously monitored by INM, triggering the situations when the short/ medium term statistics of congestion level and links transfer characteristics would make NC-based GP a viable solution. [12] . Due to the burstiness of the real flows, data packets to be encoded are not present all the time in each node. On the other hand, frequent activations/ deactivations of the NC operations are not acceptable due to the signaling overhead. To cope with this situation, the dynamic NC described in the section III will be employed.
The nodes implementing the coding network are represented by physical machines which emulate a compartment, as defined in [4] [13], with NC and INM capabilities. Sub-GPs implementing the connections between the coding nodes are represented by UDP connections. On the mentioned butterfly topology a multiple multicast generic path with congestion avoidance capability is built, transferring unicast flows between the input endpoints (R1, R2), and the output ones (R3, R4). The mentioned NC-based GP is built according to the proposed principles previously mentioned.
Activation of the NC operations is realized if the butterfly topology link parameters fulfill imposed conditions for transfer rates and delays, and if congestions are detected for a longer period of time (see section III). Dynamic XOR based flow encoding is performed in node R5, and the decoding, performed in nodes R3 and R4, is adapted to this type of NC operations. Exchange of the management information is performed on a dedicated multi-point-to-multi-point GP.
V. EXPERIMENTAL RESULTS
Two video streams, R1-R5-R6-R4 and R2-R5-R6-R3, were sent by VLC clients running in R1 and R2 and sharing the link R5-R6 that could be congested during the experiments. The performance evaluation was based on the following parameters measured per each video flow: number of packets lost, calculated based on RTP sequence number; time distribution of packets lost; variation of the time between two consecutive video packets. In Fig. 6 we present the processing scheme applied in each node. The performance evaluation was based on the following parameters measured per each video flow: number of packets lost, calculated based on RTP sequence number; time distribution of packets lost; variation of the time between two consecutive video packets. Several tests were carried out, saving the ATR statistics (average values/ each link every 30 seconds) for all links. However only 7 out of 14 links were actually involved in experiments, the butterfly topology analyzed being unidirectional. Some of the interface cards were Gigabit Ethernet, whilst the others were Fast Ethernet. We used ethtool to make them working at full-duplex 100 Mbps. Three cases where actually envisaged:
Case 1 (no congestion, no NC-based GP): due to enough available transfer rates on link R5-R6, the quality of experience at the destinations was very good. This was demonstrated for the flow R2-R5-R6-R3, as in Fig. 7 , but similar results were obtained for the other stream too. The composite metric CM for link R5-R6, proposed in (1), varied experimentally within the range 23…27.
Case 2 (congestion on link R5-R6, no NC-based GP): the shared link R5-R6 was congested due to the background traffic injected (see Fig. 8 ), the available transfer rate being less than the value (about 1 Mbps) required to transmit the video streams simultaneously. Both receiving nodes R3 and R4 experienced a bad quality of the movies because of the packets lost in the congested link. The degradation of the receiving flow could be observed in Fig. 9 . The composite metric CM for link R5-R6 varied between 300 up to 14,000. A variation of the time interval between consecutive packets was perceived by the user as an intermittent video playing. Case 3 (congestion on link R5-R6, with NC-based GP awareness): the link between R5 and R6 remained congested as in Case 2 (see Fig. 10-11 ), but a NC-based GP was instantiated whenever CLQ triggered the situation. Note that a pre-congestion was experimentally detected using the INM algorithm, when CM for link R5-R6 is higher than 100, but less than 300. Thus the mechanism was activated in advance, before severe congestion might occur. In Fig. 11 the shape of the flow is becoming close to the original one. The measurement results presented in Fig. 12 show that the number of packets lost is very low (0.75%, compared to about 18% in the previous case) and the time intervals between consecutive packets are similar with the ones at the source nodes. From quality of experience QoE point-of-view the video image is good despite the fact that the network is still congested. Due to software implementation of NC the video stream resolution was limited to QCIF (176x144). Also the Cross-Layer QoS performed measurements every second, but this was enough to allow the system to react. 
VI. CONCLUSIONS AND FUTURE WORK
The work presented in this paper makes the following original contributions: a) architectural aspects of CLQ (as innetwork management capability); b) signaling mechanism for real-time network-coding implementation (the result is actually a simplified generic path); c) a testbed to demonstrate the feasibility of combining all the techniques mentioned above. The prototype presented within this paper is suitable for the infrastructure operators that could not perform overprovisioning and/or re-routing in congested networks. Furthermore, the proposed mechanism is useful immediately, whenever a more complex solution, such as QoS-aware routing (solving the congestion), is not available. As a future work, we envisage to increase the proposed GP performances by implementing NC on top of MAC Sub-Layer. Thus the number of packets lost due to decoding errors could be reduced to less than 0.75% and the video stream resolution could be increased. 
