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Introduction
Nowadays, wind energy is the renewable energy source with the highest growth. Figure 1 shows the cumulative global capacity, that it has risen from 3.5 GW in 1994 to more than 420 GW in 2016. Therefore, the global capacity has grown by more than 10,000 percent after two decades. Moreover, the wind energy is estimated to increase at an annual average rate of 6% until 2035 [21] . The offshore wind farms are being the wind energy source with more importance. The main advantages of the offshore wind farms are [5] :
• The wind power captured by wind turbines (WTs) is more than onshore.
• The size of offshore wind farms can be larger than onshore.
• The environmental impact for offshore is less than in onshore.
The principal disadvantages are: • It is more complex to evaluate the wind feature.
• Larger investment costs. The offshore installation cost is 1.44 million e /MW, where the onshore is 0.78 million e /MW [11] .
• Operation and maintenance (O&M) tasks are more complex and expensive than onshore. The offshore O&M costs are from 18% to 23% of the total system costs, being 12% for onshore wind farms [23] .
The rapid growth of the wind energy generation and, specially, the fast expansion of the offshore windfarms, it is due to the new and larger wind turbines that present a more complex system. The use of Condition Monitoring Systems (CMSs) is becoming very useful to reduce the lost energy, the downtimes and the required outlays for O&M tasks [2] . There are several studies that prove the economic benefit of CMSs [15] . Different techniques and methods of condition monitoring (CM) are employed for detection and diagnosis of faults of WTs [9, 13, 16, 19] . Most of the research papers consider the CM in WTs referred to blades [24] , gearboxes [8] , electrical or electronic components [4] and tower [10] . CM leads to improve reliability, availability, maintainability, and safety (RAMS) to increase the productivity of wind farms [6, 18] .
The first step of the CM process is the choice of an adequate technique for data acquisition, including electronic signals with the measurement of the required conditions, e.g., sound, vibration, voltage, temperature, speed [7] . Then, a correct signal processing method is applied, e.g. fast Fourier transform, wavelet transforms, hidden Markov models, statistical methods and trend analysis [10, 20] . In this paper a statistical methodology that can be used to improve the cost effectiveness of the CMSs is presented. The procedure is based on the idea that it is useful to collect the important information provided by the data and exclude the data that do not provide relevant information.
Methodology Proposed
As aforementioned, the methodology presented hereby is based in a statistical use of the data of different CMSs. There are different monitoring techniques, being the most employed: vibrations (vibration-based damage detection) using sensors such as piezoelectric accelerometers; oil analysis to determine viscosity and levels of contaminants; acoustic emission; motor current signature analysis [25] . The CMSs are aimed to provide a continuous monitoring of the condition of dynamic parts and power electronics of the wind turbines. The methodology proposed facilitates the determination of the condition of some components of the wind turbines using historical data and comparing them with the current information. The main assumption is that the wind turbine is working properly most of the time. The approach proposed in this paper, detailed in section 1.2.1, gathers different feature parameters from certain parts of the received signal and carry out comparisons.
Gathering Feature Parameters from Signals
The CMS considered generates data each ten seconds every three hours. The amount of data is usually proportional to the accuracy of the analysis. However, the method is based on the idea that it is not necessary to storage the entire signal. This has the advantage of reducing the computational cost for analyzing the signals that can be received from a large number of CMS. Once the signals have been collected, the approach generated the main parameters that characterise the signals. The approach analyses big data, and therefore is it important to reduce the signal of thousands of samples to the main parameters, being the main:
• Average of the signal. This value can be useful when the signal has not a lot of abrupt changes. It can be used as a feature parameter for temperature or humidity signals.
• Energy (E) and power (W ) of the signal. The expressions used to calculate such parameters are:
where N is the total number of samples and x (i) the data x for the sample i. This parameters can be very representative for electric signals or vibration signals.
• Maximum peaks of the signal. The maximum peaks of the signal represent the highest or the lowest amplitude reached by the signal. A peak can be very important in those signals that are almost constant all the time.
• Maximum peaks of the Fast Fourier Transform (FFT). The FFT represents the signal in the frequency domain. The maximum peaks are referred to the amplitude of the main frequency and the most important harmonics.
• Pearson correlation coefficient (r). The correlation coefficient between two discrete signals x and y can be expressed as:
A case study is shown in Each element r i j of the matrix R contains the result of correlating the signals i and j. It is a symmetric matrix where the diagonal is filled with ones due to those elements represent the correlation of a signal with itself. The correlation between signals 1 and 2 is perfect because both are linear sequences. Table 1 .1 shows the average of each column avoiding the 1 of the diagonal. This value will be used as a feature parameter of each signal. Table 1 .1 shows that an abnormal behavior of the system could be due from the Signal 3 because the wind turbine is assumed to work properly most of the time.
The possibility that a value can represent an abnormal condition of the system is because the different from the rest one value is bigger.
• Other time-domain feature parameters [3] . Other measurements can provide additional information of the signals, e.g. RMS, Standard Deviation, Skewness, Kurtosis, Crest Factor, Clearance Factor, Shape Indicator, Impulse Indicator, etc.
The approach therefore organizes chronologically the data and associates them with a certain condition of the system given by an alarm (section 1.2.2).
Data Management
The approach does an ordination of all the data when the main parameters have been obtained from each signal. The data are chronologically ordered as shown in Table  1 The element e k i j corresponds to the j parameter of the k signal collected at the time (date) i. The parameters placed in the same row should correspond to a signal collected at the same time.
The parameter are then associated with the corresponding condition of the system when every parameters have been ordered. The conditions of the wind turbine, given by the alarms, are collected for the period of time that are analysed the dataset. The case study considers a database from the European Project called OPTIMUS [17] . The main objective is to co-relate each row of the matrix to a specific condition of the wind turbine. Table 1 .3 shows this correlation. Table 1 .2 shows the data (rows) and the associated condition of the WT. These conditions can be related to a normal state of the system, specific failures and different alarms. The main objective of this procedure is to establish a relationship between the main parameters extracted from the signal and the condition of the WT at a certain time. Considering the big data characteristics, e.g there are thousands of signals and, therefore, millions of parameters, the analysis should be established employing statistical and heuristic methods. A novel pattern recognition through neural networks (NN) is employed in the approach.
Novel Pattern Recognition and Classification by Neural Network
In the former section, a way of manipulating and organizing data has been exposed. The purpose is to prepare the data to be subjected to a pattern recognition analysis.
There are numerous models and procedures for pattern recognition analysis, i.e. statistical model, structural model, template matching model, NN based model, fuzzy based model, hybrid models, etc. [12, 22] . Each method has some advantages in function of the information available and the outcomes desired. NN are used in problems that cannot be formulated as an exact method or an analytical solution. NN learns by itself and provides a good solution for the problem simulating the biological neurons in a reasonable time. An artificial NN consists of neurons that are simple processing units and weighted connections between those neurons [1] . The typical structure of a NN is showed in Fig 1.3 .
The variables presented in Fig. 1.3 are:
• Input layer: The nodes that forms the input layer are passive. They only duplicate the received value and propagate it through the multiple outputs.
• Hidden layer: The nodes of this layer are active because they modify the data in function of the weights.
• Output layer: The nodes of this layer are active due to they combine and modify the data in order to produce the k outputs of Fig 1.3. • or represents the strength of a connection (the connecting weight) between two neurons i and j, or between j and k.
• u or u nodes represents the simple processing units called neurons.
Basically, the NN receives a dataset and enter into a training process in order to recognise several patterns. The training process fits the different weights in order to provide the output. If the output is known, then the training is defined as supervised, otherwise, it is called unsupervised training. In this paper it is assumed that there is information available about the condition of the wind turbine all the time. The condition of the WT corresponds to the desired outputs of the NN, where the inputs are set in each row of the Table II . The data used to design the NN is divided in the following groups:
• Training set: Around 75% of the total amount of data.
• Validation set: Around 15% of the total amount of data.
• Testing set: Around 15% of the total amount of data.
The NN is expected to be able to learn from data and predict the output when a generic input is considered. The advantage of this model is that whatever the input, the NN will provide a predefined output.
Real Case Study
The data considered for this real case study is obtained from the European Project entitled OPTIMUS [17] . The datasets are come from the following CMSs installed in a WT: The vibration data from the Drive Train CM module has been considered and then it has been calculated the main parameter of the signal where they have been correlated by the FFTs.
The date of the alarms do not coincide with the data of the signals, therefore it has been associated the closest previous vibration data to each alarm.
The main parameters of the vibration data will be the input of the NN and the output will be defined in function of the number of alarms taken into account. In order to clarify this, Table 1 .4 presents the data used for designing the NN. The NNs have been designed attending to the geometric pyramid rule [14] , i.e. the number of neurons of the hidden layer should be calculated by using the following expression:
where h is the number of neurons in the hidden layer, m is the number of neurons in the input layer and n is the number of neurons in the output layer. In this case study, a total of three parameters of each signal Vi have been considered as inputs because the number of signal is 8. Therefore the number of neurons in the input layer is 8 × 3=24. Two different networks have been developed according to two kinds of outputs:
• NN1: The possible outputs are "Alarm generated or not generated". The number of neurons in the hidden layer is 5.
• NN2: It has been determined that the possible outputs are Alarm 1, Alarm 2, Alarm 3 or none of them. The number of neurons in the hidden layer is 10. confusion matrixes presented in Fig. 1 .5 summarise the results from training, validation and test data process. A confusion matrix is a comparison between the desired result (target class) and the outcome provided by the NN (output class). The main objective is to maximise the value of the diagonal of the matrix. The NN1 informs that it is possible to determine from the vibration data whether an alarm will occur or not with an accuracy of 82.3%. The NN2 is able to distinguish the type of alarm with a success of 65.6 %.
Conclusions
This paper has presented a novel approach in order to analyse big data from condition monitoring systems and SCADA of a wind turbine. The methodology analyses the condition of the system. The main information of the data is obtained with the purpose of simplifying the analysis of the big data. The approach is based on three steps: To extract feature parameters; order, and; association of the data and pattern recognition. A real case study is presented in order to apply the procedure and demonstrate and validate the methodology. The data used hereby correspond to different condition monitoring systems installed in a wind turbine. Neural networks have been employed in order to analyse the main parameters gathered. Two different networks have been developed according to two kinds of outputs: NN1 the outputs are "Alarm generated or not generated"; NN2 considers Alarm 1, Alarm 2, Alarm 3 or none of them. The NN1 reports that it is possible to determine from the vibration data whether an alarm will occur or not with a high accuracy. The NN2 is able to distinguish the type of alarm with a medium accuracy.
