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In this paper, on the basis of matrix splitting, two preconditioners are proposed and an-
alyzed, for nonsymmetric saddle point problems. The spectral property of the precondi-
tioned matrix is studied in detail. When the iteration parameter becomes small enough,
the eigenvalues of the preconditioned matrices will gather into two clusters—one is near
(0, 0) and the other is near (2, 0)—for the PPSS preconditioner nomatter whether A is Her-
mitian or non-Hermitian and for the PHSS preconditioner when A is a Hermitian or real
normal matrix. Numerical experiments are given, to illustrate the performances of the two
preconditioners.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
We consider the 2× 2 block linear systems of the form
Ax =
(
A B∗
−C 0
)(
u
p
)
=
(
f
−g
)
= b, (1.1)
where A ∈ Cn×n, B, C ∈ Cm×n with m ≤ n, and B∗ is the conjugate transpose of the matrix B. Such systems are referred
to as general saddle point problems [1–3]. See, in particular, [1] for a comprehensive survey. In this paper, we assume that
the coefficient matrix A is nonsingular with A positive semidefinite. Systems (1.1) arise in a large number of applications,
for example for the equality constrained least squares problem [4], and constrained preconditioning for indefinite linear
systems [2,5–7].
As is known, there exist two kinds of methods for solving linear systems: direct methods and iterative methods. Direct
methods are widely employed when the size of the coefficient matrix is not too large, and are usually regarded as robust
methods. The memory and the computational requirements for solving the large linear systems may seriously challenge
the most efficient direct solution method available today. Naturally, it is necessary that we make use of iterative methods
instead of direct methods to solve the large sparse linear systems. Meanwhile, iterative methods are easier to implement
efficiently on high performance computers than direct methods. Currently, Krylov subspace methods [8] are considered as
one kind of important and efficient iterative technique available for solving large linear systems, because they are cheap to
implement and are able to exploit the sparsity of the coefficient matrix. However, in fact, the Krylov subspace methods are
not competitive without a good preconditioner. To speed up the convergence, it is profitable to use a good preconditioner.
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A lot of preconditioners are presented for solving systems (1.1), such as block-diagonal preconditioners (with exact Schur
complement and approximate Schur complement) [1,2,6,7,9,3,10], augmentation block preconditioners [11] and constraint
preconditioners [12,5]. For a broad overview of the numerical solution of saddle point systems, one can see [1].
For solving the saddle point problems with C = B, i.e.,(
A B∗
−B 0
)(
u
p
)
=
(
f
−g
)
, (1.2)
there are other effective schemes and preconditioners. For example, a class of important iterative methods is that of the
Hermitian and skew-Hermitian splitting (HSS) iteration methods based on the original work in [3] for non-Hermitian
positive definite systemsof linear equations. Algorithmic variants and theoretical analyses of theseHSS iterationmethods for
the saddle point problems have been extensively and deeply discussed in [13–19]. Furthermore, the HSSmethod is extended
as a positive definite and skew-Hermitian splitting (PSS)method [9], based on the positive definite and skew-Hermitian (PS)
splitting of the coefficient matrix. It is well known that the spectral properties of the preconditioned matrix give important
insight into the convergence behavior of the preconditioned Krylov subspace methods. In [20,21], the Hermitian and skew-
Hermitian (HS) splitting was further studied as a preconditioner of some Krylov subspace methods for treating the saddle
point problems (1.2), and the spectral properties of the preconditioned matrices were analyzed. In [22], Pan, Ng and Bai
presented two preconditioners based on both HS splitting and PS splitting of the coefficient matrix, and they were further
extended to general saddle point problems with (2, 2) blocks not equal to zero in [23]. No matter whether A is Hermitian
positive semidefinite or non-Hermitian for systems (1.2), some useful spectral properties of the preconditionedmatrix were
found in [21–23]. However, for the systems (1.1), only a few results are known.
In this paper, motivated by the paper [22], we propose two preconditioners for the saddle point problem (1.1), using
the HS splitting and PS splitting of the (1, 1) blocks A, not based on use of the coefficient matrix A as a preconditioner
for Krylov subspace methods. The present paper complements the theoretical results of paper [22]. We first describe the
matrix splitting algorithm and give the preconditioned matrix in Section 2. In Section 3, we analyze the spectrum of the
preconditioned matrix. The spectral properties of the preconditioned matrix are studied when the iteration parameter
α → 0+. The eigenvalues of the preconditioned matrices will gather into two clusters—one is near (0, 0) and the other
is near (2, 0)—under certain conditions. Sections 4 and 5 give numerical experiments and conclusions, respectively.
2. The matrix splitting algorithm and preconditioner
In this paper, we assume thatA is nonsingular. First, two lemmas which describe the properties of a nonsingular saddle
point-type matrixA are given.
Lemma 1 ([11]). The nonsymmetric matrix
A =
(
A B∗
−C 0
)
(2.1)
is nonsingular if and only if the following conditions are satisfied:
rank(B) = rank(C) = m, N (A) ∩N (C) = 0 and N (A∗) ∩N (B) = 0.
Lemma 2 ([11]). If the saddle point-type matrix A in (2.1) is nonsingular, then the rank of the matrix A is at least n − m, and
hence its nullity is at most m.
Consider the matrix splittingsA = H + S and A = H + S, where
H =
(
H 0
0 0
)
and S =
(
S B∗
−C 0
)
. (2.2)
Let
A = (H + αI)− (αI − S)
and
A = (S + αI)− (αI −H),
where I is the identitymatrixwith appropriate dimension andα > 0 is a parameter. From the stationary alternating iterative
method [24] or the classical ADI method [25], for k = 0, 1, 2, . . . and initial guess x0, we obtain a iteration method for (1.1)
as follows:{
(H + αI)xk+ 12 = (αI − S)xk + b,
(S + αI)xk+1 = (αI −H)xk+ 12 + b. (2.3)
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Assuming that H and S are chosen such that H + αI and S + αI are nonsingular, by eliminating the intermediate vector
xk+
1
2 , we have
xk+1 = Tαxk + c,
where
Tα = (S + αI)−1(αI −H)(H + αI)−1(αI − S)
and
c = (S + αI)−1[I + (αI −H)(H + αI)−1]b.
It is easy to see that there exists a splitting A = Pα − Nα with Pα nonsingular such that the iteration Tα is the matrix
induced by that splitting, i.e.,
Tα = P−1α Nα = I − P−1α A.
By direct computation, we have
Pα = 12α (αI +H)(αI + S). (2.4)
Hence, the linear systemAx = b is equivalent to the following linear system:
(I − P−1α Nα)x = P−1α Ax = c.
When using Krylov subspace methods such as GMRES [8] to approximate the solution of this system of linear equations,
Pα can be considered as a preconditioner for the saddle point problems (1.1). In fact, different matrix splittings A = H + S
lead to different preconditioners Pα . For example, when H = A, S = 0, we denote the preconditioner Pα as P̂α , the partial
positive semidefinite and skew-Hermitian splitting (for short, PPSS) preconditioner. When
A = H + S = 1
2
(A+ A∗)+ 1
2
(A− A∗)
is the Hermitian and skew-Hermitian splitting of the matrix A, we denote the preconditionerPα as P˜α , the partial Hermitian
and skew-Hermitian splitting (for short, PHSS) preconditioner. In the next section, we will study the spectral properties of
the preconditioned matrix P−1α A as the parameter α→ 0+.
3. The spectral properties of the preconditioned matrices
Theorem 3.1. Let A and Pα be denoted as (2.1) and (2.4), respectively. Then, for sufficiently small α > 0, the eigenvalues of
P−1α A will either gather into two clusters—one is near (0, 0) and the other is near (2, 0)—or may go to other points/infinity as
the iteration parameter α→ 0+.
Proof. Now we consider the eigenvalue problem associated with the preconditioned matrix P−1α A, i.e.,
Ax = λPαx, (3.1)
where (λ, x) is any eigenpair of P−1α A. It is easy to see that λ 6= 0 since Pα andA are nonsingular.
Let x = (u∗, v∗)∗ 6= 0. From (3.1), we have that(
A B∗
−C 0
)(
u
v
)
= λ
2α
(
αI + H 0
0 αI
)(
αI + S B∗
−C αI
)(
u
v
)
. (3.2)
The above equation is equivalent to the two equations below:
2α(Au+ B∗v) = λ(α2I + αA+ HS)u+ λ(αB∗ + HB∗)v (3.3)
and
− 2Cu = −λCu+ αλv. (3.4)
It is easy to see that u 6= 0; otherwise from (3.4) we get that v = 0 or λ = 0. In fact, neither of these can be true. Without
loss of generality, we further assume ‖u‖2 = 1.
If v = 0, then we get 2αAu = λ(α2I + αA + HS)u and (λ − 2)Cu = 0 from (3.3) and (3.4), respectively. If Cu 6= 0 then
λ = 2; otherwise we have
λ = 2αu
∗Au
α2 + αu∗Au+ u∗HSu .
By Lemma 1, N (A) ∩ N (C) = 0; note that u∗Au 6= 0. Consequently, λ → 0 if u∗HSu 6= 0 with α → 0+ and λ → 2
if u∗HSu = 0 as α → 0+. That is, the eigenvalues of the preconditioned matrix will gather into two clusters—one is near
(0, 0) and the other is near (2, 0)—if the iteration parameter α is small enough.
J.-L. Li et al. / Journal of Computational and Applied Mathematics 235 (2010) 270–285 273
We now assume v 6= 0 and substitute (3.4) into (3.3) to eliminate v; it follows that
λ2
(
α2Iu+ αAu+ HSu+ B∗Cu+ 1
α
HB∗Cu
)
− 2λ
(
αAu+ 2B∗Cu+ 1
α
HB∗Cu
)
+ 4B∗Cu = 0.
We multiply both sides of the above equality from the left by u∗, and let u∗Au = b, u∗B∗Cu = c, u∗HB∗Cu = d, u∗HSu = e;
then we get that
λ2
(
α2 + αb+ c + e+ d
α
)
− 2λ
(
αb+ 2c + d
α
)
+ 4c = 0. (3.5)
Note that(
αb+ 2c + d
α
)2
− 4c
(
α2 + αb+ c + e+ d
α
)
=
(
αb+ d
α
)2
− 4c(α2 + e).
Subsequently, we will mainly discuss the two cases.
Case A: α2 + αb+ c + e+ d
α
= 0.
Note that αb+ 2c + d
α
6= 0 from the existence eigenvalue of the preconditioned matrix. From (3.5), it can be concluded
that
λ = 2c
αb+ 2c + d
α
. (3.6)
Since α2 + αb+ c + e+ d
α
= 0, we have
λ = 2c
c − e− α2 . (3.7)
We consider the following situations.
(1) If c = 0, then λ = 0.
(2) c 6= 0:
(2.1) If c = e, then λ→∞ as α→ 0+.
(2.2) If c 6= e, then λ→ 2cc−e as α→ 0+.
Case B: α2 + αb+ c + e+ d
α
6= 0.
Hence, the two roots for the quadratic equation (3.5) are
λ± =
αb+ 2c + d
α
±
√(
αb+ d
α
)2 − 4c(α2 + e)
α2 + αb+ c + e+ d
α
.
We will discuss mainly the following cases:
(1) d 6= 0. In this case, we obtain
λ± → d±
√
d2
d
= 2 or 0 as α→ 0+.
(2) d = 0. In this case, we have
λ± = αb+ 2c ±
√
(αb)2 − 4c(α2 + e)
α2 + αb+ c + e .
(2.1) If e 6= 0, we consider the following two cases:
(2.1.1) c 6= −e; then
λ± = 2c ± 2
√−ce
c + e
as α→ 0+.
(2.1.2) c = −e; then
λ± = αb− 2e±
√
α2(b2 + 4e)+ 4e2
α2 + αb .
Hence, λ± → 1 or∞ as α→ 0+.
(2.2) If e = 0, then
λ± = αb+ 2c ± α
√
b2 − 4c
α2 + αb+ c .
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(a) nullity(A) = 0. (b) nullity(A) = 0.
(c) nullity(A) = 0.5 m. (d) nullity(A) = 0.5 m.
(e) nullity(A) = m. (f) nullity(A) = m.
Fig. 1. Eigenvalue distribution of original coefficient matricesAi for different ν values: ν = 1 (left) and ν = 0.01 (right).
(2.2.1) If c 6= 0, then λ± → 2 as α→ 0+.
(2.2.2) If c = 0, then
λ± = αb± α
√
b2
α2 + αb .
Therefore, from (2.2.2), we can get
J.-L. Li et al. / Journal of Computational and Applied Mathematics 235 (2010) 270–285 275
(a) α = 1. (b) α = 1.
(c) α = 0.1. (d) α = 0.1.
(e) α = 0.001. (f) α = 0.001.
Fig. 2. ν = 1; eigenvalue distribution of the preconditioned matrices forA0 and different values of α: PHSS (left) and PPSS (right).{
λ± → 2 or 0, if b 6= 0 as α→ 0+
λ± = 0, if b = 0.
This completes the proof of the theorem. 
From the Theorem 3.1., we immediately obtain the following corollaries:
Corollary 3.2. Let A be Hermitian; then the preconditioner P˜α is the same as the preconditioner P̂α , and for sufficiently small
α > 0, the eigenvalues of P̂α
−1
A will gather into two clusters—one is near (0, 0) and the other is near (2, 0)—as α→ 0+.
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(a) α = 1. (b) α = 1.
(c) α = 0.1. (d) α = 0.1.
(e) α = 0.001. (f) α = 0.001.
Fig. 3. ν = 1; eigenvalue distribution of the preconditioned matrices forA1 and different values of α: PHSS (left) and PPSS (right).
Proof. A is Hermitian, so H = A, S = 0 in the preconditioner P˜α , and P̂α = P˜α . Hence, e = 0; by the proof of Theorem 3.1,
we know that the eigenvalues of P̂α
−1
A will gather into two clusters—one is near (0, 0) and the other is near (2, 0)—as
α→ 0+. 
Corollary 3.3. Let A be non-Hermitian. For sufficiently small α > 0, then:
• The eigenvalues of P̂α−1A will gather into two clusters—one is near (0, 0) and the other is near (2, 0)—as α→ 0+.
• The eigenvalues of P˜α−1A will either gather into two clusters—one is near (0, 0) and the other is near (2, 0)—or go to other
points/infinity as the iteration parameter α→ 0+.
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(a) α = 1. (b) α = 1.
(c) α = 0.1. (d) α = 0.1.
(e) α = 0.001. (f) α = 0.001.
Fig. 4. ν = 1; eigenvalue distribution of the preconditioned matrices forA2 and different values of α: PHSS (left) and PPSS (right).
Remark 1. From the viewpoint of eigenvalue clustering, the preconditioner P̂α seems better than the preconditioner P˜α
when A is non-Hermitian.
Corollary 3.4. Let A be a real normal matrix, AT the transpose of the matrix A. For sufficiently small α > 0, the eigenvalues of
P˜α
−1
A will gather into two clusters—one is near (0, 0) and the other is near (2, 0).
Proof. For the preconditioner P˜α , we haveH = 12 (A+AT ) and S = 12 (A−AT ). Since A is a real normal matrix, we can obtain
HS = SH . Hence
(HS)T = STHT = −SH = −HS.
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(a) α = 1. (b) α = 1.
(c) α = 0.01. (d) α = 0.01.
(e) α = 0.0001. (f) α = 0.0001.
Fig. 5. ν = 0.01; eigenvalue distribution of the preconditioned matrices forA0 and different values of α: PHSS (left) and PPSS (right).
Therefore, HS is a skew-symmetric matrix; then e = 0. From the proof of Theorem 3.1, we know that the eigenvalues of
P˜α
−1
Awill gather into two clusters—one is near (0, 0) and the other is near (2, 0)—as α→ 0+. 
Remark 2. The eigenvalues of the preconditioned matrices will gather into two clusters—one is near (0, 0) and the other is
near (2, 0)—for the PPSS preconditioner nomatterwhether A is Hermitian or non-Hermitian and for the PHSS preconditioner
when A is Hermitian or a real normal matrix.
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(a) α = 1. (b) α = 1.
(c) α = 0.01. (d) α = 0.01.
(e) α = 0.0001. (f) α = 0.0001.
Fig. 6. ν = 0.01; eigenvalue distribution of the preconditioned matrices forA1 and different values of α: PHSS (left) and PPSS (right).
4. Numerical experiments
In this section, we present two numerical experiments to illustrate the correctness of the theoretical analysis on the
eigenvalue distribution of the preconditioned matrix P−1α A and the performance of the preconditioner presented in
Section 3.
In the two test examples, we will use preconditioned GMRES to solve the following saddle point-type systems:
Ax = b,
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(a) α = 1. (b) α = 1.
(c) α = 0.01. (d) α = 0.01.
(e) α = 0.0001. (f) α = 0.0001.
Fig. 7. ν = 0.01; eigenvalue distribution of the preconditioned matrices forA2 and different values of α: PHSS (left) and PPSS (right).
where the right-hand sideb is taken such that the solution x is all ones. All iterations are terminated eitherwhen the numbers
of iteration steps go over 1000 or when the current iterates satisfy
‖b−Axk‖2
‖b‖2 ≤ 10
−6,
where the initial guess is the zero vector. Besides, all the experiments are run in MATLAB 7.0 on a personal computer with
Intel(R) Pentium(R) D 3.00 GHz CPU and 1 GB memory.
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(a)A0 . (b)A0 .
(c)A1 . (d)A1 .
(e)A2 . (f)A2 .
Fig. 8. Convergence plots for different matricesAi; left: α = 0.5, ν = 1, and right: α = 0.1, ν = 0.01.
Example 1. Consider the following Oseen equation [26]:{−ν1u+ (w · grad)u+ gradp = f¯ , inΩ,
−div u = 0, inΩ (4.1)
with suitable boundary condition on ∂Ω , where w is given such that divw = 0, ν is the viscosity. The matrix Â arises from
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(a) α = 0.04. (b) α = 0.15.
Fig. 9. Convergence plots for the PPSS preconditioner with Szczerba/Ill_Stokes and different values of parameter α.
the discretization of problem Eq. (4.1) with a leaky lid-driven cavity, by the IFISS software [27] written by Howard et al.
In our first experiment, as in [11] we construct the saddle point-type matrixA by re-forming a matrix Â into the following
form:
Â =
F1 BTuF2 BTv
Bu Bv 0
 (4.2)
where
(
F1
F2
)
= A is positive real, i.e. A + A∗ is symmetric positive definite. In our experiments, we choose ν = 1 and
ν = 0.01 for 16×16 uniform grids. Then thematrices [Bu, Bv] and [Bu, Bv]T are replaced by a randommatrix Ĉ with the same
sparsity as [Bu, Bv] and a random matrix B̂∗ with the same sparsity as [Bu, Bv]T , respectively. Furthermore, Ĉ(1 : m, 1 : m)
and B̂(1 : m, 1 : m) are, respectively, replaced by C1 = Ĉ(1 : m, 1 : m) − 32 Im and B1 = B̂(1 : m, 1 : m) − 32 Im, such that
C1 and B1 are nonsingular. Define C2 = Ĉ(1 : m,m + 1 : n) and B2 = B̂(1 : m,m + 1 : n); then we have C = [C1, C2] and
B = [B1, B2]with B1, C1 ∈ Cm×m and B2, C2 ∈ Cm×(n−m). Obviously, the resulting saddle point-type matrix
A =
(
A B∗
−C 0
)
(4.3)
satisfies
rank(C) = rank(B) = m.
From Lemma 2, noting that the nullity of A is at mostm, we construct the following saddle point-type matrices:
Ai =
(
Ai B∗
−C 0
)
, i = 1, 2 (4.4)
from the matrix A in (4.3), where Ai is constructed from A by filling its first i × m/2 rows and columns with zero entries.
Note that Ai is semipositive real and its nullity is i × m/2. For simplicity, we denote A in (4.3) as A0. We see that Ai is a
nonsingular matrix and Ai is non-Hermitian but semipositive real.
We plot the spectra of the original coefficient matricesAi with different nullities of A in Fig. 1, where the left spectrum
corresponds to ν = 1 and the right one to ν = 0.01. Note that the higher the nullity of the (1, 1) block, the more strongly
the eigenvalues of the coefficient matrices are clustered for this example.
Figs. 2–7 display the spectra of the preconditioned matrices; each figure includes six sub-figures that plot the
distributions of the eigenvalues of preconditionedmatrices for different values ofα anddifferent preconditioners. Fig. 8 gives
the convergence history. From these figures we can see that the eigenvalues of the two preconditioned matrices become
more and more clustered as α becomes smaller. For the PPSS preconditioner P̂α , the eigenvalues gather into two clusters—
one is near (0, 0) and the other is near (2, 0)—as α→ 0+. For the PHSS preconditioner P˜α , the eigenvalues may gather into
two clusters—one is near (0, 0) and the other is near (2, 0)—or theymay cluster around other points/infinity as α→ 0+. This
conforms with our statements in Section 3. From the viewpoint of eigenvalue clustering, the preconditioner P̂α is a little
better than the preconditioner P˜α .
Tables 1 and 2 show the iteration results for GMRES with the preconditioner P̂α and the preconditioner P˜α for different
values of α and different coefficient matrices. Table 3 shows the iteration results for GMRESwith no preconditioner. In these
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Table 1
Preconditioned GMRES iteration numbers and CPU times for a 16× 16 grid with ν = 1 and different values of parameter α.
α PHSS PPSS
A0 A1 A2 A0 A1 A2
2 IT 33 110 179 33 110 179CPU 0.860 2.921 5.219 0.718 2.172 3.453
1 IT 25 79 114 25 79 114CPU 0.719 2.047 2.906 0.516 1.687 2.078
0.5 IT 26 66 90 26 66 90CPU 0.672 1.812 2.203 0.500 1.328 1.656
0.1 IT 45 107 100 34 106 96CPU 1.218 2.828 2.546 0.672 2.062 1.688
0.05 IT 65 117 103 33 114 101CPU 2.031 3.828 3.016 0.719 2.281 1.875
0.01 IT 227 253 147 33 142 98CPU 7.093 8.032 4.328 0.657 2.906 1.859
0.005 IT 271 350 238 31 146 109CPU 9.125 12.250 6.984 0.625 2.984 2.000
0.001 IT 303 382 286 27 158 107CPU 22.047 37.328 17.578 1.531 8.078 5.172
1.0e−4 IT 322 373 259 19 152 111CPU 25.063 43.359 20.329 1.047 8.860 6.125
1.0e−5 IT 290 321 237 11 123 111CPU 23.875 41.031 21.985 0.688 6.485 5.281
tables, ‘‘IT’’ denotes the number of iterations needed for convergence, ‘‘CPU’’ denotes the CPU time spent on the iterations;
though the codes are not optimally tuned, we present the CPU time for comparison. From these tables we can see that:
• The preconditioner P̂α improves the convergence of the GMRES iteration efficiently.
• The size of nullity of the (1, 1) block influences the convergence performance.
• In most cases, the PPSS preconditioner P̂α is better than the PHSS preconditioner P˜α for appropriate parameter α;
however, there also exists an exception—see Table 2—for the same value α.
Example 2. A matrix from the UF Sparse Matrix Collection.
The testmatrix is Szczerba/Ill_Stokes, coming fromUF SparseMatrix Collection,which is an ill-conditionedmatrix arising
from computational fluid dynamics problems. The characteristics of the test matrix are listed in Table 4; see [28] for details.
Since the matrix A is symmetric, the PHSS preconditioner becomes the PPSS preconditioner. In this test, we take some
different values of α. The numerical results from using the GMRES method to solve the systems of linear equations with the
coefficient matrices of Szczerba/Ill_Stokes are given in Table 5 and in Fig. 9. Table 5 shows the iteration numbers and CPU
times for the GMRESmethod for the PPSS preconditioner with different values of α, and Fig. 9 gives the convergence history.
Without preconditioning, the GMRESmethod cannot converge in 1000 iterations. From these numerical results, we observe
that the PPSS preconditioner is effective if we choose appropriate α.
5. Conclusion
In this paper, from the stationary alternating iterativemethod, based on the partial positive semidefinite skew-Hermitian
splitting and the partial Hermitian skew-Hermitian splitting, we have proposed and analyzed the PPSS preconditioner and
the PHSS preconditioner for solving the nonsymmetric saddle point problems. When the iteration parameter α becomes
small enough, the eigenvalues of the preconditioned matrices will gather into two clusters—one is near (0, 0) and the
other is near (2, 0)—for the PPSS preconditioner no matter whether A is Hermitian or non-Hermitian and for the PHSS
preconditionerwhenA is Hermitian or a real normalmatrix. Numerical experiments have confirmed our theoretical analysis.
The preconditioners contain a parameter α; hence, the determination of the theoretical optimum value of the parameter α
such that the preconditioner has a better convergence needs further study.
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Table 2
Preconditioned GMRES iteration numbers and CPU times for a 16× 16 grid with ν = 0.01 and different values of parameter α.
α PHSS PPSS
A0 A1 A2 A0 A1 A2
2 IT 610 755 751 639 755 752CPU 32.203 48.031 47.188 31.375 45.266 42.109
1 IT 367 533 551 425 596 584CPU 14.516 25.109 27.078 15.359 26.328 25.797
0.5 IT 219 315 378 317 392 431CPU 8.218 12.782 15.704 9.610 13.750 14.062
0.1 IT 251 220 189 458 387 182CPU 8.234 6.563 6.344 16.125 13.062 4.531
0.05 IT 333 286 219 485 439 145CPU 12.453 11.282 7.796 19.766 19.671 3.954
0.01 IT 551 450 337 504 462 119CPU 29.797 25.782 12.672 26.297 17.734 2.719
0.005 IT 598 495 362 503 464 115CPU 29.359 20.391 14.328 18.203 15.484 2.250
0.001 IT 632 538 379 495 471 113CPU 60.343 46.000 25.843 32.297 30.125 5.266
1.0e−4 IT 670 564 393 448 460 117CPU 60.860 67.813 30.109 31.906 29.250 5.781
1.0e−5 IT 603 553 375 311 382 113CPU 57.453 53.328 31.906 19.109 23.140 4.937
Table 3
GMRES iteration numbers and CPU times with no preconditioner.
ν A0 A1 A2
ν = 1 IT 120 387 497CPU 0.500 5.547 9.860
ν = 0.01 IT 760 763 763CPU 28.219 30.375 34.860
Table 4
Characteristics of the test matrix from the UF Sparse Matrix Collection.
Matrix name n m nnz(A)
Szczerba/Ill_Stokes 15672 5224 191368
Table 5
GMRES iteration numbers and CPU times for the PPSS preconditioner with Szczerba/Ill_Stokes and different values of parameter α.
α 0.5 0.1 0.08 0.06 0.04 0.03 0.02
IT 776 542 517 492 476 477 519
CPU 1818.1 944.453 871.750 833.906 803.469 806.671 858.125
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