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Abstract
The domain of definition of the divergence operator δ on an abstractWiener space (W,H, µ)
is extended to include W–valued and W⊗W– valued “integrands”. The main properties and
characterizations of this extension are derived and it is shown that in some sense the added
elements in δ’s extended domain have divergence zero. These results are then applied to the
analysis of quasiinvariant flows induced by W -valued vector fields and, among other results,
it turns out that these divergence-free vector fields “are responsible” for generating measure
preserving flows.
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1 Introduction
The classical Malliavin calculus is based on the notions of gradient and divergence operators
in a Hilbert space setting. The gradient operation deals traditionally with the directional
derivative of real or Hilbert space valued random variables in the direction of elements of the
Cameron-Martin space and the divergence operator is introduced by duality with respect
to the gradient operator. This setup, centered around separable Hilbert spaces, has proved
to be a powerful tool in solving many problems. However, it needed to be extended in
several cases, whether in stochastic analysis on manifolds ([6], [7], [4]), in the analysis on
abstract Wiener spaces, ([8], [14], [18], [16]) or in considerations associated with extending
the Malliavin calculus to include measure preserving transformations of the Wiener path
([9], [22]).
Let {W,H,µ} be an abstract Wiener space (cf. next section), let {ei}i∈N be a smooth
ONB in H and {ηi}i∈N a sequence of i.i.d. N(0, 1) random variables on the Wiener space.
Then, by the Ito-Nisio theorem ([12]) Yn=
∑n
1 ηiei converges inW and the limit, say Y , is a
measure preserving transformation on {W,µ}. There is no reason to expect that in general
the difference Y (ω)−ω will be H valued (indeed, Y (ω)=−ω is one such counterexample).
Moreover, for a collection Yt =
∑∞
1 ηi(t, ω)ei of such measure preserving transformations,
(dYt/dt)t=0 even if it exists, need not be H-valued. Consequently, the analysis of measure
invariance (and related) flows on Wiener space requires the study of W -valued, rather than
only Cameron-Martin, vector fields ([2], [9], [5], [22]).
In this paper we (a) extend the domain of definition of the divergence operator to include
Banach space valued random variables and derive the main properties and representation of
this extension and (b) apply the results of the first part to the analysis of flows on Wiener
space.
In the next section we first summarize the background and notation for later reference.
Differentiation of random variables is generalized by stipulating differentiability subspaces
other than H, smaller or larger, yielding Sobolev spaces which respectively contain or are
contained in the standard ones Dp,1.
In Section 3 we extend the domain of definition of the divergence from H-valued to
appropriate W -valued, and even W ∗∗–valued, random variables. The main properties of
the extended divergence are derived and Shigekawa’s decomposition [17] of the domain of
this divergence into exact and divergence-free subspaces of “integrands” is shown to hold
in this generalized setup as well. In fact it turns out that it is the class of divergence-free
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integrands which is extended but not the class of exact integrands.
The classical divergence also operates on H⊗2, the Hilbert-Schmidt operators on H.
Section 3 also contains its extension in this case to random operators from W ∗ to an
arbitrary Banach space Y . This construction is then applied in Section 4 for Y =W ∗∗ (in
this case operators from W ∗ to W ∗∗ can be seen as bilinear forms on W ∗) to derive the
representation of any divergence-free integrand as the divergence of a random antisymmetric
bilinear form onW ∗. In [17], Shigekawa constructed a general setup forH-valued differential
forms on Wiener space and derived the H Hodge-Kodaira theory for this setup. Our results
constitute an extension of this theory beyond H, restricted to forms of order 1 (W ∗∗–
valued random variables) and of order 2 (random bilinear forms on W ∗, not necessarily
antisymmetric).
Section 5 starts with an introduction to measure preserving transformation of Wiener
space. The results of Sections 3 and 4 are applied in Section 5 to derive new results
concerning flows generated by W–valued vector fields, extending the results of [9] and [22]
on measure preserving flows to general flows.
Section 6 deals with (a) The notion of adapted W -valued vector fields and conditions
under which the flows they generate are adapted and (b) The relation between the flow
equation of Section 5 and a class of scalar valued partial differential equations motivated
by the non-random case introduced by P-L. Lions in [11].
In some of the results presented in this paper it is required that a W -valued random
variable, say u(ω), or a collection of such r.v.’s, have the “representability” property that
for some orthonormal basis {ei}i∈N of H whose elements are in W ∗∥∥∥∥∥u−
n∑
i=1
W
〈u, ei〉
W∗
ei
∥∥∥∥∥
W
−→
n→∞ 0 a.s. or in L
p(µ) (1.1)
(the dual use of ei both as an element of W and of W
∗ will be further clarified later).
The representation (1.1) of u will obviously hold if {ei}i∈N is a Schauder basis of W , but it
might still be valid even if W does not possess such a basis. Note that if u is representable
in this sense, and if T : W → W is measurable with T ∗µ ≪ µ, then so is u ◦ T . Finding
appropriate conditions under which a W -valued r.v u is representable as in (1.1) seems to
be delicate.
Acknowledgement: We wish to thank A.S. U¨stu¨nel for some uselful discussions and for
calling our attention to reference [11].
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2 Preliminaries
In this section we first recall some notions of stochastic analysis in abstract Wiener space,
as well as the Ornstein–Uhlenbeck semigroup and its generator, the number operator. In
the second part we generalize the notion of subspaces of differentiability to other than H.
2.1 Notation and Generalities
The basic object in this paper will be an (infinite dimensional) abstract Wiener space
(W,H,µ), based on a separable Banach space W with a densely embedded Hilbert space
H, and a Gaussian measure µ on W under which each l ∈ W ∗ becomes an N(0, |h|2H )
random variable. The embeddings i : H →W and i∗ : W ∗ → H will not always be written
explicitly; thus, for example, an element e ∈ W ∗ will also be considered to be an element
in H or in W , the distinction being clear from the context, as for example in (1.1).
In H, the inner product is denoted by (·, ·)
H
and the notation | · |H for the norm in H
has already been used in the previous paragraph. An orthonormal basis (ONB) E={ei}∞i=1
of H will be said to be smooth if ei∈W ∗ for all i. The norms in W and W ∗ are ‖ · ‖W and
‖ · ‖
W∗
respectively, while the natural pairing between l∈W ∗ and w∈W (resp. between
w∗∗∈W ∗∗ and l∈W ∗) is denoted
W
〈w, l〉
W∗
(resp.
W∗
〈l, w∗∗〉
W∗∗
). Any of these subscripts
may be omitted if no confusion arises.
We recall the canonical zero–mean Gaussian field {δh, h∈H} whose correlation is given
by H’s inner product. In particular, δl(ω)=
W
〈ω, l〉
W∗
a.s for every l∈W ∗. For 1≤p≤∞,
Lp(µ) or Lp(W,µ) will denote Lp(W,F , µ) where F := σ(δh, h ∈ H), the sigma–algebra
generated by the canonical Gaussian field. The same applies to Lp(µ;Y ) for any other
Banach space Y .
The space of bounded linear operators from a Banach space X to a Banach space Y is
denoted L(X,Y ) equipped with the operator norm ‖A‖
L(X,Y )
=sup{‖Ax‖
Y
, ‖x‖
X
≤1} and
L(X) :=L(X,X). The space of bilinear forms on a Banach space X is denoted M2(X) and
is equipped with the norm ‖T‖
M2(X)
=sup {|T (x, x′)|, x, x′ ∈ X, ‖x‖X =‖x′‖X =1}.
The reader is assumed to be familiar with the basic notions of the Malliavin calculus,
i.e., the gradient ∇ and the divergence δ applied to the Sobolev spaces Dp,k (∇ : Dp,k →
Dp,k−1(H) and δ : Dp,k(H) → Dp,k−1). We will however be somewhat more explicit about
the Ornstein-Uhlenbeck semigroup and conclude this subsection with a summary of some
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of its associated facts as needed in later sections (cf., e.g., [18], [19], [15]).
Let (W˜ ,H, µ) be an independent copy of (W,H,µ) and f ∈ Lp(W,µ). The Ornstein-
Uhlenbeck semigroup on Lp(µ), p ≥ 1, is defined by the Mehler formula
Ttf(ω) = EW f
(
e−tω +
√
1− e−2t ω˜
)
(2.1)
where EW denotes the conditional expectation conditioned on W . The family {Tt}t≥0 is a
contraction, self-adjoint semigroup, whose infinitesimal generator −L satisfies
(1 + L)−β = 1
Γ(α)
∫ ∞
0
tβ−1e−tTtdt . (2.2)
Consequently (1 +L)−β, β > 0, is a bounded operator on Lp(µ) for every β>0. Moreover,
(i) Since Tt is self-adjoint, so are (1+L)−β , β > 0, and L;
(ii) L = δ ◦ ∇ on Dp,2;
(iii) ∇(1 + L)− 12 is a bounded linear operator from Lp(µ) to Lp(µ;H) for any p ∈ (1,∞);
(iv) (1+L)β∇f = ∇Lβf for all real β and every f ∈Dp,1 with Ef=0.
The definition of Tt can be extended to f ’s taking values in a separable Banach space
Y for which E‖f‖pY <∞ (i.e. to Lp(µ;Y )) in which case the expectation in (2.1) is defined
as a Bochner integral. Formula (2.2) and the boundedness of (1+L)−β, β>0, remain true.
The Ornstein-Uhlenbeck semigroup Tt for Y -valued and real valued functions are related
via
Tt
Y
〈f(ω), e〉
Y ∗
=
Y
〈Ttf(ω), e〉
Y ∗
for all f ∈Lp(µ;Y ), e∈Y ∗, (2.3)
In particular, if a(ω) is representable in the sense of (1.1), then
Tta =
∑
i
Tt(a, ei)Q ei
and similarly for L, etc. Moreover, (i)—(iv) ,under obvious modifications, remain true.
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2.2 Stochastic Differentiation
Let
Sn = {Φ = ϕ(δl1, . . . , δln) | li∈W ∗, i = 1, . . . , n, ϕ∈C∞b (Rn)}. (2.4)
For any Φ∈Sn represented as in (2.4), its gradient is the W ∗–valued random variable
∇Φ =
n∑
i=1
∂ϕ
∂xi
(δl1, . . . , δln) li, (2.5)
and this definition can be easily seen not to depend on Φ’s particular representation. Denote
S =
∞⋃
n=1
Sn. (2.6)
The classical Sobolev completion of S yields a space of functionals differentiable along
H. In fact, other Sobolev spaces can be obtained by considering different subspaces of
differentiability. Given a Banach space (Z, ‖ ‖
Z
) continuously embedded inW (the elements
of Z will be the directions of differentiability; cf. Remark 2.1 below)W ∗⊂Z∗ and ∇Φ can
be viewed as being Z∗ valued; indeed
Z
〈z,∇Φ(ω)〉
Z∗
=
n∑
i=1
∂ϕ
∂xi
(δl1, . . . , δln)
Z
〈z, li〉
Z∗
. (2.7)
Thus for all Φ ∈ S and p ∈ [1,∞) consider the Sobolev norms on S
‖Φ‖p,1;Z =
(
‖Φ‖pLp(µ) + ‖∇Φ‖pLp(µ;Z∗)
) 1
p
(2.8)
and denote S’s completion according to this norm by DZp,1.
Example: The Hermite polynomials Hn(x) =
(−1)n√
n!
e
x2
2
dn
dxn
(
e−
x2
2
)
, n = 0, 1, 2, . . .
satisfy EHn(X)Hm(X) = δn,m for X ∼N(0, 1) and H ′n =
√
nHn−1 for n = 1, 2, . . ..
Given an ONB en of H, and by Levy’s criterion, the sequence of random variables am =∑m
n=1
H2n(δen)√
n logn
∈ Pn converges in L2 and a.s. to, say, a and∇am =
∑m
n=1
√
2
logn H2n−1(δen)en.
This H–valued sequence does not converge in L2(µ;H); If, however, for the case where the
W space is the completion of H under the norm ‖u‖
W
=
(∑
i
∣∣ 1
n〈u, ei〉
∣∣2) 12 or ‖u‖W =
6
‖Qu‖
H
where Q is a Hilbert–Schmidt operator on H, ∇am converges in W . Therefore, in
this case a ∈ DW ∗2,1 but a 6∈ DH2,1. More generally, for any abstract Wiener space, W , we can
embed a W0 of the form defined above, i.e. H ⊂W0 ⊂W , and then a ∈ DW
∗
0
2,1 .
Remark 2.1 In view of (2.7) it is natural to think of ∇Φ being characterized by
Z
〈z,∇Φ(ω)〉
Z∗
= lim
ε→0
Φ(ω+εz)− Φ(ω)
ε
in some sense, however Φ(ω+εz) is meaningless unless z∈H or Φ is sufficiently regular. For Z 6⊂H ,
thus, the space DZp,1 consists of functionals which may be “too regular” to be interesting in some
applications. However, at the present they seem to be needed for the construction of flows on Wiener
space as will be seen in Section 5.
It is straightforward to verify that S is dense in Lp(µ) and that the operator ∇ is
closeable with respect to ‖ ‖p,1;Z , with domain S ⊂ Lp(µ) and range in Lp(µ;Z). The
space DZp,1 can thus be taken to be a dense subset of L
p(µ), and ∇ has natural bounded
linear extension ∇Z : DZp,1 −→ Lp(µ;Z∗). When no confusion arises, ∇’s superscript may
be omitted. In particular, if Pn is the space of random variables obtained when C∞b (Rn) is
replaced in (2.4) by the family of polynomials in n variables, and P=⋃n Pn, then P⊂DWp,1
and (2.5) still holds for any Φ∈P.
If (Z1, ‖ ‖Z1)⊂→ (Z2, ‖ ‖Z2) then ‖Φ‖p,1;Z1 ≤ ‖Φ‖p,1;Z2 and DZ2p,1 is continuously embedded
in DZ1p,1. In particular Dp,1=D
H
p,1 is the classical Sobolev space in the Wiener context, and
D
W ∗
p,1 is a larger space consisting of Wiener functionals “differentiable only along the W
∗
directions”.
Finally, differentiation can also be defined for random variables taking values in a separable
Banach space Y . Let S(Y ) (resp. P(Y )) be L∞(Y )’s subset of elements having the form
F =
∑m
k=1Φiyi, where m∈N, Φi∈ S (resp. P) and yi∈Y, i=1, . . . ,m. The gradient of
such an F is defined to be
∇F =
m∑
j=1
∇Φi ⊗ yi ∈ L∞(µ;L(W,Y )).
(Here W ∗⊗Y is embedded naturally in L(W,Y ) by setting (l ⊗ y)w= 〈w, l〉 y). We then
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define, for a given W ∗⊂
→
Z⊂
→
W as above, p∈ [1,∞) and F ∈S(Y ), the Sobolev norms
‖F‖p,1;Z =
(
‖F‖pLp(µ;Y ) + ‖∇F‖pLp(µ;L(Z,Y ))
) 1
p
and DZp,1(Y ) will be S(Y )’s completions according to these norms. The same monotonicity
relations hold in the differentiation space Z as in the scalar case, and ∇ can be extended
to a bounded operator ∇Z : DZp,1(Y )→ Lp(µ;L(Z, Y )).
3 The Divergence Operator
3.1 The Divergence of W -valued r.v.’s
The standard definition of the divergence introduces it as an operator on suitable H–valued
random variables (cf. e.g. [13], [19]). We now wish to extend it to W–valued random
variables. In fact, with no extra effort, the same definition will also apply to W ∗∗–valued
random variables, one advantage of which is pointed out in Remark 3.15.
Definition 3.1 For p ∈ [1,∞) the space dompδ⊂Lp(µ;W ∗∗) is defined to be the set of all
v ∈Lp(µ;W ∗∗) for which there exists a random variable δv ∈Lp(µ), the divergence of v,
such that, for all Φ∈S,
E
W∗
〈∇Φ, v〉
W∗∗
= EΦδv. (3.1)
In particular,
Eδv = 0 ∀v∈dompδ. (3.2)
Moreover, it follows form the Lp duality theory (and S’s density in Lp(µ)) that a necessary
and sufficient condition for v∈dompδ is the existence of a finite positive constant γ=γ(v)
such that for all Φ∈S
E
∣∣∣
W
〈v,∇Φ〉
W∗
∣∣∣ ≤ γ‖Φ‖Lq(µ) (3.3)
where q is p’s conjugate exponent, 1p+
1
q = 1, in which case ‖δv‖Lp(µ) is the best possible
constant γ in (3.3). In fact, if p>1 and v∈dompδ, (3.1) and (3.3) will actually hold for all
Φ∈DWq,1, in particular for all Φ∈P.
Remarks 3.2 a) The operator δ and its domain dompδ are classical objects in the context of
H–valued random variables. Obviously, if in our setup v happens to take its values in H a.s. (in
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which case the pairing in (3.1) and in (3.3) become (v,∇Φ)H ) the definition of δ reduces to the
classical one.
b) There are no new deterministic elements in dom1δ. Indeed, assume that a (deterministic) v∈W ∗∗
belongs to dom1δ, that is, satisfies (3.3) for all Φ∈S and p=1. For each l∈W ∗ denote Φl=ϕ(δl) ∈ S,
for some fixed ϕ∈C∞b (R), strictly increasing, (e.g. ϕ(x)=arctan(x)) so that a := Eϕ′(Z)>0, where
Z∼N(0, 1). For these test functions,
W∗
〈∇Φl, v〉
W∗∗
=ϕ′(δl)
W∗
〈l, v〉
W∗∗
, and it thus follows from (3.3)
that
sup
l∈W∗, |l|H=1
∣∣∣
W∗
〈l, v〉
W∗∗
∣∣∣ ≤ γ ‖ϕ‖∞
a
<∞. (3.4)
This implies that v can be extended as a bouned linear functional on H , i.e. v∈H . In other words,
there are no deterministic elements in W , or even of W ∗∗, that possess a divergence without being
in H , and thus already having a divergence in the classical sense.
In view of Remark 3.2b) one might wonder whether there are any nonH–valued elements
in dom1δ at all. The following example answers this question affirmatively.
Example: For a given ONB {ei} in H, let
v = (δe2)e1 − (δe1)e2 + (δe4)e3 − (δe3)e4 ± . . . .
By the Ito–Nisio theorem, v(ω) is a measure preserving transformation of ω and thus isn’t
supported on H. We claim that v possesses a divergence, which moreover is a.s. 0. This
follows from the obvious fact that δ [ (δe2k)e2k−1 − (δe2k−1)e2k ] = 0 for all k∈N, and from
Lemma 3.4 below which extends this equality to the infinite sum.
It is interesting to note that, on the other hand, v˜(ω) = ω =
∑∞
i=1 δ(ei) ei, which is (trivially)
a measure preserving transformation of ω as well, does not have a divergence.
Lemma 3.3 Let α∈DWp1,1 v∈domp2δ and 1p= 1p1+ 1p2 . Then αv∈dompδ and
δ(αv) = αδv −
W∗
〈∇α, v〉
W∗∗
. (3.5)
(As observed in Remark 2.1, the family of α’s allowed in this lemma is only slightly more
general than S. This result will be applied in Lemma 3.17 at the end of this section).
Proof: For every Φ∈S
E
W∗
〈∇Φ, αv〉
W∗∗
= E
W∗
〈α∇Φ, v〉
W∗∗
= E
W∗
〈∇(αΦ), v〉
W∗∗
− E
W∗
〈Φ∇α, v〉
W∗∗
= E(αΦδv) − EΦ
W∗
〈∇α, v〉
W∗∗
= EΦ
(
αδv −
W∗
〈∇α, v〉
W∗∗
)
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which proves the result.
Lemma 3.4 Let p∈ [1,∞) and {vn}∞n=1⊂dompδ. If
i) vn −→n→∞ v weakly in Lp(µ;W ) and
ii) {δvn}∞n=1 is bounded in Lp(µ), i.e. ∃M<∞ such that ‖δvn‖Lp(µ)≤M for all n,
then v∈dompδ and δvn −→n→∞ δv weakly in Lp(µ). In particular ‖δv‖Lp(µ) ≤M .
Proof: Clearly v∈Lp(µ;W ). Defining q as usual by 1p+ 1q =1,∣∣∣E
W
〈vn,∇Φ〉
W∗
∣∣∣ ≤ ‖δvn‖Lp(µ)‖Φ‖Lq(µ) ≤M‖Φ‖Lq(µ) ∀n∈N, ∀Φ ∈ S,
so that by (i) v satisfies (3.3) and thus v∈ dompδ. Moreover, for every Φ∈S,
EΦδv = E
W
〈v,∇Φ〉
W∗
= lim
n→∞EW〈vn,∇Φ〉W∗ = limn→∞EΦδvn. (3.6)
Since S is dense in Lq(µ) and {δvn}∞n=1 is bounded in Lp(µ), the end terms of (3.6) are
equal for all Φ∈Lq(µ), in other words δvn −→n→∞ δv weakly in Lp(µ).
Corollary 3.5 DWp,1(W
∗∗) ⊂ dompδ and δ : DWp,1(W ∗∗) −→ Lp(µ) is a bounded linear
operator.
Proof: Recall that δ : DHp,1(H) → Lp(µ) is a bounded linear operator, i.e. there exists a
finite constant C such that ‖δΦ‖Lp(µ)≤C|Φ|p,1 for every Φ∈DHp,1(H).
Let F ∈ DWp,1(W ∗∗). By definition there exists a sequence (Fn)n ⊂ S(W ∗∗) such that
Fn → F in DWp,1(W ∗∗). With no loss of generality we may in fact assume for each n that
‖Fn‖p,1≤‖F‖p,1 and (since S(H) is dense in S(W ∗∗) in the ‖ · ‖p,1 norm) that Fn ∈S(H).
Thus
‖δFn‖Lp(µ) ≤ C|Fn |p,1 ≤ C‖Fn‖p,1 ≤ C ‖F‖p,1 ∀n ,
so that by Lemma 3.4 (obviously Fn → F weakly in Lp(µ)) we conclude that F ∈ dompδ
and that ‖δF‖
Lp(µ)
≤C‖F‖p,1 .
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In some cases we have the following convenient approximation. Given a smooth ONB
E={ei}∞i=1 of H assume v∈Lp(µ;W ) has the representation
v =
∞∑
i=1
αiei (3.7)
that is, v=limn→∞v(n) in L
p(µ;W ), where v(n)=
∑n
i=1 αiei. Note that αi=W
〈v, ei〉
W∗
∈
Lp(µ) for each i, so that it is possible, for each n∈N, to define the H–valued projections
vn = v
E
n =
n∑
i=1
E
(
αi Fn
)
ei = E
(
v(n) Fn
)
(3.8)
where Fn = FEn = σ(δe1, . . . , δen), the sigma–algebra generated by δe1, . . . , δen, and the
conditional expectation on the right is for W–valued random variables.
Proposition 3.6 Let p∈ [1,∞) and assume that v∈dompδ is represented as in (3.7). Then
i) limn→∞vn = v in L
p(µ;W )
ii) vn∈dompδ and δvn=E
(
δv Fn
)
iii) limn→∞ δvn = δv a.s. and in L
p(µ).
Proof: The first claim follows from
‖v − vn‖
Lp(µ;W )
≤ ∥∥v − E (v Fn)∥∥
Lp(µ;W )
+
∥∥E (v − v(n) Fn)∥∥
Lp(µ;W )
≤ ∥∥v − E (v Fn)∥∥
Lp(µ;W )
+ ‖v − v(n)‖
Lp(µ;W )
. (3.9)
The first term converges to zero by the (W–valued) martingale Lp convergence theorem,
while the second term does so by assumption.
Next, note that E
(
Φ Fn
)∈S for an arbitrary Φ∈S and ∇E (Φ Fn)=E (∇Φ Fn). Then
E
W
〈vn,∇Φ〉
W∗
= E
W
〈v(n), E (∇Φ Fn)〉
W∗
= E
W
〈v(n),∇E (Φ Fn)〉
W∗
= E
W
〈v,∇E (Φ Fn)〉
W∗
= E
(
δv E
(
Φ Fn
))
= E
(
E
(
δv Fn
)
Φ
)
which proves (ii).
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Finally (iii) follows from (ii) by the martingale convergence theorem applied to δvn =
E
(
δv Fn
)
in both the a.s. and Lp senses.
In Section 5 we shall need the following extension of the Proposition’s first statement to v’s
parametrized by some positive measure space (I,I, λ).
Corollary 3.7 For a given p∈ [1,∞) assume that vt(ω)∈Lp(I×W,λ×µ ; W ) satisfies
lim
n→∞
∫
I
E
∥∥∥∥∥vt −
n∑
i=1
αitei
∥∥∥∥∥
p
W
dλ(t) = 0
for some smooth ONB E={ei}∞i=1 of H (with αit = W〈ei, vt〉W∗). Then
lim
n→∞
∫
I
E
∥∥∥∥∥vt −
n∑
i=1
E
(
αit Fn
)
ei
∥∥∥∥∥
p
W
dλ(t) = 0.
Its proof essentially repeats the one of Proposition 3.6i) except that one must add a domi-
nated convergence argument (to the integral over I) for the first term in (3.9)’s appropriate
extension to converge to zero.
Definition 3.8 Let p∈ [1,∞).
a) An element v∈dompδ is said to be divergence-free if δv=0, i.e. if E
W∗
〈∇Φ, v〉
W∗∗
=0
for all Φ∈S. The class of all such divergence-free is denoted by dom0pδ.
b) An element u∈Lp(µ;H)⊂Lp(µ;W ) is said to be exact if there exists a Ψ∈DHp,1 such
that u = ∇Ψ. This class of exact H–valued random variables is denoted Lpe(µ;H).
Lemma 3.9 Let p∈ [1,∞).
a) If u∈dom0pδ then (1+L)
−β
u ∈ dom0pδ for every β≥0.
b) dom0pδ ∩ Lpe(µ;H) = {0}
Proof: a) By (2.2) (1+L)−βu ∈ Lp(µ;W ∗∗). By (2.2), (2.3) and Tt’s self-adjointness,
for any Φ=ϕ(δe1, . . . , δen) ∈ S, ∇Φ=
∑n
1 ϕiei ∈ S(W ∗), (here ϕi= ∂ϕ∂xi (δe1, . . . , δen)),
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and
E
W∗
〈∇Φ, (1 + L)−βu〉
W∗∗
=
1
Γ(β)
E
∫ ∞
0
tβ−1e−t
W∗∗
〈Ttu,
n∑
1
ϕiei〉
W∗
dt
=
1
Γ(β)
E
∫ ∞
0
tβ−1e−t
n∑
1
(
W∗∗
〈Ttu, ei〉
W∗
ϕi
)
dt
=
1
Γ(β)
E
∫ ∞
0
tβ−1e−t
n∑
1
(
Tt〈u, ei〉
)
ϕi dt
=
1
Γ(β)
∫ ∞
0
tβ−1e−t
n∑
1
E
(
Ttϕi〈u, ei〉
)
dt
= E
W∗
〈(1 + L)−β∇Φ, u〉
W∗∗
= E
W∗
〈∇L−βΦ, u〉
W∗∗
(by (iv) in subsection 2.2)
= 0 .
b) If u=∇Ψ and δu=0, then 0=δ∇Ψ=LΨ. Thus Ψ=EΨ a.s., so that u=0.
The following proposition essentially states that the only “new”W–valued vector fields with
divergence are divergence free.
Proposition 3.10 Let p∈ [1,∞). Each v ∈ dompδ can be uniquely decomposed as a sum
v=v0+ve where v
0 is divergence free and ve is exact (with divergence). Equivalently
dompδ = dom
0δ ⊕ (Lpe(µ;H) ∩ dompδ) .
Proof: Let v∈ dompδ. By (3.2) and the remarks following (2.2), ve=∇
(L−1δv) is a well
defined element of Lpe(µ;H)∩dompδ. In order to prove the decomposition, we need to check
that v0 := (v − ve) ∈ dom0pδ. Indeed, as remarked above, ve ∈ dompδ. Moreover, by (ii) of
subsection (2.1),
δv0 = δv − δ∇ (L−1δv) = 0.
The uniqueness follows directly from Lemma 3.9b.
Remark 3.11 Heuristically, vector fields which possess divergence generate flows. This will be
formalized, under appropriate assumptions, in Section 5 noting in addition that the flows generated
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by divergence free vector fields are measure preserving (“rotations”) while those generated by H–
valued vector fields (“shifts”) have been already studied, for example in [3], [16] and [21]. What
Proposition 3.10 suggests is that a general vector field which generates flows can be decomposed
into a “rotation” generating component and a “shift” generating component.
The formula for the classical divergence’s second moment has its counterpart for W–
valued variables as well, but since it involves operators and their divergence, it is deferred
till the next subsection (Lemma 3.17).
3.2 The Divergence of Operator Valued r.v.’s
In the next section divergence–free vector fields will be characterized as the divergence of
an antisymmetric operator. This is, at this stage, only a formal declaration. The remainder
of this section is dedicated, therefore, to precise what is meant by the divergence of an
operator and to present some of its properties.
Indeed, the classical divergence is defined for random variables taking values not only in H
but in H’s tensor powers as well. Thus, for example, the divergence δA of a random Hilbert
Schmidt operator A(ω) in H is characterized by
E(A,∇F )
H⊗2
= E(δA, F )
H
∀F ∈S(H). (3.10)
Here (A,B)
H⊗2
= trABT =
∑∞
i=1(Aei,Bei)H (for any ONB {ei}) is the natural inner
product of two Hilbert Schmidt operators on H.
The random operators we wish to generalize the divergence δ to will have W ∗ as their do-
main and a fixed arbitrary Banach space as their range (instead of R as in subsection 3.1).
To carry out this generalization, recall first the definition of the trace trT of an operator
T∈L(W ∗,W ∗∗), namely ∑∞i=1 W∗〈ei,Tei〉W∗∗ if this sum exists for every smooth ONB (ei)
of H, and is the same for all such bases. In particular, every finite rank operator from
W ∗ to W ∗∗ has a trace.
Henceforth, Y will be a fixed Banach space, p∈ [1,∞) and 1p+ 1q =1.
Definition 3.12 Define domp,Y δ= dompδ to be the set of all K ∈ Lp(µ;L(W ∗, Y ))
for which there exists a δK∈Lp(µ;Y ), the divergence of K, such that
E tr
(
KT∇W ∗F
)
= E
Y
〈δK, F 〉
Y ∗
(3.11)
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for all F ∈S(Y ∗).
Remark 3.13 In (3.11), ∇W
∗
F has finite rank a.s., so that its left hand side makes sense. If K
itself has a deterministic finite dimensional range, (3.11) will also hold for all F ∈DW∗q,1 (Y ∗). Indeed,
both of its terms pass to the limit when Fn→F (Fn∈S(Y ∗)).
The uniqueness of δK is a consequence of S(Y ∗)’s density in Lq(µ;Y ∗). Moreover, if
K ∈ domp,Y δ and Y is continously embedded in another Banach space Y1, then (3.11)
obviously holds for all F ∈S(Y ∗1 )⊂S(Y ∗). Thus domp,Y δ⊂domp,Y1δ and δK is the same
Y –valued random variable whether K’s range is taken to be Y or Y1. That is the reason
why it isn’t necessary to include the subscript Y in the notation of δ.
Just as in the scalar case a necessary and sufficient condition for K ∈ domp,Y δ is the
existence of a finite positive constant γ=γ(K) such that for all F ∈S(Y ∗)
|E tr
(
KT∇W ∗F
)
| ≤ γ‖F‖Lq(µ;Y ∗) (3.12)
in which case ‖δK‖Lp(µ;Y ) is the best possible constant γ in (3.12).
We denote dompδ = domp,W∗∗ δ. Indeed, in Sections 4 and 5, Y will typically be W
∗∗
and together with δK we shall need to consider δKT as well. (By a slight abuse of no-
tation, KT actually stands for KT
∣∣
W∗
). Recall that L(W ∗,W ∗∗) can be also seen as the
space M2(W
∗) of bilinear forms in W ∗, and in this interpretation, KT (l1, l2)=K(l2, l1)). In
particular, then, δ’s domain contains W⊗W in this case, as stated in the abstract.
A useful connection between this divergence δ and its scalar counterpart δ is the following
Lemma 3.14 An element K ∈ Lp(µ;L(W ∗, Y ∗∗) belongs to domp,Y ∗∗ δ if and only if
KT l ∈ dompδ for every l∈Y ∗⊂Y ∗∗ and for some C>0
‖δ (KT l) ‖
Lp(µ)
≤C‖l‖
Y ∗
∀ l∈Y ∗. (3.13)
In this case
δ(KT l) =
Y ∗
〈l, δK〉
Y ∗∗
a.s. (3.14)
and more generally, for any F ∈S(Y ∗), KTF ∈ dompδ and
δ(KTF ) =
Y ∗
〈F, δK〉
Y ∗∗
− tr(KT∇Y
∗
F ) (3.15)
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Proof: Throughout the proof, ∇ will stand for ∇Y ∗ . First assume that δK exists. For any
Φ∈S, l∈Y ∗ and denoting G=Φl∈S(Y ∗), it is straightforward to verify that
tr (KT∇G) =
W∗
〈∇Φ,KT l〉
W∗∗
. (3.16)
Then
E
W∗
〈∇Φ,KT l〉
W∗∗
= E tr (KT∇G) = E
Y ∗
〈G, δK〉
Y ∗∗
= EΦ
Y ∗
〈l, δK〉
Y ∗∗
and Φ∈ S being arbitrary, δ(KT l) exists and (3.14) holds, from which (3.13) follows directly.
In the converse direction, it follows from (3.13) that there exists a ∆
K
∈ L(Y ∗, Lp(µ)) ≈
Lp(µ;Y ∗∗) (we shall indeed relate to ∆K as an element of Lp(µ;Y ∗∗)) such that for all l∈Y ∗
δ(KT l) =
Y ∗
〈l,∆
K
〉
Y ∗∗
a.s., (3.17)
so that, for any F =
∑m
j=1Φjlj ∈S(Y ∗)
Etr (KT∇F ) =
m∑
j=1
trKT∇(Φj lj) =
m∑
j=1
E
W∗
〈∇Φj ,KT lj〉
W∗∗
=
m∑
j=1
Eδ(KT lj)Φj = E
m∑
j=1
Y ∗
〈lj ,∆K〉Y ∗∗Φj
= Φ
Y ∗
〈F,∆
K
〉
Y ∗∗
.
Thus δK exists by definition and is actually ∆
K
, (3.17) being nothing else but (3.14).
Turning to (3.15), and with F =Φ l, (Φ∈S and l∈Y ∗), it follows from Lemma 3.3 that
δ(KTF ) = δ(ΦKT l) = Φ δ(KT l)−
W∗
〈∇Φ,KT l〉
W∗∗
which proves the claim in view of (3.14) and (3.16).
Remark 3.15 This lemma might shed some light on two questions concerning the roˆle of Y ∗∗ in
general and W ∗∗ in particular. First, the left hand side of (3.14) requires the (scalar) divergence
δ to be defined for random variables taking values in W ∗∗, not only in W . Secondly, the vector
divergence δK of K (initially identified in the proof as ∆
K
) must be allowed to take values in Y ∗∗,
not only in Y , for the lemma to hold.
Corollary 3.16 For any p≥1
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a) DWp,1(L(W
∗,W ∗∗))⊂dompδ.
b) If v∈dompδ and y∈W ∗∗ then v ⊗ y∈ dompδ and δ(v ⊗ y) = δ(v)y.
c) Let α∈DWp1,1, A∈domp2δ and 1p= 1p1+ 1p2 . Then αA∈dompδ and
δαA = αδA −A∇W
∗
α a.s. (3.18)
Proof: Let l ∈W ∗. If K∈DWp,1(L(W ∗,W ∗∗)) it is straightforward to verify that the same
is true for KT , and therefore that KT l∈DWp,1(W ∗∗), so that Kl∈ dompδ by Corollary 3.5.
Since l∈W ∗ was arbitrary, a) follows from Lemma 3.14. As for b), for any l∈W ∗
W∗
〈l, δv ⊗ y〉
W∗∗
= δ
(
(v ⊗ y)T l) = δ(
W∗
〈l, y〉
W∗∗
v)
=
W∗
〈l, y〉
W∗∗
δv =
W∗
〈l, (δvy)〉
W∗∗
which proves the claim.
Finally for c), assume without loss of generality that α ∈ S. and let l ∈W ∗. Denoting
F = α l, it follows from (3.15) that
W∗
〈l, δ(αA)〉
W∗∗
= δ(ATF ) =
W∗
〈αl, δA〉
W∗∗
−
W∗
〈l,A∇α〉
W∗∗
from which (3.18) follows, again since l∈W ∗ was arbitrary.
We conclude this section with an extension of a classical second moment identity.
Lemma 3.17 Let G∈ S(W ∗) and u∈DW∗1,1 (W ∗∗). Then
E(δuδG) = E
W∗
〈G,u〉
W∗∗
+Etr
(
∇G∇W
∗
u
)
. (3.19)
If, moreover, ∇u∈dom1δ it will also hold that
E(δuδG) = E
W∗
〈G,u〉
W∗∗
+E
W∗
〈G, δ(∇u)T 〉
W∗∗
(3.20)
Proof: Clearly α := δG belongs to P, so that by Lemma 3.3
E(δuδG) = Eδ(δGu) + E
W∗
〈∇δG, u〉
W∗∗
= 0 + E
W∗
〈G,u〉
W∗∗
+E
W∗
〈δ((∇G)T ), u〉
W∗∗
.
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In the last equality we have used the well known identity ∇δG=G+δ((∇G)T ) (in which the
third term is, in fact, W ∗–valued). The identity (3.19) will then follow by applying (3.11)
to the last term, together with Remark 3.13 (here, Y =W ∗). A second application of (3.11)
yields (3.20), this time with Y =W ∗∗ and thinking of G as an element of S(W ∗∗∗).
4 Divergence–free W–valued random variables
In this section we study the structure of dom0pδ. In classical analysis, zero–mean divergence–
free vector fields generate rotations. On the other hand, the tangent space of the special
orthogonal group SO(n) can be identified with the space of skew symmetric n×n matrices.
Building on this correspondence, aW–valued random variable u was associated in [22] with
each sufficiently smooth random skew symmetric bounded operator A(ω) in H, by
v =
∞∑
i=1
δ(Aei)ei (4.1)
assuming the series converges in Lp(µ;W ). Here E={ei}∞i=1 is a given smooth ONB. Under
further smoothness and moment assumptions these W–valued random variables (vector
fields) were then shown in [22] to induce invariant flows in W , suggesting that they are, in
our language, divergence–free. Note that (4.1) can now be written as v= δA
T
. Indeed, for
any l∈W ∗,
W∗
〈l, v〉
W∗∗
=
∞∑
i=1
δ(Aei)(l, ei)H = δ
( ∞∑
i=1
Aei(l, ei)H
)
= δ
(
A
∞∑
i=1
(l, ei)H ei
)
= δ(Al)
which by Lemma 3.14 implies that v=δA
T
, since l∈W ∗ was arbitrary.
We show here (Theorem 4.2) that every divergence-free W–valued v can be obtained in
this way, for some suitable skew symmetric random bilinear form A on W ∗.
Lemma 4.1 Let u∈dom01δ be such that (∇u)
T∈dom1δ. Then u = −δ (∇u)T .
Proof: For any given G∈S(W ∗) apply Lemma 3.17 to obtain
E
W∗
〈G,u〉
W∗∗
+E
W∗
〈G, δ(∇u)T 〉
W∗∗
= 0
from which the result follows, since G was arbitrary.
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Theorem 4.2 Let v∈Lp(µ;W ∗∗), p∈ [1,∞). Then v∈dom0pδ iff there exists an A∈dompδ
with A+AT = 0 such that v=δA.
Proof: Assume first that there exists an A as stated, and let Φ = ϕ(δe1, . . . , δen) ∈ Sn.
Then, using the notation ∂xΦ =
W
〈x,∇Φ〉
W∗
for Φ∈S and x∈W , (and similarly ∂2xyΦ),
E
W∗
〈∇Φ, v〉
W∗∗
= E
W
〈
n∑
i=1
∂eiϕ(δe1, . . . , δen)ei, δA〉W∗
(3.14)
=
n∑
i=1
E∂eiϕ(δe1, . . . , δen)δ(A
T ei)
=
n∑
i=1
E
W
〈∇∂eiϕ,AT ei〉W∗
= E
n∑
i,j=1
∂2eiejΦW∗
〈ej ,AT ei〉
W∗∗
= 0 (4.2)
because trAB=0 for all symmetric (respectively skew symmetric) n×n matrices A and B.
Since Φ∈S was arbitrary, it follows by definition that δv exists and is 0.
For the converse, denote u=(1 + L)−1v which also belongs to dom0pδ by Lemma 3.9a).
It then follows from Lemma 4.1 that
v − L(1 + L)−1v = (1 + L)−1v = −δ(∇(1 + L)−1v)T .
Recalling that L=δ∇, we thus have v = δ (∇(1 + L)−1v − (∇(1 + L)−1v)T ) .
Remark 4.3 Proposition 3.10 and Theorem 4.2 combined provide a unique decomposition of any
element of dompδ as a sum of the gradient of a scalar random variable and the divergence of a
random antisymmetric bilinear form. This constitutes an extension of I. Shigekawa’s first order
Hodge–Kodaira theorey in Wiener space (cf. [17]).
5 Wiener space valued vector fields and their induced flows
One of the main interests in W–valued random variables v is the possible existence of their
generated quasiinvariant flows. More generally, we shall consider time–dependent vector
fields and throughout, I = [a, b] will be an compact interval in R.
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Definition 5.1 A measurable mapping v : I×W −→ W will be said to generate a flow
T = {Ts,t, s, t∈I} if T is jointly measurable and
i)
Ts,t(ω) = ω +
∫ t
s
vr(Ts,r(ω)) dr, ∀s, t∈I, a.s. (5.1)
ii)
Tr,t(ω) = Ts,t(Tr,s(ω)) ∀r, s, t∈I a.s. (5.2)
iii)
Ts,tµ≪ µ, where Λs,t = dT ∗s,tµ/dµ ∀s, t∈I. (5.3)
T will be said to be the unique flow generated by v if whenever S = {Ss,t, s, t∈I} satisfies
(i)–(iii) as well, Ss,t = Ts,t a.s. for all s, t∈I.
In [3] A. Cruzeiro proved the existence of a flow for H–valued (time independent) vector
fields whose gradient and divergence have finite exponential moments, and G. Peters noted
in [16] that the weaker operator norm of ∇v could be used in the finite exponential moment
assumption (instead of the usual Hilbert-Schmidt norm). In [21, Section 5.3] the result of
Cruzeiro was extended and its assumptions relaxed.
Based on Cameron–Martin’s theorem on constant shifts and its subsequent generaliza-
tions, H–valued vector fields are indeed natural candidates to generate quasiinvariant flows.
However, it is obvious that quasiinvariant shifts exist which do not necessarily act along H.
In this section we present two general results. The first , Theorem 5.3, states that
“representable” (to be defined) W–valued time dependent vector field {vt, t ∈ I}, whose
gradients and divergences satisfy some standard exponential moment conditions, generates
a quasiinvariant flow. As such it extends [9, 22]. The decomposition of Proposition 3.10
represent v’s H–shift and rotation components respectively.
The second result, Theorem 5.7, shows that these are essentially all the W–valued
random variables which do so, thus providing a qualitative description of the Wiener tangent
space.
Definition 5.2 Let E={ei}∞i=1 be a given smooth ONB of H.
a) Denote pin(ω)=
∑n
i=1 W
〈ω, ei〉
W∗
ei, Wn=pin(W ) and µn=pi
∗
nµ
(without writing the dependence on E explicitly). Moreover, denote Fn = σ(pin) and
En( · )=E( · | Fn). A (not necessarily scalar) random variable on (W,F , µ) will be said
to be cylindrical if it is Fn–measurable for some n∈N.
b) A time-dependent vector field v={vt}t∈I ∈L1(leb×µ;W ) is said to be E–representable
if there exist vi={vi,t}t∈I ∈L1(leb × µ), i∈N, such that vt=
∑∞
i=1 vi,tei in L
1(leb ×
µ;W ).
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Theorem 5.3 Given a smooth ONB E={ei}i∈N let v={vt}t∈I be an E-representable
vector field such that vt ∈ dom1δ for all t ∈ I, and which moreover possesses a jointly
measurable decomposition vt=ut+Bt, t∈I, for which
(i) ut∈D1,1(H) and Bt∈DW1,1(W ) with δBt=0, for all t∈I
(D
W
1,1(W ) is defined at the end of subsection 2.2)
(ii) ∃θ>0 such that
ΓH (θ) := E
∫ b
a
exp θ
{
‖∇Hut‖
L(H)
+|δut|
}
dt <∞ and (5.4)
Γ
W
(θ) := sup
n
E
∫ b
a
exp θ‖pin∇WBt‖L(W ) dt <∞. (5.5)
Then v generates a flow {Ts,t, s, t∈I} with
dT ∗s,tµ
dµ
= exp
{∫ t
s
δvr(Tt,r) dr
}
(5.6)
and for all p > 1 and |t−s| < θ2p ,
E
(
dT ∗s,tµ
dµ
)p
≤ e1/p
(
1 +
2p− 2
θ
√
ΓH(θ)ΓW (θ)
)
. (5.7)
If, in addition, the paths t→ vt are a.s. continuous then the flow {Ts,t, s, t∈I} is unique.
Remarks 5.4
(a) The decomposition assumed in Theorem 5.3 is not unique. In particular, it is not necessarily the
one provided by Proposition 3.10.
(b) It follows from (5.5) by Fatou’s lemma that
E
∫ b
a
exp θ‖∇WBt‖L(W ) dt ≤ ΓW (θ) <∞, (5.8)
however the proof below needs the less elegant assumption (5.5) itself. If E is a Schauder basis
of W , then (5.5) is also implied by (5.8) (possibly with a smaller θ), but in general this need not
be the case.
(c) Equation (5.4) and (5.8) actually imply that ut∈Dp,1(H) and Bt ∈DWp,1(W ) for all t∈ I and
p≥ 1. However the initial assumption in (i) for p=1 was needed to give meaning to ∇Hut and
∇WBt in the first place.
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(d) It follows from (5.6) that if vr is divergence free for all r then the flow is measure preserving.
Before proceeding with the proof, let us recall some relevant results pertaining to jointly
measurable time dependent vector field η = {ηt(x)}t∈I on Wn as stated, for example, in [21,
Section 5.1]. Assume that η is locally integrable in the t variable, C1 in the x variable and
that for some θ > 0
Γη(θ) := En
∫ b
a
exp
{
θ
(
‖∇ηt‖L(Wn)+|δηt|
)}
dt <∞. (5.9)
Then η generates a quasiinvariant flow {Xs,t, s, t∈I} whose Radon-Nikodym derivative
Rs,t :=
d
(
X
∗
s,tµn
)
dµn
= exp
∫ t
s
(δηr) (Xt,r) dr
satisfies, for any p>1 and for all s, t∈I for which |t−s| < θp ,
En (Rs,t)
p ≤ e1/p
(
1 + p−1θ Γ
η(θ)
)
(5.10)
(This bound is essentially given in [21, Theorem 5.1.3]). Indeed, with 1p+
1
q =1,
En (Rs,t(x))
p = En (Rs,t(Xs,tx))
p−1 = Ene
(p−1) ∫ t
s
δηr(Xt,rXs,tx) dr
≤ 1 + p
θ
∫
I
Ene
θ
q
|δηr(x)|
Rs,r(x) dr
≤
(
1 +
p− 1
θ
∫
I
Ene
θ |δηr(x)|
dr
)
+
1
θ
∫ t
s
En (Rs,r(x))
p dr . (5.11)
The second row follows from e
R β
α
f ≤1 + 1γ
∫ α∨β
α∧β
e
γf whenever |β−α|<γ and f(x)≥0
(here γ= θp), while the third row follows from Young’s inequality yz≤ y
p
p +
zq
q , y, z>0.
The estimate (5.10) now follows by by applying Gronwall’s inequality to (5.11). Note that
for the purposes of (5.10), Γη(θ) could have been defined in (5.9) without the gradient term.
Proof of Theorem 5.3 Consider v’s finite dimensional “projections” v
(n)
t =En(pin(vt)),
t∈I, which may be written as v(n)t = v˜(n)t ◦pin, for an appropriate v˜(n)t :Wn →Wn. The use
of the notation ∇ and δ below both in (W,µ) and in (Wn, µn) should cause no confusion.
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Lemma 5.5 For all t∈I and n∈N, v˜(n)t ∈D
Wn
1,1(Wn) and
∇v˜(n)t ◦ pin = ∇v(n) = En
(
pin(∇Hut)pin
)
+ E
(
pin(∇WBt)pin
)
, (5.12)
δv˜
(n)
t ◦ pin = δv(n) = En (δvt) (5.13)
Proof of the Lemma: Since (5.13) has already been obtained in Proposition 3.6, we only
need to prove (5.12). Indeed, for N > n and ϕ∈C∞b (RN ) denote
ϕ̂
n
(x1, . . . , xn) =
∫
· · ·
∫
R
N−n
ϕ(x1, . . . , xN )dµN−n(xn+1, . . . , xN ). (5.14)
If Φ = ϕ(δe1, . . . , δeN ) then EnΦ = ϕ̂
n
(δe1, . . . , δen) ∈ S, and since clearly ∂ bϕ
n
∂xi
= ∂̂ϕ∂xi
n
for each i = 1, . . . , n, it follows that
∇EnΦ =
n∑
i=1
∂ϕ̂
n
∂xi
(δe1, . . . , δen)ei =
N∑
i=1
∂̂ϕ
∂xi
n
(δe1, . . . , δen)eipin = En(∇Φ)pin.
For any linear subspace Z of W , separable Banach space Y and p∈ [1,∞), this identity can
be extended by linearity and density to
∇EnF = En
(
∇ZF
)
pin ∀F ∈DZp,1(Y ). (5.15)
On the other hand it is straightforward to check that
∇ZpinF = pin∇ZF ∀F ∈DZp,1(Y ) (5.16)
and (5.12) is a direct consequence of (5.15) and (5.16).
Returning to the proof of the theorem, and recalling the definition (5.9),
Γ
(ev(n))
(θ2 ) = E
∫ b
a
exp θ2
(
‖∇v˜(n)t ‖L(W ) + |δv˜(n)t |
)
dt
Lemma 5.5
= E
∫ b
a
exp θ2
(
‖En(pin(∇W vt)pin‖L(W ) + |Enδvt|
)
dt
≤ E
∫ b
a
exp θ2En
(
‖pin∇Hvtpin‖L(H) + ‖pin∇
W
Btpin‖L(W ) + |δvt|
)
dt
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Jensen
≤ E
∫ b
a
exp θ2
(
‖∇Hut‖L(H) + ‖pin∇
W
Btpin‖L(W ) + |δut|
)
dt
≤
[
E
∫ b
a
exp θ
(
‖∇Hut‖L(H) + |δut|
)
dt
] 1
2
·
·
[
sup
n
E
∫ b
a
exp θ‖pin∇WBtpin‖ dt
] 1
2
≤
(
Γ
H
(θ)Γ
W
(θ)
) 1
2
. (5.17)
In particular, ∀t∈I, v˜(n)t ∈
⋂
p≥1
Lp(µn;Wn) ⊂ C∞(Wn,Wn), by the Sobolev embedding
theorem. Consequently, recalling the facts presented above in the finite dimensional setup,
v˜
(n)
t generates a quasiinvariant flow {T˜ (n)s,t , s, t∈I} on Wn satisfying
T˜
(n)
s,t (x) = x+
∫ t
s
v˜(n)r
(
T˜ (n)s,r (x)
)
dr , x ∈Wn (5.18)
whose Radon–Nikodym derivative
ρ˜
(n)
s,t :=
d
(
T˜
(n)
s,t
∗
µn
)
dµn
= exp
∫ t
s
(
δv˜(n)r
)
◦ T˜ (n)t,r dr (5.19)
satisfies, for any p>1 and for all s, t∈I for which |t−s| < θ2p ,
En
(
ρ˜
(n)
s,t
)p
≤ e1/p
(
1 + 2(p−1)θ
√
ΓH(θ)ΓW (θ)
)
. (5.20)
Here (5.10) was applied with η= ρ˜(n) and θ replaced by θ2 , and making use of (5.17).
The flow T˜
(n)
s,t can now be “lifted” from Wn to W by defining
T
(n)
s,t (ω) := T˜
(n)
s,t (pinw) + (ω − pinω).
It is straightforward to verify that T
(n)
s,t satisfies the flow equation
T
(n)
s,t (ω) = ω +
∫ t
s
v(n)r
(
T (n)s,r (ω)
)
dr. (5.21)
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and that
ρ
(n)
s,t :=
d
(
T
(n)
s,t
∗
µ
)
dµ
= ρ˜
(n)
s,t ◦ pin = exp
∫ t
s
(
δv(n)r
)
◦ T (n)t,r dr (5.22)
The solution’s construction will be completed by showing convergence of T
(n)
s,t to aW–valued
process Ts,t which will be the required flow.
Proposition 5.6 Let η
[0]
t , η
[1]
t , t ∈ I, be two C1 cylindrical time-dependent vector-fields
on W such that Γi(θ) := Γ
(η[i])(θ)<∞, for some θ>0 and i = 0, 1 (cf. (5.9) Γ(η[i])(θ)
should be understood to mean Γ(eη
[i])(θ) where η[i]= η˜[i]◦pin for some n=n(i) ).
Let {L[i]s,t, s, t ∈ I} be the unique flow generated on I by η[i] as above. Then for any p > 1
there exists a finite positive constant c = c (p, θ,Γ0(θ),Γ1(θ)), increasing in its third and
fourth arguments, such that for any s∈I
E sup
t∈I
|t−s|≤
p−1
2p θ
∥∥∥L[1]s,t − L[0]s,t∥∥∥
W
≤ c
(∫
I
E
∥∥∥η[1]r − η[0]r ∥∥∥p
W
dr
) 1
p
(5.23)
Proof of the Proposition: For a fixed p > 1 denote ∆s = {t ∈ I, |t − s| ≤ p−12p θ}.
Next, let Dt = η
[1]
t −η[0]t and for every λ ∈ [0, 1] consider the interpolated vector field
η
[λ]
t = λη
[1]
t +(1−λ)η[0]t = η[0]t +λDt. Note that by convexity
Γ
η[λ]
(θ) ≤ Γ0(θ) + Γ1(θ) (5.24)
for every λ∈ [0, 1]. Now let L[λ]s,t be the flow η[λ] generates on I, with induced Radon-Nikodym
derivative ρ
[λ]
s,t, so that setting Z
[λ]
s,t = dη
[λ]
st /dλ yields
L
[1]
s,t − L[0]s,t =
∫ 1
0
Z
[λ]
s,t dλ s, t∈I (5.25)
and it holds that
Z
[λ]
s,t (ω) =
∫ t
s
Dr
(
L
[λ]
s,tω
)
dr +
∫ t
s
∇η[λ]r (L[λ]s,rω) Z [λ]s,r(ω) dr ,
25
and thus by Gronwall’s lemma, for all t∈∆s
‖Z [λ]s,t (ω)‖W ≤
∫
∆s
‖Dr(L[λ]s,rω)‖W dr e
∫
∆s
‖∇η[λ]r (L[λ]s,r)‖L(W ) dr
.
Inserting this estimate in (5.25), and denoting p0=
p+1
2 , q0=
p+1
p−1 (
1
p0
+ 1q0 =1), we obtain
E sup
t∈∆s
‖L[1]s,t(ω)− L[0]s,t(ω)‖W ≤ E sup
t∈∆s
∫ 1
0
‖Z [λ]s,t (ω)‖W dλ
≤ E
∫ 1
0
(∫
∆s
‖Dr(L[λ]s,rω)‖W dr e
∫
∆s
‖∇η[λ]r (L[λ]s,rω)‖L(W ) dr
)
dλ
Jensen
≤
∫ 1
0
(
E
∫
∆s
‖Dr(L[λ]s,rω)‖W dr
1
|∆s|
∫
∆s
e
p−1
2p θ ‖∇η
[λ]
r (L
[λ]
s,rω)‖L(W ) dr
)
dλ
≤
∫ 1
0
E
(∫
∆s
‖Dr(L[λ]s,rω)‖
p0
W
dr
) 1
p0
E
(∫
∆s
e
q0
p−1
2p θ ‖∇η
[λ]
r (L
[λ]
s,rω)‖L(W ) dr
) 1
q0
dλ
≤
∫ 1
0
(
E
∫
∆s
‖Dr(ω)‖p0W ρ[λ]s,r(ω) dr
) 1
p0
(
E
∫
∆s
e
p+1
2p θ ‖∇η
[λ]
r (ω)‖L(W ) ρ[λ]s,r(ω) dr
) 1
q0
dλ
and apply Ho¨lder’s inequality twice with the conjugate pair pp0 ,
p
p−p0 :
≤
∫ 1
0
(
E
∫
∆s
‖Dr(ω)‖pW dr
)1
p
(
E
∫
∆s
ρ[λ]s,r(ω)
p
p−p0
dr
)p−p0
pp0
·
·
(
E
∫
∆s
eθ ‖∇η
[λ]
r (ω)‖L(W ) dr
) p0q0p(
E
∫
∆s
ρ[λ]s,r(ω)
p
p−p0
dr
)p−p0
pq0
dλ .
The product of the second and fourth factors in the integrand may be estimated using (5.10)
(∫
∆s
Eρ[λ]s,r
2p
p−1
dr
) p−1
2p
≤
(
|∆s|e
p−1
2p
(
1 + p+1p−1
1
θΓ
(η
[λ]
r )
(θ)
)) p−1
2p
≤
(
1
p e
p−1
2p
(
θ(p−1) + (p+1)Γ(η
[λ]
r )
(θ)
)) p−1
2p
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while the third factor is bounded above by
(
Γ
(η
[λ]
r )(θ)
) p−1
2p
. This, in conjunction with (5.24),
completes the proof of the Proposition.
We now apply Proposition 5.6 to the cylindrical vector fields v
(n)
t and the flows T
(n)
s,t
they generate as in (5.21). Fix an arbitrary p > 1. By Corollary 3.7 v(n) is a Cauchy
sequence in Lp(I×W, leb×µ ; W ); it thus follows from the proposition, applied with θ2 , that
there exists a γ = γ(p, θ)> 0 and a W–valued process {Ts,t; s, t ∈ I and |s − t| ≤ γ} such
that for all s ∈ I, limn→∞supt∈I:|t−s|≤γ‖Ts,t−T
(n)
s,t ‖W = 0 in probability. (Note that the
constant c in (5.23) depends (monotonically) on the Γ
[ev(n)]( θ
2
)
’s, but these are uniformly
bounded - cf. (5.17) ). Furthermore, since we have almost sure uniform convergence along
a subsequence, Ts,t is almost surely continuous in t.
For all r, s, t ∈ I any two of which are at a distance not larger than γ, the flow prop-
erty (5.2) obviously holds for T (n) and thus for T as well. This allows us to extend Ts,t
to all s, t ∈ I: Ts,t(ω) = Tsm−1,sm(Tsm−2,sm−1(· · ·Ts1,s2(Ts0,s1(ω)) · · · )) for any sequence
s = s0, s1, . . . , sm−1, sm = t in I such that |si− si−1| ≤ γ, 1 ≤ i ≤ m. This extension
{Ts,t, s, t∈ I} is of course independent of the connecting sequence {si}, is a.s. continuous
and satisfies the flow property (5.2) as well.
To show that Ts,t is quasiinvariant, fix any p > 1 and assume first that |t− s| < p−12p θ.
Since T
(n)∗
s,t µ and µ are equivalent for every n ∈ N we need to verify that the sequence of
respective Radon-Nikodym derivatives {ρ(n)s,t } is uniformly integrable. However, this follows
immediately from (5.20), and moreover by (5.19)
ρs,t :=
dT
∗
s,t µ
dµ
= lim
n→∞ ρ
(n)
s,t = exp
∫ t
s
(δvr) ◦ Tt,r dr
which is (5.6) (the last equality follows from (5.22) and Lemma 3.6). In addition, taking
the limit as n→∞ in (5.20) and applying Fatou’s lemma, the bound (5.7) is obtained. The
resulting quasiinvariance then holds for an arbitrary pair s, t∈ I by connecting s and t, if
necessary, by a finite sequence {si} as above.
We now proceed to show that Ts,t satisfies (5.1). This will be achieved as the limit in
an appropriate sense of (5.21) as n→∞, the only nontrivial convergence being that of the
27
integral term. Indeed, again fixing some p>1 and assuming |t−s|< p−12p θ,∫ t
s
E
∥∥∥vr(Ts,r(ω))− v(n)r (T (n)s,r (ω))∥∥∥
W
dr ≤
∫ t
s
E
∥∥∥vr(Ts,r(ω))−vr(T (n)s,r (ω))∥∥∥
W
dr
+
∫ t
s
E
∥∥∥vr (T (n)s,r (ω))−v(n)r (T (n)s,r (ω))∥∥∥
W
dr (5.26)
Let ε>0 and 1p+
1
q =1. Since
E
∫ t
s
(
‖vr(Ts,r(ω))‖W + ‖vr(T (n)s,r (ω))‖W
)
dr
=
∫ t
s
E‖vr‖W
(
ρs,r + ρ
(n)
s,r
)
dr
≤
(∫ t
s
ρqs,rdr
) 1q
+
(∫ t
s
ρ(n)
q
s,r dr
)1q (∫ t
s
E‖vr‖pW dr
) 1
p
≤M ‖v‖
Lp(leb×µ)
<∞
where M doesn’t depend on n, there exists an η > 0 such that for every measurable B ⊂
[s, t]×W with (leb×µ)(B)≤η∫ ∫
B
(
‖vr(Ts,r(ω))‖W + ‖vr(T (n)s,r (ω))‖W
)
dr dµ ≤ ε.
In particular choose the set B provided by Lusin’s theorem ( (leb×µ)(B)≤ η ) and the
bounded continuous function g on [s, t]×W for which v1
BC
= g1
BC
a.e. Then, splitting the
expectation over B and BC,
lim sup
n→∞
∫ t
s
E
∥∥∥vr(Ts,r(ω))−vr(T (n)s,r (ω))∥∥∥
W
dr
≤ ε + lim
n→∞
∫ t
s
E
∥∥∥g(Ts,r(ω))−g(T (n)s,r (ω))∥∥∥
W
dr = ε.
Since ε was arbitrary, the first term in the right hand side of (5.26) goes to zero. On the
other hand, and referring to (5.20), the second term is bounded by
∫ t
s
E‖vr−v(n)r ‖W ρ(n)s,r dr ≤ C
(∫ t
s
E‖vr−v(n)r ‖
p
W
dr
) 1
p
−→
n→∞ 0
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with C =
(
(t−s)e1/q
(
1 + 2(q−1)θ
√
ΓH(θ)ΓW (θ)
)) 1
q
. Thus for all |t−s|< p−12p θ all the terms
of (5.21) converge to those of (5.1). The latter equation then holds as well for any arbitrary
pair s, t∈I as a result of T ’s flow property which has already been proved.
Finally to show uniqueness we first observe that since the vector field vt was assumed
to possess continuous paths almost surely, any flow Ss,t generated by it is a.s. continuously
differentiable both in t and in s. For such a flow define, for any fixed s∈I,
Us,t = Tt,s ◦ Ss,t, t∈I ,
where T is the particular flow constructed above. Our aim is to show that U˙s,t = 0 for all
t∈I, a.s. ( here A˙t := ddtAt ). Indeed
U˙s,t = T˙t,s(St,s) +∇WTs,t(Ss,t) vt(Ss,t) =
(
T˙t,s +∇WTs,t vt
)
◦ Ss,t. (5.27)
For every fixed t, and by quasiinvariace, this expression will be 0 for one flow Ss,t if it is
so for any other. Since it is zero when Ss,t=Ts,t (in which case Us,t(ω)=ω), we conclude
that U˙s,t = 0 a.s., ∀t ∈ I, for any flow Ss,t. The quantifiers a.s. and ∀t can now be
interchanged since the processes in (5.27) have a.s. continuous paths. This completes the
proof of Theorem 5.3.
The next result shows that the existence of v’s divergence in Theorem 5.3 is “nearly” a
necessary assumption.
Theorem 5.7 Let {vt}t∈I : W → W be a time dependent vector field which generates a
quasiinvariant flow Ts,t with Radon-Nikodym derivative Λs,t. Then vs ∈ dom1δ for any
s∈I for which
Λ′s,s := lim
t→s
Λs,t − 1
t− s (5.28)
exists weakly in L1(µ), in which case δvs = Λ
′
s,s. In particular, if Ts,t is measure preserving
on I then δvs exists and is zero for every s∈I.
Proof: Let Φ∈S be arbitrary. It is a direct consequence of (5.1) that for every s, t∈(a, b)
Φ(Xs,t) = Φ(Xs,s) +
∫ t
s
W
〈vr(Xs,r),∇Φ(Xs,r)〉
W∗
dr a.s.
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and thus
EΛs,tΦ = EΦ(Xs,t) = EΦ+
∫ t
s
E
W
〈vr ◦Xs,r, (∇Φ) ◦Xs,r〉
W∗
dr
= EΦ+
∫ t
s
EΛs,r
W
〈vr,∇Φ〉
W∗
dr.
It follows that EΛs,tΦ is differentiable in t and that
EΛ′s,sΦ =
∂{EΛs,tΦ}
∂t t=s
= E
W
〈vs,∇Φ〉
W∗
= E(Φδvs) ,
where the first equality results from the existence of (5.28), thus proving the theorem.
6 Additional Remarks
In this final section we address two additional aspects of the flows introduced in Section 5:
their adaptedness and their relevance to an associated PDE.
I. Adapted Flows:
Let (W,H,µ) be an AWS and {Πθ, 0 ≤ θ ≤ 1} a continuous, strictly increasing resolution
of the identity on H. Let ([20], 2.6 of [21])
Fθ = σ
{
δ(Πθh), h ∈ H
}
, 0 ≤ θ ≤ 1
be the filtration induced by Π· on (W,H,µ). In what follows we assume that ΠθW ∗ ⊂W ∗
for all θ ∈ [0, 1]. This can be easily verified for the classical Wiener space.
Definition 6.1 ([20] or Section 2.6 of [21]) An H-valued random variable u is Fθ mea-
surable if (u, h)H is Fθ measurable for all h ∈ H. Moreover, u ∈ H is adapted if (u,Πθh)H
is Fθ measurable for all θ ∈ [0, 1].
Definition 6.2 A W -valued random variable u is adapted if there exists a sequence of H-
valued r.v.’s un n = 1, 2, . . . which are adapted and |u− un|W a.s.−→ 0. Let u be a W or W ∗∗
valued r.v. then Πθu ∈W ∗∗ is defined by
W∗∗
〈Πθu, h〉
W∗
=
W
〈u,Πθh〉
W∗
∀h∈W ∗ .
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We prepare the following lemma for later reference.
Lemma 6.3 (a) If U is a quasiinvariant adapted W–valued random variable and α is Fθ–
measurable, then α ◦ U is also Fθ–measurable.
(b) Let U1, U2 be as in (a) such that Π
θU1 = Π
θU2 for some θ ∈ [0, 1]. Then if α is a
Fθ–measurable random variable, a ◦ U1 = α ◦ U2. Similarly, if v is a W -valued adapted
random variable, then Πθ(v ◦ U1)=Πθ(v ◦ U1).
Proof: Since α is Fθ–measurable it is the a.s. limit of polynomials in δ(Πθh), h ∈ W ∗
(recall that we have assumed Πθh∈W ∗), so that α ◦ U is the a.s. limit of polynomials in
δ(Πθh)◦U =
W
〈U,Πθh〉
W∗
. Since U is adapted, each
W
〈U,Πθh〉
W∗
is Fθ–measurable and thus
so is α ◦ U . This proves (a), and (b) follows directly from (a).
Proposition 6.4 Assume that vt(ω) is adapted for every t ∈ I and satisfies the conditions
of Theorem 5.3 (including the a.s. continuity in t). Let vθt (ω) := Π
θvt(ω) and assume that
vθt (ω) satisfies these conditions as well for all θ ∈ [0, 1]. Then the solution to (5.1):
Ts,t(ω) = ω +
∫ t
s
vr(Ts,r) dr
is also adapted.
Proof: Let T˜ θs,t(ω) solve the equation
T˜ θs,t(ω) = ω +
∫ t
s
vθr ◦T˜ θs,r(ω) dr (6.1)
hence
ΠθT˜ θs,t(ω) = Π
θω +
∫ t
s
vθr ◦T˜ θs,r(ω) dr
and ΠθT˜ θs,t(ω) is Fθ-measurable since it is a measurable function of {vθr , r∈ [s, t]} and Πθω.
On the other hand, by (5.1)
ΠθTs,t(ω) = Π
θω +
∫ t
s
Πθ
(
vr◦Ts,r(ω)
)
dr .
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Set T θs,t(ω) = Π
θTs,t(ω) + (I −Πθ)ω, then
T θs,tω = ω +
∫ t
s
(Πθvr)◦Ts,r(ω) dr = ω +
∫ t
s
(Πθvr)◦T θs,r(ω) dr . (6.2)
Comparing (6.1) with (6.2) yields, by uniqueness, T˜ θs,t(ω) = T
θ
s,t(ω). Hence 〈T θs,t(ω),Πθh〉 =
〈Ts,t(ω),Πθh〉 is Fθ-measurable and since θ ∈ [0, 1] was arbitrary, Ts,t(ω) is adapted.
Remark 6.5 The flow considered by Cipriano and Cruzeiro [2] is of the type considered in this
proposition. Let (W,H, µ) be the classical d-dimensional Wiener process
ω =

ω
′(t)
...
ωd(t)
 , t ≥ 0
 and
(
v(ω)
)
·
=
(v
′(ω))
·
...
(vd(ω))
·

·
.
In the case considered in [2]
(
vi(ω)
)
·
=
d∑
j=1
∫
·
0
aji (ω, s)dω
j(s) +
∫
·
0
bi(ω, s) ds
and for every 1 ≤ i, j ≤ d, s ≥ 0, the coefficients aij(ω, s) and bi(ω, s) are Fs measurable. The
assumptions in [2] guarantee that v satisfies those of Proposition 6.4.
II. The equation
df(t,ω)
dt
= δ(A(ω) · ∇f(t, ω)), (A+AT = 0).
Let Ttω, t ∈ R, T0ω = ω, be a measure preserving transformation on W . Ttω is said to be
a stationary process if for any n, any t1, . . . , tn, any smooth ϕi(ω) and any τ
Law
{
ϕ1(Tt1ω), . . . , ϕn(Ttnω)
}
= Law
{
ϕi(Tt1+τω), . . . , ϕn(Ttn+τω)
}
(6.3)
A flow which is also a stationary process will be called a stationary flow. Note that if
Ttω, t ∈ R is a measure preserving flow then it is also a stationary flow.
Proposition 6.6 Let A(ω) be a measurable and skew symmetric transformation on H.
Further assume that A(ω) transforms Dp,1(H) into Dp,1(H). Let B(ω) =
∑∞
1 δ(A(ω)ei)ei,
where ei, i = 1, 2, . . . is a smooth ONB on H, converges in L
1(µ;W ), and assume that Ttω,
t ∈ R solves
dTtω
dt
= B(Ttω), T0ω = ω
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and Ttω, t ∈ R, is a stationary process. Let f0(ω) be a smooth functional on W , for which
f0(Ttω) ∈ Dp,2.
Then f(t, ω) := f0(Ttω) solves the equation:
df(t, ω)
dt
= δ(A(ω)∇f(t, ω)), (6.4)
f(0, ω) = f0(ω).
Proof: For any smooth ϕ(ω) we have by stationarity
E
1
ε
[(
f0(Tt+εω)− f0(Ttω)
)
ϕ(ω)
]
=
1
ε
E
(
f0(Ttω) · ϕ(T−εω)− f0(Ttω)ϕ(ω)
)
= Ef0(Ttω)
1
ε
(
ϕ(T−εω)− ϕ(ω)
)
and since (dϕ(Ttω)/dt)t=0 = δ(A(ω∇ϕ(ω)) (cf. [9] or eqn. 1.10 of [22])
Eϕ(ω)
df0(Ttω)
dt
= −E
(
f0(Ttω)δ(A(ω)∇ϕ(ω))
)
integrating by parts yields
Eϕ(ω)
df0(Ttω)
dt
= −E
(
∇(f0(Ttω)),A∇ϕ
)
= E
(
δ(A∇f0(Ttω))ϕ(ω)
)
and (6.4) follows.
Corollary 6.7 If in addition to the assumptions of proposition 6.6, ∇f(t, ω) ∈W ∗ a.s. for
every t, then
df(t, ω)
dt
=
W
〈B(ω),∇f(t, ω)〉
W∗
f(0, ω) = f0(ω) (6.5)
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Proof: Let ∇f(t, ω) =∑i ψi(t, ω)ei, then since f0(t, ω) ∈ Dp,2, ψi(t, ω) ∈ Dp,1 and
δ(A∇f) =
∞∑
1
δ
(
ψi(t, ω)A(ω)ei
)
=
∞∑
1
ψi(t, ω)δ
(
A(ω)ei
)
−
∞∑
1
∇ψi(t, ω),A(ω)ei
= 〈B(ω),∇f(t, ω)〉 −
∑
i
∑
j
∇2ei,ejf(t, ω)(ej ,Aei)
= 〈B(ω),∇f(t, ω)〉 − 0 .
In the converse direction
Proposition 6.8 Let A(ω) be a measurable and skew symmetric transformation on H
transforming D2,1(H) into D2,1(H). Assume that f
j(t, ω) ∈ Dp,2 and ∇f j ∈ W ∗, j =
1, 2, . . . solves equation (6.4) for all t and for the initial condition f j(0, ω) =
W
〈ω, ej〉
W∗
where ej , j = 1, 2, . . . is a smooth ONB on H. Then
(a)
∑n
1 βjf
j(t+ τj , ω) solves (6.4) under the initial condition
∑n
1 βjf
j(τj , ω) for any βj, τj .
(b) Let ψn(t, ω) = exp i
∑n
1 f
j(t+τj, ω), then ψ
n(t, ω) solves (6.4) under the initial condition
ψn(0, ω) = exp i
n∑
1
f j(τj , ω) .
(c) Ttω defined by
Ttω =
∞∑
j=1
f j(t, ω)ej ,
is a stationary process.
(d) If moreover,(6.4) possesses a unique solution for every initial f0(ω) ∈ Dp,2, then Ts(Ttω) =
Ts+tω.
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Proof: (a) is trivial. (b) since f j(t, ω) ∈ Dp,2 and A+AT = 0
δ
(
A∇fk(t, ω)
)
=
∑
j
δ(∇ejfk(t, ω)Aej)
=
∑
j
∇ejfk(t, ω)δ(Aej)−
∑
j
∑
k
∇2ei,ejfk(t, ω)(ek,Aej)
=
W
〈δA,∇fk(t, ω)〉
W∗
. (6.6)
On the other hand, differentiating ψn(t, ω) with respect to t and applying (6.6) yields
dψn(t, ω)
dt
= ψn(t, ω)
W
〈δA,
n∑
k=1
∇fk(t+ τj, ω)〉
W∗
=
W
〈δA,∇ψn(t, ω)〉
W∗
= δ
(
A∇ψn(t, ω)
)
proving (b). Turning to (c), by the last equation for τj = 0, j = 1, 2, . . . ,
Eψn(t, ω) = Eψn(0, ω) (6.7)
and since ei is an ONB, it follows that f
i(t, ω) are N(0, 1) i.i.d. random variables; hence
by the Ito-Nisio theorem Ttω is a measure invariant transformation. Moreover, Ttω is a
stationary process since (6.7) holds for any t and any τ1, τ2, . . . .
To show (d) note first that f i(t, ω) = 〈Ttω, ei〉 solves (6.4) under f i(0, ω) = 〈ω, ei〉,
hence 〈Tt+τω, ei〉 solves the same equation under f i0(ω) = 〈Tτω, ei〉. On the other hand, as
in (b), for any smooth f0(ω) = f˜0(〈ω, e1〉, . . . 〈ω, en〉) f0(Ttω) = f˜0(〈Ttω, e1〉, . . . 〈Ttω, en〉)
solves (6.4). In particular set f i0(ω) = 〈Tτω, ei〉, then
f i(t, ω) = 〈Tτω, ei〉 ◦ Ttω
= 〈Tτ (Ttω)〉, ei〉
and (d) follows by the uniqueness of the solution to (6.4).
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