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Resumo O presente trabalho e´ um levantamento de conceitos e do es-
tado da arte das principais abordagens e metodologias envolvidas no de-
senvolvimento de sistemas de recomendac¸a˜o individuais e para grupos.
Este levantamento e´ um estudo pre´vio, de extrema importaˆncia, como
ponto de partida para a realizac¸a˜o de futuros trabalhos, com o objetivo
de desenvolver novas abordagens na a´rea de recomendac¸a˜o para grupos.
1 Introduc¸a˜o
Para colmatar o problema do excesso de informac¸a˜o foram desenvolvidas diversas
te´cnicas e abordagens, tais como processamento de l´ıngua natural, extrac¸a˜o de
informac¸a˜o, classificac¸a˜o automa´tica e sistemas de recomendac¸a˜o.
Nesta u´ltima abordagem dos sistemas de recomendac¸a˜o, para ale´m de inte-
grarem diversas das outras te´cnicas anteriormente referidas, tentam encontrar
informac¸a˜o relevante de uma forma mais personalizada e enquadrada com os
gostos, ha´bitos ou prefereˆncias do utilizador.
Estes sistemas de recomendac¸a˜o teˆm sido bastante explorados e utilizados
em contextos de marketing, especialmente de e-marketing, tendo o intuito de
promover novos produtos e servic¸os aos consumidores, com base nas suas pre-
fereˆncias e ha´bitos, tentando dessa forma, maximizar o sucesso dos produtos
recomendados ao inve´s de uma recomendac¸a˜o puramente aleato´ria.
Existem treˆs abordagens principais nos mecanismos de recomendac¸a˜o; a cha-
mada recomendac¸a˜o colaborativa, recomendac¸o˜es baseadas no conteu´do e final-
mente, abordagens h´ıbridas. A maior parte dos trabalhos e estudos desenvol-
vidos nesta a´rea, partem do pressuposto que quem recebe a recomendac¸a˜o do
sistema e´ um utilizador u´nico, no entanto, existe ainda a problema´tica associ-
ada as recomendac¸o˜es feitas a grupos de utilizadores onde tem havido menos
desenvolvimentos.
2 Sistemas de Recomendac¸a˜o
Os sistemas de recomendac¸a˜o sa˜o te´cnicas e ferramentas de software que permi-
tem dar sugesto˜es sobre a escolha de um, ou va´rios itens, ao utilizador [16,55]. As
a´reas onde estes sistemas sa˜o mais utilizados sa˜o na recomendac¸a˜o de compras,
mu´sicas, filmes, destinos de fe´rias, not´ıcias e livros.
2Os sistemas de recomendac¸a˜o, especialmente aplicados no contexto web e
das novas tecnologias, permitiram a resoluc¸a˜o do problema conhecido como
feno´meno de cauda longa1 [68,17]. Esse termo e´ utilizado quando temos uma
distribuic¸a˜o de dados muito desequilibrada e descendente, sendo um feno´meno
que ocorre em lojas f´ısicas ou em jornais com um espac¸o limitado para as not´ıcias
a apresentar.
O exemplo apresentado na Figura 1 ilustra uma distribuic¸a˜o nesses cena´rios,
onde o eixo vertical representa a popularidade dos itens (nu´mero de vezes que
sa˜o escolhidos), estando no eixo horizontal os itens ordenados de acordo com a
sua popularidade. O que acontece e´ que apenas itens mais populares sa˜o expostos
devido a`s limitac¸o˜es f´ısicas de espac¸o. No gra´fico, esses itens estariam do lado
esquerdo do trac¸o, na curva de distribuic¸a˜o; todos os outros itens, do lado direito
do trac¸o sa˜o negligenciados na˜o sendo expostos fisicamente. Nestes contextos e
com limitac¸o˜es de espac¸o da´-se prioridade aos itens populares, criando assim
um ciclo vicioso em que os itens de nicho, ficam sempre relegados para segundo
plano sem serem exibidos ou promovidos.
Figura 1. Distribuic¸a˜o de cauda longa
A aplicac¸a˜o dos mecanismos de recomendac¸a˜o em contextos web veio alte-
rar esse comportamento, pois os itens exibidos na˜o esta˜o restringidos aos mais
populares. Grac¸as aos sistemas de recomendac¸a˜o, e´ poss´ıvel apresentar aos utili-
zadores itens pouco populares, mas que ainda assim, preenchem as prefereˆncias
de certos utilizadores.
A designac¸a˜o de item ou itens e´ normalmente utilizada para designar o que
vai ser recomendado pelo sistema, assim como o conjunto de onde sera´ extra´ıda
essa recomendac¸a˜o [55]. O termo de utilizador e´ por norma atribu´ıdo a` pessoa
que vai usufruir da recomendac¸a˜o do sistema [55]. No entanto na˜o sa˜o apenas
os itens que sa˜o analisados pelos sistemas de recomendac¸a˜o. Dependendo do sis-
tema e da abordagem seguida, o pro´prio utilizador tambe´m pode ser analisado
durante esse processo [24,16,9]. As transac¸o˜es, sa˜o o termo frequentemente utili-
zado para designar as interac¸o˜es entre o utilizador e o sistema de recomendac¸a˜o.
Interac¸o˜es essas, que fundamentalmente sa˜o a obtenc¸a˜o de dados que permitem
aos algoritmos efetuar futuras recomendac¸o˜es [60].
Os dados referentes a`s prefereˆncias do utilizador podem ser obtidos de forma
expl´ıcita ou impl´ıcita [35,42]. Na forma expl´ıcita, o utilizador e´ questionado
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plataformas Web, esses questiona´rios sa˜o normalmente apresentados logo na fase
inicial, quando o utilizador pretende registar-se na plataforma garantindo que
existem dados sobre todos os utilizadores presentes na plataforma.
Ja´ na forma impl´ıcita a coleta desses dados e´ mais discreta e, por norma,
o utilizador nem tem percec¸a˜o que esta˜o a ser recolhidos dados sobre as suas
prefereˆncias e ha´bitos [42]. Nesta aproximac¸a˜o, sa˜o recolhidos dados sobre as
pa´ginas web que foram visitadas e o nu´mero de vezes que o foram; considera-
se se essas pa´ginas foram ou na˜o adicionadas aos favoritos do browser; pode
ser analisada a durac¸a˜o que o utilizador esteve em cada pa´gina, assim como
se efetuou movimentos no scroll, mostrando que se interessou pelos conteu´dos,
demorando tempo a ler e a percorrer toda a pa´gina web; e´ ainda poss´ıvel registar
a data, hora, pa´ıs de onde e´ efetuado o acesso, assim como a plataforma e sistema
operativo de onde e´ efetuada a consulta [4].
A formalizac¸a˜o do problema inerente aos mecanismos e sistemas de reco-
mendac¸a˜o [2] passa por ter o utilizador c pertencente ao conjunto de utilizadores
C e o item s pertencente ao conjunto de itens S com N elementos. Assim a
func¸a˜o U(c, s) e´ a responsa´vel por obter a utilidade de uma recomendac¸a˜o. Para
determinar o item ou itens com maior utilidade para um utilizador, e´ necessa´rio
aplicar essa func¸a˜o a todos os itens U(c, s1), ..., U(c, sN ). Apo´s essa operac¸a˜o,
podem-se obter os itens ordenados pela sua utilidade sj1 , ..., sjN , ou apenas os
K elementos mais relevantes sj1 , ..., sjk com (K ≤ N), ou ainda, apenas o item
com maior utilidade, sj = argmaxj∈SU(c, j) .
Para alcanc¸ar os itens com utilidade ma´xima existe um grande nu´mero de
te´cnicas e de abordagens que sa˜o agrupadas em famı´lias por terem uma apro-
ximac¸a˜o semelhante. Algumas utilizam te´cnicas de aprendizagem automa´tica,
teorias de aproximac¸a˜o e diversas heur´ısticas.
A func¸a˜o de utilidade nem sempre e´ obtida objetivamente para todos os
itens, pois nem todos eles na˜o foram avaliados ou caracterizados de acordo com
as prefereˆncias do utilizador. E´ sobretudo nesses itens na˜o caracterizados que
os sistemas de recomendac¸a˜o assumem uma importaˆncia elevada. Nesses casos
a func¸a˜o de utilidade teˆm de ser estimada.
2.1 Abordagens de Filtragem de Conteu´dos
Com esta abordagem, o sistema de recomendac¸a˜o gera os seus resultados de
estimativa de utilidade, baseando-se nas caracter´ısticas e atributos de outros
itens que foram escolhidos ou preferidos pelo utilizador no passado. Ou seja, a
obtenc¸a˜o da func¸a˜o de utilidade U(c, s) para o utilizador c e para o item s e´ obtida
atrave´s das utilidades dos outros itens para o mesmo utilizador U(c, sj), desde
que os itens sejam todos semelhantes e com atributos comuns que permitam a
comparac¸a˜o entre eles.
A aproximac¸a˜o baseada em conteu´dos tem as suas origens em sistemas de
extrac¸a˜o de informac¸a˜o [6,58] e em sistemas de filtragem de informac¸a˜o [26].
Ambas as te´cnicas sa˜o bastante utilizadas porque muitos dos sistemas de reco-
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como e´ o caso da recomendac¸a˜o de pa´ginas web, de not´ıcias e de livros.
No entanto, os melhores sistemas de recomendac¸a˜o baseados em conteu´dos
na˜o se ficam pelas te´cnicas de extrac¸a˜o e de filtragem de informac¸a˜o. Frequen-
temente adicionam te´cnicas de criac¸a˜o de perfis. Essas abordagens obteˆm dados
para ale´m do item em si, recolhendo informac¸a˜o sobre as prefereˆncias do uti-
lizador. Esses dados extra, como ja´ foi introduzido anteriormente, podem ser
obtidos de forma impl´ıcita [42,4] ou expl´ıcita [35,42].
Nos sistemas que assentam em itens baseados em textos em l´ıngua natural,
recorre-se muitas vezes a` computac¸a˜o e extrac¸a˜o de palavras-chave. As palavras-
chave obtidas dos diversos textos acabam por ser os atributos de comparac¸a˜o
para a descoberta de itens que se enquadrem nos gostos do utilizador. Por exem-
plo o Sistema Fab [7] recomenda pa´ginas Web ao utilizador tendo em conta as
100 palavras-chave mais importantes. De forma semelhante, o sistema Syskill
& Webert [49] baseia as suas recomendac¸o˜es de pa´ginas Web nas 128 palavras
mais informativas. Para obter os termos mais significativos, existem va´rias apro-
ximac¸o˜es, no entanto uma das mais utilizadas e´ o TFIDF2 [26], que tem em
conta a ocorreˆncia do termo no documento em ana´lise e no conjunto de todos
os documentos de comparac¸a˜o do sistema de recomendac¸a˜o. Nesta te´cnica, um
termo tem mais importaˆncia quanto mais se repete no documento, mas por sua
vez, esse termo perde importaˆncia quantas mais vezes se repetir na colec¸a˜o dos
documentos.
No enriquecimento dos perfis dos utilizadores, tambe´m pode ser adicionada
informac¸a˜o sobre palavras-chave e valores nume´ricos sobre elas, como por exem-
plo, o TFIDF, referido anteriormente. Com esses dados e´ poss´ıvel criar um vetor
de pesos (wc1, ..., wck) em que cada wci indica a importaˆncia de cada palavra-
chave ki para o utilizador c. Com esse vetor, e´ enta˜o poss´ıvel aplicar um elevado
nu´mero de te´cnicas para o ca´lculo e descoberta do itens de maior utilidade.
Existem abordagens que utilizam esse vetor e aplicam o algoritmo de Rocchio
[57] que, de uma forma muito simplista tenta construir uma me´dia representativa
do utilizador. Tanto no trabalho de Fab [7] como no de NemsWeeder [31] e´
utilizada essa te´cnica. No entanto podem ser utilizadas outras abordagens como
classificadores Bayesianos [49,45] para estimar a probabilidade de um item ser ou
na˜o interessante para o utilizador. Outros sistemas utilizam o algoritmo Winnow
[34] que obteˆm bons resultados quando aplicado nestas tarefas, especialmente
quando existem muitos atributos no vetor de atributos [49]. Ainda podem ser
utilizadas outras abordagens de aprendizagem automa´tica, clusterizac¸a˜o, a´rvores
de decisa˜o, redes neuronais e SVM’s.
2.2 Abordagens Colaborativas
Nos sistemas de recomendac¸a˜o baseados em abordagens colaborativas, a esti-
mativa de utilidade sobre os diversos itens e´ efetuada a partir da ana´lise das
escolhas de outros utilizadores com perfil semelhante.
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abstrac¸a˜o sobre os itens e os seus atributos. Em situac¸o˜es onde os sistemas de re-
comendac¸a˜o baseados em conteu´dos falham porque os itens teˆm poucos atributos
ou esses atributos na˜o sa˜o computa´veis, esta limitac¸a˜o e´ completamente ultra-
passada com os princ´ıpios das abordagens colaborativas [24,60]. Esta abordagem
e´ uma das mais largamente utilizada na maioria das plataformas web que utili-
zam sistemas de recomendac¸a˜o com milhares ou milho˜es de itens e utilizadores,
sendo ate´ designada por correlac¸a˜o pessoa-pessoa [61].
Na construc¸a˜o de sistemas de recomendac¸a˜o deste tipo, e a` semelhanc¸a dos
sistemas de filtragem de conteu´dos, tambe´m sa˜o criados vetores de atributos
com pesos distintos para cada um deles, sendo posteriormente aplicadas diversas
te´cnicas para correlacionar esses vetores. No entanto, neste caso, os atributos e
respetivos valores sa˜o obtidos a partir de caracter´ısticas dos utilizadores. A reco-
lha dos atributos podem seguir uma aproximac¸a˜o expl´ıcita ou impl´ıcita (tambe´m
a` semelhanc¸a dos sistemas de filtragem de conteu´dos).
Formalmente, esta abordagem baseia a sua recomendac¸a˜o na func¸a˜o utilidade
para cada utilizador c e respetivo item s, sendo que a utilidade U(c, s) e´ estimada
atrave´s das utilidades U(cj , s), associadas ao item s ∈ S e utilizadores cj ∈ C
com caracter´ısticas semelhantes a c.
O sistema Grundy [56] para a recomendac¸a˜o de livros, um dos primeiros a
implementar esta abordagem, utilizava a designac¸a˜o de estereo´tipos para a aglu-
tinac¸a˜o dos diferentes utilizadores em perfis, consoante as suas prefereˆncias. No
entanto, a criac¸a˜o desses perfis era um processo inteiramente manual. Mais tarde,
o sistema Tapestry [24], solicitava aos utilizadores que, manualmente, selecionas-
sem outros utilizadores com gostos semelhantes, baseando-se no seu histo´rico de
itens. Os sistemas GroupLens [29,54], Video Recommender [27] e Ringo [63] fo-
ram os primeiros a efetuar este tipo de operac¸o˜es automaticamente e a obter
a respetiva recomendac¸a˜o automa´tica. Mais tarde, surgiu uma nova gerac¸a˜o de
sistemas mais complexos e eficientes como o algoritmo de recomendac¸a˜o de livros
da Amazon [33], o sistema PHOAKS [66] para a recomendac¸a˜o de informac¸a˜o
relevante na Web e o sistema Jester [25] para a recomendac¸a˜o de anedotas online.
Os sistemas de recomendac¸a˜o colaborativos podem, segundo [14], ser agrupa-
dos em duas sub-classes tendo em considerac¸a˜o o seu funcionamento. A primeira
classe, e´ baseada em memo´ria ou heur´ısticas3; a segunda classe de algoritmos
colaborativos e´ baseada em modelos4. Ambas as abordagens sera˜o analisadas,
de seguida, em maior profundidade.
Algoritmos baseados em memo´ria/heur´ısticas Estes algoritmos [14,21,46],
efetuam as suas recomendac¸o˜es com base em heur´ısticas sobre todos os itens ja´
classificados pelos utilizadores. Dessa forma, o valor estimado de recomendac¸a˜o
para o utilizador c e o item s e´ obtido atrave´s de rc,s e na˜o e´ mais que uma
agregac¸a˜o das classificac¸o˜es atribu´ıdas por outros utilizadores; na˜o todos, mas
3 Do Ingleˆs: memory-based ou heuristic-based
4 Do Ingleˆs: model-based
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quem se pretende efetuar a recomendac¸a˜o. Assim, a func¸a˜o r pode ser definida:
rc,s = aggrrc′,s com c
′ ∈ Cˆ
onde Cˆ e´ o sub-conjunto dos N utilizadores mais semelhantes a c que avaliaram
s; ja´ N pode variar entre um utilizador e todos os utilizadores do sistema.
A agregac¸a˜o pode ser feita de diversas formas tomar diversas , sendo uma
das mais simples dada por
rc,s =
1
N
∑
c′∈Cˆ
rc′,s
que essencialmente e´ a simples me´dia do valor de recomendac¸a˜o dos utilizado-
res semelhantes. Para ale´m desta, podem ser utilizadas outras abordagens mais
complexas como as presentes nos trabalhos [21,46,54,63].
Algoritmos baseados em modelos Os algoritmos colaborativos baseados
em modelos [10,11,14,23,25], utilizam uma colec¸a˜o de classificac¸o˜es de outros
utilizadores para criar um modelo. Com base nesse modelo sa˜o, posteriormente,
estimadas as recomendac¸o˜es para o utilizador em causa.
O funcionamento lato desta abordagem e´ essencialmente o mesmo ao utili-
zado nas te´cnicas de aprendizagem automa´tica supervisionada onde, numa pri-
meira fase e´ efetuada a aprendizagem do modelo com exemplos e numa segunda
fase esse modelo e´ utilizado para efetuar classificac¸o˜es ou previso˜es [43,44]. Assim
sendo, a maioria dos algoritmos de aprendizagem automa´tica podem ser utili-
zados nesta abordagem tais como ana´lise Bayesiana, a´rvores de decisa˜o, SVM’s,
redes neuronais, entre outros. Com esta proximidade, [10] propo˜e um sistema
de recomendac¸a˜o colaborativo baseado numa framework de aprendizagem au-
toma´tica juntamente com mecanismos de recolha de atributos dos utilizadores;
neste sistema, e devido a` framework, poderiam ser aplicados facilmente diversos
algoritmos de aprendizagem e obter concluso˜es de resultados da sua adaptabili-
dade a este tipo de tarefas.
No entanto, o processamento e obtenc¸a˜o de recomendac¸o˜es a partir destes
modelos na˜o fica restrito a algoritmos utilizados na aprendizagem automa´tica;
os modelos tambe´m podem ser processados recorrendo ao algoritmo de k-means
clustering[67], Gibbs sampling [67], modelo Bayesiano [19], modelo probabil´ıstico
relacional[23], regressa˜o linear [59], modelo de ma´xima entropia [48] e ate´ pro-
cessos de decisa˜o de Markov [62].
2.3 Outras abordagens
Para ale´m das abordagens mais comuns descritas anteriormente, existem ou-
tras aproximac¸o˜es que, sendo menos relevantes nos problemas de recomendac¸a˜o,
acabam por ser bastante u´teis quando utilizadas em conjunto com as te´cnicas
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tiva). Da junc¸a˜o dessas te´cnicas, obteˆm-se sistemas h´ıbridos capazes de resolver
algumas das limitac¸o˜es das abordagens principais [15].
A abordagem Demogra´fica [56] pode ser vista como um sub-tipo das te´cnicas
colaborativas que baseiam a recomendac¸a˜o nos utilizadores semelhantes ao uti-
lizador a que se pretende efetuar a recomendac¸a˜o. A grande diferenc¸a e´ que
este na˜o se baseia nos gostos e prefereˆncias dos outros utilizadores, mas sim em
caracter´ısticas pessoais dos utilizadores, como por exemplo, a idade, o estado
civil, rac¸a, ge´nero, habilitac¸o˜es litera´rias, trabalho, o pa´ıs, regia˜o e cidade [50].
Embora esta abordagem so´ por si seja fraca e gere recomendac¸o˜es muito vagas
e generalistas e´ uma te´cnica que, num sistema h´ıbrido em associac¸a˜o com um
sistema colaborativo, pode ajudar a resolver os problemas dos novos utilizado-
res e da fraca densidade de dados para utilizadores com gostos at´ıpicos; nestes
casos em que a recomendac¸a˜o na˜o pode ser baseada na abordagem colaborativa,
aplica-se a abordagem demogra´fica que, mesmo sendo mais gene´rica, consegue
dar recomendac¸o˜es nesses casos espec´ıficos [50].
Outra abordagem que acaba por ser uma variac¸a˜o dos sistemas de filtragem
de conteu´do e´ a filtragem baseada no contexto [1]. Esta concentra a sua ana´lise
nos atributos de contextualizac¸a˜o e meta-informac¸a˜o sobre o item, ao inve´s de
se focar nos seus atributos concretos. Um exemplo pode ser dado no contexto
das not´ıcias onde o sistema de recomendac¸a˜o, em vez de se focar na ana´lise do
conteu´do da not´ıcia, baseia-se em quem escreveu a not´ıcia, qual a categoria, a
data de publicac¸a˜o ou ate´ a organizac¸a˜o que a publicou. Da mesma forma que
um sistema h´ıbrido com abordagem demogra´fica e a colaborativa permitia resol-
ver alguns problemas da abordagem colaborativa, a filtragem de contexto num
sistema h´ıbrido com a filtragem de conteu´do permite resolver alguns problemas,
nomeadamente o problema da entrada de um novo item no sistema.
3 Sistemas de Recomendac¸a˜o para Grupos
Tradicionalmente os sistemas de recomendac¸a˜o efetuam as suas recomendac¸o˜es
para utilizadores individuais. No entanto, em alguns cena´rios e contextos a re-
comendac¸a˜o para um grupo de indiv´ıduos e´ mais adequada. Atualmente na˜o
existe uma grande quantidade de trabalhos cient´ıficos baseados nos sistemas de
recomendac¸a˜o para grupos e o nu´mero de aplicac¸o˜es online com esse fim e´ muito
menor do que os trabalhos para recomendac¸a˜o individual. Um dos grandes desa-
fios desses sistemas e´ lidar adequadamente com as prefereˆncias de cada elemento
do grupo para gerar uma boa recomendac¸a˜o global [37].
Em alguns cena´rios do dia-a-dia a recomendac¸a˜o para utilizadores individuais
na˜o faz sentido, como por exemplo a escolha de um almoc¸o de grupo [41,51], uma
sa´ıda ao cinema por um grupo de amigos [47,36,69], umas fe´rias em famı´lia onde
e´ necessa´rio escolher a cidade, o hotel e as atrac¸o˜es tur´ısticas a visitar [28,41,22]
ou a mu´sica para um evento com pessoas com diversos gostos [38,20,65,53].
E´ importante definir a noc¸a˜o de grupo. Um grupo e´ um conjunto de duas
ou mais pessoas reunidas por alguma caracter´ıstica seja um interesse comum,
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existem quatro tipos de grupos:
– Grupo ocasional. Conjunto de pessoas que ocasionalmente realizam algo em
conjunto e os seus membros teˆm um objetivo comum num determinado mo-
mento.
– Grupo estabelecido. Conjunto de pessoas que explicitamente escolheram fa-
zer parte do grupo devido a um interesse de longo prazo compartilhado entre
todos.
– Grupo aleato´rio. Conjunto de pessoas que partilham o mesmo ambiente num
determinado momento, sem interesse expl´ıcito que as una umas a`s outras.
– Grupo identificado automaticamente. Conjunto de pessoas que e´ detetado
de uma forma automa´tica de acordo com as prefereˆncias ou ha´bitos dessas
pessoas, na˜o implicando proximidade f´ısica ou social.
Qualquer uma das definic¸o˜es de grupo anteriormente referidas, podem ainda
ser classificadas como grupos homoge´neos ou heteroge´neos de acordo com a
variaˆncia das prefereˆncias dos diversos elementos.
Alguns sistemas de recomendac¸a˜o para grupos encontrados sa˜o:
– MusicFX [38]. Este sistema permite selecionar canais de mu´sica para serem
tocados em gina´sio. Os utilizadores manifestam as suas prefereˆncias quando
se inscrevem e o sistema escolhe as mu´sicas a serem tocadas de acordo com
os utilizadores presentes no gina´sio num determinado momento.
– Let’s Browse [32]. Este sistema recomenda pa´ginas web para grupos de dois
ou mais elementos que queiram visualizar pa´ginas web em conjunto.
– PolyLens [47]. Este sistema e´ uma especializac¸a˜o do ja´ existente sistema
MovieLens para a recomendac¸a˜o individual de filmes. O PolyLens [47] tem
esse sistema como base e permite efetuar recomendac¸o˜es para grupos.
– Intrigue [5]. Este sistema recomenda atrac¸o˜es tur´ısticas e pontos de interesse
tendo em conta a possibilidade de existirem subgrupos, como por exemplo
crianc¸as. Tambe´m o sistema Travel Decision Forum [28] e o sistema CATS
[40] sa˜o orientados a` recomendac¸a˜o de fe´rias e destinos tur´ısticos para pessoas
que o pretendam fazer em conjunto.
Destacam-se ainda mais alguns sistemas, como o GroupCast [39] dedicado
a not´ıcias, o GroupMender [30] e o Pocket Restaurant Finder [52] para a re-
comendac¸a˜o de restaurantes a grupos e o sistema AdaptativeRadio [18] para a
selecc¸a˜o de ra´dios (semelhante ao MusicFx). No sistema YO’s Recommender [69]
e´ efetuada a recomendac¸a˜o de programas de televisa˜o.
Independentemente da abordagem escolhida para implementar um sistema
de recomendac¸a˜o para grupos, existem alguns crite´rios que devem ser tidos em
conta e que podem ser utilizados como me´tricas de ajuste e de orientac¸a˜o dos
pro´prios sistemas. Esses crite´rios sa˜o:
– Maximizar a satisfac¸a˜o. Este e´ um dos principais crite´rios e tenta maxi-
mizar a satisfac¸a˜o geral de todos os membros do grupo na escolha dos itens
recomendados.
9– Minimizar o desagrado. Na forma mais simples, este crite´rio acaba por
ser simplesmente o complementar do anterior. No entanto, ha´ sistemas que
da˜o maior importaˆncia a` minimizac¸a˜o de desagrado do que a` maximizac¸a˜o
da satisfac¸a˜o como num cena´rio onde a maximizac¸a˜o da satisfac¸a˜o implica
a recomendac¸a˜o de um item altamente indesejado para um u´nico elemento
do grupo e o sistema opta por na˜o maximizar essa varia´vel mas efetuar uma
maximizac¸a˜o de satisfac¸a˜o mais suave para manter uma boa satisfac¸a˜o sem
recomendar itens adversos a certos elementos do grupo.
– Justic¸a. Este crite´rio, tambe´m designado por crite´rio compensato´rio, esta´,
em parte, associado ao crite´rio anterior; no entanto, um elemento do grupo
em vez de ser confrontado com um item indesejado e´ confrontado com um
item sem grande interesse. Nestes casos, os outros itens recomendados devem
tentar compensar esse elemento do grupo que foi penalizado, para haver
alguma democratizac¸a˜o nas recomendac¸o˜es efetuadas.
– Manipulac¸a˜o. Este crite´rio e´ um pouco subjetivo e de dif´ıcil parametrizac¸a˜o
ou medic¸a˜o pois na˜o esta´ dependente do sistema de recomendac¸a˜o para gru-
pos mas sim da sinceridade dos va´rios elementos do grupo. Ele ocorre quando
um ou mais utilizadores do grupo tentam manipular o sistema no sentido de
forc¸ar uma recomendac¸a˜o. Este problema ocorre especialmente em sistemas
com recolha dos dados e prefereˆncias de forma expl´ıcita.
– Diferenciac¸a˜o de sub-grupos. Este crite´rio pode fazer sentido em alguns
sistemas de recomendac¸a˜o, dependendo do contexto. Dentro de um grupo de
utilizadores pode haver um sub-grupo com caracter´ısticas diferenciadores e
implicar que esses elementos minorita´rios tenham mais peso/prioridade que
os restantes elementos no mecanismo de recomendac¸a˜o. Um exemplo desse
sub-grupo e´, por exemplo, a existeˆncia de crianc¸as, idosos ou pessoas com
limitac¸o˜es.
Segundo [37] os sistemas de recomendac¸a˜o para grupos podem ser classifica-
dos de acordo com um conjunto de caracter´ısticas bina´rias:
– O grupo tem um papel ativo ou passivo consoante pode ou na˜o negociar as
recomendac¸o˜es obtidas. A maioria dos sistemas remete o grupo para o papel
passivo; no entanto, nos sistemas Travel Decision Forum [28] e CATS [40] a
recomendac¸a˜o e´ negociada iterativamente com o grupo antes de ser apresen-
tado o resultado final.
– O sistema recomenda um u´nico item ou uma lista ordenada de acordo
com o contexto onde vai ser aplicado.
– Prefereˆncias pre´-conhecidas ou desenvolvidas. Na maioria dos sistemas
as prefereˆncias dos utilizadores sa˜o conhecidas quando e´ executado o algo-
ritmo de recomendac¸a˜o, mas o sistema CATS [40] inicia com recomendac¸o˜es
muito gene´ricas e sem qualquer grau de personalizac¸a˜o e, apo´s va´rios passos
de sugesta˜o seguida da avaliac¸a˜o do utilizador, a recomendac¸a˜o comec¸a a
aproximar-se das prefereˆncias do utilizador.
– O sistema identifica ou disponibiliza os pro´prios itens. A maioria dos
sistemas faculta uma recomendac¸a˜o ou listagem, como no sistema PolyLens
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[47]. No entanto, alguns sistemas, como o MusicFX [42], devolvem direta-
mente o item recomendado, (neste caso concreto uma mu´sica que pode ser
imediatamente tocada).
Uma das premissas dos sistemas de recomendac¸a˜o para grupos e´ que necessi-
tam considerar as prefereˆncias individuais de cada membro do grupo para reali-
zar a recomendac¸a˜o. Esta questa˜o tornam estes sistemas mais dif´ıceis e comple-
xos que os sistemas tradicionais de recomendac¸a˜o. Os membros do grupo podem
ter prefereˆncias e gostos diferentes, ou ate´, entrar em conflito e tal informac¸a˜o
na˜o pode ser desprezada e tera´ de ser envolvida no processo de recomendac¸a˜o.
Nos sistemas de recomendac¸a˜o para grupos, a obtenc¸a˜o de dados para ali-
mentar o algoritmo segue essencialmente as mesmas abordagens dos sistemas in-
dividuais: podem seguir numa abordagem mais impl´ıcita, expl´ıcita, baseada em
filtragem de conteu´dos, de contexto, colaborativa ou demogra´fica. Neste ponto
acaba por na˜o haver uma grande distinc¸a˜o de sistemas de recomendac¸a˜o indivi-
dual ou de grupos.
Na obtenc¸a˜o da recomendac¸a˜o propriamente dita, os sistemas orientados a
grupos, tentam envolver de alguma forma a agregac¸a˜o e extrapolac¸a˜o das pre-
fereˆncias individuais dos va´rios elementos para a noc¸a˜o de prefereˆncia do grupo.
Existem treˆs abordagens principais:
– Agregac¸a˜o de recomendac¸o˜es individuais. E´ a forma mais simplista de
resolver este problema. Passa por ter uma agregac¸a˜o a` posteriori do algo-
ritmo de recomendac¸a˜o: e´ realizada uma recomendac¸a˜o individual para cada
elemento do grupo, sendo posteriormente utilizada uma transformac¸a˜o li-
near para uniformizar as diversas recomendac¸o˜es para gerar a recomendac¸a˜o
final. Esta abordagem e´ pouco utilizada por ser bastante simplista e pode
ser analisada em maior detalhe em [3,8].
– Agregac¸a˜o das prefereˆncias individuais. Esta abordagem utiliza meca-
nismos mais complexos que a abordagem anterior. Aqui, efetua-se a agregac¸a˜o
a` priori: estes sistemas tentam criar um pseudo super-utilizador com as pre-
fereˆncias de todos os elementos do grupo e aplicar enta˜o o algoritmo de
recomendac¸a˜o. Esta abordagem tem sido bastante utilizada e desenvolvida.
Alguns dos sistemas que utilizam esta abordagem temos o Intrigue [5], Poly-
lens [47], MusicFX [38] e o Pocket Restaurant Finder [52].
– Construc¸a˜o de modelo de prefereˆncias. esta abordagem utiliza todos
os dados poss´ıveis sobre as prefereˆncias e gostos dos utilizadores envolvi-
dos e com isso cria um modelo representativo. Posteriormente, esse modelo
e´ empregue na ana´lise dos itens a serem recomendados e consequentemente
selecionados. Esta abordagem para grupos e´ a mais pro´xima dos mecanismos
de aprendizagem automa´tica em que, fazendo um paralelismo, a aprendiza-
gem do modelo corersponde a` utilizac¸a˜o das prefereˆncias dos utilizadores e a
classificac¸a˜o equivale a` recomendac¸a˜o final para o grupo. Alguns dos sistemas
que utilizam esta abordagem sa˜o o Let’s Browser [32], IN-VEHICLE Mul-
timedia [70], YU’s Recommender[69], I-SPY’s [64], Travel Decision Forum
[28] e GroupCast [39].
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4 Conclusa˜o
Como conclusa˜o deste levantamento de conceitos e do estado da arte das aborda-
gens e metodologias dos sistemas de recomendac¸a˜o. Pode-se concluir que foram
aprofundados conhecimentos nessa a´rea e assim solidificadas as bases de partida
para o desenvolvimento de novas abordagens, especialmente na recomendac¸a˜o
para grupos. Durante este estudo e´ noto´rio que tem havido mais desenvolvimen-
tos nos sistemas de recomendac¸a˜o individuais, no entanto sendo o interesse os
sistemas destinados a grupos, os sistemas individuais na˜o podem ser despreza-
dos, pois as bases e te´cnicas de funcionamento sa˜o comuns. Como trabalho futuro
pretende-se criar novas abordagens experimentais na a´rea da recomendac¸a˜o para
grupos e efetuar comparac¸o˜es com as abordagens ja´ existentes.
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