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Abstract
Forecasting the evolution of complex systems is one of the grand challenges of mod-
ern data science. The fundamental difficulty lies in understanding the structure of
the observed stochastic process. In this paper, we show that every uniformly-positive-
definite-in-covariance and sufficiently short-range dependent non-stationary and non-
linear time series can be well approximated globally by an auto-regressive process of
slowly diverging order. When linear prediction with L2 loss is concerned, the latter
result facilitates a unified globally-optimal short-term forecasting theory for a wide
class of locally stationary time series asymptotically. A nonparametric sieve method is
proposed to globally and adaptively estimate the optimal forecasting coefficient func-
tions and the associated mean squared error of forecast. An adaptive stability test
is proposed to check whether the optimal forecasting coefficients are time-varying, a
frequently-encountered question for practitioners and researchers of time series. Fur-
thermore, partial auto-correlation functions (PACF) of general non-stationary time
series are studied and used as a visual tool to explore the linear dependence structure
of such series. We use extensive numerical simulations and two real data examples to
illustrate the usefulness of our results.
Keywords: Optimal prediction, auto-regressive approximation, non-stationary time series,
correlation stationarity test.
1 Introduction
It is of critical importance to understand the structure of time series in order to accurately
forecast the future. For a stationary process {zi}ni=1, Baxter established an important result
on its structure in Baxter (1962, 1963). Together with the deep representation theorems
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of stationary processes formed in, for instance, Wiener and Masani (1958) and Pourah-
madi (2001), Baxter’s inequality implies that {zi}ni=1 can be well approximated by an auto-
regressive (AR) process of slowly diverging order provided that {zi} is of short memory and
uniformly positive spectral density. Consequently, as long as linear prediction with min-
imum mean squared error (MSE) is concerned, Baxter’s inequality serves as a theoretical
foundation that guarantees the asymptotic optimality of forecasting a wide class of stationary
processes by AR models with slowly diverging order. Nowadays, as increasingly longer time
series are being collected in the modern information age, it has become more appropriate to
model many of those series as non-stationary processes whose data generating mechanisms
evolve over time. As a result there has been an increasing demand for a systematic optimal
forecasting theory for non-stationary processes. Nevertheless, it has been a difficult and open
problem to establish general structural representations such as those of Baxter in the non-
stationary domain. The main difficulty lies in the loss of Toeplitz structure for covariance
matrices of general non-stationary time series. As a consequence deep connections between
Toeplitz matrices and their spectral density functions (cf. e.g., Toeplitz (1911), Kac (1954),
Grenander and Szego¨ (2001)) which are crucial in the proof of structural representations of
stationary processes cannot be used directly in the non-stationary case.
The purpose of the paper is fourfold. Firstly, we establish a unified structural represen-
tation result that every short memory and uniformly-positive-definite-in-covariance (UPDC)
non-stationary time series {xi,n}ni=1 can be well approximated globally by a non-stationary
white-noise-driven AR process of slowly diverging order. Here the speed of the divergence
is determined by the strength of the temporal dependence. In the best scenario where the
temporal dependence is of exponential decay, the order is O(log n). Instead of resorting to
Toeplitz matrix and spectral density techniques, our proof of the result heavily depends on
random matrix theory which controls the proximity of non-stationary covariance matrices
and their banded truncations as well as modern spectral theory Demko et al. (1984) that
controls the decay rates of inverse of banded matrices. In the special case of locally sta-
tionary time series, that is, non-stationary time series whose data generating mechanisms
evolve smoothly over time, the UPDC condition is shown to be equivalent to uniform time-
frequency positiveness of the spectral density of {xi,n}ni=1 and the approximating AR process
is shown to have smoothly time-varying coefficients. In particular, when linear prediction
with L2 loss is concerned, our structural representation result implies that a wide class of
locally stationary time series can be asymptotically optimally predicted by an AR model
with slowly diverging order and smoothly changing coefficients in the short term.
Secondly, we propose a nonparametric sieve-based regression method to adaptively esti-
mate the time-varying optimal linear forecast coefficients and the associated MSE of forecast.
Specifically, we approximate every smooth coefficient function by a finite but diverging term
orthonormal basis expansion and perform one high-dimensional simple linear regression to
estimate all the coefficient functions which is computationally easy and stable to implement.
Contrary to most non-stationary time series forecasting methods in the literature where
only data near the end of the sequence are used to estimate the parameters of the forecast,
our nonparametric sieve regression is global in the sense that it utilizes all available time
series observations to determine the optimal forecast coefficients and hence is expected to
be more efficient. Indeed, by controlling the number of basis functions used in the regres-
sion, we demonstrate that the sieve method is adaptive in the sense that the estimation
2
accuracy achieves global minimax rate for nonparametric function estimation in the sense
of Stone (1982). Additionally, since the sieve regression uses all time series observations,
the estimated coefficient functions do not have inferior performances at the boundary of
the estimating interval when certain sieves such as the Fourier and wavelet expansions are
used. The latter property is an important advantage of the nonparametric sieve method
as the short term forecast is determined by the estimated regression coefficient at the right
boundary. On the contrary, local nonparametric methods such as the kernel regression face
relatively sparse data near the boundary and hence produce more volatile estimates in those
regions.
Our third purpose is to develop an adaptive stability test for the optimal forecast co-
efficients. Many practitioners tend to use classic ARMA models with constant coefficients
for time series prediction. Hence it is of great importance to check whether the optimal
forecast coefficient functions are time-varying in order to either justify or invalidate such
practice. To our knowledge, there exist no results on testing stability of the optimal forecast
coefficients for general classes of non-stationary time series in the literature. In this paper,
we develop an L2 nonparametric test for the constancy of the optimal forecast coefficients
based on their sieve estimators. The test is shown to be adaptive to the strength of the
time series dependence as well as the smoothness of the underlying data generating mech-
anism. The theoretical investigation of the test critically depends on a result on Gaussian
approximations to quadratic forms of high-dimensional non-stationary time series developed
in the current paper. In particular, uniform Gaussian approximations over high-dimensional
convex sets (Chen and Fang (2011) and Fang (2016)) as well as m-dependent approximations
to quadratic forms of non-stationary time series are important techniques used in the proofs.
On the other hand, we demonstrate that stability of the forecast coefficients is asymptoti-
cally equivalent to correlation stationarity of locally stationary time series. Here correlation
stationarity means that the correlation structure of the time series does not change over
time. As a result, our stability test can also be viewed as an adaptive test for correlation
stationarity. In the statistics literature, there is a recent surge of interest in testing co-
variance stationarity of a time series using techniques from the spectral domain. See, for
instance, Paparoditis (2010), Dwivedi and Rao (2011), Dette et al. (2011) and Nason (2013).
Observe that the time-varying marginal variance has to be estimated and removed from the
time series in order to apply those tests to checking correlation stationarity. However, it is
unknown whether the errors introduced in such estimation would influence the finite sample
and asymptotic behaviour of the tests. Furthermore, estimating the marginal variance in-
volves the difficult choice of a smoothing parameter. One major advantage of our test when
used as a test of correlation stationarity is that it is totally free from the marginal variance as
the latter quantity is absorbed into the errors of the high-dimensional linear regression and
hence is independent of the optimal forecast coefficients. Additionally, our test is expected
to be more powerful than the aforementioned tests of covariance stationarity as the latter
tests are generally not adaptive to the strength of time series dependence or the smoothness
of the data generating mechanism. We refer the readers to Section 6 for a related simulation
study. Finally, we mention that Dette et al. (2019) studied change point tests for correlations
of non-stationary time series. However, their test can only be applied to a fixed number of
lags and cannot be used as a test for overall correlation stationarity of time series.
Finally, we study the partial auto-correlation function (PACF) for general non-stationary
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time series and use it as a visual tool to study non-stationary time series dependence structure
and preliminarily determine an appropriate order of the AR approximation for the optimal
forecast. The PACF is a commonly used tool to study the pattern of temporal dependence
and determine the order of an AR model in stationary time series analysis (cf. e.g. Brockwell
and Davis (2002)). However, to our knowledge there exists no work in the literature conduct-
ing statistical inference of PACF under non-stationarity. For a general non-stationary time
series, we investigate the PACF as a two-dimensional function of time and lag and develop
its uniform decay rate which is determined by the magnitude of the time series dependence
measure. In the special case of locally stationary time series, a sieve method is proposed
to estimate the smoothly time-varying PACF which is shown to be adaptive and uniformly
consistent. For a groups of lags, an L2 test is developed to check whether the PACF at
those lags are uniformly zero across time. Consequently, one can visually investigate the
pattern of time series dependence not only across lag but also over time from the estimated
PACF plot. Together with the p-values of the L2 tests, one is able to identity when the
time series dependence disappears from the PACF plot and hence preliminarily determine
an appropriate order of the AR model for the optimal forecast.
In the statistics literature, there have been some scattered works discussing non-stationary
time series prediction. Among others, Fryzlewicz et al. (2003) considered forecasting locally
stationary time series by their wavelet process representations and established a wavelet-
based prediction equation which is derived from the corresponding Yule-Walker equation;
Roueff and Sanchez-Perez (2018) used time-varying AR models of a fixed order to forecast
a locally stationary time series; Kley et al. (2016) investigated finite-sample forecasting per-
formances of locally stationary time series using Yule-Walker estimators of both fixed and
time-varying parameters. In all the above mentioned works, the optimality of the truncated
or clipped AR approximation was not discussed and the non-stationary auto-covariance func-
tions was estimated by simple kernel methods which were not adaptive to the smoothness of
the latter functions. On the other hand, Das and Politis (2017) considered optimal model-
based and model-free predictions of two special classes of locally stationary time series;
that is, locally stationary time series which are correlation stationary and locally stationary
processes that can be marginally transformed into stationary Gaussian processes.
At last, we would like to mention that Baxter’s inequality has been extended in many
different ways and the application of it goes way beyond optimal forecasting. See, for in-
stance, Cheng and Pourahmadi (1993) for an extension to multivariate processes, Meyer
et al. (2015) for an extension to triangular arrays, and Inoue et al. (2018) for an extension to
long memory processes. On the application side, among others, Baxter’s inequality is a key
component for the theoretical investigation of the sieve bootstrap (Kreiss (1988) and Kreiss
et al. (2011)).
This paper is organized as follows. In Section 2, we introduce AR approximation results
for general non-stationary time series. The time-varying PACF is also properly defined in
this section. In Section 3, we study AR approximation of locally stationary time series. In
Section 4, asymptotically globally optimal forecast of locally stationary time series using the
AR approximation is studied and the nonparametric sieve method is proposed to estimate the
best forecast coefficient functions and the associated MSE of forecast. In Section 5, we test
the stability of the best linear forecast using L2 statistics of the estimated forecast coefficient
functions. A robust bootstrapping procedure is proposed for practical implementation. In
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Section 6, we use extensive Monte Carlo simulations to verify the accuracy of our prediction
and test. In Section 7, we conduct analysis on two real datasets using our proposed methods.
Technical proofs are deferred to an online supplementary material.
2 AR approximations and PACF for general non-stationary
time series
In this section, we establish a general AR approximation theory for non-stationary time
series. A study of the PACF of such series will also be conducted. We start with introducing
some notation. For a matrix Y or vector y, we use Y ∗ and y∗ to stand for their transposes.
For a sequence of random variables {xn} and real values {an}, we use the notation xn =
OP(an) to state that xn/an is stochastically bounded. Similarly, we use the notation xn =
oP(an) to say that xn/an converges to 0 in probability. In this paper, unless otherwise
specified, for a sequence of random variables {xi,n}, we use the notation xi,n = OP(an)
to state that xi,n/an is stochastically bounded uniformly in the index i. For general non-
stationary time series {xi,n}, we assume that it has the following form
xi,n = Gi,n(Fi), i = 1, 2, · · · , n, (2.1)
where Fi := (· · · , ηi−1, ηi) and ηi, i ∈ Z are i.i.d. random variables and the sequence of
functions Gi,n : R∞ × R∞ → R are measurable functions such that for all 1 ≤ i0 ≤ n,
Gi0,n(Fi) is a properly defined random variable. The above representation is very general
since any non-stationary time series can be represented in the form of (2.1) via the Rosenblatt
transform (Rosenblatt, 1952). Till the end of the paper, we omit the subscript n and simply
write xi ≡ xi,n without causing any confusion.
Next we introduce the physical dependence measure defined in Wu (2005); Zhou (2013b);
Zhou and Wu (2010) to quantify the temporal dependence of {xi} defined in (2.1).
Definition 2.1. Let {η′i} be an i.i.d. copy of {ηi}. Assuming that for some q > 2,
||xi||q <∞. (2.2)
Then for j ≥ 0, we define the physical dependence measure of {xi} by
δg(j, q) := max
k
max
i
||Gi,k(F0)−Gi,k(F0,j)||q, (2.3)
where F0,j := (F−j−1, η′−j, η−j+1, · · · , η0).
In this paper, we focus on time series with short-range temporal dependence. Specifically,
we impose the following assumption on the physical dependence measure δg(·, ·).
Assumption 2.2. There exists a constant τ > 5 + $, where $ > 0 is some fixed small
constant, such that for some constant C > 0, we have
δg(j, q) ≤ Cj−τ , j ≥ 1. (2.4)
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The above assumption guarantees that the temporal dependence of {xi} decays poly-
nomially fast. Additionally, in order to avoid erratic behaviour of the best linear forecast
operators, the smallest eigenvalue of the time series covaraince matrix should be bounded
away from zero. For stationary time series, this is equivalent to the uniform positiveness of
the spectral density function widely used in Baxter (1962, 1963) et al. Further note that the
latter assumption is mild and frequently used in the statistics literature of covariance and
precision matrix estimation; see, for instance, Cai et al. (2016); Chen et al. (2013); Yuan
(2010) and the references therein. In this paper we shall call this uniformly-positive-definite-
in-covariance (UPDC) condition and we formally summarize it as follows.
Assumption 2.3 (UPDC). For all n ∈ N, there exists a universal constant κ > 0 such that
λn(Cov(x1, · · · , xn)) ≥ κ, (2.5)
where λn(·) is the smallest eigenvalue of the given matrix and Cov(·) is the covariance matrix
of the given vector.
We then provide a simple sufficient condition for UPDC. Denote the covariance matrix
of {xi}ni=1 as Σx,n = (σij,n)ni,j=1. For k ∈ N and k < n, we denote the banded truncation of
Σx,n by Σx,k = (σij,k)
n
i,j=1 such that
σij,k =
{
σij,n |i− j| ≤ k;
0 Otherwise.
Lemma 2.4. Suppose that for all n ∈ N, there exists an 0 ≤ n0 ≤ n such that for some
universal constant ς > 0, we have
λn(Σx,n0) ≥ ς. (2.6)
Moreover, assume that for some positive constant δ ≡ δ(n) such that δ < ς/2
max
i
∣∣∣∣∣
n∑
j=n0+1
σij,n
∣∣∣∣∣ < δ. (2.7)
Then the UPDC condition holds.
2.1 AR approximation for general non-stationary time series
Throughout the paper, unless otherwise specified, we always assume that
b = O(n(1+)/τ ), (2.8)
where 0 <  ≤ $/10 is an arbitrarily small and fixed constant. Here $ is defined in
Assumption 2.2. In this section, we show that under Assumptions 2.2 and 2.3, xi can be
well approximated by an AR(b) process.
For i > b, denote x̂i as the best linear prediction based on its predecessors x1, · · · , xi−1,
i.e.,
x̂i = φi0 +
i−1∑
j=1
φijxi−j, i = b+ 1, · · · , n.
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Denote i := xi − x̂i. Then
xi = φi0 +
i−1∑
j=1
φijxi−j + i, i = b+ 1, · · · , n. (2.9)
The theorem below provides a control for φij. It extends Baxter’s inequality to the non-
stationary domain and is an important consequence of Assumptions 2.2 and 2.3 . It states
that the magnitude of φij is negligible when j ≥ b uniformly for i > j and the best linear
forecast coefficients of xi based on i− 1 and b predecessors are close uniformly in i.
Theorem 2.5. For xi defined in (2.1), suppose Assumptions 2.2 and 2.3 hold true. For any
fixed small constant  > 0 defined in (2.8) and κ defined in (2.5), there exists some constant
C > 0, such that for n satisfying n ≥ ( 2
κ
)C(1+)/(τ−1) and n − n(1+/2)/(1+) ≥ C,we have for
j < i,
|φij| ≤ Cj−(τ−1)/(1+), j ≥ 1. (2.10)
Moreover, denote by {φbij} the best linear forecast coefficients of xi based on xi−1, · · · , xi−b
satisfying
xi = φ
b
i0 +
b∑
j=1
φbijxi−j + 
b
i , i > b.
Then we have that
max
1≤j≤b
|φij − φbij| ≤ Cn−1+(3+2)/τ , |φi0 − φbi0| ≤ Cn−1+(3.5+2.5)/τ . (2.11)
An important consequence of Theorem 2.5 is that, under the short-range dependence and
UPDC assumptions, any non-stationary time series can be efficiently approximated by an
AR process of slowly diverging order. And the order of such approximation is adaptive to
the temporal decay rate of the time series dependence. Formally, we summarize the above
statements in the following proposition and theorem.
Proposition 2.6. Suppose Assumptions 2.2 and 2.3 hold true. Then we have
xi = φi0 +
min{b,i−1}∑
j=1
φijxi−j + i +OP(n−1+(2+)/τ ). (2.12)
Observe that {i} is a time-varying white noise process, i.e.,
Ei = 0 ,Cov(i, j) = 1(i = j)σ2i .
Furthermore, denote the process {x∗i } by
x∗i =
{
xi, i ≤ b;
φi0 +
∑b
j=1 φijx
∗
i−j + i, i > b.
(2.13)
By definition, {x∗i }i≥1 is an AR(b) process.
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Theorem 2.7. Suppose Assumptions 2.2 and 2.3 hold true. Then we have that
max
1≤i≤n
|xi − x∗i | = OP(n−1+(2+)/τ ). (2.14)
Remark 2.8. In this paper, our discussions are carried out under Assumption 2.2. Our results
can be easily extended to the case when the temporal dependence is of exponential decay;
i.e.
δg(j, q) ≤ Caj, 0 < a < 1. (2.15)
In this case, we can choose b = O(log n) and Theorem 2.5 can be updated to
|φij| ≤ C max{n−2, aj/2}, j > 1, C > 0 is some constant,
and the bounds in equations (2.11), (2.12) and (2.14) can be changed to log n/n.
2.2 PACF for general non-stationary time series
The PACF is a commonly used tool for dependence monitoring and model identification in
time series analysis. In particular, it is well known that the PACF is useful in identifying the
order of an AR model for stationary processes. The techniques developed for AR approx-
imation in the last subsection can be easily employed to study the behaviour of PACF for
general non-stationary time series. In the following, we shall explore this aspect in detail.
Consider the non-stationary time series (2.1), denote the j-th order best linear forecast
of xi as
x̂i,j = φi0,j +
j∑
k=1
φik,jxi−k, j ≤ i− 1.
Let i,j = xi − x̂i,j and write
xi = φi0,j +
j∑
k=1
φik,jxi−k + i,j, 1 ≤ j ≤ i− 1. (2.16)
We next introduce the definition of j-th order PACF for non-stationary time series, which
is a natural extension for the corresponding definition of stationary process.
Definition 2.9. For the non-stationary time series (2.1), the j-th order PACF at time i is
defined as
ρi,j = φij,j, 1 ≤ j ≤ i− 1.
Under Assumptions 2.2 and 2.3, similar to Theorem 2.5, we are able to establish the
uniform speed of decay for the PACF. This is formally summarized as the following lemma.
Lemma 2.10. Under Assumptions 2.2 and 2.3, for some constant C > 0, we have that
|ρi,j| ≤ Cj−(τ−1)/(1+), 1 ≤ j ≤ i− 1.
We remark that when the physical dependence measure is of exponential decay, we can
derive similar results as in Remark 2.8.
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3 AR approximation for locally stationary time series
We now focus our study on an important subclass of (2.1), the locally stationary time series.
This class of non-stationary time series is characterized by the fact that the underlying data
generating mechanism evolves smoothly over time.
3.1 Locally stationary time series
Following Zhou and Wu (2009, 2010), we say that xi is a locally stationary time series if
xi = G(
i
n
,Fi), (3.1)
where G : [0, 1]×R∞ → R is a measurable function such that ξi(t) := G(t,Fi) is a properly
defined random variable for all t ∈ [0, 1]. In (3.1), by allowing the data generating mechanism
G depending on the time index t in such a way that G(t,Fi) changes smoothly with respect to
t, one has local stationarity in the sense that the subsequence {xi, ..., xi+j−1} is approximately
stationary if its length j is sufficiently small compared to n. For locally stationary time series
xi, define the physical dependence measures
δ(j, q) := sup
t∈[0,1]
||G(t,F0)−G(t,F0,j)||q . (3.2)
The following assumption guarantees that the data generating mechanism changes smoothly
over time and thus the time series can be locally approximated by a stationary one.
Assumption 3.1. G(·, ·) defined in (3.1) satisfies the property of stochastic Lipschitz con-
tinuity, i.e., for some q > 2 and C > 0,
||G(t1,Fi)−G(t2,Fi)||q ≤ C|t1 − t2|, (3.3)
where t1, t2 ∈ [0, 1]. Furthermore,
sup
t
max
i
||G(t,Fi)||q <∞. (3.4)
The following assumptions 3.2 and 3.3 states that the mean and covariance functions of
xi are d-times continuous differentiable for some positive integer d.
Assumption 3.2. For some given integer d > 0, we assume that there exists a smooth func-
tion µ(·) ∈ Cd([0, 1]), where Cd([0, 1]) is the function space on [0, 1] of continuous functions
that have continuous first d derivatives, such that
E G(t,F0) = µ(t).
For each fixed t ∈ [0, 1], we denote the covariance function of the locally stationary time
series {xi} as
γ(t, j) = Cov(G(t,F0), G(t,Fj)). (3.5)
The assumptions (3.3) and (3.4) ensure that γ(t, j) is Lipschiz continuous in t. Next, we
impose the following mild assumption on the smoothness of γ(t, j).
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Assumption 3.3. There exists some integer d > 0, such that γ(t, j) ∈ Cd([0, 1]) for any
j ≥ 0.
Armed with Assumptions 2.2, 2.3, 3.1 and 3.3, we can conclude that the covariance
function γ(t, j) decays polynomially fast uniformly in t (c.f. Lemma S.2.7). Before concluding
this section, we provide an insight on how to check UPDC condition for locally stationary
time series. For stationary time series, Herglotz’s theorem asserts that UPDC holds if the
spectral density function is bounded from below by a constant (see (Brockwell and Davis,
1987, Section 4.3) for more details). Our next proposition extends such results to locally
stationary time series with short-range dependence.
Proposition 3.4. If {xi} is locally stationary time series satisfying Assumptions 2.2, 3.1
and 3.3, and there exists some constant κ > 0 such that f(t, ω) ≥ κ for all t and ω, where
f(t, ω) =
∞∑
j=−∞
γ(t, j)e−ijω, i =
√−1, (3.6)
then {xi} satisfies UPDC. Conversely, if {xi} satisfies Assumptions 2.2, 2.3, 3.1 and 3.3,
then there exists some constant κ > 0, such that f(t, ω) ≥ κ for all t and ω.
We shall call f(t, w) the instantaneous spectral density function. Proposition 3.4 implies
that the verification of UPDC reduces to showing that the instantaneous spectral density
function is uniformly bounded from below by a constant, which can be easily checked for
many non-stationary processes. Finally, we list the following example satisfying Assumptions
2.2, 3.1 and 3.3 and the UPDC condition using Proposition 3.4.
Example 3.5 (Non-stationary linear process). Let {i} be zero-mean i.i.d. random variables
with variance σ2. We also assume aj(·), j = 0, 1, · · · be Cd([0, 1]) functions such that
G(t,Fi) =
∞∑
k=0
ak(t)i−k. (3.7)
It is easy to see that Assumptions 2.2, 3.1 and 3.3 will be satisfied if
sup
t∈[0,1]
|aj(t)| ≤ Cj−τ , j ≥ 1;
∞∑
j=0
sup
t∈[0,1]
|a′j(t)| <∞,
and
sup
t∈[0,1]
|a(d)j (t)| ≤ Cj−τ , j ≥ 1.
Further, we note that the instantaneous spectral density function of G(t,Fi) can be written
as f(t, w) = σ2|ψ(t, e−ijω)|2, where ψ(·, ·) is defined such that G(t,Fi) = ψ(t, B)i with B
being the backshift operator. By Proposition 3.4, the UPDC is satisfied if σ2|ψ(t, e−ijω)|2 ≥ κ
for all t and ω, where κ > 0 is some universal constant.
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3.2 Smooth AR approximation for locally stationary time series
In this subsection, we focus our discussion on locally stationary time series (3.1) satisfying
Assumptions 2.2, 2.3, 3.1, 3.2 and 3.3. We will show that there exists a smooth function
φj(i/n) which approximates φij when i > b. Specifically, denote φ˜
b( i
n
) := (φ1(
i
n
), · · · , φb( in))∗
via φ˜b( i
n
) = (Γ˜bi)
−1γ˜bi , where Γ˜
b
i and γ˜
b
i are defined as
Γ˜bi = Cov(x˜i−1, x˜i−1), γ˜i = Cov(x˜i−1, x˜i),
with x˜i−1,k = G( in ,Fi−k), k = 1, 2, · · · , b, and x˜i−1,k is the k-th entry of x˜i−1. Moreover, we
denote the time-varying function φ0(t) by
φ0(
i
n
) = µ(
i
n
)−
b∑
j=1
φj(
i
n
)µ(
i
n
).
The statistical properties of the coefficients are summarized in the following theorem.
Theorem 3.6. Consider the locally stationary time series (3.1). Suppose Assumptions 2.2,
2.3, 3.1, 3.2 and 3.3 hold true. Then we have that φj(t) ∈ Cd([0, 1]), 0 ≤ j ≤ b. Furthermore,
there exists some constant C > 0, such that for all 1 ≤ j ≤ b, we have
sup
i>b
∣∣∣∣φij − φj( in)
∣∣∣∣ ≤ Cn−1+3(1+)/(2τ), sup
i>b
∣∣∣∣φi0 − φ0( in)
∣∣∣∣ ≤ Cn−1+5(1+)/(2τ).
Armed with Theorem 3.6, we find that
xi = φ0(
i
n
) +
b∑
j=1
φj(
i
n
)xi−j + i +OP(n−1+5(1+)/(2τ)). (3.8)
Moreover, results similar to Theorem 2.7 can be proved, which is summarized in the following
corollary. Denote
x∗∗i =
{
xi, i ≤ b;
φ0(
i
n
) +
∑b
j=1 φj(
i
n
)x∗∗i−j + i, i > b.
Corollary 3.7. Suppose that the assumptions of Theorem 3.6 hold. Then we have
max
1≤i≤n
|xi − x∗∗i | = OP(n−1+5(1+)/(2τ)).
Next, when i > b, we show that there exists a smooth function of time ρj(t), such that
for each lag j, the PACF ρi,j can be well approximated by ρj(i/n) := φj,j(i/n). Denote
φ˜j(
i
n
) = Ω˜i,jγ˜i,j, φ˜j(
i
n
) =
(
φ1,j(
i
n
), · · · , φj,j( i
n
)
)∗
, (3.9)
where Ω˜i,j = [Cov(x˜
j
i , x˜
j
i )]
−1 and γ˜i,j = Cov(x˜
j
i , x˜i), where x˜
j
i := (x˜i−1, · · · , x˜i−j)∗ with
x˜i−r = G( in ,Fi−r). Denote ρj( in) = φj,j( in), i > b. We summarize the properties of ρj(t) in
the lemma below. An example of PACF plot can be found in Figure 1.
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Figure 1: Sample PACF plots for the first 10 lags for Model 3 defined in Section 6.1. It can be seen
that the lag one sample PACF is much larger than the other lags at any time.
Lemma 3.8. Under Assumptions 2.2, 2.3, 3.1 and 3.3, for i > b and j < i, we have
ρj(t) ∈ Cd([0, 1]). Moreover, for some constant C > 0, we have
sup
i>b
∣∣∣∣ρj( in)− ρi,j
∣∣∣∣ ≤ Cn−1+3(1+)/(2τ).
Finally, we can get similar results as in Remark 2.8 when the physical dependence measure
is of exponential decay.
4 Globally optimal and adaptive forecasting for locally
stationary time series
In this section, we consider short-term forecasting of locally stationary time series by es-
timating the smooth forecasting coefficients using sieve expansion. We first introduce the
notation of asymptotically optimal predictor.
Definition 4.1. A linear predictor z˜ of a random variable z based on x1, · · · , xn is called
asymptotically optimal if
E(z − z˜)2 ≤ σ2n + o(1/n), (4.1)
where σ2n is the mean squared error (MSE) of the best linear predictor of z based on x1, · · · , xn.
The rationale for such definition is that, in practice, the MSE of forecast can only be
estimated with a smallest possible error of O(1/n) when time series length is n. It is well-
known that the parametric rate for estimating the coefficients of a time series model is
Op(n
−1/2). When one uses the estimated coefficients to forecast the future, the corresponding
influence on the MSE of forecast is O(1/n) (at best). Therefore, if a linear predictor achieves
an MSE of forecast within o(1/n) range of the optimal one, it is practically indistinguishable
from the optimal predictor asymptotically.
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4.1 Asymptotically optimal short-term forecast for locally station-
ary time series
In this subsection, we shall focus on the discussion of one-step ahead prediction. The general
case will be discussed briefly due to similarity. In order to make the forecasting feasible, we
assume that the smooth data generating mechanism extends to time n + 1. That is, we
assume xn+1 = G((n + 1)/n,Fn+1). Naturally, we propose the following estimate for xˆn+1,
the best linear predictor of xn+1 based on all its predecessors x1, · · · , xn,
x̂bn+1 = φ0(1) +
b∑
j=1
φj(1)xn+1−j, n > b. (4.2)
The next theorem shows that x̂bn+1 is an asymptotic optimal predictor satisfying (4.1) in
Definition 4.1.
Theorem 4.2. Suppose Assumptions 2.2, 2.3, 3.1, 3.2 and 3.3 hold true. Then there exists
some constant C > 0, such that for sufficiently large n,
E(xn+1 − x̂bn+1)2 ≤ E(xn+1 − x̂n+1)2 + Cn−2+5(1+)/τ , (4.3)
Theorem 4.2 states that the estimator (4.2) is an asymptotic optimal one-step ahead
forecast since τ > 5 +$ and 0 <  ≤ $/10.
Remark 4.3. In the present paper, we focus on one-step ahead prediction. However, our
results can be easily extended to h-step ahead prediction for h ≤ h0, where h0 ∈ N is a
fixed constant. We briefly discuss such extension. For general non-stationary time series, we
denote by x̂i,h the h-step ahead best linear prediction of xi, i.e.
x̂i,h = φi0,h +
i−1∑
j=h
φij,hxi−j, i ≥ b+ h. (4.4)
For locally stationary time series, under Assumptions 2.2, 2.3, 3.1 and 3.3, it is easy to
see that Theorem 3.6 holds true when we replace φij, φj(·) with φij,h, φj,h(·). Further, (3.8)
holds true with φ˜b(i/n) replaced with
φ˜bh(i/n) := (φ1,h(i/n), · · · , φb,h(i/n)) = Ω˜bi,hγ˜bi,h,
where
Ω˜bi,h = [Cov(x˜i,h, x˜i,h)]
−1, γ˜i,h = Cov(x˜i,h, x˜i), x˜i,h = (xi−h, · · · , xi−h−b+1) ∈ Rb.
For the h-step ahead prediction, we use
x̂bn+h = φ0,h(1) +
b∑
j=h
φj,h(1)xn+1−j, n ≥ b+ h. (4.5)
Finally, Theorem 4.2 holds true when we place xn+1, x̂
b
n+1 with xn+h, x̂
b
n+h.
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4.2 Sieve estimation of AR coefficients and MSE of forecast
In this section, we propose a global and adaptive nonparametric sieve method to estimate the
coefficient functions φj(·) j = 0, · · · , b and the associated MSE of forecast. Specifically, since
φj(t) ∈ Cd([0, 1]), we employ the sieve method to approximate it via a finite and diverging
term basis expansion. By (Chen, 2007, Section 2.3), we have that
φj(
i
n
) =
c∑
k=1
ajkαk(
i
n
) +O(c−d), 0 ≤ j ≤ b, i > b, (4.6)
where {αk(t)} are some pre-chosen basis functions on [0, 1] and c is the number of basis
functions which is of the order
c = O(nα1), 0 < α1 < 1 is some given constant whose value is determined by d. (4.7)
In light of (4.6), we need to estimate ajk. For i > b, by (3.8), write
xi =
b∑
j=0
c∑
k=1
ajkzkj + i +OP(n
−1+5(1+)/(2τ) + bc−d), (4.8)
where zkj ≡ zkj(i/n) := αk(i/n)xi−j for j ≥ 1 and zk0 = αk(i/n). By (4.8), we estimate
all the a′jks using one ordinary least squares (OLS) regression with diverging number of
predictors. In particular, we write all ajk, j = 0, 1, 2 · · · , b, k = 1, 2, · · · , c as a vector
β ∈ R(b+1)c, then the OLS estimator for β can be written as β̂ = (Y ∗Y )−1Y ∗x, where
x = (xb+1, · · · , xn)∗ ∈ Rn−b and Y is the design matrix. After estimating a′jks, φj(i/n) is
estimated using (4.6). Specifically,
φ̂j(
i
n
) = β̂∗Bj(
i
n
), (4.9)
where Bj(i/n) := Bj,b(i/n) ∈ R(b+1)c has (b + 1) blocks and the j-th block is B( in), j =
0, 1, 2, · · · , b, and zeros otherwise. Next, we provide an example to list some commonly used
basis functions. We also refer to (Chen, 2007, Section 2.3) for a more detailed discussion.
Example 4.4. (1). Normalized Fourier basis. For x ∈ [0, 1], consider the following trigono-
metric polynomials {
1,
√
2 cos(2kpix),
√
2 sin(2kpix), · · ·
}
, k ∈ N.
We note that the classical trigonometric basis function is well suited for approximating peri-
odic functions on [0, 1].
(2). Normalized Legendre polynomials Bell (2004). The Legendre polynomial of degree n
can be obtained using Rodrigue’s formula
Pn(x) =
1
2nn!
dn
dxn
(x2 − 1)n, −1 ≤ x ≤ 1.
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In this paper, we use the normalized Legendre polynomial
P ∗n(x) =
{
1, n = 0;√
2n+1
2
Pn(2x− 1), , n > 0.
The coefficients of the Legendre polynomials can be obtained using the R package mpoly and
hence they are easy to implement in R.
(3). Daubechies orthogonal wavelet Daubechies (1988, 1992). For N ∈ N, a Daubechies
(mother) wavelet of class D −N is a function ψ ∈ L2(R) defined by
ψ(x) :=
√
2
2N−1∑
k=1
(−1)kh2N−1−kϕ(2x− k),
where h0, h1, · · · , h2N−1 ∈ R are the constant (high pass) filter coefficients satisfying the
conditions
∑N−1
k=0 h2k =
1√
2
=
∑N−1
k=0 h2k+1, as well as, for l = 0, 1, · · · , N − 1
2N−1+2l∑
k=2l
hkhk−2l =
{
1, l = 0,
0, l 6= 0.
And ϕ(x) is the scaling (father) wavelet function is supported on [0, 2N −1) and satisfies the
recursion equation ϕ(x) =
√
2
∑2N−1
k=0 hkϕ(2x−k), as well as the normalization
∫
R ϕ(x)dx = 1
and
∫
R ϕ(2x − k)ϕ(2x − l)dx = 0, k 6= l. Note that the filter coefficients can be efficiently
computed as listed in Daubechies (1992). The order N , on the one hand, decides the support
of our wavelet; on the other hand, provides the regularity condition in the sense that∫
R
xjψ(x)dx = 0, j = 0, · · · , N, where N ≥ d.
We will employ Daubechies wavelet with a sufficiently high order when forecasting in our
simulations and data analysis. The basis functions can be either generated using the library
PyWavelets in Python 1 or the wavefun in the Wavelet Toolbox of Matlab. In the present
paper, to construct a sequence of orthogonal wavelet, we will follow the dyadic construction of
Daubechies (1988). For a given Jn and J0, we will consider the following periodized wavelets
on [0, 1]{
ϕJ0k(x), 0 ≤ k ≤ 2J0 − 1;ψjk(x), J0 ≤ j ≤ Jn − 1, 0 ≤ k ≤ 2j − 1
}
, where (4.10)
ϕJ0k(x) = 2
J0/2
∑
l∈Z
ϕ(2J0x+ 2J0l − k), ψjk(x) = 2j/2
∑
l∈Z
ψ(2jx+ 2jl − k),
or, equivalently Meyer (1990) {
ϕJnk(x), 0 ≤ k ≤ 2Jn−1
}
. (4.11)
1For visualization for the families of Daubechies wavelet functions, we refer to http://wavelets.
pybytes.com, where the library PyWavelets is also introduced there.
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In light of (4.9), with the estimates φ̂j(·), j = 0, 1, 2, · · · , b, we forecast xn+1 using
x̂bn+1 = φ̂0(1) +
b∑
j=1
φ̂j(1)xn+1−j.
Next, we shall discuss the estimation of the MSE of forecast, i.e., the variance of {n+1}.
Denote the series of estimated forecast error {̂bi} by ̂bi := xi −
∑b
j=1 φ̂j(i/n)xi−j. Let the
variance of {i} be {σ2i }. Similar to (Ding and Zhou, 2019, Lemma 3.11), we find that there
exists a smooth function ϕ(·) ∈ Cd([0, 1]) such that for some constant C > 0,
sup
i>b
|σ2i − ϕ(
i
n
)| ≤ Cn−1+5(1+)/(2τ). (4.12)
Therefore, we shall use sieve expansion to estimate the smooth function ϕ(·). Similar to
(4.6), we have
ϕ(
i
n
) =
c∑
k=1
bkαk(
i
n
) +O(c−d).
Furthermore, by equation (3.14) of Ding and Zhou (2019), write
(̂bi)
2 =
c∑
k=1
bkαk(
i
n
) + νi +OP
(
n(1+)/τ (ζc
log n√
n
+ n−dα1)
)
, i ≥ b,
where {νi} is a centred sequence of locally stationary time series satisfying Assumptions 2.2,
2.3, 3.1, 3.2 and 3.3. Consequently, we can use an OLS with (̂bi)
2 being the response and
αk(
i
n
), k = 1, · · · , c being the explanatory variables to estimate bk, which are denoted as
b̂k, k = 1, 2, · · · , c. Finally, we estimate
ϕ̂(i/n) =
c∑
k=1
b̂kαk(i/n).
We are now ready to state the asymptotic behaviour of the estimated coefficients and
MSE of (4.2). Denote ζc = supi ||B(i/n)||. Recall (4.7). Note that for the commonly used
sieve basis functions, we have ζc = O(n
α∗1), where α∗1 =
1
2
α1 for the Fourier basis and
orthogonal wavelet, and α∗1 = α1 for Legendre polynomial.
Theorem 4.5. Suppose Assumptions 2.2, 2.3, 3.1, 3.3 and S.1.1 hold true. Then we have
sup
i>b,0≤j≤b
∣∣∣∣φj( in)− φ̂j( in)
∣∣∣∣ = OP
(
ζc
√
log n
n
+ n−dα1
)
.
Furthermore, by using the Fourier basis or orthogonal wavelets, if c = O((n/(log n))1/(2d+1)),
we have
sup
i>b,0≤j≤b
∣∣∣∣φj( in)− φ̂j( in)
∣∣∣∣ = OP ((n/(log n))−d/(2d+1)) . (4.13)
Specifically, when i = n, we obtain the uniform convergence rate for the coefficients of (4.2),
Moreover, for the MSE of forecast, we have∣∣σ2n+1 − ϕ̂(1)∣∣ = OP(n(1+)/τ (ζc log n√n + n−dα1) + n−1+5(1+)/(2τ)).
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The rate in (4.13) achieves globally minimax rate for nonparametric function estimation
in the sense of Stone (1982).
4.3 Sieve estimation of the PACF of locally stationary time series
In this section, we discuss the estimation of the PACF for locally stationary time series using
the method of sieves. By a discussion similar to (4.6), we have that
ρj(
i
n
) =
c∑
k=1
djkαk(
i
n
) +O(c−d), i > b. (4.14)
Therefore, similar to (4.8), we can write
xi =
j∑
s=0
c∑
k=1
dskzks + i,j +OP(n
−1+5(1+)/(2τ) + jc−d), i > b,
where i,j is defined in (2.16), zks(i/n) = αk(i/n)xi−s for j ≥ 1 and zk0 = αk(i/n). Let
Yj be the (n − b) × (j + 1)c rectangular matrix whose i-th row is xi,j ⊗ B(l/n), where
xi,j = (1, xi−1, · · · , xi−j) ∈ Rj+1, B(i/n) = (α1(i/n), · · · , αc(i/n)) ∈ Rc. We put all the
d′sks, s = 0, 1, · · · , j, k = 1, 2, · · · , c into a vector dj ∈ R(j+1)c. The OLS estimator for dj can
be written as d̂j = (Y
∗
j Yj)
−1Y ∗j x, where x = (xb+1, · · · , xn)∗ ∈ Rn−b.
Denote the sieve estimator of PACF as
ρ̂j(
i
n
) =
c∑
k=1
d̂jkαk(
i
n
).
We have the following results.
Theorem 4.6. Suppose Assumptions 2.2, 2.3, 3.1, 3.2, 3.3 and S.1.1 hold true. Then we
have
sup
i>b,j≤b
∣∣∣∣ρj( in)− ρ̂j( in)
∣∣∣∣ = OP
(
ζc
√
log n
n
+ n−dα1
)
.
Furthermore, by using the Fourier basis and orthogonal wavelets, if c = O((n/(log n))1/(2d+1)),
we have
sup
i>b,j≤b
∣∣∣∣ρj( in)− ρ̂j( in)
∣∣∣∣ = OP ((n/(log n))−d/(2d+1)) .
5 Test of stability for locally stationary time series pre-
diction
As we mentioned in the introduction, it is of great practical importance to check whether
the optimal forecasting coefficients are indeed time-varying. In this section, we propose a
test of stability for the best linear prediction based on the estimated AR coefficients from
Section 4.2.
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As φ0(·) is related to the trend of the time series and in some real applications the trend
is removed before performing forecasting, we shall first test the stability of φj(·), 1 ≤ j ≤ b.
Furthermore, as we observe from Theorem 5.1 below, test of stability for φj(·), 1 ≤ j ≤ b is
asymptotically equivalent to testing correlation stationarity of xi which may be of separate
interest. Formally, the null hypothesis we would like to test is
H0 : φj(·) is a constant function on [0, 1], j = 1, 2, · · · , b. (5.1)
Before providing the test statistic for H0, we shall first investigate the interesting insight
that H0 is asymptotically equivalent to testing whether {xi}ni=1 is correlation stationary, i.e.,
there exists some function % such that
H′0 : Corr(xi, xj) = %(|i− j|), (5.2)
where Corr(xi, xj) stands for the correlation between xi and xj. We formalize the above
statements in Theorem 5.1.
Theorem 5.1. Suppose Assumptions 2.2, 2.3, 3.1 and 3.3 hold true. For j ≤ b, on the
one hand, when H′0 holds true, then φj(
i
n
) = φj which is independent of time. On the other
hand, when φj(
i
n
) = φj, j = 1, 2, · · · , b, there exists some smooth function %, such that
Corr(xi, xi+j) = %|i−j| +O(n−1+(1+)/τ ).
In some cases, practitioners and researchers may be interested in testing whether all
optimal forecast coefficient functions φj(·), j = 0, 1, · · · , b do not change over time. That is
equivalent to testing whether both the trend and the correlation structure of the time series
stay constant over time. In this case, one will test
H0,g : φj(·) is a constant function on [0, 1], j = 0, 1, · · · , b. (5.3)
5.1 Test statistics and asymptotic normality
In this subsection, we propose test statistics for H0 in (5.1) and H0,g in (5.3). Recall (4.9).
We focus our discussion on H0 and briefly discuss H0,g in the end. To test H0, we use the
following statistic
T =
b∑
j=1
∫ 1
0
(φ̂j(t)− φ̂j)2dt, φ̂j =
∫ 1
0
φ̂j(t)dt. (5.4)
Next, we show that the study of the statistic T reduces to the investigation of a weighted
quadratic form of high dimensional non-stationary time series. Denote B¯ =
∫ 1
0
B(t)dt and
W = I−B¯B¯∗. Let W be a (b+1)c×(b+1)c dimensional diagonal block matrix with diagonal
block W and Ibc be a (b+ 1)c× (b+ 1)c dimensional diagonal matrix whose non-zero entries
are ones and in the lower bc×bc major part. Recall xi = (1, xi−1, · · · , xi−b)∗. Let p = (b+1)c.
We denote the sequence of p-dimensional vectors zi by
zi = hi ⊗B( i
n
) ∈ Rp, hi = xii. (5.5)
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Lemma 5.2. Denote X = 1√
n
∑n
i=b+1 z
∗
i , and the p×p matrix Γ by Γ = Σ−1IbcWΣ−1, where
Σ =
(
Ic 0
0 Σ
)
, Σ =
∫ 1
0
Σb(t)⊗ (B(t)B∗(t))dt. (5.6)
Then under the assumptions of Theorem 4.5, we have
nT = X∗ΓX + oP(1). (5.7)
From Lemma 5.2, we find that it suffices to establish the distribution of X∗ΓX. To this
end, we shall establish a Gaussian approximation result for this quadratic form of high-
dimensional non-stationary time series {zi}. Note that when i > b, hi is a locally stationary
time series
hi = U(
i
n
,Fi), i > b. (5.8)
Choose a sequence of centred Gaussian random vectors {vi}ni=b+1 which preserves the
covariance structure of {hi}ni=b+1 and define gi = vi ⊗B( in). Denote
Y =
1√
n
n∑
i=b+1
g∗i .
We will control the Kolmogorov distance
K(X,Y) = sup
x∈R
∣∣∣P(X∗ΓX ≤ x)− P(Y∗ΓY ≤ x)∣∣∣ . (5.9)
Denote
ξc := sup
1≤i≤c
sup
t∈[0,1]
∣∣∣αi(t)∣∣∣.
It is notable that ξc can be well controlled for commonly used basis functions. For instance,
ξc = O(1) for the Fourier basis and the normalized orthogonal polynomials; ξc = O(
√
c) for
orthogonal wavelet. The following theorem provides a bound for K(X,Y).
Theorem 5.3. Under Assumptions 2.2, 2.3, 3.1, 3.2, 3.3 and S.1.1, there exists a constant
C > 0 and a small constant δ > 0, such that
K(X,Y) ≤ C
( ξc
Mz
+p
7
4n−1/2M3zM
2 +M
−qτ+1
2q+1 ξ(q+1)/(2q+1)c p
q+1
2q+1n
δq
2q+1
+ p1/4ξ1/2c
(
(pξcM
−τ+1 + pξqcM
−(q−2)
z )
)1/2
+ n−δ
)
,
where Mz,M →∞ when n→∞.
As indicated by Theorem 5.3, since τ > 0 is large, when ξc = O(1) and q > 0 is large
enough, we can allow p = n2/7−δ1 , where δ1 > 0 is a sufficiently small constant. Asymptotic
normality of nT can be readily derived by the above Gaussian approximation. Denote the
long-run covariance matrix for {hi} as
Ω(t) =
∞∑
j=−∞
Cov
(
U(t,F0),U(t,Fj)
)
, (5.10)
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and the aggregated covariance matrix as Ω =
∫ 1
0
Ω(t) ⊗
(
B(t)B∗(t)
)
dt. Ω can be regarded
as the integrated long-run covariance matrix of {hi}. For k ∈ N, we define
fk =
(
Tr[Ω1/2ΓΩ1/2]k
)1/k
. (5.11)
Proposition 5.4. Under Assumptions 2.2, 2.3, 3.1, 3.2, 3.3 and S.1.1, when H0 holds true,
we have
nT − f1
f2
⇒ N (0, 2).
We now discuss the power of the test under the following local alternative. For a given
α,
Ha :
∞∑
j=1
∫ 1
0
(
φj(t)− φ¯j
)2
dt > Cα
√
bc
n
,
where φ¯j =
∫ 1
0
φj(t)dt and Cα ≡ Cα(n) → ∞ as n → ∞. For instance, we can choose
Cα > n
κZ1−α, κ > 0, where Z1−α is the (1 − α)% quantile of the standard Gaussian
distribution.
Proposition 5.5. Under Assumptions 2.2, 2.3, 3.1, 3.2, 3.3 and S.1.1, when Ha holds true,
we have
nT − f1 − n
∑∞
j=1
∫ 1
0
(
φj(t)− φ¯j
)2
dt
f2
⇒ N (0, 2).
The above proposition states that under Ha, the power of our test will asymptotically
be 1, i.e.,
P
( ∣∣∣∣nT − f1f2
∣∣∣∣ ≥ √2Z1−α)→ 1, n→∞.
Finally, we briefly discuss how to test H0,g. To test H0,g in (5.3), we shall use
Tg =
b∑
j=0
∫ 1
0
(φ̂j(t)− φ̂j)2dt, φ̂j =
∫ 1
0
φ̂j(t)dt.
It can be further written as
nTg = X
∗ΓgX + oP(1), Γg = Σ
−1
WΣ
−1
,
where we recall (5.6). By Theorem 5.3, we can prove similar results to nTg as in Propositions
5.4 and 5.5. We shall omit further details.
5.2 Robust bootstrap procedure
It is difficult to directly use Proposition 5.4 to carry out the stability test since the quantities
f1 and f2 are hard to estimate. Additionally, the high-dimensional Gaussian quadratic form
Y∗ΓY converges at a slow rate. To overcome these difficulties, we extend the strategy of Zhou
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(2013b) and use a high-dimensional mulitplier bootstrap statistic to mimic the distributions
of nT and nTg. We focus on the discussion of nT. Recall that
nT =
( 1√
n
n∑
i=b+1
z∗i
)
Γ
( 1√
n
n∑
i=b+1
zi
)
. (5.12)
Recall (5.5). Denote
Φ =
1√
n−m− b+ 1√m
n−m∑
i=b+1
[( i+m∑
j=i
hi
)
⊗
(
B(
i
n
)
)]
Ri, (5.13)
where Ri, i = b + 1, · · · , n −m are i.i.d. standard Gaussian random variables. Denote the
bootstrap quadratic form
T := Φ∗Γ̂Φ, (5.14)
where Γ̂ := Σ̂−1IbcWΣ̂−1 with Σ̂ = 1nY
∗Y. Since {i} cannot be observed directly, we shall
use the residuals
̂bi := xi − φ̂0(
i
n
)−
b∑
j=1
φ̂j(
i
n
)xi−j.
Accordingly, define ĥi, Φ̂ and T̂ by replacing i in hi,Φ and T with ̂bi , respectively.
We claim that T̂ mimics the distribution of nT asymptotically. Before formally introduce
our results, we first introduce the following assumption, which states that p diverges in a
moderate way. Let m = O(nα2). .
Assumption 5.6. For α2 ∈ (0, 1), we assume that
1
τ
+ 2α∗1 +
α2
2
− 1
2
α1 <
1
2
,
1
τ
+ 2α∗1 − α2 −
1
2
α1 < 0.
Furthermore, we assume that Assumption 3.1 holds with q > 4.
Remark 5.7. The above assumption is equivalent to
√
bζ2c c
−1/2
(√m
n
+
1
m
)
= o(1). (5.15)
Therefore, when α∗1 =
1
2
α1, the above assumption can be read as
√
p
(√m
n
+
1
m
)
= o(1).
Hence, in the optimal case when m = O(n1/3), Assumption 5.6 allows one to choose p n2/3.
Theorem 5.8. Under Assumptions 2.2, 2.3, 3.1, 3.2, 3.3, 3.2, S.1.1 and 5.6, when H0 holds
true, there exists some set An such that P(An) = 1− o(1) and under the event An, we have
that conditional on the data {xi}ni=b+1,
sup
x∈R
∣∣∣∣∣P
(
T̂ − f1√
2f2
≤ x
)
− P (Ψ ≤ x)
∣∣∣∣∣ = o(1),
where Ψ ∼ N (0, 1) is a standard normal random variable.
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For the detailed construction of An, we refer the reader to the proof of the above theorem.
A theoretical discussion of the accuracy of the bootstrap can be found in Section S.1.
Finally, the following steps are proposed for practical implementation of the bootstrap:
1. Select the tuning parameters b, c and m by the methods demonstrated in Section 5.4.
2. Compute Σ̂−1 using n(Y ∗Y )−1 and the residuals {̂bi}ni=b+1.
3. Generate B (say 1000) i.i.d. copies of {Φ(k)}Bk=1. Compute T̂k, k = 1, 2, · · · , B corre-
spondingly.
4. Let T̂(1) ≤ T̂(2) ≤ · · · ≤ T̂(B) be the order statistics of T̂k, k = 1, 2, · · · , B. Reject H0 at
the level α if nT > T̂(B(1−α)), where bxc denotes the largest integer smaller or equal to
x. Let B∗ = max{r : T̂r ≤ nT}. The p-value of the test can be computed as 1− B∗B .
5.3 Test of PACF for locally stationary time series
This subsection is devoted to testing whether a group of PACF are uniformly zero across
time which is important when selecting a preliminary order of an AR model. We observe
from Lemma 2.10 and Theorem 4.6 that the following statistic should be small under Hρ,b0,b10
: ρj(·) ≡ 0, j = b1, b1 + 1, · · · , b0,
Tρ =
b0∑
j=b1
∫ 1
0
ρ̂2j(t)dt, b < b1 < b0,
where b0 is a given sufficiently large lag. Consequently, Tρ can be used to test H
ρ,b0,b1
0 .
However, in order to obtain the value of Tρ, we need to do (b0 − b1 + 1) high-dimensional
OLS regressions which is computationally intensive. The following lemma suggests that we
can simply use
Tφ =
b0∑
j=b1
∫ 1
0
φ̂2j(t)dt, b < b1 < b0,
as our test statistic, where only one high-dimensional OLS regression is need in order to
obtain its value.
Lemma 5.9. For b0 > b1 > b, we have that
Tφ = Tρ +OP(n
−1+(4+3)/τ ).
Similar to the discussion of Theorem 5.8, Tφ is normally distributed and so does Tρ.
This is summarized as the following lemma. Denote wi = xb0,ii, i > b0, where xb0,i =
(1, xi−1, · · · , xi−b0)∗ ∈ Rb0+1. Similar to the discussion of (5.8), write
wi = V(
i
n
,Fi), i > b0. (5.16)
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Denote the long-run covariance matrix Π(t) as Π(t) =
∑∞
j=−∞Cov
(
V(t,F0),V(t,Fj)
)
, and
the integrated long-run covariance matrix as Π =
∫ 1
0
Π(t)⊗ (B(t)B∗(t))dt. For k ∈ N, define
gk = (Tr[Π
1/2Σ
−1
0 MΣ
−1
0 Π
1/2]k)1/k, Σ0 =
(
Ic 0
0 Σ0
)
,
where Σ0 :=
∫ 1
0
Σb0(t)⊗ (B(t)B∗(t))dt and M is a diagonal block matrix whose lower (b0 −
b1 + 1)c× (b0 − b1 + 1)c major part are identity matrices and zeros otherwise.
Lemma 5.10. Suppose b0 > b1 > b. Under Assumptions 2.2, 2.3, 3.1, 3.2, 3.3 and S.1.1,
when (4 + 3)/τ < 1
2
, we have
nTρ − g1
g2
⇒ N (0, 2).
5.4 Choices of tuning parameters
In this subsection, we discuss how to choose the parameters in both the forecasting and
testing procedures. We start with tuning parameter selection for forecasting. As we have
seen from (4.2) and (4.6), we need to choose two important parameters in order to get an
accurate prediction: b and c. We use a data-driven procedure proposed in Bishop (2013) to
choose such parameters.
For a given integer l, say l = b3 log2 nc, we divide the time series into two parts: the
training part {xi}n−li=1 and the validation part {xi}ni=n−l+1. With some preliminary initial pair
(b, c), we propose a sequence of candidate pairs (bi, cj), i = 1, 2, · · · , u, j = 1, 2, · · · , v, in
an appropriate neighbourhood of (b, c) where u, v are some given integers. For each pair of
the choices (bi, cj), we fit a time-varying AR(bi) model (i.e., b = bi in (4.2)) with cj sieve
basis expansion using the training data set. Then using the fitted model, we forecast the
time series in the validation part of the time series. Let x̂n−l+1,ij, · · · , x̂n,ij be the forecast of
xn−l+1, ..., xn, respectively using the parameter pair (bi, cj). Then we choose the pair (bi0 , cj0)
with the minimum sample MSE of forecast, i.e.,
(i0, j0) := argmin
((i,j):1≤i≤u,1≤j≤v)
1
l
n∑
k=n−l+1
(xk − x̂k,ij)2.
We will discuss how to choose some initial values of b and c in the testing procedure.
Next, we discuss how to choose the parameters b, c and m for the stability tests. In
particular, the parameters b and c selected for the testing also serve as suitable preliminary
initial values for the forecasting as we discussed above. Next, we will make use of the PACF
to find a suitable b where the sample PACF are uniformly insignificant after lag b.
In light of Lemma 5.10, we can follow the bootstrapping procedure as discussed in the
end of Section 5.2 by replacing hi with wi (c.f. (5.16)) in (5.13) to perform the test for nTρ.
For a sufficiently large b0 and a given nominal level α, denote
b̂ = max
b1<b0
{b1 < b0 : Hρ,b0,b10 is rejected}. (5.17)
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Then we can use b̂ for our test. Observe that the value of b̂ can be roughly determined by
the PACF plot which is helpful in terms of reducing computational complexity. Also note
that all PACF after lag b̂ are uniformly statistically insignificant and hence can be treated
as 0.
Then we discuss the choice of c using the criterion of cross-validation Hansen (2014). The
key difference is that our observations are not i.i.d. samples, so we need to slightly modify
the procedure. For a given large value θ such that
θ →∞, θ
n
→ 0. (5.18)
Denote {φ̂θj,c(t), j = 1, 2, · · · , b} as the estimation using the data points {xb+1, · · · , xn−θ}
and c basis functions. Denote cross-validation rule as
CV(c) =
1
θ
θ∑
k=1
̂2k,c, ̂k,c = xn−k − φ̂θ0,c −
b∑
j=1
φ̂θj,c(
n− k
n
)xn−k−j.
Therefore, we choose choose the estimate of c using
ĉ := argmin
c≤c0
CV(c), c0 is a pre-chosen large value. (5.19)
Finally, we discuss how to choose m for practical implementation. In Zhou (2013b),
the author used the minimum volatility (MV) method to choose the window size m for the
scalar covariance function. The MV method does not depend on the specific form of the
underlying time series dependence structure and hence is robust to misspecification of the
latter structure Politis et al. (1999). The MV method utilizes the fact that the covariance
structure of Ω̂ becomes stable when the block size m is in an appropriate range, where
Ω̂ = E[ΦΦ∗|(x1, · · · , xn)] = is defined as
Ω̂ :=
1
(n−m− b+ 1)m
n−m∑
i=b+1
[( i+m∑
j=i
hi
)
⊗
(
B(
i
n
)
)]
×
[( i+m∑
j=i
hi
)
⊗
(
B(
i
n
)
)]∗
. (5.20)
Therefore, it desires to minimize the standard errors of the latter covariance structure in a
suitable range of candidate m’s.
In detail, for a give large value mn0 and a neighbourhood control parameter h0 > 0, we can
choose a sequence of window sizes m−h0+1 < · · · < m1 < m2 < · · · < mn0 < · · · < mn0+h0
and obtain Ω̂mj by replacing m with mj in (5.13), j = −h0 + 1, 2, · · · , n0 + h0. For each
mj, j = 1, 2, · · · ,mn0 , we calculate the matrix norm error of Ω̂mj in the h0-neighborhood,
i.e.,
se(mj) := se({Ω̂mj+k}h0k=−h0) =
[
1
2h0
h0∑
k=−h0
‖Ω̂mj − Ω̂mj+k‖2
]1/2
,
where Ω̂mj =
∑h0
k=−h0 Ω̂mj+k/(2h0 + 1). Therefore, we choose the estimate of m using
m̂ := argmin
m1≤m≤mn0
se(m).
Note that in Zhou (2013b) the author used h0 = 3 and we also adopt this choice in the
current paper.
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6 Simulation studies
In this section, we perform extensive Monte Carlo simulations to study the finite-sample
accuracy of the nonparametric sieve forecasting method and the finite sample accuracy and
power of the stability test and compare them with those of some existing methods in the
literature.
6.1 Simulation setup
We consider four different types of non-stationary time series models: two linear time series
models, a two-regime model, a Markov switching model and a bilinear model.
1. Linear AR model: Consider the following time-varying AR(2) model
xi =
2∑
j=1
aj(
i
n
)xi−j + i, i =
(
0.4 + 0.4
∣∣∣ sin(2pi i
n
)
∣∣∣)ηi,
where ηi, i = 1, 2, · · · , n, are i.i.d. random variables whose distributions will be specified
when we finish introducing the models. It is elementary to see that when aj(
i
n
), j = 1, 2,
are constants, the prediction is stable.
2. Linear MA model: Consider the following time-varying MA(2) model
xi =
2∑
j=1
aj(
i
n
)i−j + i, i =
(
0.4 + 0.4
∣∣∣ sin(2pi i
n
)
∣∣∣)ηi.
3. Two-regime model: Consider the following self-exciting threshold auto-regressive (SE-
TAR) model Fan and Yao (2003); Tong (2011)
xi =
{
a1(
i
n
)xi−1 + i, xi−1 ≥ 0,
a2(
i
n
)xi−1 + i, xi−1 < 0.
i =
(
0.4 + 0.4
∣∣∣ sin(2pi i
n
)
∣∣∣)ηi.
It is easy to check that the SETAR model is stable if aj(
i
n
), j = 1, 2, are constants
and bounded by one.
4. Markov two-regime switching model: Consider the following Markov switching AR(1)
model
xi =
{
a1(
i
n
)xi−1 + i, si = 0,
a2(
i
n
)xi−1 + i, si = 1.
i =
(
0.4 + 0.4
∣∣∣ sin(2pi i
n
)
∣∣∣)ηi,
where the unobserved state variable si is a discrete Markov chain taking values 0 and
1, with transition probabilities p00 =
2
3
, p01 =
1
3
, p10 = p11 =
1
2
. It is easy to check that
the above model is stable if the functions aj(·), j = 1, 2, are constants and bounded by
one Quandt (1972). In the simulations, the initial state is chosen to be 1.
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5. Simple bilinear model: Consider the first order bilinear model
xi =
(
a1(
i
n
)i−1 + a2(
i
n
)
)
xi−1 + i, i =
(
0.4 + 0.4
∣∣∣ sin(2pi i
n
)
∣∣∣)ηi.
It is known from Fan and Yao (2003) that when the functions aj(·), j = 1, 2, are
constants and bounded by one, xi has an ARMA representation and hence stable.
In the simulations below, we record our results based on 1,000 repetitions and for the
bootstrapping procedure described in the end of Section 5.2, we choose B = 1, 000. For the
choices of random variables ηi, i = 1, 2, · · · , we set ηi to be student-t distribution with degree
of 5, i.e., t(5) for models 1-2 and standard normal random variables for models 3-5.
6.2 Prediction of locally stationary time series
In this section, we study the prediction accuracy of our adaptive sieve forecast (4.2) by
comparing it with some state-of-the-art methods. Specifically, we compare with the Tapered
Yule-Walker estimate (TTVAR) in Roueff and Sanchez-Perez (2018), the non-decimated
wavelet estimate (LSW) in Fryzlewicz et al. (2003), the model switching method (SNSTS)
in Kley et al. (2016), the best linear prediction using the previous samples (SBLP) 2, the best
linear prediction using b recent samples (PBLP) and our adaptive sieve forecast (4.2). We im-
plement TTVAR with constant taper function g ≡ 1 and the bandwidth is selected according
to (Roueff and Sanchez-Perez, 2018, Corollary 4.2). For the wavelet method, we use the mat-
lab codes from the first author’s website (see http://stats.lse.ac.uk/fryzlewicz/flsw/
flsw.html) and for the model switching method, we use the R package forecastSNSTS. For
our sieve method, we use the orthogonal wavelets (4.11) with Daubechies-9 wavelet and the
data-driven approach described in Section 5.4 to choose b and c.
In Table 1, we record the mean square error over 1,000 simulations for one-step ahead
prediction of the models 1-5 in Section 6.1. Specifically, we use
a1(
i
n
) ≡ 0.4, a2( i
n
) = 0.2 + δ sin(2pi
i
n
),
where δ = 0.35 for models 1-2 and δ = 0.5 for models 3-5. It can be seen that our sieve
method outperforms the other methods in literature for five models in both sample sizes
n = 256 and n = 512. The forecasting accuracy improvement is more significant for non-AR
type models such as the MA and bilinear models.
6.3 Accuracy and power of the stability test
In this section, we study the performance of the proposed test (5.1). First, we study the
finite sample accuracy of our test under correlation stationarity when
a1(
i
n
) = a2(
i
n
) ≡ 0.4. (6.1)
2The prediction is based on the stationary assumption and an ARIMA model.
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Model TTVAR LSW SNSTS SBLP PBLP Sieve Improvement
n=256
1 0.24 0.21 0.45 0.284 0.24 0.189 10 %
2 0.28 0.27 0.28 0.273 0.283 0.22 18.5 %
3 0.21 0.185 0.198 0.241 0.194 0.178 3.8 %
4 0.207 0.195 0.2 0.247 0.199 0.187 4.1 %
5 0.22 0.22 0.24 0.246 0.273 0.176 20 %
n=512
1 0.21 0.2 0.2 0.233 0.209 0.181 9.5 %
2 0.26 0.26 0.264 0.276 0.283 0.196 24.62 %
3 0.207 0.183 0.192 0.213 0.194 0.18 1.7 %
4 0.205 0.175 0.188 0.211 0.181 0.17 2.86 %
5 0.23 0.21 0.24 0.23 0.22 0.183 12.86 %
Table 1: Comparison of prediction accuracy for models 1-5 using different methods. We highlight
the smallest mean square errors and record the percentage of improvement of our method compared
with the next best method.
Observe that the simulated time series are not covariance stationary as the marginal variances
change smoothly over time. We choose the values of b, c and m according to the methods
described in Section 5.4. It can be seen from Table 2 that our bootstrap testing procedure
behaves reasonably accurate for all three types of sieve basis functions even for a smaller
sample size n = 256.
Second, we study the power of the tests and report the results in Table 3 when the
underlying time series is not correlation stationary. Specifically, we use
a1(
i
n
) ≡ 0.4, a2( i
n
) = 0.2 + δ sin(2pi
i
n
), (6.2)
for the models 1-5 in Section 6.1. It can be seen that the simulated powers are reasonably
good even for smaller δ and the sample size, and the results will be improved when δ and
the sample size increase. Additionally, the power performances of the three types of sieve
basis functions are similar in general.
6.4 Comparison with tests for covariance stationarity
In this subsection, we compare our method with some existing works on the tests of co-
variance stationarity: the L2 distance method in Dette et al. (2011), the discrete Fourier
transform method in Dwivedi and Rao (2011) and the Haar wavelet periodogram method
in Nason (2013). The first method is easy to implement; for the second method, we use
the codes from the author’s website (see https://www.stat.tamu.edu/~suhasini/test_
papers/DFT_covariance_lagl.R); and for the third method, we employ the R package
locits, which is contributed by the author. For the purpose of comparison of accuracy,
besides the five models considered in Section 6.1, we also consider the following two strictly
stationary time series.
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α = 0.1 α = 0.05
Basis/Model 1 2 3 4 5 1 2 3 4 5
n=256
Fourier 0.132 0.11 0.12 0.13 0.11 0.067 0.07 0.06 0.04 0.06
Legendre 0.091 0.136 0.13 0.12 0.13 0.06 0.059 0.041 0.07 0.07
Daubechies-9 0.132 0.12 0.11 0.133 0.132 0.063 0.067 0.059 0.068 0.065
n=512
Fourier 0.09 0.13 0.11 0.13 0.127 0.05 0.06 0.067 0.068 0.069
Legendre 0.09 0.094 0.092 0.12 0.118 0.04 0.058 0.07 0.043 0.057
Daubechies-9 0.091 0.11 0.098 0.11 0.118 0.048 0.052 0.054 0.053 0.054
Table 2: Simulated type I errors using the setup (6.1).
δ = 0.2/0.5 δ = 0.35/0.7
Basis/Model 1 2 3 4 5 1 2 3 4 5
n=256
Fourier 0.84 0.86 0.84 0.837 0.94 0.97 0.97 0.96 0.99 0.98
Legendre 0.8 0.806 0.81 0.84 0.83 0.97 0.968 0.95 0.97 0.91
Daubechies-9 0.81 0.81 0.86 0.81 0.81 0.97 0.96 0.983 0.98 0.98
n=512
Fourier 0.91 0.9 0.96 0.9 0.93 0.96 0.97 0.973 0.98 0.97
Legendre 0.9 0.91 0.92 0.893 0.91 0.94 0.95 0.98 0.97 0.96
Daubechies-9 0.87 0.88 0.93 0.91 0.91 0.96 0.99 0.97 0.97 0.96
Table 3: Simulated power under the setup (6.2) using nominal level 0.1. For models 1-2, we consider
the cases δ = 0.2 and δ = 0.35, whereas for models 3-5, we use δ = 0.5 and δ = 0.7.
6. Linear time series: stationary ARMA(1,1) process. We consider the following process
xi − 0.5xi−1 = i + 0.5i−1,
where i are i.i.d. N (0, 1) random variables.
7. Nonlinear time series: stationary SETAR. We consider the following model
xi =
{
0.4xi−1 + i, xi−1 ≥ 0,
0.5xi−1 + i, xi−1 < 0,
where i are i.i.d. N (0, 1) random variables.
Furthermore, for the comparison of power, we consider the following two non-stationary time
series whose errors have constant variances.
6#. Non-stationary linear time series. We consider the following process
xi = δ sin(4pi
i
n
)xi−1 + i,
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where i, i = 1, 2, · · · , n, are i.i.d. standard normal random variables.
7#. Non-stationary nonlinear time series. We consider the following process
xi =

δ sin(4pi i
n
)xi−1 + i, 1 ≤ i ≤ 0.75n,
0.4xi−1 + i, 0.75n < i ≤ n and xi−1 ≥ 0,
0.3xi−1 + i, 0.75n < i ≤ n and xi−1 < 0,
where i, i = 1, 2, · · · , n, are i.i.d. standard normal random variables.
In the simulations below, we report the type I error rates under the nominal levels 0.05
and 0.1 for the above seven models in Table 4, where for models 1-5 we use the setup
(6.1). Our simulation results are based on 1,000 repetitions, where L2 refers to the L2
distance method, DFT 1-3 refer to the discrete Fourier method using the imagery part, real
part, both imagery and real parts of the discrete Fourier transform method, HWT is the
Haar wavelet periodogram method and RB is our robust bootstrap method using orthogonal
wavelets constructed by (4.11) with Daubechies-9 wavelet.
Since HWT needs the length to be a power of two, we set the length of time series to be
256 and 512. For the L2 test, we use M = 8, N = 32 for n = 256 and M = 8, N = 64 for
n = 512. For the DFT, we choose the lag to be 0 as suggested by the authors in Dwivedi and
Rao (2011). Since the mean of model 5 is non-zero, we test its first order difference for the
methods mentioned above. Moreover, we report the power of the above tests under certain
alternatives in Table 5 for models 6# − 7# and models 1-5 under the setup (6.2).
We first discuss the results for models 6-7 since they are not only correlation stationary
but also covariance stationary. It can be seen from Table 4 that all the methods including our
RB achieve a reasonable level of accuracy for the linear model 6. However, for the nonlinear
model 7, we conclude from Table 4 that the L2 method loses its accuracy due to the fact that
the latter test is designed only for linear models. Regarding the power in Table 5, for model
6#, when the sample size and δ are smaller, only our RB method is powerful. When n = 256
and δ increases, the L2 test starts to become powerful. Further, when both the sample size
and δ increase, the HWT method becomes powerful. Similar discussion holds for model 7#.
Therefore, we conclude that, when the marginal variance of the time series stays constant,
even though other methods in the literature may be accurate for the purpose of testing for
correlation stationarity, our RB method is generally more powerful when the sample size is
moderate and/or the departure from stationary is small.
Next, we study models 1-5 from Section 6.1. None of these models is covariance station-
ary. For the type I error rates, we use the setting (6.1) where all the models are correlation
stationary. For the power, we use the setup (6.2). We find that DFT-3 is accurate for models
1-4 but with low power across all the models. Moreover, the L2 test seems to have a high
power for models 3-5. But this is at the cost of blown-up type I error rates. This inaccuracy
increases when the sample size becomes larger. For the HWT method, even though its power
becomes larger when the sample size and δ increase, it also loses its accuracy. Finally, for all
the models 1-5, our RB method both obtain high accuracy and power. In summary, most of
the existing tests for covariance stationarity are not suitable for the purpose of testing for
correlation stationarity. From our simulation studies, our robust bootstrap method performs
well for the latter purpose.
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α = 0.1 α = 0.05
Model L2 DFT1 DFT2 DFT3 HWT RB L2 DFT1 DFT2 DFT3 HWT RB
n=256
1 0.08 0.148 0.057 0.13 0.18 0.132 0.024 0.067 0.017 0.063 0.083 0.063
2 0.081 0.097 0.068 0.12 0.085 0.12 0.038 0.04 0.07 0.057 0.028 0.067
3 0.171 0.183 0.04 0.137 0.227 0.11 0.087 0.103 0.011 0.033 0.093 0.059
4 0.2 0.163 0.05 0.12 0.176 0.133 0.077 0.087 0.013 0.034 0.113 0.068
5 0.46 0.293 0.077 0.19 0.153 0.132 0.29 0.21 0.03 0.14 0.12 0.065
6 0.11 0.105 0.096 0.09 0.087 0.088 0.047 0.053 0.053 0.039 0.052 0.057
7 0.051 0.097 0.08 0.092 0.085 0.127 0.018 0.04 0.06 0.047 0.038 0.061
n=512
1 0.087 0.127 0.03 0.13 0.237 0.091 0.023 0.1 0.02 0.043 0.137 0.048
2 0.051 0.096 0.085 0.093 0.075 0.11 0.026 0.036 0.067 0.044 0.033 0.052
3 0.26 0.16 0.04 0.117 0.243 0.098 0.127 0.1 0.007 0.037 0.14 0.054
4 0.287 0.167 0.027 0.09 0.247 0.11 0.177 0.103 0.013 0.073 0.163 0.053
5 0.64 0.303 0.087 0.283 0.35 0.118 0.413 0.26 0.063 0.167 0.23 0.054
6 0.11 0.093 0.084 0.088 0.088 0.092 0.035 0.046 0.047 0.048 0.053 0.048
7 0.051 0.087 0.113 0.083 0.093 0.092 0.013 0.037 0.047 0.043 0.04 0.051
Table 4: Comparison of accuracy for models 1-7 using different methods.
7 Empirical illustrations
7.1 Global temperature data
In this first application, we study the global temperature time series using the dataset Global
component of Climate at a Glance (GCAG). As explained on the website of National Oceanic
and Atmospheric Administration (NOAA) 3, GCAG comes from the Global Historical Cli-
matology Network-Monthly (GHCN-M) Data Set and International Comprehensive Ocean-
Atmosphere Data Set (ICOADS), which have data from 1880 to the present. These two
datasets are blended into a single product to produce the combined global land and ocean
temperature anomalies. The term temperature anomaly means a departure from a reference
value or long-term average.
The available time series of global-scale temperature anomalies are calculated with respect
to the 20th century average Smith et al. (2008), while the mapping tool displays global-
scale temperature anomalies with respect to the 1981-2016 based period. ( see https:
//datahub.io/core/global-temp#readme for the dataset). This dataset is a global-scale
climate diagnostic tool and provides a big picture overview of average global temperatures
compared to a reference value.
3https://www.ncdc.noaa.gov/cag/global/data-info
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δ = 0.2/0.5 δ = 0.35/0.7
Model L2 DFT1 DFT2 DFT3 HWT RB L2 DFT1 DFT2 DFT3 HWT RB
n=256
1 0.263 0.14 0.03 0.07 0.3 0.81 0.503 0.113 0.053 0.089 0.4 0.97
2 0.183 0.497 0.08 0.092 0.585 0.81 0.68 0.14 0.06 0.047 0.38 0.96
3 0.44 0.153 0.04 0.16 0.393 0.86 0.7 0.14 0.05 0.09 0.64 0.983
4 0.603 0.16 0.04 0.203 0.44 0.81 0.86 0.2 0.07 0.12 0.647 0.98
5 0.92 0.243 0.143 0.24 0.57 0.81 0.997 0.347 0.193 0.397 0.797 0.98
6# 0.697 0.12 0.093 0.11 0.327 0.86 0.923 0.16 0.15 0.15 0.563 0.94
7# 0.463 0.137 0.107 0.133 0.273 0.85 0.81 0.193 0.203 0.223 0.483 0.96
n=512
1 0.477 0.173 0.04 0.08 0.52 0.87 0.857 0.137 0.03 0.1 0.75 0.96
2 0.51 0.297 0.082 0.092 0.385 0.88 0.918 0.24 0.06 0.047 0.838 0.99
3 0.657 0.24 0.05 0.083 0.61 0.93 0.96 0.17 0.24 0.113 0.95 0.97
4 0.84 0.23 0.043 0.143 0.773 0.91 0.987 0.293 0.053 0.19 0.97 0.97
5 0.963 0.297 0.127 0.263 0.87 0.91 0.983 0.523 0.24 0.478 0.994 0.96
6# 0.847 0.147 0.087 0.103 0.67 0.88 0.95 0.13 0.09 0.133 0.963 0.95
7# 0.69 0.14 0.13 0.217 0.383 0.91 0.953 0.3 0.313 0.383 0.823 0.943
Table 5: Comparison of power at nominal level 0.1 using different methods.
0.2
0.6
1.0
GCA
G
−
0.3
−
0.1
0.1
0.3
Diffe
ren
ce
1990 1995 2000 2005 2010 2015
Monthly GCAG data: 1990−2015
Figure 2: Monthly (1990-2015) global temperature using data set GCAG.
We study the monthly time series from this dataset for the time period 1990-2015 (Figure
2). As indicated from the above figure, the global temperature has an increasing trend and
we consider its first order difference.
Then we apply the methodologies described in Sections 4 and 5 to study the time series.
We first employ the methods from Section 5 to test whether this time series is correlation
stationary. There are three parameters, b, c and m needed to be properly chosen. Especially,
we make use of the PACF defined in Definition 2.9 to choose b (c.f. Section 5.3). In Figure 3,
we make a 3-D plot of the PACF for the time series (first order difference) between 1990 and
2015. It can be seen that the temporal dependence of this time series decays uniformly in
time. For the sieve basis functions, we use the orthogonal wavelets constructed by (4.11) with
Daubechies-9 wavelet. The tuning parameters b, c and m are chosen according to Section
5.4 which yields b = 5, Jn = 3 (i.e. c = 8) and m = 10. We apply the bootstrap procedure
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Figure 3: PACF plots for the first order difference of the Monthly (1990–2015) global temperature
dataset. It can be seen that the first few lags of the PACF are larger than the other lags at any
time. Here we use the orthogonal wavelets (4.11) with Daubechies-9 wavelet with Jn = 3.
described in the end of Section 5.2 to test the stationarity of the correlation and find that the
p-value is 0.026. We hence conclude that the prediction is unstable during this time period.
Next, we use time series 1990-2015 as the training dataset to study the prediction per-
formance over the year 2016, i.e., we do a one-step ahead prediction for each month of 2016
and take the average of the square error. We use the data-driven approach as described in
Section 5.4 to choose b = 6 and Jn = 3. The MSE of our prediction is 0.381. We compare
this result with the methods mentioned in Section 6.2 and record the results in Table 6. We
find that our prediction performs better than the other methods. Especially, we get a 16.6%
improvement compared to simply fitting a stationary model using all the time series from
1990 to 2015 (SBLP).
Method Sieve TTVAR LSW SNSTS SBLP
MSE 0.381 0.3913 0.3851 0.3969 0.45706
Table 6: Comparison of prediction accuracy for GCAG. We refer to Section 6.2 for the short-hand
notation of the names of the methods.
7.2 Stock return data of Nigerian Breweries
In the second application, we study the stock return data of the Nigerian Breweries (NB)
Plc. This stock is traded in Nigerian Stock Exchange (NSE). Regarding on market returns,
the brewery industry in Nigerian has done pretty well in outperforming Brazil, Russia, In-
dia, and China (BRIC) and emerging markets by a wide margin over the past ten years.
Nigerian Breweries Plc is the largest brewing company in Nigeria, which mainly serves
the Nigerian market and also exports to other parts of West Africa. The data can be
found on the website of morningstar (see http://performance.morningstar.com/stock/
performance-return.action?p=price_history_page&t=NIBR&region=nga&culture=en-US).
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We are interested in predicting the volatility of the NB stock. We shall study the absolute
value of the daily log-return of the stock for the latter purpose.
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Figure 4: Nigerian Breweries stock return from 2008 to 2014.
We perform our analysis on the time period 2008-2014 (Figure 4). This time series
contains the data of the 2008 global financial crisis and its post period. As said in the
report from the Heritage Foundation Sherk (2014), ”the economy is experiencing the slowest
recovery in 70 years” and even till 2014, the economy does not fully recover.
Figure 5: PACF plots for the absolute values of the first order differences of the logarithms of the
Nigerian Breweries stock return datatset (2008-2014).
Then we apply the methodologies described in Sections 4 and 5 for the absolute values of
log-return time series. It is clear that we need to fit a mean curve for this model. In Figure
5, we make a 3-D plot of the PACF for the time series between 2008 and 2014. It can be
seen that the temporal dependence of this time series decays uniformly in time. Then we
test the stability of the best linear prediction as described in Section 5. For the sieve basis
functions, we use the orthogonal wavelets constructed by (4.11) with Daubechies-9 wavelet.
We choose the parameters b, c and m based on the discussion of Section 5.4 which yields
b = 7, Jn = 5 (i.e., c = 32) and m = 18. We apply the bootstrap procedure described in the
end of Section 5.2 and find that the p-value is 0.0825. We hence conclude that the prediction
is likely to be unstable during this time period.
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Next, we use the time series 2008-2014 as the training dataset to study the prediction
performance over the first month of 2015. We employ the data-driven approach from Section
5.4 to choose b = 5 and Jn = 3. The MSE is 0.194. We compare this result with the methods
mentioned in Section 6.2 and record the results in Table 7. We find that our prediction
performs better than the other methods. Especially, we get a 24.5% improvement compared
to simply fitting a stationary model using all the time series from 2008 to 2014.
Method Sieve TTVAR LSW SNSTS SBLP
MSE 0.194 0.198 0.198 0.202 0.257
Table 7: Comparison of prediction accuracy for GCAG. We refer to Section 6.2 for the short-hand
notations of the names of the methods. For SBLP, we use all the time series from 2008 to 2014 to
fit a stationary ARMA model.
Finally, we further study the absolute value of the stock return from 2012 to 2014.
We apply our bootstrap procedure described in the end of Section 5.2 to test correlation
stationarity of the time series. We select b = 6, Jn = 4 (i.e., c = 16) and m = 12 for this
sub-series and find that the p-value is 0.599. We hence conclude that the prediction is stable
during this time period. Therefore, we fit a best stationary ARMA model to this sub-series
and do the prediction. This yields an MSE of 0.195. We find that our sieve method is
still slightly better. The result from this sub-series shows an interesting trade-off between
forecasting using a shorter and stationary time series and a longer but non-stationary series.
The forecast model of the shorter stationary period can be estimated at a faster rate but
at the expense of a smaller sample size. The opposite happens to the longer non-stationary
period. Note that 2012-2014 is nearly half as long as 2008-2014 and hence the length of the
shorter stationary period is substantial compared to that of the long period. In this case we
see that the forecasting accuracy using the short period is comparable to that of the longer
period. In many applications where the data generating mechanism is constantly changing,
the stable period is typically very short and a nonparametric model for the longer period is
preferred. Finally, we emphasize that the correlation stationarity test is an important tool
to decide a period of prediction stability.
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Supplementary material for
Globally optimal and adaptive short-term forecasting of locally
stationary time series and a test for its stability
This supplementary material contains further explanation, auxiliary lemmas and technical
proofs for the main results of the paper.
S.1 A few further remarks
First, we will need the following further assumption in the paper.
Assumption S.1.1. We assume that the following assumptions hold true for the sieve basis
functions and parameters:
(1). For any k = 1, 2, · · · , b, denote Σk(t) ∈ Rk×k whose (i, j)-th entry is Σkij(t) = γ(t, |i−j|),
we assume that the eigenvalues of∫ 1
0
Σk(t)⊗ (B(t)B∗(t)) ,
are bounded above and also away from zero by a universal constant κ > 0.
(2). There exist constants ω1, ω2 ≥ 0, for some constant C > 0, we have
sup
t
||∇B(t)|| ≤ Cnω1cω2 .
(3). We assume that for τ defined in Assumption 2.2, d defined in Assumption 3.3 and α1
defined in (4.7), there exists a large constant C > 2, such that
C
τ
+ α1 < 1 and dα1 > 2.
We mention that the above assumptions are mild and easy to check. First, (1) of As-
sumption S.1.1 guarantees the invertibility of the design matrix Y and the existence of the
OLS solution. It can be easily verified that for the linear non-stationary process (3.7), (1)
will be satisfied if supt
∑ |aj(t)| < 1. (See (Ding and Zhou, 2019, Lemma 3.4) for detailed
discussion.) Second, (2) is a mild regularity condition on the sieve basis functions and satis-
fied by the commonly used basis functions. We refer the readers to (Chen and Christensen,
2015, Assumption 4) for further details. (3) can be easily satisfied by choosing C < τ and α1
accordingly. When the physical dependence is of exponential decay, we only need dα1 > 2.
We refer the readers to (Ding and Zhou, 2019, Assumption 3.5) for more details.
Second, the accuracy of the robust bootstrap in Section 5.2 is determined by the closeness
of its conditional covariance structure to that of Ω. Following (Zhou, 2013b, Section 4.1.1),
we shall use
L(m) =
∣∣∣∣∣∣Ω̂− Ω∣∣∣∣∣∣ , (S.1)
where Ω̂ is defined in (5.20), to quantify the latter closeness. The following theorem estab-
lishes the bound for L(m). Its proof will be given in Section S.3.
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Theorem S.1.2 (Optimal choice of m). Under the assumptions of Theorem 5.8, we have
L(m) = O
(
bζ2c
(√m
n
+
1
m
))
.
Consequently, the optimal choice is m̂ = O(n1/3).
Note that compared to (Zhou, 2013b, Theorem 4), the difference from Theorem S.1.2 is
that we get an extra factor bζ2c due to the high dimensionality. For instance, when we use
the Fourier basis, normalized Chebyshev orthogonal polynomials and orthogonal wavelet, we
shall have that bζ2c = p, which is the dimension of zi defined in (5.5). However, it will not
influence the optimal choice of m.
S.2 Some auxiliary lemmas
In this section, we collect some preliminary lemmas which will be used for our technical
proofs. First of all, we collect a result which provides a deterministic bound for the spectrum
of a square matrix. Let A = (aij) be a complex n × n matrix. For 1 ≤ i ≤ n, let Ri =∑
j 6=i |aij| be the sum of the absolute values of the non-diagonal entries in the i-th row.
Let D(aii, Ri) ⊆ C be a closed disc centered at aii with radius Ri. Such a disc is called a
Gershgorin disc.
Lemma S.2.1 (Gershgorin circle theorem). Every eigenvalue of A = (aij) lies within at
least one of the Gershgorin discs D(aii, Ri), where Ri =
∑
j 6=i |aij|.
The next lemma provides a lower bound for the eigenvalues of a Toeplitz matrix in
terms of its associated spectral density function. Since the autocovariance matrix of any
stationary time series is a Toeplitz matrix, we can use the following lemma to bound the
smallest eigenvalue of the autocovariance matrix. It will be used in the proof of Proposition
3.4 and can be found in (Xiao and Wu, 2012, Lemma 1).
Lemma S.2.2. Let h be a continuous function on [−pi, pi]. Denote by h and h its min-
imum and maximum, respectively. Define ak =
∫ pi
−pi h(θ)e
−ikθdθ and the T × T matrix
ΓT = (as−t)1≤s,t≤T . Then
2pih ≤ λmin(ΓT ) ≤ λmax(ΓT ) ≤ 2pih.
The following lemma indicates that, under suitable condition, the inverse of a banded
matrix can also be approximated by another banded-like matrix. It will be used in the proof
of Theorem 2.5 and can be found in (Demko et al., 1984, Proposition 2.2). We say that A is
m-banded if
Aij = 0, if |i− j| > m/2.
Lemma S.2.3. Let A be a positive definite, m-banded, bounded and bounded invertible ma-
trix. Let [a, b] be the smallest interval containing the spectrum of A. Set r = b/a, q =
(
√
r − 1)/(√r + 1) and set C0 = (1 + r1/2)2/(2ar) and λ = q2/m. Then we have
|(A−1)ij| ≤ Cλ|i−j|,
where
C := C(a, r) = max{a−1, C0}.
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The following lemma provides an upper bound for the error of solutions of perturbed
linear system. It can be found in the standard numerical analysis literature, for instance see
Chandrasekaran and Ipsen (1995). It will be used in the proof of Theorem 2.5 and Lemma
5.9.
Lemma S.2.4. Consider a matrix A and vectors x, v satisfying the linear system
Ax = v.
Recall that the conditional number of A is defined as
κ(A) =
λmax(A)
λmin(A)
.
If we add perturbations on both A and v such that
(A+ ∆A)(x+ ∆x) = v + ∆v.
Assuming that the linear system is well-conditioned, i.e., the conditional number κ(A) sat-
isfies that, for some constant C > 0,
κ(A)
1− κ(A) ||∆A||
A
≤ C,
then we have that ||∆x||
||x|| ≤ C
( ||∆A||
||A|| +
||∆v||
||v||
)
.
The following lemma provides Gaussian approximation result on convex sets for the sum
of an m-dependent sequence, which is (Fang, 2016, Theorem 2.1). It will be used in the
proof of Theorem 5.3.
Lemma S.2.5. Let W =
∑n
i=1 Xi be a sum of d-dimensional random vectors such that
E(Xi) = 0 and Cov(W ) = Σw. Suppose W can be decomposed as follows:
1. ∀i ∈ [n], ∃i ∈ Ni ⊂ [n], such that W − XNi is independent of Xi, where [n] =
{1, · · · , n}.
2. ∀i ∈ [n], j ∈ Ni, ∃Ni ⊂ Nij ⊂ [n], such that W −XNij is independent of {Xi, Xj}.
3. ∀i ∈ [n], j ∈ Ni, k ∈ Nij, ∃Nij ⊂ Nijk ⊂ [n] such that W − XNijk is independent of
{Xi, Xj, Xk}.
Suppose further that for each i ∈ [n], j ∈ Ni, k ∈ Nij,
|Xi| ≤ β, |Ni| ≤ n1, |Nij| ≤ n2, |Nijk| ≤ n3,
where | · | is the Euclidean norm of a vector. Then there exists a universal constant C such
that
K(W,Z) ≤ Cd1/4n||Σ−1/2||3β3n1(n2 + n3
d
),
where Z is a d-dimensional Gaussian random vector preserving the covariance structure of
W and K(·, ·) is the Kolmogorov distance defined in (5.9).
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The following lemma offers a control for the summation of Chi-square random variables,
which will be employed in the proof of Theorem 5.3. It can be found in (Xu et al., 2014,
Lemma 7.2).
Lemma S.2.6. Let a1 ≥ a2 ≥ · · · ≥ ap ≥ 0 such that
∑p
i=1 a
2
i = 1; let ηi be i.i.d. χ
2
1 random
variables. Then for all h > 0, we have
sup
t
P(t ≤
p∑
k=1
akηk ≤ t+ h) ≤
√
h
√
4/pi.
Next, we collect some preliminary results. The first part of the following lemma shows
that the covariance function (3.5) decays polynomially fast under suitable assumptions. It
can be found in (Ding and Zhou, 2019, Lemma 2.6). The second part shows that the sample
covariance matrix and its inverse will converge to some deterministic limits. Its proof is
similar to (Ding and Zhou, 2019, Eq. (B.6)) and we omit the detail here.
Lemma S.2.7. (1). Suppose Assumptions 2.2, 2.3, 3.1 and 3.3 hold true. Then there exists
some constant C > 0, such that
sup
t
|γ(t, j)| ≤ Cj−τ , j ≥ 1.
(2). Recall (5.6). Suppose Assumptions 2.2, 2.3, 3.1, 3.3 and S.1.1 hold true. Then we have
that
||Σ̂− Σ|| = OP
(ζc log n√
n
)
,
where Σ̂ = n−1Y ∗Y.
Finally, we collect the concentration inequalities for non-stationary process using the
physical dependence measure. It is the key ingredient for the proof of most of the theorems
and lemmas. It can be found in (Zhou, 2013b, Lemma 6).
Lemma S.2.8. Let xi = Gi(Fi), where Gi(·) is a measurable function and Fi = (· · · , ηi−1, ηi)
and ηi, i ∈ Z are i.i.d random variables. Suppose that Exi = 0 and maxi E|xi|q < ∞ for
some q > 1. For some k > 0, let δx(k) := max1≤i≤n ‖Gi(Fi)−Gi(Fi,i−k)‖q . We further let
δx(k) = 0 if k < 0. Write γk =
∑k
i=0 δx(i). Let Si =
∑i
j=1 xj.
(i). For q′ = min(2, q),
‖Sn‖q
′
q ≤ Cq
∞∑
i=−n
(γi+n − γi)q′ .
(ii). If ∆ :=
∑∞
j=0 δx(j) <∞, we then have∥∥∥∥max1≤i≤n |Si|
∥∥∥∥
q
≤ Cqn1/q′∆.
In (i) and (ii), Cq are generic finite constants which only depend on q and can vary from
place to place.
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S.3 Proof of main results
This section is devoted to the technical proof of the paper.
Proof of Lemma 2.4. The proof follows from a direct computation using Lemma S.2.1.
Proof of Theorem 2.5. We start with the proof of (2.10). Till the end of the proof, we focus
our discussion on each fixed j. First, when j = O(1), the result holds true immediately. We
focus our discussion on the case when j diverges with n. Since i > j, i also diverges with n.
Denote φi = (φi1, · · · , φi,i−1)∗. By Yule-Walker’s equation, we have
φi = Γ
−1
i γi, (S.1)
where Γi = Cov(xi−1,xi−1) and γi = Cov(xi−1, xi) with xi−1 = (xi−1, · · · , x1)∗. We denote
the (i− 1)× (i− 1) symmetric banded matrix Γsi ≡ Γsi (j) by
(Γsi )kl =
{
(Γi)kl, |k − l| ≤ j1/(1+);
0, otherwise.
By Assumption 2.2 and a discussion similar to (Zhou, 2014, Proposition 4), we conclude that
for some constant C > 0,
sup
k,l
|Cov(Gk,n(Fk), Gl,n(Fl))| ≤ C|k − l|−τ . (S.2)
Therefore, by a discussion similar to (S.12) and the UPDC in Assumption 2.3, we have
λmin(Γ
s
i ) ≥ κ− j−(τ−1)/(1+) for all i > j. Similarly, we can show that λmax(Γsi ) ≤ C for some
constant C > 0. This shows that the support of the spectrum of Γsi is bounded from both
above and below by some constants when n ≥ ( 2
κ
)C(1+)/(τ−1). By Lemma S.2.3, we conclude
that for some δ ∈ (0, 1) and some constant C > 0, we have∣∣(Γsi )−1kl ∣∣ ≤ Cδ|k−l|/j1/(1+) . (S.3)
By Cauchy-Schwarz inequality and Lemma S.2.1, when n is large enough, for some constant
C > 0, we have that∣∣∣∣Γ−1i γi − (Γsi )−1γi∣∣∣∣ ≤ ‖Γi − Γsi‖‖Γ−1i ‖‖(Γsi )−1‖‖γi‖
≤ Cj−(τ−1)/(1+), (S.4)
where we use (S.2), the UPDC in Assumption 2.3 and the fact λmin(Γ
s
i ) ≥ κ− j−(τ−1)/(1+).
Denote φsi = (φ
s
i1, · · · , φsi,i−1) such that
φsi = (Γ
s
i )
−1γi.
Then we get immediately from (S.4) that
|φij − φsij| ≤ Cj−(τ−1)/(1+). (S.5)
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Hence, it suffices to control φsij. Note that φ
s
ij =
∑i−1
k=1(Γ
s
i )
−1
jk γik, where γik = Cov(xi, xi−k).
By (S.2) and (S.3), when n is large such that i − 1 − j1/(1+)+/2(1+) > j1/(1+)+/2(1+), we
have
|φsij| ≤ C
i−1∑
k=1
δ(i−1−k)/
√
jk−τ ≤ C1
i−1−j2/3∑
k=1
δj
/2(1+)
+
i−1∑
k=j1/(1+)+/2(1+)
k−τ

≤ C2j−(1+/2)(τ−1)/(1+).
Together with (S.5), we conclude our proof of (2.10).
Then we proceed to prove the first term of (2.11) using Lemma S.2.4. For the convenience
of our discussion, we denote the (k, l)-entry of Γi as Γi(k, l). For i > b, we denote the
(i− 1)× (i− 1) block matrix Γbi and the block vector γbi ∈ Ri−1 via
Γbi =
[
Cov(xbi ,x
b
i) E1
E3 E2
]
, γbi = (Cov(x
b
i , xi),0),
where xbi = (xi−1, · · · , xi−b)∗ and Ei, i = 1, 2, are defined as
E1 = Cov(x
m
i ,x
b
i) ∈ Rb×(i−b−1), E2 = Cov(xmi ,xmi ) ∈ R(i−b−1)×(i−b−1), (S.6)
and xmi = (xi−b−1, · · · , x1)∗. Moreover, E3 = (E3(k, l)) ∈ R(i−b−1)×b. Note that b + 1 ≤ k ≤
i− 1, 1 ≤ l ≤ b. For some constant ς > 2, E3 is denoted as
E3(k, l) =
{
Γi(k, l) |k − l| ≤ b/ς,
0 otherwise.
(S.7)
Denote φbi = (φ
b
i1, · · · , φbib,0) ∈ Ri−1. We have that
Γbiφ
b
i = γ
b
i −∆γi, (S.8)
where ∆γi is defined as
∆γi = (E3φ˜
b
i ,0), φ˜
b
i = (φ
b
i1, · · · , φbib)∗.
Since
max
1≤j≤b
|φij − φbij| ≤ ‖φi − φbi‖,
it suffices to provide an upper bound for ‖φi − φbi‖. Now we employ Lemma S.2.4 with
A = Γi,∆A = Γ
b
i − Γi, x = φi,∆x = φbi − φi, v = γi,∆v = γbi − γi − ∆γi to the systems
(S.1) and (S.8). By the UPDC in Assumption 2.3, for some constant C > 0, we find that
κ(A) ≤ C. By Lemma S.2.1 and (S.2), we find that for some constant C > 0, we have
‖∆A‖ ≤ (b/ς)−τ+1 ≤ Cb−τ+1.
Moreover, note that
‖∆v‖ ≤ ‖γbi − γi‖+ ‖∆γi‖.
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The first term of the right-hand side of the above equation can be bounded by Cb−τ+1
using (S.2). For the second term, by a discussion similar to (2.10), we find that |φbij| ≤
Cj−(τ−1)/(1+). Involving the definition of E3, we obtain that for some constant C1 > 0
‖∆γi‖ ≤ C min{b/ς, i− b− 1}(b/ς)−(τ−1)/(1+)+1 ≤ C1b−(τ−1)/(1+)+2.
Consequently, we have that
‖φi − φbi‖ ≤ Cb−(τ−1)/(1+)+2 = Cn−1+(3+2)/τ . (S.9)
This finishes our proof of (2.10).
Finally, we prove the second term of (2.11). Recall φi0 is defined as
φi0 := µi −
i−1∑
j=1
φijµi−j. (S.10)
and φbi0 = µi −
∑b
j=1 φ
b
ijµi−j, where µi = Exi, i = 1, 2, · · · , n, is the sequence of trends of
{xi}. We have
φi0 − φbi0 =
b∑
j=1
(φbij − φij)µi−j −
i−1∑
j=b+1
φijµi−j.
The first term of the right-hand side of the above equation can be bounded by Cn−1+(3.5+2.5)/τ
using (S.9) and Cauchy-Schwarz inequality and the second term can be bounded by Cn−1+(2+)/τ
using (2.10). This concludes our proof.
Proof of Proposition 2.6. First of all, when i ≤ b, it holds by setting φij to be the coefficients
of best linear prediction. When i > b, by (2.9), we decompose that
xi = φi0 +
b∑
j=1
φijxi−j + i +
i−1∑
j=b+1
φijxi−j.
Moreover, by Theorem 2.5, under the assumption (2.2), we find that
i−1∑
j=b+1
φijxi−j = OP(n−1+(2+)/τ ).
This concludes our proof.
Proof of Theorem 2.7. Recall (2.13). Clearly, {x∗i } is an AR(b) process when i > b. For
i = b+ 1, we have that
xi − x∗i = 0.
Suppose (2.14) holds true for k > b+ 1, then for k + 1, we have
xk+1 − x∗k+1 =
b∑
j=1
φij(xk+1−j − x∗k+1−j) +
k∑
j=b+1
φijxk+1−j
= OP(n
−1+(2+)/τ ),
where in the second step we use induction and Theorem 2.5 that
∑b
j=1 |φij| <∞.
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Proof of Lemma 2.10. Denote φi,j = (φi1,j, · · · , φij,j)∗. By Yule-Walker’s equation, we have
φi,j = Ωi,jγi,j. (S.11)
Here Ωi,j = [Cov(x
j
i ,x
j
i )]
−1 and γi,j = Cov(x
j
i , xi), where x
j
i := (xi−1, · · · , xi−j)∗. Moreover,
φi0,j is defined similar to (S.10). Then it is easy to see that the proof is similar to that of
Theorem 2.5 except we need to change the dimension from i− 1 to j.
Proof of Proposition 3.4. Denote the covariance matrix of (x1, · · · , xn) as Σ ≡ Σn. For a
given dn = O(n
f ), 1
τ
< f < 1
2
, we define the banded matrix Σdn such that
Σdnij =
{
Σij, if |i− j| ≤ dn;
0, otherwise.
Throughout the proof, we let λn be the smallest eigenvalue of Σ and µn be that of Σ
dn . By
Lemmas S.2.7 and S.2.1, we have
λn = µn + o(1). (S.12)
Therefore, it is equivalent to study the UPDC for Σdn . We now consider a longer time series
{xi}n+dni=−dn , where we use the convention xi = G(0,Fi) if i < 0 and xi = G(1,Fi) if i > n. We
will need the following lemma to prove the sufficiency.
Lemma S.3.1. Let Σdni be the covariance matrix of (xi, xi+1, · · · , xi+dn). Then for all −dn ≤
i ≤ n, let λdn(Σdni ) be the smallest eigenvalue of Σdni . Then if the spectral density (3.6) is
bounded from below, we have that for some constant ς > 0,
λdn(Σ
dn
i ) ≥ ς > 0, for all i.
Proof. Without loss of generality, we set i = 0. Consider the stationary process such that
x0i = G(0,Fi). By Lemma S.2.2, when the spectral density is bounded below, we find that
λdn(Cov(x
0
i , · · · , x0dn)) ≥ ς > 0, (S.13)
for any dn. On the other hand, when 1 ≤ i, j ≤ dn, for some constant C > 0, we have
|Cov(xi, xj)− Cov(G(0,Fi), G(0,Fj))| ≤ C min
(
max(i, j)
n
, |i− j|−τ
)
.
As a consequence, by Lemma S.2.1, we find that
|λdn(Σdni )− λdn(Cov(x0i , · · · , x0dn))| ≤ C
d2n
n
.
Together with (S.13), we finish the proof.
With the above preparation, we proceed with the final proof. We start with the sufficiency
part. For any non-zero vector a = (a1, · · · , ai+2dn)∗ ∈ Ri+2dn , i = −dn, · · · , n, denote
F (a, i) :=
i+dn∑
k=1
i+dn∑
l=1
ak(Σ
dn
i )k,lal.
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By Lemma S.3.1, we find that
F (a, i) ≥ ς
i+dn∑
l=i
a2l . (S.14)
Now we let the first and last dn entries of a be zeros. Then using a discussion similar to
(S.14), we find that
1
dn
n∑
i=−dn
F (a, i) ≥ ς
n∑
l=1
a2l . (S.15)
Furthermore, by Lemma S.2.1, it is easy to see that for some constant C > 0,∣∣∣∣∣ 1dn
n∑
i=−dn
F (a, i)−
n∑
k=1
n∑
l=1
akΣ
dn
kl al
∣∣∣∣∣ ≤ Cdn
n∑
k=1
a2k.
Together with (S.15), we find that
n∑
k=1
n∑
l=1
akΣ
dn
kl al ≥
ς
2
n∑
l=1
a2l ,
when n is large enough. This shows that Σdn satisfies PDC and hence finishes the proof
of the sufficient part. Next we briefly discuss the proof of necessity. We make use of the
structure of Σdn . For any given ti :=
i
n
and ω, denote
fn(ti, ω) =
1
2pin
n∑
k,l=1
e−ikωγ(ti, k − l)eilω.
It is easy to see that (for instance see a similar discussion in (Brockwell and Davis, 1987,
Corollary 4.3.2))
fn(ti, ω) = f(ti, ω) + o(1). (S.16)
Furthermore, we denote
gn(ti, ω) =
1
2pin
n∑
k,l=1
e−ikωΣdni,|k−l|e
ilω.
By the assumption (3.3) and Lemma S.2.7, we find that
gn(ti, ω) = fn(ti, ω) + o(1). (S.17)
Using the structure of Σdn and the assumption that Σdn satisfies UPDC, we find that for
some constant κ > 0,
gn(ti, ω) ≥ κ.
In light of (S.16) and (S.17), we find that f(ti, ω) ≥ κ. Finally, we can conclude our proof
using the continuity of f(t, ω) in t. This concludes our proof.
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Proof of Theorem 3.6. The smoothness of the functions φj(t), 0 ≤ j ≤ b follows from term
by term differentiation by using Assumption 3.2 and Theorem 2.5.
Next, note that under Assumption 3.2, we can write (S.10) as
φ0i = µ(i/n)−
i−1∑
j=1
φijµ((i− j)/n). (S.18)
The first equation is proved in (Ding and Zhou, 2019, Lemma 2.8) and the second equation
follows from the first equation, the smoothness of µ(t) such that |µ(i/n) − µ((i − j)/n)| ≤
Cb/n, when |i− j| ≤ b for some constant C > 0 and the first term of (2.10).
Proof of Corollary 3.7. The proof is similar to those of Theorem 2.7 and we omit further
details here.
Proof of Lemma 3.8. The smoothness of ρj(t) follows from Assumption 3.3 and a discussion
similar to the proof of Theorem 3.6. For the second part, we first note that ρi,j = φij,j,
ρj(i/n) = φj,j(i/n) and
φij,j − φj,j( i
n
) = e∗jΩi,j(γi,j − γ˜i,j) + e∗jΩi,j(Γ˜i,j − Γi,j)Ω˜i,jγ˜i,j,
where ej = (0, · · · , 0, 1)∗ and we recall (S.11) and (3.9). For the first term of the right-hand
side of the above equation, by Cauchy-Schwarz inequality, we have∣∣e∗jΩi,j(γi,j − γ˜i,j)∣∣2 ≤ λmax(Ωi,jΩ∗i,j)||γi,j − γ˜i,j||22.
First, by Assumption 2.3, we find that for some constant C > 0, we have
λmax
(
Ωi,jΩ
∗
i,j
) ≤ C.
Second, by Assumptions 2.2 and 3.1, together with (S.2) and Lemma S.2.7, we conclude that
∣∣e∗jΩi,j(γi,j − γ˜i,j)∣∣2 ≤ C
min{j,b}∑
k=1
(γi,j(k)− γ˜i,j(k))2 +
max{j,b}∑
k=min{j,b}+1
(γi,j(k)− γ˜i,j(k))2

(S.19)
≤ Cn−2+3(1+)/τ .
Here, for the first term of the right-hand side of (S.19), we use (3.3) to obtain that
|γi,j(k)− γ˜i,j(k)| ≤ n−1+(1+)/τ ,
and use (S.2) to control the second term of (S.19). Similarly, we can show that∣∣∣e∗jΩi,j(Γ˜i,j − Γi,j)Ω˜i,jγ˜i,j∣∣∣2 ≤ Cn−2+3(1+)/τ .
This concludes our proof.
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Proof of Theorems 4.2. Note that by adding and subtracting x̂n+1, we have
E(xn+1 − x̂bn+1)2 = E(xn+1 − x̂n+1)2 + E(x̂n+1 − x̂bn+1)2 + 2E(xn+1 − x̂n+1)(x̂n+1 − x̂bn+1).
It suffices to control the second and third terms of the above equations. First,
x̂n+1 − x̂bn+1 =
b∑
j=1
(φnj − φj(1))xn+1−j +
n∑
j=b+1
φnjxn+1−j. (S.20)
Therefore, by Theorem 3.6, (2.2) and (2.10), we find that there exists some constant C > 0
such that
E(x̂n+1 − x̂bn+1)2 ≤ Cn−2+5(1+)/τ . (S.21)
Second, since x̂n+1 is the best linear forecasting based on {x1, · · · , xn}, then xn+1 − x̂n+1 is
uncorrelated with any linear combination of {x1, · · · , xn}. Together with (S.20), we readily
obtain that
E(xn+1 − x̂n+1)(x̂n+1 − x̂bn+1) = 0.
This completes our proof.
Proof of Theorems 4.5 and 4.6. For the proof of Theorem 4.5, the first part of follows from
a discussion similar to (Ding and Zhou, 2019, Theorem 3.7 and Corollary 3.8). The only
difference is that in the statements of the aforementioned results, the above statements are
only proved for j ≥ 1. Since the case when j = 0 holds with a similar discussion, we omit
the details of the proof here. Indeed the only difference is that our design matrix Y is the
(n−b)×(b+1)c rectangular matrix whose i-th row is xi⊗B( in). Here xi = (1, xi−1, · · · , xi−b) ∈
Rb+1, B(i/n) = (α1( in), · · · , αc( in)) ∈ Rc and ⊗ is the Kronecker product. The second part
follows from a discussion similar to (Ding and Zhou, 2019, Theorem 3.2), the first part of
the theorem, (4.12) and the smoothness of ϕ(·).
The proof of Theorem 4.6 is the similar to that of Theorem 4.5 except that our Y ∗ ∈
R(j+1)c×(n−b). However, as j ≤ b, the discussion can be applied to our case directly.
Proof of Theorem 5.1. By Lemma S.2.7 and Assumption 3.1, we find that there exists some
constant C > 0, such that
sup
i
|Corr(xi, xj)| ≤ C|i− j|−τ , i 6= j.
Therefore, we only consider the correlation when |i− j| ≤ b. Indeed, due to Assumption 3.1,
for some constant C > 0, we have
sup
1≤i,j≤b
|Corr(xi, xj)− Corr(xb+i, xb+j)| ≤ Cn−1+(1+)/τ .
Therefore, it suffices to test the stationarity for the correlation of xi and xj, where i, j > b
and |i − j| ≤ b. First, by the smoothness of G(·, ·), we observe that for any i > b, we can
write
Var
(
G(
i
n
,Fi−k)
)
= σ2(
i
n
), 1 ≤ k ≤ b.
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As a consequence, using Yule-Walker’s equation, we have
φ˜b(
i
n
) = P˜−1ρ˜b,
where P˜ is the correlation matrix of x˜i−1 = (x˜i−1, · · · , x˜i−b)∗ and ρ˜b is the correlation vector
of x˜i and x˜i−1. Here we recall x˜i−1,k = G( in ,Fi−k), k = 1, 2, · · · , b, where x˜i−1,k is the k-th
entry of x˜i−1. Hence, under H0, we conclude that φ˜b is independent of in . Second, we have
that
Corr(xi, xi+j) =
∑b
k=1 φk Cov(xi, xi+j−k)
Var xi+j
+O(n−1+(1+)/τ ),
where we use the stochastic Lipschitz continuity and the expression (2.9) of xi+j. Using the
fact that
Cov(xi, xi+j−k) = η|k−j|Var xi+j +O(n−1+(1+)/τ ),
where η|k−j| = Corr
(
G( i+j
n
,Fi), G( i+jn ,Fi+j−k)
)
is the correlation function for a stationary
time series. By Theorem 2.5, we have that
∑ |φj| < ∞, we can choose %j = ∑bj=k φkη|k−j|.
This concludes our proof.
Proof of Lemma 5.2. Under the null assumption H0 that φj(t) are identical in t, we have
(φ̂j(t)− φ̂j)2 =
(
φ̂j(t)− φj(t)−
(∫ 1
0
(φ̂j(s)− φj(s))ds
))2
.
By (4.6), we can write
T =
b∑
j=1
(
β∗j − β̂∗j
)
W
(
βj − β̂j
)
+O(bc−d), W =
(
I − B¯B¯∗
)
,
where βj ∈ Rc satisfies that βjk = βjc+k, 1 ≤ k ≤ c. It is well-known that the OLS estimator
satisfies
β̂ = β +
(
Y ∗Y
n
)−1
Y ∗
n
,  = (b+1, · · · , n)∗. (S.22)
By (S.22), we find that nT is a quadratic form in terms of 1√
n
∑n
i=b+1 z
∗
i . We find that
nT = X∗
(
Y ∗Y
n
)−1
IbcW
(
Y ∗Y
n
)−1
X +O(bc−d).
By (2) of Lemma S.2.7 and (1) and (3) of Assumption S.1.1, we can conclude our proof.
Proof of Theorem 5.3. Denote
Ax :=
{
W ∈ Rp : W∗ΓW ≤ x
}
,
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and A = {x ∈ R : Ax}. It is easy to check that Ax is convex as Γ is positive semi-definite.
By definition, we have
K(X,Y) = sup
x
∣∣∣P(X ∈ Ax)− P(Y ∈ Ax)∣∣∣ = sup
A∈A
∣∣∣P(X ∈ A)− P(Y ∈ A)∣∣∣, (S.23)
where A is a convex set. Given a large constant M ≡M(n), denote
hMi = E(hi|ηi−M , · · · , ηi), i = b+ 1, · · · , n,
and zMi = h
M
i ⊗ B( in) = (zMi1 , · · · , zMip )∗, p = (b + 1)c. Then we can define XM accordingly
and then YM can be defined similarly. Note that in Lemma S.2.5, we have n1 = n2 = n3 =
M. Next we provide a truncation for the M -dependent sequence. Now we choose Mz for
γ ∈ (0, 1), such that
P
(
max
b+1≤i≤n
max
1≤j≤p
|zMij | ≥Mz
)
≤ γ.
Denote the set
B(Mz) :=
{
max
b+1≤i≤n
max
1≤j≤p
|zMij | ≤Mz
}
,
and X = (X1, · · · , Xp). Similarly, we can define its M -dependent approximation as XM and
truncated version as X
M
. We decompose the probability by
K(XM ,Y) = K(XM ,Y ∩ B(Mz)) +K(XM ,Y ∩ Bc(Mz))
≤ K(XM ,Y) + Cγ, (S.24)
where C > 0 is some constant. Note that on B(Mz),∣∣∣ 1√
n
zMi
∣∣∣ = 1√
n
∣∣∣hMi ⊗B( in)∣∣∣ ≤ C
√
pMz√
n
.
Denote Y˜M as the Gaussian random vector with the same covariance structure with X
M
.
By Lemma S.2.5, we conclude that
K(XM , Y˜M) ≤ Cp 74n−1/2M3zM2.
In light of (S.24), it suffices to control the difference of the covariance matrices between X
M
and X. We first recall the following fact: if Y ≥ 0 and ζ > 0 then
EY ζ =
∫ ∞
0
ζyζ−1P(Y > y)dy. (S.25)
First, we show that the covariance matrices between X
M
and XM are close. For i =
1, 2, · · · , p,
Var(X
M
i )− Var(XMi ) = E(XMi )2 − E(XMi )2 + (E(XMi −XMi ))(E(XMi +XMi )). (S.26)
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Note that
E(XMi −XMi ) ≤ E|XMi −XMi | ≤MzP(|XMi | > Mz) +
∫ ∞
Mz
P(|XMi | > y)dy
≤ C
∫ ∞
Mz
1
yq
dy = C(q − 1)M−(q−1)z ,
where in the second inequality we use (S.25), in the third inequality we use Markov inequality
and in the last equality we use the fact q > 2. By Cauchy-Schwarz inequality, we can show
analogously that for some constant C > 0(
E(XMi )2 − E(XMi )2
)
= E
(
(XMi )
21(|XMi | > Mz)
) ≤ CξqcM−(q−2)z ,
where we use the fact that
1
(|XMi | > Mz) ≤ |XMi |q−2
M q−2z
.
This implies that for some constant C > 0
Var(X
M
i )− Var(XMi ) ≤ CξqcM−(q−2)z .
Similarly, we can show that
Cov(X
M
i , X
M
j )− Cov(XMi , XMj ) ≤ CξqcM−(q−1)z .
Together with Lemma S.2.1, we find that
‖Cov(XM)− Cov(XM)‖ ≤ CξqcpM−(q−2)z .
Second, we control the difference between XM and X. By (Liu and Lin, 2009, Lemma A.1)
(or Lemma S.2.8), we have
E
(|Xj −XMj |q)2/q ≤ CΘ2M,j,q. (S.27)
By Assumption 2.2, we conclude that
ΘM,j,q ≤ CξcM−τ+1. (S.28)
Consequently, by Jenson’s inequality, we have that
E|Xj −XMj | ≤ CξcM−τ+1, E|Xj −XMj |2 ≤ Cξ2cM−2τ+2. (S.29)
Therefore, we have that for some constant C > 0,
Var(XMi )− Var(XMi ) ≤ CξcM−τ+1,
where we use a discussion similar to (S.26). Similarly, we can show that∣∣Cov(XMi , XMj )− Cov(Xi, Xj)∣∣ ≤ CξcM−τ+1.
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Together with Lemma S.2.1, we find that
‖Cov(X)− Cov(XM)‖ ≤ CpξcM−τ+1.
As a result, we conclude that
‖Cov(X)− Cov(XM)‖ ≤ C(pξcM−τ+1 + pξqcM−(q−2)z ). (S.30)
We decompose that
P(YΓY∗ ≤ x)−P(Y˜ΓY˜∗ ≤ x) = P(YΓY∗ ≤ x)− P(YΓY∗ ≤ x+D(Y, Y˜)), (S.31)
where D(Y, Y˜) is defined as
D(Y, Y˜) := −Y˜ΓY˜∗ + YΓY∗.
By (S.30) and a decomposition similar to (S.34), we have
‖D(Y, Y˜)‖ ≤ C√pξc(pξcM−τ+1 + pξqcM−(q−2)z ).
By Lemma S.2.6 and (S.31), we find that
K(Y, Y˜M) ≤ C (√pξc(pξcM−τ+1 + pξqcM−(q−2)z ))1/2 .
Therefore, using the definition of K(·, ·) in (S.23), we conclude that
K(XM ,Y) ≤ C
(
γ + p
7
4n−1/2M3zM
2 +
(√
pξc(pξcM
−τ+1 + pξqcM
−(q−2)
z )
)1/2)
.
By Markov inequality, we can choose γ = O
(
ξc
Mz
)
. Finally, we control K(X,XM) to finish
our proof. We first introduce some notations. Denote the physical dependence measure for
zkl as δ
z
kl(s, q) and
θk,j,q = sup
k
δzkl(s, q), Θs,l,q =
∞∑
o=s
θo,l,q.
By Assumption 2.2, we conclude that
sup
1≤l≤p
Θs,l,q < ξc,
∞∑
s=1
sup
1≤l≤p
sθs,l,3 < ξc. (S.32)
Denote the set
I(∆M) :=
{
max
1≤j≤p
∣∣∣Xj −X(M)j ∣∣∣ ≤ ∆M}.
We claim that for arbitrary small δ > 0, we can decompose the probability by
K(XM ,X) = K(XM ,X ∩ I(∆M)) +K(XM ,X ∩ Ic(∆M)) (S.33)
≤ C
(√
p∆Mξcnδ + n
−δ + P(Ic(∆M))
)
,
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where we use the definition of K(·, ·) to control the second term of the right-hand side of
(S.33). For the first term, note that
P
(
(XM)∗ΓXM ≤ x)−P (XΓX ≤ x) = P ((XM)∗ΓXM ≤ x)−P ((XM)∗ΓXM ≤ x+D(XM ,X)) ,
where D(XM ,M) is defined as
D(XM ,X) = −X∗ΓX + (XM)∗ΓXM .
Further, we have
‖D(XM ,M)‖ ≤ ‖(XM)∗Γ(XM −X)‖+ ‖(XM −X)∗ΓX‖. (S.34)
Recall (S.27) and (S.28). Restricted on I(∆M), by Cauchy-Schwarz inequality, the fact Γ is
bounded, Lemma S.2.8 with (S.32), we find that for some constant C > 0,
‖D(XM ,X)‖ ≤ C√pξc(√p∆M) = Cp∆Mξc.
Therefore, conditional on I(∆M), for some constant C > 0, we have∣∣P ((XM)∗ΓXM ≤ x)− P (XΓX ≤ x)∣∣ ≤ Cn−δ
+
∣∣P ((XM)∗ΓXM ≤ x)− P ((XM)∗ΓXM ≤ x+ nδp∆Mξc)∣∣ .
Moreover, we have∣∣P ((XM)∗ΓXM ≤ x)− P ((XM)∗ΓXM ≤ x+ nδp∆Mξc)∣∣ ≤2K(XM ,Y) + P (Y∗ΓY ≤ x+ nδp∆Mξc)
− P ((Y∗ΓY ≤ x) .
Since Γ is positive definite and bounded, by Lemma S.2.6 and the rotation invariance property
of Gaussian random vectors, we obtain the bound for the first term of the right-hand side of
(S.33). Next, by Markov inequality and a simple union bound, we have that
P(Ic(∆M)) ≤ C
p∑
j=1
ΘqM,j,q
∆qM
.
Consequently, we can control
K(XM ,X) ≤ C
(√
p∆Mξcnδ + n
−δ + pξcM−qτ+1/∆
q
M
)
.
By optimizing ∆M , we conclude that
K(XM ,X) ≤ C
(
M
−qτ+1
2q+1 ξ(q+1)/(2q+1)c p
q+1
2q+1n
δq
2q+1 + n−δ
)
,
This finishes our proof using triangle inequality.
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Proof of Proposition 5.4. Denote r = Rank(Ω1/2ΓΩ1/2) and the eigenvalues of Ω1/2ΓΩ1/2 as
d1 ≥ d2 > · · · ≥ dr. Under (1) of Assumption S.1.1, the definition of W and the fact that
λmin(A)λmin(B) ≤ λmin(AB) ≤ λmax(AB) ≤ λmax(A)λmax(B),
for any given positive semi-definite matrices A and B, we conclude that di = O(1), i =
1, 2, · · · , r. For the basis functions we used, we have that r = O(bc). Therefore, we have
d1
f2
→ 0.
Hence, by Theorem 5.3 and Lindeberg’s central limit theorem, we finish our proof.
Proof of Proposition 5.5. Denote the statistic T as
T :=
b∑
j=1
∫ 1
0
(
φ̂j(t)− φj(t)−
(∫ 1
0
φ̂j(s)− φj(s)ds
))2
dt.
One one hand, by Proposition 5.4, we have that
nT − f1
f2
⇒ N (0, 2).
On the other hand, by an elementary computation, we have
nT = nT + n
b∑
j=1
∫ 1
0
(
φj(t)− φ¯j
)2
dt− 2n
b∑
j=1
∫ 1
0
(
φj(t)− φ¯j
)(
φ̂j(t)− ¯̂φj
)
dt.
Furthermore, we can rewrite the above equation as
nT = nT −n
b∑
j=1
∫ 1
0
(
φj(t)− φ¯j
)2
dt+2n
b∑
j=1
∫ 1
0
(
φj(t)− φ¯j
) (
φj(t)− φ̂j(t)− (φ¯j − ¯̂φj)
)
dt.
By (4.6), we find that∫ 1
0
(
φj(t)− φ¯j
) (
φj(t)− φ̂j(t)− (φ¯j − ¯̂φj)
)
dt = β∗j B̂(βj − β̂j) +O(bc−d),
where B̂ is defined as
B̂ =
∫ 1
0
(B(t)− B¯)(B(t)− B¯)∗dt.
It is easy to see that ‖B̂‖ = O(1). Therefore, under the alternative hypothesis Ha, we find
that ∫ 1
0
(
φj(t)− φ¯j
) (
φj(t)− φ̂j(t)− (φ¯j − ¯̂φj)
)
dt = OP
(√
log n
(bc)1/4
n
)
,
where we use Theorem 4.5 and Assumption S.1.1. This concludes our proof.
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Proof of Theorem 5.8. We divide our proofs into two steps. In the first step, we show that
the result holds for T defined in (5.14). In the second step, we control the closeness between
T and T̂ .
We start with the first step following the proof strategy of (Zhou, 2013b, Theorem 3).
Denote
Λ =
1
(n−m− b)
n−m∑
i=b+1
Υi,mΥ
∗
i,m,
where we use
Υi,m =
1√
m
Hi ⊗B( i
n
), Hi =
( i+m∑
j=i
hj
)
.
Lemma S.3.2. Under the assumptions of Theorem 5.8, we have
sup
b+1≤i≤n−m
∣∣∣∣∣∣Υi,mΥ∗i,m − E(Υi,mΥ∗i,m)∣∣∣∣∣∣ = O(bζ2c√m).
Proof. Using the basic property of Kronecker product, we find
Υi,mΥ
∗
i,m =
1
m
[HiH
∗
i ]⊗
[
B(
i
n
)B∗(
i
n
)
]
.
As a consequence, we have that
sup
b+1≤i≤n−m
∣∣∣∣∣∣Υi,mΥ∗i,m − E(Υi,mΥ∗i,m)∣∣∣∣∣∣ ≤ sup
b+1≤i≤n−m
∣∣∣∣∣∣HiH∗i − E(HiH∗i )∣∣∣∣∣∣ ζ2cm, (S.35)
where we use the property of the spectrum of Kronecker product and the fact B( i
n
)B∗( i
n
) is
a rank-one matrix. Now we focus on studying the first entry of HiH
∗
i , which is of the form
w =
(∑i+m
j=i xj−1j
)2
. We first study its physical dependence measure. Note that w is Fi+m
measurable and can be written as fi(Fi+m). Denote w(l) = fi(Fi+m,l). By Assumption 2.2
and Lemma S.2.8, we conclude that
sup
i
∣∣∣∣∣
∣∣∣∣∣
i+m∑
j=i
xj−1j
∣∣∣∣∣
∣∣∣∣∣
q
= O(
√
m). (S.36)
Recall that by Jensen’s inequality, if X ∈ Lq, q > 4, we have
E|X|2 ≤ (E|X|q)2/q. (S.37)
Therefore, by (S.36), (S.37) and Minkowski’s inequality, we have
||w − w(l)|| = O(√m)
( l∑
j=l−m
δ(j, q)
)
.
By Lemma S.2.8 and Assumption 2.2, we have
||w − Ew|| = O(m3/2).
Therefore, by (S.35) and Lemma S.2.1, we conclude our proof.
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Using a discussion similar to the lemma above and Assumption 5.6, it is easy to conclude
that
||Λ− E(Λ)|| = O
(
bζ2c
√
m/n
)
. (S.38)
Next, we show that a stationary time series can be used to approximate E
(
HjH
∗
j
)
, where
the stationary time series can closely preserve the long-run covariance matrix (5.10). Recall
(5.8). Denote the stationary time series as
h˜i,j = U(
i
n
,Fj), i ≤ j ≤ i+m.
Correspondingly, we can define
Υ˜i,m =
1√
m
H˜i ⊗B( i
n
), H˜i =
i+m∑
j=i
h˜i,j.
Lemma S.3.3. Under the assumptions of Theorem 5.8, we have
sup
b+1≤i≤n−m
∣∣∣∣∣∣E(Υi,mΥ∗i,m)− E(Υ˜i,mΥ˜∗i,m)∣∣∣∣∣∣ = O((mb2n )1−2/τbζ2c).
Proof. Similar to (S.35), we have
sup
b+1≤i≤n−m
∣∣∣∣∣∣E(Υi,mΥ∗i,m)− E(Υ˜i,mΥ˜∗i,m)∣∣∣∣∣∣ ≤ sup
b+1≤i≤n−m
∣∣∣∣∣∣E(H˜iH˜∗i )− E(HiH∗i )∣∣∣∣∣∣ ζ2cm.
We also focus on studying the first entry of H˜iH˜
∗
i−HiH∗i , which is of the form
(∑i+m
j=i x˜j−1˜j
)2
−(∑i+m
j=i xj−1j
)2
. We first observe that∣∣∣∣∣
∣∣∣∣∣
i+m∑
j=i
(
x˜j−1˜j − xj−1j
)∣∣∣∣∣
∣∣∣∣∣ = O
(
i+m∑
j=i
xj−1(˜j − j)
)
.
Hence, by Lemma S.2.8 and Assumption 3.1, we have∣∣∣∣∣
∣∣∣∣∣
i+m∑
j=i
(
x˜j−1˜j − xj−1j
)∣∣∣∣∣
∣∣∣∣∣ = O(√m
∞∑
j=0
min{m
n
, δ(j, 2)}
)
= O
(√
m
(m
n
)1−2/τ)
,
where we use the fact δ(j, 2) ≤ δ(j, q). Hence, by (S.37) and Minkowski’s inequality, we have
that
sup
i
∣∣∣∣∣
∣∣∣∣∣(
i+m∑
j=i
x˜j−1˜j
)2
−
( i+m∑
j=i
xj−1j
)2∣∣∣∣∣
∣∣∣∣∣ = O(m(mn )1−2/τ).
This concludes our proof using Lemma S.2.1.
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Furthermore, by (Zhou, 2013b, Lemma 4) and a discussion similar to (S.35), we have
sup
b+1≤i≤n−m
∣∣∣∣∣∣∣∣E(Υ˜i,mΥ˜∗i,m)− Ω( in)
∣∣∣∣∣∣∣∣ = O(bζ2cm ).
Hence, by Assumption 3.3 and (Tasaki, 2009, Theorem 1.1), we have∣∣∣∣∣ 1n−m− b
n−m∑
i=b+1
E
(
Υ˜i,mΥ˜
∗
i,m
)
−
∫ 1
0
Ω(t)dt
∣∣∣∣∣ = O(bζ2cm + 1(n−m− b)2).
Therefore, under Assumption 5.6, by Lemmas S.2.8, S.3.2 and S.3.3, we have that
||Λ− Ω|| = O
(
θ(m)
)
, θ(m) = bζ2c
(√
m
n
+
1√
n
(mb2
n
)1−2/τ
+
1
m
)
. (S.39)
It is easy to check that as τ > 10,
1√
n
(m
n
)1−2/τ
≤ 1
m
,
where we use the assumption that m  n. By definition, conditional on the data, Φ is
normally distributed. Hence, we may write
Φ ≡ Λ1/2G,
where G ∼ N (0, Ip) and≡means that they have the same distribution. Define r = Rank(W)
and the eigenvalues of Λ1/2Γ̂Λ1/2 as λ1 ≥ λ2 ≥ · · · ≥ λr > 0. By (S.38) and Assumption S.1.1,
it is easy to see that λi = O(1) when conditional on the data. Therefore, by Lindeberg’s
central limit theorem, we have
G∗Λ1/2Γ̂Λ1/2G−∑ri=1 λi
(
∑r
i=1 λ
2
i )
1/2
⇒ N (0, 2).
Recall that d1 ≥ d2 ≥ · · · ≥ dr > 0 are the eigenvalues of Ω1/2ΓΩ1/2 and di = O(1). Recall
that r = O(bc) and denote the set A ≡ An as
A ≡ An :=
{
|
r∑
i=1
(λi − di)| ≤ bn
√
bc, |
r∑
i=1
(λ2i − d2i )| ≤ cn
√
bc
}
,
where bn, cn = o(1). On the event A, we have that
G∗Λ1/2Γ̂Λ1/2 − f1
f2
=
G∗Λ1/2Γ̂Λ1/2 −∑ri=1 λi +∑ri=1 λi − f1
(
∑r
i=1 λ
2
i )
1/2
(
(
∑r
i=1 λ
2
i )
1/2
f2
)
=
G∗Λ1/2Γ̂Λ1/2G−∑ri=1 λi
(
∑r
i=1 λ
2
i )
1/2
+ oP(1). (S.40)
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Therefore, we have shown that Theorem 5.8 holds true on the event A. Under Assumption
5.6, and a discussion similar to (S.39) 4 and (2) of Lemma S.2.7
||Σ̂− Σ|| = OP
(ζc log n√
n
)
,
we find that
P(A) = 1− o(1).
Hence, we can conclude our proof for T using Theorem 5.3.
For the second step, by Theorems 2.5 and 4.5, we conclude that
sup
i>b
|i − ̂i| = OP(ϑ(n)), ϑn = n2/τ
(
ζc
√
log n
n
+ n−dα1
)
.
Denote Υ̂i,m by replacing hi with ĥi. Similar to the discussion of Lemma S.3.3, we conclude
that
sup
b+1≤i≤n−m
∣∣∣∣∣∣Υi,mΥ∗i,m − Υ̂i,mΥ̂∗i,m∣∣∣∣∣∣ = OP(bζ2cϑn).
Hence, we have
||Λ− Λ̂|| = OP
( 1√
n
bζ2cϑn
)
.
Using a similar discussion to (S.40), we can conclude our proof.
Proof of Theorem S.1.2. The proof follows from (S.39) and the assumptions of Theorem
5.8.
Proof of Lemma 5.9. For j > b, recall that we denote Γi,j = Cov(x
j
i ,x
j
i ),γi,j = Cov(x
j
i , xi),
where xji ∈ Rj. We further denote the j × j matrix Γji,b as the following block matrix and
γji,b as the block vector
Γji,b =
[
Γi,b Ei,1
Ei,3 Ei,2
]
,γji,b = (γi,b,0),
where Ei,1, Ei,2 and Ei,3 are defined analogously to (S.6) and (S.7) respectively. Then we
can complete our proof using a discussion similar to (2.11) using Lemma S.2.4. By letting
∆A := Γji,b − Γi,j, ∆v = γji,b − γi,j −∆γi,j and the UPDC in Assumption 2.3, together with
Lemma S.2.7, we conclude that for some constant C1 > 0,
||φji − φ
b
i || ≤ C1j−(τ−1)/(1+)+2 ≤ C1n−1+(3+2)/τ ,
where φ
b
i = (φ
b
i ,0)
∗ with Γi,bφbi = γi,b and Γi,jφ
j
i = γi,j. Hence, our proofs follow from the
definitions of Tρ and Tφ, the triangle inequality, Theorems 2.5, 4.5 and 4.6.
Proof of Lemma 5.10. By a discussion similar to Proposition 5.4, we obtain that
nTφ − g1
g2
→ N (0, 2).
Then the proof follows from Lemma 5.9.
4The operator norm and the difference of trace share the same order as we apply Lemma S.2.1.
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