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Reading, Massachusetts 01867 
A new class of tree adjunct grammars is examined which was first introduced in 
(Joshi et al., 1975). Termed extended tree adjunct grammars, they provide for a 
more flexible, localized notion of adjunction than is possible within the context of 
standard tree adjunct grammars. In fact, this new class is more powerful than that 
of standard tree adjunct grammars ince the latter is properly included in the 
former. The study of extended tree adjunct grammars is motivated by several 
linguistic considerations relating to weaknesses in the power of standard tree 
adjunct grammars. First, standard tree adjunct grammars, which can be used to 
compose the phrase structure grammar of the base component of a Chomsky-like 
transformational grammar, are not well suited to account for certain aspects of 
language structure such as the establishment and confirmation of selectional 
restrictions. Second, since the relational and categorical aspects of structure are 
simultaneously entailed by the process of adjunction in standard tree adjunct 
grammars, it is difficult to study each separately. Finally, standard tree adjunct 
grammars by their very nature do not admit a satisfactory description of the 
concept of the center of a constituent. Two major results concerning extended tree 
adjunct grammars are the primary focus of this article. The first and foremost is 
that any recognizable set can be realized as the tree set of such a grammar. The 
second is that a special form of automaton, called a deterministic linear bounded 
tree automaton, is sufficient o recognize this new class of tree adjunct grammars. 
INTRODUCTION 
In this article we define a tree generating system called an extended tree 
adjunct grammar and describe its properties, relating the properties 
especially to the standard tree adjunct grammars developed in (Joshi et al., 
1975). Two distinct motives underlie the search for such grammars. First, 
standard tree adjunct grammars are not able to characterize or generate 
certain classes of tree sets, such as recognizable sets. 
Second, standard tree adjunct grammars prove to have several inguistic 
weaknesses which one would like to overcome in a formal manner. These 
weaknesses include 
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--Difficulty in accounting for the establishment and confirmation of selec- 
tional (i.e., semantic) restrictions. 
--Difficulty in separating the relational and categorical aspects of 
structure. 
-- Inabil ity to describe the concept of the center of a constituent. 
It was with these weaknesses in mind that Joshi (1973) first introduced the 
notion of local adjunction which serves as the basis for our definition of 
extended tree adjunct grammars. 
In the following sections, we lay the necessary groundwork for the 
definition of extended tree adjunct grammars and develop two major results 
concerning them. Section 1.1 contains a basic notation for trees identical to 
that found in (Brainerd, 1969; Gorn, 1965; Rounds, 1970; Joshi et al., 
1975). Section 1.2 provides a definition for standard tree adjunct grammars 
in accordance with (Joshi et al., 1975). Section 1.3 then briefly reviews tree 
transducers, transformations, and automata. Most of the notation, concepts 
and results of Section 1.3 can be found in (Thatcher and Wright, 1968; 
Doner, 1970; Engelfriet, 1971; Baker, 1978, 1979). 
In Section 2, we define extended tree adjunct grammars. We also examine 
several of their properties in relationship to standard tree adjunct grammars, 
the tree generating systems of (Brainerd, 1969; Rounds, 1970), and the 
recognizable sets and local sets discussed in (Thatcher, 1967; Rounds, 
1970). 
In Section 3, we prove our first result: that any recognizable set can be 
realized as the tree set of an extended tree adjunct grammar. This result is 
truly significant in light of the fact that standard tree adjunct grammars and 
recognizable sets have been shown to be incomparable (Joshi et aI., 1975). 
Finally, in Section 4, we describe a special form of automaton (Chrisman, 
1974), called a deterministic linear bounded tree automaton, which is 
sufficient o recognize the class of extended tree adjunct grammars. 
1. PRELIMINARIES 
1.1 A Notation for Trees 
The notation we establish here is identical to that found in (Joshi et al., 
1975). Let Z* be the free monoid generated by Z, the set of natural 
numbers. Associated with Z* are a noncommutative binary operation, 
denoted by . ,  and an identity element, given by 0. We can easily construct a
partial ordering, ~, over Z* as follows: for p, q E Z*, p ~ q iff there exists 
r C Z* such that q =p • r. We can further define the relation, <, as: p < q iff 
p~q and p = q. 
Let V be a finite alphabet with a subset 22 ~ V. 22 is termed the terminal 
alphabet, while N = V-X  is called the nonterminal alphabet. It should be 
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noted that V is assumed to be a ranked alphabet (Thatcher, 1967); i.e., there 
exists a finite ranking relation r c_ V X co, where r(a, k) means that a C V has 
rank k E co. We define Vk to be the set of all elements of V having rank k. In 
addition, we require that V satisfy the condition: Vo (3 Vi = 0,  for i = 0 and 
where Vo = Y,. 
We say that 7 is a tree over V iff it is a (into) function 7: Dy-~ V, where 
D r c Z* is finite and possesses the properties that 
(1) if q E D~ and p < q, then p E D~; 
(2) i fp - jED~and j~Z,  thenp .  1,p .2  ..... p . ( j - -1 )~D~.  
Elements of D 7 are called addresses of 7. Thus, (p, A) ~ 7 means that A is 
the label of the node at address p in 7, written 7(P) = A. 
If 7 is a tree over V, then a node q in 7 is a terminal node i f f for  all 
p C D r, q <p.  The node q is a nonterminal node iff q is not a terminal node. 
If q has address 0, then it is called a root node. 
Let r v be the set of all trees over V such that if 7 ~ rv and p E D r is a 
nonterminal node, then 7(P) E N. This simply states that nonterminal nodes 
must be labeled with nonterminal symbols; no such restriction is placed upon 
the terminal nodes. 
For 7 E r v and p E D~, we define the subtree of 7 at p as 
7/P= {(q,A) i (p . q,A) E 7, q ~ Z*}, 
and the supertree of 7 at p as 
7\P= {(q,A)l (q,A) E 7,P ~, q}. 
Further, for 7E  rv and p ~ Z* ,p  • 7= {(P • q,A)[ (q,A) E 7}. 
The yield is a (into) function Y: r v ~ V* defined recursively as 
Y(7) = 7(0), if Dr= {0}; 
Y(7) = Y(7/1) Y(7/2) "'" Y(7/J), if l, 2 ..... j ~ Dr, and j  + 1 q~ D r. 
Y(7) is therefore the string of the labels of the terminal nodes of 7- 
The front of 7 in r v is ~ = {(p,A) E 7[ P '~ q, for any q ~ Dr}. Finally, a 
path of 7 is a sequence ((po, Ao), (p l ,  A 1) ..... (pk, Ak)> of elements of 7 @ r v 
such that 
(1) po = O, 
(2) (pk, Ak) E 7, 
(3) p i=p i -  1 .ji for somej iEZ ,  where i=  1,2 ..... k. 
1.2 Standard Tree Adjunct Grammars 
A standard tree adjunct grammar, or tagl, is a pair G= (C,A), where C 
and A are finite subsets of r v satisfying 
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(1) if 7 E C, then Y(7) ~ Z* and 7(0) = S, where S is a distinguished 
symbol in N; 
(2) if fl E A and fl(0) = X, then X ~ N and Y(fl) ~ 27"X22 + k3 Z +X27". 
C denotes the set of center trees and A denotes the set of adjunct rees. The 
union C k)A is the set of basic trees of G. 
Let fl be an adjunct ree, 7 E r v, p C D~ and 7(p) = fl(0). We say that fl is 
adjoinable to 7 at p with 
7[P, fl] =7\P  . f lu  (p .  r ) .  (7/P) 
being the tree obtained from 7 by adjoining fl at p. Here, r ~ D~, fl(r) = fl(O) 
and (r, fl(r))E ft. The process is known as adjunction. 
Given a tree adjunct grammar, G = (C,A), we write 7 ~-z 7' iff for some fl 
and some p, fl is adjoinable to 7 at p and 7 '= 7[P, fl]. ~1 is the reflexive, 
transitive closure of ~-~. The tree set of G is defined as r(G) = {7 E rvl for 
some a C C, a~ 7} and the language of G is L (G)= {xlx- -Y(7) ,  
y ~ 3(o) t. 
1.3 Tree Transducers, Transformations and Automata 
A treetransducer is a special kind of semi-thue system with variables. We 
will assume that the set of variables is fixed as X= {xl, x2,...}, and we will 
construct sets Xk such that Xo = ~ and Xk = {xl ..... xk t for k ~ 1. 
A finite state treetransducer is a 5-tuple, M = (27, A, Q, Qo, R), such that 
(1) 22 is a finite ranked alphabet of input symbols. 
(2) A is a finite ranked alphabet of output symbols. 
(3) Q is a finite ranked alphabet of states where each state has rank 1; 
i.e., Q l=Qand Qi=~ for i4=l .  
(4) Qo is a set of distinguished states such that Qo ~ Q. 
(5) R is a finite set of rules such that either 
(i) (topdown) R ~ Q(r~[X]) x r~[Q(X)I or 
(ii) (bottomup) R c__ T~[Q(X)] × Q(rA[X]). 
An expression of the form rv[S ], where V is a finite ranked alphabet and S 
is some given set of strings or symbols, is referred to as the set of all V-trees 
indexed by S (Engelfriet, 1971). 
A finite state transformation, or FST, is a treetransducer in which all rules 
of R have one of the following two forms: 
(1) (topdown) q(a(x l . . . xk ) ) -4 t  with qEQ,  a~27k (k>/1), and 
t ~ ra[Q(Xk)] OR q(a)~ t with q E Q, a E 220, and t E r a. 
(2) (bottomup) a (q l (x l ) . . ,  qk(xk))-*q(t), where q, ql ..... qkE Q, 
a ~ 27k (k/> 1) and t E~ [Xk] OR a ~ q(t) with q C Q, a E 22o, and t ~ ra. 
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The initial states of a topdown FST are Qo, while the final states are given 
by all rules q(a) ~ t. The final states of a bottomup FST are Qo, while the 
initial states are given by all rules of the form a -~ q(t). Where no confusion 
will arise, we will write q(t) as qt, where q ~ Q and t ~ Sk  (k >/0). 
A finite state tree automaton, or FTA, is an FST with A = Z such that all 
rules are of the form 
(1) (topdown) q(a(xl ... xk))  ~ a (q l (x l )  ... qk(xk)) which can be 
represented as 
qG 
/ \ ---, / \ 
x l  ... xk  q lx l  ... qkxk 
where q, ql ..... qk @ Q, a E Zk  (k ) 1) OR q(a) ~ a with qE  Q and a ~ ~,o. 
(2) (bottomup) a(q l (x l ) . . ,  qk(xk))--+q(a(xl . . . xk ) )  which can be 
represented as 
a qa 
/ \ , / \ 
q lx l  ... qkxk x l  ... xk  
whereq, ql ..... qk E Q, a E Zk  (k ) l ) or a ~ q(a) with q C Q andaEZo.  
An FTA is topdown deterministic iff there is for each a E Zk  and q E Q, 
precisely one rule whose lefthand side is q(a(xl ... xk))  for k > 1 or q(a) for 
k = 0, and Qo has only one element. 
An FTA is bottomup deterministic iff there is for each a E Zk  and 
ql,..., qk E Q, precisely one rule whose lefthand side is a(q l (x l  ) ... qk(xk)), 
or for each a ~ No exactly one rule whose lefthand side is a. 
The domain of an FTA is termed a recognizable treelanguage or 
recognizable set. As can be seen from its definition, an FTA specifies a 
transformation from r~ into r~ which is the identity on a recognizable set (its 
domain) and undefined elsewhere. 
The class of bottomup recognizable sets is identical to the class of 
topdown recognizable sets; hence, we need not distinguish the two. The class 
of recognizable sets is closed under intersection and complementation (with 
respect o rx), and both the infiniteness and emptiness problems are effec- 
tively decidable. Finally, every recognizable set is the domain of a deter- 
ministic bottomup FTA. These last results can be found in (Doner, 1970; 
Thatcher and Wright, 1968). 
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2. AN EXTENSION OF TREE ADJUNCT GRAMMARS 
The motivation behind the search for an extension of standard tree adjunct 
grammars is twofold. First, and from a strictly mathematical point of view, 
standard tree adjunct grammars (as described in Section 1.2) prove to be 
insufficient o characterize or generate certain classes of tree sets, such as 
recognizable sets. 
Secondly, and from a more linguistically oriented perspective, standard 
tree adjunct grammars, which can be used to compose the phrase structure 
grammar of the base component of a Chomsky-like transformational 
grammar, are not well suited to account for certain aspects of language 
structure. For example, with standard tag's, the establishment and confir- 
mation of selectional (i.e., semantic) restrictions virtually becomes a post- 
"rewrite" or post-transformational process which is undesirably complex and 
unrealistic. The study of the relational aspects of structure by themselves i
also very difficult, since the relational and categorical aspects of structure 
are simultaneously entailed by the process of adjunction (rewriting). Finally, 
the concept of the center of a constituent is almost impossible to describe 
within the context of standard tree adjunct grammars. It was with these 
problems in mind, therefore, that Joshi (1973) first introduced the notion of 
local adjunction which becomes the basis for our definition of extended tree 
adjunct grammars. 
DEFINITION 2.1. An extended tree adjunct grammar, or tag2, is a triple, 
G' = (C, A, J), where C and A are finite sets of center trees and adjunct rees 
(as described in Section 1.2), respectively, and where adjunction is now 
dependent upon a finite set J of adjunction rules. 
Elements of J are triples of the form (7i, 7J, P), where 7i E C L3 A, 7J C A, 
and p E DTr The trees 7i, 7J are termed the host and adjunct, respectively, of
the triple, while p is called the point of adjunction in the host. 
Adjunction has, therefore, become something more complicated. We not 
only require that 7i(P)= 7j(0), but that the node at address p be a node in 
one of the basic trees specified by the triple as well. Note that as a derivation 
sequence proceeds (i.e., as a series of rules of J are applied), it may become 
difficult to determine which nodes in a derivation tree are associated with 
which nodes of the basic trees. A simple subscript convention solves the 
problem. Let 7 ~ CUA.  To each node of 7, assign as a subscript he set 
{(7,p)}, where 7 is the tree identifier and p E Dy is the address of the 
particular node. Now, given an extended tree adjunct grammar, G'= 
(C, A, J), we write 7 F-2 7' iff for some fl E A and some q E Dy, there is an 
element (triple) of J whose first and third components are identical to some 
pair contained in the subscript set associated with the node at address q in 7. 
We also require that the second component be fl, and that 7' = 7[q, fl]. Note 
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that the subscript set of the node q in 7 will become, through the process of 
adjunction, the union of its current subscript set and that associated with the 
node fl(0). It is easily seen then that, in addition to 7(q) = fl(0), the address q 
in 7 "corresponds" to an address q' in some basic tree a for which there 
exists an adjunction rule, u ~ J ,  with the form u = (a, fi, q'); i.e., the node q 
in the derived tree 7 can actually be traced to a node q' in some basic tree a 
by undoing the derivational sequence to the point where either a was 
adjoined (which implies that a E A), or a is found to be minimal (whence 
a E C). The reflexive, transitive closure of ~-2 will be denoted as ~2. 
In order to distinguish between the two notions of adjunction we have 
introduced, we will refer to adjunction relative to standard tree adjunct 
grammars as Tl-adjunction, while that related to extended tree adjunct 
grammars will be called T2-adjunction. 
We define the tree set of a tag2, G'  = (C, A, 3"), as 
z2(G')  = t7 ~ %1 for some a E C, a ~z 7} 
and the corresponding extended tree adjunct language of G' as the set 
L2(G ' )  = {xlx = Y(7), for some 7 E z2(G')}. 
We next examine an example of an extended tree adjunct grammar in 
order to illustrate some of the key concepts. 
EXAMPLE 2.1. 
J=  {ul, u2, u3, u4} as shown below. 
Let G'=(C,A,J), where C={a l} ,  A={f l l , f l2} ,  and 
S 
al--I 
b 
S A A 
A a A b A 
/ \ 
a S S S 
1 f13= / ~ f14= / "~ 
b S b S a 
ul = (al ,  ill, 2); u2 = (al ,  f13, 1); 
u3 = (fil, f12, 2); u4 = (al ,  f14, 2.2). 
We see that even though i l l(0) = f12(0) = a 1 (2) and f13 (0) = f14(0) = a 1 (1) = 
a1(2.2), the adjunction rules permit only fll to adjoin to a l  at address 2, f13 
to adjoin to a l  at address 1, and so forth. Figure 1 illustrates a short 
derivation sequence for this tag2. 
As can be seen from the derivation, extended tree adjunct grammars allow 
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S S 
S A / \  
b b b 
'~'1 Y I= ~111, ~3] 
/ s ,  i 
(via ul)  2 S (via u3) 2 
~2 
b ° i 
b a S I 
b 
"(2 = T1[2,511 ¥3 = Y212.2, G21 
FIG. 1. Sample derivational sequence. 
for interdependencies among the adjunction rules of J. Thus rule u2 had to 
be employed at least once before any application of rule u3. This allows for 
greater control of the derivation process than is possible for tagl's. It should 
be noted, moreover, that the tree set of G' is recognizable but is obviously 
not a tree set of any tagl. 
We now establish some results concerning tree adjunct grammars. 
THEOREM 2.1. Let G= (C,A) be a tag l, and let r(G) be its 
corresponding tree set. Then there exists a tag2, G '= (C', A', Jr), such that 
= 
Proof We simply derive G' from G by allowing C = C', A = A', and by 
defining J to be the set of all T2-adjunction rules obtained by forming triples 
of adjunct trees, basic trees, and addresses of points of adjunction for all 
combinations which are possible under Tl-adjunction. The set J obtained by 
this method will be termed the maximal J-set for the pair (C, A), and will be 
denoted as Jo. This last concept has a natural implementation i the 
following. Let G1 = (C1,A1,J1) be a tag2, and let G2 = (C,A,Jo) also be a 
tag2, where C1 = C, A1 =A,  and J1 gJo. Then the associated tag of J1 is 
that tag l, G', which satisfies r (G ' )= r2(G2). In short, G '= (C,A). II 
643/51/3 5 
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For convenience, we will denote the class of all tree sets of tagl's by 
TAG1, and the class of all tree sets of tag2's by TAG2. We can define an 
equivalence r lation, Z, over the elements of TAG2 as follows. Let G1, G2 E 
TAG2. Then G1 3 G2 iff the associated tag of GI is equal to the associated 
tag of G2. It follows immediately that ITAG2/~I = [TAG1 I, where [TAGI 
indicates the number of elements in the set TAG. 
THEOREM 2.2. TAGI cTAG2.  
Proof. From Theorem 2.1 we know that for every element of TAG1, 
there exists an element of TAG2 such that their corresponding tree sets are 
equal. In addition, Example 2.1 demonstrates that there exists a tag2 whose 
tree set cannot be generated by any tagl. I 
Let V1, V2 be finite alphabets with ranking relations rl,  r2, respectively. 
Let S1 _~ V1 and X2 c_ V2 be their corresponding terminal alphabets. A set 
of trees r2 ~ r(V2) is a projection (Thatcher, 1967; Thatcher and Wright, 
1968) of a set of trees rl c r(V1) iff the following conditions hold: 
(1) There exists a map //: V1 ~ V2 satisfying the property r l ( f )=  
r2( I I ( f ) )  for a l l fE  V1. 
(2) The map / /  can be extended to a map /7: r (V1)~r(V2)  as 
follows: 
(a) For ~. ~ 221,/I(2) =//(~).  
(b) For f6  Vln and tl ..... tn E r(V1), I I ( f t l  ... tn) = I I ( f ) l~( t l )  ... 
H(tn). 
(3 )  = 
rl  is the inverse projection of r2 if it is the largest set of trees with labels in 
V1 whose projection is r2. 
Let proj-tag sets be the set of all tree sets obtained from tree sets of tags 
(either standard or extended) by projection, denoted ~. Joshi et al. (1975) 
have established the following relationships among several classes of tree 
sets. 
LOCUS c TAGI 
RECOG c proj-tag 1sets c context-free dendrolanguages 
LOCUS is the class of all tree sets which are sets of all derivation trees of 
context-free grammars, and RECOG is the class of all recognizable sets. We 
can include extended tree adjunct grammars in the diagram by 
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THEOREM 2.3. RECOG c proj-tag 1 sets c proj-tag2 sets. 
Proof From Theorem 2.2, we know that LOCUS c TAGI  c TAG2. We 
then have immediately that proj-tagl sets c proj-tag2 sets. Now, LOCUS c 
RECOG, TAG1 ~proj - tagl  sets, and TAG2cpro j - tag2  sets, since the 
identity map is in fact a (trivial) projection. That proj-tagl sets c proj-tag2 
sets results from the fact that there are elements of TAG2 whose tree sets 
cannot be generated by any element of the proj-tagl sets. In particular, let us 
consider a tag2, G, which includes two adjunct trees ill, f12 that are defined 
to be T2-adjoinable at addresses pl,p2, respectively, in some basic tree a. 
Moreover, let the labels of the nodes at these addresses be the same (i.e., 
a (p l )  = a(p2)), and let their ranks be equal. No projection of any tagl can 
successfully distinguish these two nodes since a projection must both 
preserve ranks and be well-defined; i.e., a single label in the domain cannot 
have two or more labels of the range as its image. The diagram is thereby 
completed, and the theorem is proved. I 
THEOREM 2.4. RECOG c TAG2. 
The proof of this theorem is quite long and is handled explicitly in 
Section 3. 
THEOREM 2.5. TAGI  L) RECOG c TAG2. 
Proof 
where C= {al} and A = {fll,fl2} as 
We consider the standard tree adjunct grammar G=(C,A), 
shown below. 
S S 
/ l \  /1 \  
a T d a T d 
/ I \  / I \  
fll =a  U d f12= a S d 
/ J \  /1 \  
b V e b V e 
/ l \  /1 \  
b S e b U e 
S 
a l= I 
e 
It has been shown (Rounds, 1970) that if a tree set, T, is recognizable, 
then P(T), the set of all paths of all trees of T, is regular (i.e., a finite state 
language). In the grammar above, P(r(G)) is not regular since we obtain, 
under the homomorphism f which erases S and U, 
f(P(r(G))) ~ T*V*e = {TnVneln ~ 0}. 
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We can derive a tag2, G' = (C, A, J), from G by defining 
J=  {ul = (al , f l l ,  0), u2 = (ill, f12, 2.2)}. 
Then under the same homomorphism f we have again 
f (P ( r (G ' ) ) )~  T*V*e  = {T"V"e l n >~ 0}. 
Thus, G' is a tag2 which is not recognizable and cannot be realized by any 
tag 1. I 
3. THE RELATIONSHIP BETWEEN RECOG AND TAG2 
As is well known, there exist three ways of describing the class of regular 
sets, namely, via finite state automata, right-linear grammars and regular 
expressions (Aho and Ullman, 1972). 
Thatcher and Wright (1968) have developed analogs of these descriptions 
for tree sets. This was accomplished by defining a more complex notion of 
regularity and by showing that it is equivalent to recognizability. 
Joshi et al. (1975), in their work on standard tree adjunct grammars 
demonstrated the incomparability of the class of recognizable sets and 
TAG1. It was hoped, however, that with the introduction of the set TAG2 
yet another characterization f recognizable sets might be obtained. As we 
shall see, the inherent specification of a tag2 proves insufficient to explicitly 
form a definition of the class of recognizable sets, but we still acquire some 
powerful results. 
THEOREM 3.1. I f  R is a recognizable set, then there exists a tag2, G, 
such that R = ~(G). 
Proof Recall that given a recognizable set R, then there exists a deter- 
ministic bottomup FTA, M, which accepts precisely those trees that are 
elements of R and no others. 
Let M be given by the 4-tuple, M = (Z, Q, F, 7), where S represents the 
finite ranked alphabet of both input and output symbols, Q represents the 
finite ranked alphabet of states, and F ~ Q is the set of final states. T is the 
set of all transformations (rules) of M. We additionally define the subset 
T' c T to be the set of all nonterminal transformations of M (i.e., transfor- 
mations which are not of the form a ~ q(a) with q C Q and a E 22o). 
We have seen that any t E T' can be represented as 
a qa 
/ \ / \ 
q lx l  ... qkxk x l  ... xk  
From this representation we derive 
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DEFINITION 3.1. 
given by 
The dual realization, ft, of t E T', is an element of r o x~ 
qtT 
ft= / \ 
qlx l  ... qkxk 
vertex 
base 
The node qa is referred to as the vertex off l ,  and is identical to the root of 
the tree on the righthand side of the transformation t. The sequence of nodes, 
qlx l  ... qkxk, is called the base off l ,  and is identical to the frontier of the 
tree on the lefthand side of the transformation t. The individual qixi 
(l ~< i ~< k) are termed components of the base. 
We define DR to be the set of dual realizations as t ranges over T'; i.e., 
DR = {fl [ for all t ~ T' }. 
We can also define at this point the notion of the dual of an element 
7~R.  
DEFINITION 3.2. Let 7 E R. The dual of y, D(y), is that tree derived from 
7 by a procedure which relabels the nodes of 7 with elements of the product 
Q x 27 as follows: 
(1) All righthand elements of label pairs of D(7) chosen from 27 
correspond exactly to those in 7; i.e., i fp  is an address in 7, then the label of 
the node at address p in DO, ), which is the second element of a pair 
(q, a) ~ Q x X, is set equal to the label y(p). 
(2) Each label element of a node in D(y) chosen from Q corresponds 
to the state of the FTA, M, at that particular node as it processes y in a 
bottomup fashion. 
Since M is deterministic, there is a unique dual for each y C R. It is possible 
to visualize D(y) as providing a "snapshot" of the whole process by which M 
recognizes the tree y. For convenience, we shall henceforth represent the pair 
(q, a) C Q x Z as qa. 
We next establish two maps from tree sets to tree sets. 
DEFINITION 3.3. The state projection, Ps, is a map Ps: rQx z ~ r o such 
that if y' C rex z, Ps(y') = y, and (p, (q, a)) E ~', for some address p of 7', 
then y E r o and (p, q) C y. 
DEFINITION 3.4. The node projection, Pn, is a map Pn: rex ~ ~ rz such 
that if y' C fox ~, Pn(y') = y, and (p, (q, or)) C y', for some address p in y', 
then y @ r~ and (p, a) ~ y. 
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Both Ps and Pn are true projections (Section 2) since they preserve ranks 
and are recursively well-defined over the domains we have thus far discussed. 
We now introduce a series of concepts that will allow us to create, from 
the automaton specification of R, a tagl which will eventually ield a tag2 
satisfying our theorem. 
DEFINITION 3.5. Let i l l ,  f12 E DR. We say that f t l  is adjoinable to ft2 
iff there is some component in the base offt2 which is equal to the vertex of 
ft l .  We say that f l l  is self-adjoinable i f f f l l  =)q2. 
DEFINITION 3.6. A t-combination over DR, denoted at = {ill ..... ftk}, is 
a tree (within ,o×z) comprised of one or more distinct elements of DR such 
that if k > 1, then f l i  is adjoined (in the natural sense) to a particular 
component in the base o f f l ( i+  I) (I ~i~k-  I) to which it is equal. We 
define the base of a t-combination to be equal to the base of i l l ,  while the 
vertex is equal to the vertex offtk. 
DEFINITION 3.7. The set of t-combinations over a particular f t  E DR is 
the set of all t-combinations whose first element f l l  =ft .  
DEFINITION 3.8. A sub-t-combination of a t-combination, at = 
{ftl ..... ftk}, is a t-combination, at '=  {fli ..... j2j}, where 14  i< . j (k  and 
where at' is identical to the intersection of the supertree over the vertex offti  
within at and the subtree below the node equal to the vertex of fl j  within 
f t ( j  + 1) of at. I f j  = k, then the vertex offt j  is just the vertex of at. 
Let t -- DR denote the set of all t-combinations of elements of DR. Note 
that we can easily extend Definition 3.5 to include t-combinations by 
changing the domain. Note also the trivial fact that DR c t - DR. 
DEFINITION 3.9. If a t-combination, at = {ill ..... ftk}, is self-adjoinable 
and if at possesses no sub-t-combination at' which is itself self-adjoinable, 
then we call at a partial loop path overf l l .  
The definitions we have established lead directly to the following 
important sets. 
DEFINITION 3.10. PA- - f l=the  set of all partial loop paths 
ft@ DR. 
over 
DEFINITION 3.1 1. PAR = ~)ft~DR PA --ft. 
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DEFINITION 3.12. C R = the set of allfl E DR for which the vertex of the 
state projection of f l  is an element of the set of final states of M; i.e., CR = 
{ft I vertex (Ps(fl)) ~ F andf l  E DR}. 
We will now illustrate some of these concepts via 
EXAMPLE 3.1. Let R be a recognizable set and let its associated eter- 
ministic tree automaton be M= (22, Q,F, T), where 22= la, b, A1,A2, B1, 
B2, S}, Q = {q, ql, q2, q3} and F= {q3}. In addition, let T= {tl ..... tl0} be 
defined as 
tl: a >qa t2: b .... ~qb 
t3: 
AI qlA1 B1 qlB1 
I I t4: I 
qa a qb b 
A2 q2A2 A2 q2A2 
t5: / ~ ~ / ~ t6: / ~ ~ / 
qa qlA 1 a A 1 qa q2A2 a A2 
B2 q2B2 B2 q2B2 
qlB1 qb B1 b q2B2 qb B2 b 
S q3S S q3S 
t9: J ~ ~ J ~ tl0: ~ ~ ~ ~ "~ 
qlA1 qlA1 A1 B1 q2A2 q2B2 A2 B2 
The language associated with the tree set R recognized by this automaton is
L(R ) = {ab U amb" Im, n ~ 2}, which is regular. 
The specification we have here for the automaton M is somewhat larger 
than necessary, but it makes explicit the fact that the alphabets S and Q are 
ranked. Notice, for example, that 220= {a,b}, Qo= {q}, X1 -- {A1, B1}, 
Q1 = {ql }, 222 = {A2, B2, S} and Q2 = {q2, q3/. All of these subsets are dis- 
joint. 
Observe also that T '= {t3 ..... tl0}. We then have the set of dual 
realizations given by DR = {ft3 ..... J?10 t of which 
q2A2 q3S 
ft5: / ~ and j29: / 
qa qlA 1 qlA 1 qlBl 
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are examples. Some examples of t-combinations are 
atl : qa 
q2A2 
/ \ 
q2A2 
/ 
qa 
\ 
q3S 
/ \ 
at2:q2A2 q2B2 
/ \ 
q 1A 1 q 1B 1 qb 
I I 
qa qb 
For this particular automaton, we obtain trivial examples of partial loop 
paths, namely, 
q2A 2 q2B2 
ft6: / ~ and ft8: / ~. 
qa q2A2 q2B2 qb 
In fact, PAR = {f16,f18}. Finally, note that CR = {ft9,ftlO}. 
We now introduce the concept of minimal completion from which it will 
be possible to derive, via appropriate projections, the sets of center trees and 
adjunct trees of an extended tree adjunct grammar whose tree set is identical 
to R. 
DEFINITION 3.13. Let atl, at2 be t-combinations. We say that atl is 
catenable to at2 iff there exists some element of the frontier of at2 which is 
equal to the vertex of at1. The result of adjoining the vertex of at1 to an 
element of the frontier of at2 to which it is equal is termed a catenation 
under at2 (or simply catenation where understood). The vertex of a 
catenation under at2 is equal to the vertex of at2, while the base of a 
catenation under at2 is equal to the base of at2. 
Note that the domain of Definition 3.13 can be easily extended to include 
catenations in addition to t-combinations. 
DEFINITION 3.14. Let ~ be a catenation under at. If the frontier of 
the node projection of ~ is composed entirely of terminal symbols (i.e., 
elements of 22o), we will call ~ a completion of at. A completion ~ is a 
minimal completion of at iff the path set of ~ contains no path which has two 
or more nodes with the same label, with the exception that each path can 
have at most one node (not equal to the root and not shared by two or more 
paths in ¢) whose label is identical to that of the root. 
Since the number of t-combinations is finite, the number of minimal 
completions under all t-combinations of t - DR is also finite. 
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DEFINITION 3.15. Let at' be a self-adjoinable t-combination, and let (' 
be a catenation under at'. If the frontier of the node projection of (' is 
composed entirely of terminals, with the exception of one nonterminal, and if 
that nonterminal corresponds to (i.e., has the same address as) a component 
in the base of (', which is itself equal to the vertex of (', then we call ~' a 
pierced completion of at'. We will call such a pierced completion (' a 
minimal pierced completion of at' iff ~' is a minimal completion. The set of 
all minimal pierced completions over t -  DR is also finite. 
In order to illustrate the concept of minimal completion, we can look at 
EXAMPLE 3.2. Let our recognizable set R and its associated automaton 
M be as defined in Example 3.1. Then, the catenations ~1, if2 (shown below) 
are minimal completions, while ~3 is not (since the label q2A2 is shared by 
two paths). 
q2A2 
/ \ 
~1 :qa qlA 1 
I 
qa 
q3S 
/ \ 
ff2:qlA1 qlB1 ~3:qa 
I I 
qa qb 
q2A2 
/ \ 
q2A2 
/ I  
qa qlA 1 
I 
qa 
The catenations ~4 and ~5 below are examples of minimal pierced 
completions, if6 is not, since the label q2A2 at address 2 is not an element of 
the frontier of if6. 
q2A2 
/ \ 
~4: qa q2A2 
q2B2 
/ \ 
~5: q2B2 qb 
q2A2 
/ \ 
~6: qa q2A2 
/ I  
qa qlA 1 
We now state three major claims based upon the material thus far 
developed: 
(1) Let CR be the set of minimal completions of elements of CR. 
Then the node projections of the elements of CR will correspond to the set of 
center trees of a tag2 G such that r(G) = R. 
(2) Let PAR be the set of minimal pierced completions of elements of 
PAR. Then the node projections of the elements of PAR will correspond to 
the set of adjunct rees of G. 
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(3) The set J of adjunction rules for G can be determined with respect 
to each element c~t E PAR by recording the node projection of Jt, the node 
projections of all elements on either CR or PAR - {t~t}, and the addresses of 
the nodes within those elements whose labels are identical to the label of the 
vertex of c~t (in the appropriate triple form). 
Let (ff=(CR, PAR); obviously, (~ is a tagl. Let G=(Pn(CR), 
Pn(PAR),J), where Pn(CR) and Pn(PAR) indicate the set of all trees 
obtained via the node projections of elements of CR and PAR, respectively. 
G is then a tag2. It is evident from these constructions that Pn(r((~)) = r(G). 
Unfortunately, there seems to be no direct way of showing that R = r(G). 
We must, therefore, resort o "extensions" of both R and r(G). In order to do 
this, we introduce two mappings: 
(1) Hsn:R-~D(R), where R c_ r~ and D(R) c_ rQ× z is the set of all 
duals of elements of R. D(R) is referred to as the dual of R. This map is 
relative to the automaton M which recognizes R and takes a tree 7 E R into 
D(7) E D(R), where each node of 7 becomes a 2-tuple in D(7) such that the 
second element of the 2-tuple is just the node label in 7, while the first 
element corresponds to the particular state of the automaton M at that node 
as it processes 7 in a deterministic bottomup fashion. 
(2) Hsnj:D(R)~D'(R), where D'(R)___ro×zx z. Recall that Z* is 
the free monoid over the nonnegative integers. This map takes D(7)~ D(R) 
into D'(7) E D'(R) where each node, or 2-tuple, of D(7) becomes a triple in 
D'(7 ) such that the first and second elements of the triple are identical to the 
first and second elements, respectively, of the 2-tuple in D(7 ). The third 
element of the triple corresponds to the address of the particular 2-tuple in 
D(7). 
Both the maps Hsn and Hsnj can be seen to operate on trees and are one- 
to-one and onto (i.e., bijections). They fail to be true projections, though, 
since they operate only upon highly restricted subsets of the tree sets r~, 
to× z, and rQxz×z, and cannot be extended in a general manner to the 
complete tree sets and their associated alphabets. 
One further projection is 
Psn:r~x~xz,~Qx E, where if 7"Eroxzxz . ,  Psn(7")=7', and 
(p, (q, a, k)) E T", for some address p of 7", then 7 'Erox  z and 
(p, (q, a)) E 7'. 
The latter projections, together with the state and node projections 
described before, are by definition onto; however, when they are considered 
over the appropriate tree domains, they can become one-to-one and are 
consequently bijections. 
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Pictorially, we have the situation 
Hsn Hsnj  
R< > D(R) ,  ' D ' (R)  (I) 
Pn Psn 
In the context of these domains, it is obvious that Pn = H-1sn and Psn = 
H- lsn j .  We will, in what follows, extend (1) to 
R,  n,~,, 'D (R) ,  n.nj ,D , (R)  ,r, e. ' r(G) (2) 
Pn Psn f g 
The maps indicated by the solid arrows have all been previously established. 
The crux of the proof of our theorem now lies in showing that D(R)= 
r((~). We have introduced the set D'(R), the extended ual of R, in order to 
facilitate the development of a procedure by which we can take a tree in 
D(R) and decompose it into elements of the tagl G. 
LEMMA 3.1. D(R) = T(G). 
Proof. That 7@ r (~TED(R)  follows immediately from the 
construction of the tag1 G. Hence, r(G) _ D(R). 
We must now show that D(R)  ~_ r((7). As was mentioned, we will describe 
a procedure to decompose an arbitrary element of D(R) into 
components--adjunct trees and a center tree--which are contained in G. 
Let D(7 ) C D(R). We traverse the image of D(7 ) (with respect o the map 
Hsnj), D'(7) CD ' (R) ,  in reverse preorder until we encounter a node, 
f l - - (q,  x, k), for which there exists another node in D'(7), a = (ql, xl ,  kl), 
that was previously traversed and is such that ql = q, xl = x and kl - -k  . r  
(r C Z*). We then initiate a subprocedure to eliminate the suspected adjunct 
tree which has been detected. 
Observe that there may exist several nodes, a i= (qi, xi, ki), such that 
q = qi, x = xi and ki = k .  ri (some ri E Z*).  For no two cti, say, al  and a2, 
will it be true, though, that ql = q2, xl =x2  and either kl = k2.  rl or 
k2 = kl • r2; otherwise, the procedure would have detected this earlier. What 
this really means is that none of these ai lie on the same path in the tree 
D'(7 ). When we make reference to the node a in what follows, we will mean 
that ai which is "nearest" to the node fl relative to the reverse preorder 
traversal. 
The subprocedure mentioned above consists of backing up from fl in 
inverted reverse preorder, and marking each triple (q j ,  xj, kj)--including 
fl--such that kj = k • m (some m C Z*)  with a "*" as we do so. We stop 
when a triple is encountered for which this is impossible or until no more 
triples exist. We then move forward again, erasing the *-marking from each 
triple (q j ,  xj, kj) that satisfies kj = k l  • n (n E Z* )  until fl is reached. Next, 
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all of the remaining *-ed triples are deleted. We return to the main procedure 
and continue until the whole tree has been traversed. 
The procedure in reality attempts to determine if the tree D'(7) has two 
nodes along the same path with labels that are equal. Having found two 
such, it removes that portion of the tree which is the intersection of the 
supertree above the node a and the subtree rooted at the node ft. It then 
continues until all nodes have been dealt with, and the tree completely 
traversed. 
That the tree t represented by the intersection of the supertree over a and 
the subtree rooted at fl (including the node a) can project, via Psn, onto a 
member of the set of adjunct rees, PAR, of the tagl G, is derived from the 
following facts: 
(1) Pn(a)=Pn(fl)q~Zo. 
(2) fl = vertex of t. 
(3) a ~ frontier of t. 
(4) The projection, Psn(W), of the structure W contained within t, 
which is characterized by having as its core the path from fl to a, and is such 
that for each node along the path (except for a) we include only and all 
direct (i.e., depth 1) descendents, corresponds to a t-combination of elements 
of DR. Psn(W) is, moreover, a partial loop path (i.e., an element of PAR) 
since Psn(a) = Psn(fl); i.e., the vertex of this t-combination is equal to some 
component in its base. 
(5) Pn(fi) ~ ,Y,o, for all fi E frontier of t, provided that fi ¢ a. 
(6) No path in t contains two or more nodes Oi such that Psn(Oi)= 
Psn(Oj) if i :/:j, since the procedure would have discovered the duplication 
beforehand and eliminated it. The only exception to this is that there can be 
at most one other node t/ (:/:fl, the root of t) for each path of t such that 
Psn(tl) = Psn(fl). The node t/, though, cannot be common to two or more 
paths in t; it must be strictly contained in one path only. 
In short then, the projection Psn(t) is a tree in to× z which has "capping" 
it a self-adjoinable t-combination W. In fact, Psn(t) is itself a partial loop 
path with vertex Psn(fl)= (q,x), whose frontier contains an element 
Psn(a) = (ql, x l )  such that ql = q and xl  = x. Furthermore, the frontier of 
the node projection of Psn(t) consists entirely of terminal symbols (elements 
of So) with the exception of one nonterminal that corresponds to Pn(a) = xl 
(~ 270). This means that Psn(t) is a pierced completion of W. Finally, and as 
a consequence of (6), Psn(t) is a minimal pierced completion of W (i.e., an 
element of PAR) and is, therefore, an adjunct ree of (ft. 
When the procedure has finally eliminated all "intersections" within D'(7) 
which correspond to adjunct rees of the tag1 G (via the projection Psn), we 
are left with a tree )1, E r e x~ x z* possessing the following properties: 
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(1) Ps(root 2) C F, the set of final states of M. 
(2) Pn(~) E Zo, for all 6 E frontier of 2. 
(3) The structure W'--composed of the root of X together with its 
direct descendents--can project, via Psn, onto some dual realization in DR 
which is, moreover, an element of CR by virtue of (1). 
(4) No path in 2 contains two or more nodes Oi such that Psn(Oi)= 
Psn(Oj) if i 4:j. Again, we have the exception that there can be at most one 
node r/(:/:root of ~,) in each path of 2 such that PsnQ1) = Psn(root 2) and r/ 
is not common to two or more paths. 
It is easily seen that properties (1) through (4) imply that Psn(2) ~ CR; i.e., 
Psn(2) is a center tree of the tagl G. 
We have thus decomposed D'(y) so that the components map by the 
projection Psn onto elements of PAR except for one component which maps 
onto an element of CR. But this means that Psn(D'(7)) ~ r((~). 
Since our D'(~) was arbitrary, we see that 
(a) Psn(D'(R)) ~ r(G). 
Since we know by definition that Hsnj(D(R))= D'(R), we obtain from (a) 
(b) Psn o Hsnj(D(R)) c r((7). 
By the very construction of the tagl, (~= (CR, PAR), we know that 
Pn(v(G)) c R, whence 
(c) Hsn o Pn(r((})) c D(R). 
From (c) we derive, in conjunction with (b), 
(d) Hsn o Pn o Psn o Hsnj(D(R)) c_ D(R). 
But all of these maps are one-to-one and onto (i.e., bijections) over the 
domains implicit in (d) so that we must conclude 
(e) Hsn o Pn o Psn o Hsnj(D(R)) = D(R). 
Now (e), together with (b) and (c), imply that 
(f) Hsn o Pn(v(G)) = D(R). 
But recall that Pn = H- lsn.  We then obtain 
(g) v((7) = D(R). 
The lemma is proved. I 
The proof of our theorem is now trivial. By virtue of (g), we have 
(h) Pn(v(G)) =- Pn(D(R)). 
We have already seen that Pn(D(R))= R and that Pn(~(G))= z(G). Hence, 
we conclude 
(i) r (G)=R.  
The theorem is proved. | 
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Since the theorem is valid for arbitrary recognizable sets, and since it was 
previously demonstrated that there exists a tagl which is not recognizable, it 
follows immediately that RECOG c TAG2. Theorem 2.4 is now established. 
We will next look at an example wherein we derive the tag2 whose tree set 
is equivalent to that of a recognizable set R accepted by an automaton M'. 
EXAMPLE 3.3. Let R be the tree set recognized by the automaton M' 
which is identical to the automaton M described in Examples 3.1 and 3.2 
except hat we now define A =A1 =A2 and B =B1 =B2. Thus, 271 ~2;2 = 
{A,B}. The tagl, G= (CR, PAR), associated with this M' is given by the 
following. 
CR= 
q3S q3S t / \ / \ 
al:  qlA qlB, a2: q2A q2B 
L i / L  / 
qa qb qa qlA qlB qb 
qa qb 
the set of center trees, and 
PAR = 
q2el q2B I 
ill: / ~ , f12: J ~,  
qa q2A q2B qb 
the set of adjunct rees. 
The tag2, G -- (Pn(CR), Pn(PAR), J), obtained from G is given by 
Pn(CR) = 
S 
/ \  
Pn(al): A B, 
I I 
a b 
Pn(a2 ):
S 
/ \  
A B 
/ I  I \  
a A B b 
I [ 
a b 
the set of center trees for G, and 
et 
Pn(PAR)= Pn(fll): / ~ , 
a A 
Pn(fl2): BJB~b I 
the set of adjunction trees for G. 
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The set J=  {ul, u2} is just ul -- (Pn(a2),Pn(/31), 1) and u2 = (Pn(a2), 
Pn(fl2 ), 2). 
4. A RECOGNIZER FOR TREE SETS OF TAG2 
In this section, we will describe a generalized recognizer for tree sets of 
extended tree adjunct grammars. This recognizer is essentially the same as 
that presented in (Chrisman, 1974) and is known as a deterministic linear 
bounded tree automaton (DLBTA). It has been shown that the tree sets 
accepted by DLBTAs properly include the recognizable sets and the tree sets 
of standard tree adjunct grammars. Unfortunately, the method by which a 
DLBTA processes these two classes of tree sets is markedly different for 
each. In the case of an element R of RECOG, the DLBTA is designed to 
simulate the action of the FTA M associated with that R in attempting to 
determine whether or not a particular tree is in R. For the case of a tagl, G, 
the DLBTA tries to decompose a given input tree into components which are 
adjunct trees and a center tree of G; successful decomposition is, therefore, 
the criterion for acceptance. 
With the advent of extended tree adjunct grammars, though, the path is 
now cleared for the development of a unified approach to the problem of 
recognition of both elements of RECOG and TAG1 (amongst others). 
We first review the definition of a linear bounded tree automaton as set 
forth in (Chrisman, 1974). 
DEFINITION 4.1. A linear bounded tree automaton (LBTA) is a 6-tuple 
M = (Q, ~, F, d, I, F), where 
(1) Q is the set of states of M such that the subset I c Q is the set of 
initial states and F c Q is the set of final states. 
(2) F is the working (or tape) alphabet with a subset Z cF  
representing the input alphabet. 
(3) A transition function d :Q×F~(Q×F×L) ,  where L= 
{-1, 0} U Z (the set of natural numbers). 
The LBTA M is deterministic (i.e., a DLBTA) if IQI= 1 and d(q,x) 
contains at most one element for each q ~ Q, x @ F. 
A configuration of the LBTA M is a triple, (q, 7, k), where q C Q, 7 ~ rr 
(the set of all trees over the alphabet F), and k C Z*. A configuration 
therefore indicates that M is in state q with its reading head at the kth node 
in the tree 7- 
We have the relation, F- M, between two configurations of M defined as 
follows: (ql, 71, kl)  ~t  (q2, 72, k2) iff 
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(a) (q2, 72(kl), rn) ~ d(ql, 71(kl)), where if m = -1 ,  then k2 • n = kl 
(n C Z); else if m = 0, then kl = k2; else if m ~ Z+, then k2 = kl • m. 
(b) 72( j )=71( j )  for j4 :  kl. 
~M denotes the transitive closure of ~-M" 
We require that all trees that become input for a (D)LBTA M add 
endmarkers, #, at the end of each path. The symbol # is an element of 
F -Z ,  but its use is restricted by requiring that 
(1) if (q2, x,k)Cd(ql ,#) for xCF, then x=#,  or 
(2) if (q2, #, k) E d(ql, x) for x ~ F, then x = #. 
When we discuss the tree that a (D)LBTA processes in what follows, we will 
mean implicitly a tree with such endmarkers (sometimes denoting it as 9). 
The processing of a tree always begins at its root. Acceptance is subject o 
one of the following (equivalent) conditions: 7 is accepted by M 
(1) iff (q l ,~7,0)~(q2,7 ' ,k)  for some q lC I ,  q2~F,  7 'Cr  r, and 
kCZ*  or 
(2) iff M moves past an endmarker while in a final state; i.e., 
(ql, ~, 0)~ (q2, 7',J) for some ql E I, 7'(J) = #, and (q3, #, i) E d(q2, #) 
with q3 C F and i E Z, or 
(3) iff M backs up off the top of the tree ~7 in a final state; i.e., 
(ql, 7, 0) fi (q2, 7', 0) for some ql E I and (q2, x, -1 )  ~ d(q2, 7'(0)) with 
q2CF. 
As has been stated, the major result of this section is to demonstrate hat 
DLBTAs are sufficient o recognize tree sets of tag2's. The proof consists of 
two parts. 
Let G be a tag2 and let G be its associated tagl. Let 7 be a tree we are 
attempting to recognize as being either an element of T(G) or not. 
Phase one of the proof seeks to determine first of all whether or not the 
input tree 7 is an element of r(G), since if 7 ~ r(G), then 7 ~ r(G). In order to 
accomplish this, the DLBTA attempts to remove adjunct trees from 7 until it 
has produced a tree which can be reduced no further and is identifiable as a 
center tree. The DLBTA "removes" adjunct trees by relabeling their nodes 
with a *. Whenever the DLBTA encounters such *-ed nodes again, it simply 
ignores them. 
At each node of the tree 7, the DLBTA selects and places on a separate 
tape, a symbol representing a n adjunct tree in d which could potentially be 
adjoined at that node. The symbol 0 is used if no choice of adjunct trees is 
possible or if no choice is to be made at the time. The DLBTA then traverses 
the tree in bottomup, reverse preorder fashion, attempting to identify and 
remove at each node a copy of the adjunct tree specified there. When the 
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DLBTA has again reached the root of the tree, it will have reduced the tree 
as far as possible for the current selection/combination of adjunct trees. It 
then checks to see if a center tree is left. 
The tree then enters phase two of the proof provided that a center tree of 
(7 is identified. If the tree is not passed to phase two, the original tree is 
reinstated, and another traversal is made of it for a new combination of 
possible adjunct trees at each node. This process continues until the tree is 
either successfully decomposed or until all possible combinations of adjunct 
trees have been utilized, whereupon it is rejected. 
The method of traversal mentioned, namely, reverse preorder, avoids any 
problems that might be encountered resulting from the overlapping of 
segments of trees or multiple embeddings of complete trees within other 
trees. 
If the tree y is passed from phase one to phase two, then we know that y is 
at least an element of r((7). The goal of phase two is to determine whether or 
not the points of adjunction of the adjunct rees within y actually correspond 
to adjunction triples that are elements of the set of adjunction rules J in the 
tag2 G. Obviously, the form of an adjunction rule as it presently stands (i.e., 
as a triple) is not well suited for use by a DLBTA. We therefore represent an 
adjunction rule by actually adjoining the appropriate adjunction tree to the 
appropriate basic tree at the address specified by the triple. Such a tree is 
called a T-reification. The DLBTA then works down the tree in inverted 
reverse preorder, attempting to identify and process these T-reifications at 
specially marked nodes. If and only if the process is successful is the tree 
accepted. 
THEOREM 4. Every tree set of a tag2 is accepted by some DLBTA. 
Proof The DLBTA which we will utilize is comprised of five tapes. The 
tapes have the following uses: 
tape 1: contains a copy of the original tree. 
tape 2: contains the working copy of the original input tree. 
tape 3: used for ordering nodes when traversing the tree. 
tape 4: contains selections, for each node, of the adjunct tree whose 
removal is to be attempted. 
tape 5: contains selections, for each "1 or *3 node, of the T- 
reification whose identification and processing is to be tried. 
The notions above will be explained as we go through the routine of the 
DLBTA. 
The general procedure that the DLBTA pursues is then described by the 
following. 
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Phase One 
Step 1. Traverse the input tree 7, eopying its labels onto tapes 1 and 2, 
and placing the first selection of adjunct rees or 0-symbol on tape 4 for each 
node. 
Step 2. Traverse the tree in reverse preorder, removing a copy of the 
adjunct tree specified on tape 4 at a node if it is found to be contained in the 
tree with this node as its root. When the adjunct ree is "removed" on tape 2, 
each of its nodes is replaced by one of the symbols: *, *0, * 1, *2 or *3. The 
symbol * 1 is used to mark the root of the removed adjunct tree, while the 
symbol *2 is used to mark that node on its frontier which is identical to the 
root. In cases where a particular node serves as both the root of one adjunct 
tree and that node which is the frontier of, and equal to the root of, another 
basic tree, we employ the symbol *3. Such a node is easily detected since it 
will have already been given the symbol * 1 on tape 2, and the DLBTA will 
want to change the symbol to a *2. Those nodes which constitute the path 
from the root node marked by either a "1 or *3 to the node marked by 
either a *2 or *3 in the adjuncttree will be marked themselves by a *0. 
Except for those nodes marked by a * 1 on tape 2, all *-ed nodes are ignored 
by the DLBTA. 
When the DLBTA reaches the root of the input tree, it will have reduced 
the tree as far as possible for the current selection/combination of adjunct 
trees. It will then try to determine whether or not the remaining tree is a 
center tree. If it is successful, the DLBTA then moves on to step 4; 
otherwise, it goes to step 3. 
Step 3. The DLBTA restores the original labels of the tree to tape 2 
while traversing the tree in reverse preorder, and selects the next combination 
of choices for adjunct trees, placing them on tape 4. If no such combinations 
are left, the tree is rejected; otherwise, the DLBTA proceeds with step 2. 
Phase Two 
Step 4. The DLBTA traverses the tree, placing its first selection of 
possible T-reifications on tape 5 at each node marked with either a "1 or *3 
on tape 2. It places a 0-symbol on tape 5 for all other nodes. 
Step 5. The DLBTA traverses the tree in reverse preorder, restoring the 
original labels to tape 2. 
Step 6. The DLBTA then traverses the tree in inverted reverse preorder, 
attempting to identify a copy of the T-reification indicated on tape 5 at one 
of the specified nodes. If a T-reification is successfully detected, the DLBTA 
removes from the tree that portion of the T-reification corresponding to the 
adjunction tree; i.e., all nodes of the adjunction tree are marked by a *1 
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except for the root node (which is left alone). The DLBTA then backs up to 
the root of the tree and goes on to step 8. If it has failed to identify any T- 
reifications for any of the nodes, it goes to step 7. 
Step 7. Traversing the tree in reverse preorder, the DLBTA restores the 
original labels to tape 2 and fixes the next set of choices for T-reifications on 
tape 5. It then proceeds to step 6. If no more sets of choices remain, and the 
tree is not identified as a center tree (whereby it would have been accepted), 
then the DLBTA goes back to step 3. 
Step 8. The DLBTA again traverses the tree, selecting a new set of 
possible T-reifications for those nodes which were able to accept hem before 
and which are not now themselves *-ed, placing them on tape 5. 
Step 9. The DLBTA traverses the tree in inverted reverse preorder, 
attempting to identify a copy of a T-reification indicated on tape 5 at one of 
the specified nodes. If a T-reification is successfully detected, we repeat he 
removal procedure as in step 6 with the exception that if we have previously 
used *1 symbols, we next use *2 symbols, or more generally, if we have 
previously used *k symbols, we next use * (k+ 1) symbols to mark the 
nodes that have been removed. We then go back to step 8. If no iden- 
tification is made, move on to step 10. 
Step 10. A new set of choices for T-reifications is placed on tape 5 for 
the appropriate nodes which have not been *-ed on tape 2. If no more 
possible combinations of choices exist at this level *, and the remaining tree 
is not identified as a center tree (and hence not accepted), then we restore the 
labels on tape 2 to those nodes which had been marked *k, where k indicates 
the current level. If k = 1, go back to step 7; otherwise, go back to step 8. 
This procedure is well defined, complete and terminates for every input 
(accepting only tree sets of tag2's). Our proof is therefore complete. I 
5. SUMMARY 
We have described an extension to standard tree adjunct grammars which 
overcomes the mathematical nd linguistic shortcomings of the latter. We 
have also shown that the tree sets of extended tree adjunct grammars 
properly include recognizable sets, and that a special form of tree 
automaton--a deterministic linear bounded tree automaton--is sufficient o 
recognize them. 
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