In this paper we propose a new algorithm to estimate the pa rameters of the noise related to the sensor and the impulse response of the optical system, from a blurred and noisy satellite or aerial image. The noise is supposed to be white, Gaussian and stationary. The blurring kernel has a paramet ric form and is modeled in such a way as to take into ac count the physics of the system (the atmosphere, the optics and the sensor). The observed scene is described by a fractal model, taking into account the scale invariance properties of natural images. The estimation is performed automatically by maximizing a marginalized likelihood, which is achieved by a deterministic algorithm whose complexity is limited to O(N), where N is the number of pixels.
INTRODUCTION
Satellite or aerial images are corrupted both by the optical system and by additive noise related to the sensor. As the in strumental parameters can change in time it is necessary to be able to estimate them from the observed images so that a deconvolution can be performed to enhance the image qual ity. This is known.as the "blind deconvolution" problem.
In this paper, we focus on estimation of the degradations without trying to reconstruct the corrupted image.
Most of the algorithms proposed in the literature are unable to perform the blurring kernel estimation correctly.
Some of them are able to give the general shape of the ker nel, but the accuracy of the estimated impulse response is not sufficient for industrial applications.
In our approach, the blurring kernel is parametrized [1] .
It is possible to take into account the blur related to the at mospheric turbulence, the optics of the imaging system ( de focus, diffraction, aberrations), the integration on pixels, the diffusion on the sensor and the motion of the satellite. The noise is supposed to be white, Gaussian and stationary. The variance of the noise and the parameters of the blur have to be estimated. This work has been partially supported by the French Space Agency (CNES) and is protected by the patent deposit INPI # 0110189. We thank CNES and ION (French Mapping Institute) for providing the aerial data used in our simulations.
OBSERVATION MODEL
The observation model is represented by the equation
where S is the natural scene, defined on a continuous sup port (a bounded set included in 1R2), (h * S) is the convo lution product of S by the continuous impulse response h.
The kernel h is positive, normalized, and symmetric w.r.t. the x and y axes. Y is the observed image, which is discrete (a matrix of N.� x Nfl pixels), and is obtained by sampling the convolution product (h*S) on a grid of step a. We con sider that Shannon's sampling condition is fulfilled (there is no spectral overlapping). N is the additive Gaussian white noise, defined on a discrete support.
In what follows, the problem is expressed in the fre quency domain for the sake of simplicity. The Fourier trans form of h is called the MTF (Modulation Transfer Func tion). As h is symmetric, this MTF is real.
MTF MODELING
We propose to model the MTF by an analytical parametrized function. Let :F [X] denote the Fourier transform of X, and u et v denote the normalized spatial frequencies related to the image space coordinates x and y, respectively. We de note the radial frequency by r = ';u2 + v2• The frequen cies are normalized w.r.t. the Nyquist frequency [2] , i.e.
The MTF can be modeled by a product of functions cor responding to different elements of the optical system, tak ing into account the physics of the problem [2] . In the fol lowing paragraph� we describe a simplified model, but the proposed approach still remains valid even for more com plicated models.
Detector MTF model
The detector is a CCO matrix with square pixels of size p, and a sampling grid of step size a. We suppose that the detector is perfect (i.e. it has no diffusion of charges).
The optical MTF is assumed to be the product of the dif ferent MTFs related to diffraction, optical aberrations, and defocus. We model this product by a Gaussian kernel, with a parameter 0, corresponding to a Gaussian PSF. This as sumption is justified since the optical PSF is resulting from convolutions of many PSFs due to different physical degra dations. To avoid problems related to spectral overlapping, we use a bandpass box function, IIc, equal to l over the useful frequency range. Then we get
This approach can be extended to more complex cases with more parameters, but we only present results related to this model in this paper.
Final MTF model
The final MTF model, including all the functions (the inte gration and the optics), is given by
A natural scene, defined on a continuous bounded support included in JIl2, is supposed to follow a fractal model [3, 4] , since the power spectrum is supposed to have scale invariant properties [5] . We model the scene as (5) where Guv is a white Gaussian stationary noise (Brownian motion) of variance equal to I, and Wo and q are the param eters of the model. This model is well suited to natural images [6] , without blur or noise. It is also very convenient for remote sensing data representing urban areas. We performed experiments on a set of images representing different scenes (country, industrial areas, cities, etc.) and found that this model fits correctly to the observations. We plotted log E( r) as a func tion of log r, where E is the energy of a frequency band of width 6r related to the spectrum of the studied image. In or der to avoid the effects of the blur, which corrupts any image obtained with a sensor and an optical system, the image is subsampled by a factor of between 4 and 8. The subsam piing is achieved in the frequency space by the function II c. An example of an application to an aerial image is given in Fig. 1 .
The experiments have shown that on real scenes q is be tween 0.9 and 1.5, which means that S can be modeled by a fractional brownian motion [3] 
PARAMETER ESTIMATION

Observed image model
If equation (5) is combined with the optical MTF model (3),
we get a statistical model of the continuous image before integration and discretization. This model is expressed in the frequency space as follows
where ho p t corresponds to the optical blur (3) (without inte gration). Integration over pixels is achieved by multiplying by MTFdet. Discretizing with a grid of step A then leads to a spectrum periodization which does not modify the model on the considered interval, since we supposed there is no overlapping. Since the coordinates 1£ and v are restricted to this interval, we have
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The observed image has a finite size N 'll t1 x Nyt::. . . I t is use ful t o consider that t he image is periodic, as this discretizes the spectrum with steps I/N'll and IJNy w.r.t. th e columns and the rows. The discrete spectrum then contains all t he information. The s pati al fr e quenc i es u an d v are giv en by u = U/N'll -1/2andv = V/Ny -1/2 withU E {O ... N'll -I}, V E {O .. . Ny -I} ( 8) We can replace continuous Fourier transforms by discrete transforms. computed using the FFT. E quat ion (8) still holds foru andv. E quat i o n (7) shows that each point of the spectrum of the no n-nois y signal is a Gaussian random variable. The vari ances can be added, then we model each point of the spec trum of the image Y by t he foll owi ng Gaussian distribution:
where w!tI = e -2 Q r 2 w�r -2qMTF� + a 2 (9) (10) and N2 (O,W2) is a bidimensional Gaussian distribution of variance w2, where the real and i m ag i n ary parts are i nde p end ent .
Since the observed image is real, one half of the FFT can be deduced from the other, due to the symmetry prop erty. Only the coefficients of half of the spectrum can be considered ind ependen t, which enables us to factorize the distribution of the observed image as follows P(Y I a,a,wo,q) "" II -;" e -1FFT(Y l .. 
S.2. Maximum Likelihood
The parameters a and a (th e blur and the noise. respec tively) need to be estimated. All the other parameters are cons tant and known (for exampl e the sampling grid and the pixel size).
Several methods are available to perform the estimation. We propose to use a maximum likelihood estimator, as i t has good properties, such as unbiasedness and e ffici e nc y [7] , for a large number of data samples. As shown in [8] , it is nec essary t o integra te t he l ikel ihoo d w.r.t. the nuisance param eters to get a robust estimate, i.e. to co mp ute t he marginal ized likelihood instead of the joint likel ihood. The maxi mum marginalized likelihood is given by Experiments have shown that variations of the determinant of t he covaria nce matrix � are negligible w.r.t . variations of the joint likelihood, th ere fore we can write
where K is a constant. This approximation enables us to compute the marginalized likelihood in two s teps : first o pt i mize the jo i nt likelihood w.r.t. (wo, q), then evaluate it using the estimated (wo, q).
PROPOSED OPTIMIZATION ALGORITHM
To optimize (13), we can use a gradient method using nu meric derivatives, or any opt i mizati on method which does not need derivatives. The computation is done quickly by sums in the frequency domain. The estimation method can b e summerized as follows
• Initialization. Th e variance of the noise can be esti mated from the power spectrum ofY, using only very high freque n cies (r > 1/2).
• 1: Optimization. Optimize the joint likelihood (14) w.r.t. (wo, q) to o btai n (wo, (j).
• 2. Evaluate the joint likelihood for (wo, q).
• 3: Update. Pe rform a gradient step to update the pa rameters (a,O').
• 4. Go to step 1 until the convergence is reached. This is n ot equivalent to minimizing a lte rnat el y w.r.t. (wo, q) and (a,u), sinc e t he optimization w.r.t.(wO,q) has to be done each time (a,u) is up da t e d . That is'why the deriva tives, if needed, have to be computed numerically.
