In our paper, we described the Kaniadakis entropy as additive, based on our misunderstanding of statements found in Ref.
I. INTRODUCTION
Thermodynamics is a phenomenological theory believed to hold for all physical systems that meet proper minimum general necessary conditions [1] . These systems range spectacularly in diversity, from regions around black holes at the centers of galaxies to biochemical reactions in living organisms. The backbone of thermodynamics is formed by very few but extremely general laws, governing a huge spectrum of distinct behavior in nature. Statistical mechanics aims to bridge the fundamental microscopic description of classical and quantum mechanics with the macroscopic behavior described by thermodynamics.
Toward that end, the Boltzmann-Gibbs entropy is a fundamental quantity in statistical physics. Indeed, for the vast majority of systems, it adequately captures all the important aspects of thermodynamic entropy [2, 3] . Nevertheless, several generalizations of the Boltzmann-Gibbs entropy have been proposed (e.g., see Refs. [4] [5] [6] [7] [8] [9] [10] [11] [12] ). Some, such as the Rényi entropy, are not particularly well suited to statistical mechanics. Others have found wide application in studies of diverse phenomena [7, 8] . Two of the most commonly used generalized entropies are the Tsallis entropy [9, 10] , which is nonadditive, and the Kaniadakis entropy [11, 12] , which is additive. To gain a better understanding about the distinct formulations for statistical mechanical entropy, we ask whether or not generalized entropies satisfy one of the basic laws mentioned above: the third law of thermodynamics. Our focus here is the development of an analytical method to answer this question. * eliangela@dfte.ufrn.br † gandhi@dfte.ufrn.br ‡ luz@fisica.ufpr.br § raimundosilva@dfte.ufrn.br
As an important application, we then use this method to check whether or not the Kaniadakis and Tsallis entropies are compatible with it.
One may wonder why generalized entropies should be considered (in fact, this is a relatively old concern [13] ). First, some formal results indicate that there are classes of systems that might demand extensions of the concept of entropy [14] . Another oft-mentioned justification is to be able to deal with Hamiltonians with long-range interactions [9, 10] . However, there is no known reason to believe ap r i o r ithat a particular choice will be "the" correct entropy for systems with longrange correlations. The existence of a number of competing proposals is a sign that there may be no unique solution to this problem. Recently, it has been proved that nonadditive entropies violate the Shore and Johnson axioms [2] . Moreover, systems with long-range interactions have been successfully studied using conventional (Boltzmann-Gibbs) statistical mechanics [15] . Further, it has been shown that nonexponential distributions can arise via maximization of the BoltzmannGibbs-Shannon entropy together with a nonextensive energy [3] . On the other hand, it has been claimed that nonadditive entropies emerge from strong correlations between random variables of the system, and the Shore and Johnson hypothesis do not adequately address this issue [16] . Also, generalized entropies are compatible with the maximum entropy principle in the context of nonextensive, nonergodic, and complex statistical systems [4] . Despite the controversy, or perhaps because of it, research goes on in this field. For example, the framework of generalized entropies has been successfully used as a tool for studying complex systems and nonlinear dynamics [10] . Generalized entropies furthermore inspired other approaches, e.g., superstatistics and Kaniadakis statistics [8, 11, 12] . For instance, the entropy of the black hole has been discussed in the context of the Tsallis formulation [17, 18] .
Kaniadakis statistics has been applied in astrophysics, e.g., relativistic plasmas [19] and stellar rotational velocities [20] .
Given the growing interest in generalized entropies, an unavoidable issue is to know whether or not they are compatible with the laws of thermodynamics. An inconsistency with the zeroth law has been pointed out in [21] , and a solution based on nonadditive composition rules has been proposed in [22] . The second law has also been studied in this context [23] (see the discussion and references below).
Our goal is to discover precisely when generalized entropies are compatible with the third law of thermodynamics, which states that the entropy of a condensed-matter system in thermodynamic equilibrium approaches zero as the absolute temperature approaches zero [24, 25] [we ignore the (trivial) case of degenerate ground states and assume, without loss of generality, a nondegenerate ground state]. Since the entropy is non-negative and the negative of the entropy is a convex function of the internal energy, it is easy to show that the entropy cannot become zero at positive absolute temperatures. The third law and its converse thus guarantee that the entropy can vanish if and only if the absolute temperature vanishes. We emphasize a fundamental point, often overlooked in previous works (and one of the reasons this specific compatibility test should be chosen). The third law must be verified by all Hamiltonian systems, irrespective of whether or not longrange interactions are present. Therefore, its satisfiability is a powerful constraint and hence a crucial check. The third law should be satisfied by any credible and reliable microscopic description of matter, regardless of the type and details of the interaction (or "forces") between the constituents.
With this stated purpose, we start with simple but general considerations about the expressions for the entropy S and energy U of a system having an arbitrary number N of microstate configurations. Then, taking β = 1/(k B T )i nt h e traditional Boltzmann-Gibbs scenario (for simplicity, setting the Boltzmann constant k B = 1), we write the thermodynamic macroscopic relation β = dS/dU in terms of the state's microscopic probabilities p ′ s. Finally, we determine the relation between the low entropy limit S → 0 (or more generally S → S min ; see the next section) and the low-temperature limit β →+∞. The main result reported here is therefore an analytical method to test whether claimed generalizations of statistical mechanics are compatible with the third law of thermodynamics.
We apply the procedure to the Boltzmann-Gibbs entropy (as a comparison standard) and also to the Kaniadakis and Tsallis entropies (abbreviated as BG, K, and T , respectively). For the latter two, we illustrate the power of the method by unveiling the ranges of their parameters for which the third law is satisfied. We focus on the K and T formulations because of their previously mentioned importance. But we emphasize that the present approach can in fact be used for any generalized statistical mechanical entropy. The K entropy obeys the third law provided its free parameter is restricted to the values usually assumed in the literature. But we find that the Tsallis entropy can vanish at nonzero temperatures in certain ranges of q. Our results raise questions about whether it can properly generalize statistical mechanics.
Finally, as a concrete example, we consider the paradigmatic one-dimensional (1D) Ising model, which is one of the most important models in all of physics. The Ising model plays the role of the "simple harmonic oscillator" of statistical mechanics, and we know apriorithat it must satisfy the third law. The reason we have chosen the 1D Ising model is that we can calculate the exact solutions in any statistical mechanical framework. Almost a century ago, Ising [26] solved the problem in the canonical ensemble, which is equivalent to using the Boltzmann-Gibbs entropy. But the Ising model can also be solved exactly in nonstandard ensembles using generalized statistical mechanical entropies.
II. THE METHOD
Consider a general system, whose energies E λ for the possible microscopic configurations are ordered as E 0 <E 1 E 2 ··· E N , N arbitrary. The state λ = 0 then characterizes the lowest-energy state, also called the ground state. Any degeneracies for the ground state can easily be treated separately, without changing the relevant physical discussion, so we do not consider degeneracy here. Let the probability for the system to be in the microscopic state λ = 0,1,...,N be 0 p λ 1, where λ p λ = 1. Let n = 1,2,...,N,s o that n spans the same integers as λ except for λ = 0. Then, from a mathematical point of view, we can consider all p n as independent variables and express p 0 as a function of the p n , as follows:
Inthis way, letting f be any function of the probabilities, we get
Let us write the system entropy S and energy U as
Here, P is a normalization, usually (but not always, see below) taken as 1. Boltzmann-Gibbs statistical mechanics and many generalizations of it can be recast in the above form if one also assumes the following general properties: (i) s(p) 0: This is to guarantee non-negative entropy.
(ii) lim p→0 ps(p) = s(1) = 0: Full knowledge that a state is not (is the only one) available should decrease to zero the loss of information associated with that state (the whole system).
(iii) u(p) is well behaved for any 0 p 1: uE might be seen as an effective energy of each microscopic state (of "bare" energy E), conceivably due to the interactions with the others. So, it should not diverge or present discontinuous changes as p varies.
(iv) u(1) = 1: If just a single state is occupied, its own bare energy should not be changed given that eventual interactions between the microstates would be absent (unless in the case of self-interaction, not assumed in this work).
(v) P is a well-behaved function of the {p λ } ′ s: P is just a normalization for the energy expression; moreover, if p λ = 1 for a given λ (with all the other p ′ s being zero), then P = 1. In addition to the above, the expressions for S and U must also bear a fundamental relation. In any proper statistical mechanical formalism, a relevant parameter to characterize equilibrium in a thermal process is given by β = dS/dU (see, e.g., the clear discussion in [27] ). The connection with thermodynamics is thereby established through the association β = 1/T , with T the thermodynamic temperature. In oneparameter generalizations of the BG entropy, the thermodynamic temperature β = dS/dU no longer necessarily equals the generalized statistical mechanical temperature β α , where α is the tunable generalization parameter. So β may differ from β α in p λ = F(β α E λ ), with F depending on the specific formulation and generalizing the usual exponential function of BG. In general, β α = ζβ[for 0 <ζ = ζ (α) = ζ (T )]. But note that ζ = 1 does not change the fact that β should diverge with T going to zero. Obviously, for the BG entropy, we have the equality ζ = 1. For K and T entropies one finds, respectively, [12] and ζ = 1 [28, 29] . We have previously discussed that the third law guarantees that S = 0 if and only if T = 0( β →+∞). However, since we are considering generalized statistics, we may relax the S = 0 condition, assuming instead S → S min if and only if β →+∞,
where S min is the lowest possible entropy in a given context (e.g., for a specific value of the formulation parameter α). The issue is hence to determine when the "extended" third law, (3), holds true. For the sake of argument, consider a generic set of parameters controlling the variation of both S and U , where the low entropy state is given by S( 0 ) = S min . In what follows, we will focus on the "only if" direction in condition (3), since the "if" direction is easy. In the low entropy limit, we have
Therefore, β →+∞requires (a) U ( 0 ) to be (at least a local) minimum, otherwise we cannot get the correct positive signal in the limit; and (b) for → 0 , | U | must decay sufficiently faster than | S|, thus yielding the proper divergent behavior.
From the functional forms of Eqs. (1) and (2), it is natural to use the probabilities {p λ } to check for (3). Indeed, by writing β = n β n = n ∂S/∂p n (∂U/∂p n ) −1 , we get
Here the β n is the contribution to β from energy level n.Insummary, one first determines which set {p λ } leads to a minimum for S, next one analyzes how U and β n behave in this limit, and finally one compares the results with the third law, (3).
A. Boltzmann-Gibbs statistics
It is instructive to apply the above framework to the standard BG statistics, for which
Then ∂U/∂p n = E n − E 0 and ∂S/∂p n =−ln[p n /p 0 ]. Since in this case p 0 → 1 (consequently with all the other p ′ n s vanishing) implies that S → 0 and U goes to its minimum possible value of E 0 , we need to calculate lim p 0 →1,{p n }→0 β n ,or
Thus, we verify that the third law and its converse are satisfied (furthermore with the usual S min = 0 for a nondegenerate ground state). Indeed, it could not be otherwise because BG statistics is compatible with thermodynamics.
III. EXACT RESULTS FOR TWO GENERALIZED STATISTICS
We now consider the two well-studied Kaniadakis and Tsallis statistics. Let α = κ for the Kaniadakis case and α = q − 1 for the Tsallis case. Then we have
For the K formulation, −1 <α<+1, whereas for the T , α is real. For convenience we use the same label, α,a st h e parameter in the two statistics. In both, α → 0 corresponds to the BG. Hence, in our derivations we do not need to be mathematically concerned with the α = 0 case. Lastly for Tsallis, depending on α the previous properties (ii), (iii), and (v) may not hold true for p = 0. For convenience, let us denote by L 0 and L ∞ , respectively, the limits p 0 → 1 and {p n }→0 and p λ → 1/(N + 1) ∀ λ. We recall that in the BG canonical ensemble, L 0 (L ∞ ) corresponds to T → 0( T →+∞). Finally, in all of the subsequent calculations, the procedural order will be the following: (a) consider completely arbitrary {p λ } ′ s, (b) assume specific values for α, and finally (c) take the proper limits, e.g., for L 0 : p 0 → 1 and {p n }→0 (with the rates in which the p ′ n s vanish specified whenever necessary).
A. The Kaniadakis formulation
In this case, we have that
S min = 0,S max = S N+1 (|α| < 1),
Note the limit L 0 always leads to a minimum for U regardless the value of α, but it yields S min if |α| 1 and S max if |α| > 1 (in this latter case with S → S min for L ∞ ). So, we have
For K, the third law (in the common case of S min = 0) is true for |α| < 1, which is the range usually assumed for α [12] . If |α|=1 (note S max = S N+1 >S min = N/2), the extended third law is violated if we demand it to be independent of the system's particular features [see the following discussion regarding the character of β = n β n = n (E n − E 0 )
−1 ]. Finally, we have already observed that if the same specific limit L yielding S min does not also result in a (local) minimum for U ,(3) automatically is not satisfied. The K statistics clearly illustrates this fact for |α| > 1, when L ∞ gives a minimum for S, but not a local minimum for U . Thus, calculating the limit L ∞ for β n [using Eq. (11) with |α| > 1], one obtains β n → 0, contradicting the third law. For completeness, we also observe that the limit L 0 for β n when |α| > 1is−∞.
In Ref. [12] , the interval −1 <α<+1 has been established through intricate and subtle considerations, e.g., imposing concavity, additivity, and extensively to the statistics. From the above, one sees that the third law can be a much simpler way to determine the acceptable values for the formulation parameter α.
B. The Tsallis formulation
For the T entropy, we have
In the above, {n * } denotes the labels of all the N * probabilities p ′ n * s, which go to zero at the same rate 1 and vanish faster than any other p n / ∈{p n * } (for comparison, in the BG canonical ensemble with nondegenerate states,
S min = 0,S max = S N+1 (α + 1 > 0), 1 The corresponding energy reads (N * ) −1 n * γ n * E n * for p n * = Ŵ n * p * and Ŵ n * → γ n * (γ n * a finite constant) when p * → 0. For simplicity, in our analysis we assume γ n * = 1.
S min = S N+1 ,S max =+∞ (α + 1 < 0),
Then, for α + 1 > 0 we have the normal trend, with L 0 resulting in a minimum for U and S (moreover, with S min = 0). The value α + 1 = 0 leads to constant U and S regardless of the p ′ λ s [ 30] [in agreement with Eq. (16), since identically ∂S/∂p n = ∂U/∂p n = 0 because the multiplicative term α + 1, which is null in this case]. Hence dS/dU = 0 and β = 0for α =−1. Finally, if α + 1 < 0, S min is obtained from the limit L ∞ . On the other hand, exactly which limit yields a (local) minimum for U will depend on the behavior of the p ′ n s and on the properties of the system energy spectrum. Notice for the T statistics there are no general closed analytical expressions for the p ′ λ s, only implicit relations [5] . But as is clarified below, this latter information is not essential to check for condition (3) .
For each β n , we calculate the proper limits L 0 : setting p 0 = 1 and taking p n → 0, when α + 1 > 0; and L ∞ : setting p λ = (N + 1) −1 ∀ λ, when α + 1 < 0. For α =−1, we already have seen that (3) cannot hold. We get thus (3) is not observed. Moreover, for this parameter range, the T entropy is also known not to be convex (see Sec. V). Finally, as for the K with |α|=1, for T with −1 <α<0, we find β =|α| −1 n (E n − E 0 ) −1 . Obviously, for N finite (a relevant example being the Ising model below), the third law is not obeyed. Even with N infinite, (3) will not stand, e.g., if 1/(E n − E 0 ) ∼ 1/n γ for all n N γ and γ>1. Therefore, to have a general physical law, i.e., spectrum-independent (which is the case for the Boltzmann-Gibbs entropy and for the Kaniadakis entropy only if −1 <α<+1), this range for the statistics parameter should be excluded. As far as we know, a restriction to the range 0 <q<1f o rt h eT formulation has not been previously reported in the literature.
IV. AN IMPORTANT EXAMPLE: THE ISING MODEL
The 1D Ising model, with zero field and periodic boundary conditions, is defined by the Hamiltonian (σ N+1 = σ 1 )
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The N spins take values σ i =±1. The thermodynamic limit follows from N →∞. We denote by p − and p + the probabilities that a randomly chosen pair of neighboring spins has the bond in the low-energy −J (i.e., parallel spins) and high-energy +J (antiparallel spins) states, respectively. In the microcanonical ensemble, the internal energy per spin is simply U = J (p + − p − ), where p + + p − = 1. The essential and very useful property of the 1D Ising model-not shared by its 2D and 3D counterparts-is that although on the one hand there are spin-spin correlations at finite temperatures, on the other hand the bonds are uncorrelated at nonzero temperatures. Indeed, the bond energies become independent and identically distributed random variables, and the system reduces to a collection of uncoupled two-level systems. This feature allows us to calculate the entropy per spin of the 1D Ising model for any choice of entropy formula.
Thus, the Boltzmann-Gibbs entropy per bond (or spin) is given by our previous general expression with N = 1, λ = 0 (λ = 1) corresponding to the state − (+), E 0 = E − =−J , E 1 = E + =+J , and β = β 1 . Here we briefly digress and note from the relations in Eq. (5) Our exact results show then that β = β 1 =+∞only when S is zero (which is also true for the case of negative temperatures when p − → 0). Of course, this is not a surprise; in fact, it was already implied by Ising's original exact solution based on the transfer matrix method. Another relevant fact here is the exact behavior of U and S at small temperatures (β l a r g e ) .I ti sa simple exercise to verify that U goes to its minimum of −J much faster than S goes to zero. Now, we consider our previous calculations for the Kaniadakis and Tsallis entropies, again in the case of N = 1. We are of course assuming a departure from the canonical ensemble, but still we can obtain exact solutions for the Ising model for generalized entropies. So, for the Kaniadakis entropy (in the commonly assumed range −1 <α<+1), the third law is always observed (and as for the Boltzmann-Gibbs entropy, this also being the case for negative temperatures: p − → 0). On the other hand, for the Tsallis entropy with α −1, (3) is not satisfied (perhaps not a surprise given the behavior of S in this interval; see the next section). However, we unexpectedly find that the third law is also violated by the T formulation when −1 <α<0 since S = 0a tT 0 = 2J/|α|. Figure 1 shows for the Ising model in the Kaniadakis formulation some examples of the behavior of S and β versus p + in the conventional |α| < 1 case, as well as for |α| 1 (with 2J = 1). In agreement with the third law, when |α| < 1, β (which is the inverse of thermodynamic temperature) goes to +∞ as the system settles down completely into the ground state, i.e., as p − → 1 and p + → 0. the higher-energy state is varied. Whereas for α 0(q 1), β diverges (T falls to zero) as p + → 0, in contrast for α<0 (q<1) the temperature does not vanish as it should. Figure  3 shows the S and the absolute temperature (1/β) in the even more intriguing interval of −1 <α<0( 0<q<1), when the entropy does vanish for p + → 0 and p − → 1, but the third law is violated.
V. DISCUSSION AND CONCLUSION
Recall that in statistical mechanics, a vanishing entropy S = 0 means that we have complete knowledge or information of the system description at any level, i.e., there is no uncertainty about the microstate. In both classical and quantum mechanics, a positive absolute temperature T>0 guarantees thermal fluctuations of energy, so that it is impossible to know with complete certainty whether or nor the system is in the ground state. So, for systems in thermal equilibrium, it should be impossible for the entropy to vanish if T = 0 [31] . Yet one of the analyzed entropies, the Tsallis, does precisely this (at least for α<0 or equivalently q<1). In contrast, the Kaniadakis entropy (in its proper parameter range −1 <α<+1) behaves in a manner consistent with the third law. We conjecture that the additive property of the Kaniadakis entropy is the reason for this compatibility with the third law.
Previous works have shown that for some q values, the Tsallis entropy is incompatible with the second law of thermodynamics. By investigating the second law of thermodynamics in the context of kinetic theory, the Tsallis statistics has been studied in the classical [6] , the relativistic [32] , and also in the quantum-mechanical regimes [33] . Another study considered the convexity property of the generalized relative entropy in the quantum regime [34] , leading to the constraint q ∈ (0,2] for the Tsallis entropy (see, e.g., [6, 32, 33] ). Putting together these previous results with those reported here, we conclude that the Tsallis entropy is compatible with all the laws of thermodynamics only for q in the range 1 q 2 (0 α 1).
Concerning our concrete particular example, it could be argued (although not very convincingly in our opinion) that because the 1D Ising model with nearest-neighbor interactions does not possess long-range interactions, then our conclusions above are not justified. In the near future, we hope to explicitly study Hamiltonians with long-range interactions, but for now we can foresee a direct rebuttal to this objection. The third law of thermodynamics does not distinguish between shortversus long-range interactions, but rather is sensitive only to the features of the lowest energy levels. So, although twolevel Hamiltonian systems cannot be considered to have any interactions at all (whether short-or long-range), they must still obey the third law of thermodynamics. More generally, our analysis of N-level systems has proven conclusively that in fact the Boltzmann-Gibbs and Kaniadakis entropies both satisfy the third law of thermodynamics. But for q<1, the Tsallis entropy does not. Our results have nothing to do with the range of interactions (if any). Rather, they pertain to the way S goes to minimum in relation to the behavior of U at low temperatures.
Finally, recent experimental results in the Tsallis formulation confirm deviations from a Gaussian neighbor for velocity distributions. Some examples are as follows: the velocities of cold atoms in dissipative optical lattices (q = 1.396 ± 0.005) [35] ; the velocities of particles in quasi-two-dimensional dusty plasma (q = 1.08 ± 0.01) [36] ; single ions in radiofrequency traps interacting with a classical buffer gas (q = 1.03−1.87) [37] ; transverse momenta distributions at LHC experiments [38] ; etc. Remarkably, all these experimental values for q are within our predicted interval 1 q 2 for thermodynamic validity.
We conclude by recalling a well-known statement attributed to Albert Einstein: "Classical thermodynamics ... is the only physical theory of universal content which I am convinced ... will never be overthrown." Therefore, in proposing generalized entropies, it is necessary to determine whether they are in fact properly defined in terms of necessary conditions. But which principles should be used to construct them? It follows that no attempt to extend the thermodynamic or BoltzmannGibbs entropy can lead to a general physical theory without passing through the key test of compatibility with the laws of thermodynamics. The third law, very important in a "down to earth" way in science, is valid irrespective of the microscopic details and deals with a very objective aspect: how matter behaves at very low temperatures. Here, we have explicitly shown how to perform the test of compatibility with the third law.
