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Quantum complexity is conjectured to probe inside of black hole horizons (or
wormhole) via gauge gravity correspondence. In order to have a better un-
derstanding of this correspondence, we study time evolutions of complexities
for Abelian pure gauge theories. For this purpose, we discretize U(1) gauge
group as ZN and also continuum spacetime as lattice spacetime, and this
enables us to define a universal gate set for these gauge theories, and evalu-
ate time evolutions of the complexities explicitly. We find that for a generic
class of diagonal Hamiltonians to achieve a large complexity ∼ exp(entropy),
which is one of the conjectured criteria necessary to have a dual black hole,
the Abelian gauge theory needs to be maximally nonlocal.
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1 Introduction
Understanding the inside of black hole horizons is a challenging problem in
modern theoretical physics. The black hole firewall paradox [1, 2] has sharp-
ened the view that the black hole complementarity [3, 4] is not enough, and
we need to modify our view of the inside of the horizon a bit more drasti-
cally once the black hole is entangled with Hawking radiations. One possible
resolution of this firewall paradox is the ER = EPR conjecture [5], namely
that the Einstein-Rosen (ER) bridge wormhole connecting two boundaries is
dual to the entangled (Einstein-Podolsky-Rosen (EPR)) boundary theories.
A typical example of such ER = EPR is an eternal AdS black hole with
two boundaries, which is dual to the thermo-field double (TFD) state [6].
By tracing out one boundary, one obtains a thermal ensemble for the other
boundary, which corresponds to a black hole seen from the outside of the
black hole horizon. On the other hand, by considering the TFD state (which
is a pure state), one can probe the inside of the black hole horizon. This
immediately leads to an intriguing puzzle; In the bulk, this ER bridge keeps
growing linearly with respect to time t forever at least classically. This linear
growth can be seen by looking at the time evolution of an extremal surface
anchored at the boundaries with a fixed time t, where t runs forward in both
CFTs [7] (see Fig. 1). On the other hand, in quantum field theories, once
the system is thermalized, it is unclear what kind of physical quantity keeps
growing, since apparently the system ceases to grow after the thermalization.
Recently, Susskind proposed that a quantum complexity is a key quantity to
see the growth even after the system is thermalized [8, 9, 10].
The quantum (computational) complexity C, or complexity for short, is
a notion used in quantum computation/information theory. In quantum
mechanics, the complexity is simply defined as how distant given the state
is from a given “reference” state. Roughly speaking, given ‘gates’ (a gate
corresponds to ‘one step’), the complexity measures a minimum amount of
gates (which corresponds to ‘how many steps’) one needs to move from the
reference state to the given state. For a time-evolving state |ψ(t)〉, the time
evolution of the complexity C(t) starts with C(0) = 0 and it typically increases
linearly with respect to time t, and it reaches the maximum value at a time
t = tmax. The important point here is that there is a hierarchy for the time
scale; entanglement entropy reaches its maximum value at the time scale of
the power of the thermalization time ttherm, which scales typically as powers
of the entropy of the system. On the other hand, even after the system
gets thermalized, the complexity keeps growing. In quantum mechanical
systems,1 complexity reaches its maximum value typically at the time which
1In classical systems, the complexity reaches its maximum value at the time scale which
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Figure 1: Eternal black hole with extremal surface anchored at the boundary
time t where t runs upward in both CFTs (Left Figure). As time evolves
upward, the wormhole inside black holes keeps growing linearly with respect
to time t (Right Figure).
typically scales as the exponential of the entropy [9],
tmax ∼ eS  ttherm ∼ (S)p , (1.1)
where p is generically some O(1) number. One of the goals in this paper is
to have a better understanding of the time evolution of the complexity in
gauge theories both qualitatively and quantitatively.
It should be clear why we want to conduct analysis in gauge theories.
Needless to say, gauge theories are a core of our modern understanding of
physics describing not only all of the non-gravitational forces in our world
but also they describe gravity too via holography. In order to apply the
notion of the complexity, rather than spin systems, we have to deal with
gauge theories. In this paper, as a first step toward understanding the time
evolution of complexity in generic gauge theories, we study the complexity
in discrete Abelian gauge theories in 2+1 dimensions: namely ZN gauge
theories on a spatial two-dimensional lattice.
The reason why we consider ZN gauge theory is to discretize the continuous
gauge group so that we can handle it as if it is a qubit system. The gauge
group is recovered to U(1) in the limit N → ∞. For the same reason, we
adopt a lattice regularization for the two-dimensional space.2 Taking into
account a gauge invariance, we may consider only physical operators for the
universal gate sets, which we will explain later, and evaluate the complexity
of the theory. Note that Z2 gauge theory is essentially the same as Kitaev’s
toric code [11].
typically scales as the entropy of the system.
2Generalization to higher dimensions, or to multiple U(1) gauge group is straightfor-
ward.
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By studying these complexity more in generic gauge groups, we would
like to understand the following important questions; 1) what kind of gauge
theories really satisfy the criterion of the O(eS) timescale for the growth of
the complexity? and 2) what kind of gauge theories can consequently allow a
gravity (and black hole) dual description? Of course, for the second question
we assume that the complexity actually captures the growth of the inside of
the wormhole geometry. Looking at the correspondence conjecture from the
other way around, it leads to a question of how the fastest computer can be
realized by gauge theories.
The organization of this paper is as follows. In Sec. 2 we review the neces-
sary ingredients; i.e., gates, complexity, and ZN lattice gauge theories. Sec. 3
and Sec. 4 are our main analysis, where we study the time evolution of the
complexity in ZN gauge theory both classically and quantum mechanically
respectively. Sec. 5 is for our summary and discussions.
Before closing the introduction, we comment on several closely related ref-
erences. Two bulk duals of the boundary complexity have been proposed:
One is the complexity = volume (CV) conjecture [12, 13], and the other is the
complexity = action (CA) conjecture [14, 15]. The CV conjecture states that
the complexity at a time in the boundary is related to the maximal volume of
a spatial slice in the dual bulk geometry, where the spatial slice is anchored
to the boundary at the boundary time as in Fig. 1. The CA conjecture states
that the complexity is given by the bulk action on the Wheeler-DeWitt patch,
which is a region bounded by the future and the past null surface anchored
also at the given boundary time. The qualitative behavior of the value of
the action at late times is almost the same as the maximal volume. See also
[16, 17, 18] for related works.
2 Gates and Complexity in ZN Lattice Gauge
Theories
2.1 Overview of Gates and Complexity
In this subsection, we briefly review gates and complexity. For the reader
who would like to know more in detail, see [19, 20] for example.
First we define a (quantum) gate for a given Hilbert space H. A (quantum)
gate is simply a unitary operator G on H. Let us consider some unitary
operator U on H, and ask how to construct U as a product of the gates
taken from a set of gates {Gα}. One might wonder what set {Gα} one
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should choose as a gate set, but there is no unique choice for that.
Given a gate set, in the context of quantum computation, there is a quan-
tity characterizing how hard it is to construct U , and this quantity is the
complexity of U . The complexity C(U) of a unitary operator U is defined as
the minimum number of gates necessary to realize U from her/his own given
gate set.3 An approximate complexity C(U, ) can also be defined as the min-
imum number of gates to construct an operator V , satisfying ‖U − V ‖ < 
with some norm on the unitary operators H [21] where  is a small positive
number.
In this paper, we also consider the complexity C(ψ) (or the approximate
complexity C(ψ, )) of a state |ψ〉 ∈ H, which is defined as the minimum
number of gates to construct a unitary operator U for |ψ〉 = U |ψ0〉 (or
| |ψ〉 − U |ψ0〉 |< ). Here |ψ0〉 is a given initial state as a reference state
[12] to evaluate the complexity for the state |ψ〉, and U is written as a prod-
uct of elements in the gate set.4 In particular, we consider the time evolu-
tion, |ψ(t)〉 = e−iHt |ψ(0)〉, and see the time-dependence of the complexity of
|ψ(t)〉.
To make our argument more concrete, let us consider an n-qubit system
H = (C2)⊗n as an example, where C2 is for two coefficients of |0〉 and |1〉,
and the orthogonal bases can be chosen as |s1 . . . sn〉 (si = 0 or 1). Let us
introduce two types of elementary gates in this system: 1) single qubit gates
and 2) multiple qubit gates. The single qubit gates are gates acting on a
single qubit, i.e., a single qubit gate is a 2 × 2 unitary matrix.5 Similarly
the multiple qubit gates are gates acting on multiple qubits. For example,
k-qubit gates are 2k× 2k unitary matrices acting on k qubits simultaneously.
An especially important multiple qubit gate exists at k = 2, which is called
a controlled-NOT (CNOT) gate, and we will explain it now.
A CNOT gate is a 2-qubit gate acting on a control qubit and a target
qubit. It flips the target qubit if the control qubit is |1〉. In other words, a
CNOT gate acts on a control qubit |s1〉 and a target qubit |s2〉 as |s1, s2〉 →
|s1, s2 ⊕ s1〉 where ⊕ denotes addition modulo 2. In the computational basis
3Precisely speaking, such complexity is called exact complexity.
4 Since the unitary operator U satisfying |ψ〉 = U |ψ0〉 is not unique, the complexity of
state C(ψ) is slightly different from the complexity C(U). See our later discussions on the
state dependence at Sec. 4.1.3.
5 More precisely, a single qubit gate is a 2n× 2n unitary matrix on H = (C2)⊗n, which
has a form 1 ⊗ · · · ⊗ U2×2 ⊗ · · · ⊗ 1 where 1 and U2×2 are unit and general 2 × 2 matrix
respectively.
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{|00〉 , |01〉 , |10〉 , |11〉}, a CNOT gate is expressed as a simple matrix as
UCNOT =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
 . (2.1)
A nontrivial but true fact is that if one has all single qubit gates and the
CNOT gate for every pair of qubits, then one can construct any multiple k
qubit gate and furthermore, any unitary operator.
The gate set is called universal if any operator on H can be approximated
with arbitrary accuracy by a product of elements of the gate set, and called
exactly universal if any operator can be constructed exactly. It is known
that a set of all the single qubit gates and the CNOT gates for every pair
of qubits constitutes an exactly universal gate set for n-qubit systems (see,
e.g., [19]), and we use this universal gate set in this paper.6 7
So far we have considered qubits (2-level spins). The N -level spins are
called qudits, and generalizing the above argument for n-qudit systems is
straightforward. As in the qubit systems, we define single qudit gates as well
as multiple qudit gates. In particular, we can define the generalized CNOT
gates for the qudit system as UCNOT |s1, s2〉 = |s1, s2 ⊕ s1〉 where ⊕ denotes
addition modulo N [22]. A universal gate set in qudit system is a set of
all the single qudit gates and the generalized CNOT gates for every pair of
qudits, just as in the qubit systems.
6 For the universal gate set, one can use an imprimitive 2-qubit gate instead of the
CNOT gate [22, 23]. Here, an imprimitive gate is defined as a gate which entangles two
qubits. In quantum computation, a 2-qubit gate V is called primitive if and only if it acts
as V |s1s2〉 = U |s1〉 ⊗ U ′ |s2〉 or U |s2〉 ⊗ U ′ |s1〉 with some single qubit gates U and U ′.
All the other 2-qubit gates are called imprimitive.
7 As an aside, let us note that we do not even need to include all single qubit gates in
the gate set (although we do not take this choice in this paper). For a single qubit system,
overall phase shift operators, relative phase shift operators and rotation operators, which
are respectively given by(
eiα 0
0 eiα
)
,
(
eiβ 0
0 e−iβ
)
,
(
cos γ − sin γ
sin γ cos γ
)
, (2.2)
constitute an exactly universal gate set, because any 2 × 2 unitary matrix A can be
decomposed as
A =
(
eiα 0
0 eiα
)(
eiβ 0
0 e−iβ
)(
cos γ − sin γ
sin γ cos γ
)(
eiδ 0
0 e−iδ
)
. (2.3)
Thus, if we take the above gate set (2.2), the complexity for a single qubit is less than or
equal to four. In this paper we include all single qubit gates into our universal gate set,
so the complexity for a single qubit is one.
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Figure 2: Two-dimensional spacial lattice. Dynamical variables live on links.
2.2 ZN Lattice Gauge Theory
In this paper, we study the time evolution of the complexity of the state |ψ〉,
C(ψ) in ZN gauge theory. For that purpose, we also briefly review the ZN
gauge theory, especially its physical Hilbert space. For details, see Appendix
A.
We consider two-dimensional space on the lattice as shown in Fig 2.8 We
use labels i, j, . . . for vertices and i-j for links on the lattice. In lattice gauge
theory, we have an oriented link variable on each link i-j as Lij = L
−1
ji =
exp(2pii nij/N) ∈ ZN , where nij is modulo N integer, nij = 0, 1, · · · , N −
1. The link variable is roughly the exponential of the gauge field on the
link. In pure ZN gauge theory, link variables (i.e., gauge fields) are the only
dynamical degrees of freedom and the states are written as superpositions of
the basis {⊗all links|nij〉〉ij}.9
Gauge transformation e2pii δi/N ∈ ZN on a vertex i act on Lij as
Lij → e2pii δi/NLij = e2pii (nij+δi)/N (where δi = 1, 2, · · · , N − 1) . (2.4)
Thus, it results in shifting nij on all links emanating from i as
nij → nij + δi (for all j adjacent to i) . (2.5)
In order to impose the gauge invariance, it is enough to consider transforma-
tions by the unit shift e2pii/N (i.e., δi = 1 case) since other transformations
e2pii δi/N , with δi = 2, · · · , N − 1, are generated from it. The operator gi
8 We use the temporal gauge and consider a time-slice (see Appendix A).
9We use a double bracket | 〉〉 to represent link-states.
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corresponding to the gauge transformation e2pii/N at vertex i is represented
by a tensor product of shift operators τ
(ij)
1 as
gi = ⊗
j (adjacent to i)
τ
(ij)
1 , τ
(ij)
1 ≡

0 0 · · · 0 1
1 0 · · · 0 0
0 1
. . . 0 0
...
. . .
...
0 0 1 0
 . (2.6)
Here, we represent the shift operators τ
(ij)
1 by a N by N matrix, which acts on
N -dimensional vector space |nij〉〉ij. Eigenvalues of the shift operator τij are
e2pii βij/N with βij = 0, 1, · · ·N − 1. We denote the corresponding eigenstates
of the shift operator τij by |βij〉〉ij, where we have βij = −βji (mod N).
To see the gauge invariant states, let us first introduce extended 10 Hilbert
space Hext and then require the condition that physical states |ψ〉 must
be gauge invariant, gi |ψ〉 = |ψ〉. Tensor product states {⊗all links|βij〉〉ij}
constitutes a basis of the extended space Hext. Since transformation gi acts
on each orthogonal state ⊗all links|βij〉〉ij as
gi (⊗all links|βij〉〉ij) =
 ∏
j (adjacent to i)
ei
2pi
N
βij
 (⊗all links|βij〉〉ij) , (2.7)
βij must satisfy ∑
j adjacent to i
βij = 0 (mod N) (for each vertex i) , (2.8)
for the gauge invariance. A basis of the physical Hilbert space Hphys is thus
{⊗all links|βij〉〉ij} (βij = 0, 1, · · ·N − 1) with the condition (2.8). Be careful
for the directions of the links in the sum in (2.8); they are all from i to the
adjacent vertices j.
The gauge invariance condition (2.8) implies an electric flux conservation
(the net flux out of any vertex vanishes). Let us define the direction in the
square lattice as; from left to right and from up to bottom as the positive
directions, see Fig. 3. The state with all βij = 0 has no electric flux. Consider
a generic state for which we have some links with βij 6= 0. Then, any physical
state, a state which satisfies the condition (2.8), should look like, on the
βij = 0 background, a flux (whose location is defined by βij 6= 0) flowing on
links while satisfying (2.8).
10We use the word “extended” in the sense that we do NOT restrict states to gauge
invariant ones.
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Figure 3: Magnetic flux operator with unit strength on plaquette p. A flux
loop has positive strength +1 if we see it along the direction i → j → k →
l→ i.
To describe the loops and the physical states, let us define a gauge invariant
loop operator creating a flux loop flowing along a minimal plaquette, as shown
in Fig. 3. In ZN gauge theory, there are N species of loops associated with
its flux strength 0, 1, 2, · · ·N − 1. (Fig. 3 corresponds to the unit strength.)
We call the loop operators magnetic flux operators. Each N − 1 different
magnetic flux operator acting on a minimal plaquette is creating the ZN flux
loop along the box edges. Acting a magnetic flux operator with strength
m is the same as acting the unit strength operator m times. If one acts
the same strength operator on two neighboring plaquettes, then there is a
cancellation of the flux on the link-state shared by the two plaquettes, which
results in a bigger flux loop. In this way, each state in a basis of the physical
space Hphys is specified by how many magnetic flux operators with the unit
strength are acting on each of the L × L plaquettes on the no-flux state
⊗all links|βij = 0〉〉ij.11
Each state in the basis actually looks like a configuration of a board game,
as follows. For the Z2 case, this setting reminds us of a board game ‘Reversi’
(known more as ‘Othello’ game in Japan), see Fig. 4. Starting with all white
(| 〉) on each plaquette, which corresponds to the state ⊗all links|βij = 0〉〉ij,
we flip the white one over to the back (= black, | 〉) on each plaquette. The
flipping on a plaquette corresponds to acting the unit strength magnetic flux
on the plaquette. Note that flipping twice makes it back to white due to Z2.
11 On lattices with periodic boundary conditions, there are other physical states which
has globally winding fluxes (see Appendix A). They cannot be obtained from the no-flux
state ⊗all links|βij = 0〉〉ij by acing local magnetic operators. However, since they are in
different super-selection sectors, we do not consider these topologically non-trivial states
in the following analysis.
9
· · ·
Figure 4: Othello game representation of a basis of the physical Hilbert space
in Z2 gauge theory. General physical states are given by superpositions of
these Othello configurations.
We now move to the ZN case, and introduce an N -colored Othello game.
The basis of the physical space Hphys in ZN is obtained as follows:
1. Start with the no flux state ⊗all links|βij = 0〉〉ij, which we call all-
white state, as in the first figure of Fig. 4. We represent this state
as ⊗plaquettes p |0〉p.
2. Then we add on each “box” a colored disk with a variation of N − 1
different colors, as shown in the second and third figures in Fig. 4 for
N = 2 case. (See also Fig. 5.) The colors represent the strength of the
magnetic flux on a plaquette. We denote each state corresponding to
an N -colored Othello configuration by ⊗plaquettes p |mp〉p , where mp is
a modulo N integer (mp = 0, 1, · · · , N − 1) and it represents colors or
strength of the magnetic flux on the plaquette p. Here p is the label
specifying the position of the “box”.
Therefore, a basis of the physical space is {⊗plaquettes p |mp〉p}, and general
physical states are obtained as the superpositions. This plaquette-state ex-
pression is a dual to the link-state description.
Note that if we have a lattice space without boundary, such as a periodic
lattice on T 2, then there is a global identification (global gauge symmetry);
⊗p |mp〉p = ⊗p |mp ⊕ δ〉p , (2.9)
for a plaquette-independent constant δ = 1, 2, · · · , N − 1, where ⊕ denotes
addition modulo N .
2.3 Gate sets and locality in ZN gauge theory
In this subsection we define universal gate sets in the lattice ZN gauge the-
ories. As we have seen, all of the orthogonal physical bases are obtained by
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adding magnetic fluxes at plaquettes to the reference physical state. Here
we choose our reference state as the state ⊗plaquette |mp = 0〉p. If a magnetic
flux is added at, say, plaquette q, then it becomes [⊗plaquette p(6=q) |mp = 0〉p]⊗
|mq = 1〉q, etc.
Let us first consider a Z2 gauge theory on a L×L lattice (with or without
periodic boundary conditions). Then, physical state bases are ⊗p |mp〉 with
mp = 0 or 1, which can be regarded as a state of a system with L
2 qubits on
the plaquettes of the lattice. Thus, this physical Hilbert space is the same
as an L2-qubit system.12 As we saw in Sec. 2.1, the single qubit gates and
the CNOT gates constitute a universal gate set of the qubit system.13 Note
that all of the gates are unitary operators on gauge invariant physical states.
For example, a single qubit gate acts on a plaquette p, which superposes |0〉p
and |1〉p.
Extension to the ZN gauge theory is straightforward. Ignoring the bound-
ary condition and therefore the global identification (2.9), physical states in
ZN gauge theory are labeled as ⊗p |mp〉p with mp = 0, . . . , N − 1. Thus,
the physical Hilbert space of the ZN gauge theory is the same as that of the
L2-qudit system. As we also saw in Sec. 2.1, the set of all the single qudit
gates Up (U(N) matrix acting on the plaquette p) and the generalized CNOT
gates UCNOT(p,q) (acting on the control qudit at the plaquette p, and the target
qudit at the plaquette q) is universal in the qudit system, and thus, they
form a universal gate set U in ZN gauge theory:
U ≡ {Up, UCNOT(p,q) | p, q: plaquettes} . (2.10)
In this paper, for calculating the complexity, we use this U unless otherwise
stated.
Our goal is to study the complexity in quantum field theory. Thus, it is
natural to choose a universal gate set such that it respects the spatial locality.
Since the degrees of freedom live on links or equivalently plaquettes for lattice
systems, there is a notion of neighboring plaquettes. We define neighboring
multiple qubit (or qudit) gates as gates acting on only the multiple plaquettes
which are next to each other.14 Note that quantum field theories can be
12If we have periodic boundary conditions on all of the boundary, then we have the
global gauge symmetry, ⊗p |mp〉p = ⊗p |mp ⊕ 1〉p, which results in a physical Hilbert
space ∼ (L2 − 1)-qubit system.
13Since the identification of states by the global gauge symmetry (2.9) does not matter
in the proof of the universality, they also constitute a universal gate set of Z2 gauge theory.
14In literatures (see e.g. [22]), a gate acting on k-qubits simultaneously is called local
(or k-local [24]) if k is much less than the total number of qubits L2, i.e., k  L2. This
notion of the k-locality will be used in Sec. 4.1.1 to classify Hamiltonians in this paper
too. Our terminology of neighboring is different from the notion of the k-locality.
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regarded as an IR limit of a spin system. Therefore any multiple qubit (qudit)
gates acting on finite distance-away plaquettes behave as local interactions in
the continuum limit, which is L → ∞ and plaquette size goes to zero limit.
Only multiple qubit (qudit) gates acting on the plaquettes whose distance
scale as O(L) (the size of the system) are spatially nonlocal in the continuum
limit. However just as usual spin system such as the Ising model, restricting
to only neighboring multiple gates is specially interesting with respect to see
the effects of locality for discrete systems.
In fact, for a gate set to be universal, it is enough to have only the neighbor-
ing gate sets: Any (generalized) CNOT gate can be constructed by a product
of neighboring (generalized) CNOT gates, as follows. For any (generalized)
CNOT gate UCNOT(p,q) , we have a relation
UCNOT(p,q) = U
CNOT
(r,q)
[
UCNOT(p,r)
]N−1
UCNOT(r,q) U
CNOT
(p,r)
[
UCNOT(r,q)
]N−2
, (2.11)
in the N -level qudit system. Suppose the pair (p, q) is not a neighboring pla-
quette pair, while (p, r) and (r, q) are neighboring ones, respectively. Then
(2.11) shows that the (generalized) CNOT gate UCNOT(p,q) acting on the non-
neighboring plaquettes (p, q) can be constructed from the neighboring (gen-
eralized) CNOT gates. Thus, combining only the neighboring (generalized)
CNOT gates, we can construct any (generalized) CNOT gate. We can define
the neighboring universal gate set Uneighbor on the L× L lattice as
Uneighbor ≡ {Ua,b, UCNOT((a,b),(a+1,b)), UCNOT((a,b),(a,b+1)) | a, b = 1, 2, · · · , L} . (2.12)
As we mention, if one is interested in understanding the effects of locality
in evaluating the complexity in discrete systems, we shall use this Uneighbor
instead of U . Note that complexity generically increases by using Uneighbor
compared to U .
3 “Classical” complexity in gauge theory
In this section, as a warm-up for the full quantum treatment in the next
section, we consider a classical analogue of the complexity. We use toy models
of ZN gauge theories in which quantum superposition of states never appear,
which enables us to compute the complexity easily. We call the models
random flux models. The time evolution in the model is at random as a
random quantum circuit in [25].
Using the models, we will calculate the time evolution of the complexity
and find the followings:
12
• The complexity follows the typical expected time evolution: it starts
from zero, grows at first linearly in time (= steps), and then reaches
the maximum Cmax, and stays there for a long time.
• Introducing a nonlocality in the time evolution (which we call “Othello
rule”) accelerates the growth of the complexity.
• The growth speed is evaluated as a function of the theory parameters
(N of ZN and spatial size L).
First in section Sec. 3.1 we define the random flux models, and then in
Sec. 3.2 we numerically calculate the time evolution of the complexity. We
present various numerical data for the evolution, and in particular introduce
the Othello rule to find how the nonlocality enhances the growth rate of the
complexity nontrivially.
3.1 Random flux models
Let us define the random flux model for ZN gauge theory on a L×L periodic
spatial lattice. The model uses a discretized time evolution, and a state
evolves step by step randomly by simply adding a random magnetic flux as
in Fig. 5. The rule of the time evolution is as follows. Suppose that we have
a state |m(1,1)〉(1,1) ⊗ · · · ⊗ |m(L,L)〉(L,L) at a step t, where (a, b) are labels for
plaquettes representing a-th row and b-th column plaquettes. Here m(a,b),
which represents the strength of the magnetic flux at the plaquette (a, b),
is a modulo N integer. Then, the state at the next step (t + 1) is given by
|m(1,1)〉(1,1)⊗· · ·⊗|m(a,b) ⊕ n(a,b)〉(a,b)⊗· · ·⊗|m(L,L)〉(L,L), where a magnetic flux
with the strength n(a,b) is added at the plaquette (a, b), where the plaquette
position (a, b) for the each step is chosen randomly. The strength n(a,b) is
selected from {1, · · · , N − 1} uniformly at random. Since in this model any
superposition of such states or entangled states do not appear in the time
evolution, the notion of the complexity here is purely classical. In fact,
for a Z2 gauge group, this model is exactly the same as the classical coins
considered in [9]. That is, the time evolution at each interval is given by
acting a single qudit gate at a plaquette randomly.15 Since fluxes are added
randomly, we call these classical toy models the random flux models.
We take the state with no magnetic flux, ⊗(a,b) |0〉(a,b), as the initial state
and also the reference state to compute the complexity. In this classical
problem, any state evolving from the initial state can be prepared (from the
reference state) by a sequence of actions of only single qudit gates in our
15This is similar to a random quantum circuit in [25].
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Figure 5: A time evolution of a state in the random flux model. The state
at a step t is obtained from the state at (t− 1) by acting a single qudit gate
randomly. The white disk represents that the magnetic flux in the plaquette
is zero, and other color disks do that the magnetic fluxes are nonzero.
universal gate set U in (2.10). Thus, the complexity at each step is the
minimum number of single qudit gates to prepare the state.
From now on, we often use p to specify a plaquette, i.e., p = (a, b). In this
notation, the reference state is written as ⊗p |0〉p.
3.2 Complexity in random flux models
3.2.1 Counting of the complexity in random flux models
We first consider Z2 gauge theories. In the random flux model with the Z2
gauge symmetry, a state |ψ(t)〉 at step t has a form ⊗p |mp〉p with mp = 0
or 1. Let’s compute the complexity of the state |ψ(t)〉. Let the number of
plaquettes with flux m be nm. Since there are L
2 plaquettes on a L×L lattice,
n0+n1 = L
2 holds. The state |ψ(t)〉 can be obtained from the reference state
⊗p |0〉p by adding n1 magnetic fluxes. However, since the state⊗p |mp ⊕ 1〉p is
the same as ⊗p |mp〉p due to the identification explained in section 2.3, |ψ(t)〉
can also be obtained by adding n0 magnetic fluxes into ⊗p |1〉p = ⊗p |0〉p.
Thus, the complexity of |ψ(t)〉 is min{n0, n1}. Since n0 + n1 = L2 should
be satisfied, the maximal value of min{n0, n1} is bL2/2c, i.e., the maximum
complexity for the model is Cmax = bL2/2c.
Fig. 6 shows a time evolution of the complexity on a 3 × 3 lattice. The
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complexity typically grows at early times linearly with time (= step number)
and then fluctuates below the maximum value Cmax. The state can be close
to the initial state (the Poincare´ recurrence) and the complexity can take
small value at late times, although the probability is very small for a lattice
with the large size.
0 20 40 60 80 100 120 140
step
1
2
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C
Figure 6: A time evolution of complexity in the random flux model with Z2
gauge symmetry on a lattice with the spatial size 3×3. The maximum value
of the complexity is Cmax = 4. Although the complexity typically fluctuates
just below the maximum value, it can take zero at a finite time, i.e., the
state can return to the initial state by the Poincare´ recurrence.
Next, we count the complexity of a state |ψ〉 in ZN theory. Let nm be
the number of plaquettes with magnetic flux m (m = 0, 1, . . . N − 1) in
the state |ψ〉 where we have ∑m nm = L2. We can construct |ψ〉 from the
reference state ⊗p |0〉p by acting single qudit gates with non-zero magnetic
flux n1, n2, · · · , nN−1. The number of used gates is
∑
m6=0 nm = L
2 − n0. In
general, however, it is not the minimal number of gates to construct |ψ〉.
Since we have ⊗p |0〉p = ⊗p |m〉p due to the identification rule explained in
Sec. 2.3, the state |ψ〉 is also obtained by using single magnet gates with
flux m′ 6= m. The number of used gates is then ∑m′ 6=m nm′ = L2 − nm.
Thus, the complexity (the minimal value of gates to construct |ψ〉) is C =
L2 − max{n0, n1, . . . , nN−1}. Since we have
∑
m nm = L
2, the maximum
complexity Cmax is bL2(1− 1/N)c.
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3.2.2 Extension to nonlocal interactions
We extend the random flux models by allowing nonlocal interactions, and
see how it changes the time evolution of complexity.
In the previous model, only one plaquette is changed at each step by adding
a magnetic flux. We can generalize it so that q plaquettes are changed
simultaneously at each step. At each step, q plaquettes are chosen randomly,
and a magnetic flux with random strength is added at each chosen plaquette.
However, this generalization is equivalent to simply changing the time-scale
of the q = 1 model.
We may introduce another type of the random evolution, which we call
“Othello rule”. See Fig. 7. The Othello rule consists of the two succeeding
Figure 7: A time evolution with the Othello rule in a Z2 gauge theory. A
plaquette which is chosen at random in the left figure is highlighted by red
color in the middle figure, and the color of the disk changes from white to
black (step (i)). Since there are white disks which are sandwiched by the
highlighted black disk and other black disks, their colors are also changed
into black in the right figure (step (ii)). The change from the left to the right
is a combined single unit of the time evolution.
actions: (i) The random flux, and (ii) Othello flips. For Z2 gauge theories,
we represent the strength of magnetic flux 0 or 1 in the plaquette by white
or black disk. In the random flux model with q = 1, a plaquette is chosen at
random and the color of the disk at the plaquette is changed at each step of
time evolution. The left figure in Fig. 7 changes to the middle one where the
chosen plaquette is highlighted by red color. This is the process (i). Suppose
that the new color of the disk is black (white). Then, if there are white
(black) disks which are sandwiched between the chosen disk and other black
(white) ones in the horizontal or vertical line,16 their colors are also changed
into black (white). The sandwich rule is similar to the rule in board game
‘Reversi’ (known more as ‘Othello’ game in Japan). In Fig. 7, the middle
figure is changed to the right one. This is the process (ii). Whole change by
action (i) and (ii) is a combined single unit of the time evolution.
16Note that in this rule we do not consider the periodic boundary condition.
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Since disks separated by a large distance O(L) can change at a single time-
step of the time evolution, we can say that the model is nonlocal. Whether
the sandwich rule occurs in a time step depends on the state at the time.
The Othello rule resembles to the CNOT gate because whether the flip of
the target qubit occurs depends on the state of the control qubit. We shall
see the similarity in more detail in Appendix B.
Similarly, we may apply the Othello rule to the ZN gauge theories. We
can also represent the strength of the magnetic flux by disks with N colors
as shown in Fig. 5. In the Othello rule, if a new color disk at the randomly
chosen plaquette sandwiches the different color disks with the same color
disk, the colors of the sandwiched disks changes to the same colors as that
at the chosen plaquette.
3.2.3 Typical time evolution of complexity in random flux models
We show, in Fig. 8, the time evolution of the complexity for random flux
models with q = 1, 2, 4, 8 interactions and the Othello rule for the Z2 gauge
group on L × L spacial lattices (L = 8, 16, 32). Each plot in the left figures
is a sample, and one in the right figures shows an average over 1000 samples.
All of them show the following typical shape of the time evolution:
• The complexity grows at early times.
• Then it almost reaches the maximum Cmax.
• It fluctuates just below Cmax.
We also show the time evolution of Z10 gauge theories in Fig. 9. They
share the same properties with the Z2 gauge theories.
17
Looking at the detailed difference among the models, we notice that the
complexity in the Othello rule grows the fastest when the lattice size is large.
This shows the important fact that the nonlocality of the system rules makes
the growth rate bigger.
To find how the nonlocal Othello rule goes much faster, we consider the
random flux models with q = 1, 2 and the Othello rule for Z100 gauge theory
on a 28 × 28 spacial lattice. Fig. 10 shows the growth of the complexity. It
17 As for the fluctuation after the complexity reaches around the maximum, the Z10
gauge theories have smaller fluctuations compared to the Z2 gauge theories. The Othello
rule gives a larger fluctuation compared to that of the q = 1, 2, 4, 8 interactions, so the
averaged complexity is smaller at late times than those for the others.
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Figure 8: Time evolution of the complexity in Z2 gauge theory on a lattice
with the width L = 8, 16, 32. Figures in the left side show the evolutions of
complexities for q = 1, 2, 4, 8 models and the Othello rule. Right figures show
the averages over 103 samples. The dotted black line represents the possible
maximum value Cmax = bL2/2c.
18
0 200 400 600 800 1000
step
10
20
30
40
50
C
q=1
q=2
q=4
q=8
Othello
(a) L = 8
0 200 400 600 800 1000
step
10
20
30
40
50
Cave
q=1
q=2
q=4
q=8
Othello
(b) L = 8 (average)
0 200 400 600 800 1000
step
50
100
150
200
C
q=1
q=2
q=4
q=8
Othello
(c) L = 16
0 200 400 600 800 1000
step
50
100
150
200
Cave
q=1
q=2
q=4
q=8
Othello
(d) L = 16 (average)
(e) L = 32 (f) L = 32 (average)
Figure 9: Time evolution of the complexity in Z10 gauge theory. Typical
behaviors are almost the same as Z2 theory, though the fluctuation in the
Othello rules is smaller compared to Z2 theory. The possible maximum value
of the complexity is Cmax = b(9/10)L2c.
19
exhibits a linear growth of the complexity for q = 1, 2 models at early times,
i.e. the complexity grows as C ∼ q t. For the Othello rule, the complexity
grows in the same way as q = 1 at very early times, but the growth suddenly
becomes much faster, which is qualitatively different from the q = 1, 2 models.
So, we conclude that the nonlocal Othello rule accelerates the growth rate
drastically.
Let us evaluate the speed of the growth numerically, to distinguish the
nonolocal Othello rule and the local rules quantitatively, by looking at the
parameter dependence of the complexity in random flux models.
Fig. 11 shows the averaged time to reach the 80% of the possible maximum
value Cmax = bL2(N − 1)/Nc for the ZN gauge theories.18 The numerical
data show that the time is proportional to L2(N − 1)/N for the random flux
model with q = 1. The data also show that the time is roughly proportional
to L
√
N for the model with the Othello rule. Therefore, we find that, for
large L with a fixed N , the Othello rule is parameterically faster. This is the
importance of the nonlocality to have a faster growth of the complexity.
The time dependence of the complexity in the random flux models resem-
bles the behavior of the complexity in the random circuit model [25]. In
the both models the complexity grows linearly in the time at early times
and then fluctuates near the maximum value. However, the maximum val-
ues Cmax are different. In our models Cmax is proportional to L2. For the
ZN gauge theories, L
2 corresponds to the number of qudits. The time to
get maximum complexity is proportional to L2 (excepted for the one with
the Othello rule). The results agree with the general arguments in [9]. On
the other hand, Cmax in the random circuit model [25] is expected to be the
power of the number of qubits, i.e., proportional to eL
2
. The difference is
due to the fact that our random flux models in this section are classical. In
the random flux models, the superposition of the states does not appear in
the time evolution. Although it makes easier to calculate the complexity due
to no entanglement, the model never achieve the large complexity of order
O(eS). In order to realize the large complexity which could be responsible
for having a gravity dual, we need to consider more quantum models. In the
next section, we fully treat the quantum ZN gauge theories and will find the
large complexity.
18It is very rare that the complexity exactly reaches Cmax. This is the reason why we
consider the time to reach the 80% of Cmax.
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Figure 10: Time evolution of the complexity in Z100 gauge theory. The spatial
lattice size is 28 × 28. The upper figure shows the evolution for 0 ≤ t ≤ 106
for q = 1 (blue), q = 2 (yellow) and Othello (purple). The dashed horizontal
line represents the possible maximum value b216(99/100)c = 64880. Note
that each plot is just a random sample, not the average of samples. The
lower figure is the zoom-in for 0 ≤ t ≤ 103. It represents the linear growth
of the complexity for q = 1, 2 at early times as C ∼ q t.
21
5 10 15 20
N
0.5
1.0
1.5
2.0
t/Cmax
L=8, q=1
L=16, q=1
L=32, q=1
L=8, Othello
L=16, Othello
L=32, Othello
5 10 15 20
N
0.5
1.0
1.5
2.0
2.5
t/(L N1/2)
L=8, Othello
L=16, Othello
L=32, Othello
Figure 11: Plot of the time that the complexity first reaches the 80% of the
possible maximum value Cmax = bL2(N − 1)/Nc for ZN gauge theories. We
consider ZN gauge theories (N = 2, 3, 4, 10) on L×L lattices (L = 8, 16, 32)
for q = 1 and the Othello rule. In the upper figure, each dot represents the
average of the time, which is rescaled by Cmax, over 1000 samples, and the
associated error bar represents the standard deviation. In the lower figure,
the vertical scale is changed to t/(LN1/2).
22
4 Complexity in quantum gauge theory
We would like to calculate quantum complexity C(t) for any given Hamilto-
nian, a reference state (a state at t = 0) and a universal gate set. However, it
is a hard task to evaluate the complexity for general Hamiltonians including
the dependence of the reference state. Thus, in this paper, we consider the
complexity of time evolution operator for arbitrary diagonal Hamiltonians:
we will see especially the model dependence of the maximum complexity Cmax
and the growth speed of the complexity. We will find that both the quan-
tities increase drastically with the nonlocality encoded in the Hamiltonians.
In particular, to achieve Cmax ∼ eS, where S is entropy of the system, the
diagonal Hamiltonian needs to be maximally nonlocal.
First in Sec. 4.1 we describe the Z2 gauge theories in 2 spatial dimensions
for simplicity. The extension to the ZN gauge theories and the N →∞ limit
is straightforward, and will be described in Sec. 4.2. The results for Cmax and
the growth speed are summarized in Table 1 and Table 2, for the Z2 and ZN
gauge theories respectively.
4.1 Complexity in Z2 gauge theory
Time evolution of the Z2 gauge theory is provided by the unitary operator
e−iHt for a given Hamiltonian H. Then, the quantum complexity C(t) of the
unitary operator e−iHt is defined as a minimum number of the quantum gates
in the universal gate set U (2.10) which satisfies19∣∣∣∣∣∣ e−iHt −∏
i
Ui
∣∣∣∣∣∣ <  (4.1)
where || · || is defined as∣∣∣∣∣∣ U − V ∣∣∣∣∣∣2≡ 1
Tr(1)
Tr
[
(U − V )†(U − V )
]
. (4.2)
 ( 1) is a cut-off parameter for the effectiveness of the complexity, and the
quantum gates Ui provide a minimum set to satisfy (4.1).
4.1.1 Classification of Hamiltonians by k-locality
Let us consider a Z2 gauge theory on a L×L lattice. For our later purpose,
we classify all possible Hamiltonians by introducing the notion of k-local
19As mentioned in footnote 4, this complexity of operator is different from the complexity
of state |ψ(t)〉 = e−iHt |ψ(0)〉 with the reference state |ψ(0)〉.
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Hamiltonians.
As described earlier, gauge-invariant states are given by a superposition
of the basis vectors ⊗(a,b) |m(a,b)〉 where m = 0, 1. Here (a, b) specifies the
position of the plaquette; 1 ≤ a, b ≤ L. The dimension of the Hilbert space20
is 2L
2
, so the gauge-invariant Hamiltonian is an element of u(2L
2
) which
is an arbitrary 2L
2 × 2L2 Hermitian matrix. It is written by an arbitrary
combination of the plaquettes: the magnetic flux operators penetrating the
plaquettes of the lattice.
The standard lattice gauge theories employ a plaquette action which is
given by a sum of all the plaquettes [26]. Among those, an example Hamil-
tonian consisting just of spatial plaquettes is
H0 = J
(L,L)∑
(a,b)=(1,1)
M(a,b) , (4.3)
where M(a,b) is the magnetic flux operator acting on the plaquette (a, b).
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The real constant J is the overall strength of the Hamiltonian, and determines
the energy scale of it. This magnetic flux operator M(a,b) acts on gauge-
invariant states as M(a,b) |0〉(a,b) = |1〉(a,b), and M(a,b) |1〉(a,b) = |0〉(a,b). The
gauge-invariant states are given by qubits assigned to the plaquettes, and the
magnetic flux operator is represented by σ1 matrix acting on the qubit. In
this regard, the plaquette Hamiltonian (4.3) is written as
H0 = J
∑
(a,b)
1⊗ · · · ⊗ 1⊗ σ1︸︷︷︸
(a,b)
⊗1⊗ · · ·
 (4.4)
where the σ1 entry is inserted at the plaquette location (a, b). For example,
if we pick up a subsector consisting of a 1× 2 lattice, we have simply H0 =
J [1⊗ σ1 + σ1 ⊗ 1].
We can generalize the Hamiltonian (4.3) such that each plaquette takes
different weights: With arbitrary real coefficients J(a,b),
H0 =
∑
(a,b)
J(a,b)M(a,b) . (4.5)
This Hamiltonian feels randomly distributed magnetic fluxes penetrating the
2-dimensional surface.
20In this section, we do not impose the global gauge symmetry (2.9) since we regard the
L× L lattice as a part of a bigger lattice.
21This Hamiltonian does not contain electric flux terms of the standard one-plaquette
lattice Hamiltonian.
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The Hamiltonian H0 of (4.3) or (4.5) is the simplest one, since the effect
of each element is restricted to acting on only one plaquette. This Hamil-
tonian contains only magnetic flux operators. However one can introduce
more interacting Hamiltonians where several different qubits are entangled.
Generically, one can consider a Hamiltonian, whose elements are given as(
1 or σi(1,1)
)
⊗
(
1 or σi(1,2)
)
⊗
(
1 or σi(1,1)
)
⊗ · · · ⊗
(
1 or σi(L,L)
)
, (4.6)
where i(1,1), i(1,2), i(1,3), · · · , i(L,L)= 1, 2, 3; there are L2 qubits and on each
qubit, we have a choice among 1, σ1, σ2, σ3. If we add the trace part, then a
generic Hamiltonian can be written as22
H =
∑
I(1,1),I(1,2),··· ,I(L,L)
aI(1,1)I(1,2)···I(L,L) σI(1,1) ⊗ σI(1,2) ⊗ · · · ⊗ σI(L,L) , (4.7)
where I(a,b) = 0, 1, 2, 3 and we define σ0 ≡ 1. The trace part is given by
1⊗ 1⊗ · · · ⊗ 1.
To classify the Hamiltonians, let us introduce the notion of k-local Hamil-
tonians [24]. The Hamiltonian is called k-local if the maximum number of
σi (i = 1, 2, 3) in the terms of the Hamiltonian (4.7) is k. For example,
the one-plaquette Hamiltonian H0 of (4.3) or (4.5) is 1-local, since M(a,b) act
only on one plaquette at (a, b) as is seen explicitly in (4.4). Since we have
L2 sites, k can go up to L2. We shall call k-local Hamiltonian “nonlocal
Hamiltonian”, if k = O(L2). This is because it involves the operation acting
on all of the lattice scale plaquettes simultaneously.
We will see that the integer k for the k-local Hamiltonians dictates how
large the maximum complexity Cmax is, and how fast the complexity grows in
the time evolution.
4.1.2 Complexity in one-plaquette Hamiltonian system
Let us calculate the time evolution of the complexity for the simplest one-
plaquette Hamiltonian (4.3), or equivalently (4.4), which is 1-local. The time
evolution operator is written as
e−iHt =
∏
(a,b)
X(a,b)(t) , X(a,b)(t) ≡ exp[−iJσ1t] . (4.8)
22 This generic Hamiltonian of course includes electric flux terms as well as the magnetic
terms, see Appendix A.
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Then the complexity is defined as the minimum number of single qubit gates
Ui which are necessary to satisfy the following equation,∣∣∣∣∣∣ ∏
(a,b)
X(a,b) −
∏
i
Ui
∣∣∣∣∣∣<  . (4.9)
Initially at t = 0, the complexity is zero, C = 0. Then, at time t = t(1) which
is a solution of the equation
2
(
1− (cos(Jt(1)))L2
)
= 2 , (4.10)
one needs at least one gate U to satisfy the inequality (4.9), and the com-
plexity grows to C = 1. Then, next, at time t = t(2) > t(1), one needs at
least two gates U to satisfy (4.9). The time t(2) is given by a solution of the
equation
2
(
1− (cos(Jt(2)))L2−1
)
= 2 . (4.11)
This procedure continues until the complexity reaches its maximum value,
Cmax = L2 . (4.12)
The timing of the growth of the complexity is solved for  1 as
t(n) =

J
√
L2 + 1− n . (4.13)
Thus, we obtain the complexity at early times as
C(t) =
L2∑
n=1
θ(t− t(n)) . (4.14)
Note that the complexity is apparently a periodic function of time, with
the period 2pi/J . The expression (4.14) is valid only for the early times,
t ≤ t(L2) = O(/J) for  1. See Fig.12.
Setting Cmax = L2, and C(t) = n, (4.13) implies
tJ
√
Cmax + 1− C(t) =  , (4.15)
and this gives the complexity density as a function of time as
C(t) = L2
[
1 +
1
L2
−
( 
JL
)2 1
t2
]
, (4.16)
for the range t(1) ≤ t ≤ t(L2), which is, /JL ≤ t ≤ /J .
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Figure 12: The time evolution of the quantum complexity C(t) given by
(4.14). For an illustration we have chosen  = 10−3 and J = 1. We chose
L = 3 (Left) and L = 10 (Right).
In summary, the time evolution of the complexity is as follows; For 0 ≤ t ≤
t(1) = /JL, the complexity is zero. At t = t(1), the complexity density starts
to grow and obey (4.16) and it asymptotically approaches the maximum
complexity density L2 at t ≥ t(L2) = /J .
Next, let us consider slightly generalized Hamiltonian (4.5), which is again
1-local. The initial growth of the complexity is calculated as the same ex-
pression (4.14), but now with t(n) defined by
t(n) ≡ √∑L2+1−n
k=1 (J
(k))2
. (4.17)
Here we aligned the coefficients J(a,b) to form {J (1), J (2), · · · , J (L2)} such that
|J (1)| < |J (2)| < · · · < |J (L2)|. We have assumed  1 again. The complexity
reaches maximum at t = tmax, where
tmax = t
(L2) =

J (1)
= ×max{(J(a,b))−1} . (4.18)
If we define the the speed v to reach the maximum complexity as
v ≡ Cmax
tmax
, (4.19)
then,
v =
L2

min
{
J(a,b)
}
. (4.20)
After the initial growth, the complexity reaches the maximum value L2
and keeps the value close to L2. Occasionally the complexity decreases by
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a small integer but it goes back soon to L2. At a very few occasions it can
go down to zero. This occasion is at the time when all multiples of 2pi/J(a,b)
coincide with each other within the accuracy given by /J(a,b). This can be
understood as follows: every plaquette has a rotating relative phase between
|0〉 and |1〉, and the complexity goes down to zero only at the instance when
all the phases vanish simultaneously within a given accuracy.
Note that the maximum complexity is O(L2), far smaller than generic cases
where we expect the maximum complexity is O(2L2). The reason is that the
Hamiltonian (4.3), or (4.5) is just 1-local, i.e., it consists of just the single
qubit gates, and each qubit never interact with each other, as a result, they
never create entanglement. Due to this independent structure of the gates,
and thus the maximum complexity is just equal to the number of sites which
is O(L2).
We are more interested in generic cases and how large the maximum com-
plexity can become, and how fast the growth of the complexity can be, de-
pending on the choice of interacting Hamiltonians. In the following, we will
study more generic k-local (k > 1) situations.
4.1.3 Complexity in 2-local case
Let us introduce “interactions” to the one-plaquette Hamiltonian (4.3) of the
Z2 gauge theory. We will see how these interactions increase the maximum
complexity.
Let us start with the simplest situation in which we introduce an entangle-
ment between two neighboring qubits. Consider a sub-sector involving only
the two qubits, resulting in 22 dimensional Hilbert space. The Hamiltonian
is an arbitrary Hermitian 4× 4 matrix, expanded as
H = a00 (1⊗ 1) +
3∑
i=1
a0i (1⊗ σi) +
3∑
i=1
ai0 (σi ⊗ 1) +
∑
i,j
aij (σi ⊗ σj)
(4.21)
with real coefficients. The first a00 term is boring since it commutes with
everything, therefore we set a00 = 0 for simplicity. ai0 and a0i terms are
essentially the same as (4.4) once we diagonalize the Hamiltonian by appro-
priate basis choice. So we call them H0, since it acts on the single qubits
independently. In other words, it is 1-local. The interaction Hamiltonian is
given by the last term which we call HI . This term entangles the two qubits,
therefore, this HI is 2-local. The generalization to the L × L lattice will be
studied later.
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We are interested in how the complexity C(t) grows in time. In general,
it is a difficult problem to decompose the unitary transformation for time
evolution, exp[−iHt], into a product of minimal number of gates. Therefore
in this paper, we focus on generic diagonal Hamiltonians. The diagonal
Hamiltonian Λ can be regarded as a full set of possible electric flux terms
in view of ordinary lattice gauge theories. As shown in Appendix A, the
electric flux operator, acting on each link, provides just a phase factor. So
any electric flux operator is generated by a diagonal Hamiltonian.23 For a
generic diagonal Hamiltonian Λ, we count the minimal number of gates which
are used for reconstructing exp[−iΛt].
As a side note, assuming that H is a generic Hamiltonian and Λ is the
diagonalization of H, we can argue that Λ captures a state-independent part
of the complexity. Suppose we diagonalize the Hamiltonian by a constant
unitary matrix U0 as
U0HU
†
0 = Λ , Λ ≡ diag{e1, e2, e3, · · · , e2L2} . (4.22)
The real number ei’s are the eigenvalues of the Hamiltonian. By our choice
of a00 = 0, we have
∑
i ei = 0. Using this expression, we find that the U0 part
does not change in the time evolution, while the time evolution is encoded
completely in the eigenvalue part,
exp[−iHt] = U †0 exp[−iΛt]U0 . (4.23)
The complexity depends on the reference state at t = 0, and this dependence
is expected to be encoded in U0. Due to the fact C(exp[−iHt]) 6= C(U †0) +
C(exp[−iΛt]) + C(U0) generically, in order to see the state-dependent part
of the complexity, we need to evaluate C(exp[−iHt]) directly. In this paper
we treat only the complexity of exp[−iΛt], and leave the evaluation of the
complexity of (exp[−iHt]) for a future problem.
It is easy to decompose the unitary operator exp[−iΛt] for the time evo-
lution with Λ ≡ diag{e1, e2, e3, e4} into a product of the gates. We prepare
three gates (which are commutative with each other)
U1(a) ≡ exp[−iat(σ3 ⊗ 1)] , (4.24)
U2(b) ≡ exp[−ibt(1⊗ σ3)] , (4.25)
Uent(c) ≡ exp[−ict(σ3 ⊗ σ3)] = UCNOT12 U2(c)UCNOT12 . (4.26)
Here a, b and c are real parameters.24 The gates U1(a) and U2(b) are single-
qubit gates, acting on the first or the second qubit respectively. The last
23 While restricting to only either electric or magnetic Hamiltonians prevents us from
taking a Lorentz-invariant continuum limit, quantum mechanically the Hamiltonian itself
is a consistent theory.
24In our convention, σ3 ⊗ 1 = Diag(1, 1,−1,−1).
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one Uent(c) is entangling the two qubits, which can be constructed by using
two CNOT gates and a single qubit gate, as shown above. So, all of these
are independent and are constructed by the gates in the universal gate set.
Using these unitary operators, arbitrary eigenvalues can be reproduced as
exp[−iΛt] = U1(a)U2(b)Uent(c) , (4.27)
where
e1 = a+ b+ c , e2 = a− b− c ,
e3 = −a+ b− c , e4 = −a− b+ c . (4.28)
This uniquely determines (a, b, c) for any given Hamiltonian.25
Now, we count the number of gates to evaluate the complexity. For ex-
ample, for the case where |a|, |b|, |c| are parameterically different from each
other, ignoring the state-dependent constant complexity of U0, the time evo-
lution of the complexity is
C(t) = θ(| sin at| − ) + θ(| sin bt| − ) + 3θ(| sin ct| − ) . (4.29)
The maximum complexity is given by Cmax = 5. The time when the system
reaches the maximum complexity, denoted by tmax, is given by
tmax = ×max{|a|−1, |b|−1, |c|−1} , (4.30)
for  1. So the speed v ≡ Cmax/tmax to reach the maximum complexity is
v =
5

min{|a|, |b|, |c|} . (4.31)
Let us ask one of the main questions in this paper: what kind of Hamil-
tonian gives the fastest growth of the complexity? If we look at the formula
(4.30), the growth rate can be arbitrarily fast, if we make a, b, c→∞. How-
ever, this does not make sense, since the eigenvalues of the Hamiltonian
become ±∞; the theory does not have well-defined spectrum. To evaluate a
class of well-defined Hamiltonians with overall time-scale fixed, we need to
fix a variance σ of the eigenvalues of the Hamiltonian [24],
σ2 =
1
4
4∑
k=1
e2k . (4.32)
25Some other choice of the order of the eigenvalues can be taken into account by exchang-
ing {a, b, c} and changing the signs of them. As we will see, the complexity is determined
simply the set {|a|, |b|, |c|}.
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The proper question is; given a fixed variance σ of the eigenvalues, what kind
of Hamiltonian gives the fastest growth of the complexity? In order to answer
this question, notice the following equality
1
4
∑
k
e2k = a
2 + b2 + c2 . (4.33)
This means that fixing the variance σ means fixing a2 + b2 + c2. Under this
constraint, we want tmax, given by (4.30), to take the minimal value. It is
easy to find that tmax is minimized when
|a| = |b| = |c| = σ√
3
. (4.34)
Using the relations (4.28), this set of gates with |a| = |b| = |c| is shown to
be equivalent to the following relation among the eigenvalues26
e1 = −3e2 = −3e3 = −3e4 = ±
√
3σ . (4.35)
This is the set of the the eigenvalues which reaches the maximum complexity
at the fastest speed:
vfastest =
σ

5√
3
. (4.36)
The fastest Hamiltonian which has the eigenvalues satisfying (4.35) is found
to be
H = U †0 [J(σ3 ⊗ 1) + J(1⊗ σ3)± J(σ3 ⊗ σ3)]U0 . (4.37)
The coefficient (4.37) shows that the strength of the last term, which we
call interaction, needs to be equal to that of H0. Therefore, if one regards
1-local Hamiltonian as “kinetic terms” and 2-local Hamiltonian as “interac-
tions”, then the fastest Hamiltonian can be achieved when the strength of
the interaction is as large as kinetic terms.
The three terms of the Hamiltonian (4.37) correspond to U1, U2 and Uent,
respectively. They commute with each other and span the maximal torus
of the Hamiltonian space su(4). The fastest Hamiltonian is summarized as
follows:
• The Hamiltonian contains all possible components of the maximal torus
of the Hamiltonian space.
26All the other solutions are given just by permutation of the solution (4.35).
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• The parameters in the Hamiltonian are equal to each other.
As is clearly seen from (4.34) (see also (4.30) and (4.18)), given the fixed
variance σ, in order to achieve the fastest evolution of the total complexity,
we need to arrange all of the parameters equal. We call this equal distribution
of parameters communism.27
The gate Uent using the CNOT gates is important for having larger com-
plexity. As shown in Appendix B, the CNOT gate is interpreted as a quantum
version of the Othello rule. Thus the quantum Othello rule is responsible for
a large complexity and also for the fast time evolution of the complexity.
4.1.4 Complexity in general Hamiltonian system
Let us proceed to consider the general case of L×L lattice on which our Z2
gauge theory lives. From now on, we consider a large L limit, L → ∞, and
study how the maximum complexity and the fastest Hamiltonian behaves
there. The generic Hamiltonian is given by (4.7). However, we will focus
on counting the minimal number of gates which are used for reconstructing
exp[−iΛt], where Λ is a diagonalized Hamiltonian. This is because it captures
the universal part of the complexity as we have seen in Sec. 4.1.3. This means
that we analyze the generic Hamiltonian
H =
∑
I(1,1),I(1,2),··· ,I(L,L)
aI(1,1)I(1,2)···I(L,L) σI(1,1) ⊗ σI(1,2) ⊗ · · · ⊗ σI(L,L) , (4.38)
where I(a,b) runs 0 and 3 only (remember we define σ0 ≡ 1), instead of
(4.7) where I(a,b) runs 0, 1, 2, 3. In the following, we calculate the maximum
complexity of the k-local Hamiltonian of the type of (4.38) and investigate
the fastest Hamiltonian for any given k.
Maximum complexity
1-local Hamiltonian. The k = 1 (1-local) Hamiltonian is the unperturbed
Hamiltonian, which is equivalent to (4.4) or (4.5) by the change of the
basis, and we have already studied that in Sec. 4.1.2. There, we found
that the maximum complexity is
Cmax = L2 . (4.39)
The value is identical to the maximum complexity for the classical case.
Therefore, when all the terms in the Hamiltonian are not entangled, we
find that the maximum complexity is the same order as the classical
case.
27For the reader curious about this ideology, see for example, [27].
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2-local Hamiltonian. Next, let us consider the 2-local Hamiltonian. In
addition to the terms of the 1-local Hamiltonian, we have entangling
terms which relate two sites among L2. The number of possible kinds
of terms is L2(L2 − 1)/2, and for each term we need 3 complexity (the
reason was explained earlier for the 2-site case. Any entangling term
which relates two sites should use two CNOT gates and one qubit gate,
so in total we have 3). Therefore, together with the 1-local contribution
(4.39), we obtain
Cmax = L2 + 3L
2(L2 − 1)
2!
=
3
2
L4 +O(L2) . (4.40)
k-local Hamiltonian (k  L2). Let us consider a 3-local case first as an
example. To reproduce a term entangling three qubits in the Hamilto-
nian, we need 5 gates. Suppose the term is labeled as (p, q, r) among
L2. Then UCNOT(p,q) U
CNOT
(q,r) U(r)U
CNOT
(q,r) U
CNOT
(p,q) with a single qubit gate U(r)
can do the job. Therefore the total complexity is
Cmax = L2 + 3L
2(L2−1)
2!
+ 5
L2(L2−1)(L2−2)
3!
=
5
3!
L6 +O(L4) .
(4.41)
From this analysis, it is obvious that for k-local Hamiltonian with k 
L2, the maximum complexity behaves as
Cmax = (2k − 1)
k!
L2k +O(L2k−2) . (4.42)
Non-local Hamiltonian. If we allow arbitrary entanglement of the qubits
in the Hamiltonian, we have the L2-local Hamiltonian, which is maxi-
mally nonlocal. It has all nonlocal interactions, for example, σ3⊗ σ3⊗
· · ·⊗σ3 which consists of the magnetic flux at all plaquettes of the lat-
tice. This term is the most nonlocal term among possible interaction
terms, since it entangles all the qubits at the same time. As for the
maximum complexity, including all the contributions of k-local terms,
we obtain
Cmax =
L2∑
k=1
(2k − 1)
(
L2
k
)
= 2L
2
(L2 − 1) + 1 ∼ 2L2L2 . (4.43)
which scales as O(eS).
Let us compare the cases. A summary is given in Table 1. The expression
(4.43) for the maximally nonlocal Hamiltonian is distinct from the k-local
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Hamiltonian 1-local 2-local k-local
maximally
nonlocal
Maximum complexity Cmax L2 L4 L2k 2L2L2
Fastest speed v
JL2

σ

L2
σ

Lk
σ

2L
2/2L2
Table 1: A summary table of the maximum complexity and the fastest speed
to reach the maximum, for classes of Hamiltonians of Z2 gauge theories. Here
k for k-local is k  L2. We list only the leading order terms for L 1 and
we omit O(1) coefficients.
(k  L2) cases: the maximum complexity grows as 2L2 , not a power law
in L. As described in the introduction, theories with gravity dual allowing
(eternal) black holes are expected to have the maximum complexity of an
exponential order in the number of qubits. We conclude here that among Z2
gauge theories with diagonal Hamiltonians in 2 spatial dimensions, theories
which might have a gravity dual, are only the ones with maximally nonlocal
Hamiltonians. These nonlocal Hamiltonians allow all possible number of en-
tangling qubits. Physical implication of such theories is discussed in Sec. 5.
Our conclusion is probably due to the restriction to diagonal Hamiltonians,
which enables us to evaluate the complexity. For general non-diagonal Hamil-
tonians, it is expected that the maximal complexity reaches the order of the
exponential of L2.
Fastest Hamiltonian
For the eigenvalues ek of the Hamiltonian (k = 1, 2, · · · , 2L2), we can prove
the following equation for the energy variance σ,
σ2
= 1
2L2
2L
2∑
k=1
e2k
 = ∑
I(1,1)I(1,2)···I(L,L)
(aI(1,1)I(1,2)···I(L,L))
2 . (4.44)
where the sum is for all I(a,b) = 0, 3. This equation is analogous to (4.33).
The left hand side is the variance of the eigenvalues of the total Hamiltonian,
which we fix to be some constant. Then, following the same reasoning as that
of the 2-site case, we come to a conclusion that the fastest Hamiltonian should
have all equal |aI(1,1)I(1,2)···I(L,L)|.
Let us calculate the speed of the growth of the complexity. As we have
studied, we define the speed v as Cmax/tmax where tmax is the time when the
system reaches the maximum complexity. Following our study for the 2-site
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case, we find
tmax = ×max
{
|aI(1,1)I(1,2)···I(L,L)|−1
}
. (4.45)
For all equal |aI(1,1)I(1,2)···I(L,L) |, we just distribute the energy variance to each
|aI(1,1)I(1,2)···I(L,L)| equally. For k-local Hamiltonians, the number of indepen-
dent terms in the diagonalized Hamiltonian is nk ≡
∑k
s=1
(
L2
s
)
. Then we find
that the fastest Hamiltonian has
tmax =

√
nk
σ
. (4.46)
Therefore, the speed v of the growth of the complexity is calculated as
v =

σ

(2k − 1)√
k!
Lk + lower order in L (k  L2)
σ

2L
2
(L2 − 1) + 1
2L2/2
∼ σ

L22L
2/2 (k = L2) .
(4.47)
The summary is given in Table 1.
4.1.5 Locality in Hamiltonians and gates
So far we have seen that maximum complexity is much smaller than O(eS)
for local Hamiltonians, i.e., k-local Hamiltonians where k  L2. One might
ask the following question; if we use only the neighboring universal gate sets
which we discussed at the end of Sec. 2.3, then even with local Hamiltonian,
can we achieve O(eS) maximal complexity? The answer of this question is
no. We can never achieve O(eS) complexity even if we restrict our choices of
the gate sets to neighboring ones, and we will show this in this subsection.
The k-local Hamiltonians used so far is not spatially local on the lattice.
The spatial locality of the theory is guaranteed if the distance of the entan-
glement of the qubits in the Hamiltonian does not grow as O(L), in the large
L limit.
To introduce spatially local Hamiltonians, we define “adjacent k-local”
Hamiltonians as those consisting of terms of entanglement of at most k neigh-
boring qubits. For example, an adjacent 2-local Hamiltonian is given in the
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diagonalized form by
H = H0 +
∑
(a,b)
J
(2)
(a,b)
1⊗ · · · ⊗ 1⊗ σ3︸︷︷︸
(a,b)
⊗1⊗ · · · ⊗ 1⊗ σ3︸︷︷︸
(a+1,b)
⊗1⊗ · · ·

+
∑
(a,b)
J
(3)
(a,b)
1⊗ · · · ⊗ 1⊗ σ3︸︷︷︸
(a,b)
⊗1⊗ · · · ⊗ 1⊗ σ3︸︷︷︸
(a,b+1)
⊗1⊗ · · ·
 ,
(4.48)
where H0 is defined in (4.4). The maximum complexity of the Hamiltonian
(4.48) is
C (adj. 2−local)max = L2 + 2L(L− 1)× 3 = 7L2 − 6L . (4.49)
Here 2L(L − 1) is the number of neighboring pairs in the L × L lattice.
So, compared to the previous 2-local case in (4.40), the maximum complex-
ity decreases and behaves as if it is 1-local. Similarly for adjacent 3-local
Hamiltonians, we can compute
C (adj. 3−local)max = C (adj. 2−local)max +
(
2L(L− 2) + 4(L− 1)2)× 5
= 37L2 − 66L+ 20 . (4.50)
Again, the maximum complexity grows only as L2. Therefore, the maximum
complexity of any adjacent k-local Hamiltonian (k  L2) grows as L2, and
the system behaves similar to that of a 1-local Hamiltonian.
Then, how much “nonlocal” the generic 2-local system is, compared to
the adjacent 2-local system? To answer this question, we can use the other
universal gate set Uneighbor defined in (2.12). Using it, we can estimate more
vividly the nonlocality of the 2-local Hamiltonians. In fact, the maximum
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complexity of the 2-local Hamiltonian measured in Uneighbor is bounded as28
Cmax ≤ L2 +
∑
{(a,b) 6=(a′,b′)}
[ 4(|a− a′|+ |b− b′|)− 1 ] . (4.51)
It is easy to see that the right-hand side behaves as O(L5) for a large L.
Remember that, if it were measured by the previous U , we would obtain
Cmax ∼ L4 (see Table 1). The reason why we obtain larger complexity for the
gate set Uneighbor is that the number of neighboring CNOT gates to create
a distant entanglement grows proportionally to the distance. However, al-
though the complexity measured by Uneighbor is larger than that by U , we do
not obtain the exponentially large complexity for the 2-local Hamiltonian.
As is seen in this example, the notion of spatial locality could depend on
what gate set we use. The original U defined in (2.10) is useful for explicitly
evaluating the complexity. On the other hand, to respect the spatial locality,
it would be better to use Uneighbor defined in (2.12). However, the exponential
behavior of the complexity eS ∼ eL2 , which is one of the conjectured crite-
rion for having a gravity dual [9], is never achieved in both universal gate
sets except for the maximally nonlocal Hamiltonian. The difference of the
universal gate sets may be just the difference of the regularizations, in view
of the criterion.
4.2 Complexity in ZN gauge theory
In order to study the U(1) gauge theory, we generalize the results of the
previous section to the ZN gauge theory and take the N → ∞ limit. The
28 A 2-local operator V(p,p+d) acting on qubits at p and p+ d such as
V(p,p+d) = 1⊗ · · · ⊗ 1⊗ σ3︸︷︷︸
p
⊗1⊗ · · · ⊗ 1⊗ σ3︸︷︷︸
p+d
⊗1⊗ · · · ,
can be decomposed as V(p,p+d) = UVp+dU , where U is a product of neighboring CNOT
gates
U =
(
d∏
i=1
UCNOT(p+d−i,p+d−i+1)
) (
d−1∏
i=1
UCNOT(p+i,p+i+1)
)
,
and Vp+d is a single-qubit gate acting on the qubit at p+ d defined as
Vp+d = 1⊗ · · · ⊗ 1⊗ σ3︸︷︷︸
p+d
⊗1⊗ · · · .
The number of neighboring CNOT gates used in the above U is 2d − 1. Thus, the com-
plexity of 2-local operator V(p,p+d) should be less than 4d− 1, although there might be a
more efficient decomposition.
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evaluation of the complexity in ZN gauge theory goes in a similar manner.
The only difference is, this time we use the single qudit gates, and there are
N−1 independent operations of the CNOT: (UCNOT)i, with i = 1, · · · , N−1.
To see the difference, it is instructive to consider the 2-site case first. After
the analyses of the 2-site case, we summarize the results of the complexity
in the general cases, and finally study the N →∞ limit and the continuum
limit (L→∞ and plaquette size going to zero limit).
4.2.1 Complexity in 2-site ZN gauge theory
Let us consider a Hamiltonian of a ZN gauge theory on a 2-site. We are
interested in a diagonalized eigenvalues of the Hamiltonian. The Hilbert
space isN2-dimensional, so in total we haveN2 eigenvalues, {e1, e2, · · · , eN2}.
For a single qudit gate, diagonal eigenvalues are reproduced from the diagonal
generators of u(N), λI (I = 0, 1, · · · , N − 1). We normalize the generators
as trλ2I = N (with no summation over I). (For the case of the Z2 gauge
theories, λ0 = 1, λ1 = σ3.) A generic diagonalized Hamiltonian of the 2-site
ZN gauge theory is written as
Λ =
1
N
∑
aI,JλI ⊗ λJ . (4.52)
We prepare the following gates,
U1(a) ≡ exp
[
− i
N
N−1∑
i=1
aiλi ⊗ λ0
]
, U2(b) ≡ exp
[
− i
N
N−1∑
i=1
λ0 ⊗ biλi
]
,
(4.53)
U
(s)
ent(c
(s)) ≡ (UCNOT)sU2(c(s))(UCNOT)N−s (s = 1, 2, · · · , N − 1) . (4.54)
Here, U1 and U2 are single-qudit gates. The last one is the entangling gate,
corresponding to (4.26). As opposed to the case of the Z2 gauge theories,
this time we have (N − 1) species of the entangling gates.
This set of the gates suffices our purpose of reconstructing all the eigenval-
ues of the Hamiltonian. Noticing that the complexity of (4.54) is N + 1, the
total complexity is calculated as a sum of the complexity contributed from
U1(a), U2(b), U
(s)
ent(c),
Cmax = 1 + 1 +
N−1∑
s=1
(N + 1) = N2 + 1 . (4.55)
Let us study what is the fastest Hamiltonian on the 2 sites. It is possible
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to show the following relation
σ2 ≡ 1
N2
N2∑
i=1
(ei)
2 =
N−1∑
i,j=0
(ai,j)
2 =
N−1∑
i=1
(ai)
2 +
N−1∑
i=1
(bi)
2 +
N−1∑
s=1
N−1∑
i=1
(c
(s)
i )
2.
(4.56)
This equation is analogous to (4.33) in the Z2 gauge theories. Noticing
that the first term
∑N−1
i=1 (ai)
2 is responsible for the first qudit gate and the
second term
∑N−1
i=1 (bi)
2 is for the second qudit gate, we conclude that the
fastest Hamiltonian should satisfy
N−1∑
i=1
(ai)
2 =
N−1∑
i=1
(bi)
2 =
N−1∑
i=1
(c
(s)
i )
2 =
σ2
N + 1
. (4.57)
The fastest speed to reach the maximum complexity is
vfastest =
σ

N2 + 1√
N + 1
. (4.58)
In summary, we can calculate the complexity in a manner that is the same
as that for the Z2 gauge theories. The only difference in calculations comes
in the independent combination of the CNOT gates. The total complexity
and the fastest speed depends nontrivially on N . In the fastest Hamiltonian
(4.57), the energy variance σ is equally distributed to the first and the second
qudit gates (ai and bi), as well as to the entangling gates (c
(s)
i ). Since there
are N − 1 entangling gates (s = 1, 2, · · · , N − 1), the major part among the
distribution of σ is the entangling term (c
(s)
i ). In the N → ∞ limit, the
entangling terms completely dominate. This means that the fastest Hamil-
tonian dominantly consists of entangling terms, and in this sense, the fastest
Hamiltonian is strongly coupled.
4.2.2 Continuum limit of the complexity
The extension to the case of of the L × L lattice is straightforward, and we
present our results in Table 2. Obviously, if we take N = 2, it reduces back
to the previous Table 1. Now we have the complete N dependence in the
complexity of the ZN gauge theory.
In Table 2, we list also the results for the adjacent 2-local Hamiltonians.
Again, we find that the adjacent 2-local Hamiltonian has the maximum com-
plexity proportional to L2.
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Hamiltonian 1-local 2-local adj. 2-local
maximally
nonlocal
Maximum complexity Cmax L2 N2L4 N2L2 NL2L2
Fastest speed v
JL2

σ

N3/2L2
σ

N1/2L
σ

N (L
2−1)/2
Table 2: A summary table of the maximum complexity and the fastest speed
to reach the maximum, for classes of Hamiltonians of ZN gauge theories.
We list only the leading terms for L  1 and N  1 and we omit O(1)
coefficients.
As the continuum limit29 of the ZN gauge theory L → ∞, it is natural
to consider a complexity density. Suppose the original L × L lattice has a
2-dimensional volume V . Then, using the lattice spacing a, the volume is
written as V = L2a2. The complexity density Cˆ is defined as C/V = C/(L2a2).
Using this complexity density, we find
Cˆ =

1/a2 1-local
2N2/a2 adj. 2-local
NL
2
/a2 nonlocal .
(4.59)
Therefore, taking the limit L → ∞, the complexity density is independent
of L for spatially local ZN gauge theories, while it diverges exponentially for
the maximally nonlocal ZN gauge theories.
Since NL
2
is the dimension of the Hilbert space, it could be written as eS
where S is the entropy. Then, for the maximally nonlocal ZN gauge theory,
Cˆ = 1
a2
eS . (4.60)
Whether the maximum complexity is O(eS) corresponds to the criterion of
having a dual black hole, then we conclude that the criterion of having a
dual black hole is satisfied only by the maximally nonlocal theory, among all
possible ZN (or U(1)) gauge theories with diagonal Hamiltonians.
5 Summary and discussions
In this paper, we have evaluated the time evolution of the complexity in the
ZN gauge theories on the 2-dimensional L×L spatial lattice. One of the mo-
29We call the L→∞ limit a continuum limit, as we introduce the lattice spacing a and
keep La = fixed, where a(→ 0) plays the role of a UV cut-off.
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tivations to study complexity in gauge theories is the conjecture that it gives
the criterion of having a dual gravity black hole if the maximum complexity
behaves as Cmax = O(eS) where S is the entropy [9]. In order to evaluate the
complexity, we considered only diagonal Hamiltonians, which contain either
electric or magnetic flux operators. Our results of the complexity for k-local
diagonal Hamiltonians are summarized in Table 1 for Z2 gauge theories and
Table 2 for the ZN gauge theories. These results show that for ZN gauge
theories with diagonal Hamiltonians, only nonlocal Hamiltonians can satisfy
the criterion of Cmax = O(eS).
Why can we expect that only the nonlocal ZN Hamiltonians could have
dual black hole description? Here is a possible argument: we know that
2+1 dimensional maximally supersymmetric SU(Nc) Yang-Mills theories in
the large Nc and strong coupling limit allows a gravity dual [28]. Now, if
we want to understand these SU(Nc) theory within the scheme of our U(1)
gauge theories, we need to path-integrate out all of the off-diagonal elements
of the gauge fields in such a way that the non-Abelian gauge group reduces to
several U(1)’s. Since gauge fields are massless, this path-integration generi-
cally induces maximally nonlocal interactions of a long range. From this view
point, it is natural that for the U(1) gauge theories to satisfy the criterion of
having a gravity dual, long-range nonlocal interactions are necessary. This
viewpoint also motivates us to study the complexity in local non-Abelian the-
ories, since it will clarify the importance of locality and non-Abelian nature
of gauge theories to satisfy the criterion of having a gravity dual.
In this paper, we look at how the complexity evolves in time. In partic-
ular we found, both in the classical (Sec.3) and quantum (Sec.4) examples,
that the complexity grows first and then saturates at Cmax. This property is
expected in [25, 24] as the second law of complexity.30 The evaluated speed
grows when the time evolution involves more nonlocality. For the classical
case we studied with the Othello rule which is an example exhibiting the
nonlocality, and for the quantum case we worked with generic entangling
Hamiltonians (using the CNOT gate which is a quantum version of the Oth-
ello game rule as shown in Appendix B). The time to reach the maximum
complexity is determined by the nonlocality of the Hamiltonians.
Note that the complexity we calculated is the operator complexity of the
time-evolution operators of diagonal Hamiltonians. Complexity is generically
a basis-dependent quantity. Actually, although generic Hamiltonians are re-
lated to the diagonal Hamiltonian by a change of the basis of the Hilbert
space, the complexity of a generic time-evolution operator is drastically dif-
30It depends on the Hamiltonian whether the complexity fluctuates below the maximal
value for a long time. Actually, for an integrable system, the complexity is a periodic
function where the period is the inverse of the typical energy scale.
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ferent from that of the diagonal time-evolution operator. One may want to
compare the rate with that of the gravity dual [8, 9, 10]. Unfortunately, the
gravity dual description refers to a particular state (which is a thermal state
with a given temperature), while ours are in a micro-canonical ensemble and
has no specification of the energy.31 Therefore one needs a further analysis
which is a state-dependent argument, to compare the complexity growth rate
of the gauge theories and that of the black hole. It is also interesting to study
for gauge theories the complexity of formation [16], which is the complexity
to create a TFD state of two CFTs from a disentangled state.
Given qubit distribution in lattice space, the nonlocality of the lattice gauge
theory is rephrased as “all-to-all” couplings of qubits. Here all-to-all means
that independent of the positions of the qubits, all pairs of the qubits in-
teract. The Sachdev-Ye-Kitaev (SYK) model [29, 30] is a typical example
of such all-to-all coupling models. In fact, one can regard our qubit sys-
tem as if there is a Majorana fermion at each plaquette.32 Then the k-local
Hamiltonian of our study corresponds to the SYK model with q = k, whose
Hamiltonian is given by H ∼∑i1,i2,··· ,iq ji1i2···χi1χi2 · · ·χiq where the number
of the Majorana fermion operator χ in each term is q, and j is the ran-
dom coupling. The SYK model is known to show [31] a maximal Lyapunov
exponent saturating the conjectured chaos bound [32], with an appropriate
scaling of the parameters. The idea that the nonlocality triggers more chaos
is natural since a many-body nonlocal interaction allows the system to reach
the bound of phase space more quickly. Note that there is a difference be-
tween our model and the SYK model; the SYK model shows maximum chaos
even with q = 4, while, as we have seen, our model does not show maximum
complexity O(eS) for k-local if k  L2. Given the similarity between the
fastest time evolution of complexity and the fastest chaos development, it
would be better even in Abelian gauge theories to understand the effects of
locality/non-locality and connection between complexity and chaos further-
more. If we remove the restriction to diagonal Hamiltonians, we expect that
locally interacting theories also have the maximal complexity with the order
eS. It is desired to develop new tractable quantities characterizing the com-
plexity of states or operators, since the direct evaluation of the complexity
for general Hamiltonians is difficult.
We also comment on another approach by Nielsen [33] to define the com-
plexity. In this approach, one defines the complexity of a unitary operator
U as a geodesic distance between U and the identity operator with respect
31For the study of variance of the eigenvalues and the speed of the complexity growth,
see also [24].
32Minor difference is that such fermionic system has a different spin-statistics compared
to our bosonic magnetic flux operator.
42
to a metric in the space of unitary operators. There is an ambiguity in the
definition of the metric, which includes the ambiguity of the choice of the
universal gate set. Since [24] gives criteria of what class of metric we should
consider for qubit systems, it may be a tractable question to see whether the
geometric complexity behaves similarly to our result for Z2 gauge theories.
Our analyses of the complexity of the classical/quantum ZN gauge theories
show that the time evolution of all the theories share the two stages: the
growth and the plateau. The difference among the theories or between the
classical and the quantum theories resides in the speed of the growth v and
the height of the plateau Cmax. They increase with more nonlocality. Only
the maximally nonlocal quantum ZN gauge theories have Cmax = O(eS),
having the possibility of a dual gravity. We expect that for non-Abelian
gauge groups, even local gauge theories may share the O(eS) property of the
complexity. We plan to study if this is the case, in our future study.
Finally, [34, 35] discussed what kind of conditions are generically necessary
in the boundary field theory to have a bulk Einstein gravity dual. Our
analysis on the complexity and its growth speed might also shed new light
on the condition. We hope to come back to such a deep question in the near
future.
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A Review of ZN Lattice Gauge Theory
In this appendix, we review ZN lattice gauge theory.
A.1 Physical Hilbert space in lattice gauge theory
In lattice gauge theories, the dynamical variables corresponding to the gauge
fields live on links. For a gauge group G, a group element L ∈ G is assigned
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to each link. Such an element is called a link variable. We represent by Lij
the link variable at link i-j where i, j are labels for lattice vertices. Link
variable Lij is essentially the exponential of the gauge field Aij, Lij = e
iaAij
where a is a lattice spacing. All of the links are directed as Fig. 3 and a link
variable in the opposite direction gives the inverse element, i.e,
Lji = (Lij)
−1. (A.1)
A gauge transformation at vertex i changes the link variables on all the links
connected to vertex i as
Lij → gLij (∀j adjacent to i), (A.2)
where g is an arbitrary group element in G.
We consider the physical Hilbert spaceHphys in the temporal gauge A0 = 0.
33 In terms of link variables, the temporal gauge fixes all of the time-directed
link variables Li0 to the unit element 1 ∈ G, i.e., Li0 = 1. There are still
residual time-independent gauge transformations which are compatible with
the temporal gauge. The physical space Hphys is then given by the gauge-
invariant space under the residual gauge transformations. Since we now have
only time-independent gauge transformations, we do not need to consider
the time-direction to define the physical space. Thus, in the following, we
suppose that links are space-directed. Next we consider the case that the
gauge group is Z2.
A.2 Z2 gauge theory
Group Z2 has only two elements ±1, or einpi (n = 0, 1). Thus, each link
variable Lij in Z2 gauge theory takes the value e
inpi (n = 0, 1). In quan-
tum mechanics, it means that each link has two independent states |0〉〉 and
|1〉〉.34 Ignoring the gauge invariant condition, general states are spanned
by ⊗all links|nij〉〉ij (nij = 0, 1). We represent this extended Hilbert space by
Hext.
A gauge transformation by the nontrivial element −1 in Z2 at vertex i
changes states on links connected to the vertex i as |nij〉〉ij → |nij ⊕ 1〉〉ij
where ⊕ denotes addition modulo 2. Thus, the gauge transformation gi at
vertex i is represented by
gi = ⊗
j adjacent to i
σ
(ij)
1 , σ
(ij)
1 =
(
0 1
1 0
)
. (A.3)
33See, for example, [26] and chapter 15 in [36] for details of the Hamiltonian formalism
in lattice gauge theories.
34We leave usual ket-notation | 〉 for states on plaquettes.
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The physical Hilbert space Hphys is a subspace of Hext, which is invariant
under gi for all vertices i,
Hphys = {|ψ〉 ∈ Hext | gi |ψ〉 = |ψ〉 for all vertices i}. (A.4)
The constraint gi |ψ〉 = |ψ〉 is simply the Gauss’s law.
In order to investigate the gauge invariance, it is more convenient to use
the eigenvectors |±〉〉ij of σ(ij)1 , rather than |nij〉〉ij (which are the eigenvectors
of σ3), such that
σ
(ij)
1 |±〉〉ij = ±|±〉〉ij . (A.5)
With βij = ± as an eigenvalue of σ(ij)1 , {⊗all links|βij〉〉ij} is an orthogonal
basis of the extended space Hext. It is then clear that each orthogonal state
⊗all links|βij〉〉ij is an eigenstate of gauge transformation gi as
gi (⊗all links|βij〉〉ij) =
( ∏
j adjacent to i
β(ij)
)
(⊗all links|βij〉〉ij) . (A.6)
Therefore, states whose eigenvalues satisfy∏
j adjacent to i
β(ij) = 1 for all vertices i (A.7)
constitute a basis of the physical Hilbert space Hphys. Eq. (A.7) means that
there are even numbers of links whose states are |−〉〉ij around each vertex
i. For example, in two spatial dimensions, the gauge invariance at vertex
i allows states shown in Fig, 13. This is Gauss’s law in pure gauge theory
Figure 13: Gauss’s law at vertex i in Z2 gauge theory.
which states that an electric flux cannot terminate and it must form a closed
loop. Actually σ
(ij)
1 is an operator measuring the electric flux penetrating
the link i-j because σ
(ij)
1 is the generator of the gauge transformation on
the vertex i, which is the conjugate to the gauge field on the link i-j. This
is a lattice analog of the standard fact in the continuum gauge theory; the
physical condition in the temporal gauge leads to the Gauss constraint.
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Due to Gauss’s law, a basis of the physical Hilbert space Hphys consists
of states which have closed electric flux loops. One can further classify the
flux loops topologically. For example, if we impose periodic boundary condi-
tions on the spatial lattice such that space forms T 2, flux loops are classified
according to their winding number on T 2. However, topologically different
states belong to different superselection sectors, i.e., they cannot mix by local
operations. In this paper we consider only the topologically trivial sector.35
In addition to electric flux operators σ
(ij)
1 , there are magnetic loop operators
that are defined on minimal plaquettes. On plaquette p, it is given by
fˆp ≡ ⊗
(ij)∈p
σ
(ij)
3 , (A.8)
where the product is taken over all links belonging to the plaquette p. The
operator fˆp creates (or annihilates) a flux loop around the plaquette p. For
example, if all link-states are |+〉〉 around a plaquette, the loop operator at
the plaquette changes each link-state to |−〉〉. One can confirm that gauge
invariant operators are only electric flux operators σ
(ij)
1 and magnetic loop
operators fˆp. We often call the magnetic loop operators magnetic flux oper-
ators.
Any orthogonal vectors {⊗all links|βij〉〉ij} in the topologically trivial sector
can be obtained by acting magnetic flux operators to the state ⊗all links|+〉〉ij.
Actually, in two spatial dimensions, any contractible flux loop ` can be cre-
ated by a product of smaller loop operators
∏
p fˆp where p are plaquettes
inside `. We now introduce a plaquette-basis notation which is a dual pic-
ture of the above link-basis. We first define ⊗all plaquettes |0〉p ≡ ⊗all links|+〉〉ij,
and then define |1〉p ≡ fˆp |0〉p. Since fˆ 2p = 1 from the definition (A.8), we also
have |0〉p ≡ fˆp |1〉p. Furthermore, we have a nontrivial identification rule on
the two spatial dimensions periodic lattice. On the periodic lattice, the oper-
ator
∏
all plaquettes fˆp equals to the identity because σ
(ij)
3 appears twice for each
link (ij). It leads to the identification, ⊗all plaquettes |0〉p = ⊗all plaquettes |1〉p.
Acting several fˆp on the both sides, we obtain the global identification rule,
⊗all plaquettes |mp〉p = ⊗all plaquettes |mp ⊕ 1〉p (mp = 0, 1). (A.9)
A basis in the physical Hilbert Hphys is therefore {⊗all plaquettes |mp〉p} (mp =
0, 1) with the identification (A.9). This space is the same as that of a qubit
system with the identification under simultaneous flipping of all the qubits.
35Topologically nontrivial sectors are important in the context of quantum error correc-
tion such as the toric codes [11].
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Magnetic flux operator fˆp acts on the state ⊗p′ |mp′〉p′ as
fˆp
(
⊗p′ |mp′〉p′
)
= ⊗p′ |mp′ + δpp′〉p′ . (A.10)
Thus, in the plaquette basis {⊗p |mp〉p}, magnetic flux operator fˆp is a non-
diagonal operator. On the other hand, electric flux operator σ
(ij)
1 is a diagonal
operator in this basis. Actually, it acts as a phase operator:
σ
(ij)
1
(
⊗p |mp〉p
)
= (−1)
∑
p3(ij)mp
(
⊗p |mp〉p
)
, (A.11)
because σ
(ij)
1 anti-commutes with fˆp if plaquette p includes link i-j and oth-
erwise it commutes.
A.3 ZN gauge theory
Generalizing Z2 to ZN is straightforward. Group elements of ZN are {ei 2pinN |n =
0, 1, · · · , N − 1}. Thus link-states can be labeled by modulo N integers
n = 0, 1, · · · , N − 1 as |n〉〉ij. For N ≥ 3, we should be careful about
the orientation of links and note on the relation |n〉〉ij = |N − n〉〉ji due
to eq. (A.1). As in the Z2 case, the extended Hilbert space Hext is spanned
by {⊗all links|nij〉〉ij}.
We now impose the gauge invariant condition onHext to obtain the physical
space Hphys. Since group elements ei 2pinN (n = 2, · · · , N − 1) can be obtained
as n-th power of ei
2pi
N , it is enough to consider the invariance under the gauge
transformation corresponding to ei
2pi
N . The gauge transformation at vertex i
shifts states |nij〉〉ij on links connected to vertex i as
|nij〉〉ij → |nij ⊕ 1〉〉ij , (A.12)
where ⊕ denotes addition modulo N . Thus the gauge transformation gi at
vertex i is represented by N by N matrix τ
(ij)
1
36
gi = ⊗
j adjacent to i
τ
(ij)
1 , τ
(ij)
1 ≡

0 0 · · · 0 1
1 0 · · · 0 0
0 1
. . . 0 0
...
. . .
...
0 0 1 0
 , (A.13)
like eq. (A.3) in the Z2 theory. It is convenient again to use eigenbasis of
the permutation matrix τ
(ij)
1 . Since the eigenvalues of τ
(ij)
1 are e
i 2pi
N
βij with
36 As in σ
(ij)
1 in Z2 theory, this τ
(ij)
1 is the electric flux operator at link i-j.
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βij = 0, 1, · · ·N − 1, we represent the corresponding eigenstates as |βij〉〉ij.
Then a gauge transformation gi acts on a state ⊗all links|βij〉〉ij as
gi (⊗all links|βij〉〉ij) =
( ∏
j adjacent to i
ei
2pi
N
βij
)
(⊗all links|βij〉〉ij) . (A.14)
Therefore, the physical Hilbert pace Hphys is spanned by {⊗all links|βij〉〉ij}
satisfying Gauss’s law∑
j adjacent to i
βij = 0 (mod N) for all vertices i. (A.15)
Note the orientation of links in the sum; they are all directed from vertex i
to its adjacent vertices j.
Let us introduce a plaquette-basis as in the Z2 theory. In order to avoid
confusion, we define the positive directions on the two spatial dimensional
lattice; from left to right and from up to down as shown in Fig. 3. For a
plaquette p which is surrounded by links i-j, j-k, k-l, l-i, we define the loop
operator fˆp which creates the unit flux loop on p by acting on link-states
|βij〉〉ij|βjk〉〉jk|βlk〉〉lk|βil〉〉il as
fˆp |βij〉〉ij|βjk〉〉jk|βlk〉〉lk|βil〉〉il = |βij + 1〉〉ij|βjk + 1〉〉jk|βlk − 1〉〉lk|βil − 1〉〉il .
(A.16)
The magnetic flux operator satisfies (fˆp)
N = 1. As in the Z2 theory, we define
the state ⊗all links|βij = 0〉〉ij as ⊗all plaquettes |0〉p. Then, the plaquette basis
{⊗all plaquettes |mp〉p |mp = 0, 1, . . . N − 1 (mod N)} is obtained by acting
magnetic flux operators fˆp on ⊗all plaquettes |0〉p as
fˆp |mp〉p = |mp ⊕ 1〉p . (A.17)
In the case where the lattice space forms periodic boundary conditions,
namely, no boundary, if we act the same strength fluxes on all the plaquettes,
its effects on each link always cancel. Therefore, only in such case, we have
an additional identification rule ⊗all plaquettes fˆp = 1, which implies
⊗all plaquettes |mp〉p = ⊗all plaquettes |mp ⊕ 1〉p . (A.18)
On the plaquette basis, the topologically trivial sector ofHphys is {⊗all plaquettes |mp〉p}
with the identification (A.18). As in Z2 gauge theory, magnetic flux fˆp is a
non-diagonal operator and electric flux τ
(ij)
1 is a diagonal phase operator in
the plaquette basis {⊗p |mp〉p}.
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B Quantum Othello
In this appendix we show that the Othello rule is equivalent to the CNOT
gate once it is treated quantum mechanically.
The main rule of the Othello game is to flip over all disks which are sur-
rounded by your colored disks. This rule can be implemented at least for
1× 3-plaquette system, | | . The white or black color of the disk can be
specified by the state |m1〉⊗ |m2〉⊗ |m3〉 where m1,m2,m3 = 0, 1. The white
disk means |0〉, while the black disk means |1〉. In this notation, the Othello
procedure of flipping the disks would correspond to a map
|1〉 ⊗ |0〉 ⊗ |1〉 → |1〉 ⊗ |1〉 ⊗ |1〉 . (B.1)
The disk at the center is flipped.
Now, notice that any quantum system preserves probability and thus needs
to be unitary. The operation above can be unitary once it is supplemented
by another rule
|1〉 ⊗ |1〉 ⊗ |1〉 → |1〉 ⊗ |0〉 ⊗ |1〉 (B.2)
at the same time.
We can express these rules as a unitary matrix acting on the states in the
Hilbert space. Due to the global gauge symmetry which flips all the plaque-
ttes at the same time, we find that the Hilbert space is four-dimensional,
spanned by the following states
|1〉 ⊗ |0〉 ⊗ |0〉 (= |0〉 ⊗ |1〉 ⊗ |1〉) , |1〉 ⊗ |1〉 ⊗ |0〉 (= |0〉 ⊗ |0〉 ⊗ |1〉) ,
|1〉 ⊗ |1〉 ⊗ |1〉 (= |0〉 ⊗ |0〉 ⊗ |0〉) , |1〉 ⊗ |0〉 ⊗ |1〉 (= |0〉 ⊗ |1〉 ⊗ |0〉) .
With this basis, any state is given by a four-vector whose components are
complex constants. Then the Othello rule defined above is expressed by a
matrix R
R ≡

1
1
1
1
 . (B.3)
Immediately one notices that this matrix is the same as that for the CNOT
gate, (2.1).
We demonstrated here that the Othello rule in the 1 × 3 site model is
equivalent to the CNOT, but more general cases can be treated in the same
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manner. In general, multiple products of the CNOT gates provide longer
rules of the Othello. The essence of the Othello rule is, as emphasized in
Sec. 3, to introduce a nonlocal interaction. Since the CNOT gate is an
entangling gate, the successful products of the CNOT gates produce the
nonlocality.
References
[1] S. D. Mathur, “The Information paradox: A Pedagogical intro-
duction,” Class. Quant. Grav. 26, 224001 (2009) doi:10.1088/0264-
9381/26/22/224001 [arXiv:0909.1038 [hep-th]].
[2] A. Almheiri, D. Marolf, J. Polchinski and J. Sully, “Black
Holes: Complementarity or Firewalls?,” JHEP 1302 (2013) 062
doi:10.1007/JHEP02(2013)062 [arXiv:1207.3123 [hep-th]].
[3] L. Susskind, L. Thorlacius and J. Uglum, “The Stretched horizon
and black hole complementarity,” Phys. Rev. D 48, 3743 (1993)
doi:10.1103/PhysRevD.48.3743 [hep-th/9306069].
[4] D. Bigatti and L. Susskind, “TASI lectures on the holographic princi-
ple,” hep-th/0002044.
[5] J. Maldacena and L. Susskind, “Cool horizons for entangled black
holes,” Fortsch. Phys. 61, 781 (2013) doi:10.1002/prop.201300020
[arXiv:1306.0533 [hep-th]].
[6] J. M. Maldacena, “Eternal black holes in anti-de Sitter,” JHEP 0304,
021 (2003) doi:10.1088/1126-6708/2003/04/021 [hep-th/0106112].
[7] T. Hartman and J. Maldacena, “Time Evolution of Entangle-
ment Entropy from Black Hole Interiors,” JHEP 1305, 014 (2013)
doi:10.1007/JHEP05(2013)014 [arXiv:1303.1080 [hep-th]].
[8] L. Susskind, “Computational Complexity and Black Hole Hori-
zons,” Fortsch. Phys. 64, 24 (2016) doi:10.1002/prop.201500092
[arXiv:1403.5695 [hep-th], arXiv:1402.5674 [hep-th]].
[9] L. Susskind, “Entanglement is not enough,” Fortsch. Phys. 64, 49
(2016) doi:10.1002/prop.201500095 [arXiv:1411.0690 [hep-th]].
[10] L. Susskind, “Addendum to computational complexity and black hole
horizons,” Fortsch. Phys. 64, 44 (2016). doi:10.1002/prop.201500093
50
[11] A. Y. Kitaev, “Fault tolerant quantum computation by anyons,” An-
nals Phys. 303, 2 (2003) doi:10.1016/S0003-4916(02)00018-0 [quant-
ph/9707021].
[12] D. Stanford and L. Susskind, “Complexity and Shock Wave
Geometries,” Phys. Rev. D 90, no. 12, 126007 (2014)
doi:10.1103/PhysRevD.90.126007 [arXiv:1406.2678 [hep-th]].
[13] L. Susskind and Y. Zhao, “Switchbacks and the Bridge to Nowhere,”
arXiv:1408.2823 [hep-th].
[14] A. R. Brown, D. A. Roberts, L. Susskind, B. Swingle and Y. Zhao,
“Holographic Complexity Equals Bulk Action?,” Phys. Rev. Lett.
116, no. 19, 191301 (2016) doi:10.1103/PhysRevLett.116.191301
[arXiv:1509.07876 [hep-th]].
[15] A. R. Brown, D. A. Roberts, L. Susskind, B. Swingle and Y. Zhao,
“Complexity, action, and black holes,” Phys. Rev. D 93, no. 8, 086006
(2016) doi:10.1103/PhysRevD.93.086006 [arXiv:1512.04993 [hep-th]].
[16] S. Chapman, H. Marrochio and R. C. Myers, “Complexity of Formation
in Holography,” JHEP 1701, 062 (2017) doi:10.1007/JHEP01(2017)062
[arXiv:1610.08063 [hep-th]].
[17] D. Carmi, R. C. Myers and P. Rath, “Comments on Holographic
Complexity,” JHEP 1703, 118 (2017) doi:10.1007/JHEP03(2017)118
[arXiv:1612.00433 [hep-th]].
[18] D. Carmi, S. Chapman, H. Marrochio, R. C. Myers and S. Sugishita,
“On the Time Dependence of Holographic Complexity,” JHEP 1711,
188 (2017) doi:10.1007/JHEP11(2017)188 [arXiv:1709.10184 [hep-th]].
[19] M. A. Nielsen and I. L. Chuang, Quantum Computation and Quantum
Information, (Cambridge University Press, Cambridge, 2000).
[20] S. Aaronson, “The Complexity of Quantum States and Transfor-
mations: From Quantum Money to Black Holes,” arXiv:1607.05256
[quant-ph].
[21] M. A. Nielsen, M. R. Dowling, M. Gu and A. C. Doherty “Opti-
mal control, geometry, and quantum computing,” Phys. Rev. A 73,
no. 6, 062323 (2006) doi:10.1103/PhysRevA.73.062323 [arXiv:quant-
ph/0603160].
[22] J.-L. Brylinski and R. Brylinski, “Universal quantum gates,”
[arXiv:quant-ph/0108062].
51
[23] J. Zhang, J. Vala, S. Sastry and K. B. Whaley, “Exact two-qubit
universal quantum circuit,” Phys. Rev. Lett. 91, 027903 (2003)
doi:10.1103/PhysRevLett.91.027903 [arXiv:quant-ph/0212109].
[24] A. R. Brown and L. Susskind, “The Second Law of Quantum Complex-
ity,” arXiv:1701.01107 [hep-th].
[25] A. R. Brown, L. Susskind and Y. Zhao, “Quantum Complexity
and Negative Curvature,” Phys. Rev. D 95, no. 4, 045010 (2017)
doi:10.1103/PhysRevD.95.045010 [arXiv:1608.02612 [hep-th]].
[26] J. B. Kogut and L. Susskind, “Hamiltonian Formulation of Wil-
son’s Lattice Gauge Theories,” Phys. Rev. D 11, 395 (1975).
doi:10.1103/PhysRevD.11.395
[27] K. Marx and F. Engels, “Manifest der Kommunistischen Partei,” 1848.
[28] N. Itzhaki, J. M. Maldacena, J. Sonnenschein and S. Yankielowicz, “Su-
pergravity and the large N limit of theories with sixteen supercharges,”
Phys. Rev. D 58, 046004 (1998) doi:10.1103/PhysRevD.58.046004 [hep-
th/9802042].
[29] S. Sachdev and J. Ye, “Gapless spin fluid ground state in a random,
quantum Heisenberg magnet,” Phys. Rev. Lett. 70, 3339 (1993) [cond-
mat/9212030].
[30] A. Kitaev, “A simple model of quantum holography,” talks given at
KITP, April and May 2015.
[31] J. Maldacena and D. Stanford, “Remarks on the Sachdev-
Ye-Kitaev model,” Phys. Rev. D 94, no. 10, 106002 (2016)
doi:10.1103/PhysRevD.94.106002 [arXiv:1604.07818 [hep-th]].
[32] J. Maldacena, S. H. Shenker, and D. Stanford, “A bound on chaos,”
JHEP 1608, 106 (2016) [arXiv:1503.01409 [hep-th]].
[33] M. A. Nielsen, “A geometric approach to quantum circuit lower
bounds,” [arXiv:quant-ph/0502070].
[34] I. Heemskerk, J. Penedones, J. Polchinski and J. Sully, “Holog-
raphy from Conformal Field Theory,” JHEP 0910, 079 (2009)
doi:10.1088/1126-6708/2009/10/079 [arXiv:0907.0151 [hep-th]].
[35] S. El-Showk and K. Papadodimas, “Emergent Spacetime and Holo-
graphic CFTs,” JHEP 1210, 106 (2012) doi:10.1007/JHEP10(2012)106
[arXiv:1101.4163 [hep-th]].
52
[36] M. Creutz, “Quarks, gluons and lattices,” Cambridge Monographs on
Mathematical Physics, Cambridge University Press, Cambridge, 1983.
53
