Internal localization, the problem of estimating relative pose for each module of a modular robot, is a prerequisite for many shape control, locomotion, and actuation algorithms. In 
Introduction
Large self-reconfigurable modular robots (SRMRs) have received increasing interest from the robotics community (Støy 20031 Yim et al. 2007) . A SRMR is composed of many discrete, physically connected modules which can rearrange themselves to adapt the robot's shape or capabilities to the task at hand. These robot ensembles have been proposed for various applications, such as product design and visualization Fig. 1 . Connectivity graph of an ensemble with 9,322 nodes, and the resulting estimate of module positions1 the results are accurate, subject to a rotation and translation of the coordinate space. (Goldstein and Mowry 2004) , rapid prototyping (Gilpin et al. 2008) , and emergency search and rescue. In these applications, control methods that form, maintain, and alter the shape of the SRMR are critical.
A prerequisite to any shape planning operation is the knowledge of the current shape of the SRMR. Furthermore, for many applications, the specific tasks of an individual module are dictated primarily by its position within the SRMR. For these reasons, a modular robot needs the ability to establish relative pose amongst its individual modules. We call this task internal localization, because the relative poses of each robotic module are estimated from the internal readings between the modules. The modules do not have access to long distance measurements, such as global time-of-flight measurements, or external beacons. A common characteristic of the internal sensors is that they are noisy, imprecise, and limited to sensing adjacent modules. Furthermore, it may be unrealistic to assume strong mechanical latches in some module designs, precluding reliance on mechanical constraints for accurate alignment and orientation. Therefore, information from multiple sensors needs to be combined, in order to obtain an accurate solution.
An effective solution to internal localization should address several challenges. First, the relationship between measurements and the system state is often non-linear. Second, as self-reconfigurable robots scale to larger ensembles of smaller, finer-grain modules, the number of modules whose pose needs to be estimated increases dramatically. For example, a simple rendering of a trumpet, shown in Figure 1 , has over 9,000 modules1 experiments with motion planners often scale to hundreds of thousands of modules. Finally, it is not feasible to collect the observations onto a single node1 rather, the algorithm needs to be decentralized to run on-board the modules. Together, these requirements make the internal localization problem very challenging.
Large-scale Probabilistic Localization
Based on the requirements of the problem, we can represent the system as a graph, in which each vertex corresponds to a module, and two vertices are connected by an edge for each observation between the corresponding modules. We can then formulate internal localization as a maximum-likelihood estimation problem that minimizes the prediction error over all edges in this graph. This formulation has been employed in other related problems, such as simultaneous localization and mapping (SLAM) .
A standard approach to maximum-likelihood estimation is to apply an iterative solution, such as gradient descent or Gauss-Seidel relaxation to the log-likelihood. Recently, the authors in SLAM literature have proposed efficient algorithms that significantly improve the convergence rate of GaussSeidel relaxation, through multi-level relaxation (Frese et al. 2005 ) and reparameterization of the robot poses (Grisetti et al. 2007a,b) . While iterative algorithms have become faster and increasingly effective at recovering from bad initial solutions, we show that they are still prone to local optima in the context of internal localization. These local optima are difficult to detect and are global in nature.
Our first contribution is a top-down approach that hierarchically partitions the connectivity graph into sub-problems and reduces global positioning errors. A key insight is that, in the case of a modular ensemble, the greatest error will tend to accumulate in regions with only a few inter-module observations. We call such regions weak. If we selectively incorporate the observations in densely connected regions first, the partial solution will be constrained and the error will be substantially reduced. We use this intuition to formulate a hierarchical algorithm, where we recursively split the ensemble connectivity graph into well-connected components using normalized cut (Shi and Malik 2000) . In order to keep the normalized cut computations tractable, we perform graph abstraction, analogous to over-segmentation in image segmentation.
Distributed Localization
A key challenge in implementing internal localization is that observations are not stored centrally, and it is generally not feasible to collect them on a single node. This challenge calls for a distributed approach in which the modules collaborate to estimate their poses. In order for the estimation algorithm to converge quickly, a distributed implementation requires some thought. In many efficient algorithms, including ours, the computation involves large groups of modules at once. Therefore, the interactions between modules will not be purely local.
The second contribution of this paper is a distributed implementation of our hierarchical decomposition algorithm. We leverage data aggregation techniques and recent advances in distributed declarative programming languages (AshleyRollman et al. 2007 ) to obtain an algorithm that is both simple and has a low communication complexity. We demonstrate our implementation in a realistic simulation with up to 8,000 modules.
The rest of the paper is structured as follows. After a review of related work (Section 2), we formally describe the problem and review the basic iterative solution (Section 3). We then present the hierarchical localization algorithm (Section 4) and its distributed implementation (Section 5). We conclude with experimental results in Section 6.
Related Work
The work presented in this paper is related to other efforts in localization in modular robots, localization in wireless sensor networks, and SLAM. Localization in sensor networks is a very similar to localization in modular robots, but has very different assumptions on sensing and communications, while the efforts in SLAM have different goals than our work (building an environmental map rather than localizing nodes), but use similar techniques. Related research efforts in these three areas are outlined below.
Localization algorithms have received attention in the modular robot literature. When the modules form a perfect lattice, or if the modules make exact observations, their locations can be computed using standard constraint-based methods (Reshko 20041 Pillai et al. 2006) . Often, these algorithms can be naturally distributed with simple messagepassing schemes. Unfortunately, these algorithms are not robust to noise and are ill-suited to irregular, non-lattice structures, common in some modular robots. Local probabilistic approaches (Roufas et al. 2001 ) have been shown to be effective in localization of relatively small modular robots, such as PolyBot (Yim et al. 2000) . However, these methods often make no provision to improve the speed of convergence in large ensembles. Instead, they rely on robust mechanical latching to reduce errors to a millimeter range.
Localization is a well-studied problem in wireless sensor networks. In wireless sensor networks, each node observes approximate distances to other nodes in the wireless network. By combining the distance information about other nodes in the network, the nodes can accurately triangulate their own positions. A standard formulation is to treat each observation as the weight of an edge in a graph and obtain an embedding of the graph vertices in Euclidean space that best matches the observed distances. This formal problem can be solved using a variety of methods, such as multidimensional scaling (Shang et al. 2003) , or regularized semi-definite programming (SDP) relaxations (Biswas et al. 20061 Wang et al. 2006 ). In contrast to sensor networks, the internal localization of SRMRs assumes no long-range communications or sensing, so only adjacent neighboring nodes are detected. Although internal localization can be viewed as Euclidean embedding, only unit distances to immediate neighbors would be known. As indicated by our experiments in Section 6, this restriction appears to impair the performance of the SDP relaxations. In addition, the sensing model for internal localization provides the approximate headings to neighboring nodes, which are typically not used in Euclidean embedding approaches to sensor network localization.
Related work in the SLAM literature falls into two categories. The work in graph-based SLAM often focuses on recovering an accurate map, starting from a bad initial estimation. In graph-based SLAM formulations, the SLAM problem is represented as a graph where each vertex is a pose of the robot at some point in time, and edges represent the observed, noisy spatial relationship between successive poses. Learning the map then involves solving a non-linear optimization problem that incorporates all spatial relations observed so far. Specific SLAM methods vary in the optimization techniques they employ. Lu and Milios (1997) approximate the objective with a quadratic function and solve the optimization problem directly. Their solution requires the inversion of a large matrix at every time step and is costly. Duckett et al. (2002) propose to solve the optimization problem iteratively using Gauss-Seidel relaxation that updates one pose at a time, keeping all other poses fixed. While faster than direct solution methods, their approach can be slow, because errors are only propagated locally. Frese et al. (2005) propose a multi-level relaxation approach that improves the rate of convergence of the naive Gauss-Seidel relaxation, by propagating the errors at multiple levels. Olson et al. (2006) proposed to use stochastic gradient descent that updates one constraint at a time. By parameterizing the robot poses incrementally over the course of the robot trajectory, their algorithm is able to redistribute errors over multiple steps, thus speeding up the convergence. Grisetti et al. (2007a,b) generalized the approach by parameterizing the poses along a spanning tree of the constraint graph. Their approach yields substantial speed-ups in the convergence rate, and its computational complexity depends on the size of the environment, rather than the length of the robot's trajectory. In our work, internal localization is also formulated as a non-linear optimization problem over a graph of module poses. However, rather than refining a poor initial estimate, we propose a method to hierarchically build up a solution that is close to the global optimum. Consequently, our approach is less likely to get stuck in local optima that are prevalent in internal localization problems.
Recently, several SLAM approaches have been proposed that strive to recover a hybrid metric-topological map that groups semantically similar places, such as those belonging to a single room (Zivkovic et al. 2005 , 20071 Blanco et al. 20061 Brunskill et al. 2007 . Similarly to our approach, these methods use hierarchical normalized-cut clustering to identify well-connected regions. To avoid the sampling bias that comes from a robot exploring certain places more densely, Zivkovic et al. (2007) propose a resampling method that sub-samples the graph vertices according to their distance to the kth nearest neighbor. Brunskill et al. (2007) propose an incremental version that performs spectral clustering to identify when a robot is starting to explore a new region. In this paper, we also use normalized cut to perform clustering. However, unlike their work, we do not seek to recover a topological interpretation of the maps. Instead, we use normalized cut as a heuristic to speed up the convergence of iterative methods. Furthermore, we describe an explicit method to merge the estimates to build global metric localizations.
Localization as Probabilistic Inference
In this section we define the probabilistic model that underlies our algorithm. We then briefly review iterative approaches that estimate the module poses with this model.
Overview of the Problem
We assume that the location of each module can be described by a small number of parameters, such as the coordinates of its center and its orientation. In this paper, we focus on circular and spherical modules in two-and three-dimensional space, respectively. Each module is equipped with sensors, such as infrared transmitters/receivers, that allow a pair of adjacent modules to communicate, and thereby detect when they are in close proximity. The sensors provide approximate relative poses of the neighboring modules. Such observations are inherently uncertain: two modules may be in sensing range, but not in physical contact, or a measurement can be made when sensors are not aligned. In this work, a module is said to observe a nearby module if and only if it is able to receive a beacon message from the other module. Therefore, we can safely assume that modules know the identities of modules they sense, which can be included in the beacon messages, so we do not need to address the data association problem.
Figure 2(a) shows a current working prototype of a sensing subsystem fitting the properties described above. Each module shown has eight infrared transmitters and 16 infrared receivers, oriented radially and spaced evenly around the circular perimeter. Note that for these modules, multi-path interference, scattering, and shadowing effectively preclude techniques such as acoustic or radio time-of-flight-based localization. Also, owing to the lack of mechanical latches, such modules cannot rely on strong mechanical constraints for accurate alignment and orientation.
Probabilistic Model with Attractive Potentials
We use a probabilistic model that describes the likelihood of a set of observations Z given the poses of all of the modules in the ensemble X 2 2X 1 1 3 3 3 1 X N 4. The pose of each module i is represented by a vector, X i 2 2X c1i 1 X r1i 4, where X c1i is the center of the module and X r1i is its orientation (represented in two dimensions as an angle, and in three dimensions as a quaternion).
When module i is in the immediate neighborhood of module j, an observation z i1 j is generated at module i. We use a discrete model that captures the relative pose of module j with respect to module i, but not the intensity of the readings, see Figure 2 (b). Several observations can be generated between a pair of modules, and the observations do not need to be symmetric. The probability of making an observation z i1 j depends on the relative locations and orientations of modules i and j, and is highest when the sensors are roughly aligned and the modules centers are a unit distance apart. These properties are captured in the following model that penalizes an observation z i1 j , based on how well it predicts the midpoint between the two module centers.
Here, x i 5 z i1 j denotes the observation z i1 j , transformed to the global reference frame according to the pose of module i. Equivalently, we can rewrite the objective in (1) as
that is, based on how well the observation at module i predicts the center of module j. This model is very similar to models used in graph-based SLAM literature 1 . Note that the model in (1)- (2) does not explicitly represent the constraint that the modules must not overlap1 instead, we have chosen to rely on the observations to obtain a nonoverlapping solution. Alternatively, we could use a more accurate model that captures the properties of infrared transmitters and receivers, such as quadratic decay and multi-modal response, but such a refinement is not key to the methods presented in this paper.
Combining the observation model (2) for each pair of neighboring modules i1 j and instantiating the observations z i1 j gives the likelihood of the joint state x:
Here, E denotes the set of edges of a connectivity graph that connects two nodes i and j if and only if node i and j observe each other. With this probabilistic model, solving the internal localization problem amounts to computing the maximum-likelihood estimate (MLE) of the location of all of the modules, given all observations z:
up to some global translation and rotation.
Gradient Descent for Internal Localization
A standard approach to solving the optimization problem (4) is to perform gradient descent on the negative log-likelihood, starting from some initial solution. The gradient decomposes linearly:
Here, N 2i4 is the set of neighbors of node i. This formulation leads to a very simple update rule, since, in order to eval-1. Typically, the models in SLAM use the Mahalanobis distance that weighs the residual x i 5 2z i1 j 4 x c1 j differently based on direction.
uate the gradient with respect to the state of node i, we only need to know the pose of and the observations between node i and its neighbors.
The naive formulation of gradient descent is often very slow, because errors are only propagated locally. Recent work in the SLAM literature (Frese et al. 20051 Olson et al. 20061 Grisetti et al. 2007b ) has brought variations of Gauss-Seidel relaxation that redistribute the errors across multiple nodes. Figure 3 shows the result of running the algorithm (Grisetti et al. 2007b ) on an ensemble with 1,000 modules. For many poor starting configurations, this method quickly converges to an accurate solution.
Localization with Hierarchical Graph Partitioning
While iterative approaches have become faster at converging to a solution, they are still prone to local optima. One such case is shown in Figure 4 . Note that the estimated poses in this example are all locally consistent, but the solution does not have the desired global shape. The local optimum occurs because of topological twists and other global errors (inadvertently) introduced when constructing an initial solution. Because the local observations are still consistent, this local optimum is difficult to detect (especially in three dimensions), and is more likely to occur in modular robots than in SLAM, where the successive robot poses have accurate odometry information.
A key to avoiding local optima such as that shown in Figure 4 is to initialize the iterative algorithm with a solution that may have local errors, but correctly represents the global structure. One way in which we may hope to obtain such an initial solution is to partition the ensemble into connected components and localize individual components first. When combined, the estimates of the individual components may yield an appropriate initial solution to the global problem. In the rest of this section, we discuss what constitutes a good partitioning and propose a new hierarchical algorithm that leverages this concept.
Determining an Effective Partition
A key to obtaining a good partitioning of a graph is to identify weak regions in the ensemble. A weak region is a sparsely connected group of modules, which make only a few observations among themselves (see Figure 5 ). Attempting to localize two small subgraphs connected by a weak region will lead to a large error, as there may be too few observations to effectively constrain the system. At a larger scale, however, observations from multiple weak regions can be combined to resolve the uncertainty. This intuition suggests that we should delay incorporating observations in the weak regions and seek a partition of the graph such that (i) each component is well connected, Fig. 3 . Solution obtained by the algorithm (Grisetti et al. 2007b ) at various stages of the optimization: (a) t 2 11 (b) t 2 101 (c) t 2 100. The algorithm recovers from a very bad initialization. (d) The solution in (c), refined by running a small number of global conjugate gradient descent steps. The computed answer is very close to the ground truth (e), with root mean square error less than one module radius. (Grisetti et al. 2007a) , followed by 100 steps of conjugate gradient descent. This solution is within 2% of the optimal objective value, but has a very high positional error. (c) The solution obtained by running our algorithm. and (ii) there are few edges that cross the boundaries between the individual components. This criterion is well captured by the objective of normalized cut (Shi and Malik 2000) :
where N cut 2 A1 B4 is the cut value, cut 2A1 B4 is the number of observations between module sets A and B, and assoc2 A1 V 4 is the total number of observations between the modules in A and all modules in the graph. Minimizing (6) yields a partition of G into two components A1 B. Our heuristic will first incorporate observations within the clusters A and B, and then the observations between 2 A and B. Intuitively, normalized cut prefers partitions such that the number of observations between A and B is small, compared with all observations made by A and B. For example, in Figure 5 , the vertical cut that separates the two well-connected components has value N cut 2 O216N 4, where N is the number of modules, whereas the value of the horizontal cut is N cut 2 O216 N 4. Indeed, we see that normalized cut 2. We use binary partition, since the solutions between two clusters can be merged very ef2ciently (discussed later). strongly discriminates between these two cases and yields the desired ordering. The objective (6) also ensures that the algorithm continues to make progress, since it tends to select components of comparable size. For example, in Figure 4 , the normalized cut partitions the graph horizontally through the empty space. In contrast, the minimum cut does not have this property and is free to choose an almost arbitrary partitioning of the bottom loop. This can effectively lead to a solution that builds the loop incrementally.
Summary of the Algorithm
Our proposed approach is summarized in Algorithm 1. The algorithm starts by computing the normalized cut 2A1 B4 for the connectivity graph G. By applying the localization procedure recursively, the algorithm computes a partial solution for the modules A, conditioned on all observations within A (in the algorithm description, G A denotes the subgraph induced by A) and similarly for the modules B. Let k be the current level of recursion, and let x we compute a local maximum for the entire graph G in two steps. First, we optimize the global likelihood (3) subject to the constraint that the relative pose within A and B remains unchanged. In other words, we view the clusters A and B as two rigid bodies, and determine the optimal rigid transform that matches Compute the aligned points 8 p i j 9 and 8 q i j 9 using (7)-(8).
8:
Compute the optimal rigid transform: 
Then we compute the rigid transform Q 9 (a rotation and a translation) that minimizes the sum of square distances between the two point clouds:
The optimal rigid transform (9) can be computed with a closed-form solution in time linear in the number of observations between A and B (Umeyama 1991). The optimal transform Q 9 yields an initial estimate of the pose for the entire ensemble:
This initial estimate is then refined with an iterative method to obtain an (approximate) MLE (4). We have found that, for the scenarios considered in this paper, very few iterations are sufficient (of the order of 10).
Scaling Up the Solution
While the normalized cut formulation yields an effective sequence in which observations should be incorporated, computing the exact normalized cut is costly and dominates other operations. Specifically, the total cost of all of the rigid alignment steps is linear in the total number of observations, which, due to the locality of observations, is linear in the number of nodes, O7V 7. On the other hand, the complexity of computing a single normalized cut is O27V 7 362 4 (Shi and Malik 2000), dominating computation costs. A standard method to decrease the computational complexity is to compute an abstraction of the graph, using a simpler clustering algorithm, such as k-means (Shi and Malik 2000) . In particular, in image segmentation, this procedure amounts to computing an over-segmentation of the image. The normalized cut is then computed on a smaller graph G , where each node of G corresponds to a cluster of nodes in the original graph G.
Compared with other clustering tasks, the clustering task in localization is simpler in two ways. First, unlike applications (such as image segmentation) where shifting the cut can adversely affect the visual quality of the segmentation, the clustering here is only used as a heuristic, and offsetting the cut does not substantially decrease the quality of location estimates. Furthermore, since the edges in the connectivity graph G can only exist between geometrically adjacent nodes, and have unit edge weights, the increase in the cut value/the cost of a non-optimal cut can be bounded as a linear (for two dimensions) or quadratic (for three dimensions) function of the hop count distance from the optimal one, and does not increase arbitrarily. Empirically, we have found that it is often sufficient to partition the graph greedily into a fixed number of components. As discussed in Section 6, using as few as 20 components yields accurate solutions (the actual number of needed components will depend on the amount of uncertainty in the ensemble).
Distributed Localization
While centralized localization in a SRMR is useful, distributed localization is preferred, as it can significantly reduce the communication cost, enable on-line control, and avoid a centralized point of failure. In particular, the observations are naturally distributed throughout the ensemble, so a distributed algorithm eliminates the need to collect all of the data centrally.
Some simple estimation algorithms are readily implemented in a distributed manner. For example, the gradient descent step described in (5) decomposes linearly into a sum of terms of neighboring modules. This decomposition permits each module to calculate the local gradient by periodically exchanging estimated positions with its neighbors. Thus, this aspect of the algorithm is entirely local and easily distributed.
More interesting estimation algorithms, such as ours, require more sophisticated techniques to successfully distribute the computation across multiple nodes. For example, when computing rigid alignment between two connected regions in the hierarchical algorithm, we need to take into account all observations between them. Thus, the distributed algorithm will need access to aggregate information from a large number of modules. Furthermore, our algorithm consists of multiple subroutines that operate asynchronously across multiple nodes and levels of hierarchy. Implementing such an algorithm correctly can be very time consuming in a standard messagepassing style programming model.
In this section, we propose a distributed version of our localization techniques. The distributed version, like the centralized approach, is a scalable approximation of Algorithm 1, but uses a combination of data aggregation techniques and local refinement steps to permit each module to compute its location. The distributed version produces identical results to the central algorithm, with an exception in how the graph abstraction is computed. We use a declarative programming language ) to implement a fully executable distributed solution.
Localization through Aggregation and Dissemination
Our distributed solution mirrors the operations of the centralized algorithm. Figure 6 summarizes the control flow for one level of the algorithm execution. First the graph is randomly abstracted and normalized cut is applied. Each side of the cut now recurses independently, localizing its modules in their own coordinate system. Rigid alignment is applied and the solution is refined via gradient decent before control returns back to the previous level.
In order to compute the graph abstraction, we use a random sampling strategy that partitions the graph into a set of connected subgraphs, centered around randomly self-selected leaders. Each module elects itself as a leader with a small probability, and becomes the root of a tree that defines a single node in the abstraction. To construct finer abstractions at lower recursions of the localization algorithm, the modules elect themselves leaders with higher probabilities.
The trees grow out from the leaders as the other nodes greedily join the tree of the nearest leader (as measured by the hop count). The trees are used to aggregate information about connectivity to other subgraphs as well as within each subgraph. Each node in a tree waits for information from all of its children (if it has any), merges this with its local connectivity information by combining identical edges (based on their subgraph endpoints) into weighted edges, and passes this aggregate information to its parent. The result of this process is that each leader node learns the appropriate weights and connectivity for a single node in the graph abstraction.
The leader nodes perform leader election, selecting a group leader, and form an arbitrary spanning tree among themselves rooted at this node. The description of the abstracted subgraph is then aggregated to the group leader, where the normalized cut is performed. A standard centralized implementation is sufficient since normalized cut is only performed on small graph abstractions1 alternatively, one could use a distributed algorithm based on decentralized power iteration (Yang et al. 2008) . After the cut is computed, it is broadcast out to all of the modules, beginning the recursion process.
A key step in Algorithm 1 is computing the optimal rigid body alignment between two sides of the partition. The method of Umeyama (1991) only depends on the first two moments of the points 8 2 p i j 1 q i j 4 9 in (9):
These statistics can be aggregated from the boundary toward the group leader, using a spanning tree as above. The leader then computes the optimal transform and disseminates the result. Since the size of the aggregated information depends only on the dimensionality of the aligned points (two or three), rather than the number of contributing observations, the communication cost of aggregating and disseminating the optimal transform is small. Likewise, the computational cost of the alignment is constant at the leader. As each module receives and applies the optimal transform, it begins the gradient descent refinement step, which can be performed locally without global coordination. For simplicity, refinement proceeds for a fixed number of steps. An alternative stopping condition, such as the magnitude of the gradient, could be used without substantially affecting the rest of the algorithm.
Although the execution of the localization algorithm is logically divided into specific phases and recursion levels, we note that our distributed implementation uses no explicit synchronization between the stages. Rather, it operates asynchronously: as soon as an individual module has sufficient information to proceed to the next step, it does so immediately. The tree construction, data aggregation, and data dissemination processes serve to implicitly coordinate the progress of the algorithm across all of the modules.
Declarative Implementation using Meld
The distributed algorithm described in the previous section presents a number of implementation challenges. Unlike simple message-passing style inference algorithms found commonly in the literature (Crick and Pfeffer 2003) , our localization approach operates asynchronously across the ensemble, using multiple aggregation and dissemination steps that require both local and non-local communication. These steps rely on a number of different data structures, used to represent the graph, the location, and the rigid body transform statistics. Owing to the recursive nature of the algorithm, the implementation needs to maintain parallel data structures for all of the concurrently active levels. In this section, we briefly outline our implementation using the Meld language (Ashley- .
Meld is a logical, high-level, declarative language designed for programming modular robots. It was motivated by P2 (Loo et al. 2006 ) with syntax similar to Datalog (Ceri et al. 1989) . A Meld program consists of rules (running simultaneously on all of the modules in the system) that specify sufficient preconditions to derive new facts from existing facts. A fact is a tuple of one or more elements, each of which is a module identifier or a constant. By convention, the first element of each fact is a module identifier which refers to the module on which the fact will be stored. This convention facilitates a key benefit of Meld: it allows programmers to focus on the logical, information processing aspects of an algorithm, while Meld automatically takes care of the mechanics of distributed programming, such as communication.
For example, a simple distributed spanning tree algorithm can be specified in two rules: a rule that determines the root of the tree, and a rule that lets a node join a tree that extends to one of its neighbors, as shown in Figure 7 . This tree is automatically distributed over the nodes of the ensemble as each parent fact is stored at the child, per the convention noted above. Fig. 7 . A spanning tree is generated across each group. The tree starts from the leader of each group and is extended to all other members. The first aggregate prevents a node from acquiring multiple parents. Fig. 8 . The edges from the graph abstraction are aggregated up the spanning tree for each group. The leader of each group will then use this data to compute the normalized cut and propagate the cut back down. Note that each of these rules may produce one or more sets of edges at a particular node. These sets are automatically merged together by the Meld runtime, to make a single set of edges at each node. This behavior uses the union aggregate, and is specified in the declaration of edges.
Once the tree has been created, it can be used to aggregate data up the tree and propagate results back down. Edge data is aggregated up the tree, as shown in Figure 8 , and, after the root of the tree performs the normalized cut, the cut is propagated down to all of the affected nodes. Likewise, for the alignment step, this tree is used to aggregate the first two moments of the observation pairs to the leader and then to propagate the resulting rigid transform back to all modules. In a similar manner, Meld simplifies the implementation of operations on other distributed data structures.
We found that many features of Meld fit well with the needs of our algorithm. The language lets us naturally represent the graph abstraction process and easily aggregate and disseminate sufficient statistics for the rigid alignment. The results of different phases are easily chained together, and the recursive aspect of our algorithm is naturally described by attaching the recursion level to all derived facts. Meld semantics allowed us to avoid using explicit synchronization between stages of our algorithm. Since Meld rules specify what data is needed to evaluate them, the Meld runtime can automatically gate process- Fig. 9 . Two-dimensional scenarios used in our experiments: (a) solid1 (b) sparse1 (c) open. The scenarios were generated by settling randomly inserted modules in a gravitational field.
ing on the availability of relevant data. This maximizes parallelism, as execution is limited by the dataflow, and not hindered by explicit synchronization operations. Finally, although not used in this work, if inter-module connections are lost or network layout changes, Meld is able to automatically detect and recover from these changes. When a change occurs, the derivations of dependent facts no longer exist and these facts are removed from the system. Replacement facts are recomputed from the remaining portions of the distributed data structures by rerunning parts of the Meld program. This last feature may be useful for implementing our localization algorithm on real hardware that is subject to failures.
Further research is required, however, as Meld's method for performing these updates is conservative and can result in far more work than necessary to accommodate the disconnection or motion of a module. If, for instance, a module moves, Meld will question the validity of any information that was derived from that module's position. Even positions of stationary modules may be invalidated. Thus, a minor change trigger a significant re-execution of the algorithm. In the event of minor topological changes, we would prefer the algorithm to keep the best known positions for stationary modules and only recompute positions for modules that have moved. Meld does have some features available for giving the programmer more control over how topological changes are handled1 how this can be applied is subject to ongoing investigation.
Experimental Results
In this section, we present experimental results that illustrate both the centralized and the distributed aspects of our solution. We generated input scenarios with a C++ simulator 3 that models infrared sensing and physical interactions between the modules. Each module in the simulation had 12 infrared transceivers (co-located emitter/detector pairs), whose infrared response was modeled according to an inverse-square law, similar to the model of Roufas et al. (2001) . The threshold for detecting observations between a pair of neighboring nodes was set to 20% of the peak intensity. At this setting, a sensor can report a connection even if the modules are not in a physical contact and if the transmitter and the receiver are not aligned perfectly.
We first evaluate aspects of our algorithm pertinent to both the centralized and distributed implementations, such as the quality of the solution, sensitivity to abstraction, and scalability. These experiments were run using the centralized implementation. We then evaluate messaging costs relevant to the distributed implementation. We perform our experiments on a variety of scenarios, outlined below.
Scenarios
We constructed both two-and three-dimensional test ensembles. The two-dimensional ensembles were generated by randomly settling simulated spheres under a simulated gravity field into a fixed container of the desired overall shape. The two-dimensional configurations, shown in Figure 9 , mimic planar slices of a three-dimensional shape capture scenario (Pillai et al. 2006) . The configurations have realistic, irregular, largely amorphous structures one would expect in the shape capture scenario. Each shape in Figure 9 was instantiated 10 times, with different initial velocities and locations of the modules, allowing us to average results across repeated runs using configurations very similar in overall shape but where module connectivity and spacing varies. We also experimented with different three-dimensional configurations, which are detailed in Section 6.5.
Quality of the Solution
We first compare the proposed algorithm to related algorithms in wireless sensor network localization and SLAM. We evaluate the following methods: (a) classical multi-dimensional scaling (MDS) (Shang et al. 2003 )1 (b) the inequality formulation of regularized SDP (Biswas et al. 2006 )1 (c) a simple incremental approach1 (d) the tree-parameterized algorithm of Grisetti et al. (2007b) 1 and (e) the proposed method, without using graph abstraction. We perform experiments on the scenarios in Figure 9 with 1,000 modules. The initial solution obtained by each method is refined with 300 iterations of preconditioned conjugate gradient descent. For the incremental and the proposed algorithm we perform 10 steps of preconditioned gradient descent at each iteration. At the time of writing, the implementation of Grisetti et al. (2007b) did not support multiple observations between a pair of nodes and we provide instead the average of the observations for each pair of nodes in the input. However, the preconditioned conjugate gradient descent used all of the observations.
Figures 10 and 11 illustrate the performance of the evaluated methods qualitatively. We see that the embedding-based approaches suffer from overestimation of distances, and artifacts due to the projection from a manifold in a highdimensional space to a two-dimensional space. The incremental approach can get stuck in local minima. The tree optimization and our solution perform well consistently.
This intuition is confirmed in Figure 12 , where we show the average root mean square (RMS) error for each scenario. In order to account for the overlap introduced by the objective (2), we uniformly scale the locations of the modules, so that the average spacing is equal to the module diameter. Since the algorithms do not align to any global coordinate frame, we then use the ground truth locations of the modules to compute an optimal rotation and translation, and report the error for the aligned solution. We see that approaches based on Euclidean embedding (classical MDS, regularized SDP) perform poorly in this setting, especially for the sparse scenario and the open scenario. For classical multi-dimensional scaling, the error results from approximating true distances with hop-count1 for regularized SDP, the errors may come either from the SDP relaxation or the underlying solver. The incremental and the tree optimization approaches perform better, but are outperformed by our normalized cut formulation on the sparse scenario.
Sensitivity to Abstraction
In the next set of experiments, we evaluate the sensitivity of the proposed localization method to errors introduced by performing normalized cut on the abstracted, rather than the original connectivity graph. Abstraction is performed at each level of the hierarchy. We took the sparse and open scenarios in Figure 9 (b) with 2,000 and 1,000 modules, respectively. Figure 13 shows the RMS error as we vary the number of nodes in the abstraction of the connectivity graph (since we controlled the maximum diameter of clusters, rather than their count, the displayed node count is approximate). We see that the performance of the proposed localization method is insensitive to abstraction errors: with as few as 20 nodes in the abstracted graph, the approach yields a sufficiently small RMS Fig. 12 . RMS error of the location estimates. (a) Global RMS error, averaged over all modules. (b) RMS error of modules relative to their neighbors. Here, we greedily partition the ensemble into connected regions with diameter of six modules or less and compute the RMS error using the optimal rigid alignment for each region. error. These results suggest that meaningful solutions can be obtained from small graph abstractions, which can be analyzed centrally at each leader node. For the rest of the experiments, we use abstractions with approximately 40 vertices.
Scalability
In the third set of experiments, we evaluate the performance of the proposed method and the tree optimization of Grisetti et al. (2007b) as the number of modules in an ensemble increases. We selected the sparse scenario in Figure 9 (b) and formed a collection of progressively larger ensembles. At each scale, the ensemble retains the same overall shape and proportions, but the number of modules that form the shape increases. In Figure 14 (a), we evaluate the RMS error as a function of the number of modules for fixed parameters of the algorithm. In particular, the tree optimization was run for 1,000 iterations (at which point the objective value remains fairly constant). We see that for the large ensembles, the solutions obtained by the tree optimizer become inaccurate. These inaccuracies are often caused by the local optima like that shown in Figure 4 . The error of our hierarchical algorithm, on the other hand, remains stable.
We also performed a second experiment where we observed the time needed to reach a fixed quality of the solution. We ran Algorithm 1 such that, at each level of the hierarchy, the estimate x 2k4 reaches a fixed level of accuracy, as measured by the norm of the gradient of the likelihood function at x 2k4 . This procedure ensures that each estimate x 2k4 is sufficiently accurate, before it is used at the higher level. Figure 14(b) shows the average number of iterations of preconditioned conjugate gradient descent needed as a function of the number of modules. We see that the number of iterations needed to attain the desired level of accuracy increases very slowly.
Performance in Three Dimensions
We extended our implementation to three dimensions, using a quaternion representation for each module's three-dimensional orientation rather than the scalar orientation parameter used in the two-dimensional case. As we did for the two-dimensional experiments, we generated test scenarios by settling randomly inserted modules in a gravitational field, see Figure 15 (a) and (b). In addition, we generated one small and two large three-dimensional ensembles in Figure 15 (c)-(e) by rasterizing three-dimensional outlines into a cubic lattice, randomizing the module orientations. The two large shapes are actually hollow shells only two modules thick, and are particularly challenging cases. We simulated spherical modules that have 50 sensors scattered across their surfaces. Despite the larger number of sensors, when compared with the two-dimensional case, the available angle constraints in the three-dimensional test cases were generally much weaker. Figure 16 shows example results for the scenarios in Figure 15 . For the smaller scenarios (a)-(c), we reach a very high fidelity, with RMS error less than 0.2 module radii. The large, hollow scenarios (d) and (e) exhibit some distortion, owing to inaccuracies at the lowest level of the hierarchy that prevent the algorithm from properly aligning the partial solutions at the larger scale. These distortions lead to a larger error of approximately four to six module radii. Even with the relatively large errors on these two challenging scenarios, we have found that our method performs significantly better than a state-of-the-art optimizer (Grisetti et al. 2007a ).
Messaging Costs
Finally, we evaluate the neighbor-to-neighbor message complexity of the distributed implementation running on varying sizes of the cube scenario. Figure 17 shows the average number of messages sent by each module, as well as the maximum sent by any module, as functions of the ensemble size. Here, any message that travels beyond an immediate neighbor is counted for each module it traverses. These results show that the maximum number of messages sent by any one module is only about 40% greater than the number of messages sent by an average module. This indicates that the communication load of our localization implementation is well distributed throughout the ensemble, and no module is likely to become a bottleneck due to network traffic.
In addition, the figure confirms that the number of neighbor-to-neighbor messages per module required by the algorithm increases only logarithmically in the total number of modules in the ensemble. Thus, the distributed implementation scales to large ensembles. Table 1 shows the fraction of the messages used by different components of the algorithm for two ensemble sizes. Interestingly, the messaging costs are dominated by the gradient descent steps. In particular, the communication overheads of determining the normalized cut and computing the rigid alignments are small compared with the cost of iterative refinement. 
Discussion
In this paper, we have examined large-scale internal localization in SRMR ensembles using uncertain, local observations. We formulate internal localization as a probabilistic inference problem and introduce a novel approach which hinges upon the selection of an effective ordering of observations using a normalized cut criterion. In combination with closed-form solutions for rigid alignment and a simple graph abstraction scheme, this approach leads to accurate, scalable solutions. Extensive evaluation of our proposed approach on a test suite of realistic two-and three-dimensional configurations with up to 10,000 nodes show that it outperforms recent methods in Euclidean embedding, and is complementary to iterative approaches employed in SLAM. Finally, we demonstrate a distributed implementation of our algorithm that can perform localization efficiently, sending only a few messages between nodes. Although effective at localizing modules in a static configuration, one limitation of our approach is that it does not directly handle dynamically reconfiguring modular robots. In particular, its top-down hierarchical, recursive nature does not deal efficiently with small local changes due to the reconfiguration. Instead, our localization algorithm needs to be restarted after any change in the ensemble. In practice, our algorithm can be run periodically on snapshots of the changing connectivity graph of the ensemble, and used as an accurate initialization for iterative approaches that can efficiently, incrementally update the position estimates as modules move within the ensemble.
