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Introduccio´n, objetivos y descripcio´n de resultados
El tema central de esta Memoria es el estudio de operadores entre ret´ıculos de Banach.
Recordemos que un ret´ıculo de Banach es un espacio de Banach E dotado de una norma ‖ · ‖,
y un orden parcial ≤ tales que:
• x ≤ y implica x+ z ≤ y + z, para cualesquiera x, y, z ∈ E,
• λx ≥ 0, para todo x ≥ 0 en E y todo nu´mero real λ ≥ 0,
• para cualesquiera x, y ∈ E existe un mı´nimo y un supremo de x e y en E, denotados
respectivamente x ∧ y, x ∨ y,
• si denotamos |x| = x ∨ (−x), que verifica |x| ∈ E por la propiedad anterior, se tiene
que ‖x‖ ≤ ‖y‖ si |x| ≤ |y|.
Es decir, en un ret´ıculo de Banach la estructura lineal, reticular y la topolog´ıa son com-
patibles, y el estudio de relaciones entre estas tres estructuras es uno de los objetivos de esta
teor´ıa. Por una parte, en un ret´ıculo de Banach la estructura adicional de ret´ıculo proporciona
gran cantidad de herramientas de las que no disponemos en espacios de Banach ma´s generales.
Este hecho facilita el estudio de propiedades geome´tricas de ret´ıculos de Banach, as´ı como de
las propiedades de operadores que actu´an entre ret´ıculos.
Por otra parte, la relacio´n de orden en un ret´ıculo de Banach induce tambie´n un orden en
los espacio de operadores que actuan entre dos ret´ıculos. Este orden se define de manera nat-
ural, considerando un operador positivo como aque´l que env´ıa elementos positivos a elementos
positivos, y definiendo para dos operadores R y T , R ≤ T si la diferencia T −R es un operador
positivo. A partir de este hecho, surgen de manera natural una serie de cuestiones sobre la
relacio´n entre las propiedades de los operadores y la estructura reticular. Entre estas preguntas,
una de las ma´s frecuentes es el llamado problema de mayoracio´n, que consiste en dados oper-
adores S ≤ T entre ret´ıculos de Banach E y F , estudiar que´ propiedades hereda S del operador
T . Concretamente, dada una familia de operadores I, por ejemplo un ideal en el sentido de
Pietsch, se considerara´ bajo que´ condiciones en los ret´ıculos E y F , si 0 ≤ R ≤ T : E → F y
T ∈ I, entonces R ∈ I.
En este sentido tenemos resultados cla´sicos de P. G. Dodds y D. H. Fremlin, quienes de-
mostraron en [37] para ret´ıculos E y F , con E∗ y F orden continuos, si 0 ≤ R ≤ T : E → F
y T es compacto, entonces R tambie´n es compacto. En la misma l´ınea, A. W. Wickstead ha
mostrado en [136] que si E∗ o F son ret´ıculos orden continuos y T es de´bilmente compacto,
entonces R tambie´n es de´bilmente compacto. A su vez, N. Kalton y P. Saab han demostrado en
[77] que si F es orden continuo y T es Dunford-Pettis, entonces R es tambie´n Dunford-Pettis.
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Ma´s recientemente, C. C. A. Labuschagne ha obtenido tambie´n resultados en esta l´ınea para
operadores Asplund y Radon-Nikodym (ver [83]).
Los origenes del teorema de Dodds-Fremlin, y de los problemas de mayoracio´n, esta´ en los
trabajos de W. A. Luxemburg y A. C. Zaanen sobre operadores integrales [92]. El teorema de
Dodds-Fremlin fue demostrado previamente para operadores integrales por R. J. Nagel y U.
Schlotterbeck en [97], independientemente de las versiones existentes en la literatura sovie´tica
(ver [79, Theorem 5.10]). La validez de dicho teorema para operadores arbitrarios en espacios
Lp fue conjeturada a partir de evidencias f´ısicas por los f´ısicos matema´ticos J. Avron, I. Herbst
y B. Simon en [16], y demostrada por L. D. Pitt en [109]. Practicamente al mismo tiempo
aparecio´ la demostracio´n general de P. G. Dodds y D. H. Fremlin que ha sido la ma´s influyente
en la teor´ıa actual de operadores en ret´ıculos de Banach.
En el caso particular de endomorfismos en un mismo ret´ıculo, es decir si E = F , una cuestio´n
interesante relacionada con la anterior es el llamado problema de la potencia, que consiste en
dados dos operadores 0 ≤ R ≤ T : E → E saber si alguna potencia de R hereda propiedades
de T , en este caso sin pedir condiciones extra al ret´ıculo E. Esta pregunta fue inicialmente
planteada por C. D. Aliprantis y O. Burkinshaw en [9] y [10], donde obtuvieron para cualquier
ret´ıculo de Banach E y operadores 0 ≤ R ≤ T : E → E, si T es compacto, entonces R3 es
compacto, y si T es de´bilmente compacto, entonces R2 es de´bilmente compacto. En la misma
l´ınea, para la clase de operadores Dunford-Pettis, N. Kalton y P. Saab, probaron que dado un
ret´ıculo de Banach E, si 0 ≤ R ≤ T : E → E y T es Dunford-Pettis, entonces R2 tambie´n es
Dunford-Pettis. Adema´s, estos resultados son o´ptimos, en el sentido de que existen ejemplos
de operadores que no cumplen estas propiedades para potencias menores.
En la actualidad, podemos encontrar aplicaciones de estos resultados en ana´lisis de modelos
de biolog´ıa matema´tica o en aplicaciones de la ecuacio´n del transporte. Concretamente, en
biolog´ıa matema´tica, la primera aplicacio´n de estos resultados se debe a R. Burger en [27], que
ha utilizado los resultados de [9] para obtener informacio´n sobre los autovalores de operadores
involucrados en un determinado modelo discreto que describe la evolucio´n de densidades en
una poblacio´n de reproduccio´n asexual bajo la accio´n de mutacio´n y seleccio´n. En una l´ınea
similar, A. Rhandi y R. Schnaubelt en [118] han utilizado los resultados de mayoracio´n para
obtener la existencia y unicidad de soluciones positivas de la ecuacio´n que describe un modelo
de poblaciones no autonomas con difusio´n en L1. Por otro lado, en el estudio de la ecuacio´n
del transporte, estos resultados han sido aplicados recientemente por A. Dehici, A. Jeribi y K.
Latrach en [35] para estudiar el espectro de operadores de transicio´n que describen la madurez
de una poblacio´n creciente de ce´lulas, y por M. Sbihi en [121] para estudiar la estabilidad
del espectro esencial de semigrupos en un espacio de Hilbert. E´stas son so´lo algunas de las
aplicaciones que pretendemos ilustren la utilidad de estos resultados en otras a´reas de las
matema´ticas, vease [2] para ma´s informacio´n.
En esta memoria, dos cap´ıtulos de la misma giran en torno a estos problemas. En concreto,
en el Cap´ıtulo 2, estudiamos el problema de mayoracio´n y de la potencia para operadores
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estrictamente singulares. Recordemos que un operador T : X → Y entre espacios de Banach
es estrictamente singular (o ma´s brevemente SS) si para ningu´n subespacio (cerrado) M ⊂ X
de dimensio´n infinita, la restriccio´n T |M es invertible. Esta clase de operadores fue introducida
por T. Kato en [78], en conexio´n con la teor´ıa de perturbacio´n de operadores Fredholm. Los
operadores estrictamente singulares forman un ideal cerrado de operadores (en el sentido de
Pietsch), que contiene al ideal de los operadores compactos. Adema´s, es conocido que un
operador T : X → Y entre espacios de Banach es estrictamente singular si y so´lo si para cada
subespacio M ⊂ X de dimensio´n infinita, existe otro subespacio de dimensio´n infinita N ⊂M ,
tal que la restriccio´n T |N es compacta.
El problema de mayoracio´n para operadores estrictamente singulares ha sido considerado
por J. Flores y F. L. Herna´ndez en [50] y [51], y en la tesis doctoral [48], donde se obtuvieron
resultados positivos para una clase amplia de ret´ıculos de Banach. En este trabajo presentamos
mejoras de varios resultados dados en [51] usando te´cnicas de factorizacio´n. Precisamente, los
resultados principales del Cap´ıtulo 2 son los siguientes:
Teorema 1. Sean E y F ret´ıculos de Banach tales que F tiene la propiedad de Schur
positiva. Si 0 ≤ R ≤ T : E → F y T es estrictamente singular, entonces R es tambie´n
estrictamente singular.
Teorema 2. Sea E un ret´ıculo de Banach con la propiedad de la divisio´n subsecuencial, y
F un ret´ıculo de Banach orden continuo. Si 0 ≤ R ≤ T : E → F con T estrictamente singular,
entonces R es estrictamente singular.
Teorema 3. Sea E un ret´ıculo de Banach y 0 ≤ R ≤ T : E → E dos operadores positivos.
Si T es estrictamente singular, entonces R4 tambie´n es estrictamente singular.
Adema´s, si E es orden continuo, entonces R2 es estrictamente singular.
Estos resultados han sido publicados en [54]. Para su demostracio´n, sera´n de gran utilidad
los teoremas de factorizacio´n de N. Ghoussoub y W. B. Johnson [61]. Estos teoremas propor-
cionan factorizaciones por un ret´ıculo orden continuo para cualquier operador orden de´bilmente
compacto. En particular, podremos aplicar estas te´cnicas a los operadores estrictamente sin-
gulares pues al no ser invertibles en ningu´n subespacio isomorfo a c0 son orden de´bilmente
compactos. Adema´s estas factorizaciones tienen buenas propiedades en relacio´n con la may-
oracio´n de operadores.
Tambie´n jugara´n un papel importante las propiedades de mayoracio´n de operadores dis-
juntamente estrictamente singulares, desarrolladas por J. Flores y F. L. Herna´ndez en [50],
as´ı como las te´cnicas de equi-integrabilidad, la propiedad de la divisio´n subsecuencial y los
resultados de aproximacio´n de un operador S con |S| ≤ T por elementos del ideal algebraico
generado por T , es decir, operadores de la forma
∑
iAiTBi (ve´ase el Teorema 1.5.7).
Por otro lado, los resultados anteriores esta´n relacionados con problemas abiertos de teor´ıa
espectral, como el problema de mayoracio´n de los operadores de Riesz (operadores con el mismo
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tipo de espectro que los compactos). Nuestra contribucio´n surge de la observacio´n de que si
0 ≤ R ≤ T : E → E con T Riesz estrictamente singular, entonces por el teorema anterior
R4 es estrictamente singular, y por tanto R es Riesz. Ma´s resultados en esta l´ınea se pueden
encontrar en los trabajos [103] y [112].
Por otro lado, parte del Cap´ıtulo 7 tambie´n incluye respuestas a estos problemas, esta vez
en cuanto a la clase de operadores Banach-Saks. Recordemos que un operador T : X → Y
entre espacios de Banach se dice Banach-Saks si toda sucesio´n acotada (xn) en X tiene una
subsucesio´n cuya imagen por T es convergente en sentido Cesa`ro, es decir la sucesio´n de medias
aritme´ticas ( 1
N
∑N
k=1 T (xnk)) converge en la norma de Y . En concreto, los principales resultados
obtenidos son los siguientes:
Teorema 4. Sean E y F ret´ıculos de Banach con F orden continuo. Si tenemos operadores
0 ≤ R ≤ T : E → F con T Banach-Saks, entonces R tambie´n es Banach-Saks.
Teorema 5. Sea E un ret´ıculo de Banach y 0 ≤ R ≤ T : E → E. Si T es Banach-Saks,
entonces R2 tambie´n es Banach-Saks.
Estos teoremas mejoran resultados previos de J. Flores y C. Ruiz en [55], y adema´s
mostraremos que son o´ptimos mediante ejemplos conocidos. Estos resultados han sido pub-
licados en [56].
Aparte de los problemas de mayoracio´n y potencia, la clase de los operadores estrictamente
singulares es uno de los principales objetos de estudio de esta Memoria. As´ı, del Cap´ıtulo 2 al 6
se presentan propiedades de estos operadores entre ret´ıculos de Banach. Concretamente, en el
Cap´ıtulo 3 estudiamos caracterizaciones de operadores estrictamente singulares en te´rminos
de operadores disjuntamente estrictamente singulares y `2-singulares. Recordemos que dados
un ret´ıculo de Banach E y un espacio de Banach Y , un operador T : E → Y es disjuntamente
estrictamente singular si no es invertible en el espacio generado por ninguna sucesio´n de vectores
disjuntos. Esta clase fue introducida en [70] en relacio´n con el estudio de copias complementadas
de `p en espacios de funciones. Adema´s, ha mostrado ser una util herramienta en el estudio de
operadores estrictamente singulares en ret´ıculos de Banach, en el problema de mayoracio´n [51]
y para comparar estructuras de espacios invariantes por reordenamiento por F. L. Herna´ndez,
V. M. Sa´nchez y E. Semenov en [71]. Sus propiedades han sido estudiadas por J. Flores y
F. L. Herna´ndez en varios trabajos [49], [50], [67]. Los resultados del Cap´ıtulo 3 ilustran
la importancia de los operadores disjuntamente estrictamente singulares y su relacio´n con los
estrictamente singulares.
Los resultados del Cap´ıtulo 3 vienen motivados por el hecho siguiente: un endomorfismo en
Lp = Lp[0, 1], con 1 ≤ p <∞, es estrictamente singular si y so´lo si es `p-singular y `2-singular
(ver los trabajos de V. Milman [96] y L. Weis [132]). En otras palabras, un endomorfismo
T : Lp → Lp es estrictamente singular si y so´lo si T es disjuntamente estrictamente singular y
`2-singular. Decimos que un operador entre espacios de Banach es `p-singular, para 1 ≤ p ≤ ∞,
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si no es un isomorfismo al restringirlo a ningu´n subespacio isomorfo a `p. En [74] podemos
encontrar resultados recientes sobre operadores `p-singulares.
Nuestro objetivo en el Cap´ıtulo 3 es extender este hecho a ret´ıculos de Banach ma´s generales.
En concreto demostramos el siguiente
Teorema 6. Sean E y F ret´ıculos de Banach tales que E tiene cotipo finito y F satisface
una 2-estimacio´n inferior. Un operador T : E → F es estrictamente singular si y solo si T es
disjuntamente estrictamente singular y `2-singular.
Adema´s, para la clase de operadores regulares (i.e. diferencia de operadores positivos) esta
caracterizacio´n sigue cumplie´ndose bajo condiciones ma´s de´biles en los ret´ıculos.
Teorema 7. Sean E y F ret´ıculos de Banach tales que E tiene cotipo finito y F es or-
den continuo. Un operador regular T : E → F es estrictamente singular si y solo si T es
disjuntamente estrictamente singular y `2-singular.
Ambos teoremas se obtendra´n a partir del siguiente hecho que tambie´n demostraremos:
Teorema 8. Si E es un ret´ıculo de Banach con cotipo finito, Y es un espacio de Ba-
nach y T : E → Y es disjuntamente estrictamente singular y AM-compacto, entonces T es
estrictamente singular.
Recordemos que un operador T : E → Y de un ret´ıculo de Banach en un espacio de
Banach se dice AM-compacto si la imagen de un intervalo es siempre un conjunto relativamente
compacto.
Tambie´n mostramos mediante ejemplos que las hipo´tesis en los Teoremas anteriores no
pueden ser debilitadas, en el sentido de que el Teorema 6 no es cierto si el ret´ıculo F so´lo
satisface una q-estimacio´n inferior para algu´n q > 2. Para ello vamos a considerar el ret´ıculo
de Banach Lr(`q), que consiste en sucesiones x = (x1, x2, . . .) de elementos de Lr tales que
‖x‖Lr(`q) = sup
n
∥∥∥( n∑
i=1
|xi|q
)1/q∥∥∥
Lr
<∞.
Teorema 9. Sean 1 < r < p < s < 2 < q < ∞. Existe un operador T : Lp → Lr(`q) que
es `p-singular y `2-singular, pero no `s-singular.
En particular, el operador T es disjuntamente estrictamente singular y `2-singular, pero no
estrictamente singular.
La demostracio´n de este resultado utilizara´ varios lemas te´cnicos que se basan en ciertas
estimaciones para sucesiones de variables aleatorias independientes p-estables, obtenidas por
W. B. Johnson, B. Maurey, G. Schechtman y L. Tzafriri en [73]. Parte del trabajo presentado
en este cap´ıtulo fue realizada en una visita durante el oton˜o de 2006 a la University of Missouri-
Columbia bajo la supervisio´n de N. Kalton.
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Otra cuestio´n, que trataremos en el Cap´ıtulo 4, es el problema del subespacio invariante
para operadores estrictamente singulares. Como es bien sabido, el problema del subespacio
invariante consiste en determinar si para cualquier operador T : X → X en un espacio de
Banach X, siempre existe un subespacio no trivial Y ⊂ X (i.e. Y 6= {0}, X) tal que T (Y ) ⊂ Y .
Dicho problema fue resuelto negativamente por P. Enflo en [42] y simplificado por C. Read en
[114], quien dio incluso un ejemplo de operador en `1 sin subespacios invariantes [115]. Sin
embargo el problema sigue abierto para operadores en espacios reflexivos, e incluso en el caso
aparentemente ma´s sencillo: operadores en el espacio de Hilbert. Tambie´n hay una serie de
conjeturas para algunas clases de operadores, vease [5], por ejemplo para operadores duales, y
el caso que ma´s nos interesa: operadores positivos.
El problema del subespacio invariante para operadores positivos ha sido estudiado princi-
palmente por Y. Abramovich, C. Aliprantis y O. Burkinshaw en [3] y [4]. Concretamente, estos
autores demostraron que todo operador positivo en `p con 1 ≤ p <∞, que sea quasinilpotente
en algu´n x ∈ (`p)+, tiene un subespacio invariante (de hecho un ideal invariante). Ma´s en
general, si B : E → B es un operador positivo en un ret´ıculo de Banach, y existe otro operador
positivo S : E → E tal que SB ≤ BS, S es quasinilpotente en algu´n x ∈ E+, y S es mayor
que un operador compacto no nulo, entonces B tiene un ideal invariante no trivial.
Es bien conocido, que todo operador compacto en un espacio de Banach tiene subespacios
invariantes (el caso de espacios de Hilbert es debido a J. Von Neumann y la extensio´n para
espacios de Banach a N. Aronszajn y K. T. Smith [15]). Adema´s, una gran clase de operadores
relacionados con los compactos tambie´n tienen subespacios invariantes, como por ejemplo todo
operador que conmute con un compacto, hecho debido a V. I. Lomonosov [88]. Por tanto,
una pregunta natural es si esto se puede extender a operadores estrictamente singulares, que
son cercanos en cierto sentido a los operadores compactos. Sin embargo, C. Read dio en [116]
un ejemplo de operador estrictamente singular sin subespacios invariantes. A pesar de este
hecho, para operadores estrictamente singulares positivos daremos una respuesta afirmativa en
una clase muy amplia de ret´ıculos de Banach (aquellos que cumplen la R-condicio´n), que por
ejemplo contiene a los ret´ıculos con cotipo finito. As´ı el resultado principal del Cap´ıtulo 4 es el
siguiente:
Teorema 10. Sea E un ret´ıculo de Banach que cumple la R-condicio´n. Si T : E → E es
positivo y estrictamente singular, entonces T tiene un subespacio invariante.
Adema´s, en la Seccio´n 4 del Cap´ıtulo 4, se introducira´ la clase de operadores “SS-friendly”,
clase ana´loga a la de los operadores “compact-friendly” introducida por Y. Abramovich, C.
Aliprantis y O. Burkinshaw en [4], y se demostrara´n resultados positivos para operadores en
esta clase. En particular, demostramos que en un ret´ıculo de Banach con la R-condicio´n,
todo operador positivo que conmute con un operador estrictamente singular tiene subespacios
invariantes. Algunos de los resultados intermedios para demostrar este hecho involucran el
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ana´lisis del semiconmutador por la derecha de un operador
|T 〉 = {S ≥ 0 : ST ≥ TS}.
Adema´s, el Teorema 4.3.8 sobre |T 〉 ha sido recientemente utilizado y extendido de manera
ana´loga al semiconmutador por la izquierda 〈T | por H. Gessesse en [59].
El trabajo presentado en este cap´ıtulo ha sido publicado conjuntamente con J. Flores y V.
G. Troitsky en [57].
Continuamos en el Cap´ıtulo 5 extendiendo un resultado de V. Milman sobre productos de
operadores estrictamente singulares en espacios Lp (ve´ase [95], [96]). V. Milman demostro´ que
todo operador estrictamente singular en Lp(0, 1) tiene cuadrado compacto. El resultado princi-
pal de este cap´ıtulo extiende este resultado para ret´ıculos con una estructura r´ıgida “pro´xima”
a la de los espacios Lp. Concretamente, diremos que un ret´ıculo de Banach es disjuntamente
homoge´neo cuando dos sucesiones cualesquiera de elementos disjuntos siempre comparten una
subsucesio´n equivalente. Esta clase incluye los espacios de Lorentz Lp,q(0, 1) y ciertos espacios
de Orlicz Lϕ(0, 1), y otros espacios menos cla´sicos como el espacio de Tsirelson. El resultado
principal de este cap´ıtulo es el siguiente:
Teorema 11. Sea E un ret´ıculo de Banach disjuntamente homoge´neno con cotipo finito.
Si T : E → E es estrictamente singular, entonces T 2 es compacto.
Este resultado esta´ en la l´ınea de los obtenidos por G. Androulakis, P. Dodos, G. Sirotkin
y V. G. Troitsky en [13]. Sin embargo, en ese trabajo las condiciones para obtener un teorema
como el anterior son bastante ma´s complicadas pues emplean conceptos como el de equivalencia
Schreier-spreading entre sucesiones. As´ı, hay una diferencia conceptual con nuestro caso, pues
al estar interesados principalmente en ret´ıculos de Banach, la propia estructura de ret´ıculo nos
proporciona condiciones ma´s sencillas de formular (y comprobar) como la de ser disjuntamente
homoge´neo, que tan so´lo involucra sucesiones disjuntas.
Tambie´n obtendremos resultados para casos ma´s concretos de espacios disjuntamente ho-
moge´neos. Mencionemos antes que un ret´ıculo de Banach se dice p-disjuntamente homoge´neo
(para 1 ≤ p <∞) si toda sucesio´n disjunta normalizada tiene una subsucesio´n equivalente a la
base cano´nica de `p.
Teorema 12. Sea E un ret´ıculo de Banach 2-disjuntamente homoge´neo. Si T : E → E es
estrictamente singular, entonces T es compacto.
Teorema 13. Sea E un ret´ıculo de Banach 1-disjuntamente homoge´neo. Si T : E → E es
estrictamente singular, entonces T es Dunford-Pettis.
Tras estudiar como se aplican estos teoremas a operadores en espacios de Lorentz y espa-
cios de Orlicz, proporcionamos varios ejemplos que ilustran las limitaciones de estos resulta-
dos. En particular presentamos un espacio de Orlicz Lϕ y un operador estrictamente singular
T : Lϕ(0, 1) → Lϕ(0, 1) tal que ninguna potencia T n es un operador compacto. Finalmente,
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estudiamos la relacio´n de dualidad dentro de la clase de operadores estrictamente singulares
en espacios de Lorentz Lp,q, obteniendo el siguiente resultado que complementa un resultado
similar de L. Weis sobre operadores en espacios Lp [132]:
Teorema 14. Sea T : Lp,q → Lp,q con 1 < p < 2 y q /∈ (p, 2), o 2 < p < ∞ y q /∈ (2, p), o
p = 2 y 1 < q <∞. Son equivalentes:
(1) T es estrictamente singular.
(2) T es {`2, `q}-singular.
(3) No existe ningu´n subespacio M ⊂ Lp,q, isomorfo a `2 o `q, tal que T (M) esta´ comple-
mentado en Lp,q y la restriccio´n T |M es un isomorfismo.
(4) T ∗ es estrictamente singular.
(5) T ∗ es {`2, `q′}-singular.
Notese que la relacio´n entre p y q en el teorema es una hipo´tesis necesaria, como mostraremos
en el Ejemplo 5.5.3.
El Cap´ıtulo 6 esta´ dedicado al estudio de ciertas propiedades sobre operadores en espacios
de tipo E(X). Recordemos que dado un ret´ıculo de Banach E de funciones sobre un espacio
de medida (Ω,Σ, µ), y un espacio de Banach X, se define el espacio E(X) como el conjunto
de funciones f : Ω→ X tales que la funcio´n ω 7→ ‖f(ω)‖X pertenece al ret´ıculo E. El espacio
E(X) es un ret´ıculo de Banach vectorial dotado de la norma ‖f‖E(X) = ‖‖f(·)‖X‖E.
La relacio´n entre las propiedades de X y E con aque´llas de E(X) ha sido objeto de estudio
por muchos autores. As´ı tenemos resultados de S. Kwapien en [82], que demostro´ que X
contiene un subespacio isomorfo a c0 si y so´lo si L1(X) posee la misma propiedad; en la misma
l´ınea J. Bourgain [26] y G. Pisier [110] demostraron independientemente que X contiene un
subespacio isomorfo a `1 si y so´lo si Lp(X) tiene la misma propiedad para 1 < p < ∞. Ma´s
tarde, W. Hensgen en [66] demostro´, entre otras cosas, que E(X) contiene un subespacio
isomorfo a c0, si y so´lo si E o X tienen dicha propiedad. Ana´logamente, G. Emmanuele en
[41], y L. Drewnowski e I. Labuda en [39], han estudiado cua´ndo estos espacios contienen
copias de `∞, y ma´s recientemente P. Dowling y N. Randranantoanina han obtenido resultados
sobre copias asinto´ticas de c0 o `1 en [38]. Por otro lado, tenemos importantes resultados sobre
conjuntos de´bilmente compactos en L1(X) debidos a M. Talagrand en [128], y en la misma
l´ınea encontramos tambie´n los trabajos recientes de M. Nowak [100], [101] y [102].
En el Cap´ıtulo 6 se extienden algunas de estas propiedades al contexto de operadores. As´ı,
dado un operador T : X → Y entre espacios de Banach, estudiaremos el operador extendido
TE : E(X)→ E(Y ) definido por TE(f)(ω) = T (f(ω)) para f ∈ E(X) y ω ∈ Ω. Los resultados
principales obtenidos son los siguientes:
Teorema 15. Sea E un ret´ıculo de Banach que no contiene nigu´n subespacio isomorfo
a c0 y sea T : X → Y un operador entre espacios de Banach. Si el operador extendido
TE : E(X)→ E(Y ) preserva copia isomofa de c0, entonces T : X → Y tambie´n preserva copia
isomorfa de c0.
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Teorema 16. Sea E un ret´ıculo de Banach orden continuo tal que E∗ es tambie´n orden
continuo y sea T : X → Y un operador entre espacios de Banach. Si el operador extendido
TE : E(X)→ E(Y ) preserva copia isomofa de `1, entonces T : X → Y tambie´n preserva copia
isomorfa de `1.
Mediante ejemplos sencillos se observa que las condiciones en el ret´ıculo E son en ambos
casos necesarias.
Estos resultados se han podido aplicar para extender al a´mbito de operadores resultados
de J. Hoffmann-Jørgensen en [72], que esta´n relacionados con la convergencia de martingalas
y por tanto con la propiedad de Radon-Nykodim.
Por u´ltimo, como ya hemos mencionado anteriormente los dos cap´ıtulos restantes se centran
ma´s en las propiedades de factorizacio´n de operadores en ret´ıculos, que ha resultado ser un tema
recurrente a lo largo de todo el trabajo. En el Cap´ıtulo 7, aparte de considerar el problema de
mayoracio´n de operadores Banach-Saks ya mencionado, se estudia el problema de factorizacio´n
operadores de Banach-Saks positivos, por ret´ıculos con la propiedad de Banach-Saks. Este
hecho es conocido en el caso de espacios de Banach, para el que B. Beazamy [19] demostro´
que todo operador de Banach-Saks entre espacios de Banach factoriza por un espacio con
la propiedad de Banach-Saks. Para operadores positivos en ret´ıculos de Banach el resultado
principal de este Cap´ıtulo es el siguiente:
Teorema 17. Sea T : E → F un operador positivo entre ret´ıculos de Banach con F orden
continuo. Si T es un operador de Banach-Saks entonces existe un ret´ıculo de Banach G con la
propiedad de Banach-Saks, y operadores T1 : E → G, T2 : G→ F tales que T = T2T1.
Este teorema esta´ relacionado con la siguiente pregunta: ¿Factoriza todo operador compacto
positivo por un ret´ıculo reflexivo? Esta pregunta permance todav´ıa abierta, conocie´ndose tan
solo resultados parciales debidos a C. Aliprantis y O. Burkinshaw en [11]. Sin embargo, para op-
eradores de´bilmente compactos, M. Talagrand en [129] dio un ejemplo de operador de´bilmente
compacto positivo de `1 en C(0, 1) que no factoriza por ningu´n ret´ıculo reflexivo. De hecho,
dicho ejemplo es empleado en el Cap´ıtulo 7 para mostrar que el Teorema 17 es en cierto sentido
o´ptimo.
En el Cap´ıtulo 8 presentamos dos construcciones para factorizar operadores p-convexos
(respectivamente q-co´ncavos) por ret´ıculos de Banach p-convexos (resp. q-co´ncavos). Adema´s,
partiendo de la dualidad entre los conceptos de convexidad y concavidad, estudiamos la relacio´n
entre los espacios obtenidos al factorizar un operador y su adjunto. Los resultados obtenidos
pueden considerarse como una generalizacio´n en cierto sentido de la factorizacio´n de operadores
orden de´bilmente compactos por ret´ıculos orden continuos debida a N. Ghoussoub y W. B.
Johnson [61]. La motivacio´n parte de los resultados de J. L. Krivine de factorizacio´n de
operadores que sean a la vez p-convexos y p-concavos, por espacios Lp [81]. En esta l´ınea,
obtenemos propiedades de factorizacio´n para operadores que sean al mismo tiempo p-convexos
y q-concavos:
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Teorema 18. Sean E y F ret´ıculos de Banach y T : E → F un operador p-convexo y
q-concavo. Para cualquier θ ∈ (0, 1) podemos factorizar T del modo siguiente
E
T //
φθ

F
Eθ
Rθ // Fθ
ϕθ
OO
donde φθ y ϕθ son homomorfismos de ret´ıculos, Eθ es (
q
1−θ )-co´ncavo y Fθ es (
p
θ+(1−θ)p)-convexo.
La demostracio´n de este Teorema utiliza te´cnicas de interpolacio´n, que han resultado ser
una constante en los problemas de factorizacio´n. Concretamente generalizamos resultados de
V. A. Sestakov [126] sobre comparacio´n entre el me´todo de interpolacio´n complejo [X0, X1]θ
y el “me´todo” de Caldero´n-Lozanovskii X1−θ0 X
θ
1 . Dichos resultados so´lo constan en la liter-
atura para ret´ıculos de funciones sobre un espacio de medida, y por tanto para nuestro caso
necesitamos generalizarlos a ret´ıculos de Banach abstractos.
Recordemos que los me´todos de interpolacio´n compleja [X0, X1]θ y [X0, X1]
θ se definen a
partir de un par compatible de espacios de Banach complejos (X0, X1), es decir, espacios para
los que existen inclusiones continuas en un espacio vectorial topolo´gico ij : Xj ↪→ X para
j = 0, 1. Esta construccio´n resulta ser un me´todo de interpolacio´n (ver [28]). Sin embargo, la
construccio´n de Caldero´n-Lozanovskii X
(1−θ)
0 X
θ
1 se define para ret´ıculos de Banach, que tienen
que ser compatibles en un sentido ma´s preciso. Concretamente, diremos que dos ret´ıculos de
Banach E0, E1 forman un par compatible de ret´ıculos de Banach, si existe un espacio de Riesz
(ret´ıculo vectorial topolo´gico) X, e inclusiones continuas ij : Ej ↪→ X que sean homomorfismos
de ret´ıculos que preserven intervalos. Notese que a posteriori podemos suponer que X es un
ret´ıculo de Banach, ya que por las hipo´tesis en las inclusiones i0 e i1, la suma E0 +E1 sera´ un
ret´ıculo de Banach.
En este contexto es en el que podemos definir el espacio de Caldero´n-Lozanovskii E
(1−θ)
0 E
θ
1 ,
como el conjunto de elementos de la suma x ∈ E0 +E1 tales que |x| ≤ |x0|(1−θ)|x1|θ con x0 ∈ E0,
y x1 ∈ E1. E(1−θ)0 Eθ1 es un ret´ıculo de Banach equipado con la norma
‖x‖ = inf{λ > 0 : |x| ≤ λ|x0|(1−θ)|x1|θ, con ‖x0‖E0 ≤ 1, ‖x1‖E1 ≤ 1}.
Es importante notar que este espacio no cumple en general un teorema de interpolacio´n ([90],
[91]), aunque s´ı lo cumple si los ret´ıculos son suficientemente “buenos”. En general, sin condi-
ciones en los ret´ıculos, la construccio´n de Caldero´n-Lozanovskii constituye siempre un me´todo
de interpolacio´n para operadores positivos.
Finalmente, sen˜alemos que en el Cap´ıtulo primero hemos incluido te´cnicas y resultados de
cara´cter general que sera´n utilizados en los Cap´ıtulos restantes. Todos ellos son resultados
conocidos que se pueden encontrar en la mayor´ıa de los libros dedicados a estos temas, pero
que incluimos para mayor comodidad del lector.
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Introduction
The main topic in this Memoir is the study of operators between Banach lattices. Recall
that a Banach lattice is a Banach space E endowed with a norm ‖ · ‖, and a partial order ≤
such that:
(1) if x ≤ y, then x+ z ≤ y + z, for every x, y, z ∈ E,
(2) λx ≥ 0, for every x ≥ 0 in E and every real number λ ≥ 0,
(3) for every x, y ∈ E there exist the least upper bound and the greatest lower bound of
x, y in E; these are respectively denoted x ∨ y and x ∧ y,
(4) if we denote |x| = x ∨ (−x), it follows that ‖x‖ ≤ ‖y‖ whenever |x| ≤ |y|.
This means that in a Banach lattice the linear structure, the lattice operations and the
topology are all compatible with each other, and the study of relations among them is one of
the aims of this theory. On the one hand, the lattice structure of a Banach lattice provides
a big number of tools that are no longer valid in general Banach spaces. This fact makes the
study of the geometric properties of Banach lattices, and operators between them, somehow
easier.
On the other hand, the order structure in a Banach lattice induces also an order in the
space of operators acting between two lattices. This is defined in a natural way by considering
an operator positive if it maps positive elements to positive elements, and for operators R and
T , setting R ≤ T whenever T −R is positive. Several questions regarding the lattice structure
and properties of operators are motivated by this simple relation. For instance, a well spread
topic is the so-called domination problem. This consists in the study of which properties of
an operator T are inherited by another operator R with R ≤ T . Precisely, given a family
of operators I, usually an ideal in the sense of Pietsch, the question is to find under which
conditions on the lattices E and F , if 0 ≤ S ≤ T : E → F and T belongs to I, then S also
belongs to the class I.
In this direction, there are classical results by P. G. Dodds and D. H. Fremlin, who proved in
[37] that for Banach lattices E and F , with E∗ and F order continuous, if 0 ≤ R ≤ T : E → F
and T is compact, then R is compact as well. In a similar spirit, A. W. Wickstead has shown in
[136] that if E∗ or F is order continuous, and 0 ≤ R ≤ T : E → F with T is weakly compact,
then R is also weakly compact. In addition, N. J. Kalton and P. Saab have proved that if F is
order continuous and 0 ≤ R ≤ T : E → F , with T Dunford-Pettis, then R is Dunford-Pettis.
More recently, C. C. A. Labuschagne has obtained result in this direction for the classes of
Asplund and Radon-Nikodym operators [83].
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Dodds-Fremlin’s Theorem and related domination problems have their origins in the work
of W. A. Luxemburg and A. C. Zaanen [92]. Dodds-Fremlin’s Theorem was previously proved
in the case of integral operators by R. J. Nagel and U. Schlotterbeck in [97], probably inde-
pendently from the existent versions in the Soviet literature (see [79, Theorem 5.10]). This
theorems were first conjectured for operators in Lp spaces by the mathematical physicists J.
Avron, I Herbst and B. Simon in [16], motivated by some physical evidence, and was finally
proved by L. D. Pitt in [109]. Almost at the same time the general proof due to P. G. Dodds
and D. H. Fremlin appeared. This has become one of the most influential works in the modern
theory of operators in Banach lattices.
Another related question, in the context of endomorphism on a Banach lattice, is the so-
called power problem. To be precise, given operators 0 ≤ R ≤ T : E → E the problem consists
in finding out wether some power of R inherits properties of T , without extra assumptions on
the Banach lattice E. This question was posed initially by C. D. Aliprantis and O. Burkinshaw
in [9] and [10], where they obtained that in an arbitrary Banach lattice E, for operators
0 ≤ R ≤ T : E → E, if T is compact, then it always hold that R3 is compact, while if T
is weakly compact, then R2 is also weakly compact. Similarly, the results of N. Kalton and
P. Saab in [77] show that if 0 ≤ R ≤ T : E → E and T is Dunford-Pettis, then R2 is also
Dunford-Pettis. Moreover, all these results are optimal, in the sense that there exists operators
which do not satisfy these properties when the powers are lower.
These days, we can find application of the previous results in several fields such as model
analysis in mathematical biology or the transport equation. Precisely, in mathematical biology,
the first application of these theory are due to R. Burger in [27], who has used the results in [9]
to get information about the eigenvalues of operators arising in a certain discrete model that
describes densities evolution in an asexually reproducing population under mutation-selection.
In a similar approach, A. Rhandi and R. Schnaubelt, in [118], have used the domination
results to obtain existence and uniqueness of positive solutions for an equation describing
a non-autonomous population model with diffusion in L1. Besides, in connection with the
transport equation, these theorems have been recently applied by A. Dehici, A. Jeribi and K.
Latrach in [35] in the study of spectra of transition operators that describe the maturity in a
growing cell population, and by M. Sbihi, in [121], in order to study essential spectra stability
of semigroups on a Hilbert space. Anyway, these are just some applications that we mention to
shed some light in the utility of these results in other areas of mathematics, see [2] for further
information.
In this memoir, two chapters deal with these kind of problems. Namely, in Chapter 2,
the power and domination problems for strictly singular operators are studied. Recall that an
operator T : X → Y between Banach spaces is called strictly singular (or SS in short) if the
restriction T |M to any infinite dimensional closed subspace M ⊂ X is never an isomorphism.
This class of operators was introduced by T. Kato in [78], in connection with the perturbation
theory of Fredholm operators. Strictly singular operators form a closed ideal of operators (in
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the sense of Pietsch) containing the ideal of compact operators. Moreover, it is well known that
an operator T : X → Y is strictly singular if and only if for every infinite dimensional subspace
M ⊂ X, there exists another infinite dimensional subspace N ⊂ M , such that the restriction
T |N is a compact operator.
The domination problem for strictly singular operators has already been studied by J. Flores
and F. L. Herna´ndez in [50] and [51], where several positive results were obtained for a large
class of Banach lattices. In this work we present improvements of the results given in [51] using
factorization techniques. Precisely, the main results in Chapter 2 are the following:
Theorem 1. Let E and F be Banach lattices such that F has the positive Schur property.
If 0 ≤ R ≤ T : E → F and T is strictly singular, then R is strictly singular.
Theorem 2. Let E be a Banach lattice with the subsequence splitting property, and F an
order continuous Banach lattice. If 0 ≤ R ≤ T : E → F and T is strictly singular, then R is
strictly singular too.
Theorem 3. Let E be a Banach lattice and 0 ≤ R ≤ T : E → E positive operators. If T
is strictly singular, then R4 is strictly singular. Moreover, if E is order continuous, then R2 is
already strictly singular.
The proofs of these results rely on the factorization theorems due to N. Ghoussoub and
W. B. Johnson [61]. These theorems allow us to factor every order weakly compact operator
through an order continuous Banach lattice. In particular, we can apply these techniques
to strictly singular operators, because these operators are order weakly compact since they
are never an isomorphism on a subspace isomorphic to c0. Moreover, as we shall see, these
factorization have good properties with respect to domination of operators.
Other facts will play an important role in the proof of the above mentioned results; for
instance, the domination properties of disjointly strictly singular operators, developed by J.
Flores and F. L. Herna´ndez in [50], several properties of equi-integrable sets, the subsequence
splitting property and approximation results of an operator S with |S| ≤ T by elements in the
algebraic ideal generated by T , that is operators of the form
∑
iAiTBi (see Theorem 1.5.7).
This work has been published in [54]. These results are also related with open questions in
spectral theory, such as the domination problem for Riesz operators (those sharing the spectral
properties of compact operators). This is because if 0 ≤ R ≤ T : E → E with T Riesz and
strictly singular, then by the previous theorem R4 is strictly singular, and so R is Riesz. More
results along this line can be found in [103] and [112].
Furthermore, part of Chapter 7 is involved with the power and domination problems of
Banach-Saks operators. Recall that an operator between Banach spaces T : X → Y is Banach-
Saks whenever every bounded sequence (xn) in X has a subsequence whose image under T is
Cesa`ro convergent, that is the sequence of arithmetic means ( 1
N
∑N
k=1 T (xnk)) converges in the
norm of Y . The results obtained are the following:
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Theorem 4. Let E and F be Banach lattices with F order continuous. If 0 ≤ R ≤ T :
E → F and T is Banach-Saks, then R is also Banach-Saks.
Theorem 5. Let E be a Banach lattice and 0 ≤ R ≤ T : E → E. If T is Banach-Saks,
then R2 is also Banach-Saks.
These theorems improve previous results by J. Flores and C. Ruiz in [55]. Moreover, we will
show that these are optimal adapting some known examples. This work has been published in
[56].
Apart from domination and power problems, strictly singular operators are one of the main
subject of this memoir. Thus, from Chapter 2 to Chapter 6, several properties of this class
of operators between Banach lattices are presented. Namely, in Chapter 3, some charac-
terizations of strictly singular operators in terms of disjointly strictly singular and `2-singular
operators are studied. Recall that an operator T : E → Y from a Banach lattice into a Banach
space is called disjointly strictly singular if it is not an isomorphism on the span of any disjoint
sequence in E. This class was introduced by F. L. Herna´ndez and B. Rodr´ıguez-Salinas in [70],
in connection with the study of `p-complemented copies in function spaces. Moreover, these
operators have turned out to be a useful tool in the study of strictly singular operators between
Banach lattices, for instance in the domination and power problems [51], and when comparing
structures of rearrangement invariant spaces, see the work by F. L. Herna´ndez, V. M. Sa´nchez
and E. Semenov in [71]. Properties of disjointly strictly singular operators have been deeply
studied by J. Flores and F. L. Herna´ndez in [49], [50] and [67]. The results in Chapter 3
show the importance of disjointly strictly singular operators and its close relation with strictly
singular operators.
The results presented in Chapter 3 are motivated by the following fact: an endomorphism
on Lp = Lp[0, 1], for 1 ≤ p < ∞, is strictly singular if and only if it is both `p-singular
and `2-singular (see the works of V. Milman [96] and L. Weis [132]). In other words, an
endomorphism T : Lp → Lp is strictly singular if and only if T is disjointly strictly singular
and `2 singular. Recall that an operator is called `p-singular if it is not an isomorphism on
any subspace isomorphic to `p. In [74] more recent results about `p-singular operators can be
found.
Our aim in Chapter 3 is to find an extension of this principle to more general Banach
lattices. Precisely, we will prove the following:
Theorem 6. Let E and F be Banach lattices such that E has finite cotype and F satisfies
a lower 2-estimate. An operator T : E → F is strictly singular if and only if it is disjointly
strictly singular and `2-singular.
Furthermore, for the class of regular operators (i.e. those which are difference of positive
operators) the previous characterization is still valid under weaker assumptions:
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Theorem 7. Let E and F be Banach lattices such that E has finite cotype and F is order
continuous. A regular operator T : E → F is strictly singular if and only if T is disjointly
strictly singular and `2-singular.
Both theorems will be obtained from the following fact that in addition allows us to connect
strictly singular and AM-compact operators.
Theorem 8. Let E be a Banach lattice with finite cotype, Y a Banach space and T : E → Y
an operator. If T is disjointly strictly singular and AM-compact, then T is strictly singular.
Recall that an operator T : E → Y from a Banach lattice to a Banach space is called
AM-compact if the image of every order interval is a relatively compact set.
We will also show by means of an involved example that the hypothesis in the previous
theorems cannot be weakened, in the sense that Theorem 6 is not true if the lattice F satisfies
a lower q-estimate for some q > 2. To this end we will consider the Banach lattice Lr(`q), whose
elements are sequences x = (x1, x2, . . .) of functions in Lr such that
‖x‖Lr(`q) = sup
n
∥∥∥( n∑
i=1
|xi|q
)frac1q∥∥∥
Lr
<∞.
Theorem 9. Let 1 < r < p < s < 2 < q < ∞. There exists an operator T : Lp → Lr(`q)
which is `p-singular and `2-singular, but not `s-singular.
In particular, the operator T is strictly singular and `2-singular but not strictly singular.
The proof of this theorem will involve several technical lemmas which deal with estimates
for independent, identically distributed random p-stable variables based on results of W. B.
Johnson, B. Maurey, G. Schechtman and L. Tzafriri in [73].
Par of the work presented in this chapter has been done during a visit to the University of
Missouri-Columbia in fall 2006 under the supervision of N. Kalton.
A different question, that will be considered in Chapter 4, is the invariant subspace problem
for strictly singular operators. It is well known that the invariant subspace problem consists in
determining if an operator T : X → X in a Banach space X, has always a non-trivial invariant
subspace Y ⊂ X (i.e. Y 6= {0}, X) such that T (Y ) ⊂ Y . This problem was solved in the
negative by P. Enflo in [42], and simplified by C. Read in [114], who even gave an example
of an operator in `1 without invariant subspaces [115]. However, the problem remains open
for operators in reflexive spaces, or even the apparently simpler case of operators on a Hilbert
space. Moreover, there are also various conjectures for several distinguished classes of operators
(see [5]), such as adjoint operators, and, the most interesting case for us, positive operators.
The invariant subspace problem for positive operators has been mainly studied by Y.
Abramovich, C. Aliprantis and O. Burkinshaw in [3] and [4]. In these papers, the authors
show that a positive operator in `p with 1 ≤ p < ∞, which is quasinilpotent at some posi-
tive element x ∈ `p, always has an invariant subspace (which is in fact an ideal of `p). More
22 INTRODUCTION
generally, if B : E → E is a positive operator in a Banach lattice E, and there exists another
positive operator S : E → S such that SB ≤ BS, S is quasinilpotent at some x ∈ E+ and S
dominates a non-null compact operator, then B has a non-trivial invariant ideal.
It is well known that every compact operator on a Banach space has a non-trivial invariant
subspace (the proof of this fact in Hilbert spaces was first given by J. Von Neumann and its
extension for Banach spaces is due to N. Aronszajn and K. T. Smith [15]). Moreover, a big class
of operators related to compact operators also have invariant subspaces, for instance, so does
every operator commuting with a compact operator, as was proved by V. I. Lomonosov [88].
Hence, a natural question is wether this fact can be extended to strictly singular operators,
which are in a certain sense close to the class of compact operators. However, C. Read gave
in [116] an example of a strictly singular operator without invariant subspaces. Despite this
fact, for positive strictly singular operators we will provide a positive answer to the invariant
subspace problem in a wide class of Banach lattices (those with the R-condition, see Section 1
of Chapter 4), that for instance contains the lattices with finite cotype. Thus, the main result
in Chapter 4 is the following:
Theorem 10. Let E be a Banach lattice with the R-condition. If T : E → E is a positive,
strictly singular operator, then T has an invariant subspace.
In addition, in Section 4 of Chapter 4, we will introduce the class of SS-friendly operators
which is analogous to the class of compact-friendly operators introduced by Y. Abramovich,
C. Aliprantis and O. Burkinshaw in [4], and we will prove positive results for operators in this
class. In particular, we will show that in a Banach lattice with the R-condition, every positive
operator commuting with a strictly singular operator has an invariant subspace. To this end
we will study the left semi-commutant of an operator
|T 〉 = {S ≥ 0 : ST ≥ TS}.
Moreover, Theorem 4.3.8 on |T 〉 has been recently used and extended in an analogous way to
the left semi-commutant 〈T | by H. Gessesse in [59].
The work presented in this chapter has been published as a joint work with J. Flores and
V. G. Troistky in [57].
We will continue in Chapter 5 extending a result by V. Milman on products of strictly
singular operators on Lp spaces (see [95], [96]). V. Milman proved that every strictly singular
operator on Lp(0, 1) has compact square. The main result in this chapter extends this theorem
for strictly singular operators in a bigger class of Banach lattices that have a structure similar
to that of Lp spaces. Precisely, we will say that a Banach lattice is disjointly homogeneous
whenever every two disjoint sequences share an equivalent subsequence. Notice that this class
contains the Lorentz spaces Lp,q(0, 1) and some Orlicz spaces Lϕ(0, 1), as well as other not so
classical spaces such as Tsirelson’s space. The main result of this chapter is the following:
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Theorem 11. Let E be a disjointly homogeneous Banach lattice with finite cotype. If
T : E → E is strictly singular, then T 2 is compact.
See also the work by G. Androulakis, P. Dodos, G. Sirotkin and V. G. Troitsky in [13], for
other results in a similar direction.
We will also obtain results for more particular kinds of disjointly homogeneous Banach lat-
tices. We just mention that for 1 ≤ p <∞, a Banach lattice is called p-disjointly homogeneous
if every disjoint normalized sequence has a subsequence equivalent to the unit vector basis of
`p.
Theorem 12. Let E be a 2-disjointly homogeneous Banach lattice. If T : E → E is strictly
singular, then T is compact.
Theorem 13. Let E be a 1-disjointly homogeneous Banach lattice. If T : E → E is strictly
singular, then T is Dunford-Pettis.
After showing applications of these general results to the study of strictly singular operators
on Lorentz and Orlicz spaces, we provide some examples showing that the previous theorems
cannot be extended much further. In particular, we construct an Orlicz space Lϕ and a strictly
singular operator T : Lϕ(0, 1)→ Lϕ(0, 1) such that no power T n is a compact operator.
Finally, we study the duality relation of strictly singular operators in Lorentz spaces Lp,q.
Recall that in general the class of strictly singular operators is not closed under taking adjoints.
However, for operators between Lp spaces this is true [132]. In particular, we prove the following
result that complements a theorem of L. Weis for operators on Lp spaces [132].
Theorem 14. Let T : Lp,q → Lp,q with 1 < p < 2 and q /∈ (p, 2), or 2 < p < ∞ and
q /∈ (2, p), or p = 2 and 1 < q <∞. The following are equivalent:
(1) T is strictly singular.
(2) T is {`2, `q}-singular.
(3) There does not exist a subspace M ⊂ Lp,q, isomorphic to `2 or `q, such that T (M) is
complemented in Lp,q and the restriction T |M is an isomorphism.
(4) T ∗ is strictly singular.
(5) T ∗ is {`2, `q′}-singular.
Notice that the relation between p and q is a necessary hypothesis as will be shown in
Example 5.5.3.
Next, Chapter 6 is devoted to the study of certain properties of operators between vector
valued lattices of the kind E(X). Recall that given a Banach lattice of functions over some
measure space (Ω,Σ, µ), and a Banach space X, E(X) is defined as the space of functions
f : Ω → X such that the function ω 7→ ‖f(ω)‖X belongs to the lattice E. Clearly, E(X) is a
vector-valued Banach lattice equipped with the norm ‖f‖E(X) = ‖‖f(·)‖X‖E.
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The relations between properties of E(X) and those of E and X have been the object of
study by several authors. For instance, S. Kwapien, in [82], proved that X contains a subspace
isomorphic to c0 if and only if L1(X) has the same property; in a similar spirit, J. Bourgain
[26] and G. Pisier [110] proved independently that X contains a subspace isomorphic to `1 if
and only if so does Lp(X), for any 1 < p <∞. More recently, W. Hensgen in [66] has proved,
among other facts, that E(X) contains a subspace isomorphic to c0 if and only if E or X have
this property. Analogously, G. Emmanuele in [41], and L. Drewnowski and I. Labuda in [39],
have studied under which conditions these spaces contain subspaces isomorphic to `∞, and
more recently, P. Dowling and N. Randranantoanina in [38]have obtained similar results on
asymptotic isometric copies of c0 or `1. Besides, there are some relevant results about weakly
compact sets in L1(X) due to M. Talagrand in [128], and in the same line we can find recent
results by M. Nowak in [100], [101] and [102].
The work presented in Chapter 6 extends some of these properties to the context of opera-
tors. Thus, given an operator T : X → Y between Banach spaces, we will study the extended
operator TE : E(X) → E(Y ) defined by TE(f)(ω) = T (f(ω)) for f ∈ E(X) and ω ∈ Ω. Our
main results are the following:
Theorem 15. Let E be a Banach lattice which does not contain an isomorphic copy of c0 and
T : X → Y be an operator between Banach spaces. If the extended operator TE : E(X)→ E(Y )
preserves an isomorphic copy of c0, then so does T : X → Y .
Theorem 16. Let E be an order continuous Banach lattice such that E∗ is also order
continuous, and T : X → Y be an operator between Banach spaces. If the extended operator
TE : E(X)→ E(Y ) preserves an isomorphic copy of `1, then so does T : X → Y .
Simple examples show that the hypothesis on the lattice E are in both cases needed.
This results can be applied to obtain an extension to the setting of operators of a theorem
by J. Hoffmann-Jørgensen [72], which is connected with convergence of martingales, and so
with the Radon-Nykodim property.
As we mentioned above, last two Chapters are not related to strictly singular operators,
while they focus in factorization properties of operators between Banach lattices, which have
proved to be a recurring topic throughout this work. In Chapter 7, besides considering the
already mentioned power and domination problems for Banach-Saks operators, we study the
problem of factorization of positive Banach-Saks operators through Banach lattices with the
Banach-Saks property. This fact is known for the Banach space case, in which B. Beauzamy [19]
proved that every Banach-Saks operator factors through a Banach space with the Banach-Saks
property. For positive operators between Banach lattices our main result is the following:
Theorem 17. Let T : E → F be a positive Banach-Saks operator between Banach lattice
E and F , with F order continuous. Then there exist a Banach lattice G with the Banach-Saks
property, and operators T1 : E → G, T2 : G→ F such that T = T2T1.
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This theorem is connected with the following question: Does every positive compact op-
erator factor through a reflexive Banach lattice? This question still remains open, and only
partial results due to C. Aliprantis and O. Burkinshaw in [11] are known. However, for weakly
compact operators, M. Talagrand, in [129], gave an example of a positive, weakly compact
operator from `1 to C(0, 1) that cannot factor through a reflexive Banach lattice. This example
will be used in Chapter 7 to show that Theorem 17 is in a sense optimal.
In Chapter 8 we present two constructions to factor p-convex (respectively q-concave)
operators through p-convex (resp. q-concave) Banach lattices. Moreover, starting from the
duality between convexity and concavity, the relation between the factorization of an operator
and its adjoint is studied. The results here obtained can be seen in some sense as a generalization
of the factorization of order weakly compact operators by order continuous Banach lattices due
to N. Ghoussoub and W. B. Johnson [61]. The motivation stems from results of J. L. Krivine
on factorization of operators which are both p-convex and p-concave through spaces Lp [81].
In this direction, we obtain factorization properties or operators which are both p-convex and
q-concave:
Theorem 18. Let E and F be Banach lattices and T : E → F be a p-convex and q-concave
operator (1 ≤ p, q ≤ ∞). For every θ ∈ (0, 1), we can factor T in the following way
E
T //
φθ

F
Eθ
Rθ // Fθ
ϕθ
OO
where φθ and ϕθ are lattice homomorphisms, Eθ is (
q
1−θ )-concave and Fθ is (
p
θ+(1−θ)p)-convex.
The proof of this result relies on some interpolation techniques, which have turned out to be
a constant in factorization problems. Precisely, we generalize a result of V. A. Sestakov [126]
about comparison between the first complex interpolation method [X0, X1]θ and Caldero´n-
Lozanovskii’s construction X
(1−θ)
0 X
θ
1 . In the literature, these theorems are considered only in
the setting of Banach lattices of measurable functions, hence we will need to generalize them
to abstract Banach lattices.
Recall that the complex methods of interpolation [X0, X1]θ and [X0, X1]
θ are defined for a
compatible pair of complex Banach spaces (X0, X1), that is, two spaces for which there exist
continuous inclusions in a topological vector space ij : Xj ↪→ X for j = 0, 1. This construction
turns out to be an interpolation method (see [28]). However, the construction of Caldero´n-
Lozanovskii X
(1−θ)
0 X
θ
1 is defined for Banach lattices which have to be compatible in a more
precise sense. Namely, we will say that two Banach lattices E0, E1 form a compatible pair of
Banach lattices, if there exists a Riesz space (topological vector lattice) X, and continuous
inclusions ij : Ej → X for j = 0, 1, which are interval preserving lattice homomorphisms.
Notice that a posteriori, we can suppose that X is a Banach lattice, since by the hypothesis on
the inclusions the sum E0 + E1 is a Banach lattice.
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In this context we can consider the space of Caldero´n-Lozanovskii E
(1−θ)
0 E
θ
1 , as the set of
elements x ∈ E0 + E1 such that |x| ≤ |x0|1−θ|x1|θ with x0 ∈ E0 and x1 ∈ E1. The space
E
(1−θ)
0 E
θ
1 is a Banach lattice equipped with the norm
‖x‖ = inf{λ > 0 : |x| ≤ λ|x0|1−θ|x1|θ, with ‖x0‖E0 ≤ 1, ‖x1‖E1 ≤ 1}.
It is important to have in mind that this space in general does not satisfy an interpolation
theorem ([90],[91]), although this can be obtained if the lattice are “good” enough. In general,
without extra assumptions on the Banach lattices, the construction of Caldero´n-Lozanovskii
constitutes an interpolation method for positive operators.
I would like to finish this introduction thanking all the people that have helped me in this
project. First of all: my Thesis advisors, Francisco Herna´ndez and Julio Flores, whose support
and encouragement have made this Thesis possible, since with patience and sympathy they
have guided me throughout these years, sharing good and bad times. Let me also thank all
the people of the Departamento de Ana´lisis Matema´tico of the Universidad Complutense de
Madrid that have somehow contributed to this work. Moreover, I want to thank for the warm
welcome of the Department of Mathematics of the University of Missouri-Columbia and the
Equipe d’Analyse Fonctionnelle of the Universite´ Paris VI/Paris VII.
Last, but not least, I want to thank my parents and Idoia for all their constant support
and the faith they have always put in me. Without a doubt, it is because of them that I have
achieved this goal.
CHAPTER 1
Preliminary results
1. Basic facts
In this Chapter we present the most common definitions regarding Banach lattices and
operators between them, as well as several well-known results that will be used throughout the
text.
Definition 1.1.1. A partially ordered Banach space E over R is a Banach lattice provided
(1) x ≤ y implies x+ z ≤ y + z, for every x, y, z ∈ E,
(2) λx ≥ 0, for every x ≥ 0 in E and every real number λ ≥ 0,
(3) for every x, y ∈ E there exist a least upper bound x ∨ y, and a greatest lower bound
x ∧ y in E,
(4) if |x| denotes x ∨ (−x), then ‖x‖ ≤ ‖y‖ whenever |x| ≤ |y|.
The set E+ = {x ∈ E : x ≥ 0} is called the positive cone of E. We also define the positive
and negative part of x ∈ E as x+ = x ∨ 0 and x− = (−x) ∨ 0, and the modulus of x as
|x| = x ∨ (−x). Two elements x, y ∈ E are called disjoint whenever |x| ∧ |y| = 0. We will
consider order intervals, [a, b] = {x ∈ E : a ≤ x ≤ b}, and we will say that a subset A ⊂ E is
order bounded when it is contained in some interval.
An operator between Banach lattices T : E → F is positive if T (x) ∈ F+ for every x ∈ E+.
We will say that T is regular if it can be written as a difference of two positive operators.
Moreover, given two positive operators R, T : E → F , we will say that T dominates R (R ≤ T )
whenever the operator T − R is positive, that is R(x) ≤ T (x) for every x ∈ E+. We will
denote the class of positive operators by L(E,F )+, and that of regular operators by Lr(E,F ).
An operator T : E → F will be called a lattice homomorphism if |T (x)| = T (|x|) for every
x ∈ E, and we will say that E and F are order isomorphic if there exists a bijective lattice
homomorphism T : E → F whose inverse T−1 is also a lattice homomorphism. Finally,
T ∈ Lr(E,F ) will be called interval preserving if T ([0, x]) = [0, Tx] for every x ∈ E+.
A closed subspace X of a Banach lattice E is called a sublattice if x ∧ y and x ∨ y belong
to X, for every x, y ∈ X. A subset A ⊂ E will be called solid if x ∈ A whenever |x| ≤ |y| and
y ∈ A. If a sublattice of E is also solid, then it is called an ideal of E. Moreover, if an ideal
I ⊂ E satisfies that every order bounded set A ⊂ I has its supremum in I, then I is a band.
Given a band B, if there exists a projection P : E → B such that 0 ≤ P (x) ≤ x for every
x ∈ E+, then B is called a projection band.
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Definition 1.1.2. An element e ∈ E+ is called a strong unit if Ee = E (where Ee denotes
the non-closed ideal generated by e, i.e. Ee =
⋃
n[−ne, ne]), it is a weak unit if Be = E (where
Be denotes the band generated by e), and it is called quasi-interior point if Ee is norm dense
in E.
We clearly have the following implications:
Strong unit ⇒ Quasi− interior point ⇒ Weak unit
whose converse are in general not true.
2. Order continuous Banach lattices
Definition 1.2.1.
• A Banach lattice E is order complete (respectively σ-order complete) if every order
bounded set (resp. sequence) in E has a lower upper bound.
• A Banach lattice E is order continuous (resp. σ-order continuous) if every downward
directed set (resp. sequence) {xi}i∈I in E with
∧
i∈I xi = 0 satisfies, limi ‖xi‖ = 0.
There exist a big deal of characterizations of order continuity on Banach lattices. We present
next some of them, whose proofs can be found for instance in [12], [94], or [138].
Theorem 1.2.2. Given a Banach lattice E, the following are equivalent:
(1) E is order continuous,
(2) Every monotone order bounded sequence of E is convergent.
(3) E is σ-order complete and σ-order continuous.
(4) Every order bounded disjoint sequence in E is norm convergent to zero.
(5) For every x ∈ E+, the order interval [−x, x] is weakly compact.
(6) Every closed ideal of E is a band.
(7) Every closed ideal of E is the range of a positive linear projection.
(8) Every disjoint sequence (x∗n) in the unit ball of E
∗ is weak*-convergent to zero.
(9) E is an ideal of E∗∗.
Similar characterizations hold for the order continuity of the dual of a Banach lattice.
Theorem 1.2.3. Given a Banach lattice E, the following are equivalent:
(1) E∗ is order continuous.
(2) Every disjoint sequence (xn) in the unit ball of E is weak-convergent to zero.
(3) E does not contain any sublattice isomorphic to `1.
(4) E∗ does not contain any subspace isomorphic to c0.
(5) The band generated by E in E∗∗ coincides with E∗∗.
Recall that in an order continuous Banach lattice there are plenty of unconditional basic
sequences (see [87, Theorem 1.c.9]):
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Proposition 1.2.4. Every infinite dimensional subspace of an order continuous Banach
lattice contains a subspace with an unconditional basis.
A Banach lattice is called KB-space if every bounded monotone sequence is convergent.
Clearly, every KB-space is order continuous. Moreover, we have the following (see [87, pp. 6-8
and 34-35]).
Proposition 1.2.5. Let E be a Banach lattice. The following are equivalent:
(1) E is a KB-space.
(2) E does not contain a subspace isomorphic to c0.
(3) E does not contain a sublattice isomorphic to c0.
(4) E is a band in its bidual E∗∗.
(5) E is weakly sequentially complete.
We will also use the following well known characterization of reflexive Banach lattices (see
[12, Theorem 14.23] and [87, Theorem 1.c.5]).
Theorem 1.2.6. A Banach lattice E is reflexive if and only if no subspace of E is isomorphic
to c0 or `1, if and only if no sublattice of E is lattice isomorphic to c0 or `1.
We present now a very useful representation theorem for order continuous Banach lattices
(cf. [87, Theorem 1.b.14]):
Theorem 1.2.7. Let E be an order continuous Banach lattice with a weak unit. There exist
a probability space (Ω,Σ, µ), an (in general not closed) ideal E˜ of L1(Ω,Σ, µ) and a lattice norm
‖ · ‖E˜ on E˜ such that
(1) E is order isometric to (E˜, ‖ · ‖E˜).
(2) E˜ is dense in L1(Ω,Σ, µ) and L∞(Ω,Σ, µ) is dense in E˜.
(3) ‖f‖1 ≤ ‖f‖E˜ ≤ 2‖f‖∞, whenever f ∈ L∞(Ω,Σ, µ).
(4) The dual of the isometry given in (1) maps E∗ onto the Banach lattice E˜∗ of all µ-
measurable functions g for which
‖g‖E˜∗ = sup
{∫
Ω
fgdµ : ‖f‖E˜ ≤ 1
}
<∞.
The value taken by the functional corresponding to g at f ∈ E˜ is ∫
Ω
fgdµ.
For practical purposes the existence of a weak unit is usually replaced by separability. This
is because if (xn) denotes a dense sequence in the ball of a separable Banach lattice E, then
e =
∑∞
n=1
|xn|
2n
is clearly a quasi-interior point, so in particular it is a weak unit.
Throughout the text we will also make use of the Kadecˇ-Pe lczyn´ski disjointification method
in the setting of order continuous Banach lattices (see [47]). Recall that by Theorem 1.2.7,
an order continuous Banach lattice E with weak unit can be assumed to be included in some
L1(Ω,Σ, µ), so denote this inclusion by i : E ↪→ L1(Ω,Σ, µ)
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Theorem 1.2.8. Let X be any subspace of an order continuous Banach lattice E with weak
unit. Then, either
(1) X contains an almost disjoint normalized sequence, that is , there exist a normalized
sequence (xn) ⊂ X and a disjoint sequence (zn) ⊂ E such that ‖zn − xn‖ → 0, or,
(2) X is strongly embedded. Precisely, the inclusion i|X restricted to X is an isomorphism.
Note that more can be said if instead of a subspace we consider a normalized sequence
(xn) ⊂ X; now the alternative is
(1) either (‖xn‖L1) is bounded away from zero,
(2) or there exist a subsequence (xnk) and a disjoint sequence (zk) ⊂ X such that
‖zk − xnk‖ −→
k→∞
0.
Apart from Theorem 1.2.7, there are other well-known representation theorems for abstract
Banach lattices due to S. Kakutani. Recall that for 1 ≤ p <∞, a Banach lattice E is called an
abstract Lp space (or in short, AL-space in the case p = 1), if ‖x+ y‖p = ‖x‖p + ‖y‖p for every
x, y ∈ E with x∧ y = 0. Analogously, E is called an abstract M space (or AM-space in short),
if ‖x + y‖ = max(‖x‖, ‖y‖), whenever x, y ∈ E satisfy x ∧ y = 0. The proofs of the following
theorems can be found in [87, 1.b]:
Theorem 1.2.9. For 1 ≤ p < ∞, an abstract Lp space E is order isometric to an Lp(µ)
space over some measure space (Ω,Σ, µ). If E has a weak unit, then µ can be chosen to be a
finite measure.
Theorem 1.2.10. Any AM-space E is order isometric to a sublattice of a C(K) space,
for some compact Hausdorff space K. If, in addition, E has a strong unit, then E is order
isometric to a C(K) space.
The importance of these theorems in Banach lattice theory is clear. As a consequence of
the second one, we obtain a local representation of Banach lattices which is useful in many
applications. Indeed, for any positive element u in a Banach lattice E, the ideal Eu generated
by u is an AM-space under the norm
‖x‖∞ = inf{λ ≥ 0 : |x| ≤ λu}.
Hence, according to Theorem 1.2.10 it is order isometric to a space C(K) for some compact
Hausdorff space K. This allows us to represent the elements in Eu as “real” functions and
operate with them as usual.
3. Convexity, concavity, and related notions
Recall that the functional calculus of J. L. Krivine allows us to translate an inequality that
holds for the real numbers to the same inequality for elements in a Banach lattice. In particular,
this can be used to give a meaning to expressions of the form
( n∑
i=1
|xi|p
)1/p
in a general Banach
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lattice, which will be needed for the following notions (see the discussion in[87] around Theorem
1.d.1).
Given a Banach lattice E and a Banach space X, an operator T : E → X is q-concave for
1 ≤ q ≤ ∞, if there exists a constant M <∞ so that( n∑
i=1
‖Txi‖q
) 1
q ≤M
∥∥∥( n∑
i=1
|xi|q
) 1
q
∥∥∥, if 1 ≤ q <∞,
or
max
1≤i≤n
‖Txi‖ ≤M
∥∥∥ n∨
i=1
|xi|
∥∥∥, if q =∞,
for every choice of vectors (xi)
n
i=1 in E (cf. [87, 1.d]). The smallest possible value of M is
denoted by M(q)(T ).
Similarly, an operator T : X → E is p-convex for 1 ≤ p ≤ ∞, if there exists a constant
M <∞ such that ∥∥∥( n∑
i=1
|Txi|p
) 1
p
∥∥∥ ≤M( n∑
i=1
‖xi‖p
) 1
p
, if 1 ≤ p <∞,
or ∥∥∥ n∨
i=1
|Txi|
∥∥∥ ≤M max
1≤i≤n
‖xi‖, if p =∞,
for every choice of vectors (xi)
n
i=1 in X. The smallest possible value of M is denoted by M
(p)(T ).
Recall that a Banach lattice is q-concave (resp. p-convex) whenever the identity operator is
q-concave (resp. p-convex).
Recall that a Banach space X has cotype q for some 2 ≤ q < ∞ if there exist a constant
C <∞ so that, for every finite set of vectors (xj)nj=1 in X, we have( n∑
j=1
‖xj‖q
) 1
q
≤ C
∫ 1
0
∥∥∥∥ n∑
j=1
rj(t)xj
∥∥∥∥dt,
where rj denotes the j
th Rademacher function. Analogously, we say that X has type p for some
1 < p ≤ 2, if there exists a constant C <∞ o that, for every finite set of vectors (xj)nj=1 in X,
we have ∫ 1
0
∥∥∥∥ n∑
j=1
rj(t)xj
∥∥∥∥dt ≤ C( n∑
j=1
‖xj‖p
) 1
p
.
A Banach lattice E satisfies an upper p-estimate for some 1 < p < ∞ if there exists a
constant M <∞, such that for every choice of pairwise disjoint elements (xj)nj=1 in E, we have∥∥∥∥ n∑
j=1
xj
∥∥∥∥ ≤M( n∑
j=1
‖xj‖p
) 1
p
.
In a similar way, we say that E satisfies a lower q-estimate for some 1 < q <∞ if there exists
a constant M < ∞, such that for every choice of pairwise disjoint elements (xj)nj=1 in E, we
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have ( n∑
j=1
‖xj‖q
)1/q
≤M
∥∥∥∥ n∑
j=1
xj
∥∥∥∥.
The relations between these notions have been deeply studied. Recall that for 1 ≤ p ≤ ∞
an operator T is p-convex (respectively p-concave) if and only if its adjoint T ∗ is q-concave
(respectively q-convex), where 1
q
+ 1
p
= 1, (see [87, Proposition 1.d.4]). Similarly, for 1 < p <∞,
a Banach lattice E satisfies an upper, respectively, lower p-estimate, if and only if its dual E∗
satisfies a lower, respectively, upper q-estimate, where 1
p
+ 1
q
= 1 (see [87, Proposition 1.f.5]).
The duality for type and cotype is not so satisfactory in general, since for instance X = c0 is
of no type p > 1 while X∗ = `1 is of cotype 2. However, we have that if X is a Banach space
of type p for some p > 1, then its dual X∗ is of cotype q, with 1
p
+ 1
q
= 1 (see [87, Proposition
1.e.17]).
Notice that it is clear that a p-convex (respectively p-concave) Banach lattice always satisfies
an upper (respectively lower) p-estimate. Although, in general, the converse is not true, it holds
that if a Banach lattice E satisfies an upper, respectively, lower r-estimate for some 1 < r <∞,
then it is p-convex, respectively q-concave, for every 1 < p < r < q < ∞. We will also use
frequently the fact that a Banach lattice has finite cotype if and only if it has finite concavity.
Notice also that Banach lattices with finite cotype have order continuous norm. We refer to
[87, 1.f] for the details of these questions and related ones.
The following result of B. Maurey will be repeatedly used (see [87, Theorem 1.d.6]):
Theorem 1.3.1. Let E be a q-concave Banach lattice for some q <∞. Then there exists a
constant C <∞ such that, for every sequence (xi)ni=1 of elements of E, we have
C−1
∥∥∥( n∑
i=1
|xi|2
) 1
2
∥∥∥ ≤ ∫ 1
0
∥∥∥ n∑
i=1
ri(t)xi
∥∥∥dt ≤ C∥∥∥( n∑
i=1
|xi|2
) 1
2
∥∥∥,
where (ri)
n
i=1 denote the Rademacher functions on [0, 1].
4. Equi-integrable sets in Banach lattices
A bounded subset A of a Banach lattice E is said to be L-weakly compact if ‖xn‖ → 0
for every disjoint sequence (xn) contained in the solid hull of A. Equivalently, A is L-weakly
compact if for every ε > 0 there exists x ∈ Ea+ such that A ⊂ [−x, x] + εBE (Ea denotes the
maximal order ideal in E on which the induced norm is order continuous, and BE denotes the
closed unit ball of E). A subset M of an order continuous Banach lattice of functions over a
measure space (Ω,Σ, µ) (see Theorem 1.2.7) is equi-integrable if
sup
f∈M
‖fχA‖ → 0 when µ(A)→ 0.
We will make use of the following standard facts (cf. [51] and [94, §3.6]):
Proposition 1.4.1. Every L-weakly compact subset A of a Banach lattice E is relatively
weakly compact. If E is an AL-space the converse also holds.
4. EQUI-INTEGRABLE SETS IN BANACH LATTICES 33
Lemma 1.4.2. Let E be a Banach lattice with order continuous norm and a weak unit, and
hence representable as an order ideal in L1(Ω,Σ, µ) for some probability space (Ω,Σ, µ).
a) A bounded subset of E is equi-integrable if and only if it is L-weakly compact.
b) A norm bounded sequence (gn) in E is convergent to zero if and only if (gn) is equi-
integrable and ‖ ‖1-convergent to zero.
Proof. The proof of (a) is straightforward. For (b), notice that if (gn) is convergent to
zero in E, then it is clearly equi-integrable and convergent in L1. For the converse, take an
equi-integrable sequence (gn), such that ‖gn‖1 tends to zero, and let ε > 0. By hypothesis,
there exists δ > 0 such that ‖χAgn‖E < ε2 for all n and for every set A ∈ Σ with µ(A) < δ.
Moreover, since (gn) is bounded in E, there exists α > 0 such that µ{ω : |gn(ω)| > α} < δ for
every n. Hence, ‖χAngn‖E ≤ ε2 for every n, where An = {ω : |gn(ω)| > α}.
On the other hand, since ‖gn‖1 → 0, there exists a subsequence such that (gnk) → 0
µ-almost everywhere. Let
hj = sup k ≥ j|χΩ\Ankgnk |.
Clearly, the sequence is bounded by α and decreases to zero. Hence, by the order continuity of
E, we have ‖hj‖E → 0 (see Theorem 1.2.2). In particular, we can consider i ∈ N large enough
so that ‖χΩ\Anigni‖E ≤ ε2 . Thus, we obtain
‖gni‖E ≤ ‖χAnigni‖E + ‖χΩ\Anigni‖E ≤
ε
2
+
ε
2
= ε.
This finishes the proof. 
Lemma 1.4.3. Let T be a regular operator from a Banach lattice E into a Banach lattice F
with order continuous norm. If A ⊂ E is L-weakly compact, then T (A) is L-weakly compact.
Proof. Let ε > 0. By hypothesis, there exists x ∈ Ea+, such that
A ⊆ [−x, x] + ε‖T‖BE.
Note that since F is order continuous, it is in particular Dedekind complete, so Lr(E,F ) is a
Dedekind complete vector lattice (cf. [94, Theorem 1.3.2]). Therefore, the modulus |T | exists,
and clearly we have
T (A) ⊆ [−|T |x, |T |x] + εBF ,
where |T |x ∈ F a+ = F+. Thus T (A) is L-weakly compact as claimed. 
Lemma 1.4.4. Let (Ω,Σ, µ) be a finite measure space and (fn) be a weakly convergent se-
quence in L1(µ). If (fn) converges to zero in measure, then (fn) converges to zero in the ‖ ‖1
norm.
Proof. We can assume without loss of generality that µ(Ω) = 1. The sequence (fn) is
equi-integrable since it is weakly convergent (cf. [40, Cor. IV.8.11]). Hence for every ε > 0
there exists δ > 0 such that ‖χBfn‖1 < ε/2 for every integer n and every B ∈ Σ with µ(B) < δ.
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Consider Bn = {t ∈ Ω : |fn(t)| > ε/2}. By assumption there exists an integer n0 such that
µ(Bn) < δ for n ≥ n0. Thus, for n ≥ n0 we have
‖fn‖1 =
∫
Bn
|fn|+
∫
Ω\Bn
|fn| ≤ ‖χBnfn‖1 +
ε
2
µ(Ω\Bn) < ε.

The following Theorem gives some characterizations of equi-integrable sets in L1 (see [139,
III.C.12]).
Theorem 1.4.5. Let µ be a probability measure and let S be a bounded subset of L1(µ).
The following are equivalent:
(1) S is not relatively weakly compact in L1(µ).
(2) S is not equi-integrable.
(3) there exists an ε > 0 such that for every integer N there exist N disjoint sets A1, . . . , AN
such that
sup
{∫
An
|f |dµ : f ∈ S
}
≥ ε, n = 1, 2, . . . , N.
(4) there exists a basic sequence (fn) ⊂ S equivalent to the unit vector basis in `1.
A Banach lattice X with an order continuous norm satisfies the subsequence splitting prop-
erty ([73] and [134]) if for every bounded sequence (fn) in X there exist a subsequence (fnk)
and sequences (gk) , (hk) in X with |gk| ∧ |hk| = 0 and fnk = gk + hk for all k, such that (gk)
is equi-integrable in X, and (hk) is disjoint. It is known that every Banach lattice with finite
cotype has the subsequence splitting property (see [73] or [134]).
5. Operators on Banach lattices
Given a Banach lattice E and a Banach space Y , an operator T : E → Y is order weakly
compact if T [−x, x] is relatively weakly compact for every x ∈ E+.
An operator T : E → Y is order weakly compact if it is not an isomorphism on the span
of a positive, disjoint, order bounded sequence of E equivalent to the unit basis of c0 (see
[94, Corollary 3.4.5]). Similarly, if X is a Banach space and F a Banach lattice, an operator
T : X → F has an order weakly compact adjoint T ∗ if and only if T is not an isomorphism on
any subspace M ⊂ X isomorphic to `1 such that T (M) is a complemented subspace of F (see
[94, Theorem 3.4.14]).
We recall now two basic constructions of factorization for positive operators (see [61, The-
orems I.2 and I.6] and [12, §5.2]).
Theorem 1.5.1. Let E1, E2 be Banach lattices and operators 0 ≤ R ≤ T : E1 → E2. There
exist a Banach lattice F , a lattice homomorphism φ : E1 → F and operators 0 ≤ RF ≤ T F
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such that T = T Fφ and R = RFφ:
E1
φ   A
AA
AA
AA
T //
R
//_______ E2
F
TF
>>}}}}}}} RF
>>}
}
}
}
Moreover, F is order continuous if and only if T : E1 → E2 is order weakly compact.
Theorem 1.5.2. Let E1, E2 be Banach lattices and operators 0 ≤ R ≤ T : E1 → E2. There
exist a Banach lattice G, a lattice homomorphism ψ : G → E2 and operators 0 ≤ RG ≤ TG
such that T = ψTG and R = ψRG:
E1
T //
R
//_______
TG
  A
AA
AA
AA
RG   A
A
A
A
E2
G
ψ
>>}}}}}}}
Moreover G∗ is order continuous if and only if T ∗ : E∗2 → E∗1 is order weakly compact.
Notice that the Banach lattice F is obtained by completing the normed lattice E1/I where
I = {x ∈ E1 : T |x| = 0}, under the norm qT (x+ I) = ‖T |x|‖. On the other hand, the Banach
lattice G is obtained by interpolating E2 with its norm and the Minkowski functional of the
solid convex hull of T (BE1). Notice that we have included here the version of these theorems
that is more suitable for the setting of domination theorems, in general the operator T need
not be positive. See [61] for details.
Recall that an operator T : E → X from a Banach lattice to a Banach space is AM-compact,
whenever T [−x, x] is a relatively compact set for every x ∈ E.
The following fact is also well known.
Lemma 1.5.3. Let E be a Banach lattice and Y a Banach space. If T : E → Y is AM-
compact, then T (A) is relatively compact for any L-weakly compact set A in E.
Proof. Let A be an L-weakly compact set in E. Then for every ε > 0 there exists
xε ∈ Ea+, such that A ⊂ [−xε, xε] + εBE. Therefore, we have T (A) ⊂ T ([−xε, xε]) + ε‖T‖BE.
Since T : E → X is AM-compact, T ([−xε, xε]) is a relatively compact set in X. A standard
argument shows then that T (A) is relatively compact, and the proof is finished. 
Recall that an operator between Banach spaces T : X → Y is strictly singular (SS in
short), if it is not invertible on any (closed) infinite dimensional subspace of X. That is, for
every infinite dimensional subspace M ⊂ X, and every α > 0 there exists x ∈M such that
‖Tx‖ ≤ α‖x‖.
An operator T : X → Y is strictly singular if and only if for every infinite dimensional subspace
M ⊂ X, there exists another infinite dimensional subspace N ⊂ M such that the restriction
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T |N is a compact operator. The class of strictly singular operators forms a closed ideal in the
sense of A. Pietsch.
Given a Banach lattice E and a Banach space Y , an operator T : E → Y is called disjointly
strictly singular (DSS in short) if it is not invertible on any subspace of E generated by a
disjoint sequence. Clearly, every strictly singular operator is also disjointly strictly singular.
Although this class is not an operator ideal, it only lacks being closed by composition from the
right.
In general, given a Banach space Z we will say that an operator T : X → Y preserves an
isomorphic copy of Z if it is an isomorphism on a subspace of X isomorphic to Z. We will say
that T is Z-singular if it does not preserve an isomorphic copy of Z.
The following result about operators preserving a copy of c0 on Banach lattices will be useful
(see [61]).
Theorem 1.5.4. Given a Banach lattice E and a Banach space X, an operator T : E → X
preserves an isomorphic copy of c0 if and only if T preserves a lattice isomorphic copy of c0.
For operators preserving copies of `1, C. Niculescu [98] proved that an analogous statement
to Theorem 1.5.4 holds for positive operators T : E → F with F an order continuous Banach
lattice. More recently, Z. Chen has given in [32] some results on weakly sequentially precompact
sets in Banach lattices which yield a more general version of this theorem. First, recall that
an operator T : X → Y between Banach spaces is called weakly sequentially precompact if for
every bounded sequence (xn) in X, (Txn) has a weakly Cauchy subsequence. The following
Theorem corresponds to [32, Theorem 1.1]:
Theorem 1.5.5. Let E and F be Banach lattices, such that F is order continuous or there
exists a weak order unit of F ∗+. If T : E → F is not weakly sequentially precompact, then T
preserves a lattice isomorphic copy of `1.
Now we show how this can be used in our context.
Theorem 1.5.6. Let E and F be Banach lattices with F order continuous, and T : E → F
be a bounded operator. If T preserves an isomorphic copy of `1, then T preserves a lattice
isomorphic copy of `1.
Proof. If T preserves a copy of `1 then there is a normalized sequence (xn) such that
(xn) and (Txn) are both equivalent to the unit vector basis of `1. Therefore, (Txn) has no
weakly Cauchy subsequence. Thus, T is not weakly sequentially precompact and the required
conclusion follows from Theorem 1.5.5. 
Freudenthal’s Theorem states that, under certain conditions, an operator R, such that
|R| ≤ T , can be approximated in the sense of order by components of T (see [94, Section 1.2]).
This means that there exists a sequence (Sn)
∞
n=1 of components of T such that
0 ≤ R− Sn ≤ 1
n
T
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for each natural number n.
If the operator T has good properties, it is possible to replace the previous approximation
with order components by an approximation in norm with operators in the algebraic ideal of
T . In this direction, we say that an operator T has order continuous norm whenever every
sequence of positive operators with |T | ≥ Tn ↓ 0 in L(E,F ) satisfies ‖Tn‖ ↓ 0. We consider the
set
IT = {S ∈ L(E,F ) : there exists n ∈ N such that |S| ≤ n|T |},
and denote by Ring(T ) the closure of the set of operators in L(E,F ) of the form ∑ni=1RiTSi
with Si ∈ L(E), Ri ∈ L(F ). The following theorem shows how this concepts are related (see
[12, Theorem 5.70] for a proof).
Theorem 1.5.7. Let E be a Banach lattice which is either σ-Dedekind complete or has a
quasi-interior point, and let F be a Dedekind complete Banach lattice. If T has order continuous
norm, then
IT ⊆ Ring(T ).
The following theorem due to P. G. Dodds and D. Fremlin [37, Theorem 5.1], provides
a way to check if an operator has order continuous norm. Recall that an operator between
Banach lattices T : E → F is M-weakly compact if ‖Txn‖ → 0 for every norm bounded disjoint
sequence (xn) in E.
Theorem 1.5.8. Let E and F be Banach lattices with F Dedekind complete. An operator
T : E → F has order continuous norm if and only if it is both L- and M-weakly compact.
Another fact we will be using is the following theorem due to L. Weis in [133]. This allows
us to consider regular endomorphism on order continuous Banach lattice with weak unit as
operators defined between Lp spaces.
Theorem 1.5.9. Let E be an order complete Banach lattice with a weak unit and a strictly
positive linear functional. If T : E → E is a regular operator, then there is a representation
of E as an ideal of functions over a probability space (Ω,Σ, µ), such that L∞(Ω,Σ, µ) ⊂ E ⊂
L1(Ω,Σ, µ) and T : Lp(Ω,Σ, µ)→ Lp(Ω,Σ, µ) is bounded for every 1 ≤ p ≤ ∞, with ‖T‖L(Lp) ≤
4‖|T |‖L(E).
The following fact will also be useful (see [87, Proposition 1.d.9 and Theorem 1.f.14]).
Theorem 1.5.10. Let E and F be Banach lattices and T : E → F be an operator. For
every choice of (xi)
n
i=1 in E we have:
(1) If T is positive and 1 ≤ p ≤ ∞,∥∥∥( n∑
i=1
|Txi|p
) 1
p
∥∥∥ ≤ ‖T‖∥∥∥( n∑
i=1
|xi|p
) 1
p
∥∥∥, if p <∞,
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and
∥∥∥ n∨
i=1
|Txi|
∥∥∥ ≤ ‖T‖∥∥∥ n∨
i=1
|xi|
∥∥∥, if p =∞.
(2) Without restriction on T ,∥∥∥( n∑
i=1
|Txi|2
) 1
2
∥∥∥ ≤ KG‖T‖∥∥∥( n∑
i=1
|xi|2
) 1
2
∥∥∥,
where KG denotes the universal Grothendieck constant.
Also recall that the concepts of interval preserving operator and lattice homomorphism are
related under duality as follows (see [1, Thm. 1.35]):
Theorem 1.5.11. Let T : E → F be a positive operator between Banach lattices.
(1) If T is interval preserving, then its adjoint T ∗ : F ∗ → E∗ is a lattice homomorphism.
(2) T is a lattice homomorphism if and only if T ∗ is interval preserving.
6. Some Banach spaces results and notation
Recall that a Banach space is said to have the Schur property whenever every weakly null
sequence is norm convergent to zero. The simplest example of a Banach space with the Schur
property is `1. In the context of Banach lattices there is a weaker notion: the positive Schur
property. Namely, a Banach lattice has the positive Schur property if every positive, weakly null
sequence is convergent. Clearly, every Banach lattice with the Schur property has the positive
Schur property. Some examples of Banach lattices with the positive Schur property (but not
the Schur property) are the L1(µ) spaces, the Orlicz function spaces L
x logp(1+x)[0, 1] for p > 0,
and the Lorentz function spaces Lp,1[0, 1] for 1 < p <∞ (cf. [137]).
We will make frequent use of the following results for basic sequences (see [86, Proposition
1.a.9 and Proposition 1.a.12]).
Theorem 1.6.1. Let (xn) be a normalized basis of a Banach space X with basis constant
K. Let (yn) be a sequence in X with
∑∞
n=1 ‖xn − yn‖ < 12K. Then (yn) is a basis of X which
is equivalent to (xn).
Proposition 1.6.2. Let X be a Banach space with a basis (xn). Let (yn) be a weakly null
sequence such that ‖yn‖ does not tend to zero. Then there is a subsequence (ynk) which is
equivalent to a block basis of (xn), i.e. a sequence (uk) of the form uk =
∑pk+1
n=pk+1
anxn, where
(pk) is an increasing sequence of positive integers.
The following result, known as Rosenthal’s Lemma, provides a useful dichotomy for bounded
sequences in Banach spaces (see [63, Theorem I.4.10]).
Theorem 1.6.3. Let (xn) be a bounded sequence in a Banach space X. Then (xn) has a
subsequence (xnk) satisfying one of the two mutually exclusive conditions:
(1) (xnk) is equivalent to the unit vector basis of `1,
6. SOME BANACH SPACES RESULTS AND NOTATION 39
(2) (xnk) is weakly Cauchy.
As usual, the expression ‖∑kn=1 anfn‖ ∼ ‖∑kn=1 angn‖ will mean that there exist constants
c, C > 0 such that for any k ∈ N and any (an)kn=1 we have c‖
∑k
n=1 anfn‖ ≤ ‖
∑k
n=1 angn‖ ≤
C‖∑kn=1 anfn‖.
We refer to [87], [94] and [12], for unexplained terminology from Banach lattices and
positive operator theory.

CHAPTER 2
Power and domination problems for strictly singular operators
In this chapter we study the domination and power problems for strictly singular opera-
tors. The chapter is organized as follows: the first section is mainly devoted to the proof of
two domination theorems for strictly singular operators that will be used afterwards. In the
second section we present the proof of the main result concerning the power problem, and its
consequences. Finally, in the last section we include some applications to the class of super
strictly singular operators and some remarks.
Part of this chapter has been published as a joint work with J. Flores and F. L. Herna´ndez
in [54].
1. Domination results
In this section we present new domination results for strictly singular operators between
Banach lattices, which improve some others obtained in [51]. In addition, they will be used
in next section for the power problem. We need to recall some previous results first about
domination of disjointly strictly singular operators due to J. Flores and F. L. Herna´ndez in
[50].
Theorem 2.1.1. Let E and F be Banach lattices such that F is order continuous. If T is
disjointly strictly singular and 0 ≤ R ≤ T : E → F , then R is also disjointly strictly singular.
Here is our first domination result for SS operators.
Proposition 2.1.2. Let E and F be Banach lattices such that F has the positive Schur
property, and operators 0 ≤ R ≤ T : E → F . If T strictly singular, then so is R.
Proof. Note first that the positive Schur property implies that F does not contain an
isomorphic copy of c0. Otherwise, F would also contain a sequence of positive, pairwise disjoint
elements (en)
∞
n=1 equivalent to the unit vector basis of c0 (see Proposition 1.2.5). This sequence
must be weakly null and yet not convergent in norm, which contradicts the fact that F has the
positive Schur property. In particular, by Proposition 1.2.5 we get that F is order continuous.
Suppose that R is not strictly singular, therefore, there exists an infinite dimensional sub-
space X (which can be assumed separable) in E such that R|X is an isomorphism. Since F
does not contain an isomorphic copy of c0, neither does R(X). Moreover, if R(X) contained
an isomorphic copy of `1, then R would be an isomorphism on the span of a disjoint sequence
equivalent to the canonical basis of `1 (see Theorem 1.5.6); however T is disjointly strictly
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singular and F order continuous, so by Theorem 2.1.1, this yields a contradiction. Therefore,
by Theorem 1.2.6, R(X), and hence X, must be reflexive.
Now, we consider the ideal EX generated by X in E. We claim that T |EX is M-weakly
compact. Indeed, by [61, Thm I.2(c)] we have the following factorization
E
φ   @
@@
@@
@@
T // F
H
TH
>>~~~~~~~
where φ is a lattice homomorphism and the Banach lattice H does not contain an isomorphic
copy of c0. Let BX denote the closed unit ball of X, which is a weakly compact set. Thus,
φ(BX) is also weakly compact, and since H does not contain c0, by Proposition 1.2.5 and
[12, Theorem 4.39], the solid hull so(φ(BX)) is also weakly compact. Since φ is a lattice
homomorphism, φ(so(BX)) ⊂ so(φ(BX)), and therefore φ(so(BX)) is also weakly compact.
Now, notice that the closed unit ball of EX coincides with the solid hull of the unit ball BX .
Hence, if (xn) is a normalized positive disjoint sequence in EX , by the previous remarks (φ(xn))
must have a weakly convergent subsequence. We will show that this sequence is in fact weakly
null. In order to see this, we make use of the representation Theorem 1.2.7, and consider the
closed ideal generated by e =
∑∞
n=1 φ(xn) in H as a space of functions over (Ω,Σ, µ) included in
L1(Ω,Σ, µ). Since (xn) are pairwise disjoint, and φ is a lattice homomorphism, (φ(xn)) are also
pairwise disjoint, so in particular the sequence (φ(xn)) tends to zero in measure. Since (φ(xn))
was already weakly convergent in H, it is also weakly convergent in L1(Ω,Σ, µ). Therefore, by
Lemma 1.4.4, ‖φ(xn)‖1 → 0 when n → ∞. This implies that the weak limit of (φ(xn)) in H
has to be zero, as desired. In particular, T (xn) → 0 weakly, and since T is positive, by the
positive Schur property of F , we get T (xn) → 0 in norm. This proves that T |EX is M-weakly
compact, as claimed.
Let us now consider Xˆ, the sublattice of E generated by X, which is separable because X
is separable [12, pp. 204-205]. It is clear that the restriction
T |Xˆ : Xˆ → F
is M -weakly compact too, and since F is order continuous, by Theorem 1.5.8, this implies that
the operator T |Xˆ has order continuous norm. Moreover, Xˆ is separable, so it has a quasi-interior
point, and F is Dedekind complete; therefore by Theorem 1.5.7 we get that R|Xˆ ∈ Ring(T |Xˆ).
Thus, since T |Xˆ is strictly singular and these form a two sided closed operator ideal, then
Ring(T |Xˆ) only consists of strictly singular operators, so in particular R|Xˆ is strictly singular.
But then R cannot be an isomorphism when restricted to X. This is a contradiction that
finishes the proof. 
Theorem 2.1.3. Let E be a Banach lattice with the subsequence splitting property, and F
an order continuous Banach lattice. If 0 ≤ R ≤ T : E → F with T strictly singular, then R is
strictly singular.
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Proof. Since T is strictly singular, by [94, Theorem 3.4.14], the adjoint T ∗ is order weakly
compact. Thus, by Theorem 1.5.2, we have the following factorization diagram:
E
T //
R
//_______
TG
@
@@
@@
@@
RG @
@
@
@
F
G
ψ
??~~~~~~~
where G∗ is order continuous. Moreover, since F is order continuous, by [61, Proposition I.4.d]
it follows that G is also order continuous.
We claim that the operator TG : E → G is strictly singular. Indeed, since T is strictly
singular, for every infinite dimensional subspaceM of E there exists another infinite dimensional
subspace N of M such that T restricted to N is compact. This means that the set T (BN) is
relatively compact in F , and, by [12, Theorem 5.40], this implies that TG(BN) is also relatively
compact in G (since T (BN) is trivially contained in the solid convex hull of T (BE)). Hence,
TG is strictly singular.
Since, in particular, TG is disjointly strictly singular, and G is order continuous, it follows
from Theorem 2.1.1 that the operator RG is also disjointly strictly singular.
We claim that RG is in fact strictly singular. Suppose the contrary, that is, RG is an
isomorphism when restricted to some separable subspace H of E. Consider Ĥ, the sublattice of
E generated by H, which is also separable. By [87, Proposition 1.a.9.], RG(Ĥ) is contained in
some ideal A ofG with weak unit, which by Theorem 1.2.7 can be represented as a function space
contained in L1(Ω,Σ, µ). Let j denote the inclusion j : A ↪→ L1(Ω,Σ, µ). Since L1(Ω,Σ, µ) has
the positive Schur property, and 0 ≤ jRG ≤ jTG, Proposition 2.1.2 yields that the operator
jRG|Ĥ : Ĥ → A ↪→ L1
is strictly singular. Thus, we can consider an infinite dimensional subspace H ′ of H such
that jRG|H′ is compact. Since E is order continuous, by Proposition 1.2.4, there exists an
unconditional basic sequence contained in H ′. Let us denote by X the span of this sequence,
where RG is invertible and jRG is compact.
Consider the subspace RG(X) of G, and let us apply Theorem 1.2.8. If the norms of G
and L1 were equivalent on R
G(X), then the operator jRG : E → L1 would be an isomorphism
when restricted to X. However, this is impossible since jRG is compact when restricted to X.
Therefore, by Theorem 1.2.8, RG(X) contains an almost disjoint sequence.
Let us denote this sequence by (RG(fn)), which can be assumed to be normalized. Since
G∗ is order continuous, RG(fn) → 0 weakly (see Theorem 1.2.3). Hence, since RG is an
isomorphism on X, (fn) is also a weakly null, seminormalized unconditional basic sequence in
X. Moreover, since jRG|X is compact we have
‖RG(fn)‖1 → 0.
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Since E has the subsequence splitting property, we can extract a subsequence (still denoted
(fn)) and sequences (gn) and (hn) such that
|gn|, |hn| ≤ |fn|, and fn = gn + hn,
with (gn) equi-integrable in X, and (hn) disjoint. Notice first that the sequence (‖gn‖) is
bounded from below. Otherwise, the operator RG would be invertible on the span [hn]. Indeed,
if ‖gn‖ → 0, by the perturbation Theorem 1.6.1, passing to a subsequence we would have that
(fn) and (hn) are equivalent basic sequences, and since ‖RG(gn)‖ → 0 we would also have that
(RG(fn)) and (R
G(hn)) are equivalent basic sequences. Hence, for scalars (an)
k
n=1 we would
have ∥∥∥ k∑
n=1
anhn
∥∥∥ ≤ C1∥∥∥ k∑
n=1
anfn
∥∥∥
≤ C1δ0
∥∥∥RG( k∑
n=1
anfn
)∥∥∥
≤ C1C2δ0
∥∥∥RG( k∑
n=1
anhn
)∥∥∥
≤ C1C2δ0‖RG‖
∥∥∥ k∑
n=1
anhn
∥∥∥
where C1, C2 <∞ are the equivalence constants between (fn), (hn) and respectively (RG(fn)),
(RG(hn)), and δ0 is a lower bound for the operator R
G restricted to the span [fn]. However,
this is not possible because (hn) are pairwise disjoint and R
G is disjointly strictly singular.
Now, if the sequence of absolute values (|hn|) has no weak Cauchy subsequence, then, by
Rosenthal’s Theorem 1.6.3, it has a subsequence (|hnk |) which is equivalent to the unit vector
basis of `1. Hence, for scalars (ak)
∞
k=1 we have:∥∥∥( n∑
k=1
akfnk
)∥∥∥ ≥ K−1 ∫ 10 ∥∥∥( n∑
k=1
akrk(t)fnk
)∥∥∥dt
≥ A1K−1
∥∥∥( n∑
k=1
|ak|2|fnk |2
) 1
2
∥∥∥
≥ A1K−1
∥∥∥( n∑
k=1
|ak|2|hnk |2
) 1
2
∥∥∥
= A1K
−1
∥∥∥ n∑
k=1
ak|hnk |
∥∥∥
≥ A1K−1C
n∑
k=1
|ak|
where A1 is the constant given in Theorem 1.3.1, K is the unconditional constant of (fn), and
C is the equivalence constant between (|hnk |) and the unit vector basis of `1. Hence, (fnk) is
equivalent to the unit vector basis of `1, and the operator R
G preserves an isomorphic copy
of `1. However, this implies that R
G preserves a lattice copy of `1 (see Theorem 1.5.6), but
since RG is disjointly strictly singular, this is a contradiction. Thus, (|hn|) must have a weakly
Cauchy subsequence.
Therefore, since L1 is weakly sequentially complete, the sequence (|hn|) has a weakly con-
vergent subsequence in L1. In fact, its limit must be zero, since being disjoint, it converges to
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zero in measure, so Lemma 1.4.4 yields that
‖hn‖1 → 0.
Using Theorem 1.5.9, since RG is bounded as an operator on L1, we also have
‖RG(hn)‖1 → 0.
Note that (hn) does not converge to zero in E. Otherwise, the sequence (fn) would inherit
the equi-integrability of the sequence (gn), and since R
G is positive, the sequence (RG(fn))
would also be equi-integrable by Lemma 1.4.3. But since this sequence is also almost disjoint,
this would imply that RG(fn) → 0 in the norm of G, which is a contradiction. Therefore, we
can assume that ‖hn‖ > ρ, for some ρ > 0.
We claim that (RG(fn)) and (R
G(hn)) are equivalent basic sequences in G. Indeed, the
sequence (gn) is norm bounded because |gn| ≤ |fn| for all n. Moreover, it is equi-integrable,
and by Lemma 1.4.3, (RG(gn)) is equi-integrable too. On the other hand, we have
‖RG(gn)‖1 = ‖RG(fn)−RG(hn)‖1 ≤ ‖RG(fn)‖1 + ‖RG(hn)‖1 → 0.
Hence, RG(gn) goes also to zero in the norm of G by Lemma 1.4.2. Thus, by passing to
a subsequence, we may assume that
∞∑
n=1
‖RG(fn) − RG(hn)‖ is a convergent series. By the
perturbation Theorem 1.6.1, there is a constant α > 0 such that
α−1
∥∥∥∥ ∞∑
n=1
anR
G(hn)
∥∥∥∥ ≤ ∥∥∥∥ ∞∑
n=1
anR
G(fn)
∥∥∥∥ ≤ α∥∥∥∥ ∞∑
n=1
anR
G(hn)
∥∥∥∥.
Hence, we have∥∥∥∥RG( ∞∑
n=1
anhn
)∥∥∥∥ = ∥∥∥∥ ∞∑
n=1
anR
G(hn)
∥∥∥∥ ≥ α−1∥∥∥∥ ∞∑
n=1
anR
G(fn)
∥∥∥∥
≥ βα−1
∥∥∥∥ ∞∑
n=1
anfn
∥∥∥∥ ≥ βα−1A1K−1∥∥∥∥( ∞∑
n=1
|an|2|fn|2
) 1
2
∥∥∥∥
≥ βα−1A1K−1
∥∥∥∥( ∞∑
n=1
|an|2|hn|2
) 1
2
∥∥∥∥ = βα−1A1K−1∥∥∥∥ ∞∑
n=1
anhn
∥∥∥∥
where A1 is the above mentioned constant, K is the unconditional constant of (fn), and β is
a lower bound for the operator RG restricted to X. Therefore, RG is an isomorphism when
restricted to the span of the disjoint sequence (hn). This is a contradiction with the fact that
RG is disjointly strictly singular.
Hence, RG cannot be an isomorphism when restricted to any subspace of E, in other words
RG is strictly singular, and so is R. The proof is finished. 
Note that the above result improves [51, Theorem 3.1], since the order continuity of the
dual E∗ is no longer required.
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2. Powers of dominated operators
In this section we study the power problem for strictly singular endomorphisms. The key
result is the following:
Theorem 2.2.1. Let
E1
T1 //
R1
//___ E2
T2 //
R2
//___ E3
T3 //
R3
//___ E4
T4 //
R4
//___ E5
be operators between Banach lattices, such that 0 ≤ Ri ≤ Ti for i = 1, 2, 3, 4.
If T1, T3 are strictly singular, and T2, T4 are order weakly compact, then the composition
R4R3R2R1 is also strictly singular.
Proof. Let us suppose that R4R3R2R1 is not strictly singular. Then, there exists an
infinite dimensional subspace M of E1 such that R4R3R2R1|M is an isomorphism. Clearly we
can suppose that M is separable.
Since T2 is an order weakly compact operator, by Theorem 1.5.1, we have the following
factorizations:
E2
φ   A
AA
AA
AA
T2 //
R2
//_______ E3
F
TF2
>>}}}}}}} RF2
>>}
}
}
}
where F is an order continuous Banach lattice, φ is a lattice homomorphism and 0 ≤ RF2 ≤ T F2 .
Let us consider the subspace X = φR1(M) ⊂ F , which is separable, hence it is contained in
a closed ideal A ⊂ F with weak order unit (cf. [87, Proposition 1.a.9]) which, by Theorem 1.2.2,
is complemented in F by a positive projection say P : F → A. Therefore, by Theorem 1.2.7,
A, as an order continuous Banach lattice with weak unit, can be represented as a dense ideal
of L1(Ω,Σ, µ) for some probability measure µ so that the formal inclusion j : A ↪→ L1(Ω,Σ, µ)
is continuous.
E1
T1 //
R1
//___ E2
φ   A
AA
AA
AA
T2 //
R2
//________ E3 // E4 // E5
F
P

TF2
<<yyyyyyyyy RF2
<<y
y
y
y
y
A
  j // L1(µ)
Now we apply the Kadecˇ-Pe lczyn´ski Theorem 1.2.8 to X ⊂ F ; then either there exist a
normalized sequence (xn) ⊂ X and a disjoint sequence (wn) ⊂ F such that ‖wn − xn‖ → 0 or
the restriction j|X is an isomorphism.
Suppose first that the restriction j|X is an isomorphism. We consider the following operators
0 ≤ jPφR1 ≤ jPφT1 : E1 → L1(Ω,Σ, µ).
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Since T1 is strictly singular, then so is jPφT1. Now, since L1(Ω,Σ, µ) has the positive Schur
property, by Proposition 2.1.2, we get that the operator jPφR1 is also strictly singular. Since
jP is an isomorphism restricted to X, φR1 cannot be an isomorphism when restricted to M .
This is a contradiction with the assumption that R4R3R2R1|M is an isomorphism. This finishes
the proof in this case.
Alternatively, let us assume that there exist a sequence (xn) in X, and a disjoint sequence
(wn) in F such that ‖wn − xn‖ → 0; then passing to a subsequence, if needed, by Theorem
1.6.1, we can suppose that they are equivalent basic sequences.
Since the operator T4 is order weakly compact, by Theorem 1.5.1 there exists an order
continuous Banach lattice H such that the following factorizations hold:
E1 // E2 //
  A
AA
AA
AA
E3
T3 //
R3
//______ E4
ϕ   A
AA
AA
AA
A
T4 //
R4
//_______ E5
F
TF2
>>}}}}}}} RF2
>>}
}
}
}
H
TH4
>>}}}}}}}} RH4
>>}
}
}
}
where 0 ≤ RH4 ≤ TH4 .
Now, let us consider the operator
T˜ = ϕT3T
F
2 : F → H,
which is strictly singular because T3 is. In particular, T˜ is disjointly strictly singular, and since
H is order continuous, and T˜ dominates the operator
R˜ = ϕR3R
F
2 : F → H,
Theorem 2.1.1 implies that R˜ is disjointly strictly singular.
However, we are assuming that the restriction of the operator R4R3R2R1|M is an isomor-
phism, and so must be R˜|φR1(M) (since it is a factor of the former operator). Now since
‖wn − xn‖ → 0, we can find a subsequence of natural numbers (nj) such that
∞∑
j=1
‖wnj − xnj‖ <
1
2
C1,
and
∞∑
j=1
‖R˜wnj − R˜xnj‖ <
1
2
C2,
where C1 and C2 are respectively the basis constants of (xn) and (R˜xn). This implies that the
operator R˜ is invertible on the span of the disjoint sequence (wnj), in contradiction with the
fact that R˜ is disjointly strictly singular. The proof is finished. 
As a consequence we get the following:
Corollary 2.2.2. Let E be a Banach lattice, and consider operators 0 ≤ R ≤ T : E → E.
If T is strictly singular, then R4 is also strictly singular.
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Proof. Since T is strictly singular, it cannot preserve an isomorphic copy of c0, so, in
particular by [94, Corollary 3.4.5], it is order weakly compact. It suffices to apply Theorem
2.2.1 with Ei = E, Ri = R and Ti = T for i = 1, 2, 3, 4. 
Corollary 2.2.3. Let 0 ≤ R ≤ T : E → F , and 0 ≤ S ≤ V : F → G. If F and G
are order continuous Banach lattices, and T and V are strictly singular operators, then SR is
strictly singular.
In particular, if 0 ≤ R ≤ T : E → E, with T strictly singular and E order continuous, then
R2 is strictly singular.
Proof. Since F is order continuous, by Theorem 1.2.2, the order intervals in F are weakly
compact, hence the identity IF : F → F is order weakly compact. Let us consider the Banach
lattices
E1 = E, E2 = F, E3 = F, E4 = G and E5 = G;
and the operators
T1 = T, T2 = IF , T3 = V and T4 = IG.
These satisfy the hypothesis of Theorem 2.2.1, hence we obtain that IGSIFR = SR is strictly
singular, as desired. 
The last assertion of this corollary was proved under stronger assumptions in [51, Theorem
3.17].
Notice that, in general, the domination problem for strictly singular endomorphisms is not
trivial ([51]):
Example 2.2.4. There exist operators 0 ≤ R ≤ T : L2[0, 1]⊕ `∞ → L2[0, 1]⊕ `∞ such that
T is strictly singular but R is not.
Indeed, consider the rank one operator Q : L1[0, 1]→ `∞ defined by Q(f) = (
∫
f,
∫
f, . . .).
Take also an isometry S : L1[0, 1] → `∞ given by S(f) = (h′n(f)), where (hn) is a dense
sequence in the unit ball of L1[0, 1], and (h′n) is a sequence of norm one functionals such that
h′n(hn) = ‖hn‖ for all n ∈ N. If J : L2[0, 1] ↪→ L1[0, 1] denotes the canonical inclusion, then the
operator SJ : L2[0, 1]→ `∞ is not strictly singular.
Since `∞ is Dedekind complete we have that |SJ |, (SJ)+ and (SJ)− are also continuous
operators between L2[0, 1] and `∞. It is easy to see that |SJ | ≤ QJ . Since SJ is not strictly
singular, we must have that either (SJ)+ or (SJ)− is not strictly singular, so let us assume
without loss of generality that (SJ)+ is not strictly singular. Now consider the matrices of
operators:
R =
(
0 0
(SJ)+ 0
)
, T =
(
0 0
QJ 0
)
,
which clearly define operators with the required properties.
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Note that L2[0, 1]⊕ `∞ is not an order continuous Banach lattice. But the square R2 is the
zero operator, which obviously is strictly singular.
Some natural questions remain open: Do there exist an order continuous Banach lattice E,
and operators 0 ≤ R ≤ T : E → E such that T is strictly singular but R is not? Do there exist
a (non order continuous) Banach lattice E and operators 0 ≤ R ≤ T : E → E such that T is
strictly singular but R3 is not?
3. Related questions
In this section, we give some domination results under weaker conditions on the Banach
lattices, by imposing extra conditions on the dominating operator. First, a combination of
domination theorems for weakly compact and Dunford-Pettis operators yields the following:
Proposition 2.3.1. Let E and F be Banach lattices with F order continuous, and operators
0 ≤ R ≤ T : E → F . If T is both weakly compact and Dunford-Pettis, then R is strictly singular.
Proof. The domination theorems for weakly compact [136] and Dunford-Pettis operators
[77], give us that R : E → F is both weakly compact and Dunford-Pettis (because of the
order continuity of F ). And this implies that R is strictly singular. Indeed, suppose that there
exists a subspace X in E such that the restriction R|X is an isomorphism. Since R is weakly
compact, for every bounded sequence (xn) in X we can find a subsequence (xnk) such that
(Rxnk) is weakly convergent. Since R|X is an isomorphism, this implies that (xnk) is already
weakly convergent; but R is Dunford-Pettis, and therefore (Rxnk) is norm convergent. Thus,
the sequence (xnk) must be norm convergent since the restriction R|X is an isomorphism. We
have shown that every bounded sequence in X has a convergent subsequence, so X must be
finite dimensional. 
Notice that the previous proposition is not true without the order continuity hypothesis
(see Example 2.2.4).
Corollary 2.3.2. Let E be a Banach lattice, and 0 ≤ R ≤ T : E → E positive operators.
If T is weakly compact and Dunford-Pettis, then R2 is strictly singular.
In particular, if T is compact, then R2 is strictly singular.
Proof. Since T is weakly compact, in particular it is order weakly compact, so by Theorem
1.5.1 we have the following diagram:
E
T //
R
//______ E
φ @
@@
@@
@@
T //
R
//_______ E
F
TF
??~~~~~~~ RF
??~
~
~
~
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with F an order continuous Banach lattice, and 0 ≤ φR ≤ φT : E → F . Since T is compact,
φT is weakly compact and Dunford-Pettis. By the previous Proposition, φR is strictly singular,
and so is R2. 
Note that along similar lines, Theorems 1.5.1 and 1.5.2, together with Dodds-Fremlin dom-
ination theorem for compact operators [37], provide an alternative proof for the following
theorem due to C. D. Aliprantis and O. Burkinshaw, already mentioned in connection with the
power problem for compact operators.
Theorem 2.3.3. Let E be a Banach lattice, and 0 ≤ R ≤ T : E → E. If T is compact,
then R3 is compact.
Proof. Let 0 ≤ R ≤ T : E → E be positive operators in an arbitrary Banach lattice, such
that T is compact. By Schauder’s theorem T ∗ is also compact, so we have that both T and T ∗
are order weakly compact operators. By theorems 1.5.1 and 1.5.2 we have factorizations:
E
T //
R
//_______
TG
@
@@
@@
@@
RG @
@
@
@
E
T //
R
//______ E
φ @
@@
@@
@@
T //
R
//_______ E
G
ψ
??~~~~~~~
F
TF
??~~~~~~~ RF
??~
~
~
~
with F and G∗ order continuous Banach lattices. Now we have 0 ≤ φRψ ≤ φTψ : G→ F , and
φTψ is compact, so by Dodds-Fremlin theorem [37], φRψ is also compact. In particular the
operator R3 is compact. 
There exists a local version of strictly singular operators: an operator T : X → Y between
Banach spaces is called super strictly singular if there does not exist a number c > 0 and a
sequence of subspaces En of X, with dimEn = n, such that
‖Tx‖ ≥ c‖x‖
for all x ∈ ⋃nEn. This class forms an operators ideal.
Note that compact operators are super strictly singular, and super strictly singular operators
are always strictly singular.
Given a Banach space X, and a free ultrafilter U in N we denote XU the ultrapower of X
along U ; in addition, given an operator between Banach spaces T : X → Y , we denote by
TU : XU → YU the natural extension given by TU([xn]U) = [Txn]U .
An operator between Banach spaces T : X → Y is super strictly singular if and only if, for
any free ultrafilter U , the operator TU : XU → YU is strictly singular ([93]). More properties of
this class of operators have been studied in [53] and [111]. Regarding the domination of super
strictly singular operatros we have the following:
Corollary 2.3.4. Let E be a Banach lattice, and 0 ≤ R ≤ T : E → E. If T is super
strictly singular, then R4 is also super strictly singular.
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Proof. Let U be a free ultrafilter in N. It is known that the ultrapower EU is also a Banach
lattice, and 0 ≤ RU ≤ TU : EU → EU . Since T is super strictly singular, by the previous remark
the operator TU is strictly singular; therefore, (RU)4 is also strictly singular by Corollary 2.2.2.
Since (RU)4 = (R4)U , we obtain that R4 is super strictly singular. 
Using Theorem 2.1.3, and the fact that every ultrapower EU of a Banach lattice E is p-
concave for some p <∞ if and only if E is p-concave (cf. [64, p. 39]), we get the following:
Corollary 2.3.5. Let E be a p-concave Banach lattice for some p <∞, and 0 ≤ R ≤ T :
E → E. If T is super strictly singular, then R is super strictly singular.
Note that the hypothesis of Corollary 2.3.5 cannot be weakened as the following example
shows (cf. [53])
Example 2.3.6. Let E = (⊕∞n=1`n1 )p ⊕ (⊕∞n=1`2n∞)q, be the usual direct sum spaces with the
p-norm and q-norm respectively and 1 < p < q <∞. There exist operators
0 ≤ P ≤ Q : E → E
such that Q is super strictly singular, but P is not.
Proof. For every n consider the rank one operator
Tn : `
n
1 −→ `2n∞
(a1, . . . , an) 7−→ (
∑
an, . . . ,
∑
an)
Consider also for every n the isometry Rn : `
n
1 → `2n∞ represented by the (2n × n) matrix with
{1,−1}-entries defined as follows
Rn ≡ (xk,`) =

1 1 . . . 1 1
1 1 . . . 1 −1
1 1 . . . −1 1
. . . . . . . . . . . . . . . . . . . . . .
−1 −1 . . . −1 −1

(we set xk,` = k(`), where k, for k = 1, ..., 2
n is an enumeration of {−1, 1}n). Consider now
the operators
T = ⊕Tn and R = ⊕Rn
from (⊕∞n=1`n1 )p into (⊕∞n=1`2n∞)q. The operator T is positive and factors through the natural
injection i : `p ↪→ `q. Indeed, the operator
ϕ : (⊕∞n=1`n1 )p → `p
defined as ϕ(xn) = (σ(xn)), where
σ(xn) =
n∑
i=1
xn,i ,
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is well defined and bounded. Consider next the bounded operator
ψ : `q → (⊕∞n=1`2
n
∞)q
defined as ψ(an) = ⊕an12n , where 12n is the unit of `2n∞ . Notice that T = ψ i ϕ. Since i is
super strictly singular as observed by Plichko (cf. [111, Cor.1]), the operator T itself is super
strictly singular.
On the other hand, it is clear that the operator R cannot be super strictly singular since
Rn is an isometry for every n. Standard facts show that R is regular and that the inequalities
0 ≤ R−, R+ ≤ |R| ≤ T hold true. From this we obtain that R+ and R− cannot be both super
strictly singular since R is not. Suppose without loss of generality that R+ is not super strictly
singular, and consider the operators P and Q defined by the matrices:
P =
(
0 0
R+ 0
)
and Q =
(
0 0
T 0
)
the conclusion follows. 
CHAPTER 3
A Characterization of strictly singular operators in Banach lattices
In this chapter we give some characterizations of strictly singular operators between Banach
lattices, in terms of AM -compactness and disjoint strict singularity. Since strictly singular
operators are disjointly strictly singular, we are mainly interested in converse statements.
The first section is devoted to the proofs of these characterizations of strictly singular
operators both for regular operators and the general case. The second one mainly presents an
example to show that the hypotheses in the characterization theorems are necessary.
Notice that for an order continuous Banach lattice E, it holds that if an operator T : E → Y
is disjointly strictly singular and `p-singular, for every 1 ≤ p ≤ 2, then T is strictly singular.
This is shown by using Kadecˇ-Pe lczyn´ski Theorem 1.2.8, and a theorem of D. J. Aldous which
states that every subspace of L1 contains a subspace isomorphic to some `p for 1 ≤ p ≤ 2
([7]). Furthermore, in the special case of X (or Y ) being a Banach lattice with type 2, a
similar argument shows that if T : X → Y is disjointly strictly singular and `2-singular,
then T is strictly singular. An analogous statement also holds for inclusion operators between
rearrangement invariant spaces (see [68]).
The connection between AM-compact operators and `2-singular operators is studied in
Section 1 (see Propositions 3.1.4 and 3.1.5). Our motivation stems from [120], where it was
proved that for endomorphisms on L1 being AM-compact and `2-singular coincide.
Part of the work of this chapter was done while the author was visiting the University of
Missouri-Columbia Mathematics Department in fall 2006, under the supervision of N. Kalton.
1. Relation with `2-singular and DSS operators
We will make use of the following:
Lemma 3.1.1. Let (fn) be a weakly null normalized sequence in Lp(µ), 1 < p <∞, which is
uniformly bounded (i.e. there exists M <∞ such that |fn| ≤M for every n ∈ N). Then, there
is a subsequence (fnk) equivalent to the unit vector basis of `2.
Proof. Since it is uniformly bounded and normalized, by Lemma 1.4.2 we have inf ‖fn‖L1 >
0. Hence, (fn) is seminormalized in every Lq, 1 ≤ q ≤ ∞. Since it is weakly null in Lp, it
has to be weakly null in every Lq with 1 ≤ q < ∞. So, for every 1 < q < ∞, passing to a
subsequence, it is equivalent to a block basis of the Haar system in Lq (see Proposition 1.6.2),
which is an unconditional basis by [87, Theorem 2.c.5]. Hence, there is a subsequence (fnk)
which is an unconditional basic sequence in Lq.
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Let 1 < q ≤ p with 1 < q ≤ 2, and consider a subsequence (fnk) which is seminormalized
and unconditional in both Lq and Lp. Thus, for scalars (ai)
n
i=1 we have:∥∥∥∥ n∑
i=1
aifni
∥∥∥∥
Lp
≥
∥∥∥∥ n∑
i=1
aifni
∥∥∥∥
Lq
≥ 1
K1
∫ 1
0
∥∥∥∥ n∑
i=1
ri(t)aifni
∥∥∥∥
Lq
dt
≥ 1
K1
C1
( n∑
i=1
‖aifni‖2Lq
) 1
2
≥ 1
K1
C1 inf ‖fi‖Lq
( n∑
i=1
|ai|2
) 1
2
,
where C1 is the cotype 2 constant of Lq and K1 is the unconditional constant of (fni) in Lq.
On the other hand, we have∥∥∥∥ n∑
i=1
aifni
∥∥∥∥
Lp
≤ K2
∫ 1
0
∥∥∥∥ n∑
i=1
ri(t)aifni
∥∥∥∥
Lp
dt ≤ K2C2
∥∥∥∥( n∑
i=1
|aifni|2
) 1
2
∥∥∥∥
Lp
≤ 2K2C2M
( n∑
i=1
|ai|2
) 1
2
,
where C2 is the constant appearing in Theorem 1.3.1, and K2 is the unconditional constant of
(fni) in Lp. This finishes the proof. 
Proposition 3.1.2. If E is a Banach lattice with a lower 2 estimate, then every strictly
singular operator T from `2 to E is compact.
Proof. Clearly there is no loss of generality in assuming E separable. Now, since E satisfies
a lower 2 estimate, in particular it is order continuous and by Theorem 1.2.7 we can represent
E as an order dense ideal in L1(µ). Let us consider the operator T as an operator into L1(µ).
Let us see that T : `2 → E is compact. It clearly suffices to prove that ‖Ten‖E → 0,
where (en) is any weakly null normalized sequence in `2. Suppose not, by Theorem 1.2.8,
either (‖Ten‖L1) is bounded away from zero or (Ten) has a subsequence equivalent to a disjoint
sequence.
Assume first that (‖Ten‖L1) is bounded away from zero, then by [8, §6.Theorem], there
exists δ > 0 and a subsequence (Tenk) such that for scalars (ak)
m
k=1 we have
‖T‖
( m∑
k=1
|ak|2
) 1
2
≥
∥∥∥∥ m∑
k=1
akTenk
∥∥∥∥
E
≥
∥∥∥∥ m∑
k=1
akTenk
∥∥∥∥
L1
≥ δ
( m∑
k=1
|ak|2
) 1
2
.
On the other hand, if (Tenj) is equivalent to a disjoint sequence we would have
‖T‖
( k∑
j=1
|aj|2
) 1
2
≥
∥∥∥∥ k∑
j=1
ajT (enj)
∥∥∥∥
E
≥M−1 inf ‖Ten‖
( k∑
j=1
|aj|2
) 1
2
,
where M is the constant appearing in the lower 2 estimate. Thus, in both cases this would
imply that T is not strictly singular, and we reach a contradiction. 
Theorem 3.1.3. Let E be a Banach lattice with finite cotype and Y a Banach space. If an
operator T : E → Y is disjointly strictly singular and AM-compact, then it is strictly singular.
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Proof. Suppose T : E → Y is DSS, AM-compact and not SS. Then T is an isomorphism
when restricted to the span of some normalized unconditional basic sequence (fn) in E (see
Proposition 1.2.4). Moreover, if this sequence had a subsequence equivalent to the unit vector
basis of `1, then, by Theorem 1.5.6, T would also be an isomorphism on the span of a disjoint
sequence equivalent to the unit vector basis of `1, which contradicts the fact that T is DSS.
Hence, by Rosenthal’s Theorem 1.6.3, (fn) can be assumed weakly Cauchy, and since E does
not contain a subspace isomorphic to c0, by Theorem 1.2.5, (fn) is weakly convergent. Since it
is a basic sequence, a standard argument yields that (fn) is weakly null.
Let α > 0 be such that for every sequence of scalars (an) we have∥∥∥∥T( ∞∑
n=1
anfn
)∥∥∥∥ ≥ α∥∥∥∥ ∞∑
n=1
anfn
∥∥∥∥.
Since E has finite cotype, in particular it has the subsequence splitting property. Thus, we
can extract a subsequence (still denoted (fn)) and sequences (gn) and (hn) such that |gn|, |hn| ≤
|fn|, fn = gn + hn, (gn) is equi-integrable in E and (hn) is disjoint.
Suppose first that ‖hn‖ → 0; then, passing to a subsequence if needed, the sequence (fn)
would inherit the equi-integrability from the sequence (gn). Therefore, since T is AM-compact,
(Tfn) would have a convergent subsequence by Lemma 1.5.3; but since T is invertible on [fn],
this would imply that (fn) must also have a convergent subsequence. This is a contradiction
since (fn) is weakly null and normalized.
Alternatively, let us suppose that ‖hn‖ ≥ ρ. We consider the operator V : [fn]→ E defined
by
V
( ∞∑
n=1
anfn
)
=
∞∑
n=1
anhn,
which is bounded. Indeed, since |hn| ≤ |fn|, by Theorem 1.3.1, for some constant C, we have
∥∥∥∥V( n∑
i=1
aifi
)∥∥∥∥ = ∥∥∥∥ n∑
i=1
aihi
∥∥∥∥ = ∥∥∥∥( n∑
i=1
∣∣ai∣∣2∣∣hi∣∣2)12∥∥∥∥
≤
∥∥∥∥( n∑
i=1
∣∣aifi∣∣2)12∥∥∥∥ ≤ C ∫ 1
0
∥∥∥∥ n∑
i=1
aifiri(t)
∥∥∥∥dt.
Now, let K denote the unconditional constant of (fn). We have∫ 1
0
∥∥∥∥ n∑
i=1
aifiri(t)
∥∥∥∥dt ≤ K∥∥∥∥ n∑
i=1
aifi
∥∥∥∥,
so the operator V is bounded with ‖V ‖ ≤ KC.
Therefore, the restriction operator T |[fn] : [fn]→ Y can be decomposed as
T |[fn] = TV + T (I[fn] − V ),
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where I[fn] : [fn] ↪→ E is the identity inclusion. Since T is DSS, it is clear that the operator
TV is strictly singular. Hence, since T |[fn] is an isomorphism, by [86, Proposition 2.c.10], the
operator T (I[fn] − V ) has finite dimensional kernel and closed range.
Now, by Lemma 1.5.3, T (gn) = T (I[fn] − V )(fn) has a convergent subsequence. Let us
consider
[fn] = ker(T (I[fn] − V ))⊕X.
Since T (I[fn]−V ) has closed range, by the open mapping Theorem T (I[fn]−V ) is invertible on
X. Therefore, since ker(T (I[fn] − V )) is finite dimensional, (fn) would also have a convergent
subsequence. Again, this is a contradiction with the fact that (fn) is weakly null and normalized.

Proposition 3.1.4. Let E and F be Banach lattices such that E has finite cotype. If
T : E → F is an `2-singular operator, then T is also AM-compact under any of the following
conditions:
(1) F satisfies a lower 2 estimate.
(2) F is order continuous and T is regular.
Proof. Let (fn) be a uniformly bounded sequence, that is |fn| ≤ M for some M < ∞.
Since the order intervals in E are weakly compact, without loss of generality we can assume
that fn → 0 weakly. Now, since E is q-concave for some q <∞, we have Lq(µ) ↪→ E ↪→ L1(µ)
for a certain probability measure µ (see [73, p. 14]).
The sequence (fn) must be weakly null also in Lq(µ), therefore it has an unconditional
subsequence in Lq(µ). Thus, passing to a subsequence we have the following∥∥∥∥ n∑
i=1
aifi
∥∥∥∥
X
≤
∥∥∥∥ n∑
i=1
aifi
∥∥∥∥
Lq
≤ K
∫ 1
0
∥∥∥∥ n∑
i=1
airi(t)fi
∥∥∥∥
Lq
dt
≤ KC
∥∥∥∥( n∑
i=1
|aifi|2
) 1
2
∥∥∥∥
Lq
≤ 2KCM
( n∑
i=1
|ai|2
) 1
2
.
where K is the unconditional constant of (fn) and C the constant appearing in Theorem 1.3.1.
Moreover, passing to a further subsequence (still denoted (fn)), by Lemma 3.1.1, the se-
quence (fn) spans in Lp(µ) a subspace isomorphic to `2, for every 1 < p < ∞. Therefore, by
Theorem 1.2.8, [fn] is strongly embedded in Lp(µ), which implies that on [fn] the topologies of
Lp and L1 coincide. Thus for certain constant α > 0
α
( n∑
i=1
|ai|2
) 1
2
≤
∥∥∥∥ n∑
i=1
aifi
∥∥∥∥
L1
≤
∥∥∥∥ n∑
i=1
aifi
∥∥∥∥
E
.
Thus, (fn) has a subsequence whose span in X is isomorphic to `2.
On the one hand, suppose that F satisfies a lower 2 estimate. Consider the restricted
operator T |[fn] : [fn] → F , which is strictly singular since [fn] is isomorphic to `2. Hence, by
Proposition 3.1.2, (T (fn)) must have a subsequence that goes to zero.
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On the other hand, if F is order continuous and T is regular, then the sequence (T (fn))
is equi-integrable by Lemma 1.4.3. Hence, Theorem 1.2.8 yields that (‖T (fn)‖L1) is bounded
away from zero. This implies that the operator R defined by the following diagram
`2
R //
i

L1(ν)
[fnk ]
T // F
?
j
OO
is not compact. Here i is an isomorphism, and j the formal inclusion of Y in L1, or just the
inclusion of a separable sublattice containing (T (fn)) (cf. Theorem 1.2.7). By Proposition 3.1.2
we obtain that T is not `2-singular. This is a contradiction.
So far, we have shown that, in both cases, T [−M,M ] is a relatively compact set for every
positive M . For an arbitrary x ∈ E+, since by the representability of E as a function space
between Lq(µ) and L1(µ) we have that L∞(µ) is dense in E, given ε > 0 we can considerMε <∞
such that x ∈ [0,Mε] + ε‖T‖−1BE. Therefore, for every ε > 0, T [−x, x] ⊂ T [−Mε,Mε] + εBF
and since T [−Mε,Mε] is relatively compact, so is T [−x, x]. 
Proposition 3.1.4 has a partial converse:
Proposition 3.1.5. Let E be a Banach lattice and Y a Banach space. Suppose that E
has finite cotype and does not contain any sequence of disjoint elements which span a subspace
isomorphic to `2. If T : E → Y is AM-compact, then T is also `2-singular.
Proof. Suppose T : E → Y is AM-compact, but not `2-singular. Therefore, there exist
a sequence (fn) in E which spans a subspace isomorphic to `2 and T is an isomorphism when
restricted to [fn].
Since E has the subsequence splitting property [134], passing to a subsequence we have
fn = hn + gn with (gn) equi-integrable, (hn) disjoint, and |hn|, |gn| ≤ |fn| for all n. Again,
arguing as in the proof of Theorem 3.1.3 the operator V : [fn] → E defined by V (fn) = hn is
bounded. Hence, since (fn) is equivalent to the unit vector basis of `2, in particular it is weakly
null. Hence, so are (hn) and (gn), since hn = V (fn), and gn = fn − hn.
Since T is AM-compact, by Lemma 1.5.3, the sequence (T (gn)) must have a subsequence
that goes to zero. Therefore, (T (hn)) has a subsequence, say (T (hnk)), equivalent to (T (fnk)),
which is equivalent to the unit vector basis of `2. Then, there exist constants α and β, such
that for any n and scalars (ak)
n
k=1 we have
α
( n∑
k=1
|ak|2
) 1
2
≤
∥∥∥∥T( n∑
k=1
akhnk
)∥∥∥∥ ≤ ‖T‖∥∥∥∥ n∑
k=1
akhnk
∥∥∥∥
≤ ‖T‖‖V ‖
∥∥∥∥ n∑
k=1
akfnk
∥∥∥∥ ≤ β‖T‖‖V ‖( n∑
k=1
|ak|2
) 1
2
.
This means that [hnk ] is isomorphic to `2, and this is impossible according to the hypothesis
on E. 
58 3. CHARACTERIZATION OF STRICTLY SINGULAR OPERATORS
Now we can state and prove the main result of this Chapter:
Theorem 3.1.6. Let E and F be Banach lattices such that E has finite cotype.
(1) If F satisfies a lower 2-estimate, then every operator T : E → F is strictly singular if
and only if it is both disjointly strictly singular and `2-singular.
(2) If F is order continuous, then every regular operator T : E → F is strictly singular if
and only if it is both disjointly strictly singular and `2-singular.
Proof. Clearly strictly singular operators are disjointly strictly singular and `2-singular.
Conversely, if T : E → F is `2-singular, then by Proposition 3.1.4 T is also AM-compact. The
conclusion follows from Theorem 3.1.3. 
2. The role of the lower 2-estimate
In this section we prove that Theorem 3.1.6 cannot be extended to the case when the Banach
lattice F has a lower q-estimate, for some q > 2. To this end we consider the Banach lattice
Lr(`q) (see [87, pp. 46-47]), which consists of sequences x = (x1, x2, . . .) of elements in Lr such
that
‖x‖Lr(`q) = sup
n
∥∥∥∥( n∑
i=1
|xi|q
)1/q∥∥∥∥
Lr
<∞.
Notice that since Lr (1 ≤ r < ∞) is weakly sequentially complete, Lr(`q) is spanned by the
eventually zero sequences of elements in Lr.
Theorem 3.2.1. Let 1 < r < p < s < 2 < q <∞. There exists an operator T : Lp → Lr(`q)
such that it is `p-singular and `2-singular, but not `s-singular.
In particular, the operator T is disjointly strictly singular and `2-singular, but not strictly
singular.
Before the proof, we need some preliminary Lemmas. The first of them will be deduced
from the following:
Proposition 3.2.2 ([73] Lemma 3.10). Let X be a finite dimensional Banach space with
a 1-unconditional basis (xi)
n
i=1 and let Y be a q-concave Banach lattice, for some 1 < q < ∞.
Let T be an isomorphism from X into Y and let (gi)
n
i=1 be a sequence of independent and
identically distributed (i.i.d.) p-stable random variables over a probability space (Ω,Σ, µ), for
some 1 < p < 2. Then, for every scalars (ai)
n
i=1 for which∫
Ω
∥∥∥∥ n∑
i=1
aigi(ω)xi
∥∥∥∥
X
dµ(ω) ≤
∥∥∥∥ n∑
i=1
aixi
∥∥∥∥
X
,
the following inequalities hold
K
∥∥∥∥ n∑
i=1
aixi
∥∥∥∥
X
≤
∥∥∥ max
1≤i≤n
|aiTxi|
∥∥∥
Y
≤
∥∥∥∥( n∑
i=1
|aiTxi|p
)1/p∥∥∥∥
Y
≤ ‖T‖‖g1‖−1L1
∥∥∥∥ n∑
i=1
aixi
∥∥∥∥
X
,
for certain constant K (depending only on the q-concavity constant of Y ).
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Lemma 3.2.3. Let 1 < q < s < 2. If T : `s → Lq(µ) is an isomorphic embedding, and
fn = T (en), where (en) is the canonical basis of `s, then for 2 ≤ r <∞∥∥∥∥ k∑
n=1
anfn
∥∥∥∥
Lq
∼
∥∥∥∥( k∑
n=1
|anfn|r
)1/r∥∥∥∥
Lq
∼
∥∥∥∥ max1≤n≤k |anfn|
∥∥∥∥
Lq
,
for any scalars (an)
k
n=1.
Proof. Take n ∈ N and let X = `ns , Y = Lq(µ), and T = T |X in Proposition 3.2.2. If
(gi)
n
i=1 is a sequence of i.i.d. p-stable random variables with s < p < 2, then∫
Ω
∥∥∥∥ n∑
i=1
aigi(ω)ei
∥∥∥∥
`s
dµ(ω) =
∫
Ω
( n∑
i=1
|aigi(ω)|s
)1/s
dµ(ω)
≤
(∫
Ω
n∑
i=1
|aigi(ω)|sdµ(ω)
)1/s
=
( n∑
i=1
|ai|s
∫
Ω
|gi(ω)|sdµ(ω)
)1/s
= ‖g1‖Ls
∥∥∥∥ n∑
i=1
aiei
∥∥∥∥
`s
.
Since ‖g1‖Ls <∞, using Proposition 3.2.2 we get
K‖g1‖1/2Ls
∥∥∥∥ n∑
i=1
aiei
∥∥∥∥
`s
≤
∥∥∥∥ max1≤i≤n |aifi|
∥∥∥∥
Lq
≤
∥∥∥∥( n∑
i=1
|aifi|p
)1/p∥∥∥∥
Lq
≤ ‖T‖‖g1‖−1L1 ‖g1‖
1/2
Ls
∥∥∥∥ n∑
i=1
aiei
∥∥∥∥
`s
for certain constant K independent of n.
Since ‖max1≤i≤n |aifi|‖Lq ≤ ‖(
∑n
i=1 |aifi|2)1/2‖Lq ≤ ‖(
∑n
i=1 |aifi|p)1/p‖Lq , by the previous
inequality, we immediately get∥∥∥∥ max1≤i≤n |aifi|
∥∥∥∥
Lq
∼
∥∥∥∥( n∑
i=1
|aifi|2
)1/2∥∥∥∥
Lq
∼
∥∥∥∥( n∑
i=1
|aifi|p
)1/p∥∥∥∥
Lq
.
On the other hand, Theorem 1.3.1 yields ‖∑kn=1 anfn‖Lq ∼ ‖(∑kn=1 |anfn|2)1/2‖Lq . There-
fore, for every 2 ≤ r ≤ ∞, we have∥∥∥∥ k∑
n=1
anfn
∥∥∥∥
Lq
∼
∥∥∥∥( k∑
n=1
|anfn|r
)1/r∥∥∥∥
Lq
.

Next result shows why Lemma 3.2.3 cannot be extended to the case s = 2. Given functions
f, g : N → R, by f = o(g) we mean, as usual, that f(m)
g(m)
→
m→∞
0. For a subset A ⊂ N, |A|
denotes the cardinality of A.
Lemma 3.2.4. Let 1 < p < 2. If T : `2 → Lp(µ) is a bounded operator, and fn = T (en)
where (en) denotes the canonical basis of `2, then for each natural number m,
inf
|A|=m
∥∥∥∥maxj∈A |fj|
∥∥∥∥
Lp
= o(
√
m).
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Moreover, for any 2 < q <∞,
inf
|A|=m
∥∥∥∥(∑
j∈A
|fj|q
)1/q∥∥∥∥
Lp
= o(
√
m).
Proof. By Krivine’s Theorem (see Theorem 1.5.10), given any finite family (xi)
n
i=1 of
vectors in `2 we have∥∥∥∥( n∑
i=1
|Txi|2
)1/2∥∥∥∥
Lp
≤ KG‖T‖
∥∥∥∥( n∑
i=1
|xi|2
)1/2∥∥∥∥
`2
= KG‖T‖
( n∑
i=1
‖xi‖2`2
)1/2
where KG is Grothendieck’s constant. Now, by Maurey’s factorization theorem (cf. [6, Theorem
7.1.2]), there exists a density function h on Ω (i.e. h > 0 and
∫
hdµ = 1) such that we can
factor T in the following way:
`2
T //
T˜

Lp(µ)
L2(hdµ)
  i // Lp(hdµ)
J
OO
where T˜ (x) = h−1/pT (x) for every x ∈ `2, i denotes the canonical inclusion, and J is the
isometry mapping each f ∈ Lp(hdµ) to J(f) = fh1/p.
Let us denote f˜n = T˜ (en) ∈ L2(hdµ). Since L2(hdµ) satisfies the subsequence splitting
property, there exist a subsequence (f˜nk) and sequences (gk), (hk), with (hk) disjoint and (gk)
equi-integrable in L2(hdµ) such that f˜nk = gk + hk and |gk| ∧ |hk| = 0. Therefore, (J(hk)) is
disjoint in Lp(µ), and for scalars (ak)
n
k=1 we have∥∥∥∥ n∑
k=1
akJ(hk)
∥∥∥∥
Lp
≤
∥∥∥∥ n∑
k=1
akhk
∥∥∥∥
L2(h)
=
∥∥∥∥( n∑
k=1
|akhk|2
)1/2∥∥∥∥
L2(h)
≤
∥∥∥∥( n∑
k=1
|akf˜nk |2
)1/2∥∥∥∥
L2(h)
≤ KG‖T˜‖
∥∥∥∥( n∑
k=1
|akenk |2
)1/2∥∥∥∥
`2
= C
( n∑
k=1
|ak|2
)1/2
,
with C independent of n (see Theorem 1.5.10). Now, if inf
k
‖J(hk)‖Lp > 0, then for some
constant c and for all (ak)
n
k=1 we have
c
( n∑
k=1
|ak|p
)1/p
≤
∥∥∥∥ n∑
k=1
akJ(hk)
∥∥∥∥
Lp
≤ C
( n∑
k=1
|ak|2
)1/2
,
which is impossible (since 1 < p < 2).
Thus, passing to a subsequence we can assume that ‖J(hk)‖Lp −→
k→∞
0. Now, for each m ∈ N,
let us denote
φ(m) =
∥∥∥ max
1≤k≤m
|gk|
∥∥∥
L2(h)
,
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and let us take disjoint measurable sets Am1 , A
m
2 , . . . , A
m
m in Ω such that
max
1≤k≤m
|gk| =
m∑
k=1
|gk|χAmk .
Claim: It holds that φ(m)√
m
→ 0 when m→∞.
Assume the contrary; then, there exist ε > 0 and an increasing sequence mn → ∞
such that φ(mn)√
mn
≥ ε. That is, for all n ∈ N we can choose an integer mn and disjoint sets
Amn1 , A
mn
2 , . . . , A
mn
mn such that
(1)
1
mn
mn∑
k=1
∫
Amnk
|gk|2hdµ = 1
mn
∥∥∥∥ mn∑
k=1
|gk|χAmnk
∥∥∥∥2
L2(h)
=
(
φ(mn)√
mn
)2
≥ ε2 ∀n ∈ N.
From this fact we conclude that for every N ∈ N we can find B1, . . . , BN disjoint sets in Ω such
that
sup
k
{∫
Bn
|gk|2hdµ
}
≥ ε
2
2
,
for all n = 1, . . . , N .
Otherwise, suppose that there exists N such that for n large enough the set
Sn = {k ≤ mn :
∫
Amnk
|gk|2hdµ ≥ ε2/2}
always has cardinality less than N . Then for n large enough so that
mn −N
mn
< 1, and
N supk ‖gk‖L2
mn
<
ε2
2
,
we have
1
mn
mn∑
k=1
∫
Amnk
|gk|2hdµ < 1
mn
(
(mn −N)ε
2
2
+N sup
k
‖gk‖L2
)
< ε2
which is a contradiction with (1).
However, by Theorem 1.4.5, we reach a contradiction with the fact that (gk) is equi-
integrable in L2(hdµ). Therefore,
φ(m)√
m
→ 0 when m→∞, and the claim is proved.
Now, since ‖J(hk)‖Lp −→
k→∞
0, for every m ∈ N we have that, for every ε > 0 there exists
a set Aε = {k1, k2 . . . , km} of natural numbers, such that ‖J(hk)‖Lp < ε/m for all k ∈ Aε.
Therefore,
inf
|A|=m
‖max
j∈A
|fj|‖Lp ≤ inf|A|=m‖maxj∈A J(|gj|+ |hj|)‖Lp
≤ φ(m) + ‖max
j∈Aε
J(|hj|)‖Lp ≤ φ(m) + ε
and since this inequality holds for all ε > 0 we get that inf |A|=m ‖maxj∈A |fj|‖Lp ≤ φ(m), which
implies
inf
|A|=m
‖max
j∈A
|fj|‖Lp = o(
√
m).
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The second assertion of the Lemma is obtained by a Ho¨lder type inequality ([87, 1.d.2]).
Indeed, given m ∈ N, for any A ⊂ N with |A| = m,∥∥∥∥(∑
j∈A
|fj|q
)1/q∥∥∥∥
Lp
≤
∥∥∥∥((∑
j∈A
|fj|2
)1/2)θ(
max
j∈A
|fj|
)1−θ∥∥∥∥
Lp
≤
∥∥∥∥(∑
j∈A
|fj|2
)1/2∥∥∥∥θ
Lp
∥∥∥∥maxj∈A |fj|
∥∥∥∥1−θ
Lp
,
for θ = 2
q
∈ (0, 1). Now, by the first part of the Lemma, the function ϕ(m) = inf |A|=m ‖maxj∈A |fj|‖Lp
satisfies ϕ(m)√
m
→
m→∞
0. Moreover, by passing to a subsequence, (fj) can be assumed to be un-
conditional, so we have ∥∥∥∥(∑
j∈A
|fj|2
)1/2∥∥∥∥
Lp
∼
∥∥∥∥∑
j∈A
fj
∥∥∥∥
Lp
≤ ‖T‖√m.
Thus, for q > 2
inf
|A|=m
∥∥∥∥(∑
j∈A
|fj|q
)1/q∥∥∥∥
Lp
≤ (‖T‖√m)θ(ϕ(m))1−θ,
and clearly
(‖T‖√m)θϕ(m)1−θ√
m
→
m→∞
0.

Lemma 3.2.5. Let 1 < p < 2. If a sequence (fn) ⊂ Lp satisfies∥∥∥∥( ∞∑
n=1
|an|2|fn|2
)1/2∥∥∥∥
Lp
≤ C
( ∞∑
n=1
|an|2
)1/2
,
for some constant C > 0 and every finitely non zero scalar sequence (an), then for 2 < q <∞,
inf
|A|=m
∥∥∥∥(∑
j∈A
|fj|q
)1/q∥∥∥∥
Lp
= o(
√
m).
Proof. Let us consider the operator T : `2 → Lp([0, 1]× [0, 1]) defined by T (en) = fn⊗ rn,
where (en) denotes the canonical basis of `2, (rn) are the Rademacher functions on [0, 1], and
fn ⊗ rn(s, t) = fn(s)rn(t). By Theorem 1.3.1 and the hypothesis, this operator is bounded.
Thus, by Lemma 3.2.4, we have
inf
|A|=m
∥∥∥∥(∑
j∈A
|fj ⊗ rj|q
)1/q∥∥∥∥
Lp
= o(
√
m).
But, since |fj| = |fj ⊗ rj| we are done. 
Now we can give the proof of Theorem 3.2.1:
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Proof of Theorem 3.2.1. Given 1 < r < p < s < 2 < q < ∞, consider the formal
inclusion J : Lp(0, 1) ↪→ Lr(0, 1). Let us denote by Hr the atomic lattice isomorphic to Lr(0, 1)
and whose lattice structure comes from the unconditional Haar basis (hn) in Lr(0, 1). Let
L : Lr(0, 1)→ Hr denote this isomorphism.
Now, let (fn) be a sequence of i.i.d. s-stable random variables in Lp(0, 1). In particular, the
span [fn] is isometrically isomorphic to `s both in Lp(0, 1) and Lr(0, 1). Now, since fn
w→ 0 in
Lp(0, 1) there exists a block basis (wn) of (hn), of the form
wn =
qn∑
i=qn−1+1
aihi,
where (qn) is an increasing sequence in N, and such that (wn) is equivalent in Lp(0, 1) and
Lr(0, 1) to a subsequence of (fn) (still denoted (fn)).
We claim that the following operator is bounded:
R : Hr → Lr(`q)
(ci)
∞
i=1 7→
(
qn∑
i=qn−1+1
cihi
)∞
n=1
Indeed, since q > 2 and (hn) is unconditional we have∥∥∥∥R((ci))∥∥∥∥
Lr(`q)
=
∥∥∥∥( ∞∑
n=1
∣∣∣∣ qn∑
i=qn−1+1
cihi
∣∣∣∣q)1/q∥∥∥∥
Lr
≤
∥∥∥∥( ∞∑
n=1
∣∣∣∣ qn∑
i=qn−1+1
cihi
∣∣∣∣2)1/2∥∥∥∥
Lr
≤ C
∥∥∥∥ ∞∑
i=1
cihi
∥∥∥∥
Lr
= C‖(ci)‖Hr ,
for certain constant C.
Let us consider now the operator T defined by
Lp
T //
J

Lr(`q)
Lr
L // Hr
R
OO
.
T is an isomorphism when restricted to the span [wn] in Lp, which is isomorphic to `s. Indeed,
by Lemma 3.2.3, we have∥∥∥∥T( ∞∑
n=1
bnwn
)∥∥∥∥
Lr(`q)
=
∥∥∥∥( ∞∑
n=1
∣∣∣∣bn qn∑
i=qn−1+1
aihi
∣∣∣∣q)1/q∥∥∥∥
Lr
∼
∥∥∥∥ ∞∑
n=1
bnwn
∥∥∥∥
Lr
∼
∥∥∥∥ ∞∑
n=1
bnwn
∥∥∥∥
Lp
∼
( ∞∑
n=1
|bn|s
)1/s
.
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Therefore, T is not strictly singular. On the other hand, the operator T is `p-singular
because so is the inclusion J : Lp ↪→ Lr.
Let us prove now that T does not preserve an isomorphic copy of `2. To see this it suffices
to show that RL preserves no isomorphic copy of `2. Indeed, if this were not the case, let (gn)
be a sequence equivalent to the unit vector basis of `2 in Lr, so that (RL(gn)) is also equivalent
to the unit vector basis of `2. Since gn
w→ 0, without loss of generality, we can suppose that
(gn) is a block basis of the Haar system. In fact, we can extract a subsequence (still denoted
(gn)) such that
gn =
pn∑
k=pn−1+1
ψnk ,
where each ψnk ∈ [hqjk−1+1, . . . , hqjk ] for certain increasing sequence (jk) in N (notice that the
sequence (qn) was already fixed in the definition of the operator R).
Now, the sequence (ψnk ) for n = 1, 2, . . . , and k = pn−1 + 1, . . . , pn is an unconditional basic
sequence since they are blocks of the Haar basis, which is unconditional in Lr(0, 1). Therefore,
for every finitely non zero sequence of scalars (an) we have
∥∥∥∥( ∞∑
n=1
pn∑
k=pn−1+1
|anψnk |2
)1/2∥∥∥∥
Lr
∼
∥∥∥∥ ∞∑
n=1
pn∑
k=pn−1+1
anψ
n
k
∥∥∥∥
Lr
=
∥∥∥∥ ∞∑
n=1
angn
∥∥∥∥
Lr
∼
( ∞∑
n=1
a2n
)1/2
(see Theorem 1.3.1). Let us consider
fn =
( pn∑
k=pn−1+1
|ψnk |q
)1/q
.
Since q > 2 we have
∥∥∥∥( ∞∑
n=1
a2nf
2
n
)1/2∥∥∥∥
Lr
=
∥∥∥∥( ∞∑
n=1
a2n
( pn∑
k=pn−1+1
|ψnk |q
)2/q)1/2∥∥∥∥
Lr
≤
∥∥∥∥( ∞∑
n=1
a2n
pn∑
k=pn−1+1
|ψnk |2
)1/2∥∥∥∥
Lr
∼
( ∞∑
n=1
a2n
)1/2
.
Now, by Lemma 3.2.5 we get
inf
|A|=m
∥∥∥∥(∑
n∈A
|fn|q
)1/q∥∥∥∥
Lr
= o(
√
m).
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Therefore, by hypothesis there exist some constant C > 0 such that
C
√
m ≤ inf
|A|=m
∥∥∥∥∑
n∈A
RLgn
∥∥∥∥
Lr(`q)
= inf
|A|=m
∥∥∥∥(∑
n∈A
pn∑
k=pn−1+1
|ψnk |q
)1/q∥∥∥∥
Lr
= inf
|A|=m
∥∥∥∥(∑
n∈A
|fn|q
)1/q∥∥∥∥
Lr
= o(
√
m).
However, this is a contradiction. Thus, the operator RL is `2-singular, and so is T = RLJ . 
Remark 3.2.6. The hypothesis of order continuity of the Banach lattice Y in the second
part of Theorem 3.1.6 cannot be removed. Indeed, consider the operator T : Lp → Lr(`q)
constructed in Theorem 3.2.1 and the canonical isomorphic embedding j : Lr(`q) → `∞. Note
that the composition operator jT : Lp → `∞ is regular (cf. [94, Theorem 1.5.11]), DSS and
`2-singular, but it is not SS (since T is not SS and j is an isomorphism).

CHAPTER 4
Invariant subspaces of positive strictly singular operators
Read [116] presented an example of a strictly singular operator with no (closed non-zero
and proper) invariant subspaces. It remains as an open question whether every positive strictly
singular operator on a Banach lattice has an invariant subspace. The present chapter contains
several results in this direction.
Throughout this chapter, E will be a fixed order continuous Banach lattice with a weak
order unit. We can assume, by Theorem 1.2.7 that there is a probability space (Ω,Σ, µ) such
that E is an order ideal of L1(µ). We fix the probability space (Ω,Σ, µ) throughout the chapter.
We will also make use of the fact due to L. Weis that every regular operator T : E → E can be
extended to a bounded operator T˜ : L1(µ)→ L1(µ) (see Theorem 1.5.9).
We say that a Banach lattice E satisfies the R-condition if every sequence, which, viewed
as a sequence in L1(µ), is equivalent to the unit vector basis of `2, has a subsequence which
remains equivalent to the unit vector basis of `2 when viewed as a sequence in E. We show in
Section 1 that every p-concave Banach lattice with 1 ≤ p < ∞ satisfies the R-condition. In
particular, if E contains Lp(µ) then E satisfies the R-condition.
In Section 2 we establish certain connections between some special classes of operators on
Banach lattices. We show that a regular operator T on E is AM-compact if and only if its
extension to L1(µ) is a Dunford-Pettis operator. This extends the known fact that on L1 the
classes of AM-compact and Dunford-Pettis operators coincide. In connection with the results
of the previous chapter, we also show that if E satisfies the R-condition then every regular `2-
singular operator is AM-compact. Then, in Section 3 we use the obtained results to show that,
in spaces with the R-condition, strictly singular operators as well as other operators related to
them have invariant subspaces.
Recall that the concept of a compact-friendly operator was introduced in [4], where the
existence of invariant subspaces for these operators under certain additional assumptions were
proved. In Section 4 we define strictly singular-friendly operators in a similar fashion, and show
that under the same assumptions plus the R-condition, strictly singular-friendly operators have
invariant subspaces.
Part of this chapter has been published as a joint work with J. Flores and V. G. Troitsky
in [57].
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1. R-condition
We will say that E satisfies the R-condition if every bounded sequence (fn) in L∞(µ) which
is equivalent in L1(µ) to the unit basis of `2, has a subsequence which is equivalent in E to the
unit basis of `2. In this section we show that many Banach lattices enjoy the R-condition.
Lemma 4.1.1. Suppose that the inclusion i : L∞(µ) ↪→ E factors, with positive factors,
through Lp(ν) for some probability measure ν and 1 ≤ p <∞. Then E satisfies the R-condition.
Proof. Let (fn) be a bounded sequence in L∞(µ) which is equivalent in L1(µ) to the unit
vector basis of `2. By hypothesis, we have the following factorization
L∞(µ)
  i //
T1 $$H
HH
HH
HH
HH
E
Lp(ν)
T2
=={{{{{{{{{
Since (fn) viewed as a sequence in L1(µ) is equivalent to the unit vector basis of `2, it is weakly
null in L1(µ). Since (fn) is order bounded in E, (fn) is also weakly null in E by Theorem 1.2.2.
The sequence (T1fn) has a subsequence which converges weakly to some g ∈ Lp(ν); therefore
T2g = 0. Consider the sequence yn = T1fn − g; it has a weakly null subsequence. It cannot be
null in Lp(ν) because (fn) is not null in E.
Therefore, by passing to a subsequence, we may assume that (yn) is weakly null, seminor-
malized, and (yn) ⊂ [−y, y] for some y in Lp(ν). Since Lp(ν) has an unconditional basis, we
can extract a subsequence (ynk) which is unconditional with constant K. By Theorem 1.3.1,
there exists C > 0 such that∥∥∥ m∑
k=1
akynk
∥∥∥
p
≤ K
∫ 1
0
∥∥∥ m∑
k=1
rk(s)akynk
∥∥∥
p
ds ≤ KC
∥∥∥( m∑
k=1
|akynk |2
) 1
2
∥∥∥
p
≤ KC‖y‖p
∥∥(ai)∥∥`m2
for all (ak)
m
k=1, where (rk) denotes the Rademacher functions. Then, for some c > 0 we have
c
∥∥(ai)∥∥`m2 ≤ ∥∥∥ m∑
k=1
akfnk
∥∥∥
1
≤
∥∥∥ m∑
k=1
akfnk
∥∥∥
E
=
∥∥∥ m∑
k=1
akT2ynk
∥∥∥
E
≤ ‖T2‖
∥∥∥ m∑
k=1
akynk
∥∥∥
p
≤ KC‖T2‖
∥∥(ai)∥∥`m2 .
Therefore (fnk) is equivalent in E to the unit vector basis of `2. 
We claim that if Lp(µ) ⊆ E for some 1 ≤ p < ∞ then E satisfies the R-condition. This
is a special case of a more general fact: if E is p-concave for some 1 ≤ p < ∞ then E has
R-condition. This follows from Lemma 4.1.1 together with Krivine’s factorization theorem [87,
Theorem 1.d.11] since the inclusion map i : L∞(µ)→ E is p-convex (an inspection of the proof
of [87, Theorem 1.d.11] reveals that in our setting the factors are also positive).
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Actually, this last statement is a consequence of the fact that every p-concave Banach lattice
(1 ≤ p <∞) has property (U2) [113]. Recall that property (U2) was introduced by F. Ra¨biger
in [113]: a Banach lattice F has property (U2) if for every seminormalized weakly null order
bounded sequence (xn) in F there is a subsequence (xni) and a constant C > 0 such that∥∥ m∑
i=1
aixni
∥∥ ≤ C∥∥(ai)∥∥`m2
for any coefficients a1, . . . , am.
Proposition 4.1.2. If E has property (U2) then it satisfies the R-condition.
Proof. Let (xn) be a bounded sequence in L∞(µ) equivalent in L1(µ) to the unit vector
basis of `2. Again, (xn) is weakly null in E. By property (U2), there exists a constant C > 0
such that, after passing to a subsequence, we have∥∥∥ m∑
i=1
aixni
∥∥∥
E
≤ C∥∥(ai)∥∥`m2
for any (ai)
m
i=1. On the other hand, by our choice of (xn) there exists another constant c such
that
c‖(ai)‖`m2 ≤
∥∥∥ m∑
i=1
aixni
∥∥∥
1
≤
∥∥∥ m∑
i=1
aixni
∥∥∥
E
for any coefficients a1, . . . , am. Hence (xni) is also equivalent to the unit vector basis of `2 in
E. 
As mentioned above, it was proved in [113] that every Banach lattice which is p-concave for
some 1 ≤ p < ∞ has property (U2). However, the following example shows that the converse
is false.
Example 4.1.3. The Banach lattice `2(`
2n
∞) has property (U2) but it is not p-concave for
any 1 ≤ p <∞.
Proof. Let us write every element x ∈ `2(`2n∞) as a sequence (xi)∞i=1, with x1 ∈ `1∞,
(x2, x3) ∈ `2∞, (x4, x5, x6, x7) ∈ `4∞, and so on. Therefore,
‖x‖ =
( ∞∑
n=0
max
2n≤i<2n+1
|xi|2
) 1
2
.
For x ∈ `2(`2n∞) we consider x = (xi)∞i=1, defined by xi = max
{|xj| : 2n ≤ j < 2n+1} whenever
2n ≤ i < 2n+1.
Let (x(n)) be a seminormalized order bounded weakly null sequence in `2(`
2n
∞). For each n,
put y(n) = x(n). It is clear that (y(n)) is also seminormalized and order bounded by some positive
z ∈ `2(`2n∞). We claim that (y(n)) is also weakly null. Indeed, let f ∈ `2(`2n1 ) = (`2(`2n∞))∗. Since
f = f+− f−, we may assume that f ≥ 0. For every ε > 0, let N ∈ N be such that zi ≤ ε2‖f‖ for
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all i > N . Since (x(n)) is weakly null, (x(n)) and, therefore, (y(n)), converge to zero coordinate-
wise. Hence, we can find M ∈ N such that fiy(n)i < ε2N for i ≤ N and for all n ≥M . Therefore,
〈f, y(n)〉 =
∞∑
i=1
fiy
(n)
i =
N∑
i=1
fiy
(n)
i +
∞∑
i=N+1
fiy
(n)
i ≤
N∑
i=1
ε
2N
+
∞∑
i=N+1
fizi ≤ ε
2
+ ‖f‖ ε
2‖f‖ = ε,
for n ≥M . Thus, (y(n)) is weakly null.
Notice that (y(n)) belongs to the closed linear span of (en), where
enk =
1 if 2n ≤ k < 2n+1,0 otherwise.
Clearly, the closed linear span of (en) is isomorphic to `2, and since (y
(n)) is weakly null, it must
have a subsequence (y(nk)) equivalent to the unit vector basis of `2. Therefore, we have:∥∥∥ ∞∑
k=1
akx
nk
∥∥∥ ≤ ∥∥∥ ∞∑
k=1
|ak|y(nk)
∥∥∥ ≤ C( ∞∑
k=1
|ak|2
) 1
2
for some constant C > 0 independent of the sequence (ak)
∞
k=1. Therefore, `2(`
2n
∞) has property
(U2). On the other hand, this space contains `
n
∞’s uniformly, hence it is not p-concave for any
1 ≤ p <∞. 
2. Strictly singular and AM-compact operators
We start by showing that a regular operator T on E is AM-compact if and only if its
extension T˜ to L1(µ) is Dunford-Pettis. This result is related to [12, Theorem 5.97] which
asserts that a regular operator from E to L1(µ) is Dunford-Pettis if and only if it maps order
intervals onto norm compact sets. We will use the following observation due to J. J. Uhl (see
[120], [24]).
Theorem 4.2.1. An operator T : L1(µ)→ L1(µ) is Dunford-Pettis if and only if its restric-
tion to L∞(µ) is compact as an operator from L∞(µ) to L1(µ).
Theorem 4.2.2. Let T be a regular operator on E. Then T is AM-compact if and only if
T˜ : L1(µ)→ L1(µ) is Dunford-Pettis.
Proof. Suppose that T˜ is Dunford-Pettis. It suffices to show that if (xn) is a sequence in
[0, x] for some x ∈ E+ then (Txn) has a convergent subsequence. Without loss of generality
we can take (xn) normalized. Since order intervals in L1(µ) are weakly compact, there exists
a subsequence (xnk) which converges weakly to some g in L1(µ). Then Txnk = T˜ xnk
‖·‖1−−→ T˜ g
because T˜ is Dunford-Pettis. Since T is regular then (Txn) is contained in
[−|T |x, |T |x], and
in addition T˜ g ∈ [−|T |x, |T |x]. By Amemiya’s Theorem [94, 2.4.8] it follows that T˜ g ∈ E and
Txnk → T˜ g in E.
Conversely, suppose that T : E → E is AM-compact. Then T is also AM-compact as an
operator from L∞(µ) to L1(µ), because L∞(µ) is a (non-closed) ideal in E and the inclusion
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E ↪→ L1(µ) is continuous. Since the unit ball in L∞(µ) is an order interval, it follows that this
operator is in fact compact. Now, by Theorem 4.2.1 we obtain that T˜ is Dunford-Pettis, as
desired. 
Remark 4.2.3. It was shown in [120] that an operator S : L1(µ) → L1(µ) is Dunford-
Pettis if and only if it is `2-singular. Moreover, if S is not Dunford-Pettis then one can find a
sequence (fn) bounded in L∞(µ) such that (fn) viewed as a sequence in L1(µ) is weakly null
and equivalent to the unit vector basis of `2; in addition, the restriction of S to the span of (fn)
in L1(µ) is an isomorphism.
Next proposition is another version for regular operators of Proposition 3.1.4. Here we are
using the more general notion of R-condition, instead of finite cotype.
Proposition 4.2.4. Suppose that E satisfies the R-condition and T : E → E is regular
and `2-singular. Then T is AM-compact.
Proof. In view of Theorem 4.2.2 it suffices to show that T˜ : L1(µ) → L1(µ) is Dunford-
Pettis. Suppose it is not. Let (fn) be as in Remark 4.2.3 for S = T˜ . Since E satisfies the
R-condition, after passing to a subsequence we have the following chain of inequalities with
appropriate constants:∥∥∥T( ∞∑
n=1
αnfn
)∥∥∥
E
≥
∥∥∥T( ∞∑
n=1
αnfn
)∥∥∥
1
≥ C1
∥∥∥ ∞∑
n=1
αnfn
∥∥∥
1
≥ C2
∥∥(αn)∥∥2 ≥ C3∥∥∥ ∞∑
n=1
αnfn
∥∥∥
E
for any
∑∞
n=1 αnfn in E. This contradicts T being `2-singular. 
Corollary 4.2.5. Suppose that X is an arbitrary Banach lattice, T : X → X is strictly
singular and factors with positive factors through E, and E satisfies the R-condition. Then T 3
is AM-compact.
Proof. Suppose that we can factor T = RS where
X
S−→ E R−→ X
and S,R ≥ 0. Then STR : E → E is positive and strictly singular, hence AM-compact
by Proposition 4.2.4. Since AM-compact operators form an algebraic ideal among regular
operators, it follows from T 3 = R(STR)S that T 3 is AM-compact 
3. Invariant subspaces of positive strictly singular operators
In this section we apply the results of the preceding sections to the Invariant Subspace
Problem. Invariant subspaces are always assumed to be non-zero and proper. A subspace is
said to be hyperinvariant under an operator T if it is invariant under every operator commuting
with T . Recall that T is said to be quasinilpotent if its spectrum is {0} or, equivalently, if
lim
n→∞
n
√‖T n‖ = 0. We will use the following standard lemma.
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Lemma 4.3.1. Suppose that T is an operator on a Banach space. If T is not quasinilpotent
and some power of T is strictly singular then T has a finite-dimensional hyperinvariant subspace.
Proof. Suppose that T is an operator on a Banach space X such that T is not quasinilpo-
tent and T n is strictly singular for some n. Clearly, T n is not quasinilpotent.
Suppose first that X is a Banach space over C. Then T n has non-trivial eigenspaces by [1,
Theorem 7.11]. Let Z be a non-trivial eigenspace of T n. Since T n is strictly singular, we have
dimZ <∞. It is easy to see that Z is hyperinvariant under T .
Now suppose that X is a Banach space over R. The complexification T nC of T n is still
strictly singular by [1, p. 177]. Again, let Z be a non-trivial eigenspace of T nC in XC. Then
dimZ < ∞ and Z is hyperinvariant under TC. Let (x1 + iy1), . . . , (xm + iym) be a basis of Z,
put M = Span{x1, . . . , xm, y1, . . . , ym} in X. Clearly, 0 < dimM ≤ 2m. We claim that M
is hyperinvariant under T . Indeed, suppose that S is an operator such that ST = TS. Then
SCTC = TCSC. Since Z in hyperinvariant under TC, for every k ≤ m we have SC(xk + iyk) ∈ Z,
so that Sxk and Syk are both in M . Hence, S(M) ⊆M . 
We make use of the following statement, which is a special case of Theorem 10.26 of [1].
Theorem 4.3.2. Every quasinilpotent AM-compact positive operator on a Banach lattice
has an invariant subspace.
Combining Theorem 4.3.2 with Lemma 4.3.1 we obtain the following result.
Proposition 4.3.3. Suppose that T is a positive AM-compact operator on a Banach lattice.
If T n is strictly singular for some n then T has an invariant subspace.
Together with Theorem 4.2.4, this yields the following.
Corollary 4.3.4. If E satisfies the R-condition and T ∈ L(E)+ is strictly singular then
T is AM-compact and has an invariant subspace.
Corollary 4.3.5. Suppose that E satisfies the R-condition and S, T ∈ L(E) are such that
0 ≤ S ≤ T . If T is strictly singular then S has an invariant subspace.
Proof. We use the results of Chapter 2. Since E is order continuous, by Corollary 2.2.3,
S2 is strictly singular. Theorem 4.2.4 yields that T is AM-compact, hence 0 ≤ S ≤ T implies
that S is AM-compact. The conclusion now follows from Proposition 4.3.3. 
Recall that if T is a positive operator on a Banach lattice then its left and right semi-
commutants are defined as follows:
〈T ] = {S ≥ 0 : ST ≤ TS} and [T 〉 = {S ≥ 0 : ST ≥ TS}.
The following is a theorem on the technique of minimal vectors that is being used fruitfully
within the context of invariant subspaces. We refer to [14] and [60] for a proof.
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Theorem 4.3.6. Suppose that T is a positive quasinilpotent operator on a Banach lattice
X. Suppose that there exists a closed ball B(x0, r) in X centered at some x0 ≥ 0, of positive
radius r < ‖x0‖ such that for every sequence (xn) in B(x0, r)∩ [0, x0] there exists a subsequence
(xni) and a sequence of operators (Ki) such that 0 ≤ Ki ≤ T for each i and (Kixni) converges
to a non-zero vector. Then 〈T ] has a (common) invariant closed order ideal. In particular, T
has an invariant subspace.
Theorem 4.3.7. Suppose that E satisfies R-condition and T is a positive quasinilpotent
strictly singular operator on E. Then 〈T ] has an invariant closed ideal.
Proof. Choose x0 ∈ X+ and r > 0 so that B(x0, r) ∩ kerT = ∅. Suppose that (xn) is
a sequence in B(x0, r) ∩ [0, x0]. We claim that there is a subsequence (xni) such that (Txni)
converges in norm to a non-zero vector; then the result will follow from Theorem 4.3.6. We
may assume without loss of generality that (xn) has no norm convergent subsequences. Since
order intervals are weakly compact in E, we may assume by passing to a subsequence that (xn)
converges weakly to some x. Since B(x0, r) is weakly closed and B(x0, r)∩ kerT = ∅, we have
x 6= 0 and Tx 6= 0. Notice that ‖Txn − Tx‖1 → 0 since the extension T˜ : L1(µ) → L1(µ) is
Dunford-Pettis by Theorem 4.2.2 and Corollary 4.3.4. Again, since the sequence (Txn) is order
bounded (T is positive) we obtain ‖Txn − Tx‖E → 0 by Amemiya’s theorem [94, Theorem
2.4.8]. 
To produce a similar result for [T 〉 we use the following version of a theorem of Drnovs˘ek
[1, Theorem 10.50]. We start by recalling a few definitions and notation. Given a Banach
space X, for a collection C of operators in L(X), let ‖C‖ = sup{‖T‖ : T ∈ C}. For each
x ∈ X, let Cx = {Tx : T ∈ C}, and so ‖Cx‖ = sup{‖Tx‖ : T ∈ C}. For n ∈ N, we denote
Cn = {T1 . . . Tn : T1, . . . , Tn ∈ C}. Recall, that an operator T on a Banach lattice F is locally
quasinilpotent at a point x if lim
n→∞
n
√‖T nx‖ = 0. Similarly, a family C of operators in L(X)
is called (locally) quasinilpotent at a point x ∈ X if lim
n→∞
n
√‖Cnx‖ = 0, and is called finitely
quasinilpotent at a point x ∈ X if every finite subcollection of C is (locally) quasinilpotent at
x.
Theorem 4.3.8. Suppose that T is a positive operator on a Banach lattice F with a quasi-
interior point w such that
(1) T is locally quasinilpotent at some x0 > 0, and
(2) there is S ∈ [T 〉 and a non-zero AM-compact operator K such that |Kx| ≤ S|x|..
Then [T 〉 has an invariant closed ideal.
Proof. Since the null ideal NT = {x ∈ F : T |x| = 0} of T is [T 〉-invariant [1, Lemma
10.23], we may assume that NT = {0}. Let z ∈ F such that Kz 6= 0. We may assume that
|Kz| ≤ w, otherwise we can replace w with w ∨ |Kz|. By [1, Lemma 4.16(1)] there exists an
operator M dominated by the identity operator such that MKz > 0. Put K1 = MK. Since
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NT = 0, it follows that TK1z 6= 0, hence TK1 6= 0. It is clear that TK1 is AM-compact and is
dominated by TS.
Let J be the algebraic ideal in [T 〉 generated by TS, i.e., J = {ATSB : A,B ∈ [T 〉}.
A straightforward verification shows that J is finitely quasinilpotent at x0. Since TS ∈ J
and TS dominates a non-zero AM-compact operator, J has an invariant closed ideal by [1,
Theorem 10.44]. Now [1, Lemma 10.49] yields that [T 〉 has an invariant closed ideal. 
Corollary 4.3.9. Suppose that E has the R-condition and T is a positive quasinilpotent
strictly singular operator on E. Then [T 〉 has an invariant closed ideal.
Proof. By Corollary 4.3.4, T is AM-compact. Now apply Theorem 4.3.8. 
Corollary 4.3.10. Suppose that E has R-condition and T is a positive strictly singular
operator on E. Then every positive operator commuting with T has an invariant subspace.
Proof. If T is quasinilpotent then the conclusion follows from Theorem 4.3.7 or Corollary
4.3.9. If T is not quasinilpotent, then the result follows from Lemma 4.3.1. 
Proposition 4.3.11. Suppose that X is an arbitrary Banach lattice, T : X → X is strictly
singular and factors with positive factors through E, and E satisfies the R-condition. If T is
locally quasinilpotent at a positive vector then [T 〉 has an invariant closed ideal.
Proof. Corollary 4.2.5 yields that T 3 is AM-compact. The result now follows from Theo-
rem 4.3.8. 
4. Invariant subspaces of SS-friendly operators
It is well known that compact operators enjoy good properties concerning the Invariant
Subspace Problem. The compactness properties were relaxed in [4], where the class of compact-
friendly operators was introduced, showing that these operators also have invariant subspaces.
We present here the analogous concept for strictly singular operators.
We call an operator B ∈ L(E)+ strictly singular-friendly (or SS-friendly in short) if there
is a positive operator that commutes with B and dominates a non-zero operator which is
dominated by a strictly singular positive operator. In particular, every operator dominating a
positive strictly singular operator is strictly singular-friendly.
Theorem 4.4.1. Suppose that E satisfies the R-condition. If B ∈ L(E)+ is a non-zero
SS-friendly operator which is locally quasinilpotent at some x0 > 0, then B has a non-trivial
closed invariant ideal. Moreover, if (Tn) is a sequence in [B〉, then there exist a non-trivial
closed ideal that is invariant under B and each Tn.
Proof. Our argument is similar to the one in [4]. We can suppose without loss of generality
that ‖B‖ < 1. Pick small enough scalars αn > 0 such that the positive operator T =
∑∞
n=1 αnTn
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exists and ‖B + T‖ < 1. It is clear that T ∈ [B〉, and (B + T )n ∈ [B〉 for every n, so that the
positive operator A =
∑∞
n=0(B + T )
n also belongs to [B〉.
For each x > 0, let Jx be the principal ideal generated by Ax, that is,
Jx =
{
y ∈ E : |y| ≤ λAx for some λ > 0}.
Since x ≤ Ax, we have that x ∈ Jx, so this is a non-zero ideal.
Note that Jx is (B + T )-invariant. Indeed, if y ∈ Jx, then |y| ≤ λAx for some λ > 0 so we
have ∣∣(B + T )y∣∣ ≤ (B + T )|y| ≤ λ(B + T ) ∞∑
n=0
(B + T )nx = λ
∞∑
n=1
(B + T )nx ≤ λAx.
Clearly Jx is also invariant under B and T , since 0 ≤ B, T ≤ B + T , so it is also Tn-invariant
for each n.
Therefore, for our purposes, it suffices to prove that there exists a positive x ∈ E such that
the ideal Jx is not norm dense in E. Suppose the contrary, that is, Ax is a quasi-interior point
in E for each x > 0. By assumption, there exist operators R, S, and C in L(E) such that R
and S are positive, S is strictly singular, C 6= 0, RB = BR, and C is dominated by both R
and S.
Since C 6= 0, there exists some x1 > 0 such that Cx1 6= 0. Then A|Cx1| is a quasi-interior
point satisfying A|Cx1| ≥ |Cx1|. By [1, Lemma 4.16], there exists an operator M1 ∈ L(E)
dominated by the identity operator such that x2 = M1Cx1 > 0. Let U1 = M1C. Note that U1
is dominated by S and by R.
Now we have Jx2 = E. Therefore, since C 6= 0, there exists 0 < y < Ax2 such that
Cy 6= 0. Because A|Cy| is a quasi-interior point and |Cy| ≤ A|Cy|, then, as before, there exists
M2 ∈ L(E) dominated by the identity operator such that x3 = M2Cy > 0. Since |y| ≤ Ax2 and
Ax2 is a quasi-interior point, it follows that there is an operator M ∈ L(E) dominated by the
identity such that MAx2 = y. So x3 = M2Cy = M2CMAx2. And the operator U2 = M2CMA
is dominated by SA and by RA.
Consider the operator U2U1. From U2U1x1 = x3 > 0, we see that U2U1 is a non-zero
operator. Since both U1 and U2 are dominated by strictly singular positive operators, Corollary
2.2.3 yields that U2U1 is strictly singular. Moreover,
|U2U1x| = |M2CMAM1Cx| ≤ RAR|x|
for each x ∈ E.
Let V = RAR. Since A and R belong to [B〉 then V also belongs to [B〉. Observe that V
dominates U2U1 which is strictly singular, therefore AM-compact. The result now follows from
Theorem 4.3.8. 
It remains open wether SS-friendly and compact-friendly operators are in fact different
classes of operators.

CHAPTER 5
Compact products of strictly singular operators
In this chapter we generalize a result of V. Milman [96] on products of SS operators on
spaces Lp. Precisely, if T ∈ SS(Lp), then T 2 is compact.
To this end we introduce first the concept of disjointly homogeneous Banach lattices, which
behave in a certain sense like the spaces Lp. Namely, this spaces have a rigid lattice structure,
since every pair of disjoint sequences share an equivalent subsequence.
In Section 1, we study several properties of disjointly homogeneous Banach lattice, and
the second section contains the main results. Applications are given for Lorentz spaces and
certain classes of Orlicz spaces on [0, 1]. We also provide examples of strictly singular operators
on rearrangement invariant spaces none of whose powers are compact, showing that Milman’s
result cannot be generalized much further.
Finally, in the same spirit as in [132], some duality results for strictly singular operators on
Lp,q spaces are given.
1. Disjointly homogeneous Banach lattices
A Banach lattice E is said to be disjointly homogeneous if given two seminormalized disjoint
sequences (xi), (yj) in E, there exist equivalent subsequences, i.e.∥∥∥ n∑
k=1
akxik
∥∥∥ ∼ ∥∥∥ n∑
k=1
akyjk
∥∥∥.
Examples of disjointly homogeneous spaces include the spaces Lp(µ) for 1 ≤ p ≤ ∞ and
every measure µ, since every normalized disjoint sequence in Lp(µ) is equivalent to the unit
vector basis of `p. Moreover, in [47] it was shown that every disjoint sequence in the Lorentz
function spaces Λ(W, p), contains a subsequence equivalent to the unit vector basis of `p. Hence,
these spaces are also disjointly homogeneous.
Motivated by these examples, we say that a Banach lattice is p-disjointly homogeneous if
every normalized disjoint sequence has a subsequence equivalent to the unit vector basis of `p
(c0 in the case p =∞). Clearly, the spaces `p(Xn) where Xn is a sequence of finite dimensional
Banach lattices, are p-disjointly homogeneous. So are the spaces Bp introduced by C. J. Seifert
in connection with Baernstein’s space(see [30, p. 7]).
Remark 5.1.1.
• A Banach lattice E is disjointly homogeneous if for any pair of disjoint positive nor-
malized sequences (xn) and (yn), there exist subsequences which are equivalent.
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• Note that the definition depends on the lattice structure, that is, it is not preserved
under isomorphisms in general. For instance, for any 1 < p < ∞, p 6= 2, the function
space Lp[0, 1] is isomorphic to the atomic Banach lattice Hp given by the unconditional
Haar basis, and this lattice has disjoint sequences equivalent to `2 and `p; thus, with
its atomic structure, Hp is not disjointly homogeneous.
Proposition 5.1.2. Suppose that E is a disjointly homogeneous Banach lattice. Then, E
or E∗ is a KB-space.
(1) E is not a KB-space if and only if E is ∞-disjointly homogeneous.
(2) E∗ is not a KB-space if and only if E is 1-disjointly homogeneous.
Proof. The equivalence in (1) follows immediately from the definition of a KB-space. By
Theorem 1.2.3 E∗ is not a KB-space if and only if E contains a lattice copy of `1, this yields
the equivalence in (2). Finally, since no subsequence of the unit vector basis of c0 is equivalent
to the unit vector basis of `1 and vice versa, the two pairs of conditions are incompatible, hence
one of the two spaces has to be a KB-space. 
Proposition 5.1.3. Let E be disjointly homogeneous. Every sublattice of E is disjointly
homogeneous. If I is a closed ideal of E, then the Banach lattice E/I is also disjointly homo-
geneous.
Proof. The first assertion is immediate. For the second one, suppose first that E is a
disjointly homogeneous KB-space. If I is a closed ideal of E, then it is also a projection band
(see Theorem 1.2.2). Hence, E/I is lattice isomorphic to the orthogonal complement I⊥, which
is also a band in E. Therefore, E/I is also disjointly homogeneous.
Now, if E is not a KB-space, then by Proposition 5.1.2, every disjoint sequence of E has
a subsequence equivalent to the unit vector basis of c0. Let (xn + I) be a disjoint normalized
sequence in E/I. Clearly, we can take xn ∈ E pairwise disjoint and seminormalized. Hence,
some subsequence (xnk) must be equivalent to the unit vector basis of c0. Therefore, there
exists a constant C > 0 such that for scalars a1, . . . , an we have∥∥ n∑
k=1
akxnk
∥∥
E
≤ C sup
1≤k≤n
|ak|.
Since, the sequence (xn + I) is basic unconditional it follows that for some constant C
′ > 0 and
scalars a1, . . . , an we have
C ′ sup
1≤k≤n
|ak| ≤
∥∥∥ n∑
k=1
ak(xnk + I)
∥∥∥
E/I
≤
∥∥∥ n∑
k=1
akxnk
∥∥∥
E
≤ C sup
1≤k≤n
|ak|.
Thus, every disjoint normalized sequence in E/I has a subsequence equivalent to the unit vector
basis of c0, and so E/I is also disjointly homogeneous. 
One could ask whether every disjointly homogeneous Banach lattice is p-disjointly homo-
geneous for some p ∈ [1,∞]. The following example shows that this is false. Let T denote
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Tsirelson’s space (cf. [30]), which is in fact the dual of the original space constructed by B.
S. Tsirelson in [130]. Tsirelson’s space T is the completion of the space of eventually null
sequences of real numbers under the norm ‖x‖T = limn ‖x‖n, where ‖x‖n is defined inductively.
Let (tn) denote the unit vector basis. For x =
∑m
k=1 aktk, we set
‖x‖0 = max
k
|ak|
and for n ≥ 0
‖x‖n+1 = max
{
‖x‖n, 1
2
max
k∑
j=1
∥∥∥ pj+1∑
n=pj+1
antn
∥∥∥
n
}
where the inner max is taken over all choices of k ≤ p1 ≤ p2 ≤ . . . ≤ pk+1, k = 1, 2, . . ..
The space T does not contain any isomorphic copy of c0 or `p for any 1 ≤ p <∞ [130]. We
show next that T with the order given by its unconditional basis is a disjointly homogeneous
Banach lattice, which is not p-disjointly homogeneous for any p ∈ [1,∞].
Example 5.1.4. Tsirelson’s space T , with the lattice structure given by its unconditional ba-
sis (tn) is disjointly homogeneous, and clearly does not contain any disjoint sequence equivalent
to the unit vector basis of `p or c0.
Proof. If x ∈ T with x = ∑∞i=1 αiti, then we denote suppx = {i ∈ N : αi 6= 0}. For
x, y ∈ T we write suppx < suppy if i < j whenever i ∈ suppx and j ∈ suppy. Given two
normalized disjoint sequences in T , (xn) and (yn), we will show that they have equivalent
subsequences.
By truncating each xn sufficiently far, by Theorem 1.6.1, we may assume that each xn has
finite support. By passing to a subsequence, we may further assume that suppxn < suppxn+1
for all n. Similarly, we may assume that suppyn < suppyn+1 for all n. Now it is easy to
construct subsequences (xnk) and (ynk) so that
suppxn1 < suppyn1 < suppxn2 < suppyn2 . . .
It follows from [30, Proposition II.4] that (xnk) and (ynk) are equivalent. 
2. Compact squares of strictly singular operators
We will make use of the following fact for strictly singular operators.
Lemma 5.2.1. Let T : E → E be a strictly singular operator on a Banach lattice with
finite cotype. Then, every equi-integrable sequence (gn) has a subsequence such that (T (gnk))
converges in the norm of L1.
Proof. Since T : E → E is strictly singular and L1 satisfies a lower 2 estimate, by
Proposition 3.1.4, it follows that T : E → E ↪→ L1 is AM-compact. Lemmas 1.4.2 and 1.5.3
yield the claimed result. 
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Theorem 5.2.2. Let E be a reflexive disjointly homogeneous Banach lattice with finite
cotype and unconditional basis. Every strictly singular operator T : E → E satisfies that the
square T 2 is compact.
Proof. Let (xn) be a weakly null sequence in E. Recall that a Banach lattice with finite
cotype satisfies the subsequence splitting property [134]. Hence, we have xnk = gk + hk for
some equi-integrable sequence (gk), and a disjoint sequence (hk). Moreover, since E is reflexive
we have that both (gk) and (hk) are also weakly null. Let us prove that (T
2(gk)) and (T
2(hk))
tend to zero in norm.
First, if (T 2(gk)) does not tend to zero in the norm of E, then passing to a subsequence
we can assume that (T (gk)) and (T
2(gk)) are seminormalized. Since T is strictly singular, by
Lemma 5.2.1 we have that both sequences (T (gk)) and (T
2(gk)) tend to zero in the norm of
L1. Now, by Kadecˇ-Pe lczyn´ski Theorem 1.2.8, either (T
2(gk)) tends to zero in the norm of E
or both (T (gk)) and (T
2(gk)) have subsequences equivalent to disjoint sequences in E. Since E
is disjointly homogeneous, the latter case would imply that T is an isomorphism on the span
of some subsequence [T (gkj)], which is a contradiction with the fact that T is strictly singular.
Hence, we must have that T 2(gk)→ 0 in the norm of E.
Now, for the disjoint part, using again the subsequence splitting property, passing to a
subsequence we can write T (hk) = uk + vk with (uk) equi-integrable and (vk) disjoint. If (vk)
is seminormalized, then since E is disjointly homogeneous, there exist a subsequence (kj) and
a constant C > 0 such that for any n ∈ N and scalars (aj)nj=1
C−1
∥∥∥ n∑
j=1
ajvkj
∥∥∥ ≤ ∥∥∥ n∑
j=1
ajhkj
∥∥∥ ≤ C∥∥∥ n∑
j=1
ajvkj
∥∥∥.
Moreover, since E has an unconditional basis and (T (hk)) is weakly null, we can assume passing
to a further subsequence that (T (hk)) is basic unconditional. Hence using the fact that |vk| ≤
|T (hk)| and Theorem 1.3.1, we would have∥∥∥ n∑
j=1
ajhkj
∥∥∥ ≤ C∥∥∥ n∑
j=1
ajvkj
∥∥∥
= C
∥∥∥( n∑
j=1
|ajvkj |2
) 1
2
∥∥∥
≤ C
∥∥∥( n∑
j=1
|ajT (hkj)|2
) 1
2
∥∥∥
≤ CB
∥∥∥ n∑
j=1
ajT (hkj)
∥∥∥
where B is the constant given in Theorem 1.3.1. This means that T is invertible on the
span of [hkj ] in contradiction with the fact that T is strictly singular. Therefore, (T (hk)) is
equi-integrable, and by Lemma 5.2.1, (T 2(hk)) tends to zero in the norm of L1. Again by
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Kadecˇ-Pe lczyn´ski Theorem 1.2.8, either (T 2(hk)) is equivalent to a disjoint sequence or tends
to zero in the norm of E. Note that since E is disjointly homogeneous, if (T 2(hk)) is equivalent
to a disjoint sequence, passing to a further subsequence we would have for any scalars (ak)
n
k=1,∥∥∥ n∑
k=1
akT
2(hk)
∥∥∥ ∼ ∥∥∥ n∑
k=1
akhk
∥∥∥.
This is a contradiction with the fact that T is strictly singular. Therefore, (T 2(hk)) tends to
zero in E.
Finally, we have
‖T 2(xnk)‖ ≤ ‖T 2(gk)‖+ ‖T 2(hk)‖,
which means that (T 2(xnk)) tends to zero in E. Thus, T
2 is compact as claimed. 
Theorem 5.2.3. Let E be a 2-disjointly homogeneous Banach lattice. Every strictly singular
operator T : E → E is compact.
Proof. Since every disjoint sequence in E has a subsequence equivalent to `2, then E
does not contain any sublattice isomorphic to c0 nor `1. In particular, by Theorem 1.2.6, E is
reflexive. We claim that the operator T is both AM -compact and M -weakly compact.
Indeed, to show that T is AM -compact, let (gn) be a sequence in [−x, x] for some x ∈ E+.
Since E is reflexive, passing to a subsequence and taking differences we can assume that (gn)
is weakly null. We will prove that Tgn converges to zero in E. Thus, suppose that ‖T (gn)‖ ≥
α > 0, for every n ∈ N. Since (gn) is equi-integrable, for every ε > 0 there exists M < ∞,
such that ‖gnχ{|gn|≥M}‖ < ε for all n ∈ N. Since the sequence gMn = gnχ{|gn|<M} is contained in
the order interval [−M,M ], passing to some subsequence we can assume that (gMn ) converges
weakly to a certain g ∈ [−M,M ]. Moreover, since ‖gnχ{|gn|≥M}‖ ≤ ε, and (gn) is weakly null,
it follows that ‖g‖ ≤ ε.
Let zn = g
M
n − g. Clearly, (zn) is weakly null. Moreover, it holds that
‖Tzn‖ ≥ ‖TgMn ‖ − ‖Tg‖ ≥ ‖Tgn‖ − (‖T (gnχ{|gn|≥M})‖+ ‖T‖) ≥ α− 2‖T‖ε,
which is bounded below for ε small enough. Since (zn) is weakly null, passing to a subsequence
we can assume that it is an unconditional basic sequence in E, and since |zn| ≤ 2M , by Theorem
1.3.1, it follows that∥∥∥ k∑
n=1
anzn
∥∥∥ ≤ K ∫ 1
0
∥∥∥ k∑
n=1
anrn(t)zn
∥∥∥dt ≤ KC∥∥∥( k∑
n=1
|anzn|2
) 1
2
∥∥∥ ≤ KC2M( k∑
n=1
|an|2
) 1
2
.
Therefore, we can define the operator R : `2 → E by linear extension of R(en) = zn. Hence, we
can consider the composition
`2
R // E
T // E
  // L1
which is strictly singular because so is T . Thus, by Proposition 3.1.2, ‖TR(en)‖L1 = ‖T (zn)‖L1 →
0. Hence, if (Tzn) does not tend to zero in the norm of E, by Theorem 1.2.8, we can extract a
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subsequence (still denoted (Tzn)) which is equivalent to the unit vector basis of `2. However,
this would yield the following estimation( k∑
n=1
|an|2
) 1
2 ≤ A
∥∥∥ k∑
n=1
anT (zn)
∥∥∥ ≤ A‖T‖∥∥∥ k∑
n=1
anzn
∥∥∥ ≤ B( k∑
n=1
|an|2
) 1
2
,
for certain constants A and B. This yields that T is an isomorphism on a subspace isomorphic
to `2, in contradiction with the strict singularity of T .
Therefore, we can assume that ‖T (zn)‖E → 0, so for n large enough, ‖T (zn)‖ ≤ ε. In
particular, we get
‖T (gn)‖ ≤ ‖T (zn)‖+ ‖T (g)‖+ ‖T (gn − gMn )‖ ≤ ε+ 2‖T‖ε
for n large enough. Since ε was arbitrary this shows that (T (gn)) tends to zero in the norm of
E. Therefore, T is AM -compact.
Now, we show that T is M -weakly compact. Hence, consider a normalized disjoint sequence
(hn) in E. By hypothesis, we can assume, passing to a subsequence, that it is equivalent to
the unit vector basis of `2. Hence, using again Proposition 3.1.2, we get that (T (hn)) tends
to zero in the norm of L1. If (T (hn)) were not convergent to zero in the norm of E, then
by Kadecˇ-Pe lczyn´ski Theorem 1.2.8 we could extract a subsequence equivalent to a disjoint
sequence, hence equivalent to the unit vector basis of `2. This implies that T is an isomorphism
on a subspace isomorphic to `2, in contradiction with the fact that T is strictly singular. This
proves that (T (hn)) converges to zero in E, and so T is M -weakly compact.
Finally, since the operator T is AM -compact and M -weakly compact, by [94, Prop. 3.7.4],
we conclude that T is compact. This finishes the proof. 
Theorem 5.2.4. Let E be a 1-disjointly homogeneous Banach lattice with finite cotype.
Every strictly singular operator T : E → E is Dunford-Pettis.
Proof. Let (xn) be a weakly null sequence in E. We claim that (xnk) is equi-integrable, for
some subsequence (nk). Indeed, since finite cotype implies the subsequence splitting property
([134]), passing to a subsequence we would have xn = gn + hn where (gn) is equi-integrable,
(hn) disjoint and |gn| ∧ |hn| = 0. If (hn) were seminormalized, then since E is 1-disjointly
homogeneous, (hn) would have a subsequence equivalent to the unit vector basis of `1. However,
since (gn) must have some subsequence converging weakly to g ∈ E, this would imply that
hn = xn−gn has a subsequence converging weakly to g. This is impossible since the unit vector
basis of `1 is not even weakly Cauchy.
Therefore, (xnk) is equi-integrable and Lemma 5.2.1 implies that T (xnk) tends to zero in
L1. If T (xnk) does not tend to zero in the norm of E, then by Kadecˇ-Pe lczyn´ski (T (xnk)) has a
subsequence, still denoted (nk), which is equivalent to a disjoint sequence, hence equivalent to
the unit vector basis of `1. This yields that for scalars (ak) and some constant C > 0 we have
C
∞∑
k=1
|ak| ≤
∥∥∥ ∞∑
k=1
akT (xnk)
∥∥∥ ≤ ‖T‖∥∥∥ ∞∑
k=1
akxnk
∥∥∥ ≤ ‖T‖ sup ‖xnk‖ ∞∑
k=1
|ak|.
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Therefore, T is an isomorphism on a subspace isomorphic to `1, in contradiction with the fact
that T is strictly singular. Thus, (T (xnk)) tends to zero in E, and T is Dunford-Pettis. 
As a consequence we get the following:
Corollary 5.2.5. Let E be a 1-disjointly homogeneous Banach lattice with finite cotype.
Every strictly singular operator T : E → E has compact square.
Proof. Since E is 1-disjointly homogeneous, in particular, it cannot contain a subspace
isomorphic to c0. Thus, by Proposition 1.2.5 E is weakly sequentially complete. Let (xn) be a
sequence in the unit ball of E. By Rosenthal’s Theorem 1.6.3, the sequence (T (xn)) has either
a subsequence equivalent to the unit vector basis of `1 or a weakly Cauchy subsequence.
If (T (xnk)) is equivalent to the unit vector basis of `1, we would have for scalars (ak)
n
k=1∥∥∥ n∑
k=1
akxnk
∥∥∥ ≤ n∑
k=1
|ak| ≤ C
∥∥∥ n∑
k=1
akT (xnk)
∥∥∥,
which implies that T is invertible on the span [xnk ], in contradiction with the fact that T is
strictly singular. Hence, (T(xnk)) must be weakly Cauchy, and since E is weakly sequentially
complete, it must be weakly convergent in fact.
Theorem 5.2.4 yields that (T 2(xnk)) must be convergent in the norm of E. Therefore, T
2 is
compact. 
3. Strictly singular operators on Lorentz spaces
Let us recall first the definition of the Lorentz spaces (see [89]):
Definition 5.3.1. Let 1 ≤ q <∞ and W be a continuous, positive, non-increasing function
in [0, 1], such that limt→0W (t) = ∞, W (1) > 0,
∫ 1
0
W (t)dt = 1. The Lorentz function space
over a measure space (Ω,Σ, µ), is defined by
Λ(W, q) =
{
f : Ω→ R : f is Σ−measurable, and ‖f‖ =
(∫ 1
0
f ∗(t)qW (t)dt
)1/q
<∞
}
,
where f ∗ denotes the decreasing rearrangement of f .
Recall that the decreasing rearrangement of a function f is defined by
f ∗(s) = inf{t > 0 : µf (t) ≤ s},
where µf denotes the distribution function of f :
µf (t) = µ({ω ∈ Ω : f(ω) > t}).
The space Λ(W, q) is a Banach lattice ([89]) equipped with the norm
‖f‖ =
(∫ 1
0
f ∗(t)qW (t)dt
)1/q
.
Now, let us recall the definition of the spaces Lp,q:
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Definition 5.3.2. Let (Ω,Σ, µ) be a measure space. For 1 ≤ p < ∞ and 1 ≤ q < ∞,
Lp,q(Ω,Σ, µ) is the space of locally integrable functions in Ω, such that
‖f‖p,q =
(
q
p
∫ ∞
0
(t1/pf ∗(t))q
dt
t
)1/q
<∞.
For 1 ≤ p ≤ ∞, Lp,∞(Ω,Σ, µ) is the space of locally integrable functions on Ω, for which
‖f‖p,∞ = sup
t>0
t1/pf ∗(t) <∞.
Note that Lp,p = Lp isometrically. Moreover, for 1 ≤ q < p and Ω = [0, 1], Lp,q is a Lorentz
function space of the type Λ(W, q), where W (t) = q
p
tq/p−1. Notice also, that for q > p, the above
expression ‖ ‖p,q does not define a norm, since it fails the triangle inequality (this is because
the corresponding W (t) is increasing in this case). However, for p > 1 we can consider a norm
‖| ‖|p,q which makes Lp,q a Banach space, and that satisfies ‖f‖p,q ≤ ‖|f‖|p,q ≤ C(p, q)‖f‖p,q,
for a certain constant C(p, q) (cf. [87, p. 142]).
The main point in order to make use of the results in the previous section is the following
result for disjoint sequences ([29] and [47, 5.1]).
Proposition 5.3.3. Given 1 ≤ q < ∞, 1 < p < ∞, let (fn) be a sequence of disjoint
normalized functions in Λ(W, q)[0, 1] (respectively Lp,q[0, 1]). For each ε > 0, there exists a
subsequence (fnk) which is (1 + ε)-equivalent to the unit vector basis of `q, whose span is a
complemented subspace of Λ(W, q)[0, 1] (resp. Lp,q[0, 1]) with projection constant smaller than
(1 + ε).
An immediate consequence of this proposition and the results in Section 2 are the following.
Corollary 5.3.4. For any W as in Definition 5.3.1 and 1 ≤ q <∞ every strictly singular
operator T : Λ(W, q)[0, 1] → Λ(W, q)[0, 1] has a compact square. Moreover, if q = 2, then T is
already compact. And if q = 1, then T is Dunford-Pettis.
Corollary 5.3.5. For 1 < p < ∞, 1 ≤ q < ∞ every strictly singular operator T :
Lpq[0, 1]→ Lpq[0, 1] has a compact square. Moreover, if q = 2, then T is already compact. And
if q = 1, then T is Dunford-Pettis.
The situation in the non-separable case is much different. For q = ∞ there are strictly
singular operators on Lp,∞ whose square is not compact (even the cube is not compact). To
show this we first need the following fact:
Proposition 5.3.6. Given 1 ≤ p <∞, there exists a disjoint normalized sequence (fn) in
Lp,∞ whose span is isomorphic to `p and complemented in Lp,∞.
Proof. Let (tn) be a decreasing sequence of numbers in the interval [0, 1] such that tn ↓ 0,
and let us consider the functions
fn(t) =
p− 1
p
(t− tn)−
1
pχ(tn,tn+1)(t),
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for t ∈ [0, 1]. We claim that the closed linear span [fn] in Lp,∞ is isomorphic to `p.
Indeed, since
‖f‖Lp,∞ = sup
s>0
s(µf (s))
1
p ,
where µf (s) = µ{t ∈ (0, 1) : |f(t)| > s} is the distribution function of f , then for each n ∈ N,
we have
µfn(s) = µ{t ∈ (0, 1) : |fn(t)| > s} = µ{t ∈ (tn, tn+1) :
p− 1
p
(t− tn)−
1
p > s}
= µ
{
t ∈ (tn, tn+1) : t < tn +
(p− 1
p
)p 1
sp
}
=
 tn+1 − tn if s ≤
p−1
p(tn+1−tn)
1
p
,(
p−1
p
)p
1
sp
if s > p−1
p(tn+1−tn)
1
p
.
This clearly implies that (fn) is a seminormalized sequence in Lp,∞. Now, given scalars a, b let
us see that for i 6= j, ‖afi + bfj‖Lp,∞ ∼ (|a|p + |b|p)
1
p . Hence, since fi and fj are disjoint, we
have
‖afi + bfj‖Lp,∞ = sup
s>0
s
(
µafi+bfj(s)
) 1
p
= sup
s>0
s
(
µafi(s) + µbfj(s)
) 1
p
= sup
s>0
s
(
µfi(
s
|a|) + µfj(
s
|b|)
) 1
p
≥ s0
(
µfi(
s0
|a|) + µfj(
s0
|b|)
) 1
p
= s0
[(p− 1
p
)p |a|p
sp0
+
(p− 1
p
)p |b|p
sp0
] 1
p
=
p− 1
p
(|a|p + |b|p) 1p
where s0 is any number greater than max
{
|a|p−1
p(ti+1−ti)
1
p
, |b|p−1
p(tj+1−tj)
1
p
}
. Since Lp,∞ satisfies an upper
p-estimate, then we also get automatically that ‖afi + bfj‖Lp,∞ ≤ C(|a|p + |b|p)
1
p for certain
constant C > 0. The statement that [fn] is isomorphic to `p follows by induction.
Now, to construct a projection onto [fn], let B ∈ `∗∞ be a Banach limit, that is B(1, 1, . . .) =
1 and B(x1, x2, . . .) = B(x2, x3, . . .) for (xn) in `∞. In [125] it was proved that the operator
given by
Rx(t) = B
(
n(1−
1
p
)
∫ t+ 1
n
t
x(s)ds
)
for x ∈ Lp,∞ and t ∈ [0, 1], is bounded from Lp,∞ to `p(0, 1), with norm one. We define
P : Lp,∞ → Lp,∞ by
Px(t) =
∞∑
k=1
Rx(tk)fk(t).
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Notice that P can be seen as the composition
Lp,∞
P //
R

Lp,∞
`p(0, 1)
T // `p
?
J
OO
where Tx(t) = x(t)χ{tk}(t) and J((ak)
∞
k=1) =
∑∞
k=1 akfk. Hence the operator P is bounded.
Moreover, we have
Rfk(t) =
{
0 if t 6= tk
1 if t = tk
Indeed, for t 6= tk we have that
n(1−
1
p
)
∫ t+ 1
n
t
fk(s)ds ≤ n(1−
1
p
)p− 1
p
∫ t+ 1
n
t
(t− tk)−
1
pds ≤ n− 1p (t− tk)−
1
p −→
n→∞
0.
While for t = tk, and n >
1
tk
, it holds that
n(1−
1
p
)
∫ tk+ 1n
tk
fk(s)ds = n
(1− 1
p
)p− 1
p
∫ 1
n
0
s−
1
pds = 1.
Therefore, P (fk) = fk, which yields that P is a projection onto [fk] as claimed. 
It is known that the Lorentz sequence space `p,∞ embeds as a complemented sublattice
into Lp,∞ (see [84] for details). Moreover, for 1 < p < ∞ the Rademacher functions span a
complemented subspace of Lp,∞ isomorphic to `2, which is complemented. Also, we can consider
a subspace isomorphic to `∞ [87, Prop. 1.a.7], which is clearly complemented in Lp,∞ (cf. [86,
p. 105]). Therefore, for p 6= 2 we can consider a complemented subspace of Lp,∞ isomorphic to
`p ⊕ `p,∞ ⊕ `2 ⊕ `∞. This allows us to define the operator T given by
Lp,∞
T //
P

Lp,∞
`p⊕`p,∞⊕`2⊕`∞ S // `p⊕`p,∞⊕`2⊕`∞
J
OO
where P is a projection, J an isomorphic embedding, and for (x, y, z, w) ∈ `p ⊕ `p,∞ ⊕ `2 ⊕ `∞,
S(x, y, z, w) =
{
(0, x, y, z) if p < 2,
(z, x, 0, y) if p > 2.
Clearly, T is strictly singular, and T 3 is not compact. A natural question is: Does always hold
that if T : Lp,∞ → Lp,∞ is strictly singular, then T 4 is compact?
However, for the order continuous part (Lp,∞)o, every strictly singular operator on (Lp,∞)o
has compact square. Recall that the order continuous part (Lp,∞)o consists of the closure in the
norm of Lp,∞ of the span of the simple functions. The proof of this result has some differences
with those of the above theorems, mainly because (Lp,∞)o does not have finite cotype.
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Proposition 5.3.7. Let 1 < p < ∞. If T ∈ SS((Lp,∞)o), then T ∗ ∈ SS(Lp′,1) and the
square T 2 is compact.
Proof. Indeed, if T ∗ were not strictly singular, then there exists an infinite dimensional
subspace X ⊂ Lp′,1 such that the restriction T ∗|X is an isomorphism. Using [29, Thm 2.5]
either T ∗(X) is a strongly embedded subspace of Lp′,1 or there exist a normalized sequence
in T ∗(X) and a disjoint sequence (zn) in Lp′,1 such that ‖zn − yn‖ → 0, and so passing to a
further subsequence, [yn] is a complemented subspace of Lp′,1 isomorphic to `1. If 1 < p ≤ 2,
then since Lp′,1 ⊂ L2, we get that every strongly embedded subspace of Lp′,1 is complemented
and isomorphic to `2. On the other case, if 2 < p <∞, then supposing that T ∗(X) is strongly
embedded, by [29, Thm. 2.5] we also get that X must be strongly embedded. From this it
can be proved that T ∗ is an isomorphism on a subspace M isomorphic to `2 such that both
M and T ∗(M) are strongly embedded (for the details see the proof of implication (3)⇒ (1) of
Theorem 5.5.1 in Section 5).
Hence, in any case we have that T ∗ is invertible in a subspace M such that T ∗(M) is
complemented in Lp′,1 and either
(1) M ' T ∗(M) ' `2 with M and T ∗(M) strongly embedded, or
(2) M ' T ∗(M) ' `1 with M = [fn] and T ∗(fn) disjoint.
Any of these cases yields a contradiction with the fact that T is strictly singular. Indeed,
if (1) holds, then this implies that T ∗∗ is an isomorphism on a complemented subspace X
isomorphic to `2 which is identified with the dual of the subspace T (M) ⊂ Lp′,1, and the
projection is the adjoint of the projection onto T (M), P : Lp′,1 → Lp′,1. However, since T (M)
is strongly embedded we can factor P through the formal inclusion Lp′,1 ↪→ Lr, for some
1 < r < p′. This implies that X is in fact complemented in (Lp,∞)o, hence T is not strictly
singular.
Now, if case (2) holds, then as in the proof of [47, Thm. 5.1] we can find functionals Fn on
Lp′,1 with Fn(Tfn) = 1 and Fn(Tfm) = 0 for n 6= m. This functionals are defined by
Fn(f) =
∫
f(τ(t))χ[εn,|An|]sgnT
∗fn(τ(t))t
1
p′−1dt
/∫ |An|
εn
|T ∗fn(τ(t))|t
1
p′−1dt,
where An = suppT
∗fn, τn : [0, |An|]→ An are measure preserving such that∫ 1
0
|T ∗fn(τn(t))|t
1
p′−1dt = ‖T ∗fn‖,
and εn > 0 are sufficiently small (see [47, Thm. 5.1]). It follows that Fn belong to the
separable part (Lp,∞)o and is equivalent to the unit vector basis of c0. Moreover, ‖TFn‖ ≥
〈Fn, T ∗fn〉 1‖fn‖ > α for every n ∈ N, and some α > 0. Hence, passing to a further subsequence
we have
cmax |ai| ≤
∥∥∥∑ aiTFi∥∥∥ ≤ ‖T‖∥∥∥∑ aiFi∥∥∥ ≤ C max |ai|,
for certain constants c, C > 0 and scalars a1, . . . , an. This implies that T is an isomorphism on
a subspace isomorphic to c0, in contradiction with the fact that T is strictly singular.
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Hence, we have shown that the operator T ∗ is strictly singular, and by Corollary 5.3.5, the
square (T ∗)2 is compact. This clearly means that T 2 is also compact as claimed. 
4. Strictly singular operators on Orlicz spaces
Given an Orlicz function ϕ, we consider the Orlicz space Lϕ(0, 1) consisting of measurable
functions f on [0, 1] such that ∫ 1
0
ϕ
( |f(t)|
ρ
)
dt <∞,
for some ρ > 0. The norm is defined by
‖f‖ = inf
{
ρ > 0 :
∫ 1
0
ϕ
( |f(t)|
ρ
)
dt ≤ 1
}
.
Let us consider the sets associated to the Orlicz function ϕ in the space C(0,∞) (cf.
[85],[69]):
E∞ϕ,s =
{ϕ(rt)
ϕ(r)
: r ≥ s
}
, E∞ϕ =
⋂
s>0
E∞ϕ,s , and C
∞
ϕ = co(E
∞
ϕ ),
where as usual co(A) denotes the closed convex hull of the set A.
Proposition 5.4.1. Let ϕ be an Orlicz function such that E∞ϕ = {tp}, for some 1 ≤ p <∞,
then Lϕ[0, 1] is p-disjointly homogeneous. Hence, if T ∈ SS(Lϕ), then the square T 2 is compact.
And for p = 2, T is already compact.
Proof. By [85, Prop. 3], for every disjoint sequence (fn) in Lϕ, there exists a subsequence
(fnk) equivalent to the unit vector basis of `p, because C
∞
ϕ = E
∞
ϕ = {tp}.
Now, for 1 ≤ p < ∞ and p 6= 2, by Theorem 5.2.2 and Corollary 5.2.5, if T ∈ SS(Lϕ),
then the square T 2 is compact. And for p = 2, Theorem 5.2.3 yields that every T ∈ SS(Lϕ) is
compact. 
Recall the definition of the superior and inferior indices for a Banach lattice E:
s(E) = sup{p > 1 : E satisfies an upper p-estimate}
σ(E) = inf{p > 1 : E satisfies a lower p-estimate}.
The condition E∞ϕ = {tp} implies that the associated Banach lattice indices satisfy
s(Lϕ) = σ(Lϕ) = p.
Many regular Orlicz functions satisfy the condition E∞ϕ = {tp}. For instance, the class of all
Orlicz functions such that limt→∞
tϕ′(t)
ϕ(t)
= p. However, we cannot weaken this condition on E∞ϕ ,
as the following examples show.
Example 5.4.2. There exist Orlicz spaces Lϕ with index 2 < p < ∞ such that there are
strictly singular operators T : Lϕ → Lϕ with T 2 non compact.
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Proof. Let 2 < p < ∞, and consider Lϕ for ϕ(t) = ϕp,q(t) = tp exp{qf(log t)} for t > 0,
where f(x) =
∑∞
k=1
(
1 − cos (pix
2k
))
. This functions are minimal [70], with index p. Hence,
Lϕ has a complemented subspace isomorphic to `ϕ [69]. Moreover, ϕ(t) ≥ tp, so the inclusion
`ϕ ↪→ `p is bounded, and since for q large enough `ϕ has no complemented subspace isomorphic
to `p [70, Corollary 1.7], then the inclusion `ϕ ↪→ `p is a strictly singular operator.
Consider the decomposition Lϕ[0, 1] = Lϕ[0,
1
3
] ⊕ Lϕ[13 , 23 ] ⊕ Lϕ[23 , 1], and denote by PR :
Lϕ[0,
1
3
]→ [rn] the projection onto de Rademacher functions on [0, 13 ], and by Pϕ : Lϕ[13 , 23 ]→ `ϕ
the projection onto `ϕ.
Define the operator T : Lϕ → Lϕ by the following factorization diagram
Lϕ[0,
1
3
]
PR

⊕ Lϕ[13 , 23 ]
Pϕ

⊕ Lϕ[23 , 13 ]
T // Lϕ[0,
1
3
] ⊕ Lϕ[13 , 23 ] ⊕ Lϕ[23 , 13 ]
`2 ⊕ `ϕ S // `ϕ
Jϕ
OO
⊕ `p
Jp
OO
where S denotes the formal inclusion, and Jϕ and Jp are isomorphic embeddings.
T is well defined, and strictly singular since so are the inclusions `2 ↪→ `ϕ and `ϕ ↪→ `p.
However, T 2 is not compact, since it maps the Rademacher functions on [0, 1
3
] to the canonical
basis of `p. 
Example 5.4.3. An Orlicz space Lϕ with indices s(Lϕ) = σ(Lϕ) = 2 and an operator
T ∈ SS(Lϕ) such that T is not compact.
Proof. Consider the function ϕ = ϕ2,q for big q > 0 as defined in the above example. Lϕ
contains complemented copies of `ϕ and `2. Moreover, since ϕ2,q(t) ≥ t2 and `ϕ has no comple-
mented copy of `2, we can deduce that the inclusion `ϕ ↪→ `2 is strictly singular. Therefore, we
can consider the operator
Lϕ
T //
P

Lϕ
`ϕ ⊕ `2 S // `ϕ ⊕ `2
?
OO
where P is a projection and S(x, y) = (0, x). Clearly, T is strictly singular but not compact. 
In general, without assuming the condition s(LF ) = σ(LF ), something stronger can be
proved.
Example 5.4.4. An Orlicz space LF [0, 1], and an operator T ∈ SS(LF [0, 1]), but T k is not
compact for any k ∈ N.
Proof. Given any increasing sequence (pn) contained in [1,∞), we can consider an Orlicz
function space LF (0, 1) containing complemented copies of `pn for every n (cf. [70]). Let us
denote by Pn : L
F (0, 1) → LF (0, 1), the projection onto each `pn , which will be spanned by a
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sequence of functions supported in [2−n, 2−n+1]. Now, for every k ∈ N, denote mk =
∑k
n=1 n =
k(k+1)
2
. Let us consider the operator given by
LF (µ)
Tk //
Rk

LF (µ)
⊕mk+1
j=mk+1
`pj
Sk //
⊕mk+1
j=mk+1
`pj
?
ik
OO
where Rk(f) = (Pmk+1(f), . . . , Pmk+1(f)), Sk(f1, . . . , fk) = (0, f1, . . . , fk−1) is a “shift” operator
and ik is just the isomorphic embedding. Clearly, Tk is a bounded operator in L
F , acting only
on functions supported in [2−mk+1 , 2−mk ]. In particular, TiTj = 0 unless i = j. Moreover, Tk is
strictly singular but (Tk)
k−1 is not compact (although (Tk)k = 0).
Let us consider the operator
T =
∞∑
k=1
Tk
2k‖Tk‖ .
Clearly, T is bounded, and since ∥∥∥T − n∑
k=1
Tk
2k‖Tk‖
∥∥∥→ 0
when n→∞, we have that T is strictly singular because so is ∑nk=1 Tk2k‖Tk‖ for every n ∈ N.
Let us see that T k is not compact for any k ∈ N. To this end, let (en) denote the sequence of
norm one functions in LF , supported in [2−mk+2 , 2−mk+1 ], which correspond to the unit vector
basis of `pmk+1 . Hence, by construction ((Tk+1)
k(en)) correspond to the unit vector basis of
`pmk+2 , which is weakly null and of norm one.
Now, if N > k is sufficiently large so that
∥∥∥T k−(∑Nn=1 Tn2n‖Tn‖)k∥∥∥ < 12(2k‖Tk+1‖)k , then using
the fact that Tn acts only on functions supported in [2
−mn+1 , 2−mn ], it follows that
‖T k(en)‖ ≥
∥∥∥( N∑
n=1
Tn
2n‖Tn‖
)k
(en)
∥∥∥− ∥∥∥T k(en)− ( N∑
n=1
Tn
2n‖Tn‖
)k
(en)
∥∥∥
≥ ‖(Tk+1)
k(en)‖
(2k‖Tk+1‖)k −
1
2(2k‖Tk+1‖)k
=
1
2(2k‖Tk+1‖)k .
This means that (T k(en)) is bounded away from zero for every n ∈ N, so T k is not compact.

We don’t know if there is a similar example for an Orlicz space Lϕ with s(Lϕ) = σ(Lϕ) = p?
The following result allows us to extend the proved results for iterations of strictly singular
operators on disjointly homogeneous r.i. spaces to composition of operators.
Proposition 5.4.5. Given a rearrangement invariant space X on [0, 1], and n ∈ N the
following statements are equivalent:
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(1) For every strictly singular operator T : X → X, the power T n is compact.
(2) If T1, . . . , Tn belong to SS(X), then the composition Tn ◦ . . . ◦ T1 is compact.
Proof. The implication (2)⇒ (1) is trivial. We will prove (1)⇒ (2). To this end, let
Xi =
{
x ∈ X : x(t) = 0∀t /∈
[ i
n+ 1
,
i+ 1
n+ 1
]}
for i = 0, 1, . . . , n. Clearly, each Xi is isomorphic to X, so we can denote this isomorphisms by
Ji : X → Xi, and we can decompose X =
⊕n
i=0Xi. Now, if T1, . . . , Tn belong to SS(X), then
we can consider the operator T :
⊕n
i=0Xi →
⊕n
i=0 Xi given by the following matrix
T =

0 0 0 · · · 0
J1T1J
−1
0 0 0 · · · 0
0 J2T2J
−1
1 0 · · · 0
...
. . . . . . . . .
...
0 0 · · · JnTnJ−1n−1 0

Since the operators Ti are strictly singular, T is strictly singular. By hypothesis, T
n is compact,
and in matrix form this operator is the following
T n =

0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
JnTn · · ·T1J−10 0 · · · 0

Since Ji are isomorphisms, this implies that the composition Tn · · ·T1 is compact, and the proof
is finished. 
5. Duality of strictly singular operators in spaces Lp,q
In the same spirit as in [132] we have the following result.
Theorem 5.5.1. Let T : Lp,q → Lp,q, with 1 < p < 2 and q /∈ (p, 2), or 2 < p < ∞ and
q /∈ (2, p), or p = 2 and 1 < q <∞. The following are equivalent:
(1) T is strictly singular.
(2) T is {`2, `q}-singular.
(3) There is no subspace M ⊂ Lp,q, isomorphic to `q or `2, with T (M) complemented in
Lp,q, such that T |M is an isomorphism.
(4) T ∗ is strictly singular.
(5) T ∗ is {`2, `q′}-singular.
Before the proof, we need a well-known Lemma, whose proof can be found in [132], but we
include it here for further reference.
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Lemma 5.5.2. Let 1 ≤ r ≤ 2 and (fn) be a seminormalized basic sequence in Lr(µ), whose
closed linear span is a strongly embedded subspace of Lr(µ). Then for every ε > 0, there exists
δ(ε) > 0 such that
µ(A) < δ(ε) ⇒ sup
n
(∫
A
|fn|rdµ
) 1
r
< ε.
Proof. Assume the contrary. Then there exist a subsequence (fnk), a sequence of measur-
able sets (Ak) with µ(Ak) <
1
2k
, and some α > 0 such that∫
Ak
|fnk |rdµ > α,
for all k ∈ N.
Let us consider the sets Bk =
⋃∞
j=k Aj. Since∫
Bk−Bl
|fnk |rdµ −→
l→∞
∫
Bk
|fnk |rdµ > α,
then there is a further subsequence (ki) satisfying∫
Bki−Bki+1
|fnki |rdµ >
α
2
.
Since (Bki − Bki+1) are pairwise disjoint, it follows from [75, Lemma 2], that (fnki ) is
equivalent to the unit vector basis of `r. By [43, Theorem 2.2], `r is not strongly embedded in
Lr(µ). Hence, we have reached a contradiction and the proof is finished. 
Proof of Theorem 5.5.1. It is clear that (1) ⇒ (2) ⇒ (3). Let us see first that (3) ⇒
(1). To this end, suppose that T is not SS, then there exists an infinite dimensional subspace
X ⊂ Lp,q such that T |X invertible. We will find a subspace of T (X) isomorphic to `2 or `q
which is complemented in Lp,q, thus reaching a contradiction with (3).
First, in the case 2 < p < ∞, by [29, Corollary 2.4] and the fact that Lp,q ⊂ L2, it follows
that T (X) contains a subspace isomorphic to `q or `2 which is complemented in Lp,q, and we
are done. Note, that the same argument also works in the case p = 2 and 1 < q ≤ 2.
Now, for the case 1 < p < 2 by [29] it follows that T (X) either contains a subspace
isomorphic to `q and complemented in Lp,q or T (X) is strongly embedded in Lp,q[0, 1]. If T (X)
contains `q complemented we are done, so suppose that T (X) is strongly embedded in Lp,q[0, 1].
We claim that this forces X not to contain a subspace isomorphic to `q. Indeed, depending
on q, we distinguish four cases:(i) q = 2; (ii) q = p; (iii) 1 < q < p; and (iv) q > 2.
In case (i), since Lp,2 is 2-concave and has an unconditional basis, every subspace of Lp,2
isomorphic to `2 has a subspace complemented in Lp,2 (see [106, Theorem 3.1 and Remark 4]).
Hence, in this case, if X contained a subspace isomorphic to `2, then T (X) would contain a
subspace isomorphic to `2 and complemented, which contradicts (3).
Case (ii) follows from the fact that `p is not strongly embedded in Lp[0, 1] (see [43, Theorem
2.2]), which is isometric to Lp,p[0, 1].
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In case (iii), consider r with q < r < p. Therefore, `q is not strongly embedded in Lr[0, 1].
Hence, if X contained a subspace isomorphic to `q, then the same would hold for T (X), which
is strongly embedded in Lp,q[0, 1], and in particular also strongly embedded in Lr[0, 1]. This is
clearly impossible.
Finally, in case (iv) consider r with 1 < r < p. Now `q does not embed in Lr[0, 1], hence if
X contained a subspace isomorphic to `q, then so would T (X) which is strongly embedded in
Lp,q[0, 1] ⊂ Lr[0, 1]. Again a contradiction. Notice here that the same argument works for the
case p = 2 and 2 < q <∞.
Therefore, in any of these cases, X does not contain a subspace isomorphic to `q, and by
[29] we can assume that X is strongly embedded in Lp,q[0, 1], as it holds for T (X).
Now, let (fn) be a normalized unconditional basic sequence in X with ‖T (fn)‖Lp,q > C, for
some C > 0. Given 1 < r < p, we have Lp,q[0, 1] ⊂ Lr[0, 1] [87, p. 143]. By Lemma 5.5.2, given
ε > 0, there exists δ(ε) > 0 such that
µ(A) < δ(ε)⇒ sup
n
(∫
A
|fn|rdµ
) 1
r
< ε.
Since (fn) is bounded in Lr, for every ε > 0, there exists Mε > 0 such that µ({|fn| > Mε}) <
δ(ε).
For each n ∈ N, let us consider gn = fnχ{|fn|>Mε}. Clearly, ‖gn‖Lr ≤ ε. Extracting a
subsequence we can assume that gn converges weakly to some g ∈ Lr[0, 1], with ‖g‖Lr ≤ ε.
Choose a measurable set B and N <∞, such that µ(Bc) < δ(ε) and |g(t)| ≤ N for t ∈ B, and
define
hn = (fn − gn − g)χB.
If ε is small enough, the sequence (hn) satisfies the following properties:
(1) hn is seminormalized and weakly null in Lr.
(2) |hn(t)| ≤M almost everywhere for some M <∞.
(3) ‖T (hn)‖Lr > C ′ for some constant C ′ > 0.
These imply that (hn) has a subsequence (hnk) which is an unconditional basic sequence in
L2[0, 1]. Therefore, for every m ∈ N and scalars a1, . . . , am, we have:
∥∥∥∥ m∑
i=1
aiT (hni)
∥∥∥∥
Lp,q
≤ ‖T‖
∥∥∥∥ m∑
i=1
aihni
∥∥∥∥
Lp,q
≤ ‖T‖
∥∥∥∥ m∑
i=1
aihni
∥∥∥∥
L2
≤ ‖T‖C1
( m∑
i=1
|ai|2
) 1
2
,
for a certain constant C1.
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On the other hand, extracting a further subsequence we can assume that (T (hnk)) is also
an unconditional basic sequence in Lr[0, 1]. Hence, it follows that∥∥∥∥ r∑
i=1
aiT (hni)
∥∥∥∥
Lp,q
≥
∥∥∥∥ r∑
i=1
aiT (hni)
∥∥∥∥
Lr
≥ K
∫ 1
0
∥∥∥∥ r∑
i=1
airi(u)T (hni)
∥∥∥∥
Lr
du
≥ KD
∥∥∥∥( r∑
i=1
|aiT (hni)|2
) 1
2
∥∥∥∥
Lr
≥ KDL
( r∑
i=1
‖aiT (hni)‖2Lr
) 1
2
≥ KDLC ′
( r∑
i=1
|ai|2
) 1
2
,
where K is the unconditional constant of (T (hnk)), D is the constant appearing in Theorem
1.3.1, L is the 2-concavity constant of Lr and C
′ the constant satisfying ‖T (gn)‖Lr > C ′.
Hence, M , the closed linear span of (gnk) in Lp,q is isomorphic to `2, where T is invertible.
Now in the case q = 2, [106, Thm. 3.1 and Remark 4] implies that T (M) contains a subspace
complemented in Lp,2 and isomorphic to `2, which contradicts (3). While in the case q 6= 2,
then both M and T (M) are strongly embedded in Lp,q. By [106, Thm. 3.1] T (M) contains a
subspace, still isomorphic to `2 which is complemented in Lr. Since T (M) is strongly embedded
in Lp,q and Lp,q ⊂ Lr, it follows that there is a subspace of T (M) complemented in Lp,q, in
contradiction with (3). Thus, we have shown that (3)⇒ (1).
Hence, we have proved (1)⇔ (2)⇔ (3). Now, notice that the statement (3) for T : Lp,q →
Lp,q is equivalent to the same statement for T
∗ : Lp′,q′ → Lp′,q′ . Therefore, by the proved
equivalence we also get (3)⇔ (4)⇔ (5), and the proof is finished. 
The following example shows that the above equivalence is no longer true if the hypothesis
are not satisfied.
Example 5.5.3. Let 1 < p < q < 2. There exists an operator T : Lp,q → Lp,q such that T ∗
is strictly singular, but T is not.
Indeed, since 1 < q < p < 2 we can consider (gn), a sequence of independent q-stable
random variables in Lp,q. Moreover, let (fn) be a normalized sequence of disjoint elements in
Lp,q whose span is isomorphic to `q and complemented in Lp,q. Let P : Lp,q → [fn] denote this
projection.
Notice, that the subspace [gn] of Lp,q is strongly embedded in Lp (see [29, Corollary 2.9]).
In particular, [gn] is a closed subspace of Lp,r isomorphic to `q, for any fixed r with p < r < q.
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Let us consider the following operator
Lp,q
T //
P

Lp,q
[fn]
R // [gn]
S // Lp,r
?
Ir
OO
where R is an isomorphism mapping each fn to gn, S is the isomorphic embedding of [gn] in
Lp,r, and Ir denotes the canonical inclusion from Lp,r to Lp,q.
Clearly, T is an isomorphism on a subspace isomorphic to `q, thus it is not strictly singular.
However, the adjoint operator T ∗ : Lp′,q′ → Lp′,q′ , where 1p + 1p′ = 1 and 1q + 1q′ = 1 is strictly
singular. Indeed, notice first that T ∗ factors through Lp′,r′ , hence T ∗ cannot be an isomorphism
on any subspace isomorphic to `q′ , because Lp′,r′ does not contain any subspace isomorphic to
`q′ . On the other hand, T
∗ factors through [gn]∗ ' `q′ , hence T ∗ cannot be an isomorphism on
any subspace isomorphic to `2. Since 2 < p
′ < q′ <∞, every subspace of Lp′,q′ contains either
a subspace isomorphic to `q′ or `2. Therefore, T
∗ is strictly singular as claimed.

CHAPTER 6
c0-singular and `1-singular operators between vector valued Banach
lattices
In this Chapter, we present a version of a result by W. Hensgen about containment of c0 in
vector valued Banach lattices, extended to the operator setting. Hensgen’s result extends the
previous results by J. Bourgain, G. Pisier and S. Kwapien for spaces Lp(X) to more general
vector-valued Banach lattices. The first Section is devoted to the proofs of the tools that will
be needed for the main results. Namely, an extension of Kadecˇ-Pe lczyn´ski disjointness method
(Theorem 1.2.8) to vector valued Banach lattices, and an adaptation of a result by J. Bourgain
for comparison of seminorms.
In the second Section we present the proofs of the main results and examples that show
these are best possible, while the third one is devoted to an application to obtain a version for
operators of a result by J. Hoffmann-Jørgensen.
Part of this chapter has been presented as a communication in the international conference
“Vector measures, integration and applications” held in Eichsta¨tt in September 2008.
1. Tools
Recall that an order continuous Banach lattice E with a weak unit can be considered as an
(in general not closed) order ideal of L1(Ω,Σ, µ) for certain probability space (Ω,Σ, µ), such
that E ↪→ L1(Ω,Σ, µ) is continuous with norm smaller than or equal to one (see Theorem
1.2.7).
Given a Banach lattice E of functions over a measure space (Ω,Σ, µ), and a Banach space
X, we define the space E(X) consisting of Σ-measurable functions f : Ω → X, such that the
function ω 7→ ‖f(ω)‖X belongs to E. E(X) is a vector valued Banach lattice equipped with
the norm
‖f‖E(X) = ‖‖f(·)‖X‖E
.
We will need the following vector valued version of Kadecˇ-Pe lczyn´ski disjointness method
(see Theorem 1.2.8).
Proposition 6.1.1. Given a Banach space X. Let E be an order continuous Banach lattice
over a finite measure space (Ω,Σ, µ), and let M be a separable subspace of E(X). If we consider
the formal inclusion i : E(X) ↪→ L1(X), then one of the following holds:
(1) the restriction i|M is an isomorphic embedding,
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(2) or there exist a normalized sequence (fn)
∞
n=1 in M and a disjoint sequence (gn)
∞
n=1 in
E(X), such that ‖fn − gn‖E(X) → 0 when n→∞.
Proof. Let us start by considering the following sets: for ε > 0, and f ∈ E(X), let
σ(f, ε) = {ω ∈ Ω : ‖f(ω)‖X ≥ ε‖f‖E(X)}.
Now for ε > 0, let us consider the Kadecˇ-Pe lczyn´ski sets
KP(ε) = {f ∈ E(X) : µ(σ(f, ε)) ≥ ε}.
Suppose first that M ⊂ KP(ε), for some ε > 0. Hence for every f ∈M we have
‖f‖E(X) ≥ ‖f‖L1(X) =
∫
Ω
‖f(ω)‖Xdµ ≥
∫
σ(f,ε)
‖f(ω)‖Xdµ ≥ ε2‖f‖E(X).
Therefore, in this case, the inclusion i : E(X) ↪→ L1(X) when restricted to the subspace M is
an isomorphic embedding.
Suppose now that M is not contained in KP(ε), for any ε > 0. Therefore, there exists f1
in M with f1 /∈ KP(4−2) and ‖f1‖E(X) = 1. Thus,
µ(σ(f1, 4
−2)) < 4−2,
and
‖χΩ\σ(f1,4−2)f1‖E(X) ≤ 4−2.
Since E is order continuous, there exists δ1 > 0 such that ‖χAf1‖E(X) < 4−3, whenever µ(A) <
δ1. Let j2 < 2 = j1 be such that 4
−j2 < δ1. Hence, there exists f2 ∈ M with ‖f2‖E(X) = 1 and
f2 /∈ KP(4−j2), which in turn means that
µ(σ(f2, 4
−j2)) < 4−j2 < δ1,
and so
‖χσ(f2,4−j2 )f1‖ ≤ 4−(j1+1).
Moreover,
‖χΩ\σ(f2,4−j2 )f2‖E(X) ≤ ‖4−j2χΩ\σ(f2,4−j2 )‖E(X) ≤ 4−j2 .
We can continue this construction inductively and we get a normalized sequence (fn) in M ,
and a sequence (jn) of natural numbers such that
(1) µ(σ(fn, 4
−jn)) < 4−jn ,
(2) ‖χΩ\σ(fn,4−jn )fn‖E(X) ≤ 4−jn ,
(3) ‖χσ(fn,4−jn )fi‖E(X) ≤ 4−(jn−1+1), for i = 1, . . . , n− 1.
Now, if we consider
σn = σ(fn, 4
−jn)−
∞⋃
i=n+1
σ(fi, 4
−ji),
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then σn ∩ σm = ∅ whenever n 6= m. Let us define gn = χσnfn, which is a disjoint sequence in
E(X). Moreover, it holds
‖fn − gn‖E(X) = ‖χΩ\σnfn‖E(X) ≤ ‖χΩ\σ(fn,4−jn )fn‖E(X) + ‖χ⋃∞i=n+1 σ(fi,4−ji )fn‖E(X)
≤ 4−jn +
∞∑
i=n+1
‖χσ(fi,4−ji )fn‖E(X) ≤ 4−jn +
∞∑
i=n+1
4−(ji−1+1)
≤ 1
3
4−(jn−1).
Therefore, ‖fn − gn‖ → 0 when n→∞, as claimed. 
Notice that if E is an order continuous Banach lattice defined over an infinite measure space
(Ω,Σ, µ), and M is a separable subspace of E(X), then there exists a closed order ideal I of
E, which can be considered as a function space over a finite measure space (Ω1,Σ1, µ1), such
that M is a subspace of I(X) ⊂ E(X) (see [87, Proposition 1.a.9]).
The following property of disjoint sequences in E(X) will be useful.
Lemma 6.1.2. Let E be a Ko¨the Function space over (Ω,Σ, µ), and X a Banach space.
Suppose that (fn)
∞
n=1 is a normalized disjoint sequence in E(X), and denote ϕn(ω) = ‖fn(ω)‖
which is also disjoint and normalized. Then (fn)
∞
n=1 and (ϕn)
∞
n=1 are 1-equivalent unconditional
basic sequences.
Proof. For each natural number n, since f1, . . . , fn are disjoint elements of E(X), we can
consider B1, . . . , Bn ∈ Σ such that
⋃n
i=1Bi = Ω and fi is supported on Bi, for each i = 1, . . . , n.
Hence for scalars (ai)
n
i=1, we have:∥∥∥∥ n∑
i=1
aifi
∥∥∥∥
E(X)
=
∥∥∥∥ ∥∥∥∥ n∑
i=1
aifi(ω)
∥∥∥∥
X
∥∥∥∥
E
=
∥∥∥∥ n∑
j=1
χBj(ω)
∥∥∥∥ n∑
i=1
aifi(ω)
∥∥∥∥
X
∥∥∥∥
E
=
∥∥∥∥ n∑
j=1
∥∥∥∥ n∑
i=1
aiχBj(ω)fi(ω)
∥∥∥∥
X
∥∥∥∥
E
=
∥∥∥∥ n∑
j=1
|aj|‖fj(ω)‖X
∥∥∥∥
E
=
∥∥∥∥ n∑
j=1
ajϕj(ω)
∥∥∥∥
E
.
Since this holds for every scalars (ai)
n
i=1, the proof is finished. 
Notice that for an operator between Banach spaces T : X → Y , there is a natural extension
TE : E(X)→ E(Y ) given by
TE(f) : Ω −→ Y
ω 7→ T (f(ω))
Our aim is to relate the invertibility properties of the operator T with its extensions TE.
The next ingredient for the proof of our main result in this Chapter is the following extension
of S. Kwapien’s Theorem [82]. Recall that Kwapien’s Theorem states that L1(X) contains a
subspace isomorphic to c0 if and only if X does.
Proposition 6.1.3. Given T : X → Y , if the operator TL1 : L1(µ;X) → L1(µ;Y ) is an
isomorphism on a subspace isomorphic to c0, then so is T : X → Y .
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The proof is based on the following version of J. Bourgain’s theorem on c0-sequences ob-
tained by averaging of seminorms [25]. Recall that a c0-sequence in a normed space is a sequence
(xn) such that ‖
∑
akxk‖ ∼ max |ak|. Here, c00 denotes the space of sequences of real numbers
which are eventually zero, equipped with the supremum norm. We recall a previous Lemma
[25].
Lemma 6.1.4. Let ‖ · ‖ be a seminorm in c00, satisfying
sup
n
∫ 1
0
∥∥∥ n∑
i=1
ri(ω)ei
∥∥∥dω = B <∞ and lim sup ‖ei‖ > 0.
Then (ei) has a c0-subsequence for ‖ · ‖.
Lemma 6.1.5. Let (Ω,Σ, µ) be a probability measure space. For every ω ∈ Ω we consider two
seminorms in c00, ρω and %ω, such that the functions ω 7→ ρω(x) and ω 7→ %ω(x) are integrable
in (Ω,Σ, µ) for every x ∈ c00, and there exists a finite constant C > 0 such that
ρω(x) ≤ C%ω(x),
for all x ∈ c00.
Let us define two seminorms on c00 by
‖x‖1 =
∫
Ω
ρω(x)dµ(ω), and ‖x‖2 =
∫
Ω
%ω(x)dµ(ω)
for every x ∈ c00. If (xi) is a sequence in c00 which is equivalent to the c0-basis for both ‖ · ‖1
and ‖ · ‖2, then there exists a set of positive measure A ∈ Σ such that for every ω ∈ A there is
a subsequence of (xi) which is equivalent to the c0-basis for both ρω and %ω.
Proof. First note that the set
A = {ω ∈ Ω : lim sup ρω(xi) > 0}
is clearly measurable and has positive measure [25, Lemma 2]. It also follows from [25] (see
also [31, p. 53] for a more detailed explanation) that
sup
n
∫ 1
0
%ω
( n∑
i=1
ri(t)xi
)
dt = B <∞
for almost all ω ∈ Ω.
Thus, for every ω ∈ A we have
lim sup ρω(xi) > 0, and sup
n
∫ 1
0
ρω
( n∑
i=1
ri(t)xi
)
dt ≤ CB <∞.
Therefore, applying Lemma 6.1.4 to the seminorm ρω, we obtain a subsequence (xik) which
is a c0-sequence for ρω, and satisfies ρω(xik) > α for some α > 0 and every natural number k. It
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follows from the fact that ρω(x) ≤ C%ω(x) and [31, Proposition 2.1.1. and Proposition 2.1.2.]
that
%ω(xik) > C
−1α > 0, and sup
n
∫ 1
0
%ω
( n∑
k=1
rk(t)xik
)
dt ≤ B <∞,
for every k. Hence, another application of Lemma 6.1.4 gives a further subsequence (still
denoted (xik)) which is a c0-sequence for %ω. Thus, this sequence is a c0-sequence for both ρω
and %ω, and the proof is finished. 
Now we can prove Proposition 6.1.3.
Proof of Proposition 6.1.3. Let (fi) be a sequence in L1(µ;X) such that for some
δ > 0 and M > 0, and for every (a1, . . . , an, 0 . . .) in c00 we have
δmax
1≤i≤n
|ai| ≤
∥∥∥ n∑
i=1
aiTL1(fi)
∥∥∥
L1(µ;Y )
=
∫
Ω
∥∥∥ n∑
i=1
aiT (fi(ω))
∥∥∥dµ(ω)
≤ ‖T‖
∫
Ω
∥∥∥ n∑
i=1
aifi(ω)
∥∥∥dµ(ω) = ‖T‖∥∥∥ n∑
i=1
aifi
∥∥∥
L1(µ;X)
≤ ‖T‖M max
1≤i≤n
|ai|.
Let us define for each ω ∈ Ω, and each x = ∑ni=1 aiei ∈ c00
ρω(x) =
∥∥∥∥ n∑
i=1
aiT (fi(ω))
∥∥∥∥
Y
,
and
%ω(x) =
∥∥∥∥ n∑
i=1
aifi(ω)
∥∥∥∥
X
.
Clearly, for every x ∈ c00, the functions ω 7→ ρω(x) and ω 7→ %ω(x) are integrable on (Ω,Σ, µ),
and satisfy
ρω(x) ≤ ‖T‖%ω(x).
Hence, we can consider the seminorms ‖ · ‖1 and ‖ · ‖2, as defined in Lemma 6.1.5. It follows
that the unit vector sequence (ei) in c00 is a c0-sequence for both ‖ · ‖1 and ‖ · ‖2, because∥∥∥∥ n∑
i=1
aiei
∥∥∥∥
1
=
∫
Ω
ρω
( n∑
i=1
aiei
)
dµ(ω) =
∫
Ω
∥∥∥∥ n∑
i=1
aiT (fi(ω))
∥∥∥∥dµ(ω) = ∥∥∥∥ n∑
i=1
aiTL1(fi)
∥∥∥∥
L1(µ;Y )∥∥∥∥ n∑
i=1
aiei
∥∥∥∥
2
=
∫
Ω
%ω
( n∑
i=1
aiei
)
dµ(ω) =
∫
Ω
∥∥∥∥ n∑
i=1
aifi(ω)
∥∥∥∥dµ(ω) = ∥∥∥∥ n∑
i=1
aifi
∥∥∥∥
L1(µ;X)
Now, Lemma 6.1.5 implies that the set of points ω ∈ Ω such that (ei) has a subsequence
which is a c0-basis for both ρω and %ω is a non null set. Thus, for every ω in this set, there exists
an increasing sequence (ik) such that (fik(ω)) and (T (fik(ω))) are (non null) c0-sequences. This
implies that T is an isomorphism when restricted to the span of (fik(ω)) in X. 
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2. Main results
Now, we can give the proofs of our main results.
Theorem 6.2.1. Let E be a Banach lattice which does not contain a subspace isomorphic
to c0. Let T : X → Y be an operator between Banach spaces. If the operator
TE : E(X)→ E(Y )
is invertible on a subspace isomorphic to c0, then the same holds for the operator T .
Proof. Let T : X → Y be a bounded operator. And let TE : E(X)→ E(Y ) be such that
there exists a subspace M of E(X), which is isomorphic to c0, and the restriction TE|M : M →
E(Y ) is an isomorphic embedding.
Since c0 is not contained in E, in particular E is order continuous. Hence, by Proposition
6.1.1 applied to M ⊂ E(X), it follows that either i : E(X) ↪→ L1(X) is an isomorphism when
restricted to M or M contains a normalized sequence (fn), such that there exists a disjoint
sequence (gn) in E(X) with ‖fn − gn‖E(X) → 0 when n→∞.
Suppose that i : E(X) ↪→ L1(X) is not an isomorphism when restricted to M . Therefore,
passing to a further subsequence we can assume that the basic sequences (fn) and (gn) are
equivalent. Since M is isomorphic to c0, this means that E(X) contains a disjoint sequence
equivalent to the unit vector basis of c0. Hence, by Lemma 6.1.2, E would also contain a disjoint
sequence equivalent to the unit vector basis of c0, which is a contradiction with the hypothesis
on E.
Thus, we can assume that i : E(X) ↪→ L1(X) is an isomorphism when restricted to M . The
same argument shows that i : E(Y ) ↪→ L1(Y ) is an isomorphism when restricted to TE(M)
(which is also isomorphic to c0).
Therefore, the operator TL1 : L1(X) → L1(Y ) is an isomorphism when restricted to M ,
which is isomorphic to c0. Hence, by Proposition 6.1.3, we can conclude that T : X → Y is an
isomorphism on a subspace isomorphic to c0. 
Remark 6.2.2. Notice that if the Banach lattice E contains a subspace isomorphic to c0,
then the statement of Theorem 6.2.1 may fail to be true. Indeed, the identity I : c0 → c0 can
be seen as the extension Tc0 of the identity map on the scalar field T : R→ R, which clearly is
not an isomorphism on a subspace isomorphic to c0 (c0 is just too big!).
This theorem has a natural analogue for operators preserving `1.
Theorem 6.2.3. Let E be an order continuous Banach lattice, such that E∗ is also order
continuous. Let T : X → Y be an operator between Banach spaces. If TE : E(X) → E(Y ) is
invertible on a subspace isomorphic to `1, then so is T .
Proof. Let M be a subspace of E(X) isomorphic to `1, such that TE : E(X) → E(Y ) is
an isomorphism when restricted to M . Both M and TE(M) satisfy one of the alternatives of
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Proposition 6.1.1. Since E∗ is order continuous, it follows that E cannot contain a sequence of
disjoint elements whose closed linear span is isomorphic to `1 (see 1.2.3). Therefore, by Lemma
6.1.2, M cannot contain a normalized sequence equivalent to a disjoint sequence. Hence,
the inclusion iX : E(X) ↪→ L1(X) is an isomorphism when restricted to M , and similarly
iY : E(Y ) ↪→ L1(Y ) is an isomorphism when restricted to TE(M).
Let (fn) in M be equivalent to the unit vector basis of `1. Since E and E
∗ are order
continuous (‖fn(·)‖X) and (‖T (fn(·))‖Y ) are uniformly integrable sequences in L1 (cf. [12,
Theorem 4.25] and [6, Theorem 5.2.9]). Hence, by [31, Theorem 2.2.1(a)], the set A of all
ω ∈ Ω such that (T (fn(ω)))∞n=1 has a subsequence equivalent to the unit vector basis of `1 is a
measurable set with positive measure.
Let α = µ(A). Since E is order continuous, there exists M <∞ such that ‖fn(ω)‖X ≤ M
except on a set of measure α
2
. Let B = {ω ∈ Ω : ‖fn(ω)‖X ≤ M}. Since µ(B) = 1 − α2 and
µ(A) = α, we must have that µ(A ∩ B) ≥ α
2
> 0. Therefore, for any ω ∈ A ∩ B there is a
subsequence (T (fnk(ω))) equivalent to the unit vector basis of `1, and for every scalars (ak)
m
k=1
we have ∥∥∥ m∑
k=1
akfnk(ω)
∥∥∥
X
≤M
m∑
k=1
|ak| ≤MC
∥∥∥ m∑
k=1
akT (fnk(ω))
∥∥∥
Y
.
Hence, T : X → Y preserves a copy of `1, as claimed.

Remark 6.2.4. As for Theorem 6.2.1, the identity on `1, seen as the extension T`1 of the
identity map T : R → R on the scalar field, shows that the hypothesis of order continuity on
E∗ cannot be removed from Theorem 6.2.3.
Note that in fact, we have proved more than it was claimed. It was shown that if TE :
E(X)→ E(Y ) is an isomorphism on the span of a sequence [fn] ⊂ E(X), which is isomorphic
to c0, respectively to `1, then, under the proper assumptions, the set of all ω ∈ Ω such that
T : X → Y is an isomorphism on the span of a subsequence of (fn(ω)) (which is isomorphic to
c0, respectively to `1) is a set of positive measure.
3. Applications
In connection with Theorem 6.2.1, we have a version for operators of Hoffmann-Jorgensen’s
result (see [72]).
Theorem 6.3.1. Let T : X → Y be an operator between Banach spaces, and let (Ω,Σ, µ)
be a probability space. The following are equivalent:
(1) For every sequence (Xn) of independent, symmetric, X-valued random variables on
(Ω,Σ, µ), if the partial sums
Sm =
m∑
n=1
Xn
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are bounded almost everywhere, then the sequence (T (Sm)) converges almost every-
where.
(2) T is not an isomorphism on any subspace isomorphic to c0.
Proof. (1) ⇒ (2) is easy to see. For the implication (2) ⇒ (1), let (j)∞j=1 be a Bernoulli
sequence on (Ω,Σ, µ), that is, a sequence of independent random variables so that µ(j = 1) =
µ(j = −1) = 12 for all j ≥ 1. By [72, Proposition 2.8] it suffices to prove that the sets
A =
{
(xj) ⊂ X :
( n∑
j=1
jxj
)
is bounded in Lp(X)
}
,
and
B =
{
(xj) ⊂ X :
∞∑
j=1
jTxj is convergent in Lp(Y )
}
,
coincide (notice that by [72, Thm 3.1], there is no difference in the choice of 0 ≤ p <∞).
So, suppose that there exists (xj) in A and not in B. Since in particular,
∑∞
j=1 jTxj is not
convergent in L1(Y ), there exist δ > 0 and a subsequence such that∫
Ω
∥∥∥∥ ∑
nk≤j<nk+1
jTxj
∥∥∥∥
Y
dµ ≥ δ,
for k ∈ N. Now, let
Xk =
∑
nk≤j<nk+1
jxj, and Yk =
∑
nk≤j<nk+1
jTxj,
for k ∈ N. Clearly, the sequence (Xk(ω)) belongs to A µ-a.e. However, [72, Theorem 3.1] yields
that µ(Yk 9 0) > 0.
Therefore, by scaling, we can consider (zj) in A such that ‖Tzj‖ = 1, for every j ∈ N. Now,
by [72, Theorem 2.6], we have
|aj| =
(∫
Ω
‖ajj(ω)Tzj‖pY dµ
) 1
p
≤
(∫
Ω
∥∥∥∥ n∑
j=1
ajj(ω)Tzj
∥∥∥∥p
Y
dµ
) 1
p
,
for 1 ≤ j ≤ n and scalars (aj)nj=1. While [72, Lemma 4.1] yields(∫
Ω
∥∥∥∥ n∑
j=1
ajj(ω)zj
∥∥∥∥p
Y
dµ
) 1
p
≤ max
1≤j≤n
|aj|
(∫
Ω
∥∥∥∥ n∑
j=1
j(ω)zj
∥∥∥∥p
Y
dµ
) 1
p
≤ max
1≤j≤n
|aj|K,
where
K = sup
n
((∫
Ω
∥∥∥∥ n∑
j=1
j(ω)zj
∥∥∥∥p
Y
dµ
) 1
p
)
<∞,
since (zj) ∈ A.
Hence, if we consider TLp : Lp(X)→ Lp(Y ) defined as usual, then we have
max
1≤j≤n
|aj| ≤
∥∥∥∥TLp( n∑
j=1
ajjzj
)∥∥∥∥
Lp(Y )
≤ ‖T‖
∥∥∥∥ n∑
j=1
ajjzj
∥∥∥∥
Lp(X)
≤ ‖T‖K max
1≤j≤n
|aj|.
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This shows that the operator TLp is an isomorphism on the subspace generated by the
sequence (jzj) which is isomorphic to c0. Therefore, by Theorem 6.2.1, T : X → Y is also an
isomorphism on a subspace isomorphic to c0. This finishes the proof. 

CHAPTER 7
Factorization and domination of Banach-Saks operators
This chapter is devoted to two problems related to Banach-Saks operators on Banach lat-
tices: factorization and domination.
Recall that an operator between Banach spaces T : X → Y is Banach-Saks if every bounded
sequence (xn) in X has a subsequence such that (Txnk) is Cesa`ro convergent, that is, the
sequence of arithmetic means ( 1
N
∑N
k=1 T (xnk)) is convergent in the norm of Y . A Banach
space is said to have the Banach-Saks property if the identity operator is Banach-Saks, that
is every bounded sequence has a Cesa`ro convergent subsequence. We will say that a Banach
space has the weak Banach-Saks property if every weakly null sequence has a subsequence
Cesa`ro convergent to zero. In reflexive spaces, both properties are equivalent.
Definition 7.0.2. Given a Banach space X, we say that S ⊂ X is a Banach-Saks set
if for every sequence (xn) in S, there exists a subsequence (xnk) whose arithmetic means are
convergent in the norm of X.
Clearly an operator T : X → Y is Banach-Saks if and only if T (BX) is a Banach-Saks set,
where BX is the closed unit ball of X.
In the first section a factorization theorem for positive Banach-Saks operators is obtained.
Moreover, by means of an example of M. Talagrand [129], we show that the hypothesis in this
theorem are necessary.
The second section focusses on domination properties of Banach-Saks operators, improving
results in [55]. Finally, we close the Chapter with some results on convex hulls of Banach-Saks
sets, answering a question of M. Gonza´lez and J. Gutie´rrez [62].
Part of this Chapter will be published as a joint work with J. Flores in [56].
1. Factorization of operators through Banach lattices with the Banach-Saks
property
The main result of this Section is the following:
Theorem 7.1.1. Let E and F be Banach lattices and T : E → F a positive Banach-Saks
operator. If F is order continuous, then there exist a Banach lattice H with the Banach-Saks
property, and operators T1 : E → H, T2 : H → F , such that the following factorization diagram
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holds:
E
T //
T1   @
@@
@@
@@
F
H
T2
>>~~~~~~~
Proof of Theorem 7.1.1. First of all, we claim that the convex solid hull of T (BE) is a
Banach-Saks set.
Indeed, since T is Banach-Saks, T (BE) is a Banach-Saks set. Let W denote the solid hull
of the set T (BE) (note that T (BE) is already convex). Take an arbitrary sequence (zk) in W .
This sequence satisfies |zk| ≤ |Txk| for certain xk ∈ BE. For every k, take rk = |xk| in BE, and
then
|zk| ≤ |Txk| ≤ Trk.
Since T is Banach-Saks, there exist g ∈ F and some subsequence (ks) such that
1
m
m∑
s=1
Trks → g
in the norm of F . In fact, by [44] we can assume that the same property holds for every
subsequence of (ks).
Take M , the closed ideal of F generated by x = g +
∞∑
s=1
zks
2s
. Denote i : M ↪→ L1(Ω,Σ, µ)
the continuous inclusion of M as an order continuous Banach lattice with weak unit into some
L1(Ω,Σ, µ), and let P : F →M be a positive projection onto M .
Clearly, the composition
iPT : E → L1(Ω,Σ, µ)
is a Banach-Saks operator. In particular, iPT (BE) is relatively weakly compact and so is
its convex solid hull, because L1(Ω,Σ, µ) is a band in its bidual [12, Theorem 4.39]. Hence,
there exists f ∈ L1(Ω,Σ, µ) such that i(zks) → f in the weak topology of L1(Ω,Σ, µ). Since
L1(Ω,Σ, µ) has the weak Banach-Saks property [127], passing to a further subsequence we can
assume that
1
m
m∑
s=1
i(zks)→ f
in the norm of L1(Ω,Σ, µ).
Notice that ∣∣∣∣ 1m
m∑
s=1
zks
∣∣∣∣ ≤ 1m
m∑
s=1
Trks ,
and 1
m
∑m
s=1 Trks → g in the norm of F . It follows that
(
1
m
∑m
s=1 zks
)
m
is equi-integrable
in F , and therefore convergent in F by the previous lines and Lemma 1.4.2. Thus, W is a
Banach-Saks set as claimed.
Consider now F0, the completion of the space {z ∈ F : ∃λ < ∞, z ∈ λW} under the
norm induced by the Minkowski functional of W . Since W is solid, the space F0 is in fact a
Banach lattice. Hence, the space (F0, F )θ,p (0 < θ < 1, 1 < p <∞), obtained by Lions-Peetre
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interpolation of F0 and F , is a Banach lattice too [87, 2.g]. Moreover, by [19, Theorem 2],
(F0, F )θ,p has the Banach-Saks property.
Finally, since T (BE) ⊂ W , the operator T : E → F0 is bounded. Thus, by the interpolation
theorem [87, Proposition 2.g.15], T is bounded from E to (F0, F )θ,p. Let T1 : E → (F0, F )θ,p
denote this operator. Since W ⊂ ‖T‖BF , we also have that the inclusion i : (F0, F )θ,p ↪→ F is
bounded. Therefore, we have the factorization
E
T1 $$H
HHH
HHH
HHH
T // F
(F0, F )θ,p
,  i
::vvvvvvvvvv
Take H = (F0, F )θ,p, and T2 = i to conclude the proof. 
Corollary 7.1.2. Let E be a Banach lattice. If 0 ≤ T : E → E is Banach-Saks, then T 2
factors through a Banach lattice with the Banach-Saks property.
Proof. Since c0 does not have the Banach-Saks property, T cannot be an isomorphism on
any subspace of E isomorphic to c0. Hence, by Theorem 1.5.1, there exist an order continuous
Banach lattice F , and positive operators R, S such that
E
T //
R @
@@
@@
@@
E
F
S
??~~~~~~~
Therefore, since F is order continuous, Theorem 7.1.1 yields that RT : E → F factors
through a Banach lattice H with the Banach-Saks property. Hence, T 2 = SRT also factors
through H as claimed. 
Note that, in general, every Banach-Saks operator between Banach spaces factors through
a Banach space with the Banach-Saks property [19, Theorem 1]. However, if the operator acts
between Banach lattices it is not true in general that the space obtained in such a factorization
has to be a lattice. To see this we will benefit from the well-known example provided by M.
Talagrand [129] of a positive weakly compact operator between Banach lattices which fails to
factor through any reflexive Banach lattice. Since Banach-Saks property implies reflexivity it
suffices to prove that Talagrand’s operator is in fact Banach-Saks. Thus, Theorem 7.1.1 and
Corollary 7.1.2 turn out to be optimal in a sense.
Let us briefly recall the construction of Talagrand’s operator. First, let
L = {h : N ∪ {∞} → {0, 1}; ∃ p ≤ i1 < . . . < ip; h(i) = 0 for i 6= i1, . . . , ip}.
Then L ⊂ C(N ∪ {∞}) is weakly compact. For every l ≥ 1 consider the map
θl : L
l → C((N ∪ {∞})l),
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defined as θl(h1, . . . , hl)(n1, . . . , nl) = 1 if the number of indexes i for which hi(ni) = 1 is even,
and θl(h1, . . . , hl)(n1, . . . , nl) = 0 otherwise. Notice that since θl is continuous for the topology
of point-wise convergence in C((N ∪ {∞})l), the set Kl = θl(Ll) is weakly compact.
Call M the Alexandroff compactification of the discrete sum of the sets (N ∪ {∞})l. Each
Kl can be considered as a subset of C(M) by extending the functions of Kl to zero outside
(N ∪ {∞})l. Let K = ⋃
l
Kl. By construction, K consists of {0, 1}-valued functions, so K is
contained in the positive cone of C(M).
Lemma 7.1.3. The closed convex hull of K, coK, is a Banach-Saks set.
Proof. Indeed, take (yn) arbitrarily in coK. We want to show that there is a subsequence
of (yn) whose arithmetic means are convergent. For each n ∈ N write
yn =
∞∑
j=1
λn,jwn,j,
where
∑∞
j=1 λn,j = 1, λn,j ≥ 0, and wn,j belongs to Wj = coKj, the closed convex hull of Kj.
Passing to a subsequence of (yn), we can assume that for all j ∈ N, there exists λj such
that λn,j
n→ λj, with
∑∞
j=1 λj = 1. Let
y′n =
∞∑
j=1
λjwn,j,
and
en = yn − y′n.
Since Kj is weakly compact, so is Wj; hence, passing to a further subsequence we can
assume that for each j ∈ N there is some zj ∈ Wj such that wn,j n→ zj weakly. Note that for
each j ∈ N, Wj is weakly compact in C((N ∪ {∞})j), which is isomorphic to c0. Since c0 has
the weak Banach-Saks property [45], we obtain that Wj is a Banach-Saks set. Hence, using
[44] and a diagonal process, we can extract a subsequence (ni) such that for each j ∈ N there
exists fj : N→ R satisfying ∥∥∥∥ k∑
i=1
wni,j − kzj
∥∥∥∥ ≤ fj(k)
and
fj(k)
k
→ 0 when k →∞. Since the Wj are disjointly supported on M we get∥∥∥∥ k∑
i=1
y′ni − k
∞∑
j=1
λjzj
∥∥∥∥ = ∥∥∥∥ ∞∑
j=1
λj
( k∑
i=1
wni,j − kzj
)∥∥∥∥ ≤ maxj λjfj(k),
which implies
1
k
k∑
i=1
y′ni
k→
∞∑
j=1
λjzj
in the norm of C(M). Hence, (y′ni) has convergent arithmetic means (and also every subsequence
of it).
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A gliding hump argument yields that (en) has a subsequence equivalent to the unit vector
basis of c0. Indeed, taking an appropriate subsequence we can assume that λn,j → λj fast
enough, so that the following construction can be carried out. First, set n1 = 1 and let j1 be
such that ∥∥∥∥ ∞∑
j=j1
(λn1,j − λj)wn1,j
∥∥∥∥ < 12 .
Next, take n2 such that ∥∥∥∥ j1∑
j=1
(λn2,j − λj)wn2,j
∥∥∥∥ < 123 ,
and then choose j2 such that ∥∥∥∥ ∞∑
j=j2
(λn2,j − λj)wn2,j
∥∥∥∥ < 123 .
In this way, we construct inductively a pair of sequences (nk) and (jk) such that
∞∑
k=1
∥∥∥∥enk − jk−1∑
j=jk−1
(λnk,j − λj)wnk,j
∥∥∥∥ ≤ 1.
Thus, (enk) is equivalent to
(∑jk
j=jk−1(λnk,j − λj)wnk,j
)
k
which is a disjoint sequence in C(M)
equivalent to the unit vector basis of c0.
Finally, note that every subsequence of the unit vector basis of c0 has convergent arithmetic
means. Therefore, both (enk) and (y
′
nk
) have subsequences with the same property. This implies
that the same is true for some subsequence of (yn) and the proof is finished. 
Example 7.1.4. There exists a positive operator U : `1 → C[0, 1] which is Banach-Saks but
it fails to factor through a Banach lattice with the Banach-Saks property.
Proof. Note that K can be seen as a subset of C[0, 1] by taking a positive embedding of
C(M) into C([0, 1]), such that its image is complemented. Take (xn) a dense sequence in K
and consider the operator
U : `1 −→ C([0, 1])
(an)
∞
n=1 7−→
∑∞
n=1 anxn.
Clearly U is positive. Moreover, U(B`1) = co(K) is a Banach-Saks set by Lemma 7.1.3, and
therefore the operator U is Banach-Saks.
By [129, Theorem A] the operator U : `1 → C([0, 1]) does not factor through any reflexive
Banach lattice. Since every space with the Banach-Saks property is reflexive, the proof is
finished. 
This shows that the hypothesis on Theorem 7.1.1 are necessary. Moreover, if we consider
the operator U˜ : `1 ⊕ C([0, 1])→ `1 ⊕ C([0, 1]), given by U˜(x, y) = (0, U(x)), then one notices
that Corollary 7.1.2 cannot be improved.
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2. Domination by Banach-Saks operators
In this section we look at the problem of domination for Banach-Saks operators on Banach
lattices. Observe that given 0 ≤ R1 ≤ T1 : E1 → E2 and 0 ≤ R2 ≤ T2 : E2 → E3, with
T1 Banach-Saks and T2 order weakly compact, the proof of Theorem 7.1.1 can be adapted to
obtain a factorization
E1
T1 //
R1
//______
P1
''NN
NNN
NNN
NNN
NNN
Q1 ''N
NN
NN
NN
E2
T2 //
R2
//______ E3
H
P2
77pppppppppppppp Q2
77ppppppp
where H is a Banach lattice with the Banach-Saks property, 0 ≤ Q1 ≤ P1 and 0 ≤ Q2 ≤ P2.
From here a domination result for Banach-Saks operators is easily obtained. However, we
provide an alternative proof of this fact which does not depend on interpolation. This is the
content of the following theorem which improves previous results of J. Flores and C. Ruiz in
[55].
Theorem 7.2.1. Let E1, E2 and E3 be Banach lattices and 0 ≤ Ri ≤ Ti : Ei → Ei+1 be
positive operators for i = 1, 2. If T1 is a Banach-Saks operator, and T2 is order weakly compact
then the composition R2R1 is a Banach-Saks operator.
Proof. Since T2 is order weakly compact, by Theorem 1.5.1, we have the factorization:
E1
T1 //
R1
//______ E2
φ   A
AA
AA
AA
T2 //
R2
//_______ E3
F
P
>>}}}}}}} Q
>>}
}
}
}
where F is an order continuous Banach lattice, and 0 ≤ Q ≤ P .
Take an arbitrary sequence (xn) in BE1 and consider M the closed ideal in F generated by
x =
∑∞
n=1
|φT1(xn)|
2n
.
Since T1 is Banach-Saks and
|φR1xnk | ≤ φT1|xnk |,
there exists a subsequence (nk) such that the arithmetic means
1
m
m∑
k=1
φT1|xnk | converge to some
x ∈ F . Thus, if we denote cm = 1m
m∑
k=1
φR1xnk , then the sequence (cm) is equi-integrable in F
(and the same holds for any subsequence of (nk) by [99]).
Since φT1 is weakly compact, Gantmacher’s theorem implies in particular that its adjoint
(φT1)
∗ is order weakly compact, so we get a factorization for φT1 and φR1 through a Banach
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lattice G, such that both G and G∗ are order continuous [61, Proposition I.4 and Theorem I.6]:
E1
T1 //
R1
//_______
U
  A
AA
AA
AA
V   A
A
A
A
E2
φ   A
AA
AA
AA
T2 //
R2
//_______ E3
G
ψ
// F
P
>>}}}}}}} Q
>>}
}
}
}
By passing to some subsequence, [12, Theorem 4.25] yields that (φR1xnk) is weakly Cauchy.
Since F is order continuous, by Theorem 1.2.7, we can represent the ideal M of F as a Banach
lattice of functions on a probability space (Ω,Σ, µ), with M ↪→ L1(Ω,Σ, µ). Since L1(Ω,Σ, µ) is
weakly sequentially complete, the sequence (φR1xnk), whose elements belongs to M , is weakly
weakly convergent in L1(Ω,Σ, µ). Now, by [127], (φR1xnk) has a subsequence whose arithmetic
means converge in the norm of L1(Ω,Σ, µ) to some function f ∈ L1(Ω,Σ, µ). However, since∣∣∣∣ 1m
m∑
k=1
φR1xnk
∣∣∣∣ ≤ 1m
m∑
k=1
φT1|xnk |,
and
1
m
m∑
k=1
φT1|xnk | → x
for some x ∈ F , we must have |f | ≤ x, which implies that f ∈ F . Therefore the sequence of
arithmetic means, (cm), must be convergent in the norm of F (see Lemma 1.4.2). This implies
that φR1 and consequently R2R1 are Banach-Saks operators. This finishes the proof. 
Corollary 7.2.2. Let E be a Banach lattice and 0 ≤ R ≤ T : E → E be positive operators.
If T is Banach-Saks, then R2 is also Banach-Saks.
Proof. Since T is Banach-Saks, it is also weakly compact [99], and in particular order
weakly compact. Theorem 7.2.1 yields the result. 
Note that in [55, Ex. 2.9] it was shown that there exist operators
0 ≤ R ≤ T : `1 → `∞
such that T is Banach-Saks, but R is not. This shows that Corollary 7.2.2 is sharp; indeed,
consider the operators 0 ≤ R˜ ≤ T˜ : `1 ⊕ `∞ → `1 ⊕ `∞ defined by
R˜ =
(
0 0
R 0
)
T˜ =
(
0 0
T 0
)
.
Clearly T˜ is Banach-Saks, but R˜ is not. Notice that R˜2 = 0.
We also have the following improvement to [55, Theorem 1.1].
Corollary 7.2.3. Let E and F be Banach lattices, such that F is order continuous. If
0 ≤ R ≤ T : E → F , with T Banach-Saks, then R is also a Banach-Saks operator.
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Proof. Use Theorem 7.2.1 and the fact that order intervals in an order continuous Banach
lattice are weakly compact (Theorem 1.2.2). 
The following question remains open: Can order continuity on F be replaced with order
continuity on E∗ in Corollary 7.2.3?
3. Convex hulls of Banach-Saks sets
With respect to convex hulls of Banach-Saks sets in Banach spaces, the following question
was posed in [62]: Are Banach-Saks sets stable under convex hulls? apparently, no examples of
Banach-Saks sets without a Banach-Saks convex hull can be found in the literature. Here we
give one such example, communicated by N. Kalton, answering the question in the negative.
Example 7.3.1. A Banach-Saks set, whose closed convex hull is not Banach-Saks.
Proof. Let Y = `2(`
2n
1 ), and let (en,j)
∞
n=1,j=1,...,2n be the basis vectors of Y . The elements
fn =
1
2n
2n∑
j=1
en,j
form a basic sequence which spans a complemented subspace of Y . Let P : Y → [fn] denote
this projection. We have
P (ξ) =
∞∑
n=1
an(ξ)fn,
for certain coefficients (an(ξ)) depending on ξ ∈ Y . We can define a new norm in Y by
‖ξ‖X = ‖ξ‖Y +
∥∥∥ ∞∑
n=1
an(ξ)bn
∥∥∥
B
,
where (bn) denotes the coordinate basis of Baernstein’s space, and ‖ ‖B denotes its norm (see
[17]) ∥∥∥ ∞∑
n=1
λnbn
∥∥∥
B
= sup
{( ∞∑
k=1
(∑
j∈γk
|λj|
)2) 12}
,
where the supremum is taken over all γk ⊂ N such that the cardinality of γk is smaller than or
equal to the smallest element of γk.
Notice that he set S = {en,j : n = 1, 2, . . . , j = 1, . . . , 2n} is Banach-Saks. Indeed, let (xn)
be a sequence in S, we can extract a subsequence such that xnk = epk,jk with pk < pk+1. Since
P (en,j) =
1
2n
fn, we have
an
( m∑
k=1
epk,jk
)
=

1
2n
for n ∈ {p1, . . . , pm},
0 in any other case.
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Therefore, we have∥∥∥ 1m m∑
k=1
epk,jk
∥∥∥
X
= 1
m
(∥∥∥ m∑
k=1
epk,jk
∥∥∥
Y
+
∥∥∥(an( m∑
k=1
epk,jk
))∥∥∥
B
)
= 1
m
(√
m+
m∑
k=1
1
2pk
)
≤
√
m+1
m
,
which clearly tends to zero when m→∞.
However, the sequence (fn), which belongs to the convex hull of S, has no Cesaro convergent
subsequence. Indeed, notice first that since
an(fk) =
{
1 if n = k,
0 if n 6= k,
for scalars (an) we have ∥∥∥ ∞∑
k=1
anfn
∥∥∥
X
=
( ∞∑
k=1
|ak|2
) 1
2
+
∥∥∥ ∞∑
k=1
anbn
∥∥∥
B
.
Hence, the operator
T : `2 ⊕1 B −→ [fn]X
en ⊕ bn 7−→ fn
is bounded, so in particular (fn) is weakly null.
Now, for any subsequence (fnk) and every m, we obtain∥∥∥ 1m m∑
k=1
fnk
∥∥∥
X
=
∥∥∥ 1m m∑
k=1
fnk
∥∥∥
X
+
∥∥∥ ∞∑
n=1
an
(
1
m
m∑
k=1
fnk
)
bn
∥∥∥
B
=
√
m
m
+
∥∥∥ 1m m∑
k=1
bnk
∥∥∥
B
,
where (bi) denotes the coordinate basis of Baernstein’s space B. By [17], we have that∥∥∥ 1
m
m∑
k=1
bnk
∥∥∥
B
≥ α
for a certain α > 0, and every m ∈ N. In particular, (fnk) is not Cesaro convergent to zero in
X. Since (fn) is weakly null the proof is finished. 
However, in certain cases, the convex hull of a Banach-Saks set is also Banach-Saks.
Proposition 7.3.2. Let X be a Banach space with the weak Banach-Saks property. For
every Banach-Saks set S ⊂ X, the closed convex hull of S is also a Banach-Saks set.
Proof. Let S be a Banach-Saks set. Since S is relatively weakly compact, the same holds
for co(S). Hence every sequence in co(S) has a weakly convergent subsequence, which has a
Cesaro convergent subsequence, since X has the weak Banach-Saks property. 
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Notice that the converse of Proposition 7.3.2 is not true. Indeed, let us consider Schreier’s
space S, obtained by completion of the space of finite sequences with respect to the norm
‖x‖S = sup
{∑
j∈A
|xj| : A = {n1, . . . , nk} with k ≤ n1
}
.
By [123], S does not have the weak Banach-Saks property, but the convex hull of a Banach-Saks
set in S is always a Banach-Saks set [62, Corollary 17].
CHAPTER 8
Factorization of p-convex and q-concave operators
The present Chapter is devoted to factorization of q-concave and p-convex operators. In a
similar spirit to [61], we show that a q-concave operator from a Banach lattice to a Banach
space always factors in a natural way through a q-concave Banach lattice. An analogous result
is also proved for p-convex operators.
We study this factorizations, showing that in a certain sense they are “maximal”, i.e. best
possible. And in the second Section we study their relation by duality.
In Section 3, we extend results of G. Lozanovskii and V. Sestakov for interpolation of
arbitrary Banach lattices. And in the fourth Section, we apply this results for operators which
are both p-convex and q-concave, to obtain simultaneous factorizations.
The content of this Chapter was done during two visits to the Equipe d’Analyse Fonction-
nelle in the Universite´ de Paris VI/ParisVII in fall 2007 and fall 2008, under the supervision
of Y. Raynaud.
1. The basic construction
The following result was essentially proved by S. Reisner in [117, Lemma 6]. However, we
include a simpler proof for completeness.
Theorem 8.1.1. Let E be a Banach lattice, X a Banach space and 1 ≤ q ≤ ∞. An
operator T : E → X is q-concave if and only if there exist a q-concave Banach lattice V , a
positive operator φ : E → V (in fact, a lattice homomorphism with dense image), and another
operator S : V → X such that T = Sφ.
E
φ @
@@
@@
@@
T // X
V
S
>>~~~~~~~
Proof. Let us suppose q < ∞. The proof for the case q = ∞ is trivial because every
Banach lattice is∞-concave. However, the precise construction carried out here for q <∞ has
its analogue for q =∞.
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For the direct implication, let (xi)
n
i=1 in E. Since V is q-concave and φ is positive, by
Theorem 1.5.10, we have(
n∑
i=1
‖Txi‖q
) 1
q
≤ ‖S‖
(
n∑
i=1
‖φxi‖q
) 1
q
≤ ‖S‖M(q)(IV )
∥∥∥∥( n∑
i=1
|φxi|q
) 1
q
∥∥∥∥
≤ ‖S‖M(q)(IV )‖φ‖
∥∥∥∥( n∑
i=1
|xi|q
) 1
q
∥∥∥∥.
This yields that T is q-concave.
Now, for the converse implication, given x ∈ E, let us consider
ρ(x) = sup
{( n∑
i=1
‖Txi‖q
) 1
q
:
( n∑
i=1
|xi|q
) 1
q
≤ |x|
}
.
If M(q)(T ) denotes the q-concavity constant of T , then for (xi)
n
i=1 in E, we have( n∑
i=1
‖Txi‖q
) 1
q
≤M(q)(T )
∥∥∥∥( n∑
i=1
|xi|q
) 1
q
∥∥∥∥.
In particular, for all x ∈ E
‖Tx‖ ≤ ρ(x) ≤M(q)(T )‖x‖.
Moreover, ρ is a lattice semi-norm on E. Indeed, for any x ∈ E and λ ≥ 0 it is clear that
ρ(λx) = λρ(x). In order to prove the triangle inequality, let x, y ∈ E and z = |x| + |y|, and
denote Iz ⊂ E the ideal generated by z in E, which is identified with a space C(K) in which z
corresponds to the function identically one. Now, for every ε > 0 let z1, . . . , zn ∈ E such that( n∑
i=1
|zi|q
) 1
q ≤ |z| and
ρ(z) ≤ ( n∑
i=1
‖Tzi‖q
) 1
q + ε.
Since x, y ∈ Iz, they correspond to functions f, g ∈ C(K) such that |f(t)|+ |g(t)| = 1 for every
t ∈ K. Similarly, zi corresponds to hi ∈ C(K) with
(∑n
i=1 |hi(t)|q
) 1
q ≤ 1 for every t ∈ K.
Hence we can consider {
fi(t) = hi(t)f(t),
gi(t) = hi(t)g(t),
which belong to C(K) and satisfy
(∑n
i=1 |fi(t)|q
) 1
q ≤ |f(t)| and (∑ni=1 |gi(t)|q) 1q ≤ |g(t)|. This
means that we can consider (xi)
n
i=1 and (yi)
n
i=1 such that
(∑n
i=1 |xi|q
) 1
q ≤ |x| and (∑ni=1 |yi|q) 1q ≤
|y| in E. Thus, we finally have
ρ(x+ y) ≤ ( n∑
i=1
‖Tzi‖q
) 1
q + ε
≤ ( n∑
i=1
‖Txi‖q
) 1
q +
( n∑
i=1
‖Tyi‖q
) 1
q + ε
≤ ρ(x) + ρ(y) + ε.
Since this holds for every ε > 0, the triangle inequality is proved.
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Now, if |y| ≤ |x|, then for any (xi)ni=1 such that
(
n∑
i=1
|xi|q
) 1
q
≤ |y|, it holds that
(
n∑
i=1
|xi|q
) 1
q
≤
|x|, hence for any such (xi)ni=1,
(
n∑
i=1
‖Txi‖q
) 1
q
≤ ρ(x). This implies that ρ(y) ≤ ρ(x), and so
ρ−1(0) is an ideal.
Let V denote the Banach lattice obtained by completing E/ρ−1(0) with the norm induced
by ρ. Let φ denote the quotient map from E to E/ρ−1(0), seen as a map to V . Now, for x ∈ E
let us define S(φ(x)) = T (x). Since ‖Tx‖ ≤ ρ(x), S is well defined and extends to a bounded
operator S : V → X, such that T = Sφ.
Now, let (xi)
n
i=1 in E. For every ε > 0 and for every i = 1, . . . , n there exist (y
i
j)
ki
j=1 in E
such that ( ki∑
j=1
|yij|q
) 1
q
≤ |xi|
and
ρ(xi)
q = sup
{ k∑
j=1
‖Tyj‖q :
( k∑
j=1
|yj|q
) 1
q
≤ |xi|
}
≤
ki∑
j=1
‖Tyij‖q +
εq
n
,
for every i = 1, . . . , n. Therefore, we have
(
n∑
i=1
ρ(xi)
q
) 1
q
≤
(
n∑
i=1
(
ki∑
j=1
‖Tyij‖q + ε
q
n
)) 1
q
≤
(
n∑
i=1
ki∑
j=1
‖Tyij‖q
) 1
q
+ ε
≤ ρ
((
n∑
i=1
|xi|q
) 1
q
)
+ ε.
Since this holds for every ε > 0, the normed lattice E/ρ−1(0) is q-concave; hence, the same
holds for its completion V . 
Since the lattice V constructed in the proof depends on the operator T : E → X and q, we
will denote it by VT,q whenever needed. Similarly we will denote ρT (or ρT,q) for the expression
defining the norm of VT,q.
Remark 8.1.2. Recall that in Theorem 1.5.1, an order continuous Banach lattice F was
constructed to factor order weakly compact operators (those mapping intervals to weakly com-
pact sets). Given T : E → Y , the Banach lattice F is constructed by means of the expression
‖x‖F = sup{‖Ty‖ : |y| ≤ |x|}, for x ∈ E, producing a Banach lattice in the usual way. No-
tice that if T : E → Y is q-concave, which implies that T is order weakly compact, then
‖x‖F ≤ ρT (x), hence we can consider a natural map VT,q i→ F such that we can factor T as
follows:
E
φ

T // Y
VT,q
  i // F
T˜
OO
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Moreover, F coincides with VT,∞, so in a sense the previous Theorem is an extension of Theorem
1.5.1.
The factorization given in Theorem 8.1.1 is in a certain sense maximal, as the following
Proposition shows.
Proposition 8.1.3. Let T : E → X be a q-concave operator. Suppose that T factors
through a q-concave Banach lattice V˜ with factors A : E → V˜ and B : V˜ → X, such that A
is a lattice homomorphism whose image is dense in V˜ , and T = B ◦A. Then there is a lattice
homomorphism u : V˜ → VT,q such that φ = u ◦ A and S ◦ u = B.
E
A
&&NN
NNN
NNN
NNN
NNN
N
φ
<
<<
<<
<<
<<
<<
<<
<<
<<
<<
T // X
V˜
u



B
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Proof. Let us consider for x ∈ E, u(A(x)) = φ(x). Notice that for {xi}ni=1 in E, such that(
n∑
i=1
|xi|q
) 1
q
≤ |x|, since A is a lattice homomorphism, we have
(
n∑
i=1
‖Txi‖q
) 1
q
=
(
n∑
i=1
‖BAxi‖q
) 1
q
≤ ‖B‖
(
n∑
i=1
‖Axi‖q
) 1
q
≤ ‖B‖M(q)(IV˜ )
∥∥∥∥( n∑
i=1
|A(xi)|q
) 1
q
∥∥∥∥ = ‖B‖M(q)(IV˜ )∥∥∥∥A(( n∑
i=1
|xi|q
) 1
q
)∥∥∥∥
≤ ‖B‖M(q)(IV˜ )‖A(x)‖.
Therefore,
‖u(A(x))‖ = ‖φ(x)‖ = ρT (x) ≤ ‖B‖M(q)(IV˜ )‖A(x)‖.
Since A has dense image, the preceding inequality implies that u can be extended to a bounded
operator u : V˜ → V(T,q), which is clearly a lattice homomorphism and satisfies the required
properties. 
There is an analogous version of Theorem 8.1.1 for p-convex operators.
Theorem 8.1.4. Let E be a Banach lattice, X a Banach space and 1 ≤ p ≤ ∞. An
operator T : X → E is p-convex if and only if there exist a p-convex Banach lattice W , a
positive operator (an injective interval preserving lattice homomorphism) ϕ : W → E and
another operator R : X → W such that T = ϕR.
X
R   B
BB
BB
BB
B
T // E
W
ϕ
>>}}}}}}}}
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Proof. Let us suppose p <∞. The proof for the case p =∞ is analogous, with the usual
changes.
As in the proof of Theorem 8.1.1, Theorem 1.5.10 yields one implication.
For the non-trivial one, let T : X → E be p-convex. Let us consider the following set
S = {y ∈ E : |y| ≤
( k∑
i=1
|Txi|p
) 1
p
, where
k∑
i=1
‖xi‖p ≤ 1 and k ∈ N}.
We can consider the Minkowski functional defined by its closure S in E
‖z‖W = inf{λ > 0 : z ∈ λS}.
Clearly S is solid, and since T is p-convex, it is also a bounded set of E. Let us consider the
space W = {z ∈ E : ‖z‖W <∞}. We claim that for any z1, . . . , zn in W , it holds that∥∥∥∥( k∑
i=1
|zi|p
) 1
p
∥∥∥∥
W
≤
( n∑
i=1
‖zi‖pW
) 1
p
.
Indeed, given z1, . . . , zn in W , for every ε > 0 and for every i = 1, . . . , n there exist λi with
zi ∈ λiS, such that
λpi ≤ inf
{
µp : zi ∈ µS
}
+
εp
n
,
for each i = 1, . . . , n.
This means that for every i = 1, . . . , n, and for every δ > 0 there exists yδi in E with
‖zi − yδi ‖E ≤ δ, and
|yδi | ≤
( mi,δ∑
j=1
|Txi,δj |p
) 1
p
,
where (xi,δj )
mi,δ
j=1 satisfy ( mi,δ∑
j=1
‖xi,δj ‖p
) 1
p
≤ λi,
for each i = 1, . . . , n, and each δ > 0.
Now, for each δ > 0 let
wδ =
( n∑
i=1
|yδi |p
) 1
p
.
Notice that ∥∥∥∥( n∑
i=1
|zi|p
) 1
p
− wδ
∥∥∥∥
E
≤
∥∥∥∥( n∑
i=1
|zi − yδi |p
) 1
p
∥∥∥∥
E
≤
n∑
i=1
‖zi − yδi ‖E ≤ nδ.
Moreover, note that for every δ > 0 wδ belongs to
(
n∑
i=1
λpi
) 1
p
S. Indeed,
|wδ| =
( n∑
i=1
|yδi |p
) 1
p
≤
( n∑
i=1
mi,δ∑
j=1
|Txi,δj |p
) 1
p
,
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and ( n∑
i=1
mi,δ∑
j=1
‖xi,δj ‖p
) 1
p
≤
( n∑
i=1
λpi
) 1
p
.
Hence,
(
n∑
i=1
|zi|p
) 1
p
∈
(
n∑
i=1
λpi
) 1
p
S.
Therefore, it follows that∥∥∥( n∑
i=1
|zi|p
) 1
p
∥∥∥
W
= inf{µ > 0 :
( n∑
i=1
|zi|p
) 1
p ∈ µS}
≤
( n∑
i=1
λpi
) 1
p
≤
( n∑
i=1
(
inf
{
µp : zi ∈ µS
}
+ ε
p
n
)) 1p
≤
( n∑
i=1
‖zi‖pW
) 1
p
+ ε.
Since this holds for every ε > 0, we finally have∥∥∥∥( n∑
i=1
|zi|p
) 1
p
∥∥∥∥
W
≤
( n∑
i=1
‖zi‖pW
) 1
p
.
Now, in the vector lattice W , we can consider the operations
z1 ⊕ z2 = (zp1 + zp2)
1
p , α z = α 1p z,
for z, z1, z2 in E
+
W and α ∈ R+, and define |||z||| = ‖z‖pW (see [87, pp.53-54]). By the preceding
inequalities, we have
|||z1 ⊕ z2||| = ‖(zp1 + zp2)
1
p‖pW ≤ ‖z1‖pW + ‖z2‖pW = |||z1|||+ |||z2|||,
and
|||α z||| = ‖α 1p z‖pW = α‖z‖pW = α|||z|||,
for all z, z1, z2 in W
+ and α ≥ 0.
We can consider now W(p): the space W , endowed with the above operations, and the order
provided by E. Clearly, W(p) is a vector lattice for which ||| · ||| is a norm. Since ‖ ·‖W coincides
with the norm of the p-convexification of (W(p), ||| · |||) (see [87, pp.53-54]), it follows that ‖ ·‖W
is actually a norm. Therefore, (W, ‖ · ‖W ) is a p-convex normed lattice. We claim that W is
complete, and hence a p-convex Banach lattice.
Indeed, let (wi) be a Cauchy sequence in W . Since for every z ∈ E it holds that
‖z‖E ≤M (p)(T )‖z‖W ,
it follows that (wi) is also a Cauchy sequence in E. Let w ∈ E be its limit. Notice that since
wi are bounded in W , there exists some λ < ∞ such that wi ∈ λS for every i = 1, 2, . . . and
since S is closed in E, we must have w ∈ λS. Thus, w belongs to W , and we will show that
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(wi) converges to w also in W . To this end, let ε > 0. Since (wi) is a Cauchy sequence, there
exists N such that wi − wj ∈ εS when i, j ≥ N . Thus, if i ≥ N we can write
w − wi = (w − wj) + (wj − wi)
for every j ∈ N, and letting j → ∞ we obtain that w − wi ∈ εS. This shows that wi → w in
W , and hence W is complete, as claimed.
Clearly, by the definition of W we have
‖Tx‖W ≤ ‖x‖X
for every x ∈ X. Moreover, as noticed above it also holds that
‖z‖E ≤M (p)(T )‖z‖W
for each z ∈ E, therefore the formal inclusion ϕ : W ↪→ E is clearly an injective interval
preserving lattice homomorphism, and we have the following diagram
X
R   B
BB
BB
BB
B
T // E
W
. 
ϕ
>>}}}}}}}}
where R is defined by Rx = Tx for x ∈ X. This finishes the proof. 
As with the Banach lattice constructed in Theorem 8.1.1, we will denote by WT,p the Banach
lattice obtained in the proof of Theorem 8.1.4.
Remark 8.1.5. Note that if T : X → E is p-convex, then it is also p′-convex for every
1 ≤ p′ ≤ p. Hence, if we consider the factorization spaces WT,p and WT,p′ it always holds that
WT,p′ ↪→ WT,p,
with norm smaller than or equal to one.
Indeed, this follows from the following two facts. First, the set
S = {y ∈ E : |y| ≤
( k∑
i=1
|Txi|p
) 1
p
, with
k∑
i=1
‖xi‖p ≤ 1}
can be equivalently described by
S = {y ∈ E : |y| ≤
( k∑
i=1
ai|Twi|p
) 1
p
, with ‖wi‖ ≤ 1, ai ≥ 0,
k∑
i=1
ai = 1}.
Furthermore, for 1 ≤ p′ ≤ p, and ai ≥ 0 with
k∑
i=1
ai = 1 it always holds that
( k∑
i=1
ai|Twi|p′
) 1
p′
≤
( k∑
i=1
ai|Twi|p
) 1
p
.
Hence the unit ball of WT,p′ is contained in that of WT,p.
124 8. FACTORIZATION OF p-CONVEX AND q-CONCAVE OPERATORS
Remark 8.1.6. The operator ϕ : WT,p → E constructed in the proof is an injective, interval
preserving lattice homomorphism. Moreover, it satisfies that the image of the closed unit ball
ϕ(BWT,p) is a closed set in E. This allows us to introduce a class C consisting of operators T :
E → F between Banach lattices which are injective, interval preserving lattice homomorphisms,
such that the image of the closed unit ball T (BE) is closed in F . The importance of this class
will become clear next.
As for Proposition 8.1.3, the construction of Theorem 8.1.4 is in a sense minimal.
Proposition 8.1.7. Let T : X → E be a p-convex operator, such that there exist a p-convex
Banach lattice W˜ and operators A : X → W˜ and B : W˜ → E with T = BA and B belonging
to the class C. Then there exists an operator v : WT,p → W˜ such that vR = A and Bv = ϕ.
X
A
''NN
NNN
NNN
NNN
NNN
N
R
=
==
==
==
==
==
==
==
==
==
T // E
W˜
B
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Proof. Let us define v. Let y ∈ WT,p with ‖y‖WT,p ≤ 1. By definition, there exists a
sequence (yn) in E such that yn → ϕ(y) in E, and for each n ∈ N,
|yn| ≤
( kn∑
i=1
|Txni |p
) 1
p
with
∑kn
i=1 ‖xni ‖pX ≤ 1. Notice that since B is a lattice homomorphism( kn∑
i=1
|Txni |p
) 1
p
=
( kn∑
i=1
|BAxni |p
) 1
p
= B
(( kn∑
i=1
|Axni |p
) 1
p
)
,
where
(∑kn
i=1 |Axni |p
) 1
p
belongs to W˜ . Hence, since B is interval preserving there exists wn ∈ W˜
with |wn| ≤
(∑kn
i=1 |Axni |p
) 1
p
such that B(wn) = yn. Notice that since W˜ is p-convex and∑kn
i=1 ‖xi‖pX ≤ 1, for every n we have
‖wn‖W˜ ≤
∥∥∥( kn∑
i=1
|Axni |p
) 1
p
∥∥∥
W˜
≤M (p)(IW˜ )
( kn∑
i=1
‖Axni ‖p
) 1
p ≤M (p)(IW˜ )‖A‖.
Now, since the image of the unit ball of W˜ under B is closed, and B(wn) = yn converge to
ϕ(y) ∈ E, there exists w ∈ W˜ with ‖w‖W˜ ≤ M (p)(IW˜ )‖A‖ such that B(w) = ϕ(y). Moreover,
this element is unique because B is injective. Let us define v(y) = w. It is clear, because of
the injectivity of B, that v : WT,p → W˜ is linear. Moreover, by the previous argument v is a
bounded operator of norm less than or equal to M (p)(IW˜ )‖A‖.
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It is clear by construction that B ◦ v = ϕ. Moreover, since B ◦ A = T = ϕ ◦R = B ◦ v ◦R
and B is injective, we also get that A = v ◦R as desired. This finishes the proof. 
2. Duality relations
In this section we show the relation between the Banach lattices constructed in the proofs
of Theorems 8.1.1 and 8.1.4. We need some preliminary lemmas first.
Lemma 8.2.1. Let E be a Banach lattice, x, y ∈ E+, x ∧ y = 0, and z∗ ∈ E∗+. There exist
u∗, v∗ in E∗+ such that z
∗ = u∗ + v∗, u∗ ∧ v∗ = 0 and{
〈z∗, x〉 = 〈u∗, x〉
〈z∗, y〉 = 〈v∗, y〉
Proof. By [94, Lemma 1.4.3], there exist z∗(x) and z∗(y) in E∗+ such that{
〈z∗(x), u〉 = 〈z∗, u〉 for all u ∈ Ex
〈z∗(x), u〉 = 0 for all u ∈ {x}⊥{
〈z∗(y), u〉 = 〈z∗, u〉 for all u ∈ Ey
〈z∗(y), u〉 = 0 for all u ∈ {y}⊥
where Ex denotes the principal ideal generated by x in E, and {x}⊥ denotes the orthogonal
complement of x (i.e. {x}⊥ = {u ∈ E : u ∧ x = 0}). Moreover, without loss of generality we
can assume that z∗(x), z∗(y) ≤ z∗ (simply consider z∗(x) ∧ z∗ and z∗(y) ∧ z∗).
Let now {
u∗1 = z
∗(x)− z∗(x) ∧ z∗(y),
v∗1 = z
∗(y)− z∗(x) ∧ z∗(y).
Clearly, u∗1, v
∗
1 ∈ E∗+, u∗1 ∧ v∗1 = 0 and{
〈u∗1, u〉 = 〈z∗(x), u〉 for all u ∈ {x}⊥ + {y}⊥,
〈v∗1, u〉 = 〈z∗(y), u〉 for all u ∈ {x}⊥ + {y}⊥.
Since E∗ is Dedekind complete, we can consider P the band projection onto the band
generated by u∗1, and Q the band projection onto the band generated by v
∗
1. Let us denote
u∗2 = P (z
∗) v∗2 = Q(z
∗).
Thus, we have
u∗1 ≤ u∗2 ≤ z∗,
v∗1 ≤ v∗2 ≤ z∗.
Therefore, for every positive element u ∈ Ex we have
〈u∗2, u〉 ≤ 〈z∗, u〉 = 〈u∗1, u〉 ≤ 〈u∗2, u〉.
Hence, 〈u∗2, u〉 = 〈z∗, u〉 for every u ∈ Ex. Analogously, 〈v∗2, u〉 = 〈z∗, u〉 for every u ∈ Ey.
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Since P and Q are projections onto disjoint bands, we can write z∗ = u∗2 + v
∗
2 + w
∗, where
w∗ is disjoint with u∗2 and v
∗
2. Moreover, since z
∗ and u∗2 coincide on Ex, then v
∗
2 and w
∗ are
null on Ex. Analogously, u
∗
2 and w
∗ are null on Ey. Therefore, we can take{
u∗ = u∗2,
v∗ = v∗2 + w
∗,
which satisfy the required properties. 
Lemma 8.2.2. Let E be a Banach lattice. For any z∗ ∈ E∗+, and x1, . . . , xn ∈ E+, there
exist x∗1, . . . , x
∗
n in E
∗
+, such that z
∗ =
n∑
i=1
x∗i , x
∗
i ∧ x∗j = 0 for i 6= j, and
〈z∗,
n∨
i=1
xi〉 =
n∑
i=1
〈x∗i , xi〉.
Proof. Recall that for x, y ∈ E+ it holds
x ∨ y = (x− x ∧ y) + (y − x ∧ y) + x ∧ y.
Hence, if we let u = x− x ∧ y and v = y − x ∧ y, then clearly u ∧ v = 0, and by Lemma 8.2.1,
there exist u∗, v∗ in E∗+ such that z
∗ = u∗ + v∗, u∗ ∧ v∗ = 0 and{
〈z∗, u〉 = 〈u∗, u〉
〈z∗, v〉 = 〈v∗, v〉.
Therefore,
〈z∗, x ∨ y〉 = 〈u∗, u〉+ 〈v∗, v〉+ 〈u∗ + v∗, x ∧ y〉
= 〈u∗, u+ x ∧ y〉+ 〈v∗, v + x ∧ y〉
= 〈u∗, x〉+ 〈v∗, y〉.
By induction on n, the claimed result follows. 
Recall that given a set A in a Banach space X, the polar of A is the set A0 = {x∗ ∈ X∗ :
|〈x∗, x〉| ≤ 1∀x ∈ A}. Similarly, for a set B in X∗, the dual of a Banach space, the prepolar of
B is the set B0 = {x ∈ X : |〈x∗, x〉| ≤ 1 ∀x∗ ∈ B}.
Lemma 8.2.3. Let T : X → E be p-convex, and let
S := {y ∈ E : |y| ≤
( k∑
i=1
|Txi|p
) 1
p
, with
k∑
i=1
‖xi‖p ≤ 1}.
Since T ∗ : E∗ → X∗ is q-concave (with 1
p
+ 1
q
= 1), we can consider ρT ∗, the seminorm which
induces the norm on VT ∗,q. Hence, we can also consider the convex set U := {y∗ ∈ E∗ :
ρT ∗(y
∗) ≤ 1}. Then
S
0
= U,
where S denotes the closure of S in E.
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Proof. First of all, we claim that S ⊂ U0.
Indeed, let y ∈ E be such that |y| ≤
(
n∑
i=1
|Txi|p
) 1
p
with
n∑
i=1
‖xi‖p ≤ 1. For every y∗ ∈ E∗
such that ρT ∗(y
∗) ≤ 1, we have:
|〈y∗, y〉| ≤ 〈|y∗|,
(
n∑
i=1
|Txi|p
) 1
p
〉
= 〈|y∗|, sup
{
n∑
i=1
aiTxi :
n∑
i=1
|ai|q ≤ 1
}
〉
= sup
{〈
|y∗|,
N∨
m=1
( n∑
i=1
ami Txi
)〉
:
n∑
i=1
|ami |q ≤ 1, m = 1, . . . , N, N ∈ N
}
.
Where we have made use of [94, Cor. 1.3.4.ii)] in the last step.
Now, by Lemma 8.2.2, there exist (y∗m)
N
m=1 pairwise disjoint elements of E
∗
+ such that
|y∗| = ∑Nm=1 y∗m and 〈
|y∗|,
N∨
m=1
( n∑
i=1
ami Txi
)〉
=
N∑
m=1
〈y∗m,
n∑
i=1
ami Txi〉.
Therefore, 〈
|y∗|,
N∨
m=1
( n∑
i=1
ami Txi
)〉
=
N∑
m=1
〈y∗m,
n∑
i=1
ami Txi〉
=
N∑
m=1
n∑
i=1
ami 〈T ∗(y∗m), xi〉
=
n∑
i=1
〈T ∗
(
N∑
m=1
ami y
∗
m
)
, xi〉
≤
(
n∑
i=1
‖T ∗z∗i ‖q
) 1
q
(
n∑
i=1
‖xi‖p
) 1
p
,
where z∗i =
N∑
m=1
ami y
∗
m.
Note that, since (y∗m)
N
m=1 are pairwise disjoint we have that(
n∑
i=1
|z∗i |q
) 1
q
=
(
n∑
i=1
N∑
m=1
|ami y∗m|q
) 1
q
=
(
N∑
m=1
|y∗m|q
n∑
i=1
|ami |q
) 1
q
≤
N∑
m=1
y∗m = |y∗|.
This implies that
(
n∑
i=1
‖T ∗z∗i ‖q
) 1
q
≤ 1, since ρT ∗(y∗) ≤ 1. Therefore, for any y∗ with ρT ∗(y∗) ≤ 1,
|〈y∗, y〉| ≤ sup
{(
n∑
i=1
∥∥∥∥T ∗( N∑
m=1
ami y
∗
m
)∥∥∥∥q) 1q( n∑
i=1
‖xi‖p
) 1
p
:
n∑
i=1
|ami |q ≤ 1, m = 1, . . . , N, N ∈ N
}
≤ 1.
This means that y ∈ U0. Since U0 is closed, this proves that S ⊆ U0 as claimed.
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Therefore, it follows that (U0)
0 ⊆ S 0. So in particular, U ⊆ S 0.
Let us prove now the converse inclusion (S
0 ⊆ U). Given y∗ ∈ S 0, we want to show that
ρT ∗(y
∗) ≤ 1. To this end, let y∗1, . . . , y∗k be elements in E∗, such that( k∑
i=1
|y∗i |q
) 1
q
≤ |y∗|.
Notice that since S is solid, then so is S
0
. In particular, |y∗| ∈ S 0 whenever y∗ ∈ S 0.
Now, for every ε > 0 there exist x1, . . . , xk in X, such that
k∑
i=1
‖xi‖p ≤ 1, and
( k∑
i=1
‖T ∗y∗i ‖q
) 1
q
≤ |
k∑
i=1
〈T ∗y∗i , xi〉|+ ε.
Moreover, by [87, Prop. 1.d.2] we have
|
k∑
i=1
〈T ∗y∗i , xi〉| = |
k∑
i=1
〈y∗i , Txi〉| ≤
k∑
i=1
〈|y∗i |, T |xi|〉
≤ 〈
( k∑
i=1
|y∗i |q
) 1
q
,
( k∑
i=1
|Txi|p
) 1
p
〉
≤ 〈|y∗|,
( k∑
i=1
|Txi|p
) 1
p
〉 ≤ 1
because |y∗| ∈ S 0. Therefore, ρT ∗(y∗) ≤ 1 for every y∗ ∈ S 0. This finishes the proof.

Remark 8.2.4. Note that the equality S
0
= U proved above, yields in particular that U is
weak*-closed. Hence, by the bipolar theorem it also holds that S = U0.
The main result of this section is the following.
Theorem 8.2.5. Let T : X → E be p-convex. By Theorem 8.1.4, T can be factored through
WT,p; moreover, since T
∗ : E∗ → X∗ is q-concave for 1
p
+ 1
q
= 1, T ∗ can also be factored through
VT ∗,q. It holds that:
(1) VT ∗,q is lattice isometric to a sublattice of (WT,p)
∗,
(2) WT,p is lattice isometric to a sublattice of (VT ∗,q)
∗.
Moreover, under this identifications VT ∗,q is always an ideal in (WT,p)
∗, and if E is order
continuous, then WT,p is an ideal of (VT ∗,q)
∗.
Proof. We stick to the notation of Theorems 8.1.1 and 8.1.4. Let us consider the inclusion
ϕ : WT,p ↪→ E. Hence, we also have ϕ∗ : E∗ → (WT,p)∗. This allows us to define
A : E∗/ρ−1T ∗ (0) −→ (WT,p)∗
y∗ + ρ−1T ∗ (0) 7−→ ϕ∗(y∗)
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Notice that for every y∗ ∈ E∗ we have
‖ϕ∗(y∗)‖(WT,p)∗ = sup{〈ϕ∗(y∗), y〉 : ‖y‖WT,p ≤ 1}
= sup{〈y∗, ϕ(y)〉 : y ∈ S}
= inf{λ > 0 : y∗ ∈ λS 0}
= ρT ∗(y
∗),
by Lemma 8.2.3.
The equality ‖ϕ∗(y∗)‖(WT,p)∗ = ρT ∗(y∗) implies that A is well defined. Moreover, it can be
extended to an isometry between VT ∗,q and (WT,p)
∗.
Furthermore, since the unit ball of WT,p is a solid subset of E, then ϕ is interval preserving
(i.e. ϕ([0, x]) = [0, ϕ(x)] for x ∈ W+T,p). Thus, ϕ∗ is a lattice homomorphism (see Theorem
1.5.11). Now, for v ∈ VT ∗,q, we can consider a sequence (y∗n) in E∗ such that lim
n
y∗n+ρ
−1
T ∗ (0) = v
in VT ∗,q. Hence, we have
A(|v|) = lim
n
A(|y∗n|+ ρ−1T ∗ (0)) = limn ϕ
∗(|y∗n|) = lim
n
|ϕ∗(y∗n)| = lim
n
|A(y∗n + ρ−1T ∗ (0))| = |A(v)|.
Therefore, A is a lattice homomorphism, which implies that VT ∗,q is lattice isometric to a
sublattice of (WT,p)
∗.
In order to see that VT ∗,q is in fact an ideal of (WT,p)
∗, let y ∈ (WT,p)∗ with 0 ≤ y ≤ A(x)
for some x ∈ VT ∗,q. Notice that x = limφ(x∗n) in VT ∗,q, where (x∗n) belong to E∗. Thus,
A(x) = limA(φ(x∗n)) = limϕ
∗(xn).
If we denote yn = y ∧ ϕ∗(xn), then we clearly have that yn tends to y in (WT,p)∗. Moreover,
since ϕ is a lattice homomorphism, by Theorem 1.5.11, it follows that ϕ∗ is interval preserving.
Hence, since 0 ≤ yn ≤ ϕ∗(x∗n), for every n ∈ N, there exists u∗n ∈ [0, x∗n], such that yn = ϕ∗(u∗n).
Notice that ϕ∗(u∗n) tends to y in (WT,p)
∗. In particular, we have ρT ∗(u∗n−u∗m) = ϕ∗(u∗n−u∗m)→ 0
when n,m→∞, which yields that φ(u∗n) tends to u∗ in VT ∗,q. By construction, we obtain that
A(u∗) = y, which implies that A is interval preserving. This shows that VT ∗,q is an ideal of
(WT,p)
∗, as claimed.
On the other hand, we can also define a mapping B : WT,p → (VT ∗,q)∗. Indeed, given y ∈ S
and y∗ ∈ E∗, since S = U0, we have
〈y∗, ϕ(y)〉 ≤ ρT ∗(y∗).
Therefore, for every y ∈ WT,p and y∗ ∈ E∗ we have
〈y∗, ϕ(y)〉 ≤ ρT ∗(y∗)‖y‖WT,p .
Hence, there exists a unique element B(y) ∈ (E∗/ρ−1T ∗ (0))∗ such that
〈y∗ + ρ−1T ∗ (0), B(y)〉 = 〈y∗, ϕ(y)〉
for every y∗ ∈ E∗. Clearly, B(y) is a linear functional which is continuous for the norm in
VT ∗,q, thus, it can be extended to an element of (VT ∗,q)
∗, with ‖B(y)‖(VT∗,q)∗ ≤ ‖y‖WT,p . Hence,
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B : WT,p → (VT ∗,q)∗ is a linear mapping which is bounded of norm ≤ 1. Moreover, for y ∈ WT,p
we have
‖B(y)‖(VT∗,q)∗ = sup{〈v,B(y)〉 : ‖v‖VT∗,q ≤ 1}
= sup{〈y∗, ϕ(y)〉 : ρT ∗(y∗) ≤ 1}
which is the value of the Minkowski functional of U0 = S at ϕ(y). Hence,
‖B(y)‖(VT∗,q)∗ = inf{λ ≥ 0 : ϕ(y) ∈ λS} = ‖y‖WT,p .
This means that B is an isometry.
Moreover, for y∗ ∈ E∗+ and every y ∈ WT,p we have
〈y∗ + ρ−1T ∗ (0), |B(y)|〉 = sup{|〈x∗ + ρ−1T ∗ (0), B(y)〉| : |x∗| ≤ y∗}
= sup{|〈x∗, ϕ(y)〉| : |x∗| ≤ y∗}
= 〈y∗, |ϕ(y)|〉,
and since ϕ is a lattice homomorphism we have
〈y∗ + ρ−1T ∗ (0), |B(y)|〉 = 〈y∗, ϕ(|y|)〉 = 〈y∗ + ρ−1T ∗ (0), B(|y|)〉.
Since this holds for every y∗ ∈ E∗+, we have that |B(y)| = B(|y|). Therefore, B is a lattice
homomorphism and the claimed result follows.
To prove the last statement, let u ∈ (VT ∗,q)∗ such that 0 ≤ u ≤ B(y) for some y ∈ WT,p.
We consider φ : E∗ → VT ∗,q the operator in Theorem 8.1.1 induced by the quotient map. Since
φ is positive, so is φ∗ : (VT ∗,q)∗ → E∗∗. It holds that
φ∗(u) ≤ φ∗(B(y)) = ϕ(y),
where ϕ : WT,p → E is the operator given in Theorem 8.1.4. Indeed, for every y∗ ∈ E∗ we have
〈φ∗(B(y)), y∗〉 = 〈B(y), φ∗(y∗)〉 = 〈ϕ(y), y∗〉.
Hence, φ∗(u) ∈ [0, ϕ(y)] in E∗∗. However, if E is order continuous and ϕ(y) belongs to E, then,
by Theorem 1.2.2, we have [0, ϕ(y)] ⊂ E. Moreover, since ϕ is interval preserving, there exists
x ∈ [0, y] in WT,p, such that φ∗(u) = ϕ(x). This implies that u = B(x), which means that WT,p
is an ideal in (VT ∗,q)
∗. 
Notice that the isometries A andB given in the proof of Theorem 8.2.5 may not be surjective,
as the following examples show.
Example 8.2.6. Let T : L∞(0, 1) ↪→ L1(0, 1) denote the formal inclusion. Clearly, for every
1 ≤ p ≤ ∞, T is p-convex. First, notice that the set
S = {f ∈ L1(0, 1) : |f | ≤
( n∑
i=1
|Tfi|p
) 1
p
,
n∑
i=1
‖fi‖pL∞ ≤ 1},
satisfies that S = {f ∈ L1(0, 1) : ‖f‖L∞ ≤ 1}. This implies that
WT,p = L∞(0, 1).
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On the other hand, if we consider the adjoint operator T ∗ : L1(0, 1)∗ → L∞(0, 1)∗, which is
p′-concave (for 1
p
+ 1
p′ = 1), then for f ∈ L∞(0, 1) = L1(0, 1)∗ we have
‖T ∗f‖L∗∞ = sup{〈T ∗f, g〉 : ‖g‖L∞ ≤ 1}
= sup{〈f, Tg〉 : ‖g‖L∞ ≤ 1}
= ‖f‖L1 .
From here, it follows that the expression
ρT ∗,p′(f) = sup
{( n∑
i=1
‖T ∗fi‖p′L∗∞
) 1
p′
:
( n∑
i=1
|fi|p′
) 1
p′ ≤ |f |
}
,
satisfies trivially ‖f‖L1 ≤ ρT ∗,p′ . While on the other hand, for f ∈ L∞(0, 1) and (fi)ni=1 with
(
∑n
i=1 |fi|p
′
)1/p
′ ≤ |f | we have( n∑
i=1
‖T ∗fi‖p′L∗∞
) 1
p′
=
( n∑
i=1
‖fi‖p′L1
) 1
p′ ≤
∥∥∥( n∑
i=1
|fi|p′
) 1
p′
∥∥∥
L1
≤ ‖f‖L1 .
Thus, ρT ∗,p′(f) = ‖f‖L1 , which implies that
VT ∗,p′ = L1(0, 1).
Hence, the isometry A : VT ∗,p′ → (WT,p)∗ given in Theorem 8.2.5 is not surjective.
Example 8.2.7. Let T : `1 ↪→ `∞ denote the formal inclusion. Clearly, T is ∞-convex.
Moreover, it is easy to see that the set
S = {y ∈ `∞ : |y| ≤
n∨
i=1
|yi|,
n∨
i=1
‖yi‖`1 ≤ 1},
satisfies S = Bc0 . Hence,
WT,∞ = c0.
On the other hand, let T ∗ : `∗∞ → `∗1 be the adjoint operator, which is 1-convex. It is well
known that `∗∞ = `
∗∗
1 can be decomposed as
`∗∗1 = J(`1)⊕ J(`1)⊥,
where J(`1) denotes the canonical image of `1 in its bidual, and J(`1)
⊥ its disjoint complement.
Notice that every y ∈ J(`1)⊥, viewed as an element of `∗∞, satisfies y|c0 = 0. Indeed, for
every n ∈ N, let en denote the sequence formed by zeros with 1 in the nth entry. For y ∈ J(`1)⊥,
by disjointness we have
0 = 〈|y| ∧ J(en), en〉 = inf{〈|y|, x〉+ 〈en, z〉 : x, z ∈ `+∞, x+ z = en}
= inf{λ〈|y|, en〉+ 1− λ : λ ∈ [0, 1]}
= 〈|y|, en〉,
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for every n ∈ N, which clearly implies y|c0 = 0. In particular, for y ∈ J(`1)⊥ we have
‖T ∗(y)‖ = sup{〈T ∗(y), x〉 : x ∈ `1, ‖x‖`1 ≤ 1}
= sup{〈y, Tx〉 : x ∈ `1, ‖x‖`1 ≤ 1}
= 0,
since Tx ∈ c0 ⊂ `∞ for every x ∈ `1. Therefore, for y ∈ J(`1)⊥, since J(`1)⊥ is solid, we have
ρT ∗,1(y) = sup
{ n∑
i=1
‖T ∗yi‖`∞ :
n∑
i=1
|yi| ≤ |y|
}
= 0.
While for y ∈ J(`1) we have
ρT ∗(y) = sup
{ n∑
i=1
‖T ∗yi‖`∞ :
n∑
i=1
|yi| ≤ |y|
}
= ‖y‖`1 .
Hence,
VT ∗,1 = `1.
This implies that the isometry B : WT,∞ → (VT ∗,1)∗ is not surjective, since c0 is clearly a proper
subspace of `∞.
Example 8.2.8. Let T : `1 → c be the operator defined by
T (x1, x2, . . . , xn, . . .) = (x1, x1 + x2, . . . ,
n∑
k=1
xk, . . .),
where c denotes the space of convergent sequences of real numbers. Clearly, T is positive and
p-convex for every 1 ≤ p ≤ ∞. Notice that the set
S = {y ∈ c : |y| ≤
( n∑
i=1
|Tyi|p
) 1
p ,
n∑
i=1
‖yi‖p`1 ≤ 1},
contains the constant sequence equal to one, so since S is solid, S coincides with the closed
unit ball of c. Hence,
WT,p = c.
Now, we can consider the adjoint operator T ∗ : c∗ → `∗1, which is clearly q-concave for every
1 ≤ q ≤ ∞. Recall that c∗ can be identified with the space `1(N) in the following way: for an
element x = (x0, x1, . . .) in `1(N) and another element y = (y1, y2, . . .) in c, we set
〈x, y〉 = x0 lim yn +
∞∑
n=1
xnyn.
Therefore, for a positive element x ∈ c∗ we have
‖T ∗x‖`∗1 = sup{〈T ∗x, y〉 : ‖y‖`1 ≤ 1}
= sup{〈x, Ty〉 : ‖y‖`1 ≤ 1}
≥ 〈x, Te1〉 =
∑∞
n=0 xn = ‖x‖c∗ ,
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where e1 denotes the sequence formed by 1 in the first position followed by zeros. Since ‖T‖ ≤ 1,
it holds that ‖T ∗x‖`∗1 = ‖x‖c∗ for every positive x ∈ c∗. This implies that
ρT ∗,q(x) = sup
{( n∑
i=1
‖T ∗xi‖q`∗1
) 1
q
:
( n∑
i=1
|xi|q
) 1
q ≤ |x|
}
= ‖x‖c∗ ,
which yields that
VT ∗,q = c
∗.
Notice that, in particular, the operator ϕ : c ↪→ c defined in Theorem 8.1.4 coincides with
the identity on c, and the operator φ : c∗ → c∗ defined in Theorem 8.1.1 coincides as well with
the identity on c∗. Now, by the definition of the operator B : WT,p → (VT ∗,q)∗ in Theorem
8.2.5, it follows that for every y ∈ c and y∗ ∈ c∗ we have
〈B(y), y∗〉 = 〈B(y), φ(y∗)〉 = 〈ϕ(y), φ(y∗)〉 = 〈y, y∗〉.
Hence, B = J , where J : c→ c∗∗ denotes the canonical inclusion of c into its bidual. Now since
c is not order continuous, it follows that B(c) is not an ideal in (VT ∗,q)
∗, and this shows that
the last statement of Theorem 8.2.5 does not hold without the assumption of order continuity
on E.
3. Complex interpolation of Banach lattices
So far, we have been implicitly considering real Banach lattices. Throughout this section we
will be using the complex interpolation method for Banach lattices, hence we need to consider
complex Banach lattices. However, our final results, given in the next section, remain true for
real Banach lattices by means of complexifying and taking real parts after the interpolation
constructions.
Recall that a compatible pair of Banach spaces (X0, X1) is a pair of Banach spaces X0, X1
which are continuously included in a topological vector space X. In the context of Banach
lattices, we will say that two Banach lattices X0, X1 form a compatible pair of Banach lattices
(X0, X1) if there exists a Riesz space X, and inclusions ij : Xj ↪→ X which are continuous
interval preserving lattice homomorphisms, for j = 0, 1. In this way, X0 and X1 can be
considered as ideals of X.
Given a compatible pair of Banach lattices, (X0, X1), for each θ ∈ [0, 1] we will consider
three different constructions:
(1) X1−θ0 X
θ
1 denotes the space of elements x ∈ X0 +X1 such that
|x| ≤ λ|x0|1−θ|x1|θ,
for some λ > 0, x0 ∈ X0 and x1 ∈ X1, with ‖x0‖X0 ≤ 1, ‖x1‖X1 ≤ 1. The norm in this
space is given by
‖x‖X1−θ0 Xθ1 = inf{λ > 0 : |x| ≤ λ|x0|
1−θ|x1|θ for some ‖x0‖X0 ≤ 1, ‖x1‖X1 ≤ 1}.
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(2) [X0, X1]θ denotes the space of elements x ∈ X0 + X1 which can be represented as
x = f(θ) for some f ∈ F(X0, X1). Recall that F(X0, X1) denotes the linear space of
functions f(z) defined in the strip Π = {z ∈ C : 0 ≤ <z ≤ 1}, with values in the space
X0 +X1, such that
• f(z) is continuous and bounded for the norm of X0 +X1 in Π,
• f(z) is analytic for the norm of X0 +X1 in the interior of Π,
• f(it) assumes values in X0 and is continuous and bounded for the norm of X0,
while f(1 + it) assumes values in X1 and is continuous and bounded for the norm
of X1.
In F(X0, X1) we can consider the norm ‖f‖F(X0,X1) = max{supt ‖f(it)‖X0 , supt ‖f(1 +
it)‖X1}. The norm in [X0, X1]θ is given by
‖x‖[X0,X1]θ = inf{‖f‖F(X0,X1) : f(θ) = x}.
(3) [X0, X1]
θ denotes the space of elements x ∈ X0 + X1 which can be represented as
x = f ′(θ) for some f ∈ F(X0, X1). Now F(X0, X1) denotes the linear space of functions
f(z) defined in the strip Π = {z ∈ C : 0 ≤ <z ≤ 1}, with values in the space X0 +X1,
such that
• ‖f(z)‖X0+X1 ≤ c(1 + |z|) for some constant c > 0 and for every z ∈ Π,
• f(z) is continuous in Π and analytic in the interior of Π for the norm of X0 +X1,
• f(it1) − f(it2) has values in X0 and f(1 + it1) − f(1 + it2) in X1 for any −∞ <
t1 < t2 <∞ and
‖f‖F(X0,X1) = max
{
sup
t1,t2
∥∥∥∥f(it2)− f(it1)t2 − t1
∥∥∥∥
X0
, sup
t1,t2
∥∥∥∥f(1 + it2)− f(1 + it1)t2 − t1
∥∥∥∥
X1
}
<∞.
The norm in [X0, X1]
θ is given by
‖x‖[X0,X1]θ = inf{‖f‖F(X0,X1) : f ′(θ) = x}.
These spaces are Banach lattices provided that (X0, X1) is a compatible pair of Banach
lattices. Moreover, [X0, X1]θ and [X0, X1]
θ are always interpolation spaces, while X1−θ0 X
θ
1 is
an intermediate space between X0 and X1 which is an interpolation space under certain extra
assumptions. We refer to [28], [80], [90], and [91] for more information on these spaces.
Next theorem, extends a result of V. A. Sestakov [126], which was originally proved for the
case of Banach lattices of measurable functions, showing how these constructions are related
to each other.
Theorem 8.3.1. Let X0, X1 be a compatible pair of Banach lattices. For every θ ∈ (0, 1)
it holds that
[X0, X1]θ = X0 ∩X1[X0,X1]θ = X0 ∩X1X
1−θ
0 X
θ
1 ,
with equality of norms.
Before the proof of Theorem 8.3.1 we need the following.
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Lemma 8.3.2. Let F : Π→ X0 +X1 be a function in F(X0, X1) of the form
F (z) = eδz
2
N∑
j=1
xje
λjz,
where δ > 0, the λj are real, and xj ∈ X0 ∩X1. It holds that
‖F (θ)‖X1−θ0 Xθ1 ≤ ‖F‖F(X0,X1).
Proof. Let F : Π→ X0 ∩X1 be a function in F(X0, X1) of the form
F (z) = eδz
2
N∑
j=1
xje
λjz,
where δ > 0, the λj are real, and xj ∈ X0 ∩ X1. Let x =
∑N
j=1 |xj|. We can consider the
principal (non closed) ideal in X0 ∩X1 generated by x, equipped with the norm that makes it
isomorphic to a C(K) space for some compact K (i.e. ‖y‖ = inf{λ > 0 : |y| ≤ λx}. We clearly
have the inclusions
C(K) ↪→ X0 ∩X1 ↪→ X0 +X1,
which are bounded. Moreover, since |xj| ≤ x, we have xj ∈ C(K), so we can consider
F (ω, z) = eδz
2
N∑
j=1
xj(ω)e
λjz,
as a function of ω ∈ K, and z ∈ Π. For each z ∈ Π, F (·, z) belongs to C(K). Hence, applying
[28, 9.4, ii)], for any ω ∈ K we have
|F (ω, θ)| ≤
[
1
1− θ
+∞∫
−∞
|F (ω, it)|µ0(θ, t)dt
]1−θ[
1
θ
+∞∫
−∞
|F (ω, 1 + it)|µ1(θ, t)dt
]θ
,
where µ0 and µ1 are the Poisson kernels for the strip Π, given by
µ0(θ, t) =
e−pit sin piθ
sin2 piθ + [cos piθ − e−pit]2 µ1(θ, t) =
e−pit sin piθ
sin2 piθ + [cos piθ + e−pit]2
,
(see [28]). Hence, setting
g(ω) =
1
1− θ
+∞∫
−∞
|F (ω, it)|µ0(θ, t)dt,
and
h(ω) =
1
θ
+∞∫
−∞
|F (ω, 1 + it)|µ1(θ, t)dt,
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we find that g and h belong to C(K). Indeed, for any ω1, ω2 in K, we have
|g(ω1)− g(ω2)| ≤ 11−θ
+∞∫
−∞
|F (ω1, it)− F (ω2, it)|µ0(θ, t)dt
≤ 1
1−θ
+∞∫
−∞
∣∣∣∣ N∑
j=1
(xj(ω1)− xj(ω2))eiλjt
∣∣∣∣e−δt2µ0(θ, t)dt
≤ 1
1−θ
+∞∫
−∞
N∑
j=1
|xj(ω1)− xj(ω2)|e−δt2µ0(θ, t)dt
=
N∑
j=1
|xj(ω1)− xj(ω2)|.
This inequality together with the fact that xj belongs to C(K) for j = 1, . . . , N , proves that
g ∈ C(K). The proof for h is identical.
Moreover,
‖g‖X0 =
∥∥∥∥ 11−θ+∞∫−∞|F (ω, it)|µ0(θ, t)dt
∥∥∥∥
X0
≤ 1
1−θ
+∞∫
−∞
‖F (ω, it)‖X0µ0(θ, t)dt
≤ ‖F‖F(X0,X1) 11−θ
+∞∫
−∞
µ0(θ, t)dt
= ‖F‖F(X0,X1),
and similarly
‖h‖X1 ≤ ‖F‖F(X0,X1).
Therefore,
‖F (θ)‖X1−θ0 Xθ1 ≤ ‖F‖F(X0,X1).
And the proof is finished. 
Proof of Theorem 8.3.1. If x is an element in X0 ∩X1[X0,X1]θ , by the definition of the
norm in [X0, X1]θ, for every ε > 0, we can take F in F(X0, X1), such that F (θ) = x and
‖F‖F(X0,X1) ≤ ‖x‖[X0,X1]θ + ε.
By [80, Chapter IV, Thm. 1.1], we can consider a sequence (Fn) in F(X0, X1), of elements
of the form
eδz
2
N∑
j=1
xje
λjz,
where xj ∈ X0 ∩X1 and λj ∈ R, such that ‖F − Fn‖F(X0,X1) → 0. Then we have
‖Fn(θ)− x‖[X0,X1]θ = ‖Fn(θ)− F (θ)‖[X0,X1]θ ≤ ‖Fn − F‖F(X0,X1) → 0.
By Lemma 8.3.2, for n,m ∈ N we have
‖Fn(θ)− Fm(θ)‖X1−θ0 Xθ1 ≤ ‖Fn − Fm‖F(X0,X1) → 0,
when n,m→∞, and
‖Fn(θ)‖X1−θ0 Xθ1 ≤ ‖Fn‖F(X0,X1) → ‖F‖F(X0,X1) ≤ ‖x‖[X0,X1]θ + ε.
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Therefore, Fn(θ) also converges to a limit in X
1−θ
0 X
θ
1 of norm not exceeding ‖x‖[X0,X1]θ + ε.
However, since X1−θ0 X
θ
1 and [X0, X1]θ are both continuously embedded in X0 + X1, it follows
that x is also the limit of Fn(θ) for the norm of X
1−θ
0 X
θ
1 . Hence, x ∈ X1−θ0 Xθ1 and ‖x‖X1−θ0 Xθ1 ≤
‖x‖[X0,X1]θ + ε. Since this is true for all ε > 0, we have
‖x‖X1−θ0 Xθ1 ≤ ‖x‖[X0,X1]θ .
We will show now that for x ∈ X1−θ0 Xθ1 ,
‖x‖[X0,X1]θ ≤ ‖x‖X1−θ0 Xθ1 ,
that is, the inclusion mapping
X1−θ0 X
θ
1 ↪→ [X0, X1]θ
is bounded with norm smaller than or equal to one. Indeed, let x ∈ X1−θ0 Xθ1 be such that
‖x‖X1−θ0 Xθ1 ≤ 1. Then for every ε > 0 we have g ∈ X
+
0 , and h ∈ X+1 such that ‖g‖X0 ≤ 1,
‖h‖X1 ≤ 1, and |x| ≤ (1 + ε)g1−θhθ in X0 +X1.
Now, if I denotes the (non closed) order ideal generated by g ∨ h in X0 + X1, then I can
be viewed as a space C(K) over some compact Hausdorff space K. Since |x| ≤ (1 + ε)g1−θhθ
in X0 +X1, we can consider
f(t) =
x(t)
g1−θ(t)hθ(t)
,
which is well defined for all t ∈ K such that g(t)h(t) 6= 0. This allows us to define
F (t, z) =
{
f(t)g(t)1−zh(t)z if g(t)h(t) 6= 0,
0 in any other case.
Note that, since g, h ≤ g ∨ h, we have ‖g‖C(K), ‖h‖C(K) ≤ 1; hence, for every z ∈ Π,
sup
t∈K
|F (t, z)| ≤ 1 + ε.
Clearly, for z ∈
◦
Π we can consider φ(z) ∈ C(K) defined by φ(z)(t) = F (t, z). We claim
that
φ :
◦
Π→ C(K)
is analytic. Indeed, note that for every t ∈ K fixed, F (t, ·) is analytic on
◦
Π. Hence,
φ(z)(t) = F (t, z) =
1
2pii
∫
γ
F (t, ξ)
ξ − z dξ
for every t ∈ K, and for any circumference γ of center z contained in
◦
Π. Since this identity is
valid for every t ∈ K, we get
φ(z) =
1
2pii
∫
γ
φ(ξ)
ξ − zdξ.
This means that φ :
◦
Π→ C(K) is analytic.
Now, let us define
F1(t, z) =
∫
γz
F (t, ξ)dξ,
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for t ∈ K and z ∈ Π, where γz is any path joining 12 and z, with all its points except possibly
z inside
◦
Π. Note that since F is analytic in
◦
Π and sup
t∈K
|F (t, z)| ≤ 1 + ε, for all z ∈ Π, F1 is
independent of the path γz, so it is well defined. Therefore, we can define φ1 : Π → B(K),
where B(K) denotes the bounded measurable functions on K, by
φ1(z) = F1(·, z) =
∫
γz
φ(ξ)dξ,
for z ∈ Π. Since φ :
◦
Π→ C(K) is analytic, so is φ1 on
◦
Π, and clearly φ1(
◦
Π) ⊆ C(K). Moreover,
‖φ1(z)− φ1(z′)‖C(K) ≤ (1 + ε)|z − z′|
for z, z′ ∈
◦
Π. Hence, for any z in the border of Π, let zn ∈
◦
Π be such that zn → z. Since
‖φ1(zn) − φ1(zm)‖C(K) ≤ (1 + ε)|zn − zm|, we get that φ1(zn) is a Cauchy sequence in C(K),
hence convergent to some ψ ∈ C(K). In particular, for every t ∈ K, φ1(zn)(t)→ ψ(t) and since
φ1(zn)(t) =
∫
γzn
F (t, ξ)dξ we get that ψ(t) =
∫
γz
F (t, ξ)dξ. This implies that φ1(Π) ⊆ C(K),
and
‖φ1(z)− φ1(z′)‖C(K) ≤ (1 + ε)|z − z′|
for z, z′ ∈ Π. Thus φ1 : Π→ C(K) is continuous.
Now, for u, v ∈ R, and for every α ∈ (0, 1) let γα be the path formed by the rectilinear
segments [iu, α + iu], [α + iu, α + iv] and [α + iv, iv]. Hence, for every α ∈ (0, 1) and t ∈ K
such that g(t)h(t) 6= 0
|F1(t, iu)− F1(t, iv)| ≤
∫
γα
|F (t, ξ)|dξ
=
∫
[iu,α+iu]
|F (t, ξ)|dξ + ∫
[α+iu,α+iv]
|F (t, ξ)|dξ + ∫
[α+iv,iv]
|F (t, ξ)|dξ
≤ α(1 + ε) + (1 + ε)g(t)1−αh(t)α|u− v|+ α(1 + ε)
≤ (g(t)1−αh(t)α|u− v|+ 2α)(1 + ε).
Thus, letting α→ 0+, we get
|F1(t, iu)− F1(t, iv)|
|u− v| ≤ (1 + ε)g(t)
for t ∈ K with g(t)h(t) 6= 0. Since the same inequality holds trivially if g(t) = 0, we have that
|φ1(iu)− φ1(iv)|
|u− v| ≤ (1 + ε)g
in X0. Analogously we have
|φ1(1 + iu)− φ1(1 + iv)|
|u− v| ≤ (1 + ε)h
in X1. Since X0 and X1 are order ideals, it clearly follows that
|φ1(iu)−φ1(iv)|
|u−v| ∈ X0 and
|φ1(1+iu)−φ1(1+iv)|
|u−v| ∈ X1.
Therefore, since
dφ1
dz
∣∣∣∣
z=θ
= φ(θ) = x,
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we get that
‖x‖[X0,X1]θ ≤ ‖φ1‖F
= max
[
sup
u,v
∥∥∥∥ |φ1(iu)−φ1(iv)||u−v| ∥∥∥∥
X0
, sup
u,v
∥∥∥∥ |φ1(1+iu)−φ1(1+iv)||u−v| ∥∥∥∥
X1
]
≤ 1 + ε.
Since this holds for every ε > 0, we have proved that
X1−θ0 X
θ
1 ↪→ [X0, X1]θ
is continuous with norm smaller than or equal to one.
In particular, we have
X0 ∩X1X
1−θ
0 X
θ
1 ↪→ X0 ∩X1[X0,X1]
θ
with norm smaller than one. Now, by [21], we have
X0 ∩X1[X0,X1]
θ
= X0 ∩X1[X0,X1]θ ,
with equality of norms. This proves the theorem. 
4. Factorization for operators which are both p-convex and q-concave
In section 1, it was proved that every p-convex (resp. q-concave) operator factors in a nice
way through a p-convex (resp. q-concave) Banach lattice. However, if the operator is both
p-convex and q-concave, can this factorization be improved? It is well-known that if E is a
q-concave Banach lattice and F a p-convex Banach lattice, then every operator T : E → F is
both p-convex and q-concave. Moreover, if an operator T : E → F between Banach lattices,
has a factorization of the following form
E
T //
φ

F
E1
R // F1
ψ
OO
where φ and ψ are positive, E1 q-concave, and F1 p-convex, then T is both p-convex and
q-concave [81]. Hence, the following question is natural:
Can a p-convex and q-concave operator T : E → F factor always in this way?
According to Theorems 8.1.1 and 8.1.4, this is true if the operator T : E → F can be
written as T = T1 ◦ T2, where T1 is p-convex, and T2 is q-concave. In fact, it turns out that the
previous question is equivalent to the following one.
If T : E → F is p-convex and q-concave, do there exist operators T1 and T2, such that
T = T1 ◦ T2, where T1 is p-convex, and T2 is q-concave?
In general the answer to this question is negative, as the following shows.
Proposition 8.4.1. Let T : E → F be an operator from ∞-convex Banach lattice (an
AM-space) E to a q-concave Banach lattice F (q <∞). If T can be factored as T = SR, with
R q-concave and S ∞-convex, then T is compact.
140 8. FACTORIZATION OF p-CONVEX AND q-CONCAVE OPERATORS
Proof. If T : E → F has such a factorization, then by Theorems 8.1.1 and 8.1.4 we must
have
E
T //
φ

F
V
T1 // W
ϕ
OO
where V is q-concave, W an AM -space, and φ, ϕ lattice homomorphisms.
Since φ and ϕ are positive and take values in q-concave Banach lattices, by Theorem 1.5.10,
they are q-concave operators. Moreover, since both operators are defined on AM -spaces, by
[87, Theorem 1.d.10], φ and ϕ are q-absolutely summing.
Therefore, T = ϕ ◦ (T1 ◦ φ) is a product of two q-absolutely summing operators, hence
compact, because every q-absolutely summing operator is weakly compact and Dunford-Pettis
(cf. [6, Cor. 8.2.15]). 
In particular, let T : C(0, 1) ↪→ Lq(0, 1) denote the formal inclusion. Since T is positive, by
Theorem 1.5.10, T is q-concave and ∞-convex. If we could factor T as T = T1 ◦ T2, where T1
is∞-convex, and T2 is q-concave, then by Proposition 8.4.1, T would be compact, which is not
the case.
By duality, Proposition 8.4.1 immediately yields the following.
Corollary 8.4.2. Let T : E → F be an operator from a p-convex Banach lattice E to a
1-concave Banach lattice (an AL-space) F . If T can be factored as T = SR, with R 1-concave
and S p-convex, then T is compact.
Despite this fact, as an application of the results of section 3, we have the following factor-
ization for operators which are both p-convex and q-concave.
Theorem 8.4.3. Let E and F be Banach lattices, and let T : E → F be both p-convex and
q-concave. For every θ ∈ (0, 1) we can factor T in the following way
E
T //
φθ

F
Eθ
Rθ // Fθ
ϕθ
OO
where φθ and ϕθ are interval preserving lattice homomorphisms, Eθ is (
q
1−θ )-concave, and Fθ is
( p
θ+(1−θ)p)-convex.
Before the proof, we need some lemmas first. Recall, that given a Banach space X, and
1 ≤ p < ∞, `p(X) denotes the space of sequences (xn) of X such that (‖xn‖X) belongs to `p.
This is a Banach space with the norm
‖(xn)‖`p(X) =
( ∞∑
n=1
‖xn‖pX
) 1
p
.
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In order to keep a unified notation, for p =∞, `∞(X) will denote the space of sequences (xn)
of X such that (‖xn‖X) belongs to c0, equipped with the norm
‖(xn)‖`∞(X) = sup ‖xn‖X .
Notice that this space is usually denoted c0(X) in the literature.
Analogously, given a Banach lattice E, and 1 ≤ p ≤ ∞, E(`p) denotes the completion of
the space of eventually null sequences (xn) of E under the norm
‖(xn)‖E(`p) =

sup
n
∥∥∥( n∑
i=1
|xi|p
) 1
p∥∥
E
if 1 ≤ p <∞,
sup
n
∥∥∥ n∨
i=1
|xi|
∥∥∥
E
if p =∞.
Lemma 8.4.4. Let (F,G) be a compatible pair of Banach lattices, let r, s ∈ [1,+∞] and
θ ∈ (0, 1). For 1
t
= 1−θ
r
+ θ
s
, we have:
(1) `r(F )
1−θ`s(G)θ = `t(F 1−θGθ), with equality of norms.
(2) `r(F ) ∩ `s(G)`r(F )
1−θ`s(G)θ
= `t(F ∩GF
1−θGθ
).
Proof. We present the proof in the case r, s < ∞. In the remaining cases, the argument
works as well replacing the expression (
∑ | · |∞)1/∞ by ∨ | · |.
(1) Let us proof first the “⊆” part. Let x = (xn) ∈ `r(F )1−θ`s(G)θ with ‖x‖`r(F )1−θ`s(G)θ ≤ 1.
This means that for every λ > 1 we have |x| ≤ λ|y|1−θ|z|θ with y = (yn), z = (zn), such that
∞∑
n=1
‖yn‖rF ≤ 1,
and ∞∑
n=1
‖zn‖sG ≤ 1.
Since
|xn| ≤ λ|yn|1−θ|zn|θ = λ‖yn‖1−θF ‖zn‖θG
( |yn|
‖yn‖F
)1−θ( |zn|
‖zn‖G
)θ
,
by the definition of the norm in F 1−θGθ, and Ho¨lder’s inequality we get
‖x‖`t(F 1−θGθ) ≤
(∑
n
(λ‖yn‖1−θF ‖zn‖θG)t
) 1
t
≤ λ
(∑
n
‖yn‖rF
) 1−θ
r
(∑
n
‖zn‖sF
) θ
s
≤ λ.
Since this is true for every λ > 1, we get that x belongs to `t(F
1−θGθ), with ‖x‖`t(F 1−θGθ) ≤ 1.
Now, for the “⊇” part, notice first that if x belongs to `t(F 1−θGθ) and ‖x‖`t(F 1−θGθ) <
1, then we have |xn| ≤ λn|yn|1−θ|zn|θ with ‖yn‖F ≤ 1, ‖zn‖G ≤ 1 and
(∑∞
n=1 λ
t
n
) 1
t
. It is
known that `1−θr `
θ
s = `t, hence there exist sequences (an) and (bn) such that λn = a
1−θ
n b
θ
n with(∑∞
n=1 a
r
n
) 1
r ≤ 1 and
(∑∞
n=1 b
s
n
) 1
s ≤ 1. Thus, we can write
|xn| ≤ |anyn|1−θ|bnzn|θ
142 8. FACTORIZATION OF p-CONVEX AND q-CONCAVE OPERATORS
with
(∑∞
n=1 ‖anyn‖rF
) 1
r ≤ 1 and
(∑∞
n=1 ‖bnzn‖sG
) 1
s ≤ 1. This means that x = (xn) belongs to
`r(F )
1−θ`s(G)θ and ‖x‖`r(F )1−θ`s(G)θ ≤ 1. Therefore, the inclusion
`t(F
1−θGθ) ↪→ `r(F )1−θ`s(G)θ
is continuous with norm less than or equal to one.
(2) Now, if x = (xn) belongs to `r(F ) ∩ `s(G), in particular we have that xn ∈ F ∩ G for
each n ∈ N. So by part (1), x ∈ `t(F ∩GF
1−θGθ
). By continuity, we can extend this inclusion
to
`r(F ) ∩ `s(G)`r(F )
1−θ`s(G)θ ⊆ `t(F ∩GF
1−θGθ
),
as desired.
Finally, if x = (xn) ∈ `t(F ∩GF
1−θGθ
), then for every n ∈ N there exists a sequence
(xkn)
∞
k=1 ∈ F ∩ G such that xkn → xn in F 1−θGθ when k → ∞. For every k ∈ N take nk such
that ‖xmn − xn‖F 1−θGθ ≤ 1k2n for n = 1, . . . , k and every m ≥ nk. Hence, if we define
yk = (x
nk
1 , x
nk
2 , . . . , x
nk
k , 0, . . .)
then yk → x in `t(F 1−θGθ) when k → ∞. Since the inclusion `t(F 1−θGθ) ↪→ `r(F )1−θ`s(G)θ
is continuous, we get that yk → x in `r(F )1−θ`s(G)θ as well, and since for every k ∈ N, yk
belongs to `r(F ) ∩ `s(G) we can conclude that x ∈ `r(F ) ∩ `s(G)`r(F )
1−θ`s(G)θ
. This finishes the
proof. 
Lemma 8.4.5. Let (F,G) be a compatible pair of Banach lattices. Let r, s ∈ [1,+∞] and
θ ∈ (0, 1). For 1
t
= 1−θ
r
+ θ
s
, and for every n ∈ N the inclusion
F (`nr )
1−θG(`ns )
θ ↪→ F 1−θGθ(`nt )
is bounded of norm less than or equal to one.
Proof. Let x = (x1, . . . , xn) ∈ F (`nr )1−θG(`ns )θ with ‖x‖F (`nr )1−θG(`ns )θ < 1. Then, we have
|x| ≤ |y|1−θ|z|θ,
with ‖y‖F (`nr ) ≤ 1 and ‖z‖g(`ns ) ≤ 1. This means that y = (y1, . . . , yn), z = (z1, . . . , zn) with
‖
(∑n
i=1 |yi|r
) 1
r ‖F ≤ 1 and ‖
(∑n
i=1 |zi|s
) 1
s‖G ≤ 1.
By Ho¨lder’s inequality we get that( n∑
i=1
|xi|t
) 1
t ≤
( n∑
i=1
(|yi|1−θ|zi|θ)t
) 1
t ≤
( n∑
i=1
|yi|r
) 1−θ
r
( n∑
i=1
|zi|s
) θ
s
.
Since
∥∥∥(∑ni=1 |yi|r) 1r∥∥∥
F
≤ 1 and
∥∥∥(∑ni=1 |zi|s) 1s∥∥∥
G
≤ 1 it follows that
∥∥∥(∑ni=1 |xi|t) 1t ∥∥∥
F 1−θGθ
≤
1, as desired. 
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Lemma 8.4.6. Let E be a Banach lattice, r, s ∈ [1,∞] and θ ∈ (0, 1). For 1
t
= 1−θ
r
+ θ
s
we
have
E(`r)
1−θE(`s)θ = E(`t),
with equality of norms.
Proof. Suppose first that r, s < ∞, and let n ∈ N be fixed. Let x = (x1, . . . , xn) belong
to E(`nt ) with ∥∥∥( n∑
i=1
|xi|t
) 1
t
∥∥∥
E
≤ 1.
If we consider I the ideal of E generated by (
∑n
i=1 |xi|t)1/t, then this can be identified with
a space C(K) for some compact Hausdorff space K. In this representation (
∑n
i=1 |xi|t)1/t
corresponds to the function identically one on K. Since |xj| ≤ (
∑n
i=1 |xi|t)1/t, for every j there
exists fj ∈ C(K) such that (
∑n
i=1 |fi(ω)|t)1/t = 1 for every ω ∈ K.
Let us consider for i = 1, . . . , n and each ω ∈ K,
gi(ω) = |fi(ω)| tr and hi(ω) = |fi(ω)| ts .
Clearly, the functions gi and hi belong to C(K) and satisfy
n∑
i=1
|gi(ω)|r =
n∑
i=1
|fi(ω)|t = 1
and
n∑
i=1
|hi(ω)|s =
n∑
i=1
|fi(ω)|t = 1,
for every ω ∈ K. Moreover, we have
|gi(ω)|(1−θ)|hi(ω)|θ = |fi(ω)|
t(1−θ)
r
+ tθ
s = |fi(ω)|,
for each ω ∈ K. Thus, if we consider the corresponding elements (yi)ni=1 and (zi)ni=1 in E, we
have that |xi| = |yi|(1−θ)|zi|θ, with∥∥∥( n∑
i=1
|yi|r
) 1
r
∥∥∥
E
≤ 1 and
∥∥∥( n∑
i=1
|zi|s
) 1
s
∥∥∥
E
≤ 1.
Therefore, x = (x1, . . . , xn) belongs to E(`
n
r )
(1−θ)E(`ns )
θ with norm less than or equal to one.
Now, in the remaining case, let us assume that r is infinite. Then we can consider for
i = 1, . . . , n and each ω ∈ K the functions
gi(ω) = 1 and hi(ω) = |fi(ω)| ts ,
which clearly belong to C(K). Moreover, this functions satisfy
|fi| = |gi|(1−θ)|hi|θ,
and for every ω ∈ K,
n∨
i=1
|gi(ω)| = 1
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and
n∑
i=1
|hi(ω)|s =
n∑
i=1
|fi(ω)|t = 1.
Therefore, considering the corresponding (yi)
n
i=1 and (zi)
n
i=1 in E, we have that |xi| = |yi|(1−θ)|zi|θ,
with ∥∥∥ n∨
i=1
|yi|
∥∥∥
E
≤ 1 and
∥∥∥( n∑
i=1
|zi|s
) 1
s
∥∥∥
E
≤ 1.
Therefore, x = (x1, . . . , xn) belongs to E(`
n
∞)
(1−θ)E(`ns )
θ and has norm less than or equal to
one.
All this shows that E(`nt ) ↪→ E(`nr )1−θE(`ns )θ is continuous with norm less than or equal to
one, for every n ∈ N. Clearly, by Lemma 8.4.5, we get the converse inclusion and so, for every
n ∈ N,
E(`nr )
1−θE(`ns )
θ = E(`nt )
holds with equality of norms. Since, by the definition of the space E(`p) we have
‖(xn)‖E(`p) = sup
n
‖(xk)nk=1‖E(`np ),
the conclusion follows. 
Proof of Theorem 8.4.3. Since T is p-convex, it can be factored through a p-convex
Banach lattice Z as in Theorem 8.1.4:
E
T //
R @
@@
@@
@@
F
Z
ϕ
??~~~~~~~
where ϕ : Z → F is an injective interval preserving lattice homomorphism, and Rx = Tx for
all x ∈ E. Therefore, (Z, F ) can be considered as a compatible interpolation pair of Banach
lattices, and we can interpolate T : E → F and R : E → Z by the complex method of
interpolation (see [28]) with parameter θ, and we get a Banach lattice
Fθ = [(Z, F )]θ,
and an operator
Tθ : E → Fθ.
Moreover, since ϕ is an inclusion, Fθ is also continuously included in F . Let us denote this
inclusion by ϕθ : Fθ ↪→ F .
We claim that Fθ is pθ-convex, with
1
pθ
= θ
p
+ 1−θ
1
, that is pθ =
p
θ+(1−θ)p . Indeed, first notice
that if Z is p-convex then F 1−θZθ is pθ-convex. This is because for positive operators it does
hold that
T (|x0|1−θ|x1|θ) ≤ (T |x0|)1−θ(T |x1|)θ,
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which implies that for positive operators T : X0 → Y0, T : X1 → Y1 the interpolated operator
T : X1−θ0 X
θ
1 → Y 1−θ0 Y θ1 is bounded. In our particular case, (see the discussion following [87,
1.d.3]) for every n ∈ N, we have operators
Iˆn : `
n
1 (F ) −→ F (`n1 ) Iˆn : `np (Z) −→ Z(`np )
(x1, . . . , xn) 7−→ (x1, . . . , xn) (x1, . . . , xn) 7−→ (x1, . . . , xn)
which are bounded uniformly on n ∈ N. Since they are clearly positive, by the previous remark
the following operators are also uniformly bounded
In : `
n
1 (F )
1−θ`np (Z)
θ −→ F (`n1 )1−θZ(`np )θ
(x1, . . . , xn) 7−→ (x1, . . . , xn)
Using Lemmas 8.4.4 and 8.4.5 we get that the operators
`pnθ (F
1−θGθ) −→ `n1 (F )1−θ`np (Z)θ −→ F (`n1 )1−θZ(`np )θ −→ F 1−θGθ(`npθ
(x1, . . . , xn) 7−→ (x1, . . . , xn) 7−→ (x1, . . . , xn) 7−→ (x1, . . . , xn)
are also uniformly bounded on n. This means that F 1−θGθ is pθ-convex. Now, by Theorem
8.3.1, Fθ = F ∩ ZF
1−θZθ
, and since F ∩ Z is a sublattice of F 1−θZθ, Fθ is also pθ-convex.
Now we claim that Tθ is (
q
1−θ )-concave. Indeed, since T : E → F is q-concave and R : E → Z
is ∞-concave, the following maps are bounded:
Tˇ : E(`q) −→ `q(F ) Rˇ : E(`∞) −→ `∞(Z)
(x1, x2, . . .) 7−→ (Tx1, Tx2, . . .) (x1, x2, . . .) 7−→ (Rx1, Rx2, . . .)
Therefore, the interpolated map
Tˇθ : [(E(`q), E(`∞))]θ → [(`q(F ), `∞(Z))]θ
is also bounded (cf. [22] or [28, §4]). Note that by Theorem 8.3.1 and Lemma 8.4.6, we have
[(E(`q), E(`∞))]θ = E(`q) ∩ E(`∞)E(`q)
1−θE(`∞)θ
= E(`q)
E(`q)1−θE(`∞)θ
= E(`qθ),
where 1
qθ
= θ∞ +
1−θ
q
(see [28] and [108]). And by Lemma 8.4.4, we have the identity
[(`q(F ), `∞(Z))]θ = `q(F ) ∩ `∞(Z)`q(F )
1−θ`∞(Z)θ
= `qθ(F ∩ Z
F 1−θZθ
) = `qθ(Fθ),
with equality of norms. Therefore, the map Tˇθ : E(`qθ) → `qθ(Fθ) is bounded, which means
that Tθ is qθ-concave (qθ =
q
1−θ ).
Hence, we can now apply Theorem 8.1.1 to Tθ : E → Fθ, and we get the factorization
E
Tθ //
φθ   @
@@
@@
@@
@
Fθ
Eθ
Rθ
>>}}}}}}}}
through the qθ-concave Banach lattice Eθ. Therefore, T can be factorized as claimed. 
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5. Other results
Recall the classical result proved by J. L. Krivine in [81]: If T : X → E is p-convex and
S : E → Y is p-concave, then ST factors through some Lp(µ). In this direction, as another
application of Theorem 8.3.1, we have the following result (see also [117]).
Proposition 8.5.1. Let T : X → E be p-convex and S : E → Y q-concave. For every
θ ∈ (0, 1) we can factor ST through a Banach lattice Uθ which is pθ-convex and qθ-concave
(with as usual pθ =
p
1−θ and qθ =
q
q(1−θ)+θ).
Proof. By Theorem 8.1.4, we can factor T in the following way
X
T˜   B
BB
BB
BB
B
T // E
W
.  i
>>}}}}}}}}
Moreover, since S ◦ i : W → Y is q-concave, by Theorem 8.1.1 we have the lattice seminorm
ρS◦i which is continuous with respect to the norm in W (ρS◦i(x) ≤ Mq(S ◦ i)‖x‖W ), and such
that W/ρ−1S◦i(0) with the norm that ρS◦i induces becomes a q-concave Banach lattice, such that
S ◦ i factors through it. But, since W is p-convex and ρ−1S◦i(0) is a closed ideal, it follows that
W/ρ−1S◦i(0) with its quotient norm is also p-convex.
We can consider X0 = W/ρ
−1
S◦i(0) with its quotient norm, and X1 =
̂W/ρ−1S◦i(0) (the comple-
tion under ρS◦i) with the norm induced by ρS◦i. Note that, for all y with ρS◦i(y) = 0, we have
that
ρS◦i(x) = ρS◦i(x+ y) ≤M(q)(S ◦ i)‖x+ y‖.
Thus,
‖x‖X1 = ρS◦i(x) ≤M(q)(S ◦ i) inf{‖x+ y‖ : ρS◦i(y) = 0} = ‖x‖X0 ,
which means that X0 ↪→ X1 is bounded of norm less than or equal to ≤M(q).
Therefore, we can interpolate X0 and X1. Since X0 is p-convex and X1 is q-concave, by
[108] we get that Uθ = X
1−θ
0 X
θ
1 is pθ-convex and qθ-concave. The following diagram illustrates
the situation:
X
T˜   A
AA
AA
AA
A
T // E
S // Y
W

,  i
::uuuuuuuuuu φ
// X1
S1
>>}}}}}}}}
X0  r
##H
HH
HH
HH
HH
X1
?
OO
X1−θ0 X
θ
1
, 
;;vvvvvvvvv

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Remark 8.5.2. Proposition 8.5.1 was also proved in [117].
Remark 8.5.3. Note that in the proof we could use [108] because X0 ↪→ X1 and X1 is
q-concave, hence representable as a Banach lattice of functions over a measure space (Ω,Σ, µ).
Corollary 8.5.4. If T : E → E is p-convex and q-concave, then T 2 factors through a pθ-
convex and qθ-concave Banach lattice. In particular, it factors through a super reflexive Banach
lattice.
Lemma 8.5.5.
(
X0 ∩X1X0
)1−θ(
X0 ∩X1X1
)θ
is dense in X0 ∩X1X
1−θ
0 X
θ
1 .
Proof. Let x ∈ X0 ∩X1X
1−θ
0 X
θ
1 , such that ‖x‖X1−θ0 Xθ1 ≤ 1, then for every ε > 0 we have
g ∈ X0, h ∈ X1 such that ‖g‖X0 ≤ 1, ‖h‖X1 ≤ 1, and |x| ≤ (1 + ε)|g|1−θ|h|θ.
For N ∈ N let
gN = g ∧Nx,
and
hN = h ∧Nx.
Clearly gN and hN belong to X0 ∩X1, and ‖gN‖X0 ≤ ‖g‖X0 , ‖hN‖X1 ≤ ‖h‖X1 .
Let also
xN = x ∧ (1 + ε)g1−θN hθN .
Since x = x ∧ (1 + ε)g1−θhθ, it follows that
‖xN − x‖X1−θ0 Xθ1 ≤ (1 + ε)‖g
1−θ
N h
θ
N − g1−θhθ‖X1−θ0 Xθ1 .
Let us consider the ideal generated by |g| ∨ |h| in X0 +X1. As usual we can think of it as a
C(K) space. Now for those k ∈ K such that xN(k) < x(k) (for the remaining we would have
xN(k) = x(k)), we have
(1 + ε)gN(k)
1−θhN(k)θ < x(k).
Therefore, for those k’s, if gN(k) = Nx(k) and hN(k) = Nx(k), then (1 + ε)Nx(k) < x(k)
which is a contradiction for N large enough. Now, if gN(k) = Nx(k) and hN(k) = h(k), then
(1 + ε)(Nx(k))1−θh(k)θ ≤ x(k)
yields
h(k) ≤ 1
N
1−θ
θ
x(k)θ.
Thus we have proved that Nx(k) ≤ g(k) implies h(k) ≤ 1
N1−θx(k).
Hence,
‖(g −Nx)1−θ+ hθ‖X1−θ0 Xθ1 ≤
1
N1−θ
‖g‖1−θX0 ‖x‖θX1 .
Since g = (g ∧Nx) + (g −Nx)+, we have
g1−θhθ ≤ (g ∧Nx)1−θhθ + (g −Nx)1−θ+ hθ.
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Therefore,
0 ≤ g1−θhθ − (g ∧Nx)1−θhθ ≤ (g −Nx)1−θ+ hθ ≤
1
N1−θ
(g −Nx)1−θ+ xθ.
This yields
‖g1−θhθ − (gN)1−θhθ‖X1−θ0 Xθ1 ≤ ‖(g −Nx)
1−θ
+ h
θ‖X1−θ0 Xθ1 ,
which goes to zero as N tends to infinity.
Reasoning analogously with hN = h ∧ Nx, we arrive at g1−θN hθN → g1−θhθ in the norm of
X1−θ0 X
θ
1 for N →∞. This implies xN → x in X1−θ0 Xθ1 , as we wanted to prove. 
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