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Abstract— Face frontalization is the process of synthesizing
frontal facing views of faces given its angled poses. We imple-
ment a generative adversarial network (GAN) with spherical
linear interpolation (Slerp) for frontalization of unconstrained
facial images. Our special focus is intended towards the gen-
eration of approximate frontal faces of the side posed images
captured from surveillance cameras. Specifically, the present
work is a comprehensive study on the implementation of an
auto-encoder based Boundary Equilibrium GAN (BEGAN) to
generate frontal faces using an interpolation of a side view
face and its mirrored view. To increase the quality of the
interpolated output we implement a BEGAN with Slerp. This
approach could produce a promising output along with a
faster and more stable training for the model. The BEGAN
model additionally has a balanced generator-discriminator
combination, which prevents mode collapse along with a global
convergence measure. It is expected that such an approximate
face generation model would be able to replace face composites
used in surveillance and crime detection.
I. INTRODUCTION
For various security and surveillance applications, human
faces have been considered as one of the most universally
used biometry identification tool along with other biometry
features such as fingerprints, signature and so forth [1].
However, there exists an underlying assumption that faces
of two different subjects can not be same, which may not
hold for faces of twin subjects for many different biolog-
ical reasons. The main interest of the present work is not
handling such biological difficulties rather a work on the
application of contemporary machine learning (ML) tools
towards face generation from incomplete face images [2],
[3]. Accurate identification of faces often require the whole
frontal view of the subject’s face, which is not available in
certain circumstances such as surveillance camera footage
or when the subject is dynamic that changes the orientation
of the face. To aid with the facial identification process
in these circumstances, frontalization of human faces has
widely been used on the angled views of the faces [4],
[5]. Face Frontalization is the process of synthesizing frontal
facing view from the angled pose of the human face in which
one side of the face is not clearly visible or not available at
all. In the fast growing area of automatic face and gesture
recognition research, face frontalization is one of the most
important and discussed problems of fundamental interest in
both human and machine facial processing and recognition.
Frontal face images can be automatically generated using
one of the popular deep learning approaches called Gener-
ative Adversarial Networks (GAN) [6]. GAN are a class of
deep learners that are structured around two functions: the
generator G(z), which maps a sample z from a Gaussian dis-
tribution (also called noise) to the data distribution, and the
discriminator, denoted as D(x), which determines if a sample
x belongs to the data distribution. The generator and discrim-
inator are typically learned jointly by alternating the training
of D and G, The two learner models essentially contest
with each other in a notional framework of zero-sum game.
GAN models have shown remarkable prediction accuracy,
generator-discriminator power balance, faster convergence,
and higher visual quality, they have been employed in many
different face and gesture recognition applications [7]. Most
recently, a modified model based on auto-encoder based
Boundary Equilibrium GAN (BEGAN) was proposed for a
similar task of automatically face synthesis [8].
Our present paper closely follows the Berthelot et al.’s
BEGAN work for a comprehensive study on the automatic
face frontalization for human faces. Specifically, we use
single side-posed face image to generate frontal face using
BEGAN with a different kind of interpolation setting. This
study clearly suggests that a large dataset of frontal face
might not be needed in application to surveillance jobs and
would definitely aid in saving time and adding more security
in various ways. Throughout the work and of biological
interest, we assume that faces ought to be symmetrical with
expected negligible deviations.
The rest of the paper has been organized as follows: sec-
tion I discussed the introduction and the problem statement,
section II depicts the methodology used in this work. Section
III explains the experimental setup and the evaluated results.
Some of the related works are presented in section IV. The
paper is concluded in section V.
II. METHODOLOGY
In this work, the problem has been approached by exploit-
ing the interpolatory feature of GAN [9]. As mentioned in the
introduction section, the methodology would closely follow
BEGAN experiment[8] with a different kind of interpolation
strategy. Boundary Equilibrium Generative Adversarial Net-
works (BEGAN) use an auto-encoder as the discriminator
D(·). The primary motive for this is to change the loss
function. The reconstruction loss of the auto-encoder is used
instead of the real loss of the images. The real loss used for
training is then derived from the Wasserstein distance [10]
between the reconstruction losses. A hyperparameter, γ
controls the modal collapse by balancing losses used for
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training the discriminator and the generator. BEGAN also
offers a quantitative convergence measure to track the quality
of timely convergence of the model.
For synthesizing the specific frontal view of the subject
face, the side view and its mirrored image are interpolated.
First the images are encoded using the discriminator D(·),
which is an auto-encoder to generate the individual embed-
dings (z0 and z1). In this work, these embeddings z0 and
z1 are then interpolated using a technique called Spherical
Linear Interpolation, known as Slerp—a kind of quaternion
interpolation [11]—that could able to show promising per-
formance on the discussed problem of face frotnalization.
The interpolated embeddings serve as input to the generator
G(·) to produce the frontal view of the face.
In the present implementation, the two side views of the
face are taken as the endpoints of the arc. The points in the
arc correspond to the intermediate images. Let z0 and z1 be
the first and last points of the arc, and let t be the parameter,
t ∈ [0, 1]. Compute Ω as the angle subtended by the arc so
that cos Ω = z0 · z1. Mathematically, Slerp could be written
as a formula:
Slerp(z0, z1; t) =
sin [(1− t)Ω]
sin Ω
z0 +
sin[tΩ]
sin Ω
z1 (1)
As Ω → 0 , the formula in Equation (1) reduces to the
linear interpolation formula.
Lerp(z0, z1; t) = (1− t)z0 + tz1 (2)
By varying the value of t, we can effectively plot a
point between the two points on the arc. This formula is
particularly useful for 3-dimensional rotations like that of
the faces being generated. Given two faces z0 and z0, the
rotation of one face to match the orientation of the other is
done using the Slerp formula in Equation (1). The parameter
t ∈ [0, 1] is used to rotate in steps so that accuracy could
improve. So, at each change in the value of t, the face is
rotated slightly towards the desired orientation effectively by
plotting a path for interpolation between the two faces.
We demonstrate the concept of embedding interpolation in
the framework of face frontalization in figure 1. To achieve
frontalization we start with the faces slightly panned by
45-50 degrees towards the side. Interpolation by the GAN
will rotate the angle of the face to 0 degrees. Firstly, a
random uniform noise distribution is sampled twice to obtain
rudimentary embeddings for the left and right views. The
embeddings are passed through the generator to synthesize
an image. The gradients of the construction loss is used to
update the embeddings of the side views. The updated em-
beddings are interpolated using spherical linear interpolation
to get the optimal embeddings for generating the frontal view.
These optimal embeddings are passed through the generator
to synthesize the final frontal view of the face.
III. EXPERIMENT
A. Setup
We trained our present model of BEGAN with Slerp using
the Adam Optimizer [12] with a small learning rate of 0.001.
Fig. 1. Demonstration of embedding interpolation (The Right E. (Right
Embeddings) and the Left E. (Left Embeddings) which are sampled from
the uniform distribution are first trained using feedback from Real Images.
Inter. E. (Interpolated Embeddings) are formed using Slerp interpolation.
The Inter. E. is passed through the trained generator to produce output. The
trained generator consists of 3 de-convolutional layers (input size of 8, 16
and 32) with an up-sampling of 2 each.)
Such a small learning rate is preferred so as to avoid any
kind of modal collapse or memory based solutions [8]. The
BEGAN with Slerp model was trained with CelebA dataset
that contains 64 × 64 images[13] in order to minimize the
training duration. The generator G(·) was a deconvolution
network, while the discriminator D(·) was an auto-encoder
comprised of a convolution decoder and a deconvolution
encoder. Training time was about 36 hours on one Tesla K80
GPU1 for 112k Epoch timeout.
The interpolation setup is as follows. A batch size of 64
was used where the first 32 batches contained the original
faces with angles in the range of 20◦ to 60◦. The next
32 batches comprised of the corresponding left-right flipped
mirror views. The embeddings were trained to match with the
given face image. The parameter t, which controls the point
clusters on the arc is then varied from 0 to 1 (where 0 and
1 indicate the extreme ends of the interpolation) in uniform
intervals of 0.1. However, this can be varied by following the
equation (3) and (4) where, dte is the upper bound of t, btc
is the lower bound of t, ∆ is the interval size, and n is the
total number of intermediate angle of each image. For every
1https://www.floydhub.com/
value of t, the embedding vector was taken to generate the
corresponding intermediate image using the generator. This
will lead to 8 uniform angle deviations between any image
and its mirrored view. So, a total of 10 images are produced
as the output. The median two images are the frontal faces.
nt =
dte − btc
∆
(3)
n =
angleleft − angleright
nt
(4)
B. Evaluation
We first start with the the left-most image. We mirror
this image and then start interpolation. In some cases there
is a slight difference between the original image and its
mirrored image, which are present on the extreme ends. This
difference occurs because of the way the generation of the
faces occurs. First, the mirroring occurs and the faces are
then fed into the network. The network then generates the
faces again with the loss. Since the generation of faces has
some randomization from the uniform random distribution
there is a chance of slight deviations between the images.
However, this doesn’t make a large difference on the final
result except for a slight difference in certain facial features
which are different between the two images. The results
obtained from our experiment are shown in the figure 2.
IV. RELATED WORKS
Some of the previous works on face frontalization have
mapped the original side posed image to 2-dimensional pro-
jection using mathematical approximations [4], [14]. These
methods use 3D surface as an approximation to the shape of
all input faces, and project them point-wise. A recent work on
Face Frontalization using GAN (FFGAN) takes the help of
3D morphable model coefficients to aid with faster training
and better convergence [15].
V. CONCLUDING REMARKS
This paper presents a study on the implementation of
Boundary Equilibrium GAN with Spherical Linear Interpo-
lation (Slerp) for the problem of face frontalization. This
work could aid to the face synthesis problem in surveillance
applications in which the images from the footage are mostly
noisy and faces are angled. The present work demonstrated
promising results on a limited resource system. However,
there are few future extensions that could be done based on
the present study:
• A primal assumption made in our methods is that the
original face of the person is symmetric in nature.
Since there is no way to definitively know whether the
face is symmetric using just one image, prior domain
knowledge would aid in generating accurate frontal
views for asymmetrical faces as well.
• As also mentioned in previous articles on GAN, the
discriminator model could be designed as a variational
auto-encoder that could probably improve the perfor-
mance.
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Fig. 2. Face frontalization using BEGAN with Slerp on images of five different subjects (It should be noted that the results shown here are not of great
quality due to the limited availability of computational resources. Howver, the median images show the generated front faces from the angled pose of the
face.)
