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RE´SUME´. L’exploration OLAP (On-Line Analytical Processing) de donne´es est un
processus incre´mental base´ sur des requeˆtes effectuant une recherche d’informations
dans un Entrepoˆt de Donne´es (ED) multidimensionnelles. Afin de faciliter l’explo-
ration d’un de´cideur, des syste`mes de recommandation ont e´te´ propose´s. Toutefois,
lors de l’utilisation d’un nouveau syste`me, ces syste`mes de recommandations ne fonc-
tionnent plus (proble`me de de´marrage a` froid). Dans cet article, nous proposons des
recommandations pour un de´cideur qui est confronte´ a` un proble`me de de´marrage a`
froid. Notre processus est compose´ de quatre e´tapes : identifier le squelette des re-
queˆtes OLAP, pre´voir des ope´rations candidates, calculer des recommandations sur
les ope´rations candidates et classer ces recommandations.
ABSTRACT. Exploring data is an incremental OLAP (On-Line Analytical Processing)
query process for searching relevant information in a multidimensional Data Ware-
house. In order to ease user exploration, recommender systems are used. However
when facing a new system, such recommendations do not operate anymore. This is
known as the cold-start problem. In this paper, we provide recommendations to the
user while facing this cold-start problem in a new system. Our process is composed of
four steps: patternizing queries, predicting candidate operations, computing candidate
recommendations and ranking these recommendations.
MOTS-CLE´S : De´marrage a` froid, syste`me de recommandation, OLAP, entrepoˆt de
donne´es
KEYWORDS: Cold-start problem, Recommender system, OLAP, datawarehouse
1. Introduction et contexte
Les syste`mes d’aide a` la de´cision permettent aux de´cideurs d’analyser l’acti-
vite´ d’une entreprise ou d’une organisation en explorant des donne´es historise´es
et agre´ge´es d’un Entrepoˆt de Donne´es (ED) [Colliat1996, Kimball1996]. Les de´-
cideurs explorent et analysent ces donne´es en utilisant les processus On-Line
Analytical Processing (OLAP). Cependant, l’exploration d’un ED volumineux
peut s’ave´rer fastidieuse pour un de´cideur [Lyman et al.2003]. Ainsi, des tech-
niques de recommandation facilitant l’exploration d’informations pertinentes
sont ne´cessaires. Le processus de recommandation vise a` guider l’utilisateur au
cours de son exploration d’informations volumineuses vers les informations qui
apparaissent comme les plus pertinentes.
Les syste`mes de recommandation sont fre´quents dans le domaine du com-
merce e´lectronique [Adomavicius et Tuzhilin2005, Baeza-Yates2010]. Notam-
ment, ils proposent un objet a` un client en fonction de ses pre´fe´rences. Toutefois,
dans le domaine des bases de donne´es, certains travaux [Chatzopoulou et al.2009,
Khoussainova et al.2009, Stefanidis et al.2009] ont propose´ des me´thodes et des
algorithmes pour aider l’utilisateur lors de l’e´laboration de ses requeˆtes. Dans
le cadre de la recommandation dans les ED a` partir de requeˆtes OLAP (voir
[Marcel et Negre2011] et [Negre2009] pour plus de de´tails), certains exploitent
les proﬁls et les pre´fe´rences des de´cideurs [Jerbi et al.2009, Bellatreche et al.2005,
Golfarelli et al.2011], d’autres utilisent la de´couverte de connaissances faites
au cours des analyses de´cisionnelles [Sarawagi2000, Cariou et al.2008] ainsi
que sur l’exploitation des journaux contenant des se´quences de requeˆtes pre´-
ce´demment exe´cute´s par d’autres utilisateurs sur le meˆme cube de donne´es
[Sapia1999, Chatzopoulou et al.2009, Yang et al.2009, Giacometti et al.2009,
Giacometti et al.2011]. Un cube de donne´es est une repre´sentation multidimen-
sionnelle des donne´es sur laquelle le de´cideur eﬀectue ses analyses OLAP. Plus
re´cemment, [Romero et al.2011] propose une alge`bre multidimensionnelle pour
de´crire le processus analytique des sessions.
Bien que ces approches permettent de recommander des requeˆtes perti-
nentes a` un utilisateur, elles s’ave`rent inope´rantes lorsque l’ED est mis a` jour
ou lorsque les de´cideurs sont diﬀe´rents ou nouveaux. Ce proble`me du de´mar-
rage a` froid est rencontre´ lorsque les recommandations sont ne´cessaires pour
des objets et / ou des utilisateurs pour lesquels nous n’avons aucune informa-
tion explicite ou implicite [Schein et al.2001]. Il y a plusieurs proble`mes lie´s
au de´marrage a` froid [K lopotek2008] : nouvel utilisateur [Golbandi et al.2011,
Rashid et al.2008], nouveau produit [Schein et al.2001], association non tran-
sitive et apprentissage. Dans le contexte des ED, nous sommes confronte´s au
proble`me du de´marrage a` froid lorsque le syste`me souhaite formuler des re-
commandations pour un nouveau cube de donne´es. Par exemple, prenons le
cas d’un ED contenant (1) des donne´es jusqu’a` l’anne´e 2010, (2) un cube de
donne´es C1 portant sur les anne´es 2009 et 2010 et (3) le journal des requeˆtes
permettant de construire C1. Supposons que cet ED a e´te´ mis a` jour pour inte´-
grer les donne´es de 2011 et qu’un nouveau cube C2 portant sur les anne´es 2010
et 2011 a e´te´ cre´e´, le syste`me ne pourra faire que tre`s peu de recommandations
aux de´cideurs sur C2 voire aucune.
Pour les ED, le proble`me du de´marrage a` froid est plus complexe que dans
le contexte du Web car nous sommes confronte´s a` un nouveau syste`me : nouvel
item (un nouveau cube) et nouveaux utilisateurs (nouveaux de´cideurs ou de´-
cideurs connus avec une nouvelle fonction). Par conse´quent, nous devons aller
au-dela` de la simple recommandation en sugge´rant des requeˆtes qui n’ont pas
encore e´te´ exe´cute´es sur le cube conside´re´. Dans le domaine des ED, a` notre
connaissance, il n’existe pas de recherche sur ce proble`me de de´marrage a` froid
pour de nouveaux syste`mes. L’article est organise´ comme suit : la section 2
motive notre proposition par un exemple d’application. La section 3 pre´sente le
mode`le conceptuel servant de support a` notre proposition. La section 4 de´taille
notre processus de de´marrage a` froid et la section 5 propose un bilan et des
perspectives a` nos travaux.
2. Exemple
Description de´taille´e de l’exemple
Soit un de´cideur nouvellement employe´ dans l’industrie automobile. Il devra
de´velopper un re´seau de revente dans un nouveau pays (Etats-Unis, US). La
socie´te´ a assemble´ un nouvel entrepoˆt de donne´es a` partir de donne´es de ventes
de ve´hicules aux US disponibles publiquement et en le concevant de manie`re
similaire a` celui de´ja` existant dans l’entreprise (meˆme fait, meˆmes hie´rarchies).
L’ancien permet l’analyse des ventes de ve´hicules en France durant la dernie`re
de´cennie, tandis que le nouveau syste`me concerne les ventes de voitures aux
US, mais seulement sur les deux dernie`res anne´es (cf. les sche´mas en e´toile
V ENTES FR et V ENTES US, Figure 2.Il est a` noter que dans les deux
sche´mas, toutes les hie´rarchies des dimensions se terminent par un niveau ALL
(AllMagasin, AllTemps et AllV ehicule) et non aﬃche´. Ne´anmoins, les diﬀe´rences
suivantes existent : Aux US, la quantite´ de ve´hicules vendus est enregistre´, en
France, on trouve e´galement le montant des ventes ; Les villes sont regroupe´es en
re´gions en France et en e´tats aux US. Les ventes sont regroupe´es par semaines en
France et mensuellement aux US. Les ve´hicules vendus en France ont une boite
de vitesse manuelle, mais aux US elle peut diﬀe´rer (manuelle, automatique). En
outre des diﬀe´rences existent au niveau des donne´es : les zones ge´ographiques
sont soit aux E´tats-Unis, soit en France et la pe´riode couverte est 1998-2011
(France) ou 2009-2011 (US). Les types de ve´hicules sont identiques mais, les
mode`les sont diﬀe´rents et les cate´gories ne sont pas toutes identiques (par ex.
les petites voitures urbaines franc¸aises). La transmission, en France, est traction
avant ou 4x4, et aux US, il existe e´galement la propulsion arrie`re.
Log de sessions dans le sche´ma en e´toile franc¸ais
Le syste`me franc¸ais a de´ja` e´te´ utilise´ et un ensemble de log de session d’analyse
en ont e´te´ extraits. Ces logs sont les manipulations successives (l’enchaˆınement
de requeˆtes OLAP) des utilisateurs. Dans l’exemple, (cf. Table 1, haut), un
utilisateur franc¸ais commence par (q3) : analyse des quantite´s vendues en France
Figure 1. Entrepoˆts de donne´es pour analyser les ventes de ve´hicules : (droite)
aux Etats-Unis de 2009 a` 2011 ; (gauche) en France de 1998 a` 2008.
Log de sessions
V entes FR Ve´hicule Magasin Temps
q3 Quantite´ All
V ehicule France (Pays) 2007 (Anne´e)
q3 → q4 Identite Identite Drilldown Identite
q4 Quantite´ All
V ehicule Nord (Re´gion) 2007 (Anne´e)
q4 → q5 Identite Identite Drilldown Identite
q5 Quantite´ All
V ehicule Villes du nord (Villes) 2007 (Anne´e)
Session courante
V entes US Ve´hicule Magasin Temps
q1 Quantite´ All
V ehicule US (Pays) 2011 (Anne´e)
q1 → q2 Identite Identite Drilldown Identite
q2 Quantity All
V ehicule Texas (E´tat) 2011 (Anne´e)
q2 → qpred Identite Identite Drilldown Identite
qpred Quantite´ All
V ehicule Villes du Texas (Ville) 2011 (Anne´e)
Tableau 1. Haut : log d’une session, ancien syste`me ; Bas : analyse en cours,
nouveau syste`me.
durant 2007 ; puis, en deux e´tapes, il fore vers le bas (DrillDown) depuis le
niveau Pays vers Re´gion (q4), puis jusqu’a` Ville (q5).
Recommandations pour l’exploration du sche´ma en e´toile US
Le syste`me US est neuf et n’a pas encore de requeˆtes a` recommander a` partir
de ses propres logs et l’utilisateur n’a ni expe´rience avec la vente de ve´hicules,
ni avec les pratiques usuelles des autres analystes de l’entreprise. En outre,
1) les sche´mas des deux syste`mes ne sont pas identiques, 2) les donne´es sont
diﬀe´rentes (France contre US). Ainsi, le nouveau de´cideur ne peut eˆtre aide´ ni
par le syste`me existant ni par les autres utilisateurs. Une exploration guide´e
de l’entrepoˆt de donne´es pour le nouveau de´cideur pourrait eˆtre sugge´re´e, mais
sans prendre en compte les (nouvelles) donne´es. Par exemple, le nouvel utilisa-
teur analyse les quantite´s vendues de ve´hicules aux E´tats-Unis durant l’anne´e
2011 (q1 en Table 1). S’il fore vers le bas (DrillDown) sur le magasin depuis le
niveau Pays vers E´tat (q2), le syste`me pourrait sugge´rer une fac¸on ” franc¸aise ”
d’exploration : pour analyser les quantite´s de produits vendus pour une anne´e
spe´ciﬁque, les utilisateurs de France, font syste´matiquement un double forage
vers le bas sur la hie´rarchie ge´ographique (qpred).
Recommandation d’ope´rations de haut niveau
Typiquement dans cet exemple, les suggestions d’analyse doivent eˆtre inde´pen-
dantes des donne´es (US : ventes de 2011 ; France : ventes de 2007). Les deux
sche´mas sont le´ge`rement diﬀe´rents, mais ils ont tous deux un fait ”ventes ”, une
dimension avec une ” localisation ge´ographique ”, une dimension temporelle et
une troisie`me repre´sentant des produits vendus (des ve´hicules). Sans avoir des
structures identiques, les dimensions sont assez similaires, ainsi l’exploration
peut eˆtre similaire entre les deux sche´mas. Aﬁn d’y parvenir, les recomman-
dations devront prendre en compte uniquement des ope´rations de haut niveau
(double forage sur une hie´rarchie ge´ographique ; rotation depuis les localisa-
tions vers les produits). Ces ope´rations reposent sur les ope´rateurs alge´briques
OLAP.
Ainsi, des recommandations base´es sur des ope´rations plutoˆt que des valeurs
(des donne´es) peuvent eˆtre utiles pour le proble`me du de´marrage a` froid des
syste`mes de recommandations.
3. Mode´lisation Conceptuelle
Cette section de´ﬁnit le mode`le multidimensionnel, extension de travaux
ante´rieurs [Ravat et al.2008]. L’approche s’inscrit a` un niveau d’abstraction
conceptuelle aﬁn de de´ﬁnir des concepts inde´pendamment des contraintes d’im-
plantation.
3.1. Sche´ma Multidimensionnel et cube
On pose : F = {F1, ..., Fn} un ensemble ﬁni de faits, n ≥ 1 et D =
{D1, ..., Dm} un ensemble ﬁni de dimensions, m ≥ 2.
De´finition 1. Un sche´ma de cube, note´ Ci, est de´fini par (Fi, Star(Fi)), tel
que : Fi ∈ F est un fait et Star(Fi) = {D
n
Dj
∣
∣
∣∀j ∈ 1..m,Dn
Dj
∈ D} est l’en-
semble des dimensions associe´es au fait Fi.
Un sche´ma de cube de´crit les donne´es en fonction de sujets d’analyses (faits),
et d’axes d’analyses (dimensions). Les dimensions sont hie´rarchise´es pour de´-
crire les diﬀe´rents niveaux de granularite´ des donne´es.
Soient N = {n1, n2, ...} un ensemble ﬁni de noms non redondants.
De´finition 2. Un fait, note´ ∀i ∈ 1..n ]Fi, est de´fini par (n
Fi ,MFi), tel que :
– nFi ∈ N est le nom identifiant le fait,
– MFi = {m1, ...,mpi} est un ensemble de mesures.
De´finition 3. Une dimension, note´e ∀i ∈ [1..m]Di, est de´finie par
(nDi , ADi , HDi), tel que :
– nDi ∈ N est le nom identifiant la dimension ,
– ADi = {aDi1 , ..., a
Di
ri
} est l’ensemble des attributs de la dimension ,
– HDi = {HDi1 , ..., H
Di
si
} est un ensemble de hie´rarchies.
Les hie´rarchies organisent les attributs d’une dimension, appele´s parame`tres,
de la graduation la plus ﬁne, note´e IdDi , jusqu’a` la graduation la plus ge´ne´rale,
note´e AllDi . Une hie´rarchie de´ﬁnit les chemins de navigation valides sur un axe
d’analyse en de´crivant les diﬀe´rents niveaux de granularite´s possibles auxquels
les mesures du fait sont observables.
De´finition 4. Une hie´rarchie, note´e Hj (notation abusive de H
Di
j , ∀i ∈
[1..m] , ∀j ∈ [1..si]) est de´finie par (n
Hj , PHj ,≺Hj ), tel que :
– nHj ∈ N est le nom identifiant la hie´rarchie ,
– PHj = {p
Hj
1 , ..., p
Hj
qj } est un ensemble d’attributs de la dimension appele´s
parame`tres, PHj ⊆ ADi ,
– ≺Hj= {(p
Hj
x , p
Hj
y ) | p
Hj
x ∈ PHj ∧ p
Hj
y ∈ PHj} est une relation binaire
antisyme´trique et transitive. L’antisyme´trie signifie que (p
Hj
k1
≺Hj p
Hj
k2
) ∧
(p
Hj
k2
≺Hj p
Hj
k1
) ⇒ p
Hj
k1
= p
Hj
k2
et la transitivite´ signifie que (p
Hj
k1
≺Hj p
Hj
k2
) ∧
(p
Hj
k2
≺Hj p
Hj
k3
)⇒ p
Hj
k1
≺Hj p
Hj
k3
.
– WeakHj : PHj → 2A
Di\PHj est une application qui associe a` chaque pa-
rame`tre un ensemble d’attributs de dimension, appele´s attributs faibles.
On pose P =
⋃m
i=1A
Di =
⋃m
i=1
⋃Si
j=1 P
Hj
Par abus de notation dans la suite de l’article, nous de´crirons les hie´rar-
chies conforme´ment a` la notation simpliﬁe´e suivante Hj = (n
Hj , PHj ,≺Hj )
= (nHj , pathHj ) ou` pathHj =
〈
IdDi , ..., AllDi
〉
est un ensemble ordonne´ de
parame`tres du parame`tre racine IdDi au parame`tre extre´mite´ AllDi .
Exemple
La ﬁgure 1 pre´sente un exemple de sche´ma de cube (F1, Star(F1)) correspon-
dant a` l’analyse des ventes de ve´hicules entre 2009 et 2011. Ce cube est conforme
a` un sche´ma multidimensionnel repre´sente´ suivant des notations graphiques
[Ravat et al.2007], [Ravat et al.2008]. Il est de´ﬁni formellement comme suit.
– F1 = (
′V ENTE US′, Quantite),
– Star(F1) = {D
MAGASIN , DTEMPS , DV EHICULE}, ou`
- DMAGASIN = (′Magasin′, {Magasin, V ille, Etat, Pays},
{(′H GeoUS′, 〈 Magasin, V ille, Etat, Pays〉)}),
- DTEMPS = (′Temps′, {Date,Mois, Annee}, {(′H TpsUS′, 〈Date,Mois, Annee〉)}),
DV EHICULE = (′V ehicule′, {V ehicule,Modele, Categorie,Marque, Transmission,
Moteur}, {(′H Tr′, 〈V ehicule, Transmission〉), (′H MqUS′, 〈 V ehicule,Modele,
Categorie,Marque), (′H Mt′, 〈 V ehicule,Moteur)}).
3.2. Analyses OLAP
Les syste`mes OLAP favorisent l’analyse interactive des donne´es en oﬀrant
un ensemble d’ope´rations spe´ciﬁques telles que les forages (drill-down, roll-up),
les se´lections (slice-and-dice) [Ravat et al.2007]. La navigation OLAP s’appa-
rente a` l’application d’une succession d’ope´rations : l’utilisateur initialise sa
Display(FNEW , fi(MNEW ), {DSHOW , HSHOW , PSHOW }) = qRES
Affichage du fait FNEW et de sa mesure MNEW agre´ge´e par fi en fonction
des dimensions {DSHOW }. Le parame`tre utilise´ par de´faut est le parame`tre
extre´mite´ AllDi .
Pivot(qSRC , DCUR, DNEW , HNEW , PNEW ) = qRES
Changement de l’axe d’analyse DCUR par un nouvel axe DNEW sur sa
hie´rarchie HNEW . Le parame`tre utilise´ par de´faut est le parame`tre extre´mite´
AllDNEW .
DrillDown(qSRC , DCUR, PNEW ) = qRES
Affichage des donne´es en introduisant un nouveau parame`tre PNEW de
plus fine granularite´.
RollUp(qSRC , DCUR, PCUR) = qRES
Affichage des donne´es en utilisant un parame`tre PCUR de plus haute
granularite´ (suppression des parame`tres hie´rarchiquement infe´rieur a` PCUR).
Tableau 2. Alge`bre OLAP.
navigation (ou analyse) par une premie`re requeˆte permettant d’obtenir un re´-
sultat qui est ensuite transforme´ par une succession d’ope´rations jusqu’a` ob-
tenir le re´sultat pertinent pour l’utilisateur. Ce dernier explore ainsi l’espace
multidimensionnel de l’entrepoˆt de donne´es.
Une visualisation classique consiste a` voir les donne´es sous une repre´sen-
tation en cube, aﬃchant un fait et les informations de´taille´es de toutes les
dimensions lie´es. Un cube pre´sente simultane´ment les structures et les valeurs
des donne´es manipule´es. Nous de´signons par squelette de requeˆte les structures
d’un cube de donne´es.
De´finition 5. Un squelette de requeˆte Pqi est de´fini par (Mk, Level), ou` :
– Mk ∈M
Fi est une mesure du fait Fi,
– Level : Star(Fi)→ P est une fonction qui associe chaque dimension a` un
ensemble de parame`tres.
Exemple
La ﬁgure 5 montre un exemple de squelettes de requeˆtes qui se de´ﬁnissent
formellement comme suit.
Pq3 : ({Quantite},{level(V ehicule) = All
V ehicule,level(Magasin) = Pays,level(Tps) = Annee})
Pq4 : ({Quantite},{level(V ehicule) = All
V ehicule,level(Magasin) = Region,level(Tps) = Annee})
Pq5 : ({Quantite},{level(V ehicule) = All
V ehicule,level(Magasin) = V ille,level(Tps) = Annee})
Nous de´ﬁnissons ainsi l’analyse d’un utilisateur par un graphe ou` chaque
arc repre´sente une ope´ration OLAP et chaque noeud repre´sente le re´sultat de
l’ope´ration. Chaque noeud est de´ﬁni par un squelette de requeˆte de´crivant la
structure de la table multidimensionnelle re´sultat. Chaque arc est de´ﬁni par une
ope´ration OLAP. Il faut noter qu’il n’existe pas de consensus sur une alge`bre
OLAP de re´fe´rence a` l’image de ce qui existe dans le domaine des bases de
donne´es relationnelles. Le tableau 2 de´crit l’ensemble des ope´rateurs OLAP
que nous prenons en compte dans notre approche. Nous limitons cet ensemble
a` un noyau d’ope´rateurs permettant de transformer la structure des tables
multidimensionnelles.
Figure 2. Extrait d’un exemple de graphe de squelette de session.
L’ope´rateur DISPLAY de´ﬁnit les sessions. Une session de´bute par l’ope´ra-
teur DISPLAY et se termine par un nouvel ope´rateur DISPLAY.
De´finition 6. Un squelette de session est de´finie par un graphe (V, E) tel que :
– V = {Pq1 , Pq2 , Pq3 ...} est un ensemble de squelettes de requeˆtes,
– E = {(Opk, Pqk+1) | Opk est un ope´rateur OLAP et Pqk+1 ∈ V}
Exemple
La ﬁgure 3 montre l’extrait d’un squelette de session de´ﬁnit formellement
comme suit.
– V = {...Pq3 , Pq4 , Pq5 ...},
– E = {...(DrillDown(Pq3 ;Magasin;Region), Pq4 ), (DrillDown(Pq4 ;Magasin;V ille), Pq5 )...}
4. Processus de de´marrage a` froid
Dans cette section, nous de´taillons le processus de de´marrage a` froid dans
le cadre de notre syste`me de recommandation de requeˆtes OLAP. Ce processus
utilise la se´quence de requeˆtes de la session courante ainsi que le log de requeˆtes
du serveur OLAP. Ce log contient les se´quences de requeˆtes pre´ce´demment
lance´es sur un autre cube qui est similaire au cube sur lequel sont lance´es
les requeˆtes de la session courante. Nous proposons d’utiliser les travaux de
[Sboui et al.2010] sur l’interope´rabilite´ des cubes aﬁn de de´tecter des cubes
similaires. Cependant, la notion de similarite´ entre deux cubes de donne´es sera
de´ﬁnie dans nos travaux futurs.
Notre processus (cf. ﬁgure 4) inclut les quatre e´tapes suivantes : 1) Ob-
tenir les squelettes des requeˆtes du log ; 2) Pre´dire les ope´rations candidates
en utilisant le squelette de la session courante, l’ensemble des squelettes des
sessions du log, et une fonction de concordance ”match” entre le squelette de
la session courante et l’ensemble des squelettes des sessions ; 3) Calculer les
recommandations candidates en combinant une requeˆte de la session courante
et les ope´rations candidates et 4) Ordonner les recommandations candidates.
Chaque e´tape est de´taille´e par la suite.
4.1. Obtenir les squelettes des requeˆtes du log
Initialement, chaque session du log est transforme´e en squelettes de requeˆtes.
A cet eﬀet, cette e´tape utilise une fonction permettant d’obtenir le squelette de
chaque requeˆte (voir l’algorithme 1). Cette fonction retourne un ensemble d’en-
sembles de squelettes de requeˆtes, que nous appelons un ensemble de squelettes
Figure 3. Vue d’ensemble du processus de de´marrage a` froid.
de sessions. Le principe est le suivant : Pour chaque session du log, il s’agit
de remplacer dans la session, chaque requeˆte par son squelette en utilisant la
fonction extractReqSquel (voir l’algorithme 2) et de de´tailler les ope´rations qui
permettent de passer d’une requeˆte a` sa suivante dans la session (voir la fonc-
tion extractOp, algorithme 3). Le squelette de la session courante est obtenu
de la meˆme manie`re.
Algorithm 1 LogSquel(L, CL)
Entre´e:
L : Le log de requeˆtes pre´ce´demment lance´es, i.e. un ensemble de sessions,
CL : Le cube sur lequel les requeˆtes du log ont e´te´ lance´es.
Sortie: un ensemble de squelettes de sessions (SP )
V ← ∅ // pour les operations
E ← ∅ // pour les squelettes de requetes
SP ← 〈E, V 〉
Pour chaque session si ∈ L Faire
Pour chaque couple de requeˆtes
〈
qj, qj+1
〉
∈ si Faire
SP.E ← SP.E ∪ extractReqSquel(qj, CL)
// extractReqSquel : une fonction qui extrait le squelette d’une requeˆte donne´e.
SP.E ← SP.E ∪ extractReqSquel(qj+1, CL)
SP.V ← SP.V ∪ extractOp(qj, qj+1, CL)
// extractOp : Une fonction qui extrait l’ope´ration permettant de passer d’une requeˆte a` l’autre dans une session donne´e.
Fin Pour
Fin Pour
Retourne SP
L’algorithme 2 montre comment les squelettes de requeˆtes peuvent eˆtre ob-
tenus tandis que l’algorithme 3 de´taille comment sont identiﬁe´es les ope´rations
permettant de passer d’une requeˆte a` une autre.
L’obtention des squelettes de requeˆtes (voir l’algorithme 2) consiste a` ex-
traire les re´fe´rences (ensemble des valeurs des attributs) d’une requeˆte donne´e
et de retourner, pour chaque dimension, le nom du niveau correspondant.
Algorithm 2 extractReqSquel(q, C)
Entre´e:
q : Une requeˆte donne´e,
C : Le cube sur lequel la requeˆte q a e´te´ lance´e.
Sortie: une liste de noms de niveaux du cube (QP )
QP ← ∅
Pour chaque dimension Di de C Faire
QP ← QP ∪ getNomNiveau(getReferences(q, C))
Fin Pour
Retourne QP
L’extraction des ope´rations (algorithme 3) consiste a` extraire les re´fe´rences
(un ensemble de valeurs d’attributs) de deux requeˆtes donne´es, les nume´ros
de niveaux correspondants sur chaque dimension et a` trouver l’ope´ration qui
permet de naviguer d’une requeˆte a` l’autre. Nous nous inte´ressons en particu-
lier aux ope´rations OLAP classiques : slice-and-dice, drill-down, roll-up, switch
et pivot. Il est a` noter que les ope´rations slice-and-dice et switch n’ont pas
d’inﬂuence sur notre approche puisque ces ope´rations impactent uniquement
les valeurs. Notre approche intervient a` un niveau plus e´leve´, elle manipule la
structure du cube et non ses valeurs. Plus pre´cise´ment, pour deux requeˆtes don-
ne´es (q1, q2) et pour chaque dimension du cube C : si les re´fe´rences (ensembles
d’attributs) de chaque requeˆte sont localise´es sur le meˆme niveau hie´rarchique
de la dimension, l’ope´ration pour passer d’une requeˆte a` l’autre est l’identite´ ;
si les re´fe´rences d’une seule des requeˆtes sont localise´es au niveau le plus e´leve´
de la hie´rarchie (niveau ′ALL′), l’ope´ration est un pivot ; si les re´fe´rences de la
premie`re requeˆte lance´e sont localise´es a` un niveau plus e´leve´ que les re´fe´rences
de la seconde requeˆte lance´e, l’ope´ration est un forage vers le bas, DrillDown ;
dans tous les autres cas, l’ope´ration est un forage vers le haut, RollUp. Lorsque
le syste`me de´tecte un pivot, il s’agit de de´terminer sur quelle dimension le pivot
a lieu.
Algorithm 3 extractOp(q1, q2, C)
Entre´e:
q1, q2 : Deux requeˆtes donne´es,
C : Le cube sur lequel les requeˆtes q1 et q2 ont e´te´ lance´es.
Sortie: une liste d’ope´rations OLAP (OP )
OP, Pivot ← ∅
Niv1, Niv2, hauteur ← 0
Pour chaque dimension Di de C Faire
Niv1 ← getNumNiveau(getReferences(q1, C))
Niv2 ← getNumNiveau(getReferences(q2, C))
hauteur ← hauteur de la hie´rarchie de la dimension Di
Si Niv1 − Niv2 == 0 Alors
OP ← OP ∪ ”Identite”
Fin Si
Si (Niv1 6= hauteur ∧ Niv2 == hauteur) ∨ (Niv1 == hauteur ∧ Niv2 6= hauteur) Alors
Pivot ← Pivot ∪Di
Fin Si
Si Niv1 − Niv2 > 0 Alors
OP ← OP ∪ ”Drilldown”
Fin Si
Si Niv1 − Niv2 < 0 Alors
OP ← OP ∪ ”RollUp”
Fin Si
Fin Pour
Si |Pivot| > 1 Alors
Pour chaque couple de dimensions
〈
Di,Di+1
〉
du Pivot Faire
OP [Di] ← ”Pivot(” + Di + ”, ” + Di+1 + ”)”
OP [Di+1] ← ”Pivot(” + Di + ”, ” + Di+1 + ”)”
Fin Pour
Fin Si
Retourne OP
La fonction getReferences(q, C) retourne pour chaque dimension de C, les
valeurs des attributs de la requeˆte q. Par exemple1, les re´fe´rences de la requeˆte
q1 de l’exemple de la section 2 sont
〈
Quantite, AllV ehicule, US, 2011
〉
. La fonc-
1. Il faut noter que, par souci de lisibilite´, les re´fe´rences de requeˆtes, les squelettes
des requeˆtes et les ope´rations sont pre´sente´s, dans cette section, comme des 4-uplets
ordonne´s ou` chaque tuple correspond, dans cet ordre, aux mesures, puis a` la dimension
Figure 4. Squelette de la session de l’exemple de motivation.
tion getNomNiveau (resp. getnumNiveau) extrait, pour chaque ensemble de
valeurs d’attributs de chaque dimension du cube C, le nom (resp. le rang dans
la hie´rarchie - 0 pour la plus ﬁne granularite´) de chaque niveau correspondant
dans la hie´rarchie de la dimension. Pour q1, nous obtenons Annee comme nom
de niveau pour la valeur d’attribut 2011 et 2 qui est le nume´ro du niveau de
Annee dans la hie´rarchie TEMPS de C (pour Mois ce serait 1 et 0 pour Date).
Par exemple, dans le cas de la requeˆte q3, qui a pour re´fe´rences〈
Quantite, AllV ehicule, F rance, 2007
〉
(voir Tableau 1), son squelette peut eˆtre :〈
Quantite, AllV ehicule, Pays,Annee
〉
. Ainsi, la session de notre exemple, qui
contient q3, q4 et q5, peut avoir pour squelette celui pre´sente´ sur la ﬁgure 3.
Algorithm 4 PredictOpCandidates(sc, C, SP , Match)
Entre´e:
sc : La session courante,
C : Le cube sur lequel la session sc a e´te´ lance´e,
SP : l’ensemble des squelettes de sessions, i.e., le re´sultat de l’e´tape pre´ce´dente,
Match : Une fonction qui retourne les squelettes de sessions candidates.
Sortie: un ensemble d’ope´rations candidates (Cand)
M,Cand ← ∅
Psc ← le squelette de la session courante sc
M ← Match(Psc , SP )
Si M 6= ∅ Alors
Pour chaque m = 〈p, pos〉 ∈ M Faire
//ou` p = 〈e, v〉 est un squelette de session
Cand ← Cand ∪ p.v(p.e[pos], p.e[pos + 1])
Fin Pour
Fin Si
Retourne Cand
4.2. Pre´dire les ope´rations candidates
L’e´tape pre´ce´dente produit l’ensemble des squelettes des sessions. Mainte-
nant, en utilisant cet ensemble et la se´quence de requeˆtes de la session courante,
l’algorithme 4 permet de construire un ensemble d’ope´rations candidates : En
Ve´hicule, puis a` la dimension Magasin et enﬁn a` la dimension Temps. Par exemple,
la re´fe´rence de requeˆte 〈m, a, b, c〉 indique que cette requeˆte traite de la mesure m,
en fonction des valeurs d’attributs a sur la dimension Ve´hicule, b sur la dimension
Magasin et c sur la dimension Temps. Le squelette de requeˆte 〈m, pa, pb, pc〉 indique
que ce squelette traite de la mesure m aux niveau pa sur la dimension Ve´hicule, pb
sur la dimension Magasin et pc sur la dimension Temps. Et l’ope´ration 〈o1, o2, o3, o4〉
indique qu’il y a les ope´rations o1 sur les mesures, o2 sur la dimension Ve´hicule, o3
sur la dimension Magasin et o4 sur la dimension Temps.
plus de l’ensemble des squelettes des sessions et de la session courante, cet
algorithme utilise une fonction de concordance (matching : Match). Cette fonc-
tion est utilise´e pour trouver l’ensemble des squelettes des sessions du log qui
co¨ıncident avec le squelette de la session courante. L’algorithme proce`de de la
manie`re suivante : Dans un premier temps, le squelette de la session courante
est construit (la fonction LogSquel est utilise´e sur la session courante qui peut
eˆtre vue comme un log contenant une seule session). Puis, la fonction Match
est utilise´e pour chercher, parmi l’ensemble des squelettes de sessions, celui qui
co¨ıncide avec le squelette de la session courante. Cette fonction retourne un
ensemble de paires de sessions indiquant quels squelettes de sessions co¨ıncident
avec le squelette de la session courante ainsi que la position de la concordance.
A partir de ces paires, l’algorithme extrait un ensemble d’ope´rations candi-
dates qui sont les ope´rations qui permettent de passer du squelette de requeˆte,
situe´ a` la position retourne´e dans le squelette de session qui co¨ıncide, au sque-
lette de requeˆte suivant dans le squelette de la session candidate. Cet ensemble
d’ope´rations est retourne´ comme re´sultat. Il faut noter que notre objectif est
d’e´viter que cet ensemble soit vide et qu’un tel algorithme a une complexite´
de O(n[(w + 1)2 + 1] + w) ou` n est le nombre de sessions du log et w est la
longueur maximale (nombre de requeˆtes) d’une session donne´e.
Par exemple, le squelette de la session s1 de l’exemple de la section 2 qui
contient q3, q4 et q5 est repre´sente´e sur la ﬁgure 3. Le squelette de la session
courante sc contient le squelette de q1 :
〈
Quantite, AllV ehicule, Pays,Annee
〉
,
le squelette de q2 :
〈
Quantite, AllV ehicule, Etat, Annee
〉
et les ope´rations qui
transforment q1 en q2 : 〈Identite, Identite,Drilldown, Identite〉. Par exemple,
supposons que la fonction Match retourne le squelette de s1 : Ps1 qui co¨ıncide
avec le squelette de sc : Psc a` la position 2. L’algorithme 4 retourne alors
〈Identite, Identite,Drilldown, Identite〉 en tant qu’ope´ration candidate. En
eﬀet, cette ope´ration de forage vers le bas (drill-down) transforme la requeˆte
q4 a` la position 2 dans la session s1 en la requeˆte q5 a` la position 3 dans s1.
La fonction Match
Cette fonction Match a e´te´ e´tudie´e dans [Negre2009] ou` des fonctions de concor-
dance de se´quences sont de´taille´es (chaque fonction est base´e sur une distance
d’e´dition et sur une concordance approximative de chaines de caracte`res (ap-
proximate string matching)) et combine´es avec des mesures de similarite´ entre
membres (le plus court chemin et la distance de Hamming).
La technique de concordance approximative de chaines utilise´e consiste a`
supprimer, a` chaque ite´ration, le dernier e´le´ment de la se´quence puis de com-
parer la sous-se´quence obtenue a` la se´quence courante en utilisant une distance
d’e´dition. Il faut noter que le nombre de calculs de la distance d’e´dition peut
eˆtre exponentiel. Alors que, si, seule la distance d’e´dition est calcule´e (i.e. la
distance de Levenshtein), le nombre de calculs est plus petit, puisqu’elle est
calcule´e une seule fois pour chaque se´quence. Ainsi, la distance de Levenshtein
a e´te´ utilise´e pour comparer deux sessions. Cette distance est combine´e a` la
distance de Hamming (EdH) ou au plus court chemin (EdSP ) pour compa-
rer des membres. Les expe´rimentations mene´es dans [Negre2009] montrent que
EdH et EdSP ont des performances similaires en termes de rappel/pre´cision
mais que EdSP est moins rapide que EdH. Comme nous nous situons dans
le contexte du proble`me de de´marrage a` froid d’un syste`me de recommanda-
tion, le syste`me propose´ doit eˆtre le plus rapide et le plus eﬃcace (autant que
possible). C’est la raison pour laquelle, nous avons de´cide´ d’utiliser EdH : la
distance de Levenshtein combine´e avec la distance de Hamming.
4.3. Calculer les recommandations candidates
L’e´tape pre´ce´dente produit un ensemble d’ope´rations candidates. Suite a`
cela, pour chaque ope´ration candidate, une nouvelle requeˆte est construite en
appliquant ces ope´rations candidates a` la dernie`re requeˆte de la session cou-
rante. Une alge`bre multidimensionnelle propose´e re´cemment [Romero et al.2011]
pourrait garantir que les ope´rations applique´es auront un sens.
Dans [Negre2009], cinq possibilite´s ont e´te´ conside´re´es : (i) la dernie`re re-
queˆte de la session courante, (ii) le successeur d’une requeˆte donne´e de la session
courante, (iii) l’union des requeˆtes de la session courante, (iv) l’intersection des
requeˆtes de la session courante, et (v) le me´do¨ıde 2 des requeˆtes de la session
courante. La possibilite´ (v) est chronophage lorsque les sessions sont longues (a`
cause du calcul du me´do¨ıde pour un grand nombre de requeˆtes). La possibilite´
(iv) peut aboutir a` un ensemble vide de requeˆtes et la possibilite´ (iii) peut
cre´er une requeˆte dont le re´sultat peut correspondre a` l’inte´gralite´ du cube de
donne´es. Par analogie avec le web [White2007] et vis-a`-vis de notre contexte de
de´marrage a` froid, nous supposons que des e´tapes interme´diaires sont inutiles
et qu’une session d’analyse se concentre sur le but de la session. Ainsi, pour
nous, la meilleure possibilite´ est d’appliquer les ope´rations a` la dernie`re requeˆte
de la session courante aﬁn d’obtenir les recommandations candidates.
Dans notre exemple, il y a une ope´ration candidate :
〈Identite, Identite,Drilldown, Identite〉. La construction d’une nouvelle re-
queˆte en appliquant cette ope´ration (un drill-down sur la dimension Magasin)
sur la dernie`re requeˆte q2 (les quantite´s de ve´hicules vendus au Texas en 2011)
de la session courante sc retourne la requeˆte identiﬁe´e dans la table 1 par qpred
(les quantite´s de ve´hicules vendus dans les villes du Texas en 2011).
4.4. Ordonner les recommandations candidates
A partir de l’ensemble de recommandations obtenu pre´ce´demment, l’ide´e est
de se´lectionner les recommandations les plus pertinentes. Nous conside´rons que
nous ne pouvons pas avoir de crite`re de satisfaction exprime´ par l’utilisateur.
Par conse´quent, un ordonnancement de requeˆtes, qui ordonne les recomman-
dations candidates, est diﬃcile a` proposer.
2. Le me´do¨ıde d’un ensemble de requeˆtes appartient a` cet ensemble et est la requeˆte
qui minimise les distances avec les autres requeˆtes de l’ensemble.
A l’heure actuelle, les solutions que nous pouvons conside´re´es sont : (i) or-
donner les candidats en fonction de leur proximite´ avec la dernie`re requeˆte de
la session courante, (ii) ordonner les candidats en fonction de leur nombre d’oc-
currences dans les logs, (iii) ordonner les candidats en fonction de la position
de l’ope´ration candidate dans le squelette du log, i.e. les ope´rations les plus re´-
centes lance´es dans le log seront utilise´es pour construire les premie`res requeˆtes
de l’ensemble des requeˆtes recommande´es.
Tout d’abord, nous ne connaissons ni la densite´ du log ni son contenu.
Ainsi, ordonner les candidats en fonction de leur nombre d’occurrences dans
les logs peut eˆtre diﬃcile, si, par exemple, chaque candidat apparait le meˆme
nombre de fois. Toujours pour des raisons de rapidite´, ordonner les candidats
en fonction de leur proximite´ avec la dernie`re requeˆte de la session courante
peut eˆtre chronophage. Pour ces raisons, les candidats sont donc ordonne´s en
fonction de la position de l’ope´ration candidate dans le squelette du log.
Finalement, notre proposition de de´marrage a` froid pour un syste`me de
recommandations, qui sera imple´mente´e dans nos travaux futurs, consiste a` :
1) Obtenir les squelettes des requeˆtes du log (pre´ce´demment lance´es sur un
cube similaire) en utilisant notre algorithme LogSquel.
2) Pre´dire les ope´rations candidates en utilisant le squelette de la session
courante et l’ensemble des squelettes des sessions du log et la fonction de
concordance EdH entre le squelette de la session courante et l’ensemble des
squelettes des sessions, dans notre algorithme PredictOpCandidates
3) Obtenir les recommandations candidates en combinant la dernie`re re-
queˆte de la session courante et les ope´rations candidates.
4) Ordonner les requeˆtes candidates en fonction de la position de l’ope´ration
candidate dans le squelette du log.
5. Conclusion et discussions
Dans cet article, nous avons propose´ un syste`me de recommandations lors de
l’exploration de nouveaux cubes de donne´es. Notre processus de pre´dictions de
requeˆtes est base´ sur l’analyse du comportement du de´cideur durant ses sessions
d’analyse (se´quence de requeˆtes), et, sur le comportement de l’utilisateur au
cours de sessions d’analyses passe´es sur un autre syste`me.
Cette approche pre´dictive soule`ve quatre de´ﬁs : (1) extraire le comportement
des utilisateurs en de´ﬁnissant le squelette de requeˆtes en cours et en analysant
les journaux de requeˆtes sur d’anciens cubes de donne´es (2) pre´voir des ope´-
rations candidates de manipulation OLAP via la correspondance de squelettes
de requeˆtes, (3) se´lectionner les ope´rations pertinentes parmi l’ensemble pre´-
ce´demment de´ﬁni,(4) classer ces recommandations candidates. Ce syste`me de
recommandation base´ sur le principe du de´marrage a` froid sera utilise´ jusqu’a` ce
que le syste`me recueille suﬃsamment de donne´es utilisateur sur leurs analyses
de´cisionnelles aﬁn de pouvoir utiliser un syste`me de recommandation standard.
A cours terme, nous avons l’intention de re´aliser des expe´rimentations et
d’e´tendre ces travaux a` un cadre d’application concret. Cela nous permettra
de tester nos algorithmes dans un contexte pre´cis et de re´pondre aux questions
suivantes : comment identiﬁer le meilleur squelette de requeˆte si nous en avons
plusieurs ? Comment les ordonner lorsque le syste`me propose un trop grand
nombre suggestions ? De plus, nous avons l’intention de prendre en compte
d’autres ope´rateurs OLAP plus complexes tels que NEST et Drill-Across. Enﬁn,
nous souhaitons e´galement appliquer nos algorithmes sur des sche´mas multidi-
mensionnels posse´dant des diﬀe´rences plus importantes que ceux e´tudie´s dans
cet article (autrement dit, de nouveaux sche´mas compose´s de dimensions ou de
faits diﬀe´rents).
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