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Sommario
Lo sviluppo e l’analisi di protesi robotiche comandabili tramite segnali biometrici
e` diventato un argomento di studio molto trattato. Una delle tecniche di analisi
consiste nella creazione di classificatori di movimenti, tramite i quali si riesce a ca-
pire quale movimento una persona vorrebbe eseguire per farlo fare poi alla protesi
robotica, tramite una serie di comandi appositamente pre-impostati che eseguano
il movimento voluto.
Un classificatore necessita di movimenti di esempio di cui e` nota la tipologia
per la sua costruzione. Queste informazioni saranno prese dal dataset NinaPro,
reperibile da internet nel quale sono presenti un numero ampio, ma limitato di
tipologie di movimenti da poter utilizzare come esempi. A questi viene applicata
la tecnica delle Dynamic Motion Primitives (DMP) per l’estrazione di features
utilizzate per caratterizzare i movimenti e permetterne la classificazione.
Verranno testate diverse tipologie di classificatori, quali Classification tree,
GMM e modelli ECOC con diverse configurazioni, al fine di trovare il migliore
da utilizzare assieme alle features estratte con le DMP.
Durante lo sviluppo di questi classificatori sono state riscontrate diverse proble-
matiche, che causavano bassi livelli di precisione per i classificatori creati. Tramite
un lavoro di preprocessing sui movimenti forniti dal dataset queste problematiche
sono state risolte in modo da raggiungere livelli di accuratezza elevati nel ricono-
scere movimenti di soggetti differenti da quelli presenti nel dataset.
Le features per rappresentare i movimenti derivano da segnali provenienti da
un guanto Cyberglove2 a cui vengono applicate le DMP, utilizzate poi per classifi-
care i movimenti. Il nostro scopo sara` quello di comprendere le problematiche che
possono sorgere nell’analizzare un dataset cos`ı ampio (17 movimenti che coinvol-
gono 22 giunti) e ricco di soggetti differenti (40 persone) attraverso l’uso di DMP.
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Infatti, le DMP si sono dimostrate efficaci in diversi casi in letteratura nel model-
lare il movimento di robot, in particolare manipolatori. Solo pochi test sono stati
effettuati su sistemi cos`ı complessi e articolati e siamo convinti che questo studio
possa essere utilizzato come un’importante base di partenza per lavori futuri che
vogliano ampliare i test effettuati finora.
Il codice realizzato durante il lavoro e` stato scritto principalmente in linguaggio
Matlab, data la sua facilita` di utilizzo per l’elaborazione di grandi quantita` di dati e
la presenza di pacchetti per l’estrazione delle DMP e costruzione di alcune tipologie
di classificatori. Per i modelli GMM sono stati utilizzati pacchetti di codice C++
in quanto la loro creazione richede un tempo di calcolo elevato, ed il linguaggio
C++ risulta essere molto piu` veloce rispetto a quello Matlab.
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Abstract
The development and analysis of robust prosthetic robots via biometric signals has
become a highly studied subject. One of the techniques of analysis is creations
of motion classifiers through which one can know out what movement a person
would want to perform, to do the robotic prosthesis then.
A classifier needs sample movements whose type is known for its construction.
This examples will be taken from the NinaPro dataset, available from the internet,
which has a large but limited number of types of movements to be used as sam-
ples These are applied to the Dynamic Motion Primitives (DMP) technique for
extracting features used to characterize movements and allow them to be classified.
Various types of classifiers will be tested, such as Classification tree, GMM and
ECOC model with different configurations in order to find the best one to use with
features extracted from DMP.
During the development of these classifiers several problems have been encoun-
tered hich caused low levels of precision for classifiers. Through a preprocessing
work on the movements provided by the dataset, these issues have been resolved,
to achieve high precision levels in recognizing motion of subjects other than those
in the dataset
Features to represent movements are derived from signals from a Cyberglove2
glove to which DMPs are applied, used to classify movements. Our aim will be to
understand the issues that can arise in analyzing such a large dataset (17 move-
ments involving 22 joints) and rich in different subjects (40 people) through the
use of DMP. In fact, DMPs have proved effective in several cases in literature in
modeling the movement of robots, in particular manipulators. Only a few tests
have been carried out on such complex and articulated systems and we are con-
vinced that this study can be used as an important starting point for future jobs.
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The code written during the work was mainly in Matlab language because its
ease of use for processing large amounts of data and presence of packages for the
extraction of DMPs and the construction of some types of classifiers. C++ code
packs have been used for GMM models since their creation has a high computation
time and the C ++ language is much faster than Matlab.
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Acronimi
DMP Dynamic Motion Primitive
ECOC Error-Correcting Output Codes
EM Expectation Maximization
EMG Electromyography
GMM Gaussian Mixture Model
k-NN k-Nearest Neighbors
LWPR locally weighted projection regression
LWR locally weighted regression
NinaPro Non-Invasive Adaptive Hand Prosthetics
PCA Principal Component Analysis
sEMG Surface Electromyography
SVM Support Vector Machine
xcorr Cross Correlation
xcov Cross Covariance
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Capitolo 1
Introduzione
Lo scopo di questa tesi e` quello di realizzare un classificatore per un insieme di
movimenti della mano al fine di riuscire a capire, per un movimento sconosciuto,
a quale tipologia di movimento appartiene tra quelli classificati.
Per la costruzione di un qualunque classificatore si rende necessario avere un in-
sieme di movimenti di esempio, da utilizzare come riferimenti per la classificazione
successiva di movimenti sconosciuti.
Una possibile applicazione in campo robotico del classificatore che andremo a
costruire consiste nel caso in cui il movimento sconosciuto debba essere riprodotto
da una mano robotica. Tramite l’utilizzo del classificatore si potra` capire a quale
tipologia di movimento appartiene, per poi fornire alla mano robotica i comandi
necessari alla simulazione del movimento voluto. In alternativa si potra` fornire il
classificatore anche solo per capire la tipologia di un movimento sconosciuto for-
nito a terze parti, che potranno poi utilizzare tale informazione per i propri scopi
specifici.
Figura 1.1: Schema a blocchi per costruzione ed utilizzo di un classificatore
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I movimenti di esempio con cui costruire il classificatore saranno presi dal da-
taset del progetto NinaPro (Capitolo 5), nel quale i movimenti sono rappresentati
tramite una serie di segnali provenienti da un sistema Surface Electromyogra-
phy (sEMG) e da un guanto sensoriale CyberGlove2 indossati dalle persone che
compiono il movimento. I dati provenienti dal guanto, che andremo ad utilizzare
per la costruzione dei classificatori, rappresentano la variazione di angolo compiuta
da particolari punti della mano (chiamati giunti) durante il movimento, catturati
da speciali sensori, uno per ogni giunto, per un totale di 22 sensori.
Figura 1.2: Guanto Cyberglove2
I movimenti di esempio saranno dunque formati da una piu` segnali che variano
nel tempo. Per poterli classificare bisogna trovare una metodologia che consenta
di rappresentare questi segnali tramite dei valori (o features) per renderli confron-
tabili tra loro.
La scelta e` ricaduta sulle Dynamic Motion Primitive (DMP), utilizzate tipicamente
come strategia di controllo e pianificazione traiettorie di movimento. Combinando
assieme un numero limitato di funzioni base si possono ricostruire un insieme in-
finito di traiettorie, rappresentanto anch’esso tramite funzioni di spazio e tempo.
Il contributo che ciascuna funzione base deve dare nella ricostruzione viene rap-
presentato da un peso, calcolato dalle DMP. Oltre ai pesi, le DMP calcolano una
serie di altri parametri, utilizzati di norma per comandare semplici robot al fine di
fargli compiere la traiettoria desiderata, partendo da una di esempio tipicamente
fornita da movimenti compiuti da persone.
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Figura 1.3: Dimostrazine di movimento e replica eseguita da un robot
Utilizzando come traiettorie di esempio gli andamenti dei giunti, si potranno
utilizzare i pesi delle funzioni base come features. Ogni movimento sara` quindi
rappresentato da un insieme di piu` features per ognuno dei 22 giunti.
Potrebbe rendersi necessaria una fase di preprocessing, nella quale i segnali dei
giunti vengono elaborati al fine di renderli compatibili al software di calcolo delle
DMP o per migliorarne la qualita` ed ottenere delle features con cui sara` piu` facile
classificare i vari movimenti.
Figura 1.4: Schema a blocchi: evidenziate in rosso le parti che si vogliono
sviluppare durante la tesi
L’idea base all’utilizzo delle DMP per rappresentare i movimenti sta nel fatto
che se due movimenti sono uguali tra loro, i giunti della mano dovrebbero generare
segnali uguali o molto simili, considerando l’improbabile realizzazione di movimen-
ti perfettamente identici. Questa somiglianza si pensa debba ripercuotersi anche
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nei pesi calcolati per le funzioni base, dato che viene utilizzato sempre lo stesso set
di funzioni per ricostruire l’andamento dei giunti della mano. Per due movimenti
differenti, i pesi per le funzioni base dovrebbero essere differenti per un qualche
numero di giunti.
La motivazione principale per la quale useremo i segnali provenienti dal guanto
CyberGlove2 e` la scarsa presenza di lavori sull’analisi di movimenti della mano
avendo a disposizione una quantita` cos`ı elevata di informazioni legate al movi-
mento della mano. Il guanto ne produce una quantita` elevata, considerando che
e` ricoperto da un totale di 22 sensori, e questa mole di dati potrebbe richiedere
tempi di analisi elevati.
Inoltre, studi sull’utilizzo di questa tipologia di dati assieme alle DMP risulta ad-
dirittura quasi inesistente, soprattutto considerando l’elevato numero di soggetti
diversi che eseguono le dimostrazioni di movimento in questo contesto.
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Capitolo 2
Stato dell’arte
Lo scopo principale per cui vengono utilizzate le DMP e` quello di pianificare una
traiettoria di movimento, da far successivamente percorrere ad un robot. Per far
cio` ogni giunto di un robot deve essere correttamente comandato in ogni istante
del movimento. Le DMP rirescono a calcolare le informazioni necessarie affiche` cio`
avvenga, in particolare fornendo, per ogni istante, posizione, velocita` ed accelera-
zione che ogni giunto deve assumere. Questi parametri vengono calcolati tramite
apprendimento, cioe` bisogna fornire al sistema di calcolo delle DMP uno o piu`
esempi del movimento da far eseguire al robot.
I giunti dei robot vengono mossi grazie a dei motori, e` necessario porre dei
vincoli per riuscire a completare o rendere possibile il movimento. Ad esempio, e`
necessario che velocita` ed accelerazione iniziali siano pari a zero per non danneg-
giare i motori dei giunti. Per questo, alla formulazione iniziale proposta nel 2002
da A. J. Ijspeert et al. sono state create nel tempo delle varianti, sia sulla tipologia
di sistema dinamico da utilizzare, che sul tipo di forcing term da aggiungere.
2.1 Utilizzo tipico delle DMP
Molto spesso le DMP vengono utilizzate per la pianificazione di traiettorie per ro-
bot manipolatori di pochi giunti o per camminate robotiche, che devono muoversi
dentro uno spazio a 3 dimensioni. Le traiettorie da eseguire sono tipicamente di
imitazione umana: in precedenza una persona, a cui vengono applicati dei sensori
per registrare il movimento sull’arto che lo eseguira`, compie il movimento per in-
tero e successivamente i dati registrati vengono forniti al sistema di calcolo delle
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DMP, come nel lavoro di R. Mao et al.[1] in cui ad un robot manipolatore Baxter
vengono mostrate le posizioni da assumere con gli arti robotici al fine di sollevare
una pallina.
Altri esempi simili risultano essere quelli di S. Schaal[2], in cui si cerca di far ripro-
durre ad un robot movimenti semplici, come uno swing di tennis, o come nel lavoro
di J. Koberet et al.[3] in cui, utilizzando l’apprendimento tramite DMP, si vuole
comandare un braccio robotico al fine di farlo palleggiare con una racchetta ed una
pallina da ping pong. O. C. Jenkins et al.[4] includono un simulatore piuttosto che
un apparato robotico. In questo lavoro vengono valutati movimenti piu` ampi, che
comprendono l’utilizzo di entrambe le braccia e del busto, elaborati dalle DMP e
riprodotti da un programma di tipo skeletor traking, dove i movimenti di braccia
e busto sono simulati tramite pochi giunti principali (come ad esempio gomiti e
spalle). Rispetto a questi lavori citati il nostro si vuole differenziare soprattutto
per la tipologia di dati forniti dall’esempio umano e passati poi alle DMP, in cui il
movimento e` registrato tramite guanto CyberGlove2 formato da molti piu` giunti
rispetto quelli che possono essere presenti in un robot manipolatore.
Figura 2.1: Robot Baxter che esegue movimento elaborato con le DMP
Nel caso di imitazione umana tornano utili tutti i parametri calcolati tramite
DMP, ma esiste un’altra tipologia di utilizzo delle DMP: la classificazione di mo-
vimenti.
In questa casistica si sfruttano solamente i dati relativi al forcing term (i pesi del-
le funzioni base θ) utilizzati come features caratterizzanti del movimento stesso.
Su questi vengono applicate machine learning per generare un modello predittivo.
Con questo si potra` successivamente analizzare i dati di un movimento sconosciuto
per sapere a quale assomiglia di piu` fra quelli di esempio classificati, per poi farlo
replicare ad un robot, oppure studiare le performances della classificazione con le
features considerate.
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Ad esempio, nel lavoro di A. Sant’Anna et al.[5] si utilizzano i valori delle primitive
di movimento assieme a modelli probabilistici Gaussian Mixture Model (GMM)
per classificare diverse tipologie di andatura e trovare pattern comuni che le rap-
presentino, o come A. Fod et al.[6] in cui la classificazioni di movimenti di brac-
cia, rappresentati tramite primitive di movimento, vengono classificati utilizzando
Principal Component Analysis (PCA). Molte altre tecniche possono essere ado-
perate per la classificazione di movimenti, da quelle piu` semplici come k-nearest
neighbor, a quelle piu` complicate, ad esempio GMM gia` citati, Reti Neurali o
Support Vector Machine (SVM), come quelli utilizzati da M. H. Alomari et al.[7],
anche se con movimenti caratterizzati da features differenti rispetto alle DMP.
Rispetto a questi lavori, il nostro si vuole distinguere per la tipologia di classifica-
tori provati (Classification tree e modelli ECOC), che cerca di distaccarsi da quelli
maggiormente utilizzati nell’ambito della classificazione di movimenti.
Figura 2.2: Ricostruzione del movimento di un giunto del braccio in [6]: la li-
nea tratteggiata rappresenta il movimento ricostruito con le DMP in termini di
variazioni d’angolo
Per l’imitazione di movimenti umani vengono spesso utilizzate informazioni
prese da segnali di Electromyography (EMG), da elettrodi applicati alla persona
che compie il movimento. Grazie alla loro analisi si riescono ad ottenere le informa-
zioni di accelerazione e velocita` per i giunti di un braccio robotico. I segnali EMG
sono molto utilizzati in quanto facilmente recuperabili sia da dataset gia` presenti
in ambito scientifico, che ottenuti ex novo tramite utilizzo di sensori facilmente
reperibili in commercio.
Negli articoli di A. Gijsberts et al.[8], M. Pla-Mobarak et al. [9] e X. Zhai et al.[10]
vengono utilizzati segnali sEMG provenienti dallo stesso dataset che impiegheremo
in questa tesi, e classificati tramite PCA. In [8] e [9] l’insieme di movimenti utiliz-
zati risulta limitato, mentre in questo elaborato cercheremo di utilizzare tutta la
gamma di movimenti messa a disposizione.
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Figura 2.3: Movimenti classificati in [9]
Il lavoro svolto rientra nella casistica di classificazione e prende spunto, so-
prattutto per l’analisi dei movimenti presenti nel dataset NinaPro e l’utilizzo della
classificazione tramite GMM di altri lavori sviluppati all’interno dell’Universita` di
Padova, quali F. Stival et al.[11][12], R. Valentini et al.[13], S. Michieletto et al.[14]
e R. Bortoletto et al.[15].
Come anticipato, il dataset utilizzato comprende informazioni su movimenti
derivati sia da segnali EMG, che da segnali catturati da un guanto ricoperto di
sensori CyberGlove2. Esistono pochi studi riguardanti l’utilizzo di questa tipologia
di dati rispetto a quelli fatti utilizzando segnali EMG, per questo ci siamo focaliz-
zati sulla creazione di un metodo efficace per la classificazione di movimenti della
mano avendo un elevato numero di gradi di liberta` dovuto al numero di sensori
posti sul guanto Cyberglove2. L’utilizzo delle DMP per generalizzare movimenti
eseguiti da piu` soggetti si e` dimostrata molto efficace negli articoli citati. Per
questo motivo e` stata scelta, dato che nel dataset i movimenti da classificare sono
stati compiuti da tipologie differenti di soggetti, quali maschi, femmine, mancini e
destrorsi.
A differenza dei precedenti lavori, sono stati provati piu` metodi di classificazione
con configurazioni diverse, al fine di trovarne uno con accuratezza soddisfacente,
risolvendo le problematiche di volta in volta riscontrate a causa dell’elevato numero
di features utilizzate per rappresentare i movimenti.
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Capitolo 3
Dynamic Motion Primitives
3.1 Sistema dinamico
Un sistema dinamico e` formato da uno stato, rappresentato come vettore di nume-
ri, e da una regola che descriva come lo stato varia nel tempo. Un semplice esempio
esplicativo potrebbe essere formato dallo stato x e dalla regola x˙ = dx
dt
= −αx.
Quest’ultima serve anche per descrivere la relazione presente tra lo stato attuale
x(t) e quello successivo nel breve periodo x(t+ dt).
Se siamo a conoscenza del valore dello stato iniziale x0 = x(0) di un sistema
dinamico, possiamo calcolare l’evoluzione del sistema nel tempo tramite l’integra-
zione numerica della regola x˙ nel tempo infinitesimale dt. Questa procedura viene
anche chiamata integrazione del sistema.
L’evoluzione di un sistema dinamico puo` essere determinata anche in maniera ana-
litica, risolvendo l’equazione differenziale x˙ = −αx, che come soluzione propone
S(t) = x0e
−αt
Se, entro un certo limite temporale, lo stato del sistema dinamico converge
verso un determinato valore, questo viene definito “stato attrattore”, e rappre-
sentato nella regola dalla variabile xg come x˙ = −α(x − xg). Inoltre, un sistema
dinamico possiede la proprieta` di robustezza, in quanto anche se viene perturbato,
convergera` comunque verso lo stato attrattore.
La velocita` di cambiamento dello stato di un sistema puo` essere aumentata o
diminuita tramite l’utilizzo di una costante temporale inserita nell’equazione dif-
ferenziale della regola: x˙ = −α(x− xg)/τ , con τ costante temporale.
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Lo stato x non necessariamente e` rappresentato da un unico valore, ma po-
trebbe essere un punto di un sistema n-dimensionale. In questo caso gli stati
sarebbero rappresentati tramite un vettore di valori, e il sistema dinamico con-
tinuerebbe comunque ad esistere, cambiando solamente la rappresentazione degli
stati: X˙ = −α(X−Xg)/τ
3.1.1 Sistema dinamico di secondo ordine
L’ordine di un sistema dinamico equivale al grado piu` elevato fra tutte le derivate
presenti nell’equazione differenziale. L’equazione x˙ = −α(x − xg)/τ , ad esempio,
appartiene ad un sistema di grado 1.
Un sistema spring-damper [16] , invece, rappresenta un sistema dinamico di grado
2, ed e` caratterizzato dalle regole
mx¨ = −kx− cx˙ (3.1)
con k costante di spring, c coefficiente di damp e m massa. Se c = 2
√
mk il sistema
spring-damper converge verso il suo stato attrattore il piu` velocemente possibile
senza overshooting, e viene definito critical damping.
3.2 Primitive di movimento
Ogni movimentazione di un robot richiede una forte coordinazione nei movimenti:
cio` e` fattibile tramite una accurata pianificazione, in quanto ogni grado di liberta`
posseduto dal robot deve essere supportato da un apposito comando durante tutto
il movimento. Dato il loro numero, esistono infinite possibilita` di configurazione
dei gradi di liberta`, al fine di far compiere al robot il movimento voluto. Questa
grande liberta` e` uno svantaggio dal punto di vista della ricerca della migliore pia-
nificazione, sopratutto se gli stati in cui un robot puo` trovarsi appartengono ad
uno spazio di molteplici dimensioni.
Una metodologia di pianificazione della traiettoria che il robot deve eseguire
per compiere il movimento e` utilizzare le primitive di movimento. Per primitiva
di movimento intendiamo un sistema con cui generare movimenti ritmici o discreti
per ognuno dei gradi di liberta` del robot. La maggior parte dei parametri neces-
sari alla definizione di questi sistemi dinamici avviene attraverso apprendimento,
fornendo al sistema una traiettoria di esempio simile a quella da far eseguire al
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robot[3].
L’idea alla base delle Dynamic Motion Primitives (DMP)[17] e` quella di rap-
presentare le primitive di movimento tramite una combinazione di sistemi dinamici
(paragrafo 3.1), in cui lo stato rappresenta la traiettoria, compresa velocita` e acce-
lerazione, che i giunti del robot devono seguire per compiere il movimento voluto.
Lo stato attrattore sara` formato dalla posizione finale che il robot deve assumere.
Le DMP sono state esposte per la prima volta all’International Conference on
Robotics and Automation (ICRA)[18] del 2002. Le formule utilizzate in questo
elaborato seguono la struttura di quelle descritte in [19].
Il vantaggio principale portato dalle DMP e` che grazie alle proprieta` di un
sistema dinamico lineare, aggiungendo alle regole un termine non lineare (forcing
term), si riesce a rappresentare qualsiasi movimento si desideri. Oltretutto, il
forcing term e` facilmente determinabile tramite il metodo di apprendimento rin-
forzato dalla traiettoria di esempio fornita al sistema.
Un sistema molto utilizzato per il calcolo delle DMP e` il critical spring-damping
(equazione 3.1), definito nel seguente modo:
τ y¨ = α(β(yg − y)− y˙) (3.2)
dove con y indichiamo lo stato del sistema, α = c, β = k
c
e m = τ . Con yg
indichiamo invece lo stato finale del sistema (goal). Dato che utilizziamo un sistema
critical spring-damping, in cui c = 2
√
mk, nella nuova equazione cio` si traduce con
α = 2
√
αβ, da cui si ricava che β = α
4
.
Il sistema, ora di grado 2, si puo` riscrivere con un’altra formulazione per portarlo
al grado 1 e facilitarne la risoluzione:[
z˙
y˙
]
=
[
(α(β(yg − y)− z))/τ
z/τ
]
(3.3)
ponendo
[
0
y0
]
come stato iniziale e
[
0
yg
]
come goal.
3.2.1 Forcing term
Il sistema definito dall’equazione (3.3) possiede ancora le proprieta` dei sistemi dina-
mici, quali convergenza verso lo stato attrattore e la robustezza alle perturbazioni,
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tuttavia puo` essere usato soltanto per rappresentare movimenti molto semplici, in
quanto e` ancora sprovvisto del forcing term. Per rendere possibile la modellazione
di movimenti piu` complessi, occorre aggiungerlo al sistema, che diventa:[
z˙
y˙
]
=
[
(α(β(yg − y)− z) + f(t))/τ
z/τ
]
(3.4)
avendo
[
0
y0
]
come stato iniziale e
[
?
yg
]
come goal.
Come si puo` vedere, il forcing term f(t) dipende solamente dal tempo, ed e` tipi-
camente costituito da una funzione di approssimazione, come la locally weighted
regression (LWR) o locally weighted projection regression (LWPR)[20][21], utiliz-
zata in questo elaborato.
Entrambe le tecniche citate servono ad approssimare funzioni non lineari tra-
mite l’utilizzo di una serie di modelli di regressione. Nel nostro caso, la funzione
f(t) da calcolare sara` quella che, combinata alla prima parte del sistema dinamico,
riuscira` a replicare la traiettoria di esempio fornita, e costruita tramite l’utilizzo
di nb funzioni gaussiane la cui influenza sara` pesata tramite un valore θk, con
k = 1, ..., nb.
Considerando che con un sistema dinamico critical spring-damping si riusci-
rebbero a riprodurre soltanto movimenti semplici, la maggior influenza nella pia-
nificazione di una traiettoria e` data dall’andamento del forcing term. Questo viene
definito dai pesi dati agli nb modelli di regressione utilizzati. Per due traiettorie
simili si avranno dei valori θk rispettivamente simili tra loro, e cio` ci ha indotto ad
utilizzare i θ stessi come features rappresentative di una traiettoria.
Avendo aggiunto il forcing term al sistema critical spring-damping non siamo
sicuri che questo continui a convergere verso lo stato attrattore yg: per questo
motivo e` stato posto ? nella formulazione del goal nell’equazione 3.4.
Per avere garanzie sulla convergenza del sistema bisogna che il forcing term decre-
sca fino ad arrivare a 0 alla fine del movimento. Al fine di rispettare questa regola,
viene aggiunta al sistema una funzione di gating, che vale 1 ad inizio movimento e
0 alla fine. Il gating viene determinato tramite un sistema dinamico, solitamente
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esponenziale:  z˙y˙
x˙
 =
 (αy(βy(yg − y)− z) + xf(t))/τz/τ
−αxx/τ
 (3.5)
ponendo
 0y0
1
 come stato iniziale e
 0yg
0
 come goal.
Con calcolo delle DMP intenderemo, da qui in avanti, la risoluzione del sistema
dinamico ottenuto per rappresentare una traiettoria di esempio fornita. In par-
ticolar modo ci riferiremo al calcolo dei valori θ ottenuti per il forcing term, in
quanto, come abbiamo gia` detto in precedenza, viene individuato come termine
piu` utile al confronto di traiettorie.
Il primo programma Matlab trovato per calcolare le DMP testato e` stato quel-
lo degli ideatori di questa tecnica, A. J. Ijspeert et al.[18], disponibile opensource
direttamente dal sito della University of Southern California1.
Questo pacchetto non e` piu` supportato, in quanto e` stato migrato verso una nuova
versione scritta in C++.
Un secondo pacchetto di codice Matlab e` stato trovato nel sito per il code sha-
ring Github2. In questo caso, il codice realizzato per il calcolo delle DMP risulta
supportato fino al 2015 e comprende molte funzionalita` aggiuntive, tra cui una
forte parte di ottimizzazione per velocizzare i calcoli delle DMP[22].
Per il maggior supporto che ha ricevuto, e per le ottimizzazioni nel codice e nel
calcolo delle DMP e` stato scelto di lavorare con questo pacchetto per il calcolo
delle DMP dai dati provenienti dal dataset utilizzato e descritto al capitolo 5.
Questo secondo pacchetto mette a disposizione 3 diverse tipologie di sistema
dinamico per il calcolo delle DMP, identificati da 3 ordini differenti:
• il sistema indicato con ordine 1, detto anche sistema canonico, e` formato
dalla regola
τ y˙ = −αyy (3.6)
1http://www-clmc.usc.edu/Resources/Software
2https://github.com/stulp/dmp_bbo_matlab_deprecated/tree/master_deprecated
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con α = −log(0, 001). Questo risulta essere il piu` semplice fra i 3 sistemi
messi a disposizione;
• il sistema indicato da ordine 2 utilizza invece un sistema critical spring-
damper come quello dell’equazione 3.3, i cui parametri somo impostati come
segue: α = 15, β = α
4
, m = 1 e z = α
2
√
αβ
;
• il sistema indicato con ordine 3 utilizza invece un sistema sigmoidale[23], nel
quale l’equazione differenziale e`
y˙ = (1 + e[αv(τT−t)]
2
)−1αyeαv(τT−t) (3.7)
con αv =
log(100−1)
0.5T
e T pari ad 1
4
del tempo di durata della traiettoria di
esempio.
Ad ognuno di questi sistemi dinamici e` stato aggiunto un forcing term f(t) di tipo
LWPR, dunque utilizzano k funzioni gaussiane. I pesi di queste funzioni vengono
restituiti al termine del calcolo delle DMP tramite ognuno dei 3 sistemi elencati e
vengono indicati con θ.
3.3 Somiglianza tra segnali
3.3.1 Cross Covariance
La covarianza di due variabili X e Y indica la loro tendenza a variare nello stes-
so momento o periodo di tempo. Se cov(X,Y) e` positiva, significa che quando X
assume valori elevati, anche Y assume valori elevati o viceversa. Se invece la cova-
rianza risulta negativa, si propone una situazione inversa a quelle appena descritte,
ovvero per piccoli valori della X sono associati valori elevati per la Y o viceversa.
Nel corso della tesi e` stata usata una funziona strettamente collegata alla co-
varianza: la covarianza incrociata o Cross Covariance (xcov), la quale misura la
somiglianza tra la variabile X e la copia traslata nel tempo della variabile Y. En-
trambe le variabili sono rappresentate in funzione del tempo.
Nella teoria dei segnali la Cross Covariance viene utilizzata come misura per
calcolare la somiglianza tra due segnali, ed i risultati vengono impiegati soprattutto
per:
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• riconoscimento di particolari feature in un segnale ignoto;
• problemi di pattern recognition;
• analisi crittografica.
In Matlab, la Cross Covariance viene calcolata con la funzione xcov(X, Y), dove
X e Y sono due sequenze tempo-discrete.
Se X e Y hanno lunghezze diverse, la funzione provvede ad allungare la sequenza
piu` corta aggiungendo degli zero, affinche` i due input della funzione abbiano lun-
ghezza uguale.
xcov non esegue nessun controllo su eventuali errori, se non quello sul numero delle
varibili in ingresso, delegando questa incombenza alla funzione xcorr chiamata a
fine calcolo.
Se le variabili in input alla funzione xcov sono due processi aleatori stazionari
xn e yn, la Cross Covariance corrisponde alla Cross Correlation fra i due processi
dopo che viene sottratta loro la media:
φx,y(m) = E
{
(xn+m − µx)((yn − µy)∗)
}
(3.8)
dove µx e µy sono le medie dei due processi aleatori. L’asterisco denota l’ope-
razione di complesso coniugato ed E rappresenta l’operatore di valore atteso.
xcov puo` unicamente stimare la sequenza risultante dato che e` disponibile solo
parte di una sola delle possibli realizzazioni dell’intero processo aleatorio a lun-
ghezza infinita [33][34].
Di default, xcov calcola la Cross Covariance senza normalizzazione:
cxy(m) =

N−m−1∑
n=0
(
xn+m − 1
N
N−1∑
i=0
xi
)(
y∗n −
1
N
N−1∑
i=0
y∗i
)
se m ≥ 0
c∗yx(−m) se m < 0
(3.9)
Il vettore c di output ha elementi dati da:
c(m) = cxy(m−N), m = 1, ..., 2N − 1 (3.10)
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La funzione di Cross Covariance richiederebbe una normalizzazione per poter
eseguire una stima corretta. Tale normalizzazione e` controllabile utilizzando il
parametro opzionale scaleopt della funzione xcov .
3.3.2 Cross Correlation
La covarianza di due variabili X e Y dipende molto dalla scala dei valori coinvolti.
Per questo motivo spesso viene normalizzata tramite divisione per σx·σy, ottenen-
do cos`ı la misura di correlazione.
La correlazione ha i vantaggi di essere priva di unita` di misura e di variare fra [-1;
1]. Cio` la rende una misura facilmente gestibile e descrive la relazione lineare tra
due variabili.
Nel corso del lavoro svolto e` stata utilizzata una misura derivante dalla corre-
lazione: la Cross Correlation (xcorr).
Tale misura calcola la correlazione fra una variabile X e la copia della variabile Y
traslata in funzione del tempo. Spesso la Cross Correlation viene utilizzata assie-
me alla Cross Covariance e applicata nella stessa gamma di problematiche.
In Matlab la Cross Correlation viene calcolata dalla funzione xcorr(X, Y),
con X e Y sequenze tempo-discrete. Anche in questo caso, se le due sequenze
presentano lunghezze differenti, a quella piu` corta vengono aggiunti alla fine un
numero sufficiente di zeri per riportare le due lunghezze alla pari.
La Cross Correlation di due processi aleatori stazionari xn e yn viene calcolata da:
Rxy(m) = E
{
xn+my
∗
n
}
= E
{
xny
∗
n−m
}
(3.11)
con −∞ < n <∞.
La funzione xcorr di Matlab puo` soltanto stimare la Cross Correlation, perche` tra-
mite le variabili di ingresso viene fornita soltanto una parte finita di una possible
realizzazione del processo aleatorio infinito[35][36].
Di default, xcorr calcola la correlazione tra due variabili senza normalizzazione:
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Rˆxy(m) =

N−m−1∑
n=0
xn+my
∗
n se m ≥ 0
Rˆ∗xy(−m) se m < 0
(3.12)
Il vettore c di output ha elementi dati da:
c(m) = Rˆxy(m−N), m = 1, ..., 2N − 1 (3.13)
Generalmente, la correlazione richiede una normalizzazione per poter restituire
risutati accurati. Tale normalizzazione puo` essere controllata tramite l’utilizzo del
parametro scaleopt della funzione xcorr.
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Capitolo 4
Tecniche di Classificazione
4.1 Classification Tree
Un Classification tree (albero di classificazione) e` un modello predittivo nel quale,
dai dati di input, seguendo un percorso ad albero si riesce ad ottenere (predire)
una etichetta di classificazione (classe).
In ingresso, un Classification tree richiede un record del tipo
r = [x1, x2, ..., xn] (4.1)
nel quale sono valorizzate n variabili differenti. Seguendo il percorso selezionato
dall’albero, partendo dal nodo radice fino ad arrivare in un nodo foglia, si ottiene
la classificazione del record[37].
All’interno di ciascun nodo e` presente un test, che prende in considerazione
una delle n variabili dell’ingresso e controlla se il valore e` maggiore o minore ri-
spetto ad una determinata soglia, proseguendo di conseguenza per il ramo destro
o sinistro del nodo. Una volta giunti ad una foglia, essa conterra` l’etichetta con
cui classificare il record in input.
4.1.1 Costruzione
Un Classification tree si costruisce utilizzando un insieme di record, chiamati anche
esperimenti od osservazioni, del quale si conosce la classe di appartenenza. Questo
insieme viene suddiviso in due parti:
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Figura 4.1: Esempio di un semplice Classification tree
• il training set, sulla base del quale si crea la struttura dell’albero;
• il test set, che verra` utilizzato per testare l’accuratezza del modello predittivo
Una volta costruito l’intero albero grazie al training set, e` utile passarlo per un
criterio di potatura (pruning) al fine di limitarne la profondita` massima. Questo
perche` il crescere della profondita` di un albero (ovvero della sua dimensione) non
influisce positivamente la bonta` del modello.
Infatti, una crescita eccessiva della dimensione dell’albero potrebbe portare un au-
mento sproporzionato della complessita` computazionale portando limitati benefici
riguardo l’accuratezza delle previsioni.
In Matlab la funzione per creare un Classification tree viene chiamata fitc-
tree(TBL, LBL), il cui ingresso TBL e` una matrice m×n contenente gli m record
del training set disposti in riga, mentre LBL e` un vettore colonna lungo m conte-
nente la classificazione appartenente ad ognuno dei record.
Per costruire la struttura dell’albero viene utilizzato un algoritmo ciclico. Du-
rante ciascuna iterazione viene trovata la miglior variabile xi della quale testare il
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valore e creato un nodo con tale test. Questo nodo dividera` il training set in due
parti, a seconda del valore di soglia della variabile xi di ogni record e su queste
porzioni viene eseguito nuovamente l’algoritmo[38][39].
Per scegliere quale test eseguire su di un nodo t, fitctree segue questi passi:
• calcola impurita` it dell’insieme di record che il nodo t dovra` suddividere.
L’impurita` di un nodo viene calcolata grazie al Gini’s Diversity Index (gdi)
del nodo:
gdi(t) = 1−
∑
i
p2(i) (4.2)
dove la sommatoria viene fatta per ogni classe i presente nei record associati
al nodo, e p(i) e` la frazione dei record del nodo a cui e` associata la classe
i. Se ad un nodo sono associati record con una sola classe, tale nodo viene
definito puro e il suo gdi risulta pari a 0, altrimenti il gdi risulta maggiore
di 0;
• stima la probabilita` che un record appartenga all’insieme del nodo t tramite
P (T ) =
∑
j∈T
wj (4.3)
dove wj e` il peso associato al record j e T e` l’insieme di tutti i record associati
al nodo T . Senza informazioni specifiche per pesare i record wj = 1/m, con
m indicante il numero di osservazioni presenti nel training set ;
• ordina le variabili xi, prese da ogni record del nodo, in ordine crescente.
Ognuna delle variabili ordinate viene candidata come variabile sulla quale
potra` essere eseguito il test del nodo.
Se ad un record una o piu` variabili non fossere valorizzate, tale record
verrebbe inserito nell’unsplit set TU ;
• fitctree determina la miglior suddivisione dei record del nodo t utilizzando
tutte le possibili scelte tra le variabili xi ordinate. Questa scelta viene presa
confrontando gli impurity gain (∆I) generati da ogni variabile candidata,
che vengono calcolati come segue:
– viene spezzato in due parti il set di record di t secondo la soglia della
variabile xi considerata, una per ogni nodo figlio di t. La parte associata
al nodo sinistro viene chiamata TL, quella al nodo destro TR;
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– viene calcolato l’impurity gain di questa suddivisione. Chiamando tL
i record associati al nodo figlio sinistro e tR i record associati al nodo
figlio destro:
∗ se ogni record associato al nodo t ha valorizzata la variabile xi
∆I = P (T )it − P (TL)itL − P (TR)itR (4.4)
∗ se per qualche record del nodo t la variabile xi non e` valorizzata
∆IU = P (T − TU)it − P (TL)itL − P (TR)itR (4.5)
con T − TU indicante l’insieme dei soli record di t in cui xi e`
valorizzata
– viene scelta come variabile per il test sul nodo t (e rispettiva soglia)
quella che ha generato il maggior valore di impurity gain.
I passaggi vengono successivamente ripetuti per il nodo figlio sinistro e destro
di t.
L’algoritmo si ferma, non suddividendo piu` il set di record solamente quando il
nodo da trattare risulta puro. In alternativa, si puo` forzare l’algoritmo a fermarsi
quando il numero di record che verrebbe associato ad un nodo figlio e` minore del
parametro MinLeafSize specificato alla funzione fitctree. In questo caso, il nodo
t viene considerato foglia e la classe ad esso associata e` quella a cui appartiene il
maggior numero di record associati al nodo.
Quando si cerca il test da inserire in t, l’algoritmo seleziona il migliore tra tutti
gli m × n possibili. In alternativa, per velocizzare i tempi si puo` scegliere il test
utilizzando un algoritmo euristico per trovare un buon test, anche se non il migliore.
La fase di pruning di un Classification tree viene eseguita sfruttando la funzio-
ne prune(tree, l), in cui tree rappresenta un albero di classificazione e l il livello di
pruning a cui viene sottoposto.
Questa funzione rimuove dall’albero tutti i nodi presenti negli ultimi l livelli di
profondita` dell’albero: con l = 1 vengono rimossi i nodi all’ultimo livello, con
l = 2 vengono rimossi tutti i nodi presenti all’ultimo e penultimo livello, e cos`ı di
seguito.
Quando un nodo viene rimosso nella fase di pruning, i record associati ad esso
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vengono aggiunti al set del nodo genitore. Se un nodo interno t diventa foglia,
successivamente alla fase di pruning la classe associata a t diventa quella presente
in maggioranza sul set di record, dopo averci aggiunto anche quelli del nodo figlio
eliminato.
Figura 4.2: Esempio di pruning livello 2 per un Classification tree
4.1.2 Predizione
Un Classification tree viene usato per avere una classe da associare ad un record
r. Anche questo record deve essere della stessa tipologia di quelli utilizzati per la
costruzione dell’albero.
Ottenere la classe per un record risulta semplice:
• si parte dal nodo radice dell’albero eseguendone il test associato alla variabile
xi e, se xi ∈ r e` minore del valore di soglia si scende lungo il ramo sinistro
fino al nodo figlio sinistro, altrimenti si procede verso il nodo figlio destro;
• se il nodo figlio e` un nodo interno, proporra` un altro test per un’altra variabile
xj e si procedera` nello stesso modo descritto al punto precedente;
• se il nodo figlio e` un nodo foglia, conterra` la classe c da associare al record
r.
La classe c si dice predetta per r dal classificatore, che in questo caso e` un Classi-
fication tree.
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Di un Classification tree, o di un classificatore in generale, e` fondamentale
conoscere l’accuratezza (o precisione) delle previsioni. Questa quantita` indica il
livello di fiducia per una previsione del classificatore sulla classe per un record r.
La precisione di un classificatore viene calcolata utilizzando il test set Ts, nel quale
per ogni record rs si conosce la classe cs:
• viene creato un contatore counter inizializzato a zero;
• ∀r ∈ Ts viene predetta la classe c dal classificatore;
• se c = cs ⇒ counter = counter + 1.
La precisione viene calcolata da counter/|Ts|, ottenendo un valore nell’intervallo
[0; 1].
Matlab dispone della funzione predict(tree, X) per la previsione di classi, dove
tree rappresenta il Classification tree da utilizzare, mentre nella matrice X sono
presenti, posti per riga, gli m record per i quali vogliamo ottenere la classificazione.
Come output viene proposto un vettore colonna di m righe, ciascuna contenente
la classe predetta per il rispettivo record di X.
4.2 Gaussian Mixture Model
Il modello probabilistico GMM permette di ottenere la somma pesata di K com-
ponenti gaussiane che verranno utilizzate per predire quale movimento e` rappre-
sentato dai dati in ingresso, riuscendo cos`ı a classificarlo fra un insieme limitato
di possibili classi. Il dataset usato per allenare il modello GMM, chiamato anche
qui training set, sara` composto da N record di esempio:
ζj = {Θ(t), C(t)} ∈ RD j = 1, ..., N (4.6)
in cui Θ(t) = {θ1(t), θ2(t), ..., θG(t)} rappresenta l’andamento di G funzioni nel
tempo, e C un vettore colonna contenente la classe associata a Θ(t) per ogni istan-
te t. Da questo di puo` notare quindi che D = G+ 1.
Inoltre tutte le funzioni θ saranno a valori reali, cioe` θi(t) ∈ R, ∀i ∈ {1, ..., G}.
L’output del modello sara` una mistura di K variabili aleatorie gaussiane multiva-
riate, definite su D dimensioni.
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Il modello GMM e` costruito sfruttando all’algoritmo Expectation Maximiza-
tion (EM) [41], che permette di ottenere una distribuzione di probabilita` partendo
dal training set usata successivamente sul test set per calcolare la precisione della
distribuzione e delle sue previsioni. Gli M record presenti nel test set sono strut-
turati analogamenete a quelli del training set, a cui pero` e` stato rimosso il vettore
C con le classificazioni:
λj = {Θ(t)} ∈ RG j = 1, ...,M (4.7)
L’algoritmo EM stima iterativamente i parametri ottimali υi = (µi,Σi), i ∈
{1, ..., K} che caratterizzeranno le K variabili aleatorie gaussiane ottenute per il
modello GMM, dove µi e Σi rappresentano il vettore media e la matrice di cova-
rianza per la i-esima variabile aleatoria gaussiana multivariata in D dimensioni.
L’algoritmo e` diviso in due fasi racchiuse in un unico ciclo: la fase Expectation
e la fase Maximization. Il ciclo viene fermato solamente quando l’incremento della
probabilita` logaritmica (log-likelihood) L = ΣNj=1log(p(ζj|υ)), che diminuisce ad
ogni ciclo, supera la soglia rappresentata dalla disuguaglianza L(t+1)L(t) < .
Ognuna delle K componenti gaussiane e` definita dai parametri (pik, µk,Σk) definiti
come segue:
µk = {µp,kµc,k} Σk =
[
Σp,k Σpc,k
Σcp,k Σc,k
]
(4.8)
dove µp e Σp rappresentano la media e la matrice di covarianza dell’informazione
nota a priori e descritta dal training set. L’etichetta di classificazione e la rispettiva
covarianza viene stimata tramite le equazioni:
cˆ = E[c|t, ξ] =
K∑
k=1
βkcˆk (4.9)
Σˆs = Cov[c|t, ξ] =
K∑
k=1
β2kΣˆc,k (4.10)
dove:
• βk = pikN (t,ξc|µp,k,Σp,k)ΣKj=1N (t,ξc|µp,j ,Σp,j) e` il peso assegnato alla componente k della mistura
gaussiana;
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• cˆk = E[ck|t, ξ] = µc,k + Σcp,k(Σp,k)−1({t, ξ} − µp,k) e` l’aspettazione di ck
condizionata a {t, ξ};
• Σˆc,k = Cov[ck|t, ξ] = Σc,k + Σcp,k(Σp,k)−1Σpc,k e` la covarianza di ck sempre
condizionata a {t, ξ}.
L’algoritmo EM calcola cos`ı tutti gli elementi necessari alla creazione delle K
gaussiane che formeranno il modello, e come dati di ingresso richiede solamente il
training set e il numero K di componenti gaussiane che si vogliono calcolare.
Per la creazione di modelli GMM sono stati utilizzati 3 diversi programmi: il
primo e` stato sviluppato internamente all’Universita` di Padova durante lo svol-
gimento di una tesi di Laurea, e scritto interamente in linguaggio C++. Il suo
funzionamento richiede che il training set sia fornito tramite file di testo.
Il secondo programma, scritto anch’esso in codice C++, e` stato reperito dal sito di
code sharing GitHub1. Principalmente verra` utilizzato per la verifica dei risultati
ottenuti con il codice del primo pacchetto, per evitare che da un training set buono
non si riescano ad ottenere altrettanto buoni risultati per problemi dovuti ad errori
presenti nel codice. Sono state necessarie alcune modifiche al codice C++ per far
accettare come file di input gli stessi realizzati ed utilizzati nel primo programma.
Infine, per ulteriore conferma, verra` utiizzata anche la funzione fitgmdist di Ma-
tlab per la costruzione di modelli GMM. Anche se piu` lenta rispetto ai due codici
precedenti in C++, la versione Matlab riesce ad avere una maggiore precisione per
i valori dei risultati ottenuti, ed e` facilmente implementabile la lettura del training
set da file di input.
4.3 Error-Correcting Output Codes Model
Error-Correcting Output Codes (ECOC) e` un modello di classificazione costruito
appositamente per la risoluzione di problemi di classificazione multiclasse, in cui ci
siano k > 2 possibili classi tra cui scegliere. La risoluzione del problema multiclas-
se avviene tramite la combinazione di piu` classificatori binari, chiamati learners.
Un modello ECOC, per essere creato e poi utilizzato, necessita di alcune
informazioni:
1https://github.com/chaohe1024/GMM
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• un insieme di record del tipo r = [x1, x2, ..., xn, c], chiamato train set, in cui
ogni variabile xi e` valorizzata e dove c indica la classe associata al record r,
con i quali verranno allenati i learners ;
• la tipologia di classificatori binari da utilizzare come learners ;
• un coding design, per determinare quali classi ogni learner deve suddividere;
• un decoding scheme, per interpretare i risultati forniti dai learners e riuscire
a classificare un nuovo record.
Il coding design e` costituito da una matrice in cui gli elementi indicano come
sara` valutata una classe per ognuno dei learner. In questo modo, un problema di
classificaione con molteplici classi viene ridotto a piu` problemi di classificazione
binaria.
Ogni riga del coding design rappresenta una differente classe, mentre ogni colonna
indica un singolo learner. Gli elementi della matrice possono assumenre uno dei
seguenti 3 valori:
• 1, per indicare al learner che tutti i record di questa classe appartengono
alla classe positiva;
• -1, per indicare al learner che tutti i record di questa classe appartengono
alla classe negativa;
• 0, per far ignorare al learner tutti i record di questa classe.
Se il numero k di classi e` relativamente piccolo, vengono provate tutte le possibili
combinazioni di una o piu` classi raggruppate come positive. In caso di k molto
elevati, vengono create matrici per il coding design tramite algoritmi casuali[27]
All’interno del lavoro svolto, sono state provate due tipologie di coding design:
• one-versus-all, in cui per ogni classificatore binario una classe viene conside-
rata positiva, mentre tutte le altre vengono considerate negative. Con questa
strategia vengono creati k learners, in ognuno dei quali la classe positiva e`
sempre differente dagli altri, fino a coprirle tutte;
• one-versus-one, in cui per ogni classificatore binario una classe viene consi-
derata positiva, una negativa, e le restanti ignorate. In questo caso, vengono
creati k(k − 1)/2 learners, per considerare tutte le possibili coppie di classi.
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Il decoding scheme consiste in una funzone utilizzata per capire quale classe
assegnare ad un nuovo record, e quanto correttamente questa viene assegnata dai
vari classificatori binari.
Nel nostro caso e` stata utilizzata come decoding scheme il loss-weighted deco-
ding [28], in cui, grazie all’utilizzo della funzione di Binary loss di default imposta-
ta da Matlab per i modelli ECOC, viene calcolata la classe kˆ da assegnare ad un
nuovo record. Il suo funzionamento e` definito da:
kˆ = argmin
x
∑L
j=1 |mkj|g(mkj, sj)∑L
j=1 |mkj|
(4.11)
in cui mkj e` l’elemento della matrice di coding design M per la classe k ed il learner
j, sj e` il punteggio che il classificatore j assegna al nuovo record riguardante la sua
classificazione nella classe positiva, e g e` la funzione di binary loss, ed L indica il
numero di classificatori utilizzati.
Un esempio di modello ECOC potrebbe essere quello ottenuto per un proble-
ma con 3 classi, scegliendo come coding design una strategia one-versus-one, come
decoding scheme una strategia loss-weighted decoding con funzione di Binary loss
indicata da g, e come tipologia di classificatori binari le SVM.
La prima fase di creazione del modello consiste nell’allenare tutti i learners in base
allo schema imposto dal coding design, che possiamo vedere in tabella: In questo
Learner 1 Learner 2 Learner 3
Class 1 1 1 0
Class 2 -1 0 1
Class 3 0 -1 -1
Tabella 4.1: Esempio di coding design con strategia one-versus-one
caso, il learner 1 crea una SVM per classificare tutti i record delle classi 1 e 2,
utilizzando la classe 1 come positiva e la 2 come negativa ed ignorando tutti i
record relativi alla classe 3. Il learner 2, invece, utilizzera` i record della classe 1
come positivi, i record della classe 3 come negativi e quelli della classe 2 saranno
scartati, e cos`ı via per i restanti learner.
La seconda fase consiste nel’utilizzo del modello ECOC per la classificazione di
un nuovo record, calcolata tramite la funzione definita dal decoding scheme loss-
weighted con l’equazione 4.11. La classe kˆ sara` quella assegnata al nuovo record
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dal modello di classificazione ECOC.
In Matlab la costruzione di un modello ECOC viene eseguita tramite la funzio-
ne fitcecoc, la quale in ingresso necessita di avere la matrice X contenente i record
del train set, un vettore colonna Y nel quale sono indicate le classi associate ad
ogni record presente nella matrice X, la tipologia di learners da utilizzare, selezio-
nata da quelli descritti nella sezione successiva e la tipologia di coding design per
la classificazione binaria che tutti i learners eseguiranno. Il resto dei parametri
necessari al corretto funzionamento e` impostato di default da Matlab.
Una volta costruito il modello ECOC, e` possibile utilizzarlo per la classificazione
di nuovi record tramite la funzione predict, alla quale viene passata una matrice Z
contenente i nuovi record d classificare. In uscita viene fornito un vettore colonna
contenente la classe calcolata dal modello per ogni nuovo record presente nella
matrice Z.
4.3.1 Tipologie di Learners
Fra le tipologie di classificatori binari disponibili, per i modelli ECOC testati sono
stati utilizzati tutti quelli di seguito elencati:
• classificatore Lineare;
• k-Nearest Neighbors (k-NN);
• classificatore Naive Bayes ;
• Support Vector Machine (SVM);
• Analisi Discriminante.
Un classificatore Lineare cerca di suddividere i dati del train set tramite una
funzione del tipo f(X) = β′X + b, dove β e` un vettore colonna contenente n coef-
ficienti, X contiene i record del train set formati tutti da n variabili, e b indica un
termine scalare. La funzione f(X) viene calcolata utilizzando tecniche apposite
per ridurre il tmpo di calcolo dovuto all’elevato numero di dimensioni presente nei
record del train set, come ad esempio la stochastic gradient descent [29]
Un classificatore k-Nearest Neighbors (k-NN) e` un classificatore nel quale i
record del train set vengono convertiti in punti di uno spazio S a n dimensioni.
Come parametro di configurazione richiede un valore intero positivo k, che indica
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quanti punti del train set verranno coinvolti per la classificazione di nuovi record.
Non richiede invece una particolare fase di allenamento di un modello, in quanto e`
sufficiente il posizionamento dei record nello spazio S per poter procedere poi alla
classificazione di nuovi record. Per questo motivo k-NN appartiene alla tipologia
lazy learning di classificatori.
La classificazione di un nuovo record avviene tramite i seguenti passi:
• posizionamento del nuovo record nello spazio S;
• ricerca dei k punti del train set piu` vicini al nuovo punto, tramite il calcolo
della distanza euclidea da esso;
• confronto delle classi assegnate ai k punti vicini: il nuovo record sara` classi-
ficato con la classe presente in maggioranza nei punti vicini.
Figura 4.3: Esempio di classificazione di un nuovo punto con k=3 e n=2. In questo
caso, il nuovo punto viene classificato come blu
Il classificatore k-NN e` uno dei piu` semplici metodi di machine learning fra tutti
quelli ad ora esistenti.
Un classificatore Naive Bayes e` un algoritmo di classificazione che applica la
stima di densita` di probabilita` ai dati del train set che gli vengono forniti. L’al-
goritmo si basa sul teorema di Bayes e sul fatto che le previsioni per nuovi record
siano tra loro condizionalmente indipendenti, date le classi. Considerando che
questa condizione e` spesso violata nella realta`, un classificatore Naive Bayes per
40
prima prova a stimare la distribuzione di probabilita` a posteriori, molto piu` robu-
sta rispetto alla stima di densita` di probabilita` a valori scalari[30].
I classificatori Naive Bayes assegnano ad ogni nuovo record la classe piu` probabile
(quella che massimizza la probabilita` a posteriori). L’algoritmo di classificazione
funziona secondo queste fasi:
• stima della densita` di probabilita` per ognuna delle classi;
• modellazione della probabilta` a posteriori secondo il teorema di Bayes. Per
ogni classe k = 1, ..., K
Pˆ (Y = k|X1, ..., Xn) =
pi(Y = k)
∏n
j=1 P (Xj|Y = k)∑K
k=1 pi(Y = k)
∏n
j=1 P (Xj|Y = k)
(4.12)
dove Y e` la variabile casuale corrispondente all’indice della classe del nuovo
record, X1, ..., Xn sono le variabili del record, e pi(Y = k) e` la probabilita` a
priori che l’indice della classe del record sia k;
• stima della probabilita` a posteriori per ognuna delle classi, e classificazione
del nuovo record con la classe k che massimizza la probabilita` a posteriori.
Un classificatore SVM si puo` utilizzare solamente per problemi di classifica-
zione binaria. La classificazione dei record avviene tramite la ricerca del miglior
iperpiano che riesca a suddividere lo spazio di n dimensioni generato dai record del
train set, in modo da avere tutti i record di una classe in uno dei semispazi, e tutti
i record della seconda classe nell’altro. Il miglior iperpiano indica quello che riesce
ad avere i margini piu` grandi possibile, cioe` la piu` grande larghezza possibile per
una fascia di spazio attorno all’iperpiano trovato in modo tale che al suo interno
non vi siano punti rappresentativi di un record.
I support vectors sono i punti piu` vicini all’iperpiano di separazione, per entrambe
le classi. Nella figura seguente e` rappresentato un esempio di SVM in uno spazio
di n = 2 dimensioni, in cui le due classi sono rappresentate una da un +, e l’altra
da un -
Ogni record xj del train set viene convertito in un punto dello spazio di numeri
reali a n dimensioni, a cui viene associata una classe yj fra le 2 disponibili, indi-
cate con +1 o -1. L’iperpiano viene trovato sfruttando il posizionamento di questi
punti, in modo tale che l’iperpiano, definito dalla funzione f(x) = β′x + b, con
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Figura 4.4: Esempio di SVM
β ∈ Rn e b ∈ R, li riesca a separare tutti nei due semispazi distinti che genera[31].
Per avere il mioglior iperpiano separatore bisogna trovare i valori di β e b che
minimizzano la distanza ‖β‖, e che per ogni punto xj e relativa classe yj valga la
proprieta` yjf(xj) ≥ 1, in modo da avere ancora la separazione di tutti i punti del
train set. In questo caso, i support vectors saranno i punti per i quali yjf(xj) = 1.
Nel caso in cui i dati del tain set non si prestino bene alla separazione tramite
iperpiano, per le SVM viene utilizzata la tecnica del soft margin, che consiste nel
trovare l’iperpiano che suddivida la maggior parte di punti delle due classi, tolle-
rando di avere qualche punto nel semispazio sbagliato, o di averne all’interno della
fascia definita dai margini dell’iperpiano.
Esistono due formulazioni standard per l’implementazione dei soft margin, ed en-
trambe utilizzano l’aggiunta di variabili di slack ξj e di un parametro di penaliz-
zazione C.
La prima corrisponde al problema posto da:
min
β,b,ξ
(
1
2
β′b+ C
∑
j
ξj) (4.13)
i cui vincoli sono yjf(xj) ≥ 1− ξj e ξj ≥ 0, ∀j. In questa formulazione, le variabili
di slack vengono usate normalmente, mentre nella seconda formulazione standard
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si impiega il loro quadrato nella formula, che risulta essere:
min
β,b,ξ
(
1
2
β′b+ C
∑
j
ξ2j ) (4.14)
Cos`ı facendo, un incremento del valore di C influisce molto piu` pesantemente
nell’intervallo di slack, il che induce l’ottimizzazione a cercare un margine di sepa-
razione piu` stretto tra le due classi.
Non tutti i problemi di classificazione binaria si possono risolvere con la costru-
zione di un semplice iperpiano di separazione, ad esempio quando tutti punti di
una delle due classi possono essere facilemnte raggruppati in un cluster. Tuttavia
esistono delle varianti all’approccio matematico fornito con le SVM che, pur non
usando iperpiani, mantengono la loro caratteristica di semplicita`. A questo scopo
vengono utilizzate delle funzioni di kernel :
• esiste una classe di funzioniG(x1, x2) con la proprieta` che, in uno spazio linea-
re S esiste una funzione ϕ per mappare x in S in modo tale che G(x1, x2) =
<ϕ(x1), ϕ(x2)>. Il prodotto scalare delle due componenti calcolate con ϕ
viene posizionato nello spazio S;
• in questa classe di funzioni sono comprese:
– funzioni polinomiali, nella forma G(x1, x2) = (1 + x
′
1x2)
p co p intero
positivo;
– funzioni Gaussiane, nella forma G(x1, x2) = e
(−‖x1x2‖).
L’approccio con utilizzo delle funzioni di kernel si basa su quello per la costruzione
dell’iperpiano separatore, in quanto anche questo approccio non utilizza altro che
prodotti scalari. La differenza consiste nell’utilizzare la funzione di kernel scelta
al posto di quella che definisce l’iperpiano. Il classificatore ottenuto rappresenta
una ipersuperficie nello spazio S, il quale non e` detto che sia noto o ben definito.
L’analisi discriminante e` un metodo di classificazione basato sulla generazione
di k differenti distribuzioni Gaussiane. Per poter classificare un nuovo record, bi-
sogna prima calcolare i parametri delle distribuzioni gaussiane, una per ogni classe
presente nei record del train set, e successivamente il classificatore utilizza que-
ste distribuzioni per assegnare ad un nuovo record la classe che realizza il minor
costo di classificazione errata. L’analisi discriminante lineare utilizzata nel lavoro
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svolto, in quanto impostata di default da Matlab che andremo ad illustrare, viene
chiamata Fisher discriminant [32].
Il modello per la classificazione con analisi discriminante viene costruito assu-
mendo che i dati X del train set abbiano una Gaussian mixture distribution per
ogni classe. Viene quindi utilizzata la stessa matrice di covarianza per ognuna
di esse, soltanto il valore della media cambia. Con queste assunzioni, vengono
calcolati:
• il valore medio della distribuzione gaussiana per ogni classe k;
• la covarianza semplice, sottraendo il valore medio di ogni classe ai record
relativi alla stessa classe, e costruendo la matrice di covarianza dai risultati
delle sottrazioni.
Valori medi e matrice di covarianza vengono calcolati utilizzando i dati presenti
nel train set soltanto doppo che questi vengano pesati. Supponiamo che M sia la
matrice rappresentativa delle classi assegnare ai vari record:
• Mrk = 1 se il record r appartiene alla classe k ;
• Mrk = 0 altrimenti.
Il calcolo del valore medio per la classe k avviene tramite
µˆk =
∑n
r=1Mrkwrxr∑n
r=1 Mrkwr
(4.15)
dove wr rappresenta il peso assegnato al record r. La matrice di covarianza,
sapendo che i pesi assegnati ai record sommano ad 1, viene calcolata con:
Γˆ =
∑n
r=1
∑K
k=1Mrkwr(xr − µˆk)(xr − µˆk)T
1−∑Kk=1 W (2)kWk (4.16)
dove
• W (2)k =
∑n
r=1Mrkw
2
r e` la somma dei quadrati dei pesi associati ai record
della classe k;
• Wk =
∑n
r=1Mrkwr e` la somma dei pesi associati ai record della classe k.
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Una volta ottenuti i valori per le gaussiane richieste dal metodo, queste si
possono utilizzare per classificare un nuovo record. Per far cio` si cerca per il nuovo
record la classe che ne minimizza il costo di classificazione atteso, cioe`:
yˆ = argmin
y=1,...,K
K∑
k=1
Pˆ (k|x)C(y|k) (4.17)
dove yˆ indica la classe predetta, K indica il numero totale di classi disponibili,
Pˆ (k|x) e` la probabilita` a posteriori per la classe k assegnata al nuovo record x, e
C(y|k) e` il costo di classificare un record con la classe y quando la sua vera classe
sarebbe k.
La probabilita` a posteriori che un record x appartenga alla classe k e` il prodotto
tra la probabilita` a priori e la multivariata densita` normalizzata per la classe k,
calcolata utilizzando i valori di media µk e covarianza Γk tramite la formula:
P (x|k) = 1
(2pi|Γk|)1/2 exp(−
1
2
(x− µk)TΓ−1k (x− µk)) (4.18)
con |Γk| determinante della matrice di covarianza Γk e Γ−1k sua matrice inversa.
Chiamando P (k) la probabilita` a priori della classe k, la probabilita` a posteriori
che il record x appartenga alla classe k viene calcolata con
Pˆ (k|x) = P (x|k)P (k)
P (x)
(4.19)
dove P (x) e` una costante di normalizzazione, ottenuta dalla somma per ogni k
ddel prodotto P (x|k)P (k).
Il costo C(i, j) per la classificazione di un record x nella classe i, quando la sua
vera classe e` j viene semplicemente ottenuto tramite le regole:
• C(i, j) = 0 se i = j;
• C(i, j) = 1 altrimenti.
In altri termini, il costo di classificazione e` pari a 0 per le classificazioni corrette,
mentre e` pari a 1 per quelle sbagliate.
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Capitolo 5
NinaPro DataSet
5.1 Descrizione
I dati relativi ai movimenti della mano utilizzati per costruire i classificatori provati
sono appartenenti al database del progetto Non-Invasive Adaptive Hand Prosthe-
tics (NinaPro)1[25].
Questo database contiene informazioni riguardanti segnali sEMG, cinematica e
dinamica della mano ottenuti tramite i sensori del guanto CyberGlove2, registrati
tutti contemporaneamente durante movimenti compiuti da piu` soggetti.
Lo scopo del progetto NinaPro e` quello di rendere disponibile gratuitamente
vari dataset contenenti segnali ed informazioni sopra citate, in quanto la comunita`
scientifica soffre la mancanza di dateset ricchi di soggetti e di movimenti su cui fare
esperimenti, per poi successivamente poterne confrontare i risultati piu` facilmente,
dato che l’insieme di dati di partenza risultera` uguale per tutti.
Inoltre, grazie alla condivisione del database a tutti i ricercatori che lo desideri-
no, spera di riuscire a sviluppare nuove tipologie di algoritmi applicabili a protesi
robotiche per aumentarne la destrezza e ridurre le tempistiche di allenamento per
poterle usare correttamente da parte di un soggetto con mani o arti amputati.
Attualmente il database NinaPro e` formato da 3 diversi dataset :
• il primo contiene dati provenienti dai movimenti eseguiti da 27 soggetti
normodotati;
1http://ninapro.hevs.ch/
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• il secondo contiene dati provenienti dai movimenti di 40 soggetti normodo-
tati;
• il terzo contiene dati provenienti dai movimenti di 11 soggetti con arti am-
putati a livello transradiale.
Altri 3 dataset sono al vaglio della comunita` scientifica internazionale per poter
essere validati ed inseriti all’interno del database NinaPro, a dimostrazione che il
progetto e` valido ed in continua crescita.
5.2 Dataset utilizzato
Il secondo dataset del database NinaPro, che utilizzaremo per la costruzione dei
classificatori, e` descritto approfinditamente in [24][26] e reperibile liberamente dal
sito del progetto NinaPro2.
Tale dataset e` stato generato da movimenti appartenenti a 3 esercizi differenti:
1. movimenti base delle dita e del polso;
2. prese e movimenti funzionali;
3. movimenti di forza.
Nei primi due esercizi, ogni soggetto deve ripetere i movimenti che gli vengono
mostrati su uno schermo, durante i quali vengono salvati i dati cinematici catturati
dal guanto CyberGlove2 indossato dal soggetto.
E` presente anche un accelerometro posto attorno al polso, per ottenere ulteriori
informazioni dal movimento eseguito.
Nel terzo esercizio, i soggetti devono premere uno o piu` dita, con forza crescen-
te, su di un dispositivo per il calcolo della forza utilizzata, chiamato Finger Force
Linear Sensor (Castellini 2012).
L’attivita` muscolare e` raccolta utilizzando 12 elettrodi wireless del tipo Delsys
Trigno Wireless EMG system. Gli elettrodi sono posizionati come segue:
• otto elettrodi sono equidistanti intorno all’avambraccio in corrispondenza
dell’articolazione della radio omerale;
2http://ninaweb.hevs.ch/data2
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• due elettrodi sono posizionati sui punti principali delle dita (flessore ed
estensore);
• due elettrodi sono posizionati sui punti principali del bicipite e del tricipite.
Le posizioni degli elettrodi descritte sono state scelte per combinare un metodo
di campionamento a valori densi e una strategia di posizionamento anatomico
preciso.
Figura 5.1: Muscoli coinvolti nei vari esercizi
Gli elettrodi sono stati fissati all’avambraccio con le loro bande adesive stan-
dard. Inoltre, una banda in lattice elastico anallergico e` stata posta intorno agli
elettrodi in modo da tenerli fissi durante l’esecuzione dei movimenti e l’acquisizio-
ne dati.
I dati cinematici del movimento eseguito sono catturati tramite guanto Cyber-
Glove2 3, questo dispositivo wireless viene utilizzato per il motion-capture, grazie
a 22 sensori ad alta precisione per misurazione di angoli dei giunti della mano
effettuate durante l’esecuzione di un movimento. La disposizione dei sensori e`
strutturata in questo modo:
• 3 sensori per misurare la flessione di ogni dito;
• 4 sensori per le misure di abduzione;
• 1 sensore per il movimento dell’arco palmare;
3http://www.cyberglovesystems.com/cyberglove-ii/
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• i restanti sono utilizzati per registrare la rotazione effettuata dal polso.
Il campionamento dati e` stato eseguito con una frequenza di 2 kHz.
Durante l’acquisizione, i soggetti sono stati invitati a ripetere piu` volte i mo-
vimenti con la mano destra.
Ogni ripetizione e` durata 5 secondi ed e` stata seguita da 3 secondi di riposo.
Il protocollo comprende 6 ripetizioni di 49 diversi movimenti (piu` la posizione di
riposo) eseguite da 40 soggetti normodotati.
I movimenti da eseguire sono stati selezionati dalla letteratura sulle mani robotiche.
Figura 5.2: Movimenti eseguiti nei 3 esercizi
Per ogni esercizio eseguito da ogni soggetto, il dataset presenta un file Matlab
che contiene:
• subject: numero del soggetto;
• exercise: numero dell’esercizio;
• acc (36 colonne): accelerometri a tre assi dei 12 elettrodi;
• emg (12 colonne): segnali EMG dei 12 elettrodi;
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• glove (22 colonne): segnali non calibrati provenienti dai 22 sensori del Cy-
berGlove2 ;
• inclin (2 colonne): segnali a due assi provenienti dall’accellerometro posizio-
nato sul polso;
• stimulus (1 colonna): movimento ripetuto dal soggetto;
• restimulus (1 colonna): movimento ripetuto dal soggetto. In questo caso,
l’etichetta e` definita a posteriori per avere una maggiore corispondenza tra i
dati raccolti e il movimento reale;
• repetition (1 colonna): ripetizione dello stimulus;
• rerepetition (1 colonna): ripetizione del restimulus;
• force (6 colonne): forza registrata durnte l’esecuzione del terzo esercizio;
• forcecal (2 x 6 valori): i valori di calibrazione dei sensori di forza (minimo e
massimo).
I 22 sensori del guanto CyberGlove2 forniscono dati grezzi, salvati nei file Ma-
tlab forniti dal database.
I dati utilizzati per la costruzione dei classifiactori saranno quelli provenienti dalla
matrice glove.
Figura 5.3: Sensori e loro posizioni nel guanto CyberGlove2
Durante lo svolgimento della tesi sono stati utilizzati i dati dei movimenti da
1 a 17 di Figura 5.2, relativi al primo esercizio del secondo dataset del progetto
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NinaPro.
Il codice per l’analisi e la creazione dei classificatori e` stato scritto in modo
tale che, impostando correttamente un set di parametri, si possa ripetere il lavoro
eseguito anche per gli altri esercizi del dataset in modo relativamente semplice.
5.3 Estrazione dati dal dataset
Il secondo dataset NinaPro risulta composto da 40 directory, una per ogni sogget-
to, etichettate s1, s2, ..., s40.
All’interno di ogni directory sono presenti 3 file Matlab, uno per ogni esercizio
svolto. Ciascun file contiene una matrice di risultati, una per ogni punto presente
nell’elenco al paragrafo 5.2
I dati utilizzati nella tesi sono quelli presenti nella matrice glove, contenente
le misurazioni dei sensori del guanto CyberGlove2 fatte durante le ripetizioni dei
vari movimenti appartenenti al primo esercizio.
Queste informazioni sono state estratte dal dataset e messe in una matrice a 22
colonne, una per ogni giunto del guanto, le cui righe sono formate dai valori cam-
pionati dal guanto durante l’esecuzione di un movimento. E` stata creata una di
queste matrici per i valori registrati durante ognuna delle 6 ripetizione di ognuno
dei 17 movimenti, per ognuno dei 40 soggetti.
Grazie a queste matrici, si puo` rappresentare la variazione di angolo catturata
da ogni sensore del CyberGlove2 durante il movimento eseguito da un soggetto
come un segnale che varia nel tempo, il cui andmento puo` essere rappresentato
graficamente come nelle immagini seguenti.
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Figura 5.4: Andamento del segnale relativo al giunto 1 per il tentativo 1 del
movimento 1 eseguito dal soggetto 1
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Figura 5.5: Andamento del segnale relativo al giunto 9 per il tentativo 1 del
movimento 1 eseguito dal soggetto 1
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Figura 5.6: Andamento del segnale relativo al giunto 19 per il tentativo 1 del
movimento 1 eseguito dal soggetto 1
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Capitolo 6
Sviluppo
Per raggiungere lo scopo di costruire un classificatore di movimenti della mano
partendo dal dataset fornito dal progetto NinaPro bisogna innanzitutto analizzare
i dati forniti per cercare delle possibili tecniche di estrazione features che rappre-
sentino i movimenti stessi.
I dati con cui si e` lavorato sono quelli registrati dal guanto CyberGlove2 durante
i movimenti eseguiti dai soggetti. Durante ogni movimento, la mano parte dalla
posizione di riposo, esegue la traiettoria del movimento, e ritorna alla posizione
di riposo. Avendo una frequenza di 2KHz, il guanto registra 2000 campioni al
secondo, che possono essere rappresentati come un segnale in funzione del tempo.
Per ogni movimento eseguito si hanno cos`ı 22 segnali che lo rappresentano.
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Figura 6.1: Esempio di segali ottenuti per uno stesso movimento e stesso giunto
per due soggetti differenti
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6.1 Estrazione DMP
Le DMP possono essere calcolate conoscendo il moto di un punto, avendo cioe`
posizione iniziale e finale, traiettoria, velocita` e accelerazione. Queste informazioni
possono essere ricavate dai segnali forniti dal guanto in quanto:
• il punto iniziale e finale sono il primo e ultimo valore registrato dal guanto
durante il movimento;
• la traiettoria e` rappresentata dall’andamento del grafico stesso;
• la velocita` viene ricavata derivando il segnale;
• l’accelerazione e` ottenuta derivando a sua volta l’andamento della velocita`
ottenuta.
Il segnale di un giunto risulta essere un array di valori contenente i campioni
misurati dal sensore del guanto, e quindi un insieme di valori discreti finito
S = [c1, c2, ..., cn] (6.1)
Eseguendo una derivazione discreta su di esso si ottiene un altro array rappresen-
tante la velocita` del questo movimento. Cio` e` possibile in Matlab tramite l’utilizzo
della funzione diff(S).
Oltre alle informazioni sulla traiettoria del giunto appena calcolate, la funzione
per il calcolo delle DMP sfruttata, chiamata dmptrain, vuole in ingresso altri 2
parametri: il numero di funzioni base nb che verranno utilizzate per ricostruire la
traiettoria fornita e il grado del sistema da risolvere per calcolare le DMP. Come
output viene fornito un array di dimensioni nb chiamato Θ
Θ = [θ1, θ2, ..., θnb ] (6.2)
contenente i pesi che avranno le funzioni base nella ricostruzione. I θ ottenuti
verranno considerati successivamente come features caratterizzanti del segnale per
la costruzione di un Classification tree (paragrafo 4.1).
L’idea di fondo e` quella che, se due movimenti sono uguali, la traiettoria compiuta
dai giunti della mano durante i movimenti dovra` essere molto simile, e quindi le
DMP dovrebbero generare dei valori di Θ simili per ogni coppia di giunti.
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Il calcolo delle DMP per ogni segnale dei giunti e` stato eseguito per un numero
di funzioni base nb pari a 8, 16 e 32. Piu` alto e` il numero di funzioni, maggiore e`
la possibilita` di ricostruire molto precisamente segnali con andamento articolato.
Di contro, anche se due segnali sono somiglianti, ci saranno delle discrepanze nei
θ calcolati, dovute alle differenze tra i due segnali.
Inizialmente si e` cercato di ricavare le DMP per il movimento 1 eseguito dal
soggetto 1, per testare il programma scelto, capirne il funzionamento, e successi-
vamente utilizzarlo con tutti i movimenti di piu` soggetti.
E` stato riscontrato che, per alcuni giunti, l’andamento del loro movimento pre-
sentava punti in cui era problematico il calcolo della derivata, o in cui la traiettoria
compiuta era troppo “spigolosa” per permettere alle DMP di risolvere il sistema e
calcolarne i θ delle funzioni base.
Per togliere queste imperfezioni da un segnale, Matlab mette a disposizione la fun-
zione smooth(X), con X array contenente i valori del segnale nel tempo.
E` possibile anche specificare la tipologia di smooth da applicare, scelta fra quelle
messe a disposizione dalla funzione. I migliori risultati si sono ottenuti con il me-
todo Savitzky-Golay[40]. Questa tipologia di smoothing e` basata su media mobile
generalizzata del segnale, filtrata da coefficienti determinati da una regressione
lineare quadrata minima e non ponderata, su di un modello polinomiale di grado
conosciuto.
Seppur impercettibili ad occhio nudo, le migliorie portate dallo smoothing sono
risultate essenziali per il proseguimento del lavoro, permettendo di utilizzare il
codice di estrazione delle DMP correttamente.
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Figura 6.2: A destra: il segnale del giunto 1 per il movimento 1 eseguito dal
soggetto 1 nel primo tentativo. A sinistra: segnale del giunto dopo smoothing
Fornendo in ingresso alla funzione dmptrain il segnale di un giunto dopo lo
smoothing come traiettoria, con velocita` e accelerazione ottenute tramite derivata,
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ed i punti di inizio e fine sempre ricavati da segnale del giunto vengono calcolate
tutte le componenti delle DMP, visualizzabili anche tramite una serie di grafici
esplicativi. La parte che ci interessa e che utilizzeremo per il proseguo del lavoro
e` formata dai θ estratti, dal segnale ricostruito confrontato con quello originale e
dall’andamento e numero delle funzioni base utilizzate.
Figura 6.3: Calcolo delle DMP per il giunto 1 del movimento 1 per il soggetto 1.
Evidenziato in nero: andamento delle 16 funzioni base utilizzate
Evidenziato in rosso: i 16 θ calcolati dalle DMP
Evidenziato in blu: andamento del giunto tratto dal database NinaPro (verde) e
andamento del segnale ricostruito grazie alle funzioni base e ai loro θ (rosso)
Per l’estrazione delle DMP sono stati provati tutti e 3 i sistemi proposti dalla
funzione dmptrain illustrati al paragrafo 3.2.1. Teoricamente, il sistema piu` avan-
zato disponibile e` quello di ordine 3 (sigmoidale), ed e` quello che utilizzeremo in
tutti i calcoli delle DMP nel proseguo del lavoro. Praticamente, la traiettoria del
giunto ricostruita grazie ai θ ottenuti dal sistema di ordine 3 risulta di poco mi-
gliore a quelle ricostruite sfruttando i valori invece ottenuti dai sistemi di ordine 1
e 2.
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6.1.1 Somiglianza segnale ricostruito
Per verificare che i θ ottenuti dal calcolo delle DMP possano essere utilizzati come
features caratterizzanti del segnale stesso, si e` reso necessario confrontare l’anda-
mento tra il segnale originale preso dal dataset e quello ricostruito sfruttando le
funzioni base e i rispettivi θ. Come riferimento di partenza, e` stato preso il movi-
mento 1 eseguito dal soggetto 1 nei suoi 6 tentativi, con particolare attenzione ai
segnali provenienti dai giunti 1 e 2.
Il primo confronto e` stato eseguito visivamente, prendendo in analisi il grafico
fornito dalla stessa funzione dmptrain in cui i due andamenti venivano disegnati
sullo stesso grafico. Si puo` ben vedere che, all’aumentare del numero di θ impostati
per le DMP, il segnale ricostruito e` maggiormente somigliante a quello di ingresso.
Cio` nonostante, sia da 8, da 16 e da 32 θ si ottiene un segnale ricostruito che segue
notevolmente l’andamento di quello originale.
Figura 6.4: Segnale del giunto 1 per il movimento 1 eseguito dal soggetto 1 nel
primo trial e ricostruito con 8, 16 e 32 funzioni base
Dunque, i valori di θ estratti dalla funzione dmptrain ricostruiscono il segnale
originale in maniera molto precisa. Per avere un riscontro maggiore della bonta`
della ricostruzione, si e` passati a misurare tale bonta`, tramite l’utilizzo della Cross
Covariance (xcov) e Cross Correlation (xcorr), spiegate rispettivamente nei para-
grafi 3.3.1 e 3.3.2. Dato che entrambe le misure confrontano un segnale con la
trasposizione nel tempo del secondo, in uscita dalle funzioni xcov e xcorr si ottiene
l’andamento di una funzione in cui, per ogni istante, viene calcolata la rispettiva
misura di somiglianza tra le due sezioni di segnale confrontate. Per questo motivo
si avra`, per entrambe le misure, un andamento che presenta un solo valore come
massimo assoluto, corrispondente ai due segnali da confrontare perfettamente alli-
59
0 2000 4000 6000 8000 10000 12000 14000 16000 18000
t(ms)
10
20
30
40
50
60
70
gr
ad
i(°
)
Giunto 1 e sua ricostruzione
0 0.5 1 1.5 2 2.5 3 3.5
t(ms) 104
0
0.5
1
1.5
2
2.5
3
v x
co
rr
107
Cross Correlation
Figura 6.5: A sinistra: Confronto segnale del giunto 1 del movimento 1 (blu) con
sua ricostruzione a 16 θ (rosso).
A destra, andamento di xcorr con vxcorr = 2.4737e+07
neati. Grazie al valore di questo picco si puo` confrontare la bonta` della somiglianza
fra due segnali:
vxcov = max(xcov(Si, Ri)) vxcorr = max(xcorr(Si, Ri)) (6.3)
con Si andamento del segnale ottenuto dal giunto i ed Ri andamento ricostruito
grazie alle DMP del segnale del giunto i.
Sono stati ottenuti valori alti per entrambe le misure: cio` ci induce a pensare
che il segnale originale e quello ricostruito siano molto somiglianti, a conferma di
quanto accertato visivamente.
Tuttavia, tra le due misure di somiglianza e` risultata migliore xcorr , in quanto
per alcuni giunti, la misura xcov presentava valori maggiori per due andamenti
visivamente diversi, presi da due giunti differenti, piuttosto che per due andamenti
molto simili in quanto derivati dallo stesso giunto, ma per due trial differenti. Cio`
puo` essere dovuto al fatto che xcov considera in maniera piu` determinante l’am-
piezza del segnale rispetto a xcorr .
Per riuscire a creare un numero sufficientemente alto di record, a partire dalle
DMP estratte, da passare poi ai modelli di classificazione sono stati calcolati i θ
per i 22 giunti di tutti i 17 movimenti eseguiti nei 6 tentativi dai primi 10 soggetti,
utilizzando un numero nb di funzioni base pari a 8, 16 e 32. Una volta che si sara`
ottenuto un modello di classificazione soddisfacente, verranno aggiunte le informa-
zioni di tutti i soggetti del dataset per la creazione di un modello definitivo: per
capire pero` quali impostazioni dargli, serviranno varie prove, effettuate a partire
dal campione rappresentativo composto dai primi 10 soggetti.
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I θ estratti per i primi 10 soggetti sono stati ricavati sia dai segnali dei giunti
grezzi, sia dalla loro versione normalizzata, dove il supporto del segnale viene
rimappato tra zero e uno. Per fare cio` viene utilizzata la formula:
Sinormalized =
Si −min(Si)
max(Si)−min(Si) (6.4)
Verranno sfruttati i segnali normalizzati e non per allenare i classificatori, per
capire se sara` utile aggiungere la fase di normalizzazione permanentemente per
ottenere risultati migliori dai modelli creati.
La fase di normalizzazione potrebbe rivelarsi utile in quanto renderebbe i segnali
molto piu` limitati evidenziandone l’andamento, soprattutto fra due segnali simili.
Di contro, pero`, si avrebbe una perdita di informazioni riguardo l’ampiezza del
movimento eseguito dal giunto, fattore molto importante per l’estrazione delle
DMP.
6.2 Alberi con DMP
I valori di θ estratti per il movimento di un giunto vengono utilizzati, in questa fase,
come features rappresentative del segnale stesso. La riproduzione di un movimento
della mano e` formata dai dati raccolti dal guanto CyberGlove2 per tutti e 22 i giunti
presenti, quindi per ogni tentativo di movimento fatto da un soggetto costruiamo
un record che lo rappresenti formato in questo modo:
ri = [θG11 , ..., θG1nb , θG21 , ..., θG2nb , θG221 , ..., θG22nb , ci] (6.5)
in cui i valori [θG11 , ..., θG1nb ] sono quelli estratti dalle DMP dal segnale del
giunto 1, [θG21 , ..., θG2nb ] sono quelli estratti dalle DMP dal segnale del giunto 2,
ecc. e dove ci indica il movimento eseguito nel tentativo rappresentato dal record
ri.
I record creati in questo modo formeranno il training set per la costruzione di un
Classification tree (paragrafo 4.1).
Non sono stati utilizzati fin da subito i dati provenienti da tutti i soggetti e
loro movimenti: prima e` necessario capire se la classificazione di movimenti trami-
te alberi di classificazione e DMP sia una strada promettente da percorrere. Per
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questo motivo, i primi Classification tree sono stati costruiti soltanto con i dati
provenienti dal soggetto 1 per classificare 3 movimenti distinti tra di loro.
Una prima scrematura sui 3 movimenti da scegliere e` stata fatta visivamente,
cercando di capire quali parti della mano erano maggiormente coinvolte in ciascun
movimento. Si sono cercati movimenti con parti coinvolte differenti, anche per fa-
cilitarne poi la classificazione. Se gia` per 3 movimenti distinti il modello predittivo
non fosse abbastanza accurato sarebbe un segnale che gli alberi di classificazione
non sono il giusto modello da utilizzare con i θ usati come features.
Figura 6.6: I 3 movimenti di partenza selezionati
La scelta e` ricaduta sui movimenti 1, 4 e 12, in quanto:
• per il movimento 1 il dito maggiormente utilizzato e` il pollice;
• per il movimento 4 vengono usate tutte le altre 4 dita;
• il movimento 12 esegue una rotazione che coinvolge principalmente il polso
e nessun dito.
Sono stati analizzati tutti i giunti coinvolti in questi movimenti, per capire quali
fossero quelli rappresentativi per i 3 movimenti. In questo caso si avrebbe la confer-
ma della diversita` dei 3 movimenti anche strumentalmente e quindi una maggiore
facilita` di classificazione.
Un giunto viene definito rappresentativo per un movimento se e` molto coinvolto
nello stesso, e presenta andamenti del segnale simili per tutti i tentativi fatti da
ogni soggetto. Cio` si puo` capire disegnando gli andamenti del giunto e riuscendo a
distinguere un andamento comune. Se invece un giunto e` marginale al movimento,
disegnandone gli andamenti per i vari tentativi dei soggetti si ottiene un grafico in
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Figura 6.7: Grafici degli andamenti per un giunto rappresentativo ed uno no del
movimento 1
cui quasi tutta l’area viene coperta dai segnali dei giunti, in quanto non hanno un
andamento comune e non utilizzabile per distinguere il movimento da altri.
Per i 3 movimenti selezionati i giunti trovati piu` rappresentativi analizzando
tutti gli andamenti presi da ogni trial di ogni soggetto sono riassunti nella tabella:
Movimento Giunti migliori
M1 2 3 6 9 13 17
M4 1 2 5 8 11 17
M12 1 9 11 12 13 22
Tabella 6.1: Giunti rappresentativi per i movimenti 1, 4 e 12
Come si puo` vedere, per ogni movimento e` sempre presente almeno un giunto
non caratterizzante anche per gli altri due movimenti.
I training set per la costruzione degli alberi vengono ora creati prendendo 5
trial da ogni movimento e mettendo quello restante nel test set per la valutazione
della precisione. Da questi pochi dati vengono costruiti alberi molto semplici, in
quanto si riesce a trovare quasi subito una variabile che suddivida bene i pochi
record presenti. I risultati di precisione risultano comunque bassi: avendo pochi
record nel test set, basta che uno non sia classificato correttamente per abbassare
di molto la precisione dell’albero. In queste condizioni, utilizzando i θ estratti
da segnali normalizzati si sono ottenuti risultati identici a quelli avuti con i θ dei
segnali senza normalizzazione.
La causa principale dei scarsi risultati di precisione nella classificazione otte-
nuta dagli alberi creati e` la poca numerosita` di record presenti nel train e test set.
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Trial di test
nb 1 2 3 4 5 6
8 1/3 1/3 1/3 1/3 1/3 1/3
16 1/3 1/3 0/3 1/3 0/3 1/3
32 1/3 1/3 0/3 0/3 1/3 1/3
Tabella 6.2: Classificazioni corrette per i movimenti 1, 4 e 12
Questi sono stati aumentati utilizzando per il train set i θ ottenuti da 5 trial di un
soggetto e il rimanente per il test set, considerando tutti i 17 movimenti e i primi
10 soggetti.
L’aumento di record nel train e test set ha portato a miglioramenti negli alberi
creati: con nb = 8 l’albero migliore ha ottenuto il 41% di accuratezza, con nb = 16
il 58,8% di accuratezza, mentre con nb = 32 ci si e` fermati al 52%. Da questi nuovi
dati emerge il fatto che i risultati migliori sono ottenuti utilizzando un numero di
funzioni base pari a 16: infatti per ognuno dei 10 soggetti l’accuratezza degli alberi
creati con nb = 16 sono state quai sempre maggiori rispetto a quelle ottenute con
nb = 8 o 32 . Da qui in avanti, quindi, verranno utilizzati principalmente le DMP
calcolate con questo valore di nb.
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Figura 6.8: Andamenti precisione alberi con nb = 16 dei primi 10 soggetti
Sono stati costruiti gli stessi alberi utilizzando i θ ottenuti dai segnali dei giunti
normalizzati, per testare se portassero a risultati migliori. Cos`ı non e` stato: le
percentuali di precisione si sono rivelate sempre inferiori rispetto a quelle ottenute
da alberi creati con i θ non normalizzati. Questa ulteriore constatazione induce a
pensare che la fase di normalizzazione dei θ non sia necessaria, ma che sia meglio
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utilizzare i valori grezzi ottenuti direttamente in uscita dalla funzione dmptrain.
Gli alberi di classificazione migliori ottenuti in questa fase sono stati quelli generati
dai dati appartenenti al soggetto 2. In particolare, il migliore di tutti e` stato creato
utilizzando il terzo trial di ogni movimento come test set.
1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6
Trial di test
10
15
20
25
30
35
40
45
50
55
60
Pr
ec
is
io
ne
 %
Precisione alberi Soggetto 2 
theta8
theta16
theta32
Figura 6.9: Andamenti precisione alberi del soggetto 2: in rosso i valori per nb = 16
Il miglioramento di risultati ottenuto induce a pensare che la classificazione
tramite DMP e Classification tree sia buona. La prova successiva coinvolge un
maggior numero di record nei train e test set : dei primi 10 soggetti, i θ di 9 di loro
vengono utilizzati come train set, il dati del soggetto escluso viene utilizzato invece
come test set. Con questa configurazione, si hanno un buon numero di record per
entrambi i set di dati, in particolare abbiamo:
• 6 trial * 17 movimenti * 9 soggetti = 918 record per il train set ;
• 6 trial * 17 movimenti * 1 soggetto = 102 record per il test set ;
• ciascun record ha ovviamente 22 giunti * 16 θ = 352 variabili valorizzate.
Con un numero alto di variabili a disposizione nei record, gli alberi creati
risultano molto piu` complessi rispetto a tutti i precedenti, per cui sono stati pro-
vati diversi livelli di pruning per limitarne la dimensione ed evitare il problema
dell’overfitting.
Questi alberi, creati con nb = 16 e con i θ grezzi, non sono risultati buoni come
si sperava. Infatti la precisione migliore, che si e` ottenuta utilizzando il soggetto
10 come test set ed un livello di prune di 3, e` risultata pari soltanto al 32,3%. Per
capire se la bassa precisione fosse dovuta al tipo di dati scelti, sono stati creati
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x223 < 156.894   x15 < -1278.61   x 5 < -302.421   x255 < -374.411   x1 < -2.50558   x33  < 114.622   x199 < -875.108   x174 < -17.8973   x17 < -3.72421   x247 < -38.1389   x329 < -225.251   x 3 < -350.896   x95 < -384.392   x14 < 396.892   x6 < -979.197   x67 < -34.8185   x295 < -186.335   x232 < -251.219   x241 < -0.225835   x317 < 34.6713   x210 < -17.2105   x1 < -10.4531   x167 < 292.528   x157 < 755.079   
x213 < -83.3013   x334 < -95.1076   x102 < -365.045   x132 < -67.7005   x15  < -72.5226   x273 < -0.0961053   x212 < -54.3247   x107 < -0.793434   x116 < -133.015   x5 < -42.4138   x8  < -41.5672   x147 < -46.4812   x56 < -814.724   x128 < 300.332   x95 < 56.0402   x342 < -55.5032   x14  < -1.08187   x313 < 18.0483   x265 < 188.236   
x276 < -110.847   x6 < 769.293   x28 < -195.664   x312 < -213.209   x159 < -320.049   x237 < -185.122   x85 < -44.7079   x250 < 99.9183   x153 < 18.3862   x33 < 0.0 85293   x79 < 8. 7427   x171 < -160.507   x94 < 824.473   x 79 < 98.256   x309 < 251.832   x30 < -9.12417   x312 < - 39.145   
x1 < -44.8946   x226 < -18.9657   x144 < -27941.7   x106 < 117.309   x13 < -76.4366   x45 < 143.29   x12 < -232.798   x103 < -38.7969   x84 < -55.8717   x1  < 520.931   x199 < 320.206   x236 < -19.9551   x93 < 474.884   x1 < -19.1446   
x65 < -5.50963   x339 < -25.5861   x130 < -21.6363   x31 < 86.1701   x143 < 48.4406   x49 < 6.28287   x134 < 104.333   
x16 < 775.762   x36 < -37.5363   
x13 < 723.712   
  x153 >= 502.639
  x202 >= -61.1443   x151 >= -285.323
  x196 >= -71.0994   x139 >= -53.023  x36 >= -54.7393  x174 >= -178.105
  x207 >= -636.481   x206 >= -73.2077   x134 >= -64.4236   x203 >= 32.1743   x278 >= 506.967  x171 >= 14.6673
  x173 >= -395.972   x169 >= 3.190 7e+16   x26 >= 42. 93   x213 >= -412.152   x136 >= -196.21  x 03 >= -91.5106  x74 >= -61.6478   x150 >= 524.461  x157 >= 840333  x349 >= 99.9395  x216 >= -290.155
  x289 >= 0.0125 8  x200 >= -1290.88   x21 >= 7.67049  x226 >= -14.7148  x30 >= 12.4372  x33 >= 0.382 64   133 >= -117.817  x1 >= 3.3182 e+13  x68 >= 19 . 51  x 2  >= - 6.1148  x222 >= -6.19562   x196 >= -20.8862   x33 >= 0 16091  x5 >= -459.276  x72 >= 332.658  x39 >= 0.0174834
  x27 >= 318.913 x177 >= 0.57 111  x269 >= 9.7 406  x169 >= 16.9478  3 8 >= -19.9083  x100 >= -27.1264  x83 >= - 1.0358  25 >= -0.4 3 52  x2  >= -1 8.062  x50 >= -18.662 2 5 >= 91.7456  x30 >= -3.0099  x37 >= -1.6794e+15  x118 >= 35.2028  x68 >= -14 3367   x24 >= 25.5595   x207 >= 205.167  x6 >= -198.666  x248 >= 533.997 x11 >= 50.3273
  x2  >= 156.894 x15 >= - 278.61 x75 >= -302.421  x2 5 >= -374.41  x >= -2.50558  x335 >= 114.622 x19  >= 8 5.10  x17  >= -17.8973  x17 >= -3.72421  x247 >= -38.1389  x329 >= -225.251 x2  >= -3 0.8 6  x95 >= -384.392  x14 >= 396.892  x  >= -979.197   x67 >= -34.8185 x295 >= -186.335  x232 >= - 1.219  x241 >= -0.225835  x 17 >= 34.6713   x210 >= -17.2 05   x1 >= -10.4531  x167 >= 292.528 x157 >= 755.079
  x 13 >= -83.3013 x 34 >= -95.1076 x10  >= -365. 45  x132 >= -67.7005  x1 >= -72.5226  x2 3 >= -0.0961053 x212 >= -54.3247  x107 >= -0.793434  x116 >= -133.01   x5 >= -42.4 38  x8 >= -41.5672  x1 7 >= -46.4812  x56 >= -814.7 4 x128 >= 00.332 x95 >= 56.0402  x342 >= -55.50 2  x 4  >= -1.08 7 x313 >= 18.0483  x265 >= 188.236
  x276 >= -110.847  x6 >= 769.293   x28 >= -195.664  x312 >= -213.209   x159 >= -3 0.049  x237 >= -185.122   8  >= -44.7079  x250 >= 99.9 83  x 5  >= 18.3862  x33 >= 0.06 5293 x79 >= 8.97427 x171 >= -16 .507  x 4 >= 824.473  279 >= 98.256 x309 >= 251.832 x30 >= -9.12417  x312 >= -139.145
  x1 >= -44.8946   x226 >= -18.9657   x144 >= -27941.7   x106 >= 117. 09  x13 >= -76.4366  x45 >= 14 .29  x12 >= 232. 8  03 >= -38.7969 x 4 >= -55.8717 x15 >= 520.931 x199 >= 320.206  x236 >= -19.9551  x93 >= 474.884  x1 >= -19.1446
  x65 >= -5.50963   x339 >= -25.5861   x 30 >= -21 6363  x31 >= 86.1701  x143 >= 48.4406   x49 >= 6.28287  x134 >= 104.333
  x16 >= 775.762   x36 >= -37.5363
  x13 >= 723.712
Figura 6.10: Classification tree costruito dai dati di 9 soggetti
anche i Classification tree utilizzando i θ provenienti dai segnali normalizzati e
anche per gli altri valori di funzioni base 8 e 32. I risultati, riassunti in tabella,
sono comunque pari o inferiori: cio` avvalora il fatto che nb = 16 sia una buona
scelta fra quelle prese in considerazione e lo stesso dicasi per l’utilizzo di θ grezzi
rispetto a quelli normalizzati.
nb Soggetto di test Livello di prune Precisione
8 7 3 26,4 %
16 10 3 32,3 %
32 2 3 32,3 %
Tabella 6.3: Percentuali massima correttezza per alberi con θ grezzi
nb Soggetto di test Livello di prune Precisione
8 1 3 25,5 %
16 10 3 32,3 %
32 2 3 32,3 %
Tabella 6.4: Percentuali massima correttezza per alberi con θ normalizzati
Per confermare la tesi secondo cui i θ calcolati non siano sufficientemente buoni
per poter costruire un Classification tree soddisfacente s`ı e` provato a disegnare gli
andamenti dei θ stessi per i 3 movimenti inizialmente scelti. Se visivamente si
riesce a distinguere un andamento simile dei θ per ognuno dei 3 movimenti signi-
fica che i dati sono buoni e la bassa percentuale di classificazioni corrette deriva
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soltanto dal fatto che i dati nei due set non sono ancora sufficienti.
Disegnamo, ad esempio, l’andamento dei θ per il giunto 9 ottenuto dai 3 movi-
menti eseguiti dal soggetto 2: in rosso sono colorati i θ generati dal movimento 1,
in verde quelli del movimento 4, in blu quelli del movimento 12.
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Figura 6.11: Andamento θ per il giunto 9 con outlier e senza
Dal grafico a destra si puo` notare che un trial ha generato dei θ outlier, cioe` dei θ
il cui valore e` molto elevato o molto minore rispetto alla media ottenuta dagli altri
trial. Questi valori fuori media possono influire negativamente sulla classificazio-
ne, in quanto forniscono un esempio molto meno rappresentativo del movimento
rispetto agli altri 5, soprattutto se questi ultimi si assomigliano molto tra loro.
Nel grafico di sinistra gli outlier sono stati rimossi, per poter procedere con l’ana-
lisi del grafico e per riuscire a distinguere eventuali andamenti uguali per i θ dei
movimenti 1 e 12, per i quali il giunto 9 e` rappresentativo. Purtroppo soltanto
alcuni trial generano andamenti nei θ somiglianti tra loro, mentre alcuni presenta-
no, per trial diversi dello stesso movimento, valori discordanti. Questa situazione
e` piu` facilmente individuabile nel grafico del giunto 2, sul quale non si riesce a
distinguere i singoli movimenti soltanto dai valori dei θ.
Queste situazioni (presenza di outlier ed indistinguibilita`) sono presenti nei grafici
di ciascuno dei 22 giunti.
Un possibile miglioramento potrebbe essere ottenuto normalizzando i valori dei
θ stessi invece dei segnali dei giunti, in quanto ci interessa che i θ di movimenti
uguali abbiano lo stesso andamento per facilitarne la classificazione. Tuttavia,
anche in questo caso, i 3 movimenti non risultano distinguibili dagli andamenti
grafici, pertanto anche una eventuale normalizzazione dei θ non porterebbe benefici
agli alberi di classificazione.
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Figura 6.12: Andamento θ del giunto 2
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Figura 6.13: Andamento θ del giunto 2 dopo averli normalizzati
Date le basse percentuali di classificazioni corrette ottenute e l’analisi degli
andamenti dei θ che hanno evidenziato come gli stessi non erano abbastanza buoni
per la classificazione tramite alberi, si e` passati alla costruzione di modelli GMM
per capire se, tramite questa diversa tecnica, si potessero ottenere risultati di
classificazione migliori.
6.3 GMM con DMP
Per poter costruire un modello GMM e` necessario, come prima cosa, disporre i θ
provenienti dal calcolo delle DMP come richiesto dal modello, per poter essere uti-
lizzate come train set su cui allenare le GMM. Seguendo le informazioni presentate
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al paragrafo 4.2, viene costruita la matrice di training :
R6 =

g1 g2 · · · g22 m
S1M1 t1 t1 · · · t1 m1
...
...
...
. . .
...
...
S1M1 t5 t5 · · · t5 m1
S1M4 t1 t1 · · · t1 m2
...
...
...
. . .
...
...
S1M4 t5 t5 · · · t5 m2
S1M12 t1 t1 · · · t1 m3
...
...
...
. . .
...
...
S1M12 t5 t5 · · · t5 m3
S2M1 t1 t1 · · · t1 m1
...
...
...
. . .
...
...
S9M12 t5 t5 · · · t5 m3

(6.6)
con i dati provenienti dai θ estratti quando nb = 16.
Vengono create 6 matrici di training e altrettante di test, in quanto per ognuna
viene scelto uno dei 6 trial da utilizzare come test set, mentre tutti gli altri finiranno
nella matrice Re, con e indicante il numero di trial escluso dal train set.
Ogni elemento t della matrice e` formato da un vettore colonna contenente i 16 θ
estratti per il trial i dall’andamento del giunto gk, relativi a un movimento del
soggetto S di cui fanno riferimento. Si puo` dire che un elemento della matrice Re
contenga l’andamento del segnale formato dai valori di θ
tTi = [θ1, θ2, ..., θ16] ∈ R16, ∀k ∈ {1, ..., 22} (6.7)
con i ∈ 1, ..., 6 escluso il trial di test e.
La matrice di training e` formata quindi da un numero di colonne pari al numero
di giunti della mano, con l’aggiunta di una contenente l’etichetta associata al
movimento m da cui sono stati presi i valori θ. Gli elementi di questa colonna
sono formati da un vettore colonna con valori tutti uguali rappresentanti l’etichetta
associata al movimento eseguito nel trial di a cui fanno riferimento gli altri elementi
della riga i
mTi = [h, h, ..., h] ∈ R16 (6.8)
Per un corretto funzionamento del modello GMM come classificatore e` necessario
che le classi associate alle righe della matrice di training (nel nostro caso rappresen-
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tate dalle etichette dei movimenti) appartengano ad un intervallo di numeri interi
consecutivi. Dato che l’utilizzo delle GMM viene prima testato con i movimenti 1,
4 e 12, come fatto nel caso dei Classification tree per provare la bonta` della scelta
tecnica di classificazione, e` necessario che le etichette per i 3 movimenti siano ri-
mappati come detto in numeri interi e consecutivi. Per questo motivo, all’interno
della matrice di classificazione, le righe contenenti i trial relativi al movimento 1
avranno, nell’ultimo elemento, un vettore mi con h = 1, per le righe del movimen-
to 4 avremo un vettore di h = 2 mentre per le righe del movimento 12 avremo
associato un vettore di h = 3.
Le matrici di test presentano la stessa struttura descritta per le matrici di training.
Contengono pero` solamente i dati provenienti dai trial esclusi per i 3 movimenti.
Dopo aver ottenuto un modello GMM allenato con una delle matrici di training
e per cui e` stato impostato un numero di componenti gaussiane pari a 15, questo
viene utilizzato per classificare i record della rispettiva matrice di test Rt. In par-
ticolare, viene calcolata la probabilita`, per ogni riga della matrice Rt, che la sua
classe sia una fra le etichette dei movimenti rimappati, ovvero 1, 2 o 3. I risultati
ottenuti, pero`, danno ciascuna probabilita` pari a 0, utilizzando il primo pacchetto
di codice C++. Quindi, ad ogni record di test, viene attribuito il movimento 1.
Cio` e` sbagliato, in quanto in ogni matrice di test sono presenti lo stesso numero
di record per tutti e 3 i movimenti selezionati.
Gli stessi risultati, cioe` probabilita` pari a 0, sono stati ottenuti utilizzando il codi-
ce del secondo pacchetto C++ per la creazione di modelli GMM, anche provando
tutte le altre 5 matrici di training e test il risultato e` stato sempre lo stesso.
Nenache provando diversi valori (quali 3, 10, 17, 20 e 25) per le componenti gaus-
siane da calcolare nel modello si sono ottenuti risultati migliori.
Provando ad utilizzare le funzioni disponibili in Matlab, invece, sono stati otte-
nuti risultati leggermente diversi: le probabilita` che i record vengano associati ad
uno dei 3 movimenti disponibili non sono 0, ma comunque molto piccole, nell’or-
dine di 10−100. Nel codice C++, questi valori infinitesimali vengono arrotondati a
0, il che spiega i risultati ottenuti precedentemente.
Per scoprire il motivo di questi risultati prossimi allo 0, si e` pensato di ana-
lizzare i parametri che formano i modelli GMM creati, con particolare attenzione
alla matrice contenente le covarianze delle componenti gaussiane calcolate. Qui
notiamo che alcuni valori sono molto grandi, nell’ordine di 1016. Una varianza cos`ı
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elevata spiegherebbe perche` si continuano ad ottenere valori di probabilita` sempre
prossimi allo 0, per qualunque configurazione tentata finora per la costruzione di
modelli GMM.
6.3.1 Problematica degli outlier
La piu` probabile causa delle elevate varianze riscontrate e` la presenza nei dati di
training e test di outlier, come quelli mostrati in Figura 6.11. Infatti, i valori ele-
vati per le varianze presentano all’incirca lo stesso ordine (1016) dei valori di outlier
calcolati per alcuni giunti nei trial nella matrice di training del modello GMM.
Si rende necessario quindi capire cosa, nei dati di ingresso delle DMP, generi la
presenza degli outlier, dato che non tutti gli andamenti dei θ di un trial ne sono
soggetti.
Analizzando i segnali che venivano forniti alla funzione dmptrain per il calcolo
dei θ si e` scoperto che, nel caso in cui il punto di arrivo della traiettoria da rico-
struire coincidesse con lo stesso punto di partenza (che nel caso dei movimenti dei
giunti rigurda i gradi di movimento del giunto), si presentano θ con valori conside-
rati outlier. Avere giunti che presentano gli stessi gradi all’istante di partenza e di
fine movimento risulta molto probabile, in quanto nell’esecuzione del movimento
si parte sempre dalla posizione di riposo, e si torna sempre in essa dopo averlo
compiuto.
Nel caso il punto di partenza ed arrivo della traiettoria coincidano si ha l’annulla-
mento del forcing term presente nei sistemi dinamici di ognuno dei 3 gradi messi
a disposizione dal pacchetto per il calcolo delle DMP. Nella funzione che definisce
il forcing term, infatti, e` presente una moltiplicazione che coinvolge la differenza
(y0−yg), con y0 punto di partenza della traiettoria e yg punto di arrivo. Mancando
il contributo del forcing term, il sistema dinamico trova molte difficolta` nel rico-
piare la traiettoria di esempio, e compensa tale difficolta` con l’utilizzo di θ elevati
per sopperire a tale mancanza.
Capita la problematica, la soluzione applicata al fine di evitare la presenza di
outlier e` stata quella di aumentare di un grado la posizione finale di un giunto,
nel caso questa non necessariamente combaci, ma sia molto vicina alla posizione
di partenza. Tale soglia di vicinanza e` stata posta al valore di 1 grado.
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Figura 6.14: Calcolo DMP per il giunto 3 del movimento 4 trial 2 fatto dal soggetto
2 con generazione valori θ outlier
Questa modifica non influisce sul processo di classificazione, in quanto viene ap-
plicata a tutti i giunti per ogni movimento che ne necessiteranno, ed in futuro
sara` applicata anche ai dati provenienti da nuovi trial da classificare. Inoltre, se si
volessero applicare le traiettorie ricostruite per comandare una mano robotica che
esegua il movimento, la differenza di posizione portata da un grado in piu` rispetto
a quella originale non influenzerebbe il buon esito del movimento stesso.
Sono stati ricalcolati quindi i θ per tutti i trial di ogni movimento per i primi
10 soggetti, solamente per nb = 16 e con segnali non normalizzati, che preceden-
temente abbiamo constatato essere la migliore tra le configurazioni provate. Una
volta ricalcolate le DMP, sono stati ricostruiti i Classification tree sfruttando que-
sti nuovi dati, ottenendo pero` solo un leggero miglioramento delle precisioni di
classificazione.
La precisione migliore tra i Classification tree costruiti e` passata dal 32,3% pre-
cedente al 35,3% attuale, ancora comunque troppo bassa per essere considerata
soddisfacente.
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nb Soggetto di test Livello di prune Precisione
16 2 1 35,3 %
16 6 3 35,3 %
Tabella 6.5: Percentuali miglior correttezza per alberi con θ calcolati con soglia a
1 grado
Con le nuove DMP calcolate sono state costruite anche altre matrici di trai-
ning per modelli GMM, per vedere se questo tipo di classificazione abbia risentito
maggiormente della correzione del problema dei punti di inizio e fine traiettoria
combacianti. Sono stati compiuti gli stessi esperimenti con modelli GMM descritti
precedentemente, purtroppo ottenendo gli stessi risultati deludenti. Infatti, anche
con questi nuovi dati, le probabilita` calcolate per le classi da associare ai record
nelle matrici di test risultano ancora tutte molto prossime a 0.
Tornando ad analizzare le matrici di covarianza delle componenti gaussiane, si nota
che il problema di valori outlier risulta essere ancora presente, anche se notevol-
mente ridimensionato, dato che ora i valori fuori scala risultano essere dell’ordine
di 104. I valori outlier continuano comunque a sovrastare gli altri, riducendo di
molto la loro importanza in fase di classificazione, per entrambi i metodi testati
finora, continuando a realizzare risultati di classificazione con precisione troppo
bassa e quindi non soddisfacente.
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Figura 6.15: Andamento θ per il giunto 16 dei movimenti 1, 4 e 12 compiuti dal
soggetto 2
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6.4 ECOC con DMP
Constatato che Classificatio tree e GMM non si sono rivelati buoni metodi di clas-
sificazione per questa tipologia di dati, neanche dopo la risoluzione del problema
legato alla coincidenza del punto iniziale e finale della traiettoria da copiare che
generava valori elevati di θ outlier, si e` provato ad utilizzare una nuova metodolo-
gia: i classificatori multiclasse ECOC (sezione 4.3).
Come tipologia di learners sono stati provati i seguenti:
• lineare;
• k-NN con k = 5 e k = 10 vicini come riferimento di classificazione;
• Naive-Bayes ;
• SVM con kernel a tipologia:
– lineare;
– gaussiana;
– polinomiale di grado 3;
• analisi discriminante.
Il funzionamento di ogni learners elencato e` specificato al paragrafo 4.3.1.
Ognuno di questi e` stato testato configurando un coding design prima di tipo one-
versus-one, e poi di tipo one-versus-all.
Come training set e test set sono dapprima stati provati gli stessi forniti per gli
alberi di classificazione, nei quali ogni record e` formato da 16∗22 = 352 variabili (i
θ di ogni giunto), e le classi da considerare sono 17, ovvero una per ogni possibile
movimento tra tutti quelli disponibili nel dataset NinaPro. In particolare, sono
stati provati i training e test set riguardanti l’utilizzo del soggetto 1 come sogget-
to di test. Le precisioni delle classificazioni ottenute sono riassunte nella tabella
seguente.
Alcuni learners si sono rivelati migliori di altri (k-NN e analisi discriminante),
anche se le precisioni di classificazione migliori rimangono in linea con i risultati
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Precisione
Learners one-versus-one one-versus-all
Linear 34,3 % 28,4 %
k-NN k = 5 27,5 % 27,5 %
k-NN k = 10 21,6 % 38,2 %
Naive-Bayes 35,3 % 17,7 %
SVM 5,9 % 5,9 %
SVM kernel gaussiano 5,9 % 5,9 %
SVM kernel polinomiale 5,9 % 5,9 %
Analisi Discriminante 24,5 % 35,3 %
Tabella 6.6: Percentuali precisione modello ECOC con vari Learners per input dei
Classification tree
ottenuti per i Classification tree. Prima di abbandonare anche la strada dei clas-
sificatori ECOC, pero`, questi sono stati provati anche utilizzando come input le
matrici di training e di test realizzate per la costruzione dei modelli GMM descrit-
te al punto 6.6.
In questo caso venivano considerati solamente i dati provenienti dai movimenti 1,
4 e 12 (classificati rispettivamente come 1,2, e 3) disposti in record con 22 varia-
bili. Per identificare un movimento, invece, servono 16 di questi record, data la
disposizione in verticale dei θ provenienti dalle DMP di ogni giunto. I trial di un
movimento vengono quindi rappresentati da 16 record (anche quelli nella matrice
di test), e si dispone di 16 valutazioni per la classe di un trial di movimento. Per
classificare un nuovo movimento, si devono aggregare queste 16 classificazioni: il
metodo piu` semplice e` associare al movimento la classe che viene predetta con
maggiore frequenza nei 16 valori forniti dal classificatore, come se ognuno rappre-
sentasse un voto per una classe, per ogni nuovo trial. Chiamiamo questo metodo
classificazione a votazione per praticita`.
Le due tabelle seguenti riassumono i risultati di precisione ottenuti consideran-
do prima i record singolarmente, e poi classificandoli con la classe presente in
maggioranza fra i 16 risultati di ogni trial :
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Precisione
Learners one-versus-one one-versus-all
Linear 40,6 % 36 %
k-NN k = 5 42,9 % 42,9 %
k-NN k = 10 50,4 % 48, 5 %
Naive-Bayes 37,5 % 37,1 %
SVM 30 % 35,8 %
SVM kernel gaussiano 33,3 % 33,1 %
SVM kernel polinomiale 35 % 32,9 %
Analisi Discriminante 46,9 % 46,7 %
Tabella 6.7: Percentuali precisione modello ECOC con vari Learners per input
GMM
Precisione votazione
Learners one-versus-one one-versus-all
Linear 40 % 36,7 %
k-NN k = 5 40 % 40 %
k-NN k = 10 50 % 60 %
Naive-Bayes 33,3 % 33,3 %
SVM 33,3 % 30 %
SVM kernel gaussiano 33,3 % 33,3 %
SVM kernel polinomiale 30 % 33,3 %
Analisi Discriminante 46,7 % 43,3 %
Tabella 6.8: Percentuali precisione a votazione modello ECOC con vari Learners
per input GMM
La classificazione a votazione ha prodotto i risultati migliori riscontrati fino-
ra. Il livello di precisione delle classificazioni non risulta essere ancora abbastanza
elevato da poter essere considerato soddisfacente, anche considerando che per gli
input costruiti per i modelli GMM vengono utilizzate soltanto le DMP prese da 3
movimenti scelti diversi tra loro.
6.5 Ri-campionamento del segnale
Si e` reso necessario trovare un metodo per migliorare ulteriormente i dati prove-
nienti dalle DMP, al fine di rendere i θ provenienti da trial di diversi movimenti
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piu` differenti tra loro, e quelli provenienti da trial di uno stesso movimento piu`
somiglianti per facilitare la classificazione.
Una possibile miglioria ai dati potrebbe arrivare utilizzando la funzione resample
di Matlab applicata ai segnali dei giunti provenienti dal guanto, prima che que-
sti vengano forniti alla funzione dmptrain per il calcolo delle DMP. La funzione
resample(X, resize, size) non fa altro che ri-campionare il segnale presente nella
variabile X formato da size campioni, ottenendone uno formato da solamente re-
size campionature (dunque resize < size). Inoltre resample applica ad X un filtro
antialiasing passa-basso di tipo FIR e ne compensa il ritardo introdotto prima di
procedere al ri-campionamento.
I segnali dei giunti originali sono formati da circa 16000 campioni ciascuno: per il
resample e` stato impostato un valore di resize pari a 2001.
I θ calcolati dai segnali ri-campionati si sono rivelati essere molto buoni: gli
outlier sono quasi del tutto assenti, anche perche` lo spostamento del punto di fine
traiettoria di 1 grado e` stato comunque applicato, e quando presenti assumenvano
valori ancora minori di quelli ottenuti nei tentativi precedenti. Inoltre si e` arrivati
a compimento dell’obiettivo prefissato: per trial provenienti dallo stesso movimen-
to i valori dei θ sono risultati essere molto simili tra loro. Cio` si nota facilmente dai
grafici degli andamenti dei θ: adesso, anche visivamente, si riescono a distinguere
i θ estratti da movimenti diversi.
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Figura 6.16: Andamento θ per il giunto 11 dei movimenti 1 (rosso), 4 (verde), e
12 (blu) con segnali resample
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Ottenuti nuovi valori di θ per tutti i primi 10 soggetti, questi vengono utilizzati
per costruire altri Classifcation tree, come fatto nei tentativi descritti preceden-
temente. Le precentuali di classificazioni corrette risultano di molto superiori per
ognuno dei soggetti utilizzati come test, e vanno da un minimo del 45,1% ad un
massimo del 66,7%. I risultati migliori sono stati ottenuti in questi casi:
nb Soggetto di test Livello di prune Precisione
16 6 3 64,7 %
16 10 2 66,7 %
Tabella 6.9: Percentuali miglior correttezza per alberi con θ calcolati con segnali
resample
Dato il miglioramento ottenuto nelle precisioni dei Classification tree, i θ otte-
nuti dai segnali dopo il resample sono sati utilizzati anche per la creazione di nuove
matrici di training e test per modelli GMM, per vedere se stavolta producevano
valori di probabilita` diversi da 0, in modo da poter utilizzare il modello GMM
come classificatore.
Nonstante la bonta` dei nuovi θ i modelli GMM costruiti grazie ad essi continuano
a presentare le stesse problematiche riscontrate nei casi precedenti, sia nelle pro-
babilita` calcolate che nei valori elevati presenti nelle covarianze delle componenti
gaussiane, anche se minori rispetto a quelli dei casi precedenti. Tale modello di
classificazione, pertanto, non si pone come utilizzabile per la classificazione di mo-
vimenti della mano sfruttando le informazioni provenienti dalle loro DMP.
Come ultimo tentativo, i nuovi valori di θ sono stati utilizzati nei classifica-
tori ECOC, ricostruendo tutti quelli gia` provati precedentemente, per vedere se
qualcuno raggiungesse dei valoi di accuratezza massima non solamente buoni, ma
anche soddisfacenti.
Per prima cosa, i θ vengono disposti come gli input dei Classification tree, otte-
nendo i risultati presenti nella tabella seguente.
Anche in questo caso otteniamo buoni risultati, superiori a quelli ottenuti per
i rispettivi modelli ECOC precedentemente creati, ed ancora in linea con quelli
riscontrati per Classification tree che hanno utilizzato come input i θ calcolati dai
segnali resample.
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Precisione
Learners one-versus-one one-versus-all
Linear 33,3 % 39,2 %
k-NN k = 5 28,4 % 28,4 %
k-NN k = 10 59,8 % 62,8 %
Naive-Bayes 44,1 % 19,6 %
SVM 6,9 % 5,9 %
SVM kernel gaussiano 5,9 % 5,9 %
SVM kernel polinomiale 5,9 % 5,9 %
Analisi Discriminante 55,9 % 63,7 %
Tabella 6.10: Percentuali precisione modello ECOC con vari Learners per input
dei Classification tree con resize dei segnali
Vengono infine costruiti i classificatori ECOC utilizzando come input i nuovi
θ nella disposizione necessaria alle GMM, calcolando non solo la precisione per i
singoli record ma anche quella ottenuta dalla classificazione a votazione, ottenendo
i seguenti risultati:
Precisione
Learners one-versus-one one-versus-all
Linear 56 % 54,4 %
k-NN k = 5 42,3 % 42,3 %
k-NN k = 10 48,1 % 49,4 %
Naive-Bayes 33,1 % 33,1 %
SVM 45,6 % 40,6 %
SVM kernel gaussiano 33,3 % 33,3 %
SVM kernel polinomiale 33,8 % 33,1 %
Analisi Discriminante 57,7 % 59,2 %
Tabella 6.11: Percentuali precisione modello ECOC con vari Learners per input
GMM con resize dei segnali
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Precisione votazione
Learners one-versus-one one-versus-all
Linear 76,7 % 63,3 %
k-NN k = 5 50 % 50 %
k-NN k = 10 63,3 % 66,7 %
Naive-Bayes 33,3 % 33,3 %
SVM 40 % 43,3 %
SVM kernel gaussiano 33,3 % 33,3 %
SVM kernel polinomiale 33,3 % 33,3 %
Analisi Discriminante 76,7 % 86,7 %
Tabella 6.12: Percentuali precisione a votazione modello ECOC con vari Learners
per input GMM con resize dei segnali
Si notano anche stavolta valori superiori per ogni classificatore ECOC con-
frontandoli con i corrispettivi dei casi precedenti. Inoltre, per le classificazioni
a votazione, abbiamo quasi sempre valori elevati di precisione, fino ad ottenerne
una massima pari a 86,7% per il learner analisi discriminante ed un coding design
one-versus-all, che possiamo definire soddisfacente.
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Capitolo 7
Conclusioni
In questo lavoro di tesi ci siamo concentrati sulla creazione di un metodo efficace
per la classificazione di movimenti della mano. Si e` scelto di utilizzare le DMP
per rappresentare i movimenti di 22 giunti della mano, per riconoscere un insieme
di movimenti eseguiti da persone diverse. L’uso delle DMP e` diffuso in letteratu-
ra per rappresentare il movimento dei giunti di un robot durante l’esecuzione di
un task, ma esistono pochi esempi applicati ad un cos`ı elevato numero di gradi
di liberta`. Inoltre, le DMP hanno dimostrato la loro efficacia nel generalizzare
movimenti eseguiti da piu` soggetti distinti, e questo lo rende un candidato ideale
per questo tipo di studio. Lo scopo della classicazione dei movimenti della mano
e` quello di riuscire a riconoscere la classe di appartenza di un movimento eseguito
da un soggetto estraneo allo studio.
I primi test hanno preso in considerazione l’uso diretto dei dati forniti dal cal-
colo delle DMP su ogni singolo giunto della mano, raggruppandoli per soggetti
diversi e cercando di distinguerli per tipo di movimento. I dati sono stati classifi-
cati utilizzando diverse tecniche: Classification Tree, GMM, e modelli ECOC. In
tutti questi casi sono stati ottenuti risultati poco soddisfacenti in termini di per-
centuali di classificazione. Questi risultati hanno evidenziato che le problematiche
riscontrate riguardavano piu` i dati presi in considerazione, che le tecniche di clas-
sificazione applicate. I test successivi, percio`, si sono concentrati sul comprendere
quali fossero le cause che falsavano le caratteristiche dei modelli di classificazione.
In particolare, sono stati evidenziati dei picchi di segnale in corrispondenza delle
dimostrazioni in cui il punto di partenza del movimento coincideva in maniera
sostanziale con la posa conclusiva in almeno uno dei giunti. Questi picchi, anche
di 10 ordini di grandezza piu` elevati rispetto al normale andamento del segnale,
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andavano ad appiattire le differenze tra le diverse classi di movimento, con una
conseguente scarsa capacita` di classificazione. Per risolvere l’incoveniente e` stato
introdotto un piccolo scostamento in uno degli estremi. Oltre a questo accorgimen-
to si e` deciso di introdurre anche un ri-campionamento dei dati elaborati dovuto
ad alcune limitazioni nel numero di campioni fissate negli algoritmi presi in con-
siderazione per il calcolo delle DMP. Dopo aver applicato questi accorgimenti,
nuovi test basati sugli stessi classificatori, hanno fornito risultati significativamen-
te migliori, lasciando pero` spazio ad un ulteriore margine di miglioramento.
I risultati migliori in assoluto sono stati ottenuti tramite l’utilizzo di modelli
ECOC con tipologia di learners ad analisi discriminante ed una tipologia di coding
design one-versus-all, passando come input i valori θ delle DMP ed utilizzando una
classificazione a votazione. In queste condizioni, la precisioni delle classificazioni
effettuate tocca 86,7% di correttezza, un valore alto che si puo` considerare sod-
disfacente. Con i Classification tree, invece, si sono toccate punte di correttezza
nelle precisioni pari al 66,7%, altro buon risultato.
Esistono tuttavia delle differenze da far notare riguardo i due risultati citati: nei
Classification tree vengono impiegati tutti i trial di tutti e 17 i movimenti presenti
nel dataset. Questo va pesato nella scelta di quale dei metodi di classificazione
risulti il migliore, poiche` e` vero che i modelli ECOC hanno generato precisioni
migliori, ma utilizando solamente 3 movimenti diversi tra loro.
Inoltre, anche lo stile di classificazione e` differente, come si puo` notare anche dalla
struttura dei dati in input
• per i Classification tree i record da classificare sono nella forma
ri = [θG11 , ..., θG116 , θG21 , ..., θG216 , θG221 , ..., θG2216 , ci], le cui variabili formate
dai valori dei θ prelevati da ogni giunto fotografano interamente le caratte-
ristiche di un trial di un movimento ;
• per i modelli ECOC ogni trial e` rappresentato da 16 record nella forma
ri = [θG1i , θG2i , ..., θG22i , ci], ∀i = 1, ..., 16, ognuno dei quali fotografa solo
una parte del trial, fornendone una classificazione di tipo online. Avendo
piu` classificazioni basate solo sui θ scoperti man mano, si rende necessa-
rio poi estrarne una unica tramite il metodo della votazione, che condensa
tutte le classificazioni ottenute in un unico risultato finale. Dall’altra parte
pero`, questa tecnica fornisce un risultato ad ogni istante dell’esecuzione del
movimento, anche senza conoscere la futura evoluzione del segnale. Questa
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situazione consentirebbe al sistema di elaborazione di reagire piu` in fretta
per andare incontro alle azioni svolte dall’utente.
Queste considerazioni ci fanno supporre che entrambi i metodi di classificazione
possano essere delle buone scelte, da approfondire in futuro per poter decidere
quale delle due sia effettivamente la migliore per la tipologia di rappresentazione
di movimenti tramite DMP.
7.1 Sviluppi futuri
Il lavoro svolto e` servito principalmente per trovare delle buone strade da intra-
prendere per poter classificare movimenti della mano utilizzando un numero elevato
di informazioni, provenienti dai dati catturati tramite il guanto Cyberglove2, data
la scarsita` di studi specifici presenti nel panorama scientifico, soprattutto legato
all’utilizzo delle DMP come features caratterizzanti del movimento. I risultati
ottenuti potranno essere utilizzati come punto di partenza per studi futuri. In
particolar modo, la risoluzione dei problemi legati alla presenza di outlier e alle
esigenze di ri-campionamento dei segnali, possono ridurre in maniera significati-
va l’overhead necessario per eleaborare correttamente i segnali utilizzando le DMP.
Una naturale prosecuzione potrebbe essere quella legata all’utilizzo delle infor-
mazioni provenienti da tutti e 40 i soggetti per proseguire l’analisi iniziata durante
questo elaborato, in cui si prendendo in considerazione i movimenti eseguiti dai
primi 10 soggetti. Utilizzandoli tutti si riuscirebbe ad ottenere classificatori poten-
zialmente superiori nei risultati, data la presenza di movimenti provenienti da un
insieme piu` variegato di persone. Per completezza si potrebbe anche utilizzare le
migliori tecniche di classificazioni analizzate con i movimenti presenti nei restanti
due dataset del progetto NinaPro, nei quali ci sono movimenti di tipologie differen-
ti rispetto a quelli considerati finora, per capire quanto la bonta` dei classificatori
ottenuti vari a seconda della tipologia dei movimenti da classificare.
Oltretutto si potrebbe indagare a fondo sul motivo per il quale la costruzione
di modelli GMM per classificare i movimenti rappresentati dalle DMP forniscano
sempre probabilita` molto prossime a 0 quando si cerca di ottenere la classificazione
di un nuovo movimento. La risoluzione dei problemi legati agli outlier e la tecnica
di ri-campionamento, che molti miglioramenti hanno portato sia per i Classifica-
tion tree che per i modelli ECOC, non hanno invece portato benefici per questa
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tipologia di classificazione.
La scarsita` dei risultati ottenuti potrebbe anche essere dovuta alla tipologia dei
dati forniti come ingresso, dato che, in altre situazioni di classificazioni di mo-
vimenti piu` generali e non specificatamente della mano, i modelli GMM si sono
spesso rivelati una soluzione vincente.
Si potrebbe inoltre continuare a testare la potenza di classificazione di movi-
menti della mano tramite DMP testando ulteriori modelli di classificazione, non
inseriti in questo lavoro per mancanza di tempo. Una possibile scelta sarebbe
l’utilizzo di reti neurali, gia` citate in altri lavori relativi alle DMP, o di alcuni clas-
sificatori qui usati come learners binari per i modelli ECOC, ma che anche presi
da soli possono risolvere problemi di classificazione multiclasse (come ad esempio
k-NN o analisi discriminante).
Infine si potrebbe provare ad utilizzare gli stessi modelli di classificazione pro-
vati durante lo svolgimento della tesi, ma fornendo come ingresso rappresentazioni
dei movimenti tramite features diverse rispetto ai θ calcolati dalle DMP sui giunti
della mano. In entrambe queste ultime due idee di possibili sviluppi futuri si ha
la possibilita` di considerare i risultati presentati in questo lavoro come mezzo di
confronto per la valutazione dei possibili risultati ottenuti. Il confronto dei risul-
tati risulterebbe inoltre piu` significativo continuando ad utilizzare i dati forniti nei
dataset del progetto NinaPro anche in progetti futuri.
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