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FREE ARRANGEMENTS WITH LOW EXPONENTS
S¸TEFAN O. TOHAˇNEANU
ABSTRACT. In this note we show that any free hyperplane arrangement with exponents 1’s and 2’s is a super-
solvable arrangement. We conjecture that any free arrangement with exponents 1’s, 2’s and exactly one 3, is
also supersolvable, and we check the conjecture for ranks 4 and 5, and for inductively free arrangements of any
rank.
1. INTRODUCTION
Let A = {H1, . . . ,Hn} be a central essential hyperplane arrangement in V a vector space of dimension
k over K a field of characteristic zero. “Central” means that eachHi is a linear subspace of dimension k− 1
of V . The rank of A, denoted r(A), is defined to be the codimension of the vector subspace H1 ∩ · · · ∩Hn.
“Essential” means that r(A) = k.
Let R := Sym(V ∗) = K[x1, . . . , xk] and fix ℓi ∈ R, i = 1, . . . , n the linear forms defining
the hyperplanes of A (i.e., Hi = V (ℓi), i = 1, . . . , n). After a change of coordinates, assume that
ℓi = xi, i = 1, . . . , k.
LetDer(R) be the set ofK-linear maps θ : R −→ R that satisfy the product rule; i.e., θ(f ·g) = f ·θ(g)+
g · θ(f), for all f, g ∈ R. A logarithmic derivation of A is an element θ ∈ Der(R), such that θ(ℓi) ∈ 〈ℓi〉,
for all i = 1, . . . , n. Picking the standard basis for Der(R), i.e., ∂1 := ∂/∂x1, . . . , ∂k := ∂/∂xk , if θ is
written as
θ =
k∑
i=1
Pi∂i,
where Pi ∈ R are homogeneous polynomials of the same degree, then we can define deg(θ) := deg(Pi).
The set of logarithmic derivations forms anR-module, often denotedD(A), and whenever this module is
free (of rank k) one says that the hyperplane arrangement is free. For a free arrangement, the degrees of the
basis elements of D(A) are called the exponents of A, denoted exp(A) := (1, d2, . . . , dk). The exponent 1
is explained in the paragraph below.
In general, every central hyperplane arrangement has the Euler derivation:
θE = x1∂1 + · · ·+ xk∂k,
and for every central hyperplane arrangement, 〈θE〉 := θE ·R is a direct summand of D(A):
D(A) = 〈θE〉 ⊕D0(A),
where D0(A) is a submodule of D(A) isomorphic toD(A)/〈θE〉.
Let L(A) denote the intersection lattice of a hyperplane arrangement A. A subspace X ∈ L(A) is said
to be modular if X + Y ∈ L(A) for all subspaces Y ∈ L(A). A central essential hyperplane arrangement
A of rank k is called supersolvable if L(A) has a maximal chain of modular elements:
V = X0 < X1 < · · · < Xk = 0.
2010 Mathematics Subject Classification. Primary 52C35.
Key words and phrases. hyperplane arrangements, logarithmic derivation, exponents.
Department of Mathematics, University of Idaho, Moscow, Idaho 83844-1103, USA, Email: tohaneanu@uidaho.edu, Phone:
208-885-6234, Fax: 208-885-5843.
1
2 S¸TEFAN O. TOHAˇNEANU
This concept was introduced by Richard Stanely in [7], and this property depends only on the combinatorics
of A.
Every supersolvable arrangement is free, and there is a “nice partition” of A (see [6, Proposition 2.67])
which determines the exponents of A (see [6, Theorem 4.58]).
One of the main questions in the theory of hyperplane arrangements is to see which free arrangements
are combinatorially determined. In fact, Terao’s Conjecture states that over a field of characteristic zero,
freeness of a hyperplane arrangement is a combinatorial property; i.e., if two hyperplane arrangements have
isomorphic intersection lattices, and if one is free, then the other one is free as well. In this note we are in
the same area of interest, proving the following result:
Theorem. If A is a free hyperplane arrangement with exponents 1‘s and 2‘s, then it is supersolvable.
This result was stated in [9] as a natural follow up question to [12, Proposition 8.5], with the following
approach to prove it: if one shows that the Orlik-Terao ideal of the given free arrangement with exponents
1’s and 2’s is quadratic, or equivalently a complete intersection (Theorem 5.1 and proof of Proposition 5.8
in [3]), then Theorem 5.11 in [3] answers the question.
The proof that we are presenting does not follow this path, though the idea behind the proof of [3,
Theorem 5.6] is still present: we are able to construct a coatomX with |A|− |AX | = 2, that is modular and
that has AX := {H ∈ A|X ⊂ H} supersolvable. By [6, Theorem 4.37], since A is free, then AX is also
free. The proof of Theorem 4.37 also shows that if the exponents ofA are 1’s and 2’s, then the exponents of
AX are also 1’s and 2’s; we will also show these facts to stay within the spirit of our arguments. Nonetheless,
since r(AX) = k − 1, by induction on k, we obtain that AX is supersolvable. Therefore, the real challenge
here is to construct the coatom X that is modular. Then, with some (now classical) results, we obtain thatA
is supersolvable.
In the last part we discuss about the supersolvability of free arrangements with exponents 1’s, 2’s, and
one 3. We may assume that the exponents are (1, 2, . . . , 3). After lots of discrete computations, we show
that such free arrangements are supersolvable when the rank is 4 or 5 (see Subsections 4.1.1 and 4.1.2), and
we conjecture that this is true for any rank (see Conjecture 4.1). The rank 3 case is dealt in [9, Theorem 2.4
(1), (3)]. In Proposition 4.9 we show that inductively free arrangements with exponents 1’s, 2’s, and at most
one 3, are also supersolvable.
2. PRELIMINARIES
In this section we present the needed results and techniques to prove our result.
2.1. Arrangements with quadratic logarithmic derivations. One of the main tools in the proof is to look
at arrangements with quadratic logarithmic derivations, so below we summarize the related result from [9].
LetA = {V (ℓ1), . . . , V (ℓn)} be a central essential rank k hyperplane arrangement; so ℓi are linear forms
in R := K[x1, . . . , xk]. Suppose
ℓi = xi, i = 1, . . . , k
and
ℓj = p1,jx1 + · · · + pk,jxk, j ≥ k + 1.
Let θ = Q1∂1 + · · · + Qk∂k be a quadratic logarithmic derivation, Qi ∈ R quadratic homogeneous
polynomials.
For i = 1, . . . , k, since θ(xi) = Lixi for linear form
Li = b1,ix1 + · · ·+ bk,ixk, bu,i ∈ K,
then Qi = Lixi, i = 1, . . . , k.
[9, Lemma 2.1] says that if j ≥ k + 1 and ℓj = p1,jx1 + · · · + pk,jxk with pu,j, pv,j 6= 0, u 6= v, then
projective point ℓ∨j := [p1,j, . . . , pk,j] dual to ℓj satisfies
ℓ∨j ∈ V (Iu,v),
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where
Iu,v = 〈Lu,v, {xuLv,w − xvLu,w|w 6= u, v, w = 1, . . . , k}〉,
with Ls,t := xsBs,t + xtBt,s, and Bp,r := br,p − br,r, with s, t, p, r ∈ {1, . . . , k}.
Remark 2.1. Suppose that A is irreducible, meaning that it is not the product of smaller rank hyperplane
arrangements; equivalently, A doesn’t have a linear logarithmic derivation other than the Euler’s derivation
(see [6, Proposition 4.29(3)]).
Let θ be a quadratic logarithmic derivation. Then θ is minimal if and only if θ is not a multiple of the
Euler’s derivation. So, if θ were not to be minimal, then xiLi = Lxi, i = 1, . . . , k, for some linear form L,
and so L1 = · · · = Lk = L. Therefore, if θ is minimal, then θ−LiθE is also minimal quadratic logarithmic
derivation, different than zero. So, we can assume Li = 0, for an index i that will be chosen conveniently
as the study moves forward.
We must mention that in [9, Section 2.1] it is presented a geometric interpretation to the points dual
to the defining linear forms of a hyperplane arrangement having a linear logarithmic derivation different
than the Euler’s derivation. It was immediate to observe that these points sit on an eigenscheme (see [1])
whose defining ideal is the edge ideal of some graph. Unfortunately, it still eludes the eye finding a similar
interpretation for the varieties V (Iu,v), or discovering the hidden combinatorics behind the ideals Iu,v, in
the quadratic logarithmic derivation case (see also [9, Remark 2.6]).
2.2. Dependencies. A set S of hyperplanes ofA is called dependent, if codim∩H∈SH < |S|. A dependent
set is called minimal if S \ {H} is not dependent (i.e., independent) for anyH ∈ S. A 3-dependency means
a minimal dependent set of three hyperplanes of A.
Any minimal dependent set comes with a linear relation among the linear forms defining the hyperplanes
in the set. If S = {Hi1 , . . . ,Him} ⊂ A is a minimal dependent set, and if we fixed ℓi1 , . . . , ℓim defining
Hi1 , . . . ,Him , then there exist nonzero constants c1, . . . , cm such that
c1ℓi1 + · · · + cmℓim = 0.
The constants are unique up to multiplication by the same nonzero constant. Denote this relation with RS .
A hyperplane arrangement is called formal, if the relation describing any minimal dependent set is a
linear combination of the relations describing 3-dependencies.
For example, suppose A = {H1, . . . ,H5} ⊂ P2, with Hi = V (ℓi), i = 1, . . . , 5, for fixed linear forms
ℓ1 = x1, ℓ2 = x2, ℓ3 = x3, ℓ4 = x1 − x3, ℓ5 = x2 − x3.
Then, the minimal dependent sets are
S1 = {H1,H3,H4}, S2 = {H2,H3,H5}, and S3 = {H1,H2,H4,H5}.
The corresponding relations are
RS1 = ℓ1 − ℓ3 − ℓ4 = 0
RS2 = ℓ2 − ℓ3 − ℓ5 = 0
RS3 = ℓ1 − ℓ2 − ℓ4 + ℓ5 = 0.
Observe that
RS3 = RS1 −RS2 .
So, A is formal.
In the proof we will be using the fact that if A is free, then it is formal (see [11]).
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2.3. More terminology. Everything in this subsection can be found in [6].
A flat Y is any element of the intersection lattice, denoted L(A), of A. The closure of a flat Y ∈ L(A)
is the subset of hyperplanes cl(Y ) := {H ∈ A|Y ⊆ H} =: AY . The rank of Y is defined to be r(Y ) :=
r(AY ).
The Poincare´ polynomial of A is defined to be
π(A, t) =
∑
Y ∈L(A)
µ(Y )(−t)r(Y ),
where µ : L(A) → Z is the Mo¨bius function, defined as
µ(Y ) =


1, if Y = V ;
−
∑
Z∈L(A),Z)Y
µ(Z), if Y ( V .
3. PROOF OF THEOREM
SupposeA is free with exponents 1’s and 2’s. IfA = A1×A2, thenA is free, respectively supersolvable,
if and only if A1 and A2 are free, respectively supersolvable (see [6, Proposition 4.28] and [5, Proposition
2.6]). This coupled with [6, Proposition 4.29(3)] and induction, we can assume that
exp(A) = (1, 2, . . . , 2).
So n = 2k − 1 and A is irreducible.
We will prove by induction on k ≥ 3, that any rank k free arrangement A with exp(A) = (1, 2, . . . , 2︸ ︷︷ ︸
k−1
) is
supersolvable.
If k = 3 (base case), then |A| = 5, and from [9, Theorem 2.4], A is of type (1), hence supersolvable. It
cannot be of type (2), because the corresponding arrangement of 5 lines in P2 is not free.
Let k > 3, and let A be a free rank k hyperplane arrangement with exponents exp(A) = (1, 2, . . . , 2︸ ︷︷ ︸
k−1
).
As we just mentioned above, |A| = n = 2k − 1, and A is irreducible.
Lemma 3.1. The closure of any rank 2 flat has at most three hyperplanes.
Proof. Suppose there exist a rank 2 flat Y whose closure has four or more hyperplanes. Let’s suppose
that after a change of variables such a flat is Y = V (x1, x2), and that V (x1), V (x2), V (x1 + x2), V (x1 +
ax2), a 6= 0, 1 all belong to cl(Y ). We can also assume that this change of variables, after reordering of
hyperplanes, produces that ℓ1 = x1, ℓ2 = x2, . . . , ℓk = xk, so we are in the setup of Section 2.1.
Let θ = L1x1∂1+L2x2∂2+ · · ·+Lkxk∂k be any of the quadratic logarithmic derivations θ2, . . . , θk that
form a basis for D0(A).
As we mentioned at in Remark 2.1, let’s assume that L1 = 0. Keeping the notations from Section 2.1,
Li = b1,ix1 + · · ·+ bk,ixk, i = 1, . . . , k, so b1,1 = · · · = bk,1 = 0.
We have that (x1 + x2)
∨ := [1, 1, 0, . . . , 0] ∈ V (I1,2). This implies
B1,2 +B2,1 = 0
B2,w = B1,w, w ≥ 3,
and we have that (x1 + ax2)
∨ := [1, a, 0, . . . , 0] ∈ V (I1,2), because a 6= 0, which implies
B1,2 + aB2,1 = 0
aB2,w = aB1,w, w ≥ 3.
Since a 6= 1, we get
B1,2 = b2,1 − b2,2 = 0 and B2,1 = b1,2 − b1,1 = 0.
But b1,1 = b2,1 = 0, and so b1,2 = 0 and b2,2 = 0.
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Also B2,w = B1,w, implies
bw,2 − bw,w = bw,1 − bw,w,
and since bw,1 = 0, we have that bw,2 = 0, w ≥ 3.
To sum up we obtained
L2 = b1,2x1 + b2,2x2 + b3,2x3 + · · ·+ bk,2xk = 0.
Since θ was arbitrary, this happens for all the k − 1 quadratic logarithmic derivations θ2, . . . , θk that form a
basis for D0(A). So for each i = 2, . . . , k, we have
θi = Qi,3∂3 + · · ·+Qi,k∂k.
By Saito’s Criterion ([6, Theorem 4.19]),
det


x1 0 · · · 0
x2 0 · · · 0
x3 Q2,3 · · · Qk,3
...
...
...
xk Q2,k · · · Qk,k


should be a nonzero constant multiple of the defining polynomial of A. This is obviously not true. 
Lemma 3.2. There are exactly k − 1 3-dependencies.
Proof. By Terao’s Factorization Theorem ([6, Theorem 4.61]), we have that the Poincare´ polynomial of A
equals
π(A, t) = (1 + t)(1 + 2t)k−1 = 1 + (2k − 1)t+ 2(k − 1)2t2 + · · · + (k + 1)2k−2tk−1 + 2k−1tk.
In particular, ∑
Y ∈L2(A)
µ(Y ) = 2(k − 1)2,
where by L2(A) we understand the set of rank 2 flats of A.
If A were to be 3-generic, i.e. any 3 defining linear forms are linearly independent, then for any Y ∈
L2(A) we would have cl(Y ) = Y , and hence µ(Y ) = 1. Since for any i 6= j, V (ℓi, ℓj) ∈ L2(A), the above
sum of Mo¨bius function values should equal(
2k − 1
2
)
= 2(k − 1)2 + (k − 1).
The difference between these two numbers is k−1, and therefore, by Lemma 3.1, there are exactly (k−1)
3-dependencies of A. 
In the language in [3, Subsection 5.1], this lemma is saying that L2(A) has only simple and triple points
(from Lemma 3.1), and the number of triple points is k − 1.
Lemma 3.3. There exist two hyperplanes of A that belong to a unique 3-dependency.
Proof. First, let H ∈ A. If H would not belong to a minimal dependent set, then the rank of A \ {H} must
equal k − 1, so A would be reducible. A contradiction. So H must belong to some minimal dependent set.
But A is free and therefore, as we mentioned at the end of Section 2.2, it is formal, leading to H to belong
to at least one 3-dependency.
So every hyperplane belongs to some 3-dependency.
Suppose that for i = 1, . . . , n = 2k − 1, the hyperplane V (ℓi) belongs tomi distinct 3-dependencies. A
simple counting argument gives
m1 + · · ·+mn = 3(k − 1).
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We just have seen that mi ≥ 1 for all i = 1, . . . , n. Suppose m1 = · · · = ms = 1, and mj ≥ 2 for
j = s+ 1, . . . , n. Then 3(k − 1)− s ≥ 2(n− s) giving that
s ≥ k + 1.
This means that at least k + 1 of the hyperplanes belong each to exactly one 3-dependency. Since, by
Lemma 3.2, there are precisely (k − 1) 3-dependencies, then there is a 3-dependency consisting of three
such hyperplanes, or two 3-dependencies each containing two such hyperplanes. None-the-less, there is at
least one 3-dependency that contains two hyperplanes that do not belong to any other 3-dependency. 
Without loss of generality suppose that the unique 3-dependency in Lemma 3.3 is {V (x1), V (x2), V (x1+
x2)}, and that V (x1) and V (x1 +x2) do not show in any other 3-dependency. After reordering, and change
of variables we can assume ℓ1 = x1, . . . , ℓk = xk, and ℓk+1 = x1 + x2.
Lemma 3.4. LetX = V (ℓ2, ℓ3, . . . , ℓk, ℓk+2, . . . , ℓn), n = 2k−1. Then,X is a coatom, i.e. r(X) = k−1.
Proof. Since ℓ2, . . . , ℓk are linearly independent, r(X) ≥ k − 1.
Suppose r(X) = k. Then at least one of the ℓj, j ≥ k + 2 has x1 in its expression. Suppose ℓk+2 =
x1 + a2x2 + · · · + akxk.
We have {V (ℓ1), V (ℓk+1), V (ℓ3), . . . , V (ℓk), V (ℓk+2)} is a set of k + 1 hyperplanes. Because the rank
of A is k, this set must be a dependent set. So there exist α1, . . . , αk+1 ∈ K, not all zero, such that
α1ℓ1 + α2ℓk+1 + α3ℓ3 + · · ·+ αkℓk + αk+1ℓk+2 = 0.
In this relation, the coefficients of x1 and x2 must vanish, giving
α1 + α2 + αk+1 = 0(1)
α2 + a2αk+1 = 0.(2)
Note that if α1 = 0 and α2 = 0, then αk+1 = 0, and so α3x3 + · · · + αkxk = 0, giving that all αi = 0; a
contradiction. So α1 or α2 is nonzero.
From formality of A, the above relation is a linear combination of relations corresponding to 3-
dependencies. Since we just saw that α1 or α2 is nonzero, then one of these 3-dependencies must contain
V (ℓ1) and / or V (ℓk+1). From the assumption following Lemma 3.4, there is only one such 3-dependency,
with corresponding relation
ℓk+1 − ℓ1 − ℓ2 = 0.
So
α1ℓ1 + α2ℓk+1 + α3ℓ3 + · · ·+ αkℓk + αk+1ℓk+2 = a(ℓk+1 − ℓ1 − ℓ2) + · · · ,
for some a ∈ K.
In the above expression, one should think of the ℓi’s as “variables”. So, by equating the coefficients of ℓ1,
and respectively ℓk+1, the expression gives
α1 = −a and α2 = a.
These values plugged into the equations (1) and (2) give that αk+1 = 0 and consequently, α2 = 0 = a
and also α1 = −a = 0. Contradiction.
So no such ℓj exists, meaning that X is a coatom. 
Lemma 3.5. The coatom X in Lemma 3.4 is modular.
Proof. Let Y ∈ L2(A). If Y ≤ X (or X ⊆ Y ) then X + Y = Y ∈ L(A). If Y  X, then Y =
V (x1, x1 + x2). But X + Y = V (x2) ∈ L1(A).
So we obtained thatX+Y ∈ L(A), for any Y ∈ L2(A), which makes the coatom X to be modular. 
Now we return to our proof.
Let us consider the coatom X from Lemma 3.4. So r(AX) = r(X) = k − 1.
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As we mentioned in the Introduction, since A is free, then, by [6, Theorem 4.37], AY is also free, for
any Y ∈ L(A). Also, since exp(A) = (1, 2, . . . , 2︸ ︷︷ ︸
k−1
), and because of the inclusion D(A) ⊂ D(AY ) of free
R-modules of rank k and respectively, rank < k, the exponents of AY are 1’s and 2’s. For our inductive
proof to work, we need to show that for our chosen Y = X, exp(AX) = (1, 2, . . . , 2︸ ︷︷ ︸
k−2
), which we will do
next.
Same as in proof of Lemma 3.1, let θ2, . . . , θk be quadratic logarithmic derivations that together with
the Euler’s derivation, θE , form a basis for D(A). From Remark 2.1, θj, j = 2, . . . , k are minimal, and
therefore we can assume that Qj,1 = 0, so for j = 2, . . . , k, we have
θj = Qj,2∂2 + · · ·+Qj,k∂k, xi|Qj,i, i = 2, . . . , k.
Since V (x1 + x2) ∈ A, then
θj(x1 + x2) = L2,jx2 ∈ 〈x1 + x2〉,
for some linear form L2,j . But then, L2,j = λj(x1 + x2), for some λj ∈ K.
So
θj = λj(x1 + x2)x2∂2 +Qj,3∂3 + · · ·+Qj,k∂k, j = 2, . . . , k.
As we have seen in proof of Lemma 3.1, not all λj are zero. Suppose λ2 6= 0.
Consider the following logarithmic derivations in D(A) ⊂ D(AX):
ν3 = θ3 −
λ3
λ2
θ2 = Q
′
3,3∂3 + · · · +Q
′
3,k∂k
ν4 = θ4 −
λ4
λ2
θ2 = Q
′
4,3∂3 + · · · +Q
′
4,k∂k
...
νk = θk −
λk
λ2
θ2 = Q
′
k,3∂3 + · · ·+Q
′
k,k∂k.
Since
det


x1 0 0 · · · 0
x2 λ2(x1 + x2)x2 0 · · · 0
x3 Q2,3 Q
′
3,3 · · · Q
′
k,3
...
...
...
...
xk Q2,k Q
′
3,k · · · Q
′
k,k

 = cx1(x1 + x2)x2 · · · xkℓk+2 · · · ℓ2k−1, c 6= 0,
then
det


x2 0 · · · 0
x3 Q
′
3,3 · · · Q
′
k,3
...
...
...
xk Q
′
3,k · · · Q
′
k,k

 = c′x2 · · · xkℓk+2 · · · ℓ2k−1, c′ 6= 0.
By Saito’s Criterion, the exponents of AX are
exp(AX) = (1, 2, . . . , 2︸ ︷︷ ︸
k−2
).
By inductive hypotheses, AX is supersolvable.
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We can write A as the disjoint union
A = {V (ℓ2), . . . , V (ℓk), V (ℓk+2), . . . , V (ℓ2k−1)}︸ ︷︷ ︸
A0
⊔{V (ℓ1), V (ℓk+1)}︸ ︷︷ ︸
A1
,
where ℓ1 = x1, . . . , ℓk = xk, and ℓk+1 = x1 + x2.
Obviously, A0 = AX from above, which was shown (by induction) to be supersolvable. Since V (ℓ1) ∩
V (ℓk+1) = V (x1, x2) ⊂ V (x2) = V (ℓ2) ∈ A0 (this is another way of saying that X is a modular coatom,
which we showed in Lemma 3.5), then, by [2, Theorem 4.3], A is supersolvable. And this completes the
proof of our result.
Remark 3.6. If K is the field of complex numbers, another way without using [2, Theorem 4.3] to see that
A is supersolvable, is via [8]. Corollary 2.17 shows the famous equivalence: a complex arrangement is
supersolvable if and only if it is of fiber-type. In our case, since X is a modular element of rank k− 1 (from
Lemmas 3.4 and 3.5), then by Corollary 2.15, the complement M(A) of A is strictly linearly fibered. Since
by induction AX is supersolvable and hence a fiber-type arrangement of rank k − 1, Definition 2.16 (ii)
gives that A is of fiber-type, hence supersolvable.
Remark 3.7. It is worth mentioning that our theorem adds a fifth equivalent result “A is free, and its
exponents are each 1 or 2”, to the list of equivalent results in the statement of [3, Theorem 5.11].
4. THE CASE OF CUBIC LOGARITHMIC DERIVATIONS.
At this moment we do not have any result similar to [9, Lemma 2.1] to characterize arrangements with
cubic logarithmic derivations, and as we can see in the examples below, to obtain such a result becomes a
challenging task even for line arrangements in P2.
Let us consider the following examples of arrangements of lines in P2; the first six consist of 7 lines each,
whereas the last two have 6 lines. The coordinate ring is R = K[x, y, z]. Below, by “minimal logarithmic
derivation” we understand a logarithmic derivation that is not a polynomial combination of lower degrees
logarithmic derivations. Since all the arrangements below are irreducible, minimal logarithmic derivations
translate into minimal syzygies on the Jacobian ideal of the arrangement.
• Let A1 with defining polynomial Q(A1) = xyz(x − y)(x − z)(y − z)(x + y − z). This is the non-
Fano arrangement. It is free with exp(A1) = (1, 3, 3). It is not a supersolvable arrangement. We have
π(A1, t) = (1 + t)(1 + 3t)
2.
• Let A2 with defining polynomial Q(A2) = xyz(x− z)(x− 2z)(y − z)(y − 2z). This is a supersolvable
arrangement (hence free) with exp(A2) = (1, 3, 3). We have π(A2, t) = (1 + t)(1 + 3t)
2.
• Let A3 with defining polynomial Q(A3) = x(x − z)(x − 2z)(x − 3z)(x − 4z)y(y − z). This is not
a free arrangement; it is a line arrangement of type (2) in [9, Theorem 2.4]. It has one minimal quadratic
logarithmic derivation, and two degree 5 minimal logarithmic derivations. Multiplying the quadratic log-
arithmic derivation by some linear form will give a non-minimal cubic logarithmic derivation. We have
π(A3, t) = (1 + t)(1 + 3t)
2.
• Let A4 with defining polynomial Q(A4) = xy(x− z)(y − z)(x − 2z)(y − 2z)(x − y). This is not free,
and has one minimal cubic logarithmic derivation, and two minimal degree 4 logarithmic derivations.
• Let A5 with defining polynomial Q(A5) = xyz(x − z)(x − 2z)(x − 3z)(y − z). This is a type (1)
arrangement in [9, Theorem 2.4], so it is supersolvable, with exp(A5) = (1, 2, 4). As above, it has a
non-minimal cubic logarithmic derivation obtained from the quadratic one.
• LetA6 with defining polynomial Q(A6) = yz(x+y+z)(x−y−z)(2x+4y+z)(2x+y+4z)(3x−9y−z).
This is not free, and has six degree 5 minimal logarithmic derivations.
• Let A7 ⊂ P2 with defining polynomial Q(A7) = xyz(x + y + z)(x + z)(y + z). This is supersolvable
and has exponents exp(A7) = (1, 2, 3) (see [9, Theorem 2.4(3)]). This example will show up later on.
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• Let A8 ⊂ P2 with defining polynomial Q(A8) = xyz(x− y)(x− 2y)(x− z). This is supersolvable and
has exponents exp(A8) = (1, 2, 3) (see [9, Theorem 2.4(1)]). This example will show up later on.
(1) The first three examples suggest that by using the Poincare´ polynomial (which is the same for
all three examples) to obtain any combinatorial information on the arrangement that has a cubic
logarithmic derivation leads to maybe too many cases to consider.
(2) (a) The ideal of the points dual to the lines ofA1, and the ideal of the points dual to the lines ofA4
have the same graded free resolution
0 → R(−4)⊕R(−5)→ R3(−3).
(b) The ideal of the points dual to the lines ofA3, and the ideal of the points dual to the lines ofA5
have the same graded free resolution
0 → R(−4)⊕R(−6)→ R(−2)⊕R(−3)⊕R(−5).
(c) The ideal of the points dual to the lines ofA2, and the ideal of the points dual to the lines ofA6
have the same graded free resolution
0 → R2(−5) → R(−2)⊕R2(−4).
The point of observations (a), (b), and (c) is that the homological properties of the ideal of the
points dual to the hyperplanes of the arrangement A will not be able to determine if A has a certain
degree minimal logarithmic derivation, nor to predict any information on the combinatorics or free-
ness of A. In fact, for a line arrangement A ⊂ P2, by [10, Proposition 3.6], the minimum degree
of a minimal logarithmic derivation other than the Euler’s derivation gives some information on the
geometry of the reduced Jacobian scheme of A, i.e., on the set of rank 2 flats of L(A).
Reiterating the comment at the beginning of this subsection, obtaining results similar to [9, Theorem 2.4,
more generally, Lemma 2.1], but for (line) arrangements with cubic logarithmic derivations, would be of
great value in this line of work.
4.1. Free arrangements with exponents 1’s, 2’s and 3’s. If in general (even for rank 3) it seems to be
difficult to characterize arrangements with cubic logarithmic derivations, maybe there is some hope when
dealing with free arrangements with exponents 1’s, 2’s, and 3’s. ExamplesA1 andA2 above strongly suggest
to analyze the case when the free arrangement has exponents 1’s, 2’s, and exactly one 3.
Same as at the beginning of Section 3, assume thatA is free and irreducible (meaning that it doesn’t have
any linear logarithmic derivation other than the Euler’s derivation). So exp(A) = (1, 2, . . . , 2︸ ︷︷ ︸
k−2
, 3); therefore
|A| = 2k.
Conjecture 4.1. LetA ⊂ Pk−1 be a free hyperplane arrangement with exponents exp(A) = (1, 2, . . . , 2︸ ︷︷ ︸
k−2
, 3).
Then A is supersolvable.
To show that A is supersolvable, one needs to find a maximal chain of modular elements V = X0 <
X1 < · · · < Xk = 0 in the lattice of intersections L(A). By [6, Theorem 4.58], when all exponents are
one 1, and all other are 2’s (the setup of Section 3), it is clear that one needs to find a modular coatom Xk−1
with |AXk−1 | = |A| − 2, because bk := |AXk \ AXk−1 | must equal 2.
If exp(A) = (1, 2 . . . , 2, 3), and if we wantA to be supersolvable, then bk can equal 2 or 3. For example,
any of the four modular coatoms Z of A7 above has |(A7)Z | = 3 = |A7| − 3; whereas in the case of A8
one modular coatom Z1 has |(A8)Z1 | = 4 = |A8| − 2, and the other modular coatom Z2 has |(A8)Z2 | =
3 = |A8| − 3.
So in order to show that A is supersolvable, one needs to find
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(a) a modular coatom X with |AX | = |A| − 3, and therefore exp(AX) = (1, 2, . . . , 2︸ ︷︷ ︸
k−2
) which is
supersolvable by Section 3, or
(b) a modular coatom X with |AX | = |A| − 2, and therefore exp(AX) = (1, 2, . . . , 2︸ ︷︷ ︸
k−3
, 3) which is
supersolvable by inductive hypotheses on rank of A.
In what follows, same as we did in Section 3, we analyze the shape of the rank two level of the intersection
lattice, hoping to obtain clues as to finding the desired modular coatoms.
Let A ⊂ Pk−1 be a free hyperplane arrangement of rank k ≥ 3, irreducible, with defining linear forms
ℓ1, . . . , ℓn, where n = |A|. Suppose ℓ1 = x1, . . . , ℓk = xk. Suppose
exp(A) = (1, 2, . . . , 2︸ ︷︷ ︸
k−2
, 3), therefore n = 2k.
Lemma 4.2. LetA be as above. Then, for any X ∈ L2(A) one has |AX | ≤ 4.
Proof. Let X ∈ L2(A) be a rank 2 flat contained in four or more hyperplanes (i.e., |AX | ≥ 4). After a
change of variables, and a reordering of the hyperplanes, suppose X = V (x1, x2), and ℓk+1 = x1 + x2,
ℓk+2 = x1 + ax2, a 6= 0, 1; here a takes |AX | − 3 distinct values.
Let ρ be a the cubic logarithmic derivation part of the basis of the freeR := K[x1, . . . , xk]-moduleD(A).
Then
ρ = x1P1∂1 + · · ·+ xkPk∂k,
where P1, . . . , Pk ∈ R are some quadratic polynomials.
ρ(x1 + x2) = x1P1 + x2P2 = (x1 + x2)U
ρ(x1 + ax2) = x1P1 + ax2P2 = (x1 + ax2), V
for some U, V ∈ R of degree 2.
First equation gives x1(P1 − U) = x2(U − P2), that leads to P1 − P2 = (x1 + x2)∆
′, for some
linear form ∆′ ∈ R, whereas the second equation gives x1(P1 − V ) = x2(aV − aP2), that leads to
a(P1 − P2) = (x1 + ax2)∆
′′, for some linear form ∆′′ ∈ R. Therefore, we have
P1 − P2 = c(x1 + x2)(x1 + ax2),
for some constant c.
We can replace ρ by −(ρ− P1θE), so we can assume
ρ = c(x1 + x2)(x1 + ax2)∂2 + x3P3∂3 + · · · + xkPk∂k.
If |AX | − 3 ≥ 2, since deg(P1 − P2) = 2, and the forms x1 + x2, and x1 + ax2 are relatively prime for
all distinct |AX | − 3 values of a, we must have that c = 0. But in this instance, the Saito matrix in the proof
of Lemma 3.1 is of the form


x1 0 · · · 0 0
x2 0 · · · 0 0
x3 Q2,3 · · · Qk−1,3 x3P3
...
...
...
...
xk Q2,k · · · Qk−1,k xkPk


has determinant 0; a contradiction.
So |AX | ≤ 4, for all X ∈ L2(A). 
Suppose X1, . . . ,Xu ∈ L2(A) are all rank 2 flats with |AXi | = 3, i = 1, . . . , u, and suppose
Y1, . . . , Yv ∈ L2(A) are all rank 2 flats with |AYj | = 4, i = 1, . . . , v.
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Lemma 4.3. We have u+ 3v = k + 1.
Proof. We will follow the same path as the proof of Lemma 3.2. The Poincare´ polynomial of A equals
π(A, t) = (1 + t)(1 + 2t)k−2(1 + 3t) = 1 + (2k)t + (2k2 − 2k − 1)t2 + · · · ,
so ∑
Z∈L2(A)
µ(z) = 2k2 − 2k − 1.
If A were to be 3-generic, then for any Z ∈ L2(A) the sum of Mo¨bius function values should equal(
2k
2
)
= 2k2 − k.
The difference between these two numbers is k + 1.
Each Xi contributes with 2 to the sum, whereas in the 3-generic case, the three hyperplanes in cl(Xi)
contribute with
(3
2
)
= 3 to the sum.
Similarity, each Yj contributes with 3 to the sum, whereas in the 3-generic case, the four hyperplanes in
cl(Yj) contribute with
(4
2
)
= 6 to the sum.
Therefore (3− 2)u+ (6− 3)v = k + 1. 
In Section 3, one of the key points to obtain the modular coatom X was Lemma 3.3, which shows that
there are exactly two hyperplanes that belong to only one 3-dependency. We needed to observe which
hyperplane belongs to what 3-dependency. Same as the beginning of the proof of Lemma 3.3, since A is
free (hence formal), and irreducible, then every hyperplane belongs to some 3-dependency.
Remark 4.4. Observe that
v ≤
k + 3
5
and u ≥
2k + 2
5
.
Indeed, if all the rank 2 flats have disjoint closures, we must have 4v + 3u = 2k. Therefore, in general,
3u+ 4v ≥ 2k. With u+ 3v = k + 1 from Lemma 4.3, we get the desired inequalities.
For each of the hyperplanes V (ℓi), i = 1, . . . , n, denote with ui the number of rank 2 flats of size 3 that
V (ℓi) contains, and denote with vi the number of rank 2 flats of size 4 that V (ℓi) contains. ui or vi may be
zero, but from above they are not both simultaneously zero.
If a hyperplane contains a rank 2 flat of size 4, then that hyperplane belongs to three of the four 3-
dependencies determined by this flat. The total number of 3-dependencies is u+ 4v, therefore
u1 + · · ·+ un + 3(v1 + · · ·+ vn) = 3(u+ 4v) = 3(v + k + 1) = 4(k + 1)− u;
the last equality comes from Lemma 4.3.
Remark 4.5. For i = 1, . . . , 2k, we have
2ui + 3vi ≤ 2k − 1.
This is true since the intersection of the closures of any two rank 2 flats has at most one element in common,
and the upper bound is attained if i is an element of all the closures of the rank 2 flats.
Let s be the number of hyperplanes of A that each belongs to exactly one 3-dependency. Suppose that
V (ℓ1), . . . , V (ℓs) are these hyperplanes. Then,
s+ us+1 + · · · + un + 3(vs+1 + · · ·+ vn) = 3(v + k + 1) = 4(k + 1)− u.
Note that for the line arrangement A7 considered above, we have s = 0 (and k = 3, v = 0, u = 4), whereas
for the line arrangement A8, we have s = 2 (and k = 3, v = 1, u = 1).
Lemma 4.6. With the above notations, we have s ≥ u− 4.
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Proof. First, if v = 0, then u = k+1 (from Lemma 4.3). Also we have vs+1 = · · · = vn = 0, and therefore
us+1, . . . , un ≥ 2, since they cannot be zero. With these conditions, s + 2(n − s) ≤ 3(k + 1), and since
n = 2k, we obtain
s ≥ k − 3 = u− 4.
Suppose v ≥ 1. Suppose us+1 = · · · = ut = 0 and ut+1, . . . , un ≥ 2, for some s ≤ t ≤ n (standard
conventions: if t = s, then the first set of conditions does not show up; if t = n, then the second set of
conditions doesn’t show up). Then vs+1, . . . , vt ≥ 1. Everything put together leads to
s+ 2(n − t) + 3(t− s) ≤ 4(k + 1)− u.
With n = 2k, we have 2s− t ≥ u− 4, and since t ≥ s, we get the claimed conclusion. 
Remark 4.7. If s ≥ u + 1, then there will be two hyperplanes contained both in a unique 3-dependency
that corresponds to a flat of rank 2 whose closure consists of exactly three hyperplanes. Then, following the
same path as in Lemmas 3.4 and 3.5, we can obtain a much desired modular coatom.
In what follows we will check our Conjecture 4.1, when k = 4 and k = 5. All the observations, remarks,
and lemmas above will be put to use in classifying all the free arrangements with exponents (1, 2, . . . , 2, 3),
in terms of L2(A) (i.e., the matroid). If the corresponding matroid is realizable over our field K, then the
conclusion will be that it is supersolvable.
4.1.1. The case k = 4. We have n = 8, u+ 3v = 5, and 0 ≤ v ≤ ⌊(4 + 3)/5⌋ = 1.
v = 1 Then u = 2. Suppose hyperplanes 1, 2, 3, 4 are the closure of the corresponding rank 2 flat. So
v1 = · · · = v4 = 1 and v5 = · · · = v8 = 0. This forces u5, . . . , u8 ≥ 1. We have u1+· · ·+u8+3·(4+0) =
4 · (4 + 1)− 2, and so
u1 + · · ·+ u8 = 6.
If at least three of u5, . . . , u8 equal 1, then s ≥ 3 = u+ 1, and so we have a supersolvable arrangement.
Since 4 ≤ u5 + · · · + u8 ≤ 6, we have that s ≤ 2, only when u1 = · · · = u4 = 0, u5 = u6 = 1, and
u7 = u8 = 2. But this is impossible since we need to have two rank 2 flats each of size 3 (u = 2), with at
most one element in common, and built from 5, 6, 7, 8.
v = 0 Then u = 5. We have vi = 0, and 1 ≤ ui ≤ ⌊7/2⌋ = 3, for each i = 1, . . . , 8, and
u1 + · · ·+ u8 = 20− 5 = 15.
Also s ≥ u− 4 = 1.
• If s ≥ 6 = u+ 1, then we have a supersolvable arrangement.
• s = 5. Suppose u1 = · · · = u5 = 1. Then, 2 ≤ u6, u7, u8 ≤ 3, and u6 + u7 + u8 = 10; this is clearly
impossible.
• s = 4. Suppose u1 = · · · = u4 = 1. Then, 2 ≤ u5, . . . , u8 ≤ 3, and u5 + · · ·+ u8 = 11. This is possible
only if one of these uj’s is 2, and the other three are 3.
We have four 3-dependencies each containing 1, 2, 3, and 4. The remaining 3-dependency is, say, 567.
The 3-dependency containing 1, cannot contain two of the 5, 6, or 7, therefore, that dependency must be 158.
Similarly, we must have 268, and 378 (since any two 3-dependencies cannot have more than one element in
common). But this leaves no option to build the 3-dependency containing 4. So we get a contradiction.
• s = 3. Suppose u1 = u2 = u3 = 1. Then, 2 ≤ u4, . . . , u8 ≤ 3, and u4 + · · ·+ u8 = 12. This is possible
only if three of these uj’s are 2, and the other two are 3. After some renumbering, the five 3-dependencies
are the following:
147 258 357 456 678.
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Observe that 5, 6, and 7 help determine all the other hyperplanes: 3 from third dependency, 4 from
forth dependency, 8 from the fifth dependency; in turn, the second dependency determines 2, and the first
dependency determines 1. All together give that r(A) = k ≤ 3. A contradiction.
• s = 2. Suppose u1 = u2 = 1. Then, 2 ≤ u3, . . . , u8 ≤ 3, and u3 + · · · + u8 = 13. This is possible only
if five of these uj’s are 2, and the other one is 3.
The three 3-dependencies that do not contain 1, nor 2, must be built from the remaining six hyperplanes
3, . . . , 8. But this is possible if, after some reordering these three 3-dependencies are
345 567 368.
Observe that 3, 5, and 6 will determine 4, 7, and 8. The remaining two 3-dependencies that contain 1 and
2 will help determine 1 and 2 as well. So k = r(A) ≤ 3. A contradiction.
• s = 1. Suppose u1 = 1. Then, 2 ≤ u2, . . . , u8 ≤ 3, and u2 + · · · + u8 = 14. This is possible only if all
these uj’s are 2. After some renumbering, the five 3-dependencies are the following:
128 234 357 456 678.
Observe that 3, 4, and 5 determine 2, 7, and 6, which in turn will determine 8, and finally, 1. All together
gives again that k = r(A) ≤ 3.
4.1.2. The case k = 5. We have n = 10, u+ 3v = 6, and 0 ≤ v ≤ ⌊(5 + 3)/5⌋ = 1.
v = 1 Then u = 3. Suppose hyperplanes 1, 2, 3, 4 are the closure of the corresponding rank 2 flat. So
v1 = · · · = v4 = 1 and v5 = · · · = v10 = 0. This forces u5, . . . , u10 ≥ 1. We have u1 + · · · + u10 + 3 ·
(4 + 0) = 4 · (5 + 1)− 3, and so
u1 + · · · + u10 = 9.
If at least four of u5, . . . , u10 equal 1, then s ≥ 4 = u+ 1, and so we have a supersolvable arrangement.
Since 6 ≤ u5 + · · · + u10 ≤ 9, we have that s ≤ 3, only when u1 = · · · = u4 = 0, u5 = u6 = u7 = 1,
and u8 = u9 = u10 = 2. We have to build u = 3 3-dependencies each containing 5, 6, and respectively, 7,
and the remaining spots to be occupied by 8, 9, and 10, each showing up twice.
This is possible to construct: the 3-dependencies are 589, 68(10), 79(10). But, one can observe that
A becomes the product of two smaller rank arrangements (rank 2 and rank 3), and therefore exp(A) =
(1, 1, . . .), which contradicts the assumptions we started with.
Actually things are indeed very delicate here. Suppose
ℓ1 = x1, ℓ2 = x2, ℓ8 = x3, ℓ9 = x4, ℓ10 = x5.
Then, after rescaling of variables we can assume
Q(A) = x1x2(x1 + x2)(x1 + ax2)x3x4x5(x3 + x4)(x3 + x5)(x4 + bx5), a 6= 0, 1, b 6= 0.
In order to have u = 3, then b 6= −1, which makes A not free: D(A) is minimally generated in degrees 1,
1, 3, 3, 3, 3. But if b = −1, then A is free with exp(A) = (1, 1, 2, 3, 3); in fact it is supersolvable, since the
rank 3 component is isomorphic to A7. Unfortunately, u = 4 in this instance. This is another evidence that
the setup of Conjecture 4.1 is very restrictive, indicative of its validity.
v = 0 Then u = 6. We have vi = 0, and 1 ≤ ui ≤ 8/2 = 4, for each i = 1, . . . , 10, and
u1 + · · · + u10 = 24 − 6 = 18.
Also s ≥ u− 4 = 2.
• If s ≥ 7 = u+ 1, then we have a supersolvable arrangement.
• s = 6. Suppose u1 = · · · = u6 = 1. Then, 2 ≤ u7, . . . , u10 ≤ 4, and u7 + · · · + u10 = 12. This is
possible if, after reordering,
(i) u7 = u8 = 2 and u9 = u10 = 4.
(ii) u7 = 2, u8 = u9 = 3, and u10 = 4.
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(iii) u7 = · · · = u10 = 3.
Since u = 6, each of the six 3-dependencies will have 1, . . . , 6.
(i) is impossible: Suppose we placed 9 in four of the 3-dependencies. Since 10 is also in four 3-
dependencies, so 9 and 10 will show in two distinct 3-dependencies. Contradiction.
(ii) is impossible: Suppose we placed 10 in four of the 3-dependencies. 9 goes into three 3-dependencies.
So our dependencies look like this: 1(10)9, 2(10)x, 3(10)x, 4(10)x, 59x, 69x, where ”x” means an empty
spot to be filled. 8 also goes into three 3-dependencies, so either the pair (10)8, or the pair 98, will show up
twice. Contradiction.
(iii) is impossible: Placing 7 and 8 lead to: (a) 17x, 27x, 378, 48x, 58x, 6xx; or (b) 17x, 27x, 37x, 48x,
58x, 68x. Now, if we place 9 in (b), we get that either the pair 79, or the pair 89, will show up twice;
contradiction. So 9 gets placed only in (a), but if we don’t place the 9 where 6 is located, 10 will have to fill
up the two empty spaces in the 3-dependency where 6 is; contradiction. So, after placing 10 we are left only
with the option
179 27(10) 378 489 58(10) 69(10).
But in this instance, observe that 7, 8, 9, 10 will determine 1, 2, 3, 4, 5, and 6. So k = r(A) ≤ 4. A
contradiction.
• s = 5. Suppose u1 = · · · = u5 = 1. Then, 2 ≤ u6, . . . , u10 ≤ 4, and u6 + · · · + u10 = 13. This is
possible if, after reordering,
(i) u6 = u7 = u8 = 2, u9 = 3, and u10 = 4.
(ii) u6 = u7 = 2, and u8 = u9 = u10 = 3.
(i) is impossible: After trying to arrange the hyperplanes, the only option for 3-dependencies is:
16(10) 27(10) 38(10) 49(10) 589 679.
Observe that 6, 7, 10, and 8 will determine 1, 2, 3, and 9, which in turn will determine 4 and 5. So
k = r(A) ≤ 4. A contradiction.
(ii) is impossible: After reordering, the only options for dependencies are
16(10) 28(10) 39(10) 489 579 678,
which doesn’t work because 7, 8, 9, 10 can determine all the remaining hyperplanes; or
17(10) 28(10) 389 468 569 79(10),
which also doesn’t work because 6, 8, 9, 10 can determine all the remaining hyperplanes.
• s = 4. Suppose u1 = · · · = u4 = 1. Then, 2 ≤ u5, . . . , u10 ≤ 4, and u5 + · · · + u10 = 14. This is
possible only if u5 = · · · = u8 = 2, and u9 = u10 = 3. The following are the possible distributions of the
ten hyperplanes into the six 3-dependencies, after reordering. Skipping all the technical details, the general
strategy to obtained them is the following: the last two dependencies are the ones that do not contain 1, 2,
3, nor 4; these two dependencies can be disjoint or have one element in common; first we placed 9 and 10,
with the restriction that these two dependencies must contain either two 9’s, or one 9 and one 10, or two 9’s
and one 10 (otherwise the pair 9(10) would show in two different dependencies). In every possibility we
specify four hyperplanes that will determine all the others, leading to the contradiction we have seen before:
r(A) ≤ 4.
(i) 15(10), 26(10), 379, 489, 567, 89(10). Hyperplanes 5, 6, 9, 10 determine all the others.
(ii) 179, 289, 35(10), 46(10), 569, 78(10). Hyperplanes 5, 7, 9, 10 determine all the others.
(iii) 19(10), 289, 36(10), 457, 569, 78(10). Hyperplanes 5, 7, 9, 10 determine all the others.
(iv) 169, 289, 37(10), 48(10), 59(10), 567. Hyperplanes 5, 6, 8, 10 determine all the others.
(v) 169, 29(10), 38(10), 478, 56(10), 579. Hyperplanes 5, 6, 7, 8 determine all the others.
(vi) 189, 269, 38(10), 47(10), 56(10), 579. Hyperplanes 5, 6, 7, 8 determine all the others.
(vii) 15(10), 28(10), 389, 467, 569, 79(10). Hyperplanes 5, 8, 9, 10 determine all the others.
(viii) 15(10), 26(10), 389, 478, 569, 79(10). Hyperplanes 5, 8, 9, 10 determine all the others.
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(ix) 19(10), 26(10), 38(10), 457, 569, 789. Hyperplanes 5, 8, 9, 10 determine all the others.
So a contradiction everywhere.
• s = 3. Suppose u1 = u2 = u3 = 1. Then, 2 ≤ u4, . . . , u10 ≤ 4, and u4 + · · · + u10 = 15. This is
possible only if u4 = · · · = u9 = 2, and u10 = 3. The three 3-dependencies not containing 1, 2, nor 3,
must be built from the remaining seven hyperplanes, so either one of them has an element in common with
each of the other two (hence all seven hyperplanes must show up in these dependencies), any two have an
element in common (hence six of the hyperplanes can show up in these dependencies), or all three have the
same element in common (hence all seven hyperplanes must show up). Similar approach as above (such as
placing first 10) gives the following possibilities:
(i) 14(10), 25(10), 379, 456, 678, 89(10). Hyperplanes 4, 6, 8, 10 determine all the others.
(ii) 14(10), 278, 359, 456, 67(10), 89(10). Hyperplanes 4, 6, 8, 10 determine all the others.
(iii) 14(10), 27(10), 39(10), 456, 678, 589. Hyperplanes 5, 6, 8, 10 determine all the others.
(iv) 16(10), 29(10), 389, 45(10), 567, 478. Hyperplanes 4, 6, 7, 9 determine all the others.
(v) 18(10), 249, 369, 45(10), 67(10), 578. Hyperplanes 5, 7, 9, 10 determine all the others.
(vi) 148, 256, 379, 45(10), 67(10), 89(10). Hyperplanes 4, 6, 8, 10 determine all the others.
A contradiction everywhere.
• s = 2. Suppose u1 = u2 = 1. Then, 2 ≤ u3, . . . , u10 ≤ 4, and u3 + · · ·+ u10 = 16. This is possible only
if u3 = · · · = u10 = 2. The four 3-dependencies not containing 1, or 2, must be built from the remaining
eight hyperplanes. We have the following possibilities:
(i) 139, 27(10), 345, 567, 468, 89(10). Hyperplanes 4, 5, 6, 9 determine all the others.
(ii) 138, 29(10), 345, 567, 789, 46(10). Hyperplanes 4, 5, 6, 8 determine all the others.
(iii) 13(10), 29(10), 345, 567, 789, 468. Hyperplanes 4, 5, 6, 8 determine all the others.
A contradiction everywhere.
Remark 4.8. In all the computations above we can conclude that in order to construct a free arrangement
of rank 4 or 5, with exponents (1, 2, 2, 3), or (1, 2, 2, 2, 3), we obtained that s ≥ u + 1, and therefore, by
Remark 4.7, they are supersolvable. Is it possible to prove this in general, for any rank ≥ 6?
Though it is beyond author’s computer skills, all the computations above can be performed (even for
higher rank) algorithmically using a computer that facilitates handling graphs. This approach comes from
AlexWoo. The 3-dependencies (more generally, the matroid) would help us build a 2-dimensional simplicial
complex: the edges are the hyperplanes, and the faces are the specified 3-dependencies, which are triangles.
The rank condition translates into having a spanning three with k edges (so k + 1 vertices). For example, a
simple sketch shows that the very last “possibility” considered above is not possible to realize in this manner.
4.1.3. Deletion-Contraction approach. If we want our free hyperplane arrangement A to be supersolvable,
then by [6, Theorem 4.58] it must be inductively free. So there exists a hyperplane H0 ∈ A such that
A′ := A \ {H0} (deletion) and A
′′ := AH0 = {H ∩ H0|H ∈ A
′} (contraction) are free (actually, by
definition, inductively free; see [6, Definition 4.53]).
A caution: example A1 above is inductively free, but it is not supersolvable. A
′′
1 is always free since it
has rank 2, so, by [6, Theorem 4.52], since exp(A1) = (1, 3, 3), H0 is one of the lines with 4 = 1 + 3
singularities on it. In this case exp(A′1) = (1, 3, 2). But the same thing happens to the supersolvable
arrangement A2. The “only” difference is captured in the deletions: A
′
1 ≃ A7, and A
′
2 ≃ A8, which are
both supersolvable with the same exponents, but they have different sizes modular coatoms.
Nonetheless, moving away from the caution above, we have the following proposition.
Proposition 4.9. If A is inductively free with exponents 1’s, 2’s and one 3, then it is supersolvable.
Proof. By [4, Proposition 2.10], we can assume exp(A) = (1, 2, . . . , 2, 2︸ ︷︷ ︸
k−2
, 3). We are going to use induction
on k ≥ 3. The base case is immediate from [9, Theorem 2.4 (1),(3)].
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LetH0 ∈ A such thatA
′ andA′′ are inductively free. Then, by [6, Theorem 4.46], we have the following
happening:
(a) exp(A′) = (1, 2, . . . , 2︸ ︷︷ ︸
k−3
, 1, 3). It has a linear log derivation different than the Euler’s derivation, and
therefore it is a direct product of smaller rank arrangements which are inductively free (again, by [4,
Proposition 2.10]), hence supersolvable by inductive hypotheses.
exp(A′′) = (1, 2, . . . , 2︸ ︷︷ ︸
k−3
, 3), which has rank k− 1, so it is supersolvable by inductive hypotheses.
(b) exp(A′) = (1, 2, . . . , 2, 2, 2︸ ︷︷ ︸
k−1
), which is supersolvable by Section 3.
exp(A′′) = (1, 2, . . . , 2︸ ︷︷ ︸
k−2
), which is supersolvable, also by Section 3.
In case (a) we have |A′′| = 2k − 2 = |A| − 2. Then this is saying that H0 belongs to a unique 3-
dependency. Suppose H0 = V (ℓ). Because A
′ is a product of two smaller rank arrangements, after a
change of coordinates we can suppose that the defining forms of A′ have the property
ℓi1 , . . . , ℓig ∈ K[x1, . . . , xp] and ℓj1 , . . . , ℓjh ∈ K[xp+1, . . . , xk],
for some 1 ≤ p ≤ k − 1, and some g, h ≥ 1 with g + h = 2k − 1.
The defining linear forms of A are
ℓi1 , . . . , ℓig , ℓ, ℓj1 , . . . , ℓjh ,
and A is irreducible (since it doesn’t have a linear log derivation that is not a constant multiple of θE). For
this to happen we must have g = 1 or h = 1, and also the 3-dependency containing ℓ must “connect” the
two sets of linear forms. Supposing h = 1, then the 3-dependency containing V (ℓ), must contain ℓj1 as
well. Therefore, we found two hyperplanes, H0 and V (ℓj1) that belong to a unique 3-dependency. Then, by
following the path in Section 3, starting with Lemmas 3.4 and 3.5, we obtain that A is supersolvable.
In case (b) we have |A′′| = 2k − 3 = |A| − 3. This is saying that H0 contains a rank 2 flat Y of size
4 (i.e., |AY | = 4). So H0 belongs to three 3-dependencies. But exp(A
′) = (1, 2, . . . , 2), so by Section 3,
namely Lemma 3.3, A′ has two hyperplanes that belong to a unique 3-dependency. Obviously, H0 will not
belong to this 3-dependency, so in turn, A will have two hyperplanes that belong to a unique 3-dependency.
Consequently, same as above, A is supersolvable. 
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