Abstract. General linear sections of codimension 2 of the Grassmannians G(1, 4) and G(1, 5) appear in the classification of Fano manifolds of high index. Unlike Grassmannians, these manifolds are not homogeneous. Nevertheless, their automorphisms groups have finitely many orbits. In this work we first compute the orbits of these actions. Then we give a description of the variety of lines (under the Plücker embedding) passing through a fixed point in each orbit of the action. As an application we show that these Fano manifolds are not weakly 2-Fano, completing the classification of weakly 2-Fano manifolds of high index, initiated by Araujo and Castravet in [AC13] .
Introduction
A Fano manifold is a smooth, complex, projective variety X with ample anticanonical class, −K X > 0. The Fano condition has strong implications on the geometry of X. For example, any Fano manifold X is rationally connected, that is, any two general points of X can be connected by a rational curve contained in X. Examples of Fano manifolds are hypersurfaces of degree d ≤ n in P n , Grassmannians G(k, N ) of k-planes of P N C , and their general linear sections G(k, N ) ∩ H l of codimension l, for 1 ≤ k ≤ (N − 1)/2 and l ≤ N .
The index i X of a Fano manifold X of dimension n is defined by i X = max{m ∈ N | −K X = mH, for some Cartier divisor H}.
A classical result of Kobayashi and Ochiai asserts that i X ≤ n + 1. Fano manifolds with index i X ≥ n − 2 are completely classified (see [IP99] ). Among those are the general linear sections G(1, 4) ∩ H 2 and G(1, 5) ∩ H 2 . Recall that, under the Plücker embedding, the variety of lines of G(k, N ) through a fixed point is isomorphic to P k × P N −k−1 . It does not depend on the choice of the point because G(k, N ) is homogeneous. Although the linear sections G(1, 4) ∩ H and G(1, 5) ∩ H 2 are not homogeneous, their automorphisms groups have finitely many orbits. Their varieties of lines (under the Plücker embedding) through a fixed point is an intersection of two divisors of type (1, 1) in P 1 × P 2 and P 1 × P 3 , respectively. Our aim is to describe these varieties.
Let X = G(1, 4) ∩ H 2 be the intersection of G(1, 4) with a general linear subspace H 2 of codimension 2, under the Plücker embedding. The four orbits of the automorphism group Aut(X) ⊂ PGL(5, C) can be described as follows (see Section 2 for details). There is a smooth conic C ⊂ P 4 such that:
• the orbit o 1 consists of the lines in P 4 tangent to C; • the orbit o 2 consists of the lines in P 4 that lie in the plane P generated by C but are not tangent to C;
• the orbit o 3 consists of the lines in P 4 that intersect C but do not lie in P ; • the orbit o 4 consists of the lines in P 4 that do not intersect P (this is a dense orbit). We have the following description of the variety of lines passing through a fixed point x ∈ X: Theorem 1.1. Let X = G(1, 4) ∩ H 2 be a general linear section of codimension 2 of G(1, 4), and let Z x ⊂ P 1 × P 2 be the variety of lines on X passing through a point x ∈ X. Then Z x has pure dimension 1, and its numerical class in 
Now let Y = G(1, 5) ∩ H 2 be the intersection of G(1, 5) with a general linear space L = H 2 of codimension 2, under the Plücker embedding. The four orbits of the automorphism group Aut(Y ) ⊂ PGL(6, C) can be described as follows (see Section 2 for details). There are three disjoint lines l 1 , l 2 , l 3 of P 5 , 3-planes V j , for j = 1, 2, 3, generated by the l i ′ s with i = j, and V = ∪ 3 i=1 V i such that: • the orbit o 1 consists of the lines in P 5 that intersect two l i ′ s; • the orbit o 2 consists of the lines in P 5 that intersect only one l i ; • the orbit o 3 consists of the lines in P 5 that intersect V \ ∪ 3 i=1 l i ; • the orbit o 4 consists of the lines in P 5 that do not intersect V (this is a dense orbit). We have the following description of the variety of lines passing through a fixed point x ∈ Y :
2 be a general linear section of codimension 2 of G(1, 5), and let Z x ⊂ P 1 × P 3 be the variety of lines on Y passing through a point x ∈ Y . Then Z x has pure dimension 2, and its numerical class in 
• for x ∈ o 4 , Z x is isomorphic to a smooth quadric in P 3 .
As an application of these results, in Section 5 we complete the classification of weakly 2-Fano manifolds, initiated in [AC13] by Araujo and Castravet. We prove that the general linear sections G(1, 4)∩H 2 and G(1, 5)∩H 2 are not weakly 2-Fano.
Notation. For a (k + 1)-dimensional vector subspace W of C N +1 we will denote by P(W ) its corresponding k-plane in P N C , and by [P(W )] its corresponding point in the Grassmannian G(k, N ). We will denote by P(E ) the projectivization of a vector bundle E , the variety of lines of E .
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Preliminaries
We will consider the Grassmannian G(k, N ) of k-planes of P N C embedded into P( k+1 C N +1 ) by the Plücker embedding
Denote by H l a general linear subspace of codimension l of P( k+1 C N +1 ).
Given a subvariety Y of a variety X, we will denote by Aut(Y, X) the group of automorphisms of X that induce automorphisms of Y , that is, 
The theorem says that the automorphisms of G(1, N )∩H l are the automorphisms in PGL(N + 1, C) such that their induced action on the dual space P(
} is a basis of C N +1 and E ij ∈ Mat(N + 1, C) the matrix with the entry (i, j) equal to 1 and otherwise equal to 0, then
is an isomorphism of vector spaces; that allows us to identify P(
* , with A ∈ Antisym(N + 1, C), if and only if, pA t q = 0. The action of an automorphism P(T ) ∈ PGL(N + 1, C) on P(Antisym(N + 1, C)) is given by
* , is preserved under T if and only if,
The second step in the task of determining the automorphism groups is done separately for the different cases using the above description. Consider the case l = 1. The automorphism group of Y = G(1, 2n − 1) ∩ H, where H = P(A)
* is a general hyperplane of P( 2 C 2n ), is isomorphic to the group Sp(2n, C)/{±I}, where Sp(2n, C) denotes the symplectic group associated to A. Its action on Y is homogeneous (see [PVdV99, Prop. 2.1]). The automorphism group of X = G(1, 2n) ∩ H, where H = P(A)
* is a general hyperplane of P( 2 C 2n+1 ), act on X with two orbits (see [PVdV99, Prop. 5 .3] for details).
The next results concern automorphism groups of linear sections of codimension l = 2.
Theorem 2.2 ([PVdV99, Thm. 3.5]). For n ≥ 3 the automorphism group of the intersection of G(1, 2n − 1) with a general linear subspace of codimension 2 of P( 2 C 2n ) is isomorphic to the subgroup of PGL(2n, C) that consists of the elements
where t 1 , . . . , t n ∈ SL(2, C) and P σ is the identity for n ≥ 5 and otherwise defined by P σ (e 2i ) = e 2σ(i) , P σ (e 2i−1 ) = e 2σ(i)−1 , for σ ∈ S(n), if n = 3; {(1 2 3 4), (2 1 4 3), (3 4 1 2), (4 3 2 1)}, if n = 4.
In order to describe the orbits of the action of Aut(G(1, 5) ∩ H 2 ) on G(1, 5) ∩ H 2 let us explain the generality condition on H 2 assumed in the theorem. A linear subspace L = H 2 = H 1 ∩ H 2 ⊂ P( 2 C 2n ) of codimension 2, given by the intersection of two distinct hyperplanes H 1 = P(A)
* , H 2 = P(B) * , with A, B ∈ Antisym(2n, C), is dual to the line L * = P(λA − µB) ⊂ P(Antisym(2n, C)). The dual Grassmannian of G(1, 2n − 1) is given by
and it is an irreducible hypersurface of degree n. Therefore L * intersects G(1, 2n − 1) * in at most n points. We will say that
* have n distinct points in common, which we denote by
* , are tangent to the Grassmannian G(1, 2n − 1) at the points [l i ], where
Returning to the particular case G(1, 5)∩H 2 , for j = 1, 2, 3, let V j be the 3-plane in P 5 generated by the exceptional lines
Up to changing coordinates we can write [Don77] or [PVdV99, Prop. 3.2]). The exceptional lines are l 1 = P(span{e 1 , e 2 }), l 2 = P(span{e 3 , e 4 }) and l 3 = P(span{e 5 , e 6 }).
Proof. It is sufficient to prove the existence of an automorphism in Aut(G(1, 5)∩H 2 ) mapping p = (1 : 0 : 1 : 0 : 1 : 0) to a given point q = (q 1 : q 2 : q 3 : q 4 : q 5 : q 6 ) ∈ P 5 \ V . Any block diagonal matrix T = diag(t 1 , t 2 , t 3 ) ∈ Mat(6, C) with
. By a permutation P σ on the exceptional lines we can suppose p = (0 : 0 : p 3 : p 4 : p 5 : p 6 ), q = (0 : 0 : q 3 : q 4 : q 5 : Since p, q ∈ ∪ 3 i=1 l i we can choose the a ij ′ s satisfying the condition above and the three additional ones det(t 1 ) = det(t 2 ) = det(t 3 ) = 1.
If the line l intersects one V i , then it intersects the other two.
Proof. By a permutation P σ on the exceptional lines we can suppose that l∩V 1 = ∅. Then l = P(span{p, q}), where p = (0, 0, p 3 , p 4 , p 5 , p 6 ) and q = (q 1 , q 2 , q 3 , q 4 , q 5 , q 6 ), with p 5 q 6 − p 6 q 5 = 0 and p 3 q 4 − p 4 q 3 = 0. Denote by M ij , 1 ≤ i < j ≤ 6, the (i, j)-minor of the matrix 0 0 p 3 p 4 p 5 p 6 q 1 q 2 q 3 q 4 q 5 q 6 .
Note that M 34 = M 56 = 0. We have
Since p and q are linearly independents, it is clear that l intersects V 2 and V 3 .
Proposition 2.1. The action of Aut(G(1, 5) ∩ H 2 ) on X = G(1, 5) ∩ H 2 has four orbits:
Note that none of the exceptional lines lies in X and that no line in P 5 intersects the three exceptional lines.
Proof. Since any automorphism permutes the exceptional lines, it is clear by the geometric description that the four kinds of lines described lie in different orbits.
. By a permutation P σ on the exceptional lines we reduce to particular cases. The first one when there is only one exceptional line intersecting both l and l ′ , say l = P(span{re 1 +se 2 , te 3 +ue 4 }) and l ′ = P(span{r ′ e 1 +s ′ e 2 , t ′ e 5 + u ′ e 6 }). Let T = diag(t 1 , t 2 , t 3 ) ∈ Mat(6, C) be a block diagonal matrix with t 1 = a 11 a 12 a 21 a 22 , t 2 = a 35 a 36 a 45 a 46 , t 3 = 1 0 0 1 ∈ Mat(2, C).
The induced projective transformation P(P (2 3) ·T ) satisfies P(P (2 3) ·T )(re 1 +se 2 ) = r ′ e 1 + s ′ e 2 and P(P (2 3) · T )(te 3 + ue 4 ) = t ′ e 5 + u ′ e 6 if (ra 11 + sa 12 )e 1 + (ra 21 + sa 22 )e 2 = r ′ e 1 + s ′ e 2 (ta 53 + ua 54 )e 5 + (ta 63 + ua 64 )e 6 = t ′ e 5 + u ′ e 6 .
Since (r, s), (t, u), (r ′ , s ′ ), (t ′ , u ′ ) = (0, 0) we can choose the a ij ′ s satisfying the conditions above and the two additional ones det(t 1 ) = det(t 2 ) = 1. With these values of a ij ′ s, P(P (2 3) · T )(x) = x ′ . The second case, when two exceptional lines intersect both l and l ′ , can be treated similarly.
Similarly to the previous case, it is shown that o 2 is an orbit. ∈ Mat(2, C).
The induced projective transformation P(T ) satisfies P(T )(p) = p and P(T )(q) = q
′ if a 33 e 3 + a 43 e 4 + a 55 e 5 + a 65 e 6 = e 3 + e 5 (a 11 q 1 + a 12 q 2 )e 1 + (a 21 q 1 + a 22 q 2 )e 2 + a 55 e 5 + a 65 e 6 = q To show that o 4 is an orbit it is sufficient to find an automorphism in Aut(X) mapping the line l 0 = [P(span{(1, 0, 1, 0, 1, 0), (1, 1, 1, −2, 1, 1)})] to a given x = [l] ⊂ P 5 \ V . By Lemma 2.1 the group Aut(X) acts transitively on P 5 \ V , so we can suppose l = P(span{(1, 0, 1, 0, 1, 0), (q 1 , q 2 , q 3 , −2q 2 , q 5 , q 2 )}). Note that q 2 = 0, otherwise l ∩ V 3 = ∅. We can put q 2 = 1. The block diagonal matrix T = diag(t 1 , t 2 , t 3 ) ∈ Mat(6, C) with
defines an automorphism P(T ) of X such that P(T )(x 0 ) = x.
) be a linear subspace of codimension 2 given by the intersection of two distinct hyperplanes H 1 = P(A)
* , H 2 = P(B) * , with A, B ∈ Antisym(2n + 1, C). As before, L is dual to the line L * = P(λA − µB) ⊂ P(Antisym(2n + 1, C)). The dual Grassmannian of G (1, 2n) is given by
and it is a subvariety of codimension 3. We will say that L = H 2 is general if L * does not intersect G(1, 2n) * . Since antisymmetric matrices have even rank, the ones λA − µB corresponding to the hyperplanes H (λ:µ) = P(λA − µB) * tangent to G(1, 2n) have all corank 1. The 1-dimensional kernel c(λ : µ) of λA − µB as a point of P 2n is called center of H (λ:µ) . The map c :
is a parametrization of a rational normal curve C of degree n, called center curve; the map h :
B is a parametrization of a rational normal curve H of degree n − 1 in the space of hyperplanes containing the center curve.
Any automorphism P(T ) ∈ Aut(G(1, 2n) ∩ H 2 ) ⊂ PGL(2n + 1, C) maps the center curve onto itself and also the projective space P ∼ = P n spanned by the center curve onto itself. Hence P(T ) induces an automorphism on the rational normal curve H in the dual projective space (P 2n /P ) * . The group of automorphisms of P n fixing a rational normal curve of degree n is isomorphic to PGL(2, C) (see, for example, [Har92, Example 10.12]). In other words, we know to describe P(T ) when restricted to C and H. With such a description and using (1) we obtain: 
where α ∈ C * , S ∈ Mat((n + 1) × n, C) with s ij = s kl for i + j = k + l, t n ∈ Aut(H, P n−1 ) and t n+1 ∈ Aut(C, P n ).
Now we specialize to the case n = 2. Up to changing coordinates we can write 
2 has four orbits:
is tangent to the center conic C};
• o 2 = {x = [l] ∈ X | l is secant to the center conic C};
• o 3 = {x = [l] ∈ X | l intersects the center conic but does not lie in the plane P };
• o 4 = {x = [l] ∈ X | l does not intersect the plane P }.
We call attention to the condition that defines the forth orbit. There are no lines in X that intersects the plane P but not the conic C. N ) is determined by the choice of a k-dimensional vector subspace U and a (k + 2)-dimensional N ) is homogeneous, and therefore H x does not depend on the choice of the point x.
The Variety of Lines on
For k = 1, we identify H x in the following way: N ) , under the Plücker embedding. The subvariety Z x ⊂ H x of lines on X passing through x ∈ X is an intersection of l divisors D i of type (1, 1) in H x , obtained from the condition that the lines are on each hyperplane defining H l . If H l is general, then by Bertini's Theorem Z x is a complete intersection of the l general divisors D i . If x is general, then using some geometric invariant theory one can prove that Z x is smooth (this is true for every complex, projective and connected variety X; see [Mor79, Lemma 9]). For the cases treated here, Z x will be given explicitly. Thus, we can check the smoothness of Z x , for x general, using Jacobi's Criterion.
Proof of Theorem 1.1
In this section, we prove Theorem 1.1. To make the computations easier, we will work with the normal form (3).
Proof of Theorem 1.1. The subvariety Z x is the intersection of two divisors D 1 and D 2 in H x ∼ = P 1 × P 2 , both of type (1, 1). This means that, if [α] and [β] denote, respectively, the numerical classes of the pullbacks of the hyperplanes classes of P 1 and P 2 by the projections, then
is the class of a line in a fiber of the first projection and
2 the class of a fiber of the second projection. Let us write down the equations defining the subvariety Z x . If x = [l], with l = P(span{p, q}), then any line L U,V on G(1, 4) passing through x is determined by two vector subspaces U and V given by
where (r : s) ∈ P 1 and v ∈ P(C 5 / span{p, q}). Such a line L U,V is on X if and only if, every point
The equivalence holds because since x ∈ X, we have pA t q = pB t q = 0; and since A and B are antisymmetric matrices, we also have uA t u = uB t u for any u ∈ C 5 . The subvariety Z x is defined by the equations (4). Let x = [l] ∈ o 1 , with l a line tangent to the center conic C. As we noted in the beginning, we may work with a particular x. We choose l = P(span{p = (0, 0, 1, 0, 0), q = (0, 0, 0, 1, 0)}) (recall that C ⊂ P ∼ = P 4 (0:0:x3:x4:x5) is given by x 2 4 − x 3 x 5 = 0, so the tangent line to C at c(0 : 1) = P(p) is given by x 5 = 0). In this case, the system of equations (4) is
The matrix associated to that system has only one nonzero minor, namely M 12 = −s 2 . Therefore, for (r, s) = (1, 0) the subspace of solutions to that system is 4-dimensional (containing span{p, q}). Hence, there is an irreducible component of Z x with numerical class [L 1 ] (and multiplicity 2). Clearly, the 3-dimensional vector subspace span{e 3 , e 4 , e 5 } is solution for the system for every (r, s) ∈ C 2 . This means that there is an irreducible component of
∈ o 2 , with l = P(span{p = (0, 0, 1, 0, 0), q = (0, 0, 0, 0, 1)}) a secant line to the center conic C through the points c(0 : 1) = P(p) and c(1 : 0) = P(q). The system of equations (4) is
The only nonzero minor of that system M 12 = rs says that for (r, s) = (1, 0) and (r, s) = (0, 1) the solution space for that system is 4-dimensional (containing span{p, q}). Therefore, there are two irreducible components of Z x with numerical class [L 1 ]. The 3-dimensional vector subspace span{e 3 , e 4 , e 5 } is the solution for the system that does not depend on (r, s) ∈ C 2 . Hence, there is an irreducible component of Z x with numerical class [L 2 ]. Let x = [l] ∈ o 3 , with l = P(span{p = (0, 0, 1, 0, 0), q = (q i )}) a line intersecting the center conic C at c(0 : 1) = P(p), but not contained in the plane P spanned by C. The condition x ∈ X implies q 1 = 0, and consequently q 2 = 0. We have the system of equations
Looking at the second equation and the minor M 45 = s 2 q 2 we see that only for (r, s) = (1, 0) the solution space for that system is 4-dimensional (containing span{p, q}). Therefore, there is an irreducible component of Z x with numerical class [L 1 ]. Now, note that any vector v = (v i ) ∈ C 5 that does not depend on (r, s) and is a solution for the system is contained in span{p, q}, which implies that the other irreducible component of
. Indeed, for (r, s) = (1, 0) we get v 1 = 0 and for (r, s) = (0, 1) we get v 4 = q 4 v 2 /q 2 and v 5 = q 5 v 2 /q 2 . Hence, v = (v 3 − v 2 q 3 /q 2 )p + (v 2 /q 2 )q. Let x ∈ o 4 . Since x is general, Z x is smooth. By the Adjunction Formula (see [Har77, Prop. II.8.20] 
where [P ] denotes the numerical class of a point. In particular, deg(K Zx ) = −2. But, as a well known consequence of Riemann-Roch Theorem, deg K Zx = 2g − 2, where g denotes the genus of Z x . Therefore, g = 0, and Z x ∼ = P 1 .
Proof of Theorem 1.2
In this section, we prove Theorem 1.2. To make computations easier, we will work with the normal form (2).
Proof of Theorem 1.2. The subvariety Z x is the intersection of two general divisors D 1 and D 2 in H x ∼ = P 1 × P 3 , both of type (1, 1). Therefore, if [α] and [β] denote, respectively, the numerical classes of the pullbacks of the hyperplanes classes of P 1 and P 3 by the projections, then
where
is the class of a plane P in a fiber of the first projection and
2 the class of the inverse image under the second projection of a line in P 3 . Let x = [l], with l = P(span{p, q}). Any line L U,V on G(1, 5) passing through x is determined by two vector subspaces U and V given by
where (r : s) ∈ P 1 and v ∈ P(C 6 / span{p, q}). Such a line L U,V is on X if and only if, every point
These are the equations defining the subvariety Z x . Let x = [l] ∈ o 1 , with l = P(span{p = (1, 0, 0, 0, 0, 0), q = (0, 0, 1, 0, 0, 0)}). Then, the system of equations (5) becomes
The only nonzero minor of that system is M 24 = −rs, which says that for (r, s) = (1, 0) and (r, s) = (0, 1) the solution subspace for that system is 5-dimensional (and contains span{p, q}). Therefore, there are two irreducible components of Z x with numerical class [P ] . Clearly the 4-dimensional vector subspace span{p, q, e 5 , e 6 } is solution for the system and does not depend on (r, s) ∈ C 2 . Hence, there is an irreducible component of Z x with numerical class [L] . Using Jacobi's Criterion, we can see that Z x is smooth. By Adjunction Formula and similar computations as in Section 4 we can find the anticanonical class
Now, note that there is no curve in Z x contracted by the second projection P 
Weakly 2-Fano Manifolds
As an application of the results from the previous sections, we complete the classification of weakly 2-Fano manifolds, initiated in [AC13] . A smooth, complex, projective variety X with second Chern character ch 2 (X) is weakly 2-Fano if 
