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Resumen
Las ima´genes hiperespectrales constituyen el nu´cleo de varios programas de observacio´n remota de la Tierra. La cantidad
de informacio´n que contienen estas ima´genes, formadas por cientos de canales espectrales estrechos y casi continuos, resulta de
gran utilidad en aplicaciones en las que la caracterizacio´n de los materiales observados en la superficie terrestre resulta de gran
relevancia. Esto se debe a la posibilidad de caracterizar de forma inequı´voca cada material a trave´s de su firma espectral. Algunas
de estas aplicaciones son la agricultura de precisio´n, la planificacio´n de espacios urbanos, o la prevencio´n y seguimiento de desastres
naturales. Sin embargo, la gran dimensio´n de las ima´genes hiperespectrales supone un reto en su tratamiento, almacenamiento y
procesamiento, debido a la gran variabilidad espectral y la correlacio´n existente en los datos. En la literatura se han desarrollado
mu´ltiples algoritmos de ana´lisis de ima´genes hiperespectrales. En este artı´culo revisamos los algoritmos ma´s utilizados para la
clasificacio´n de este tipo de ima´genes, realizando experimentos con tres ima´genes pu´blicas y presentando una comparativa entre
los me´todos ma´s ampliamente utilizados en este campo.
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A Comparative Study of Techniques for Hyperspectral Image Classification
Abstract
Hyperspectral images are very important in many Earth Observation programs. The large amount of information is contained in
hyperspectral images (hundreds of narrow and continuous spectral channels) is very useful for applications in which the characteri-
zation of the Earth surface materials is relevant. This is due to the fact that each observed element can be uniquely characterized by
its spectral signature, for instance in precision agriculture, urban planning or detection/prevention of natural disasters, among others.
However, the large dimensionality of hyperspectral images represents a challenge for analysis algorithms, both from the storage and
processing viewpoints, resulting from data variability and correlation. Several algorithms have been proposed in the literature for
the analysis of hyperspectral images. In this paper, we review the most popular techniques for hyperspectral classification. These
techniques are inter-compared using three publicly available hyperspectral data sets.
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1. Introduccio´n
La observacio´n remota de la Tierra (teledeteccio´n) resulta
de gran importancia en diversos campos cientı´ficos, como la
agricultura de precisio´n, la administracio´n de recursos foresta-
les, hı´dricos y minerales, el ana´lisis atmosfe´rico, la planifica-
cio´n de zonas urbanas y rurales, la deteccio´n y prevencio´n de
riesgos y cata´strofes, o la deteccio´n de zonas y objetivos de
intere´s dentro del a´mbito militar y de inteligencia, entre otras
muchas aplicaciones (Lee et al., 2011). Estas aplicaciones han
permitido un gran avance en el procesamiento de datos obteni-
dos de forma remota (Liang, 2008), tanto en te´rminos de hard-
ware para la adquisicio´n de ima´genes, como de software para
su procesamiento. Esto ha permitido un desarrollo notable en
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la captacio´n de grandes cantidades de informacio´n acerca de
la superficie terrestre, caracterizadas por su gran variedad en
te´rminos de resolucio´n espacial, temporal y espectral (Chang
et al., 2016).
Destaca en particular el auge de la teledeteccio´n hiperes-
pectral, un campo multidisciplinario dentro de la teledetec-
cio´n basada en la captacio´n de espectros, en particular en la
teledeteccio´n electro-o´ptica e infrarroja (Eismann, 2012). Los
avances en el desarrollo de sensores hiperespectrales, llama-
dos comu´nmente espectro´metros (Vane et al., 1989) con alta
resolucio´n espectral y espacial, han permitido la adquisicio´n si-
multa´nea de cientos de ima´genes sobre una misma a´rea de la
superficie terrestre en rangos del espectro continuos y muy es-
trechos, creando cubos de datos de grandes dimensiones donde
cada pı´xel proporciona una firma espectral muy detallada que
recoge el comportamiento del material observado a la reflexio´n
y absorcio´n de la luz solar, algo que sensores tradicionales co-
mo los pancroma´ticos, RGB o multiespectrales no pueden ofre-
cer (Chutia et al., 2016). En este contexto, destacan ciertos es-
pectro´metros cuyas ima´genes son comu´nmente utilizados por la
comunidad cientı´fica, por ejemplo el sensor AVIRIS (Jet Pro-
pulsion Laboratory’s Airbone Visible/Infrared Imaging Spectro-
meter) (Green et al., 1998) de la NASA, que es capaz de reco-
ger informacio´n en el rango espectral 400nm-2500nm, adqui-
riendo cubos de datos con un total 224 bandas contiguas con
un ancho nominal de 10nm, a una velocidad de 2.5 MB/s (ca-
si 9 GB/hora), o el espectro´metro ubicado en el sate´lite EO-
1 (Earth Observing-1), conocido como Hyperion (Plaza et al.,
2011; Pour and Hashim, 2014), tambie´n de la NASA, que re-
coge informacio´n del infrarrojo visible (400nm-1000nm) y del
infrarrojo de onda corta (900nm-2500nm) utilizando 242 ban-
das con un ratio de adquisicio´n de casi 71.9 GB/hora (cerca de
1.6 TB/dı´a).
Los cubos de datos que estos sensores captan forman lo que
conocemos como ima´genes hiperespectrales (Chang, 2003), ca-
racterizadas por sus grandes dimensiones, que resulta muy u´til
para ciertas aplicaciones de teledeteccio´n. Por ejemplo, se pue-
den encontrar aplicaciones de la ima´genes hiperespectrales en
actividades como el ana´lisis de cultivos para la deteccio´n de
plagas y enfermedades (Bannari et al., 2006), la gestio´n de re-
cursos forestales (Lawrence et al., 2006) o la explotacio´n de
recursos minerales (Kokaly et al., 2016), adema´s de las referi-
das al campo militar, de seguridad-vigilancia (Banerjee et al.,
2006) o de inteligencia gubernamental (Lee et al., 2011).
Sin embargo, el uso de estas ima´genes presenta ciertas di-
ficultades debido a sus grandes requerimientos en cuanto a al-
macenamiento. En particular, los cubos hiperespectrales ocu-
pan mucho espacio en memoria. Adema´s, su procesamiento es
complicado ya que, debido a factores atmosfe´ricos o propios del
sensor, los datos pueden presentar una gran variabilidad. En es-
te tipo de ima´genes cobra especial importancia el feno´meno de
Hughes, por el cual la precisio´n de los resultados obtenidos por
los me´todos de ana´lisis y clasificacio´n, a pesar de que aumenta
inicialmente con el incremento del nu´mero de bandas espec-
trales, cae dra´sticamente cuando el nu´mero de bandas aumenta
demasiado (Ma et al., 2013).
Hasta la fecha, se han desarrollado mu´ltiples me´todos de
ana´lisis de ima´genes hiperespectrales, enmarcados en el cam-
po del machine learning (Zhu and Basir, 2005), cubriendo un
amplio rango de objetivos, tales como desmezclado espectral
(unmixing), recuperacio´n de datos (data recovery), deteccio´n
de objetos (target/object detection) o clasificacio´n (land-cover
classification). En este contexto, el presente artı´culo se centra
en las te´cnicas de clasificacio´n de ima´genes hiperespectrales.
En la literatura disponible, se pueden encontrar mu´ltiples te´cni-
cas de clasificacio´n como por ejemplo te´cnicas de soft compu-
ting (el ejemplo ma´s claro son las redes neuronales artificia-
les (Atkinson and Tatnall, 1997), te´cnicas basadas en kernels
(como la support vector machine -SVM- (Melgani and Bruz-
zone, 2004), el K-nearest neighbor -KNN- (Silverman and Jo-
nes, 1989)) o te´cnicas basadas en sistemas de lo´gica borrosa o
sistemas de conjuntos difusos (Wang, 1990)), te´cnicas de data
fusion (fusio´n a nivel de pı´xeles o fusio´n a nivel de decisio´n),
te´cnicas de ensemble (como el random forest -RF- (Ham et al.,
2005)) y te´cnicas con aproximacio´n estadı´stica (Serpico et al.,
1996) (como el maximum likelihood (Paola and Schowengerdt,
1995) o multinomial logistic regression (Li et al., 2010)), en-
tre otras. Todas ellas dan respuesta al mismo problema, ana-
liza´ndolo desde distintas perspectivas y empleando la informa-
cio´n espectral contenida en los pı´xeles de las ima´genes hiper-
espectrales de diversas formas. En este sentido, el objetivo de
este trabajo es revisar los principales me´todos de clasificacio´n
hiperespectral basados en el ana´lisis de la firma espectral (pixel-
based o spectral-based), con el objetivo de aportar un banco de
pruebas sobre ima´genes hiperespectrales pu´blicas ampliamente
utilizados por la comunidad cientı´fica, permitiendo un estudio
comparativo.
El artı´culo se organiza de la siguiente manera. La Seccio´n 2
ofrece una revisio´n de cinco me´todos espectrales ampliamente
utilizados en la clasificacio´n de este tipo de ima´genes. La Sec-
cio´n 3 define un entorno experimental y discute el rendimien-
to y los resultados de clasificacio´n obtenidos por cada me´todo
seleccionado sobre tres ima´genes hiperespectrales muy conoci-
das: Indian Pines (IP), University of Pavia (UP) y Salinas Valley
(SV). Finalmente, la Seccio´n 4 concluye el artı´culo, resumiendo
el contenido del mismo e indicando las principales observacio-
nes resultantes del estudio comparativo, adema´s de analizar las
tendencias que se siguen actualmente en la clasificacio´n hiper-
espectral, proponiendo nuevas lı´neas y trabajos futuros.
2. Me´todos
Dentro de la amplia variedad de te´cnicas para el tratamiento
de ima´genes hiperespectrales, las basadas en inteligencia artifi-
cial (machine learning) han experimentado un importante auge
su gran capacidad para extraer informacio´n u´til de datos com-
plejos, como es el caso de este tipo de ima´genes. Dependiendo
de co´mo los algoritmos emplean las muestras etiquetadas (que
forman la verdad terreno del dataset, ground-truth o GT) en su
procesamiento se pueden agrupar en: i) algoritmos de clasifica-
cio´n supervisados, aquellos que presentan una fase de entrena-
miento con un porcentaje de muestras etiquetadas pertenecien-
tes a las distintas clases contenidas en el ground-truth con el que
el algoritmo ajusta sus para´metros, ii) no supervisados, aquellos
que no necesitan una fase de entrenamiento con datos etiqueta-
dos para encontrar la estructura interna de los datos con la que
poder agruparlos en distintos grupos, como por ejemplo los ba-
sados en clustering, o iii) hı´bridos, tambie´n conocidos como se-
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misupervisados, en los que se emplea un pequen˜o subconjunto
de muestras etiquetadas frente a un subconjunto mayor de datos
sin etiquetar para desarrollar la fase de entrenamiento y ajuste
de para´metros del algoritmo.
Dentro del ana´lisis hiperespectral, los algoritmos no super-
visados tienen un especial intere´s en ciertos a´mbitos como el
desmezclado espectral, consistente en la obtencio´n de los ele-
mentos ba´sicos que componen la firma espectral recogida en
un pı´xel (Chiang et al., 2000), la reduccio´n de la dimensio´n
espectral, por ejemplo para obtener un procesado ma´s ra´pido
y eficiente (Haut et al., 2018c) o para la seleccio´n de las ban-
das espectrales ma´s discriminantes (Rodarmel and Shan, 2002;
Yang et al., 2011), y como un pre-procesado de los datos para
la extraccio´n de caracterı´sticas (He et al., 2018) que permitan a
los clasificadores espectrales alcanzar un mejor desempen˜o. En
clasificacio´n, se pueden encontrar algunos ejemplos de algorit-
mos no supervisados basados en clustering en trabajos recientes
como (Haut et al., 2017), aunque se puede observar una mayor
variedad en la segmentacio´n de ima´genes (Theiler and Gisler,
1997; Ifarraguerri and Chang, 2000; Acito et al., 2003).
En cuanto a los algoritmos semisupervisados, e´stos suponen
un tipo de aprendizaje muy interesante ya que permiten obtener
un modelo muy robusto con muy pocas muestras de entrena-
miento etiquetadas, lo que resulta muy atractivo para el ana´lisis
de ima´genes hiperespectrales, cuyos datasets normalmente con-
tienen poca informacio´n de ground-truth (en el sentido de po-
cas muestras etiquetadas de antemano) debido al alto coste de
categorizarlas mediante un experto (Chi and Bruzzone, 2007;
Camps-Valls et al., 2007; Li et al., 2010; Haut et al., 2018b).
Finalmente, los algoritmos supervisados son los ma´s am-
pliamente utilizados en las tareas de clasificacio´n en general,
debido a su gran rendimiento al inferir el modelo mediante un
conjunto aceptable de muestras etiquetadas. Precisamente por
su funcionamiento y por el grado de precisio´n que son capaces
de alcanzar, suponen una herramienta potente para el ana´lisis de
ima´genes hiperespectrales. En este trabajo revisamos los prin-
cipales algoritmos de aprendizaje supervisado , discutiendo su
aplicacio´n al ana´lisis de ima´genes hiperespectrales. En particu-
lar se comparan los siguientes me´todos: i) Support Vector Ma-
chines (SVM), ii) Multinomial Logistic Regression (MLR), iii)
Perceptro´n multicapa (multilayer perceptron, MLP) y iv) Red
convolucional espectral (spectral convolutional neural network,
CNN).
2.1. Support Vector Machines
Dentro de la familia de me´todos basados en kernels
(Scho¨lkopf et al., 2002), la SVM ha sido popularmente estudia-
da y ampliamente utilizada en el campo del ana´lisis hiperespec-
tral debido a su gran capacidad para generar un modelo robus-
to con pocas muestras de entrenamiento, en especial cuando el
nu´mero de dimensiones es mayor que la cantidad de datos (co-
mo es el caso de las ima´genes hiperespectrales) (Mercier and
Lennon, 2003; Melgani and Bruzzone, 2004; Pal and Mather,
2004; Banerjee et al., 2006; Mountrakis et al., 2011).
Desde un punto de vista geome´trico, el objetivo principal
de este clasificador es definir aquel hiperplano que divida las
muestras en dos zonas separadas (se trata de un tı´pico problema
de clasificacio´n binaria), maximizando los bordes marginales
existente entre las muestras y el hiperplano, es decir maximi-
zando la distancia de las muestras ma´s cercanas a la zona de
decisio´n. Para ello, utiliza las muestras ma´s discriminantes que
ma´s puedan afectar en el ca´lculo del hiperplano y que preci-
samente se encuentran ma´s cerca de la zona de decisio´n (los
llamados support vectors). Adema´s de intuitivo, el clasificador
SVM resulta muy flexible al soportar diferentes tipos de ker-
nels para el ca´lculo del hiperplano o´ptimo (Mercier and Len-
non, 2003) (Tabla 1). Ası´ pues, en funcio´n del kernel empleado,
la zona marginal puede ser construida mediante rectas, curvas,
etc.
Tabla 1: Ejemplos de kernels ma´s usados por el me´todo SVM, donde xi y x j
son dos muestras del dataset X
Lineal 〈xi, x j〉
Polino´mico (γ〈xi, x j〉 + c)n
Gausiano exp(−γ||xi − x j ||2)γ
Sigmoide tanh(γ〈xi, x j〉 + c)n
Radial basis function (RBF) exp
(
− ||xi−x j ||2
2σ2
)
Sin embargo, la SVM debe hacer frente a la necesidad de
ajustar de manera empı´rica los para´metros que componen el
kernel para conseguir una solucio´n o´ptima, por lo que los resul-
tados finales dependen mucho del disen˜o del kernel. Adema´s
su coste computacional y de memoria es elevado cuando el pro-
blema a clasificar es complejo o presenta unas grandes dimen-
siones.
2.2. Random Forest
El algoritmo RF pertenece a la familia de los ensemble met-
hods y se basa en una coleccio´n de a´rboles de clasificacio´n,
tambie´n llamados decision trees classifiers (DTs). Los DTs son
me´todos supervisados de aproximacio´n no parame´tricos que
pueden usarse tanto para regresio´n como para clasificacio´n de
datos (Benediktsson and Ghamisi, 2015). En particular, se trata
de un me´todo recursivo, esquema´tico y en forma de a´rbol in-
vertido. Esta estructura es utilizada para determinar el curso de
una accio´n o para mostrar una probabilidad estadı´stica siguien-
do una estrategia de ramificacio´n basada en decisiones de divide
y vencera´s que construye el a´rbol de arriba a abajo (Dixit and
Bhatia, 2013).
El funcionamiento del RF es relativamente sencilla. Por
cada DT implementado, durante la ejecucio´n de cada DT el
conjunto de datos de entrada se evalu´a sucesivamente en cada
uno de los nodos que componen el DT y se divide en subcon-
juntos ma´s pequen˜os y homoge´neos (que se basan en el divi-
sor/diferenciador ma´s significativo de las variables de entrada),
envia´ndolos a las diferentes ramas del DT hasta que llegan a la
parte inferior o nodo hoja, el cual proporciona la clase a la que
pertenecen los datos. Finalmente, el RF recoge todas las salidas
obtenidas y mediante majority voting obtiene la clase final a la
que pertenecen los datos.
Su uso en el ana´lisis de ima´genes hiperespectrales es amplio
(Ham et al., 2005; Lawrence et al., 2006; Chan and Paelinckx,
2008; Naidoo et al., 2012; Belgiu and Dra˘gut¸, 2016), sin em-
bargo, a pesar de ser un me´todo muy preciso cuando trabaja
sobre conjuntos de datos complejos y de resultar simple a la
hora de hacer la inferencia, la forma de expandir las ramas de
cada DT hace que el RF sea computacionalmente lento de crear
y costoso a la hora de ajustar todos los para´metros.
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2.3. Multinomial Logistic Regression
Uno de los me´todos supervisados estadı´sticos ma´s utiliza-
dos en el aprendizaje automa´tico es la regresio´n logı´stica (lo-
gistic regression, LR), aplicada a la clasificacio´n binaria, y su
correspondiente extensio´n a datos multi-clase, la MLR.
Dado un dataset X compuesto por N muestras, donde cada
una es un vector de M caracterı´sticas, xi ∈ RM , y existen K ca-
tegorı´as distintas, el algoritmo LR (y, por lo tanto su extensio´n
MLR) funciona como un clasificador lineal basado en la idea
de logits o puntuaciones que funcionan como la probabilidad
de que el dato de entrada xi pertenezca a la k-e´sima categorı´a.
Estas puntuaciones, indicadas en la Ecuacio´n (1), son expresa-
das en te´rminos de coeficientes de regresio´n, calcula´ndose uno
por cada clase considerada, βk:
score(xi, k) = βkxi = βk,1xi,1 + βk,2xi,2 + · · · + βk,M xi,M (1)
Sabiendo que la probabilidad de que la etiqueta yi del da-
to xi pertenezca a la k-e´sima clase, yi = k, puede expresarse
mediante la Softmax Regression como:
P(yi = k|xi,βk) =
exp
(
βkxi
)∑K
j=1 exp
(
β jxi
) (2)
La MLR tiene como objetivo encontrar aquellos coeficientes βk
(organizados en la matriz de coeficientes B) que minimicen la
funcio´n de coste f (·) indicada por la Ecuacio´n (3):
f (B; X,Y) = − 1
N
 N∑
i=1
K∑
k=1
1{yi = k} log exp
(
βkxi
)∑K
j=1 exp
(
β jxi
)  (3)
donde X e Y son los conjuntos de muestras y sus correspondien-
tes categorı´as tal que {X,Y} = {xi, yi}Ni=1 donde yi = 1, 2, · · · ,K,
siendo λ un factor de regularizacio´n para mitigar el sobreajuste.
La solucio´n final puede ser encontrada utilizando un proce-
so iterativo a trave´s de algoritmos de optimizacio´n basados en el
gradiente descendente, como por ejemplo el Broyden-Fletcher-
Goldfarb-Shanno con limitacio´n de memoria (L-BFGS) (Noce-
dal, 1980; Haut et al., 2016), un me´todo quasi-newton de mi-
nimizacio´n multivariable que es ido´neo para el tratamiento de
grandes volu´menes de datos, lo que lo hace un candidato ideal
para ima´genes hiperespectrales (Khodadadzadeh et al., 2014).
2.4. Redes neuronales: del perceptro´n multicapa a la red con-
volucional
Las redes neuronales artificiales (artificial neural networks,
ANNs) han sido estudiadas en profundidad y ampliamente
utilizadas desde la aparicio´n del algoritmo de retropropaga-
cio´n (backpropagation) (Rumelhart et al., 1986), por el que
los me´todos de optimizacio´n propagan la sen˜al del gradiente
a trave´s de las neuronas ubicadas en las capas que componen la
red.
El modelo ma´s simple de ANN es el perceptro´n multica-
pa (multilayer perceptron, MLP), compuesto por un conjunto
de nodos o neuronas agrupadas en capas completamente inter-
conectadas con las capas inmediatamente anterior y posterior.
Para hacer sencilla la explicacio´n, denotaremos todos los ele-
mentos relacionados con las capas de una red con el superı´ndi-
ce (l), indicando que son elementos (datos de entrada, pesos,
nu´mero de neuronas, sesgos...) pertenecientes a la l-e´sima capa
de la red.
Con las observaciones anteriores, y contemplando la l-e´si-
ma capa del MLP, compuesta por n(l) neuronas, es posible cal-
cular su vector salida x(l)i ∈ Rn
(l)
para el originalmente insertado
en la red xi como la transformacio´n afı´n entre el vector de datos
de entrada de la capa (proveniente de la capa inmediatamente
anterior) x(l−1)i ∈ Rn
(l−1)
y el conjunto de pesos W(l) ∈ Rn(l)×n(l−1)
(donde cada peso asocia las salidas de la capa anterior con las
neuronas de la capa actual) y la sen˜al de sesgo (tambie´n llamada
bias) b(l) pasadas por una funcio´n de activacio´nH(·):
x(l)i = H
(
W(l) · x(l−1)i + b(l)
)
(4)
La Ecuacio´n (4) puede ser entendida a nivel de neurona como
el producto lineal entre los datos de entrada de la capa y el peso
asociado a la conexio´n sina´ptica entre cada una de las neuro-
nas de la l-e´nima capa y las neuronas de la capa anterior, que
es pasado por la funcio´n de activacio´n (normalmente no lineal,
por ejemplo la ampliamente utilizada rectified linear unit o Re-
LU, y sus derivados como la Leaky-ReLU, la scaled exponen-
tial linear unit o SELU, entre otras) que captura las relaciones
y estructuras no-lineales de los datos.
Las redes neuronales convolucionales (convolutional neu-
ral networks, CNNs) siguen el mismo principio de aplicar unos
pesos y sesgos a los datos de entrada y pasarlos por una funcio´n
de activacio´n para obtener la representacio´n del dato en el es-
pacio de caracterı´sticas de cada capa. Sin embargo, a diferencia
de las redes neuronales convencionales, las capas convolucio-
nales operan a nivel de filtros, donde los pesos esta´n localmente
conectados a pequen˜as zonas de los datos de entrada, definidas
por un campo receptivo, y son deslizados por e´stos emulando el
comportamiento de los algoritmos de ventana. Esto hace posi-
ble la reduccio´n del nu´mero de conexiones y el procesamiento
grupal de la informacio´n, lo que an˜ade robustez al me´todo.
Sin embargo, las redes neuronales en general presentan dos
inconvenientes principales: el primero esta´ relacionado con el
nu´mero de para´metros, normalmente muy elevado, lo que las
convierte en computacionalmente complejas. Por otra parte, un
mal disen˜o de la arquitectura neuronal hace que el algoritmo
de optimizacio´n tenga tendencia a quedar atascado en mı´nimos
locales que impidan llegar a una solucio´n o´ptima. Afortunada-
mente, en los u´ltimos an˜os (gracias al auge de las te´cnicas de
deep learning), la comunidad cientı´fica ha hecho un gran es-
fuerzo en desarrollar no solo nuevas te´cnicas que permitan un
mejor ana´lisis de los datos, sino adema´s en implementar nuevas
mejoras que minimizan el impacto de los inconvenientes an-
teriormente sen˜alados, solventando los problemas de mı´nimos
locales (Kingma and Ba, 2014) y acelerando la computacio´n
(Paoletti et al., 2018; Haut et al., 2018a).
Por otra parte, el objetivo de cualquier clasificador neuronal
es minimizar la funcio´n objetivo definida por la diferencia entre
las etiquetas originales del conjunto de datos Y y las etiquetas
obtenidas al final de la red Y′. Existen varias maneras de refle-
jar este objetivo, sin embargo, se ha demostrado, y ası´ lo refleja
su amplio uso, que la entropı´a cruzada de la sen˜al de salida es
una de las mejores, ver Ecuacio´n (5). Lo que se busca con su
aplicacio´n al final de la red es que el me´todo de optimizacio´n
ajuste los para´metros del modelo teniendo en cuenta el ruido
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de la sen˜al de salida, lo que an˜ade robustez al modelo de red
neuronal:
φc = −
∑
i
y′i − log(yi) (5)
Todo ello hace que las ANNs sean una buena opcio´n para pro-
cesar datos espectrales.
3. Resultados Experimentales
3.1. Configuracio´n del entorno de pruebas
Para evaluar los distintos clasificadores anteriormente men-
cionados se ha usado un entorno hardware compuesto por un
procesador Intel R© CoreTMi7-6700K de sexta generacio´n con
8M de Cache a 4.20GHz (4 cores/8 way multitask processing),
32GB de DDR4 RAM con velocidad serial de 2400MHz, una
GPU NVIDIA GeForce GTX 1080 con 8GB GDDR5X de me-
moria de vı´deo y 10Gbps de memoria, un Toshiba DT01ACA
HDD a 7200RPM con 2TB de capacidad, y una placa base
ASUS Z170 pro-gaming. Adema´s, el entorno software se com-
pone del sistema operativo Ubuntu 18.04 x64, la librerı´a CUDA
9 y el lenguaje de programacio´n Python versio´n 2.7.
3.2. Dataset Hiperespectrales
Los algoritmos de clasificacio´n espectral han sido evaluados
sobre tres ima´genes hiperespectrales pu´blicas y popularmente
utilizadas dentro de la comunidad cientı´fica con objeto de hacer
una comparativa funcional. Dichas ima´genes son: Indian Pines
(IP), University of Pavia (UP) y Salinas Valley (SV). A conti-
nuacio´n se listan sus principales caracterı´sticas:
La imagen Indian Pines (IP) fue capturada por el sen-
sor AVIRIS (Green et al., 1998) en 1992 sobre una zona
agrı´cola, con parcelas rectangulares de distintos cultivos
y ciertas zonas irregulares de arboledas en el noroeste de
Indiana. La escena contiene 145 × 145 pı´xeles con 224
bandas espectrales que recogen la variacio´n de la absor-
cio´n solar en el rango de los 400 a los 2500nm, con 10nm
de resolucio´n espectral, 20nm de resolucio´n espacial mo-
derada y 16 bits de resolucio´n radiome´trica. De las ban-
das espectrales originales, 4 bandas con valor cero y 20
bandas ruidosas fueron eliminadas, quedando so´lo 200
bandas espectrales. El dataset tiene en total 16 clases (Ta-
bla 2).
La imagen University of Pavia (UP) fue obtenida por el
Reflective Optics System Imaging Spectrometer (ROSIS)
(Kunkel et al., 1988) durante una campan˜a de vuelo so-
bre la ciudad italiana de Pavia, concretamente sobre parte
del campus universitario. La imagen cubre un entorno ur-
bano con varias estructuras so´lidas, elementos naturales y
sombras. Su ground-truth cuenta con 9 clases distintas en
total (Tabla 2). La imagen contiene 610×340 pı´xeles con
103 bandas en el rango de los 430-860nm y resolucio´n
espacial de 1.3 metros por pı´xel.
La u´ltima imagen considerada es Salinas Valley (SV)
y tambie´n fue capturada por el sensor AVIRIS sobre el
valle californiano de Salinas (Tabla 2). El a´rea cubierta
cuenta con 512 × 217 pı´xeles y 224 bandas espectrales.
La resolucio´n espacial es de 3.7 metros por pı´xel. Tam-
bie´n se ha eliminado 20 bandas debido al efecto de la
absorcio´n del agua, quedando 204 bandas espectrales en
total. La escena cuenta con un ground-truth de 16 clases
(Tabla 2).
3.3. Experimentacio´n
Para evaluar y validar los diferentes diferentes me´todos pro-
puestos se han llevado a cabo dos experimentos distintos sobre
los conjuntos de datos sen˜alados, tomando los datos de entrena-
miento de forma balanceada. En dicho entrenamiento con da-
tos balanceados, el conjunto de capacitacio´n se forma con un
nu´mero de muestras por cada clase. En este sentido, si el nu´me-
ro de datos disponibles que hay en una clase es menor que el
nu´mero de muestras por clase seleccionadas para el entrena-
miento, se toman todas las muestras originales de la clase. El
primer experimento consiste en una comparativa entre los me´to-
dos propuestos y ampliamente utilizados en la literatura del tra-
tamiento de ima´genes hiperespectrales, empleando como datos
de entrenamiento un nu´mero fijo de muestras por cada clase.
El segundo experimento se centra en el comportamiento de los
me´todos a medida que el nu´mero de muestras de entrenamiento
varı´a. En ambos experimentos, la precisio´n alcanzada por los
algoritmos se han medido en te´rminos de precisio´n global o´
Overall Accuracy (OA), precisio´n media o´ Average Accuracy
(AA) y coeficiente Kappa.
3.3.1. Experimento 1: Nu´mero de muestras fijo
Para este experimento se han entrenado los clasificadores
RF, MLR, SVM, MLP y CNN con 100 muestras por clase, em-
plea´ndose el resto de datos para hacer la inferencia en la fase de
test. Estos clasificadores se pueden clasificar en lineales (RF y
MLR) y no-lineales (SVM, MLP y CNN). Tambie´n pueden ser
clasificados como: me´todos de ensemble (RF), probabilı´sticos
(MLR), basados en kernels (SVM) y en redes neuronales (MLP
y CNN).
Los resultados obtenidos como la media de 10 ejecuciones
Monte Carlo, en te´rminos de OA, AA y Kappa pueden consul-
tarse en la Tabla 3. Adema´s las Figuras 1-3 ofrecen los mapas
de clasificacio´n de cada uno de los me´todos. Como se puede
observar, tanto en la Tabla como en las mapas de clasificacio´n,
los me´todos lineales (RF y MLR) no tienen un rendimiento alto
en comparacio´n con sus rivales no lineales. Este hecho confir-
ma que la composicio´n de elementos que conforman la firma
espectral del pı´xel sigue patrones no lineales. Aunque la preci-
sio´n de estos me´todos para ima´genes sencillas, como puede ser
SV donde la firma espectral es bastante limpia (ver Figura 3), es
suficiente para ayudar a la toma de decisiones en tareas de cla-
sificacio´n, en otros casos ligeramente ma´s complejos como UP
(Figura 2) vemos claramente como sufren una gran degrada-
cio´n, hacie´ndose ma´s patente en el caso de IP (Figura 1), donde
las firmas espectrales se encuentran muy mezcladas y existe una
gran variabilidad intra-clases.
Por otra parte, de los me´todos no lineales tambie´n se pue-
de observar que, para datasets ma´s sencillos como SV y UP,
el me´todo basado en kernels de la SVM es capaz de alcanzar
mejor OA que aquellos basados en ANNs. Sin embargo, ante
los pı´xeles ma´s ruidosos de IP, la SVM encuentra ciertas difi-
cultades para separar las muestras mediante el ca´lculo de hiper-
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Tabla 2: Distribucio´n de muestras por clase de las ima´genes hiperespectrales consideradas en el estudio.
INDIAN PINES PAVIA UNIVERSITY SALINAS
Color Tipo Muestras Color Tipo Muestras Color Tipo Muestras
Background 10776 Background 164624 Background 56975
Alfalfa 46 Asphalt 6631 Brocoli-green-weeds-1 2009
Corn-notill 1428 Meadows 18649 Brocoli-green-weeds-2 3726
Corn-min 830 Gravel 2099 Fallow 1976
Corn 237 Trees 3064 Fallow-rough-plow 1394
Grass/Pasture 483 Painted metal sheets 1345 Fallow-smooth 2678
Grass/Trees 730 Bare Soil 5029 Stubble 3959
Grass/pasture-mowed 28 Bitumen 1330 Celery 3579
Hay-windrowed 478 Self-Blocking Bricks 3682 Grapes-untrained 11271
Oats 20 Shadows 947 Soil-vinyard-develop 6203
Soybeans-notill 972 Corn-senesced-green-weeds 3278
Soybeans-min 2455 Lettuce-romaine-4wk 1068
Soybean-clean 593 Lettuce-romaine-5wk 1927
Wheat 205 Lettuce-romaine-6wk 916
Woods 1265 Lettuce-romaine-7wk 1070
Bldg-Grass-Tree-Drives 386 Vinyard-untrained 7268
Stone-steel towers 93 Vinyard-vertical-trellis 1807
Total de muestras 21025 Total de muestras 207400 Total de muestras 111104
a) RGB b) GT c) RF (69.78 %) d) MLR (74.81 %) e) SVM (79.42 %) f ) MLP (78.46 %) g) CNN (82.49 %)
Figura 1: Mapas de clasificacio´n para el dataset hiperespectral Indian Pines (IP). El primer mapa (a) representa una imagen sinte´tica en RGB. El segundo (b)
contiene la verdad terrero de los datos. Finalmente, el resto de las ima´genes (c) a (g) muestran los mapas de clasificacio´n correspondientes a la Tabla3. El porcentaje
de acierto o´ Overall Accuracy (OA) se muestra entre pare´ntesis.
planos, siendo las ANNs las que mejor precisio´n alcanzan, en
particular la CNN. En cuanto a la complejidad computacional,
se puede observar que la SVM es el clasificar ma´s ra´pido de to-
dos, seguida del RF y la MLR, siendo los basados en ANNs los
ma´s altos, debido al ajuste de para´metros que hacen en tiem-
po de entrenamiento. Sin embargo, el tiempo de bu´squeda de
los hiperpara´metros de la SVM, el RF y la MLR o´ptimos pa-
ra resolver el problema de clasificacio´n, son muy grandes y su
ajuste resulta complicado, necesita´ndose una bu´squeda inten-
siva en un rango de valores hasta encontrar aquel con el que
mejor prestacio´n de el me´todo.
De este experimento se puede concluir que, cuando se tie-
nen mezclas no lineales en los datos, los modelos ma´s precisos
y robustos son aquellos disen˜ados expresamente para explotar
esas relaciones no lineales contenidas en los datos. En este sen-
tido la SVM-RBF, el percetro´n multicapa (MLP) y la red con-
volucional (CNN) se postulan como modelos precisos para el
procesado eficaz de ima´genes hiperespectrales. Sin embargo,
si adema´s de existir relaciones no lineales, los datos presentan
cierta complejidad (como presencia de ruido o gran variabili-
dad intra-clases), son los me´todos basados en ANNs los que
pueden extraen con mayor precisio´n las caracterı´sticas ma´s dis-
criminantes de las ima´genes, alcanzando una mayor precisio´n.
3.3.2. Experimento 2: Nu´mero de muestras variable
En el segundo experimento se han entrenado los clasifica-
dores RF, MLR, SVM, MLP y CNN con 50, 100 y 150 muestras
por clase, obtenie´ndose la media y la desviacio´n esta´ndar de 10
ejecuciones Monte Carlo. La Figura 4 muestra las gra´ficas con
la evolucio´n del OA para IP, UP y SV.
En general, la disminucio´n de muestras de entrenamien-
to afecta negativamente a todos los clasificadores espectrales,
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a) RGB b) GT c) RF (77.87 %) d) MLR (84.14 %) e) SVM (88.62 %) f ) MLP (87.76 %) g) CNN (85.62 %)
Figura 2: Mapas de clasificacio´n para el dataset hiperespectral Pavia University (PU). El primer mapa (a) representa una imagen sinte´tica en RGB. El segundo (b)
contiene la verdad terrero de los datos. Finalmente, el resto de las ima´genes (c) a (g) muestran los mapas de clasificacio´n correspondientes a la Tabla3. El porcentaje
de acierto o´ Overall Accuracy (OA) se muestra entre pare´ntesis
a) RGB b) GT c) RF (87.35 %) d) MLR (89.82 %) e) SVM (90.60 %) f ) MLP (88.48 %) g) CNN (90.75 %)
Figura 3: Mapas de clasificacio´n para el dataset hiperespectral Salinas Valley (SV). El primer mapa (a) representa una imagen sinte´tica en RGB. El segundo (b)
contiene la verdad terrero de los datos. Finalmente, el resto de las ima´genes (c) a (g) muestran los mapas de clasificacio´n correspondientes a la Tabla3. El porcentaje
de acierto o´ Overall Accuracy (OA) se muestra entre pare´ntesis.
Tabla 3: Resultados de clasificacio´n utilizando 100 muestras por clase sobre tres datasets hiperespectrales reales.
INDIAN PINES PAVIA UNIVERSITY SALINAS VALLEY
Clase RF MLR SVM MLP CNN RF MLR SVM MLP CNN RF MLR SVM MLP CNN
1 65.85 71.43 76.60 75.49 80.04 71.70 79.47 85.06 83.99 81.31 85.92 88.66 89.52 87.19 89.70
2 99.13 100.00 100.00 100.00 100.00 75.82 80.02 83.49 83.26 83.65 99.39 98.92 99.41 99.25 99.54
3 46.70 71.78 75.72 72.68 78.45 73.81 81.97 89.57 88.66 83.95 99.28 99.71 99.59 99.58 99.69
4 59.65 59.48 74.77 70.41 77.29 76.38 83.54 84.78 85.77 83.54 97.25 99.27 99.57 98.53 99.52
5 81.46 85.69 87.44 83.50 88.61 95.12 91.25 95.05 94.76 94.51 99.46 99.32 99.42 99.49 99.32
6 87.10 90.60 93.05 90.60 92.01 99.28 99.39 99.42 99.50 99.55 98.03 98.12 98.37 98.72 98.87
7 90.03 94.25 95.78 95.87 97.05 74.39 87.42 87.20 89.40 85.03 99.48 99.73 99.84 99.75 99.77
8 100.00 100.00 100.00 100.00 100.00 90.02 87.55 93.30 91.69 93.14 98.31 99.64 99.57 99.53 99.56
9 96.67 98.36 97.09 97.78 98.09 77.04 82.62 83.85 76.18 81.77 70.46 74.32 77.85 66.79 75.08
10 100.00 100.00 100.00 100.00 100.00 100.00 99.88 99.91 99.55 99.48 98.59 99.52 99.44 99.34 99.63
11 77.34 79.01 82.52 80.18 87.07 - - - - - 88.79 93.89 94.87 93.42 94.58
12 58.29 57.31 64.97 66.05 70.12 - - - - - 94.09 97.21 98.68 96.24 99.01
13 66.13 75.34 84.22 82.39 86.17 - - - - - 98.11 99.78 99.74 99.71 99.68
14 95.24 98.67 99.05 99.05 99.24 - - - - - 97.55 98.95 99.24 99.07 99.07
15 88.29 88.02 86.75 86.68 89.77 - - - - - 94.41 97.13 97.22 97.11 97.42
16 67.34 79.16 77.62 78.39 80.42 - - - - - 65.68 71.58 70.86 73.97 76.12
OA 69.78 74.81 79.42 78.46 82.49 77.87 84.14 88.62 87.76 85.62 87.35 89.82 90.60 88.48 90.75
AA 82.08 86.10 88.69 87.72 90.27 84.65 88.18 90.73 89.86 89.40 93.49 95.36 95.78 94.94 95.94
Kappa 65.85 71.43 76.60 75.49 80.04 71.70 79.47 85.06 83.99 81.31 85.92 88.66 89.52 87.19 89.70
Time (s) 2.91 12.62 0.16 26.44 26.11 0.75 1.50 0.03 16.94 17.00 2.14 9.98 0.07 30.31 29.82
cumplie´ndose la regla de a menor traning, menor precisio´n. Sin
embargo, tambie´n se puede observar que el uso de un nu´mero de
muestras muy elevado tampoco es recomendable, ya que los al-
goritmos sobreajustan sus resultados. En este sentido podemos
observar la evolucio´n de la desviacio´n esta´ndar de los distintos
me´todos: al tener mayor complejidad el dataset IP, los clasifica-
dores se ven obligados a procesar unas caracterı´sticas ma´s ro-
bustas, por lo que la disminucio´n de los datos de entrenamiento
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(a) (b) (c)
Figura 4: Evolucio´n del Overall Accuracy de los modelos estudiados para los datasets IP (a), UP (b) y SV (c), comparando la precisio´n alcanzada con diferentes
taman˜os de muestras por clase
no suponen un aumento de la desviacio´n, mantenie´ndose gene-
ralmente estable tambie´n cuando ma´s datos son empleados en
el entrenamiento, a excepcio´n del MLP cuya desviacio´n pare-
ce aumentar. Sin embargo, observando los resultados obtenidos
con UP y SV podemos ver co´mo la desviacio´n aumenta sensi-
blemente cuando hay pocos datos de entrenamiento e incluso
cuando se usan ma´s de los necesarios (como es el caso de SV,
cuya simplicidad provoca un sobreajuste de para´metros).
4. Conclusiones
En este artı´culo se han comparado los resultados obtenidos
por un total de cinco de los clasificadores ma´s utilizados para
el ana´lisis de ima´genes hiperespectrales de la superficie terres-
tre. Se ha realizado una revisio´n de los principios ba´sicos del
funcionamiento de cada uno de los me´todos, destacando tanto
sus puntos fuertes como sus debilidades y carencias a la hora
de analizar datos de gran complejidad. Los experimentos desa-
rrollados facilitan la eleccio´n de algoritmos ante distintas si-
tuaciones, mostrando el comportamiento de los mismos ante la
disponibilidad de diferentes nu´mero de muestras en el conjunto
de entrenamiento. Una de las principales conclusiones que po-
demos extraer de este estudio es que no hay ningu´n clasificador
espectral que provea una precisio´n alta y robusta a cambios en
el conjunto de entrenamiento, es por ello que se requieren nue-
vos desarrollos futuros para aumentar la robustez de los me´to-
dos existentes ante esta circunstancia.
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