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Abstract
We consider two problems relating to location-scale families of distributions. Firstly,
we consider methods of parameter estimation when two samples come from the same
type of distribution, but possibly di¤er in terms of location and spread. Although there
are methods of estimation that are asymptotically e¢ cient, our interest is in nding
methods which also have good small-sample properties. Secondly, we consider tests for
the hypothesis that two samples come from the same location-scale family. Both these
problems are addressed using methods based on empirical distribution functions and
empirical characteristic functions.
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Chapter 1
Introduction
1.1 About location-scale families
Two random variables X and Y are said to belong to the same location-scale family if
there are constants  and  such that
Y
D
= + X. (1.1)
If we let f and g denote respectively the density functions of X and Y , the stated
relationship is equivalent to
g(x) =
1
jjf

x  


for all x 2 R.
Throughout, we will assume that this family is also regular, in that the Fisher informa-
tion exists. There is also an alternative formulation in terms of a quantile comparison
function. This was rst proposed by Lehmann (1986, Section 6.8) as a measure of the
di¤erence between two distributions. If we let F and G denote respectively the distribu-
tion functions of X and Y , then the quantile comparison function (sometimes also known
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as the treatment e¤ect function) is dened by the function
q(x) = G 1F (x).
When the assumption of a location-scale family holds and  > 0, the q-function becomes
q(x) = + x.
For the remainder of this thesis, we will assume that  > 0. When the underlying
distributions are symmetric, this results in no loss of generality. However, it is still
possible for X and Y to be of the same asymmetric type with the constant  < 0. We
do not consider that possibility here.
In many practical situations, it is often assumed that variables belong to the same
location-scale family, the normal distribution being a special case which is often encoun-
tered. The practitioner usually quanties the di¤erence between the two populations
only as the di¤erence of the means, leading to the well-known t-test. Our model allows
for di¤erences in location and scale. Still, the question of whether this is a true reec-
tion of the reality of the situation is unknown. We therefore propose tests to determine
whether two samples come from populations which belong to the same location-scale
family of distributions. This thesis therefore addresses two problems relating to location-
scale families. Let X1; :::; Xn and Y1; :::; Ym denote two independent samples. Given that
the X- and Y -samples belong to the same location-scale family, we will consider methods
of estimating the parameters  and . We will also consider tests of whether the two
samples belong to the same location-scale family. The latter problem is a generalization
of testing for the equality of two distributions. When we know that two random variables
belong to the same location-scale family, we can make much stronger inferences from our
data.
Two distinct approaches are followed in answering the questions of parameter esti-
mation and hypothesis testing. Firstly, we consider methods based on distribution and
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quantile functions as well as their empirical counterparts. Secondly, we consider methods
based on characteristic functions. The thesis is therefore divided into two distinct parts
- we will refer to these as EDF (empirical distribution function) and ECF (empirical
characteristic function) methods.
1.2 EDF methods
For independent samples X1; :::; Xn and Y1; :::; Ym, let Fn and Gm denote respectively the
empirical distribution functions of the X and Y data, for example
Fn(x) = n
 1 X
1in
I (Xi  x)
where I (x 2 A) is equal to 1 when x 2 A, and 0 otherwise. Also, let F 1n and G 1m denote
the generalized inverses of Fn and Gm. For example,
G 1m (u) = inf fx : Gm(x)  ug .
The empirical quantile comparison function (QCF) is
qm;n(x) = G
 1
m Fn(x).
If we letX(1); :::; X(n) and Y(1); :::; Y(m) denote the order statistics of theX and Y samples,
then
qm;n
 
X(j)

= Y(j)
where j =

m
n
j

is the rst integer greater than m
n
j. In the case where the sample sizes
m and n are equal, we have j = j for all j = 1; :::; n. In general, the plot of qm;n is a type
of QQ-plot. When the samples come from the same location-scale family, the function
qm;n is close to a straight line. The QCF as measure of treatment e¤ect was rst suggested
by Lehmann (1974) in the context of fully randomized experiments, i.e. the X and Y
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samples are independent and sample sizes may be di¤erent. Doksum (1974) studied the
properties of the QCF and referred to it as the horizontal shift function. The QCF was
further studied by Doksum (1975), Doksum and Sievers (1976) and Switzer (1976) and
inference procedures for testing the hypothesis of no e¤ect were established. Henry, Wells
and Tiwari (1994) considered the case of censored data. Koenker and Machado (1999)
and Koenker and Geling (2000) used the QCF to dene the quantile of a treatment e¤ect
in a fully randomized experiment. Einmahl and McKeague (1999) extended the method-
ology to higher dimensions using an empirical likelihood ratio and also considered the
possibility of censored data. All these authors restricted their attention to independent
samples. Lombard (2005) was the rst to consider matched pair data and constructed
fully nonparametric condence bands for the QCF using a Kolmogorov-Smirnov type
statistic. Wilcox (2006) considered matched pairs data where ties among the data values
are possible. Potgieter and Lombard (2008) constructed condence bands for the QCF
assuming it is linear, also in the case of matched pairs.
E¢ cient semiparametric estimation has been widely studied in the literature. For
instance, Beran (1974) and Stone (1975) considered estimation of a location parameter
from an unspecied symmetric distribution. Bickel (1982) provides a general framework
for the existence of e¢ cient estimators. However, the specic problem of estimating the
parameters in a location-scale family has received little attention. Doksum and Sievers
(1976) considered parameter estimation for a linear QCF in the special case where the
marginal distributions are normal, and sample sizes are equal. Hsieh (1996) proposed
a weighted regression method for estimating the parameters in a linear QCF for inde-
pendent samples and (possibly) unequal sample sizes. The method proposed by Hsieh
depends on choosing kn sample quantiles. This method is asymptotically e¢ cient when
kn = o(n
1=6). The application becomes problematic in small samples, as one is unsure
how to choose kn. Furthermore, Hsieh does not address the question of how these quan-
tiles should be spaced. We give an overview of this weighted least squares approach in
Chapter 2. We also consider two ine¢ cient methods - a method of moments and a method
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of quantiles - which may be of greater practical value in "small-sample" situations. The
latter two methods were studied by Potgieter (2006) and Potgieter and Lombard (2008)
in the context of matched pairs. We also propose a fourth method for estimating the pa-
rameters, namely an asymptotic likelihood method. This method highlights an inherent
di¢ culty in the problem, namely that the true population quantiles are also model para-
meters that are estimated. If one therefore increases the number of sample quantiles used
for estimation, one is e¤ectively increasing the number of parameters being estimated.
We therefore restrict our attention to a xed number of quantiles. Using the asymptotic
likelihood approach, we investigate the optimal choice of these sample quantiles for a
given underlying distribution and also develop a plug-in method for choosing the sample
quantiles based on estimating the Fisher information using kernel density and distribu-
tion function estimates. For the distributions considered, we show that these estimators
are asymptotically near-e¢ cient. We also establish consistency and asymptotic normal-
ity of these estimators. Through a Monte Carlo simulation study, we also show that the
asymptotic likelihood method gives estimates with good "small-sample" properties.
The problem of testing whether two samples belong to the same location-scale family
has not been widely studied. Doksum and Sievers (1976) proposed a test for the linearity
of the QCF, namely to check whether their nonparametric condence band contains a
straight line. This test has very little power as the nonparametric condence bands are
typically very wide. Hsieh (1996) suggests a possible test based on his weighted least
squares approach, but gives no empirical results. Potgieter (2006) and Potgieter and
Lombard (2008) consider two tests in the context of matched pairs. The rst is a test
based on kernel density estimation, the second a test based on squared di¤erences be-
tween the standardized sample quantiles. They implement the tests using a permutation
method. In this thesis, we consider variations of these tests for independent samples.
We show that the kernel-density test has an inherent bias. We propose a bias-corrected
kernel-density test. We also develop asymptotic theory for the standardized di¤erence
test. The calculation of the test statistic depends on an appropriate choice of weight
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function. A poor choice results in a test statistic with no discernible limiting distribu-
tion. We also propose a test based on an asymptotic likelihood approach. The relative
power of these three tests are compared via a Monte Carlo simulation. Since the tests
are not asymptotically distribution free we discuss bootstrap and permutation methods
for implementing the tests. While the bootstrap does not provide a uniformly good ap-
proximation to the distributions of the test statistics, the permutation method performs
well.
1.3 ECF methods
The characteristic function of a random variable X is the function
(t) = E [exp (itX)]
with empirical counterpart
~(t) = n 1
nX
j=1
exp (itXj) . (1.2)
The characteristic function of a random variable always exists because it is the expec-
tation of a function that is bounded in the complex domain. Convergence and limiting
behavior of the empirical characteristic function (ecf) in (1.2) was considered by Csörg½o
(1981) and Marcus (1981). Many one-sample problems have been studied in the context
of empirical characteristic functions. For instance, a test for symmetric distributions
based on the ecf was considered by Feuerverger and Mureika (1977), while Feuereverger
and McDunnough (1981) considered e¢ cient parameter estimation in one-sample prob-
lems where the type of distribution is specied. Epps and Pulley (1983) considered
tests for univariate normality based on the ecf. Koutrouvelis and Kellermeier (1981) and
Koutrouvelis (1985) also considered goodness-of-t tests based on the ecf. More recently,
Matsui and Takemura (2005) considered goodness-of-t tests for Cauchy distributions,
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while Meintanis and Swanepoel (2007) and Huskova and Meintanis (2008) considered
general goodness-of-t tests based on ecf procedures. The only reference to a two-sample
problem based on ecfs is Epps and Singleton (1986), who construct a test for the equality
of two distributions. Both the estimation and testing problems for location-scale families
based on the ecfs are therefore relevant.
When two random variables X and Y belong to the same location-scale family as in
(1.1), the respective characteristic functions are related through the relation
Y (t) = exp (it)X(t).
We consider two methods of estimating parameters based on minimizing a distance func-
tion between the two empirical ecfs. The rst is similar to the k-L method of Koutrou-
velis and Kellermeier (1981), who consider estimation of the parameters in a specied
location-scale family. This method is based on a decomposition of the ecf into its real
and imaginary parts. A quadratic form involving these two parts is then minimized to
estimate the parameters. A possible metric for the space of characteristic functions is
D ((t);  (t)) =
Z
R
j(t)   (t)j2w(t)dt
where (t) and  (t) are characteristic functions and w(t) is a weight function. Provided
w(t) is integrable, this distance function is always nite. We consider a method of
estimation which minimizes the distance between ~(t) and exp( it=)~ (t=), where ~ is
the ecf of the Y -data. For both methods, the estimators are consistent and asymptotically
normal. However, through a Monte Carlo study, we nd that the k-L method gives
estimates which are biased in small samples. The weighted integral method seems to
perform well in small samples.
In testing whether two samples come from the same location-scale family, we consider
a test based on the k-L method as well as a test based on the ecfs of the standardized sam-
ples. Again, as with the tests based on EDF methods, the tests considered here are not
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asymptotically distribution free. However, unlike the EDF method tests, the bootstrap
does provide a reasonable approximation to the distributions of the test statistics. Only
in the case of an underlying Cauchy distribution do we note that the bootstrap performs
poorly. The relative power of the tests are compared in a Monte Carlo simulation.
11
Part I
EDF methods
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Chapter 2
Parameter Estimation
2.1 Introduction
In this chapter, we consider methods of estimating the parameters  and  assuming
that the quantile comparison function is linear, i.e.
q(x) = + x. (2.1)
Note that the parameter  must be positive in order that q(x) be a monotone increas-
ing function. This assumption will be made throughout. This model is equivalent to
assuming
Y
D
= + X, (2.2)
that is, the marginal distributions of the X and the Y data belong to the same location-
scale family.
Several di¤erent estimation methods will be considered, namely the method of mo-
ments, a method of quantiles, a generalized least squares method and an asymptotic
likelihood approach. Some empirical results supporting the validity of the asymptotic
theory are given.
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2.2 Method of Moments
2.2.1 Denition of estimators
Equation (2:2) immediately suggests application of the method of moments. Denote by
X ; Y ; X and Y respectively the means and standard deviations of the X and Y
distributions, assuming these all exist. Taking means and standard deviations in (2:2)
then gives
Y = +   X
and
2Y = 
2  2X ;
from which we obtain
 =
Y
X
and
 = Y +
Y
X
X :
Upon replacing the distribution moments by their sample estimates X; Y ; SX and SY
we obtain the estimators
^ =
SY
SX
and
^ = Y +
SY
SX
X
of  and . In deriving the asymptotic properties of these estimators, it will be necessary
to assume, in addition, the existence of third and fourth order moments in the underlying
distribution.
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2.2.2 Asymptotic behaviour in independent samples
Assume that our data consists of two independent samples X1; :::; Xn and Y1; :::; Ym and
that as n;m  !1;
n= (n+m)  ! ;
0 <  < 1. The vector
M =

mn
m+ n
1=2
0BBBBBB@
X   X
Y   Y
S2X   2X
S2Y   2Y
1CCCCCCA
;
has, by the multivariate central limit theorem, an asymptotic normal distribution with
covariance matrix
M=
26666664
(1  )2X 0 (1  )3X03 0
 2Y 0 3Y 03
  (1  )4X (04   1) 0
   4Y (04   1)
37777775
.
Here, 0i; i = 3; 4 denotes the i
th moment of either standardized random variable, namely.
0i = E
"
X   X
X
i#
= E
"
Y   Y
Y
i#
.
Dene the function
f(a; b; c; d) =
264 b  d
1=2
c1=2
 a
d1=2
c1=2
375
with matrix of partial derivatives
D(a;b;c;d) =
264  d
1=2
c1=2
1 1
2
d1=2
c3=2
 a  1
2
1
d1=2c1=2
 a
0 0  1
2
d1=2
c3=2
1
2
1
d1=2c1=2
375
.
(2.3)
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and observe that 0@ ^
^
1A = f( X; Y ; S2X ; S2Y ):
It then follows by straightforward application of the delta method that the vector
F =

mn
m+ n
1=20@ ^  
^   
1A
has an asymptotic normal distribution with mean vector 0 and covariance matrix

 = D(X ;Y ;2X ;2Y )MD
>
= 2
24 2X   X03X + 142X (04   1) 12X03   14X (04   1)
 1
4
(04   1)
35
.
It should be noted that the above covariance matrix depends on the quantity X . This
is unexpected in a covariance matrix. To appreciate the e¤ect of X on the covariance
matrix, assume for the moment that the underlying distribution is symmetric. Assuming
X 6= 0, the asymptotic correlation coe¢ cient between ^ and ^ is given by the expression
 sign (X)

1 +
42X
2X (
0
4   1)
 1=2
.
If jX j is large, this correlation will be close to 1.
2.2.3 Asymptotic behaviour in matched pairs
Here we assume that our data consist of matched pairs (X1; Y1) ; :::; (Xn; Yn). Again,
we rely on the multivariate central limit theorem and the delta method to derive the
asymptotic behaviour of our estimators of  and  ( full details can be found in Potgieter,
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2006). The vector
n1=2
0BBBBBB@
X   X
Y   Y
S2X   2X
S2Y   2Y
1CCCCCCA
now has asymptotic covariance matrix
P=
26666664
2X XY 
3
X
0
3 X
2
Y 
0
12 + X
2
Y (
0
2   1)
 2Y 2XY 012 + Y 2X (02   1) 3Y 03
  4X (04   1) 2X2Y (022   1)
   4Y (04   1)
37777775
where 0i is dened as before while
0ij = E
"
X   X
X
i
Y   Y
Y
j#
.
An application of the delta method shows that the asymptotic covariance matrix of our
estimators is now given by

 = D(X ;Y ;2X ;2Y )PD
>
(X ;Y ;
2
X ;
2
Y )
,
where the matrixD is dened in (2.3). The elements of the matrix 
 are easily evaluated
numerically and, within the applications we have in mind, not much is gained by deriving
explicit expressions for its individual entries.
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2.3 Method of Quantiles
2.3.1 Denition of estimators
A reasonable question is whether one can relax the assumption of four nite moments.
The answer is in the a¢ rmative if we replace the mean with the median and the standard
deviation with the interquartile range. Such a replacement can be justied by noting that
(2.2) is equivalent to stating that
G 1 (t) = + F 1(t), 0 < t < 1, (2.4)
where F and G denote respectively the cdfs of X and Y . From (2.4), one has
 =
G 1(q) G 1(p)
F 1(q)  F 1(p) , 0 < p < q < 1
and
 = G 1(t)  F 1(t).
Choosing p = 0:25; q = 0:75 and t = 0:5, we have  as the ratio of two interquartile
ranges and
 = G 1 (1=2)  F 1 (1=2) .
Dene
IQRX = F
 1
n (3=4)  F 1n (1=4)
and
~X = F 1n (1=2);
that is, the sample interquartile range and median of the X-data, with similar denitions
for IQRY and ~Y . Our sample estimates are then
^ =
IQRY
IQRX
18
and
^ = ~Y   ^ ~X
and no moment assumptions are required to derive their asymptotic distribution.
2.3.2 Asymptotic behaviour in independent samples
The behaviour of the process
n1=2
 
F 1n (t)  F 1(t)

, 0 < t < 1. (2.5)
is central in determining the properties of our estimators. By Corollary 21.5 in van der
Vaart (1998), one has the asymptotic equivalence of the (nite dimensional distributions
of the) processes (2.5) and
n 1=2
X
1jn
I fXj  F 1(t)g   t
f (F 1(t))
; 0 < t < 1; (2.6)
the latter being a zero-mean process with covariance function
K(s; t) =
min(s; t)  st
f (F 1(s)) f (F 1(t)) .
To derive the asymptotic distribution of the estimators, dene the vector
K =

mn
m+ n
1=2
0BBBBBBBBBBBB@
F 1n (1=4)  F 1(1=4)
F 1n (1=2)  F 1(1=2)
F 1n (3=4)  F 1(3=4)
G 1m (1=4) G 1(1=4)
G 1m (1=2) G 1(1=2)
G 1m (3=4) G 1(3=4)
1CCCCCCCCCCCCA
,
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which, from the asymptotic equivalence mentioned above, is asymptotically normal with
covariance matrix
(K)ij =
8>>>>>>>>>>><>>>>>>>>>>>:
(1  ) min(pi; pj)  pipj
f (F 1(pi)) f (F 1(pj))
1  i; j  3

min(pi; pj)  pipj
g (G 1(pi)) g (G 1(pj))
4  i; j  6
0 otherwise,
where
(pi; 1  i  6)= (0:25; 0:5; 0:75; 0:25; 0:5; 0:75) .
Dene the function
(a; b; c; d; e; f) =
266664
e  f   d
c  a  b
f   d
c  a
377775
with matrix of partial derivatives
D(a;b;c;d;e;f) =
2666664
  f   d
(c  a)2  b  
f   d
c  a
f   d
(c  a)2  b
1
c  a  b 1  
1
c  a  b
f   d
(c  a)2 0  
f   d
(c  a)2  
1
c  a 0
1
c  a
3777775
.
(2.7)
Application of the delta method shows that the vector
F =

mn
m+ n
1=20@ ^  
^   
1A
has an asymptotic normal distribution with mean zero and covariance matrix

 = DK (D)
>
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where
 =(F 1(1=4); F 1(1=2); F 1(3=4); G 1(1=4); G 1(1=2); G 1(3=4)).
2.3.3 Asymptotic behaviour in matched pairs
When the data occur as matched pairs (X1; Y1); :::; (Xn; Yn), it was shown by Potgieter
(2006) that the vector
F =

mn
m+ n
1=20@ ^  
^   
1A
is asymptotically normally distributed with covariance matrix

 = DL (D)
>
with D dened in (2.7),
(L)ij =
8>>>>>>>>>>>><>>>>>>>>>>>>:
min(pi; pj)  pipj
f (F 1(pi)) f (F 1(pj))
1  i; j  3
min(pi; pj)  pipj
g (G 1(pi)) g (G 1(pj))
4  i; j  6
C(pi; pj)  pipj
f (F 1(pi)) g (G 1(pj))
otherwise
and where C(s; t) denotes the copula of the random vector (X; Y ).
2.4 Generalized Least Squares
2.4.1 A method for two independent samples
Hsieh (1996) proposed a generalized least squares (GLS) approach to estimating the
parameters in (2.4). We now give a summary (sans technical details) of his methodology
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and results. The two quantile processes F 1n (t) and G
 1
m (t) can be represented to good
approximation by
F 1n (t) = F
 1(t) + n 1=2
B1(t)
f (F 1(t))
(2.8)
and
G 1m (t) = G
 1(t) +m 1=2
B2(t)
g (G 1(t))
(2.9)
= + F 1(t) +m 1=2
B2(t)
f (F 1(t))
where we have used (2.4) in the last equality and where B1(t) and B2(t) are independent
standard Brownian bridges. Substituting the expression for F 1(t) from (2.8) into (2.9)
we get, again to good approximation, that
G 1m (t) = + F
 1
n (t) +

f (F 1(t))
et (2.10)
where
et := m
 1=2B2(t)  n 1=2B1(t)
has covariance matrix (n 1 +m 1)0k with
 
0k

ij
= min(ti; tj)  titj.
Since t in (2.10) is a free parameter, one can obtain a system of k linear equations with
error terms by substituting k di¤erent values for t. This system of equations has the form
of a heteroscedastic linear model. Hsiehs (1996) idea was to estimate  and  from this
system using a form of generalized least squares (GLS). To be specic, dene the vector
t =(t1; :::; tk)
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with k xed and 0 < t1 < ::: < tk < 1. Also dene
e(t) =

e(t1) ::: e(tk)
>
;
Y (t) =

G 1m (t1) ::: G
 1
m (tk)
>
,
X(t) =
0@ 1 ::: 1
F 1n (t1) ::: F
 1
n (tk)
1A>
and
Dk = diag

1=f
 
F 1(t1)

; :::; 1=f
 
F 1(tk)
	
: (2.11)
Thus, we have the linear model
Y (t) = X(t)+Dke(t);
 = [; ]>, which yields the GLS estimator proposed by Hsieh (1996), namely
^ =

X(t)>^ 1k X(t)
 1
X(t)>^ 1k Y (t)
wherein
^k = D^
 1
k 
0
kD^
 1
k
and D^k denotes the estimate of Dk which results upon replacing f and F in (2.11) by a
(consistent) kernel estimate ~f and the empirical cdf Fn respectively.
By letting k = kn depend on n and letting kn tend to innity at the rate o(n1=6),
Hsieh shows that then

mn
m+ n
1=2 
^   
 D ! N  0; I 1
where I is the Fisher information matrix for the underlying distribution, modulo a knowl-
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edge of its location and scale parameters. In other words, Hsiehs (1996) non-parametric
GLS estimator of  is asymptotically as e¢ cient as would be the maximum likelihood
estimator had the functional form of the underlying distribution been known.
While the preceding result solves a long outstanding problem in the realm of theo-
retical statistics and must be considered to be a major theoretical accomplishment, its
practical application is rather problematic. A question that has never been addressed in
the literature concerns the choice of vector the t - both the spacing of the values as well
as the number of values to use. In Section 2.5 below, by viewing the problem from a
di¤erent perspective, we attempt to solve these problems, namely the "optimal" spacing
of a xed number of t-values. The methodology will clarify to some extent why the "in-
tuitively obvious" choice of as many ts as possible is untenable and why such a choice
leads to GLS estimators with poor e¢ ciencies.
2.4.2 Extending the method to matched pairs
We can again rely on the representations (2.8) and (2.9) in the preceding Section. How-
ever, the e¤ect of the matched pairs is that the Brownian bridges B1(t) and B2(t) are
now dependent. The matrix 0k is now of the form
 
0k

ij
= 2min(ti; tj)  C(ti; tj)  C(tj; ti),
where C denotes the copula of the underlying joint (X; Y )-distribution. After this ad-
justment is made, the method can be implemented as discussed above. We again have
an asymptotic normal distribution for our estimators,
n1=2

^   
 D ! N  0; 2 1 ,
where the matrix  depends on both the underlying density-quantile function f (F 1(t))
and the copula function C(s; t).
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2.5 An asymptotic likelihood method
2.5.1 Estimation in two independent samples
The order statistics X(1) < ::: < X(n) and Y(1) < ::: < Y(m) are essentially the "true
quantiles" with added noise, for example
X(j) = F
 1
n

j
n

= F 1

j
n

+ "j=n (2.12)
and
Y(k) = G
 1
m

k
m

= G 1

k
m

+ k=m. (2.13)
Equations (2.12) and (2.13) together with (2.4) resemble a linear errors-in-variables re-
gression model.
Note that
f
 
F 1 (t)

"t = f
 
F 1 (t)
   F 1n (t)  F 1 (t)
and
g
 
G 1 (t)

t = g
 
G 1 (t)
   G 1m (t)    F 1 (t) .
Dene the vector
V() =
26666666666666664
g (G 1 (t1))  (G 1m (t1)    F 1 (t1))
...
g (G 1 (tk))  (G 1m (tk)    F 1 (tk))
f (F 1 (t1))  (F 1n (t1)  F 1 (t1))
...
f (F 1 (tk))  (F 1n (tk)  F 1 (tk))
37777777777777775
with 0 < t1 < ::: < tk < 1 xed and
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 = [F 1 (t1) ; :::; F 1 (tk) ; ; ]
>. Then

mn
m+ n
1=2
V()
converges in distribution to a zero-mean 2k-variable normal distribution with covariance
matrix

 =
24  0
0 (1  )
35
where
ij = min (ti; tj)  titj: (2.14)
The vector V illuminates an aspect of the problem that is noteworthy - not only are
the location and scale parameters unknown, but also the true quantiles F 1 (t1) ; :::; F 1 (tk).
Hence, the number of unknown parameters increases linearly with k. Unless k remains
xed, or increases su¢ ciently slowly with n, we will be in something resembling a "large
k-small n" situation and the asymptotic maximum likelihood estimates of  and  can
be expected to be inconsistent. We will consider k to be xed.
The component of the asymptotic log-likelihood of V involving the k + 2 parameters
is
Q () = V()>
 1V(). (2.15)
We would like to estimate the parameters of interest by minimizing this quantity. How-
ever, the vector V depends on the density-quantile functions f(F 1(t)) and g(G 1(t)).
In practical applications, these are replaced by their estimated counterparts ~f (F 1n (t))
and ~g (G 1m (t)) where ~f and ~g are kernel density estimators. This replacement is justied
in corollary 2.1 of Härdle et al. (1988). In our theoretical development, we consider these
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functions known. Consequently, we now let ^ be the minimizer of Q () : Also, dene
A()> =
@V()>
@
=
266664
@V1()
@1
   @V2k()
@1
...
. . .
...
@V1()
@k+2
   @V2k()
@k+2
377775
=  
24 g f
x>g 0
35
(2.16)
where
g = diag

g
 
G 1(t1)

; :::; g
 
G 1(tk)
	
,
f=diag

f
 
F 1(t1)

; :::; f
 
F 1(tk)
	
and
x> =
24 1 1    1
F 1(t1) F 1(t2)    F 1(tk)
35
.
It is shown in Section 2.9.1 that ^ is a root-fmn= (m+ n)g consistent estimator of .
Then, a rst-order Taylor expansion gives
V

^

= V () +A()

^   

+ op(m
 1=2 + n 1=2). (2.17)
The estimator ^ which minimizes (2.15) is also the solution to the set of estimating
equations
0 =
dQ

^

d^
= 2A(^)
>

 1V(^). (2.18)
Substituting (2.17) into (2.18) now gives
0 = 2A(^)
>

 1

V () +A()

^   

+ op(n
 1=2 +m 1=2)
= 2A()>
 1

V () +A()

^   

+ op(n
 1=2 +m 1=2)
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where the last equality follows by noting that A(^) is a consistent estimator of A().
Rearranging terms, we nd that

mn
m+ n
1=2 
^   

=  

mn
m+ n
1=2 
A()>
 1A()
 1
A()>
 1V()+op(1)
D !

A()>
 1A()
 1
A()>
 1=2Z
where Z  N2k (0; I). Hence, the asymptotic result

mn
m+ n
1=2 
^   
 D ! Nk+20;A()>
 1A() 1 . (2.19)
Typically, we are only interested in the parameters  and . If we now dene
H =
h
02k I22
i
, (2.20)
we have 24 ^  
^   
35 = H^    :
Hence, 
mn
m+ n
1=2 24 ^  
^   
35 D ! N2 (0;())
where
() = H

A()>
 1A()
 1
H>.
In practical applications, the matrix () can be estimated by (^).
2.5.2 Optimal choice of t
The information matrix for the full parameter set ^ is
If () = A()
>
 1A().
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We can nd the elements of this information matrix corresponding to the parameters 
and  by again applying the transformation H as dened in (2.20),
If (; ) = HA()
>
 1A()H>.
The matrix If (; ) is not necessarily the information matrix of ^ and ^, but is only a
sub-matrix of the full information matrix. From (2.16) and (2.20), we get
HA()> =
24  g (G 1(t1))    g (G 1(tk)) 0    0
 F 1(t1)g (G 1(t1))     F 1(tk)g (G 1(tk)) 0    0
35
=  
24 f (F 1(t1))    f (F 1(tk)) 0    0
F 1(t1)f (F 1(t1))    F 1(tk)f (F 1(tk)) 0    0
35
.
Applying Lemma 2 from Hsieh (1996) gives an expression for the matrix:
If (; ) =
2

24 I11 I12
 I22
35
where
I11 =
X
1ik+1
(f (F 1(ti))  f (F 1(ti 1)))2
ti   ti 1
I12 =
X
1ik+1
(F 1(ti)f (F 1(ti))  F 1(ti 1)f (F 1(ti 1))) (f (F 1(ti))  f (F 1(ti 1)))
ti   ti 1
I22 =
X
1ik+1
(F 1(ti)f (F 1(ti))  F 1(ti 1)f (F 1(ti 1)))2
ti   ti 1
(2.21)
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with t0 = 0 and tk+1 = 1. When k is large, we have to a good approximation
I11 =
Z 
@
@t
f (F 1(t))
2
dt
I12 =
Z 
@
@t
f (F 1(t))
 
@
@t
F 1(t)f (F 1(t))

dt
I22 =
Z 
@
@t
F 1(t)f (F 1(t))
2
dt
(2.22)
which are the Fisher information bounds when the underlying distribution is known up
to location and scale parameters.
It is clear from the above expression that the optimal choice of the vector t (of xed
size k) depends on the underlying distribution. One way of choosing this vector is to
maximize the quantity
det


2
If (; )

= I11I22   I212:
The following set of tables provides the optimal choice for several distributions, as well
as the asymptotic variances of the variables ^ and ^. The various choices for t are given
as rational approximations to the true values. For an estimator  ^, we dene AV AR

 ^

as the asymptotic variance of the quantity
 
mn
m+n
1=2 
 ^    

.
k t AV AR(^) AV AR(^)
2 f2=15; 13=15g 1:4386 0:8550
3 f1=12; 1=2; 11=12g 1:1713 0:7723
5 f1=33; 1=6; 1=2; 5=6; 32=33g 1:0801 0:6129
8 f1=98; 1=19; 2=13; 7=20; 13=20; 11=13; 18=19; 97=98g 1:0399 0:5493
Maximum likelihood estimators 1 0:5
Table 2.1: Optimal choice of t when the underlying distribution is normal
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k t AV AR(^) AV AR(^)
2 f1=3; 2=3g 2:9243 2:9243
3 f1=4; 1=2; 3=4g 2:4674 2:4674
5 fj=6; j = 1; :::; 5g 2:1932 2:1932
8 fj=9; j = 1; :::; 8g 2:0832 2:0832
Maximum likelihood estimators 2 2
Table 2.2: Optimal choice of t when the underlying distribution is Cauchy
k t AV AR(^) AV AR(^)
2 f1=10; 1=2g or f1=2; 9=10g 1 3:0883
3 f1=10; 1=2; 9=10g 1 1:5441
5 f1=27; 17=94; 1=2; 77=94; 26=27g 1 1:2191
8 f1=54; 1=13; 3=17; 13=41; 1=2; 43=56; 11=12; 58=59g 1 1:1044
or f1=59; 1=12; 13=43; 1=2; 28=41; 14=17=12=13; 53=54g
Maximum likelihood estimators 1 1
Table 2.3: Optimal choice of t when the underlying distribution is Laplace
Several interesting observations follow upon inspection of the tables above. When the
underlying distribution is Cauchy, the points of the vector t are equally spaced. On
the other hand, when the underlying distribution is normal or Laplace, the choice of t
tends to favour values in the tails of the distributions. A plausible explanation for this
is that the extreme order statistics of the Cauchy distribution have such high variability
that they do not provide much useful information, while the contrary assertion is true
in the normal and Laplace distributions, It should also be pointed out that the vector t
represents the choice that should be made when the sample size is "large" and the type
of the underlying distribution is known. To overcome the di¢ culty of an unknown type
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of distribution, we consider a plug-in approach to choosing t in the next Section.
2.5.3 A plug-in approach for choosing t
Recall the expressions in (2.21) for the elements of the asymptotic information matrix
of our parameters. These elements depend on the underlying density f but not the
parameters  and . We can therefore estimate the information matrix If in (2.21) by
I ~f where
~f(x) =
1
nh^n
nX
j=1


x Xj
h^n

is a kernel estimator of f with bandwidth h^n = O
 
n 1=5

. We also replace F in (2.21)
by a kernel estimator
~F (x) =
1
n
nX
j=1


x Xj
k^n

with bandwidth k^n = O
 
n 1=3

(see Shorack and Wellner, 1986, chapter 23.2, exercise 1).
For a given sample, our "optimal" choice of t is the vector that maximizes det

I ~f

. Below,
we show the results of a small Monte Carlo study aimed at evaluating the performance
of this method. For this study, we generated N = 2000 samples from the underlying
distribution for given sample sizes m and n. For each sample, the vector t was estimated
in the manner described above (for lengths k = 3 and k = 5). The parameters ^ and ^
were then also estimated from the data using the estimated vector t. Below, t =(t1; :::; tk)
denotes the mean t-vector obtained, while dV arm;n  ^ denotes the observed sample
variance of mn
m+n

 ^    

.
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Sample size t for k = 3 dV arm;n (^) dV arm;n (^)
m = 50; n = 50 (0:073; 0:497; 0:928) 1:369 1:077
m = 100; n = 100 (0:069; 0:498; 0:929) 1:350 0:962
m = 250; n = 250 (0:067; 0:499; 0:930) 1:390 0:863
Sample size t for k = 5 dV arm;n (^) dV arm;n (^)
m = 250; n = 250 (0:034; 0:189; 0:497; 0:808; 0:967) 1:245 0:733
Table 2.4: Plug-in choice of t for the normal distribution
Sample size t for k = 3 dV arm;n (^) dV arm;n (^)
m = 50; n = 50 (0:182; 0:498; 0:817) 4:631 8:364
m = 100; n = 100 (0:201; 0:499; 0:797) 3:360 3:976
m = 250; n = 250 (0:218; 0:499; 0:782) 2:826 2:849
Sample size t for k = 5 dV arm;n (^) dV arm;n (^)
m = 250; n = 250 (0:157; 0:303; 0:5; 0:697; 0:843) 2:589 2:534
Table 2.5: Plug-in choice of t for the Cauchy distribution
Sample size t for k = 3 dV arm;n (^) dV arm;n (^)
m = 50; n = 50 (0:138; 0:502; 0:862) 1:949 5:461
m = 100; n = 100 (0:143; 0:500; 0:855) 1:585 4:619
m = 250; n = 250 (0:141; 0:500; 0:851) 1:375 3:570
Sample size t for k = 5 dV arm;n (^) dV arm;n (^)
m = 250; n = 250 (0:086; 0:284; 0:500; 0:716; 0:913) 1:367 3:018
Table 2.6: Plug-in choice of t for the Laplace distribution
From these tables we see that the mean t is close to the optimal asymptotic choice of t
for these distributions considered. Since the kernel density and distribution functions ~f
and ~F are consistent estimators of f and F , and the vector t was found by minimizing
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a continuous functional of ~f and ~F , one would expect t to be a consistent estimator of
the optimal choice for a given length k. This expectation is supported by noticing that
the estimated variances of ^ and ^ given in the last three tables are close to the optimal
values (given in tables 2.1 to 2.3) for samples of size 250.
2.5.4 Extension to paired data
If our data consists of pairs (X1; Y1) ; :::; (Xn; Yn) with some unknown joint distribution,
the method above can easily be extended and still be applied. In this instance, dene
W () =
26664
g (G 1 (t1))  (G 1n (t1)    F 1 (t1))
...
f (F 1 (tk))  (F 1n (tk)  F 1 (tk))
37775
with  = [F 1 (t1) ; :::; F 1 (t1) ; ; ]
>. It still holds that for 0 < t1 < ::: < tk < 1 xed,
n1=2W () converges to a zero-mean 2k-variate normal distribution. However, in this
instance the covariance matrix 
? is of the form

? =
24  C
C> 
35
where
ij = min (ti; tj)  titj, 1  i; j  k
and
Cij = C (ti; tj)  titj, 1  i; j  k
where C denotes the copula-function. By the same arguments as in the case of indepen-
dent samples, we now have
n1=2
24 ^  
^   
35 D ! N2
0@0;H @W ()
@
>
(
?) 1

@W ()
@
! 1
H>
1A :
34
Implementation of the above method requires estimation of the copula function C. Some
details are given in Potgieter (2006). However, due to the inherent di¢ culty of estimating
the copula function, we do not pursue this matter further.
2.6 Asymptotic e¢ ciencies
2.6.1 Fisher information
When estimating parameters in regular location-scale families, the Fisher information
matrix provides a guide to the nite sample performance of estimators. In the case of
two independent samples, this matrix is
I =
1
2
24 I11(f) I12(f)
 I22(f)
35
where the quantities I11(f),I12(f) and I22(f) dened in (2.22) are functionals of the den-
sity f corresponding to the random variable X. In the present context, f is unknown,
but we can nevertheless evaluate the information matrix to compare our various estima-
tors for di¤erent underlying distributions. First, however, we should note that the Iij
are neither location nor scale invariant. Say that the random variable X has quantile
function
F 1(t) =  + F 10 (t)
where F 10 is the quantile function of the "standard form". In the case where the under-
lying distribution has at least two nite moments, this could be interpreted as X having
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a mean of 0 and a variance of 1. Now, note the following:
I11 =
Z 1
0

@
@t
f
 
F 1(t)
2
dt
=
1
 2
Z 1
0

@
@t
f0
 
F 10 (t)
2
dt
=
1
 2
I11 (f0) ,
I12 =
Z 1
0

@
@t
f
 
F 1(t)
  @
@t
F 1(t)f
 
F 1(t)

dt
=
1
 2
Z 1
0

@
@t
f0
 
F 10 (t)
  @
@t
 
 + F 10 (t)

f0
 
F 10 (t)

dt
=

 2
Z 1
0

@
@t
f0
 
F 10 (t)
2
dt+
1

Z 1
0

@
@t
f0
 
F 10 (t)
  @
@t
F 10 (t)f0
 
F 10 (t)

dt
=

 2
I11(f0) +
1

I12(f0)
and
I22 =
Z 1
0

@
@t
F 1(t)f
 
F 1(t)
2
dt
=
Z 1
0
Z
R

@
@t
 
 + F 10 (t)

f0
 
F 10 (t)
2
dt
=
2
 2
I11(f0) +
2

I12(f0) + I22(f0).
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We summarize,
I =
1
2
24 I11(f) I12(f)
 I22(f)
35 = 1
 22
24 I11 (f0) I11(f0) + I12(f0)
 2I11(f0) + 2I12(f0) +  2I22(f0)
35
.
It becomes clear that the information matrix depends on the scale on which the random
variableX is measured. This also helps us understand the asymptotic correlation between
the estimated parameters observed with the method of moments and method of quantiles.
For the purpose of theoretical comparison, we will assume that  = 0 and  = 1 so that
we work on a "standard" measurement scale.
2.6.2 Summary of asymptotic e¢ ciencies
In this chapter, several methods have been proposed for estimating parameters when two
distributions belong to the same location-scale family. In table 2.7 we provide a summary
of the asymptotic variances of these estimators and in table 2.8 we present the ratios
lim
m;n !1
estimator
ML
where estimator is the asymptotic standard deviation of the particular estimator consid-
ered and ML is the asymptotic standard deviation of the maximum likelihood estimator.
Underlying distribution: Normal Laplace Cauchy
mn
m+n
 Asymptotic Variance ^ ^ ^ ^ ^ ^
Method of Moments 1:00 0:50 2:00 1:25 N=A N=A
Method of Quantiles 1:57 1:36 1:00 2:08 2:47 2:47
3-point AL 1:17 0:77 1:00 1:54 2:47 2:47
8-point AL 1:04 0:55 1:00 1:10 2:08 2:08
Maximum Likelihood 1:00 0:50 1:00 1:00 2:00 2:00
Table 2.7: Asymptotic variance of estimators
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Underlying distribution: Normal Laplace Cauchy
ARE of estimators ^ ^ ^ ^ ^ ^
Method of Moments 1:00 1:00 1:40 1:12 N=A N=A
Method of Quantiles 1:25 1:63 1:00 1:45 1:11 1:11
3-point AL 1:08 1:24 1:00 1:24 1:11 1:11
8-point AL 1:02 1:05 1:00 1:05 1:02 1:02
Table 2.8: The asymptotic ratios limm;n !1 estimatorML
Upon inspection of the these tables, we see that the method of moments is asymptotically
equivalent to maximum likelihood when the underlying distribution is normal, which is
a well-known result. On the other hand, the method of quantiles is more e¢ cient than
the method of moments when the underlying distribution is Laplace. For the normal and
Laplace distributions, the 3-point AL estimators are more e¢ cient than the the method
of quantiles estimators, while the 3-point AL and method of quantiles estimators are
equally e¢ cient when the underlying distribution is Cauchy. The 8-point AL provides a
near-e¢ cient method of estimation in all instances. We conclude that the AL estimation
method works well in these instances and is the recommended method for estimating
parameters in large samples.
2.7 Monte Carlo comparison of standard errors
A small Monte Carlo study was done to investigate the behaviour of the proposed esti-
mators in nite samples. Four types of underlying distribution were considered, namely
the normal, Laplace and Cauchy distributions, all of which are symmetric, and the Gum-
bel distribution, which is asymmetric. We generated from each distribution independent
samples X1; :::; Xn and Y1; :::; Ym with n;m 2 f50; 100; 250g and m  n. For each of the
N samples, we obtain estimates
 
^j; ^j

, j = 1; :::; N . Letting  below denote either 
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or , we estimate the true standard error of
 
mn
m+n
1=2
^ by
cSEtrue =  mn
m+ n
1=2s
N 1
X
1jN

^k   
2
(2.23)
where
 = N 1
X
1jN
^k.
In the study, N = 2000 samples were used. The AL estimators were based on xed values
of t, with t3= [0:2; 0:5; 0:8] and t8 consisting of 8 equally spaced values between 0:1 and
0:9. The results are presented in the following tables.
Method of Moments Method of Quantiles
m n cSEtrue(^) cSEtrue(^) cSEtrue(^) cSEtrue(^)
50 50 1:0192 0:7418 1:3144 1:1957
100 0:9997 0:7206 1:2680 1:1736
250 1:0171 0:7268 1:2953 1:1566
100 100 0:9886 0:7128 1:2520 1:1462
250 1:0262 0:7139 1:2917 1:1497
250 250 1:0384 0:7046 1:2723 1:1613
Table 2.9A: Estimated standard errors
for an underlying normal distribution
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3-point AL 8-point AL
m n cSEtrue(^) cSEtrue(^) cSEtrue(^) cSEtrue(^)
50 50 1:0808 1:0452 1:056 0:933
100 1:0704 1:0417 1:029 0:876
250 1:0852 1:0224 1:055 0:863
100 100 1:0548 1:0413 1:028 0:885
250 1:0947 1:0205 1:044 0:863
250 250 1:1131 1:0286 1:065 0:850
Table 2.9B: Estimated standard errors
for an underlying normal distribution
Method of Moments Method of Quantiles
m n cSEtrue(^) cSEtrue(^) cSEtrue(^) cSEtrue(^)
50 50 1:457 1:607 1:208 2:331
100 1:438 1:610 1:123 2:186
250 1:397 1:560 1:075 2:156
100 100 1:435 1:632 1:117 2:154
250 1:427 1:591 1:089 2:103
250 250 1:426 1:559 1:083 2:121
Table 2.10A: Estimated standard errors
for an underlying Laplace distribution
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3-point AL 8-point AL
m n cSEtrue(^) cSEtrue(^) cSEtrue(^) cSEtrue(^)
50 50 1:274 2:173 1:216 1:329
100 1:204 2:011 1:158 1:197
250 1:156 1:987 1:154 1:159
100 100 1:189 2:015 1:169 1:239
250 1:152 1:948 1:148 1:153
250 250 1:136 1:958 1:127 1:161
Table 2.10B: Estimated standard errors
for an underlying Laplace distribution
Method of Quantiles 3-point AL 8-point AL
m n cSEtrue(^) cSEtrue(^) cSEtrue(^) cSEtrue(^) cSEtrue(^) cSEtrue(^)
50 50 1:622 1:760 1:758 1:902 1:789 2:828
100 1:576 1:744 1:679 1:711 1:595 1:901
250 1:538 1:716 1:646 1:637 1:576 1:591
100 100 2:216 2:336 1:686 1:711 1:591 1:632
250 1:528 1:588 1:591 1:545 1:516 1:455
250 250 1:556 1:566 1:603 1:593 1:505 1:481
Table 2.11: Estimated standard errors for an underlying Cauchy distribution
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Method of Moments Method of Quantiles
m n cSEtrue(^) cSEtrue(^) cSEtrue(^) cSEtrue(^)
50 50 1:035 1:062 1:229 1:328
100 0:991 1:049 1:165 1:310
250 0:985 1:043 1:139 1:275
100 100 1:004 1:051 1:178 1:301
250 0:979 1:029 1:175 1:259
250 250 0:978 1:028 1:168 1:260
Table 2.12A: Estimated standard errors
for an underlying Gumbel distribution
3-point AL 8-point AL
m n cSEtrue(^) cSEtrue(^) cSEtrue(^) cSEtrue(^)
50 50 1:124 1:195 1:079 1:034
100 1:044 1:136 1:012 0:968
250 1:031 1:117 0:999 0:939
100 100 1:059 1:150 1:041 0:974
250 1:036 1:094 0:992 0:911
250 250 1:035 1:126 1:009 0:923
Table 2.12B: Estimated standard errors
for an underlying Gumbel distribution
Upon inspection of tables 2.9A and 2.9B we see that the method of moments performs
best when the underlying distribution is normal. This should come as no surprise. The
small-sample standard errors of the method of moments estimators are already close to
their limiting values even at samples of size 50. Convergence for the method of quantiles
also occurs rather quickly. The AL method also performs well, with 8-point estimators
giving better performance than 3-point estimators. The standard errors of the 8-point
estimators are very close to the corresponding method of moments values.
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From tables 2.10A and 2.10B, the standard errors of the method of quantiles estima-
tors seem to converge to their limiting values quickly. Again, this may be attributable to
the median being the maximum likelihood estimator of the Laplace location-parameter.
Convergence for the method of moments occurs very slowly, with standard errors at sam-
ple sizes of 250 still not very close to the corresponding limiting values. The AL method
performs very well, with the standard errors obtained using 8 points being closest to
the optimal values. In table 2.11, we notice a similar result. The 8-point AL method
estimators have the smallest standard errors when the sample size is greater than 50. In
small samples, the method of quantile estimators have the smallest standard error.
Tables 2.12A and 2.12B show that the method of moments and the 8-point AL method
have similar performance, performing better than the method of quantiles and the 3-point
AL method. The results in these tables seem to indicate that the AL method performs
well, irrespective of the underlying distribution.
In practice, of course, we estimate the standard error using the plug-in method or the
bootstrap. We can assess that appropriateness of these standard error estimates by esti-
mating their expected values and comparing these with the (estimated) true values from
(2.23). For instance, if cSE(^1); :::; cSE(^N) denote estimates (either plug-in or bootstrap)
of the standard error of ^, the quantity
E^
cSE(^) = N 1 X
1kN
cSE(^k)
is the estimated expected value of the respective standard error estimate. Some results
are given in tables 2.13 through 2.18 below.
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m n E^
cSEplug(^) E^ cSEboot(^) E^ cSEplug(^) E^ cSEboot(^)
50 50 1:0013 1:0245 0:6755 0:8011
100 0:9983 1:0159 0:6844 0:7620
250 0:9975 1:0179 0:6939 0:7391
100 100 1:0019 1:0138 0:6948 0:7541
250 1:0011 1:0062 0:6984 0:7357
250 250 1:0015 1:0157 0:7015 0:7266
Table 2.13: Method of Moments, normal distribution
m n E^
cSEplug(^) E^ cSEboot(^) E^ cSEplug(^) E^ cSEboot(^)
50 50 1:4165 1:2825 1:3340 1:4101
100 1:3909 1:2501 1:2906 1:2979
250 1:3829 1:2524 1:2648 1:2382
100 100 1:3724 1:2514 1:2784 1:2820
250 1:3567 1:2428 1:2469 1:2248
250 250 1:3353 1:2622 1:2325 1:2310
Table 2.14: Method of Quantiles, normal distribution
m n E^
cSEplug(^) E^ cSEboot(^) E^ cSEplug(^) E^ cSEboot(^)
50 50 1:2009 1:1154 1:1283 1:2600
100 1:1521 1:0806 1:0936 1:1617
250 1:1132 1:0837 1:0628 1:1089
100 100 1:1587 1:0839 1:0996 1:1580
250 1:1192 1:0679 1:0686 1:1024
250 250 1:1220 1:0746 1:0716 1:0982
Table 2.15: 3-point AL, normal distribution
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m n E^
cSEplug(^) E^ cSEboot(^) E^ cSEplug(^) E^ cSEboot(^)
50 50 1:426 1:515 1:429 1:866
100 1:422 1:482 2:095 2:373
250 1:422 1:477 1:524 1:671
100 100 1:421 1:455 1:494 1:679
250 1:420 1:446 1:530 1:641
250 250 1:422 1:430 1:548 1:626
Table 2.16: Method of Moments, Laplace distribution
m n E^
cSEplug(^) E^ cSEboot(^) E^ cSEplug(^) E^ cSEboot(^)
50 50 1:500 1:239 2:204 2:619
100 1:463 1:188 2:095 2:373
250 1:454 1:160 2:047 2:259
100 100 1:401 1:132 2:059 2:270
250 1:378 1:107 2:010 2:178
250 250 1:323 1:082 1:992 2:167
Table 2.17: Method of Quantiles, Laplace distribution
m n E^
cSEplug(^) E^ cSEboot(^) E^ cSEplug(^) E^ cSEboot(^)
50 50 1:389 1:281 1:923 2:528
100 1:314 1:234 1:837 2:191
250 1:256 1:230 1:808 2:069
100 100 1:316 1:197 1:843 2:159
250 1:257 1:164 1:810 2:024
250 250 1:261 1:129 1:817 2:009
Table 2.18: 3-point AL, Laplace distribution
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Upon inspection of these tables we notice that both the plug-in method and the boot-
strap provide reasonable estimates of the standard errors of the estimated parameters,
the estimates being closest to the true values when the underlying distribution is normal.
Overall, the bootstrap provides more accurate results than the plug-in method. This is
attributable to the fact that the plug-in method is actually estimating the asymptotic
standard error, while the bootstrap is an approximation to the true distribution in small
samples.
2.8 Summary
In the present chapter we have considered several methods of estimating the location and
scale parameters when the two samples X1; :::; Xn and Y1; :::; Ym satisfy the relationship
Y
D
= +X. Although there are methods which are asymptotically e¢ cient, these seem to
be of little value in "real-world" problems. We have therefore considered methods which
may be sub-optimal in an asymptotic sense, but which have good small-sample properties.
The asymptotic likelihood method of Section 2.5 provided near-optimal estimators in all
situations considered.
2.9 Technical Notes
2.9.1 Consistency and asymptotic normality of AL estimators
The estimates found using the ALmethod correspond to solving the set of k+2 estimating
equations
mn
m+ n
(
1

kX
j=1
2g (G 1 (ti)) g (G 1 (tj)) aij

G 1m (tj)  ^
^
  x^j

+
1
1  
kX
j=1
f (F 1 (ti)) f (F 1 (tj)) aij (F 1n (tj)  x^j)
)
= 0, j = 1; :::; k,
(2.24)
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mn
m+ n
:
1

kX
i=1
kX
j=1
g
 
G 1 (ti)

g
 
G 1 (tj)

aij
 
G 1m (tj)  ^  ^x^j

= 0 (2.25)
and
mn
m+ n
:
1

kX
i=1
kX
j=1
g
 
G 1 (ti)

g
 
G 1 (tj)

aijxj
 
G 1m (tj)  ^  ^xj

= 0 (2.26)
where aij are the elements of the matrix  1 with  dened in (2.14). Noting that
f(F 1(t)) = g(G 1(t)) we can rewrite our rst k equations in (2.24) as
kX
j=1
f
 
F 1 (ti)

f
 
F 1 (tj)

aij

(1  ) G
 1
m (tj)  ^
^
+ F 1n (tj)  x^j

= 0,
j = 1; :::; k, which has the unique solution
x^j = (1  ) G
 1
m (tj)  ^
^
+ F 1n (tj) , j = 1; :::; k. (2.27)
Next, we substitute (2.27) in (2.25) and obtain
^ =
kX
j=1
wjG
 1
m (tj)  ^
kX
j=1
wjF
 1
n (tj) (2.28)
where
wj = f
 
F 1 (tj)
 kX
i=1
f
 
F 1 (ti)

aij.
At this point, we also dene
w =
kX
j=1
wj.
(2.27) and (2.28) together (2.26) now gives a quadratic polynomial in ^2, namely
Am;n^
2 + 2Bm;n^ + Cm;n = 0
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with
Am;n = 
8<:
 
kX
j=1
wjF
 1
n (tj)
!2
 
kX
j=1
wj
 
F 1n (tj)
29=; ,
Bm;n =

  1
2
( kX
j=1
wjF
 1
n (tj)G
 1
m (tj) 
 
kX
j=1
wjF
 1
n (tj)
! 
kX
j=1
wjG
 1
m (tj)
!)
and
Cm;n = (1  )
8<:
kX
j=1
wj
 
G 1m (tj)
2   kX
j=1
wjG
 1
m (tj)
!29=; .
Here, Am;n < 0; Bm;n 2 R and Cm;n > 0, therefore the equation always has two real roots,
namely
^ =
 Bm;n 
p
B2m;n   Am;nCm;n
Am;n
. (2.29)
Let A, B and C denote the limiting values of Am;n, Bm;n and Cm;n. Specically, assuming
without loss of generality that  = 0, we have G 1(tj) = F 1(tj) for all j and therefore
A = 
8<:
 
kX
j=1
wjF
 1(tj)
!2
 
kX
j=1
wj
 
F 1(tj)
29=; ,
B =

  1
2


8<:
kX
j=1
wj
 
F 1(tj)
2   kX
j=1
wjF
 1(tj)
!29=;
and
C = (1  )2
8<:
kX
j=1
wj
 
F 1(tj)
2   kX
j=1
wjF
 1(tj)
!29=; .
In fact, because the coe¢ cients Am;n, Bm;n and Cm;n are simple functions of the sam-
ple quantiles F 1n (t1); :::; F
 1
n (tk) and G
 1
m (t1); :::; G
 1
m (tk), by an application of the delta
method, we have 
mn
m+ n
1=2 26664
Am;n   A
Bm;n  B
Cm;n   C
37775  ! N (0;	)
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for some covariance matrix	. As a consequence, Am;n,Bm;n andCm;n are root-fmn= (m+ n)g
consistent estimators of A, B and C. It follows that the roots (2.29) are also root-
fmn= (m+ n)g consistent for the roots of A2 + 2B + C = 0. Inspection reveals that
^ =
 Bm;n  
p
B2m;n   Am;nCm;n
Am;n
is a root-fmn= (m+ n)g consistent estimator of . The root-fmn= (m+ n)g consistency
of x^j, j = 1; :::; k and ^ now follow from (2.27) and (2.28).
49
Chapter 3
Hypothesis testing
3.1 Introduction
Recall that our assumed model is
Y
D
= + X
which is equivalent to
G 1(t) = + F 1(t), 0 < t < 1,
where we assume  > 0. In the previous chapter, our focus was on estimating the
parameters  and . Next, our attention shifts to the question of whether the model
holds. In other words, we wish to test the null hypothesis
H0 : There exist constants  > 0 and  such that G 1(t) = + F 1(t), 0 < t < 1
against a general alternative. Hsieh (1996) proposed one such test based on a generalized
least squares approach in the context of independent samples. Potgieter and Lombard
(2008) considered two tests, one based on kernel density estimates and another based on
standardized squared di¤erences, in the context of matched pairs. They also discuss a
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permutation approach towards implementation of their tests. In this chapter, we show
that the kernel-density test of Potgieter and Lombard was based on a biased estimator
of . The question arose of how removal of this bias would a¤ect performance of the
test statistic. In addition, a new test based on the asymptotic likelihood approach of
Section 2.5 will be considered. The power of the tests are then compared in a Monte
Carlo simulation study.
3.2 The kernel-density test
The model under our null hypothesis,
G 1(t) = + F 1(t), 0 < t < 1,
is equivalent to
r(x) :=
f(x)
g (q(x))
=  for all x  R
where
q(x) = G 1F (x) = + x.
It would therefore seem reasonable to use kernel estimates ~f and ~g of the densities f and
g as well as an empirical estimate of the q-function
~q(x) = G 1m Fn(x)
to estimate r(x), say by
~r(x) =
~f(x)
~g(~q(x))
,
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and compare this to an estimate of the parameter . The test statistic considered by
Potgieter (2006) and Potgieter and Lombard (2008) is
Sm;n =

mn
m+ n
4=5 kX
j=1
 
log ~r
 
F 1n (pj)
  log ^2 (3.1)
for 0 < p1 < ::: < pk < 1. Since ~r(x) has a highly skewed distribution, it is more natural
to consider this random variable on a logarithmic scale. We have the Taylor expansion
log
~f(x)
f(x)
=
~f(x)  f(x)
f(x)
 

~f(x)  f (x)
2
2f2(x)
where  ~f(x)  f (x)   ~f(x)  f(x) .
Thus,
n2=5 log
~f(x)
f(x)
= n2=5
~f(x)  f(x)
f(x)
  n2=5

~f(x)  f (x)
2
2f2(x) .
(3.2)
Consider the two terms on the right-hand side of (3.2). It was shown in Potgieter (2006)
that
n2=5
h
~f(x)  f(x)
i
  1
2
f 00(x)
(22X)
 1=4f 1=2(x)
D! N(0; 1) for every x  R, (3.3)
from which it follows that the rst term on the right-hand side of (3.2) is asymptotically
normally distributed:
n2=5
~f(x)  f(x)
f(x)
D! N

1
2
f 00(x)
f(x)
;
(22X)
 1=2
f(x)

.
For the second term in (3.2), we have
n2=5

~f(x)  f (x)
2
2f2(x)
= n2=5
 ~f(x)  f (x)
2f2(x)
 ~f(x)  f (x)
= Op(1) Op(n 2=5).
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This last result together with (3.3) gives
n2=5 log
~f(x)
f(x)
= n2=5
~f(x)  f(x)
f(x)
+Op(n
 2=5) (3.4)
and, using Slutskys theorem, we obtain the result
n2=5 log
~f(x)
f(x)
D! N

1
2
f 00(x)
f(x)
;
(22X)
 1=2
f(x)

. (3.5)
Similarly, we obtain
m2=5 log
~g(y)
g(y)
= m2=5
~g(y)  g(y)
g(y)
+Op(m
 2=5) (3.6)
and
m2=5 log
~g(y)
g(y)
D! N

1
2
g00(y)
g(y)
;
(22Y )
 1=2
g(y)

. (3.7)
The asymptotic distribution of the test statistic (3.1) is found analyzing the process
~L(x) :=

mn
m+ n
2=5 
log
~f(x)
~g(~q(x))
  log 
!
:
Some algebraic manipulation using (3.4) and (3.6) gives
~L(x) = (1  )2=5 n2=5
 
~f(x)  f(x)
f(x)
!
  2=51=2m2=5

~g(q(x))  g(q(x))
g(q(x))

+Op
 
n 2=5 +m 2=5

,
which, in view of (3.5) and (3.7), converges to a normal distribution with mean
(x) =
1
2
(1  )2=5f
00(x)
f(x)
  1
2
2=51=2
g00(q(x))
g(q(x))
(3.8)
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and variance
 2(x) = (2) 1=2
 
(1  )4=5
Xf(x)
+
4=5
Y g(q(x))
!
.
(3.9)
The statistic Sm;n in (3.1) does not take account of the "bias" term (x). We dene
estimators of these quantities, namely
^(x) =
1
2

m
m+ n
2=5 ~f 00(x)
~f(x)
  1
2

n
m+ n
2=5
^1=2
~g00(qn(x))
~g(qn(x))
and
^ 2(x) = (2) 1=2
0BBB@

m
m+ n
4=5
^X ~f(x)
+

n
m+ n
4=5
^Y ~g(qn(x))
1CCCA
.
Our modied test statistic is
Tm;n =
kX
j=1
8>>>><>>>>:

mn
m+ n
2=5 
log
~f (F 1n (pj))
~g(G 1m (pj))
  log ^
!
  ^(F 1n (pj))
^(F 1n (pj))
9>>>>=>>>>;
2
(3.10)
for 0 < p1 < ::: < pk < 1 xed. It was shown in Potgieter (2006) that
Cov
h
n2=5

~f(x)  f(x)

; n2=5

~f(y)  f(y)
i
!
8<: (42X) 1=2f(x), x = y0, x 6= y.
Because of this asymptotic independence of ~f(x) and ~f(y) for x 6= y, we expect Tm;n to
have an approximate 2k distribution under the null hypothesis.
We now investigate briey the properties of our test statistic under a local alternative.
Assume that
G 1(t) = + F 1(t) + h(F 1(t))
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with
h(x) =

mn
m+ n
 2=5
(x)
and  an increasing function and where the dependence G 1(t) on m and n has been
suppressed in the notation. Di¤erentiation with respect to t gives
f (F 1(t))
g (G 1(t))
=  + h0
 
F 1(t)

, 0 < t < 1
which is equivalent to
f(x)
g(q(x))
=  + h0(x), x 2 R.
We then have

mn
m+ n
2=5 
log
~f(x)
~g(q(x))
  log 
!
=

mn
m+ n
2=5 
log
~f(x)
~g(q(x))
  log f(x)
g(q(x))
!
 

mn
m+ n
2=5
log
f(x)
g(q(x))
  log 

=

mn
m+ n
2=5 
log
~f(x)
~g(q(x))
  log f(x)
g(q(x))
!
 

mn
m+ n
2=5
log

1 +
h0(x)


.
By a rst-order Taylor expansion, we have

mn
m+ n
2=5
log

1 +
h0(x)


 0(x).
Therefore, we would expect that
Tm;n
D !
kX
j=1

Zj   
0 (F 1(pj))
 (F 1 (pj))
2
where the Zj are i.i.d. standard normal random variables. The limiting distribution is
therefore that of a sum of non-central chi-square random variables. A consequence of
the latter convergence result is that the statistic Tm;n has non-zero asymptotic power
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against local fmn= (m+ n)g2=5-alternatives and zero asymptotic power against local
fmn= (m+ n)g1=2-alternatives.
3.3 The squared-di¤erence test
The graph of the pairs (F 1(t); G 1(t)), 0 < t < 1 is a QQ-plot comparing the distri-
butions F and G. The empirical counterpart is (F 1n (t); G
 1
m (t)), 0 < t < 1. We can
check visually the assumption that X and Y belong to the same location-scale family
by comparing this empirical QQ-plot to a straight line. If we standardized each of these
empirical quantile functions by subtracting a measure of location ^ and dividing by a
measure of scale ^, we can compare the resulting standardized empirical QQ-plot to a
45o reference line. The preceding argument suggests a test statistic of the form
Km;n =
km;nX
j=1
w(pj)

F 1n (pj)  ^X
^X
  G
 1
m (pj)  ^Y
^Y
2
(3.11)
with 0 < p1 < ::: < pkm;n < 1 and where km;n  ! 1 as m;n  ! 1. The special
case where w(t) = 1 was investigated in Potgieter (2006). It was shown there that Km;n
does not have a limiting distribution for this choice of weight function. In Sections 3.7.1
and 3.7.2, we show that the statistic Km;n has the same asymptotic distribution as the
random variable
K =
Z 1
0
w2(t)D2(t)dt (3.12)
where D(t) is a zero-mean Gaussian process. The form of the covariance function of this
Gaussian process depends on whether we standardize using moments or quantiles. If
we standardize using the mean and standard deviation, we denote the limiting Gaussian
process by DM(t). Dene
EZ;1(t) = E

ZI
 
Z  F 10 (t)

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EZ;2(t) = E

Z2I
 
Z  F 10 (t)

Z;3 = E

Z3

and Z;4 = E

Z4

.
It is shown in Section 3.7.1 that the covariance function of the Gaussian process DM(t)
is
VM(p; q) = 1 +
min(p; q)  pq
f0
 
F 10 (p)

f0
 
F 10 (q)
 + EZ;1(p)
f0
 
F 10 (p)

+
EZ;1(q)
f0
 
F 10 (q)
 + F 10 (q)EZ;2(p)
f0
 
F 10 (p)
 + F 10 (p)EZ;2(q)
f0
 
F 10 (q)

+Z;3
 
F 10 (p) + F
 1
0 (q)

+
 
Z;4   1

F 10 (p)F
 1
0 (q)
  pF
 1
0 (q)
f0
 
F 10 (p)
   qF 10 (p)
f0
 
F 10 (q)

where f0 and F 10 denote the density and quantile functions of the member of the location-
scale family with mean 0 and variance 1.
When we standardize using the median and interquartile range, we denote the limiting
Gaussian process by DQ(t). In Section 3.7.2, we show that the covariance function of
this Gaussian process is
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VQ(p; q) =
min(p; q)  pq
f0
 
F 10 (p)

f0
 
F 10 (q)
 + 1=4
f0
 
F 10 (1=2)
2
+ 3
16
F 10 (p)F
 1
0 (q)
(
1
f0
 
F 10 (3=4)
2 + 1
f0
 
F 10 (1=4)
2
)
  min(p; 1=2)  1=2  p
f0
 
F 10 (p)

f0
 
F 10 (1=2)
   min(q; 1=2)  1=2  q
f0
 
F 10 (q)

f0
 
F 10 (1=2)

  F
 1
0 (q)
f0
 
F 10 (p)
 (min(p; 3=4)  3=4  p
f0
 
F 10 (3=4)
   min(p; 1=4)  1=4  p
f0
 
F 10 (1=4)
 )
  F
 1
0 (p)
f0
 
F 10 (q)
 (min(q; 3=4)  3=4  q
f0
 
F 10 (3=4)
   min(q; 1=4)  1=4  q
f0
 
F 10 (1=4)
 )
+
1=8
f0
 
F 10 (1=2)
  1
f0
 
F 10 (3=4)
   1
f0
 
F 10 (1=4)
!  F 10 (p) + F 10 (q)
  1=8  F
 1
0 (p)F
 1
0 (q)
f0
 
F 10 (1=4)

f0
 
F 10 (3=4)

where f0 and F 10 now denote the density and quantile functions of the member of the
location-scale family with median 0 and interquartile range 1.
For any given samples, these covariance functions can be estimated as follows. Dene
Zi = (Xi   ^X)=^X , i = 1; :::; n and Zi = (Yn+2 i   ^Y )=^Y , i = n+ 1; :::; n+m. Then,
dene
F^ 10

i
n+m+ 1

= Z(i),
f^0(z) =
1
(n+m)hn+m
X
1in+m
k

z   Zi
hn+m

,
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E^Z;1(t) =
1
n+m
X
1in+m
ZiI

Zi  F^ 10 (t)

,
E^Z;2(t) =
1
n+m
X
1in+m
Z2i I

Zi  F^ 10 (t)

and
^Z;3 =
1
n+m
X
1in+m
Z3i and ^Z;4 =
1
n+m
X
1in+m
Z4i .
Using these expressions, we can create plug-in estimates V^M and V^Q in the obvious man-
ner. Although both resulting expression appear rather complicated, they are nevertheless
easily evaluated numerically.
Our attention now turns to the choice of the weight function w(t). In the following,
V without a subscript denotes either VM or VQ. IfZ 1
0
w2(t)V (t; t)dt
is nite, then the random variable K in (3.12) is also nite and (see Grenander, 1981,
Chapter 1.4, Theorem 2)
K
D
=
X
j1
jZ
2
j
where 1 > 2 > ::: are the eigenvalues of the covariance kernel w(s)w(t)V (s; t) and the
Zj are i.i.d. standard normal random variables. K is therefore distributed as an innite
linear combination of i.i.d. 21 random variables.
We now illustrate why w(t)  1 is not generally an appropriate choice of weight
function. Assume the underlying distribution is normal. When computing the integralR 1
0
V (t; t)dt, one of the terms is
Z 1
0
t(1  t)
2 ( 1(t))
dt
=
Z
R
(x) (1  (x))
(x)
dx.
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Let A be a large positive number. The tail of the last integral is given byZ 1
A
(x) (1  (x))
(x)
dx

Z 1
A
(x)
x
dx
 (A) R1
A
x 1dx =1
and therefore
R 1
0
V (t; t)dt = 1. Thus, the choice of weight function is crucial. We
consider weight functions of the form w(t) = ct(1   t). Here,   1 and c 1 =
B ( + 1;  + 1) and B denotes the standard beta function. In this instance, it still
might not be true that the integral
R 1
0
w2(t)V (t; t)dt is nite for all possible underlying
distributions, but it certainly will be the case for many distributions.
Consider now the local alternative
G 10 (p) = F
 1
0 (p) +

mn
m+ n
1=2
h
 
F 1(p)

with h (x) non-decreasing. Here, the dependence of G 10 (p) on the sample sizes m and n
has been suppressed. We now have

mn
m+ n
1=2
F 1n (p)  X
sX
  G
 1
m (p)  Y
sY

D! (1  )1=2D(1)M (p) + 1=2D(2)M (p)  h
 
F 1(p)

D
= DM (p)  h
 
F 1(p)

where D(1)M and D
(2)
M are independent copies of the process DM (p). Our test statistic
Km;n in (3.11) converges in distribution to the random variable
X
j1
j (Zj + aj)
2
where the constants aj depend on the function h(x). The limiting distribution is therefore
an innite sum of weighted non-central 2 random variables and the test should be able
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to detect fmn= (m+ n)g1=2-alternatives.
To conclude this Section, we show in Figures 2.1 and 2.2 below 3-dimensional graph-
ics of the covariance functions of the processes w(t)DM(t) and w(t)DQ(t) with w(t) =
30t2(1  t)2 and an underlying normal distribution. The covariance function in gure 2.2
has multiple peaks. The peaks occur at points where p; q 2 f1=4; 1=2; 3=4g and this is
most likely attributable to the standardization using the median and interquartile range.
Figure 2.1: Covariance function of
w(t)DM(t) for underlying Normal
distribution
Figure 2.2: Covariance function of
w(t)DQ(t) for underlying Normal
distribution
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3.4 An asymptotic likelihood test
In Section 2.5, we discussed an asymptotic maximum likelihood approach to estimating
the parameters of our model. We adopt here the same notation as before:
V() =
26666666666666664
g (G 1 (t1))  (G 1m (t1)    F 1 (t1))
...
g (G 1 (tk))  (G 1m (tk)    F 1 (tk))
f (F 1 (t1))  (F 1n (t1)  F 1 (t1))
...
f (F 1 (tk))  (F 1n (tk)  F 1 (tk))
37777777777777775
(3.13)
with 0 < t1 < ::: < tk < 1 xed and  denoting the vector of parameters
[F 1 (t1) ; :::; F 1 (tk) ; ; ]
>. Also, the asymptotic covariance matrix of
 
mn
m+n
1=2
V()
is given by

 =
24  0
0 (1  )
35
with
ij = min (ti; tj)  titj:
It was shown that

mn
m+ n
1=2 
^   
 D ! Nk+20;A()>
 1A() 1
where ^ is the minimizer of the quadratic form
Q() = V()>
 1V()
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and
A()>=
@V()>
@
.
This suggests the test statistic
Qm;n(^) = Q(^). (3.14)
We proceed to derive the asymptotic distribution of this test statistic. From (2.19) in
Section 2.5, we see that
^    =

A()>
 1A()
 1
A()>
 1V()+op
 
n 1=2 +m 1=2

and, hence, 
mn
m+ n
1=2 24 V()
^   
35 =  mn
m+ n
1=2
HV()+op(1)
with
H =
24 I
A()>
 1A()
 1
A()>
 1
35
.
Therefore, we have the limit result

mn
m+ n
1=2 24 V()
^   
35 D ! N3k+2  0;H
H> . (3.15)
By a Taylor expansion, we have
V(^) = V() +A()

^   

+op
 
n 1=2 +m 1=2

=
h
I A()
i24 V()
^   

35+op  n 1=2 +m 1=2
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which, combined with (3.15), gives

mn
m+ n
1=2
V(^)
D ! N2k (0;)
with
 =
h
I A()
i
H
H
>
24 I
A()>
35
= 
+A()

A()>
 1A()
 1
A()>.
Consequently,
Qm;n(^) = Q(^)
= V>(^)

 1
V(^)
D ! Z>   1=2>
 1 1=2Z>
with Z> = [Z1; :::; Zk] a vector of i.i.d. standard normal random variables. In practical
applications of this test, the unknown quantities f (F 1(t)) and g (G 1(t)) in (3.13) are
replaced by their estimated counterparts ~f (F 1n (t)) and ~g (G
 1
m (t)) where ~f and ~g are
kernel density estimators. This replacement is justied in corollary 2.1 of Härdle et al.
(1988).
3.5 Monte Carlo power comparisons
We performed a Monte Carlo simulation study to assess the relative power properties
of the tests discussed in this chapter. We generated N = 10000 independent samples
X1; :::; Xn and Y1; :::; Ym from a specied underlying distribution and calculated each of
the ve test statistics on each sample. This collection of test statistics was then used to
nd "exact" percentage points q1  for each of the ve null distributions. We then took
the same samples and transformed the Y -values to an appropriate alternative. The test
statistics were then re-calculated under the alternative. The relative power (at level )
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is the proportion of times the test statistic under the alternative exceed the 100(1   )
percentage point. Three di¤erent scenarios were considered. Firstly, we took X and Y to
have normal distributions under the null hypothesis with Y having a t-distribution with
5 degrees of freedom under the alternative. Under this alternative, both X and Y have
symmetric distributions. Secondly, we took X and Y to have normal distributions under
the null hypothesis, with Y having a Gumbel distribution under the alternative. Thus,
we compared a symmetric and a skewed distribution under the alternative. Lastly, we
took X and Y to have Cauchy distributions under the null hypothesis with Y having a
Laplace distribution under the alternative. This was done to assess the performance of
the tests when the distributions have heavy tails.
In tables 3.1 to 3.3 below, Sm;n is the original kernel-density test proposed by Potgieter
and Lombard (2008) and Tm;n is the modied kernel-density test of Section 3.2. Both
tests are evaluated at a vector p10 which consists of 10 equally spaced points from 0:05 to
0:95. The tests Km;n and K 0m;n denote the squared di¤erence tests based on moment and
quantile standardization respectively, with weight function w(t) = 30t2(1   t)2. Qm;n is
the asymptotic likelihood test evaluated at the vector t4 = [0:2; 0:4; 0:6; 0:8]. We use q1 
as general notation for the 100(1 ) percentage point of the underlying null distribution.
Sample size m = 50; n = 100 m = 100; n = 250
Level of test  = 0:1  = 0:05  = 0:1  = 0:05
P [Sm;n > q1 ] 0:235 0:160 0:342 0:240
P [Tm;n > q1 ] 0:113 0:052 0:174 0:088
P [Km;n > q1 ] 0:234 0:158 0:385 0:262
P

K 0m;n > q1 

0:139 0:069 0:145 0:076
P [Qm;n > q1 ] 0:118 0:062 0:136 0:069
Table 3.1: Power when X  Normal and Y  t5
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Sample size m = 50; n = 100 m = 100; n = 250
Level of test  = 0:1  = 0:05  = 0:1  = 0:05
P [Sm;n > q1 ] 0:357 0:239 0:654 0:499
P [Tm;n > q1 ] 0:304 0:193 0:607 0:459
P [Km;n > q1 ] 0:490 0:377 0:792 0:687
P

K 0m;n > q1 

0:232 0:133 0:352 0:230
P [Qm;n > q1 ] 0:219 0:131 0:395 0:277
Table 3.2: Power when X  Normal and Y  Gumbel
Sample size m = 50; n = 100 m = 100; n = 250
Level of test  = 0:1  = 0:05  = 0:1  = 0:05
P [Sm;n > q1 ] 0:110 0:050 0 0
P [Tm;n > q1 ] 0:222 0:098 0:443 0:252
P [Km;n > q1 ] N=A N=A N=A N=A
P

K 0m;n > q1 

0:032 0:014 0:005 0
P [Qm;n > q1 ] 0:092 0:034 0:206 0:108
Table 3.3: Power when X  Cauchy and Y  Laplace
In tables 3.1 and 3.2, the original kernel-density test Sm;n performs better than the
modied test Tm;n. In fact, under the rst alternative, the power of Sm;n is much larger
than that of Tm;n, but only marginally so under the second alternative. Under both
these alternatives, the squared di¤erence test using sample moments, Km;n, shows the
best performance. Under the rst alternative, it is comparable to the kernel test Sm;n,
while outperforming all tests under the second alternative. The statistic Qm;n shows the
smallest estimated power under these alternatives.
In table 3.3, which resulted from using heavy-tailed distributions, the tests Sm;n, K 0m;n
and Qm;n are biased and have no power, while Tm;n is the only test which has any power.
Although this is a scenario which is unlikely to occur in practice, it is worth noting that
these tests all perform poorly under the alternative. In Chapter 5, we consider tests based
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on characteristic functions and show there that these show much better performance
under this alternative.
3.6 Estimating p-values
3.6.1 Bootstrap implementation and failure
Although asymptotic theory has been developed for the tests discussed, empirical ev-
idence suggests that convergence to the limit distribution is rather slow, especially in
the case of the tests based on kernel density estimation. Furthermore, the asymptotic
distributions of the squared di¤erence tests and the asymptotic likelihood test depend
on the unknown distribution function F . To implement the tests, we need to nd a way
of approximating percentage points and/or p-values. For the kernel-density tests, we im-
plement the smooth bootstrap (see Davison and Hinkley, 1997, Chapter 3, Exercise 8).
This is equivalent to sampling from the kernel density estimate ~fX(x) with bandwidth
h = 1:06min (SX ; IQRX=1:34)n
 1=5.
Let q1  denote the 100(1  ) percentage point of the bootstrap replicates obtained
in this manner. In table 3.4 below, we report the estimated exceedance probabilities
P^

Tm;n >= q

1 

where Tm;n is the kernel-density test statistic in (3.10). The test sta-
tistic was calculated at the vector p = (0:2; 0:4; 0:6; 0:8).
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Distribution Sample size P^ [Tm;n >= q0:9] P^ [Tm;n >= q

0:95]
Normal m = 50; n = 100 0:112 0:062
m = 100; n = 250 0:075 0:032
Laplace m = 50; n = 100 0:130 0:075
m = 100; n = 250 0:100 0:050
Cauchy m = 50; n = 100 0:110 0:060
m = 100; n = 250 0:090 0:045
Gumbel m = 50; n = 100 0:095 0:030
m = 100; n = 250 0:060 0:035
Table 3.4: Estimated exceedance probabilities using the smooth bootstrap
In the above table, we note that the estimated probabilities are close to the nominal
value . There are, of course, some exceptions, but as a general rule this method seems
to work reasonably well.
A di¤erent approach is taken when implementing the bootstrap for the squared dif-
ference tests from Section 3.3 and the asymptotic likelihood test from Section 3.3. Here,
we dene the null bootstrap population
X  =

X1; :::; Xn;
Y1   ^
^
; :::;
Ym   ^
^

. (3.16)
We then proceed by sampling n+m values from X  with replacement. We take the rst n
values as our bootstrap sample X1 ; :::; X

n and the last m values as our bootstrap sample
Y 1 ; :::; Y

m. As the X
 and Y  values come from the same population, our null hypothesis
is satised. The test statistics Km;n and K 0m;n with weight function w2(t) = 30p
2(1  p)2
were calculated. Results are presented in tables 3.5 and 3.6.
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Distribution Sample size P^ [Km;n >= q0:9] P^ [Km;n >= q

0:95]
Normal m = 50; n = 100 0:073 0:043
m = 100; n = 250 0:052 0:028
Table 3.5: Estimated exceedance probabilities of Km;n using the bootstrap
Distribution Sample size P^ [Km;n >= q0:9] P^ [Km;n >= q

0:95]
Normal m = 50; n = 100 0:058 0:024
m = 100; n = 250 0:079 0:036
Cauchy m = 50; n = 100 0:023 0:002
m = 100; n = 250 0:033 0:010
Table 3.6: Estimated exceedance probabilities of K 0m;n using the bootstrap
As can be seen above, the bootstrap results in a poor approximation of the small-sample
distribution of the test statistic. The failure can be attributed to the fact that the
asymptotic distribution depends on the unknown density f(x) in a complicated way. This
is discussed at greater length in Section 5.1. Next, we present an alternative approach
to approximate the small-sample distribution of the test statistics.
3.6.2 Permutation method
Potgieter and Lombard (2008) present a permutation method for approximating the
small-sample distribution of test statistics in the context of matched-pair data. We
propose here a similar method for independent samples. Let ^ and ^ denote estimates
of  and . Dene
Zi = Xi, i = 1; :::; n
and
Zn+i =
Yi   ^
^
, i = 1; :::;m.
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The collection Z = fZ1; :::; Zn+mg denotes our permutation population. Let ZP denote
a random permutation of the Z-values. For each permutation ZP , we let
XPi = Z
P
i , i = 1; :::; n
and
Y Pi = ^+ ^Z
P
n+i, i = 1; :::;m.
We then calculate the value of the test statistic corresponding to the permutation of
values, say T P . IfM denotes the set of all possible permutations andM denotes the size
ofM, the exact permutation p-value is
pperm =M
 1X
j2M
I

T Pj  T

where T denotes the observed value of the test statistic. Since there is typically a very
large number of possible permutations, we randomly sample B permutations and use
these to estimate the permutation p-value,
p^perm = B
 1
BX
j=1
I

T Pj  T

.
To show how well this method works, a small simulation study was done. The table
below reports the results.
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Distribution Sample size P^ [Km;n >= ~q0:9] P^ [Km;n >= ~q0:95]
Normal m = 50; n = 100 0:102 0:056
m = 100; n = 250 0:091 0:054
Distribution Sample size P^

K 0m;n >= ~q0:9

P^

K 0m;n >= ~q0:95

Cauchy m = 50; n = 100 0:101 0:056
m = 100; n = 250 0:105 0:053
Table 3.7: Estimated exceedance probabilities using the permutation method
In the above table, all estimated probabilities are close to the nominal level . The
method seems to provide an accurate way of obtaining p-values for the tests.
3.7 Technical Notes
3.7.1 Moment-standardized quantile process
For an observed sample X1; :::; Xn , we wish to determine the asymptotic behaviour of
the translated order statistics
~X(j) =
X(j)   X
SX
:
This is equivalent to
~F 1n (p) =
F 1n (p)  X
SX
:
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By a Taylor expansion argument, we have
~F 1n (p)  ~F 10 (p)
=
F 1n (p)  X
SX
  F
 1 (p)  X
X
=  1X (F
 1
n (p)  F 1 (p))   1X
 
X   X

 1
2
F 10 (p)

S2X
2X
  1

+ op
 
n 1=2

where F 10 refers to the quantile function corresponding to the distribution with mean 0
and variance 1. We therefore have that
n1=2

~F 1n (p)  ~F 10 (p)

=
n 1=2
Xf (F 1 (p))
Xn
j=1
fp  I (Xj  F 1 (p))g   n 1=2
Xn
j=1

Xj   X
X

 n 1=2F 10 (p)
Xn
j=1
(
Xj   X
X
2
  1
)
+ op(1):
(3.17)
We now write the leading terms on the right-hand side of (3:17) as
Dn (p) =  
Z
R
(
I (x  F 1 (p))
Xf (F 1 (p))
+
x
X
+ F 10 (p)

x  X
X
2)
d

n1=2 (Fn (x)  F (x))

,
which converges in distribution to the process
DM (p) =  
Z
R
(
I (x  F 1 (p))
Xf (F 1 (p))
+
x
X
+ F 10 (p)

x  X
X
2)
dB (F (x))
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where B denotes a standard Brownian bridge. If we dene
I1 (x; p) =
I (x  F 1 (p))
Xf (F 1 (p))
+
x
X
+ F 10 (p)

x  X
X
2
;
we can write
DM (p) =  
Z
R
I1 (x; p) dB (x) :
This process is centred, i.e.
E [DM (p)] = 0; p 2 (0; 1)
and also non-stationary (in a second-order sense). We derive next the covariance function
for this process.
Cov [DM (p) ; DM (q)]
= E
R
R I1 (x; p) dB (F (x)) 
R
R I1 (x; q) dB (F (x))

= E
R
R2 I1 (x; p) I1 (y; q) dB (F (x))B (F (y))

=
R
R2 I1 (x; p) I1 (y; q) dE [B (F (x))B (F (y))]
=
R
R2 I1 (x; p) I1 (y; q) d [F (min(x; y))  F (x)F (y)]
=
R
R2 I1 (x; p) I1 (x; q) dF (x)
  RR I1 (x; p) dF (x)  RR I1 (x; q) dF (x)
= E [I1 (X; p) I1 (X; q)]  E [I1 (X; p)]E [I1 (X; q)] :
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Now,
E [I1 (X; p)] =
p
Xf (F 1 (p))
+
X
X
+ F 10 (p)
=
p
f0
 
F 10 (p)
 + F 10 (p) + XX
where
f
 
F 1 (p)

=
1
X
f0
 
F 10 (p)

;
and
E [I1 (X; p)  I1 (X; q)]
= E
" 
I (Xj  F 1 (p))
f0
 
F 10 (p)
 + X
X
+ F 10 (p)

X   X
X
2!

 
I (Xj  F 1 (q))
f0
 
F 10 (q)
 + X
X
+ F 10 (q)

X   X
X
2!#
=
min(p; q)
f0
 
F 10 (p)

f0
 
F 10 (q)
 + 1
Xf0
 
F 10 (p)
E XI  X  F 1 (p)
+
F 10 (q)
f0
 
F 10 (p)
E "X   X
X
2
I
 
X  F 1 (p)#
+
1
Xf0
 
F 10 (q)
E XI  X  F 1 (q)+ E [X2]
2X
+
F 10 (q)
X
E
"
X

X   X
X
2#
+
F 10 (p)
f0
 
F 10 (q)
E "X   X
X
2
I
 
X  F 1 (q)#
+
F 10 (p)
X
E
"
X

X   X
X
2#
+ F 10 (p)F
 1
0 (q)E
"
X   X
X
2#
:
If we dene
Z
D
=
X   X
X
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and note the equivalence of the events

X  F 1 (p)	 and Z  F 10 (p)	 ;
we have
VM (p; q)
= Cov [DM (p) ; DM (q)]
= 1 +
min(p; q)  pq
f0
 
F 10 (p)

f0
 
F 10 (q)
 + 1
f0
 
F 10 (p)
E ZI  Z  F 10 (p)
+
1
f0
 
F 10 (q)
E ZI  Z  F 10 (q)
+
F 10 (q)
f0
 
F 10 (p)
E Z2I  Z  F 10 (p)
+
F 10 (p)
f0
 
F 10 (q)
E Z2I  Z  F 10 (q)
+Z;3
 
F 10 (p) + F
 1
0 (q)

+
 
Z;4   1

F 10 (p)F
 1
0 (q)
  pF
 1
0 (q)
f0
 
F 10 (p)
   qF 10 (p)
f0
 
F 10 (q)
 :
The typical situation we are interested in is two independent samplesX1; :::Xn and Y1; :::; Ym.
We then have

mn
m+ n
1=2
F 1n (p)  X
sX
  G
 1
m (p)  Y
sY

=

mn
m+ n
1=2 n
~F 1n (p)  F 10 (p)

 

~G 1m (p) G 10 (p)

+
 
F 10 (p) G 10 (p)
	
and if
G 10 (p) = F
 1
0 (p) +

mn
m+ n
1=2
h
 
F 1(p)

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with h (x) non-decreasing, we have

mn
m+ n
1=2
F 1n (p)  X
sX
  G
 1
m (p)  Y
sY

D! (1  )1=2D(1)F0 (p) + 1=2D
(2)
F0
(p)  h  F 1(p)
D
= DF0 (p)  h
 
F 1(p)

:
Above, D(1)F0 ; D
(2)
F0
and DF0 are independent copies of the process DM (p) :
3.7.2 Quantile-standardized quantile process
If we do not wish to assume the existence of any moments, the same idea as above can
be followed, but using the median as a measure of location and the interquartile range
as a measure of the spread. We dene our translated order statistics
~X(j) =
X(j)  [Med (X)
[IQRX
or alternatively,
~F 1n (p) =
F 1n (p)  F 1n (1=2)
F 1n (1=4)  F 1n (3=4) .
Our Taylor-expansion argument now gives
~F 1n (p)  F 10 (p)
=
1
IQRX
f(F 1n (p)  F 1n (1=2))  (F 1 (p)  F 1 (1=2))g
 F
 1
0 (p)
IQRX
f(F 1n (3=4)  F 1n (1=4))  (F 1 (3=4)  F 1 (1=4))g+ op(n 1=2).
The process
n1=2

~F 1n (p)  F 10 (p)

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where F 10 (p) refers to the quantile function of a distribution with median 0 and in-
terquartile range 1, is asymptotically equivalent in distribution to
Dn (p) =
Z
R
I2 (x; p) d

n1=2 (Fn (x)  F (x))

with
I2 (x; p) =  I (x  F
 1 (p))
f0
 
F 10 (p)
 + I (x  F 1 (1=2))
f0
 
F 10 (1=2)
 + F 10 (p) I (x  F 1 (3=4))
f0
 
F 10 (3=4)

 F
 1
0 (p) I (x  F 1(1=4))
f0
 
F 10 (1=4)
 :
Of course,
Dn (p)
D! DQ (p)
where
DQ (p) =
Z
R
I2 (x; p) dB (F (x))
and B denotes a standard Brownian bridge. Finally, we have
Cov (DQ (p) ; DQ (q)) = E [I2 (X; p)  I2 (X; q)]
 E [I2 (X; p)]E [I2 (X; q)] ,
with
E [I2 (X; p)] =   p
f0
 
F 10 (p)
 + 1=2
f0
 
F 10 (1=2)
 + 3=4  F 10 (p)
f0
 
F 10 (3=4)

  1=4  F
 1
0 (p)
f0
 
F 10 (1=4)

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and
E [I2 (X; p)  I2 (X; q)] = min(p; q)
f0
 
F 10 (p)

f0
 
F 10 (q)
 + 1=2
f0
 
F 10 (1=2)
2
+F 10 (p)F
 1
0 (q)
(
3=4
f0
 
F 10 (3=4)
2 + 1=4
f0
 
F 10 (1=4)
2
  1=2
f0
 
F 10 (1=4)

f0
 
F 10 (3=4)
)
  min(p; 1=2)
f0
 
F 10 (p)

f0
 
F 10 (1=2)
   min(q; 1=2)
f0
 
F 10 (q)

f0
 
F 10 (1=2)

  F
 1
0 (q)
f0
 
F 10 (p)
 ( min(p; 3=4)
f0
 
F 10 (3=4)
   min(p; 1=4)
f0
 
F 10 (1=4)
)
+
F 10 (q)
f0
 
F 10 (1=2)
 ( 1=2
f0
 
F 10 (3=4)
   1=4
f0
 
F 10 (1=4)
)
  F
 1
0 (p)
f0
 
F 10 (q)
 ( min(q; 3=4)
f0
 
F 10 (3=4)
   min(q; 1=4)
f0
 
F 10 (1=4)
)
+
F 10 (p)
f0
 
F 10 (1=2)
 ( 1=2
f0
 
F 10 (3=4)
   1=4
f0
 
F 10 (1=4)
) :
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This gives
VQ(p; q) = Cov [DQ (p) ; DQ (q)]
=
min(p; q)  pq
f0
 
F 10 (p)

f0
 
F 10 (q)
 + 1=4
f0
 
F 10 (1=2)
2
+
3
16
F 10 (p)F
 1
0 (q)
(
1
f0
 
F 10 (3=4)
2 + 1
f0
 
F 10 (1=4)
2
)
  min(p; 1=2)  1=2  p
f0
 
F 10 (p)

f0
 
F 10 (1=2)
   min(q; 1=2)  1=2  q
f0
 
F 10 (q)

f0
 
F 10 (1=2)

  F
 1
0 (q)
f0
 
F 10 (p)
 (min(p; 3=4)  3=4  p
f0
 
F 10 (3=4)
   min(p; 1=4)  1=4  p
f0
 
F 10 (1=4)
 )
  F
 1
0 (p)
f0
 
F 10 (q)
 (min(q; 3=4)  3=4  q
f0
 
F 10 (3=4)
   min(q; 1=4)  1=4  q
f0
 
F 10 (1=4)
 )
+
1=8
f0
 
F 10 (1=2)
  1
f0
 
F 10 (3=4)
   1
f0
 
F 10 (1=4)
!  F 10 (p) + F 10 (q)
  1=8  F
 1
0 (p)F
 1
0 (q)
f0
 
F 10 (1=4)

f0
 
F 10 (3=4)
 :
Again, for two independent samples, we have

mn
m+ n
1=2 
F 1n (p) [Med (X)
[IQRX
  G
 1
m (p) [Med (Y )
[IQRY
!
D! (1  )1=2D(1)F0 (p) + 1=2D
(2)
F0
(p)  h  F 1(p)
D
= DF0 (p)  h
 
F 1(p)

:
Above, D(1)F0 ; D
(2)
F0
and DF0 are independent copies of the process DQ (p) :
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Part II
ECF methods
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Chapter 4
Parameter estimation
4.1 Introduction
In this Chapter, we investigate two methods of parameter estimation based on empirical
characteristic functions. Recall that the characteristic function of a random variable X
is
X(t) = E [exp ((itX))] .
The characteristic function always exists and methods based on it can therefore always be
used, irrespective of the type of the underlying distribution. The empirical characteristic
function (ecf) is
^n(t) = n
 1
nX
j=1
exp (itXj)
and this is an unbiased and consistent estimate for (t). The rst approach considered,
known as the k-L method in the literature (see, for instance, Feuerverger and McDun-
nough, 1981) is based on minimizing a quadratic form involving the ecf. The second
approach is based on minimizing an integrated squared distance between two ecfs. Sim-
ulation results are presented which illustrate the small-sample behaviour of both types
of estimators.
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4.2 The k-L method
The approach followed here is similar to that used by Koutrouvelis and Kellermeier
(1981), who consider one-sample goodness-of-t testing for distributions when nuisance
parameters must be estimated. We restrict our attention to the case of independent
samples X1; :::; Xn and Y1; :::; Ym. Under our location-scale family model, we have
Y   

D
= X,
that is,
(t) = E [exp (itX)] = E

exp

it  Y   


or, equivalently,
c(t) := E [cos (tX)] = E

cos

t  Y   


and
s(t) := E [sin (tX)] = E

sin

t  Y   


.
The functions c(t) and s(t) can be estimated empirically by
cn;X(t) =
1
n
X
1jn
cos (tXj) (4.1)
and
sn;X(t) =
1
n
X
1jn
sin (tXj) : (4.2)
We also dene
cm;Y (t;) =
1
m
X
1jm
cos

t  Yj   


and
sm;Y (t;) =
1
m
X
1jm
sin

t  Yj   


.
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For real values  1 < t1 < ::: < tk <1, dene the vectors
Y (t;) = [cm;Y (t1;); :::; cm;Y (tk;); sm;Y (t1;); :::; sm;Y (tk;)]
>
and
X(t) = [cn;X(t1); :::; cn;X(tk); sn;X(t1); :::; sn;X(tk)]
> ,
where  = [; ]>. By the multivariate central limit theorem,

mn
m+ n
1=2
(Y (t;)  X(t)) D ! N2k(0;
) (4.3)
where

 =
24 A B
B0 C
35
;
(4.4)
the elements of the sub-matrices being
[A]ij =
1
2
c(ti + tj) +
1
2
c(ti   tj)  c(ti)c(tj), 1  i; j  k
[B]ij =
1
2
s(ti + tj)  1
2
s(ti   tj)  c(ti)s(tj), 1  i; j  k
and
[C]ij =
1
2
c(ti   tj)  1
2
c(ti + tj)  s(ti)s(tj), 1  i; j  k.
These expressions are derived in Section 4.5.1. Two facts should be pointed out regarding

. Firstly, in the special case where the distribution of X is symmetric around 0, the
function s(t) is equal to 0 and B is the zero-matrix. Secondly, irrespective of what the
distribution X is, if we have ti =  tj for some i 6= j, the matrix 
 is singular. This
follows from the fact that the estimates cn;X(t) and cm;Y (t;) are even functions of t,
so that, for instance, cm;Y (ti;) = cm;Y ( tj;) = cm;Y (tj;). Therefore, although it is
completely legitimate to choose some elements of t to be negative, we will restrict our
attention to vectors t =(t1; :::; tk) with all components positive. We can estimate the
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parameters  and  by minimizing the quadratic form
Tn;m() = (Y (t;)  X(t))>
 1 (Y (t;)  X(t)) (4.5)
which is equivalent to solving the equations
@Tn;m()
@
= 2
@Y (t;)
>
@

 1 (Y (t;)  X(t)) = 0 (4.6)
for . Now, dene
Z>m () : =
@Y (t;)
>
@
=
264 @Y (t;)
>
@
@Y (t;)
>
@
375
.
This matrix has limiting value
Z> () =
24 t1 s(t1)    tk s(tk)  t1 c(t1)     tk c(tk)
 t1

c0(t1)     tk

c0(tk)  t1

s0(t1)     tk

s0(tk)
35 (4.7)
The solution ^ to equation (4.6) is a root-n consistent estimator of , see Feuerverger
and McDunnough (1981). By a rst-order Taylor expansion, we then have
Y (t; ^) = Y (t;) + Zm () (^   ) + oP (m 1=2)
and, therefore,
0 =
@Tn;m()
@^
= 2Z>m ()

 1

Y (t;)  X(t) + Zm () (^   )

+ oP (m
 1=2).
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Rearranging terms,
^    =  Z>m
 1Zm 1 Z>m
 1 (Y (t;)  X(t)) + oP (m 1=2) (4.8)
and now using the central limit theorem for
 
mn
m+n
1=2
(Y (t;)  X(t)), leads to the
limit result 
mn
m+ n
1=2
(^   ) D ! N (0;)
where
 =
 
Z>
 1Z
 1
. (4.9)
In practice, both 
 and Z are unknown, but are estimated consistently by replacing the
functions c(t) and s(t) in (4.4) and (4.7) by their empirical counterparts (4.1) and (4.2).
Up to now, the literature has been silent regarding the choice of the vector t =(t1; :::; tk).
It would appear that there is no general solution to this problem. The approach adopted
here is to choose this vector in such a way that the determinant of the covariance matrix
(4.9) is a minimum. However, since the covariance matrix depends upon the characteristic
function, it would seem that knowledge of this characteristic function would be required
to choose the "best" vector t. Nevertheless, we do get some insight into the problem by
considering a few special cases.
Consider rst the case where X is N(0; 1). The characteristic function is
(t) = c(t) = exp

 1
2
t2

.
The value of Det() was evaluated numerically for several di¤erent choices of t. The
results are listed in table 4.1 below.
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t Det()
(0:1; 0:2) 0:500
(0:2; 0:4) 0:500
(0:5; 1:0) 0:503
Table 4.1: Optimal choice of t for a normal distribution
The lower bound forDet() is 0:5, which is found by taking the determinant of the inverse
Fisher information matrix for ^ and ^ when the underlying distribution is normal. As all
the values in the table above are close to optimal, we conclude that the choice of t-values
is not very important when the underlying distribution is normal. Asymptotically, even
taking just two t-values gives optimal estimators.
Consider next the case where X has a standard Cauchy distribution with character-
istic function
c(t) = exp (  jtj) .
The values of the vector t which minimize the determinant of the covariance matrix are
easily obtained numerically. Some examples are listed in table 4.2 below.
k t Det()
2 (0:478; 1:889) 5:945
3 (0:425; 1:549; 3:388) 5:038
5 (0:373; 1:279; 2:537; 4:248; 6:685) 4:455
Table 4.2: Optimal choice of t for a Cauchy distribution
The lower bound for Det() is 4, regardless of the number of or the positioning of ts.
This follows by inverting the Fisher information matrix for ^ and ^ when the underlying
distribution is Cauchy, giving optimal variances of 2 for both parameter estimates. This
results in a determinant value of 4, since the o¤-diagonal terms are both 0. The optimal
positioning of 10 t-values results in a determinant of 4:329 and the optimal positioning
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of 20 t-values results in a determinant of 4:075. It would appear from these results that
the number if ts used is less important than the positioning of the ts:
Finally, let X have a Laplace distribution with characteristic function
c(t) =
1
1 + t2
.
The table below lists the asymptotically optimal position of the t-values:
k t Det()
2 (0:478; 1:889) 1:287
3 (0:425; 1:549; 3:388) 1:184
5 (0:373; 1:279; 2:537; 4:248; 6:685) 1:106
Table 4.3: Optimal choice of t for a Laplace distribution
The optimal spacing of 10 t-values gives Det() = 1:052. The lower bound of Det(),
given by the determinant of the inverse Fisher information matrix of ^ and ^, is 1.
Asymptotically, even using only 2 t-values gives near-optimal results.
Of course, in practice, we do not know the type of the underlying distribution and the
above results are not directly applicable. One approach would be to estimate the function
Det() by replacing expressions for c(t) and s(t) by their empirical counterparts, cn;X(t)
and sn;X(t). The resulting estimator dDet() can then be minimized as a function of t.
We do not investigate this type of estimator at present.
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4.3 Minimum Weighted-Distance Estimators
Recall our model
Y
D
= + X
which is equivalent to
Y   

D
= X:
Our estimates of the empirical characteristic functions are
 m (tj) =
1
m
mX
j=1
exp

it

Yj   


and
n (t) =
1
n
nX
j=1
exp fitXjg :
Dene the distance function
am;n (tj) = j m (tj)  n (t)j2
=
1
m2
mX
j=1
mX
k=1
exp

it 

Yj   Yk


+
1
n2
nX
j=1
nX
j=1
exp fit  (Xj  Xk)g
  1
mn
mX
j=1
nX
k=1
exp

it 

Yj   

 Xk

  1
mn
mX
j=1
nX
k=1
exp

 it 

Yj   

 Xk

,
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which can be expressed in real terms as
am;n (tj) = 1
m2
X
j
X
k
cos

t  Yj   Yk


+
1
n2
X
j
X
k
cos (t  (Xj  Xk))
  2
mn
X
j
X
k
cos

t 

Yj   

 Xk

:
Let w (t) denote a symmetric weight function and set w(t) = w(t). The parameter 
controls the "spread" of the weight function. We will investigate properties of parameter
estimates found by minimizing the statistic
Qm;n () =
Z
R
am;n (tj)w (t) dt. (4.10)
Set
~Yj =
Yj   

for j = 1; :::;m
and dene
f(x) =
1
n
nX
j=1
k

x Xj


and
g(xj) = 1
m
mX
j=1
k
 
x  ~Yj

!
where k is a density function. Then, by Plancherels identity (Feller, 1971, page 510),
Qm;n () = 2
Z
R
 
f(x)  g(xj)2 dx (4.11)
when
w(t) =
k^ (t)2
and where k^ denotes the characteristic function of the density k. Equation (4.11) shows
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that estimation of  by minimizing Qm;n () is equivalent to minimizing the L2-distance
between two density estimates.
In the remainder of this Section, we restrict our attention to the weight function
w (t) = exp

 1
2
2t2

and also suppress the dependence of Qm;n on m and n by writing Q for Qm;n. We then
have
Q () =
1
m2
X
j
X
k
exp
(
  1
22

Yj   Yk

2)
(4.12)
+
1
n2
X
j
X
k
exp

  1
22
(Xj  Xk)2

  2
mn
X
j
X
k
exp
(
  1
22

Yj   

 Xk
2)
.
It is shown in Section 4.5.2 that the estimator ^ found by minimizing Q () is root-
fmn= (m+ n)g1=2 consistent for . If we now dene
Bm;n() =
264 @
2Q
@2
@2Q
@@
 @
2Q
@2
375
and
	m;n() =
264 @Q@@Q
@
375
,
we have
^    =  Bm;n() 1	m;n() + op(m 1=2 + n 1=2).
and it follows that 
mn
m+ n
1=2 
^   
 D ! N (0;)
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with
 =B() 1

 
B() 1
>
where
B() = lim
m;n !1
Bm;n()
and

 = lim
m;n !1
E

mn
m+ n

	m;n()	m;n()
>

.
The covariance matrix  must be estimated from the data. This is accomplished by
obtaining separate estimates B^ and 
^, of B() and 
. We then take as estimator of 
^ =B^ 1
^

B^ 1
>
.
An estimator B^ is easily obtained by calculating the required second partial derivatives
of Q and then replacing  and  with the estimates ^ and ^. It is a more delicate
matter obtaining an estimate of 
. This is done in three steps. Firstly, we approximate
the vector 	m;n() by projecting it into the set of linear statistics. Secondly, we obtain
empirical estimates of these projections. The third step then involves estimating the
variances and covariances of these projections. The idea is that the variances of the
projections should provide a good approximation to the variance of 	m;n().
We start by noting that the components of 	m;n() are
	m;n;1 =
@Q
@
(4.13)
=   2
mn2
X
j
X
k

Yj   

 Xk

 exp

  1
22

Yj   

 Xk

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and
	m;n;2 =
@Q
@
(4.14)
=
1
m22
XX
j<k

Yj   Yk

2
exp
(
  1
22

Yj   Yk

2)
  2
mn2
X
j
X
k

Yj   


Yj   

 Xk

exp

  1
22

Yj   

 Xk

with second derivatives
Bm;n;1 =
@2Q
@2
=
2
mn22
X
j
X
k
(
1  1
2

Yj   

 Xk
2)
 exp
(
  1
22

Yj   

 Xk
2)
Bm;n;2 =
@2Q
@@
=
2
mn22
X
j
X
k

Yj   


1  1
2

Yj   


Yj   

 Xk

exp
(
  1
22

Yj   

 Xk
2)
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and
Bm;n;3 =
@2Q
@2
=   1
mn22
X
j
X
k

Yj   Yk

2(
3  1
2

Yj   Yk

2)
 exp
(
  1
22

Yj   Yk

2)
+
2
mn22
X
j
X
k

Yj   

(
3

Yj   


  2Xk   1
2

Yj   

 Xk
2)
exp
(
  1
22

Yj   

 Xk
2)
If X?1 ; :::; X
?
m denote independent copies of X, we have
	m;n;1
D
=   2
mn2
X
j
X
k
 
X?j  Xk
  exp  1
22
 
X?j  Xk
2
and
	m;n;2
D
=
2
m22
XX
j<k
 
X?j  X?k
2
exp

  1
22
 
X?j  X?k
2
  2
mn2
X
j
X
k
X?j
 
X?j  Xk

exp

  1
22
 
X?j  Xk
2
.
Looking at the partial derivatives (4.13) and (4.14), we notice that these are U-statistics.
Specically, (4.13) is a two-sample U-statistic with rst-order kernel
1(x; x
) =   2
2
(x   x) exp

  1
22
(x   x)2

while (4.14) is the sum of a one-sample U-statistic with a second-order kernel and a
two-sample U-statistic with rst-order kernel. The kernel function of the one-sample
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U-statistic is
2(x; x
) =
2
2
(x   x)2 exp

  1
22
(x   x)2

while that of the two-sample U-statistic is
3(x; x
) =   2
2
x (x   x) exp

  1
22
(x   x)2

.
Our next step is to calculate the projections of these kernel functions into the space of
linear statistics. We introduce the notation
P11(x) = E [1(x;X
)]
=
Z
R
(y   x) exp

  1
22
(y   x)2

f(y)dy
i.e. the projection of the function 1 with respect to the rst argument and
P12(x
) = E [1(X; x
)]
=
Z
R
(x   y) exp

  1
22
(x   y)2

f(y)dy.
the projection of 1 with respect to the second argument. Also, we denote the projection
of 2 by P2(x) and the projections of 3 by P31(x) and P32(x
). The respective expected
values are 11, 12, 2, 31 and 32. We now have (see Van der Vaart, 1998, Sections 12.1
and 12.2),
	m;n;1 =
1
n
nX
i=1
(P11(Xi)  11) +
1
m
mX
i=1
(P12(X

i )  12) + op
 
m 1=2 + n 1=2

and
	m;n;2 =
1
n
mX
i=1
(P31(Xi)  31)+
1
m
mX
i=1
(P2(X

i ) + P32(X

i )  2   32)+op
 
m 1=2 + n 1=2

.
Neglecting the oP terms, we then have the following expressions for the variances and
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covariance of 	m;n;1 and 	m;n;2 in terms of their projections,
V11 = V ar
"
mn
m+ n
1=2
	m;n;1
#
= (1  )V ar [P11(X)] + V ar [P12(X)] ;
V22 = V ar
"
mn
m+ n
1=2
	m;n;2
#
= (1  )V ar [P31(X)] + V ar [P2(X) + P32(X)]
and
V12 = Cov
"
mn
m+ n
1=2
	n;1;

mn
m+ n
1=2
	n;2
#
= (1  )Cov [P11(X); P31(X)] + Cov [P12(X); P2(X) + P32(X)] .
We can estimate the projections by their empirical counterparts, for instance
P^11(x) =
1
n
nX
i=1
1 (x;Xi) .
These estimators are both consistent and unbiased for the true projections and are also
continuous in the argument x. If we let X denote a random variable independent of
P^11(x), we have
V ar

P^11(X)

= V ar
h
E

P^11(X)jX
i
+ E
h
V ar

P^11(X)jX
i
= V ar (P11(X)) +O
 
n 1

.
Therefore, the variance of the empirically estimated projection can be expected to provide
a reasonably good approximation to the variance of the projection.
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Dening ~Xi = (Yi   ^)=^, an estimate of the variance of the projection is
dV ar [P11(X)] = 1
m
mX
j=1
P^ 211(
~Xj) 
 
1
m
mX
j=1
P^11( ~Xj)
!2
.
We therefore make use of both samples in estimating the variances of the projections. If
we dene
B^ =
24 Bn;m;1 ^ Bn;m;2 ^
 Bn;m;3

^

35
the estimated covariance matrix of the estimators ^ and ^ is
^ =B^ 1
24 V^11 V^12
 V^22
35B^ 1> .
This estimator was investigated in a small simulation study. We generated N = 2000
samples of size m = 100 and n = 250 from both underlying normal and Cauchy distri-
butions. We compare the empirical estimates of the variances of
 
mn
m+n
1=2
(^  ) and 
mn
m+n
1=2
(^   ) to the average variance of the plug-in estimate. The results for the
normal distribution are given in table 4.4 and those for the Cauchy distribution in table
4.5.
Monte Carlo Average Plug-indV ar h  mn
m+n
1=2
(^  )
i
1:205 1:268dV ar h  mn
m+n
1=2
(^   )
i
0:645 0:723
Table 4.4: Monte Carlo and Plug-in covariance
estimation for the normal distribution
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Monte Carlo Average Plug-indV ar h  mn
m+n
1=2
(^  )
i
2:100 3:430dV ar h  mn
m+n
1=2
(^   )
i
2:110 3:663
Table 4.5: Monte Carlo and Plug-in covariance
estimation for the normal distribution
For the underlying normal distribution, the plug-in estimate performs very well. The
average plug-in values are close to the estimated true values for both parameters. In the
case of the Cauchy distribution, it was necessary to calculate the mean of the plug-in
values excluding the largest 5% of the plug-in estimates. In this instance, the estimated
variances are smaller than the average plug-in estimators. The poor performance could
possibly be attributed to the heavy tails of the Cauchy distribution. However, further
investigation is necessary to fully understand how the plug-in estimator works.
The e¤ect of the parameter  in the weight function
w(t) = exp

 1
2
2t2

on the estimated parameters remains to be investigated. We present here some results
obtained in a Monte Carlo study for some special cases and which illuminates the role of
. The following algorithm was implemented for a given value of :
 Generate independent samples X1; :::; Xn and Y1; :::; Ym from a specied location-
scale family.
 Obtain parameter estimates ^i and ^i.
 Repeat N times.
Using our estimates (^i; ^i) for i = 1; :::; N , we can estimate the covariance matrix of
the normalized parameters,
dCV N; = mn
m+ n
1
N

^  ^ 
> 
^  ^ 

.
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and we can then estimate the determinant of the covariance matrix D^N; = det(dCV ).
In our Monte Carlo study, we used N = 2000 samples and considered values of  in the
interval [1=5; 4]. The gures below show the estimates of D^N; for several distributions.
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Figure 4.1: DN; when the underlying
distribution is normal
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Figure 4.2: DN; when the underlying
distribution is Laplace
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Figure 4.3: DN; when the underlying
distribution is Cauchy
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Figure 4.4: DN; when the underlying
distribution is Gumbel
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In gures 4.2 and 4.4 above, the dotted and dashed lines representing the determinants
in samples of size 50 and 100 have been truncated for large values of , as there are big
jumps for large values of . Although the behaviour of DN; varies depending on the
type of underlying distribution, it appears that those with a well-dened minimum, attain
that minimum somewhere in the interval [1=2; 2]. In the case of the normal distribution,
it appears that DN; is a decreasing function of . However, it also appears that the
function starts to atten o¤ after  > 1. In Section 4.4 below, we give the estimated
standard error of our estimators for two di¤erent values of , namely  = 1 and  =
p
2.
4.4 Monte Carlo comparison of standard errors
A small Monte Carlo study was done to investigate the behaviour of the proposed esti-
mators in nite samples. Four types of underlying distribution were considered, namely
the normal, Laplace and Cauchy distributions, all of which are symmetric, and the Gum-
bel distribution, which is asymmetric. We generated from each distribution N = 2000
independent samples X1; :::; Xn and Y1; :::; Ym with n;m 2 f50; 100; 250g and m  n. For
each of the N samples, we obtain estimates
 
^j; ^j

, j = 1; :::; N . Letting  below denote
either  or , we estimate the true standard error of
 
mn
m+n
1=2
^ by
cSEtrue =  mn
m+ n
1=2s
N 1
X
1jN

^k   
2
(4.15)
where
 = N 1
X
1jN
^k.
We also estimate the bias of ^ as an estimator of  by
[Bias =    .
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The k-L estimators were calculated for two di¤erent choices of vector t, namely t3 =
(0:4; 0:8; 1:2) and t4 = (0:5; 1; 1:5; 2). The weighted integral estimators were calculated
for two choices of , namely  = 1 and  =
p
2.
m n cSEm;n(^) [Bias(^) cSEm;n(^) [Bias(^)
50 50 1:363  0:012 1:205 0:202
100 1:209  0:004 1:037 0:125
250 1:112  0:001 0:934 0:082
100 100 1:275  0:007 1:109 0:134
250 1:168  0:003 0:990 0:078
250 250 1:251 0:002 1:068 0:076
Table 4.6: Normal distribution, k-L estimators based on t3.
m n cSEm;n(^) [Bias(^) cSEm;n(^) [Bias(^)
50 50 1:402  0:013 1:388 0:253
100 1:226  0:003 1:135 0:148
250 1:043  0:003 0:928 0:100
100 100 1:336  0:001 1:249 0:169
250 1:223  0:004 1:076 0:099
250 250 1:393 0:002 1:252 0:109
Table 4.7: Normal distribution, k-L estimators based on t4.
100
m n cSEm;n(^) [Bias(^) cSEm;n(^) [Bias(^)
50 50 1:101  0:008 0:821 0:027
100 1:075  0:006 0:805 0:012
250 1:091  0:006 0:810 0:005
100 100 1:086  0:004 0:791 0:015
250 1:098  0:005 0:803 0:007
250 250 1:118 0:001 0:796 0:007
Table 4.8: Normal distribution, WI estimators with  = 1.
m n cSEm;n(^) [Bias(^) cSEm;n(^) [Bias(^)
50 50 1:056  0:008 0:777 0:021
100 1:033  0:006 0:758 0:008
250 1:050  0:006 0:762 0:000
100 100 1:040  0:004 0:747 0:012
250 1:055  0:005 0:755 0:004
250 250 1:076 0:001 0:751 0:006
Table 4.9: Normal distribution, WI estimators with  =
p
2.
m n cSEm;n(^) [Bias(^) cSEm;n(^) [Bias(^)
50 50 1:650  0:001 3:304 0:431
100 1:357  0:001 2:676 0:264
250 1:136 0:002 2:034 0:167
100 100 1:515  0:003 3:053 0:284
250 1:302 0:001 2:474 0:154
250 250 1:371 0:002 2:865 0:159
Table 4.10: Laplace distribution, k-L estimators based on t3.
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m n cSEm;n(^) [Bias(^) cSEm;n(^) [Bias(^)
50 50 1:690  0:000 3:583 0:503
100 1:391 0:002 2:864 0:294
250 1:220  0:000 2:339 0:187
100 100 1:537  0:001 3:419 0:349
250 1:270 0:000 2:753 0:183
250 250 1:386 0:001 3:582 0:209
Table 4.11: Laplace distribution, k-L estimators based on t4.
m n cSEm;n(^) [Bias(^) cSEm;n(^) [Bias(^)
50 50 1:189 0:001 1:192 0:050
100 1:146 0:001 1:163 0:033
250 1:130 0:001 1:145 0:024
100 100 1:150 0:002 1:149 0:026
250 1:140 0:001 1:128 0:018
250 250 1:136 0:001 1:123 0:012
Table 4.12: Laplace distribution, WI estimators with  = 1.
m n cSEm;n(^) [Bias(^) cSEm;n(^) [Bias(^)
50 50 1:192 0:003 1:125 0:043
100 1:161 0:003 1:103 0:028
250 1:145 0:001 1:083 0:020
100 100 1:164 0:002 1:097 0:023
250 1:154 0:001 1:078 0:015
250 250 1:150 0:001 1:072 0:011
Table 4.13: Laplace distribution, WI estimators with  =
p
2.
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m n cSEm;n(^) [Bias(^) cSEm;n(^) [Bias(^)
50 50 2:271 0:000 2:420 0:163
100 1:633  0:001 2:196 0:120
250 1:516  0:002 2:075 0:096
100 100 1:656 0:001 2:070 0:098
250 1:508  0:001 1:913 0:070
250 250 1:484  0:002 1:855 0:053
Table 4.14: Cauchy distribution, k-L estimators based on t3.
m n cSEm;n(^) [Bias(^) cSEm;n(^) [Bias(^)
50 50 2:476  0:001 2:349 0:139
100 1:702 0:004 2:222 0:118
250 1:376 0:004 1:846 0:091
100 100 1:636 0:005 2:077 0:092
250 1:452  0:003 1:8415 0:060
250 250 1:469  0:005 1:896 0:055
Table 4.15: Cauchy distribution, k-L estimators based on t4.
m n cSEm;n(^) [Bias(^) cSEm;n(^) [Bias(^)
50 50 1:549 0:001 1:717 0:074
100 1:498  0:002 1:650 0:048
250 1:455  0:001 1:566 0:029
100 100 1:494  0:000 1:532 0:032
250 1:448 0:000 1:453 0:016
250 250 1:453  0:004 1:445 0:010
Table 4.16: Cauchy distribution, WI estimators with  = 1.
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m n cSEm;n(^) [Bias(^) cSEm;n(^) [Bias(^)
50 50 1:600 0:001 1:794 0:080
100 1:537  0:001 1:769 0:057
250 1:489  0:001 1:653 0:037
100 100 1:537  0:001 1:591 0:035
250 1:480  0:000 1:491 0:018
250 250 1:480  0:003 1:463 0:010
Table 4.17: Cauchy distribution, WI estimators with  =
p
2.
m n cSEm;n(^) [Bias(^) cSEm;n(^) [Bias(^)
50 50 1:475 0:148 1:612 0:253
100 1:323 0:097 1:425 0:157
250 1:164 0:068 1:163 0:095
100 100 1:555 0:123 1:741 0:185
250 1:346 0:076 1:408 0:100
250 250 1:631 0:094 1:864 0:116
Table 4.18: Gumbel distribution, k-L estimators based on t3.
m n cSEm;n(^) [Bias(^) cSEm;n(^) [Bias(^)
50 50 1:531 0:1534 1:810 0:298
100 1:340 0:099 1:464 0:179
250 1:086 0:069 1:116 0:105
100 100 1:612 0:131 1:799 0:213
250 1:371 0:077 1:422 0:110
250 250 1:685 0:105 1:918 0:138
Table 4.19: Gumbel distribution, k-L estimators based on t4.
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m n cSEm;n(^) [Bias(^) cSEm;n(^) [Bias(^)
50 50 1:077 0:014 0:977 0:029
100 1:027 0:009 0:945 0:013
250 1:012 0:007 0:919 0:004
100 100 1:059 0:005 0:924 0:012
250 1:032 0:003 0:879 0:002
250 250 1:046 0:001 0:892 0:002
Table 4.20: Gumbel distribution, WI estimators with  = 1.
m n cSEm;n(^) [Bias(^) cSEm;n(^) [Bias(^)
50 50 1:045 0:011 0:973 0:025
100 0:999 0:007 0:945 0:011
250 0:986 0:005 0:919 0:002
100 100 1:027 0:004 0:921 0:011
250 0:999 0:002 0:876 0:002
250 250 1:015 0:000 0:879 0:002
Table 4.21: Gumbel distribution, WI estimators with  =
p
2.
When considering estimated standard error and bias in the above tables, it becomes
clear that the k-L method results in biased estimates of . In the case of the Gumbel
distribution (which is not symmetric), estimates of  are also biased. Although the bias
tends to decrease as the respective sample sizes increase, the bias is still considerable
even at sample sizes of 250. The bias also increases when four t-values instead of three
are used. Generally, we observe increases in bias with the number of t-values. It is not
clear whether it would be possible to modify the quadratic form (4.5) being minimized
in such a way that the resultant estimates of  are not so badly heavily biased. When
parameters are estimated by minimizing (2.15), the resultant estimates are close to the
respective Fisher information lower bounds (see Section 2.6.2). For the distributions
considered here, the estimated standard errors are marginally smaller for  =
p
2 in the
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cases of normal, Cauchy and Gumbel distributions, while the estimated standard errors
are marginally smaller for  = 1 in the case of the Laplace distribution. However, the
observed di¤erence for the two values of  is small. Inspecting the estimated bias terms
in the above tables, we also conclude that this method gives estimates with negligible
bias in small samples.
4.5 Technical Notes
4.5.1 Derivation of covariance matrix for the k-L method
Here we derive the elements of the covariance matrix (4.4). First, recall the empirical
estimates
cn;X(t) = n
 1
nX
j=1
cos(tXj)
and
sn;X(t) = n
 1
nX
j=1
sin(tXj)
with
E [cn;X(t)] = c(t)
and
E [sn;X(t)] = s(t).
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The covariance function of the process n1=2 fcn;X(t)  c(t)g, t 2 R, is
Cov

n1=2 fcn;X(ta)  c(ta)g ; n1=2 fcn;X(tb)  c(tb)g

= nE [(cn;X(ta)  c(ta)) (cn;X(tb)  c(tb))]
=
1
n
E
"
nX
j=1
cos(taXj) 
nX
j=1
cos(tbXj)
#
  c(ta)c(tb)
=
1
n
E
"
nX
j=1
cos(taXj) cos(tbXj)
#
+
1
n
E
"XX
j 6=k
cos(taXj) cos(tbXk)
#
  c(ta)c(tb)
=
1
n
E
"
1
2
nX
j=1
fcos((ta + tb)Xj) + cos((ta   tb)Xj)g
#
+
1
n
XX
j 6=k
E [cos(taXj) cos(tbXk)]  c(ta)c(tb)
=
1
2
c(ta + tb) +
1
2
c(ta   tb)  c(ta)c(tb).
Similar calculations give
Cov

n1=2 fsn;X(ta)  s(ta)g ; n1=2 fsn;X(tb)  s(tb)g

=
1
2
c(ta tb)  1
2
c(ta+tb) s(ta)s(tb)
and
Cov

n1=2 fcn;X(ta)  c(ta)g ; n1=2 fsn;X(tb)  s(tb)g

=
1
2
s(ta+tb)  1
2
s(ta tb) c(ta)s(tb).
Noting that the elements of the vectors X(t) and Y (t;) are the above functions and
also using the independence of X(t) and Y (t;), it follows that the covariance matrix
of 
mn
m+ n
1=2
(Y (t;)  X(t))
is given by (4.4).
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4.5.2 Consistency and asymptotic normality of weighted dis-
tance estimators
To show consistency, we apply Theorem 5.14 of Van der Vaart (1998) with  = (; ),
m(X1; X2; Y1; Y2) = exp
 
 

Y2   

 X1
2!
+ exp
 
 

Y1   

 X2
2!
  exp
 
 

Y2   Y1

2!
  exp    (X2  X1)2
and
Mm;n() =
1
m2n2
X
i
X
i0
X
j
X
j0
m (Xi; Xi0 ; Yi; Yi0) .
Then,
M() = E0 [m(X1; X2; Y1; Y2)] (4.16)
= E

2 exp
   (aX1 + b X2)2  exp   a2 (X2  X1)2
  exp    (X2  X1)2
where 0 = (0; 0) denotes the true parameter values, a = 0= and b = (0   )=.
Since Mm;n() =  Qm;n() in (4.10) and since Qm;n() is non-negative, it follows
that Mm;n()  0, hence M()  0 for all . It follows from (4.16) that M(0) = 0 so
that 0 is a point of maximum of M(). Since m  0 for all , equation 5.13 of van der
Vaart (1998) is automatically satised. Furthermore, since the limits
lim
!0;1
!1
m
are nite and negative, it also follows that theorem 5.14 applies with K = [ 1;1] 
[0;1]; see example 5.16 in van der Vaart (1998). If 0 were the unique point of maximum
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of M(), we could now conclude that
^
P ! .
While an assertion of uniqueness is undoubtably true, we have been unable to prove it
analytically. The unique maximum is illustrated below in gure 4.5 with X and Y having
standard Cauchy distribution, that is, 0 = (0; 1).
Unless Y or X is degenerate, the true parameter values (0; 0) is strictly interior to
the parameter space. Furthermore, m is continuously and innitely di¤erentiable in 
for every 4-tuple (x1; x2; y1; y2). It follows that the Lipschitz condition in theorem 5.23
of van der Vaart (1998) is satised, so that root-n consistency of ^ follows.
-10
-5
0
5
10
-10
-5
0
5
10
-0.9
-0.8
-0.7
-0.6
-0.5
-0.4
-0.3
-0.2
-0.1
0
mlog(s)
M
(q
)
Figure 4.5: M() for underlying Cauchy distribution
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Chapter 5
Hypothesis testing
5.1 Introduction
In Chapter 3, several tests of the hypothesis
H0 : There exist constants  > 0 and  such that Y
D
= + X
were considered. However, there is an unavoidable di¢ culty that arises in connection
with the tests in that chapter - Hall (2008), personal communication. Consider for the
moment a sample X1; :::; Xn from a population with df F . Let F0 denote the df of
(X   X) =X . Say we wish to estimate the df F0. A natural estimator would be the
empirical distribution function of ~Xi =
 
Xi   X

=SX , denoted here by ~F . We have
~F (x) = Fn
 
X + SX  x

= F
 
X + SX  x

+ n 1=2F
 
X + SX  x

where
F = n
1=2 (Fn   F ) .
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We may assume without loss of generality that X = 0 and X = 1. By a Taylor
expansion,
F
 
X + SX  x

= F (x) +

X + (SX   1)x
	
f(x) + op(n
 1=2)
and
F
 
X + SX  x

= F (x) + op(1).
Therefore,
~F (x) = F (x) +

X + (SX   1)x
	
f(x) + n 1=2F (x) + op(n 1=2). (5.1)
For independent samples X1; :::; Xn and Y1; :::; Ym, we might consider a test statistic of
the form
S =
mn
m+ n
Z
R

~F (x)  ~G(x)
2
w(x)dx
where w(x) is a weight function. However, looking at (5.1) we see that the distribu-
tion of S will depend on the unknown densities f and g. If we use the bootstrap to
approximate the distribution of S or, for that matter, any test statistic based on ~F (x),
we will encounter problems as the bootstrap cannot estimate the density function root-n
consistently. On the other hand, if we try to implement some variant of the smooth boot-
strap, we are left having to choose a further bandwidth for implementing the smoothing.
The preceding argument, which also holds for tests based on estimates of the empirical
quantile function, helps to explain the di¢ culties encountered with the tests in chapter
3.
An alternative approach is to base tests on the empirical characteristic function. Let
X(t) = E [exp fit (X   X) =Xg]
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and set
~X(t) =
1
n
nX
j=1
exp

it
 
Xj   X

=SX
	
=
1
n
nX
j=1
cos

t
 
Xj   X

=SX
	
+
i
n
nX
j=1
sin

t
 
Xj   X

=SX
	
.
Now, for cs(x) denoting either the sine or cosine function, we have
1
n
nX
j=1
cs

t
 
Xj   X

=SX
	
=
1
n
nX
j=1
cs ftXjg   t X 1
n
nX
j=1
cs0 ftXjg
 1
2
(S2X   1)t
1
n
nX
j=1
Xjcs
0 ftXjg+ op(n 1=2)
=
1
n
nX
j=1
cs ftXjg   t X  E [cs0 ftXg]
 1
2
(S2X   1)t  E [Xcs0 ftXg] + op(n 1=2)
Unlike the factor f(x) which appears on the right-hand side of (5.1), the above ex-
pansion depends on the terms E [cs0 ftXg] and E [Xcs0 ftXg] which can be estimated
root-n consistently. This fact makes it plausible that the tests to be investigated in the
present chapter might exhibit better "small" sample behaviour than the tests considered
in Chapter 3.
5.2 The k-L method for testing linearity
In Section 4.2, a method of parameter estimation which is based on the minimization of
a quadratic form involving empirical characteristic functions was considered. We recall
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some notation:
c(t) = E

cos

t  Y   


= E [cos (tX)]
and
s(t) = E

sin

t  Y   


= E [sin (tX)]
denote the real and imaginary parts of the characteristic function of X. These functions
can be estimated empirically by
cm;Y (t;) =
1
m
X
1jm
cos

t  Yj   


sm;Y (t;) =
1
m
X
1jm
sin

t  Yj   


cn;X(t) =
1
n
X
1jn
cos (tXj)
and
sn;X(t) =
1
n
X
1jn
sin (tXj) :
For real values 0 < t1 < ::: < tk <1, dene vectors
Y (t;) = [cm;Y (t1;); :::; cm;Y (tk;); sm;Y (t1;); :::; sm;Y (tk;)]
>
and
X(t) = [cn;X(t1); :::; cn;X(tk); sn;X(t1); :::; sn;X(tk)]
0 .
It was shown in Chapter 4 - see (4.3) - that

mn
m+ n
1=2
(Y (t;)  X(t)) D ! N2k(0;
)
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and also that 
mn
m+ n
1=2 
^   
 D ! N2 0;  Z>
 1Z 1
where ^ is the minimizer of the quadratic form
Tm;n() = (Y (t;)  X(t))> 
^ 1 (Y (t;)  X(t)) .
From (4.8) we have
^    =  Z>m
 1Zm 1 Z>m
 1 (Y (t;)  X(t)) + op  n 1=2 +m 1=2
where Z>m is the matrix of partial derivatives of Y (t; ). Dening
H =
 
Z>
 1Z
 1
Z>
 1,
we have by application of the Cramer-Wold device that

mn
m+ n
1=2 24 Y (t;)  X(t)
^   
35 (5.2)
and 
mn
m+ n
1=2 24 I
H
35 [Y (t;)  X(t)]
have the same limiting normal distributions. Our proposed test statistic is
Km;n =
mn
m+ n

Y (t; ^)  X(t)
>

^ 1

Y (t; ^)  X(t)

. (5.3)
To nd the asymptotic distribution of Km;n, we must nd the limiting distribution of the
vector 
mn
m+ n
1=2 
Y (t; ^)  X(t)

.
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By a rst-order Taylor expansion, we have
Y (t; ^) = Y (t;) + Z(^   ) + op
 
m 1=2

so that
Y (t; ^)  X(t) = Y (t;)  X(t) + Z(^   ) + op
 
m 1=2

=
h
I Z
i24 Y (t;)  X(t)
^   
35+ op  m 1=2
and therefore, using (5.2),

mn
m+ n
1=2 
Y (t; ^)  X(t)

=

mn
m+ n
1=2 h
I Z
i24 I
H
35 [Y (t;)  X(t)]+op  m 1=2 :
It follows that 
mn
m+ n
1=2 
Y (t; ^)  X(t)
 D ! N2k (0; )
where
  =
h
I Z
i24 I
H
35
 h I H> i
24 I
Z>
35
= (I + ZH)
 (I + ZH)>
= 
+ 3Z
 
Z>
 1Z
 1
Z>.
Thus, we have
Km;n
D !   1=2X>
 1   1=2X
= X>
 
 1=2
>

 1 1=2

X
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where X is a vector of i.i.d. standard normal random variables. Since the matrix
A =
 
 1=2
>

 1 1=2
found in this quadratic form is not idempotent, Km;n in (5.3) does not have a limiting 2
distribution, but is distributed as a weighted sum of 21 random variables. In principle,
we can easily obtain an estimate of A then use this to approximate the asymptotic
distribution of Km;n. However, the matrix   in A depends on the quantity
 
Z>
 1Z
 1
,
the asymptotic covariance matrix of our parameter estimates. Nonetheless, while the
plug-in estimator

Z>m
^
 1Zm
 1
is a good estimator of the asymptotic covariance, the
true covariance in nite samples can still be very far from this quantity. We must therefore
rely on the bootstrap to provide a solution. This is outlined in the Section 5.4.
5.3 Weighted Integral Tests
Until further notice, we assume that our distributions have nite means X and Y and
variances 2X and 
2
Y . Dene
U =
X   X
X
(5.4)
and
V =
Y   Y
Y
.
Our hypothesis Y D= + X is then equivalent to
H0 : U
D
= V . (5.5)
Since the parameters (X ; Y ; X ; Y ) are unknown, we will estimate them by using
sample-based counterparts. Hence, we dene
~Uj =
Xj   X
SX
, j = 1; :::; n
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and
~Vj =
Yj   Y
SY
, j = 1; :::;m.
Let (t) and  (t) denote respectively the characteristic functions of U and V , and let
~(t) =
1
n
nX
j=1
exp

it ~Uj

(5.6)
and
~ (t) =
1
m
mX
j=1
exp

it ~Vj

denote the empirical characteristic functions of the ~Ui and the ~Vi respectively. We consider
a test statistic of the form
Lm;n =
mn
m+ n
Z 1
 1
~(t)  ~ (t)2w(t)dt (5.7)
where w(t) is a specied weight function which may depend on a parameter .
In order to analyze the behaviour of the statistic (5.7), we rst consider the ecf process
~(t) as a function of t. We have
~(t) =
1
n
nX
j=1
exp

it
Xj   X
SX

=
1
n
nX
j=1
cos

t
Xj   X
SX

+ i
1
n
nX
j=1
sin

t
Xj   X
SX

and we can consider the real and imaginary parts separately. Now, again assuming
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without loss of generality that X = 0 and X = 1, a rst-order Taylor expansion gives
1
n
nX
j=1
cos

t
Xj   X
SX

=
1
n
nX
j=1
cos (tXj) + t X
1
n
Xn
j=1
sin (tXj)
  t
2
(S2X   1)
1
n
Xn
j=1
Xj sin (tXj) + op
 
n 1=2

=
1
n
Xn
j=1
cos (tXj) + t X  E [sin (tX)]
  t
2
(S2X   1)  E [X sin (tX)] + op(n 1=2)
=
Z
R

cos (tx) + txE [sin (tX)] +
t
2
(x2   1)E [X sin (tX)]

dFn(x) + op(n
 1=2).
Similarly,
1
n
Xn
j=1
sin

t
Xj   X
SX

=
Z
R

sin (tx)  txE [cos (tX)]  t
2
(x2   1)E [X cos (tX)]

dFn(x) + op(n
 1=2).
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Combining these two expansions, we have
~(t) =
1
n
Xn
j=1
cos

t
Xj   X
SX

+ i
1
n
Xn
j=1
sin

t
Xj   X
SX

=
Z
R
fcos (tx) + i sin (tx)  txE [  sin (tX) + i cos (tX)]
  t
2
(x2   1)E [ X sin (tX) + iX cos (tX)]

dFn(x) + op(n
 1=2)
=
Z
R
feitx   itxE [cos (tX)  i sin (tX)]
  t
2
(x2   1)E  d
dt
cos (tX) + i d
dt
sin (tX)

dFn(x) + op(n
 1=2)
=
Z
R

eitx   itx(t)  t
2
(x2   1)0(t)

dFn(x) + op(n
 1=2).
(5.8)
Therefore,
~(t)  (t)
=
Z
R

eitx   itx(t)  t
2
(x2   1)0(t)

d [Fn(x)  F (x)] + op(n 1=2)
(5.9)
and, similarly,
~ (t)   (t)
=
Z
R

eitx   ity (t)  t
2
(y2   1) 0(t)

d [Gm(y) G(y)] + op(m 1=2).
(5.10)
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For a cdf H, dene the process
GH(t) =
Z
R

eitx   itx(t)  t
2
 
x2   10(t) dB [H(x)]
with B a standard Brownian bridge. It then follows from (5.9) and (5.10) together with
Theorem 1 of Marcus (1981) that
n1=2
h
~(t)  (t)
i D ! GF (t)
and
n1=2
h
~ (t)   (t)
i D ! GG(t)
uniformly in t 2 [ A;A] for every nite positive A. Under our null hypothesis, we have
F  G and therefore    , so that

mn
m+ n
1=2 h
~(t)  ~ (t)
i
D !
Z
R

eitx   itx(t)  t
2
(x2   1)0(t)

d
hp
1  B1 (F (x))
p
B2 (F (x))
i
D
=
Z
R

eitx   itx(t)  t
2
(x2   1)0(t)

dB [F (x)]
(5.11)
where B1 and B2 are independent copies of B. Using this last result, we show in Section
5.6.1 that Lm;n in (5.7) converges in distribution to the random variable
L =
Z
R
jGF (t)j2w(t)dt, (5.12)
which, using the well-known Karhünen-Loeve result, is distributed as
P
k1 kZ
2
k , where
Z1; Z2; ::: are i.i.d. normal(0; 1) random variables and 1 > 2 > ::: are the eigenvalues
of the covariance function of the process w(t)GF (t). Since the eigenvalues j depend
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on the type of the underlying distribution, the test statistic Lm;n is not asymptotically
distribution free. Thus, in practical applications, we will have to rely on the bootstrap in
order to perform the test. In view of the comments made in Section 5.1, one can expect
that the bootstrap approach will work satisfactorily. A more restrictive null hypothesis
results if one species the type of F in (5.5). In this instance, the asymptotic theory can
be used to obtain critical values or calculate p-values.
Remark: It is possible to relax the assumption of two nite moments made at the
start of this Section. Specically, we consider estimators of location and spread that can
be expressed in the form
^X   X =
1
n
nX
j=1
w1 (Xj) + op
 
n 1=2

and
^2X   2X =
1
n
nX
j=1
w2 (Xj) + op
 
n 1=2

where
E [w1 (X)] = E [w2 (X)] = 0
and
V ar [w1 (X)] ; V ar [w2 (X)] <1.
Then, assuming without loss of generality that X = 0 and X = 1, we have an equivalent
of expansion (5.8), namely
~(x) =
Z
R

eitx   itw1(x)(t)  1
2
w2(x)t
0(t)

dFn(x) + op(n
 1=2). (5.13)
From here, the development of the asymptotic theory of the statistic proceeds as above.

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The following heuristic argument suggests strongly that the test has power against
fmn= (m+ n)g 1=2-alternatives. Specically, let
F (x) = G (x+ h(x))
where h is non-decreasing. Then,
(t)   (t) =
Z
R
eitxd [F (x) G(x)]
=  it
Z
R
[F (x) G(x)] eitxdx
=  it
Z
R
h(x)g(x)eitxdx+ to()
=  itE h (Y ) eitY + to().
If we now set  =  

mn
m+ n
 1=2
for some real value , we get

mn
m+ n
1=2
[(t)   (t)]  !  it(t)
where
(t) = E

h (Y ) eitY

.
Using this result, together with (5.11), one can show that Lm;n converges in distribution
to the random variable
L =
Z
R
jGF (t)  it(t)j2w(t)dt,
which has a non-degenerate distribution.
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The covariance function of the process GF (t) is given by the expression
K1(s; t)
= (s  t)  (s)( t) + t( t)0(s)  s(s)0( t)  t
2
0( t) f00(s) + (s)g
+
s
2
0(s) f00( t) + ( t)g+ st(s)( t) + ist
2
(s)0( t)3
 ist
2
0(s)( t)3  
s2t2
4
0(s)0( t) (4   1)
(5.14)
where 3 and 4 denote the third and fourth moments of the random variable U dened
in (5.4); see Section 5.6.2. When the underlying distribution is symmetric, we have
3 = 0 and the above expression simplies somewhat. However, if we are willing to
assume beforehand that our samples come from a symmetric distribution, one can follow
an alternative approach, because then (t) is real. Rather than using the estimate ~(t)
in (5.6) which is complex-valued, we can use
~c(t) =
1
n
nX
j=1
cos

t  Xj  
X
SX

(5.15)
as an estimate of (t). Similarly, we can estimate  (t) using
~d(t) =
1
m
mX
j=1
cos

t  Yj  
Y
SY

. (5.16)
The analogue of (5.7) based on (5.15) and (5.16) is
~Lm;n =
mn
m+ n
Z 1
 1

~c(t)  ~d(t)
2
w(t)dt. (5.17)
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Then,

mn
m+ n
1=2 h
~c(t)  ~d(t)
i D ! RR cos (tx)  t2 (x2   1)0(t)

dB [F (x)] := HF (t),
where the process HF (t) has covariance function
K2(s; t)
=
1
2
f(s+ t) + (s  t)g   (s)(t) + t
2
0(t) f00(s) + (s)g
+
s
2
0(s) f00(t) + (t)g+ s
2t2
4
0(s)0(t) (4   1) .
(5.18)
Note that this is not the expression obtained when we substitute 3 = 0 in (5.14).
Furthermore, tests based on ~c(t) and ~d(t) may still have good power against alternatives
involving an asymmetric distribution. The only instances in which the statistic (5.17)
will fail completely occur when the characteristic functions under the alternative satisfy
Re(t)  Re (t)
and
Im(t) 6 Im (t).
The test statistics Lm;n and ~Lm;n can also be used to test the null hypothesis that the
cdfs F and G are of the same type, for example both are normal but with unspecied
location and scale parameters. In the normal case, we have
(t) = exp

 1
2
t2

,
0(t) =  t(t)
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and
00(t) =
 
t2   1(t).
Because the underlying distribution is symmetric, we restrict our attention to the statistic
~Lm;n. Here, we have K2(s; t) in (5.18)
K2(s; t) =
1
2
f(s+ t) + (s  t)g   (s)(t)

1 +
s2t2
2

= (s)(t)

1
2
 
est + e st
  1  s2t2
2

.
The table below lists the rst few eigenvalues of the kernel w1=2 (s)w
1=2
 (t)K2(s; t) where
w(t) = exp

 1
2
2t2

.
Eigenvalues  = 1=2  = 1  = 2
1 1:9186 10 2 8:8004 10 3 9:883 10 4
2 0:0774 10 2 0:2422 10 3 0:097 10 4X
j1
j 2 10 2 9:0512 10 3 9:983 10 4
Table 5.1: First 2 eigenvalues of asymptotic distribution
in the case of a normal distribution
In each instance, the rst eigenvalue is by far the largest, which suggests that the distrib-
ution of ~Lm;n would be well approximated by 1Z21 +
P
j2 j, that is by a location-scale
transformation of a 21 random variable.
In the case where we specify the type to be Laplace, we have
(t) =
 
1 + t2
 1
and
0(t) =  2t2(t).
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If we use the maximum likelihood estimators of the parameters, then the covariance
function of the process (5.13) is given by
K(s; t) =

1
2
f(s+ t) + (s  t)g   20
9
t2s22(t)2(s)  (s)(t)

(s)(t)
The table below lists the rst few eigenvalues obtained numerically forw1=2 (s)w
1=2
 (t)K2(s; t)
where
w(t) =
 
1 + 2t2
 1
.
Eigenvalues  = 1=2  = 1  = 2
1 4:442 2:909 1:394
2 1:512 0:901 0:398
3 0:463 0:243 0:097X
j1
j 6:804 4:228 1:951
Table 5.2: First 3 eigenvalues of asymptotic distribution
in the case of a Laplace distribution
Since the eigenvalues j converge to 0 at a slow rate, a 21-approximation as in the case
of the normal distribution is not possible. However, in this and in all other cases, since
the underlying distribution type is assumed known and the test statistic is location and
scale invariant, exact p-values can be obtained by Monte Carlo simulation in any given
nite sample situation.
5.4 Simulation results
Since the distributions of the test statistics considered in this chapter depend on the
unknown type of the underlying distribution, percentage points cannot be obtained an-
alytically or by Monte Carlo simulation. The only plausible approach is to use the
bootstrap. Nonetheless, we still gain insight into the relative power of these tests by
126
means of a Monte Carlo simulation. For two underlying null hypothesis distributions,
namely the normal and the Cauchy, percentage points were obtained via Monte Carlo
simulation (N = 10000). Thus, these percentage points would be applicable to test the
respective null hypotheses that both X and Y samples are from normal distributions
or that both are from Cauchy distributions. Using these percentage points, the powers
of the three test statistics were obtained, again by Monte Carlo simulation, under the
following alternatives: X-data normal, Y -data t5; X-data normal, Y -data Gumbel; and
X-data Cauchy, Y -data Laplace. In addition to the three test statistics Km;n in (5.3),
Lm;n in (5.7) and ~Lm;n in (5.17), we also calculated test statistics LQm;n and ~L
Q
m;n which
are the equivalents of Lm;n and ~Lm;n using quantile standardization.
Sample size m = 50; n = 100 m = 100; n = 250
Level of test  = 0:1  = 0:05  = 0:1  = 0:05
P [Km;n > q1 ] 0:363 0:248 0:609 0:503
P [Lm;n > q1 ] 0:354 0:249 0:531 0:417
P
h
~Lm;n > q1 
i
0:412 0:316 0:631 0:536
P

LQm;n > q1 

0:143 0:082 0:196 0:118
P
h
~LQm;n > q1 
i
0:150 0:082 0:218 0:133
Table 5.3: Power when X  Normal and Y  t5
Sample size m = 50; n = 100 m = 100; n = 250
Level of test  = 0:1  = 0:05  = 0:1  = 0:05
P [Km;n > q1 ] 0:435 0:303 0:765 0:649
P [Lm;n > q1 ] 0:627 0:509 0:885 0:819
P
h
~Lm;n > q1 
i
0:285 0:204 0:412 0:311
P

LQm;n > q1 

0:188 0:106 0:351 0:207
P
h
~LQm;n > q1 
i
0:095 0:044 0:110 0:054
Table 5.4: Power when X  Normal and Y  Gumbel
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Sample size m = 50; n = 100 m = 100; n = 250
Level of test  = 0:1  = 0:05  = 0:1  = 0:05
P [Km;n > q1 ] 0:025 0:008 0:247 0:108
P [Lm;n > q1 ] 0:569 0:423 0:959 0:915
P
h
~Lm;n > q1 
i
0:855 0:754 0:995 0:985
P

LQm;n > q1 

0:271 0:174 0:569 0:430
P
h
~LQm;n > q1 
i
0:385 0:255 0:723 0:576
Table 5.5: Power when X  Cauchy and Y  Laplace
In table 5.3, the three statistics Km;n, Lm;n and ~Lm;n all have good power properties. Of
the three, ~Lm;n has the highest power. This is likely due to the additional assumption of
symmetry which is incorporated into this test statistic. In table 5.4, the statistic Lm;n
has the highest power, which is not surprising given that it accommodates asymmetry in
the underlying distributions. We also note from these two tables that quantile standard-
ization has a depressing e¤ect on the power of the tests, with the tests using moments
outperforming by far the tests using quantiles. In table 5.5, the test statistics Lm;n and
~Lm;n were calculated, although there is no guarantee that the limiting distributions exist.
These two tests continue to exhibit the largest power. It also appears that the statistic
Km;n is biased under this alternative.
In practical applications, one must rely on the bootstrap to obtain p-values when im-
plementing tests. We implement the bootstrap using the bootstrap population described
in (3.16). We use q1  as general notation for the 100(1   ) percentage point of the
underlying null distribution. We report the results of a small simulation study that was
done to assess the level-accuracy when implementing the bootstrap. For N = 1000 sam-
ples, the test statistics discussed in this chapter were calculated. We then used B = 1000
bootstrap samples to estimate q0:9;b and q

0:95;b, the 90
th and 95th percentiles of the boot-
strap replicates of the test statistics. The tables below give the estimated probabilities
of the test statistics exceeding the bootstrap quantiles.
128
Sample size P^ (Km;n > q0:9) P^ (Km;n > q

0:95)
m = 50; n = 100 0:113 0:054
m = 100; n = 250 0:113 0:071
P^ (Lm;n > q

0:9) P^ (Lm;n > q

0:95)
m = 50; n = 100 0:088 0:057
m = 100; n = 250 0:091 0:053
P^

~Lm;n > q

0:9

P^

~Lm;n > q

0:95

m = 50; n = 100 0:106 0:058
m = 100; n = 250 0:095 0:052
Table 5.6: Estimated exceedance probabilities
of the bootstrap distribution for a normal distribution
Sample size P^ (Km;n > q0:9) P^ (Km;n > q

0:95)
m = 50; n = 100 0:106 0:066
m = 100; n = 250 0:108 0:066
P^ (Lm;n > q

0:9) P^ (Lm;n > q

0:95)
m = 50; n = 100 0:107 0:051
m = 100; n = 250 0:102 0:049
P^

~Lm;n > q

0:9

P^

~Lm;n > q

0:95

m = 50; n = 100 0:137 0:063
m = 100; n = 250 0:125 0:060
Table 5.7: Estimated exceedance probabilities
of the bootstrap distribution for a Laplace distribution
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Sample size P^ (Km;n > q0:9) P^ (Km;n > q

0:95)
m = 50; n = 100 0:060 0:032
m = 100; n = 250 0:056 0:022
P^
 
LQm;n > q

0:9

P^
 
LQm;n > q

0:95

m = 50; n = 100 0:044 0:018
m = 100; n = 250 0:065 0:020
P^

~LQm;n > q

0:9

P^

~LQm;n > q

0:95

m = 50; n = 100 0:067 0:023
m = 100; n = 250 0:075 0:031
Table 5.8: Estimated exceedance probabilities
of the bootstrap distribution for a Cauchy distribution
In tables 5.6 and 5.7, we observe estimated probabilities that are reasonably close to
the true level . However, in table 5.8, corresponding to the Cauchy distribution, the
approximation is not as good. It is still possible that the accuracy of the approximation
increases with sample size, but the bootstrap is not of much value when the underlying
distribution is Cauchy and sample sizes are "small".
5.5 Summary
Two test statistics for the hypothesis that two samples come from populations that belong
to the same location-scale family were considered in this chapter. The rst is based on the
k-L method of Koutervelis and Kellermeier (1981). In a Monte Carlo simulation, the test
statistic was seen to have good power properties as long as the underlying distribution is
not heavy-tailed. However, a di¢ culty when calculating this test is the choice of a vector
t of xed length k with elements on the positive real line. At present, we are still unsure
how this vector should be chosen to maximize the power of the test. A second concern is
that this test corresponds to a method of parameter estimation that was seen in Section
4.4 to give biased estimates in small samples. On the other hand, the weighted integral
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test was seen to have good power properties against all alternatives considered. This test
depends on a parameter  that has to be chosen in a suitable way. However, our results
indicate that the choice  = 1 gives satisfactory results. This test also results in higher
estimated power than the tests considered in Chapter 3. We therefore recommend this
test for application in practical situations.
5.6 Technical Notes
5.6.1 Convergence of the statistic Ln;m to L
Set
m;n;A =
Z
jtj<A
(
mn
m+ n
1=2 ~(t)  ~ (t))2w(t)dt.
Then,
Lm;n = m;n;A +
 
Lm;n   m;n;A

and
Lm;n   m;n;A =
Z
jtjA
(
mn
m+ n
1=2 ~(t)  ~ (t))2w(t)dt.
For each xed A > 0 we have
m;n;A
D ! A :=
Z
jtj<A
jGF (t)j2w(t)dt.
Furthermore,A
D ! L as A  !1. Next, note that

mn
m+ n
1=2 h
~(t)  ~ (t)
i
=

mn
m+ n
1=2 nh
~(t)  (t)
i
 
h
~ (t)   (t)
io
so that

mn
m+ n
1=2 h
~(t)  ~ (t)
i
2
 2 mn
m+ n
~(t)  (t)2 + 2 mn
m+ n
~ (t)   (t)2 .
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Upon taking expectations, we nd
E
24

mn
m+ n
1=2 h
~(t)  ~ (t)
i
2
35  2 mn
m+ n
V ar
h
~(t)
i
+ 2
mn
m+ n
V ar
h
~ (t)
i
= O(1)
uniformly in t. Thus, using Chebyshevs inequality,
lim sup
m;n !1
P
Lm;n   m;n;A > "  " 1 O(1)  RjtjAw(t)dt  ! 0
as A  ! 1, provided RRw(t)dt < 1. Applying Theorem 4.2 of Billingsley (1968), we
see that Lm;n
D ! L.
5.6.2 Derivation of the covariance function of GF (t)
We let
a(x; t) = eitx   itx(t)  t
2
 
x2   10(t)
and note that
Cov [GF (s);GF (t)]
= E
Z
R
a(x; s)dB [F (x)] 
Z
R
a(x; t)dB [F (x)]

= E
Z
R2
a(x; s)a(y; t)dB [F (x)]B [F (y)]

=
Z
R
a(x; s)a(x; t)dF (x) 
Z
R
a(x; s)dF (x)
 Z
R
a(x; t)dF (x)

.
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Since, by assumption,
R
R xdF (x) = 0 and
R
R x
2dF (x) = 1.
we have
Z
R
a(x; s)dF (x) =
Z
R
n
eisx   isx(t)  s
2
(x2   1)0(s)
o
dF (x) = (s).
Next, we haveZ
R
a(x; s)a(x; t)dF (x)
=
Z
R

ei(s t)x + itxeisx(t)  isxe itx(s)  t
2
(x2   1) eisx0(t)
 s
2
(x2   1) e itx0(s) + stx2(s)(t)  ist
2
x (x2   1)(s)0(t)
 ist
2
x (x2   1)0(s)(t) + s
2t2
4
(x2   1)2 0(s)0(t)

dF (x)
= (s  t) + t(t)E iXeisX+ s(s)E  iXe itX  t
2
0(t)E

(X2   1) eisX
 s
2
0(s)E

(X2   1) e itX+ st(s)(t)  ist
2
(s)0(t)E [X3]
 ist
2
0(s)(t)E [X3] +
s2t2
4
0(s)0(t)E
h
(X2   1)2
i
Now, noting that (t) = ( t) and 0(t) =  0( t), and also that
E

iXeisX

= 0(s)
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and
E

X2eisX

=  00(s)
we have Z
R
a(x; s)a(x; t)dF (x)
= (s  t) + t( t)0(s)  s(s)0( t)  t
2
0( t) f00(s) + (s)g
+
s
2
0(s) f00( t) + ( t)g+ st(s)( t) + ist
2
(s)0( t)3
 ist
2
0(s)( t)3  
s2t2
4
0(s)0( t) (4   1)
where 3 and 4 denote the third and fourth moments of (X   X) =X . Combining
these results gives us the required covariance function,
Cov [GF (s);GF (t)]
= (s  t)  (s)( t) + t( t)0(s)  s(s)0( t)  t
2
0( t) f00(s) + (s)g
+
s
2
0(s) f00( t) + ( t)g+ st(s)( t) + ist
2
(s)0( t)3
 ist
2
0(s)( t)3  
s2t2
4
0(s)0( t) (4   1) .
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