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Resumen
Por medio de la microscopía holográfica digital se pueden obtener mapas de fase,
los cuales brindan información sobre algunas características de los objetos en es-
tudio. Estos mapas de fase sufren alteraciones debidas a la geometría fuera-de-eje
del montaje óptico o a la presencia de los sistemas de magnificación utilizados. En
esta tesis se desarrollan e implementan dos estrategias numéricas, con las cuales
se busca interpretar en forma correcta la información de fase obtenida. La primera
de ellas es un algoritmo que permite realizar un filtrado automático en el espa-
cio de frecuencias, con el fín de generar un mapa de fase óptimo a partir de la
información de un único holograma. La segunda estrategia consiste en la imple-
mentación numérica de dos máscaras de fase, con las cuales se busca compensar
las aberraciones contenidas en la información del mapa de fase. Estas máscaras
se ubican correspondientementente en los planos holograma e imagen y para su
construcción se aplica un ajuste de mínimos cuadrados a las regiones conexas del
mapa de fase, que no contengan información del objeto. La estrategia numérica
planteada se aplica exitosamente para la medición de la altura de escalones de
fase que han sido fabricados en fotoresist.
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máscara de fase, objetos reflectivos
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Capítulo 1
Introducción
A partir de la investigación en holografía y óptica difractiva desarrollada por el
Grupo de Óptica Aplicada de la Universidad Nacional de Colombia - sede Bogotá
[1], se ha identificado a la holografía digital como una herramienta útil para di-
versas aplicaciones metrológicas [2, 3].
Dentro de las ventajas que brinda la holografía digital, sobresale la capacidad
para generar información numérica sobre la fase del campo óptico transmitido o
reflejado por un objeto. En la actualidad hay un elevado número de aplicaciones
que se aprovechan de esta información numérica de fase. Como ejemplo se tienen
la caracterización de gradientes de índice de refracción en fibras ópticas [4], la
inspección de células vivas [5, 6], la medición de los parámetros de lentes [7], la
medición de micro-estructuras [8], la medición de superficies macroscópicas [9],
la determinación de la PSF para objetivos de microscopio [10], los métodos para
la comparación de superficies [11] y la caracterización de microlentes [12] entre
otros.
En el caso de la holografía digital para objetos reflectivos, las diferencias de re-
lieve de los objetos se pueden medir directamente a partir del mapa de fase. Esta
situación a permitido usar la holografía digital en reflexión para diferentes tipos
de objetos como microesferas metálicas [13], materiales semiconductores [14], y
gran variedad de Elementos Micro-electromecánicos y Micro-opto-electromecánicos
en silicio [15, 16, 17].
Uno de los problemas principales que afecta la interpretación de los mapas de
fase tiene que ver con la aparición de alteraciones no ocasionadas por el objeto.
Estas ocurren debido a la geometría del montaje óptico o a las aberraciones de
los sistemas de magnificación utilizados. Con el fín de compensar o corregir ade-
cuadamente dichas alteraciones se han desarrollado, a la par de las aplicaciones,
varias técnicas para el análisis de las imágenes de fase [18, 19, 20, 21].
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En esta tesis de maestría se busca compensar las alteraciones en la fase de los fren-
tes de onda reflejados por los objetos, para que la medida de relieve que se obtenga
corresponda a una medida real. Con este fin se diseña e implementa una estrate-
gia numérica que reúne los elementos más adecuados para la compensación de
las alteraciones de la fase. Para cumplir este objetivo, esta tesis se ha estructurado
básicamente de dos partes: una parte teórica y una parte experimental.
En la parte teórica, se realizan simulaciones sobre frentes de onda numéricos que
tienen alteraciones de fase conocidas. En estas simulaciones se implementan ruti-
nas para la reconstrucción del frente de onda (capítulo 2), y además se prueba la
eficacia de diversas estrategias numéricas que compensan las alteraciones.
Como consecuencia del conocimiento de los procedimientos resumidos en el es-
tado del arte, se puso en evidencia la necesidad de optimizar la información de
los mapas de fase. Esto se atacó por medio de la implementación de un algoritmo
automático para el filtrado espacial con la finalidad de minimizar los errores del
filtrado manual. Una vez optimizada la información de los mapas de fase, se im-
plementó un procedimiento numérico para la compensación de las alteraciones,
mediante dos máscaras de fase: una que actúa en el plano del holograma y otra
actuando en el plano de la imagen. (capítulo 4).
En la parte experimental, se construye un montaje óptico de microscopía holográ-
fica digital en reflexión (capítulo 5). En estos montajes, la presencia del sistema
de magnificacíon, introduce alteraciones desconocidas en la fase. Para compensar
dichas alteraciones, se implementa la estrategia numérica de compensación, desa-
rrollada en la primera parte, se evalúan las imágenes de fase compensadas y a
partir de ellas se generan medidas del relieve para objetos reflectivos (capítulo 6).
Por último se ilustra la versatilidad de la estrategia numérica, al ser aplicada a
mapas de fase obtenidos a partir de otras técnicas ópticas, que tienen en común la
presencia de alteraciones en la información de fase.
Capítulo 2
Reconstrucción de la información de
fase a partir de un holograma digital
La información contenida en un holograma digital, consiste de un arreglo numé-
rico que indica un valor de intensidad para cada uno de los pixeles de un sensor
electrónico. En estos números, típicamente de 8 bits, está codificada la informa-
ción del frente de onda reflejado por el objeto de interés.
Para decodificar e interpretar la información del holograma, es necesario hacer
una analogía numérica de la reconstrucción óptica en un holograma clásico. Este
proceso se conoce como reconstrucción numérica, y para llevarla a cabo se simulan
dos pasos básicos de la holografía:
1. ILUMINACIÓN: Se simula el producto del holograma digital con una onda
de iluminación. Esta tiene características similares a la onda de referencia
utilizada para el registro del holograma.
2. PROPAGACIÓN: El holograma digital se propaga numéricamente hasta el plano
donde se forma imagen.
Luego de aplicar estos pasos, se obtiene como resultado un campo complejo, cuya
amplitud y fase numéricas contienen toda la información del campo óptico.
En este punto hay que mencionar que, aparte del arreglo de números que contiene
al holograma digital, es requisito conocer también un conjunto de parámetros
experimentales. Estos parámetros están relacionados con las características de la
fuente de iluminación, con el tamaño del pixel del sensor electrónico y con la
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distancia objeto-sensor. Este conjunto de parámetros establece la conexión de los
resultados de la simulación con los resultados del mundo real.
En lo que sigue de este capítulo, se desarrollan en detalle los pasos de la recons-
trucción numérica mencionados en los puntos 1 y 2. En la parte final se ilustra este
proceso, aplicándolo en la reconstrucción de la fase a partir de dos hologramas
simulados.
2.1. Iluminación del holograma digital
Un holograma digital corresponde al registro del patrón de interferencia de dos
campos ópticos: una onda de referencia r(x, y), que por lo general tiene carac-
terísticas conocidas, y una onda objeto ideal o(x, y), la cual porta la información
del campo óptico reflejado, esparcido o transmitido por un objeto. La intensidad
I(x, y) se describe matemáticamente de la forma [22, 23]:
I(x, y) = |o(x, y) + r(x, y)|2
= Io(x, y) + Ir(x, y) + o
∗(x, y) r(x, y) + o(x, y) r∗(x, y) (2.1)
En esta expresión los términos Io(x, y) e Ir(x, y), corresponden a las intensidades
del objeto y de la referencia y el símbolo ∗ denota el operador complejo conju-
gado. Los dos primeros términos de intensidad proporcionan únicamente infor-
mación sobre la amplitud de ambas ondas. Los dos términos finales describen la
interacción entre las ondas objeto y referencia.
En analogía con la reconstrucción de los hologramas ópticos, el frente de onda
reconstruido en el plano del holograma Ψh(x, y), corresponde al producto de la
intensidad del holograma I(x, y) con una onda de iluminación arbitraria rd(x, y)
Ψh(x, y) = rd(x, y) I(x, y)
= rd Io + rd Ir + rd o
∗ r + rd o r∗ (2.2)
Aquí los términos rd Io y rd Ir conforman el orden cero de difracción oc(x, y), el
cual no aporta información acerca de la fase del objeto. En cambio, el tercer y
cuarto término brindan información sobre la diferencia de fases correspondientes
al objeto, la referencia y la onda de iluminación. El término rd o r∗ se conoce
como la imagen virtual y está localizada espacialmente en la posición original del
objeto, mientras que el término rd o∗ r produce una imagen real, que se localiza en
un plano conjugado al plano del objeto.
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En los procesos de reconstrucción numérica para un holograma digital, la onda
de iluminación rd(x, y), se acostumbra a tomar, por simplicidad, como una onda
plana con amplitud unitaria, que incide de forma paralela al eje z. En este caso la
fase de la imagen virtual contiene información tanto del objeto como de la onda
de referencia.
La única forma de garantizar que la imagen virtual tenga información exclusiva del
objeto, es iluminando el holograma con una onda de características similares a la
onda de referencia. Este concepto será aplicado más adelante como una estrategia
que permite compensar alteraciones en la fase del objeto.
2.1.1. Necesidad del filtrado espacial en holografía fuera-de-eje
A diferencia de la holografía en-línea, la holografía fuera-de-eje propone montajes
experimentales para los cuales las ondas objeto y referencia inciden sobre el plano
del holograma con distintas direcciones. Esto genera una separación espacial de
los términos cuando son iluminados con la onda de reconstrucción rd(x, y).
Como ejemplo de esta última situación, si la onda de referencia es de la forma
r(x, y) =
√
Ir exp{i k x sin θ}, donde θ representa al ángulo de inclinación entre
la onda de referencia y la onda objeto y k = 2pi/λ, con λ la longitud de onda, la
intensidad del holograma, según la ecuación (2.1) será
I(x, y) = Io + Ir + o
∗√Ir exp{i k x sin θ}+ o√Ir exp{−i k x sin θ} (2.3)
Si se piensa en esta intensidad como una rejilla de difracción que es iluminada con
una onda de reconstrucción plana y uniforme rd(x, y) con dirección z (ver figura
2.1a), se tendría que los campos ópticos que generan las imágenes real y virtual,
se propagan con ángulos θ y −θ respecto a la dirección de rd tal y como se observa
en la figura 2.1a.
Para el caso de los hologramas digitales, la resolución del sensor electrónico impo-
ne restricciones al valor del ángulo θ. En general, el máximo valor para este ángulo
es del orden de unos pocos grados. Como consecuencia de estos ángulos tan pe-
queños, y de las cortas distancias de registro (del orden de los 10 cm), se produce
un solapamiento espacial de los términos que conforman al frente de onda en el
plano del holograma.
Una solución para impedir este solapamiento en las geometrías fuera-de-eje, con-
siste en realizar un filtrado de frecuencias en el espacio de Fourier. Para realizar
este filtrado se toma la transformada de Fourier del holograma registrado. En este
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a
b c
Figura 2.1: (a) Reconstrucción óptica de la transmitancia I(x, y) (Imagen tomada de [23]). (b)
Forma general del espectro de Fourier para I(x, y). (c) Holograma filtrado If (x, y) en el espacio
de frecuencias. (Imagenes tomadas de [24]).
caso, para el tercer y cuarto término de la expresión (2.3), la transformada de
Fourier es de la forma [24]
F
{√
Iro
∗ exp{i 2pix νx0}
}
=
√
Ir O
∗ (νx − νx0, νy)
F
{√
Iro exp{−i 2pix νx0}
}
=
√
Ir O (νx + νx0, νy) (2.4)
donde νx0 = sin θλ , F representa al operador transformada de Fourier, y O(νx, νy)
es la transformada de Fourier de o(x, y). Este resultado muestra que los espec-
tros de las imágenes virtual y real están localizados simétricamente respecto al
centro del plano de Fourier, tal y como se muestra en la figura 2.1b. Esta distri-
bución disyunta de frecuencias, permite seleccionar un término espectral con la
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información exclusiva de la imagen real o de la imagen virtual. En la figura 2.1c
se aisló manualmente el espectro de la imagen virtual. Por lo tanto, al aplicar una
transformada de Fourier inversa se obtiene un holograma filtrado, esto es
If (x, y) =
√
Ir o(x, y) exp{−i 2piνx0 x} (2.5)
= o(x, y) r∗(x, y)
Como era de esperarse, el producto de esta nueva transmitancia compleja If (x, y)
con una onda de características similares a la onda de referencia rd(x, y), gene-
ra un frente de onda filtrado en el plano del holograma, que tiene información
solamente de la imagen virtual
Ψfh(x, y) = rd(x, y) I
f (x, y) (2.6)
= Ir(x, y) o(x, y)
Vale la pena anotar que los métodos para el filtrado espectral de los hologramas
digitales no son nuevos. Estos se vienen aplicando desde hace varios años en el
campo de la interferometría [24]. La mayoría de los autores realiza este procedi-
miento de filtrado digital haciendo un recorte manual de las frecuencias, tal como
en la figura 2.1c . Sin embargo, estos procesos manuales típicamente dan lugar
al recorte de frecuencias importantes, generando errores en la reconstrucción del
campo óptico. Lo anterior puede tener como consecuencia alteraciones importan-
tes en la información de la fase, tema de vital importancia en esta tesis. Por esta
razón, en la sección 4.1, se mostrará una propuesta para un procedimiento de
recorte automático con el cual se disminuyen sensiblemente estos errores.
2.2. Propagación del campo complejo
Luego de iluminar el holograma con una onda de características similares a la refe-
rencia, y aplicar un proceso de filtrado espacial para obtener un campo complejo,
es necesario propagar este campo hacia el plano en el que se forma la imagen (ver
la figura 2.1a).
En este nuevo plano, ubicado a una distancia d del holograma, es posible asegurar
que el campo óptico conserva las características en fase del objeto.
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Figura 2.2: Geometría utilizada para solucionar el problema de encontrar el campo propagado
Ψi(ξ, η; z) en función del campo óptico Ψh(x, y; 0)
Para resolver el problema de la propagación [25], se parte de las ecuaciones de
Maxwell, las cuales describen el comportamiento general de los campos electro-
magnéticos. En particular se utiliza la ecuación de onda para campos que tienen
una dependencia temporal armónica. Esta ecuación, conocida como Ecuación de
Helmoltz, establece que para el espacio libre se satisface la condición [23, 26]
(∇2 + k2)Ψi(ξ, η; z) = 0, k = 2pi
λ
. (2.7)
donde ∇2es el operador laplaciano tridimensional.
A continuación, se hace un resumen de los pasos necesarios para encontrar la
forma del campo óptico propagado, a partir de la información compleja en el
plano del holograma.
2.2.1. Ondas planas como solución de la ecuación de Helm-
holtz
Una onda plana es quizá el ejemplo más simple de onda compleja que satisface
la ecuación de Helmholtz (2.7). Estas se representan matemáticamente por fa-
ses de la forma ~k · ~r = constante y constituyen un conjunto de planos infinitos
perpendiculares a la dirección de propagación ~k.
Si la dirección de propagación se describe con ayuda de cosenos directores de la
forma (α, β, γ), es posible escribir una onda plana unitaria como
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P (x, y; z) = exp
[
i
2pi
λ
(xα + yβ + zγ)
]
(2.8)
donde se cumple la relación
√
α² + β² + γ² = 1. Para esta última el vector posición
es de la forma cartesiana ~r = (x, y, z).
Si se reemplazan las frecuencias νx = αλ , νy =
β
λ
y νz = γλ en la ecuación (2.8) ésta
puede escribirse como:
P (x, y; z) = exp [i2pi(xνx + yνy)] exp [i2pizνz] (2.9)
y a partir de esta, para el plano z = 0 se tiene el caso especial
P (x, y; 0) = exp [i2pi (xνx + yνy)] (2.10)
De acuerdo con la ecuación anterior, se encuentra una de las propiedades más
importantes de las ondas planas como solución de la ecuación de Helmholtz: una
onda plana en un plano z 6= 0 se puede describir con ayuda de la onda plana en el
plano z = 0
P (x, y; z) = P (x, y; 0) exp [i2pizνz] (2.11)
2.2.2. Descomposición de los campos ópticos en ondas planas
Uno de los caminos para encontrar un campo óptico propagado, que satisfaga la
ecuación de Helmholtz (2.7), consiste en reescribir el campo óptico Ψh(x, y; 0)
como una descomposición espectral en ondas planas en el sentido de la ecuación
(2.10)
Ψh(x, y; 0) =
∫∫
Ah(νx, νy; 0) exp [2pii(νxx+ νyy)] dνxdνy (2.12)
Esta última integral es una transformada de Fourier bidimensional y gracias a
sus propiedades, es posible reconstruir el espectro Ah(νx, νy; 0) por medio de la
transformada de Fourier inversa:
Ah(νx, νy; 0) =
∫∫
Ψh(x, y; 0) exp [−2pii(νxx+ νyy)] dxdy (2.13)
La ecuación (2.12) se puede interpretar como una superposición de ondas planas,
donde la amplitud compleja de cada onda está dada por Ah(νx, νy; 0) y su vector
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de onda por ~k = 2pi
λ
(α, β, γ) con α = λνx, β = λνy y γ =
√
1− (λνx)2 − (λνy)2
2.2.3. Propagación del espectro
De manera similar a la descomposición de Ψh(x, y; 0) en ondas planas, se puede
descomponer también el campo óptico Ψi(x, y; z)
Ψi(x, y; z) =
∫∫
Ai(νx, νy; z) exp [2pii(νxx+ νyy)] dνxdνy
=
∫∫
Ah(νx, νy; 0) exp [i2piνzz] exp [2pii(νxx+ νyy)] dνxdνy
En esta última expresión se utilizó para Ai(νx, νy; z) el principio de superposición
ejemplificado en la ecuación (2.11). Si se reemplazan además las frecuencias es-
paciales: νz = γλ =
1
λ
√
1− (λνx)2 − (λνy)2, se encuentra que
Ψi(x, y; z) =
∫∫
Ah(νx, νy; 0)
× exp
[
i2piz
√
1
λ2
− ν2x − ν2y
]
exp [2pii(νxx+ νyy)] dνxdνy(2.14)
Esta última ecuación, junto con la ecuación (2.13) solucionan el problema de la
propagación de un campo óptico Ψh(x, y; 0) una distancia z [27]. Este par de
ecuaciones son la base de lo que se denomina propagación del espectro angular
[23] y puede escribirse en notación de transformadas de Fourier como
Ψi(x, y; z) = F−1 {F {Ψh(x, y; 0)} Gz(νx, νy)} (2.15)
dondeF yF−1 representan las transformadas de Fourier directa e inversa yGz(νx, νy)
representa la función de transferencia del espacio libre dada por
Gz(νx, νy) = exp
[
i2piz
√
1
λ2
− ν2x − ν2y
]
(2.16)
Para evitar efectos evanescentes, se suele hacer Gz(νx, νy) = 0 cuando la raíz
genera resultados imaginarios 1[28].
1Otro punto de vista respecto de la ecuación (2.15), consiste en interpretarla como la convolu-
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Constantemente, a lo largo de esta tesis se hará referencia a la ecuación 2.15 por
medio de un operador Tz que actúa sobre una función de entrada Ψh(x, y; 0), para
generar una función de salida Ψi(x, y; z), es decir
Ψi(x, y; z) = Tz {Ψh(x, y; 0)} . (2.19)
2.3. Ejemplo de reconstrucción numérica
En las secciones 2.1 y 2.2 se mostró que para la reconstrucción numérica de un
holograma digital, es necesario simular dos procesos: iluminación y propagación.
Dichos procesos son una analogía para la reconstrucción de un holograma óptico.
Se mostró además que la información de los hologramas fuera de eje debe ser
sometida previamente a un proceso de filtrado espacial (subsección 2.1.1) en el
cual se elimina la información espectral asociada al orden cero y a la imagen real
(imagen gemela).
Para ilustrar este proceso se presentan a continuación dos ejemplos de reconstruc-
ción de hologramas simulados fuera-de-eje. Para el primero de ellos se ha supuesto
un holograma plano-imagen, es decir un holograma cuya distancia de propagación
es cero (d = 0). En este holograma se muestra el caso en el cual un objeto de fase
interfiere con una onda de referencia perfectamente plana.
Para el segundo caso se recrea un holograma, para un objeto ubicado a una dis-
tancia de 30 mm del plano del holograma, al cual se le ha adicionado intencional-
mente una alteración en la fase del objeto. 2
ción entre dos funciones
Ψi(x, y; z) = Ψh(x, y; 0)⊗ gz(x, y) (2.17)
donde gz(x, y) = F {Gz(ξ, η)} es la función respuesta al impulso del espacio libre (ver referencia
[27]), dada por
gz(x, y) = − 12pi
∂
∂z
(
exp(−ikr)
r
)
=
1
2pi
exp(−ikr)
r
z
r
(
ik +
1
r
)
(2.18)
2Todas las simulaciones han sido elaboradas utilizando scripts de Python [29]. Para los procesos
que involucran transformadas de Fourier se utilizaron rutinas de transformada rápida de Fourier de
la librería fftw [30] implementada en la librería Numpy de Python. Otras librerias que se utilizaron
en este trabajo son Pylab [31] para el manejo de las imágenes, Wxpython [32] y Pygame [33] para
el control de ventanas y para el manejo interactivo de las aplicaciones.
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2.3.1. Caso 1: holograma plano-imagen
Para simular este holograma se generaron dos campos complejos, el primero de
ellos corresponde a un objeto de amplitud constante
o(x, y) = exp i ωo(x, y) (2.20)
donde ωo es una distribución de fase medida en radianes que esta de acuerdo
con la imagen de la figura 2.3a. El segundo campo corresponde a una onda plana
unitaria que tiene una forma dada por la ecuación (2.10), esto es
r(x, y) = exp [i2pi(x∆x νx + y∆y νy)] (2.21)
Los parametros para la simulación de esta onda plana de referencia, que se mues-
tra en la figura 2.3b, son
λ = 0,442µm
Dimensiones del arreglo: M ×N = 640× 480 pixeles.
Tamaños de pixel: ∆x = ∆y = 7,5µm
θx = θy = 89,4
o. (Estos ángulos directores están de acuerdo con los ángulos
de la figura 2.2. Básicamente hablan de una onda cuya dirección diverge
muy poco de la dirección z).
νx = νy = cos(θx)/λ = 0,02369µm
−1.
a b
Figura 2.3: (a) Distribución de fase para la onda objeto. (b) Holograma plano-imagen
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El holograma simulado corresponde al cuadrado del valor absoluto de la superpo-
sición entre los campos objeto y referencia. Como consecuencia de ángulos iguales
con los ejes x y y por parte del haz de referencia, se generan franjas inclinadas a
45o.
En la figura 2.3b se observa en detalle el comportamiento de las franjas sobre
uno de los bordes en los que ocurre un cambio de fase. De acuerdo con la ley de
Bragg estas franjas tienen un ancho aproximado de 21µm por lo cual alcanzan a
resolverse sin problema con los pixeles de 7,5µm, esto también garantiza que no
presentará aliasing pues se satisfacen condiciones adecuadas de muestreo [23]
a b
Figura 2.4: (a) Imagen con escala logarítmica para el valor absoluto de la transformada de Fou-
rier del holograma simulado. (b) Enmascaramiento manual para el filtrado espacial de frecuencias.
En la figura 2.4a se tiene el valor absoluto de la transformada de Fourier del
holograma vista en una escala logarítmica. Lo que se observa aquí no corresponde
exactamente a los dos lóbulos que se mostraron en la figura 2.1b. En este caso
los lóbulos se extienden espacialmente en cada uno de los ejes. Lo anterior es
consecuencia de la extensión finita del holograma y se traduce en que cualquier
selección espectral dejará por fuera algunas frecuencias componentes del objeto.
Los efectos de este filtrado espacial se hacen evidentes en la reconstrucción de
amplitud del holograma 2.5a. Si bien la amplitud simulada es constante, el filtrado
de frecuencias mostrado en 2.4b ha generado una imagen en donde se identifican
los bordes de los escalones de fase. Lo anterior se debe al recorte espectral de
algunas de las componentes de alta frecuencia.
En la figura 2.5b se muestra la reconstrucción numérica de la fase del objeto,
utilizando como iluminación una onda plana que se propaga a lo largo del eje z. En
la zona detallada se observan franjas de fase que tienen la misma frecuencia que
las franjas de intensidad del holograma. La aparición de estas franjas o portador
lineal es una consecuencia directa de la geometría fuera-de-eje.
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a b
Figura 2.5: (a) y (b) Reconstrucción de la amplitud y de la fase del holograma filtrado con la
máscara seleccionada manualmente.
Hay que tener en cuenta que la onda de iluminación más adecuada para la re-
construcción es la que tiene la misma orientación que la onda de referencia con
la que se generó el holograma. Existe una técnica tomada del análisis de interfe-
rogramas [24] que permite eliminar la presencia del portador lineal sin necesidad
de conocer la orientación de la onda de referencia. En esta técnica se centra ma-
nualmente la selección espectral (ver figura 2.6a) como un paso complementario
al filtrado de frecuencias del holograma. En consecuencia se elimina la frecuencia
lineal portadora y se reconstruye la fase del objeto (ver figura 2.6b).
a b
Figura 2.6: (a) Filtrado manual de frecuencias con centrado del lóbulo espectral de la imagen
virtual. (b) Reconstrucción de la fase del holograma.
La técnica de centrado del espectro no siempre garantiza buenos resultados. En la
figura 2.6b se observa un salto de fase en una de las esquinas inferiores. Este error
en la fase del objeto se debe a que el centrado del espectro es una técnica manual
que puede tener errores de ajuste.
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Para la imagen de la figura 2.7 se ha realizado un proceso de desenvolvimiento de
fase , en el cual se eliminan las discontinuidades presentes en la imagen de fase.
El resultado muestra la reconstrucción de la fase del objeto original, en la que se
visualiza una fase sobrepuesta correspondiente a un plano inclinado.
Figura 2.7: Imagen de fase con desenvolvimiento. Esta imagen y todas las imágenes tridimen-
sionales de este trabajo se elaboraron utilizando el software de libre distribución: ImageJ [34]
2.3.2. Caso 2: holograma plano-arbitrario con una alteración
en la fase
Para la simulación de este holograma se partió de dos campos complejos: una onda
plana de referencia con parámetros idénticos a la onda descrita por la ecuación
2.21 y una onda objeto que utiliza la misma distribución de fase de la figura 2.3a.
Además esta onda objeto tiene una alteración de fase adicional
o(x, y) = exp i ωo(x, y) exp{i c0 ((x∆x)2 + (y∆y)2)} (2.22)
Esta alteración de fase equivale a una curvatura y se puede interpretar como la
aberración sobre el frente de onda que sería ocasionada por algún elemento ópti-
co de magnificación. En este caso el parámetro c0 se tomó arbitrariamente como
2, 67× 10−6 µm−2 y ∆x = ∆y = 7,5µm .
Esta onda objeto se hace propagar numéricamente 30mm, antes de interferir con
el haz de referencia, es decir
2.3. Ejemplo de reconstrucción numérica 16
o30mm(x, y) = F−1 {F {o(x, y)} G30mm(νx, νy)}
donde la función Gz(νx, νy) se describió en la ecuación (2.16).
a b
Figura 2.8: Holograma simulado en un plano-arbitrario (a) Holograma simulado a 30 mm del
objeto. (b) Filtrado manual de frecuencias que incluye un centrado del lóbulo espectral para la
imagen virtual
El holograma simulado se muestra en la figura 2.8a. Nótese que en el detalle de
los bordes del objeto se ven los efectos difractivos ocasionados por la propagación.
En la figura 2.8b se ilustra el proceso de filtrado del espectro correspondiente a
la imagen virtual. Este lóbulo se centró para eliminar la información del portador
lineal.
En la figuras 2.9a y 2.9b se muestran las reconstrucciones de amplitud y de fase
para el holograma filtrado. En la primera se observa claramente la difracción de los
bordes en las zonas con cambios de fase y en la segunda se identifica el portador
esférico que ha sido añadido a la fase del objeto.
a b
Figura 2.9: (a) y (b) Reconstrucciones de amplitud y fase en el plano del holograma.
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En la figuras 2.10a y 2.10b aparecen de nuevo las reconstrucciones de amplitud y
fase, solo que esta vez el campo óptico ha sido numéricamente propagado con la
aproximación de espectro angular de la sección 2.2 hasta el plano donde se forma
la imagen virtual.
a b
Figura 2.10: (a) y (b) Reconstrucciones de amplitud y fase en el plano imagen.
Para la figura 2.11 se ha desenvuelto la fase en el plano imagen. A pesar de que el
centrado del espectro ha permitido simular de manera adecuada la orientación del
haz de referencia y se ha eliminado el portador lineal, se ve la presencia de una
curvatura sobre la fase del objeto. Esta curvatura es ocasionada por el portador
esférico que acompaña a la fase del objeto en la simulación.
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Figura 2.11: Mapa de fase en el plano imagen con desenvolvimiento.
La presencia de esta curvatura representa un problema a la hora de interpretar
correctamente la información del mapa de fase. En lo que sigue se mostrará el
estado del arte en la técnicas de compensación de esta curvatura.
Capítulo 3
Estado del arte de las técnicas para
la compensación de las alteraciones
de fase
En la sección 2.3.2 se ilustraron las consecuencias de introducir un portador esfé-
rico adicional en un holograma simulado. (figura 2.11). Estos resultados permiten
entender la magnitud del problema que implican las alteraciones de fase descono-
cidas para un holograma digital, pues si dichas alteraciones están presentes no es
posible obtener la información real del objeto.
Las alteraciones de fase de un holograma digital se generan en la etapa de regis-
tro. El origen de estas alteraciones está en la misma información de los haces que
interfieren en el plano del holograma. Para el caso de la holografía sin lentes las
alteraciones de fase pueden surgir de las tolerancias en la planitud de los elemen-
tos ópticos como divisores o espejos, ó tambien puede deberse a circunstancias
experimentales tales como los errores de alineación o de colimación. Para el caso
de la microscopía holográfica digital, las alteraciones de fase están en su mayoría
conectadas con las aberraciones propias de los sistemas de lentes usados para la
magnificación.
Para eliminar o compensar los efectos de las alteraciones de fase sería necesario
conocer a-priori todos los parámetros experimentales que definen la alteración.
En la literatura se han presentado varias soluciones en este sentido que implican
el registro de por lo menos dos hologramas. El problema se complica un poco
más para el caso en el cual se dispone únicamente de la información de un único
holograma. En esta situación el reto es doble, pues a partir de un único registro
hay que reconstruir el frente de onda y además hallar los parámetros que definen
la alteración para compensar la fase del frente de onda reconstruido.
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En 1966 Upatnieks [35] y más tarde, en 1971, Ward [36], proponen una técni-
ca experimental para compensar la aberración esférica. La primera parte de esta
técnica consistía en generar un holograma a partir del frente de onda aberrado
de una lente. Luego se combinaba la reconstrucción del holograma con la lente
misma y se suprimían así los efectos de la aberración esférica en la formación de
la imagen. En este método, la reconstrucción del frente de onda holográfico ac-
túaba básicamente como una máscara de fase que modificaba directamente a la
aberración.
Este esquema de compensación de aberraciones desarrollado por Upatnieks, des-
cribe perfectamente la mayoría de los métodos de compensación de fase utilizados
hasta hoy en holografía digital. En todos estos métodos se utilizan máscaras de fase
numéricas que operan directamente sobre el campo óptico, bien sea en el plano del
holograma o en el plano de la imagen.
De acuerdo con la forma en que se genera la máscara de fase, los métodos de
compensación desarrollados hasta la fecha se pueden clasificar en tres categorías:
1. Máscaras a partir del ajuste manual de los parámetros que caracterizan la
alteración,
2. Máscaras a partir de información experimental de la alteración, y
3. Máscaras a partir del ajuste automático de los parámetros que caracterizan
la alteración.
Respecto al desarrollo de estos métodos, durante los ultimos diez años es de re-
saltar el trabajo del grupo suizo liderado por Christian Depeursinge en la Ecole
Polytechnique Fédérale de Lausanne [37, 16]. Ellos han sido pioneros en el desa-
rrollo de la microscopía holográfica digital. Otro frente de trabajo importante, ha
sido el grupo italiano del Istituto Nazionale di Ottica Applicata liderado por Pietro
Ferraro [38].
A continuación se hace un recuento de los métodos de compensación desarrollados
por estos grupos.
3.1. Máscara de fase a partir del ajuste manual de
los parámetros
La idea de estos métodos es generar la máscara de fase a partir de un modelo
numérico de las aberraciones. Esta tarea se facilita cuando se conocen valores a-
priori de constantes como la distancia de propagación, el radio de curvatura de la
3.1. Máscara de fase a partir del ajuste manual de los parámetros 21
onda objeto y la inclinación de la onda de referencia. En caso de no conocerlos, es
necesario ajustar los valores para estos parámetros en procesos que implican una
gran dosis de ensayo y error.
Los trabajos más relevantes al respecto son los siguientes:
3.1.1. Grupo suizo (Depeursinge)
En 1999 este grupo propone una técnica para la corrección de alteraciones de fase,
a partir de hologramas que han sido filtrados espacialmente (ver sección 2.1.1).
En esta técnica se propone usar dos máscaras de fase [39]. La primera se utiliza
para compensar el tilt generado por la orientación de la onda de referencia. Su
forma funcional corresponde a una onda plana descrita en las coordenadas del
plano del holograma
r(x, y) = exp
[
i
2pi
λ
(kx x+ ky y)
]
(3.1)
La segunda máscara está ubicada en el plano imagen (ξ, η), y con ella se busca
compensar la curvatura inherente al uso de lentes de magnificación. Es de la forma
Φ(ξ, η) = exp
[
−i pi
λD
(
ξ2 + η2
)]
(3.2)
donde D es un parámetro que representa al radio de curvatura. En total deben
hallarse tres parámetros adicionales a la distancia de propagación: los valores nu-
méricos de los cosenos directores kx y ky, y el radio D. Hallar estos valores implica
un arduo trabajo, pues es necesario ajustarlos a mano simultáneamente: al cam-
biar los valores de kx y ky la imagen reconstruida se desplaza lateralmente lo
que modifica también la escogencia del parámetro D. En consecuencia, el modelo
numérico para la segunda máscara de fase sólo llega hasta orden dos, pues el ajuste
manual de parámetros adicionales se convierte en una tarea demasiado extensa.
3.1.2. Grupo italiano (Ferraro)
En el año 2003 este grupo desarrolló una técnica de aproximaciones sucesivas para
la compensación del tilt y la curvatura [21]. El método consiste de cuatro máscaras
de fase que se aplican de manera secuencial en el plano del holograma. El hecho
de hacer la corrección verificando la fase del holograma evita los corrimientos
espaciales que le ocurren a Depeursinge al examinar la fase de la imagen, por lo
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tanto este procedimiento es menos árduo a pesar de tener que resolver el valor de
diez parámetros de ajuste. Las máscaras de fase propuestas son las siguientes:
1. Una máscara de fase para ajustar la curvatura. Esta tiene la forma
Φ1(x, y) = exp
[
i
pi
λD1
(
(x− x0)2 + (y − y0)2
)]
(3.3)
Para generar esta máscara es necesario averiguar tres parámetros descono-
cidos, el radio de curvatura D1 y el centro de la esfera dado por el punto
(x0, y0).
2. Luego de aplicar la anterior máscara, se aplica otra máscara de fase para
hacer un ajuste un poco más fino. Esta máscara tiene la forma
Φ2(x, y) = exp
[
i
pi
λD2
(
x2 + σy2
)]
(3.4)
Para esta máscara hay que averiguar dos parámetros σ y D2 con los cuales
se busca eliminar las posibles deformaciones elípticas de la imagen de fase,
debidas a la presencia de algún tipo de astigmatismo en el frente de onda.
3. Al tener zonas aproximadamente circulares se aplica una máscara más dada
por
Φ3(x, y) = exp
[
i
pi
λD3
(
x2 + y2
)]
(3.5)
El radio de curvatura para esta máscara D3 debe permitir eliminar por com-
pleto la curvatura del mapa de fase del holograma.
4. La última máscara que se aplica se utiliza para eliminar el tilt residual. Esta
tiene la forma
Φ4(x, y) = exp
[
i
2pi
λ
(γ x+ ρ y)
]
(3.6)
Los dos parámetros γ y ρ se ajustan para eliminar por completo la informa-
ción de portadores lineales en el holograma.
Una vez se han aplicado estas máscaras de fase en el plano del holograma, el
campo óptico compensado se propaga hasta al plano imagen donde se espera
obtener una imagen libre de tilt y de curvatura. El problema de este método,
además del cálculo manual de diez parámetros, está en que las máscaras de fase
compensan únicamente hasta orden dos. El resultado de este método se ilustra
más adelante, en la figura 3.3b.
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3.2. Máscara de fase a partir de información experi-
mental
En la anterior categoría, la máscara de fase puede generarse a partir de la infor-
mación de un único holograma. A diferencia de estos métodos, a continuación se
presentan un conjunto de técnicas que implican por lo general el registro de dos
hologramas. A dichas técnicas se les denomina de doble exposición en analogía a
los métodos de doble exposición propios de la interferometria holográfica [28].
Respecto a este método se tienen dos alternativas:
3.2.1. Grupo suizo (Depeursinge)
En el 2006 Depeursinge [19] propone un montaje de microscopía holográfica digi-
tal para objetos reflectivos. La técnica de doble exposición que se plantea requiere
el registro de por lo menos dos hologramas: para el primero se utiliza el objeto, pa-
ra el segundo reemplaza el objeto por una superficie reflectiva plana. Depeursinge
genera la máscara de fase a partir de la fase de esta última superficie.
La idea es que en este método de doble exposición se compensan completamente
las aberraciones que se generan como contribución de las lentes de magnificación
o por alteraciones presentes en el haz de referencia. Para entender cual es la idea
del método, supongamos que la onda de referencia está descrita por la expresión
r(x, y) = |r| exp(i (kxx+ kyy)) exp(iWr(x, y)) (3.7)
dondeWr(x, y) representa una fase de aberración para el haz de referencia. Además
se tienen dos expresiones más: el campo óptico sin objeto oo(x, y) y el campo óp-
tico con objeto o(x, y), las cuales incluyen el término de aberración de faseWo(x, y)
debido al sistema de magnificación
oo(x, y) = |oo| exp(iWo(x, y))
o(x, y) = |o| exp(iφ(x, y)) exp(iWo(x, y)) (3.8)
aquí φ(x, y) representa la fase del objeto.
A partir de estas expresiones se construye una descripción de los campos ópticos
con y sin objeto en el plano del holograma
Ifh = r
∗o = |r||o| exp (i φ(x, y)) exp(iW (x, y))
If2h = r
∗oo = |r||oo| exp(iW (x, y)) (3.9)
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donde W (x, y) describe la fase general de la aberración W (x, y) = kxx + kyy +
Wo(x, y)−Wr(x, y).
La máscara de fase se crea a partir de la fase conjugada del holograma sin objeto,
es decir
m(x, y) = arg(If2h) = exp(−iW ) (3.10)
Finalmente, al multiplicar esta máscara de fase por el campo aberrado, se elimina
por completo la aberración en el plano del holograma
Ψcomph (x, y) = I
f
h (x, y)m(x, y) = |r||o| exp (i (φ(x, y)) . (3.11)
Al propagar este frente de onda se obtiene una reconstrucción sin aberraciones en
el plano imagen
Ψcompi (ξ, η) = Tz {Ψcomph (x, y)} = Ψcomph (x, y)⊗ gz(x, y) (3.12)
= |r||o| exp (i (φ(x, y))⊗ gz(x, y).
aquí gz(x, y) = F {Gz(ξ, η)} donde Gz corresponde a la Función de Transferencia
de la propagación por espectro angular (ecuación 2.16).
Para ilustrar este método, se muestra la reconstrucción de fase del holograma
simulado en la sección 2.3.2. Para este holograma se simuló adicionalmente un
holograma sin objeto con los mismos parámetros y apartir de la fase de este último
se elaboró la máscara de fase correspondiente. Para distancias de propagación de
30 mm y 200 mm (figuras 3.1a y 3.1b) las alteraciones de fase se compensan
exitosamente.
a b
Figura 3.1: Reconstrucciones de fase con el método del grupo suizo para distancias de propaga-
ción de (a) 30 mm y (b) 200 mm.
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3.2.2. Grupo italiano (Ferraro)
En el 2003 Ferraro [21] propuso otro método de doble exposición para la com-
pensación de aberraciones de fase en microscopía holográfica digital. Al igual que
ocurre en el método de Depeursinge se genera la máscara de fase en el plano del
holograma. La diferencia está en que esta máscara se propaga hasta el plano ima-
gen y es allí donde se multiplica por el campo óptico para eliminar las alteraciones
de fase.
La idea del método se puede entender mejor si se describe el campo óptico Ψfi
propagado como
Ψfi (ξ, η) = Tz
{
Ifh (x, y)
}
= Ifh (x, y)⊗ gz(x, y)
= |r||o| exp (i φ) exp (iW (x, y))⊗ gz(x, y) (3.13)
La máscara de fase en el plano imagen se puede ver como la propagación de la
máscara de fase propuesta por Depeursinge
M(ξ, η) = Tz {m(x, y)} = m(x, y)⊗ gz(x, y) (3.14)
= exp (−iW (x, y))⊗ gz(x, y)
Donde Tz es el operador de propagación del espectro angular definido en la ecuación
(2.19).
Finalmente la compensación ocurre en el plano imagen multiplicando el campo
propagado del objeto Ψfi por la máscara de fase M
Ψcompi (ξ, η) = M(ξ, η)Ψ
f
i (ξ, η)
= (|r||o| exp (i φ) exp (iW )⊗ gz) (exp (−iW )⊗ gz) (3.15)
Para analizar esta última expresión, recordemos, de la ecuación (2.18), que gz
representa la función respuesta al impulso para la propagación en el vacío. Cuando
la distancia de propagación es cercana a cero z → 0, esta respuesta al impulso se
comporta como un delta de Dirac. En ese caso límite la expresión (3.15) para el
campo toma la forma Ψcompi (ξ, η) = |r||o| exp (i φ) y se puede decir, como en el
caso de Depeursinge, que las alteraciones de fase se compensan. Los problemas
aparecen cuando las distancias de propagación no son tan pequeñas. En ese caso
gz deja de comportarse como un delta de Dirac en la ecuación (3.15) y como
consecuencia aparecen términos adicionales en la fase que impiden una adecuada
compensación de la aberración.
La aplicación de este método se ilustra en la figura 3.1a para distancias de propa-
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Figura 3.2: Reconstrucciones de fase con el método del grupo italiano para distancias de propa-
gación de (a) 30 mm y (b) 200 mm.
gación de 30 mm y en la figura 3.1b para distancias de propagación de 200 mm. En
ambos casos se nota un desplazamiento lateral en la imagen reconstruida que es
consecuencia de propagar los hologramas sin corrección de tilt. Para el primero de
ellos el método está corrigiendo de forma aceptable las aberraciones, sin embargo
cuando la distancia de reconstrucción es mas grande, el método de compensación
falla y aparece un rizado adicional sobre los objetos.
3.2.3. Grupo italiano (adicional)
En el mismo artículo en el que se publicó el método anteriormente descrito, Fe-
rraro propone un método mixto entre el registro de dos hologramas y el ajuste
manual de los parámetros de tilt y curvatura [21]. Para este método se registra
un holograma en una CCD de 1280 × 1024 pixeles. Una condición importante es
que el centro del portador esférico quede incluido en una zona plana dentro del
holograma registrado y lejos del objeto de interés.
A continuación se generan dos hologramas de 512 × 512 pixeles: el primero con
la información del objeto y el segundo con el portador esférico lo más centrado
posible. A partir de este último holograma se halla la máscara de fase ajustando
polinomialmente la fase del portador esférico. Finalmente, el campo óptico del ob-
jeto y la máscara de fase se propagan y su producto se evalúa en el plano imagen.
Este método no elimina correctamente la aberración debido a dos cosas: la primera
es que la máscara de fase que se plantea no ajusta los términos de tilt presentes
en el objeto, la segunda tiene que ver con el problema planteado en la sección
anterior y está relacionada con el hecho de aplicar la máscara de fase en el plano
de la imagen cuando esta habia sido calculada con los parámetros hallados en el
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plano del holograma. El resultado de aplicar este método se ilustra en la figura
3.3.
a
b c
Figura 3.3: (a) Holograma del grupo italiano, originalmente de 1280× 1024 pixeles. A partir de
este se generan dos hologramas de 512 × 512 pixeles, uno sin informacion del objeto (región I) y
otro con información del objeto (región II) (b) Compensación de aberraciones donde la máscara
de fase se generó a partir del método manual de aproximaciones sucesivas (sección 3.1.2). (c)
Reconstrucción de fase con el método mixto de doble exposición (sección 3.2.3): la máscara de
fase se construye a partir de la fase del sub-holograma de la región II. . Estas imágenes fueron
tomadas de la referencia [21].
3.3. Máscara de fase a partir del ajuste automático
de los parámetros
A pesar de que los modelos numéricos para las aberraciones permiten generar
máscaras de fase adecuadas para la compensación, el cálculo manual de los pa-
rámetros involucrados resulta ineficiente. Como alternativa para la generación de
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las máscaras de fase a partir de la información de un único holograma del objeto se
plantea un ajuste automático de estos mismos parámetros. En este caso las aproxi-
maciones numéricas surgen de la información contenida en las franjas, para zonas
del holograma en las cuales no hay objeto. Actualmente son los métodos más desa-
rrollados pues permiten compensar las alteraciones de fase con un elevado grado
de precisión.
En cuanto a estos métodos se tienen los siguientes desarrollos:
3.3.1. Grupo suizo (Depeursinge)
En el año 2006 el grupo de Depeursinge propone un método para el cual se utiliza
una única máscara de fase que actúa en el plano imagen (ξ, η) [18, 40, 41]. Esta
máscara tiene en cuenta los términos de tilt y de curvatura y se construye de la
forma
Γ(ξ, η) = exp
[
i
pi
λ
(
2 kxξ + 2 kxη − ξ
2 + η2
D
)]
(3.16)
Donde kx y kyson valores que deben ser ajustados para ajustar la inclinación de la
onda de referencia yD es un parámetro que se ajusta para compensar la curvatura.
Para facilitar el ajuste autómatico de los parámetros desconocidos de la máscara
de fase, se adopta la notación
Γ(ξ, η) = exp
[
i
(
C01ξ + C10η + C22(ξ
2 + η2)
)]
(3.17)
en donde los factores C01 y C10 son proporcionales a los parámetros del experi-
mento kx y ky, y el factor C22 es inversamente proporcional a D.
Para construir esta máscara de fase se sigue un procedimiento de cinco pasos. A
continuación se mencionan los pasos y se ilustran los resultados de su implemen-
tación (figura 3.4) utilizando el holograma simulado de la sección 2.3.2 (capítulo
2)
1. Se extraen dos perfiles a partir de la fase reconstruida en el plano de la
imagen: un perfil horizontal y perfil vertical. Ambos deben corresponder a
zonas que no tengan información del objeto. Estos perfiles se muestran en la
figura 3.4a.
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2. Sobre cada uno de estos cortes se hace un proceso de desenvolvimiento de
fase y se obtienen curvas como las da la figura 3.4b.
3. Se ajusta cada uno de los perfiles con un polinomio de segundo orden: para
la línea vertical a0ξ + a1 ξ + a2 ξ2 y para la línea horizontal b0η + b1 η + b2 η2.
4. A partir de estos coeficientes polinomiales, se genera una máscara de fase de
la forma
Γ0(ξ, η) = exp
[
i
(
a1 ξ + b1 η + a2ξ
2 + b2η
2
)]
(3.18)
5. Se obtiene una imagen de fase compensada multiplicando el campo óptico
original por la máscara de fase calculada en el paso anterior (figura 3.4c) .
Luego de aplicar el método señalado anteriormente, la imagen de fase puede con-
tener saltos de fase remanentes ocasionados por posibles errores en el desenvol-
vimiento y por la no inclusión de los coeficientes de orden cero. Para minimizar
estos errores es posible iterar el algoritmo (pasos 1 a 5) varias veces hasta obtener
una convergencia en la imagen de fase. Los resultados de la siguiente iteración
para el caso del holograma simulado se muestran en la figura 3.4e. Notese cómo
en esta última figura la fase del holograma está desplazada lateralmente (tal y
como ocurre para la figura 3.1c) como consecuencia del tilt que no se corrigió en
el plano del holograma.
El hecho de ajustar funciones bidimensionales por medio de perfiles unidimensio-
nales convierte el método propuesto por el grupo suizo en uno de los métodos
más eficientes. Además de esto, la máscara de fase en el plano imagen (ecuación
3.18) tiene la ventaja de permitir una generalización si se tienen hologramas con
aberraciones descritas por polinomios de alto orden. Esta generalización es de la
forma
Γ(ξ, η) = exp
[
i
H∑
α=0
V∑
β=0
Cαβξ
αηβ
]
(3.19)
dondeH y V definen respectivamente el órden de los polinomios en las direcciones
horizontal y vertical.
Para el caso de necesitar coeficientes de alto orden, no es suficiente con extraer
dos únicos perfiles de la imagen de fase. En este caso la superficie que conduce a la
generación de la máscara de fase debe hallarse con un número mayor de perfiles.
Un ejemplo de la extensión de este método se ilustra en la figura 3.5 en donde se
muestra la fase reconstruida de un pequeño espejo plano como objeto.
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Figura 3.4: Ajuste automático de la máscara de fase a segundo orden de acuerdo con el procedi-
miento del grupo suizo. En la columna de la izquierda se muestra la imagen de fase compensada
luego de cada iteración. En la columna de la derecha se muestra el ajuste polinomial para el perfil
vertical desenvuelto. (a) y (b) corresponden a la fase original en el plano imagen, afectada por tilt
y una pequeña curvatura. (c) y (d) muestran la aberración remanente sobre la fase luego de la
primera iteración. (e) y (f) muestran la fase compensada luego de que la fase converge. En este
caso el corte sobre la fase muestra una distribución de ruido sobre la superficie con una desviación
estándar cercana a los 0.05 rad.
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Figura 3.5: Reconstrucciones de fase en las que se incrementa el orden del polinomio: para (a)
C00 (b) Se suman C10, C01, C20 y C02. (c) Se suman C11. (d) Se suma Cαβ con α + β = 3. (e) Se
suman C40 y C04. Nótese como la planitud, vista como la medida de la desviación estándar, mejora
sucesivamente a medida que se aumenta el grado de los coeficientes polinomiales. Estas imágenes
fueron tomadas de la referencia [40]
3.3.2. Grupo suizo (adicional)
En la sección anterior se mostró a grandes rasgos la estrategia del grupo suizo
para generar máscaras de fase en el plano imagen. Para crear estas máscaras no
se requiere un conocimiento previo de los parámetros que definen a las aberra-
ciones, tan sólo se necesita distinguir sin ambiguedad las zonas que no contienen
información del objeto.
El grupo suizo extiende su procedimiento contruyendo máscaras de fase tambien
para el plano del holograma [42]. La automatización de este proceso se puede lle-
var a cabo siguiendo un conjunto de pasos como los descritos en la sección 3.3.1.
Cabe resaltar que la simple corrección del tilt en el plano del holograma elimina
el problema del desplazamiento lateral de la imagen debido a la propagación (ver
figura 3.4e). Además el hecho de manipular el frente de onda en el plano holográ-
fico permitiría compensar no solamente alteraciones de fase sino también posibles
distorsiones que se presenten en la amplitud [43].
Depeursinge plantea dos cambios importantes para el tratamiento de la aberración
en el plano del holograma: el primero es tomar regiones disconexas en lugar de
perfiles para el ajuste de los coeficientes de la máscara de fase. El segundo consis-
te en la posibilidad de relacionar directamente los coeficientes de ajuste con las
aberraciones del sistema por medio de la construcción de polinomios de Zernike
[25].
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En cuanto al procedimiento numérico implementado para generar los coeficientes
de la máscara de fase, propone el uso de un método mixto entre el de perfiles uni-
dimensionales [44], para generar coeficientes que relacionen las regiones discone-
xas, y el de mínimos cuadrados [45] para resolver el problema sobredimensionado
que se plantea con la información de estas regiones.
Actualmente el grupo suizo combina en sus procesos el uso de máscaras de fase
mixtas en los planos del holograma y de la imagen [42].
Grupo italiano (Ferraro) e investigadores chinos (Yan)
En el año 2007 el grupo de Ferraro propone un método para el cual no es requisito
hacer una distinción clara entre las zonas con objeto y las zonas sin objeto [46].
Ferraro utiliza objetos muy delgados y de formas suaves. La idea es generar una
máscara de fase en el plano imagen a partir del ajuste de la totalidad de la imagen
de fase en ese mismo plano. Ferraro hace un ajuste con polinomios de Zernike con
el cual identifica las posibles aberraciones que afectan su sistema óptico. En las
figuras 3.6a y 3.6b, se muestran los resultados de aplicar su método al holograma
de una célula.
En el año 2009, un grupo de investigadores chinos publica un método que está en
la misma línea de compensación de Ferraro [20]. La diferencia es que no utilizan
polinomios de Zernike para el ajuste de la máscara de fase. Lo hacen a partir de
toda la información de fase en el plano imagen aproximan el radio y el punto de
origen de la esfera de referencia que determina la curvatura. Este problema sobre-
dimensionado lo resuelven, de forma parecida a Depeursinge, aplicando mínimos
cuadrados [45]. Finalmente, con estos par´ametros generan la máscara de fase que
compensa al frente de onda reconstruido.
En la figuras 3.6c y 3.6d se muestran los resultados de su método para un hologra-
ma de células epiteliales. La desventaja de este último método es que el modelo
numérico que se utiliza solo permite eliminar tilt y defoco.
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Figura 3.6: (a) Fase en el plano imagen para un objeto delgado, en este caso corresponde a una
célula. (b) Imagen de fase compensada luego de aplicar una máscara de fase para la cual se ajustó
toda la imagen de la fase del objeto, sin hacer selección de zonas con-sin objeto. Estas imágenes
fueron tomadas de la referencia [46]. (c) Fase reconstruida para una célula epitelial. (d) Fase luego
de aplicarle una máscara de fase que compensa la curvatura. Estas imágenes fueron tomadas del
artículo [20] realizado por el grupo italiano de Ferraro.
Capítulo 4
Estrategia implementada para la
compensación numérica de las
alteraciones de fase
De acuerdo con el capítulo 3, los métodos de compensación más satisfactorios,
son aquellos en los cuales la máscara de fase se construye a partir del método de
doble exposición, pues de esta manera se obtiene información complementaria que
describe exactamente los efectos del sistema óptico. Sin embargo, para el caso de
los objetos reflectivos, el uso de esta técnica demanda bastantes complicaciones
experimentales.
Para interpretar correctamente la información de la fase de las superficies reflec-
tivas, la máscara de fase debe generarse a partir de la información de un único
registro, y para cumplir con este objetivo, la mejor opción es la implementación
de un método automático para hallar los parámetros que definen la máscara.
Un hecho que llama la atención acerca de los métodos de compensación utilizados
actualmente, es la manera en la cual se obtiene el mapa de fase. La mayoría de
los autores, particularmente el grupo suizo [47], recurren a un filtrado espectral
utilizando un recorte manual de las frecuencias del holograma. Esta situación se
identificó como un problema importante durante el desarrollo de esta tesis, pues
un recorte inadecuado de las frecuencias puede generar alteraciones adicionales
en la información del mapa de fase.
A continuación, se describen las estrategias numéricas que se diseñaron, por parte
del autor, para atacar las alteraciones de la fase en holografía digital. La primera
de ellas tiene que ver con un método para hacer un filtrado automático en el
espacio de frecuencias. Con base en un criterio de distancia, este algoritmo permite
obtener un mapa de fase óptimo a partir de la información de un único holograma.
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La segunda estrategia numérica busca compensar las aberraciones contenidas en
la información del mapa de fase. Para esta última se utilizan dos máscaras de fase,
una en el plano del holograma y otra en el plano imagen, que se construyen a
partir de zonas de referencia plana ubicadas en el objeto mismo.
4.1. Filtrado automático del espectro del holograma
De acuerdo con las simulaciones desarrolladas, se encontraron espectros como el
mostrado en la figura 4.1, que no están espacialmente localizados, razón por la
cual pueden estar sobrelapados. Para este tipo de espectros siempre habrá pér-
dida de información, sin importar cómo se defina la máscara que selecciona las
frecuencias. Sin embargo, la aplicación de dicho filtro es una necesidad para la
reconstrucción adecuada del frente de onda en holografía digital fuera-de-eje.
Figura 4.1: (a) Imagen con escala logarítmica para la transformada de Fourier del holograma
simulado de la sección 2.3.2 donde se observan los espectros no localizados espacialmente y por
lo tanto sobrelapados.
El filtrado de frecuencias típicamente se implementa con máscaras de formas re-
gulares, como la que se muestra en la figura 2.4. El resultado de la aplicación de
estas máscaras no es el mejor, principalmente porque es un procedimiento que se
realiza manualmente. Lo ideal en esta situación es contar con criterios que permi-
tan definir automáticamente la mejor máscara para realizar el filtrado.
Hace poco tiempo se publicó una solución para efectuar un filtrado automático del
espectro [48]. En dicha solución se definen umbrales sobre los valores espectrales,
con los cuales se crea una máscara que define la posición espacial del orden de
interés. El problema de dicha solución es que obliga a recortar manualmente las
frecuencias asociadas a la imagen gemela, proceso que no resulta tan claro cuando
se tienen espectros como el de la figura 4.1.
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El algoritmo numérico que se propone en esta tesis, busca generar las condicio-
nes para lograr una reconstrucción de fase óptima. La idea de este algoritmo, es
separar adecuadamente las regiones correspondientes a cada uno de los órdenes,
basados en un criterio de distancia que además tenga en cuenta aquellas frecuen-
cias que aporten mayor información a la reconstrucción del campo óptico. Para
entender el concepto básico del algoritmo, en el cuadro 4.1 se muestra un ejemplo
de su aplicación a una distribución arbitraria de pixeles.
Cuadro 4.1: Distribución de pixeles a la cual se le aplica el procedimiento básico del algoritmo
de filtrado automático.PASO 1: Se ubica el punto máximo P no etiquetado. PASO 2: Se traza un
circulo de radio R con centro en P. PASO 2: Si el círculo contiene algun punto etiquetado, se copia la
etiqueta del punto, si no, se pone una nueva etiqueta. Como resultado, se obtiene una clasificación
de los pixeles dada por el valor de sus etiquetas.
Como resultado final de la aplicación de estos pasos, se espera obtener una clasi-
ficación de los pixeles del espectro dada por los valores de las etiquetas de cada
uno de los pixeles.
En principio, el número de pasos necesarios para una clasificación completa equi-
vale al número total de pixeles de la imagen. Sin embargo, es posible establecer un
criterio de corte, con el cual se evite hacer un barrido por cada uno de los pixeles
de la imagen espectral.
En este caso, el criterio de corte se estableció con la comparación de la suma es-
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Figura 4.2: Diagrama que describe el algoritmo para el filtrado automático de frecuencias.
pectral total 1 y la suma espectral de los valores etiquetados. Este criterio así como
el procedimiento completo para el filtrado automático del espectro se resumen en
el diagrama de la figura 4.2.
En las imágenes de la figura 4.3, se muestra un ejemplo de la aplicación del filtrado
automático para el espectro mostrado en la figura 4.1. En este caso escogió un
radio de 20 pixeles y se utilizaron distintos umbrales para la suma espectral. En
estas imágenes se puede observar la división de las regiones correspondiente a
cada orden, en escala de grises.
Una de las ventajas de la aplicación del algoritmo para el filtrado, es que para
imágenes como las de la figura 4.1, el orden cero, la imagen virtual y la imagen real
están etiquetadas con los números 0, 1 y 2 respectivamente. Lo anterior permite
asegurar que el algoritmo desarrollado es completamente automático en cuanto a
1A esta suma espectral se le denomina también como contenido espectral
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∑
TFH R=20, 60 % de
∑
TFH
R=20, 80 % de
∑
TFH R=20, 90 % de
∑
TFH
Figura 4.3: Clasificación automática de las zonas del espectro mostrado en la figura 4.1. Para
estas imágenes se escogió un radio R de 20 pixeles y se utilizaron distintos porcentajes de infor-
mación espectral.
la elección de la región espectral sin solapamientos.
Para las imágenes de la figura 4.4 se ha reconstruido la información de amplitud.
En este caso el espectro ha sido filtrado espacialmente utilizando las máscaras
etiquetadas con 1 en las imagenes de la figura 4.3. Se observa una progresión en
la calidad de la reconstrucción de amplitud a medida que se aumenta el umbral
para el contenido de la información espectral. Un detalle importante es la poca
diferencia entre las imágenes reconstruidas a partir de contenidos espectrales del
80 % y 90 %.
En esta tesis se utilizaron valores para el porcentaje de contenido espectral en un
80 %, ya que al fijar el radio y variar este porcentaje, no se apreció cambio en la
calidad de las fases reconstruidas para valores iguales o superiores al 50 %; a su
vez, cuando se fijó el porcentaje de contenido espectral en 80 % y se varió el radio,
no se observaron cambios apreciables en la calidad de las fases reconstruidas para
radios iguales o mayores a 10 pixeles.
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Figura 4.4: Reconstrucción de la información de amplitud a partir de la clasificación automática
de las zonas del espectro mostrado en la figura 4.1. Para estas imágenes se escogió un radio R de
20 pixeles y se utilizaron distintos porcentajes de la suma espectral.
4.2. Estrategia para la compensación numérica
Una de las características más importantes de los objetos reflectivos con los que
se cuenta para esta investigación, es que en ellos se pueden definir zonas planas
de referencia. Esta situación permite pensar en la posibilidad de realizar un ajuste
polinomial de estas zonas, y utilizarlo para compensar las aberraciones de las
regiones no-planas del mismo objeto.
De acuerdo con lo anterior, en esta tesis se plantea una estrategia para la compen-
sación de las alteraciones de fase, que incluye la generación automática de dos
máscaras de fase, a partir del mapa de fase, en dos planos distintos:
La primer máscara debe compensar el tilt en el plano del holograma.
La segunda debe compensar la curvatura y demás alteraciones que se propa-
guen al plano imagen.
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El ajuste polinomial de estas máscaras de fase, a partir de la información de las
zonas planas, es un problema que requiere la implementación de dos métodos nu-
méricos. El primer método involucra el desenvolvimiento de la fase en las regiones
seleccionadas. El segundo método esta relacionado con el ajuste polinomial de las
zonas planas.
De acuerdo con las sugerencias del trabajo de Depeursinge mostradas en las sec-
ciones 3.3.1 y 3.3.2, se opta por aplicar un algoritmo de mínimos cuadrados [45]
para hallar los coeficientes de la superfice polinomial que mejor se ajuste a la re-
ferencia plana del mapa de fase. Como resultado final de la aplicación de estas
máscaras, se espera obtener un mapa de fase compensado en el plano imagen,
sobre la cual sea posible realizar mediciones de relieve.
A continuación se describen los pasos necesarios para el diseño de las máscaras de
fase en cada uno de los planos. Estos pasos se ilustrarán mediante la aplicación al
holograma simulado de la sección 2.3.2.
4.2.1. Máscara de fase en el plano holograma
Con esta máscara, se busca generar la mejor aproximación numérica para la orien-
tación de la onda de iluminación, de manera que se asemeje a la onda de referen-
cia utilizada para el registro holográfico. Dicha onda de iluminación se supone
constante en amplitud y se espera que como consecuencia de multiplicar el campo
por esta máscara, se obtenga un campo óptico sin el tilt propio de la geometría
fuera-de-eje. Los pasos para la creación de esta máscara son:
1. SELECCIÓN DE UNA REGIÓN CON INFORMACIÓN DE UNA REFERENCIA PLANA:
A partir del holograma filtrado se hace una selección de regiones que no
posean información del objeto. Es importante que todas las regiones selec-
cionadas sean conexas para no perder la relación de fase a la hora de hacer
un desenvolvimiento.
Por lo general, a partir de la imagen de fase es difícil ubicar las zonas de
referencia plana. Lo mejor en este caso es utilizar la imagen de amplitud
en el plano del holograma, para ubicar las zonas que no tienen información
del objeto (zonas con línea contínua de la figura 4.5a). En la figura 4.5b
se muestra el mapa de fase con valores válidos únicamente sobre la región
seleccionada previamente.
2. DESENVOLVIMIENTO DE LA REGIÓN PLANA EN EL MAPA DE FASE: Se hace un
desenvolvimiento de fase de la imagen anteriormente seleccionada (ver fi-
gura 4.5b). Este desenvolvimiento debe resolver adecuadamente los puntos
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a b
Figura 4.5: Selección de la referencia plana (a) Imagen amplitud en el plano holográfico
con la selección de una región que no tiene información del objeto (zona encerrada con la
línea contínua). (b) Aplicación de esta selección al mapa de fase.
de ruido y de falta de información causados por la aparición de posibles
singularidades en la fase (ver figura 4.6a).
3. AJUSTE POLINOMIAL DEL MAPA DE FASE DESENVUELTO: Aplicando el método
de los mínimos cuadrados se ajusta linealmente el mapa de fase desenvuelto.
Este polinomio es de la forma φh(x, y) = c+ cxx+ cy y (ver figura 4.6b).
a b
Figura 4.6: (a) Desenvolvimiento del mapa de fase en las zonas de referencia plana. (b)
Ajuste polinomial del mapa de fase desenvuelta.
4. CONSTRUCCIÓN DE LA MÁSCARA DE FASE: A partir de la aproximación po-
linomial se construye la mascara de fase Γh(x, y) = exp {−i φh(x, y)}. Esta
máscara se multiplica por el campo reconstruido de forma que se corrige la
aparición del tilt. En la figura 4.7 se muestra el mapa de fase módulo 2pi
correspondiente a la fase de la máscara que se quiere generar.
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Figura 4.7: Imagen de la fase polinomial módulo 2pi.
La aplicación de la máscara de fase en el plano del holograma (figura 4.7) genera
un mapa de fase sin tilt como el mostrado en la figura 4.8a. En este caso, los
valores de los coeficientes encontrados para el plano inclinado que define al tilt son
cx = −1,11665 y cy = 1,11522. Estos valores se aproximan bastante al coeficiente
de la simulación original cx = cy = 1,11645 que se puede calcular a partir de los
parámetros de la sección 2.3.
Vale la pena resaltar, como era de esperarse, la similitud de esta última imagen
con el mapa de fase de la figura 2.9d, que fué obtenido luego de un proceso de
centrado en el espectro de frecuencias.
a b
Figura 4.8: (a) Fase con compensación de tilt en el plano del holograma. (b) Fase sin tilt propa-
gada al plano de la imagen.
4.2.2. Máscara de fase en el plano imagen
La compensación del tilt hecha en el plano del holograma, permite obtener como
resultado un campo óptico en-línea que se propagará a lo largo de la dirección del
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eje z. Para el mapa de fase de la figura 4.8b se propagó numéricamente el campo
óptico hasta el plano imagen. En este plano se aplica la siguiente máscara de fase
cuya creación sigue la misma secuencia de pasos que la máscara de fase del plano
del holograma. Esta nueva máscara permitirá, a partir del holograma de un objeto
reflectivo, obtener un campo óptico con las alteraciones de fase compensadas.
Lo pasos para la creación de esta máscara son:
1. SELECCIÓN DE UNA REGIÓN CON INFORMACIÓN DE UNA REFERENCIA PLANA:
A partir del mapa de fase del campo óptico propagado (ver figura 4.9a) se
seleccionan regiones que no posean información del objeto. De nuevo se
busca que todas las regiones seleccionadas sean conexas.
2. DESENVOLVIMIENTO DE LA REGIÓN PLANA EN EL MAPA DE FASE: Se hace un de-
senvolvimiento de fase de la imagen anteriormente seleccionada. (ver figura
4.9b).
a b
Figura 4.9: (a) Selección de una región sin información del objeto. (b) Desenvolvimiento
del mapa de fase
3. AJUSTE POLINOMIAL DEL MAPA DE FASE DESENVUELTO: Mediante el método de
los mínimos cuadrados se ajusta de manera no lineal el mapa de fase desen-
vuelto. El polinomio de ajuste es de la forma Φi(x, y) =
∑A
α=0
∑B
β=0 Cαβ ξ
αηβ.
Para la figura 4.10a se muestra un ajuste a orden dos.
4. CONSTRUCCIÓN DE LA MÁSCARA DE FASE: A partir de la aproximación polino-
mial anterior se construye una mascara de fase del tipo
Γi(x, y) = exp {−iΦi(x, y)}
En la figura 4.10b se muestra el mapa polinomial de fase módulo 2pi. Uti-
lizando una fase como esta se genera la máscara de fase de compensación.
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a b
Figura 4.10: (a) Ajuste polinomial del mapa de fase. (b) Construcción de la máscara de
fase.
Para el caso de la simulación mostrada, el ajuste polinomial de la fase permite
obtener valores para los coeficientes de cx2 = 0,00014834 y cy2 = 0,00014831.
La diferencia porcentual con el valor dado de estos coeficientes en la simulación
(cx2 = cy2 = 0,00015) es de apenas un 1.1 %.
La figura 4.11 muestra el mapa de fase luego de la aplicación de la máscara de fase
en el plano imagen. Se observa que la aplicación de la máscara permite compensar
adecuadamente la aparición de la curvatura.
Figura 4.11: Reconstrucción 3D del mapa de fase compensado.
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PROCEDIMIENTO RESULTADO
Holograma Digital
I = or∗ + o∗r + oc
ILUMINACIÓN
Campo plano
holograma Ψh = I rd
Filtrado espacial automático
Holograma filtrado
IF = o r∗ rd
Producto con la máscara de fase
en el plano del holograma Γh
Campo modificado
ΨΓh = Ψh Γh
PROPAGACIÓN
Campo propagado
ΨΓi = Tz{ΨΓh}
Producto con la máscara de fase
en el plano imagen ΓI
Campo compensado
Ψi = ΨΓi Γi
Cuadro 4.2: (a) Diagrama que resume la estrategia numérica a implementar para la compen-
sación de las alteraciones en la fase de los objetos reflectivos.
PROCEDIMIENTO RESULTADO
Mapa de fase φ = arg{Ψ}
1 Selección de una región plana
Fase de referencia envuelta
φwr
2 Desenvolvimiento de fase
Fase de referencia
desenvuelta φr
3 Ajuste polinomial de la fase
Fase polinomial
φv =
∑v
α
∑v
β cαβξ
αηβ
4
Construcción de la máscara de
fase
Máscara de fase
Γ = exp{−i φv}
Cuadro 4.3: (b) Diagrama que explica la generación de las máscaras de fase.
Para concluir esta sección, en los cuadros 4.2 y 4.3, se hace un resumen de la
estrategia que se implementará en los siguientes capítulos para la compensación
de la fase en el caso de tener objetos reflectivos.
Capítulo 5
Aplicación de la estrategia de
compensación sobre fases obtenidas
experimentalmente
En esta sección se describe la configuración experimental que se implementó para
el registro de los hologramas digitales de objetos reflectivos. Además, se presentan
detalles acerca del proceso de fabricación del objeto de prueba, consistente en una
réplica reflectiva de una tarjeta utilizada en pruebas de resolución.
Para terminar, se muestra cómo son los hologramas digitales obtenidos a partir
del montaje y además, se implementa la estrategia numérica de compensación de
alteraciones propuesta en el capítulo 4.
5.1. Montaje experimental
La tarea de un montaje experimental en holografía digital es la de generar un
patrón de interferencia entre dos frentes de onda: la onda que porta información
del objeto y la onda de referencia. La configuración tradicional para estos montajes
corresponde a la de interferómetros de división de amplitud y en la mayoría de la
literatura se reportan adaptaciones de los interferómetros tipo Michelson y Mach-
Zehnder [49] para la implementación de montajes holográficos fuera-de-eje [15,
50, 51, 52].
Los montajes tipo Michelson tienen un único divisor de amplitud y dos espejos
planos con los cuales se determina la dirección relativa entre los dos frentes de
onda que se superponen. El uso de un interferómetro de Michelson resulta muy
conveniente para el análisis de objetos reflectivos, pues si se reemplaza uno de
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Figura 5.1: Montaje de holografía digital para objetos reflectivos. En esta figura M1 y M2 son
espejos con planitudes de λ/4, LC una lente colimadora, L1 y L2 lentes del sistema de magnificación
y CDH corresponde a un cubo divisor de haz.
sus espejos por el objeto, el patrón de interferencia generado llevará implícita las
diferencias de camino óptico ocasionadas por la topografía del objeto mismo.
En la figura 5.1 se muestra un esquema del montaje experimental implementado
en esta tesis, para el registro de los hologramas de objetos reflectivos. Este montaje
describe básicamente un interferómetro tipo Michelson iluminado por un frente
de onda plano. Este frente de onda se logra con el filtro espacial FE y con la lente
colimadora LC los cuales generan un haz colimado a partir de la iluminación de
un láser de He-Ar. Este láser de marca Liconix [53] tiene una longitud de onda de
442 nm., con una longitud de coherencia del orden de los 10 cm., y una potencia
nominal de 50 mW.
El frente de onda correspondiente al haz colimado se divide en dos trayectorias
ortogonales por medio de un cubo divisor de haz CDH. La primera trayectoria
colimada es la onda de referencia. Su orientación puede controlarse con ayuda del
espejo M2 el cual la refleja hacia el sensor CCD. La segunda trayectoria colimada
corresponde a la onda objeto la cual lleva la información del campo óptico reflejado
por el objeto reflectivo también al CCD.
Para este montaje se instaló un sistema de magnificación en la trayectoria de la
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Figure 5.2: Montaje óptico implementado. En este montaje se colocó un sistema de carros
coordenados como soporte para el sensor CCD de la cámara.
onda objeto. Dicho sistema está conformado por dos lentes convergentes L1 y L2.
L1 es un doblete acromático que tiene una distancia focal efectiva de 250 mm y un
diámetro de 50 mm. L2 es un objetivo de microscopio JIS con una magnificación
de 5X y una apertura numérica de 0,12. Este sistema está en una disposición, se-
mejante a los sistemas de los telescopios refractores, para la cual se hacen coincidir
las distancias focales anterior y posterior de las lentes L1 y L2. A estos sistemas
se les conoce como afocales y se caracterizan por el hecho que magnificaciones
laterales y longitudinales son constantes [54].
Las distancias de los brazos del interferómetro son grandes (del orden de 30 cm),
debido a la magnitud de la distancia focal de la lente incluida en el brazo objeto
(ver figura 5.2). En consecuencia, el contraste de las franjas del holograma puede
verse afectado por vibraciones. Para atenuar este efecto, el sistema interferométri-
co se montó sobre una mesa con amortiguación neumática.
Como elemento sensor para este montaje (ver figura 5.4a) se utilizó el sensor CCD
de una cámara comercial, utilizada convencionalmente para labores de vigilancia.
Esta cámara, cuyo sensor tiene un tamaño de pixel desconocido, se conecta al
computador por medio de una tarjeta de captura.
La cámara está soportada en un sistema de tres carros con motores de paso que
tienen resolución de una micra. Estos funcionan como un posicionador-xyz [55]
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para desplazar longitudinalmente la cámara en distancias conocidas, y para tras-
laciones laterales con las cuales se seleccionan las regiones de interés en el plano
del holograma 1.
5.2. Elaboración del objeto reflectivo
El tipo de objeto que se requiere para reemplazar uno de los espejos planos del
interferómetro de Michelson debe parecerse al espejo mismo. En este caso debe
tener una reflectividad aproximadamente uniforme y zonas que puedan consi-
derarse planas (ver figura 5.3). El objeto reflectivo de prueba que se utilizó en
este proyecto corresponde a una réplica metálica de la tarjeta USAF-1951 de alta
resolución[58]. Esta tarjeta es convencionalmente utilizada para examinar la reso-
lución lateral en instrumentos ópticos. Los detalles del proceso para la generación
de esta réplica se describen en el apéndice A.
Figura 5.3: Tarjeta USAF-1951 de alta resolución: a partir de ella se genera el objeto de prueba .
La tarjeta contiene grupos de patrones de franjas y cada uno de los grupos incluye
seis elementos con frecuencias establecidas. Una descripción de los anchos equi-
valentes para cada una de las franjas de los elementos de esta tarjeta se encuentra
en el cuadro 5.1.
1El control de este posicionador así como la adquisición de las imágenes se hace mediante una
interfaz gráfica escrita en Python [29] que incluye librerias estándar tales como numpy [56], Pyusb,
Wxpython [32] y Opencv [57].
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Número de grupo
Elemento 0 1 2 3 4 5 6 7 8 9
1 500.00 250.00 125.00 62.50 31.25 15.63 7.81 3.91 1.95 0.98
2 445.45 222.72 111.36 55.68 27.84 13.92 6.96 3.48 1.74 0.87
3 396.85 198.43 99.21 49.61 24.80 12.40 6.20 3.10 1.55 0.78
4 353.55 176.78 88.39 44.19 22.10 11.05 5.52 2.76 1.38 -
5 314.98 157.49 78.75 39.37 19.69 9.84 4.92 2.46 1.23 -
6 280.62 140.31 70.15 35.08 17.54 8.77 4.38 2.19 1.10 -
Cuadro 5.1: Ancho de línea en µm del patrón de pruebas para resolución USAF 1951
Para el caso de la holografía digital que utiliza sistemas de magnificación, la tar-
jeta de pruebas cumple un papel relevante en cuanto a la calibración lateral, pero
lo realmente importante para este trabajo, son los cambios de relieve que se pre-
sentan en la posición de cada una de las franjas 2. La profundidad de este relieve
corresponde aproximadamente al grosor de la película fotosensible utilizada en el
proceso de replicado.
5.3. Registro digital
Como se señaló en la sección 5.1, los movimientos axiales del sensor, se controlan
mediante un posicionador-xyz micrométrico. Con este posicionador se logra dar
un ajuste fino en el enfoque de la imagen del objeto sobre el plano del sensor.
Tomando como referencia este plano de enfoque, se puede desplazar axialmente el
sensor en distancias conocidas, que no superen los 10 cm. Este proceso de enfoque
y desenfoque es el paso previo para el registro de hologramas plano-imagen y
plano-arbitrario.
En la figura 5.4a se muestra una imagen de 640× 480 pixeles, que corresponde al
holograma digital de las barras del elemento 1 - grupo 2 para el objeto de prueba.
La distancia de propagación corresponde en este caso a 30 mm. El detalle del
objeto permite ver los efectos de difracción de borde para cada una de las barras.
Para la figura 5.4b, se muestra un holograma digital plano-imagen de las barras del
elemento 1 - grupo 3 del objeto de prueba. En este caso no se evidencian efectos
de difracción sobre los bordes.
2La altura de cada uno de los escalones está entre 1 y 1.2 µm, de acuerdo con la medición de
relieve que se realizó con el perfilómetro de superficie Veeco Dektak 150 [59] de los laboratorios
del Departamento de Física de la Universidad Nacional de Colombia.
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a b
Figura 5.4: Registro digital del holograma, que corresponde a una imagen de 640× 480 pixeles.
(a) Registro de un holograma con una distancia de propagación de 30 mm. El objeto corresponde
a las barras del elemento 1 del grupo 2. Nótese que sobre los bordes de las barras se observan
zonas de difracción. (b) Registro de un holograma plano-imagen para las barras del elemento 1 del
grupo 3.
La reconstrucción numérica de los hologramas de la figura 5.4, requiere conocer
dos parámetros experimentales que son la distancia de propagación y el tamaño
de pixel de sensor CCD (ver capítulo 2). En este caso la distancia de propagación
se determina con ayuda del posicionador-xyz, dado que corresponde a la distancia
axial que avanza el carro entre el plano donde se enfoca la imagen y el plano de
registro.
El valor desconocido del tamaño de los pixeles del sensor, se puede hallar ex-
perimentalmente, al relacionar las magnitudes en micras y pixeles para un des-
plazamiento lateral del sensor. Para llevar a cabo esta medida se registraron tres
hologramas plano imagen, rotulados como A, B y C. Para el registro del hologra-
ma B, el sensor se desplazó horizontalmente 3000 um respecto de la ubicación del
holograma A. Para el registro de C, el sensor se desplazó verticalmente 3000 um
respecto de A.
Si se toman como referencia la posición de las barras y las líneas de interferencia,
es posible ensamblar los hologramas A, B y C en una imagen compuesta, como
la que se muestra en la figura 5.5. Sobre este ensamble se puede distinguir una
región cuadrada de 400× 400 pixeles. En este caso la correspondencia entre 3000
um y 400 pixeles, tanto vertical como horizontalmente, permite concluir que cada
pixel del sensor CCD, tiene forma cuadrada y una longitud efectiva de 7, 5µm.
De otra parte, si se toma el error en el desplazamiento del carro como ∆m =
1µm, y el error de ajuste de las imágenes como ∆p = 1 pixel, se encuentra una
incertidumbre de 0, 02µm.
La composición de la figura 5.5 permite además conocer la magnificación lateral
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Figura 5.5: Holograma compuesto por tres registros: A, B y C. Las franjas del holograma funcio-
nan como puntos de ajuste.
del sistema óptico. Previamente se conoce que el objeto del holograma B corres-
ponde al registro del elemento No. 1 del grupo No. 3 del target USAF-1951. Con
ayuda del cuadro 5.1 se puede determinar que la longitud de este conjunto de
barras en la tarjeta USAF-1951 corresponde a 312 µm. Luego de medir la longitud
en pixeles de este mismo conjunto de barras, se encuentra que su longitud en la
imagen es de 355 pixeles y, de acuerdo con el tamaño de pixel hallado anterior-
mente, esto corresponde a (2662,5 ± 7,1)µm. Lo anterior permite concluir que la
magnificación lateral del sistema de lentes es de (8,53± 0,02).
5.4. Procesamiento numérico del holograma
Para hallar el mapa de fase compensado, a partir del registro digital del holograma,
se implementa la estrategia numérica descrita en el capítulo 4. El primer paso
consiste en la reconstrucción del mapa de fase, para lo cual se implementa el
filtrado automático del espectro de la sección 4.1 al holograma de la figura 5.4a.
En la figura 5.6a se observa la imagen del valor absoluto de la transformada de
Fourier del holograma. En esta imagen aparecen varios puntos máximos, situación
que sin duda complica cualquier recorte manual de las frecuencias en el espectro.
En la figura 5.6b se muestra el resultado de la implementación del algoritmo para
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el filtrado automático de frecuencias. Aquí se observa la clasificación de las zonas
correspondientes a los tres órdenes principales. Etiquetada con el número 1 apa-
rece la región correspondiente a la imagen virtual, para una escogencia de radio
R=20 pixeles y un porcentaje de contenido espectral P del 80 %. Esta región 1,
será tomada como máscara para el recorte de frecuencias espectrales.
Figura 5.6: (a) Logaritmo del espectro de frecuencias para el holograma de la figura 5.4a y (b)
Clasificación de las zonas correspondientes a los tres ordenes principales.
Luego de realizar el filtrado de frecuencias, a continuación se hace un seguimiento
del campo complejo para las diferentes etapas de aplicación de la estrategia de
compensación de alteraciones de fase.
En la figura 5.7a y 5.7b se muestran correspondientemente la amplitud y la fase
del holograma digital, luego de la aplicación del filtrado espacial de frecuencias
(sección 2.1.1). La imagen de amplitud aparece enmarcada por un borde oscuro
que es consecuencia de la apodización hecha sobre el holograma [60].
Figura 5.7: (a) y (b) Amplitud y fase del holograma digital luego de la aplicación del filtrado
espacial de frecuencias.
De la figura 5.8a a la figura 5.8d se muestran los pasos que se llevan a cabo para
la construcción de la máscara de fase. En 5.8a está la selección de una región con
información de la referencia plana sobre el mapa de fase. Para la figura 5.8b se
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desenvuelve la fase de esta región. En la figura 5.8c se muestra la imagen que
resulta del ajuste polinomial hecho sobre el mapa de fase, y en 5.8d aparece la
imagen de fase ajustada con un envolvimiento módulo 2pi. Esta última imagen
corresponde a la fase de la máscara de fase y su forma la hace muy parecida a la
imagen 5.7b.
En las figura 5.8e y 5.8f, se muestra la amplitud y la fase del campo en el plano del
holograma, luego de aplicar la primera máscara de fase. La imagen de amplitud no
sufre cambios. Los cambios se hacen notorios en el mapa de fase, donde ahora
se distinguen sin ambiguedad las barras que componen al objeto. Sobre esta ima-
gen se observan ahora tan solo dos saltos de fase, los cuales conforman regiones
elípticas.
Figura 5.8: (a-d) Implementación de los pasos para la generación de la máscara de fase en el
plano del holograma. (e) y (f) Amplitud y fase en el plano del holograma luego de la implementa-
ción de la primera máscara de fase. Nótese que sobre el mapa de fase se distinguen ahora las barras
del objeto de prueba y se observa un salto de fase con forma elíptica.
En la figura 5.9a y 5.9b se muestra la forma de la amplitud y de la fase luego
de propagar el campo óptico hasta el plano imagen, una distancia de 30 mm. En
estas imágenes se observan los bordes de las barras bien enfocados sin efectos de
difracción.
En las figuras 5.10a a 5.10d se ilustran los pasos para la generación de la máscara
de fase en el plano imagen. En la figura 5.10a se observa la región escogida como
referencia plana. En 5.10b, se muestra el desenvolvimiento de fase, el cual no
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Figura 5.9: a) y (b) Amplitud y fase en el plano del holograma luego de propagar el campo hasta
el plano imagen.
cambia demasiado respecto del recorte de la imagen anterior. En la figura 5.10c
aparece el ajuste polinomial a orden cinco de la fase desenvuelta, y finalmente en
5.10d aparece la fase polinomial, la cual se ha envuelto módulo 2pi. Nótese que
los saltos de fase son elípticos al igual que los saltos del mapa de fase 5.9b.
Luego de la aplicación de la máscara de fase en el plano imagen, la amplitud y la
fase del campo complejo tienen la forma que se muestra en la figura 5.10e y 5.10f.
La imagen de amplitud (figura 5.10e) no se ve afectada por la máscara de fase.
Esta máscara actúa sobre el mapa de fase (figura 5.10f) y como consecuencia de su
aplicación, se observa una distribución homogenénea sobre la región vecina a las
barras. Esta última imagen de fase, corresponde a la imagen de fase compensada.
Ahora se observan únicamente saltos de fase sobre las barras, lo cual indica que
en cada una de las barras hay cambios locales de topografía.
Finalmente, en la figura 5.11 se muestra el mapa de fase compensado luego de un
proceso de desenvolvimiento. En esta imagen se han resuelto adecuadamente los
saltos de fase sobre cada una de las barras. Llama la atención una franja negra que
enmarca a cada una de las barras, además de esto sobre los bordes de la imagen
se observa una pérdida de información ocasionada por la apodización inicial del
holograma.
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Figura 5.10: (a-d) Implementación de los pasos para la generación de la máscara de fase en el
plano del imagen. (e) y (f) Amplitud y fase en el plano del holograma luego de la implementación
de la última máscara de fase. Las alteraciones del mapa de fase han sido compensadas y solamente
se observan saltos de fase locales en cada una de las barras.
Figura 5.11: Desenvolvimiento del mapa de fase compensado.
Capítulo 6
Análisis de los resultados
experimentales
En este capítulo se hace una discusión acerca de varios experimentos, realizados
a partir del montaje propuesto en la sección 5.1. En primer lugar se examina la
superficie de una región plana, a medida que se compensan las alteraciones de
fase. A continuación, se analizan los resultados de aplicar la estrategia numérica
de compensación para la tarjeta de pruebas. Luego se diseña un tipo de escalón
reflectivo con cambios de relieve del orden de media longitud de onda. Los resul-
tados de la medición de su relieve, se contrastan con la medición hecha a partir
de un perfilómetro comercial [59]. Para terminar, se implementa la estrategia de
compensación de fase sobre mapas de fase que no provienen de montajes holográ-
ficos de reflexión.
6.1. Compensación sobre la fase de una región pla-
na del objeto
Para la figura 5.11 se mostró que la aplicación de la estrategia de compensación
de alteraciones proporciona una imagen de fase para la cual se puede interpretar
directamente el relieve del objeto. Para poder cuantificar que tan acertada es es-
ta observación, en la figura 6.1a se muestra el registro holográfico plano-imagen
hecho a partir de una región plana del objeto de prueba.
En este punto, es importante aclarar que para la conversión de las unidades de
la imagen de fase a unidades métricas, se utiliza la expresión h(ξ, η) = λ
4pi
φ(ξ, η).
Esta última supone que la magnificación angular del sistema de lentes no altera
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a b
Figura 6.1: (a) Registro digital para el holograma plano-imagen de una zona plana del objeto de
prueba. (b) Imagen de fase compensada, utilizando un ajuste polinomial orden 5.
de forma significativa la magnificación longitudinal de la fase [28]. De acuerdo
con esta expresión, cada salto de fase corresponde a un valor axial de λ/2.
En el cuadro 6.1 se muestra el valor de la desviación estándar en función del
orden del polinomio que se utiliza para la aproximación de la superficie plana.
Esta desviación representa el valor de fase mínimo que es posible medir sobre la
superficie de esta región.
Para este caso, el valor de la desviación pasa de λ/40,9 para el polinomio a segundo
orden, a λ/74,7 para el polinomio a quinto orden. Por lo tanto, es de esperarse que
con el aumento del orden del polinomio, los tonos de gris de la imagen de fase
tengan una distribución muy homogenea. En la figura 6.1b se muestra la imagen
de fase compensada para el objeto plano utilizando un polinomio de orden 5.
Orden de la aproximación
polinomial
Desviación estándar
1 2,0628 rad ≈ λ/6,09
2 0,30684 rad ≈ λ/40,9
3 0,30506 rad ≈ λ/41,2
4 0,19416 rad ≈ λ/64,6
5 0,16822 rad ≈ λ/74,7
Cuadro 6.1: Desviación estándar de la fase reconstruida para el espejo, en función del
orden de la aproximación polinomial usada para ajustar la superficie plana
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6.2. Compensación sobre la fase de las barras de la
tarjeta de pruebas
En la sección 5.4 se aplicó con éxito la estrategia numérica de compensación, para
eliminar las alteraciones de fase sobre las barras del objeto de prueba. A continua-
ción se aplica la misma estrategia numérica para compensar las alteraciones en el
mapa de fase del holograma mostrado en 5.4b.
Las imágenes de fase de la figura 6.2 ilustran el proceso de compensación en fun-
ción del orden del polinomio que aproxima la fase. En este caso, las imágenes de
la columna de la izquierda muestran el mapa de fase compensado sin desenvolvi-
miento. En la columna de la derecha se muestra el mapa de fase desenvuelto. Los
valores de la desviación estándar que se reportan, son calculados sobre la selección
de la región plana (primera imagen de la izquierda de la figura 6.2)
Polinomio a orden 1, s = 2,0628 rad = λ/6,09
Polinomio a orden 2, s = 0, 4213 rad = λ/28,82
Figura 6.2: Proceso de compensación de las alteraciones de fase para el holograma de la figura
5.4b. Las imágenes de cada fila corresponden al mismo orden del polinomio de compensación,
iniciando en la parte superior con el orden 1 y terminando en la parte inferior con el orden 2.
Los resultados en la imagen de fase para los órdenes más altos del polinomio (has-
ta orden 5), se muestran en la figura 6.3. A medida que aumenta el orden, se
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observan diferencias notorias sobre los mapas de fase 3D, lo cual indica un apla-
namiento de la región de referencia. De acuerdo con los valores de la desviación
estándar, estas regiones pasan de tener valores de λ/6,09, para el polinomio de
orden 1, a λ/71,31 para polinomios de orden 5.
Polinomio a orden 3, s = 0, 3436 rad = λ/36,56
Polinomio a orden 4, s = 0, 3042 rad = λ/41,28
Polinomio a orden 5, s = 0, 1761 rad = λ/71,31
Figura 6.3: Proceso de compensación de las alteraciones de fase para el holograma de la figura
5.4b. Las imágenes de cada fila corresponde al mismo orden del polinomio de compensación,
iniciando en la parte superior con el orden 3 y terminando en la parte inferior con el orden 5.
A pesar de la implementación exitosa del algoritmo de compensación, se encontró
un problema a la hora de reportar las medidas axiales de las barras. Este problema
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está relacionado con el borde oscuro que se reportó en la figura 5.11 y que de
nuevo sale a la luz sobre los mapas de fase compensados de la figura 6.3.
En este caso, como se comprueba más adelante, la profundidad de las barras su-
pera varias veces a λ/2, el cual representa el valor para cada uno de los saltos de
fase de los mapas de fase. En consecuencia los saltos de fase no alcanzan a resol-
verse de forma adecuada, o equivalentemente, las franjas del holograma pierden
su continuidad. Esto significaría que este objeto no sirve para los propósitos de
medición de esta tesis.
Para poder reportar mediciones a partir de mapas de fase compensados, se elabora
un objeto de prueba adicional que tiene forma escalonada. En este caso, entre
los escalones hay diferencias de camino del orden λ/2, con lo cual se evita la
discontinuidad en las franjas del holograma.
a
b
Figura 6.4: Holograma e imagen de fase compensada para los escalones de fase construidos.
(a) Holograma compuesto de 1020 × 480 pixeles para los escalones de fase fabricados. (b) Fase
compensada y desenvuelta correspondiente a los escalones.
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6.3. Medición de un escalón de fase en fotoresist
Teniendo en cuenta la indeterminación en la medición de escalones con alturas
mayores que la sensitividad del montaje, se diseñó un tipo de escalón de fase con
varios pasos intermedios. Para su fabricación se utilizó una placa de vidrio con
una película de fotoresist de la fábrica de hologramas Combustión Ingenieros Ltda
[61].
El fotoresist es un material que se degrada en respuesta a la intensidad de la
luz que incide sobre él [62]. Lo que se hizo fué colocar una ventana en contacto
con la placa y exponerla a una fuente de luz incoherente. Luego, con ayuda de
uno de los carros coordenados del desplazador-xyz, se movió la ventana en pasos
de 100 µm cada dos minutos. Este procedimiento se repitió cerca de diez veces
para garantizar que se había sobrepasado el límite de respuesta del fotoresist,
de tal manera que la diferencia entre las alturas del primer y el último escalón
registrado debería corresponder al espesor real de la película de fotoresist sobre
la placa. Para garantizar que la muestra fuera reflectiva, se recubrió por aspersión
con un compuesto de plata.
Figura 6.5: Perfil de la imagen de fase compensada de la figura 6.4b. Los rectángulos indican los
datos que se tomaron para promediar el valor del escalón.
A la hora de registrar el holograma, se aprovechó la posibilidad del desplazamien-
to horizontal del sensor. En la figura 6.4a se muestra el holograma que resultó de
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Figura 6.6: Perfiles de los escalones tomados con un perfilómetro de contacto. Los rectángulos
indican los datos que se tomaron para promediar el valor del escalón.
la composición de dos registros. Este holograma tiene en total 1020× 480 pixeles.
Para su composición se utilizaron las franjas del holograma como puntos de ajuste
(tal como en la composición de la figura 5.5).
La ventaja de este método de composición es que permite utilizar la zona plana,
vecina al escalón, como referencia para construir la máscara de fase. Luego de la
aplicación de una máscara de orden 5, se obtiene la imagen de fase de la figura
6.4b. En esta última, se identifica claramente la presencia de los escalones de fase.
En la gráfica de la figura 6.5 se muestra un perfil realizado sobre la imagen de la
fase compensada. A partir de este perfil, se calculan valores para la diferencia de
altura en cada uno de los escalones de fase, los cuales se muestran en la segunda
columna del cuadro 6.2.
Para efectos de comparación de esta medida, en la gráfica de la figura 6.6 se
muestra el resultado de la medición sobre distintos puntos del escalón de fase,
utilizando el perfilómetro de superficie Veeco Dektak 150 [59] de los laboratorios
del Departamento de Física de la Universidad Nacional de Colombia. Los valores
resultantes de cada escalón se consignaron en la tercera columna del cuadro 6.2.
Al comparar las dos gráficas 6.5 y 6.6 se pueden ver coincidencias en la forma de
los escalones. Al hacer las comparaciones entre las mediciones para cada escalón
(ver cuadro 6.2), se encuentra un buen acuerdo entre las medidas obtenidas, con
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diferencias porcentuales del orden del 4 % para la mayoría, y con una diferencia
máxima del 12 % para el último escalón. El hecho de que esta última medida tenga
una diferencia porcentual tan grande, se explica en que la comparación que se
hace tiene lugar entre dos perfiles arbitrarios, y estos no necesariamente se ubican
en el mismo punto. Por lo tanto estos valores pueden corresponder a diferencias
locales en los grosores de la película de fotoresist.
Como observación final, vale la pena resaltar que el buen acuerdo de los resultados
de la medición efectuada con ambos métodos, permite comprobar indirectamente
la efectividad de la estrategia numérica implementada para la compensación de
las alteraciones de fase.
Escalón
Medición Fase
compensada
(µm)
Medición
Perfilómetro
(µm)
Diferencia
porcentual
( %)
1 0,213± 0,021 0,220± 0,022 2.9
2 0,358± 0,035 0,350± 0,024 2,4
3 0,279± 0,028 0,281± 0,025 0,5
4 0,264± 0,026 0,259± 0,024 2.7
5 0,244± 0,024 0,235± 0,025 4.0
6 0,194± 0,019 0,221± 0,016 12,0
Cuadro 6.2: Comparación entre los resultados de la medición de los escalones para el caso de
holografía digital y para un perfilómetro de contacto.
6.4. Otros campos de aplicación para el método de
compensación de fase
La estrategia numérica de compensación de las alteraciones de fase, planteada en
la sección 4.2, no se restringe a las imágenes de fase de la holografía digital para
objetos reflectivos. Esta estrategia funciona también para imágenes obtenidas en
montajes holográficos diseñados para objetos traslúcidos.
Como prueba de esta situación, en la figura 6.7 se muestra la imagen de fase com-
pensada para una microlente muy delgada. El holograma de esta microlente fué
obtenido experimentalmente en un montaje de microscopía holografica digital en
transmisión, por el profesor Freddy Alberto Monroy como parte de la investigación
para su tesis de doctorado .
Gracias a que el objeto es lo suficientemente delgado y plano, la máscara de fase
para la compensación se elaboró a partir de toda la imagen de fase.
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Figura 6.7: Reconstrucción de la imagen de fase para una microlente.
A manera de comparación, se calculó la diferencia entre las imágenes de fase re-
construidas por dos métodos distintos: el método de doble exposición (mostrado
en la sección 3.2) y la estrategia numérica de compensación. La desviación están-
dard de la diferencia entre las imágenes de fase que se obtuvieron, corresponde a
cerca de 0.4 radianes o equivalentemente a λ/31,4.
Otra de las aplicaciones para la estrategia numérica de compensación, tiene que
ver con las imágenes de fase que se obtienen a partir de técnicas de proyección
de franjas combinadas con desplazamiento de fase [63]. Aquí el mapa de fase se
genera a partir de imágenes de intensidad del objeto, sobre el cual se proyecta
una estructura de franjas con determinada frecuencia espacial. En esta técnica la
sensitividad del montaje no depende de la longitud de onda utilizada, sino del
ángulo de proyección de las franjas, lo cual permite obtener imágenes de fase de
objetos en un amplio rango de tamaños.
En la figura 6.8a se muestra el patrón de franjas proyectado sobre un agujero he-
cho sobre una placa metálica. Esta muestra hace parte de un proyecto adelantado
por el autor de esta tesis en la División de Investigación del Instituto Nacional de
Medicina Legal y Ciencias Forenses, relacionado con las aplicaciones forenses de
la técnica de proyección de franjas [64].
6.4. Otros campos de aplicación para el método de compensación 66
a b
c d
Figura 6.8: Resultados de la estrategia numérica de compensación para imágenes de fase
obtenidas a partir de la técnica de proyección de franjas con corrimiento de fase. (a) Una de
las imágenes del objeto con franjas proyectadas. (b) Imágen de fase generada a partir de 4 imá-
genes de intensidad mediante una técnica de corrimiento de fase [63]. (c) Mapa de fase luego de
aplicar la estrategia numérica de compensación de alteraciones de fase. (d) Desenvolvimiento del
mapa de fase.
a b
Figura 6.9: Aplicación de la estrategia de compensación de alteraciones de fase para un caso
forense. (a) Mapa de fase de un casquillo de bala obtenida por medio de la técnica de proyección
de franjas con corrimiento de fase. (b) Fase compensada. Mediante esta técnica es posible realizar
una comparación axial de las huellas del percutor sobre los casquillos de las balas [64].
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En estas imágenes se tienen principalmente dos alteraciones de fase, la primera
es la presencia de un portador lineal debida a las franjas que se proyectan sobre
el objeto y la segunda consiste en las alteraciones introducidas por el sistema de
magnificación utilizado para el registro de las imágenes. La figura 6.8b muestra la
reconstrucción de fase del agujero por medio de algoritmos de corrimiento de fase
para 4 imágenes [24].
El resultado de la compensación de la fase se aprecia en la figura 6.8c, para la cual
se utilizó una máscara de fase que toma la zona alrededor del agujero. Finalmente,
para la figura 6.8d se hace un desenvolvimiento de fase con el cual se genera la
imagen de topografía de este agujero de aproximadamente 300 µm de profundidad
y 2000 µm de diámetro.
En el mapa de fase de la figura 6.9a se pone a prueba una vez más, la versatilidad
del algoritmo de compensación. En este caso se utiliza para explorar una aplica-
ción forense de las imágenes de fase: la observación de las huellas del percutor
sobre los casquillos de balas que tienen alrededor de 9 mm de diámetro.
Para este caso, la máscara de fase se generó a partir de la zona externa del cas-
quillo. Como resultado de aplicar la estrategia de compensación se obtiene una
imagen de fase libre de los problemas de portador lineal, como la mostrada en la
figura 6.9b.
Conclusiones
En esta tesis de maestría se diseñó e implementó una estrategia numérica, para
compensar las alteraciones que afectan a un mapa de fase. Dicha estrategia numé-
rica se basa en el desarrollo de dos métodos numéricos: el primero de ellos es un
método original del autor, para realizar un filtrado automático en el espacio de
frecuencias. Con base en un criterio de distancia, este algoritmo permite obtener
un mapa de fase óptimo a partir de la información de un único holograma.
El segundo método busca compensar las aberraciones contenidas en la informa-
ción del mapa de fase. Para esto se utilizan dos máscaras de fase, una en el plano
del holograma y otra en el plano imagen. Estas máscaras de fase, de naturaleza
compleja, se construyen a partir de superficies polinomiales, con las que se ajusta
una región de referencia plana incluida en el objeto.
En cuanto a la parte experimental, se fabricaron dos objetos de prueba utilizando
técnicas de fotolitografía sobre placas con fotoresist. El primer objeto corresponde
a una réplica de la tarjeta USAF-1951 de alta resolución y el segundo es un objeto
escalonado, con dimensiones axiales del orden de λ/2, para λ = 442 nm. Se diseñó
e implementó un montaje de microscopía holografica digital en reflexión para ob-
tener mapas de fase de objetos reflectivos. Con estas imágenes de fase se estudian
diversos casos en la implementación de la estrategia numérica de compensación.
A partir de este estudio se pueden extraer las siguientes conclusiones:
Holograma de un región plana
Se estudió la distribución de los valores de fase en función del orden poli-
nomial de la máscara de fase. Para esto se escogió un objeto reflectivo, sin
cambios locales de relieve. Cuando la fase polinomial de la máscara de fase
incluye términos de hasta quinto orden en su fase, la desviación estándar de
la imágen de fase resultante es cercana a λ/71.
Si esta desviación se interpreta como un indicador de la planitud del espejo,
se tiene que la medida de dicha planitud aumenta a medida que se inclu-
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yen términos de orden más alto en el polinomio. En este caso, la planitud
aplicando máscaras de fase de quinto orden, es casi el doble de la planitud
medida para el caso de máscaras de segundo orden.
Hologramas para la réplica de la tarjeta USAF-1951
La estrategia numérica de compensación permite compensar adecuadamente
las alteraciones de fase, a partir de mapas de fase obtenidos en una configu-
raciones plano-imagen y plano-arbitrario.
El éxito de la compensación se cuantificó por medio del valor de la desviación
estándar para la zona plana que se utiliza como referencia. Este valor decrece
a medida que se aumenta el orden del polinomio que ajusta la fase.
Hologramas para un objeto escalonado
Se realizó una composición de imagen entre dos hologramas registrados con
diferente posición lateral. Esto permitió obtener un holograma digital con
una región plana de referencia.
El perfil del mapa de fase obtenido a partir de un holograma, se compara
con el perfil del objeto hecho a partir de una técnica de contacto. Lo an-
terior permite establecer coincidencias en la forma del objeto escalonado y
en su medición. La diferencia porcentual minima entre las medidas de dos
escalones fué del 0.5 % y la máxima del 12 %.
Conclusión final y perspectivas de aplicación
La estrategia numérica de compensación de las alteraciones de fase, demostró
su efectividad al aplicarse sobre los hologramas simulados y posteriormente fué
comprobada con éxito al aplicarse sobre los hologramas experimentales. Esto se
evidencia a partir de los resultados mostrados por las dos componentes principales
de la estrategia desarrollada: el algoritmo para el filtrado automático del espectro
y la implementación de las máscaras para la corrección de las alteraciones de fase.
Como perspectivas de aplicación se tiene el uso de la estrategia de compensación
en mapas de fase obtenidos a partir de otras técnicas ópticas. La estrategia demues-
tra ser bastante versatil, para el caso de la holografía digital de transmisión y de
técnicas de proyección de franjas con corrimiento de fase.
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Apéndice A
Construcción de la tarjeta de
pruebas
La tarjeta de pruebas está elaborada en níquel y corresponde a una réplica uno
a uno de un patrón de pruebas de alta resolución USAF 1951 [58]. Este patrón
original está hecho con una capa cromada depositada al vacio sobre un vidrio
transparente. Esta tarjeta está diseñada de acuerdo al estandard MIL-STD-150A.
Cada grupo de barras consiste de seis elementos, los cuales se hacen progresiva-
mente más pequeños.
El proceso de fabricación de la tarjeta de pruebas se hizo con la colaboración del
profesor Ricardo Amézquita Orozco y de los operarios de la fábrica de hologra-
mas Combustión Ingenieros Ltda.[61], quienes pusieron a nuestra disposición sus
placas fotosensibles así como una parte del proceso de replicado utilizado en su
producción de hologramas. Las placas fotosensibles utilizadas tienen en su super-
ficie una pelicula delgada de fotoresist [62]. Este es un material que se degrada
cuando es expuesto a luz con longitudes de onda cercanas a los 442 nm, degrada-
ción que se hace evidente en un proceso de revelado químico.
La fabricación de la tarjeta de pruebas se puede resumir en los siguientes cuatro
pasos:
1. EXPOSICIÓN DE LA PLACA DE FOTORESIST. Se utiliza la tarjeta USAF 1951
[65] como máscara de intensidad (ver figura A.1a ).
2. METALIZADO DE LA PLACA. Aquí la placa expuesta se recubre en su superficie
con un compuesto de plata que la hace conductora (ver figura A.1b). .
3. REPLICADO DE LA PLACA. En este paso se coloca la placa como electrodo en
un tanque especial. El otro electrodo es una canasta con un compuesto de
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Figura A.1: Fabricación de la tarjeta de pruebas. (a) Exposición de la placa. (b) Metalizado. (c)
Replicado de la placa (b) Separación de la réplica.
Sulfamato de Niquel. Ante una diferencia de potencial se crea una flujo de
partículas de niquel hacia la placa y como resultado se logra en ella una capa
metálica homogénea (ver figuras A.1c).
4. SEPARACIÓN DE LA RÉPLICA. Cuando la capa tiene alrededor de 3µm, se se-
para manualmente del vidrio y se obtiene así una réplica de la información
inicial de la placa (ver figuras A.1d).
