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ABSTRACT
As the labor force decreases, the demand for labor-saving
automatic anomalous sound detection technology that con-
ducts maintenance of industrial equipment has grown. Con-
ventional approaches detect anomalies based on the recon-
struction errors of an autoencoder. However, when the tar-
get machine sound is non-stationary, a reconstruction error
tends to be large independent of an anomaly, and its vari-
ations increased because of the difficulty of predicting the
edge frames. To solve the issue, we propose an approach
to anomalous detection in which the model utilizes multi-
ple frames of a spectrogram whose center frame is removed
as an input, and it predicts an interpolation of the removed
frame as an output. Rather than predicting the edge frames,
the proposed approach makes the reconstruction error consis-
tent with the anomaly. Experimental results showed that the
proposed approach achieved 27% improvement based on the
standard AUC score, especially against non-stationary ma-
chinery sounds.
Index Terms— Machine health monitoring, Anomaly de-
tection, DNN, Autoencoder
1. INTRODUCTION
All machinery in factories is subject to failures or breakdown,
causing companies to bear significant costs. Conventionally,
skilled maintenance technicians have diagnosed a machine’s
condition by listening to the machinery. However, as the labor
force decreases, it has become difficult to maintain the quality
of the maintenance service with fewer skilled workers. To
solve the issue, technology that performs automatic diagnosis
based on operating sounds has been developed [1, 2].
Conventional approaches to unsupervised anomaly detec-
tion employed autoencoders and attempted to detect anoma-
lies based on reconstruction errors [3]. In terms of anomalous
sound detection, multiple frames of a spectrogram are used
as an input feature, and the same number of frames are gen-
erated as an output. Although such approaches can achieve
high performance, some issues have been remained. When
the target machine sound is non-stationary, the reconstruction
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Fig. 1: Typical architecture of (a) AE and (b) VAE
error tends to be large without regarding the anomaly. Since
it is relatively difficult to predict edge frames, the variation of
the reconstruction error can be large.
In this paper, we propose an unsupervised approach to
anomalous sound detection called the “interpolation deep
neural network (IDNN).” The model utilizes multiple frames
of a spectrogram whose center frame is removed as an input,
and it predicts an interpolation of the removed frame as an
output. Anomalies can be detected based on an interpolation
error that is the difference between the predicted frame and
the true frame. It is hypothesized that the proposed IDNN
will not be affected by variations of errors regarding the edge
frame, since it does not predict them.
We experimented to compare the performance of our ap-
proach with the conventional one using real-life industrial ma-
chine sounds. Experimental results indicated that our IDNN
outperformed the conventional approach, especially against
non-stationary machinery sounds.
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2. CONVENTIONAL APPROACHES
Several approaches to implementing unsupervised anomalous
sound detection have been proposed. Recent studies lever-
aged a deep neural network (DNN) that includes an autoen-
coder (AE), a variational autoencoder (VAE), and so forth
[2, 4–7]. To detect anomalies with an AE [8], the model is
trained with normal training data and learns to minimize re-
construction errors [2, 4, 5]. A reconstruction error is the dif-
ference between the original input and the reconstructed out-
put. Since the AE is trained with normal data, the reconstruc-
tion error of the normal data is expected to be small while
that of the anomalies would be relatively large. Thereby, the
anomaly score is calculated as the reconstruction error. Figure
1a summarizes the typical architecture of an AE for anoma-
lous sound detection. Parameters of an encoder E(·) and a
decoder D(·) of an AE are trained to minimize the loss func-
tion given as follows:
LAE = ‖x−D(E(x))‖22 , (1)
where x represents an input.
In a manner similar to an AE, a VAE [9] has been also
utilized for anomalous sound detection [10, 11]. Figure 1b
shows the typical architecture of a VAE. The loss function of
a VAE is given as follows:
LVAE = wDKL [q(z|x)||p(z|x))]− Eq(z|x) log p(z|x) , (2)
where z represents the latent vector and DKL represents the
KullbackLeibler divergence of the approximate posterior and
the prior distribution.
Although conventional approaches can achieve high per-
formance, the following issues remained. 1) In the case of
non-stationary sound, the reconstruction error tends to be
large without regarding the anomaly due to the difficulty of
predicting the edge frame. 2) The number of parameters is
relatively large since those approaches attempt to reconstruct
the whole input feature, which consists of multiple frames.
3) As its prediction includes its input itself, it can fall into a
trivial solution and cannot embed a spectrotemporal structure
of normal sound if the number of bottleneck neurons is set to
a large number.
3. PROPOSED APPROACH
To solve the issues described above, our method attempts to
only predict the center frame that is removed from the con-
secutive frames as the input, which It can be considered an
interpolation of the removed frame. Thus, we name it “inter-
polation DNN (IDNN).” Figure 2a depicts the proposed ar-
chitecture of IDNN. The loss function of IDNN is given as
follows:
LIDNN =
∥∥∥xn+1
2
−D(E(x1,...,n+12 −1,n+12 +1,...,n))
∥∥∥2
2
, (3)
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Fig. 2: Proposed architecture of (a) IDNN and (b) VIDNN
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Fig. 3: Architecture of (a) PDNN and (b) VPDNN
where n is the sum of the number of the input frames and the
output frame.
Given the key assumption that the detection performance
would be improved by avoiding the difficulty of predicting the
edge frames, an alternative approach named “prediction DNN
(PDNN)” was also tested to verify the hypothesis. Figure 3a
shows the architecture of PDNN, and its loss function is given
as follows:
LPDNN = ‖xn −D(E(x1,...,n−1))‖22 . (4)
As illustrated in Figure 3a, consecutive multiple frames are
used as an input and the next frame is predicted as an output.
In addition to the possibility of IDNN described above,
we hypothesize that IDNN has the following merits. 1) It
predicts only the center frame making the number of param-
eters small, which enables easier parameter optimization. 2)
IDNN can avoid such trivial solutions as an AE by removing
the frame to be predicted from the input and embedding the
spectrotemporal structure of the normal sound.
In both IDNN and PDNN, the model can be either an AE
or a VAE. Thus, four approaches IDNN with AE/VAE (named
IDNN and VIDNN) and PDNN with AE/VAE (named PDNN
and VPDNN) were evaluated in this study. Figure 2b shows
the proposed architecture of VIDNN. Figure 2a and 2b show
that IDNN and VIDNN utilize the same input feature vector
and predict the interpolation with each different network. The
concepts of these networks correspond to an AE and a VAE,
respectively. In a similar manner, PDNN and VPDNN predict
the next frame with each different network that corresponds
to AE/VAE (see Figure 3).
Table 1: Summary of dataset
Machine types Fan, pump, slider, and valve
Data length [sec] 10
SNR [dB] -6, 0, 6
Sampling rate [Hz] 16000
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(c) Slider
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(d) Valve
Fig. 4: Examples of log-Mel spectrograms of the original
sound
4. EXPERIMENT
We conducted an experiment using a real-life machinery
sound dataset [12] to evaluate the performance of our ap-
proach. Table 1 summarizes the dataset. There were a total of
24,490 normal sound segments and 5,620 anomalous sound
segments. Each machine type consists of seven individual
machines.
For our IDNN, PDNN, and the conventional approach, an
AE and a VAE were trained for each machine type. A log-
Mel spectrogram was used as an input feature. To calculate
the Mel spectrogram, the frame size was set to 1024, the hop
size was set to 512, and the number of Mel filter banks was
set to 64. For the conventional approaches, five frames were
concatenated and used as an input feature vector, and the same
number of frames were reconstructed as an output. For our
approaches, four frames were used as an input, and one frame
was interpolated/predicted as an output.
The autoencoder network structure for the experiment is
summarized as follows: The encoder network E(·) comprises
FC(Input, 64, ReLU), FC(64, 32, ReLU), and FC(32, 16,
ReLU); the decoder network D(·) incorporates FC(16, 32,
ReLU) FC(32, 64, ReLU), and FC(64, Output, none), where
FC(a, b, f ) represents a fully-connected layer with input neu-
rons a, an output layer b, and activation function f , respec-
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Fig. 5: Averaged AUC of the AE, IDNN, and PDNN
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Fig. 6: Averaged AUC of the VAE, VIDNN, and VPDNN
tively [13]. The network was trained with an Adam opti-
mization technique [14]. The weight coefficient w in Eq. 2
was empirically optimized to 0.1, 0.01, and 0.01 for the VAE,
VIDNN, and VPDNN, respectively. The performance was
evaluated based on the area under the curve (AUC) of the re-
ceiver operating characteristic, and the calculation was iter-
ated three times for each individual machine.
Figure 5 shows the results of averaged AUC with the AE,
IDNN, and PDNN. Figure 6 shows the results of averaged
AUC with the VAE, VIDNN, and VPDNN. As depicted in
Figure 5, the proposed IDNN showed significantly higher
AUC compared to the AE and PDNN with the valve sound.
With the slider sound, IDNN and PDNN both showed higher
AUC than the AE. On the other hand, IDNN and PDNN and
the conventional approach performed similarly with the fan
and the pump sound. Meanwhile, as depicted in Figure 6, our
VIDNN and VPDNN performed similarly to the conventional
VAE except for the valve sound where VIDNN outperformed
the VAE and VPDNN. A similar trend can be seen regardless
of SNR in Figs. 5 and 6
As Figure 4 shows, non-stationarity can be seen in the
valve and the slider sound, where the proposed IDNN outper-
formed the conventional approach. For the following discus-
sions, the performances were compared based on an example
of the valve sound.
Figures 7 and 8 show the restored output for the normal
and abnormal sound of the valve, respectively. As shown in
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(b) Output of AE
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(c) Error of AE
                
 7 L P H  I U D P H V
 
  
  
  
  
  
  
 0
 H O
  F
 K D
 Q Q
 H O
 V
  
  
  
  
  
(d) Output of IDNN
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(e) Error of IDNN
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(f) Output of PDNN
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Fig. 7: Examples of restoration of the normal valve sound
Figure 7, both the AE and IDNN removed noises well and
showed small errors with the normal sound. Meanwhile, in
the case of the anomalous sound (see Figure 8), the error
(i.e., anomaly score) of IDNN was properly large while the
AE showed a smaller error than that of IDNN. As Figure 8
shows, the spectrogram reconstructed by IDNN was similar
to that of the normal valve, indicating that IDNN was ac-
curately trained for non-stationarity. In contrast, the error
of PDNN was large without regarding normality, indicating
that predicting the edge frame is more difficult than interpo-
lating the center frame. Additionally, as shown in Figure 5,
IDNN and PDNN showed similar performance with the slider
sound, while IDNN performed much better than PDNN with
the valve sound. In terms of the characteristics of the sound,
the sound changes of the valve were shorter than the slider
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(b) Output of AE
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(c) Error of AE
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(d) Output of IDNN
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(e) Error of IDNN
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(f) Output of PDNN
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Fig. 8: Examples of restoration of the anomalous valve sound
(see Figure 4), indicating that the sound change in a shorter
duration made predicting the edge frame more difficult, and
IDNN can be more robust in such a situation.
5. CONCLUSION
We proposed an approach to anomalous sound detection that
employs an interpolation error of AE/VAE as an anomaly
score that avoids the difficulty of predicting the edge frame.
Experimental results showed that our approach outperformed
conventional approaches for the non-stationary sound in par-
ticular. In the study, the number of input frames and the out-
put were set to four and one, respectively. Further studies are
needed in order to assess how those parameters can affect the
detection rate.
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