ABSTRACT Sparse code multiple access (SCMA), as a promising non-orthogonal multiple access scheme for the 5G system, aims to achieve massive connections and grant-free transmission in the radio access scenario. In this paper, we propose a blind detection scheme for the uplink grant-free SCMA transmission based on a novel sparsity-inspired sphere decoding (SI-SD) algorithm. By introducing one additional all-zero code word, each user's status and data can be jointly detected, thus avoiding the redundant pilot overhead. Considering the sparsity features in the grant-free SCMA transmission, we establish its mathematical model where the degree of sparsity is characterized by a transmission probability parameter, which will be estimated during the SI-SD detection process. With such a priori probability, the proposed SI-SD algorithm will achieve the maximum a posteriori (MAP) detection. Furthermore, unlike the conventional sphere decoding, in the grant-free SCMA scenario, strong constraints are proven to exist among the nodes in the proposed SI-SD algorithm which can be utilized to early remove some improbable transmit hypotheses. In addition, a reduced sparsity-inspired MAP metric constitutes a tight sphere constraint which in turn implies less valid hypotheses within the search sphere. By using the above two strategies, the complexity of the SI-SD can be efficiently reduced.
I. INTRODUCTION A. RELATED WORKS
The fifth generation (5G) wireless networks are expected to support massive connections with a large number of devices [1] . The grant-based nature of the current 4G LTE [2] uplink access techniques cannot efficiently support massive connections and a major issue lies in the cost of the control signaling overhead. Especially, for the massive machine type communication (mMTC) scenario, where the devices typically transmit small amount of payload data sporadically and sparsely with long duty cycle [3] , the cost is higher since the ratio of signaling overhead to useful payload is high for small packets transmission. For example, the analysis in [4] indicates that to transmit a small amount of data (e.g., 20 bytes), the percentage of the signaling overhead can even reach 30%. To reduce the dynamic signaling overhead, the semi-persistent scheduling can be an option [2] . However, such scheduling scheme is more applicable to some kind of periodical and predictable traffic arrival, and cannot efficiently support the burst traffic. Hence, grant-free multiple access, a mechanism that directly eliminates the grant signaling overhead, becomes an attractive solution to enable massive connections in the future wireless networks [5] .
Sparse code multiple access (SCMA) [6] is a promising code-domain non-orthogonal multiple access (NOMA) scheme for 5G systems, which can support massive connections and grant-free transmission in the radio access. In SCMA, each user's bit streams are directly mapped into associated sparse codewords and multiple users share the identical physical resource elements (PREs), e.g., the orthogonal frequency division multiple (OFDM) subcarriers. SCMA codebooks can flexibly adapt to meet the diversified system requirements and support excessive codeword overloading in which the number of multiplexed users exceeds the orthogonal resources. This is the key that SCMA enables massive connections. As an enabler for the grant-free multiple access, SCMA can be used to establish a contention-based uplink transmission to support mMTC. It is reported to achieve around 2.8 times gain over the conventional orthogonal multiple access in the context of supported users for small packet transmission [4] .
B. MOTIVATION
In the SCMA uplink grant-free transmission scenario, users transmit data in the pre-configured resources and this procedure is performed without the request/grant signaling. Therefore, a vital issue in the uplink grant-free SCMA system is to detect the user's status and data. In SCMA systems, the user's data detection based on the message passing algorithm (MPA) [6] , [7] is reported to approach the optimal maximum likelihood (ML) detection. However, the conventional MPA detector is usually realized based on the assumption that active users or user statuses are exactly known at the receiver, which is not true in practical scenarios, especially for the uplink grant-free SCMA systems. One of solutions is to perform the user status detection before the user data detection. Such compressive sensing (CS) based user activity detection [8] , [9] can be utilized in the user status detector, but the mis-detection and false alarm problems will degrade the subsequent user data detection performance. Another feasible solution is to jointly detect the user's status and data which will in turn bring high computational complexity.
Recall that SCMA is an enhanced version of low-density signature (LDS) [6] . The multi-dimensional codewords are used in SCMA to provide good spectrum efficiency and hence better performance than LDS. In addition, LDS is a variant code-division multiple access (CDMA) technique [10] which adopts the sparse spreading codes. It is also worth noting that a promising sparsity aware multiuser detection scheme [11] has been proposed for CDMA systems, which utilizes the sphere decoding (SD) [12] to ensure the optimal performance. Hence, on the basis of sparsity features in the grant-free SCMA system and the SD, we believe there should also exist more efficient ways to perform the blind detection where the detector needs not to know the user's status before the data detection.
However, different with the linear LDS or CDMA system, the SCMA system presents nonlinear characteristics where the modulation and spreading are combined and alternated by the codeword mapping operation. Therefore, we cannot naively adopt the conventional joint detection in [11] to the grant-free SCMA system. In addition, taking the features of SCMA into consideration, the complexity of SD detection can be further reduced. Based on the above analysis, we aim to design a low-complexity blind detector based on the SD, which jointly realizes the user status and data detection and exploits the features of SCMA to reduce the complexity.
C. SUMMARY OF CONTRIBUTIONS
The highlights of our contributions in this paper can be summarized as the following three aspects:
We refer the superposition coded modulation (SCM) [13] concept to transfer the SCMA system model into its equivalent linear form y = H · u + n. Regarding the overloading feature, a rank-deficient matrix compensation method is introduced to make the SD algorithm applicable for SCMA system.
2) PROPOSE A CONSTRAINED SD FOR GRANT-FREE SCMA
With the linear model y = H · u + n in the grant-free SCMA system, obvious correlations are proven to exist among one user's elements in u. We exploit this feature to deduce a constrained SD search method, where the elements of u locating in one user's group need not to intensively search as the conventional SD. Alternatively, many elements can be directly determined according to the constraint, which reduces the SD detection complexity.
3) DESIGN A BLIND DETECTOR BASED ON SI-SD
By exploiting the sparse characteristics of user activity in the grant-free SCMA scenario, we establish its corresponding system model. Also, we combine a probability parameter p to score the degree of sparsity and derive a sparsity-inspired maximum a posteriori (MAP) metric which leads to the SD performance improvement. Different with the MAP metric given in [11] , the proposed metric leads to a virtually tight sphere constraint which in turn implies less valid hypotheses within the search sphere. Hence, a reduced complexity for SD is to be expected. Combining the above constrained SD and MAP metric, the sparsity-inspired sphere decoding (SI-SD) algorithm is proposed to perform the blind detection.
The rest of the paper is organized as follows. The notation conventions and the basic SCMA system model are given in Section II. Then, in Section III, we transfer the nonlinear SCMA model to the equivalent linear form. The system model of grant-free SCMA is introduced in Section IV. The detailed description about the proposed SI-SD algorithm is addressed in Section V. Simulation results and complexity analysis are given in Section VI. Finally, Section VII concludes the paper.
II. PRELIMINARIES A. NOTATION CONVENTIONS
In this paper, we use the calligraphic characters (e.g., X ) to denote sets. Specially, the sets of binary, real and complex numbers are denoted by B, R and C, respectively. We employ x, x and X to represent a scalar, a column vector and a matrix, respectively. In addition, x i denotes the i-th element in x, and X i,j is the element of the i-th row and the j-th column of matrix X. diag (x) is a diagonal matrix where its i-th diagonal element is x i . The notation X T and x T stand for the transpose of matrix X and vector x, respectively. · and · represent the floor and ceiling functions. Let sgn (x) = 1 if x ≥ 0 and sgn (x) = −1 otherwise. In addition, log (·) means ''logarithm to base 2'', and ln (·) stands for the ''natural logarithm to base e''. Let CN (a, B) stand for a complex Gaussian distribution, where a and B represent the mean vector and the covariance matrix, respectively.
B. SCMA SYSTEM MODEL
Consider an uplink SCMA system including V users, where each user has been assigned a different codebook. Every J bits of the v-th user's data block form a vector
where J is named as the modulation order. Then each b v will be mapped to an F-dimensional
The number of nonzero elements in each codeword x v is much less than F, namely, x v is a sparse vector. The mapping function for the v-th user is defined as g v : B J → X v , where X v ∈ C F denotes the v-th user's codebook and |X v | = M , hence, J = logM . All the V users' codewords are multiplexed over F shared PREs, e.g., OFDM subcarriers. Let ϑ f denote the number of users interfering at each resource node. In the SCMA system, we usually have V > F, hence, overloading is implemented by SCMA with a large number of users, which enables massive connectivity in 5G wireless systems. Define the system overloading factor (SOF) as λ = V /F [6] .
In the uplink SCMA system, the received signal vector y = (y 1 , y 2 , · · · , y F )
T can be represented as
where
T is the channel gain vector of the v-th user and n ∼ CN (0, N 0 I) is an additive white Gaussian noise (AWGN) vector with all-zero mean vector 0 and covariance matrix N 0 I. After receiving y, the multiuser detection is employed to retrieve each user's source bits.
III. OPTIMAL RECEIVER DESIGN FOR SCMA
Inspired by the MIMO or CDMA multiuser detection, we design an optimal receiver for the SCMA system based on SD, which depends on a linear model, i.e., y = Ad + n [14] . Note that SCMA combines the modulation and spreading together, which is an evolution of the LDS [6] . Considering a V -user LDS system [10] , the system model can be written as a linear form (2) is a linear form which means
where the constant ϕ (m 1 , m 2 ) is determined by m 1 and m 2 as
. For SCMA system, the codebooks in [15] are used in this paper. These codebooks are optimized from the perspective of capacity [16] , which give excellent performance. However, in this SCMA system, each user's codeword has
which indicates that the modulation and spreading are jointly designed, and each user's codeword cannot be written as the spreading form
v . Therefore, the SCMA system cannot be expressed by a linear form as (2) . However, to realize the SD detection, the linear model is a necessary condition. Hence, inspired by the SCM concept [13] , we first design a binary expansion (BE) manner to transfer the nonlinear model into the corresponding linear model, and introduce a rankdeficient matrix compensation, which is necessary for the SD-based receiver in the overloading SCMA system.
A. BINARY EXPANSION OF SCMA CODEBOOKS
Note that in the SCMA system, each b v is mapped to an F-dimensional codeword and M codewords constitute the v-th user's codebook X v . Letx 
where [x 
v,j are the expansion coefficients of the real and imaginary part and calculated as We take the fourth user's codebook in [15] as an example and let h v,f = 1 without loss of generality. Then the codebook is depicted in Fig. 1 . Take the imaginary part of the symbol vector interfering at PRE1 as an example, the 4-ary pulse amplitude modulation (4PAM) signal can be expressed as the superposition of two binary phase shift keying (BPSK) signals according to (5) . We have
where C (2) 4,1 = 0.2803 and C (2) 4,2 = −0.5045 in terms of (6) . Similarly, the real part can be written as
where C 
For the whole codebook of the fourth user, we have 
that is,x 4 = C 4 · (1 − 2b 4 ). Considering the whole SCMA system, with the BE strategy mentioned above, we rewrite the SCMA system model in the real domain as
Therefore, with the proposed BE strategy, we can transfer the nonlinear model (1) into the linear model
where C is a (2F) × (JV ) coefficient matrix. The elements of s take values in {−1, +1}.n denotes the AWGN vector in the real domain.
B. RANK-DEFICIENT MATRIX COMPENSATION
With the linear model (12), we can design an optimal SCMA receiver based on the SD. Considering the maximum likelihood (ML) receiver, the optimal resultŝ can be found by solvingŝ
where S = {−1, +1} JV . For the channel matrix in SD, the number of rows needs to be no less than that of columns, which makes the QR decomposition (QRD) tractable. However, for the matrix C in the SCMA system, the number of rows (2F) is usually less than that of the columns (JV ) due to the overloading feature of SCMA. Since the elements in s take values in {−1, +1}, which are of constant modulus, we refer the method in [17] to reformulate (13) as followŝ
where α is an arbitrary constant,ỹ = ȳ 0 is a (2F + JV ) × 1
In this case, the SD is applicable sinceC is a column full rank matrix.
IV. GRANT-FREE SCMA SYSTEM MODEL
In the above discussion, we have described how to perform SD on the SCMA system where all users simultaneously send data. However, in the uplink grant-free SCMA transmission scenario, users can transmit data without the request/grant procedure. In addition, user's activity demonstrates the burst and sparse features especially for the mMTC scenario in the 5G system. In this paper, the sparsity of the v-th user is characterized by a probability parameter p v , which can be considered as the transmission probability or the activity factor of the v-th user [11] . Without loss of generality, in this paper we assume that all users have the same transmission FIGURE 2. The uplink SCMA system in the grant-free scenario. In this example, 6 users are multiplexed over 4 PREs, SOF is 150%. A probability estimator is added at the receiver to estimate the transmission probability.
probability, i.e., p v = p, v = 0, 1, · · · , V − 1. If the v-th user does not send data, it is equivalent to that this user sends an all-zero codeword x 0 v = (0, 0, · · · , 0) T . We have the following discrete probability density function (PDF)
where x v is the codeword of the v-th user.
The uplink grant-free SCMA system is depicted in Fig. 2 with the configuration V = 6, F = 4. Since the receiver needs to estimate the transmission probability, the SI-SD detector is coordinated with a probability estimator at the receiver. At the beginning, all the codewords (including x 0 v ) can be considered as equiprobable (the initial estimatedp is set to M M +1 in terms of (15)).p is then dynamically updated according to the detected data, which will gradually approach to the real transmission probability. Let τ represent the τ -th time slot, max is the maximum training time slots. The estimatedp is updated as Algorithm 1 describes.
With the BE strategy described in section III, x 0 v can be expressed in the real domain as
which indicates that if the v-th user is inactive, it is equal to s Jv = s Jv+1 = · · · = s Jv+J −1 = 0, which means that the elements in s will take values in {+1, −1, 0}. In this case, (14) will not be equivalent to (13) . To solve this problem, we carry out a simple decomposition of the entries in s. Note that for s i ∈ {+1, −1, 0} and u i ∈ {+1, −1}, we have Check the v-th user's detected data to determine whether it is active or not;
if
The v-th user is inactive then 7 Update ← + 1;
with the mapping relation described as
Therefore, s can be expressed as
where T is a JV × 2JV matrix and the elements in u take values in {+1, −1}, which are of constant modulus. The system model (12) is then rewritten as
where H = C · T. In this way, the SD algorithm can run in the same manner as the constant modulus case.
V. THE PROPOSED SI-SD ALGORITHM
In this section, the proposed SI-SD algorithm is described in detail. Based on the above discussion, we have obtained the system model (20) in the grant-free scenario. Due to the above signal processing procedure, strong constraints are proven to exist among the elements in u, which can help to remove the improbable transmit hypotheses early. In addition, based on the a priori probability (APP), we employ the sparsity-inspired MAP metric to help shortening the search radius rapidly.
A. CONSTRAINED SD SEARCH
In the grant-free SCMA scenario, elements in s take values in {+1, −1, 0} as described above. Every two elements in u represent one element in s according to (17) , and the mapping relation is described as (18) . Every consecutive J elements in s belong to one user's data. In addition, non-zero (+1 or −1) elements in s indicate the corresponding user is active and zero elements indicate its status is inactive. Specifically, if the v-th user is inactive, then the corresponding consecutive J elements in s are all zero, i.e., s Jv = s Jv+1 = · · · = s Jv+J −1 = 0. Note that every consecutive 2J elements in u represent one user's data, in the SD process, we divide the elements in u into V groups where every consecutive 2J elements locate in a group. The elements in one group are then mutually constrained. Since the sphere decoder begins the search at the highest ''level'' 2JV − 1, i.e., the last element of u, the constraint relation of the v-th group (user) can be expressed as (21), as shown at the bottom of the previous page, in the reverse order. It clarifies how to directly determine the following elements according to the preceding ones, which is of great value for the complexity reduction in the SD search process.
To explain (21) more clearly, we demonstrate the v-th user's forward SD search process in Fig. 3 . The v-th user's bits locate on the (2Jv)-th to the (2Jv + 2J − 1)-th elements. Since the SD works on a reverse order, hence, when the (2Jv + 2J − 1)-th and (2Jv + 2J − 2)-th elements have been decided, it has also determined the v-th user's status. (21a) and (21b) indicate the v-th user's status is active, which correspond to the upper two rows in Fig. 3 . Under this active status, the element of even index can be directly determined by its former odd index element. (21c) and (21d) indicate the v-th user stays inactive, which correspond to the lower two rows in Fig. 3 . In this case, the remainder 2J − 2 elements of the v-th user can be directly determined as the first two elements. The whole constrained SD works as a series of depth-first searches on the code tree. It begins at the highest ''level'' and then descends in the search tree while backward steps are allowed. Hence, the search process actually includes two parts: forward process and backward process. To make it clear, we take an SCMA system with V = 6, F = 4, J = 2 as an example, and explain the decoding process using tree diagrams as shown in Fig. 4 and Fig. 5 , which indicate the forward process and backward process, respectively.
1) FORWARD PROCESS
Regarding the constraining rule in (21), Fig. 4 shows all the possible paths of the v-th user. As depicted, actually only six of sixteen paths need to be taken into consideration. The following elements can be directly determined according to the preceding ones, thus dismissing some improbable transmit hypotheses early. Take the path marked with ''A→B1→B2→B3'' as an example. Since the first two elements have been detected, i.e., (u 4v+3 , u 4v+2 ) = (+1, −1), the following two nodes can be directly determined as (u 4v+1 , u 4v ) = (+1, −1). That means when ''A→B1'' has been determined, ''B2→B3'' can be uniquely determined as (21c) indicates. one level back in any case [14] , there are several different cases for SI-SD as shown below.
2) BACKWARD PROCESS
• Current level is i = 4 (v − 1) + 3. In this case, it should step back from the (v − 1)-th user to the v-th user. If the current detected status of the v-th user is active, then it should step back two levels (from node 1 to 2 as example). Instead, if the v-th user is inactive, it should step back three levels (from node 5 to 6 as example).
• Current level is i = 4v. In this case, it steps back within the v-th user. If the current status of the v-th user is active, it should step back one level (from node 7 to 8). On the contrary, if the user is inactive, it should step back two levels (from node 3 to 4).
• Current level is i = 4v + 1 or i = 4v + 2. In this case, it should step back one level no matter the user is active or inactive, which is not shown in Fig. 5 .
B. SPARSITY-INSPIRED MAP METRIC
In the grant-free SCMA transmission scenario, with the estimated APPp, the optimal detector will perform the MAP detection. Theoretically, the optimal resultû can be found by solvinĝ
where U = {−1, +1} 2JV . Regarding the AWGN vector and (20) , the MAP detection problem in (22) can be written asû
The above maximization problem can be further converted to the equivalent minimization problem aŝ
Compared with the original ML receiver, the MAP detector has an additional metric, i.e., N 0 ln (Pr (u)), which is fully utilized during the SD process. Specially, in the case of equiprobability (1−p = p/M in terms of (15)), (24) degrades to the ML detection. Note that the elements in u are divided into V groups, representing the corresponding V users' data. We denote I 0 (u) as the number of the inactive users, which can be written as 
In addition, according to (15), we have
The optimal resultû can be found by solving (24) as discussed above. We have
To perform SD on the overloading SCMA system, as section III describes, the rank-deficient matrix compensation should be implemented as
vector and (2F + 2JV ) × (2JV ) matrix, respectively. The sparsity-inspired MAP (SI-MAP) metric ỹ, u contributes to the MAP detection, which can be realized by the proposed SI-SD algorithm. We perform the QRD onH as
where R is a (2JV ) × (2JV ) upper triangular matrix, 0 is a (2F) × (2JV ) all-zero matrix. The dimension of Q and Q are (2F + 2JV ) × 2JV and (2F + 2JV ) × 2F, respectively. After the QRD and scalar reformulation, we have
In the SI-SD algorithm, only signals within a given radius C 0 are considered, which means
Substituting (32) into (33) leads to
. Note that the SD operates iteratively [14] , the vector-valued inequality can be rewritten as element-wise. Since R is an upper triangular matrix, (34) can be expanded as
where the left side denotes the accumulated distance including the APP metric.ỹ j is the j-th element of vector Q Tỹ (denoted asỹ ). ω j represents the partial distance of the j-th level, and v the partial distance of the v-th user. Then the partial accumulated distance (PAD) can be calculated as
where θ = i 2J . It is worth noting that a similar partial distance expression is also given in [11] . The APP metric of v is written as a subtraction form in (35) which corresponds to the inactive user. However, it is expressed as a additive form in [11] which corresponds to the active user. By contrast, the proposed (35) constitutes a reduced metric. In connection with the SD this leads to a virtually tight sphere constraint which in turn implies less valid hypotheses within the search sphere. Hence, a reduced complexity for the SD search according to (35) is to be expected.
In this paper, the Schnorr-Euchner (SE) enumeration [18] is adopted as SD search strategy. Combining the constrained SD strategy and the sparsity-inspired MAP metric, the proposed sparsity-inspired SD (SI-SD) algorithm is summarized in Algorithm 2, where we define
and
In addition, L2 represents the second line in Algorithm 2, and so on.
VI. PERFORMANCE EVALUATION
In this section, the simulation results and the complexity analysis are shown to evaluate the performance of the proposed SI-SD algorithm. The SCMA configuration is V = 6, F = 4, and the SOF λ = 150%. The codebooks in [15] are adopted, where the modulation order J = 2. The constant α in (14) is set to 1, and it can be set to any other value which will not affect the results. 
A. SIMULATION RESULTS
First, we discuss the convergence performance of Algorithm 1. Fig. 6 gives the change trend ofp with the time slot, and this result is obtained under the AWGN channel. From Fig. 6 , we can derive how many time slots max are needed to estimatep. Apparently, for different transmission probability p, we need different max to guarantee the estimation convergence. When p = 0.1, max can be set to 10. When p = 0.01, we need max = 100 to ensure the convergence. Furthermore, when p = 0.001, we need to set max = 800. Therefore, the smaller transmission probability p is, the more time slots are required to estimatep. Since the SI-SD provides good performance and the updatedp is used in the subsequent SI-SD detection, the convergence speed could be improved. The average bit error ratio (BER) performance of different schemes are illustrated in Fig. 7 . We compare the performance of SI-SD with MAP detection and conventional SD. Three transmission probabilities are chosen, which indicate different degrees of sparsity. This transmission probability p can be estimated by the receiver as the APPp sent to the SI-SD detector. Two types of estimation are considered. ''P-APPE'' denotes the practical APP estimation as section IV describes, and ''I-APPE'' denotes the ideal APP estimation which meansp = p. From the simulation results, we can see that due to the neglecting of the APP, the conventional SD cannot approach the BER performance of MAP detection. This confirms the validity of the proposed SI-SD algorithm. We also note that for the low signal-to-noise-ratio (SNR) regions, the BER of SI-SD blind detection asymptotically approachesp. Therefore, the SI-SD algorithm is indeed a conservative detector where all the users' data tend to be estimated as the all-zero codeword for large noise power. In addition, we note that the performance of SI-SD with I-APPE is exactly the same with that of the MAP detection. 
B. COMPUTATIONAL COMPLEXITY ANALYSIS
In this subsection, the complexity of our proposed method will be analysed. We compare the computational complexity of SI-SD with the conventional SD and the MAP detection based on the number of floating-point arithmetic operations (flops) in real domain.
First of all, the QRD should be implemented onH. The modified Gram-Schmidt algorithm [19] is used, which requires 2 · (2JV ) 3 flops. For SD (also SI-SD), the expected complexity is given by [20] 
where f (k) and N k denote the number of flops for each visited node and the number of visited nodes in level k, respectively. In this paper, due to the constraints in the search process, f (k) has different forms, mainly including two cases:
• Current u i is determined with the SE enumeration (line 2 in Algorithm 2). In this case, f (k) = 2(k + 1) + 11 (from line 2 to line 45 in Algorithm 2).
• Current u i is determined directly according to the preceding ones. In this case, the SE enumeration is omitted, thus f (k) = 2(k + 1) + 7. The complexity of SD and SI-SD depends mainly on the number of visited nodes N k for each level. Fig. 8 depicts the number of visited nodes for SI-SD and SD in SNR of 0dB, 4dB and 8dB, respectively. Taking the APP metric into account, the number of the visited nodes for SI-SD is obviously less than that of SD, especially in high levels. Also, as shown in the figures, the lower is the transmission probability, the less is the complexity for SI-SD algorithm.
For the pure MAP detection, one needs to exhaustively search all (M + 1)
V possible combinations of the elements in s. For each combination, ȳ − Cs The complexity comparison results of different schemes are illustrated in Fig. 9 . The computational complexity of SI-SD is much lower than the MAP detection and the conventional SD as Fig. 9 depicts.
VII. CONCLUSION
In this paper, a blind detection scheme for the grant-free SCMA system is proposed based on SI-SD. Considering the sparsity of user activity in the grant-free SCMA scenario, we establish the corresponding system model, where we introduce a probability parameter to score the degree of the sparsity and an all-zero codeword to jointly detect each user's status and data. With the APP, the proposed SI-SD algorithm achieves the MAP detection. Unlike the conventional SD, strong constraints are proven to exist among the nodes in the proposed SI-SD, which help removing some improbable transmit hypotheses early. In addition, an sparsity-inspired MAP metric introduced by the APP leads to a purposeful exclusion of hypotheses and a smaller radius in SI-SD which will in turn reduce the computational complexity. Simulation results show that the proposed SI-SD algorithm provides gain in terms of performance and complexity. 
