In this paper, we analyze a single-server vacation queue with a general arrival process. Two policies, working vacation and vacation interruption, are connected to model some practical problems. The GI/M/1 queue with such two policies is described and by the matrix analysis method, we obtain various performance measures such as mean queue length and waiting time. Finally, using some numerical examples, we present the parameter effect on the performance measures and establish the cost and profit functions to analyze the optimal service rate g during the vacation period.
Introduction
In this paper, we consider a single-server system where there is a class of main jobs or randomly arriving customers. In general, allowing the server to take the vacation when there are less customers can economize the cost, but also reduce the operational efficiency of the system and cause the loss and dissatisfaction from the customers. How can we solve this problem to make the system operate more efficiently? To answer this question, we develop a new quantitative model based on Markov process with the general arrival. Specially, we want to know (1) how the server uses the vacation time to serve main jobs or customers; and (2) when the system ends vacations to come to the normal working level. In this paper, we focus on working vacation and vacation interruption policies which provide the answers to the two questions, respectively. Under the working vacation policy, the server can also take service for the main jobs or customers during the vacation period with the lower rate rather than stopping completely. The vacation period becomes the lower speed operation period of the queueing system. Meanwhile, under the vacation interruption policy, the server can come back to the normal working level immediately once some indices of the system, such as the number 0307-904X/$ -see front matter Ó 2007 Elsevier Inc. All rights reserved. doi:10.1016/j.apm. 2007 .09. 017 of the main jobs, achieves the certain value. Thus, working vacation policy determines how the server use the vacation time and vacation interruption controls when the system ends the vacation period or the lower speed operation period.
The model presented in this paper belongs to the research area of single-server queues with vacations. General single-server vacation models have been well studied and surveyed by Doshi [1, 2] and the monographs of Takagi [3] and Tian and Zhang [4] . For working vacation models, Servi and Finn [5] first studied an M/M/1 queue with working vacation. Their work is motivated and illustrated by the analysis of a WDM optical access network using multiple wavelengths which can be reconfigured. Subsequently, Kim et al. [6] , Wu and Takagi [7] generalized results in [5] to an M/G/1 queue with working vacation. Baba [8] extended this study to a GI/ M/1 queue with working vacation by the matrix-analysis method. Recently, Banik et al. [9] analyzed the GI/ M/1/N queue with working vacations and presented a series of numerical results. Li and Tian [10] connected working vacation and vacation interruption and analyzed the discrete-time GI/Geo/1 queue with working vacations and vacation interruption.
In this paper, we will consider a GI/M/1 queue with working vacations and vacation interruption. For GI/ M/1 queues with server vacations, Tian et al. [11] used the matrix geometric solution method to analyze. They obtained the expressions for the rate matrix and proved the stochastic decomposition properties for queue length and waiting time in a GI/M/1 vacation model with multiple exponential vacations. Independently, Chatterjee and Mukherjee [12] also researched the GI/M/1 with server vacations. Subsequently, Tian and Zhang [13, 14] discussed the GI/M/1 queue with PH vacations or setup times and the discrete time GI/Geo/ 1 queue with server vacations. But, the server cannot take the original work during the vacation period as in the working vacation models. Meanwhile, in all models with vacations, he cannot come back to the normal working level until the vacation period ends.
In this paper, we will consider a single-server queue system which has the general arrival process. The working vacation and vacation interruption are connected and the server enters into vacation when there are no customers and he can take service at the lower rate during the vacation period. If there are customers in the system at the instant of a service completion during the vacation period, the server will come back to the normal working level no matter whether the vacation ends. Otherwise, he continues the vacation. The aim of our study is to develop a set of computable stationary performance measures such as the queue length and waiting time. With these performance measures, we demonstrate the parameter effect on the performance indices of the system. And, by some numerical results, we can also analyze economic performance measures.
The rest of this paper is organized as follows. In Section 2, the model of GI/M/1 with vacation interruption and multiple working vacations is formulated as an embedded Markov chain at the arrival epochs. In Sections 3 and 4, the main steady-state performance measures such as queue length and waiting time are obtained by the matrix analysis method. Finally, using some numerical examples, we also demonstrate the parameter effect on the performance indices of the system and establish the economic performance functions in Section 5.
Model formulation and embedded Markov chain
Consider a GI/M/1 queue such that the arrival process is a general distribution process. The server begins a vacation each time when the queue becomes empty and if there are customers arriving in a vacation period, the server continues to work at a lower rate. The working vacation period is an operation period in lower speed. At a service completion instant, if there are customers in the system in the vacation period, the server will come back to the normal working level, i.e. vacation interruption happens. Otherwise, he continues the vacation. Meanwhile, if there is no customer when a vacation ends, the server begins another vacation, otherwise, he switches to the normal working level.
Suppose s n be the arrival epoch of nth customers with s 0 = 0. The inter-arrival times {T n , n P 1} are independent and identically distributed with a general distribution function, denoted by A(t) with a mean 1/k and a Laplace Stieltjes transform (LST), denoted by A * (s). The service times during a service period, the service times during a working vacation and the working vacation times are exponentially distributed with rate l, g and h, respectively.
Let L(t) be the number of customers in the system at time t and L n = L(s n À 0) be the number of the customers before the nth arrival. Define Then, the process {(L n , J n ), n P 1} is an embedded Markov chain with the state space X ¼ fð0; 0Þg [ fðk; jÞ; k P 1; j ¼ 0; 1g:
Evidently, the server only stays in the vacation period when there are no customers. In order to express the transition matrix of (L n , J n ), let
Meanwhile, we introduce the expressions below where {a k , k P 0} expresses the probability that k services complete during an inter-arrival time in the normal service period; and, {b k , k P 1} explains the probability that, during an inter-arrival time, the residual vacation time is longer than the service time during the vacation period, a customer is served completely, and there are other customers in the system, then at the instant of this service completion, the server ends the vacation and enters into the normal service period, i.e., vacation interruption happens, and k services complete during this inter-arrival time; certainly, {c k , k P 0} is the probability that, the residual vacation time is not longer than the service time during the vacation period, then no customer is served completely during the residual vacation time, and at the instant of vacation ending when there are customers in the system, the server enters into the normal service period and k services complete during an inter-arrival time. Now, we consider the transition probabilities of (L n , J n ). First, considering the case during a service period, the transition from (i, 1) to (j, 1) occurs if i + 1 À j services complete during an inter-arrival time. Therefore, we have p ði;1Þ;ðj;1Þ ¼
Second, the transition from (i, 0) to (j, 0) occurs only if j = i + 1. So, we have p ði;0Þ;ðj;0Þ ¼
Similarly, from the definition of b k , c k , we obtain p ði;0Þ;ðj;1Þ ¼ 
Àhx e Àgx e ÀlðtÀxÞ dx dAðtÞ ¼ c 0 ;
And, p ði;0Þ;ð0;0Þ ¼
From the above equations, we derive
Using the lexicographical sequence for the states, the transition probability matrix of (L n , J n ) can be written as the Block-Jacobi matrix ; ð5Þ
where
The structure of e P indicates that (L n , J n ) is irreducible and aperiodic.
Performance measure: queue length
First, we derive the steady-state distribution for (L n , J n ) at arrival epochs using matrix-geometric approach. In order to derive the steady-state distribution, we need the lemma below.
where n is the unique root in the range 0 < z < 1 of the equation z =A * (l(1 À z)), and
Proof. Because all A k are upper triangular, we can assume that R has the same structure as
Then, for k P 1, we have Substituting R k into the matrix equation, we obtain
;
As is well known, if q = k/l < 1, the third equation has the unique root r 22 = n in the range 0 < r 22 < 1 and r 11 =A * (h + g). Taking r 22 and r 11 into the second equation, we have
And, we easily compute
Substituting the above equations into (7), we finally obtain the expression for R. We have bðn À A Ã ðh þ gÞÞ > 0 for q < 1 and h > 0. Meanwhile, we easily verify that the Markov chain e P is positive recurrent if and only if q < 1 and h > 0. And, the matrix
has a positive left invariant vector:
and K is a random positive real number. If q < 1, let (L, J) be the stationary limit of the process (L n , J n ). Let
P fL n ¼ k; J n ¼ jg; ðk; jÞ 2 X: Ã Theorem 1. If q < 1, the stationary probability distribution of (L, J) is
Proof. With the Theorem 1.5.1 of Neuts (see in [15] ), (p 00 , p 10 , p 11 ) is given by the positive left invariant vector (8) and satisfies the normalizing condition p 00 þ ðp 10 ; p 11 ÞðI À RÞ À1 e ¼ 1;
where I expresses the identity matrix. And, substituting R into the above relationship, we easily get
Therefore, we obtain ðp 10 ; p 11 Þ ¼ ð1 À nÞrðA Ã ðh þ gÞ; bðn À A Ã ðh þ gÞÞÞ. Using Theorem 1.5.1 of Neuts, we have
Taking (p 10 , p 11 ) and R kÀ1 into (10), we easily obtain the theorem. h
Then, we discuss the distribution of the queue length L at the arrival epochs. From Theorem 1, we easily obtain the distribution of L:
Theorem 2. If q < 1 and l > g, the stationary queue length L can be decomposed into the sum of two independent random variables: L = L 0 + L d , where L 0 is the stationary queue length of a classical GI/M/1 queue without vacation, and follows a geometric distribution with parameter n. Additional queue length L d has a modified geometric distribution
where r is defined as in Theorem 1.
Proof. From the probability expression for L above, the probability generating function of L is as follows:
In the equation above, we easily verify
Eq. (11) indicates that the additional delay L d can be written as the mixture of two random variables: 1 , where X 0 0, X 1 follows a geometric distribution with parameter A * (h + g). Thus, we easily obtain a performance measure: mean queue length at the arrival epoch.
Then we consider the queue length at arbitrary epoch. And, denote the limiting distribution of LðtÞ : p k ¼ lim t!1 P fLðtÞ ¼ kg; k P 0.
Theorem 3. If q < 1 and h > 0, the limiting distribution of L(t) exists. And, we obtain
; k P 1:
(See Appendix A for the proof).
Let e L denote the steady-state system size at an arbitrary epoch. Then, the expectation of e L is given by
Meanwhile, we easily obtain the state probabilities of a server in the steady-state.
Those performance measures such as queue length and the state probabilities of a server represent indices of the system and are important to analyze the operation in the last section.
Performance measure: waiting time
In this section, we assume that the service discipline is first-come first-served. Let W and W * (s) be the steady-state waiting time and its LST, respectively.
First, let H 0 be the probability that the server is in the service period when the new customer arrives, and H 1 be the probability that the server is in the vacation period and a new customer should wait when he arrives. We can easily compute
Theorem 4. If q < 1 and h > 0, the LST of stationary waiting time W is
Proof. First, we obtain the probability that a new customer should not wait
When a new customer arrives, if there are k customers and the server is in the normal working period, the waiting time equals k service times by the rate l. Then, we easily have
Then, we consider the situation that there are k customers and the server is in the vacation period when the new customer arrives. For convenience, denote V and U * be the vacation time and service time during the vacation period, respectively. There are two cases. Case 1. if the residual vacation time is longer than one service time by the rate g, i.e., V > U * , after a service completion in the vacation period, vacation interruption happens and the server comes back to the normal working level rather than keeping on the vacation. Thus, the waiting time is the sum of one service time by the rate g under the condition V > U * and k À 1 service times by the rate l. First, we compute the conditional probability of the service time by the rate g under the condition V > U * . We have
It can be easily explained that the service time by the rate g under the condition V > U * also follows the exponential distribution with parameter g + h, then we have
Case 2. If the residual vacation time is not longer than the service time in the vacation period, i.e., V 6 U * , when a vacation ends, the server has not completed a service during the vacation and comes back to the normal level. Therefore, the waiting time equals the sum of the residual vacation time under the condition V 6 U * and k service times by the rate l. Similarly, we have the probabilities
It can be verified that the residual vacation time under the condition V 6 U * also follows the exponential distribution with parameter g + h. Thus, we obtain
And, we easily have
ðsÞ :
From (15)- (17), we have the result in Theorem 4 by some algebraic manipulation. With the structure in Theorem 4, we can easily get another performance measure: the expected waiting time of an arbitrary customer.
Ã Remark 1. For Eq. (14), the steady-state waiting time of an arbitrary customer has the special probability explanation. The waiting time equals 0 with the probability 1 À H 0 À H 1 ; with the probability H 0 , it equals the sum of one exponential random variable with the rate l(1 À n) and one modified exponential random variable with the rate l(1 À A * (h + g)); with the probability H 1 , it equals the sum of three random variables: one exponential random variable with the rate h + g, and two modified exponential random variable with the rate l(1 À A * (h + g)) and l, respectively.
Numerical analysis
The model with two policies we consider can represent many problems in Management, Optical and Communication networks. For example, the banks establish the automatic teller machines (ATM) and the customers can fetch money from the employees or ATM in the day time. And, if the employees take vacations, the customers only can be served by ATM. This is the working vacation period or lower speed service period. Meanwhile, when some big operations arrive, the employees must also end vacation and come to work, then vacation interruption happens. Such model can also be used to analyze the priority queues and the changeable service rate systems, and model some internet systems, such as Optical nets, Electric nets and Communication nets according to the practical situations. According to the property of the data, one or some of data can be seen as the main task and the others as affiliated tasks. When there are few main data, the system can deal with the main data at the lower rate and affiliated data at the same time. But, when the number of the main data exceeds the certain value, the system must convert to the quick rate to deal with main data immediately. Such models can enable the data with higher priority to be processed firstly. Thus, to demonstrate the applicability of the results we obtain above, a variety of numerical results are presented below to analyze the operating and economic performance measures.
Operating performance measures
In Tables 1-3 , we demonstrate the state probability in the system at pre-arrival and arbitrary epoches for three types of inter-arrival time distributions: (1) deterministic, (2) exponential, and (3) E 2 . They all have equal mean (= 1/k) where k = 1.25. Other parameters are taken as l = 2.0, h = 1.0, g = 0.6. In the titles of the tables, various performance measures are also given. Evidently, in D/M/1 and E 2 /M/1 systems with working vacation and vacation interruption, the pre-arrival state probability p k does not equal the arbitrary state probability p k , but in M/M/1 system, two indices are equal. Fig. 1 provides the expected number of the main jobs with the change of vacation service rate g. In Fig. 2 . we present the state probability of the server for the change of g and different vacation rate h. In those figures, we present the performance measures for M/M/1 and E 2 /M/1, respectively. Fig. 3 demonstrates the comparison of M/M/1 and E 2 /M/1 with working vacations and vacation interruption. Finally, in Fig. 4 expected Table 1 Distribution of number of customers in the system at various epochs for D/M/1 queue with parameters: k = 1.25, l = 2.0, h = 1.0, g = 0.6, and with E(L)=1.136291, Eð e LÞ ¼ 1:618331, E(W)=0.631126, P{J = 1} = 0.482242 Table 2 Distribution of number of customers in the system at various epochs for M/M/1 queue with E(L)=2.296402, Eð e LÞ ¼ 2:296402, E(W)=1.231061, P{J = 1} = 0.568181 queue lengths are also compared in our model with working vacation (WV) and vacation interruption (VI) and that only with WV considered by Baba [8] . These computed performance measures illustrate the performance effects of assigning job ability during the vacation period.
Here are some findings:
(i) From Fig. 1 , expected queue length can be measured with the change of g. With the vacation service rate increase, E(L) decreases evidently and the utilization level of the system idle time becomes larger. Meanwhile, when service rate g approaches to l, the vacation rate does not have the effect and the models become the corresponding queues without vacations. The effect of q on the expected queue length is also similar. (ii) From Figs. 2 and 3 , the state probability of the server can be also demonstrated and the probability that the server stays in working level, i.e., P{J = 1}, evidently increases. The probability that the server stays in vacation decreases, thus, the utilization level of the system idle time also become larger. And, the vacation rate also has some effect on expected queue length and state probability of the server. For example, for E 2 /M/1 queue, when h = 0.5, E(L) and P{J = 1} are evidently larger than those when h = 1.5. It also shows that it is reasonable to establish the vacation period or lower speed operation period. Thus, from (i) and (ii), working vacation policy is significantly better than general vacation policy without the vacation service in some situations. (iii) From Fig. 4 , in terms of E(L), the vacation interruption policy is significantly better. For example, evidently, when the service rates g are the same in two situations, expected queue length in E 2 /M/1 queue with WV is larger than that in E 2 /M/1 queue with WV and VI and the former causes more jobs or customers to wait. Therefore, under the working vacation policy, if we want to develop a better service, we can consider vacation interruption policy that utilizes the server and decreases the waiting jobs effectively.
And, although we only show the results for some special systems, our model can also handle the other general and more complex arrivals. For example, for E 100 /M/1 with large input parameters, using the results in sections above, we can also obtain various performance measures, but because of the complexity in computation, there are some skills to treat it in numerically, then it should not belong to our analysis scope in this paper and someone who are interested can do some work in this aspect.
Economic performance measures
In practice, queueing managers always are interested in minimizing operating cost or maximizing business profits. Under a given cost/revenue structure, we can use the performance measures developed in this study to search for the cost minimization or profit maximization. In this model we consider, it is useful to optimize the service rate g during the vacation period. For E 2 /M/1 queue with working vacation and vacation interruption, we establish the cost function to search for the optimal g policy. Assume c w represent the unit time cost of every waiting customer, and c 1 and c 2 are the service costs every unit time during the normal working level and vacation period, respectively. Thus, we can establish the expected net cost function Z c as:
where E(L), P{J = 1} and P{J = 0} have been obtained in sections above. Fig. 5 shows this cost function for different traffic intensities and From Fig. 5a , evidently, there is the optimal vacation service rate g to make the cost minimize.
Meanwhile, we can also establish the cost and revenue structure which also consists of the saving rate of taking vacation, denoted by R v , and the revenue rate of serving every unit time during the normal working level and vacation period, denoted by R 1 and R 2 , respectively. The objective is to maximize the long-term average profit function as 
Similarly, 
Substituting (19)- (22) in (18), we obtain the expression for p k . For k = 0, using the normal condition, we obtain p 0 . h
