Introduction
This paper shows and quantifies the impact of shocks on return volatility in the British, Dutch and German electricity forward markets. To achieve this goal, a multivariate GARCH (MGARCH) model and the volatility impulse response function (VIRF) methodology recently developed by Hafner and Herwartz (2006) are applied to forward (OTC) electricity price data at the daily frequency from January 2001 to June 2005.
European electricity markets have experienced some dramatic changes in recent years. The objective of reaching more cost-reflective prices for the final consumer has led the European Commission to introduce the opening of markets to competition into national laws.
4 Despite the ideal of a "Contestable Market" being far from attained, progress has been observed in most countries. Even in highly concentrated markets, a wholesale market exists, either in a single place (power exchange) or through bilateral contracts via brokers.
As a consequence of this liberalization, the behavior of electricity prices and returns has been the subject of much attention from the academic community. Numerous econometric studies have examined the dynamic and distributional properties of price and/or return time series in leading electricity wholesale markets 5 . The majority of these studies, surveyed in the next section, are devoted to the analysis of univariate time series. What emerge are some stylized facts characteristic of electricity markets, in particular a very high level of volatility, the presence of jumps, a strong seasonal pattern and the existence of mean-reversion.
In contrast, only a few papers examine the issue of spillovers between returns in several power markets and a minority of them attempt to analyze the transmission of moments higher than the mean. 6 As noted by Bosco et al. (2007) : " [...] post-reform European price series have generally been studied in isolation and the issue of the interdependency in the price dynamics of neighboring markets has largely been ignored." (p. 2). Even so, there has been a considerable interest in the financial literature since the beginning of the 1990s in examining whether or not volatility is transmitted from one market to another. Notable references on this subject are Hamao et al. (1990) , Engle et al. (1990 ), Lin et al. (1994 , Karolyi (1995) , Koutmos and Booth (1995) and Booth et al. (1997) to cite just a few. In particular, Engle et al. (1990) develop the concepts of "meteor showers" and "heat waves"
to describe in the first case volatilities reacting to shocks in other markets and in the second case a volatility process whose estimation is not improved by using innovations in other markets. The first contribution of our paper is to show that volatilities in the three main European electricity markets follow a "meteor shower" process, indicating that unexpected realizations in non-national markets help to predict the volatility in a given national market. This issue has not previously been investigated for the case of European power markets.
The second contribution of our paper will be to proceed to a quantification of the impact of a shock on volatility in each market adapting Sims's (1980) impulse response function to the volatility setting.
To this end, we employ Hafner and Herwartz' (2006) VIRF methodology. However, impulse response analysis in nonlinear systems leads to significant complexities compared to the linear case. Gallant, Rossi and Tauchen (1993) and Kopp, Pesaran and Potter's (1996) (henceforth KPP) offer two competing definitions of impulse response in non linear models. 7 The main differences between these two definitions lie in the definition of a realistic shock to the system and the choice of a benchmark against which measuring the impact of the shock. Hafner and Herwartz' (2006) VIRF methodology is an application of KPP definition to the MGARCH framework. A crucial feature of the VIRF is worth stressing from the outset: the impact of a shock depends on the current level of volatility and therefore a given shock will not always increase expected volatility. We develop these points more extensively in section 4.
The variance forecasting ability shown in our analysis has two main application. Firstly, Fleming et al. (2001 Fleming et al. ( , 2003 have shown that investors who maximize a mean-variance utility function can achieve a significant benefit when daily rebalancing their portfolio using the estimated conditional covariance matrix. A better understanding of the return volatility process should then allow the improvement of portfolio allocation between forward contracts considered as financial assets. Compared to Fleming et al.'s (2001 Fleming et al.'s ( , 2003 assets (stocks, bonds, gold and cash), the forward contracts considered in our paper are far from being liquid, which increases the attractiveness of the VIRF analysis. Investors are given an estimation of the persistence of the volatility, allowing them to limit portfolio moves and subsequent transaction costs, which are dramatically higher for less liquid assets. Secondly, market participants rely heavily on options to cover their positions. It is well-known that options are priced according to the entire price distribution, therefore reinforcing the suitability of VIRF distribution.
Our data set of forward prices comes from a major European energy trader and runs from 03/19/2001 to 06/07/2005. Our choice to consider only forward prices is motivated at least by two reasons. The first one is that spot (day-ahead) prices are too heavily influenced by technical considerations, thereby obscuring the financial transmission we are especially interested in in this paper. The second one is that even if bilateral trading is much less transparent than exchange, we can observe that these forward contracts remain the privileged tool for experienced actors in these markets. For instance, Strecker and Weinhardt (2001) show that trading is a great deal larger in OTC markets than in exchanges for the German case. 8 On can also observe that worldwide attempts to launch organized exchanges for electricity markets have not yet been successful. Several exchanges have collapsed or have been abolished. In addition to the British Pool, the California exchange collapsed in 2001 because of the authorization given to utilities to trade bilaterally. The NYMEX power contracts have been abandoned because of a lack of trading. This leads Wilson (2002) to give the radical conclusion that:
"necessity and viability of exchanges remain doubtful"(p. 1327) which gives us another reason to use forward price data in our paper. An additional motivation for the use of forward prices is that they are much less depending on congestion issues. By using data from the nearby contracts following a standard rollover procedure to build a single time series, we greatly exclude volatility transmission due to congestion expectation. 7 Note that the present paper is the first attempt to use generalized impulse response methodology (KPP) for commodity markets. 8 Other developments on this issue can be found in Smeers (2004) or in Bosco et al. (2006) . 9 Of course, congestion issues exist when trading forward, but our own experience seems to indicate that this is not
We consider three major markets in Europe: Germany, the Netherlands and England and Wales. Our results seem to indicate a noticeable, but short-lived, impact from shocks on conditional volatilities.
Empirical evidence of the presence of beneficial strategies for energy traders are highlighted, though no evaluation of these strategies is provided in this paper.
The plan of the rest of the article is as follows. The following section gives some background elements on European wholesale electricity markets and previous contributions studying the time series behavior of electricity prices. Section 3 describes the econometric methodology of VIRF used in conjonction with a multivariate GARCH model. Section 4 provides and discusses results for different historical shocks. In section 5, we present the estimated distributions of the VIRF for different forecast horizons obtained through the simulation of random shocks. Section 6 sums up our main empirical findings along with a few possible areas for future research.
Literature review
In this section, we give a brief overview of previous works on electricity markets. In the first part, we expose the three different kinds of models used to represent electricity price behavior. In the second part, we focus on the more narrow subject of spillovers between markets and sum up the results obtained until now with time series methods.
Models of wholesale electricity markets and forward trading
The prolific literature on electricity price behavior is made up of three kinds of contributions: equilibrium models, "closed-form" models and time series models. Each of these models succeed in replicating some, but not all, stylized facts about electricity prices. The choice of a model is of critical importance for market participants who wish to manage their financial risk because it has a significant impact on the pricing of derivatives products. In this section, we present these three categories of models and highlight the advantages of using time series for our purpose. Routledge, Seppi and Spatt (2001) and Bessembinder and Lemmon (2002) are recent examples of equilibrium models devoted to electricity markets. In these models, equilibrium values are obtained endogenously by demand and supply analysis with some assumptions about utility functions of economic agents. Both models cited above are particularly noteworthy because they provide clear intuitions concerning prices and forward premiums behavior. For instance, the model of Routledge et al. (2001) allows for mean-reversion, heteroscedasticity and asymmetries in price probability distribution, which are well-known features of electricity price data. In Bessembinder and Lemmon's (2002) model the forward premium depends on second and third centered moments of demand, which is also a striking empirical finding in electricity markets. Overall, modern equilibrium models provide testable hypotheses, generally in line with reality, but lack practical applications for derivatives pricing.
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The second category which regroups "reduced-form 'finance' models" (as coined by Routledge et al., 2001, p. 2) is the one preferred by risk managers. The analytical solutions supplied by these models immediately integrated at the moment the contract is traded.
are easier to use for the pricing of derivatives, but rely on a stochastic process chosen ex ante. The process has to take into account some particularities of power prices: mean-reversion, price spikes, zero and even negative prices, strong seasonality, among others. A two or even a three-factor model is therefore required to get a good fit of the data. The equilibrium aspect is not present under the form of supply and demand functions but is part of the model through a risk premium for each risk factor of the model.
A Recent example of these models for commodities is Schwartz and Smith (2000) who develop a two-factors model allowing for mean-reversion to an estimated long run mean but also short-term variations 11 . Barlow's (2002) diffusion model is a non-linear Ornstein-Uhlenbeck process allowing for spikes and fitting quite well Alberta's power price series. Lucia and Schwartz's (2002) paper emphasizes the seasonal pattern of power prices in the NordPool, which is a predictable component of price. Two one-factor and two two-factors models along with a sinusoidal function capture this seasonal pattern with a strong mean-reverting effect. Predictability is shown to greatly influence derivatives pricing and is of primary importance because of the impossibility of using the standard cost-of-carry model (see also Eydeland and Geman (1998) the UK market using a regime switching model similar to Lucia and Schwartz (2002) . Applied to their data, their model better takes into account the short duration of spikes and the stronger meanreversion after occurrence of a spike than previous stochastic jump processes. 13 Recently, Geman and Roncoroni (2006) have proposed a family of discontinuous processes featuring upward and downward jumps to model electricity spot prices. These processes allow for mean-reversion and spikes resulting from momentary imbalance between demand and supply. The estimated models fit the data from three US power markets reasonably well and remain sufficiently tractable for pricing and risk management activities.
Time-series models, which we are applying in this paper, make the third category. These models use the statistical features of spot and forward prices and returns in order to fit their conditional mean and covariance matrix. Some exogenous variables can be added to increase their forecast accuracy.
Such econometric specifications have been usable in risk management since seminal papers by Engle (1982) and Bollerslev (1986) who provide models of the conditional variance applying ARMA-type structures. Derivatives pricing, as well as portfolio choice and hedge ratio computation then become possible on a time-varying basis. Econometric models are greedy in parameters to estimate but succeed in replicating stylized facts of electricity prices quoted above. Literature on this topic may be roughly divided between: (i) univariate models focusing on a single power return and (ii) multivariate models interested in the joint behavior of electricity markets returns and possibly the issue of price convergence and integration 14 .
Among main references for univariate analysis, is Hadsell et al. (2004) whose specification resorts to the TARCH model of Zakoïan (1994) with a GARCH(1,1) specification for the innovations, it is shown that volatility is higher though less persistent in the real-time market. An interesting finding of the paper is the established relationship between volatility levels and congestion which leads them to note that: "Market participants who are interested in forecasting volatility levels in electricity prices should start with forecasting expected congestion"(p. 173). This is particularly true for day-ahead or real-time pricing but this seems to be less relevant for forward contracts data. Goto and Karolyi (2004) confirm the features of volatility clustering and jumps for power price data.
These authors show that models with seasonality, time-varying conditional volatility and jumps provide a good fit for price series in the US, NordPool and Australia. Despite data coming from markets with very different institutional structures, GARCH attributes and jumps seem to exhibit some similarities, which may be intrinsic to the physical nature of electricity. Byström (2005) resorts to extreme value theory to assess tails thickness in NordPool hourly spot prices. The distribution providing the best fit is the generalized Pareto distribution. Estimates are found to be significantly more accurate than those of standard GARCH models with or without Gaussianity.
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A recent work by Rusco and Walls (2005) , who focus on the non normality of electricity prices, is of interest for our paper. The authors show that the skew-t and skew normal densities give a better fit for the data of the Californian market between April 1998 and 2000 compared to a normal distribution. In our paper, we retain a Student's t-distribution without an asymmetry parameter for the computation of the log-likelihood in order to take into account the leptokurticity of return data. Powernext and APX markets. Seasonality is also investigated in Rambharat et al. (2005) , who use temperature data to estimate an autoregressive model with mean reversion which seems to outperform stochastic jump diffusion models for the data set considered.
15 Some series begin in 1998 and 1999. See also Hadsell (2006) for an application of the TARCH model to electricity prices. 16 Extreme value theory is of particular interest for risk management activities as VaR bounds estimates and futurs margin requirements.
To conclude, the most complete study of electricity prices in a restructured environment is perhaps Knittel and Roberts (2005) . The authors compare how five different models take into account six identified characteristics of electricity prices: mean reversion, time of day effects, weekend/weekday effects, seasonal effects, volatility clustering, extreme values. Among these models are Lucia and Schwartz' (2002) Ornstein-Uhlenbeck processes for mean reversion, jump-diffusion processes for spikes 17 and
Nelson's (1991) EGARCH model for the leverage effect. These models fit the data differently with significant parameters for the characteristics given above. The study confirms that power spot prices have a positive skew which is larger during periods of high demand variability (cf. Bessembinder and Lemmon, 2002) . Results also indicate that the equilibrium model of Routledge et al. (2001) gives accurate predictions because of the strong observed mean reversion. Estimates confirm the presence of an "inverse leverage effect" (electricity price volatility tends to rise more after a positive than a negative shock). The authors suggest that time series models may be a good tool to model electricity prices because of their ability to reproduce volatility clustering. They also emphasize the need of distributions alternative to the Gaussian to give a better fit of the estimated higher moments of the return distribution, more precisely the conditional skewness and kurtosis.
Markets spillovers
The main purpose of our paper is to uncover the links between different power markets. These return and volatility spillovers can be uncovered through time series multivariate models, as shown by some previous works which investigate the relation between prices and/or returns while others are involved in the search of volatility spillovers between markets. De Vany and Walls (1999) study the joint behavior of power spot prices in 11 regional U.S. western markets between 1994 and 1996.
18 The authors find a unit root in price series in all markets but one. In addition, all market-pairs are cointegrated, which is for the authors a "first evidence on the performance of decentralized markets in pricing transmission and power in an open access environment" (p447). A global pattern of nearly uniform prices seems to emerge despite a complex and apparently inefficient transmission network. Park et al. (2006) , using acyclic graph methods, confirmed some findings by De Vany and Walls, namely that a relation exists between prices of distant and "not much" connected regions.
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A first comprehensive study on the restructured European electricity prices was made by Bower (2002) .
Data covers NordPool, the former English Pool and the UKPX market, the Spanish market (OMEL), the German markets (EEX and LPX) and the Dutch market (APX). The author is interested in statistical relations between these markets. A correlation analysis allows him to conclude that the Scandinavian market is working efficiently. Returns in European markets appear to be independent from each other. A cointegration analysis shows that communication between European markets is improving, but since then this part of the paper has been criticized in the literature. 20 Zachmann (2008) studies to which extent European electricity wholesale day-ahead prices converge towards arbitrage freeness. Using an original set of data on cross-border capacity auctions between Germany, Denmark and the Netherlands, he shows the absence of arbitrage opportunities as soon as congestion costs are taken into account. Nevertheless, market transparency and cross-border capacities are far from being sufficient, leading Zachmann to conclude that " Although there has been substantial progress by some members, the EU's goal is yet far off" (p. 1660). Bosco et al. (2007) concentrate on the long run relationship between European power markets using a cointegration analysis. They find evidence of market integration only for neighboring countries. In this paper, we focus on the short run dynamics of these three European forward power returns using data daily data in place of weekday medians as in Bosco et al. (2007) . Worthington et al. (2005) are the first to apply MGARCH models to electricity returns. They use a BEKK model (Engle and Kroner, 1995) to show the transmission of prices and price volatilities in five Australian regional electricity spot markets. Their results show that price transmission is low, but that volatility spillovers are present in nearly all five markets. This conclusion is quite interesting because of the limited nature of the interconnections between these markets. Serletis and Shahmoradi (2006) also resorted to a MGARCH model to investigate the relation between natural gas and electricity markets returns.
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3 Modelling of forward returns and volatilities in three European electricity markets
Data
We consider German, Dutch, and British forward returns for base and peak periods. These markets are three major European electricity markets and quite good examples of deregulated markets. These forward prices series are obtained from a major trader of energy commodities in Europe. Each day, the electricity desk reports a weighted average of daily prices for each OTC market. Weights are set in accordance with volume traded at each moment of the day. If no trade occurs, this trader reports his observations about bids and offers on the market. In this respect, the methodology used by our trader is not different from the one employed by financial reporting agencies. 23 If no bid or offer occurs, the trader reports the Platts' price which is a spread against related products. These price series are made by this trader using a standard rollover procedure using the nearby contract.
There is no precise date for the rollover but it is made in such a way to keep data on a contract while significant volume remains. An immediate advantage of our data compared to standard commercially provided data is that dates are not determined in advance and are adapted to the market opinion about the future of the contract.
Graphs of these series are given in appendix A. These graphs clearly show volatility clustering for each return. Some descriptive statistics on these returns are given in table 1. The mean of each return is almost equal to zero. A more important feature of returns is their skewness and their kurtosis. One can observe that German returns' skewness is well above zero which denotes an asymmetric distribution.
Skewness is slightly negative for Dutch returns and slightly positive for British returns. For all returns, estimated kurtosis are very large which denotes a fat-tailed distribution. As a consequence, for each series the Jarque-Bera statistics strongly refutes the null hypothesis of a normal distribution. Estimates are given in table 2 for base returns and table 3 for peak returns. We do not add to our VAR models exogenous variables representing expected congestion on the network as we are using data on forward contracts. We think that the change in volatility of forward returns is mainly the consequence of financial arbitrage not linked to the expected working of the network. The results show that returns are connected but that these dependencies are not the same in base and peak periods.
In base period, the German return depends on its two lagged values and on British return with one lag. In peak period, the German return now depends on the Dutch return with one lag and on both lagged British returns. The structure of dependencies for Dutch return is similar for base and peak periods. The Dutch return depends on its own two lagged values and on the German return with one lag and British return with two lags. The British return has the most surprising behavior for it depends on its own lagged values only in base periods. In peak period, the British returns only depends on the German return with one lag. The British return is never affected by the Dutch return.
Several conclusions can be drawn for these estimations. The German market affects both Dutch and British returns in base and peak periods. The Dutch market never influences the British market while the British market has an impact on it.
Interdependencies in volatilities
In a second step, we note t the (N × 1) vector of residuals from the previous VAR and define Σ t = E( t t | ψ t−1 ) its conditional variance covariance matrix where ψ t−1 is the information set at date t − 1. We apply a BEKK(1,1) model (Engle and Kroner, 1995) to model the behavior of Σ t
where C 0 is a N × N lower triangular matrix and A and G are two N × N matrices. We make the assumption that the conditional distribution of t follows a normal or a Student's t-distribution.
Estimates of this BEKK(1,1) model for base returns are displayed in table 4 for the normal distribution 24 Note that Fiorentini et al. (2004) have only recently shown the validity of the Jarque-Bera test for conditionally heteroscedastic processes. 25 To save space results are not given in this paper but they are available upon request. The ARCH characteristics can also be investigated using an autocorrelation analysis of the squared returns. These tests confirm the original Engle's ARCH-LM test results.
and (1990) For peak returns, estimates of the BEKK(1,1) with a normal and a Student's t-distribution are respectively displayed in tables 6 and 7. The log-likelihood is also higher with the Student's t-distribution which leads us to prefer this distribution. 
Quantifying the impacts of shocks on volatility
Once the interdependencies in volatilities in our three markets uncovered, our next step will be to quantify the impacts of shocks throughout markets. To do so, we will use the impulse response analysis, put forward by Sims (1980) . We must stress here that our focus is on the impact of shocks on conditional variance of returns and not their conditional mean, which makes a significant difference with the traditional impulse response analysis. While Sims analyses impulse response in linear models, Gallant, Rossi and Tauchen (1993) and Koop, Pesaran and Potter (1996) propose two different definitions of impulse response in nonlinear models. Gallant et al. (1993) define a baseline and evaluate the impact of a deterministic shock added to the initial condition. Their "conditional moment profile" is the difference between the "shocked" and the baseline trajectories. This shock is supposed to be either observable or estimated. Koop et al. (1996) define the generalized impulse response function (GIRF) as the difference between the mean response of the variable of interest, here volatility, conditional on both history and a shock and the mean response conditioned on history only.
Lin (1997) extends Gallant et al. (1993) 's methodology to multivariate GARCH models while Hafner and Herwartz (2006) follow Koop et al. (1996) and define the VIRF. 28 Koop et al. (1996) and Hafner and Herwartz (2006) criticize Gallant et al.'s (1993) approach. They argue that finding out a realistic shock is far from reachable, all the more so that we are using high frequency data, the links of causality 26 Note that a Student's t-distribution tends to normality as its degree of freedom ν increases (or ν ≥ 30). A value close to 2 indicates a very leptokurtic distribution for the residuals. 27 Another reason linked to the dynamics of conditional volatility will be given beneath. 28 So far, VIRF methodology has only been applied in Shields et al. (2005) for macroeconomic purpose and Hafner and Herwartz (2006) on exchange rates.
of which may be much intricate. Devising a baseline scenario is also quite difficult. For instance, a zero shock baseline scenario will produce an artificially increase in volatility for every kind of shock.
For these two reasons, they propose to use random shocks drawn from the estimated data generating process and not to include a baseline scenario.
In the following parts of this section, we set up a multivariate GARCH model and remind that a BEKK(1,1) model is a particular case of this model. Then we describe a way to identify independent shock and present the definition of the VIRF.
Multivariate GARCH models
The BEKK(1,1) model
is a particular case of the more general multivariate GARCH(p,q) model written as follows:
where Σ t stands for the conditional covariance matrix at time t, vech() is the operator that stacks the lower fraction of an N × N matrix into an N * = N (N + 1)/2 dimensional vector. A i and B j are parameters matrices each containing (N * ) 2 parameters and c is a N * vector. We use this vech model to eliminate the variables of the conditional covariance matrix which appear twice.
The relation between the matrices of parameters of the multivariate GARCH(1,1) and the BEKK(1,1) models 29 is:
Identification of independent shocks
Finding out realistic shocks is crucial for the impulse response analysis in a multivariate framework.
The vector of errors t shows contemporaneous correlation and therefore one cannot shock one of its component without taking into the changes in the others. A current method to solve this difficulty is to use a Cholesky decomposition of the conditional covariance matrix Σ t = P t P t , where P t is a lower triangular matrix, and to infer from this a random vector ξ t = P −1 t t with independent components, zero mean, and identity covariance matrix. However, Cholesky decomposition makes ξ t depend on the ordering of the components of t . Another solution would be to impose some a priori structure of causality based for instance on economic theory. This method is hard to apply to financial data or other high frequency data because the links of causation are rather unclear. Hafner and Herwartz (2006) propose to use a Jordan decomposition of Σ t in order to obtain inde- as:
are the eigenvalues of Σ t . Γ t = (γ 1t , ..., γ N t ) is the matrix N × N of the corresponding eigenvectors. A vector of independent shocks is defined as ξ t = Σ −1/2 t t . Hafner and Herwartz show that under the hypothesis of a non Gaussian distribution, ξ t is uniquely defined. This vector of innovation is treated as news, that is to say some independent perturbations unpredictable from the past that affect each markets. Hafner and Herwartz (2006) define the VIRF as follows:
Volatility impulse response function
where ξ t is a specific shock hitting the system at date t and ψ t−1 is the observed history up to t−1. The index h represents the forecast horizon. V t (ξ h ) is the (N (N +1)/2) vector of the impact of the shock on the h-ahead conditional covariance matrix components. The VIRF is therefore the difference between the h-ahead expected conditional covariance matrix given a shock and history and the expectation given history only.
The VIRF yields an analytical expression of the impulse response function when applied to a the previous class of MGARCH model. Computing the impact of shocks on volatility is therefore less time-consuming compared to a simulation-based estimation. Applied to a MGARCH(1,1) model, the one-step ahead VIRF is:
where I N is the identity matrix, D N is the duplication matrix previously defined and D + N its MoorePenrose inverse. For h > 1, the VIRF is:
Those expressions show that the VIRF has three properties:
1. The VIRF is an even function: V h (ξ t , ψ t−1 ) = V h (−ξ t , ψ t−1 ) while impulse response are odd functions in linear analysis.
2. The VIRF is not homogenous of any degree whereas it is in linear analysis.
3. The VIRF depends on history through the volatility state Σ t at the time the shock occurs while impulse response do not depend on history in linear analysis.
According to Koop et al.(1996) , a more general definition of the VIRF could be proposed if the shock ξ t and the history ψ t−1 are considered as realizations of the random variables Ξ t and Ψ t−1 respectively:
Several choices are therefore allowed. A first one is to consider specific observed shock and history.
It is also possible to condition on a particular shock and treat history as random, or to condition on a particular history and allow the shock to be random. A fourth possibility would be to let both shock and history be random. In our application, we decide to analyse the impact of a historical shock given the observed volatility at the date the shock occurs. In this case, our aim is to give some empirical evidence on a past event. The other choice we made is to consider random shocks and an observed conditional covariance variance. A market participant who optimizes his portfolio can evaluate the current level of volatility and he should be more deeply interested in the expectation of future conditional volatility given this level of volatility. In our view allowing for both random shock and history has a limited interest for practical purpose.
Volatility impulse response estimation
As seen before, the VIRF depends on the conditional covariance matrix Σ t at the date the shock happens. The dynamics of shocks is history dependent. We choose different dates in the summer of 2003. The first one is t 1 = 07/09/2003, which is located in a tranquil period (at least in the British market), the second one is the following day t 2 = 07/10/2003 when the British market is hit by a large shock compared to previous values for year 2003 . We proceed here as follows: we use the estimated residual t and the estimated covariance matrix Σ t at the date of the shock and construct standardized residuals ξ t for which we calculate V h (ξ t ). The impulse responses are scaled with respect to the estimated conditional volatilities at the date of the shock. This allows us to interpret the scales as percentage deviations of the "shock scenario" with respect to the "base scenario". shocks and shocks from abroad. Only "large" shocks compared to the current level of volatility will result in an increase in expected conditional volatilities. Another results is that the size and the dynamics of the impact of shock are largely country specific.
Impact of some historical shocks

Shocks on volatility for peak returns
We proceed to the same study for the same dates for forward peak returns. We consider the first date 
Fitting VIRF distribution
We now make the assumption that shock and therefore volatility impulse response are random. We simulate 20 000 realizations of the shock ξ t from an independent, standardized t -distribution with ν = 2.1. The VIRF are then computed for each shock according to their formula using the estimated BEKK(1,1) model with a Student's t-distribution. For two horizons h = 1 and h = 20, we estimate the VIRF distribution with a non-parametric kernel density estimator. As the distribution of the VIRF is asymmetric and non Gaussian, we can infer that using only its mean and variance to describe it would entail a loss of information. As noted above, we decide to select some specific history, described by the observed conditional covariance matrix and let the shock be random. This setting corresponds to a situation where we can observe the current state of volatility and want to forecast the change in future volatility given the possible, still unobserved, shock. We estimate VIRF for the dates t 1 = 07/09/03 and t 2 = 07/10/03.
VIRF distribution for forward base returns
The estimated densities of the impact of a stochastic shock for the date t 1 = 07/09/03 are depicted on graphs 5 and 6 for forecast horizons h = 1 and h = 20 respectively. The VIRF distributions are asymmetric and skewed which results from the property that the VIRF is an even function when applied to a BEKK model. One can clearly see from these fitted distribution that the probability of observing a null or negative impact of a shock is high while the probability of a large positive impact is much smaller. As the time horizon increases, the VIRF centres around zero, denoting the cancellation of the impact of the shock. The VIRF fitted distributions for the second date t 2 = 07/10/2003 are displayed in graphs8. One can observe that they do not much differ from those for t 1 . For the two dates considered here, the change in initial condition, that is to say the state of volatility before the shock occurs, don't seem to have a large effect on the VIRF distributions. Here again, these densities concentrate around zero as the forecast horizon increases.
VIRF distribution for forward peak returns
The estimated densities of the impact of a stochastic shock for the date t 1 = 07/09/03 are depicted in graph 9 for a forecast horizon h = 1 and graph 10 for h = 20. The VIRF distribution are still asymmetric and skewed. The probability of observing a null or negative impact is high. There are however some differences with the VIRF distributions for base returns. The fitted densities tend Therefore, we can infer from these shifts that the probability of observing an increase in British expected conditional volatility is higher for peak returns. Another difference is that the impact of shocks on expected conditional volatilities is cancelling out less quickly. This lower speed of decrease is particularly striking in the case of the Dutch returns. The estimated densities of the impact of a stochastic shock for the second date t 2 = 07/10/03 are depicted in graph 11 for a forecast horizon h = 1 and graph 12 for h = 20. They do not differ from the VIRF distribution for t 1 which indicates that the change in the history between these two dates has not a major impact on the VIRF distributions. 
Conclusion
A first result of this article is to show that the German, the Dutch and the British electricity forward markets are connected either by their returns or their volatilities. These connections mean that in explaining the changes in volatility in one market, the part of the other markets cannot be ruled out a priori. Another consequence is that taking into account those spillovers should improve the accuracy of forecasts. The following step is to estimate the size of these connections through an impulse response analysis. Whereas impulse response analysis has mainly focused on the impact of shocks on the conditional mean of returns, we are interested in their impact on conditional variance. The volatility impulse response is measured by Hafner and Herwartz' (2006) VIRF. The VIRF measures the change in expected conditional covariance matrix induced by a shock, given history. A shock may lead to increase or decrease our expectation on future volatility given its size and history.
We use first observed historical shock and conditional covariance matrix to estimate the VIRF. These estimates produce two different pictures: for the first date, the impact is slightly negative while it is large and positive for the second date. The duration of the impact is smaller in base period. We also simulate random shocks drawn from the estimated data generating process to fit the VIRF distribution.
These simulated random shocks are a way to produce realistic shocks. These distributions show that the probability of a high impact is low whereas it is high for a null or a negative one. These features denote a good efficiency and a good reaction to shocks from traders. An explanation could be the possibility of volatility arbitrages in different markets using derivatives products. Nevertheless, these findings also indicate the presence of beneficial strategies for energy traders, despite no evaluation of these strategies are provided in this paper.
An extension for this paper could also be to use very high frequency data (tick-by-tick) so that arbitrages may be more precisely detected. Unfortunately, in these OTC markets transparency is limited, and these data are generally not available.
The impulse response analysis could be used to describe the impact of shocks on correlations. This issue is particularly alive in the financial literature and related to the concept of contagion. Another area of research has recently been opened by Jondeau and Rockinger (2006) who analyse the impact of shocks on third and higher moments of a distribution. Options are known to be priced in reference to the skewness (and also higher moments), which could partly explain the so-called smile observed in the data. A better understanding of the impact of a shock on the conditional skewness of a set of markets could be valuable for traders. Note: standard errors in parenthesis. Log L is the value of the log-likelihood. The λi are the eigenvalues of the matrix A ⊗ A + G ⊗ G. * denotes significance at a 5% level. Note: standard errors in parenthesis. Log L is the value of the log-likelihood. The λi are the eigenvalues of the matrix A ⊗ A + G ⊗ G. ν is the estimated degree of freedom of the Student distribution. * denotes significance at a 5% level. Note: standard errors in parenthesis. Log L is the value of the log-likelihood. The λi are the eigenvalues of the matrix A ⊗ A + G ⊗ G. ν is the estimated degree of freedom of the Student distribution. * denotes significance at a 5% level.
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