INTRODUCTION
We are gathered here to discuss a branch of biology that can almost be described as a new field of science despite the fact that man has been studying it and writing about it for more than 3,000 years. Population study as a truly scientific discipline is new in the sense that there are large and obvious gaps in our fundamental knowledge, our concepts, and our techniques. And there are still some notable conflicts in our interpretations of the facts we do possess.
My commission for this opening session is to set the stage for the presentations that are to occur here during the next nine days, and I undertake the task well aware of the fact that some of these sessions may be illuminated by brilliant fireworks and that I run the risk, while setting the stage, of also setting off premature explosions.
I believe that the risk is worth while. The field of population studies is the branch of science that lies at the heart of the most crucial problems currently facing mankind. If we can discover no more than our actual areas of agreement and disagreement within the next fe~y days this will have been an invaluable Symposium.
I suppose that many of our colleagues, in looking over the list of participants and subjects in this Symposium, will wonder just what it is that has brought together such a strangely assorted group of people, drawn, as we are, from the lists of anthropologists, mathematicians, zoologists, and even economists. I assume that it is part of my task to explain this phenomenon, so, before sketching modern concepts, I am going to try to trace the historical course of events that has made it meaningful at this time to assemble a group such as this. 1 My task will be easier if I suggest at the very outset that this Symposium is not as heterogeneous as our subtitle suggests, that we are not really here to discuss the two subjects of "animal ecology" and "demography" but are all here to talk about the same thing.
TERMINOLOGY
My dictionary tells me that the word "population" is derived from the Latin Populus, meaning people. However, as everyone knows, this word has taken on a much wider meaning and I do not think that anyone is now offended by references to non-human populations. Even abstract quan-1 I must acknowledge indebtedness to the historical surveys of Strangeland (1904) , Bonar (1931) , and Pearl (1940) for much guidance in my searches of the literature on populations.
tities can form populations such as the very large population of possible bridge hands from which small samples are drawn in every game of bridge. The phrase "human population" is not to be regarded as redundant in a scientific age when our statistician colleagues feel it necessary to refer to "biological populations" in order to be specific (e.g. Chapman, 1954) .
In another place my dictionary tells me that the word "demography" comes from the Greek Demos which also means people and which can be translated into Populus. Hence, it appears that "demography" may be synonymous with "population study". It is true that a cult of purists has tried to confine Demos to man and I have colleagues who would recoil with horror from the thought that anyone would speak of "epidemics" in non-human populations. But, on the other hand, biogeographers have apparently gained respectability for the term "endemic species". Very gingerly I would like to take the next step and declare that we are all demographers. Some of us study populations in general while others largely confine their attention to particular species, including man. Specialists and generalizers should both be able to profit from the opportunity to exchange ideas and concepts and information.
Population study, or demography, is a discipline young enough to permit us profitably to examine the general characteristics and phenomena that are common to all populations. If, as specialists, any of us have developed habits of thinking about populations in terms of particular factors such as predation, egg cannibalism, susceptibility to drought, monetary problems, or contraception, then the next days should enable us to broaden our perspective by illuminating our problems with the light of "comparative demography". This, incidentally, is the original form of the term introduced by Guilliard in 1855 and which is now commonly shortened to plain "demography".
In introducing the Symposium on Quantitative Biology two years ago Professor Dobzhansky (1955) found it necessary to define what was meant by the word population and I believe that this year also we shall have need of a working definition. The abstract populations of the mathematician are too generalized for our purposes and Dobzhansky's "Mendelian population", which is composed of individuals sharing a common gene pool, is not general enough, since this definition would exclude asexual and parthenogenetic forms from the population concept. Perhaps each of us will have to give our own definition but I propose, in this contribution, to use the word "population" for a biological unit at the level of ecological integration where it is meaningful to speak of a birth rate, a death rate, a sex ratio, and an age structure in describing the properties of the unit. This definition excludes the fortuitous aggregations of animals, which may have supraorganismic properties and advantages in natural selection, but which do not have meaningful birth rates and death rates, and it excludes also the so-called "interspecies populations" which must be treated quite differently by the ecological theorist and which I, therefore, regard as a higher level of integration. I leave open the question of whether or not there is such a thing as "the human population of the world".
HISTORICAL SKETCH Although demography can be regarded as a branch of general biology it must be admitted that its historical devdopment up until very recent times has been largely the work of human demographers. It seems certain that early man must have counted at least his domestic animals and have thought about ways of regulating their numbers, but whatever records may have been made of such endeavors are not available. The history of population studies prior to the twentieth century could be written almost without reference to non-human populations.
With respect to techniques for population measurement, the ancient Egyptians and Babylonians may have conducted some sort of a census, and King David counted the Israelites in approximately 1000 B.C. The Greek city-states seem to have known the sizes of their populations and the Romans were worried by unfavorable census returns before the birth of Julius Caesar. We learn from Marco Polo that by 1277 A.D. the Chinese registered vital statistics and population movements by a system that would seemingly be a credit to a modern nation. Then there is a long gap, and the modern practice of making periodic complete censuses of national populations only began in Canada in 1666 and, as is well known, this movement has not yet extended to all countries of the world.
Quantitative work on non-human populations came much later in the history of demography. In 1816 the Arctic explorer William Scoresby (1820) constructed a sampler for collecting water from the depths of the sea and this sampler incidentally collected plankton organisms. Scoresby was impressed by the numbers of these organisms and attempted numerical estimates. He published a drawing of what is clearly a calanoid copepod which he identified as the food resource of the whale population and he tried to estimate the magnitude of this resource. In the literature there are doubtless other scattered instances of population estimates made before the 1890s when Petersen and his school of Danish oceanographers began the systematic sampling of marine populations and made attempts to estimate the sizes of fish populations. It is, however, only within the twentieth century, with the rise of statistical thought and the blossoming of statistical techniques for interpreting the results of sampling, that any considerable body of information about the sizes of natural populations has been accumulated.
With respect to the conceptual side of demography, Plato, and probably Solon before him, had a definite concept of an optfinum population size and an understanding of factors regulating population size. Population growth could be stimulated by compulsory and early marriages and by rewards for high fertility, while overpopulation could be prevented by abortion, infanticide, and, as last resorts, celibacy and emigration. From the time of these Greek philosophers 2000 years had to elapse before the literature of demography began to show any important advances in the maior concepts of populations and the factors regulating them.
The Roman attitude toward population was dominated by the need to breed soldiers for their armies of conquest and it was axiomatic with them that this could be done by stimulating the birth rate. Julius Caesar arranged fines for bachelors and even prohibited childless women from wearing jewelry. These seemingly foolproof schemes, however, did not work, and Augustus and later emperors continued, also without notable success, to try to stimulate population growth by law. All aggressive nations since Rome have made similar attempts with patent lack of success. In 1767 Dr. Adam Ferguson ridiculed the statesman who claimed that he had succeeded in stimulating population growth by likening him to "... the fly in the fable, who admired its success in turning wheels and in moving carriages: he has only accomplished what was already in motion; he has dashed with his oar to hasten the cataract; and waved with his fan to give speed to the winds".
Yet even today modern nations are trying to stimulate the growth of their populations for one avowed purpose or another and they are encountering the same inertia felt by Caesar and alluded to by Ferguson. This inertia, it should be added, has for the last hundred years been frustrating man's efforts to improve fishing and hunting by operating hatcheries for fishes and game birds. These facts I interpret to mean that population study, as a scientific discipline concerned with some of man's most pressing problems, has not yet succeeded in gaining proper recognition.
The generalizations of the Athenians, attributing population regulation to the balance between fertility and immigration on the one hand, and, on the other, mortality and emigration due to wars and pestilence, and relative sterility due to social conditions, were not superseded by any other conceptual scheme for twenty centuries. Then, in his book on "The Greatness of Cities", Cold Spring Harbor Laboratory Press on March 4, 2016 -Published by symposium.cshlp.org Downloaded from first published in the year 1588, the Italian Giovanni Botero (1588) clearly enunciated a distinctly different concept of population regulation. Mankind, he concluded, was potentially as fertile in his day as in ancient times but populations did not grow because the resources of the environment were insufficient to support larger populations. He realized that one man and one woman could in 3,000 years have become the ancestors of more people than then existed and he considered that the human population of the world had rapidly grown to a maximum and then ceased to grow despite the fact that generative powers had not decreased. Population growth was halted, sometimes by famine, sometimes by contagious diseases abetted by crowding, and sometimes by wars, earthquakes, floods, and other accidents, but, generally, the basic limitation was that "the fruits of the earth do not suffice to feed a greater number".
Here, two centuries before Malthus, we find the concept of a population potentially capable of geometric (multiplicative) growth but actually restrained from growing by the finite carrying capacity of its environment. We also find a discussion of the effects of increased population density in increasing mortality by contagion and by aggressive behavior, in this ease expressing itself in piracy, vandalism, and warfare. In terms of broad concepts of population regulation how little has been added since Botero's day! A series of successors to Botero spoke of the limitation of population growth by the finite carrying capacity of the environment. For example, Sir Walter Raleigh (1650) noted that Spain could send large numbers of men to wars and to colonies without altering the size of the parent population and he reasoned that this must be because the size of the population in Spain was adjusted to what the country "can well nourish". Some 190 years later Malthus (1798) considered himself original in recognizing "a persistent force resisting depopulation". And it was not until his second edition, which appeared five years after the original, that Malthus caught up with Raleigh, who had recognized moral restraint and "artificial sterility" as possible forces resisting overpopulation, in addition to the miseries of hunger, pestilence, crime, and war which dominated the first edition of the essay on population.
The analytical side of demography, which was developed largely for actuarial purposes, is also characterized by a long gap between ancient and modern times, and in some ways this hiatus is even more curious than the long one in conceptual schemes between Plato and Botero. The Romans sold annuities and set values on lifetime rentals. A table attributed to Ulpian in the third century A.D. clearly recognizes that an elderly person should pay less for an annuity than a younger one. This principle, however, is apparently not self-evident because it eluded both Isaac Newton (1686) and the English government, which, in 1692, was trying to raise spending money by selling life annuities at a fixed rate independent of the age of the purchaser.
If Newton failed to grasp the basic concept that life expectancy is a function of age, there were, however, predecessors and contemporaries of his who understood this very well. John Graunt's (1662) table of mortality, listing both the number of deaths and the number of survivors by decades for a cohort of t00 persons, appeared in 1662 and was read and appreciated in that same year by Christiaan Huygens (1662). Graunt's contribution entitles him to be recognized as the father of demography, if we follow the usual definition of demography as the statistical study of populations.
Graunt had some conception of the relationship between a frequency distribution and the probability of the occurrence of an event. This appears, for example, in his offer to insure any sane man at 1000 to 1 against dying as a lunatic in Bedlam within seven years, "because", he says, "I find that not above one in about one thousand five hundred have done so".
Graunt obviously recognized that for a proper analysis of vital statistics one should know the size of the population he is studying and should have a classification of the deaths and of the living population members by age and sex. However, there were no reliable census data for London and the bills of mortality did not specify the age of the deceased. Graunt complained of these deficiencies (p. 20) and tried to estimate age-specific death rates indirectly.by computation (p. 84). Life tables of a more modern type, that is to say, based on the frequency distribution of age at death, were drawn up by De Witt in Holland sometime before his death in 1672 and by Halley in England in 1693, but even in these cases no accurate census data were available.
Although Graunt seems to have possessed considerable statistical intuition he apparently knew nothing of formal probability theory. The calculations of Huygens in 1669, based on Graunt's work, seem to represent the earliest application of relatively sophisticated probability theory to problems of demographic interest such as the computation of the "probable lifetime" remaining for a person of known age.
Although Botero and other scholars had implied that populations grow geometrically, that is by successive doublings in successive equal time intervals, Graunt went a step farther and estimated the potential rate of population growth. He concludes (pp. 85-86 ) that the population of London could double in sixty-four years without immigration and he points out that at this rate Adam and Eve could, in the 5610 years of the age of the earth, have given rise to a population much larger than the actual one. In 1677 Hale concluded that population could double in thirty-five years but that at this rate it would long before have exceeded the means of subsistence. He attributed population limitation to famine, disease, war, and accidents such as floods and earthquakes.
I shall not here dwell upon the subsequent crude attempts of Sir William Petty to compute rates of population doubling or upon subsequent refinements of census methods and life tables. Graunt had initiated the empirical study of vital statistics, had shown the need for census data and better statistical reporting, and had estimated the geometric rate of population increase. Huygens had shown that formal mathematics and probability theory could be applied to such studies 9 Three-quarters of a century earlier Botero had concluded that the capacity of the environment to support population is finite. The works of Graunt, and Petty, and Botero all went through several editions and must have been widely known, yet their essential elements of interest to us would appear very novel when they came from the pen of Malthus more than a century later.
Thus, many essentials of human demography were established before the beginning of the eighteenth century but the principles had not been generalized to other species 9 Perhaps the first comparative demographer, the first man to anticipate the subject matter of this Symposium, was the Reverend William Derham (1713) whose "Physico-theology" was first published in 1713. In this pious age Derham was one of those intent on proving that all acts of outrageous fortune are really demonstrations of a Divine Wisdom, yet the ninth and tenth chapters of his book seem to entitle him to a place in the history of ecology 9 He asserts that the various species of animals differ in their organs and ways of life because "the surface of the.., globe is covered with different soils, with hills and vales, with seas, rivers, lakes, and ponds, with divers trees and plants, in the several places"; and that the various species of animals are "manifestly adapted" for the places in which they live and for the ways in which they live.
Further than this: "The whole surface of our globe can afford room and support only to such a number of all sorts of creatures 9 And if by their doubling, trebling, or any other multiplication of their kind, they should increase to double or treble that number, they must starve, or devour one another". This is prevented by "balancing the number of individuals (his italics) of each species of creatures, in that place appointed thereto" 9
This balance of numbers, Derham concludes, is kept even because the length of life in each species is adjusted to its ability to increase. "Voracious beasts and birds" have long lives but their rate of increase is small so that they do not "overstock the world", while insects exemplify animals with great reproductive ability but short lives 9 He cites Graunt's table and presents a table of his own compiled to give the ratios of marriages to births and of births to burials in various parts of Europe. Human longevity, like that of other animals, he believed, is adjusted to the available space. From the creation to Noah's time the world was underpopulated and a man might live 900 years 9 Then, when the world was depopulated by the flood, each species of animal doubled at its natural rate and restocked the earth 9 Soon after the time of Abraham, human longevity had been reduced to the prevailing sixty or seventy years at which level "life and death keep an equal pace", and other species had also ceased to double. There is nothing mechanistic and no notion of natural regulation in Derham's argument which attributes everything to the wisdom of a Divine Providence, but the fundamentals of comparative demography are there.
Graunt and Derham were the pioneers who charted the course for Buffon and Malthus. After Derham much of the remainder of the eighteenth century was marked by the development of techniques which are now used by demographers; in particular by the work of Stissmilch on the vital statistics of human populations and by the work of DeMoivre on probability theory. Linnaeus (1740? 1743?) 2 and Benjamin Franklin (1751) recognized that even plant populations are potentially capable of growth by geometric progression and DeMoivre (1724) apparently became the first to try to fit a mathematical formula to mortality data when he proposed that human survivorship after the age of twelve could be assumed to decrease in arithmetic progression 9
In the latter half of the eighteenth century we encounter Buffon (1756 Buffon ( , 1758 on comparative demography and Malthus (1798) on human demography. Malthus, so far as I can discover, said nothing of importance to demographers that had not been said before but he is important for having brought the questions to general attention 9 He was noticed because of the circumstances of the time in which he wrote--a time when England was worrying about overpopulation, while Prime Minister Pitt was studying proposals for increasing the birth rate.
Buffon was listened to because of the great weight of his prestige and the popularity of his encyclopedic treatise on natural history 9 He also deserves to be regarded as the intellectual ancestor of this Symposium. He considered that populations of man, of other animals, and of plants are subject to the same types of control by a balance of physical forces. "An unbounded fertility of every species" is counter-balanced "by the innumerable causes of destruction which are perpetually reducing the produce of that fecundity 9 so as to preserve nearly the same number of individuals in each species" 9 This, however, is not a fixed number, so populations oscillate in Thompson (1942) gives the date 1740 for this interesting essay of Linnaeus and this is also the date given on the English translation by F. J. Brand in the British Museum. I have not seen the first Latin edition but the second and later editions date this essay 1743. size between limits. An excess of fecundity in one year is followed by relative sterility in the next. If this were not the case the fruits of the earth would be decimated. Some insects, for example, produce several generations per year and so are potentially capable of multiplying more than their food plants, which have only one generation per year.
Buffon disagreed with Aristotle's contention that heavy rains cause the decline of populations of field mice and he leaned toward control by biological agents. "Contagion", he says, is "a necessary consequence of too great a mass of living matter assembled in one place". Intraspecific strife he recognized in reference to the "... field mice, whose prodigious increase is checked solely by their cruelties to each other when provisions become scarce". But first place among controlling factors he attributed to predation. Of rabbits, he says that "... if it were not for dogs and ferrets, they would reduce the country to a desert". He regarded predation as necessary and beneficial both to predator and prey populations as evidenced by his account of the herring (1758, p. 6), which, he says:
"present themselves in millions to our fishermen, and after having fed all the monsters of the northern seas, they contribute to the subsistance of all the nations in Europe for a certain part of the year. If prodigious numbers of them were not destroyed, what would be the effects of their prodigious multiplication? By them alone would the whole surface of the sea be covered. But their numbers would soon prove a nuisance; they would corrupt and destroy each other. For want of sufficient nourishment their fecundity would diminish; by contagion and famine they would be equally destroyed; the number of their own species would not increase, but the number of those that feed upon them would be diminished. As this remark is alike applicable to any other species, so it is necessary they should prey upon each other..."
Buffon was a skilled mathematician and was familiar with probability theory a but he did not attempt to deal with population phenomena quantitatively. His understanding of population regulation as a general organic phenomenon, however, was distinctly modern.
In the nineteenth century, interest in population phenomena ran high as a result of the controversy stirred up by Malthus. There is not time here to review this controversy, which is not yet dead, so we shall note only some selected contributions to the development of general demography. This was the century in which mathematical statistics was maturing under the tutelage of Laplace and Gauss, and in which it was applied to demographic problems by DeMorgan (1838). In 1825, almost exactly a century after DeMoivre, Gompertz (1825) made the next significant atHis scheme for measm'ing the value of rr experimentally by tossing a needle of known length onto a ruled surface and counting the times that the needle crosses a line is the prototype of the "Monte Carlo Method" which assumed importance in modern physics during World War II. tempt to find a mathematical formula that would express a law of mortality. The Gompertz curve was derived from the postulate that the ability of individuals to resist destruction decreases as a geometric progression with age, and this curve still finds uses in population studies.
In 1835 Quetelet (1835) became perhaps the first biometrician. He proposed that population growth is regulated by the balance between a potential ability to grow by geometric progression and a resistance to population growth which increases as the square of the rate of growth. A century later the term "environmental resistance" was brought into general ecological use through the work of Chapman (1928 Chapman ( , 1931 and it is my present feeling that this concept may have had an unfortunate influence. A population growing according to Quetelet's postulates would eventually attain a "terminal velocity" of growth, but growth would never cease; inhibition rather than resistance must enter into models of population growth.
In 1838 Quetelet's student and colleague Verhulst (1838) derived the logistic equation as a model for population growth and this equation still occupies a prominent position in population theory. Thirty years later, with the work of Galton (1869), biometry became a self-conscious field which grew rapidly during the remainder of the nineteenth century, culminating in the work of Karl Pearson and his associates, and with the first publication of Biometrika in 1901.
Meanwhile, other developments essential to modern demography were taking place. The study of vital statistics was taking on a modern form in the hands of William Farr who in 1843 reached the conclusion that human mortality in English towns increases as the sixth root of the population density; Darwin (1859) , stimulated by Malthus, had found in the mortality necessary to regulate population growth the mechanism of evolution; and Mendel (1866) had accomplished the unparalleled scientific achievement of inferring a scientific law with a probabilistic basis from numerical data.
Early in the twentieth century, as everyone knows, much of science underwent a complete revolution. It has often been said, probably correctly, that the revolution in the physical sciences was made possible because pure mathematicians had been laboring for years out of sheer curiosity to develop systems that seemed to be of no practical significance. When the conceptual side of physics reached the point where it could use them, the physicists found the non-Euclidean geometries of Lobachewsky and Riemann and the invariance principle of Cayley, among others, developed and ready for their use.
The early twentieth century revolution in science extended to demography. Perhaps no development here is more significant than the technique of moving populations into the laboratory where they can be studied under controlled, or at least specifiable, conditions. For this innova-tion demographers are, I believe, more than to anyone else, indebted to Raymond Pearl. The powerful tools of modern mathematical analysis were also brought to bear on our subject and in this connection we think of Alfred J. Lotka and Vito Volterra.
At this point I shall discreetly stop mentioning names. Without the leverage provided by perspective it is hard to tell just where we are or what is important and I have no desire to set off explosions by my sins either of omission or commission.
However, here at the end of this historical sketch I wonder if there may not exist somewhere the tools to initiate a new era in demography. Modern analysis has been applied to the theory of our subject and we no longer retreat from differential equations, matrices, and stochastic processes. High speed computing machines have entered the picture and, in their tedious, moronic way, they are solving in hours problems that would take a man a lifetime of computing. Perhaps, though, the analytical techniques that demographers really need to bring the subiect to maturity have been developed in some obscure place, I know that I am not the only one among those present who has gone back to nearly forgotten literature to study the calculus of finite differences in the hope that this neglected branch of mathematics would answer our needs. It is even possible, I believe, that ours is the field of science that awaits important discoveries in what has been called "the last great unexplored continent of mathematics"; namely, the theory of numbers. At least, enough of the problems that have interested me are recognizable as problems in the composition and partition of numbers to lead me to offer this suggestion.
In any case, here we are, past the middle of the twentieth century, and mankind is still engaged in demographic controversies, many of which would be appropriate to the time of Malthus. We live at a time when Asiatic countries are just beginning to give serious thought to ways of relieving their problems of overpopulation and excessive birth and death rates, while some Latin American statesmen are boasting of the prospect that their populations may catch up with those of Asia. Proposals for regulating human populations are, as usual, opposed by an influential group of persons who maintain that human misery is part of a grand plan which must not be obstructed, and they are now joined by a new group composed of visionary physical scientists who can see man sending his armies of conquest throughout the universe.
Ours is the most irresponsible era in history when it comes to the poisoning of environments, and our policies with respect to pests and game animals sometimes still leave much to be desired from the standpoint of the demographer. The operation of hatcheries seems to be based on the implicit assumption that game birds and fishes lack adequate fertility, while our programs of trapping, and poisoning, and hunting various allegedly noxious species seem to be singularly uninfluenced by demographic considerations. We spend money to destroy predatory animals and more money to destroy herbivores of types which were formerly eaten by those very predators, and we usually do this without inquiring as to whether such destruction, by carnivores or by man, will actually exercise control of population size.
Yet, we have at our disposal the tools to deal with population problems more intelligently and effectively than has ever been possible in the past. Many population phenomena can now be studied in the laboratory employing species that go through many generations in the time required for a single generation of those forms that interest us in nature. Laboratory forms are available with very simple life histories or with very complex patterns of reproduction and survival, so that laboratory studies can have general validity. For field studies we have methods of collecting vital statistics and conducting censuses, such as the "mark and recapture" methods, which are developments of this century. And we have the potentiality for fruitful collaboration among the demographers working in the experimental laboratory, in the field, and in theory.
No demographer should make the mistake of disparaging any of these three basic approaches to knowledge of his subject. Our ultimate purpose, of course, is to understand population phenomena in nature, that is, in the field, but there are very real possibilities for dissecting the complex situations encountered in field studies into simpler components that can be studied experimentally in the laboratory. The phenomena observed in the field and laboratory determine the postulates that go into theoretical studies and, when the postulates can be realistically defined, the analytical methods of the theorist can often move rapidly ahead suggesting new experiments and new observations to be made in the field. Theoretical models of populations and actual populations will behave alike when the correct postulates are put into the model. It is, therefore, a matter of the utmost importance to compare the results of empirical and theoretical studies.
When theory and observation fail to agree it is usually assumed that some postulate of the theory is wrong either because the field or laboratory observations suggested incorrect assumptions or because the theorist resorted to oversimplification for the sake of ease in handling. This indictment, if we can call it that, is usually justified, although the observation may be important in showing what simplifications must be avoided, but there is an alternative possibility that should not be overlooked. Populations are statistical entities, and biological populations are always finite and quite limited in size. Two actual populations governed by the same statistical "laws" need not follow identical paths, for approximately the same
reasons that no two bridge tournaments come out alike. The deductive method of predicting the course of a particular population from general theory may be more often correct than the method of analogy in which one uses a knowledge of the history of one particular population to predict the fate of another.
SKETCHES OF QUANTITATIVE DEMOGRAPHY

Comparative Life Histories
It has been obvious, at least since the time of Derham, that the more fertile species must suffer greater mortality than less fertile species because, otherwise, they would quickly overflow the earth. No individual organism is immortal so there is one death corresponding to each birth. But it is not always easy to draw up a balance sheet of births and deaths when populations are changing in size and moving in space, and when life histories are complicated.
Many species of animals are semelparous, that is, they reproduce once in a lifetime as do annual plants. Since succeeding generations do not overlap in these species it is easy to evaluate their potential rate of population growth. In the iteroparous species, those that reproduce more than once per lifetime, matters become more complicated and a population may consist of a mixture of many generations.
It is, however, possible to take any combination of life history features and compute how rapidly a population would grow if these features did not change with time (see review by Cole, 1954) . It turns out that any pattern whatsoever of life history features which is consistent with growth will eventually lead to a rate of population growth such that population size (Nt) at any time (t) can be adequately represented by the equation of exponential growth :
where No is the initial population size and where the constant exponent (or "compound interest rate"), o, is a parameter with various names, the most common of which is "the intrinsic rate of natural increase". Since ep is a constant this equation can be regarded as the formula for a geometric progression, showing that the pioneers who spoke of geometric growth were on the right track, and we can make a case for speaking of the rate of population doubling by writing 2 ~t for e or. This formula for exponential growth implies that all populations of a particular species would follow identical growth curves and would be immune to accidents. This is what we want to imply when we are trying to appraise the maximum potentiality of a species or to compare the that a nearly mature individual should count for a fraction more than a new-born individual since the former is nearer to multiplication. For all practical purposes the argument is irrelevant, relative merits of two life history patterns. The exponential (or "geometric") form of potential population growth can, however, be derived under much more general assumptions (cf. Skellam, 1955) . In a stochastic model where each individual is allowed a finite probability of dying without reproducing and where litter size is allowed to vary at random, the exponential formula will still describe the most probable course of population growth, or the average size at a given time of a large number of initially similar populations.
It is obvious that in order for a species to survive, its life history features must provide for a sufficient reproductive potential to maintain population size and provide a margin of safety adequate to cope with all exigencies that are encountered. Probably the number of species that have escaped extinction to the present time is but a small fraction of the number that has existed during the earth's history 5 and we reason, accordingly, that the ability to support population growth is subject to natural selection. Species that have to surmount drastic obstacles to population replacement must have the potential for high intrinsic rates of natural increase, and selection will favor these high rates even at the expense of efficiency in other respects. Gametes contain energy and protein, and an increased production of gametes can only be obtained at the expense of increasing nutritional requirements, that is, by reducing the efficiency with which food is utilized for promoting individual survival.
For this and other reasons selection pressure would necessarily work against the production of a wasteful profusion of gametes or offspring. Evidence that natural selection has not pushed reproductive potentials to their attainable extremes is provided by domestic and laboratory animals where artificial selection is effective in increasing fertility. It has been noted, however (Smith, 1954) , that this "gain" is purchased at the expense of other traits that would be important for survival in nature.
Continuing in this vein, we conclude that the normal maximum value of the intrinsic rate of natural increase found in a species can be considered to measure an adaptive characteristic which should perhaps be identified with what Chapman (1928) called "biotic potential" and which he defined as "the inherent property of an organism.., to increase in numbers".
It is necessary to emphasize that the biotic potential or maximum intrinsic rate of increase is here regarded as a species characteristic depending on the capabilities of the organisms but not on the characteristics of any particular environment to which a specific group happens to be exposed at any particular time. For this parameter it is correct to say that the housefly, Musca domestica, According to the "guesses" by Simpson (1952) , the number of living species is on the order of 2 million and the number of extinct species is on the order of 500 million.
Cold Spring Harbor Laboratory Press on March 4, 2016 -Published by symposium.cshlp.org Downloaded from has a higher biotic potential than does the African elephant, Elephas africanus. This figure tells us how rapidly a population could grow in an optimal environment of infinite extent but not how rapidly a given population is actually growing. The latter value is most commonly zero for both elephants and houseflies. The concept referred to by Andrewartha and Birch (1954) as the "innate capacity for increase" seemingly tries to embrace both meanings but I find it advantageous to distinguish between prevailing and maximum potential growth rates.
There are a number of ways in which natural selection might alter the life history of a species to increase biotic potential. Larger litters of young, closer spacing of litters in time, earlier maturation, increased survivorship until the end of reproductive life, and biasing of the sex-ratio in favor of females would all be effective. The potential effectiveness of a change in a particular life history feature, however, depends upon the pattern of other features already present in the species. Species that reach maturity early can gain more from increasing litter size than from living longer and producing more litters, and the increase will be greatest where the initial litter size is small. The relative importance of these two factors may be altered in species that mature slowly and here it may be more advantageous to live longer and produce more litters than to increase litter size (Cole, 1954) .
Life history changes that involve a biasing of the sex-ratio are peculiar in their evolutionary advantages and in the payment exacted for these advantages. Shifting to an excess of females in a species with biparental inheritance will obviously raise biotic potential but it may decrease the probability that females will find mates and it makes population survival dependent on the persistence of a minority group which may become liable to accidental extinction. An answer to this problem can be found in asexual reproduction or parthenogenesis which makes males unnecessary and at the same time improves the possibilities for dispersal, since only one individual is required to start a new population. But for this the species must pay what appears to be a high price in the currency of survival, namely, the reduction of genetic recombinations.
Corals, cladocerans, and aphids, among others, appear to do very well by retaining the abilities for both uniparental and biparental reproduction, and from the demographic standpoint this is an admirable arrangement which permits rapid population growth under favorable circumstances without sacrificing all of the advantages afforded to the species by sexual reproduction.
From the evolutionary standpoint the biotic potential of a species is of particular interest and it is easy enough to compute the value of p when we have enough information to estimate the age at which females first reproduce, the rapidity with which they can produce successive litters, the sizes of the litters, and the length of time for which the females retain the potentiality for reproduction. The sex-ratio can usually be ignored on the grounds that the male portion of the population will be "carried along" parallel to the number of females, p can be used as a basis for comparing the potentials of different species (e.g. Smith, 1954) and for lending support to such general conclusions as that there is a tendency for small organisms to have higher biotic potentials than larger forms, and that species where the young face exceptional hazards to their establishment have evolved very high biotic potentials. For example, it would not take many generations of oysters or tapeworms to overflow the earth if all could survive.
The concept of the intrinsic rate of increase has a wider utility if, instead of confining it to the measurement of a species characteristic, we extend it to individual populations. When this is done the exponential rate becomes a statistic, which is usually designated as r, and its value depends upon the prevailing age-schedule of fertility and survival. It can be positive or negative and can fluctuate in time, in fact it can assume any value from -~ to p. To compute its value we need the empirical data to construct a life table and an age schedule of fertility; that is, for each interval of age we need to know the probability that a female will be alive and the mean number of female offspring produced per female.
When used in this way the intrinsic rate of increase can become a measure of the difference between two populations of the same species growing under different conditions (see especially Birch, 1948; Andrewartha and Birch, 1954) . It becomes an indicator of the suitability of an environment and gives some insight into the relationships between populations and their environments. When r is negative the population will decrease, and it will become extinct if this condition continues.
We can express every possible influence of any environmental factor in terms of its effect on the probability of survival and on age-specific fertility, and any change in either of these is reflected in the value of r. In a climatic region that is, say, entirely too cold for a given species the probability of a female surviving to reproductive age is zero and the species does not occur except perhaps as a temporary immigrant. In a slightly less harsh environment there may be some years or sequences of years when there is a positive probability of females surviving and reproducing, and some may do so. In this region the species is sometimes present and sometimes absent. In this or a slightly more favorable environment r may be positive in some years and negative in others so that, once the species establishes itself locally, the population will alternately increase and decrease. There may be "sanctuaries" within the region where some representatives of the species will always persist, or there may be repeated immigration from outside to provide a population nucleus. Under these conditions we derive a picture of a safely established source of new individuals regularly sending excess individuals as emigrants into marginal environments where they can sometimes, but not always, persist and multiply; into sub-marginal environments where they occasionally persist temporarily; and into intolerable environments. This, I hope, is a fair summary of the gist of the comprehensive theory of the distribution and abundance of organisms which has been developed in detail by Andrewartha and Birch (1954) .
Population Regulation
The theory just described gives the appearance of clashing with some widely held concepts of the control or regulation of population size, and we cannot avoid the necessity for examining the reality of this conflict. Some of the troublesome differences are obviously of semantic origin and I think we can best avoid semantic pitfalls if we approach this subject in a formal manner.
We have already indicated that the equation of exponential growth, Nt = Noe Tt, is applicable to the population growth of any species, whatever its life history pattern may be. Then, if the length of time between successive generations is T, the population will grow in each generation by a factor e ~T, which is called the "net reproductive rate", Ro. This "rate" can be defined as the ratio of female births in two successive generations, say generation x and generation x + 1. In terms of discrete units, if the population increases by a factor R in each generation, we have:
N~+I = RN~.
Now, if R is a constant, this equation gives:
N~ = NoR 9
from which it is apparent that the value of the constant must be very precisely unity. If it was as large as 1.01 a "population" of a single individual weighing one gram would grow to equal the mass of the earth in 6200 generations. Any constant value of R less than unity would lead to the rapid extinction of any existing population.
It would, of course, be hopelessly unrealistic to believe that populations are so precisely regulated and immune to accidents that the net reproductive rate could always be precisely unity. A second thought on the matter might lead us to suggest a stochastic approach; perhaps R has an expected value of unity but is subject to fluctuations about this mean value. Perhaps it exceeds unity in favorable years and is less than unity in unfavorable years. Models like this are now classical in probability theory (Feller, 1950) . In the simplest case the population is regarded as "playing a game" where, in each generation, it has equal probability of gaining or losing capital to an "infinitely rich opponent". If one feels intuitively that under these conditions the population will merely show moderate fluctuations about a mean value he wiI1 be surprised by the dizzy heights to which such a population is likely to soar. The game may have a very long expected duration but the final outcome is certain; the population will "random walk" itself to exhaustion and become extinct. Now, this is not the way actual populations behave. As has often been noted, small populations and rare species are much more frequent than large populations and common species, but extinctions seem to be rare events and populations exhibit much greater stability than appears to be consistent with random-walk processes. Exchanges of status between rare species and common species are almost always identifiable with observable environmental changes, and repeated reversals of status seem to be excessively rare.
All of this leads us to conclude that populations must possess some autoregulatory mechanism which tends to raise the net reproductive rate above unity before a declining population reaches zero and which halts excessive population increase by reducing the net reproductive rate. The intrinsic rate of increase r differs from the biotic potential p in some systematic way. We might write something like:
where g(x) represents a "governor" or controlling influence which must be something more than a random variable.
Continuing for a moment in this abstract vein, what kinds of governors could be attached to populations? Several types are theoretically possible. For example, g(x) might be a function of time alone. Here, a young population would have a high net reproductive rate which would decline with age. In the history of biology there have been put forth doctrines of "racial senescence" but, to the best of my knowledge, no one today gives serious thought to such oversimplified systems; there is too much evidence that populations that have ceased growing can be made to grow again by altering something in the environment.
As a next thought we might assume, g(x) = f(N), the ability of a population to increase is a function only of population size. Something like this, I believe, is often implied when we speak of populations as "self-regulating systems", but this is obviously a tremendous oversimplification. Similar populations placed in different environments cannot be expected to grow alike or to reach the same steady-state size. The simplest model worthy of consideration is g(x) = f (N, E) where the governor is a function of both population size and environment, which we here understand to refer to everything except population size.
The governing function will be zero in an intolerable environment and can climb to unity in an optimum environment, provided that its de-pendence on population size is such that this is possible. We know that in very crowded populations there are deleterious effects that may cause the governing function to approach zero no matter how favorable other conditions may be. There are limits to the extent to which we can crowd any population even with all of the tender care that is possible in the laboratory.
For analytical purposes it is desirable to find some one expression that will contain both the effects of population size and environmental limitations. The most obvious procedure is to make use of the concept of carrying capacity which, as we have seen, has been recognized since the time of Botero. If carrying capacity is defined as the maximum population (N .... ) that can be supported in a given habitat, then we have in the expression I x /~21 a possible governing factor that will be essentially unity when N~ is very small and which will drop to zero when the carrying capacity is attained. This is the way in which we might postulate that population increase should behave, so we might write for the change in population size per generation: 6
The equation is intractable in this form but the corresponding continuous ease must give a good approximation, and this differential equation is easily solved. It is, in fact, the logistic equation of Verhulst and, in its modern applications, of Pearl and Reed (1920) . I do not here wish to discuss either the merits or the faults of the logistic curve as a model of population growth. The point that I do consider important in the present context is that the governing term, is commonly referred to as "population density" when it really represents the proportion of the "occupiable spaces" which are still unoccupied in the particular environment (cf. Slobodkin, 1953) . "Density", in this sense, is not number of organisms per unit area or volume but is the difference between this actual density and that which would prevail at carrying capacity. The concept includes both the effects of crowding as a governing factor, which have been stressed so particularly by Nicholson (1933 e This is equivalent to writing:
and later), and the effects of environmental inadequacies.
Here, in my opinion, we have the crux of many of our recent controversies. Two populations of identical size occupying equal areas can differ in this type of "density", and an unvarying population can change in density when the weather changes. If this governing term which is appropriate to the logistic theory, or some generalization of it (cf. Slobodkin, 1953a) , is an appropriate type of governor to be considered in population theory--and it seems to me highly probable that it is~then population size can, in general, be under the influence of any factor that affects the number of individuals directly or that affects carrying capacity. Now, there seems to be nothing in this scheme that would imply that populations cannot be regulated by climatic factors, and I suspect that the population students who are supposed to hold such a view have been misunderstood by both opponents and supporters. Thus, we read in Nicholson (1933, p. 172) that: "The distribution and densities of all animals are ultimately dependent upon the physical environment". This dependence, however, is indirect. All animals ultimately depend upon plants for food and "the physical environment ultimately limits the distribution of all plants". "Physical factors that are uninfluenced by the densities of animals cannot directly determine those densities" but (p. 173) "competition forces the surplus animals into unsuitable portions of the environment, where they are destroyed by the physical factors".
Nicholson's usage of the word "competition" has been the subject of much criticism (cf. Thompson, 1939; Birch, 1957) , but that is a question of semantics, as is the question of whether population regulation by physical factors is "direct" or "indirect". The above statements and more recent views (Nicholson, 1954) do not seem to justify the interpretations of more casual students of population dynamics who suggest that populations would "increase without limit" if it were not for the "action of enemies". Similarly, H. S. Smith (1935) , who introduced the term "density dependent", recognized the fact that physical factors can operate in a "density dependent" manner because excess individuals are forced out of the "more or less limited number" of "protective niches in the environment". Incidentally, there is much persuasive evidence that a great deal of predation operates in this same way (cf. Errington, 1946) , and one may be justified in wondering if the distinction between density dependent and density independent factors is not a potential source of confusion.
Whatever view we may hold regarding the terminology of regulatory factors, it is clear that in a given environment of constant carrying capacity the governing factors must, at some level, exert greater restraint on a dense population than is exerted on some less dense population which is still able to grow. It is equally clear that the simple linear relationship between intensity of regulation and population density, which is implied by the logistic formula, is too simplified to be generally valid. The late W. C. Allee devoted a large part of a productive scientific career to collecting examples of underpopulation effects to match the better-known deleterious effects of overpopulation (Allee, 1951; Allee et al., 1949, Chap. 23) and he has conclusively shown that it is a widespread phenomenon for very small populations to be suboptimal for survival and growth.
Small populations lack genetic variability, and hence adaptability, and this may be aggravated by inbreeding. They face an increased risk of random extinction and of failure of the sexes to meet, and there is often a need for "unconscious cooperation" among the individuals in some sort of "conditioning" of the environment. Hence, any analytical formula which is capable of representing what I have here been calling the governing function must be capable of assuming a minimum value at some population density greater than zero (i.e. Rg(x) must be able to have at least one inflection point which is a maximum). Some interesting results, including the prediction of oscillations in population size under certain conditions, have already been obtained by Ricker (1954) who has examined the consequences of "reproduction curves" of this general shape without, however, attempting to give analytical form to the functions studied.
Any suitable function will necessarily require the formula describing population growth to contain at least one more constant than is present in the logistic formula. But one of the persistent criticisms of the logistic (Feller, 1939; Smith, 1952) has been aimed at its versatility which provides the fitter of empirical curves with three arbitrary constants to be manipulated. Provide him with more than this, and the versatility will be further increased so that the formula will tend to become a mere "graduating" formula that will fit many sets of data but defy any meaningful interpretation.
The answer to this dilemma, I believe, is to be found in collaboration between the theorist and those working in the field and laboratories. Some of the biological parameters must be estimated directly so that they do not enter the growth formula as arbitrary constants.
Much remains to be done on the analysis of population growth and regulation and I feel that generalizations to the effect that food supply, or disease, or predation, or a shortage of "protected niches", is the "most usual" factor regulating population size are premature. One thing is certain; potential population growth is so rapid that no non-extinct population can ever be very many generations removed from the possibility of mass starvation. It may, however, be even nearer to a shortage of some resource other than food which it requires of the environment.
Fluctuations
The preceding discussion is barely an introduction to the problems connected with the regulation of population size and I cannot go more deeply into the subject here. I suppose, however, that the author of an introductory survey should show that he is aware of the fact that populations do not just grow to some maximum size and remain there, but that they fluctuate in size with time.
There are many causes of population fluctuation. In a species where individuals require more than one year to reach reproductive age, annual censuses will show fluctuations in each age class that is studied/ If there is some fairly critical population density at which the population ceases to grow and begins to decrease, an oscillatory tendency may appear (cf. Ricker, 1954) . The "classical oscillations" are produced when one population is dependent upon the exploitation of another and when the exploiter population can grow more rapidly than that of the "host". Then there are fluctuations in physical factors such as temperature and rainfall that affect reproduction, mortality, and carrying capacity, and there are occasional events such as fires, floods, frosts, and droughts that may profoundly influence population size.
Acting alone any one of the biological causes of fluctuation might be expected to lead to regular cycles of population size, and it is possible that under carefully controlled laboratory conditions such cycles have actually been observed (e.g. Utida, 1955) . In nature, however, all of the factors making for population change are interacting in complex ways and random components are brought into the system through the vagaries of weather plus the fact that an environmental condition may be innocuous or beneficial at some times and represent a disaster at other times because of the seasonal incidence of many biological activities.
In systems with so many interacting components we begin to approach the complexity of the causal system that determines the positions in which a set of rolling dice finally come to rest. Palmgren (1949) seems to have been the first to suggest in public that the apparent regularity, which has been said to be "the only peculiar feature of the fluctuations of the cyclic species" (Lack, 1954, p. 223) , is actually consistent with random variation. I have elsewhere recorded the results of my study of this problem (Cole, 1951 (Cole, , 1954 (Cole, , 1957 which have led me to 7 This, incidentally, appears to be the simplest possible example of a "time-lag" effect (Hutchinson, 1948 (Hutchinson, , 1954 where there is a delay between a population effect and the factor inducing it. Such delays are another formidable source of difficulty in the analysis of population regulation.
essential agreement with Patmgren; at least I am convinced that the burden of proof has been handed back to those field workers who persist in seeing something mysterious in the fluctuations of natural populations.
We can trace a nice parallel here with the efforts of physical scientists to explain the structure of matter. As described by Zacharias (1957) , the mathematical problems of systems involving two particles can be solved with great accuracy, but the slightly more complicated cases are still beyond the best calculating machines--until we come to "those eases in which there is enough chaos to make things simple again". Perhaps it is fortunate that natural populations are not subject to alteration only by two or three interacting factors but are affected by a large enough number to encourage us to look for secondary simplicity; the highly acclaimed regularity of population cycles seems to be no greater than that which is encountered in a sequence of random numbers.
Age Structure
One final feature of quantitative demography demands mention in our sketch of the field. I refer to the troublesome problems connected with the age structure of a population, problems that still seem to go entirely unnoticed by nondemographers, including intelligent administrators. So much has been said about population size that there has been a tendency to overlook the fact that two populations of equal size may be entirely different in many of their properties and prospects; one may contain the potentiality for eruptive growth while the other is destined by its structure for inevitable decline.
Such paradoxes arise from the fact that the ratio of reproductive females to total population is not only a determiner of the birth rate but is also a consequence of the birth rate. Any population living under conditions where the age schedules of mortality and fertility are fixed will gradually assume a constant age structure such that there is a constant proportion of the population in each age class. Also, as first proved by Sharpe and Lotka (1911) , this structure is "stable" in the sense that it will tend to become re-established following any accidental or deliberate displacement, provided, of course, that ~he age-specific birth and death rates are unchanged.
Problems involving age distribution in natural populations are among the most important and least elementary matters with which demographers have to deal, and it would not be appropriate here for me to attempt a detailed discussion of these problems. The importance of the matter, however, is easily indicated.
If we begin fishing, or hunting, or otherwise exploiting a population that has not previously been subjected to such exploitation we will necessarily change the life expectancy of members of the population. We are also likely to operate selectively against certain age classes. Senile individuals may fall most easily before the hunters, or young, inexperienced, individuals may be the most vulnerable. The size of the mesh in our nets may let some age classes escape or we may legislate protection for certain age classes. All of these things change the agespecific death rates and, therefore, tend to cause the age structure of the population to shift. The shift in age structure will usually cause a secondary change in population birth rates.
In many species, including man and our important fellow travelers of the genus Rattus, the youngest and oldest members of a population are non-reproductive. Subject such a species to a hazardous environment and life expectancy wilI be reduced, that is to say, the probability of reaching the age of post-reproductive sterility is reduced. In a harsher environment then, a larger proportion of the population automatically comes to fall in the reproductive age classes, and this automatically increases the birth rate. When this phenomenon is observed in nature the population is said to "compensate" for the increased mortality. It will eventually come to the attention of field biologists generally that a great deal of information about the status of a population can be obtained from the study of its age distribution, and that changes in this distribution may be preludes to more dramatic changes in population size. Up to the present, however, the subject has not received adequate attention even in human populations.
In primitive human cultures life expectancy must be low. I have thought, while looking at cliff dwellings in our Southwest, that great longevity must have been very rare among a people who had to climb precipitous cliffs to get home at night. Their adult populations must have consisted primarily of persons of reproductive age. This condition promotes high birth rates and it follows that they must also have had high death rates.
Let us try to imagine what would have happened if these people had been provided with elevators, modern sanitation, and other advantages such as modern medical care. Life expectancy would have increased and, with increased infant survival, the population would have tended to "explode" in size. Gradually, however, a larger part of the adult population would have passed over into the post-reproductive age classes and, as the population exhausted the possibilities for growth, the birth rate would have fallen. In modern language we would say that the population had undergone "the demographic transition" (e.g. see Putnam, 1953) . Sundb/irg (1900) seems to have been the initiator of the serious study of age distribution in human populations and he reached at least one generalization which still is not widely Cold Spring Harbor Laboratory Press on March 4, 2016 -Published by symposium.cshlp.org Downloaded from recognized but which seems to me to be of the greatest importance for human demography. He concluded that 50 per cent of the individuals in a human population are aged from 15 years to 50 years and that this ratio is independent of whether the population is growing, shrinking, or remaining stationary in size. Recent figures from the United Nations (1954) Like the cliff-dwellers, the population of Venezuela can be expected either to grow rapidly or to be under the pressure of very high birth and death rates, or both, while in France there is actually concern over the low birth rate. The improvements in modern sanitation and medical care that I spoke of for the cliff-dwellers will, if adopted in Venezuela, work in the right direction to cause first a population explosion and then the demographic transition in age structure toward the condition already attained in France. Whether the explosion can be contained without employing such artifices as contraception and delay in the age at marriage are questions totally outside of my field of competence.
There are numerous important corollaries of these differences in age structure which should hold the attention of demographers. It is obvious that in that statistical El-Dorado where other things are equal a pediatrician would do better as a Venezuelan than as a Frenchman, while it might be difficult to interest the people of Venezuela in geriatric medicine.
Causes of death, notably cancer, that are highly selective for older individuals are certain to be more prominent in the more elderly populations. In the United States we have seen cancer climb from eighth place to second place among causes of death, paralleling a shift in our age distribution between 1900 and 1946 (Dublin, Lotka, and Spiegelman, 1949) .
In dealing with non-human populations we have still, as Bodenheimer (1938) complained in 1938, paid all too little attention to these matters. The predator or parasite that selectively kills superannuated individuals may be our friend in helping to increase the productivity of game animals. Such a species, however, will work against our efforts to control noxious species even though he may pose as our friend by providing ample evidence that he is killing the things we want to control.
CONCLUSION
In this sketch, or series of sketches, I have tried to touch upon as many of the things that we do and do not know about populations as I could possibly excuse myself for including within a single paper. I have tried to emphasize the areas that are important to all of us despite our diverse backgrounds, research techniques, and terminologies.
The population, to my mind, is one of the natural levels of ecological integration. Past generations of ecologists have solved many of the problems of the ecology of individual organisms and the way in which nature selects the fit. But, beyond the level of individual survival, there are a host of obvious adaptations related to survival of the population. The evolution of structures such as mammary glands was never promoted by any benefits conferred on the individuals that actually possess them. And social life has been independently evolved several times among various groups of insects in ways that can only be explained when we recognize that the group behaves as a unit which is selected on its merits.
I think it is undoubtedly correct to extrapolate and assume that communities composed of interacting populations of several species may also behave as units in natural selection, and that later generations of ecologists will be working to understand evolutionary processes at that higher level. My present conclusion, however, is that much remains for us to do at the population level if we are to qualify as fit intellectual ancestors of those later generations.
