The long wave-short wave model describes the interaction between the long wave and the short wave. Exact higher-order rational solution expressed by determinants is calculated via the Hirota's bilinear method and the KP hierarchy reduction. It is found that the fundamental rogue wave for the short wave can be classified into three different patterns: bright, intermediate and dark ones, whereas the rogue wave for the long wave is always bright type. The higher-order rogue waves correspond to the superposition of fundamental rogue waves. The modulation instability analysis show that the condition of the baseband modulation instability where an unstable continuous-wave background corresponds to perturbations with infinitesimally small frequencies, coincides with the condition for the existence of rogue-wave solutions.
I. INTRODUCTION
Rogue waves (RWs) or freak waves are rare phenomena that the large amplitudes appear from the background with the instability and unpredictability. Such extreme wave can be observed in various different contexts such as oceanography [1] , hydrodynamic [2, 3] , Bose-Einstein condensate [4] , plasma [5] and nonlinear optic [2, 6, 7] .
Mathematically, Peregrine soliton of the nonlinear Schrödinger (NLS) equation serves as a prototype of the RW, in which its structure is localized in temporal-spatial distribution plane and its maximum amplitude attains three times the background [8] . Since the higher-order RW was excited experimentally in wave tanks [9, 10] , a hierarchy of higher-order analytic RW solutions which indicate the superposition of elementary RW has been found in nonlinear integrable systems [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . Moreover, in contrast to the scalar system, recent studies have shown that multicomponent coupled systems may allow some novel patterns of RW such as dark and four-petaled types [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] .
Modulation instability (MI) refers to the basic process that the growth of perturbations emerges on an unstable continuous wave background [34] . In the explanations of the generation mechanism for the RW, MI has been found to be closely linked with the RW excitation in nonlinear dispersive systems [35] [36] [37] [38] . It has been shown that RW modeled as rational solutions only exist in the subset of parameters where MI is present if and only if the unstable sideband spectrum also contains continuous wave or zero-frequency perturbations as a limiting case [35, 36] .
To discover how waves with different length scales (frequencies) interact and affect each other, Benny established the general theory for the interaction between the long wave (LW) and the short wave (SW) [41] . Particularly, under the certain resonance condition, namely, the phase velocity of the LW is equal to the group velocity of the SW, energy exchange can be anticipated and the resonance interaction occurs [41] . Such resonance process may appear in a variety of physical settings such as capillary-gravity waves, internal-surface waves, short and long gravity waves on fluids of finite depth and the breakdown of laminar flow [39] [40] [41] .
The aim of the present work is investigate RWs for a coupled system with the LW interacting the SW via the KP hierarchy reduction, and discuses the mechanism for the RW excitation through the MI anylsis. The outline of the present paper is as follows. In Sec. II, general analytical higher-order rational solutions in terms of determinants with algebraic elements are derived via the Hirota's bilinear method and the KP hierarchy reduction. In Sec. III, local structures of RWs are analyzed and show that the SW possesses bright, intermediate and dark patterns, whereas the LW always exhibits bright state in the fundamental RW. The higher-order RWs indicate the superposition of fundamental ones and interaction behaviors among different types of the RW can't occur in such pure higher-order rational solutions. In Sec. IV, MI analysis is carried out to find that the condition of baseband MI coincides with the condition for the existence of rogue-wave solutions. Numerical simulations are also provided to show RW excitation in the regime of baseband MI. A discussion is given and results are summarized in Sec. V.
II. HIGH-ORDER RATIONAL SOLUTION IN THE DETERMINANT FORM
Based on the Benney theory for the interaction between the SW and the LW [41] , an integrable long wave-short wave (LWSW) model [39, 40] is proposed
where S = S(x, t) represents the envelope of the short wave and L = L(x, t) denotes the amplitude of the long wave.
The complete integrability of the LWSW model (1)- (2) was tested by Painlevé analysis [42] . Ling et al. constructed its Darboux transformation and found a closed multi-soliton solution formula [43, 44] . A class of cusp solution for the LWSW model (1)-(2) was derived by using the dressing method [45] . Geng et al. provided this coupled system's algebro-geometric constructions and their explicit theta function representations [46] .
By the dependent variable transformation
where ρ and α are real parameters, the LWSW model (1)- (2) can be cast into the bilinear form
where f and g are complex variables, * denotes the complex conjugation and D is Hirota's bilinear differential operator.
Then we first present the general rational solutions of the LWSW model (1)-(2) in the following theorem. The proof of this theorem is given in the Appendix. (1)- (2) have the rational solutions (3) with the tau functions f and g given by N × N determinants
where
and the matrix elements are defined by
with
and ζ need to satisfies the relation 2ζ − 2σiαρ
III. DYNAMICS OF ROGUE WAVE SOLUTIONS
A. Fundamental rogue wave
According to Theorem 2.1, in order to obtain the first-order rogue wave, we need to take N = 1 in Eqs. (7)- (12) .
For simplicity, we set a 
and ∆ = ζ
, and
Furthermore, the modular square of the SW component |S| 2 possesses extrema (turning points where the first derivatives vanish)
Note that (x 2 , t 2 ) are also two characteristic points, at which the values of the amplitude are zero. Through the local analysis, the fundamental rogue wave for short wave can be classified into three patterns. Without loss of generality, we take ρ = 1, then there are two different cases:
In , the local minimum at the characteristic point (x 1 , t 1 ) = (x 2 , t 2 ). ) ≤ |α| ): one local maximum at (x 1 , t 1 ) and two local minima at (x 2 , t 2 ). When the sign takes "=", the local maximum at (x 1 , t 1 ) = (x 3 , t 3 ).
In the case of σ = −1 (|α| < , the local minimum at the characteristic
): two local maxima at (x 3 , t 3 ) and two local minima at the characteristic point (
one local maximum at (x 1 , t 1 ) and two local minima at (x 2 , t 2 ); (ii) |α| < √ 2 2 : one local maximum at (x 1 , t 1 ) and two local minima at (x 3 , t 3 ). When the sign takes "=", the local maximum at (
For the LW component L, it possesses extrema (x 1 , t 1 ) and
. The further local analysis shows that in both cases σ = ±1, the rogue wave for the LW component only exhibits bright state with one local maximum at (x 1 , t 1 ) and two local minima at (x 4 , t 4 ).
As illustrated in Fig. 1 , three types of RW exhibit different local structures for the SW when the parameter α takes the value in its corresponding regimes. It implies that RW's pattern for the SW component is dependent on α, which , the local minimum occurs at zero-amplitude points. In this situation, the dark RW reduces to a special one which can be referred to a black RW.
The second-order rogue wave solution is obtained from Eqs. (7)- (10) 
where the elements are determined by
1 B 
1 , B
with a Since the LW always features a bright RW, we only present the configuration of the SW to illustrate higher RWs.
Three second-order RWs for the SW are displayed in Fig.3 , each one takes the same value of the parameter α as one shown in Fig.1 . One can observe that second-order RWs manifest the superposition of three fundamental ones and they obey the triangle arrays. Owing to the same parameters α as the first-order cases respectively, three second-order RWs exhibit pure dark, intermediate and bright RW's combinations individually.
For third and higher-order RWs, which describe the superposition of more fundamental RWs, one need to take larger N in (7)- (12) . The expressions are too complicated to be written here. Fig.4 shows the third-order RW for N = 3 graphically, in which three plots still take the same parameter α as Figs 
This set of differential equations with the real frequency Ω suggests that the functions s 1 (t), s 2 (t) and l(t) are the linear combinations of exponentials exp(iλ j t) where λ j , j = 1, 2, 3 represent three eigenvalues of the matrix M . Such eigenvalues are given by the roots of the characteristic polynomial P (λ) of the matrix M ,
It is known that when an eigenvalue has a negative imaginary part, MI will occur with the exponential growing perturbation. From the matrix M , one can find each entry is real, so the corresponding eigenvalues are either real root, or a pair of complex-conjugate roots. More specifically, we calculate the discriminant of the characteristic polynomial
Then, ∆ > 0 results in real roots for the polynomial P (λ), which implies that no MI appears, whereas ∆ < 0 yields two complex conjugate roots, which suggests that MI exists. The marginal stability curves corresponds to the discriminant ∆ = 0. Without loss of generality, by taking a = 1 and b = 0, MI gain spectrums of the LWSW model (1)- (2) are displayed for two kinds of nonlinearity σ = 1 and σ = −1 in Fig.5 respectively.
As analyzed in [35, 36] , baseband MI defined as the condition where an unstable continuous-wave background corresponds to perturbations infinitesimally small frequencies, is responsible for RW excitation, whereas passband MI which means the perturbation undergoes gain in a spectral region not including zero frequency as a limiting case, doesn't support the RW. Thus the limit situation where Ω → 0 decides the occurrence of baseband MI. In this case, the discriminant of the polynomial P (λ) degenerates to ∆ = −48σω(4ω 3 + 27σω), which gives rise to two cases: (1) σ = 1, no MI and (2) σ = −1, MI condition |ω| < 3 2 √ 3. The coincidence is that the baseband MI condition is exactly one for the existence of rogue-wave solutions. 
V. CONCLUSION
The long wave-short wave model describes the interaction between the long wave and the short wave. Exact higherorder rational solution expressed by determinants is calculated via the Hirota's bilinear method and the KP hierarchy reduction. It is found that the fundamental rogue wave for the SW can be classified into three different patterns:
bright, intermediate and dark ones, whereas the rogue wave for the LW is always bright type. The higher-order rogue waves correspond to the superposition of fundamental rogue waves. The modulation instability analysis show that the condition of the baseband modulation instability where an unstable continuous-wave background corresponds to perturbations with infinitesimally small frequencies, coincides with the condition for the existence of rogue-wave solutions.
where p, q and a are complex parameters.
In order to derive the rational soluiton, we introduce the differential operators A 
where a k are constants satisfying the iterated relations
Based on the Leibniz rule, one has
and
Furthermore, we can derive
Letζ be the solution of the algebraic equation
Hence we have
for n = 0, 1 and
n satisfies the following relation
where we define A (ν) n = 0 for n < 0. Similarly, it is shown that the differential operator B (ν) n satisfies
where we define B (ν) n = 0 for n < 0 andζ needs to satisfy
Consequently, by referring to above two relations, we have vanishes. Therefore,τ n satisfies the reduction condition (∂ x2 + λa∂ ta )τ n = ζ 2 −ζ 2 + λã ζ − a + λā ζ + a Nτ n ,
such that these algebraic solutionsτ n,k satisfy the (1+1)-dimensional bilinear equations:
D x2τn,k ·τ n+1,k = λ(τ n,kτn+1,k −τ n,k+1τn+1,k−1 ).
By taking a = iα, λ = 2σρ 2 ,ζ =ζ * and x 1 = x, x 2 = it, one can define f = τ −1,0 , g = τ −1,1 , f * = τ 0,0 , g * = τ 0,−1 .
which reduce (A15)-(A17) to the bilinear equations (4)- (6) . From the reduction condition (A14), t a becomes a dummy variable which can be taken as zero. Therefore we can arrive at the Theorem 2.1.
