In this work, we focus on the multiplicity of singular spectrum for operators of the form A ω = A + n ω n C n on a separable Hilbert space H , where A is a self adjoint operator and {C n } n is a countable collection of non-negative finite rank operators. When {ω n } n are independent real random variables with absolutely continuous distributions, we show that the multiplicity of the singular spectrum is almost surely bounded above by the maximum algebraic multiplicity of eigenvalues of √ C n (A ω − z) −1 √ C n for all n and almost all (z, ω). The result is optimal in the sense that there are operators for which the bound is achieved. Using this, we also provide an effective bound on the multiplicity of singular spectrum for some special cases.
Introduction
Spectral theory of random operators is an important field of study, and within it, the Anderson tight binding model and random Schrödinger operator have gained significant attention. Over the years much attention has been given to the nature of their spectrum. But to completely characterize the structure of the operator, information on the multiplicity is also important. Here we pay attention to the multiplicity of the singular spectrum for certain class of random operators.
One of the well studied class of random operators is the Anderson tight binding model. Many results about its spectrum are known, for example: the existence of pure point spectrum is known for Anderson tight binding model over integer lattice [1, 4, 10, 16] . Absolutely continuous spectrum is known to exist for Anderson tight binding model over Bethe lattice [9, 17] . Other models where the pure point spectrum is known to exist includes random Schrödinger operator [3, 7, 11, 20] , multi-particle Anderson model [2, 5, 19] and magnetic Schrödinger operators [8, 32] .
There are important results which also concentrate on the multiplicity of the singular spectrum. For the Anderson tight binding model, Simon [31] , Klein-Molchanov [18] have shown the simplicity of pure point spectrum. For Anderson type models when the randomness acts as rank one perturbations, Jakšić-Last [13, 15] showed that the singular spectrum is simple. For random Schrödinger operator, in the regime of exponential decay of Green's function, Combes-Germinet-Klein [6] showed that the spectrum is simple. Other work includes [29] , where Sadel and Schulz-Baldes provided multiplicity result for absolute continuous spectrum for random Dirac operators with time reversal symmetry. But general results concerning the multiplicity of the spectrum are not known. One of the difficulties involving multiplicity results for random Schrödinger operator or multi-particle Anderson model is that the randomness acts as perturbation over an infinite rank operator.
Randomness acting through perturbation by a finite rank operator is an intermediate step between Anderson tight binding model and random Schrödinger operator. Some example of such a random operator is Anderson dimer/polymer model, Toeplitz/Hankel random matrix, and random conductance model. Here we will deal with Anderson type operators and provide multiplicity result for the singular spectrum when the randomness acts through perturbation by a finite rank non-negative operator. This work is similar to the work done by Jakšić-Last [13, 15] and is a generalization and extension of the work done by Mallick [23] . Though this work does not answer the question about the multiplicity of singular spectrum for random Schrödinger operator but it is a step towards it. The technique involved in the proof does not distinguish between point spectrum and singular continuous spectrum, so stated results are true for whole of the singular spectrum.
For a densely defined self-adjoint operator A with domain D(A) on a separable Hilbert space H and a countable collection of finite rank non-negative operator {C n } n∈N , define the random operator
where {ω n } n∈N are independent real random variables with absolutely contin-uous distribution. Let (Ω, B, P) denote the probability space such that ω n are random variables over Ω. We will assume that
is an essentially self adjoint operator valued random variable. This is a necessary assumption because otherwise there can be multiple self-adjoint extensions for the symmetric operator A ω . The assumption itself is not too restrictive and a large class of operators satisfy this condition. For example, if A is bounded self-adjoint, {C n } n are finite rank non-negative operators satisfying C n C m = C m C n = 0 for any n = m and the distributions of the random variables ω n are supported in some fixed compact set [−K, K], then the operator A ω is almost surely bounded and self adjoint. Anderson polymer/dimer model falls into this category of operators.
For the main result we need to focus on the linear maps G ω n,n (z) := P n (A ω − z) −1 P n : P n H → P n H for z ∈ C \ R, where P n is projection onto the range of C n . Using functional calculus, it is easy to see that the linear operator G ω n,n (z) can be viewed as a matrix over P n H (after fixing a basis of P n H ), which belongs to the set of matrix valued Herglotz functions. Using the representation of matrix-valued Herglotz functions (see [12, Theorem 5 .4]), we can extract all the properties of the spectral measure over the minimal closed A ω -invariant subspace containing P n H .
We will use the notation Mult ω n (z) to denote the maximum multiplicity of the root of the polynomial
in x, for z ∈ C \ R, where C n and G ω n,n (z) are viewed as a linear operator on P n H and so I denotes the identity operator on P n H . Since
, because similarity transformation preserves determinant. This is the reason why algebraic multiplicity of
With these notations, we state our main result: Theorem 1.1. Let A be a densely defined self-adjoint operator with domain D(A) on a separable Hilbert space H and {C n } n∈N be a countable collection of finite rank non-negative operator. Denote P n to be the projection onto the range of C n and let n P n = I. Let {ω n } n∈N be a sequence of independent real random variables on the probability space (Ω, B, P) with absolutely continuous distribution. Let A ω given by (1.1) be a family of essentially self adjoint operators. Then 1. For any n ∈ N ess-sup
is constant for almost all ω, which will be denoted by M n .
2. If sup n∈N M n < ∞, then the multiplicity of singular spectrum for A ω is upper bounded by sup n∈N M n , for almost all ω. Remark 1.2. There are few observations to be made:
is dense and is the domain of A ω . If either A is bounded or sup n |ω n | C n is finite, then it is easy to show that A ω is essentially self adjoint.
2. Note that although {C n } n are finite rank operators, there may not be a universal upper bound on their ranks. An easy example of such an operator is
where ∆ is the discrete Laplacian and χ {x: x ∞ =n} is projection onto the subspace ℓ 2 ({x ∈ Z d : x ∞ = n}).
3. We need n P n = I so that the subspace n H ω Pn is dense in H . Here we denote H ω Pn = f (A ω )φ : f ∈ C c (R), φ ∈ P n H , where S denotes the closure of finite linear combination of elements of the set S. Without this condition infinite multiplicity could easily be achieved. For example consider the Hilbert space ⊕ 2 ℓ 2 (Z), and define the operator
where {x n } n∈Z is a fixed sequence and {ω n } n∈Z are independent real random variables with absolutely continuous distribution. Notice that first operator is Anderson like operator with simple point spectrum but the second operator can have arbitrary multiplicity depending upon the sequence {x n } n .
Remark 1.3. To understand the conclusion of the theorem, consider the following examples:
1. On the Hilbert space ℓ 2 (Z × {0, · · · , N}), consider the operator
and the sequence of projections P n is given by 
First observe that
are all unitarily equivalent. So any singular spectrum has multiplicity N. When {ω n } n are i.i.d, there are results [21, 22, 30] which shows that (H ω , H 0 ) has pure point spectrum (hence singular spectrum). It is easy to show that the matrix G ω n,n (z) is of the form f (z)I, where f is a Herglotz function and I is identity on C N .
2. On the Hilbert space ℓ 2 (N × N) consider the operator
where
and the projections P (n,m) are given by In this example P (n,m) (H ω − z) −1 P (n,m) is diagonal (w.r.t. the Dirac basis {δ (n,m) : n, m ∈ N}), and it is easy to see that
Similar to previous example the subspace
are invariant under the action of
are unitarily equivalent with each other for any m ∈ N. So the singular spectrum of H ω has infinite multiplicity.
So the conclusion of the theorem is optimal in the sense that there are random operators A ω such that the multiplicity of singular spectrum is sup n∈N M n .
The main technique in the proof involves studying the behavior of singular spectrum because of perturbation by single non-negative operator. This is done through resolvent identity and so properties of matrix valued Herglotz functions plays an essential role. The steps involved in the proof will be further explained in section 1.1. In general these kind of results fails to hold without perturbation and spectral averaging [7, Corollary 4.2] plays an important role. Since matrix valued Herglotz functions are the primary tool, Poltoratskii's theorem [27] is used to obtain and characterize the singular measure.
It should be noted that our result (Theorem 1.1) extends the work of Jakšić-Last [13, 15] , Naboko-Nichols-Stolz [25] and Mallick [24] in the following way: in case of Jakšić-Last [13, 15] , since the rank of each P n are one, above theorem gives the simplicity of singular spectrum. Naboko-Nichols-Stolz [25] showed simplicity of the point spectrum for certain classes of Anderson type operator on Z d and Mallick [24] provided a bound on the multiplicity of the singular spectrum for a similar class of Anderson type operator on Z d . In general it is not possible to compute G ω n,n (z), and so other methods has to be devised to get M n . The following corollary is a possible way to bound M n for certain classes of random operators. Corollary 1.4. On a separable Hilbert space H , let A ω defined by (1.1) satisfy the hypothesis of theorem 1.1. Let range(C n ) ⊂ D(A) for all n ∈ N , and let M ∈ R be such that σ(A) and σ(A ω ) are subset of (M, ∞) for almost all ω. Then 1. If C n is a finite rank projection for all n, then the multiplicity of singular spectrum for A ω is bounded above by
where C n AC n is viewed as a linear operator on P n H .
2. If C n is a non-negative finite rank operator for all n, then multiplicity of singular spectrum for A ω is bounded above by
where C n is viewed as a linear operator on P n H . Remark 1.5. It should be noted that the above bound is not optimal, but in many cases can be computed easily. As an example, for the case of remark 1.2
(1), all we have to do is count the eigenvalue multiplicity of χ Sr ∆χ Sr , where
, this operator is same as the Laplacian on a set of 8n points arranged on a circle. So the multiplicity of the operator can be at most two. Another simple example is for the case when C n has simple spectrum, then the singular spectrum of A ω is almost surely simple.
The corollary should be considered as a generalization of the technique developed in Naboko-Nichols-Stolz [25] . There the authors used the simplicity of P n ∆P n to conclude the simplicity of pure point spectrum for certain type of Anderson operators on ℓ 2 (Z d ). Another similar work is [24] , where the author bounded M n by considering first few terms of Neumann series while keeping track of the perturbation.
Using an approach similar to [24] , we can show that the singular spectrum for Anderson type operator on Bethe lattice is simple. Let B = (V, E) denote the infinite tree with root e where each vertex has K neighbors. Set K > 2 so that the tree is not isomorphic to Z. Define the class of random operators
where ∆ B is the adjacency operator on B, and
The random variables {ω x } x∈J are independent real valued with absolutely continuous distribution. With these notation we have: Theorem 1.6. On a Bethe lattice B with K > 2, consider a family of random operators H ω given by (1.2), where {ω x } x∈J are i.i.d random variables following absolutely continuous distribution with bounded support. Then singular spectrum of H ω is almost surely simple.
It can be seen that the spectrum of χΛ (x) ∆ B χΛ (x) has non-trivial multiplicity (is exponential in terms of the diameter ofΛ(x)). So, the above result is not a consequence of previous corollary.
Structure of the Proof
Rest of the article is divided into four parts. In section 2, we setup the notations and collect the results that will be used throughout. Section 3 deals with single perturbation results. Section 4 contains the proof of Theorem 1.1, which is divided into Lemma 4.1 and Lemma 4.2. Finally in section 5, we prove the Corollary 1.4 and Theorem 1.6.
The proof of Theorem 1.1 is divided into three parts. First we concentrate on the operator H λ := H + λC, where H is a densely defined essentially self adjoint operator and C is a finite rank non-negative operator. Since all the results are obtained through properties of Borel-Stieltjes transform, there is a set S ⊂ R, independent of λ, of full Lebesgue measure where all the analysis will be done. As a consequence of spectral averaging (see Lemma 2.1), it is enough to concentrate on S as long as we are working on the subspace
By spectral averaging, the spectrum of H λ restricted to H λ C is contained in S for almost all λ. In section 3, we establish a certain inclusion relation between singular subspaces. We show that for any finite rank projection Q, the closed H λ -invariant Hilbert subspaceH 
is dense for any enumeration of N . Lemma 4.1 provides the first conclusion of the theorem and also provides the relationship between M n and multiplicity of singular spectrum for H ω Pn . The proof is mostly a consequence of properties of polynomial algebra where the coefficients of the polynomial under consideration are holomorphic function on C \ R. Part of the work is to establish a relation between multiplicity of singular spectrum and multiplicity of √ C n G ω n,n (z) √ C n , which is achieved through resolvent equation. After choosing a basis, we end up with matrix equations over function which are holomorphic on C \ R. Since we are only dealing with matrices, multiplicity of √ C n G ω n,n (z) √ C n can be computed through its characteristic equation and so we have polynomial equations where the coefficients are polynomials of the matrix elements. Most of the work is to show that it is independent of a single perturbation. Above argument also proves the independence from z, this is because the matrix elements are holomorphic functions on C \ R, and so any non-zero polynomial can be zero only on a Lebesgue measure zero set. Then by induction we show that Mult ω n (z) is independent of any finite collection of random variables {ω p i } i . Then Kolmogorov 0-1 law provides the stated result.
Finally in section 5, we prove Corollary 1.4 and Theorem 1.6. This is mostly done by writing the matrix G ω n,n (z) into a particular form. For the corollary, using the fact that range(C n ) ⊂ D(A), the matrix C
n is well defined over P n H , and we have to estimate the number of eigenvalues of
which are at most O(1/µ) distance away from each other, for µ ≫ 1. The corollary just deals with two extreme cases. For Theorem 1.6, most of the work is to show that for a tree (of finite depth), the adjacency operator perturbed at all the leaf nodes has simple spectrum. Then the particular structure of G ω n,n (z) provides the conclusion.
Even though G ω n,m (z) are defined over C \ R, part of the proof of Lemma 3.1 is done on C + itself. The main problem that can arise on restricting to C + is because of F. and R. Riesz theorem [28] . It states that if the Borel-Stieltjes transform of a measure is zero on C + then the measure is equivalent to Lebesgue measure (see [15, Theorem 2.2] for a proof). This problem is avoided by using the fact that in case G ω n,m (z) is zero for z ∈ C + , we can repeat the proof by switching to z ∈ C − and can replace E + ιǫ by E − ιǫ whenever necessary.
Preliminaries
In this section we setup the notations and results used in the rest of the work. Mostly we will deal with the linear operator
which is well defined because of the assumption that A ω is essentially self adjoint. Here P n denotes the orthogonal projection onto the range of C n . We will denote H ω Pn := f (A ω )φ : f ∈ C c (R) & φ ∈ P n H to be the minimal closed A ω -invariant subspace containing P n H . All the results are stated in a basis independent form, but sometimes explicit basis is fixed so that G ω n,m (z) can be viewed as a matrix valued functions. We mostly focus on a single perturbation, which will be done as follows.
as before. Using resolvent equation we have
Another way to write above equations is
Either of them will be used depending on the situation. It should be noted that the identity operator in equations (2.1), (2.2) and (2.3) is the identity map on P p H . For a fixed basis of each of P n H , using [13, Proposition 2.1] (which follows from the property of Borel-Stieltjes transform) for each matrix
exists for almost all E with respect to Lebesgue measure and for any n, m ∈ N . So the linear operator G ω n,m (E ± ι0) is well defined for almost all E and any n, m ∈ N .
Using (2.3) we observe that for any E ∈ R such that G ω p,p (E ± ι0) exists and for f : (0, ∞) → C satisfying lim ǫ↓0 f (ǫ) = 0, we have
and similarly
The above equation implies 5) which is used to determine the singular spectrum. One of the consequences of ±ℑG 6) which plays an important role in the proof of Lemma 3.1.
Since most of the analysis is done using a single perturbation, one of the important results needed is the spectral averaging; we refer to [7, Corollary 4.2] for its proof. Here we will use the following version: Lemma 2.1. Let E λ (·) be the spectral family for the operator A λ = A + λC, where A is a self adjoint operator and C is a non-negative compact operator. For any M ⊂ R with zero Lebesgue measure, we have √ CE λ (M) √ C = 0 for almost all λ, with respect to Lebesgue measure.
Since the set of E where lim ǫ↓0 G ω n,m (E ± ιǫ) does not exists for some n, m ∈ N , is a Lebesgue measure zero set, above lemma guarantees that we can leave this set from our analysis as long as we are only focusing on A
is countable. Next result is Poltoratskii's theorem and is the main tool through which singular part of the spectrum is handled. Since we only deal with finite measures, we will denote the Borel-Stieltjes transform F µ : C + → C + for the Borel measure µ by
For f ∈ L 1 (R, dµ), let f µ be the unique measure associated with the linear functional C c (R) ∋ g → g(x)f (x)dµ(x). The version of the Poltoratskii's theorem we will use is:
for a.e E with respect to µ-singular. The proof of this can be found in [14] . With these results in hand, we can now prove our results.
Single Perturbation Results
This section will concentrate on a single perturbation. Lemma 3.1 will play an important role for proving the main result. For this section a different notation will be followed, because it is not necessary to keep track of all the random variables {ω n } n .
Let
, where E H λ (·) is the spectral projection for the operator H λ . The subscript sing will be used to denote the singular part of the measure whenever necessary. The main result of this section is the following: Lemma 3.1. Let Q be a finite rank projection and set {e i } i to be an orthonormal basis of QH + P 1 H . Define the set
−1 e j exists and finite},
and denote E λ sing to be the spectral measure onto the singular part of spectrum of
for almost all λ with respect to the Lebesgue measure. Proof. In view of Lemma A.2, it is enough to show
is the minimal closed H λ -invariant subspaces containing e i . This is because applying Lemma A.2 for the operator E λ sing (S)H λ will give the singular subspaces in the conclusion of the lemma. Using the resolvent equation
we have
, where r 1 = dim(P 1 H ), be an orthonormal basis of P 1 H (so that they are linear combinations of {e i } i ); hence G λ 1,1 (z) = P 1 (H λ − z) −1 P 1 is a matrix for this basis and also set
. .
Then the equation (3.1) can be written as
. Using the fact that LHS is the Borel-Stieltjes transform of the measure e i E H λ (·)e i , the support of singular part lies in the set of E ∈ R where
We don't need to consider the case e i , (H λ − z) −1 e i = 0 for all z ∈ C + because by F. and R. Riesz theorem [28] , the measure e i , E H λ (·)e i is absolutely continuous. But by definition of the set S, we have G i,1 (E ± ι0), G 1,i (E ± ι0) and e i , (H − E ∓ ι0)
−1 e i exist for each E ∈ S. So singular part of e i , E H λ (·)e i can lie on R \ S or on the set of E ∈ S where lim ǫ↓0 (tr(G
Using (2.6), we have
Since G λ 1,1 (·) is a matrix valued Herglotz function for a positive operator valued measure (it is the Borel transform of
, (using the Herglotz representation theorem for matrix valued measures, see [12, Theorem 5.4] ) such that we have
for z ∈ C \ R. Using Poltoratskii's theorem (lemma 2.3) we have
for almost all E with respect to σ λ 1,sing . Since the measure P 1 E H λ (·)P 1 is nonnegative, the matrix valued function M 
for almost all E with respect to σ = 0 for all z for k = l, which implies that the measure ψ
is zero, and in particular we have
Next, using the resolvent equation, we obtain . So for g ∈ C c (R), we can write is almost surely constant; denote it by M n . The multiplicity of singular spectrum for H ω Pn is bounded above by M n . Proof. First we prove that M ω n is independent of ω. This is done using Kolmogorov 0-1 law. So first step is to show that M ω n is independent of any finite collection of random variables {ω p i } i .
Following the notations from section 2, set A
, where l = rank(P n ). Here {p
are polynomials in the elements of the matrices {G ω i,j (z)} i,j∈{n,p} and λ. We don't need to focus on the denominator, so set g
is constant with respect to x. Using the fact that
and Euclid's algorithm for polynomials, we get Assume that M n = k, which implies that the maximum multiplicity for the matrix G ω n,n (z) is k for almost every z. Using above argument for the polynomial
is a rational polynomial of matrix elements of G ω n,n (z) and so the numerator is holomorphic on C \ R. Since it is non-zero for a positive Lebesgue measure set, it is non-zero for almost all z ∈ C \ R, which implies
Now focus on the second conclusion of the Lemma, i.e. multiplicity of singular spectrum on H ω Pn is bounded by M n . Denote S = {E ∈ R : Maximum multiplicity of roots of
which by above has full Lebesgue measure. Using Spectral theorem (see [23, Theorem A.3] ) for the operator A ω,λ n
Here E A ω,λ n is the spectral measure for A ω,λ n and H ω,λ,n Q is the minimal closed A ω,λ n -invariant space containing the subspace QH for a projection Q. Since the measure P n E A ω,λ n (·)P n is absolutely continuous with respect to the trace measure σ ω,λ n (·) = tr(P n E A ω,λ n (·)P n ), after a choice of basis, there exists a non-
n (dx), and Poltoratskii's theorem (lemma 2.3) gives us that
for almost all E with respect to σ ω,λ n -singular. Here we are assuming that σ ω,λ n has a non-trivial singular component, so G ω,λ n,n,n (z) = 0 for almost all z ∈ C + . Just as in (2.3) we also have
n,n,n (z)) = I, which gives (using steps involved for obtaining (2.5))
n (E) = 0 for almost all E with respect to σ ω,λ n -singular. Using the fact that σ ω,λ n (R\S) = 0 for almost all λ and the above equation, which implies that the rank of M ω,λ n (E) is upper bounded by dimension of the kernel (I + λC n G ω n,n (E + ι0)) which in turn is upper bounded by k over the set S (follows from (4.2)), we get that the multiplicity of the singular spectrum for A ω,λ n is bounded above by k over H ω,λ,n Pn . This completes the proof as the above statement is true for almost all (ω, λ).
Note that, in the above lemma bound for the multiplicity of singular spectrum is given for the subspace H ω Pn and not on the entire Hilbert space. Lemma 3.1 is used to obtain the final result, which is as follows: Lemma 4.2. Assuming the hypothesis of Theorem 1.1 and that M n ≤ K for all n ∈ N . Then the multiplicity of singular spectrum for A ω is bounded above by K almost surely.
Proof. The proof is done in two steps. First we show that for any finite collections of {p i } N i=1 ⊂ N , the multiplicity of singular spectrum restricted to
is bounded by K. Then the proof is completed using the density of
First part is through induction, so let {p i } i∈N be an enumeration of the set N . The induction is done over the statement S N which is: Multiplicity of Singular spectrum for A ω restricted to the subspace
is at most K. For the case N = 1, the conclusion follows from the Lemma 4.1, i.e the multiplicity of the singular spectrum over H ω Pp 1 is at most K. For the induction step assume S N is true, i.e the multiplicity of the singular spectrum over
RHS is a subset of LHS is obvious, and for the other inclusion observe that RHS is dense and closed in LHS. Now consider the operator A ω,λ p N+1
= A ω + λC p N+1 . By Lemma 4.1, the multiplicity of singular spectrum for A
is bounded by K. By induction hypothesis, the multiplicity of singular spectrum for
is at most K. Using Lemma 3.1, there exists a full Lebesgue measure set S ω such that
.
From spectral averaging we have
for almost all λ (w.r.t Lebesgue measure). Now the decomposition
, where both the subspaces have multiplicity at most K. The supports of the singular spectrum of A ω,λ p N+1
restricted over the two subspaces are disjoint and this proves the induction hypothesis. So this completes the first part of the proof.
With the induction completed, note that
is a linear subspace of H , and it is dense because p∈N P p = I. Clearly the spaceH ω is invariant under the action of
for all i. So the multiplicity of the singular spectrum forH ω is bounded by K. Hence using the density ofH ω in H , we get that the multiplicity of the singular spectrum is bounded by K.
Application
For proving the Corollary 1.4 or Theorem 1.6, we need to obtain results about the multiplicity of the matrix √ C n G ω n,n (z) √ C n . This is done by using resolvent equation for a special decomposition of A ω . Let n ∈ N be fixed, then using the fact that range(C n ) ⊂ D(A) the operators P n AP n , (I − P n )AP n and P n A(I − P n ) are well defined, and since they are finite rank operators, they are bounded. Hence using the resolvent equation between A ω and
where the operator on RHS is viewed as a linear operator on P n H .
So the maximum algebraic multiplicity of eigenvalues of √ C n G ω n,n (z) √ C n is same as the maximum algebraic multiplicity of eigenvalues of
Notice that above equation is independent of ω n . The basic difference between the proof of Corollary 1.4 and Theorem 1.6 is how the term
n is handled. Since the norm of above operator is O((ℑz) −1 ), it is clear that we can ignore this term by choosing ℑz large enough, but this term provides the simplicity of the spectrum in Theorem 1.6.
We will be using the following lemma:
Lemma 5.1. Consider the operator A ω and A satisfying the hypothesis of corollary 1.4. Let I be a bounded interval contained in (−∞, M) such that maximum algebraic multiplicity of eigenvalues of √ C n G ω n,n (E) √ C n is bounded by K, for E ∈ I. Then for almost all z the maximum algebraic multiplicity of
Remark 5.2. The main advantage of this lemma is that instead of looking for a bound in C \ (M, ∞), we can work with z ∈ R \ (σ(A ω ) ∪ σ(A)) and so the operator P n (A ω − E) −1 P n = lim ǫ↓0 P n (A ω − E − ιǫ) −1 P n is self adjoint, hence the algebraic and geometric multiplicities coincides.
The proof follows same steps as the proof of Lemma 4.1 and so we are omitting it here. Now we are ready to prove the other two results.
Proof of Corollary 1.4
Using Lemma 5.1 and the fact that the algebraic multiplicity of √ C n G ω n,n (E) √ C n is same as algebraic multiplicity of
bounding the multiplicity of above equation for E ≪ M is enough. First we handle the case when C n are projections. The maximum algebraic multiplicity of (5.3) is same as
we can ignore the EC −1 n term because it is the identity operator, and so does not affect the multiplicity. Let δ = min
x,y∈σ(PnAPn) x =y |x − y|,
So viewing P n A(I − P n ) Ã ω − E −1 (I − P n )AP n as a perturbation, we get that any eigenvalue of (5.4) is in δ 3 neighborhood of eigenvalues of P n AP n . So the multiplicity of any eigenvalue of (5.4) cannot exceed the multiplicity of the eigenvalues of P n AP n . This completes the proof for the case of projection.
For general C n , the maximum algebraic multiplicity of (5.3) is same as the maximum algebraic multiplicity of
n ) x =y |x − y| and choosing
we get that the eigenvalues of (5.5) are in
n . So following the argument for projection case we get that the multiplicity of any eigenvalue of (5.3) is upper bounded by the multiplicity of the eigenvalues of C −1 n .
Proof of Theorem 1.6
Since P n ∆ B P n has a non-trivial multiplicity, previous argument does not give us the desired result. So we have to concentrate on (5.4), which in this case is
Here we denote P x = χΛ (x) . For simplicity of notation let us denote
i.e we pair all the leaf nodes of the treeΛ(x) with its neighbors outside the tree.Λ Following Dirac notation, observe that
this follows because
for (p 1 , q 1 ), (p 2 , q 2 ) ∈ ∂Λ(n) and q 1 = q 2 . This is also the reason why the random variables
are independent of each other. The random variable δ q , (H ω − E) −1 δ q is real for E ∈ R, and has absolutely continuous distribution, which follows from the following expression
, where {a ω x l (E)} are independent of ω q , and the distribution of ω q is absolutely continuous with respect to the Lebesgue measure. Now Theorem 1.6 follows from Theorem 5.3.
But first few notations are needed. Denote T L to be a rooted tree with root 0 L and every vertex have K + 1 neighbors except root 0 L (which has K neighbors) and vertices in the boundary 
Then for almost all τ w.r.t. the Lebesgue measure, the spectrum of H τ = ∆ T L + B τ is simple.
Proof. The proof is done by induction on L. For the proof denote H τ,l to be the operator
where ∆ T l is the adjacency operator on the rooted tree T l with root 0 l . The induction is done over the statement For almost all τ , H τ,l has simple spectrum with the property that all the eigenfunctions are non-zero at root, and σ(H τ,l ) ∩ σ(H ω,l ) = φ for almost all ω.
For l = 0, the statement is trivial because H τ,0 is the operator on C which is multiplication by the random variable τ 0 l .
For the induction step suppose that the statement holds for all l = N − 1.
Observe that
where H τ,x := χ Tx H τ,l χ Tx for the sub-tree T x := {y ∈ T l : d(0 N , y) = d(0 N , x) + d(x, y)}.
Figure 4: The tree T l can be viewed as a union of K disjoint trees {T x i } i which are connected through their roots {x 1 , · · · , x K } to a separate node 0 l .
First notice that H τ,x is unitarily equivalent to Hτ ,N −1 whereτ is restriction of τ onto the ∂T x . Next note that {τ y } y that appear in H τ,x i are disjoint for two subtrees T x 1 and T x 2 for x 1 = x 2 . Hence by induction hypothesis we have σ(H τ,x ) ∩ σ(H τ,y ) = φ for x = y and the spectrum of H τ,x is simple with the property that the eigenfunctions corresponding to the eigenvalues are non-zero at the root, for each x.
Since we are working on tree graphs, we have where ψ τ,x,E is the eigenfunction of H τ,x for the eigenvalue E. By the induction hypothesis we have ψ τ,x,E , δ x = 0 for each E ∈ σ(H τ,x ) and x a neighbor of 0 N . Next using the fact that σ(H τ,x ) ∩ σ(H τ,y ) = φ for x = y, we get that where ψ τ,N,E is the eigenfunction corresponding to the eigenvalue E for the matrix H τ,N . So each pole δ 0 N , (H τ,N − z) −1 δ 0 N corresponds to an eigenvalue, and previous computation shows that there are |T N | many poles, which gives the simplicity of the spectrum of H τ,N . Finally, the eigenfunction ψ τ,N,E is non-zero at the root 0 N because of the fact that if ψ τ,N,E , δ 0 N = 0, then the pole corresponding to E will not be present in the above expression.
Finally we have to prove σ(H τ,l ) ∩ σ(H ω,l ) = φ for almost all τ, ω. But first we need the following claim: Claim: For any solution ψ ∈ C T l \ {0} of H τ,l ψ = Eψ for E ∈ R, there exists x ∈ ∂T l such that ψ x = 0. proof: If for some E ∈ R there exists ψ ∈ C T l such that H τ,l ψ = Eψ and ψ x = 0 ∀x ∈ ∂T l , then for any x ∈ ∂T l (H τ,l ψ) x = Eψ x = 0 ⇒ ψ P x + t x ψ x = 0 ⇒ ψ P x = 0,
where P x is the unique neighbor of x satisfying d(0 l , x) = d(0 l , P x) + 1. So we get that ψ x = 0 for all x ∈ T l such that d(0, x) = l − 1. Repeating the above argument for x satisfying d(0, x) = l − 1 will give ψ x = 0 for all x such that d(0 l , x) = l − 2. Repeating the last step recursively gives ψ ≡ 0 giving contradiction, which completes the proof of the claim. Now to prove σ(H τ,l ) ∩ σ(H ω,l ) = φ for almost all τ, ω. Denote τ = {τ x } x∈∂T l , ω = {ω x } x∈∂T l , set {E which completes the proof of the induction step.
Lemma A.2. On a separable Hilbert space H let H be a self-adjoint operator and Q be a finite ranked projection. Let {e i } i∈N be a orthonormal basis for the subspace QH and denote
and
where i H i denotes the closure of finite linear combinations of elements of H i .
Proof. Since H i ⊆ H Q for any i, we always have
For the other way round note that we only have to show f (H)φ ∈ i H i , for φ ∈ QH . Since {e i } i is a basis, we have
Using it, define
which satisfies ψ N ∈ i H i for any N ∈ N. Now the conclusion of the lemma holds, since i H i is closed.
