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Abstract
In this paper we give a new sufficient condition for a general stability of Kro-
necker coefficients, which we call it additive stability. It was motivated by a
recent talk of J. Stembridge at the conference in honor of Richard P. Stanley’s
70th birthday, and it is based on work of the author on discrete tomography
along the years. The main contribution of this paper is the discovery of the
connection between additivity of integer matrices and stability of Kronecker co-
efficients. Additivity, in our context, is a concept from discrete tomography. Its
advantage is that it is very easy to produce lots of examples of additive matrices
and therefore of new instances of stability properties. We also show that Stem-
bridge’s hypothesis and additivity are closely related, and prove that all stability
properties of Kronecker coefficients discovered before fit into additive stability.
AMS subject classification: 05E10, 20C30, 05E05.
Key Words: Kronecker coefficient, Kostka number, Schur function, Stability,
Discrete tomography, Additivity, Transportation polytope, Plane Partition.
1 Introduction
Let χλ be the irreducible character of the symmetric group Sm associated to the
partition λ of m. It is a major open problem in the representation theory of the
symmetric group in characteristic 0 to find a combinatorial or geometric description
(such as the existing for the Littlewood-Richardson coefficients) of the multiplicity
(usually called Kronecker coefficient)
g(λ, µ, ν) = 〈χλ ⊗ χµ, χν〉 (1)
of χν in the Kronecker product χλ ⊗ χµ of χλ and χµ. Here, 〈·, ·〉 denotes the scalar
product of complex characters. Seventy six years ago Murnaghan [23] published the
first paper on the subject. There, he stated without proof the following stability
1
property for Kronecker coefficients (see also [24]): For each triple of partitions λ, µ, ν
of the same size, there is a positive integer L, such that for all n ≥ L,
g(λ+ (n), µ+ (n), ν + (n)) = g(λ+ (L), µ+ (L), ν + (L)). (2)
It was first proved by Littlewood [18]. Since then many proofs of this property have
appeared [4, 7, 26, 36, 39, 46]. Estimations of lower bounds L for stability can be found
in [3, 4, 39, 46].
Recently, a generalization of Murnaghan’s stability was discovered [46, Thm. 10.2].
Let d(ν) = |ν|−ν1 denote the depth of ν. There it is shown that if i ≤ min{ℓ(λ), ℓ(µ)},
λi − λi+1 ≥ d(ν) and µi − µi+1 ≥ d(ν) (if i = ℓ(λ), we define λi+1 = 0), then for all
n ∈ N, we have
g(λ+ (ni), µ+ (ni), ν + (ni)) = g(λ, µ, ν). (3)
The case i = 1 yields Murnaghan’s stability. Another proof of equation (3) (with
different bounds) can be found in [26].
The proof of Theorem 10.2 in [46] also yields a new more general type of stability,
which includes (3) and appears here for the first time. We now describe it. Let λ, µ, ν
be a triple of partitions of the same size and let d = d(ν), then for any pair of vectors
(i1, . . . , it), (n1, . . . , nt) ∈ N
t, such that i1 > i2 > · · · > it and nj ≥ d, for all j ∈ [ t ],
g
(
λ+
∑t
j=1(nj
ij ), µ+
∑t
j=1(nj
ij ), ν +
(∑t
j=1 njij
))
= g
(
λ+
∑t
j=1(d
ij ), µ+
∑t
j=1(d
ij ), ν +
(∑t
j=1 dij
))
(4)
Let α be the conjugate partition of (i1, . . . , it), then
∑t
j=1(1
ij) = α and
∑t
j=1(d
ij) = dα.
Thus, identity (4) can be rewritten in the following way
g
(
λ+
∑t
j=1(nj
ij ), µ+
∑t
j=1(nj
ij ), ν +
(∑t
j=1 njij
))
= g(λ + dα, µ+ dα, ν + (d|α|)). (5)
Another, apparently different, kind of stability was discovered sometime ago in [45,
Thm. 3.1]. There, it is shown that, if q, r are positive integers such that ℓ(λ) ≤ qr,
ℓ(µ) ≤ q and ℓ(ν) ≤ r. Then for all n ∈ N,
g(λ+ (nqr), µ+ ((nr)q), ν + ((nq)r)) = g(λ, µ, ν). (6)
The proof in [45] uses character theory of the symmetric group. A different proof of (6),
based on the representation theory of general linear group, can be found in [20].
Even more recently, J. Stembridge announced the following general stability prop-
erty for Kronecker coefficients.1 Denote φλ = IndSn
Sλ
(1λ) (see Section 2 for details). Let
1It was presented on June 24, 2014, in the conference in honor of Richard P. Stanley’s 70th birthday.
Based on Stembridge’s presentation I prepared this manuscript with the goal to look at his generalized
stability from the point of view of discrete tomography. After this paper was finished, I received a
copy of [34]. I’ll add along the paper remarks in the form of footnotes explaining the relation between
some results in [34] and others presented here.
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α, β, γ be partitions of the same size, such that g(α, β, γ) > 0 and
〈φnα ⊗ φnβ, χnγ〉 = 1, for all n ∈ N. (7)
Then, for any triple of partitions λ, µ, ν of the same size, there is a positive integer L
such that, for all n ≥ L,
g(λ+ nα, µ+ nβ, ν + nγ) = g(λ+ Lα, µ+ Lβ, ν + Lγ).2 (8)
In this paper we will show that practically all these stability properties fit into
what we call additive stability. The main contribution of this paper is the discovery
of the connection between additivity of integer matrices and stability of Kronecker
coefficients. Additivity, in our context, is a concept coming from discrete tomography
(see [15, 16] for an overview of the area). In [11, 12] Fishburn et al. consider the problem
of studying finite subsets in Rn that are uniquely reconstructible from its coordinate
projection counting functions. They called them sets of uniqueness, and observed
that there was no loss of generality in considering them as subsets of Nn. They also
introduced that notion of additive sets and proved that it was sufficient for uniqueness,
but not necessary. Later, the author of this paper and Torres-Cha´zaro considered
the case n = 3, and, by viewing those sets as 3-dimensional binary matrices, gave
a characterization of sets of uniqueness using the dominance order of partitions [37].
Afterward, the author of this paper introduced a notion of additivity for matrices with
nonnegative integer entries [41] and used it to give a characterization of additive sets
in the sense of [11]. The first proof for our characterization of uniqueness [37] used
character theory of the symmetric group (this proof can be translated into a purely
combinatorial one [5]). At that time, we thought to apply the representation theory of
the symmetric group to learn about uniqueness. It turned the other way round. Direct
applications of discrete tomography to Kronecker coefficients were given in [1, 40].
These are, to my best knowledge, the first applications of discrete tomography to
Kronecker coefficients. Here, we provide another application: we use the notion of
additivity of integer matrices to prove a general stability for Kronecker coefficients.
We apply here ideas from [25, 31, 37, 38, 40, 41, 42, 43, 44] to prove additive stability,
give examples and get some related results. In order to state our main theorem we
need the following definition, which is fundamental for this paper. A matrix A = (ai,j)
of size p × q with nonnegative integer entries is called additive (see [41, Thm. 1]), if
there exist real numbers x1, . . . , xp, y1, . . . , yq, such that
ai,j > ak,l =⇒ xi + yj > xk + yl,
for all i, k ∈ [ p ] and all j, l ∈ [ q ]. Let α, β be partitions of the same size. Denote by
M(α, β) the set of matrices A with nonnegative integer entries, row-sum vector α and
column-sum vector β. Also denote by π(A) the sequence of entries of A arranged in
weakly decreasing order. Our main result is
2This stability property is the main result of Section 6 in [34].
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1.1 Theorem (Additive stability). Let α, β, γ be partitions of the same size. If
there is an additive matrix A ∈ M(α, β) with π(A) = γ, then, for any triple of parti-
tions λ, µ, ν of the same size, the sequence {g(λ+ nα, µ+ nβ, ν + nγ)}n∈N0 is weakly
increasing and bounded from above. In particular, there is a positive integer L such
that, for all n ≥ L,
g(λ+ nα, µ+ nβ, ν + nγ) = g(λ+ Lα, µ+ Lβ, ν + Lγ).
The next three results are new instances of stability. The first two follow from the
additivity of matrices B and C in Example 3.15; the third from the additivity of the
matrix A in Example 3.16.
1.2 Corollary. Let a, b, c be nonnegative integers. Then, for any triple of partitions
λ, µ, ν of the same size, there is an L ∈ N, such that for all n ≥ L,
g(λ+ n(b+ c+ 1, 1a), µ+ n(a+ c+ 1, 1b), ν + n(c+ 1, 1a+b))
= g(λ+ L(b+ c+ 1, 1a), µ+ L(a + c+ 1, 1b), ν + L(c + 1, 1a+b)).
1.3 Corollary. For any k ∈ N, let ηk = (
(
k+1
2
)
, . . . ,
(
2
2
)
) and δk = (k, (k− 1)2, . . . , 1k).
Then, for any triple of partitions λ, µ, ν of the same size, there is an L ∈ N, such that
for all n ≥ L,
g(λ + nηk, µ+ nηk, ν + nδk) = g(λ+ Lηk, µ+ Lηk, ν + Lδk).
1.4 Corollary. Let α be a partition. Then, for any triple of partitions λ, µ, ν of the
same size, there is an L ∈ N, such that for all n ≥ L,
g(λ+ nα, β + nα′, ν + (n|α|)) = g(λ+ Lα, β + Lα′, ν + (L|α|)).3
Stembridge’s hypothesis (7) and additivity are closely related. In Section 6 we show
that additivity implies condition (7), and that this condition implies the existence of
certain unique additive matrix. The advantage of our hypothesis is that it is far easier
to find examples of additive matrices, than to find examples of partitions α, β, γ
satisfying (7) (even with help of identity (12)), without knowing the relation between
them. Therefore, it is much easier to find new examples of stability. Instances this are
given in Corollaries 1.2 and 1.3. Moreover, to decide if a matrix is additive can be done
in polynomial time [25] (see also Paragraph 3.22). Another advantage is that there is
already a body of results concerning additive matrices [10, 11, 12, 25, 31, 38, 41, 43, 44].
The paper is organized as follows. Section 2 contains notation and several known
results from the representation theory of the symmetric group needed in this work.
Section 3 contains a summary of all results about uniqueness and additivity required
for this paper, as well as examples and one application to Kronecker coefficients needed
in the proof of additive stability. In Section 4 we present a geometric characterization
3This Corollary also follows from Example 6.3(b) in [34].
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of additivity from [25]. This will be fundamental in the proof of the main theorem and
also in Section 6, where we study the relation between additivity and condition (7).
In this section we also present a new characterization of additivity (Theorem 6.4).
Section 5 contains the proof of Theorem 1.1. Finally, in section 7, we relate additive
stability to the previous known cases of stability of Kronecker coefficients.
2 Representation theory of the symmetric group
We assume the reader is familiar with the standard results in the representation
theory of the symmetric group (see for example [17, 19, 29, 33]). In this section we
review some notation, definitions and results used in this paper.
We will use the following notation: N is the set of positive integers, N0 = N ∪
{0}, and, for any n ∈ N0, [n ] = {1, . . . , n}, so that [ 0 ] = ∅. If λ = (λ1, . . . , λp)
is a partition (a weakly decreasing sequence of positive integers), we denote its size∑
i∈[ p ] λi by |λ| and its length p by ℓ(λ). If |λ| = n, we also write λ ⊢ n. The
notation λ = (1a1 , 2a2, . . . ) means that λ has ai parts equal to i. We denote by λ
′ the
partition conjugate to λ, obtained by transposing the diagram of λ. The depth of λ
is d(λ) = |λ| − λ1. If λ and µ are two partitions of length p and q, respectively, and
p ≤ q, we denote λp+1 = · · · = λq = 0 and define its sum by
λ+ µ = (λ1 + µ1, . . . , λq + µq).
Given two partitions λ, µ of n we write λ < µ to indicate that λ is greater than or
equal to µ in the dominance order of partitions. We write λ ≻ µ, if λ < µ and λ 6= µ.
The number of semistandard Young tableaux of shape λ and content ν is denoted
by Kλν . It is well-known and not difficult to prove that
Kλν > 0⇐⇒ λ < ν. (9)
For any partition λ ⊢ n, we denote by χλ the irreducible character of Sn associated
to λ, and, for any partition ν = (ν1, . . . , νr) of n, by φ
ν = IndSn
Sν
(1ν) the permutation
character associated to ν. That is, φ ν is the character induced from the trivial character
of the Young subgroup Sν = Sν1 × · · · × Sνr to Sn.
The sets {χλ | λ ⊢ n} and {φ ν | ν ⊢ n} are additive basis of the character ring of
Sn. Both basis are related by Young’s rule
φ ν =
∑
λ<ν
Kλνχ
λ. (10)
The following identity is well-known and will be very useful in this paper. It can
be found in [9, Prop. 2] or in [17, 2.9.16].
φλ ⊗ φµ =
∑
A∈M(λ,µ)
φ π(A). (11)
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Due to the well-known identity
g(λ, µ, ν) =
1
n!
∑
σ∈Sn
χλ(σ)χµ(σ)χν(σ),
the Kronecker coefficient g(λ, µ, ν) is symmetric in λ, µ and ν. We will use this property
in Section 7.
Combining identities (10) and (11), we get
〈φλ ⊗ φµ, χν〉 =
∑
A∈M(λ,µ)
Kν,π(A). (12)
The next theorem is due to Manivel.
2.1 Theorem. [20, p. 157] Let α, β, γ, λ, µ, ν be partitions such that |α| = |β| = |γ|
and |λ| = |µ| = |ν|. If g(α, β, γ) and g(λ, µ, ν) are non-zero, then
g(λ+ α, µ+ β, ν + γ) ≥ max{g(α, β, γ), g(λ, µ, ν)}.
3 Discrete tomography
In this section we gather several results from discrete tomography that are used to
prove additive stability. Applications of discrete tomography to Kronecker coefficients
have already been given before in [40, 1]. Two notions from discrete tomography are
relevant for this paper: uniqueness and additivity of 3-dimensional binary matrices
(see [12, 44]). They are related to the notions of minimality, π-uniqueness [37, 43] and
additivity [41, 25, 43], which are defined for matrices with nonnegative integer entries.
Below we explain these concepts, the relations among them, give examples and show
how they are related to Kronecker coefficients.
3.1 Integral matrices. Let A = (ai,j) be a matrix of size p × q. We associate to A
two compositions and one partition. For each i ∈ [ p ] and each j ∈ [ q ], one defines
αi =
∑
y∈[ q ]
ai,y and βj =
∑
x∈[ p ]
ax,j.
Then, α = (α1, . . . , αp) is called the row-sum vector and β = (β1, . . . , βq) the column-
sum vector of A. We denote by π(A) the vector of entries of A arranged in weakly
decreasing order. Then, π(A) is a partition called the π-sequence of A. We say that
A is a plane partition if it has nonnegative integer entries and its rows and columns
are weakly decreasing. For the applications we have in mind we assume, from now
on, without loss of generality, that the row-sum and column-sum vectors are weakly
decreasing. Otherwise we just permute rows and columns.
We denote by M(α, β) the set of all matrices A = (ai,j) with nonnegative integer
entries, row-sum vector α and column-sum vector β. If γ is a partition, we denote by
M(α, β)γ the set of all matrices in M(α, β) with π-sequence γ.
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3.2 Binary matrices. Let A = (ai,j,k) be a matrix of size p × q × r with entries in
{0, 1} (we call it a binary matrix for short). We associate to A three compositions. For
each i ∈ [ p ], j ∈ [ q ] and k ∈ [ r ], one defines
αi =
∑
(y,z)∈[ q ]×[ r ]
ai,y,z, βj =
∑
(x,z)∈[ p ]×[ r ]
ax,j,z and γk =
∑
(x,y)∈[ p ]×[ q ]
ax,y,k.
Then, the compositions α = (α1, . . . , αp), β = (β1, . . . , βq), γ = (γ1, . . . , γr) are called
the 1-marginals of A. See, for example [8], where 3-dimensional binary matrices are
called three-way statistical tables. For the applications we have in mind we assume,
from now on, without loss of generality, that the 1-marginals are weakly decreasing.
Otherwise we just permute 2-dimensional slices.
We denote by M∗(α, β, γ) the set of all 3-dimensional binary matrices with 1-
marginals α, β, γ, and by m∗(α, β, γ) its cardinality. A matrix X ∈ M∗(α, β, γ) is
called a matrix of uniqueness [11], if m∗(α, β, γ) = 1.
3.3 More on integral matrices. Let α, β be partitions of the same size and let
A = (ai,j) ∈ M(α, β). We say that A is minimal [37] if there is no matrix B ∈ M(α, β)
such that π(B) ≺ π(A), and we say that A is π-unique if there is no other matrix
B ∈ M(α, β) such that π(B) = π(A). Suppose A has size p × q, and let r be the
maximum of the entries of A. The graph of A is the 3-dimensional binary matrix
G(A) = (ai,j,k) defined, for all (i, j, k) ∈ [ p ]× [ q ]× [ r ], by
ai,j,k =
{
1 if 1 ≤ k ≤ ai,j ;
0 otherwise.
Note that, if A ∈ M(α, β)γ, then G(A) ∈ M
∗(α, β, γ′). Therefore,
G : M(α, β)γ −→ M
∗(α, β, γ′)
is a well-defined injective map. If X is the image G(A) of a plane partition A, then X
is called the diagram of A [32] or pyramid [38].
The next theorem relates the property of uniqueness for binary matrices to prop-
erties of integral matrices.
3.4 Theorem. [37, Thm. 1] Let α, β, γ be partitions. Then m∗(α, β, γ′) = 1 if and
only if there is a matrix A ∈ M(α, β)γ that is minimal and π-unique. Moreover, if
A ∈ M(α, β) is minimal and π-unique, then A is a plane partition.
The theorem can be rephrased in the following way: Let A ∈ M(α, β)γ. Then, G(A)
is a matrix of uniqueness if and only if A is minimal and π-unique. Moreover, if G(A)
is a matrix of uniqueness, then A is a plane partition.
To the best of our knowledge, the first application of uniqueness to Kronecker
coefficients is Theorem 1.1 in [40]. Here, we need only a particular case.
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3.5 Theorem. [40, Cor. 4.2] Let A ∈ M(α, β)γ be a matrix that is minimal and π-
unique. Then,4
g(α, β, γ) = 1.
We have the following characterization of minimality.
3.6 Theorem. [40, Prop. 3.1] Let A ∈ M(α, β)γ. Then, A is a minimal matrix if and
only if the graph map
G : M(α, β)γ −→ M
∗(α, β, γ′)
is bijective.
The proof in [40] uses characters. For a combinatorial proof see either [43, Thm. 5.3]
or [44, Thm. 13]. The classification of minimal matrices of size 2 × q is known [42,
Thm. 1.1], but, in general, it is not easy to decide if a matrix is minimal and π-unique
(see [13, Thm. 2.7].
Now we turn to the notion of additivity, which is fundamental for our main theorem.
It appears already, with no name, in the characterization of (0, 1)-additivity given
in [41].
3.7 Definition. Let A = (ai,j) be a matrix of size p × q with nonnegative integer
entries. Then, A is called additive [43, § 6] if there exist real numbers x1, . . . , xp,
y1, . . . , yq such that
ai,j > ak,l =⇒ xi + yj > xk + yl,
for all i, k ∈ [ p ] and all j, l ∈ [ q ]. Let X = (xi,j,k) be a binary matrix of size p×q×r.
X is called (0, 1)-additive [11, p. 150] if there are real numbers x1, . . . , xp, y1, . . . , yq,
z1, . . . , zr such that, for all i ∈ [ p ], j ∈ [ q ], k ∈ [ r ],
xi,j,k = 1⇐⇒ xi + yj + zk ≥ 0. (13)
Note that X is called additive in [11]. We call it (0, 1)-additive to distinguish it from
the other concept of additivity.
First we show how these two concepts are related.
3.8 Theorem. [41, Thm. 1] Let A be a matrix with nonnegative integer entries. Then
A is additive if and only if G(A) is (0, 1)-additive.
In the next example we illustrate the concepts of minimal, π-unique and additive
(see Example 8 in [44]).
3.9 Example. Let
A =

3 3 12 1 1
2 0 0

 , B =

4 4 12 1 1
2 0 0

 and C =

4 3 23 1 0
1 1 0

 .
4Compare Theorems 3.4 and 3.5 here with Theorem 6.4 in [34].
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The three matrices A, B, C are plane partitions. The first one is minimal, but not
π-unique. The first assertion can be checked directly by hand; for the second just take
the transpose of A. The matrix B is π-unique, but not minimal. The first assertion can
be checked by hand; for the second observe that C has the same 1-marginals as B, and
π(C) ≺ π(B). Finally the matrix C is additive. To see this take (x1, x2, x3) = (7, 2, 0)
and (y1, y2, y3) = (6, 3, 0).
Now we show some relations between being additive, minimal, π-unique and a plane
partition. We start with the following result, which is an equivalent formulation of [41,
Thm. 2]. See [44, Thm. 15] for a simpler proof.
3.10 Theorem. [41, Thm. 2] Let A ∈ M(α, β) of size 2 × q. Then, the conditions of
A being a plane partition; minimal and π-unique; and additive are equivalent.5
This result does not hold in general. Already, the matrix A in Example 3.9 is a
plane partition that is not π-unique, and B is a plane partition that is not minimal.
Obstructions for a plane partition A of size 3×3 to be minimal and π-unique are given
in [38, §5]. These correspond to the obstructions for additivity given by the arrow
diagram in [31, Fig. 3] and its transpose. It is not difficult to show that these are all
obstructions to additivity for a plane partition of size 3× 3 (see [30, Ch. 2]).6
We have however one implication (see also the proof of Corollary 3.4 in [25]).
3.11 Theorem. [41, Thm. 6.1] Let A be an additive matrix, then A is minimal and
π-unique.
The converse is not true (see [43, Ex. 7.4] and [31, §3]).
3.12 Example. The matrix
A =


5 5 5 4 4
5 5 5 3 3
3 3 1 1 0
2 1 1 1 0
2 1 0 0 0


is minimal and π-unique but not additive.
The next result follows from Theorems 3.11 and 3.4. Recall that we are assuming
that the row-sum and column-sum vectors are weakly decreasing. For a simple direct
proof see [31, Lemma 2.6]
3.13 Corollary. Every additive matrix is a plane partition.
Next result follows from Theorems 3.11 and 3.5.
5Compare with Proposition 6.9 in [34].
6Compare with Proposition 6.11 in [34].
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3.14 Theorem. Let A ∈ M(α, β)γ be additive. Then,
g(α, β, γ) = 1.
Since the application of our main theorem depends on examples of additive matrices,
we will give below some examples.
3.15 Examples. The following are additive matrices
A =


r · · · r
...
. . .
...
r · · · r

 , B =


c+ 1 1 · · · 1
1 0 · · · 0
...
...
. . .
...
1 0 · · · 0

 , C =


k k − 1 · · · 2 1
k − 1 k − 2 · · · 1 0
...
...
. . .
...
...
2 1 · · · 0 0
1 0 · · · 0 0

 .
The graph of A is a 3-dimensional box of size p× q× r; the graph of B is called tripod,
it has size (a + 1) × (b + 1) × (c + 1) and 1-marginals (b + c + 1, 1a), (a + c + 1, 1b),
and (a + b+ 1, 1c). In both examples additivity is easy to prove. The graph of C is a
pyramid of size k×k×k. To show that C is additive, take (x1, . . . , xk) = (y1, . . . , yk) =
(k − 1, k − 2, . . . , 1, 0), (see [44, Ex. 12]).
3.16 Example. Let α be a partition. Let A be the only binary matrix in M(α, α′).
Then A is additive. For example, if α = (4, 2, 1), then
A =

1 1 1 11 1 0 0
1 0 0 0

 .
To see that A is additive take xi = αi and yj = (α
′)j .
3.17 Symmetries of plane partitions. The natural action of the symmetric group
S3 in N
3 permuting coordinates induces an action of S3 on the set of finite subsets
of N3, and therefore on 3-dimensional binary matrices. Since the definition of (0, 1)-
additivity is symmetric under the action of S3 (see (13)), we have, for any σ ∈ S3, that
X is (0, 1)-additive if and only if σX is (0, 1)-additive. The action of S3 on N
3 restricts
to the set of pyramids, and therefore to the set of plane partitions. Thus, because of
Theorem 3.8, for any plane partition A and any σ ∈ S3, we have that A is additive if
and only if σA is additive. There is also another operation on plane partitions called
complementation [32, § 2], which combined with the elements in S3 generates a group T
with 12 elements. It is not difficult to prove for a plane partition A that, A is additive
if and only if its complement is additive. Therefore if A is an additive plane partition,
we can generate with the action of T up to 12 different additive matrices. For example,
since the matrix C in Example 3.9 is additive, then the matrices

3 2 2
3 1 0
2 1 0
1 0 0

 , and

4 3 34 3 1
2 1 0


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are additive. The first is (1 2 3)C, where (1 2 3) is a 3-cycle in S3; the second is the
complement of C. One can also prove similar results for matrices of uniqueness, but
we will not need them here.
3.18 Definition. We say that (α, β, γ) is an additive triple if there is an additive
matrix A ∈ M(α, β)γ. Using the S3-action on G(A) we obtain that (γ
′, α, β ′), (β, γ′, α′),
(β, α, γ), (α, γ′, β ′) and (γ′, β, α′) are also additive triples.
3.19 Remark. The additive triples (α, β, γ) and (γ′, α, β ′) yield different stability
properties. The identity g(λ, µ, ν) = g(λ, µ′, ν ′) and other symmetries of Kronecker
coefficients are not enough to prove that they yield the same stability property, because,
in general (µ+ β)′ 6= µ′ + β ′.
3.20 Example. Let β = (β1, . . . , βb) ⊢ n. Then, B =
[
β1 · · · βb
]
is an additive
matrix and ((n), β, β) is an additive triple. Hence, also (β, β ′, (1n)) is an additive
triple. This is Example 3.16.
3.21 Obstructions to additivity. There are also ways of proving that a matrix is
not additive. In [31, Thm. 3.8] we showed that certain arrow diagrams are obstructions
to additivity. While the case 2× q is fairly simple (Theorem 3.10), the general case is
much more complex. We showed in [31, § 5] that there are infinitely many essentially
different obstructions needed for deciding additivity of plane partitions with three rows.
3.22 Complexity. Despite the existence of infinitely many essentially different ob-
structions for deciding additivity of a matrix with nonnegative integer entries, this
can be done in polynomial time [25, Thm. 7.1]. In contrast, deciding uniqueness or if
m∗(α, β, γ) is positive are each NP-complete (see [6, Thm. 3.1] and [13, Thm. 2.7]).
4 Geometry of additive matrices
In this section we record a geometric characterizations of minimality and additivity
from [25]. One of them will be central in our proof of additive stability.
We start by extending some notions defined for objects with integer entries to
objects with real entries. For a vector a = (a1, . . . , am) ∈ R
m, we denote by π(a) =
(a[ 1 ], . . . , a[m ]) the vector formed by the entries of a arranged in weakly decreasing
order. We say that a is majorized by b = (b1, . . . , bm) (see [14, 21]), and denote it by
a 4 b, if
m∑
i=1
ai =
m∑
i=1
bi, and
k∑
1=1
a[ i ] ≤
k∑
i=1
b[ i ], for all k ∈ [m ].
If a 4 b and π(a) 6= π(b), then we write a ≺ b.
Let α, β be two partitions of the same size. Denote by T(α, β) the set of all matrices
with nonnegative real entries, row-sum vector α and column-sum vector β. T(α, β) is
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called a transportation polytope. We say that a matrix A ∈ T(α, β) is real-minimal [25],
if there is no other matrix B ∈ T(α, β) such that π(B) ≺ π(A). Also the definition of
additivity can be extended in a straightforward manner to matrices with real entries.
4.1 Theorem. [25, Thm. 6.2] Let A ∈ T(α, β). Then A is additive if and only if A is
real-minimal.
Let a ∈ Rm and ρ be a permutation in the symmetric group Sm. Denote by aρ the
vector (aρ(1), . . . , aρ(m)). The permutohedron determined by a is the convex hull of the
set of all vectors obtained by permuting the entries of a:
P(a) = conv{aρ | ρ ∈ Sm}.
It is a convex polytope whose set of vertices is precisely {aρ | ρ ∈ Sm}. More generally,
its face lattice is known; see for example [2, 47].
We will make use of the following theorem of Rado (see also [21, p. 113])
4.2 Theorem. [28] For any vector a ∈ Rm
P(a) = {x ∈ Rm | x 4 a}.
In order to state our next results, we denote, by Mp,q the set of all matrices with
real entries of size p × q and define a linear isomorphism Φ : Mp,q −→ R
pq, for each
A = (ai,j), by
Φ(A) = (a11, a12, . . . , a1q, a21, a22, . . . , a2q, . . . , ap1, ap2, . . . , apq).
We have the following characterization of minimality.
4.3 Proposition. [25, Thm. 5.6] Let A ∈ M(α, β)γ. Then A is minimal if and only if
P(Φ(A)) ∩ Φ(T(α, β)) ∩ Zpq = {Φ(B) | B ∈ M(α, β)γ}.
4.4 Example. The matrix A in Example 3.9, and its transpose A⊤ are minimal. Then
the P(Φ(A)) ∩ Φ(T(α, β)) has exactly two integer points: Φ(A) and Φ(A⊤).
We have the following characterization of real-minimality.
4.5 Proposition. [25, Cor. 5.2] Let A ∈ T(α, β). Then A is real-minimal if and only
if
P(Φ(A)) ∩ Φ(T(α, β)) = {Φ(A)}.
Next result is fundamental in our proof of additive stability. It is a consequence of
Theorem 4.1 and Proposition 4.5.
4.6 Theorem. Let A ∈ T(α, β). Then A is additive if and only if
P(π(A)) ∩ Φ(T(α, β)) = {Φ(A)}.
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4.7 Remark. Let A ∈ Mp,q have nonnegative entries, and let M be the sum of the
entries of A. In Theorem 4.6 we assume that π(A) has pq coordinates, by adding zeros,
if necessary, so that P(π(A)) is a polytope contained in the hyperplane HM of R
pq
defined by the equation
∑
i∈[ pq ] xi = M .
4.8 Example. Let
A =


5 5 5 4 4
5 5 5 3 3
3 3 1 1 0
2 1 1 1 0
2 1 0 0 0

 and X =


0 0 0 −1 1
0 0 1 −1 0
0 1 0 0 −1
−1 −1 0 2 0
1 0 −1 0 0

 .
The matrix X comes from the obstruction to additivity given in [31, Fig. 4]. Let
α = (23, 21, 8, 5, 3), β = (17, 15, 12, 9, 7). Since the row-sum and column-sum vectors
of X are zero, A and A − 1
2
X are elements of M(α, β). We know, by Example 3.12,
that A is minimal and π-unique. One easily checks that π(A−X) ≺ π(A). Therefore
A is not real minimal. Hence, P(π(A)) ∩ Φ(T(α, β)) has only one integer point, but it
is not 0-dimensional.7
4.9 Remark. Propositions 5.8 and 5.9 in [25] show how to construct real minimal,
respectively, minimal matrices using quadratic programming.
5 Proof of the main theorem
In this section we prove Theorem 1.1.
5.1 Notation. For each convex polytope P let us denote by #P the number of integer
points in P .
5.2 Proposition. Let A ∈ M(α, β)γ be additive. Then, for any triple of partitions λ,
µ, ν of the same size, the sequence of integers
{#P(ν + nγ) ∩ Φ(T(λ+ nα, µ+ nβ))}n∈N
is weakly increasing and bounded from above.
Proof. Let us denote p = max{ℓ(α), ℓ(λ)} and q = max{ℓ(β), ℓ(µ)}. If ℓ(ν + nγ) > pq,
any vector in P(ν + nγ) would have more than pq non-zero coordinates. Hence, the
intersection P(ν + nγ)∩Φ(T(λ+ nα, µ+ nβ)) would be empty. So, we assume without
loss of generality that ℓ(ν + nγ) ≤ pq, and we add, if necessary, zeros at the end of
ν + nγ, so that P(ν + nγ) is contained in Rpq.
7This example disproves Conjecture 6.7 in [34].
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Since A is additive, then by Theorem 4.6, Φ−1(P(γ)) ∩ T(α, β) = {A}. For each
n ∈ N0, let
Rn = Φ
−1(P(ν + nγ)) ∩ T(λ+ nα, µ+ nβ).
If for all n ∈ N0, Rn = ∅, our claim follows trivially. So, we assume the opposite and
denote by m the smallest n such that Rn 6= ∅. For any n ≥ m, let fn : Rn −→ Rn+1
be defined by fn(X) = X+A, for each X ∈ Rn. Since π(X+A) 4 π(X)+π(A), then,
by Theorem 4.2, fn is a well-defined injective map, that sends integer points to integer
points. We will show that for n sufficiently large, fn is bijective. From this our claim
will follow, because the number of integer points in Rn is at most the cardinality of
M(λ+ nα, µ+ nβ), which is finite. Let B be a ball of radius 1
3
and center A in Mp,q.
Since the sequence of polytopes {Qn}n≥m, where
Qn = Φ
−1(P( 1
n
ν + γ)) ∩ T( 1
n
λ+ α, 1
n
µ+ β),
converges to Φ−1(P(γ)) ∩ T(α, β), in the Hausdorff metric [22, p. 279], there is an
N ∈ N such that for all n ≥ N , one has Qn ⊆ B. Let c(1), . . . , c(pq) be the elements
of [ p ]× [ q ] arranged in such a way that π(A) = (ac(1), . . . , ac(pq)). Let
d = 1 +max{ac(i) − ac(i+1) | 1 ≤ i < pq},
and let n ≥ max{N, 3d}. Let X ∈ Rn. Hence
1
n
X is in Qn. Therefore
∥∥ 1
n
X − A
∥∥ ≤ 1
3
,
and we conclude ∣∣ 1
n
xc(i) − ac(i)
∣∣ ≤ 1
3
,
for all i ∈ [ pq ]. If ac(i) > ac(i+1), then
1
n
xc(i) −
1
n
xc(i+1) ≥
1
3
. So, we get
xc(i) − xc(i+1) ≥
n
3
≥ d > ac(i) − ac(i+1) > 0.
From this we get xc(i) > xc(i+1), as well, xc(i)−ac(i) > xc(i+1)−ac(i+1). If ac(i) = ac(i+1), we
can relabel c(i) and c(i+1) so as to get xc(i) ≥ xc(i+1) and xc(i)−ac(i) ≥ xc(i+1)−ac(i+1).
In both cases we get
π(X) = (xc(1), . . . , xc(pq)) and π(X −A) = π(X)− π(A).
Thus, π(X−A) 4 ν+nγ−γ. In particular, xc(i)−ac(i) ≥ 0, for all i ∈ [ pq ]. It follows
that X − A is in Rn−1 and therefore fn−1 is bijective. The proposition is proved.
5.3 Remark. Let En = Φ
−1(P(ν + nγ)) ∩ M(λ+ nα, µ+ nβ). It follows from the
proof of the previous proposition that, there is an m ∈ N, such that, for all n ≥ m,
the maps gn : En −→ En+1, defined by gn(X) = X + A, are bijective. Hence, if
Em = {X1, . . . , Xl}, then Em+k = {X1+kA, . . . , Xl+kA}. Moreover, for each j ∈ [ l ],
there is an ordering cj(1), . . . , cj(pq) of the elements of [ p ] × [ q ] such that, π(A) =
(acj(1), . . . , acj(pq)) = γ, π(Xj) = (xj,cj(1), . . . , xj,cj(pq)) and π(Xj + kA) = π(Xj) + kγ.
Note that two orderings ci, cj may differ only at numbers s, t such that aci(s) = aci(t)
and acj(s) = acj(t).
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The following construction is equivalent to the Gelfand-Tsetlin patterns appearing
in [33, p. 313], but it is more suited for our purposes. It follows the same idea from [27,
§3].
5.4 Gelfand-Tsetlin patterns. Let σ, γ ∈ Nℓ0 be vectors such that, σ is weakly
decreasing and
∑
i∈[ ℓ ] σi =
∑
i∈[ ℓ ] γi. We denote by ST(σ, γ) the set of real triangular
arrays X = (xi,j) with 1 ≤ i ≤ j ≤ ℓ, such that the following conditions are satisfied:
(Po) xi,j ≥ 0, for all 1 ≤ i ≤ j ≤ ℓ;
(CS)
∑m
j=i xi,j ≥
∑m+1
j=i+1 xi+1,j , for all 1 ≤ i ≤ m < ℓ.
(Sh)
∑ℓ
j=i xi,j = σi, for all i ∈ [ ℓ ].
(Co)
∑j
i=1 xi,j = γj, for all j ∈ [ ℓ ].
The shape of such an array is σ and the content is γ.
The triangles with integer coordinates in ST(σ, γ) correspond to semistandard
Young tableaux of shape σ and content γ in the following way: if T is such a tableau,
we define xi,j as the number of j’s in the i-th row of T . Then, condition (CS) is
equivalent to T being column-strict. ST(σ, γ) is a convex polytope and
#ST(σ, γ) = Kσγ .
We denote by Cσ = (ci,j) the triangular array defined by ci,i = σi for all i ∈ [ ℓ ] and
ci,j = 0 if 1 ≤ i < j ≤ ℓ. Then, Cσ is the only element in ST(σ, σ).
5.5 Proposition. Let γ and ν be a partitions and ρ be a vector with nonnegative
integer entries, whose coordinates add up to |ν|. Then, the sequence {Kν+nγ,ρ+nγ}n∈N
is weakly increasing and bounded from above.8
Proof. If for all n ∈ N0, ST(ν + nγ, ρ+ nγ) is empty, our claim follows trivially. So,
we assume the opposite and denote by m the smallest n such that ST(ν + nγ, ρ+ nγ)
is non-empty. For any n ≥ m, we define a map
fn : ST(ν + nγ, ρ+ nγ) −→ ST(ν + (n + 1)γ, ρ+ (n + 1)γ),
by fn(X) = X + Cγ, for each X ∈ ST(ν + nγ, ρ+ nγ). It is straightforward to check
that fn is a well-defined injective map that sends integer points to integer points.
We will show that for n sufficiently large, fn is bijective. From this our claim will
follow, because the number of integer points in ST(ν + nγ, ρ+ nγ) is finite. Let ℓ =
max{ℓ(γ), ℓ(ν)}. Let B be a ball of radius 1
3ℓ
and center Cγ. Since the sequence of
polytopes {Gn}n≥m, where
Gn = ST(
1
n
ν + γ, 1
n
ρ+ γ),
converges, in the Hausdorff metric, to ST(γ, γ) = {Cγ}, there is a number N , such
that for all n ≥ N , we have Gn ⊆ B. Let n > N and let X = (xi,j) be an element of
ST(ν + (n + 1)γ, ρ+ (n+ 1)γ). We claim that X −Cγ is in ST(ν + nγ, ρ+ nγ). Note
8See Proposition 5.2 in [34] for a more general result.
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that the conditions (Sh) and (Co) are straightforward. Since 1
n+1
X is in Gn+1 ⊆ B,
we have
∣∣ 1
n+1
xi,i − γi
∣∣ ≤ 1
3ℓ
, for all i ∈ [ ℓ ], and 0 ≤ 1
n+1
xi,j ≤
1
3ℓ
, for all 1 ≤ i < j ≤ ℓ.
Combining these inequalities, we get
γi −
1
3
≤
1
n + 1
k∑
j=i
xi,j ≤ γi +
1
3
,
for all 1 ≤ i ≤ k ≤ ℓ. Multiplying by n + 1 and substracting γi, we have
nγi −
n+ 1
3
≤
k∑
j=i
xi,j − γi ≤ nγi +
n + 1
3
. (14)
If γi > 0, letting k = 1 in equation (14), we get
xi,i − γi ≥ nγi −
n+1
3
≥ 2n−1
3
> 0.
Thus, X−Cγ satisfies (Po). It remains to prove (CS) for 1 ≤ i ≤ k < ℓ, when γi > γi+1.
Applying (14) twice, for i and i+ 1, we obtain∑k
j=i xi,j − γi ≥ nγi −
n+1
3
≥ nγi+1 + n−
n+1
3
≥ nγi+1 +
n+1
3
≥
∑k+1
j=i+1 xi+1,j − γi+1.
We have proved that X −Cγ is in ST(ν + nγ, ρ+ nγ). Therefore fn is surjective. The
proof is complete.
Proof of Theorem 1.1. Let A ∈ M(α, β)γ be an additive matrix, and let λ, µ, ν be
partitions of the same size. For k ∈ N0, denote sk = g(λ+ kα, µ+ kβ, ν + kγ). If
sk = 0, for all k, there is nothing to prove. So, we assume that there is some n ∈ N0
such that sk > 0, and denote by m the smallest k, such that sk > 0. Since A is additive,
Theorem 3.14 implies that g(α, β, γ) = 1. Then, by Theorem 2.1 and induction on k,
we have that sk+1 ≥ sk, for all k ≥ m. It remains to show that the sequence {sk}k∈N0
is bounded from above. By equations (1) and (10), one has
sk = 〈χ
λ+kα ⊗ χµ+kβ, χν+kγ〉 ≤ 〈φλ+kα ⊗ φµ+kβ, χν+kγ〉.
Therefore, equation (12) yields
sk ≤
∑
X∈M(λ+kα,µ+kβ)
Kν+kγ,π(X). (15)
Condition (9) implies that the sum in equation (15) runs over all X such that,
X ∈ Φ−1(P(ν + kγ)) ∩M(λ+ kα, µ+ kβ).
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Let m ∈ N be as in Remark 5.3, and write
Φ−1(P(ν +mγ)) ∩M(λ+mα, µ+mβ) = {X1, . . . , Xl}.
Let ρ(j) = π(Xj) and k ≥ m. By Proposition 5.2, the number of non-zero summands
in (15) is l, and, by Remark 5.3, for any j ∈ [ l ], π(Xj + (k−m)A) = ρ(j) + (k−m)γ.
By Proposition 5.5, for each j ∈ [ l ], there is m(j) ≥ m, such that, the sequence
{Kν+mγ+(k−m)γ, ρ(j)+(k−m)γ}k≥m(j)
is constant. Let N bigger than m and all m(j)’s. Let k ≥ N . Then, the sum in the
right side of inequality (15) is equal to∑
j∈[ l ]Kν+kγ, ρ(j)+(k−m)γ ,
and this number is the same for all k ≥ N . Hence, the sequence {sk}k∈N is bounded,
and the theorem is proved.
6 Relation between Stembridge’s hypothesis and
additivity
In this Section we show that Stembridge’s hypothesis (7) and additivity are closely
related. On the one hand, additivity implies condition (7), on the other, this condi-
tion implies the existence of a certain unique additive matrix. We also give a new
characterization of additivity (Theorem 6.4).
6.1 Theorem. Let A ∈ M(α, β)γ be an additive matrix. Then, 〈φ
nα ⊗ φnβ, χnγ〉 = 1,
for all n ∈ N.
Proof. Since A is additive, nA is additive. Then, by Theorem 4.6, we have
P(nγ) ∩ Φ(T(nα, nβ)) = {Φ(nA)}.
In other words, nA is the only matrix X ∈ M(nα, nβ) satisfying π(X) 4 nγ. Besides,
since π(nA) = nγ, Knγ,π(nA) = 1. Then, the theorem follows from identity (12).
An alternative proof of this Theorem can be given, using Theorem 3.11 and iden-
tity (12). If 〈φnα ⊗ φnβ, χnγ〉 = 1, for all n ∈ N, we cannot assure the existence of an
additive matrix in M(α, β)γ (see Example 6.3). But we can prove.
6.2 Theorem. Let α, β, γ be partitions of the same size. If 〈φnα ⊗ φnβ, χnγ〉 = 1, for
all n ∈ N. Then, there is a unique matrix A ∈ P(γ) ∩M(α, β). Besides A is additive
and Knγ,π(A) = 1.
9
9Compare with Theorem 6.1 in [34].
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Proof. Let n ∈ N. Then, by identity (12), there is only one matrix Xn ∈ M(nα, nβ)
with π(Xn) 4 nγ. And, for this unique matrix, one has Knγ,π(Xn) = 1. Let A = X1.
Then π(A) 4 γ, and π(nA) 4 nγ. Since nA ∈ M(nα, nβ), then nA must be equal to
Xn. We claim that A is additive. By Theorem 4.6, it is enough to prove
P(π(A)) ∩ Φ(T(α, β)) = {Φ(A)}. (16)
Let V be a matrix such that Φ(V ) is any vertex of P(π(A)) ∩ Φ(T(α, β)). Due to
the nature of the defining inequalities of this polytope, Φ(V ) has rational coordinates.
Therefore, there is some natural number m, such that mΦ(V ) has integer coordinates.
ButmΦ(V ) is in P(mπ(A))∩Φ(T(mα,mβ)). The uniqueness ofXm impliesmV = mA.
Thus, Φ(A) = Φ(V ). This means that Φ(A) is the only vertex in P(π(A))∩Φ(T(α, β)).
Then, equation (16) holds, and the theorem is proved.
6.3 Example. Let α = (7, 1), β = (5, 3) and γ = (4, 4). We will show that, for
all n ∈ N, 〈φnα ⊗ φnβ, χnγ〉 = 1, and that there is no additive matrix in M(α, β)γ.
First, note that M(α, β)γ = ∅. Hence, the second assertion holds. For each t ∈ N, let
Xt =
[
4n+t 3n−t
n−t t
]
. Then,
M(nα, nβ) = {Xt | 0 ≤ t ≤ n}.
The only t for which, π(Xt) 4 nγ, is t = 0. Since, Knγ,n(4,3,1) = 1, condition (9) and
identity (12) imply the first assertion.
The following result is implicit in the proofs of Theorems 6.1 and 6.2.
6.4 Theorem. Let A be a plane partition. Then A is additive if and only if nA is
minimal and π-unique, for all n ∈ N.
Proof. If A is additive, then nA is additive, for all n ∈ N. The result follows from
Threorem 3.11. For the converse, let γ = π(A), and assume that, for all n ∈ N, nA
is minimal and π-unique. Then, 〈φnα ⊗ φnβ, χnγ〉 = 1, for all n ∈ N. Since A is the
unique matrix in P(γ) ∩M(α, β), Theorem 6.2 implies that A is additive.
6.5 Example. Let A and X be defined as in Example 4.8. We now that A is minimal
and π-unique, but not additive (Example 3.12). Besides 2A is not minimal because
π(2A−X) = (105, 92, 72, 62, 52, 32, 24, 12) ≺ (106, 82, 64, 42, 26) = π(2A).
7 Relations between additive stability and other
stability known results
In this section we explore the relation of previous stability known results to additive
stability.
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Let us consider the additive triples ((|α|), α, α) and (α, α′, (1|α|)), see Example 3.20.
Practically, all known stability properties follow from Theorem 1.1 applied to some
instance of one of these triples, together with some symmetry of Kronecker coefficients.
In other words, every known stability property is related, up to symmetry of its graph
(Paragraph 3.17), to some particular case of the additive matrix from Example 3.20,
or equivalently, to some particular case of the additive matrix from Example 3.16. The
power of additive stability is that we can construct very easily many other examples
of additive matrices, thus producing new instances of stability. However, the method
of proof of this theorem does not produce an explicit bound L for stability.
Murnaghan’s stability (2) follows from α = (1). In this case, there are several
known bounds L for stability [3, 4, 39, 46].
The stability from equation (5), which includes (3) as a particular case, follows, in
case n1 = · · · = nt, from Theorem 1.1 applied to the additive triple ((|α|), α, α) together
with the symmetry g(ζ, η, θ) = g(η, θ, ζ). The diagrammatic method from [46] provides
better results in the case of the triple ((|α|), α, α), because it gives very precise bounds
for stability and also because it permits to consider independent parameters n1, . . . , nt
in equation (5).
Finally, the stability property from equation (6) follows from Theorem 1.1 applied
to the additive triple (α, α′, (1|α|)) in the particular case in which α = (qr) is a rect-
angular partition, together with a symmetry of Kronecker coefficients.10 Formula (6)
gives, under some conditions, a very good bound for stability, which is useful in some
applications (see [45, §5]).
Note that for arbitrary α the additive triple (α, α′, (1|α|)) yields a new stability
property (see Corollary 1.4).
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