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In this paper we investigate the domain dependence of the inf–sup stability constant
in the family of two-dimensional simply connected domains using its connection to the
optimal constant ﬁguring in Friedrichs’ inequality for conjugate harmonic functions and
the conformal mapping of the domain. A lower estimation of the inf–sup constant is also
given in terms of the conformal mapping provided the boundary of the domain is smooth
enough. We illustrate the results with several examples.
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1. Introduction
The ﬁrst kind Stokes problem describes the slow motion of a viscous incompressible ﬂuid in the domain Ω driven by
external forces. The inf–sup condition
inf
0 =p∈L2,0(Ω)
sup
0 =u∈(W 1,20 (Ω))2
(div u, p)20
(u, u)1(p, p)0 = β
2
0 (Ω) > 0, (1)
is the most important inequality in the theory of the Stokes ﬂow. It guarantees the stable solvability and uniqueness of
the solutions of the ﬁrst kind Stokes problem for the velocity and the pressure functions on the domain [5,21]. It is also
important for the iterative solution of discretized Stokes and Navier–Stokes problems [2,10]. The inf–sup constant β0(Ω)
ﬁguring therein is important for stability and error estimates for the solutions of the Stokes problem. Regardless of its
importance, explicit values of the inf–sup constant for domains are known only in a few cases: for the circle, the annulus [3],
and the ellipse, see [12], and for an inﬁnite strip – assuming periodicity along the strip [14], and, in the three-dimensional
case, for the sphere [22]. For plane domains which are the images of the unit disc by a polynomial conformal mapping the
inf–sup constant can be calculated as an eigenvalue of a certain ﬁnite matrix, see [24,25]. Such domains are in a special
class of plane domains, called quadrature domains [17]. Some estimations for the inf–sup constant are derived in [4,6,20].
The inf–sup constant of a simply connected plane domain with Lipschitz boundary is connected to several other domain
speciﬁc optimal constants ﬁguring in important inequalities [12,19,22]. The most important for the aim of the present paper
is the connection with Friedrichs’ inequality [7] for the real and imaginary part of a square integrable analytic function
provided the real part has zero integral mean or it has prescribed zero value in a ﬁxed point. Another related constant is
that in Korn’s second inequality [8,11] and that in the Babuška–Aziz inequality [1,15,23]. The connection between the inf–
sup and Friedrichs’ constants for multiple connected plane domains is shown implicitly in [9] assuming that the boundary
of the domain has continuous curvature.
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their corresponding conformal mappings.
In Section 2 we formulate Friedrichs’ inequality for a plane domain and its connection with the inf–sup constant. We
also derive a new inequality between the optimal constants ﬁguring in Friedrichs’ inequality. We call these constants in this
paper Friedrichs’ constants of the domain.
In Section 3 we ﬁrst relate Friedrichs’ constants of two simply connected plane domains using an estimation with the
help of the function which maps one of the domains conformal onto the other. Then we make use of the known con-
nection [19] between the inf–sup and Friedrichs’ constant. If one of the domains is the unit disc, then we obtain a lower
estimation for the inf–sup constant of the other domain in terms of its related Riemann mapping provided that the bound-
ary of this domain is smooth enough. As a utilization of the deduced estimation we formulate a suﬃcient condition for the
convergence of the inf–sup constants of a convergent domain sequence to the inf–sup constant of the limit domain.
2. Friedrichs’ inequality and the inf–sup constant
Let Ω denote in this paper a plane domain which is further speciﬁed below. The value of the inf–sup constant β0(Ω)
is closely connected to the optimal constant in an inequality derived ﬁrst by Friedrichs [7] between two real valued square
integrable conjugate harmonic functions on Ω of which boundary is assumed to be piecewise smooth with ﬁnitely many
corners. Friedrichs’ inequality remains valid under weaker assumption for the boundary of the domain. It reads using the
notation of this paper as follows.
Proposition 2.1. (See H.S. Shapiro [18].) Let Ω be a bounded domain satisfying an interior cone condition and let w0 ∈ Ω . Let u and
v be the real and imaginary parts of a square integrable complex analytic function on Ω subject to one of the normalizations∫
Ω
u dA = 0, or (2)
u(w0) = 0. (3)
Then, for some ﬁnite constants ΓΩ and Γ˜Ω,w0 , Friedrichs’ inequality holds in either of the forms∫
Ω
u2 dA  ΓΩ
∫
Ω
v2 dA, or (4)
∫
Ω
u2 dA  Γ˜Ω,w0
∫
Ω
v2 dA. (5)
Let ΓΩ and Γ˜Ω,w0 denote the optimal constant in (4) and (5), that is the least positive number such that these inequal-
ities are fulﬁlled for all pairs u and v . The value of ΓΩ depends only on the shape of Ω but depends not on its size. The
value of Γ˜Ω,w0 depends additionally on the point w0. There holds ΓΩ  1 and Γ˜Ω,w0  1, moreover, for the unit disc D
and w0 = 0 the normalizations (2) and (3) are the same by the mean-value theorem and we obtain ΓD = Γ˜D,0 = 1, see [7].
The next lemma restates a known simple inequality between the two optimal constants ΓΩ and Γ˜Ω,w0 in the Friedrichs
inequality [7], which was already utilized in [12] in case Ω is star-shaped with respect to the point w0.
Lemma 2.2. Let Ω be a bounded plane domain with boundary as in Proposition 2.1. We have
ΓΩ  Γ˜Ω,w0 (6)
for each w0 ∈ Ω .
Proof. If the harmonic function u satisﬁes the normalization (2), then there follows∫
Ω
(
u − u(w0)
)2
dA =
∫
Ω
u2 dA − 2u(w0)
∫
Ω
u dA + u2(w0)|Ω|
∫
Ω
u2 dA, (7)
where |Ω| denotes the area of Ω . Now the harmonic functions u − u(w0) and v are also conjugate and u − u(w0) satisﬁes
the normalization (3) at the point w0 ∈ Ω . Using (5) there follows from (7)∫
Ω
u2 dA∫
Ω
v2 dA

∫
Ω
(u − u(w0))2 dA∫
Ω
v2 dA
 Γ˜Ω,w0 ,
which implies
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Ω
u2 dA  Γ˜Ω,w0
∫
Ω
v2 dA.
This gives (6), because ΓΩ is the optimal constant in (4). 
A reverse inequality to (6) holds if we extend it by a term connected with the point w0.
Lemma 2.3. Let Ω be a bounded plane domain with boundary as in Proposition 2.1. Let |Ω| denote the area of Ω and let d =
d(w0, ∂Ω) denote the distance of the point w0 from the boundary ∂Ω . For each w0 ∈ Ω we have
Γ˜Ω,w0 
|Ω|
d2π
ΓΩ. (8)
Proof. Let u and v be a pair of conjugate harmonic functions square integrable on the domain Ω such that u(w0) = 0 for
a ﬁxed point w0 ∈ Ω . Deﬁne
〈u〉Ω = 1|Ω|
∫
Ω
u dA.
There follows
∫
Ω
(u − 〈u〉Ω)dA = 0 and
∫
Ω
(
u − 〈u〉Ω
)2
dA =
∫
Ω
u2 dA − |Ω|〈u〉2Ω =
∫
Ω
u2 dA − 1|Ω|
(∫
Ω
u dA
)2
. (9)
Let Dw0,r denote a disc around the point w0 with radius r fully contained in the domain Ω . By the mean-value theorem for
harmonic functions and u(w0) = 0 there follows
∫
Dw0,r
u dA = 0 and hence we have ∫
Ω
u dA = ∫
Ω\Dw0,r u dA. We estimate
by the Cauchy–Schwartz inequality
(∫
Ω
u dA
)2
=
( ∫
Ω\Dw0,r
u dA
)2

∫
Ω\Dw0,r
1dA
∫
Ω\Dw0,r
u2 dA
 |Ω \ Dw0,r | ·
∫
Ω\Dw0,r
u2 dA 
(|Ω| − r2π)
∫
Ω
u2 dA.
Using this estimation and (9) gives∫
Ω
u2 dA∫
Ω
v2 dA
=
∫
Ω
(u − 〈u〉Ω)2 dA∫
Ω
v2 dA
+ 1|Ω| ·
(
∫
Ω
u dA)2∫
Ω
v2 dA

∫
Ω
(u − 〈u〉Ω)2 dA∫
Ω
v2 dA
+
(
1− r
2π
|Ω|
)∫
Ω
u2 dA∫
Ω
v2 dA
for every 0< r  d(w0, ∂Ω). We rearrange the latter inequality and we obtain
r2π
|Ω|
∫
Ω
u2 dA∫
Ω
v2 dA

∫
Ω
(u − 〈u〉Ω)2 dA∫
Ω
v2 dA
,
which implies using Friedrichs inequality
r2π
|Ω|
∫
Ω
u2 dA∫
Ω
v2 dA
 ΓΩ.
From this there follows∫
Ω
u2 dA  |Ω|
r2π
ΓΩ
∫
Ω
v2 dA,
which gives (8) by setting r = d(w0, ∂Ω). 
The previous results mean that Friedrichs’ constant ΓΩ is comparable to the other Friedrichs’ constant Γ˜Ω,w0 with
respect to a point. We summarize this in the following
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ΓΩ  Γ˜Ω,w0 
|Ω|
d2π
ΓΩ, (10)
where |Ω| denotes the area of Ω and d = d(w0, ∂Ω) denotes the distance of the point w0 from the boundary ∂Ω .
Example 2.5. We exemplify Theorem 2.4 by calculating Friedrichs’ constant Γ˜D,w0 for the unit disc. Let f (z) =
∑∞
n=0 cnzn
be square integrable on the unit disc D and let be u(z) = Re f (z) and v(z) = Im f (z). If u(w0) = 0 for a ﬁxed w0 ∈ D, then
there follows
−Re c0 = Re
∞∑
n=1
cnw
n
0.
We estimate by the Cauchy–Schwartz inequality
|Re c0|2 
∞∑
n=1
(n + 1)|w0|2n ·
∞∑
n=1
|cn|2
n + 1 =
(
1
(1− |w0|2)2 − 1
) ∞∑
n=1
|cn|2
n + 1 ,
where the equality is valid for cn = (n + 1)w0n . Using this we obtain
∫
D
u2 dA∫
D
u2 dA
= |Re c0|
2 +∑∞n=1 |cn|2n+1
|Im c0|2 +∑∞n=1 |cn|2n+1
 1
(1− |w0|2)2 ,
wherein equality holds for f (z) = 1
(1−zw0)2 . There follows
Γ˜D,w0 =
1
(1− |w0|2)2 , (11)
which we compare to (10). For the unit disc we have d(w0, ∂Ω) = 1− |w0|. Setting this and ΓD = 1 into (10) gives
1 Γ˜D,w0 
|D|
(1− |w0|)2π ΓD =
1
(1− |w0|)2 ,
which constitutes a comparable result to the exact value (11):
(
1− |w0|
)2  (1− |w0|2)2  4(1− |w0|)2.
We have also reobtained ΓD = Γ˜D,0 = 1. 
From the results in [23] it follows that Friedrichs’ constant of a simply connected plane domain with Lipschitz continuous
boundary is connected with the inf–sup constant of the same domain by the equality
β20 (Ω) =
1
ΓΩ + 1 . (12)
Using (12) along with the fact ΓΩ  1 gives the upper estimation
β0(Ω)
1√
2
, (13)
where the equality holds for Ω = D. To obtain a more useful lower estimation for the inf–sup constant it suﬃces to have
an upper estimation for Friedrichs’ constant. Ref. [20] contains such an estimation for star shaped domains using a result
for Friedrichs’ constant from [12].
Connections between Friedrichs’ constant and other domain speciﬁc optimal constants have been proved in [12].
3. Domain dependence and estimations
In this section conformal mappings are utilized to compare the Friedrichs’ constants of two simply connected plane
domains. We also derive estimations for the values of the constants in terms of the conformal mapping of the domain onto
the unit disc. As a consequence of (12) there follow similar results for the inf–sup constant.
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mapping of the plane domain D onto Ω such that η(z0) = w0 . Set L = sup∂D |η′|/ inf∂D |η′|. If 0< L < ∞, then
1
L2
Γ˜D,z0  Γ˜Ω,w0  L2Γ˜D,z0 (14)
follows for the constants Γ˜D,z0 and Γ˜Ω,w0 from the inequality (5).
Proof. Let U be a harmonic function in Ω such that U (w0) = 0 holds and it satisﬁes
Γ˜Ω,w0 =
∫
Ω
U2 dA∫
Ω
V 2 dA
,
with its harmonic conjugate V . Deﬁne u = U ◦ η, which is then harmonic in D , satisﬁes u(z0) = 0 and has the conjugate
v = V ◦ η. We obtain
Γ˜Ω,w0 =
∫
Ω
U2 dA∫
Ω
V 2 dA
 supD |η
′|2
infD |η′|2
∫
Ω
u2 dA∫
Ω
v2 dA
 sup∂D |η
′|2
inf∂D |η′|2 Γ˜D,z0 ,
which is the right-hand side of (14). The left-hand side can be similarly obtained if we calculate using the inverse of the
mapping η. 
We have a similar relation between Friedrichs’ constants of the two domains with respect to the normalization (2).
Theorem 3.2. If D, Ω and L are as in Theorem 3.1 and ΓD , ΓΩ denote the optimal constants in Friedrichs’ inequality on the domains
D and Ω , respectively, then there follows
1
L2
ΓD  ΓΩ  L2ΓD . (15)
Proof. Choose a pair of conjugate harmonic functions U and V on Ω such that U satisﬁes condition (2) and
∫
Ω
U2 dA  ΓΩ
∫
Ω
V 2 dA.
Let η be a conformal map of D onto Ω . Set u = U ◦η and v = V ◦η. From (2) there follows ∫
Ω
u(z)|η′(z)|2 dA(z) = 0, hence
there is a point z∗ ∈ D such that u(z∗) = 0.
ΓΩ 
∫
Ω
U2 dA∫
Ω
V 2 dA
=
∫
D u
2|η′|2 dA∫
D v
2|η′|2 dA 
infD |η′|2
supD |η′|2
·
∫
D u
2 dA∫
D v
2 dA
= 1
L2
·
∫
D u
2 dA∫
D v
2 dA
.
The inequality
∫
D
u2 dA  L2ΓΩ
∫
D
v2 dA
follows, which gives
Γ˜D,z∗  L2ΓΩ.
This implies using Lemma 2.2 the left-hand side of (15). The right-hand side of (15) follows similarly by using the inverse
mapping. 
Using Theorem 3.2 and the correspondence between Friedrichs’ constant and the inf–sup constant we obtain the follow-
ing
Corollary 3.3. Let D, Ω and L be as in Theorem 3.2. We have
1
L
β0(D) β0(Ω) Lβ0(D). (16)
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β20 (Ω) =
1
1+ ΓΩ 
1
1+ L2ΓD 
1
L2
1
1+ ΓD =
1
L2
β20 (D).
We obtain the right-hand side inequality similar to this by changing the roles of the domains and using the inverse map-
ping. 
Remark 3.4. The condition 0 < L < ∞ in Theorem 3.1, Theorem 3.2 and Corollary 3.3 means a certain limitation for the
regularity of conformal mapping between the domains and hence also for the utility of these results.
Example 3.5. We illustrate Theorem 3.2 on an example using the mapping properties of the function w˜ = η(w) = ew , which
maps the rectangle
Ω = {w ∈ C: log r  Rew  log R, 0 Imw  θ},
where 0< r < R , |θ | < 2π , conformally onto the annular sector
Ω˜ = {w˜ ∈ C: r  |w˜| R, 0 argw  θ},
see [16]. We have η′(w) = ew , which gives |η′(w)|2 = |ew |2 = e2Rew and
r2 
∣∣η′(w)∣∣2  R2 for w ∈ Ω.
By Theorem 3.2 and the corollary thereafter, we obtain
ΓΩ˜  ΓΩ
R2
r2
and β0(Ω˜) β0(Ω)
r
R
. (17)
Now we use a lower estimate for the inf–sup constant of the rectangle Ω given in [20]: β0(Ω) 1M sin
π
8 , where M  1 is
the ratio between the sides of the rectangle. In this case we have either
M = log
R
r
θ
or M = θ
log Rr
,
depending on the values of the parameter r, R and θ . If we substitute these expressions into (17), then we obtain a lower
estimation of the inf–sup constant β0(Ω˜) of an annular sector depending only on its geometric properties.
If we choose D = D and z0 = 0, then by Theorems 3.1 and 3.2 we obtain estimations of the constants in terms of the
conformal mapping of Ω onto the unit disc D.
Corollary 3.6. Let R be the conformal map of the plane domain Ω onto the unit disc D such that R(w0) = 0 and |R ′| has a positive
lower and upper bound on ∂Ω . Set L = sup∂Ω |R ′|2/ inf∂Ω |R ′|2 . Then we have
1 Γ˜Ω,w0  L, (18)
1 ΓΩ  L, (19)
and
1√
2L
 β0(Ω)
1√
2
. (20)
The equalities hold for Ω = D and R(w) = w.
Remark 3.7. The preceding Corollary 3.6 is applicable only for domains with enough smooth boundary in order to have
the modulus of the derivative of the corresponding mapping function bounded away from zero and from inﬁnity on the
boundary of the domain. By a theorem of Kellogg [13], if Ω is a domain bounded by a smooth closed Jordan curve for
which the angle of inclination φ(s) of the tangent to the real axis, as a function of the arc length s of ∂Ω , satisﬁes a Hölder
condition, then the conformal mapping fulﬁlls the needed condition in Corollary 3.6.
Example 3.8. As an illustration of Corollary 3.6 we can consider domains Ω = η(D) for which
η(z) = z +
∞∑
anz
n,n=2
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∑∞
n=2 n|an| ε < 1. Such domains are schlicht and nearly circular in the sense that
π  |Ω| π(1+ ε) and 2π  |∂Ω| 2π(1+ ε),
where |Ω| denotes the area of Ω and |∂Ω| denotes the length of the closed curve ∂Ω . There follows 0< 1−ε  |η′| 1+ε
and
β0(Ω)
1√
2
· 1− ε
1+ ε .
Using β0(D) = 1√2 and ε < 1 we obtain
∣∣β0(D) − β0(Ω)∣∣ 1√
2
2ε
1+ ε 
√
2ε,
which means that the inf–sup constant of a nearly circular domain is near to the inf–sup constant of the disc.
As a direct consequence of Corollary 3.3 we obtain
Corollary 3.9. Let D, Ω , η be as in Corollary 3.3. If |η′ − 1| ε < 1 in the closure of D, then we have
∣∣β0(Ω) − β0(D)∣∣
√
2ε
1− ε . (21)
Proof. The inequality (16) can be formulated as
∣∣β0(Ω) − β0(D)∣∣ (L − 1)β0(D),
because for L  1 the estimation 1− L  1L − 1 holds. Now, from |η′ − 1| ε < 1 there follows 0< 1− ε  |η′| 1+ ε and
L = supD |η
′|
infD |η′| 
1+ ε
1− ε ,
which gives L − 1 2ε1−ε and
∣∣β0(Ω) − β0(D)∣∣ 2ε
1− ε β0(D).
Substituting (13) into the latter inequality implies (21). 
Let the sequence of domains Ωn = gn(D), n = 1,2, . . . , tend to the domain Ω = g(D) in the sense that for their cor-
responding conformal mappings gn , g one has the following: for every 0 < ε < 1 there exists a natural number N such
that
sup
D
∣∣g′n − g′∣∣< ε, (22)
whenever n > N . Then by Corollary 3.9 there follows
lim
n→∞β0(Ωn) = β0(Ω),
i.e. one has the convergence of the inf–sup constants. Therefore we have obtained a suﬃcient condition for the convergence
of the inf–sup constants of a convergent domain sequence to the inf–sup constant of the limit domain.
If one has a condition weaker than (22), then the convergence of the inf–sup constants cannot be guaranteed [25].
Consider the functions
g(m,α)(z) = z − c
mα+1
zm (23)
(c ∈ R, α  0, m > 1 and integer), which are univalent in the unit disc D for |c|mα . Set Ω(m,α) = g(m,α)(D). Such a domain
is a quadrature domain and its inf–sup constant can be computed as an eigenvalue of a ﬁnite matrix, [25].
β20 (Ω(m,α)) =
⎧⎨
⎩
1
2
(
1− m+12 · |c|mα+1
)
form odd,
1
2
(
1−
√
m
2 (
m
2 + 1) |c|mα+1
)
form even.
(24)
We compute for α := 0 and 0< |c| < 1
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|c|2
m2
∫
D
zmz¯m dxdy = π |c|
2
m2(m + 1) ,
max
z∈D
∣∣gm(z) − g(z)∣∣= |c|
m
max
z∈D
∣∣zm∣∣= |c|
m
,
∥∥g′m − g′∥∥20 = π |c|
2
m
,
max
z∈D
∣∣g′m(z) − g′(z)∣∣= |c|max
z∈D |z|
m−1 = |c|,
where we have set gm := g(m,0) and g(z) = z. These equalities show that limm→∞ gm = g in the L2 and maximum norm
on D , further limm→∞ g′m = g′ is valid in the L2 norm but not in the maximum norm. In this sense we have a sequence of
smoothly bounded plane domains Ωm , m = 1,2, . . . converging to the unit disc D. The limit of the inf–sup constants (24) of
the domains is however
lim
m→∞β
2
0 (Ωm) =
1
2
− |c|
4
<
1
2
= β20 (D).
Remark 3.10. Friedrichs’ constant – and hence also the inf–sup constant – is connected to other domain speciﬁc optimal
constants in important inequalities. For example we have from [12] KΩ = 2 + 2ΓΩ for the optimal constant in Korn’s
second inequality on the plane domain Ω . All the derived estimations in this paper are therefore also valid for these other
constants.
4. Concluding remarks
In this paper we have obtained results for the domain dependence of important domain speciﬁc constants, especially of
the inf–sup stability constant. The conformal mapping approach is usable for domains with enough smooth boundaries and
it allows to give a criterion for the continuous dependence of the constants on the domain. In case the mapping function
is singular on the boundary, the used integral estimations are ineffective. Nevertheless, the last example shows that the
continuous domain dependence of the inf–sup constant fails also in the family of smoothly bounded domains if the given
criterion is violated. Hence the singularity of the mapping function on the domain boundary is not the only reason for the
failure of the continuous domain dependence of the examined constants.
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