ABSTRACT Urdu language is used by approximately 200 million people for spoken and written communications. The bulk of unstructured Urdu textual data is available in the world. We can employ data mining techniques to extract useful information from such a large, potentially informative base data. There are many text processing systems available to process unstructured textual data. However, these systems are mostly language specific with the large proportion of systems applicable to English text. This is primarily due to language-dependent preprocessing systems, mainly the stemming requirement. Stemming is a vital preprocessing step in the text mining process and its primary aim is to reduce grammatical words form, e.g., parts of speech, gender, tense, and so on, to their root form. In the proposed work, we have developed a rule-based comprehensive stemming method for Urdu text. This proposed Urdu stemmer has the ability to generate the stem of Urdu words as well as loan words that belong to borrowed languages, such as Arabic, Persian, and Turkish, by removing prefix, infix, and suffix from the words. In the proposed stemming technique, we introduced six novel Urdu infix words classes and a minimum word length rule to generate the stem of Urdu text. In order to cope with the challenge of Urdu infix stemming, we have developed infix stripping rules for introduced infix words classes and generic stemming rules for prefix and suffix stemming. We also present a probabilistic classification approach to classify Urdu short text. Different experiments are performed to demonstrate the effectiveness and efficacy of the proposed approach. Comparison with existing state-of-the art approaches is also made. Stemming accuracy results demonstrate the adoptability of the proposed stemming approach for a variety text processing applications.
I. INTRODUCTION
There has been a development of exploration enthusiasm toward the advancement of textual data management techniques in the last few decades. These techniques are vital on the grounds that the amount of unstructured textual information is rapidly increasing with the remarkable development of electronic form of information such as internet and digital libraries, World Wide Web, electronic publications and documents. Text Mining is the extraction of previously obscure information from the cluttered text. Text mining tools are obliged to perform indexing, retrieval and recognition of this quickly developing text data.
Text classification is one of the important branch of textual data management techniques with its widespread application in variety of fields including automated news grouping and categorization, document organization, emotions categorization, financial analysis based on news, social website-based short text classification etc. One of the major applications of text classification is news classification. Long news is classified to great extent but work for news headline is specifically limited. News classification using complete news stories is computationally expensive. On the other hand, news headlines contain the crux of the news in a single sentence thus the computational processing of news headlines is efficient. There exists a variety of work that has performed headlinebased news classification including financial news classification [1] - [7] . However, most of these systems are developed for English language and there is no significant work that has targeted Urdu language.
II. URDU LANGUAGE AND MORPHOLOGY
Urdu is the national language of Pakistan and state language of India. It is an Indo-Aryan language and is written from right to left. Urdu is widely spoken in India. Some states of India such as Delhi and Uttar Pradesh also use Urdu as their official language. According to an Indian survey in 2011, 5% percent of Indian population speaks Urdu language. Approximately more than 200 million people use Urdu language as their communication medium, yet there is no effective text processing and automated categorization system for Urdu text. There is a dire need to have a comprehensive text processing system in Urdu language that can handle pre-processing requirements including stemming, stop words removal whilst presenting a good feature space representation and Urdu text categorization approaches.
Stemming is a fundamental pre-processing step preceding the tasks of text mining, information retrieval, and natural language processing. The primary goal behind the development of any stemmer is the augmenting of search effectiveness so the information retrieval systems can respond to users' query accurately. In linguistic morphology, stemming is a process of producing the stem/root form of the word by reducing its inflected or derived form. Urdu vocabulary is composed of many foreign languages i.e. English, Arabic, Persian, Turkish, Hindi, etc. The word 'Urdu' itself belongs to Turkish language. All these companion languages have their complex morphological structure. Due to robust morphology of borrowed languages, Urdu is an extremely rich morphological language which makes the stemming of Urdu language all that difficult. Urdu language is rich both in inflectional and derivational morphology [8] . Morphology is the study of internal structure of the words [9] . Inflectional morphology concerns with the grammatical formation of the words. Generating new words from the existing words is called derivational morphology. The major element of Urdu morphology is morpheme. Morpheme is a smallest language unit that holds some meaning. Morphemes are of two types i.e. free and bound morphemes [10] . The information retrieval system works on the base/root form of the words rather than the inflected or derived form. Therefore the development of an Urdu stemmer that has the ability to generate the stem of morphologically rich language is essential in order to boost the performance of IR and classification systems. Stemmer also has a vital role in the development of numerous interesting applications of natural language processing i.e. word parsing, spell checking, chunking, word sense disambiguation, statistical machine translation etc. Stemmer is an algorithm that generates the stem / root form of the word. Urdu stemmer produce the stem of a word by removing prefix, infix, and postfix attached to it, e.g. the stem of words (news), (news), (newspapers), (newspapers) and (newspaper) is (news).
A. PROBLEMS IN DEVELOPMENT OF URDU STEMMER
There are some challenges pertaining to the development of stemmer for Urdu language. These challenges have been discussed in detail in [12] . Some of themajor issues are discussed in this section.
1) MORPHOLOGICAL FACTORS
As discussed earlier, Urdu is a rich morphological language. A single Urdu verb may have up to sixty different forms [33] . For instance, different forms of Urdu word (write) are: , , , , , , , , , , , etc. Also, a major part of Urdu vocabulary is composed of borrowed words from other languages such as Arabic, Persian, Turkish, etc. Intelligent handling of these borrowed words is a challenging task in the development of an effective Urdu stemmer.
2) INFIX STEMMING
An infix is a smallest unit that exists in the middle of any Urdu word e.g. in Urdu word (discussions), is an infix and the stem of is (discussion). Most partof Urdu Language is influenced by Arabic grammar. Therefore, Urdu language has abundance of Arabic words having infixes such as (justice), (mosques), etc. Appropriate handling of these words can effectively improve the performance of IR system.
3) COMPOUND WORDS
The combination of two existing words is called a compound word. The correct identification of these words is extremely difficult as these combinations are not governed by specific rules. This problem becomes even more complicated for Urdu language as the words are coming from multiple languages. In [34] discusses three strategies of compound words formation inUrdu such as AB, A-o-B and A-e-B.
4) AB FORMATION
In AB formation only two free morphemes are joined together e.g.
(bandaging), (husband wife).
5) A-o-B FORMATION
In this formation, a joining morpheme is used between the words in order to make it free from morphemes. This linking morpheme is represented by a character '' ''. Examples of this compounds formation are (soberness and humility), (law and order), etc.
6) A-e-B FORMATION
This formation of a word combines two different free morphemes with the help of one of the enclitic tiny morpheme; zer-e-izafat or hamza-e-izafat. For example (president) is joined by adding a diacritic mark ''Zer'' below as zer-e-izafat. Similarly the word (heart's spirit) is combined by inserting a diacritical mark hamza ( ) between and as hamza-e-izafat. Reduplication of words also creates ambiguity during the stemming process; whether it is to be dealt as a single ora binary word.
Rest of the paper is organized as follow. Section III presents a brief review of existing text processing approaches in general as well as for Urdu text. A comprehensive Urdu stemmer is proposed in section IV. In section V, we present a probabilistic short text classification approach that employs stemmed text to perform news categorization. In Section VI, we present a methodology for enhancing conditional probabilities. Experiments are conducted to show the efficacy of the proposed Urdu stemming and classification approaches as compared to the competitors. These experiments are presented in section VII. The last section includes the conclusion and future work. VOLUME 6, 2018
III. RELATED WORK
Automated text mining and recognition systems have gained significant attention in recent times. Considerable amount of work has been done in the development of text processing systems. However, these systems by and large are language specific due to the language dependent pre-processing systems mainly the stemming requirement. Most of the research has been carried out for processing English text. Comprehensive English stemmers, including Porter stemmer [12] , are available for pre-processing English text. Similarly, wide range of work to perform high end processing of text including clustering and classification are available. Most of the existing work is focused on complete document processing and classification. However, it has soon been realized that processing of short text such as news headline can be extremely efficient whilst providing most of the desired information [1] - [7] , [27] - [29] . However, there is little work available for processing of short text in Urdu language. There is a dire need of the development of comprehensive Urdu stemmer to enable variety of text processing systems effectively applicable to Urdu text.
Stemming can be performed by using three common approaches i.e. affix stripping, table lookup, and statistical methods [11] . Affix removing approach depends on the morphological structure of the given language. This approach is used to obtain the stem of the word by removing the attached prefix and postfix from the word. A well-known porter stemmer for English language is an example of this approach [12] . In table lookup approach each word and its associated stem is stored in structured table. This approach requires a lot of storage space for its implementation and its table needs to be updated manually for each new word. In Statistical approach, based on the size of corpus words formation rules are developed. Some methodologies are used i.e. frequency count, n-gram [13] , Hidden Markov Models [14] , and link analysis [15] . Until now, lots of stemming methods [12] , [16] - [23] have been proposed for a number of languages i.e. English [8] , [16] - [19] , Arabic [20] , [21] , Persian [22] , [23] etc. These stemming methods are based on rule based strategy. In literature, there exists many stemming methods [13] , [14] , [24] that are developed by using statistical approach. Rule based approaches are highly dependent on the deep morphological knowledge of the language, whereas statistical analysis is performed on the basis of corpus size. The study [16] developed the first stemming method for English language. This stemming approach is based on rule based strategy and comprises of 260 stemming rules. This stemming method generates the stem of English word in two phases. In the first phase of the stemmer, the maximum matched suffix is removed (defined in suffix table) and the word is recoded to generate suitable stem. Spelling exclusions are covered in the second phase of the stemmer. This stemmer is known as Lovins stemmer. John [17] came up with another rule based stemming method. It is an extension of J.B. Lovins stemmer and covers a comprehensive list of 1200 suffixes. The suffixes are stored in reversed order listed by their length and last character. This method covers more suffixes than Lovins stemmer. Porter in 1980 [12] , [18] developed a rule based stemmer for English language. He simplified the rules of Lovins stemmer to about 60 rules. In this proposed stemming method, suffixes are removed from words by using suffix list and some conditions are enforced to find out the suffixes to be de-attached. This is one of the most popular stemming methods for English textual data and is known as Porter stemming algorithm. Porter also designed a stemming framework referred to as ''snowball''. The objective behind the development of this framework is to allow the programmer to develop their own stemmer for languages. Porter [12] , [18] discovers the problems of over-stemming, under-stemming, and mis-stemming. Paice [19] came up with another stemming method based on rule-based strategy. It is an iterative algorithm based on a table comprising 120 rules that are indexed by the last letter of a suffix. In each iteration, it tries to find an appropriate rule by the last character of the word. Each rule is used either for deletion or replacement of an ending. If none of the rule is found, it terminates.
In past, many stemming algorithms have been developed for South Asian languages. Khoja and Garside [20] developed a superior root-based stemming method for Arabic language. This stemming method generates the stem of an Arabic word by removing prefix, infix, suffix, and then uses pattern matching. In order to improve the stemming accuracy of proposed stemming approach, this stemmer uses several linguistic data files i.e. punctuation character, diacritic characters, and a list of 168 stop words. For Arabic text, Thabet [21] proposed a light stemming approach. It is developed by using rule based approach and is applied on classical Arabic in Quran. This Arabic stemmer generates the list of words from each surah. If the word in list is not found in the stop word list then prefix is truncated from the word. Stemming accuracy of proposed algorithm for prefix stemming is 99.6% and 97% for postfix stemming. Tashakori et al. [22] came up with first Persian stemmer called Bon that is based on rule-based approach. It is an iterative matching algorithm that removes all the possible affix and suffix from the word until required. After truncation of prefixes and suffixes a re-coding technique is used to generate the valid stem. With the use of Bon, recall is improved by 40%. Mokhtaripour and Jahanpour [23] developed another stemming method for Persian language by using rule based strategy. This stemmer generates the stem of Persian text without using language dictionary. The performance of a query system was improved up to 46% by using this developed stemmer.
As far as Urdu language is concerned very few stemming methods have been proposed i.e. Asass-band [8] , Light Weight stemmer for Urdu text [25] , Novel Urdu stemmer [30] , Template based affix striping Urdu stemmer [31] and Rule based Urdu stemmer [32] . These [8] , [25] stemming methods generate the stem by removing pre-fix and postfix present in the Urdu words. Both these stemmers are highly dependent on very large rules lists as well as exception lists. These large lists significantly affect the efficiency of these Urdu stemmers. As Urdu language is composed of many foreign languages such as English, Arabic, Persian, Turkish, etc. both of these [8] , [25] existing stemming techniques are unable to generate the stem of words that belong to borrowed languages. In Urdu morphology there are many words that have infix in it in addition to prefix and postfix. The truncation of infix from Urdu words is crucial for an effective Urdu stemmer. Khan et al. [32] have proposed some Urdu infix classes and developed rules for all the classes to deal with the challenges of Urdu infix stemming. This approach established more accuracy in comparison to [31] .
IV. PROPOSED URDU STEMMER
The development of an effective Urdu stemmer is considered to be a challenging task in text mining research community. VOLUME 6, 2018 This is mainly due to complex morphological structure of Urdu language. To cope with this challenge, we have proposed a rule based Urdu stemmer. A complete overview of the proposed Urdu stemmer system is given in Figure 1 . All stemming rules (prefix, infix, and suffix) and stemming lists i.e. Prefix Global Exception List (PrGEL), Infix, Infix Global Exception List (InGEL) and Postfix Global Exception List (PoGEL) used for the development of proposed Urdu stemmer are explained with detail in section A and section B. Proposed stemmer is composed of four different modules. In module 1, less informative words are eliminated from the dataset and prefix stripping is performed on a given word. After that, the preprocessed word is passed to module 2 to perform infix stripping on it. The infix stripped word is then used in module 3 for the removal of postfix. At the end, module 4 is used to get the stem form of a word. Module 1 of prefix stripping is composed of five different steps. In step 1, a word is selected from word dataset. Selected word is compared with a static list of less informative word in step 2. The word is filtered in step 2 if its match is found in the list of less informative word.
Step 3 checks whether the word itself is a root by looking at the word's length.
Step 4 performs matching of the word with Prefix Global Exception List (PrGEL). Prefix removing rules are applied in step 5 if the word does not exist in PrGEL. The word pre-processed by module 1 is then passed to module 2 to perform infix stripping to reduce the word to its stem. This module is comprised of three various steps. In step 1, the word is searched in Infix Global Exception List (InGEL). The remaining infix stripping steps are ignored if the match of word is found in InGEL and the word is moved to module 3 for postfix stripping. If not the infix removing rules are applied at step 2. If any one of the infix rule is matched/applied, the processed word is moved to module 4 in order to generate the surface form of word. On the other hand, if no rule is matched the word is moved to module 3 for postfix stripping. After prefix and infix stripping are performed, the word is used in module 3 for postfix stripping. Module 3 of postfix stripping is comprised of three steps. In step 1, the word is filtered out and marked as a stem word, if it is found in Postfix Global Exception List (PoGEL). Postfix removing rules in step 2 are applied and maximum matched suffix are removed from the word if it does not exist in PoGEL. If a rule-match is found and the word is processed, it is moved to module 4 to normalize it. One the other hand, if no rule-match is found the word is considered to be reduced to its stem. Module 4 is used to produce the surface form of the word if required. If the processed word from module 2 and module 3 exists in Add Character Lists (ACLs), corresponding characters are attached to the end of word. Otherwise, the word is considered as a stem word.
Our proposed stemmer is centered on the rule-based affix stripping approach to generate the stem of Urdu as well as borrowed words. This Urdu stemming approach is comprised of various infix words classes, stemming rules, stemming list, and stem word dictionary.
A. STEMMING RULES
In this stemmer, we have developed three kinds of stemming rules i.e. prefix, infix, and postfix rules. The existing stateof-the art approaches [8] , [25] have also developed prefix and postfix stemming rules, but they presented a vast set of rules. In this stemming work, we have minimized existing stemming rules and proposed generic rules that are applicable to any type of Urdu words. Our developed rules are also capable of producing the stem of borrowed words.
1) MINIMUM WORD LENGTH RULE
After a detailed analysis of Urdu morphology, it is observed that an Urdu word that comprises of only two or three characters is already a stem word. For example, the words (day), (night), (time) are already stemmed words. These words are treated as stem words and filtered out to avoid further stemming processing. The finding of this rule is a novel contribution of proposed Urdu stemmer. Some example words of this rule are given in Table- 
2) PREFIX REMOVING RULES
Prefix is a morpheme that is attached to the beginning of the word. In Urdu morphology it is known as . The prefix may compose of one or two characters and sometimes it is a complete word. In order to develop prefix stripping rules, various grammar books and Urdu literature is studied. After this profound study a list of 60 prefixes is generated. These stemming rules are rationally small in number as compared to rules developed in existing state-of-the art techniques [8] , [25] . Some prefix stripping rules are presented in Table- 
3) INFIX REMOVING RULES
The most prominent work of this stemming method is infix stripping. Most part of Urdu grammar is influenced by Arabic grammar. Therefore, Urdu morphology has inherited features of this parent language. To cope with the challenges of Urdu infix stemming, we consulted linguistic experts with strong command on Urdu morphology who devised Urdu infix classes comprised of words that contain infix. Infix rules were then applied to OR developed against each Urdu infix class in order to remove infix attached to words. These developed rules applied on Urdu words and generated stem of words is validated from linguistic experts and from online Urdu dictionary [35] . In order to identify theArabic words for applying proposed infix rules, the characters i.e. (instances of prefix rules are presented in Table-2. ( ) are verified in the Urdu word. If any one of the character is found in the Urdu word then this word is not considered to be a part of Arabic language. To remove infixes from words that belong to proposed Arabic infix classes, we have developed variety of .infix rules in this section. These rules are grouped w.r.t infix classes that they handle. All infix generated rules are given in tabular form in Appendix A.
a: ALIF ARABIC MASDAR (INFINITIVE VERBS BEGINNING WITH ALIF) CLASS INFIX STRIPPING RULES
In order to remove the infixes of this class, we have developed the following rules:
Rule-1: If a word starts with Alif ('' '') and the length of word is exactly equal to five, then remove all the Alif ('' '') from this word.
Samples of this rule are given in Table 3 . 
Rule-2:
If a word starts with Alif ('' '') and the length of word is greater than five, then remove all the Alif ('' '') Te ('' '') Sin ('' '') ChhotiYeh ('' '') NunGunna ('' '') ChhotiYeh hamza ('' '') Waohamza ('' '') andhamza ('' '') from this word.
Examples of this rule are shown in Table 3 .
Rule-3:
If a word starts with Alif ('' '') and the character at index one is Te ('' '') and length of the word exactly equals to five, then remove all the Alif ('' '') ChhotiYeh ('' '') Nun Gunna ('' '') ChhotiYeh hamza ('' '') Waohamza('' '') hamza ('' '') and Wao ('' '') from this word.
Examples of this rule are presented in Table 3 .
Rule-4:
If a word starts with Alif ('' '') and the character at index two is Sin ('' '') and length of the word is exactly greater than five, then remove all the Alif ('' '') Te ('' '') ChhotiYeh ('' '') NunGunna ('' '') ChhotiYeh hamza ('' '') Waohamza ('' '') hamza ('' '') Wao ('' '') do-chashmihe ('' '') and BadiYeh ('' '') from this word.
Example words of this rule are presented in Table 3 . Rule-5: If a word starts with Alif ('' '') and the character at index three is Sin ('' '') and length of the word is exactly greater than five, Then remove all the Alif ('' '') Te ('' '') ChhotiYeh ('' '') NunGunna ('' '') ChhotiYeh hamza ('' '') Waohamza ('' '') hamza ('' '') Wao ('' '') do-chashmi he ('' '') and BadiYeh ('' '') from this word.
Samples of this rule are presented in Table 3 .
b: TE ARABIC MASDAR (INFINITIVE VERBS BEGINNING WITH TE) CLASS INFIX STRIPPING RULES
To remove infixes from the words related to this class, following rules are developed: Rule-1: If a word starts with Te ('' '') and also contain Alif ('' ''), then remove all the Alif ('' ''), Te ('' ''), Nun Gunna ('' ''), ChhotiYeh ('' '') and BadiYeh ('' '') from the word.
Samples of this rule are given in Table 4 .
Rule-2:
If a word starts with Te ('' '') and length of the word is exactly equal to five and second last character of the word is ChhotiYeh ('' '') then remove all the Te ('' ''), Nun Gunna ('' ''), and BadiYeh ('' '') from this word.
Examples of this rule are given in Table 4 . 
c: ISAM FIALE (ACTIVE SUBJECT) CLASS INFIX STRIPPING RULES
In order to remove the infixes of this class, we have developed the following rules: Rule-1: If word length is exactly equal to four and also contain Alif ('' '') then remove all the Alif ('' '') from this word.
Some example words of this rule are presented in Table 5 .
Rule-2:
If word length is exactly equal to four and the 2nd last character of the word is ChhotiYeh ('' ''), then remove all the ChhotiYeh ('' '') from this word.
Some example words of this rule are presented in Table 5 . 
d: ISAM MAFOOL (PASSIVE OBJECT) CLASS INFIX STRIPPING RULES ISAM MAFOOL (PASSIVE OBJECT) BEGINNING WITH MEEM ' '
To remove infixes from the words related to this class, following rules are developed: Rule: If a word starts with Meem ('' '') and length of the word is exactly equal to five and 2 nd last character of the word is Wao ('' '') then remove all the Wao ('' '') and Meem ('' '') from this word.
Example words handled by this rule are given in Table 6 . 
e: ARABIC JAMAH (ARABIC PLURAL) CLASS INFIX STRIPPING RULES
To remove infixes from the words related to this class, following rules are developed: Rule: If word length is exactly equal to four and 2 nd last character of the word is Wao ('' '') then remove Wao ('' '') from this word.
Examples words handled by this rule are given in Table 7 . 
f: ARABIC JAMAH AND ISAM FIALE (ARABIC PLURALS AND ACTIVE SUBJECT) BEGINNING WITH MEEM ('' '')
In order to remove infixes from the words related to this class, following rules are developed: Rule-1: If a word starts with Meem ('' '') and it also contains Alif ('' '') then remove all the Alif ('' ''), Te ('' ''), Noon Ghuna ('' ''), ChhotiYeh ('' ''), BadiYeh ('' ''), and do-chashmi he ('' '') from this word.
Examples words handled by this rule are given in Table 8 . 
Rule-2:
If a word starts with Meem ('' '') and the character at index two is Te ('' '') and length of the word is exactly equal to five, then remove all the Meem ('' ''), Te ('' ''), Noon Ghuna ('' ''), ChhotiYeh ('' '') from this word.
Examples words handled by this rule are given in Table 8 .
4) POSTFIX REMOVING RULES
Postfix is a morpheme that is attached at the end of the word. In Urdu morphology it is known as ( ). The postfix may consist of one or two characters and sometimes may be a complete word. A list of 140 suffixes is generated after a deep study of Urdu grammar and literature books. Examples of these suffixes are presented in Table-9 . 
B. STEMMING LISTS
In order to develop proposed Urdu stemmer, we have developed some stemming lists i.e. prefix global exception lists, infix global exception list, postfix globalexception list, stop words/less informative words list, Stem word dictionary, and add character list.
1) PREFIX GLOBAL EXCEPTION LIST (PrGEL)
Urdu language is rich in morphology, so it is important to correctly identify the prefix from Urdu words. The misunderstanding of the prefixes can most likely lead to poor stemming results as well as the loss of useful words. Urdu morphology contains certain words that have prefixes attached to them which can not to be detached because they are a part of those words. For example if the prefix '' '' is removed from the word '' '' (rain) then it produces'' '' which is not an Urdu word. On the other hand we cannot remove the prefix '' '' from the prefix rules list because this prefix generates the stem ofmany other important words. Therefore such words should be treated as exceptional cases in order to keep the meanings of words intact. In this proposed Urdu stemmer, we have developed an exception list of about 5000 words that is significantly smaller in size as compared to the lists of existing stemming state-of-the art technique [8] , [25] . Some sample words of this list are given in Appendix B.
2) INFIX GLOBAL EXCEPTION LIST (InGEL)
Urdu morphology is influenced by Arabic grammar so there are many words in Urdu morphology that are from Arabic morphology and also contain infixes. For example the words '' '' (Sunday), and '' '' (wardrobe) have infixes attached to them. But these infixes are a part of word and cannot be removed. During the formulation of infix stripping rules these words are identified. In order to preserve the meaning of these words they must be known in advance and handled as an exceptional case. In this purposed stemming work we have developed a list of 3000 words that is known as infix global exception list. Example words of this exception list are presented in Appendix B.
3) POSTFIX GLOBAL EXCEPTION LIST (PoGEL)
Similar to prefix identification, the correct recognition of postfix is essential for effective stemming work. During the execution of postfix rules, when a postfix is removed from the word, may be an invalid stem of the word is generated. This is due to the irrelevant truncation of the postfix. For example, in the word '' '' (elephant) when suffix '' '' is removed then it produces the stem '' '' (hand), which is unacceptable OR that changes the meaning of the word. In order to maintain the originality of such words, an exception list of about 6000words has been generated. This list is known as postfix global exception list. Some samples of this exception list are given in Appendix B.
4) STOP WORDS/LESS INFORMATIVE WORDS LIST
In Urdu text there are many words that occur frequently but they do not contribute in the Urdu text mining process, such words are known as Stop Words. In order to filter out these less informative words from Urdu text, a static list of 200 words is generated. This list is generated after consulting various grammar books and Urdu literature. Some example words are given in Table-10.   TABLE 10 . Examples of less informative words.
5) STEM WORD DICTIONARY
To check the stemming accuracy of the proposed Urdu stemmer, we have developed a generic stem word dictionary of about 10000words. Every stem generated by the proposed stemming rules is validated by using this stem word dictionary. This stem dictionary is developed after a detailed study of Urdu morphology. Some instances of stem words are presented in Table-11.   TABLE 11 . Examples of stem words.
6) ADD CHARACTER LISTS (ACLs)
In some cases, the execution of proposed infix and postfix rules generate an incomplete stem of the word. For example after stripping the postfix from the word '' '' (places), we get '' '' which is an incorrect stem. To produce the correct stem i.e. '' '' (place) of the word '' '' (places), a character Hey '' '' should be added at the end of the word '' ''. In order to generate a meaningful stem, we have developed eight different types of lists for characters ( ). Execution of these rules is presented in Appendix C.
C. PROPOSED URDU STEMMER ALGORITHM
The proposed Urdu stemmer algorithm works on the basis of longest match theory. This theory states that when more than one affixes rules are matched for a word, then the longest match affix should be removed. Therefore, it is necessary to find out all possible matched affixes rather than removing the immediately matched affix. Our proposed stemmer evaluates all the possible matching affixes at once and arranges them based on their length.
The algorithm is comprised of the following steps: a) Select a word from the dataset. b) Filter out the word if it is a stop word such as if its match is found in the non-informative word list. Ignore that word and select the next one from the word sequence. c) Determine the length of selected word.
i. If the length of word is less than or equal to three, mark the word as a stem word and go to (g). ii. If the word length is greater than three, go to (d). d) Search the word in Prefix Global Exception (PrGEL) List. i. If word exists in PrGEL then go to (e). ii. If word does not exist in PrGEL, then apply prefix removing rules and remove the maximum matched prefix from the word and go to (e). e) Search the word in Infix Global Exception (InGEL) List. i. If the word is found in InGEL, then go to (f). ii. If the word is not found in InGEL, then apply the infix removing rules. VOLUME 6, 2018 iii. If any one of the infix rule is applied, search the processed word in Add Character Lists (ACLs). iv. If processed word is discovered in any ACLs, then attach the respective character to the end of processed word. Mark the processed word as stem and go to (g). v. If processed word does not exist in any ACLs, mark the processed word as stem and go to (g). vi. If none of the infix rules is applied, go to (f). f) Search the word in Postfix Global Exception (PoGEL) List. i. If the word found in PoGEL, mark the processed word as stem and go to (g). ii. If the word does not exist in PoGEL, then apply the postfix removing rules. iii. If any one of the postfix removing rule is matched, then remove the maximum attached suffix from the word and search the processed word in Add Character Lists (ACLs). iv. If the processed word is found in any ACLs, then attach the respective character to the end of processed word. Mark the processed word as stem and go to (g). v. If processed word is not found in any ACLs, mark the processed word as stem and go to (g). vi. If none of the postfix rule is applied then mark the word as stem and go to (g). g) Repeat from a-f for all words.
V. SHORT TEXT CLASSIFICATION
In this section, we present our short text classification approach, employing the comprehensive stemmer as presented in section IV. Let DB train be the complete set of labeled news headlines belonging to various news categories C, we identify unique words list UW as: (1) where CL(.) is a function that returns the number of characters in a given word, SW is a stop word list andW i is the stemmed form of Wi obtained by applying the stemming algorithm as presented in section IV. After the identification of unique words list UW, we then compute histogram of occurrence of each word from UW in various headlines belonging to different news headline categories. Let M be the total number of words in unique words list UW and N be the total number of news categories, the histogram H is a 2D matrix of N × M dimensions where H (i, j) represents the occurrence of word Wi ∈ UW in various news headlines belonging to class C j ∈ C.
The conditional probability P(Cj|Wi) of any class C j given a word Wi is computed as:
Once the probabilistic model of the known news categories are learnt, unseen Urdu news headline L is classified by computing the probability of each class Cj and assigning L to the class with maximum probability. This is achieved by preprocessing the words in L as:
The probability of various classes given as W L , using weighted probabilistic framework, is then computed as:
The Urdu news headline is then classified to the news category C k with the maximum probability, identified as:
VI. ENHANCING CONDITIONAL PROBABILITIES
In this section, we present our approach to enhance the performance of probabilistic classifier. We propose to penalize the conditional probabilities P(C j |W i ) given the news L containing word W i is misclassified to C j . The proposed approach is an iterative algorithm to enhance conditional probabilities with the aim to minimize misclassification. The algorithm for evolving conditional probabilities comprises of the following steps: 1. Initialize all the weights in the weight matrix (ω) of size (N×M) by 0.
Select Urdu news headline L from training dataset
DB train and extract the set of valid stemmed words as specified in eq. (1). 3. Classify the news headline L using eq. (4). Let C gt be the actual category of L obtained from the ground truth and C j be the category identified by the proposed classifier, the weights corresponding to the words in L is then updated as:
4. Repeat steps 2-3 for all headlines in DB train 5. Normalize the weights as:
6. Penalize the learned conditional probabilities based on the weight matrix, representing the misclassification contributions, as:
Where α(t) is the adaptation rate that controls the fraction of change to be made in the existing conditional probabilities. 7. Normalize the updated conditional probabilities using:
8. We shift from coarse adjustment to fine adjustment by changing the learning rate exponentially over time as: (10) where t total is the total number of adaptation iterations. 9. Repeat steps 1-7 for t total iterations.
VII. EXPERIMENTAL EVALUATION
In this section, we demonstrate the effectiveness of proposed approach for Urdu text pre-processing and classification of short Urdu text.
A. EXPERIMENTAL DATASETS
Experiments are conducted on 4 corpuses. A brief overview of these Urdu corpuses is presented in Table- 
B. EXPERIMENT 1: EVALUATION OF PROPOSED URDU STEMMER
The purpose of this experiment is to evaluate the performance of proposed Urdu stemming algorithm using variety of corpus. In order to evaluate the stemming accuracy of proposed stemming rules, experimental datasets are filtered out from diacritic, special symbols and less informative words in preprocessing step. After the pre-processing steps, 32000 unique words are extracted. We perform the evaluations for each rule separately to analyze its contribution in the overall stemming framework. 
1) EVALUATION OF PROPOSED MINIMUM WORD LENGTH RULE
In order to evaluate the effectiveness of minimum word length rule, it is applied on the pre-processed experimental datasets. The accuracy results of this stemming rule are shown in Table- 13. As evident from the results of this rule, the proposed minimum word length rule successfully detects the words which are stems themselves. This rule avoids further application of prefix, infix and postfix stemming rules which may even destroy the word whilst increasing the computational complexity. 
2) EVALUATION OF PROPOSED PREFIX RULE
After the application of minimum word length rule, we extract 27048 words for the rest of the stemming process. The effectiveness of stemming rules i.e. prefix, infix, and postfix rules are evaluated by using the number of words that matched stemming rules. To elaborate the results, we also calculate the true positive (correctly stemmed words) and false positive (incorrectly stemmed words) against every stemming rule. The stemming accuracy of proposed Urdu stemmer is calculated as the ratio of true positive and the number of words that matched stemming rules. The results produced by the application of proposed prefix rules for each corpus are given in Table- 14. Stemming accuracy results of proposed prefix rules w.r.t. precision, recall, and f1 measure are given in Table-15 and figure-2 presenting the visualized results.
3) EVALUATION OF PROPOSED INFIX RULE
After the application of prefix stripping rules, we used prefixstripped words for the evaluation of proposed infix stripping rules. Table-16 shows i) The stemming accuracy results of each of the proposed infix word class with its associated infix rules, ii) the results produced by the application of infix rules with respect to each infix class, iii) and the effectiveness and adoptability of the proposed rules. summarized results of infix stemming and in figure 3 we have presented the visualized results of proposed infix stemming.
4) EVALUATION OF PROPOSED POSTFIX RULE
Processed words after the application of prefix and infix rules are then used for postfix stripping rules. The stemming accuracy results produced by the proposed generic postfix rules are given in Table-18. In Table 19 , we have given summarized results of proposed suffix stripping rules and figure 4 is showing the visualized results.
5) EVALUATION OF PROPOSED ADD CHARACTER LISTS
To normalize the stem as produced after the application of stemming rules, we applied our proposed add characters. The results obtained by using these characters are presented in Table- 20.
C. EXPERIMENT 2: COMPARISON OF PROPOSED APPROACH WITH A LIGHT WEIGHT URDU STEMMER
This experiment is performed to compare the stemming accuracy results of proposed Urdu stemmer with the existing state-of-the art approach i.e. A Light Weight Urdu Stemmer [25] . The evaluation of this experiment also depicts that proposed stemmer is a generic Urdu stemmer and can be applied on any kind of Urdu text dataset. This experiment is conducted on the same Urdu headlines news datasets that are used in experiment 1 and discussed in Table-12. The application of competitor stemming rules is applied on the 32000 unique words extracted from the experimental datasets. The results produced by the application of competitor rules i.e. prefix rules, postfix rules, and add characters are given in Table-21, Table-22, and Table-23 . After the experimental evaluation of exiting approach [25] , it is observed that their stemming accuracy is highly affected by the wrong interpretation of prefixes and postfixes. A large numbers of compound words and loan words are also affected due to in-appropriate stemming rules. In order to demonstrate the effectiveness and adoptability of proposed Urdu stemmer, a comparison of proposed approach with A Light Weight Urdu stemmer is given in Table- 24.
D. EXPERIMENT 3: EVALUATION OF PROPOSED SHORT URDU TEXT CLASSIFICATION APPROACH
This experiment aims to evaluate the performance of proposed short text classification approach, specifically for Urdu language. The experiment has been conducted on Urdu News Headlines dataset containing headlines from 4 news categories including Politics, Sports, Terrorism and Weather. There are total of 5000 news headlines from different news categories. Labeled training data is extracted by randomly selecting 50% of the news headlines from each news categories as training data. The remaining half of the dataset is then treated as test data. The probabilistic model for each news category using the classified training data is learned using the frame work as presented in section 5 and 6. Test data is then classified using the learned probabilistic model using eq. (5). We computed the classification accuracies using four different configurations of our system to highlight the contributions of different components of the proposed short Urdu text classification framework: i) News classification using stem less data ii) News classification using Prefix and Postfix Stemmed data iii) News classification using Infix, Prefix and Postfix Stemmed data iv) News classification using Infix, Prefix and Postfix Stemmed data + conditional probabilities enhancement. The classification results obtained using the abovementioned five configurations are presented in Table 25 . It can be observed from the table that the proposed stemming approach comprising of our novel infix stemming algorithm along with the prefix and postfix stemming rules enhances the classification accuracies of the overall news categorization system. The comprehensive stemming results in generating OR general mature probabilistic model which would otherwise be distorted due to improper stemming of words. It can also be noticed that our proposed conditional probabilities enhancement mechanism further improves the performance of short text classification system. 
E. EXPERIMENT 4: COMPARISON OF PROPOSED SHORT TEXT CLASSIFICATION APPROACH WITH COMPETITORS
The purpose of this experiment is to compare the performance of proposed news headline classification approach with the competitors. The proposed system is compared with Naive Bayes and SVM based Urdu text classification approach as presented in [26] . As evident from the results, the proposed comprehensive Urdu text pre-processing and classification system performs significantly better than the approaches presented by the competitor. Ali and Ijaz [26] propose the unsuitability of applying stemming to Urdu language. However, our proposed stemming algorithm which involves enhancement of prefix and postfix stemming whilst proposing novel infix stemming rules, is extremely important and enhances the effectiveness of processing of Urdu text including clustering and classification. These results presented in Table-26 clearly depict the effectiveness of proposed stemming rules on Urdu text classification. Further application of conditional probabilities enhancement and probabilistic classification approach enhances the performance of proposed comprehensive classification approach as compared to the competitors.
VIII. CONCLUSION
In this paper, we present a comprehensive framework to perform short Urdu text classification. One of the major contributions of this research is the demonstration of novel stemming approach that can handle prefix, postfix and infix scenario of stemming. We have presented an effective stemming method for Urdu language that is centered on a rule based affix stripping approach. Due to the robust morphological structure of Urdu, the development of an effective stemmer that has the ability to generate the stem of any kind of Urdu word as well as loan words was a challenging task. To cope with this challenge, we developed different stemming rules i.e. minimum word length rule, prefix, infix, and postfix rules in this proposed Urdu stemmer. These proposed stemming rules are generic and can be applied on any kind of Urdu text. In this stemmer we have introduced novel Urdu infix word classes and infix stripping for these proposed infix classes. These Urdu infix words classes are Alif Arabic Masdar(infinitive verbs beginning with Alif), Te Arabic Masdar (Infinitive verbs beginning with Te), Isam Fiale (Active subject), Isam Mafool (passive object), ArabicJamah(Arabic plural words), and Isam Zarf Makaan (place showing noun). The experimental evaluation of proposed Urdu stemmer delivers remarkable stemming accuracy results on different Urdu textual corpora as compared to the competitor's approach. This Urdu stemmer can be used in Urdu text mining applications, information retrieval system, and natural language processing applications as well.
We have further presented a probabilistic approach for short text classification. The learned probabilities are further enhanced by penalizing the conditional probabilities of words involved in misclassification on news headline to a particular class. It has been shown that this enhancement of conditional probabilities contribute towards improvement in the effectiveness of proposed probabilistic classification approach. Overall, the proposed framework is a comprehensive short Urdu text classification system providing complete solution for pre-processing as well as high level tasks including grouping, classification etc. The proposed probabilistic short text classifier is equally applicable for processing short text in any other language given that we employ appropriate stemmers for the given language.
In future, the proposed work can be extended by analyzing the efficacy of generation of conditional probability model of news classes by employing combination of words using n-gram approach. The proposed set of rules can be improved by Identification of other stemming rules. To further enhance the coverage and efficiency of proposed framework, stemming approach can be studied and revised in future. The approach to enhance conditional probabilities can be revisited to ensure improvement of the quality of probabilistic model for short text classification. Applicability of deep learning approach to text classification can also be considered. 
C. POSTFIX GLOBAL EXCEPTION LIST SAMPLES
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