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Abstract
Shock-induced damage beneath impact craters is studied in this work. Two representative
terrestrial rocks, San Marcos granite and Bedford limestone, are chosen as test target. Im-
pacts into the rock targets with different combinations of projectile material, size, impact
angle, and impact velocity are carried out at cm scale in the laboratory.
Shock-induced damage and fracturing would cause large-scale compressional wave ve-
locity reduction in the recovered target beneath the impact crater. The shock-induced dam-
age is measured by mapping the compressional wave velocity reduction in the recovered
target. A cm scale nondestructive tomography technique is developed for this purpose. This
technique is proved to be effective in mapping the damage in San Marcos granite, and the
inverted velocity profile is in very good agreement with the result from dicing method and
cut open directly. But it is not a good method for Bedford limestone, since the wave atten-
uation is too high to have a recordable signal. Instead, dicing method is used for studying
the shock-induced damage in Bedford limestone.
Both compressional velocity and attenuation are measured in three orthogonal direc-
tions on cubes prepared from one granite target impacted by a lead bullet at 1200 m/s.
Anisotropy is observed from both results, but the attenuation seems to be a more useful
parameter than acoustic velocity in studying orientation of cracks.
vii
Our experiments indicate that the shock-induced damage is a function of impact condi-
tions including projectile type and size, impact velocity, and target properties. Combined
with other crater phenomena such as crater diameter, depth, ejecta, etc., shock-induced
damage would be used as an important yet not well recognized constraint for impact his-
tory.
The shock-induced damage is also calculated numerically to be compared with the
experiments for a few representative shots. The Johnson-Holmquist strength and failure
model, initially developed for ceramics, is applied to geological materials. Strength is a
complicated function of pressure, strain, strain rate, and damage. The JH model, coupled
with a crack softening model, is used to describe both the inelastic response of rocks in
the compressive field near the impact source and the tensile failure in the far field. The
model parameters are determined either from direct static measurements, or from indirect
numerical adjustment. The agreement between the simulation and experiment is very en-
couraging.
viii
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1Chapter 1
Introduction and Background
1.1 Background
Impact cratering is a universal process in the solar system. Significant geophysical features
for impact craters include gravity and magnetic anomaly, electrical property change of
rocks such as resistivity below impact craters, seismic profiles showing low velocity zone,
etc [Pilkington and Grieve, 1992]. These features are caused directly or indirectly by the
precedence of shock-induced damage and cracks in rocks beneath the crater, which in turn
are related to the pressure profiles in the impacted targets.
The peak shock pressure in an impacted target displays four regimes [Ahrens and
O’Keefe, 1987]. Regime 1 is the impedance match regime, extending to a few projec-
tile radii into the target, where the peak shock pressure is roughly given by the planar
impedance match method [Ahrens, 1987]. Since materials achieve peak shock pressure,
rock is vaporized upon impacts of >10 km/s, melted upon impact of >5 km/s and is mas-
sively powdered at >1 km/s. Regime 2 is the shock decay regime, which extends to the
distance where the pressure equals the Hugoniot elastic limit (HEL) of the target. Pressure
in this regime at distance r from the impact point, Pr, follows the relation [Ahrens and
2O’Keefe, 1987]:
Pr = P0 (r/r0)
−n (1.1)
where r0 is the radius of the projectile and n is the attenuation index. For nonporous silicate
projectile and target, n is defined as:
n u −0.625log10U − 1.25 (1.2)
where U is the impact velocity. Shear and concentric cracks are formed in this regime.
Beyond this is regime 3, the elastic decay regime. The magnitude of tensile stress in this
regime is in the same order of the shear stress [Shibuya and Nakahara, 1968], and radial
tensile cracks are produced when the tensile tangential stress exceeds the dynamic tensile
strength of the material. Regime 4 is the spalling region near the surface. Melosh [1989]
has a similar definition for an impact at 10 km/s into the rock target: I. melting; II. region
where pressure exceeds HEL; III. Grady-Kipp fragments region, which is defined to be
resulted from dynamic tensile stress; IV. spalling region (Figure 1.1).
Damage and cracking in a fractured body reduce the effective elastic moduli of the
media, which in turn reduce the elastic velocities [e.g. O’Connell and Budiansky, 1974;
Kachanov, 1993]. Large scale reduction in compressional wave velocity from the intrinsic
value caused by the shock-induced cracking of rocks beneath impact craters has long been
recognized both in the field [Ackermann et al., 1975; Pohl et al., 1977], and in small-scale
craters in the laboratory [Ahrens and Rubin, 1993; Xia and Ahrens, 2001]. For the Moon,
the whole crust suffers shock-induced damage according to Simmons et al. [1973].
3Figure 1.1: Schematic illustration of pressure near the site of an impact and its implication
for final state of target. Tensile stresses break rock into Grady-Kipp fragments to great
depths below impact site. (From Melosh [1989], Figure 5.4, p. 64).
Xia and Ahrens [2001] performed preliminary impact cratering recovery experiments
and mapped the damage zones using ultrasonic measurements based on the fact that the
shock-induced damage beneath the impact craters would cause large scale compressional
wave velocity deficit in the target rocks. They suggested that shock-induced damage and
cracking beneath craters, if combined with other constraints such as crater dimension, phys-
ical properties of target and projectile obtained from field mapping, could provide important
information about the impact conditions.
However, the shock-induced damage beneath impact craters as a potential constraint has
not been systematically studied yet. In this work, study of shock-induced damage beneath
craters is carried out at cm scale in the laboratory. Two types of rocks, San Marcos granite
and Bedford limestone, are chosen in this work for damage study, since they are represen-
tative of crustal rocks. In parallel, numerical simulation is performed and compared with
4experimental results.
1.2 Organization of this dissertation
From the discussion above, the dynamic fracture behavior of rocks plays an important role
in the impact process. For this reason, determination of dynamic tensile strength for four
representative terrestrial rocks is first discussed in chapter 2. Chapter 3 describes the newly
developed cm scale nondestructive tomography method for mapping the low velocity zone
caused by the shock-induced damage and fracturing. The inverted compressional wave
velocity profile of one shot, lead bullet launched into a granite target at 1200 m/s, is also
shown and compared with the experimental result. After tomography mapping, the same
recovered granite target is cut open, and 1 cm cubes are prepared from the center plane for
ultrasonic velocity and attenuation measurement. Both results from dicing are presented
and discussed in chapter 4. Chapter 5 presents the damage data for the shots carried on in
this work for both granite and limestone. A simple scaling law is obtained from the exper-
iments. All the shots in chapter 5 are performed at a vertical angle to the impact surface.
However, natural impact craters always happen at impact angles less than vertical [Gilbert,
1893; Shoemaker, 1962]. Therefore, a few oblique impacts are carried out to study the
effect of impact angles on shock-induced damage. Damage information for these oblique
impacts is presented in Chapter 6. The last chapter explores the numerical simulation of
damage below impact craters. Johnson-Holmquist [Johnson and Holmquist, 1999] strength
model is applied to geological materials for the first time. Several calculations are done and
compared with available experimental data.
5Chapter 2
Dynamic Tensile Strength of Terrestrial
Rocks
2.1 Introduction
The dynamic fracture behavior of rocks plays an important role in fracturing and fragmen-
tation procedures, which vary from industrial processes, such as coal and oil shale frag-
mentation [Murri et al., 1977], quarrying and mining operations [Carter, 1978], impact or
explosive crater formation [O’Keefe and Ahrens, 1976], and accretion of planetesimals in
the early stages of planetary formation [Matsui and Mizutani, 1977].
Dynamic tensile strength experiments on rocks have been carried out by Grady and
Hollenbach [1979], Cohn and Ahrens [1981], Lange et al. [1984], Ahrens and Rubin [1993]
and others. Previously, three quantitative methods have been used to determine the dy-
namic tensile strength. These are: (1) the free-surface velocity pullback signal method
[Grady and Hollenbach, 1979]; (2) terminal examination [Cohn and Ahrens, 1981; Lange
et al., 1984]; and (3) ultrasonic post-impact examination [Ahrens and Rubin, 1993]. The
free-surface velocity pullback signal method measures the drop in the target’s free-surface
velocity upon arrival of the compression wave generated by an expanding tensile crack to
6determine tensile strength. Method 2 involves microscopic examination of polished thin
section made from the recovered samples to determine the incipient spall cracks produced
by impact. The stress above which microscopically observable cracks appear is assumed
to be the dynamic tensile strength. Post-impact ultrasonic examination measures the pre-
and post-shot ultrasonic velocities of the samples and relates the shock-induced damage in
rocks to shock-induced one-dimensional tensile stresses. The tensile strengths determined
by the free-surface velocity pullback signal method and the terminal examination depends
crucially on the properties along the narrow zone of tensile failure where the rock fractures.
Moreover we note that the sample-cutting process required to examine recovered samples
in method 2 could produce additional damage. The ultrasonic method is a superior method
and it is a volume measurement. This method measures crack density instead of the prop-
erties of a single crack. For this reason, ultrasonic method 3 is chosen to determine the
tensile strength in this work.
Quantitative data on the tensile behavior of many types of rocks and its dependence on
strain rate are still lacking. In this study we selected two igneous rocks (San Marcos gabbro
and granite), one sedimentary rock (Coconino sandstone) and one metamorphic rock (Sesia
eclogite) for determination of the dynamic tensile strength using method 3 above.
2.2 Significance and lithologies of rocks
San Marcos gabbro from Escondido, a well-studied rock [Lange et al., 1984; Ahrens and
Rubin, 1993; Xia and Ahrens, 2001], is chosen for comparison with previous studies. Lange
et al. [1984] reported that the density of this rock is 2.867 g/cm3, the dynamic tensile
7strength is 150 MPa, the compressional wave velocity (Vp) is 6.36 ± 0.16 km/s, and it has
very low initial crack density. The mineral composition of San Marcos gabbro is 67.9% pla-
gioclase, 22.5% amphibole, 2.6% pyroxene, 1.4% quartz and some trace elements [Lange
et al., 1984].
San Marcos granite is also chosen because this is the rock target used for this project.
This intrusive granite has the same originality (Escondido, California) as San Marcos gab-
bro. Mineralogical composition obtained by Scanning Electron Microscopy (SEM) of the
thin section for San Marcos granite is shown in Table 2.1. The grain size of quartz and pla-
gioclase is 1 to 2 mm, intergrown with dark minerals including amphibole and some biotite
grains, size of which is 1 to 2 mm. On a microscopic level, the rock is essentially crack-free
except for microcracks along grain boundaries. The density of San Marcos granite is 2.657
g/cm3, the intrinsic compressional wave velocity (Cp) is 6.31 ± 0.1 km/s, determined at 1
MHz.
Table 2.1: Mineralogical composition of San Marcos granite
Mineral Area (%)
Quartz 20.9
Plagioclase 51.0
Amphibole 25
Biotite 0.9
Fe2O3 0.9
Alkali feldspar trace
Total 98.7
The dynamic tensile strength of Coconino sandstone from Meteor Crater, Arizona is
of interest, as Coconino sandstone is one of the main sedimentary rock types of the crater
[Shoemaker, 1963]. The subsurface strata of Meteor Crater have been studied in a refrac-
tion survey [Ackermann et al., 1975]. Roddy et al. [1980] simulated the formation of this
8crater. However, previously only dynamic compressive experiments at different strain rates
were performed by Ahrens and Gregson [1964] and Shipman et al. [1971] on this type of
rock. The block from which the samples are made is yellowish-gray or cream colored, con-
tains sub-parallel laminae that are separated by thin laminae containing more than average
amounts of silt and clay sized grains. Cross-bedding can be seen clearly on the cutting sur-
faces. Coconino sandstone is composed of 97% quartz, 3% feldspar, with traces of clay and
heavy minerals [Ahrens and Gregson, 1964]. Average grain size is in the range of 0.12-0.15
mm and porosity is 24-25% [Ahrens and Gregson, 1964; Shipman et al., 1971]. The bulk
density of our samples was 2.08 ± 0.03 g/cm3, slightly higher than that reported by Ahrens
and Gregson [1964] and Shipman et al. [1971] of 1.99 g/cm3. Impact and ultrasonic wave
measurements are all normal to the bedding of the sandstone. Eclogite is chosen because
it may represent the upper limit of dynamic tensile strength available for terrestrial rocks.
The eclogite from Sesia zone of the Austroalpine system in Italy is metamorphic. Thin
section analysis of the rock sample shows that it contains 40% garnet, 45% clinopyroxene,
4% mica, trace feldspar and opaques. Grain size is 1 ∼ 1.5 mm, and the bulk density is
3.44 ± 0.04 g/cm3.
The physical properties of the four types of rocks are listed in Table 2.2.
2.3 Experimental techniques
The dynamic tensile strengths of the San Marcos gabbro, Coconino sandstone, and Sesia
eclogite were determined by planar impact experiments using a 40 mm compressed gas
gun, similar to that described in [Cohn and Ahrens, 1981]. A Lexan projectile carrying a
9Table 2.2: Physical properties of experimental materials
Material Average ρ, g/cm3 Cp, km/s Cs, km/s
San Marcos gabbro 2.8672 6.651 3.571
6.362
San Marcos granite 2.661 6.41 3.571
Coconino sandstone 2.081 2.811 1.821
(velocity normal to bedding) 1.993
Sesia ecologite 3.441 6.401 3.781
PMMA 1.2 2.8
Aluminum 2024 2.78 6.36
Sources: 1This study; 2Lange et al. [1984]; 3Ahrens and Gregson [1964].
polymethyl methacrylate (PMMA) or aluminum (Al) flyer plate at its front is accelerated
by the expansion of precompressed air to velocities in the 5 to 60 m/s range (Figure 2.1).
The initial impact produces compressional shock waves propagating forward into the target
and back into the flyer plate. These compressional waves then reflect back as relief waves
from the free surfaces of the target and the flyer plate. Tension is produced when the two
relief waves meet within the sample. We assume that the magnitude of the tensile stress is
equal to that of the original compressive stress, and the initial compressive pulse produced
no detectable damage. When the peak tensile stress exceeds the dynamic tensile strength
of the rock, cracks start to occur within the sample.
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The choice of PMMA or Al flyer plates depends on the impedances of the rock, defined
as the product of the density, ρ, and the compressional velocity, Vp. Al flyer plates are used
for San Marcos Gabbro and Sesia Eclogite, with impact velocities of 13 to 30 m/s, and 24
to 60 m/s respectively. PMMA flyer plates are used for Coconino sandstone, with impact
velocities of 5 to 22 m/s. The impact velocities are controlled by varying the pressure of
the compressed air. Different impact velocities result in different amplitude tensile stresses.
The impact velocity is measured in air by the sequential interruption of three laser beams.
The impacted target flies free into a recovery tank, where loose rags prevent further damage.
The targets are shaped as discs with diameters of 22 to 23 mm and thickness of 6.5 to 7
mm. Front and rear surfaces are polished. The achieved parallelism of the sample surfaces
was±0.003 mm for San Marcos gabbro and Sesia eclogite. Surface parallelism ensures that
the strain in the ∼ 1 cm central region of the sample is approximated by a one-dimensional
strain condition. Less parallelism, ±0.03 mm, was achieved for Coconino sandstone due
to its high porosity. This partially explains the relatively large data scatter of ultrasonic
measurements for sandstone. Samples of San Marcos gabbro and Sesia eclogite are cut
wet and vacuum-dried for 24 hours before the experiments, while samples of Cononino
sandstone are cut dry, to avoid changes in the physical properties of the sample.
In our experiments, the impedance of the flyer plate is less than that of the target,
resulting in the separation of target and flyer plate [Ahrens and Rubin, 1993]. The tensile
stress (σ) within the target is given by the acoustic formula [Cohn and Ahrens, 1981]:
σ = Up
ρtVptρiVpi
ρiVpi + ρtVpt
(2.1)
12
where Up is the projectile velocity, Vp is the compressional seismic velocity, ρ is density,
and the subscripts i and t refer to the projectile and target, respectively. The individual
density of each sample is used for stress calculation.
The duration time (td) of the shock can be approximated by:
td =
2di
Vpi
(2.2)
where di is the thickness of the flyer plate.
Pre-shot and post-shot ultrasonic P and S wave velocities were measured for the tar-
gets using the ultrasonic pulse transmission method. The reduction of the velocity gives a
measure of degradation of the modulus of a micro-cracked body. The P-wave transducers
are Model V103, Panametrics; the S-wave transducers are Model V153, Panametrics. The
frequency of transducers used for both wave measurements is 1 MHz. The minimum crack
size that the P-wave transducers can detect is about one half of the wavelengths of the ul-
trasonic waves in the media [Heinrich, 1991]. That is, ∼ 2 mm for San Marcos gabbro and
Sesia eclogite, and ∼ 1 mm for Coconino sandstone. A Caltech-made high-voltage pulser
with rise time about 10 µs is used as transducer driver. A digital oscilloscope (Gould 4074)
is used to record the ultrasonic signals. Panametrics couplant D-12 is used for P-wave
measurements and Panametrics couplant SWC is used as S-wave measurements. Alcohol
and water were used as P- and S-wave couplant removers, respectively. Aluminum foil
(thickness of 0.03 mm) is placed between the sample and the transducers to prevent the
samples from being contaminated by the couplants and couplant removers. All the impacts
were performed at room temperature and atmospheric pressure.
13
We define the dynamic tensile strength of the rock as the peak stress above which tensile
cracks are observed from a decrease in P or S wave velocities, and the fracture strength is
the peak stress above which complete fragmentation happens. According to Ahrens and
Rubin [1993], a 2% reduction in P-wave velocity, or 3% increase in the radii of the largest
cracks present, which corresponds to an increase in crack density of 0.016, is the minimum
that could be detected by the ultrasonic method. Here crack density is expressed as:
ε = N < a3 > (2.3)
(3) where N is the number of cracks per unit volume and < a3 > is the average of the
cube of the crack radii [e.g. Kachanov, 1993; O’Connell and Budiansky, 1974; Wepfer and
Christensen, 1990].
2.4 Results and discussion
Figure 2.2 shows the spall cracks observed in the recovered samples. Both pre-shot and
post-shot ultrasonic compressional and shear wave velocities in the direction perpendicular
to the impact surface, and Vp/Vs are listed in Table 2.4, as well as impact velocities and
relative tensile stresses for our experiments. Figure 2.3 to 2.6 show velocity reductions
with tensile stresses for the four types of rocks and Figure 2.8 is Vp/Vs ratio versus tensile
stresses. Several important effects are identified below:
14
1 cm
Spall cracksRadial cracks
(a)
(b)
Figure 2.2: Recovered samples: a) CS 27; b) One fragment of SE 5 to show the radial and
spall (subhorizontal) cracks observed. The measured velocity reduction of (a) was ∼36%
and ∼40% for P and S wave velocities. The velocity reduction for (b) was unmeasurable.
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Figure 2.3: Velocity measurements for San Marcos gabbro experiments. Dashed line indi-
cates pressure above which complete fragmentation occurred.
1. P- and S-wave velocity reductions occur with increasing tensile stress for the four
types of rocks studied (Figures 2.3 to 2.6). The highest P-wave velocity reduction
measured is 27-30% for San Marcos gabbro and granite, and 10-15% for S-wave
velocity (Figure2.3, 2.4). For Sesia eclogite measurements, the results are 48% and
35% for P- and S-wave reduction, respectively (Figure 2.5). In the Coconino sand-
stone experiment with 2.4 µs duration time, 30% and 25% are obtained for P- and
S-wave reduction, respectively, which increases to 36% and 40% for the 1.4 µs du-
ration time case (Figure2.6a, b).
2. Figure 2.3 suggests that the onset of tensile failure of San Marcos gabbro determined
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Figure 2.4: Velocity measurements for San Marcos granite experiments. Dashed line indi-
cates pressure above which complete fragmentation occurred.
by the detectable ultrasonic velocity reduction is ∼ 150 MPa. This result is compa-
rable with a previous microscopic examination of recovered samples [Lange et al.,
1984]. Within this range, Lange et al. [1984] reported that incipient cracks, more or
less continuous, were observed. This also validates the ultrasonic method for deter-
mining dynamic tensile strength. Complete fragmentation occurs above 250 MPa.
This is determined to be the fracture strength.
3. Onset of tensile failure of San Marcos granite is ∼ 130 MPa (Figure 2.4). Complete
fragmentation occurs above 250 MPa, very close to that of San Marcos gabbro.
4. The onset of tensile failure for Sesia eclogite is ∼ 240 MPa. This is the highest
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Figure 2.5: Velocity measurements for Sesia eclogite experiments. Dashed lines indicate
pressure above which macroscopic radial and complete fragmentation occurred.
known limit of tensile strength measured by experiment for terrestrial rocks. The
observable continuous cracks for Sesia eclogite appear around tensile stress about
400 MPa (Figure2.5). Complete fragmentation occurs above ∼ 500 MPa.
5. The onset of tensile failure for Coconino sandstone, determined from detectable ul-
trasonic velocity reduction, is ∼ 17 MPa for the 2.4 µs shock duration time, and ∼
20 MPa for the 1.4 µs duration time. Macroscopic radial cracks appear at ∼ 30 MPa
and complete fragmentation at ∼ 40 MPa for both cases (Figure 2.6).
6. The reduction of P-wave velocity is greater than the reduction of S-wave velocity for
both San Marcos gabbro (Figure 2.3) and Sesia eclogite (Figure 2.5). There is no
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Figure 2.6: Velocity measurements for Coconino sandstone experiments of duration time
of (a) 2.4 µs and (b) 1.4 µs. Dashed lines indicate the same as those in Figure 2.5.
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Figure 2.7: Velocity measurements for Bedford limestone. (a) 0.5 µs and (b) 1.3 µs. (From
Ahrens and Rubin [1993], Fig. 2.)
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obvious relation between P- and S-wave reduction for Coconino sandstone.
7. All pre-shot and post-shot Vp/Vs values of the three types of rocks are shown in Fig-
ure 2.8. Vp/Vs for pre-shot San Marcos gabbro is 1.9 ± 0.05. For pre-shot Sesia
eclogite, Vp/Vs is 1.7 ± 0.13, compatible with the value of Healdsburg Eclogite,
California (1.74) [Birch, 1960] and that of Sunnmoure Eclogite, Norway (1.66) [Mc-
Queen et al., 1967]. For Coconino sandstone, it is 1.5 ± 0.08. The measurable
post-shot Vp/Vs value for both San Marcos gabbro and Sesia eclogite is less than
the pre-shot value (Figure 2.8a, b). The post-shot values of both types of rocks de-
crease with tensile stress and the difference between pre- and post-shot measurements
of Vp/Vs increases with tensile stress. No obvious decrease with computed tensile
stress of post-shot Vp/Vs for Coconino sandstone is observed.
For comparison, the velocity measurements for Bedford limestone at two different du-
ration time are shown Figure 2.7. The tensile strength at 0.5 µs duration is ∼60 MPa, and
∼35 MPa for 1.3 µs duration.
2.4.1 Reduction of velocity by cracks
The presence of cracks within a rock has long been recognized to decrease the elastic
moduli [Birch, 1960]. O’Connell and Budiansky [1974] developed a theory to calculate the
effective bulk modulus (K¯), shear modulus (G¯), and Poisson ratio (ν¯), for a body with a
random distribution of cracks:
K¯
K
= 1− 16
9
(
1− ν¯2
1− 2ν
)
ε (2.4)
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G¯
G
= 1− 32
45
(1− ν¯) (5− ν¯)
2− ν¯ ε (2.5)
ν¯ = ν
(
1− 16
9
ε
)
(2.6)
where K is bulk modulus, G is shear modulus, ν is Poisson ratio of the undamaged
body, and ε is crack density. From equations above, a crack density of 0.05 would produce
∼ 4% P-wave reduction and ∼ 1.5% S-wave reduction.
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Figure 2.8: Post-shot Vp/Vs values versus computed tensile stress: a) San Marcos gabbro
(SMG); b) Sesia eclogite (SE); c) Coconino sandstone (CE) with 2.4 µs duration time; d)
sandstone with 1.4 µs duration time. Open squares are average pre-shot Vp/Vs: 1.87 for
SMG, 1.7 for SE, and 1.54 for CS. Error bars represent lower and upper limits of pre-shot
Vp/Vs value. Stars are post-shot Vp/Vs values. Straight lines in (a) and (b) are linear fit of
post-shot results for SMG and SE. Post-shot Vp/Vs decreases with computed tensile stress
for both cases. Post-shot Vp/Vs values of CS for two duration time cases are scattered. No
obvious relation between post-shot Vp/Vs and tensile stress observed for CS.
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For a cracked body, reduction of both P- and S-wave velocities increase with crack den-
sity. This is consistent with our experimental results for all the four types of rocks (Figure
2.3 to 2.6). However, the degree of velocity decrease depends on the orientation of cracks.
According to theory of O’Connell and Budiansky [1974], reduction of S-wave velocity is
only slightly less than that of P-wave velocity for dry rock samples with randomly oriented
cracks. For example, a 20% reduction in P-wave velocity should be associated with 18%
reduction in S-wave velocity. If the cracks had a preferential orientation, they would reduce
the P-wave velocity measured in the direction perpendicular to the crack orientation surface
much more than the S-wave velocity measured in the same direction. This result has been
demonstrated both theoretically [Anderson et al., 1974; Nishizawa, 1982] and experimen-
tally [King, 2002]. According to the calculation of Anderson et al. [1974], for reasonable
crack aspect ratios (0.05), a 20% reduction in P-wave velocity is associated only with ∼ 5
to ∼ 7% reduction in S-wave velocity.
Interaction of release waves emanating from lateral boundaries and planar-impacted
surfaces induce both radial and spall cracks in our experiments. Radial cracks are also
observed in similar experiments for Bedford limestone by Ahrens and Rubin [1993]. These
are generated in non-planar deformation of the sample. We believe a major contribution to
the loss of one-dimensional symmetry is rarefaction waves reflected from the edges of the
sample. These waves propagate into the region of interest producing tensile stresses that are
perpendicular to the direction of the impact. Therefore, the strain state inside the sample is
not strictly uniaxial. Both radial and face-parallel cracks are expected to contribute to the
wave velocity reduction. For San Marcos gabbro and Sesia eclogite, reduction in P-wave is
29
greater than that of S-wave velocity, indicating that the major contribution comes from the
face-parallel cracks. No obvious pattern was observed for Coconino sandstone.
Although we can determine the elastic wave velocity from a given crack distribution, the
converse is not true. It is impossible to determine the exact crack distribution in rocks just
from elastic wave velocity measurements, since the distribution of cracks is not a unique
function of the velocities [Nur, 1971]. Further experiments are under way to study the
different contributions to velocity reductions of different oriented cracks.
2.4.2 Interpretation of Vp/Vs
Since shear wave velocity is less sensitive than the compressional wave velocity to the
presence of cracks normal to the propagation direction of the wave [Nur, 1971; Anderson
et al., 1974], we can use Vp/Vs to illuminate the orientation of cracks for the three types
of rocks. The average pre-shot Vp/Vs is ∼1.9 for San Marcos gabbro (Figure 2.8a) and
∼1.7 for Sesia eclogite (Figure 2.8b). The post-shot Vp/Vs for both types of rocks are less
than the pre-shot value, indicating the cracks produced by the shock were mainly oriented
parallel to the impact surfaces. The post-shot Vp/Vs for both types of rocks decrease with
increasing computed tensile stress, which means higher crack density. There is no good
reason for the random pattern of post-shot Vp/Vs for Coconino sandstone (Figure 2.8c, d).
Further work should be conducted to study the anisotropy of sandstone.
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2.4.3 Strain-rate effect
It has long been recognized in fracture mechanics that strength of material depends on
the rate at which the loading is applied. Dynamic tensile strength of rocks at high strain
rates produced by shock wave interactions can exceed the quasi-static tensile strength by an
order of magnitude [Grady and Hollenbach, 1979]. Cohn and Ahrens [1981] came to the
similar conclusion in their studies of analogues of lunar rocks. Similar behavior has been
observed for ice-silicate mixtures [Lange and Ahrens, 1983]. Grady and Lipkin [1980]
have generalized a wide range of data suggesting dependence of tensile fracture strength
on strain rate. Grady [1998] gives the strain rate dependent criteria of tensile strength (σt)
for ceramics:
σt =
(
6ρ2c3ε˙
)1/3 (2.7)
Where c is the compressional wave velocity, ρ is the density and ε˙ is the strain rate, defined
as:
ε˙ =
ε
∆t
(2.8)
ε is strain, and ∆t is the duration time. Lange and Ahrens [1983] give ε as a function of
known material material parameters:
ε =
ρiVi
ρiVi + ρtVt
Up
Vt
(2.9)
Generally, the tensile strength is proportional to a power of the strain rate, with the
power law exponent typically around 1/4 to 1/3, depending on the materials [Grady and
Lipkin, 1980; Housen and Holsapple, 1990; Grady, 1998].
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The porous Coconino sandstone is expected to behave differently from the ceramics.
However, the assumption is still valid that the dynamic tensile strength is proportional to a
power of the strain rate. Taken our experiment results of 20 MPa at 1.4 µs duration time
and 17 MPa at 2.4 µs duration time, the power law exponent is calculated to be 1/3.3 for
Coconino sandstone. The strain, ε, is assumed to be the same for the two duration time
experiments. The power law exponent fits very well within the range of previous study, 1/4
to 1/3 [Grady and Lipkin, 1980].
Table 2.4: Tensile strengths (in MPa) of ice and rocks at different strain rates.
Strain rate (106s−1)
10−6 2x10−2 1/2.4 1/1.4 1/1.3 1 1/0.5 σca
Coconino sandstone - - 17(1) 20(1) - - - -
Bedford limestone - - - - 35(2) - 60(2) 40b
Ice 1.6(3) 17(3) - - - - - 40b
San Marcos gabbro - - - - - 150(1) - 150c
Sources: (1)This study; (2) Ahrens and Rubin [1993]; (3) Lange et al. [1984].
aDynamic tensile strength at strain rate of 106 s−1.
bExtrapolated from available data.
cMeasured.
The tensile strengths of ice and different rocks at different strain rates are given in Table
2.4. Also included is σc, the tensile strength at a strain rate of 106s−1, extrapolated from
available data or measured directly. The dynamic tensile strengths of Coconino sandstone,
normalized by σc, versus strain rate are plotted in Figure 2.9. Also included in Figure 2.9
are the dynamic tensile strength of ice and Bedford limestone data from previous work
[Lange and Ahrens, 1983; Ahrens and Rubin, 1993]. Non-linear square fit for all these data
by the relation of σ/σc = aε˙
1
b gives a = 0.03±0.02, b = 3.97±0.05.
The tensile strength has a strong dependent on strain rate in the high strain rate region.
Care must be taken when applying the experimental measurement of sandstone to field
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impact crater, for which the strain rate is about three orders of magnitude lower, or, the
duration time is about three orders of magnitude longer, than that in the experiments.
2.5 Conclusion
Four types of terrestrial rocks, San Marcos gabbro and granite, Coconino sandstone, and
Sesia eclogite were subject to planar impacts to produce tensile failure under dynamic
loading conditions. Two sets of experiments with different duration times were conducted
for porous sandstone. Ultrasonic velocity measurements of pre-shot and post-shot samples
were measured to determine the dynamic tensile strength and the fracture strength of each
type of rock by detectable velocity reduction. Major results are:
1. The onset of cracking occurs at ∼ 150 MPa for San Marcos gabbro, ∼ 130 MPa for
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San Marcos granite, ∼ 20 MPa for Coconino sandstone at 1.4 µs duration, ∼17 MPa
at 2.4 µs duration, and 240 MPa for Sesia eclogite. Complete fracture occurs above
250 MPa for gabbro and granite, 40 MPa for sandstone, and ∼ 480 MPa for eclogite.
2. Both reductions of P- and S-wave reduction for all the four types of rocks increase
with the computed tensile stress, indicating the higher tensile pressure produced
higher crack density. Vp/Vs of post-shot San Marcos gabbro and Sesia eclogite sam-
ples decrease with the computed tensile pressure. No obvious relation between post-
shot Vp/Vs of Coconino sandstone and the computed tensile pressure is observed.
3. Higher reduction of P-wave than S-wave velocity in San Marcos gabbro, granite and
Sesia eclogite indicates that spall (subparallel to the impact surface) cracks contribute
more to the velocity reduction than radial cracks. Random pattern of reductions of P-
and S-wave velocity for Coconino sandstone is possibly caused by its high porosity
and variety between separate samples. Vp/Vs of post-shot San Marcos gabbro and
Sesia eclogite samples are less than the pre-shot values.
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Chapter 3
Tomography Study of Shock-Induced
Damage beneath Craters
3.1 Introduction
This study improved and extended the tomography method used in Xia and Ahrens [2001]
to map the damage zones beneath impact craters using the non-destructive tomography
method. First we will discuss the tomography experimental setup for mapping the velocity
profile. A detailed description of the tomography method used for velocity profile inversion
is given next. Using the tomography method, the P-wave structure of the center plane for
the recovered San Marcos granite after impact by a lead bullet at velocity of 1200 m/s is
inverted and compared with the cut-open cross-section result.
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3.2 Experimental procedure
3.2.1 Cratering
Initially, 20x20x15 cm blocks were cut from San Marcos granite. The parallelism of two
parallel surfaces is ± 0.5 mm, and one surface is polished to be the impact surface. All the
surfaces are smooth enough to get good coupling between the transducers and target for
ultrasonic measurement. The granite target is impacted by a lead bullet with diameter of
0.6 mm and mass of 3.2 g at impact velocity of ∼ 1.2 km/s at normal impact angle. The
impact velocity is chosen such that the damage produced in the target is moderate for the
dimension of the target (i.e., neither too severe to fragment the whole target, nor too weak
to produce measurable compressional velocity reduction using the tomography method).
3.2.2 Tomography technique
Figure 3.1 shows the experimental setup for the tomography measurement. To gener-
ate a strong hemispherical instead of beam-like ultrasonic wave which could penetrate
the damaged low-velocity crater zone, mechanical source instead of transducer source is
used. A 0.08 cm diameter stainless steel sphere, positioned on a weak tape, is launched
by pre-compressed gas to produce the source wave (Figure 3.1b). The pressure of the pre-
compressed gas is approximately 400 KPa for each shot. The release of the pre-compressed
gas is controlled by a solenoid operated valve. The impact velocity of the ball onto the
target surface is not measurable using the present technique, but the travel time of the ul-
trasonic wave should be dependent mostly on the media to be measured, and not on the
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(a)
(b)
Figure 3.1: (a) Cross section of tomography measurement setup; (b) Enlarged side view of
position of 0.08 cm diameter steel impactor sphere.
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Figure 3.2: Typical ultrasonic source and receiver signal. Receiver signal is amplified 100x.
Travel time is determined to be time delay between first arrivals of two signals.
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impact velocity of the impactor ball. Tests show that the travel time measured in this way
is quite repeatable. To prevent formation of micro-craters by the impact of the steel ball,
A 0.05 cm thick tungsten carbide (WC) plate is placed on the target surface at the impact
point (Figure 3.1a).
Two P-wave piezoelectric transducers (Model 1191, Panametrics, central frequency 5
MHz) are used to determine the travel time of each ray. The two transducers are positioned
in the holder plates. To make good contact between the measured target surface and the
transducers, the two holder plates are tightened by a tightening ”C” clip (Figure 3.1a). One
transducer is placed close to the impact point, with distance of 0.5 cm, to be the impact
source. The error of travel time measurement caused by this is neglectable considering the
dimension of the target block. A typical record is shown in Figure 3.2 and the travel time
is determined by the time delay between the initial jumps of the two signals. Uncertainty
in time measurement is ± 0.05 µs.
The compressional wave velocity of the center plane (15x20 cm) of a San Marcos gran-
ite block is mapped using the tomography setup described above to check the heterogeneity
of the sample. Figure 3.3 is diagram showing the sources and relative recording stations
along the center plane of the pre-shot granite target assuming straight ray path for the sur-
vey. Grid used for tomography inversion is one centimeter. Cells are numbered from left
to right, top to bottom. The index of the jth cell of ith row is therefore 20x(i-1)+j. Index
of a few cells are shown in Figure 3.3. Source and the second transducer are first placed on
the two parallel surfaces (left and right, top and bottom) of the target. Then on the top side
of the granite, four sources are deployed, each of which has detection stations/receivers on
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Figure 3.3: Tomographic straight ray diagram for pre-shot San Marcos granite. Thick
dashed lines are cell boundaries and thin dashed lines tomographic rays. Index of cells
are increased from left to right, top to bottom. For jth cell in ith row, index is 20x(i-1)+j.
Cell 1, 20, 180 and 200 are numbered. Sources placed at S1, S2, S3 and S4, and receiver
stations on bottom and side surface across to fully cover target. Shot is numbered with
index of source and receiver. For S1 and S2, index of receiver increases from 1 to 20 on
bottom side, and 21 to 35 on side surface across. For example, shot 106 represents source
S1 and receiver 6, which is sixth cell on bottom side. For S3 and S4, index of receiver
starts reversely. 0.05 cm thick tungsten carbide plate is placed at impact point to prevent
micro-crater formed in rock.
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Figure 3.4: Tomographic straight ray diagram for post-shot San Marcos granite. Crater of
Shot 117 shown. All other lines are same as in figure 3.3. Ray paths do not travel through
crater. No axial assumption made here. Only half of rays shown here for clarity.
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the bottom and the side surface across, to fully cover the center plane. The data obtained
from the top sources measurement are mirrored based on the axial symmetry assumption.
The seismic survey distribution for the recovered granite target after impact is different
from that of pre-shot in that the rays passing through the heavily damaged zone beneath the
crater are not taken into account, since the amplitudes of these rays are attenuated greatly
and no readable signal could be obtained (Figure 3.4). No assumption of axial symmetry
is made for the shock-induced damage in the recovered granite target. Therefore, eight
sources, instead of four, on the top surface of the rock block, are deployed to get a full
coverage of the interested area. Overall, 264 (8x33) data points are obtained from these top
surface sources measurements.
3.3 Results and discussion
3.3.1 Tomography inversion
Tomography means ’representation in cross-section’ and is first used in medical diagnosis.
Seismic tomography uses the same principles as that of x-rays, with the difference that the
travel times of the signals, rather than the attenuation, are observed. Travel times from an
earthquake source are inverted to obtain information about the seismic velocity structure of
the earth. For our study, the compressional wave velocity of one central plane (15x20 cm
in dimension) of the granite target is mapped using the tomography setup described above.
The cell size is 1 cm, thus 300 cells (model parameters) are used for inversion. Assuming
the plane is divided into N cells (N is 300 for this case), and there are M rays recorded from
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the measurement, the travel time of ith ray, ti, is expressed as:
ti =
N∑
j=1
ujGij, i = 1toM (3.1)
where uj is the slowness, or reciprocal velocity, of jth cell, andGij is the ray length segment
of the ith ray in the jth cell. For the cell which is not passed by the ith ray, Gij equals zero.
Knowing the positions of the source and receiver of each ray and assuming the ray travels
in a straight way from the source to the receiver, Gij could be calculated easily using the
basic geometry. Equation 3.1 is to be solved to find the unknown slowness matrix, U, which
is the reciprocal of the velocity matrix, V.
The source/receiver deploy allows some cells to be passed through by several rays,
while some been missed entirely. For those cells passed through by more than one ray, the
inversion is over-determined. It is completely under-determined for cells with no rays to
pass. There may also be cells that cannot be individually resolved because every ray that
passes through one cell also passes through a certain distance of some other cell. These
cells are also under-determined. Therefore, the inversion for the compressional wave ve-
locity of the center plane is a mixed-determined problem. The damped least square (DLS)
method outlined in Menke [1989] for such problem is used to solve the slowness matrix, U,
U =
[
GTG+ ε2I
]−1
GTD (3.2)
where G is the ray length matrix, ε is the damping factor, chosen large enough that GTG+
ε2I is non-singular. ε is 0.01 for our study. I is the identity matrix, and D is the measured
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travel time data matrix.
The agreement between the estimated and the true model parameters is evaluated by
the model resolution matrix, R, defined as:
R =
[
GTG+ ε2I
]−1
GTG (3.3)
3.3.2 Test problems
Two test problems are carried out to validate the tomography method developed above.
First, a 20x15 cm block with homogenous velocity structure, which is the simplest situa-
tion, is tested. Figure 3.5a shows the homogenous velocity structure for forward modelling.
The velocity is 6.4 km/s. Synthetic travel times from sources to receivers deployed in Fig-
ure 3.3 are calculated using the high-resolution finite difference package of Hole [1992],
originated from Vidale [1990], which allows calculation of the travel time field in three
dimensions for a given velocity model. These synthetic travel time data are used as input
into the tomography inversion, and Figure 3.5b shows the inverted velocity structure with
the straight ray assumption. It is obvious that the cm-scale tomography method works very
well for the structure without obvious velocity contrast.
The second test carried out is a 20x15 cm block with a low velocity zone of 5 km/s in
the middle and 6.4 km/s for the rest (Figure 3.6a). The same tomography method is applied
to get the inverted velocity structure, using the straight ray assumption.
For relatively homogenous velocity structure, the straight ray path assumption is valid.
However, if there are large velocity contrasts in the body to be studied, this assumption
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might not be realistic and it is necessary to take into account the possibility of curve ray
path. Next we will discuss how to determine the real curve ray path in a structure with
velocity contrast.
There are several possible ways for a seismic wave to travel from point A to point B
within a large velocity contrast structure. Figure 3.9a shows two of these possible ways.
The travel times for the two rays are t1 and t2, with t1 > t2. P-wave first arrivals take a
minimum travel time from the source to the receiver, the real path is ray 2 instead of ray
1 in Figure 3.9a. This is also true if the wave travels backward from point B to point A
(Figure 3.9b). The signal will take the same ray path which requires the minimum travel
time, t2. Therefore, for a wave travelling from point A to B and then propagating back,
the actual ray path is the one with the minimum total travel time. Understanding this, it is
straightforward now to find out the real ray path in the heterogenous block studied.
To find the real curve ray path from one source (S) to one receiver (R), the travel time
from S to all the grid points is calculated using the 3-D finite differential package [Hole,
1992] and the velocity model obtained from straight ray assumption as the reference model.
To improve the resolution of the forward calculation, a forward model cell size of 0.5 cm
is used instead of 1 cm. Similarly, the travel time from R to all the grid points is also
calculated. If we add the two travel time matrix together, the true curve ray path can be
found by joining those points which have the minimum values of travel time within each
column between the source and the receiver.
The other rays from all the sources to the receivers are found in the same way. The
new curve ray length matrix G, where terms are the lengths of the ith ray in the jth cell,
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Figure 3.5: Test of the cm-scale tomography method developed above using a homogenous
velocity structure. (a) Forward velocity model. Velocity of the 20x15 cm structure is
6.4 km/s; (b) Inverted velocity structure using the tomography method with straight ray
assumption.
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Figure 3.6: Test of the cm-scale tomography method developed above using a heterogenous
velocity structure. (a) Forward velocity model. Velocity of the 20x15 cm structure is 6.4
km/s and the low velocity zone in the center is 5.0 km/s; (b) Inverted velocity structure
using the tomography method with curve ray assumption.
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is obtained from the curve ray tracing procedure and substituted in Equation 3.2 to start
the new iteration. Figure 3.6b shows the inverted velocity structure from the curve ray
assumption.
3.3.3 Experimental results
Figure 3.7 shows the inverted compressional wave velocity profile of one center plane for
the granite target before impact. The inverted pre-shot P wave velocity is 6.4 ± 0.3 km/s,
close to the direct measurement. No obvious compressional velocity heterogeneity is ob-
served from the inversion. Therefore, all the targets for study are assumed to be homoge-
nous in terms of the compressional velocity and no more measurements are carried out for
the pre-shot target blocks.
The presence of cracks within a rock has long been recognized to decrease the elastic
moduli [Birch, 1960]. The effective physical properties (effective elastic moduli here) of
a cracked body depend on intrinsic elastic moduli, fluid bulk modulus Kf (air for dry
situation), and crack density, ε, defined in Equation 2.3. Assuming the density of recovered
rock target is constant, the elastic wave velocity would decrease with the reduced effective
elastic moduli caused by presence of cracks.
The compressional wave velocity of the same center plane of the San Marcos granite
after impact is mapped used the source/receiver geometry described in the previous session.
The P-wave structure of the center plane for the recovered San Marcos granite assuming
straight ray path is calculated and the inverted P-wave velocity profile to depth of 10 cm
from the top is shown in Figure 3.8. The pattern of the shock-induced damage of the
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Figure 3.7: Inversion solution of compressional wave velocity structure of pre-shot San
Marcos granite using straight ray deploy in Figure 3.3. A low pass filter was applied to
initial inverted result to get this profile.
recovered San Marcos granite, expressed as the compressional wave low velocity zone
here, is quite symmetric. This phenomenon confirms the axial symmetry assumption for
vertical impact problem. The reduction of the compressional wave velocity reaches∼ 40%
from the intrinsic value for the highly damaged region beneath and near the crater, 4 km/s
approximately. And the velocity increases with depth until the unshocked intrinsic value is
reached at depth of 7 ± 1 cm along the center line.
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Figure 3.8: Compressional wave velocity structure of post-shot San Marcos granite of shot
No. 117 from top surface to depth of 10 cm using straight ray deploy described in Figure
3.4. Same low pass filter as in Figure 3.7 was applied. Thick solid line defines crater. Low
velocity zone extends to ∼ 7 cm.
Figure 3.10a is the arrival travel time field from the source (S) to all the grid points
in the refined forward model calculated using the 3-D finite differential package [Hole,
1992]. Similarly, Figure 3.10b is the arrival travel time field to all the grid points with
source placed on the position of the receiver (R). The travel time from the source to itself
is, of course, zero, and increases with the distance from the source point, as shown in these
two figures. Figure 3.10c is the sum of the two travel time matrices from Figure 3.10a and
3.10b. The curve ray from the source to the receiver deflects from the straight ray path
slightly (Figure 3.10c).
Figure 3.11 shows a few samples of the curve rays from the source to receivers at
different positions using the velocity model inverted from straight ray path assumption.
Figure 3.12a compares the travel time from experimental measurements, the calculated
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Figure 3.9: Diagram showing minimum travel time rule for a stress wave traveling between
point A and point B. (a) Two possible rays with travel time t1 and t2 separately (t1 > t2)
from A to B, actual ray path follows ray with travel time t2. (b) Same ray path is followed
if stress wave travels from B to A in same material.
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Figure 3.10: (to be continued)
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Figure 3.10: Diagram of procedure to obtain minimum time path from source (S) to receiver
(R). (a) Travel time to each grid point from source, using finite difference package [Hole,
1992] and velocity model (Figure 3.8). Cell dimension used is 0.5 cm; (b) Travel time to
each grid point from receiver; (c) Sum of travel times from (a) and (b). Equal to travel time
for minimum time stress wave propagating from S to R, and reflected back. Minimum time
path found by joining points with minimum values within S and R of travel time matrix
(thick solid line). Dashed line defines approximate low velocity zone beneath crater.
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Figure 3.11: Diagram showing a few typical curve ray paths using method described in
Figure 3.10 and shown velocity model.
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Figure 3.12: Comparison of straight ray and curve ray assumption for the second iteration.
(a) Travel times from experimental measurements, and values calculated from velocity
model with straight and curve ray assumption, respectively. (b) Relative offset of calculated
value to measure value for both assumptions.
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Figure 3.13: Histogram of relative error to measured value. (a) For straight ray assumption;
(b) For curve ray assumption, second iteration.
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Figure 3.14: Histogram of relative error to measured value for curve ray assumption, fourth
iteration.
value from straight ray assumption, as well as the value from curve ray assumption for
the second iteration. For each source, the travel time of the three situations are very close
except for the higher shot number, which corresponds to higher receiver index number. The
calculated values with curve ray assumption agree with the experimental data better than
the values with straight ray assumption do for these higher shot number. This is because
receivers with higher index are those placed on the side surface across from the source
(Figure 3.3). Straight ray assumption is not valid any more when rays to these receivers
travel through the highly damaged region beneath the crater.
Figure 3.12b compares the relative error of the calculated values to the measured data.
The error is reduced from 30% for straight ray assumption to 10% for curve ray assumption.
This means the iteration with curve ray improves the inverted result greatly. This is more
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Figure 3.15: (a) Matrix plot of diagonal values of model resolution matrix of 4th iteration.
Values for cells on the edge are very low (0.1); (b) Comparison of diagonal values of model
resolution matrix for four iterations, cells 1 to 200 (See Figure 3.3 for cell index). Values
for cells 1, 20, 21, 40, 41, and 60 are very low, since they are on edge of block.
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Figure 3.16: Compressional wave velocity structure of post-shot San Marcos granite of
shot No. 117 from top surface to depth of 10 cm. (a) Inverted profile using curved ray
paths assumption. Same low pass filter as in Figure 3.7 was applied to get this profile.
Thick solid line defines crater dimension. Low velocity zone extends to∼ 7 cm. Cell index
numbered in the same way as in Figure 3.3; (b) Velocity profile in X direction using dicing
method (See Chapter 4 for detailed explanation.)
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Spall cracksCrater depth = 1.5 cm
Radial tensile cracks
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Figure 3.17: Cross section of shot 117, recovered granite impacted by 3.2 g lead bullet at
1200 m/s showing different types of cracks and damage depth. Cracks highlighted by dye
coolant.
obvious from Figure 3.13, the histogram of the relative error for both straight and curve ray
assumptions.
The procedure described above is continued and Figure 3.14 shows the histogram of
relative error for the fourth iteration. The diagonal values of the model resolution matrix
for each iteration are shown in Figure 3.15. These plots indicate that the fourth iteration
has no obvious improvement over the previous one. Therefore, iteration is stopped at this
point. Figure 3.16a shows the inverted compressional velocity profile from the fourth iter-
ation. Configuration of cracks agrees better with the cross section of the recovered target
(Figure 3.17) than the profile in Figure 3.8. The damage depth defined by the reduced com-
pressional velocity is approximately 7 cm, which agrees very well with the cut open profile
(Figure 3.17).
The inverted velocity profile from tomography method is also compared with that in x
direction obtained from dicing method (Figure 3.16a, b; see Chapter 4 for detailed expla-
60
nation for the dicing method). Similarity of the pattern of low velocity zone beneath the
impact crater on both profiles is observed, although the actual values of compressional wave
velocity for cells are different. One reason for this disagreement is that the measurement
from dicing method is carried out only in one direction, while the tomography inversion is
an average value over different directions. Also this might be caused by the disadvantages
of the two methods. From the test problem, we see that the tomography inversion is suc-
cessful in extracting first-order heterogeneity structure, but is not very reliable in getting
exact values for cells. Uncertainty exists too for the dicing method.
Figure 3.16 also shows low velocity zones in the uppermost corners (cells 1, 20, 21,
40) and the surface near the crater, which do not agree with the experimental results. One
reason for the low velocity corners is probably the poor ray coverage of the uppermost
cell relative to the cells with high ray coverage next to it (see Figure 3.4). The damping
factor used is not high enough to minimize the solution error for this under-determined part.
Values of model resolution matrix for cells near the edge are very low, only about 0.1 for
these cells (Figure 3.15). The surface low velocity deficit near the crater might be caused
by the limitation of the inversion method at the sources stations. We conclude that the low
velocity value for the uppermost corners and the surface are caused by numerical error and
should be ignored.
For this shot in our study, the initial pressure at contact, P0, is calculated to be 10.3 GPa,
using the impedance match method [Ahrens, 1987]. The pressure in the target at distance
r from the impact point, Pr, follows the relation described in Equation 1.1. The maximum
depth of cracking of this shot is determined to be 7 cm from the tomographic inversion.
61
Taken the dynamic tensile strength of San Marcos granite as 0.13 MPa (Chapter 2), and
using Equation 1.1, we found n to be 1.37, very close to the calculated value from Equation
1.2.
3.4 Concluding remarks
A centimeter scale tomography technique is developed in the laboratory in this study. This
method is used to invert the shock-induced low velocity zones beneath crater in San Marcos
granite impacted by a 3.2 g lead bullet at impact velocity of ∼ 1.2 km/s. The main results
in this study are given below:
1. The non-damage tomography method is proved to be a useful method for mapping
the damage and cracking beneath impact craters in the strength regime. More exper-
iments are needed to test the new tomography method.
2. Damage depth of this shot determined using the tomography method is 6 ∼ 7 cm.
This agrees well with the analytical result of pressure calculation, as well as the
examination of the cross section after the recovered target is cut open and that from
the dicing method.
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Chapter 4
Effects of Shock-Induced Cracks on the
Ultrasonic Velocity and Attenuation in
Granite
4.1 Introduction
Damage parameter (D) and crack density (ε) are used to describe the intensity of fractures
in the damaged body. Numerous theoretical models have been developed to relate the ob-
served elastic velocity behavior to crack density of the cracked body. These models fall into
two groups. One group of models assumes the volume concentration of inhomogeneities
such as cracks, cavities or inclusions with other properties in a homogeneous matrix is
small, and the interaction between these inhomogeneities can be ignored [e.g. Anderson
et al., 1974; Hudson, 1990; Kachanov, 1993; Nur, 1971]. Another group of models takes
into account the interaction between the inhomogeneities when the volume concentration
of inhomogeneities is large [e.g. Berge et al., 1993; O’Connell and Budiansky, 1974].
Existence of cracks also affects the attenuation properties of the fractured body sig-
nificantly. Attenuation mechanisms include friction, fluid flow and scattering, of which
friction on thin cracks and grain boundaries is the dominant attenuation mechanism for
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consolidated rocks [Johnston et al., 1979]. At ultrasonic frequencies when the wavelength
is at the same scale as heterogeneities in the rocks, scattering also plays an important role
[Tompkins and Christensen, 2001].
Attenuation phenomenon has not yet received much attention among planetary crater-
ing community because of the difficulty to carry out systematic attenuation measurements
beneath impact craters in the field until recently. Liu and Ahrens [1997] did preliminary
work on attenuation beneath impact craters in the laboratory. They studied shock-induced
damage in a San Marcos gabbro block and related the measured attenuation with the crack
density and damage in the rocks. But their work only measured the attenuation of the rocks
in one direction, and did not take the orientation of the cracks and the propagation direction
into account. In reality, the cracks produced by an expanding spherical shockwave within
a target block include both concentric/spherical and tensile/radial cracks [Polanskey and
Ahrens, 1990]. The combined effect of heterogeneity of cracks on the attenuation is of
interest in this study.
In this work, the recovered San Marcos granite target after impact is cut into 1 cm cubes
and compressional velocity as well as attenuation properties are measured for these cubes
using ultrasonic transmission and pulse-echo methods, respectively, in three directions.
Next section will discuss the experimental techniques, including the ultrasonic velocity
and attenuation measurement methodology. Experimental results will be presented after,
followed by analysis and discussion of the experimental data. The measured stress wave
velocities will be used to calculate the damage parameter and crack density of the fractured
rocks. The measured attenuation parameters are related with the crack information of the
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rocks.
4.2 Experimental technique
The same recovered San Marcos granite in Chapter 3 is used here after the tomography
measurement. A 1 cm thick center-plane slice was cut from the recovered target, then 1
cm aliquots are cut from the plane. We assume that no additional cracks are produced by
the cutting procedures. The cube surfaces were polished until the thickness variations of
any two parallel surfaces reached ± 0.005 mm. The residual water within the samples was
largely removed by heating to 110o C for 24 hours within a vacuum furnace.
Oscilloscope
Sample
Transducer
Pulse
Generator
Trig Pulse
Figure 4.1: Pulse transmission ultrasonic system (modified from Weidner [1987]).
Pulse transmission method [Weidner, 1987] is used for the ultrasonic velocity measure-
ment (Figure 4.1). The PZT P-wave transducers used are Model 1191, Panametrics, central
frequency at 5 MHz. Signal is recorded with an oscilloscope (Gould 6500). Panametrics
couplant D-12 is used for P-wave measurements and alcohol as the couplant remover. The
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P-wave velocity of the sample is given as:
Vp = L/tsample (4.1a)
tsample = tm − tini (4.1b)
where L is the length of the sample, tm is the measured travel time, and tini is the ini-
tial travel time measured without sample between the two transducers. Uncertainty of the
travel time measurement is ± 0.02 µs. The calculated velocity has an error of 2 percent as
estimated by the accuracy of the travel-time and length measurements.
30 mm
10 mm
13 mm
Figure 4.2: Sketch of attenuation measurement system (modified from Winkler and Plona
[1982]).
The pulse-echo technique described by Winkler and Plona [1982] is used to measure the
attenuation coefficient. The transducer/sample assembly is shown schematically in Figure
4.8. The compressional wave transducer (Panametrics, Model V1191, central frequency 5
66
MHz) is placed inside a steel case so as to transmit the surrounding stress. A Panametrics
5052 UA pulser/receiver is used as the transducer’s driver. Two Lucite buffers are used
for coupling with the sample. The Lucite buffer plates are 1.3 cm in diameter, 0.6 cm in
thickness for weak attenuation samples and 0.44 cm in thickness for stronger attenuation
samples. The thickness of the buffer plates is chosen to avoid overlapping of the reflected
waves from different surfaces. Panametrics D-12 couplant is put between all the contact
surfaces. A constant uniaxial stress load is applied through the position screw to the sys-
tem to make sure the good contact between the transducer/buffer and the buffer/sample
surfaces. Stress waves reflected from surface A propagate in the first buffer plate only;
waves reflected from surface B propagate through both the first buffer plate and the sam-
ple. The ultrasonic signals are recorded using a digital oscilloscope (Gould 6500). The
signal was sampled at a period of 4 ns, and the amplitude resolution was 8 bits. Figure 4.3a
and 4.3b are two typical signals showing the two reflected waves from surface A and B for
the 0.6 cm and 0.44 cm thickness buffers respectively. For the thin buffer, the first multiple
from surface A is observed before the reflected wave from surface B (Figure 4.3b). Also
shown in Figure 4.3a and 4.3b are the time windows for fast Fourier transform (FFT), ∼ 1
µs, or 250 data points for surface A reflection, and ∼ 0.7 µs, or 170 data points, for surface
B reflection. Figure 4.4 shows the typical calculated relative spectral amplitudes.
For a plane wave propagating in a medium, the amplitude of stress is given by:
A(x, t) = A0e
−αxei(kx−ωt) (4.2)
where x is propagation distance, ω is angular frequency, k is wave number, and t is time.
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Figure 4.3: Typical ultrasonic record for attenuation measurements and spectral amplitude
of signals. (a) For 0.6 cm thick buffer. Reflected wave from surface A and B are marked
separately. T1 and T2 are time windows used for FFT analysis; (b) for 0.44 cm thick buffer.
Multiple reflection from surface A is arrived before the first reflected wave from surface B.
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Figure 4.4: Calculated relative spectral amplitude of signals. Peak amplitude for surface A
happens at frequency ∼ 4.5 MHz.
The term of A0e−αx represents the attenuation of the amplitude and α is the attenuation
coefficient. A possible correction of attenuation due to wave spreading was not considered.
According to Winkler and Plona [1982], α is calculated in this way:
α(f) =
8.686
2L
ln
[
A(f)
B(f)
(1−R2)
]
(4.3)
where L is the sample length, A(f) and B(f) are the frequency-dependent amplitudes of
the pulse reflected from surfaces A and B of the sample, respectively. R is the reflection
coefficient for the interface between the coupling buffer and sample, defined as:
R =
Cpρ− Cpcρc
Cpρ+ Cpcρc
(4.4)
where Cp and ρ are the P wave velocity and the density of the samples, respectively. Sub-
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script c means the values for the Lucite buffers. In this study, Cpc is 2.68 ± 0.02 km/s and
ρc is 1.19 g/cm3.
4.3 Experimental results
4.3.1 Compressional wave velocity measurements
The ultrasonic compressional velocity measurements for the granite cubes were measured
in orthogonal directions (Table 4.1, Figure 4.5). Unlike the results for San Marcos gabbro
in Ahrens and Rubin [1993], local seismic anisotropy associated with the major vertical
fractures parallel with the specimen edge, or referred as ”side spallation fractures” in Fuji-
wara [1980], is not observed. This is because the impact velocity, ± 1.2 km/s in our study,
is much less than that used in Ahrens and Rubin [1993] for the gabbro shot. The unshocked
intrinsic ultrasonic velocity value far from the crater center section is 6.4 ± 0.2 km/s for
all the three directions (Figure 4.5). Beneath the center of the crater, the intrinsic velocity
value is reached at depth of 6 cm in the x direction; whereas for the z direction, which is
the impact direction and contains the planar radial cracks beneath the crater, the intrinsic
velocity is reached at ± 4 cm. This phenomenon is more obvious in Figure 4.6. At depth
of 4.5 cm in the sample, P wave velocity in x direction is consistently lower than those in z
direction within the region near the crater center line. The P wave velocity approaches un-
shocked values at ± 5.5 cm radial distance from the center line for all the three directions.
Figure 4.7 shows the velocity measurements in all the three directions versus radial dis-
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Table 4.1: Compressional wave velocity beneath impact crater in San Marcos granite, shot
117.
(a) X direction
Radius from Crater Center Line (x), cm
0.5 1.5 2.5 3.5 4.5 5.5 6.5 7.5 8.5
Depth(z), 0.5 cm 4.9 5.2 5.4 5.87 6.29 6.34 6.37 6.45 6.36
Depth(z), 1.5 cm 5.2 5.5 5.84 6.22 6.17 6.34 6.44 6.39 6.41
Depth(z), 2.5 cm 5.57 5.83 6.24 6.29 6.52 6.33 6.22 6.53 6.37
Depth(z), 3.5 cm 5.69 5.83 5.99 6.43 6.29 6.27 6.26 6.55 6.36
Depth(z), 4.5 cm 5.9 5.86 6.0 5.93 5.98 6.17 6.29 6.4 6.32
Depth(z), 5.5 cm 6.37 6.13 6.15 6.21 6.09 6.28 6.34 6.32 6.2
(b) Y direction
Radius from Crater Center Line (x), cm
0.5 1.5 2.5 3.5 4.5 5.5 6.5 7.5 8.5
Depth(z), 0.5 cm 4.9 5.1 6.0 6.39 6.38 6.31 6.39 6.43 6.23
Depth(z), 1.5 cm 5.3 5.5 6.17 5.94 6.03 6.38 6.23 6.36 6.38
Depth(z), 2.5 cm 5.46 5.98 6.15 6.31 6.5 6.37 6.24 6.29 6.55
Depth(z), 3.5 cm 5.84 5.98 6.19 6.14 6.21 6.35 6.28 6.28 6.31
Depth(z), 4.5 cm 5.95 6.18 6.1 6.12 6.19 6.26 6.23 6.33 6.42
Depth(z), 5.5 cm 6.24 6.29 6.34 6.29 6.29 6.32 6.34 6.39 6.43
(c) Z direction
Radius from Crater Center Line (x), cm
0.5 1.5 2.5 3.5 4.5 5.5 6.5 7.5 8.5
Depth(z), 0.5 cm 4.8 5.2 5.4 6.16 6.16 6.25 6.2 6.44 6.27
Depth(z), 1.5 cm 5.2 5.5 5.85 6.06 6.2 6.31 6.34 6.26 6.39
Depth(z), 2.5 cm 5.58 6.11 5.94 6.02 6.59 6.36 6.49 6.28 6.39
Depth(z), 3.5 cm 5.75 5.96 5.85 6.08 6.31 6.43 6.26 6.18 6.36
Depth(z), 4.5 cm 6.06 6.08 6.14 6.11 6.15 6.19 6.17 6.25 6.43
Depth(z), 5.5 cm 6.08 6.1 6.05 6.07 6.16 6.17 6.31 6.31 6.42
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Figure 4.5: P wave velocities as a function of distance from z axis at indicated depths within
sample. (a) x direction; (b) y direction; (c) z direction.
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Figure 4.7: Plot of all velocity measurements in three directions as function of distance
from crater center. Curve line is exponential decay fit of data. See Equation 4.5.
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tance from the impact point, r
(
r =
√
x2 + z2
)
. The relation between the P wave velocity
and the radial distance, normalized by the radius of the projectile, 0.3 cm for this shot, is
found to follow an exponential decay relation:
Vp = 6.24
(
1− e(−0.26±0.01)r/r0) (4.5)
The ultrasonic P wave velocity increase to its unshocked value at r/r0 equals 20, or, the
radial distance∼ 6 cm. This is in good agreement with the observation of the limit of radial
cracking that may be seen in the cross section after cutting the target open (Figure 3.17).
4.3.2 Attenuation measurements
Compressional wave attenuation coefficients are all calculated at frequency of 4.5 MHz, the
central peak of reflected wave from surface A (Figure 4.4) using Equations 4.3-4.4. The
accuracy of calculating p using this pulse-echo method is estimated to be ± 0.05 dB/cm
[Wepfer and Christensen, 1990]. Figure 4.8 shows the relation between the attenuation
coefficients versus the normalized radial distance from the impact point. The general trend
for the three directions is that the attenuation coefficients decrease with the increasing radial
distance from the impact point, following a power decay law:
αx = 15.17(r/r0)
−0.17±0.03 (4.6a)
αy = 15.26(r/r0)
−0.17±0.03 (4.6b)
αz = 12.02(r/r0)
−0.14±0.03 (4.6c)
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Figure 4.8: Attenuation coefficients as a function of normalized radial distance from impact
point for three directions. Lines are power decay fit of data. (a) x; (b) y; (c) z.
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The attenuation coefficients in x and y directions are similar but different from that in z
direction. It is obvious from Equations 4.6 and Figure 4.8 that at the same distance from
the impact point, attenuation parameters in z direction is smaller than those in x and y
directions. Therefore, the amplitude of compressional wave in z direction attenuates less
than those in the directions normal to the orientation of tensile cracks. This is because
tensile cracks extend mostly in z direction, and the effect of cracks on the amplitude of
ultrasonic wave is larger in directions normal to the orientation of cracks, which are x and
y directions, than that in the direction along crack orientation.
4.4 Analysis and discussion
For hypervelocity impact into brittle materials, both concentric/spherical and radial/tensile
cracks are produced (Figure 5 in Polanskey and Ahrens [1990]). The radial cracks propa-
gate further than the concentric cracks, since radial cracks are produced when the tensile
stress in the elastic regime is greater than the tensile strength of the material, which is usu-
ally smaller, by a factor of ten, than the compressive strength. Compressional wave velocity
is reduced substantially by cracks oriented with planes normal to the wave propagation di-
rection [Anderson et al., 1974; O’Connell and Budiansky, 1974]. In Figure 4.9, the plane
of cracks extends in the z direction. Velocity of compressional wave propagating in the x
direction is reduced more than that propagating in the z direction. Therefore, the reduction
of the measured compressional wave velocity in the x direction by the tensile cracks is ex-
pected to be higher than that in the other two directions, which agrees with our observed
results (Figure 4.5, 4.6). The fracture of a cracked media can be described by two rather
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X
Z
Figure 4.9: Schematic diagram showing effect of aligned cracks on elastic waves propa-
gating at different directions. Compressional wave velocity in x direction is reduced more
than that in z direction.
different but ultimately related parameters: (1) Damage parameter, D, used by Grady and
Kipp [1987] and Ahrens and Rubin [1993]; is defined as:
D = 1−
(
V
V0
)2
(4.7)
V and V0 are the effective and intrinsic velocity of the fractured body respectively. (2) Crack
density, ε (Equation 2.3).
The two parameters are closely related. In the work of Ashby and Sammis [1990] to
relate fracture to material strength reduction, damage in a body with inclined cracks of
length 2a is:
D =
4
3
pi (αa)3Nv (4.8)
where α is a geometric constant, and Nv is the number of cracks per unit volume. It is
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obvious that this is the same concept as the crack density comparing equations 2.3 and 4.8.
In this study, definition of damage parameter in equation 4.7 is used, since it is directly
related to our velocity measurements.
From the measured compressional wave velocity of the samples, Dp is calculated from
Equation 4.7. Figure 4.10 shows the damage parameter versus the normalized radial dis-
tance from the impact point for the three orthogonal directions. The data are fitted by a
power decay law function:
Dx = 0.95 (r/r0)
−0.53±0.08 (4.9a)
Dy = 0.99 (r/r0)
−0.54±0.06 (4.9b)
Dz = 1.04 (r/r0)
−0.5±0.08 (4.9c)
Although the measured data are quite scattered, the general trend is that the damage pa-
rameters in all the three directions decay with distance from the impact point. Anisotropy
is not very obvious from the damage parameter calculation.
The effective elastic moduli of a rock M (replace M with the Young’s modulus E, bulk
modulus K, and shear modulus µ is a function of the intrinsic elastic moduli, the matrix and
fluid properties, the crack density (ε), the geometry of cracks and the interactions between
them [e.g. O’Connell and Budiansky, 1974].
The model of O’Connell and Budiansky [1974] takes into account the interaction be-
tween cracks. It is well known that the solution based on this type of model often does not
correspond to experimental data for materials with big contrast in component properties
[Levin and Markvo, 2005]. According to their equations, the shear modulus becomes zero
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Figure 4.10: Damage parameters as a function of normalized radial distance from impact
point for three directions. Lines are power decay fit of data.
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when the crack density is higher than a certain value. Another widely used group of mod-
els does not take into account the interaction between cracks [e.g. Anderson et al., 1974;
Kachanov, 1993]. This assumption is possibly reasonable when the volume concentration
of inhomogeneities is very small. But for most situations, this group of models which do
not account for crack interactions would overestimates crack density from velocity mea-
surements, since it needs more cracks to get same effects when crack interaction does play
a role. For natural rocks, the model of O’Connell and Budiansky [1974] is preferable al-
though it has its own drawback. Therefore, this model is used in our work to calculate
crack density from the measured compressional wave velocities. Figure 4.11 shows the
calculated crack density by using the model of O’Connell and Budiansky [1974] versus the
normalized radial distance from the impact point for the three orthogonal directions. Simi-
larly, the crack density decreases exponentially with the distance for all the three directions:
εx = 0.5 (r/r0)
−0.58±0.09 (4.10a)
εy = 0.5 (r/r0)
−0.6±0.07 (4.10b)
εz = 0.5 (r/r0)
−0.54±0.08 (4.10c)
Uncertainty of the fitting results is high since the data are very scattered. Anisotropy
cannot be concluded from these crack density results.
Now we have the information of both damage parameter and the attenuation coefficient
for the samples, it would be interesting to see the correlation between the two parameters.
Figure 4.12 shows the dependence of attenuation coefficients on the damage parameters for
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Figure 4.11: Crack densities inverted from measured P-wave velocity by using model of
O’Connell and Budiansky [1974] as function of normalized radial distance from impact
point for three directions. Lines are power decay fit of data. (a) x; (b) y; (c) z.
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the cubes measured in the three directions. The attenuation coefficients increase with the
damage parameters consistently for the three situations. The data are fitted with:
αx = 5.94 + (16.59± 1.8)Dx (4.11a)
αy = 5.66 + (17.09± 1.6)Dy (4.11b)
αz = 5.97 + (7.79± 1.2)Dz (4.11c)
unit of α is decibels per centimeter. The intercepts of these equations represent the intrinsic
values of the attenuation coefficients of the samples when there is no shock-induced damage
happened (D equals zero). The values for the three directions are very close (5.66 to 5.97).
However, the slope of the equation for z direction is only about half of the values of x and
y directions. This means that for the same damage parameter obtained from measured P
wave velocity, the attenuation coefficient in z direction is smaller than the values in x and
y directions. The tensile cracks propagating in the impact direction has a larger effect on
the attenuation coefficients in directions perpendicular with it. Therefore, the attenuation
coefficient is a more useful parameter than the wave velocity in describing the anisotropic
orientation of cracks.
Combined with velocity measurement, attenuation coefficient, αp, can provide mi-
crostructure information of cracked media. Liu and Ahrens [1997] gave an empirical re-
lation of crack length (a), crack density (ε) and attenuation coefficient for San Marcos
gabbro:
a =
hε
αp
(4.12)
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where h is an undetermined material constant. More work should be carried out in the
future to get further information about the microstructure of the media studied.
4.5 Concluding remarks
1 cm cubes are cut from a San Marcos granite target block recovered from an impact cra-
tering experiment. Both compressional wave velocity and attenuation measurements are
conducted on these cubes in three orthogonal directions. Damage parameter is calculated
from the measured P wave velocity. The theory of O’Connell and Budiansky [1974] is used
to calculate the crack density of the cracked media from the measured velocity. The main
conclusions obtained from this study are listed as follows:
1. Anisotropy is observed from the ultrasonic velocity and attenuation measurement,
but not very obvious from the calculated damage parameter and crack density.
2. The measured P wave velocity and the normalized radial distance from the impact
point follow an exponential decay relation, shown in equation 4.5.
3. The change of rock properties (D, ε, α) beyond shock pressure regime 1 with the
normalized radial distance from the impact point can be expressed by:
(D, ε, α) = α (r/r0)
b (4.13)
where a and b are fitted constants.
4. Attenuation coefficient is a more useful parameter than elastic velocity in studying
85
the anisotropic orientation of cracks. From Equation 4.11, slope of the linear relation
of attenuation coefficient versus damage parameter in x and y directions is about
twice of the value in z direction.
.
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Chapter 5
Scaling Law
5.1 Introduction
The formation of an impact crater is a combined effect of the size and material of impactor,
the impact velocity, the target material property, and other variables such as local grav-
ity. Cm scale experimental study as well as large scale numerical simulations have been
carried out over several decades to study the dependence of impact consequence, such as
crater ejecta and crater morphology, on the impact conditions [e.g. Holsapple and Schmidt,
1982; Housen et al., 1983; Kadono and Fujiwara, 2005; O’Keefe and Ahrens, 1981]. The
outcome of one impact event can be predicted from the result of others based on the scaled
relations.
The simplest and most common variables used for scaling are size and velocity pa-
rameters, but other variables such as gravitational field or material strength can also be
included. Holsapple [1993] combined a detailed dimensional analysis of scaling for im-
pact processes. For example, the crater dimension such as volume and depth resulted from
a hypervelocity impact can be expressed as function of impactor size and velocity, target
strength, and gravity [Holsapple, 1993]. Various scaling rules exist in the literature for
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crater volume and depth, since these variables are easiest to measure for a hypervelocity
impact and thus most commonly used in the impact cratering community.
Shock-induced damage and cracking beneath impact craters are less affected by the
late stage modification to craters and therefore possible indicator of impact conditions. The
damage and cracking have long been recognized on Earth and the Moon [e.g. Ackermann
et al., 1975; Simmons et al., 1973]. Preliminary work has been carried out to study damage
and cracking beneath craters in the laboratory recently [e.g. Ahrens and Rubin, 1993; Xia
and Ahrens, 2001]. It has been suggested that the cracking information for impact crater is
a very useful constraint for the impact history [Ai and Ahrens, 2004].
Surprisedly, damage and cracking beneath an impact crater has not yet been studied
systematically. The purpose of this work is to explore this important yet not well under-
stood aspect of craters experimentally and to construct a scaling law for damage depth.
Section 5.2 gives the theoretical dimensional analysis. The experimental data are presented
and discussed in section 5.3. Section 5.4 is the summary and future work.
5.2 Dimensional analysis
Dimensional analysis for impact cratering is traditionally conducted in ”strength” and
”gravity regime” [Holsapple, 1993]. Surprisingly, no clear definition of strength has been
given in the available references. It is appropriate to start our dimensional discussion with
clarifying some relevant terminologies. According to Singh [1989], strength of rock is the
ability to resist loads without yielding or fracturing. Ultimate strength of a rock is the max-
imum value of stress attained before fracture. Tensile strength is the ultimate strength in
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tension, while compressive strength is the ultimate strength in compression. The ”strength”
term, Y, to be used in the next part, refers to the uniaxial compressive strength, which is
obtained through uniaxial stress loading test.
Consider the most common and simplest situation: a target material with mass density
ρt and compressive strength Y impacted by a projectile with radius a and mass density ρp at
impact velocity V. The surface gravity is g. A single measure of the crater (C), is a function
of these variables:
C = f(a, ρp, V ; ρt, Y ; g) (5.1)
Left side of the equation can be replaced by crater volume, crater depth and radius, ejecta,
etc. According to the dimensional analysis of Holsapple [1993], Equation 5.1 can be sim-
plified using four dimensionless combinations:
C¯ = f(
ga
U2
,
Y
ρtU2
,
ρt
ρp
) (5.2)
C¯ is normalized measure of the crater. For example, ρtV/m for crater volume, h/a for
crater depth, etc. The first term on the right side, traditionally referred as pi2, represents
the effect of gravity level on the crater. The second term represents the effect of material
strength, and is denoted as pi3. The third term is the ratio of mass densities of target and
projectile. When the projectile is kilometer-sized, the effect of gravity is large compared
with the strength of target, the strength term is ignored (”gravity regime”). Equation 5.2 is
simplified into:
C¯ = f(
ga
U2
,
ρt
ρp
) (5.3)
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On the other hand, when the projectile is only centimeter or meter-sized, the strength of
target is more important (”strength regime”). Equation 5.2 becomes:
C¯ = f(
Y
ρtU2
,
ρt
ρp
) (5.4)
For our experiments carried out at cm scale, strength of the target material is large compared
to the lithostatic pressure. Therefore, pi2 is ignored in this work, and Equation 5.4 is used
for the next discussion.
Historical scaling approaches to impact cratering showed that the relation between the
crater dimension and the strength or gravity term follows a power law [e.g. Holsapple,
1993; Schmidt and Housen, 1987]. The density ratio also has effect on the crater morphol-
ogy. It has been reported that the crater depth is proportional to ρp/ρt [e.g. Love et al.,
1993]. In Schmidt and Housen [1987], the normalized crater volume in the strength regime
is expressed as:
ρtV
m
=
(
ρt
ρp
)1−3v (
Y
ρtU2
)−3µ
2
(5.5)
where µ and v are scaling exponents to be determined. Again, the left side of Equation 5.5
can be replaced by other measurements of the impact crater, such as crater depth, ejecta
velocity, etc.
Damage and fracture feature of impact craters are studied in this work. Here the damage
depth Dd is defined as the deepest distance cracks propagate beneath the impact crater, as
shown in Figure 3.17). If damage depth of impact crater also follows a power law relation
with the strength scaled size (pi3), like other crater measurements such as volume, then the
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damage information could be a very useful constraint for impact history. And this is the
focus of the next section.
5.3 Experimental data and discussion
Two types of rocks, San Marcos granite and Bedford limestone, are chosen since they are
representative of crustal rocks. The compressive strength of the two types of rocks are
∼ 300 MPa and ∼ 120 MPa respectively. These values are taken from Singh [1989], of
which the strength of granite is the average value of the data available for granites in their
work. Impacts at different combinations of projectile material, size and impact velocity are
carried out. Table 5.1 summarizes the impact conditions and the damage depth as well as
the final crater dimensions including crater volume, diameter and crater depth for a series
of experiments carried out in this study. Shots of 8409001 to 0909 are taken from Polanskey
and Ahrens [1990], but the damage depths for these recovered targets are measured in this
study. The impact velocities vary from as low as 0.276 km/s to 6.49 km/s. The diameter
of projectile starts from 0.318 cm for the higher velocity impacts, to 1.27 cm for the lower
velocity impacts.
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Two values of mass for projectiles, m1 and m2, are listed in Table 5.1. m1 is the mass
of projectile only, while m2 is the mass of both projectile and sabot. For shots 1177-1209,
the two values are different. These shots are carried out on the 20 mm propellant gun to
obtain different sizes of projectile. The spheral projectiles embedded in a lexan sabot are
accelerated to desired velocities before impacting the rock targets. Therefore, the apparent
projectile radius, apa, is defined as:
apa =
(
m2
4
3
piρp
)1/3
(5.6)
where ρp is density of the projectile. It is appropriate to use this value, instead of the true
projectile radius, a, for the rest of the analysis. For other shots, since no sabot is used, m1
and m2 have the same value.
Damage depth is measured directly from the cross section after the recovered target is
cut open, determined as the visible distance that the longest tensile crack propagated. This
method is proved to be in agreement with the non-destructive tomography method (See
Chapter 3). Figure 5.1 and 5.2 illustrate typical damage pattern for San Marcos granite and
Bedford limestone respectively, as well as the determined damage depths for the two cases.
Both concentric and tensile cracks are observed, as discussed in Polanskey and Ahrens
[1990]. However, no vertical fractures are observed. This is because the impact velocity
is lower than that used in Polanskey and Ahrens [1990]. Also shown are the top views of
craters of the two shots.
As mentioned in Section 5.2, when the target strength, Y, is large compared to the effect
of gravity (”strength regime”), pi2 is ignored in the analysis and only pi3 is used in Equation
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Crater
Position for (b)
(a)
~
 1
2
 c
m
(b)
Figure 5.1: Shot 1208, granite impacted by ∼25 g lead ball (with sabot) at 800 m/s. Scale
is 5 cm. (a) Top view showing impact crater. Also shown is cross section position for (b);
(b) Cross section of target after being cut open. Tensile cracks extend to ∼12 cm for this
case.
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Crater
Position of (b)
(a)
~
 1
3
 c
m
(b)
Figure 5.2: Shot 1209, limestone impacted by ∼16 g (with sabot) lead ball at 590 m/s.
Scale is 5 cm. (a) Top view; (b) Cross section showing tensile cracks extend to ∼ 13 cm
for this case.
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5.2. This is true for our experiments carried out at cm scale. The effect of gravity, term pi2
is ignored throughout the analysis in this work.
Based on the dimensional analysis in the previous section, the damage depth of craters
listed in Table 5.1 normalized by the apparent projectile radius, apa, over the projectile-to-
target density ratio, is plotted versus the strength parameter, pi3, as shown in Figure 5.3.
The strength size extends from 10−3 to 101, and the normalized damage depth over density
ratio extends from 100 to 104. As expected, the damage depth generally follow a power-
law trend. The slope of the fitted line is -1.27, which corresponds to the value of µ as 0.8,
according to Equation 5.5. For comparison, both energy and momentum scaling are also
plotted in the figure. Slope of energy scaling is -1, corresponding to µ=2/3, while slope of
momentum is -0.5, corresponding to µ=1/3. Fitting result of our data follows the energy
scaling. This result is very interesting and intriguing, since this indicates that the damage
beneath craters is a function of of impact conditions and the damage information could be
used as a very useful constraint for impact history. However, no damage depth data of cm
scale experiments are available from literature.
The normalized crater volume over density ratio is also plotted versus the strength pa-
rameter, pi3 (Figure 5.4). The normalized crater volume extends from 10−3 to 103. Also
included are data from Payne [1965] for impacts into metals. It is observed that the data
from this study and those from Polanskey and Ahrens [1990] follow the same trend, but
not the data from Payne [1965] for metals. Data from this study and those from Polanskey
and Ahrens [1990] are fitted by a power-law function. The slope of the fitted line is -1.79,
which implies that µ=1.2 according to Equation 5.5. This inconsistency might be caused
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Figure 5.3: Normalized crater damage depth by apparent projectile radius, Dd/apa, over
projectile-density ratio, ρp/ρt, as power-law function of strength parameter, pi3 = Y/ρtU2.
Slope of fitted line is -1.27. Note log-log scale of the plot.
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Figure 5.4: Normalized crater volume by apparent projectile volume, ρtV/m as a function
of strength parameter, pi3. Definition of parameters are same as in Figure 5.3. Data for
impacts into metal taken from Payne [1965] are also plotted for comparison. Slope of fitted
line is -1.79.
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Figure 5.5: Plot of crater depth as a function of crater diameter. Linear relation is observed,
and slope is 0.12.
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by confusion of definition of ”strength” in literature. Strength is a strain rate dependent
material constant, as discussed in Chapter 2. Strength for materials under hypervelocity
impact is higher than that of relatively lower velocity impact. Again, both energy and mo-
mentum scaling are shown in this figure for comparison. Our result shows the combining
effect of strain rate on strength and energy scaling.
The crater depth as a function of crater diameter is plotted in Figure 5.5. For compar-
ison, data from Schmidt and Housen [1987] are included. A very clear linear relation is
observed for all the data, and the slope is 0.12.
5.4 Summary
Two types of rocks, San Marcos granite and Bedford limestone, were impacted by pro-
jectiles with various sizes and types at different velocities. Damage depth, Dd for these
hypervelocity impact craters was discussed in this work. It was found that the damage
depth is a function of the impact velocity and the physical properties of target/projectile
combination. In general, the damage depth normalized by the apparent projectile radius,
apa, follows a power-law function with the strength scaled size, which can be expressed as:
Dd
apa
∝
(
ρp
ρt
)A(
Y
ρtU2
)B
(5.7)
where A and B are constants. In this study, A equals 1 and B equals -1.27. This indicates
that the damage depth would be an important measure for impact craters, yet not being
studied systematically before. If combined with other measures such as crater volume and
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depth, it is possible that the damage depth can provide useful constrains for impact history.
This work is the preliminary step in studying damage depth for impact craters. There
are still a lot of issues to be explored. Data on damage information of impact craters, both
from laboratory experiments and from craters in the field, are relatively scarce. More lab-
oratory data are needed under controlled conditions. First, more types of targets such as
sand, sandstone, ice, etc, should be tested to represent the terrestrial and extraterrestrial
surfaces. Second, impact at different angles should be carried out systematically. Third,
effect of gravity is ignored in this work. However, this important effect should be included
in the future. Experiments at different gravity scale should be carried out. Fourth, numer-
ical calculation of large scale impacts should be used as a complimentary tool to simulate
impacts at different impact conditions, including the effect of gravity.
Although our work is only the first step in exploring the damage beneath impact crater,
the result is very intriguing. Information of shock-induced damage and cracking below
impact craters is an important constraint for impact history. It sheds light on the possibility
of using damage information of craters as a constraint for impact history. Combined with
other known parameters such as crater dimension, projectile and target properties, damage
and cracking could provide useful yet unrecognized information on the impact history.
Our work will provide a direction for deploying seismic investigation of low-velocity zone
beneath impact craters in the field.
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Chapter 6
Shock-Induced Damage beneath
Oblique Impact Craters
6.1 Introduction
Natural impact events always happen at impact angles less than vertical [Gilbert, 1893;
Shoemaker, 1962]. However, a large amount of work in the impact cratering field, both
theoretical and experimental, is performed under normal impact condition to allow the
simplification of the problem to two dimensions because of axial symmetry, since vertical
impacts are regarded as a good representation of oblique impacts based on the fact that
oblique hypervelocity impacts with impact angle higher than 30o (90o means vertical im-
pact) produce circular craters similar to that observed in vertical hypervelocity impacts,
according to the comprehensive study of Gault [1978].
Oblique impact craters, Chicxulub and Mansion for example [Schultz and Anderson,
1996; Schultz and D’Hondt, 1996], are often identified by the ejecta pattern, the geophysi-
cal features of the crater, and/or the elongated crater shape for craters impacted at extremely
low angles. However, late stage collapse of the crater and geological process such as ero-
sion and sedimentation would modify and mask some of these features.
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The increase of computation capability of computers during the last decade makes it
possible to carry out three dimensional numerical simulations of hypervelocity oblique
impacts. Pierazzo and Melosh [2000] did calculation for hypervelocity oblique impacts
at different impact angles and concluded that even though the position of the shock front
as it propagates through the target appears symmetric around the impact point for oblique
impacts, the peak shock pressure experienced by the rock target is asymmetric (Figure 6.1).
Dahl and Schultz [2001] also observed stress wave asymmetries in oblique hypervelocity
impact experiments. Unfortunately, stress wave cannot be measured directly for a natural
impact crater in the field. But this intriguing result leads us to look into the shock-induced
damage and cracking, which is directly related to the peak shock pressure, beneath craters
by oblique impacts.
From the discussion of previous chapters, shock-induced damage beneath impact crater
is a potential constraint for impact history. However, the shock-induced damage beneath
oblique impact craters has not been paid attention to by far. This study presents results of
laboratory oblique impacts designed to measure the shock-induced damage beneath impact
craters. Again, San Marcos granite and Bedford limestone, are chosen as target materials
[e.g. Ai and Ahrens, 2004; Ahrens and Rubin, 1993], because they provide convenient rep-
resentative material for low-porosity crystalline rock and high-porosity sedimentary rock.
The low velocity zone beneath the craters caused by shock-induced damage in the recov-
ered targets is mapped.
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6.2 Experiments
Initially, 20x20x15 cm blocks were cut from San Marcos granite and Bedford limestone.
Cratering experimental setup is the same as that described in Chapter 3, except that the
impact angle is at 45o. The projectile used for both shots is a lead bullet, with radius of
0.3 cm and mass of 3.2 g. Impact velocity into granite is 1.2 km/s, and 1.16 km/s for
limestone. The impact velocity is chosen not to fragment the target, while to still produce
measurable compressional wave velocity reduction caused by the shock-induced damage
in the recovered target.
The compressional wave velocities beneath the oblique impact craters are mapped on
two central planes, one is plane A, the plane containing the projectile trajectory; the other
is plane B, the plane normal to plane A (Figure 6.2a). The tomography method described
in Chapter 3 is used for mapping the velocity structure in San Marcos granite. For Bedford
limestone, dicing method described in Chapter 4 is used to measure the velocity directly.
6.3 Results and discussion
6.3.1 Experimental results
Figure 6.3 shows the inverted compressional wave velocity structures of Plane A and B to
depth of 4 cm, for the recovered San Marcos granite block. The lowest P-wave velocity in
the highly damaged region beneath and near the crater reaches ∼ 5 km/s (Figure 6.3), and
the reduction is∼ 20% from the intrinsic velocity of 6.3± 0.1 km/s, determined at 5 MHz.
The depth of the low velocity zones for this recovered granite target extends to 2-3 cm on
108
Plane A
Containing trajectory
Plane B
Normal to Plane A
Projectile
20 cm
20 cm
1
5
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(a)
20 cm
20
 c
m
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1
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X
Z
Α Β
(b)
Figure 6.2: (a) Oblique impact geometry of 20x20x15 cm block. Tomography measure-
ment carried out on two central planes. Plane A containing projectile trajectory, plane B
is normal to plane A; (b) Diagram showing orientation for dicing method for limestone. 1
cm center plane cut from the recovered target, then 1-cm cube cut from the center plane for
velocity measurement in two orthogonal directions, X and Z, which are the horizontal and
vertical impact direction respectively.
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both profiles for Plane A and B. Asymmetry is observed, although not very obvious, for
the inverted compressional wave structure of Plane A, the plane containing the projectile
trajectory (Figure 6.3a). Peak damage extends along the downrange direction from the
impact point. Asymmetry is not observed for Plane B, the plane normal to Plane A (Figure
6.3b).
In the field, craters larger than 1 km in diameter would inevitably experience uplift as
well as late stage modification such as erosion [Melosh, 1989]. Although the morphology or
the crater could be modified by such processes greatly, geophysical features such as gravity
anomaly and low seismic velocity structure beneath impact craters would be preserved
and are possible to be used as constraints for impact history. To simulate the erosion of
upper surface of the crater, a top layer of one centimeter thickness is cut off and the P-
wave velocity profiles of the two center planes of the remaining granite block are mapped
again using the tomography method. The inverted results for the two planes from the
top surfaces to 3 cm depth (the same position of 4 cm depth as before cut) are shown in
Figure 6.4. Similarly, asymmetry of the low velocity zone is observed in Plane A, the plane
containing the projectile trajectory, and higher reduction of the velocity is observed along
the downrange (Figure 6.4a). The damage pattern in Plane B, the plane normal to Plane B
is relatively symmetric (Figure 6.4b).
Compressional velocity measurements of Plane A and Plane B for the recovered Bed-
ford limestone using the dicing method are listed in Table 6.1 and 6.2 and shown in Figure
6.5 and 6.6. The measurement is carried out in two orthogonal directions, x, defined as the
horizontal direction which is parallel to the impact surface, and z, which is perpendicular
110
cm
cm
(a)
m/s
2
4
cm
cm
(b)
2
4
Figure 6.3: Inverted compressional wave profiles of two planes defined in Figure 6.2 for
oblique impact crater (impact angle 45o) in San Marcos granite, shot 121, using tomogra-
phy method. Thick lines define crater dimension. (a) Plane A. Vector illustrates direction
of impact; (b) Plane B. Impact direction is 45o to the paper. Vector is horizontal projection
of the direction of impact.
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cm
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2
4
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4
Figure 6.4: Inverted compressional wave profiles of same central planes as in Figure 6.3,
except that 1 cm top surface layer is cut off. See Figure 6.3 for explanation of Vectors. (a)
Plane A; (b) Plane B.
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with the impact surface (See Figure 6.2b for detailed explanation of the orientation). For
those cubes beneath and near the impact crater region, the low velocity can be as low as
2.7 km/s, with the reduction of ∼ 40%, from 4.6 ± 0.2 km/s, the intrinsic compressional
velocity of Bedford limestone [Ahrens and Rubin, 1993]. The damage depth identified
from these inverted results extends to 3∼4 cm for this oblique impact shot into Bedford
limestone. Both directions, x and z, of Plane A, the plane containing the projectile trajec-
tory, show asymmetric pattern; and higher velocity reduction is observed in the downrange
(Figure 6.5). In contrast, the inverted result for Plane B, which is the plane normal to Plane
A, shows a more symmetric pattern (Figure 6.6).
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Figure 6.5: Compressional wave profiles of plane A for oblique impact crater (impact angle
45o) in Bedford limestone, shot 122, using dicing method. Two directions, x and z, are
horizontal, parallel to impact surface, and vertical impact directions separately. Black solid
line is impact axis. See Figure 6.2b for explanation. Zero velocity represents unmeasurable.
(a) x direction; (b) z direction.
6.3.2 Discussion
The peak pressure for oblique impact craters is strongly dependent on the vertical compo-
nent of impact velocity, V sinθ. According to the direct measurement in the laboratory by
Dahl and Schultz [2001], the peak pressure for oblique impacts follows a modified scaling
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Figure 6.6: Compressional wave profiles of plane B for shot 122 using dicing method. All
notes same as in Figure 6.5. (a) x direction; (b) z direction. Asymmetry is not observed.
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law:
Pr
ρ0c20
∼
[( c0
V sinθ
)µ( r
r0
)]− 2
µ
(6.1)
where ρ0 is uncompressed target density, c0 is the bulk sound speed of the target material,
and µ is material exponent dependent on target properties. They also found that the asym-
metric pattern of peak stress occurs when the impact angle is as high as 45o; peak stresses
downrange are nearly twice those of uprange at the same distance, even in the far field
from the impact point (Figure 7 in Dahl and Schultz [2001]). Their measurements confirms
the numerical simulation of peak stresses beneath oblique impact craters by Pierazzo and
Melosh [2000]. Asymmetric pattern of peak stress is observed even for 60o impact, and
the peak shock pressure is along the projectile trajectory (Figure 3 in Pierazzo and Melosh
[2000]). This asymmetric pattern of stress wave is a consequence of energy coupling be-
tween projectile and target during an oblique impact.
As stated previously, shock-induced damage and cracking are directly related to the
peak pressure beneath impact craters. When Pr equals to the dynamic tensile strength of
the target, Pc, tensile cracks would be produced. The stress wave asymmetry for oblique
impacts, confirmed by both experimental measurement and numerical simulation, is ex-
pressed as asymmetric damage pattern in the recovered targets, as observed in this study
for both granite and limestone.
The peak stresses downrange for oblique impacts decay roughly as P ∼ X−2 [Dahl and
Schultz, 2001]. This means the exponent, µ, in Equation 6.1 is one for this situation. We
can use the scaling relation in Equation 6.1 to get damage depth for oblique impacts from
a vertical impact while keeping other conditions all the same. For a vertical impact into
118
San Marcos granite by the same projectile and impact velocity, the tensile cracks extend
to a depth of 6 ∼ 7 cm, when the peak stress reaches ∼ 0.13 GPa, the dynamic tensile
strength of San Marcos granite. Using the scaling law in Equation 6.1, we calculate the
tensile crack propagating distance from the impact point for oblique impact at 45o into San
Marcos granite to be 4.3 ∼ 5 cm, or 3 ∼ 3.5 cm in depth. This result is in good agreement
of our tomography inversion (Figure 6.4).
Knowing the dynamic tensile strengths for different materials, tensile crack propagating
distance in different types of rocks can also inferred from Equation 6.1 for similar impact
conditions. Rearrange Equation 6.1 into:
P ∼ ρ0V 2sin2θ
(
r
r0
)−2
(6.2)
Taking the dynamic tensile strength of Bedford limestone as 0.06 GPa [Ahrens and
Rubin, 1993], the damage depth for the oblique impact at 45o into limestone by the same
projectile at velocity of 1.16 km/s is scaled to be 4.3 ∼ 5.1 cm, using Equation 6.2 and
damage depth information into granite at velocity of 1.2 km/s (3 ∼ 3.5 cm). Again, this
prediction agrees well with the direct measurement of the compressional wave velocity for
the cubes (Figures 6.5, 6.6).
It should be noted that measurements in this study are carried out in the strength regime,
when the effect of gravity is ignored. For kilometer size impact craters in the field, the result
in this paper may not be applied directly, since gravity would play an important role then.
Furthermore, late stage modification such as erosion and collapse, and center uplift for
complex craters would make situations in the field more complicated. Hence, simulation
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taking into account the gravity effect in larger scale is necessary and would be carried
out in the future. However, the results from our experimental measurements are still very
intriguing; it suggests that the shock-induced damage and cracking beneath craters might be
a unique, while not being paid attention to and/or well understood constraint for projectile
trajectory. This provides an important direction of future research for the impact cratering
community.
6.4 Conclusion
The asymmetric patterns of the peak shock stresses suggested either by the direct laboratory
measurement [Dahl and Schultz, 2001], or the numerical simulation [Pierazzo and Melosh,
2000], are represented as the shock-induced damage asymmetry. Two oblique impacts,
with impact angle at 45o, are carried out in this study. Targets chosen are San Marcos
granite and Bedford limestone respectively.
Cm-scale tomography technique is used for mapping the compressional wave velocity
reduction in the recovered granite. For Bedford limestone, 1-cm cubes are cut from the
recovered target and measured directly for the compressional wave velocities. Asymmetry
of the low velocity zone is observed on the central plane containing the projectile trajec-
tory, and the peak damage extends along the downrange direction from the impact point.
Asymmetry is not observed for the plane across the projectile trajectory. The damage depth
for granite is ∼ 3 cm and ∼ 4.5 cm for limestone.
Information of shock-induced damage and cracking below impact craters is an impor-
tant constraint for impact history. Combined with other known parameters such as crater
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dimension, projectile and target properties, damage and cracking could provide useful yet
unrecognized constraint on the impact history.
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Chapter 7
Numerical Modelling of Shock-Induced
Damage for Granite under Dynamic
Loading
7.1 Introduction
Although experimental parameters such as impact velocity, projectile and target materials,
impactor orientation, can be varied over a wide range in the laboratory, the full range of
parameters of interest, especially for the large, gravity controlled craters in the solar system,
cannot be reached experimentally. Furthermore, the response of rock to effect of gravity
on strength during the formation of large craters affects the transition from the strength
controlled to gravity controlled regime.
Numerical modeling of impact cratering requires detailed constitutive models for rocks.
The behavior of rocks under various conditions of stress can be complicated. Strength of
rocks is usually a function of pressure, temperature, strain, strain rate, sample size, and
damage [Lockner, 1995]. Various models have been used for cratering calculation, includ-
ing the hydrodynamic, elastic, Von Mises (constant shear strength), the Mohr-Coulomb
model (increasing shear strength with hydrostatic pressure), the Johnson-Cook model, etc.
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However, a complete and appropriate description of the constitutive model that takes into
account post-failure deformation and damage response of rocks is still not available. Al-
though treatment of rocks by O’Keefe et al. [2001] and Collins et al. [2004] does include
the influence of pressure, strain, and damage to strength, the elastic moduli derived have
not been compared, in details, with post-impact elastic models. Moreover, the final damage
field calculated from the numerical simulation was not compared with craters. We expect
that when detailed comparisons of calculations to experiments are conducted, additional
constraints on rock constitutive parameters are expected to be obtainable.
We apply JH-2 model, which was originally developed by Johnson and Holmquist
[1999] for ceramics, to geological crustal rocks for the first time. In the next session we will
overview AUTODYN, the package used for simulation in this work [AUT, 2003]. Then a
brief description of the JH-2 strength model coupled with the cracking softening model is
given. We explain in detail how to determine proper JH-2 model parameters for granite
from experimental data in the literature. Finally we present the results of our simulation
for the damage that occurs beneath and surrounding impact craters in crustal rocks. We
compare them with experimental data. The experiments are a continuation of previous ef-
forts oriented toward quantification of shock-induced seismic velocity deficits by Xia and
Ahrens [2001] and Ai and Ahrens [2004].
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7.2 Related work
7.2.1 An overview of AUTODYN
AUTODYN is a finite difference/element hydrocode designed for non-linear dynamics
problems. It has been under continuous development since 1985 by Century Dynamics
Inc. The software uses classical continuum mechanics to describe the dynamic motion
of materials through finite difference/element approximation to the conservation of mass,
momentum and energy, and constitutive equations relating stress, strain, strain rate and
appropriate failure criteria [AUT, 2003]. This software employs eight numerical solvers,
based on Lagrangian and Eulerian algorithm, as well as a very wide range of material mod-
els coupled with extensive range of failure models. AUTODYN is widely used to simulate
the effect on military and civil structures to dynamic loading. It is also proved to be a
powerful tool for replicating planetary impact events [Baldwin et al., 2005].
Lagrangian codes use grid points attached to the material to define unambiguously the
material interfaces and the shock front. For large material deformations, the grid deforms
severely and is subjected to tangling problems. This hinders application of the Lagrangian
codes to hypervelocity impact calculation. In contrast, Eulerian codes do not have this
tangling problem, since they use spatially fixed grids. But Eulerian codes have difficulty
in following accurately boundaries between materials, and the stress history and develop-
ment of cracks. Furthermore, Eulerian codes require more computational resources than do
Lagrangian codes for similar problems. Both methods are not that well suited to conduct
simulation of deformation and damage in materials.
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The Smoothed Particle Hydrodynamics (SPH) method is a meshfree Lagrangian type
solver which defines geometry as well as the hydrodynamic quantities as particles moving
with the flow and interacting with each other [Monaghan, 1992; Benz and Asphaug, 1995].
Since there is no fixed connectivity in SPH, it provides a highly useful alternative to, and
is a great improvement over traditional grid-based finite-difference methods, especially
for describing shear and tensile crack propagation. SPH methods were developed three
decades ago [Lucy, 1977]. Since then, many improvements have been made and it has been
extended to solve a wide variety of hypervelocity impact problems that include the effect
of material strength [e.g. Benz and Asphaug, 1995; Bate and Burkert, 1997].
7.2.2 Description of brittle material model
7.2.2.1 JH-2 model
The JH-2 model is proposed by Johnson and Holmquist [1999] to describe the brittle re-
sponse of ceramics. The model is summarized in Figure 7.1. Shock compression, hydro-
dynamic response of the material before fracture is represented by a polynomial equation
of state:
P = K1µ+K2µ
2 +K3µ
3 (7.1)
where P is pressure, K1, K2, and K3 are constants (K1 is the bulk modulus), and µ =
ρ/ρ0 − 1 for current density ρ and initial density ρ0. Strength of material, both intact and
fractured, is dependent on pressure, strain rate, and damage. The intact strength σ∗i , which
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Figure 7.1: Description of JH2 model for brittle materials (from Johnson and Holmquist
[1999], Figure 1).
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is normalized by σHEL, the equivalent stress at Hugoniot elastic limit (HEL), is given by:
σ∗i = A(P
∗ + T ∗)N(1 + Clnε˙∗) (7.2)
The normalized fracture strength σ∗f is:
σ∗f = B(P
∗)M(1 + Clnε˙∗) (7.3)
where P ∗ = P/PHEL, T ∗ is the normalized maximum tensile hydrostatic pressure. The
actual strain rate, ε˙, is normalized by the reference strain rate, ε˙0, taken as 1.0 s−1. An
upper limit is applied to the fractured strength, given by σ∗fmax . In other words, σ
∗
f ≤ σ∗fmax .
The transition from intact to fractured strength is achieved through a damage parameter:
σ∗ = σ∗i −D(σ∗i − σ∗f ) (7.4)
D is the damage (1 ≥ D ≥ 0), defined as integrated plastic strain:
D =
∑
4εp/εfp (7.5)
4εp is the equivalent plastic strain during a cycle of integration and εfp is the plastic strain
to fracture under a constant pressure P, given as:
εfp = D1(P
∗ + T ∗)D2 (7.6)
127
Under a constant pressure, damage begins to accumulate when the material begins to flow
plastically (D=0). When the material is completely damaged, D=1. Figure 7.2 shows the
definition of damage due to accumulated effective plastic strain. Equations 4.7 and 7.5
describe damage from different aspects. We take Equation 4.7 as the physical expression
of accumulated effective plastic strain in Equation 7.5.
For equations 7.1-7.6, K1, K2, K3, A, B, C, M, N, T, σ∗fmax , D1 and D2 are material
constants either to be derived from quasi static measurements, or to be numerically adjusted
[Johnson and Holmquist, 1999]. A detailed description of the determination of parameters
for granite is given below.
Figure 7.2: Strength, damage, and fracture under a constant pressure and strain rate for the
JH2 model (from Johnson and Holmquist [1999], Figure 2).
7.2.2.2 Tensile crack softening model
The total damage for an impact event includes both shear and tensile cracks [Collins et al.,
2004]. The JH-2 brittle model is appropriate for simulating the inelastic shear cracking
which occurs in the high compressive region ahead of the projectile. In the far field where
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tensile stress plays an important role as well, the damage is induced by the propagation
of tensile crack in the material. The tensile crack softening model described in Clegg and
Hayhurst [1999] is coupled with the JH-2 model to simulate both shear and tensile failure.
The crack softening model simulates the gradual reduction of load carrying capacity of
brittle materials during the late stage when the magnitude of principal tensile stress is in
the same order of shear stress. In AUTODYN, the cracking softening model is implemented
this way: On failure initiation, the current maximum principal tensile stress in the cell is
stored. Then a linear softening slope is used to define the maximum possible principal
tensile stress in the material as a function of crack strain. This softening slope is a function
of the local cell size and the fracture energy (the energy needed to create a unit fracture
surface) of the material, Gf . The fracture energy is related to the fracture toughness through
Gf = K2/E, where K is the fracture toughness, and E is the elastic modulus [AUT, 2003].
7.3 Determination of model constants for granite
A summary of the constants of JH-2 model for granite is listed in Table 7.1. Density is
from the volume and mass measurement. The elastic constants are calculated from the
measured compressional and shear velocity. The following will discuss how to determine
the constants for pressure, strength of both intact and fractured material, and damage.
7.3.1 Pressure
Figure 7.3 shows the axial stress, σ1, and the mean stress/pressure, P, as a function of the
volumetric strain µ during uniaxial strain loading for Westerly granite [Brace and Riley,
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Table 7.1: JH2 baseline and crack softening constants for granite
Density ρ0 = 2657kg/m3
Elastic constants
Modulus of elasticity E = 80 GPa
Poisson’s ratio υ = 0.29
Bulk modulus K1 = 55.6 GPa
Shear modulus G = 30 GPa
Strength constants
Hugoniot elastic limit (HEL) HEL = 4.5 GPa
HEL strength σHEL = 2.66 GPa
HEL pressure PHEL = 2.73 GPa
HEL volumetric strain µHEL = 0.045
Tensile strength T = 0.15 GPa
Normalized tensile strength T ∗ = 0.055
Intact strength coefficient A = 1.01
Intact strength exponent N = 0.83
Strain rate coefficient C = 0.005
Fracture strength coefficient B = 0.68
Fracture strength exponent M = 0.83
Maximum fracture strength σ∗fmax = 0.2
Pressure constants
Bulk modulus K1 = 55.6 GPa
Pressure coefficient K2 = -23 GPa
Pressure coefficient K3 = 2980 GPa
Bulk factor β = 1.0
Pressure constants
Damage coefficient D1 = 0.005 GPa
Damage coefficient D2 = 0.7 GPa
Cracking softening constants
Tensile failure stress Tf = 0.15 GPa
Fracture energy Gf = 70 J/m2
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Figure 7.3: Test data and model for shock pressure-volume response of granite.
1972] and for Climax stock granodiorite [Schock et al., 1973]. The two sets of data are
in very good agreement. The difference between the axial stress and the pressure is an
indication of the strength of the material. The linear hydrostat is also shown to provide a
reference. Pressure constants K1, K2, K3 are obtained by fitting P to µ using Equation 7.1.
Bulking or dilatancy, which is expressed as volume increase or density decrease, is
noticed when brittle materials fail [Brace et al., 1966]. However, a quantitative description
of bulking for granite is difficult to obtain and as dilatancy decreases at high strain rates
[Brace et al., 1966], it has been neglected in the present calculations.
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Figure 7.4: Test data and model for strength of intact and damaged granite.
7.3.2 Strength
The HEL is taken as 4.5 GPa, the average value from [Petersen, 1969]. This includes both
the deviatoric stress and the hydrostatic pressure components. To determine the strength
and pressure components, we follow the method described in Johnson and Holmquist
[1999]. The HEL volumetric strain is solved from HEL, K1, K2, K3, and G as µHEL =
0.045. Substitute µHEL into Equation 7.1 gives pressure at HEL of PHEL = 2.73 GPa.
The equivalent stress, defined as twice of the material shear strength, at HEL is 2.66 GPa
(σHEL). The intact equivalent stress of the material as a function of pressure, from data in
Figure 7.3, is shown in Figure 7.4. Also shown is the calculated value from JH-2 model us-
ing constants in Table 7.1 at two strain rates, 105 s−1 and 10−4 s−1. It seems that the effect
of strain rate is rather small. The strain rate coefficient, C, is assumed to be 0.005, taken as
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the same as ceramic [Johnson and Holmquist, 1999]. Fortunately, as noted previously, this
constant does not influence the result greatly.
Planar impact experiments as well as ultrasonic velocity measurements of samples be-
fore and after impact, described in Chapter 2, were used to determine the dynamic tensile
strength of San Marcos granite. The targets are shaped as discs with diameters of 23 mm
and thickness of 6-7 mm. A Lexan projectile carrying aluminum (Al 2024) flyer plate at
its front, with the thickness of flyer plate ∼ 3 mm, is accelerated by the expansion of pre-
compressed air to velocities in the 13 to 30 m/s range. The peak shock pressure is calculated
using impedance match method described in Ahrens [1987]. We assume the magnitude of
the tensile stress is equal to that of the original compressive stress. Impact velocities, the
calculated tensile stress, as well as the compressional wave velocity measurements of sam-
ples before and after impact for a few typical shots are listed in Table 7.2. The dynamic
tensile strength is determined to be the tensile stress at which tensile cracks start to occur,
detected as compressional wave velocity reduction in the samples. The ultrasonic veloc-
ity reduction is observed at tensile stress between 0.12 and 0.14 GPa. We determine the
dynamic tensile strength of granite is 0.13 GPa.
For tensile pressure, P is given as P = K1µ [Johnson and Holmquist, 1999]. Similar
procedure gives Ptensile = -0.067 GPa and σtensile = 0.08 GPa (Figure 7.4). Extrapolating
this to σ=0 gives tensile strength GPa. This is greater than 0.1 GPa, the value used in
Collins et al. [2004]. The normalized tensile strength is T ∗ = T/PHEL = 0.055. Intact
strength constants A and N are obtained by nonlinear fitting of the experimental data using
Equation 7.2.
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Table 7.2: One-dimensional impact parameters, as well as pre- and post-shot compressional
wave velocities for Al2024 flyer plate into San Marcos granite.
Shot Projectile Tensile Pre-shot Postshot
Velocity Stress Vp, km/s Vp, km/s 4Vp Comments
m/s MPa
Ga11 13.5 120.8 6.45 6.45 0% No visible cracks
Ga7 15.6 140 6.5 5.65 13% Incipient cracks; few well
developed shorter cracks
Ga1 20 172 6.6 5.56 15.7% Incipient cracks; fairly
well-developed cracks;
relatively long spall cracks
Ga3 30 271 6.64 – – Fragmented, not measur-
able
No proper fractured strength data for granite are found. Instead, some fractured data
for marble are used for this purpose [Ramsey and Chester, 2004]. Triaxial extension exper-
iments are carried out on Carrara marble to study fracture mechanism in their work. We fit
the data available to Equation 7.3 to obtain the fracture strength constants, B and M.
More experiments for fracture strength of granite are necessary to obtain a better con-
strain of these fractured strength parameters. The normalized fractured strength is limited
not to exceed the maximum fractured strength, σ∗fmax , taken as 0.2 here, or 0.53 GPa as the
equivalent stress.
7.3.3 Damage
Damage (D) describes the transition from intact to fractured strength. Under a constant
pressure, damage begins to accumulate when the material begins to flow plastically (D =
0). When the material is completely damaged, D = 1. The damage parameters D1 and D2
used by Johnson and Holmquist [1999] are not directly measurable. Instead, numerical
adjustment is applied to obtain D1 and D2 listed in Table 7.1.
134
7.3.4 Tensile cracking softening
The maximum principal tensile stress for the tensile softening model is 0.15 GPa, as noted
above. The associated fracture energy is assumed to be 70 J/m2, which is the value ob-
tained for ceramics [Clegg and Hayhurst, 1999].
7.4 Examples
Using the JH-2 model parameters for San Marcos granite determined above, several calcu-
lations are performed using finite element/difference package AUTODYN 2D to simulate
impacts with different combinations of projectile and impact velocity. Planar impact of Al
into mm scale San Marcos granite discs as well as impact into 20x20x15 cm granite block
by commercial lead bullet and copper ball are simulated. The impact velocities range from
13 m/s to 1200 m/s. Parameters for projectiles are retrieved from AUTODYN library [AUT,
2003]. The results are presented below and compared with experimental results.
7.4.1 Lead bullet impacting granite
Simulation of shot 117, a 3.2 g lead bullet impacting a 20x20x15 cm granite block at
1200 m/s vertically is carried out and compared with our experimental result. Radius of
the projectile is 3 mm. Figure 7.5a shows the initial setup of the simulation, as well as the
locations of the gauges points used. The geometry of the problem setup and the response of
target are assumed to be axisymmetric. The meshfree Smoothed Particle Hydrodynamics
(SPH) solver [Lucy, 1977; Benz and Asphaug, 1995] is used for the projectile and rock
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target, with smoothing particle size to be 0.125 mm for the projectile and 0.25 mm for
the rock target. Figure 7.5b plots the peak shock pressure of the gauge points versus the
normalized distance from impact. Exponential fit of the data gives the initial pressure, P0,
as 8.74 ± 0.56 GPa, which is close to the analytical calculation, 10.3 GPa. The attenuation
coefficient, n is 0.91 ± 0.1, and this is lower than the predicted value, 1.3 (Chapter 3).
Figure 7.6 illustrates the damage accumulation with time for our simulation. During
the early stage of formation of the impact crater, shear damage caused by shear stress is
dominant near the region around the projectile (Figure 7.6a, b). During the later stage,
failure mechanism changes to principal tensile stress and finger-like tensile cracks began
to grow by the tensile strain localization during expansion of the shock wave (Figure 7.6c).
Finally, large tensile cracks are formed and propagate further into the rock target (Figure
7.6d). The excess damage along the centerline in Figure 7.6d is believed to be caused by
the numerical artifact, which is a very common problem for numerical simulation.
The simulated final damage profile is chosen at the time when no more obvious damage
is produced, and the result is compared with the experimental result. For convenience, cross
section showing different types of cracks and damage depth is shown again (Figure 7.7a).
Asymmetry of cracking pattern in experiment is caused by the heterogeneity of the rock
target. The calculated crater depth is∼ 1.5 cm, and crater diameter is∼ 7 cm (Figure 7.7b),
both of which agree well with the experiment. The prediction of radial tensile cracks with
the experimental result is encouraging: shape and depth of tensile cracks for both situations
are very similar. The tensile cracks extend to 6-7 cm for both cases.
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Figure 7.5: (a) Initial setup for simulating shot 117, lead bullet into 20x20x15 cm granite
block at velocity of 1.2 km/s, and location of gauge points; (b) Peak pressure of gauges
versus normalized distance from impact. r is distance, a is radius of projectile. Red line is
exponential fit of data.
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Figure 7.6: Simulated damage contour for shot 117 at several times during impact event.
(a) and (b): During early stage of impact, damage caused by shear stress dominated high
pressure region around projectile; (c) finger-like tensile cracks begin to form due to tensile
strain localization; (d) final profile showing the propagation of tensile cracks.
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Figure 7.7: Cross section of granite impacted by lead bullet at 1200 m/s illustrating crack
distribution. Normal impact. (a) Experimental result; (b) AUTODYN-2D simulation at
0.03 ms. Left panel illustrates material status; right panel illustrates damage.
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Figure 7.8: Cross section of granite impacted by copper ball at 690 m/s. Normal impact.
(a) experimental result; (b) simulation at 0.04 ms. Others are the same as in Figure 7.7b.
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7.4.2 Copper ball impacting granite
Shot 1194, impact of a copper ball (0.64 cm in radius) into a 20x20x15 cm San Marcos
granite block at velocity of 690 m/s is simulated. Except for the impact velocity and pro-
jectile material, the simulation setup is the same as that for Shot 117. Figure 7.8 shows the
comparison between the experiment and simulated result. Again, the agreement concern-
ing the crater depth, number of radial tensile cracks as well as the crack shape and depth
between these two is very good. Crater depth is ∼ 1 cm, crater diameter is ∼ 5 cm (Figure
7.8a, b), and tensile crack depth extends to ∼ 8 cm.
7.4.3 Plate impact of Al flyer plate into granite
The four planar impacts of Al flyer plate into granite discs, listed in Table 7.2, are simulated.
Lagrangian solver is used for both the flyer plate and rock target, with uniform cell size
of 0.1 mm. What we measured in experiments is the ultrasonic wave velocity reduction
perpendicular to the impact surface for these samples. The ultrasonic wave velocities are
indirect measurements of damage.
For a fractured body, the ultrasonic velocity reduction would be high compared with
that with few or no cracks. For our one dimensional planar impacts, cracks produced are
mainly oriented parallel with the impact surface. These cracks would reduce ultrasonic
wave velocities measured in the direction perpendicular to the crack orientation [Anderson
et al., 1974]. As will be discussed below, the simulated damage for the four shots correlates
qualitatively well with the ultrasonic wave velocity measurements and the observations of
cracks within the covered samples.
141
Figure 7.9 shows the different degrees of damage for the four impacts. Here D = 0
means intact, and D = 1 means fully fragmented. Crack is not observed for the lowest
velocity impact, U = 13.5 m/s (Figure 7.9a). No velocity reduction is observed from mea-
surements (Table 7.2). With the increase of impact velocity, tensile cracks are developed.
The number of cracks increases with the impact velocity. For the weak-moderate impact
with impact velocity of U = 15.6 m/s, only incipient and few well-developed shorter cracks
are observed (Figure 7.9b). Long spall crack is seen for the moderate impact with impact
velocity of U = 20 m/s (Figure 7.9c). The samples still remain contact for both cases (D <
0.5). Compressional wave velocity reduction also increases with the impact velocities (Ta-
ble 7.2). When the impact velocity is as high as 30 m/s, severe damage (D > 0.8) is reached
along the spall plane within the sample (Figure 7.9d). The sample is not measurable for
ultrasonic wave velocities at this stage.
7.4.4 Oblique impact
An oblique impact into a 20x20x15 cm granite, with impact angle at 45o, is simulated
using AUTODYN-3D. The projectile is the same as that in Section 7.4.2, and the impact
velocity is 1000 m/s. Figure 7.10 shows the cross section of the recovered target after
being cut open, while Figure 7.11 presents the calculated result for this shot. Asymmetry
is observed on both figures. The pattern of damage and tensile cracks in Figure 7.11 is in
good agreement with the directly measured one (Figure 7.10).
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(a)
(b)
(c)
(d)
U = 13.5 m/s
U = 15.6 m/s
U = 20 m/s
U = 30 m/s
5 mm
Al Flyer plate
Figure 7.9: Simulated damage for plate impact of Aluminum flyer plate into San Marcos
granite at different velocities. Flyer plate shown in green, is ∼ 3 mm in thickness. (a) U
= 13.5 m/s. No visible cracks observed; (b) U = 15.6 m/s. Incipient cracks as well as few
well-developed shorter cracks observed. (c) U = 20 m/s. Except cracks observed in (b),
relatively long spall cracks observed. (d) U = 30 m/s. Sample fragmented, ultrasonic wave
velocity not measurable.
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Impact
5 cm
Figure 7.10: Cross section of granite impacted by copper ball at 1000 m/s, experimental
result. Vector shows impact angle at 450. Visible tensile cracks are highlighted.
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1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0
5 cm
Impact
Figure 7.11: Simulated result at 0.1 ms for shot shown in Figure 7.10.
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5 cm
Material status
Void
Hydro
Elastic
Plastic
Bulk Fail
Fail 11
(a)
20 m
Material status
Void
Hydro
Elastic
Plastic
Bulk Fail
Fail 11
(b)
Figure 7.12: Simulated result shown effect of gravity on formation of tensile cracks. Nor-
mal impact. (a) 500 g, ap=3 mm; (b) 1 g, ap=1500 mm. Left panel illustrates material
status, right panel for damage status. Notice different scales on the two plots. See text for
discussion.
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7.4.5 Effect of gravity on damage and cracks
Large craters formed in a planetary gravity field can be simulated by much smaller pro-
jectiles at elevated gravity using a geotechnical centrifuge, on the condition that similarity
between the two cases is satisfied [Schmidt and Housen, 1987]. The similarity means that
the product of G and a should be constant for two impacts, where G is the planetary gravity,
and a is the projectile radius. Therefore, a large impact with G=1g, where g is the gravita-
tional constant, and a=1.5 m should be similar with a small scale impact with G=500g, a=3
mm, keeping other impact conditions the same.
The effect of gravity on propagation of cracks is also investigated numerically. The
two impacts mentioned above are simulated using the JH2 model parameters for granite.
The dimension of target is scaled accordingly. For both cases, projectile is lead and impact
velocity is 1200 m/s. Figure 7.12 compares the damage profiles at the final stage. Figure
7.12a has less tensile cracks than Figure 7.12b, especially in the deep region, no obvious
tensile cracks are observed in Figure 7.12a. This phenomenon indicates that existence of
high gravity prevents the propagation of cracks. This can be explained by the relatively
large hydrostatic pressure in the deep depth, which has a negative effect on the propagation
of tensile cracks.
7.5 Conclusion
This work is intended to provide a preliminary quantitative description of response of ge-
ological material to impact loading. The JH-2 constitutive model to describe mechanical
character of brittle material is applied to granite for the first time and is coupled with a ten-
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sile crack softening model to simulate impacts with different combinations of projectiles
and impact velocities. The strength, pressure and damage characteristics determined either
from direct experimental data, or from indirect numerical calibration, appears to predict
the extent of damage and tensile crack propagation into the rock target to an encouraging
degree. Uncertainties remain regarding the determination of model constants of fracture
strength and energy, indicating that more detailed experimental data of fracture strength of
shock damaged granites are needed.
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Chapter 8
Future Work
The previous chapters describe systemically our preliminary study of shock-induced dam-
age in rocks and the application to impact cratering. However, there is a very rich field and
a lot of aspects are still to be explored.
Only two types of rocks are used in this study to obtain the scaling relation. Other
typical terrestrial and planetary rocks, such as sandstone, ice, etc, should be included to
have a full coverage of geological materials. Furthermore, multi layer targets, instead of
one single target, should be used to represent the real geological conditions. If possible, the
dimension of both target and projectile should be varied within a much larger range. More
oblique impacts should be carried out, since it is a very interesting field itself and the result
might be very intriguing.
The ultrasonic tomography inversion for the low porosity granite is a big improvement
over the traditional dicing method. But still there is uncertainty with this method and it
is not the most efficient way. In the future, other new method (such as CT inversion) is
suggested to be tried and compared with previous results. The very important yet most
difficult part is to carry out seismic exploration in the field and to build a database of
damage depth for impact craters.
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It is also true that a lot of questions are left unexplored in the field of simulation. For
example, different strength models should be tested and compared for San Marcos granite
and more static mechanical experiments be carried out to reduce the error of the determined
model parameters. Simulation for other geological materials should also be initiated.
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