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Abstract. This work is concerned with the numerical implementation of the space-transforma-
tion approach in porous media modeling. Space transformation is a mathematical approach that
simplifies the study of multidimensional problems by reducing them to unidimensional ones. In par-
ticular, the implementation aspects considered in this work include (i) the development and testing
of numerical space-transformation algorithms for three-dimensional, space-dependent functions that
can be used to model flow within porous media, and (ii) the use of these algorithms to solve partial
differential equations governing groundwater flow. We also establish the competitiveness of the space-
transformation-based numerical procedures in terms of accuracy and speed. Further improvements
in computational speed can be accomplished by parallel implementation of the space-transformation
calculations. The space-transformation method is shown to provide a computationally efficient ap-
proach for obtaining three-dimensional flow solutions that honor the boundary conditions. This
approach can be also used in stochastic flow modeling to generate multiple realizations of the ran-
dom hydraulic head field.
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1. Introduction. Scientific and engineering applications are often based on our
ability to obtain accurate solutions of differential equations that model physical pro-
cesses. In the case of physical processes that involve multidimensional media with
spatially and/or temporally variable properties—which include most problems of in-
terest in environmental sciences—the solution of the differential equations represents
a major modeling challenge. Indeed, analytical and numerical solutions to multi-
dimensional stochastic problems may be very difficult to obtain (Cushman (1990),
NRC (1990)). Numerical approximation of multidimensional problems requires fine
discretization in space and time to capture the variability associated with random
media. This fine discretization can lead to overwhelming requirements for compu-
tational memory and speed. In heterogeneous systems, ill-conditioned matrices may
cause iterative matrix solution methods to be prohibitively slow and expensive (e.g.,
Ababou et al., 1989). Computational effort can be reduced by simulating systems in
lower dimensions. However, modeling natural systems in fewer than three dimensions
introduces certain errors due to the dependence of the fluctuation effects on the di-
mensionality (e.g., Bakr et al. (1978), Dagan (1979), Tchelepi (1994), Tchelepi and
Orr (1994)).
One approach for overcoming some of the pitfalls associated with numerical so-
lutions in multidimensional media is provided by means of the space-transformation
analysis. Generally, space transformations (ST) are mathematical operations that
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simplify the study of multidimensional problems by reducing them to unidimensional
problems (Christakos (1984a, 1992); Christakos and Panagopoulos (1992)). Even if a
closed-form solution cannot be obtained for the corresponding unidimensional prob-
lem, numerical solutions in one dimension are much faster and more accurate than
for the original problem. Examples of successful applications of the ST concept in
stochastic analysis include the development of criteria of permissibility for spatial
correlation models (Christakos (1984b)) and the turning bands simulator (Tompson,
Ababou, and Gelhar (1989)). In addition, there is great potential for using ST in
the study of multidimensional partial differential equations with space- and/or time-
dependent coefficients as described in Christakos and Hristopulos (1994, 1997). Here
we focus on implementing the procedure outlined in these works for the solution of
three-dimensional steady-state groundwater flow by developing the numerical tools
for applying ST. This paper is structured as follows: In section 2 we present a brief
review of the ST theory. In section 3 we discuss the implementation of one of the ST
operators and its inverse. In section 4 we present a brief theoretical overview of the
ST solution of the steady-state flow equation together with its numerical solutions.
2. A brief review of the theory of ST. In the analysis of subsurface pro-
cesses, field parameters such as permeability and porosity are commonly treated as
spatial random fields (e.g., Neuman (1982), Naff and Vecchia (1986)), the realizations
of which are multidimensional functions from a statistical ensemble that appear with
frequency determined by the multivariate probability distribution. Thus, it is possible
to obtain estimates that account for the variability and the uncertainties inherent in
most environmental processes. In general, STs are mathematical operations that map
a process defined on a multidimensional space onto a space of reduced dimensional-
ity. The ST operators can be applied to random field realizations, if the latter are
integrable functions, or to the statistical moments of the random field (Christakos
(1987, 1992)). Below we briefly review the definitions of ST operators and some of
their properties.
Let Rn be the n-dimensional Euclidean space, s = (s1, s2, . . . , sn) ∈ Rn denote
the position vector, and θ denote a direction vector on the generalized unit sphere
Sn−1. Let fn(s) be a function defined on Rn that is either rapidly decreasing or has
a compact support. Then we can define a mapping T 1n from the space R
n into the
space R1 × Sn−1 as follows:
T 1n : fn(s)→
∫
dsfn(s)δ(p− s · θ),(2.1)
where p ∈ R1 and δ(·) is the singular distribution known as the Dirac delta function.
The image of the mapping for all the direction vectors on Sn−1 and all real numbers p
is known as the Radon transform (Helgason (1980), Deans (1993)) or as the plane wave
integral (John (1955)). The T 1n transformation in a specific direction represents the
projection of the n-dimensional function on the hyperplanes that are perpendicular
to this direction. The mapping (2.1) is an ST expressed as the integral of the function
fn(s) over the hyperplane that is perpendicular to the direction vector θ and is located
at a distance p from the origin (this ST is usually called an ST-1 in order to be
distinguished from other kinds of ST; see also below).
The infinite line in the direction of the vector θ is called an ST line. The operator
T 1n reduces an n-dimensional function to a one-dimensional function defined as
T 1n [fn](p,θ) = f̂1,θ(p).(2.2)
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Fig. 1. A cubic three-dimensional domain and the T 13 transformation plane in the direction θ
with projection length p. The T 13 [·](p, θ) represents the integral of a three-dimensional function over
the plane.
In the case of an isotropic function fn(s) with infinite support, the T
1
n is also isotropic,
i.e., the function f̂1,θ(p) is independent of the orientation of the direction vector θ.
This is not true in the case of a finite support that lacks spherical symmetry. Figure 1
shows the intersection of a transformation plane with a compact rectangular support.
The equations that determine the intersections of the transformation planes in a cubic
support are obtained in Appendix I. The ST f̂1,θ(p) is equal to the integral of f3(s)
over the planar domain defined by the intersection of the support with the infinite
plane that is perpendicular to θ and is located at distance p from the origin. A
different direction vector will, in general, lead to a different ST function. Note that
the finite support acts as a spatial filter for the n-dimensional function, which permits
the ST integral operator (2.1) to be always well defined. In exchange, the compact
support introduces boundary effects in the space-transformed functions.
We present without proof certain properties for the T 1n that will be used later;
proofs can be obtained directly from the T 1n definition using the properties of gen-
eralized functions (an excellent review of the theory of generalized functions may be
found in Gel’fand and Shilov (1964)):
(a) scaling:





T 1n [fn(s− a)] = f̂1,θ(p− θ · a); and(2.4)
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(c) complementarity:
f̂1,θ(p) = f̂1,−θ(−p).(2.5)
The complementarity property reflects the fact that the mapping from the space
R × Sn−1 onto the space of the n-hyperplanes leads to a double covering of the
hyperplane space. Single covering is obtained by restricting the transformation to
positive projections p > 0 or to one hemisphere of the unit sphere.
Another ST is the Ψ1n-operator defined by
Ψ1n[fn](p,θ) ≡ ΩT 1n [fn](p,θ) = f1,θ(p),(2.6)















[·], n = 2m,
(2.7)
where Sn = 2π
n/2/Γ(n2 ) represents the surface area of the n-dimensional unit sphere
Sn−1,Γ is the gamma function, and H denotes the Hilbert transform (the Ψ1n is
sometimes called the ST-2).
The inverse ST Ψn1 and T
n











f1,θ(s · θ)dθ = fn(s)(2.8)
and
Tn1 [f̂1,θ](s) = Ψ
n
1 Ω[f̂1,θ](s) = fn(s).(2.9)
In the spectral domain, the ST and their inverses turn out to have simple algebraic
forms. In particular, for the T 1n we have
T 1n [f̃n](ω,θ) = f̃n(w) =
ˆ̃
f1,θ(ω)(2.10)
along the wave vector w = ωθ, where f̃ denotes the Fourier transform of f . For the
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3. Numerical implementations of the ST. The ST flow solution is formu-
lated in terms of the ST T 13 and its inverse T
3
1 . In this work we use a real-space
implementation described below. In the case of unbounded domains spectral algo-
rithms may lead to faster numerical codes through the use of fast fourier transforms.
First, we study the implementation of the ST involved in the flow solution, and we
investigate issues related to the accuracy and the numerical complexity of the algo-
rithms.









(the translation a determines the location of the maximum). Here we assume that the
Gaussian function is centered at the center of the domain. The T 13 can be implemented
on a function f3(s) defined over a rectangular support either continuously or discretely
by its values at the nodes of the numerical grid. A set of user-specified unit vectors is
generated, which defines the directions of the transformation planes. The choice of the
transformation directions is discussed in more detail in section 3.2 on the inverse ST.
Each unit vector θ(χ, φ) is defined in terms of the polar angle and azimuthal angles
(see Fig. 1). The unit vectors have the standard representation in the Cartesian
coordinate system
θ = (sinχ cosφ, sinχ sinφ, cosχ).(3.2)
In order to obtain a single covering, as we discussed in section 2 above, only unit
vectors θ in the northern hemisphere (i.e., χ ∈ [0, π/2]) are used. Hence, the projection
length p is allowed to assume both positive and negative values.
The T 13 involves the planar integrals of the three-dimensional field over the planes
perpendicular to the direction vectors for specified projection lengths. Note that the
numerical evaluation of the planar integrals involves the value of the function at off-
grid points. In the case of a function that is defined only by means of its discrete
values on the nodes of a grid, a linear interpolation scheme is used to obtain inter-
mediate values between the grid nodes. For a random field, oversampling with this
interpolation scheme may lead to artificial smoothing and variance reduction. Thus,
we have implemented a discrete-summation approximation of the integral that adapts
to the discretization of the three-dimensional grid. We have also tested a standard
adaptive quadrature integration routine for use with smoother functions. If the pla-
nar domains involved in the calculation of the ST are large, numerical integration by
means of the techniques described above may converge slowly. In this case, as well
as in the case of random fields with strong fluctuations, Monte Carlo methods could
provide a more efficient integration scheme.
The accuracy of the numerical representation and the integration schemes was
evaluated by means of the T 13 of the function f3(s) in (3.1). Using the definitions
(2.1) and (2.2), together with the scaling (2.3) and shifting (2.4) properties, the T 13
of the Gaussian function (3.1) is found to be
T 13 [f3(s)] = π`
2 exp
[





In order to accurately implement the ST by means of the asymptotic expression (3.3),
the grid dimensions must be larger than the characteristic length of the Gaussian, since
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otherwise the T 13 will be underestimated. For the purpose of this calculation we use a
cubic grid with N3 = 49 nodes per side and length of each side L = 6`. This support
contains 99.7% of the infinite integral involved in (3.3). For the purpose of one-
dimensional integration, a fixed discretization withNP = 49 points per transformation
line is used.
In Fig. 2 we plot the analytical results from (3.3) and the numerical estimates
of the T 13 transformation along three directions (lines) in space. Both numerical
estimates are based on a discrete-summation approximation of the plane integral.
The plots in Fig. 2 compare the analytical expression (3.3) with the numerical ST
obtained (a) using the discrete representation of the function at the grid nodes with
linear interpolation for points that are not on the grid, and (b) using the exact values
of the Gaussian at the intermediate points. All three methods lead to almost identical
results. In the plots we show the exact solution (continuous lines) and the estimates
obtained using the discrete representation of the function (triangles and circles). Both
representation schemes provide accurate estimates of the analytical expression (3.3).










where f̂∗1,θ(pi) is the numerical value of the T
1
3 in the θ-direction. The T
1
3 summation
along θ does not include the values of the transformation at the endpoints of the
line. The values of the normalized estimation error for five directions θ are given in
Table 1. The first entry in each of the rows of the second column represents the value
of the error parameter using the interpolation scheme; the second entry represents
the value obtained using the exact representation of the three-dimensional function.
In both schemes the normalized estimation error is less than 0.05%. Therefore, we
conclude that the discrete on-grid representation—in combination with the linear
interpolation for off-grid points—provides an accurate scheme for the calculation of
T 13 . The integrations involved in T
1
3 were carried out using the trapezoidal rule.
Nearly identical results are obtained if an adaptive quadrature integration scheme is
used instead. In calculations of the T 13 of random fields the trapezoidal rule is used
instead of the adaptive quadrature for the reasons discussed above. The dependence
of S13(θ) on the grid discretization for five random directions is shown in Fig. 3.
Finally, we have studied the performance of the T 13 routine in terms of CPU
time, denoted by tCPU , for various sizes of the three-dimensional grid. The numerical
calculations for this test have been performed on an SGI Iris R3000 workstation. In
Fig. 4 we show a logarithmic plot of the CPU time tCPU (in seconds) vs the logarithm
of the grid size N3. The slope of the curve represents the exponent of the tCPU vs.
N3 power-law scaling, and is approximately equal to 1.95 ± 0.13. The primary cost
of T 13 is due to the integration over the transformation planes. For a fixed number of
ST lines this process scales proportionally with the number of nodes on the planes.
Therefore, a leading-order estimate that neglects finite-size effects gives tCPU ∝ N23 .
The observed scaling exponent is smaller, due to finite-size effects.
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Fig. 2. Plots of the exact solution (continuous lines) and the numerical estimates (markers)
of the T 13 transformation of the Gaussian function (3.1) for three randomly selected transformation
directions θ(χ, φ). The direction (1) corresponds to (1.22, 0.68); the direction (2) to (1.73, 2.16);
and the direction (3) to (0.94, 2.98). For the direction (1) we show all the estimation points (open
triangles), while 15 points are shown in the directions (2) (full triangles) and (3) (full circles).
Table 1
Values of the normalized error estimate S13(θ) for five different ST directions as defined by the












3.2. The T 31 algorithm. The inverse ST T
3
1 of the one-dimensional function
f̂1,θ(p) involves two steps: (i) application of the Ω operator (2.7) to obtain f1,θ(p)
and (ii) using the Ψ31 ST (2.8) to reconstruct the three-dimensional function f3(s).
The Ω operator in three dimensions is given by
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Fig. 3. Plot of the error estimate S13 for the function (3.1) vs. the number of nodes per side N3
for five transformation directions: (1.22, 0.68), (0.87, 1.41), (0.94, 2.98), (1.73, 2.16), and (1.71, 0.32).
The T 13 transformation is evaluated using NL = 200 lines and NP = 90 points per transformation
line.











dχ sinχf ′1,θ(s · θ),(3.6)
where f ′1,θ(p) = f1,θ(p) + f1,θ(−p). In theory, the Ψ31 reconstructs exactly a three-
dimensional function from its projections on all possible directions (Christakos (1984a,
1992)). In practice, however, Ψn1 is evaluated from a finite set of projections, and (3.6)
is replaced with a discrete summation. Discretization poses a number of problems
related to the nonuniqueness of the function reconstructed from a finite number of
projections (Louis (1986)). Fortunately, it has been shown that arbitrarily good
approximations can be constructed by increasing the number of ST lines. It is also
possible to improve the solution by imposing conditions based on optimality criteria
or a priori information. In addition, the inverse problem is technically ill posed,
thus leading to solutions that may be unstable with respect to small perturbations of
the projections (e.g., Tikhonov and Goncharsky (1987)). The ill-posedness may be
particularly relevant in the calculation of ST of spatial random fields. The stability
of the ST solutions for random fields can be improved by using frequency filters that
smooth out the fluctuations of the field (Jain (1989)). Several schemes have been
investigated that lead to different choices of ST lines (e.g., Jain (1989), Tompson,
Ababou, and Gelhar (1989), Deans (1993)). Ill-posedness is due to the numerical
implementation of the inverse operator T 31 = Ψ
3
1Ω (2.9) that involves the second-
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Fig. 4. Log-log plot of the CPU time (seconds) vs. the grid size. All transformations have been
calculated using NL = 200 lines and a line discretization of NP = 49 points per transformation line
on an SGI Iris R3000 workstation.
order derivative of the T 13 . Hence, the inverse ST operation becomes unstable to
small perturbations of the projections. However, the ST solution of the flow equation
presented in section 4.1 below does not involve the differential operator Ω, and, thus,
it overcomes this problem.
Herein we use a discretization scheme that leads to a uniform distribution of the
projections over the surface of the unit sphere (Jain (1989)). The set of direction vec-
tors θjk is given in terms of pairs (χj , φjk) of azimuthal and polar angles determined













, k = 1, 2, . . . ,Kj ,(3.8)








where b c denotes the integer part and the constant c is obtained by specifying K1.
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Fig. 5. Plot of the normalized estimation error S31 for the Ψ
3
1 transformation of the one-
dimensional function (3.12) vs the grid size N3. The transformation was evaluated using NL = 200
transformation lines and NP = 90 nodes per line.





The numerical implementation of the inverse ST Ψ31 for a user-specified finite set
of NL lines is obtained in terms of the summation of the Ψ
1
3-values of the function







The above discrete approximation of (3.6) is justified because the projections of the
ST lines are uniformly distributed over the unit sphere, and consequently they all
have identical integration weights 1/NL. Note that (3.11) can also be used when the
transformation lines are randomly oriented with uniform distribution over the sphere,
as for the reconstruction routine of the turning bands code (Tompson, Ababou, and
Gelhar (1989)). We used both uniformly and randomly oriented ST lines to test the
accuracy of the inverse ST, but only uniformly oriented lines for solving the flow
equation (section 4 below), because this scheme gave more accurate results.
The Ω operator does not have to be implemented explicitly for solving the flow
equation, since the second derivative of the T 13 is obtained directly as the solution
SPACE TRANSFORMATIONS IN POROUS MEDIA 629
Fig. 6. Log-log plot of the CPU time (seconds) required for the evaluation of the Ψ31 transfor-
mation of the one-dimensional function (3.12) versus the grid size. The Ψ31 transformation has been
evaluated using NL = 196 lines on an HP 9000/735 workstation.
of the transformed one-dimensional equation, as we show in section 4 below. Hence,
we are interested in the accuracy of the operator Ψ31. Note that in view of (2.6) and
(2.8), Ψ31Ψ
1
3 = I, where I denotes the identity operator. The numerical Ψ
3
1 inversion















The numerical result was then compared with (3.1). There are three discretization
parameters that affect the accuracy of the inversion routine: (i) the number of trans-
formation lines NL; (ii) the discretization of the three-dimensional grid, i.e., the num-
ber of nodes per side N3; and (iii) the line discretization, i.e., the number of points
per transformation line NP .
We examined the accuracy of the inversion routine as a function of the above
discretization parameters using a cubic grid with sides L = 6`. In order to evaluate
the performance of the inversion routine we compare the summation of the Gaussian
field values over the grid with the sum of the values estimated using the inversion
scheme (3.6). The normalized estimation error is defined by
630 D. HRISTOPULOS, G. CHRISTAKOS, AND M. SERRE
Fig. 7. A two-dimensional cross section of the head and conductivity domains used in the flow
problem. The hydraulic conductivity is defined on a cubic grid of size LK , while the hydraulic head
is evaluated on a cubic grid of size LH . The constant hydraulic head conditions are imposed on the









where f∗3 (x) represents the estimate obtained from the numerical inversion, and f3(x)
represents the actual value of the field given by (3.1) above. We first evaluated the
Ψ31 with an inversion routine that uses 200 randomly oriented transformation lines
and a line discretization with 90 points per transformation line. In Fig. 5 we plot
S31 as a function of the nodes per side N3. The S
3
1 levels off at a value of 8.8% for
N3 greater than 97, and it decreases by less than 2% as N3 increases from 13 to
193. We also investigated the accuracy of the inversion algorithm by using uniformly
oriented lines, and found very similar results. In addition, we tested the accuracy of
the inversion algorithm with respect to the number of lines. We found that a large
increase in the number of randomly oriented lines (from 100 to 1000), resulted in
about 15% reduction in S31 . The reduction in S
3
1 was less noticeable for uniformly
oriented lines. Furthermore, we found that in solving the flow equation the accuracy
does not improve by increasing the number of uniformly oriented lines above a certain
threshold, as we will discuss in more detail in section 4 below. We also tested the
accuracy of the inversion routine as a function of the line discretization NP and found
that it is not sensitive to this parameter.
Finally, we investigated the efficiency of the numerical Ψ31 operation. We found
that the CPU time tCPU scales linearly with the number of ST lines used, as is
expected based on (3.11). In Fig. 6 we plot the logarithm of the CPU time (in seconds)
required for the evaluation of the Ψ31 vs. the logarithm of the grid discretization. We
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Fig. 8. Hydraulic head profile vs. coordinate in the flow direction for linear conductivity vari-
ation. The exact solution (continuous line) and the ST estimate through the planes s1 = s3 = 0
(squares) and s1 = s3 = −L/2 (diamonds) are shown.
used 196 lines for this run. It is shown that the CPU time scales as tCPU ∝ N2.99±0.103 .
The exponent of this experimental scaling relationship shows that, for a constant
number of lines, the CPU time scales linearly with the number of three-dimensional
nodes N33 .
4. Solution of the three-dimensional flow equation.
4.1. A theoretical review of the ST method. Christakos and Hristopulos














where H3(s) is the hydraulic head and K3(s) is the hydraulic conductivity. Below,
we briefly review the main results of the ST approach.
The three-dimensional hydraulic head is given by the expression


















632 D. HRISTOPULOS, G. CHRISTAKOS, AND M. SERRE
Fig. 9. Plot of the normalized estimation error E3 vs. the line discretization (i.e., the number
of points per transformation line).
is a function that depends on the direction vector and represents the unidimen-
sional boundary conditions (BC). The solution (4.2) is based on an ST of the three-
dimensional flow equation that leads to unidimensional flow equations in the direction
of the ST lines. In the above, surface terms generated by the ST of the partial deriva-
tives are neglected. The function κ̃θ(·) is given by the ratio of two STs that involve
both the unknown local three-dimensional hydraulic gradient and the hydraulic con-
ductivity. In the case of a constant specific discharge vector Q = −K3(s)∇H3(s), it










In more general situations, the function κ̃θ(·) can be estimated by means of the
uniform hydraulic gradient approximation presented in Appendix II. This scheme as
well as the solution of the flow equation including the surface terms will be investigated
in detail in a forthcoming publication.
The numerical implementation of (4.2) is based on the discretized expression












In the case of three-dimensional flow within a rectangular domain the BC commonly
involve constant hydraulic head on two opposite domain faces and no-flow conditions
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Fig. 10. Plot of the normalized estimation error E3 vs. the number of transformation lines for
the following discretizations (NP = N3): (i) N3 = 21 (circles), (ii) N3 = 41 (squares), and (iii)
N3 = 81 (diamonds).
on the remaining faces (e.g., de Marsily (1986)). The unidimensional BC given by
(4.3) above represent the rate of change of the hydraulic head projection on the
transformation planes. Hence, the unidimensional BC cannot be determined entirely
from the three-dimensional boundaries. In practice, a finite number NL of ST lines is
used, and the unidimensional BC are subsequently represented by a finite set of NL
values Ĵ1,θ(0). If the hydraulic head is known at NL locations on the boundaries or
within the flow domain, the Ĵ1,θ(0) can be determined by solving the linear system of
NL equations generated by (4.5). In this scheme there is a one-to-one correspondence
between the three-dimensional BC and the unidimensional BC. In addition, an ST
expression can be obtained for the hydraulic gradient directly from (4.2). The normal






















where n is the outward normal on the surface of the boundary. Equation (4.6) can
be used in order to impose no-flow conditions on the Neumann boundaries.
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Fig. 11. Plot of the normalized estimation error E3 vs. the discretization of the three-
dimensional grid.
4.2. Numerical implementation of the ST method. Certain technical as-
pects of the ST implementation are addressed here. The first step in the procedure
is the definition of a numerical grid that covers the flow domain. In the simulations
we use separate cubic grids for the hydraulic conductivity and the hydraulic head.
The hydraulic conductivity is defined on a cubic grid of size LK , while the hydraulic
head is evaluated on a cubic grid of size LH . Both grids are centered at the origin,
and the hydraulic head grid is equal to or smaller than the conductivity grid, i.e.,
LH ≤ LK . In Fig. 7 we show a two-dimensional cross section. The two-grid scheme
is used in order to compensate for the noninclusion of the surface terms in the space-
transformed flow equation. The BC involve constant head on the two faces of the
head domain normal to the direction vector e2, and no-flow conditions through the
remaining domain faces. In most of the simulations we used grids with 41 nodes per
side for both the hydraulic conductivity and head domains. Note that in general the
domain for the head is smaller than that of the conductivity and, therefore, the nodes
are not collocated. It is also possible to use different discretization for the head and
the conductivity domains. The length LK of the conductivity domain is an arbitrary
number related to the grid spacing (resolution) b through the expression LK = N3b.
The size of the domain is assumed to be given and the discretization is determined on
the basis of the required resolution and computational cost. In this study we illustrate
the ST flow solution using a grid of length LK = 6 (in appropriate length units). The
length LH of the head domain is defined by the aspect ratio LK/LH , which is used
as a free parameter. We experimented with aspect ratios in the range between one
and three.
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Fig. 12. Plot of the normalized estimation error E3 vs. the aspect ratio LK/LH .
The gradients of both the log-conductivity and the hydraulic head are approxi-
mated using first-order differences (Abramowitz and Stegun, 1970):
Wi(s) =
lnK3(s + bei)− lnK3(s− bei)
2b
,(4.7)
where i = 1, 2, and 3; ei represents the unit vector in the i-direction; and W (s) =
∇ lnK3(s) represents the log-conductivity gradient.
A set of direction vectors for the ST lines is obtained using a discrete number
of uniformly oriented ST lines as discussed in section 3 above. This approach is
computationally more efficient than using randomly oriented lines. Finally, the steps
involved in the evaluation of the hydraulic head by means of (4.5) above are as follows.
First, the one-dimensional functions κ̃θ(·) are obtained along the NL ST lines by
numerical evaluation of the T 13 involved in (4.4). The κ̃θ(·) are evaluated over the
conductivity domain. Secondly, the head-generating function m1 defined by








is evaluated; the trapezoidal rule is used in order to approximate the integral in the
exponent of m1. Thirdly, the NL boundary coefficients Ĵ1,θi(0) are calculated by
solving a system of equations obtained by writing (4.5) at NB nodes on the boundary
of the hydraulic head domain. These equations are as follows:
H3(s
∗
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Fig. 13. Plot of the CPU time (seconds) required for the ST solution of the flow equation on
an HP 9000/735 workstation vs. the number of transformation lines.
where j = 1, . . . , NB , s
∗
j denotes a point on the head domain boundary, and H3(s
∗
j )
denotes the value of the hydraulic head at this point. Finally, the hydraulic head
is calculated at the nodes of the head numerical grid using (4.5). As we mentioned
above, we kept the same discretization with N3 nodes per side for both domains. In
the third step we used an overdetermined system of equations, i.e., NB > NL, in order
to avoid a singular system. The resulting system of equations was solved using the
singular value decomposition (SVD) method (e.g., Press et al. (1989)). Additionally
we found that for a given length LH of the hydraulic head domain, the accuracy of the
calculated hydraulic head improves by increasing the length LK of the conductivity
domain.
At this point it must be noted that the implementation of the ST flow solution
is ideally suited for parallel implementation, since the T 13 can be computed indepen-
dently for each transformation line.
4.3. Flow in linear hydraulic conductivity field. The flow equation (4.1) is
first solved in the special case of a hydraulic conductivity field of the form
K3(s) = K0 + g · s,(4.10)
where g = ∇K3(s) is the hydraulic conductivity gradient assumed to be collinear
with the direction e2. The BC involve constant head values H3,0 and H3,L at the
boundaries of the head domain. In this case the flow equation can be solved directly
leading to
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Fig. 14. Plot of the CPU time (seconds) required for the ST solution of the flow equation on
an HP 9000/735 workstation vs. the grid discretization.

























where J0 = −(H3,L −H3,0)/L is the hydraulic head drop in the flow direction.
We solve the flow equation using the ST method assuming K0 = 1.0 and gradient
g = 0.03, within a cubic domain of length LK = 6 centered at the origin of the
Cartesian coordinate frame. Unless otherwise noted, the standard values of the ST
parameters used in the simulations are NL = 14 transformation lines, N3 = 41 nodes
per side (for both the hydraulic conductivity and head domains), NP = 41 points per
transformation line, and aspect ratio LK/LH = 1. In Fig. 8 we show the profile of
the calculated hydraulic head in the direction of the applied gradient; the hydraulic
head obtained with the ST solution is shown to offer an excellent approximation of
the exact solution.
Next, we examine the accuracy of the ST solution with respect to the line dis-
cretization NP , the number of the ST lines NL, the grid discretization N3, and the








First, we test the sensitivity to the line discretization by varying NP from 6 to
61 nodes per line, all other parameters being constant; the corresponding normalized
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Fig. 15. Hydraulic head profile vs. coordinate in the flow direction for exponential hydraulic
conductivity. The exact solution (continuous line) and the ST estimate (squares) for the unit aspect
ratio are shown.
error E3 is plotted in Fig. 9. We find an initial sharp decrease in the error which levels
off to about E3 ∼= 1.1% for NP ∼= 40 (which is approximately equal to the number of
nodes per side on the grid). In the following numerical experiments, we set the line
discretization equal to the number of nodes per side of the grid.
Next we study the effect of the number of ST lines on the error. In Fig. 10 we
plot the error with respect to the number of lines NL for three different discretizations
N3 equal to 21, 41, and 81 lines. After a sharp initial decrease, the error levels off
for NL approximately equal to 14 and increases slightly for larger values of NL. The
magnitude of the error (only about 2%) signifies that excellent accuracy is obtained
with approximately 14 uniformly oriented lines. The small increase in the error for
larger number of lines NL can be attributed to the solution of the BC system: the
gain in accuracy that should result from the additional lines is canceled out by the
error introduced when solving for a larger number of unknown boundary coefficients
Ĵ1,θi(0). In order to demonstrate this behavior quantitatively, we calculated the
condition number of the system of equations involving the unknowns Ĵ1,θi(0) and
found that it increases with NL, leading to large errors in the solution. This result
was tested for different grid discretizations, and it was found that in all cases a number
of NL = 14 lines gives excellent results.
In Fig. 11 we show that the error decreases as the number of nodes increases.
In Fig. 12 we plot the error E3 as a function of the aspect ratio LK/LH ; it is seen
that E3 decreases significantly as the aspect ratio increases from one to three. Tuning
of the aspect ratio provides a means of improving the accuracy of the method at
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Fig. 16. Plot of the normalized estimation error E3 vs. the aspect ratio LK/LH in the case of
exponential hydraulic conductivity.
some computational cost, which is associated with the additional computational work
required for the numerical estimation of the T 13 over a larger grid.
Finally we investigated the performance of the ST method as a flow equation
solver. All the runs for this test were done on an HP 9000/735 workstation. Figure 13
shows the CPU time (in seconds) required to solve the flow equation vs the number
of lines NL. It is found that the CPU time scales almost linearly with the number
of ST lines (the exponent obtained from the slope of the plot in Fig. 13 is equal to
0.92± 0.12). In Fig. 14 we plot the logarithm of the CPU time vs the discretization
and find that the CPU times scales as tCPU ∝ Nα3 , where α ∼= 3.09± 0.05 within the
range of grid sizes observed. Note that this result is in agreement with the observations
made in section 3 above.
4.4. Flow for exponential hydraulic conductivity profile. Next, the flow
equation (4.1) was solved in the special case of an exponential hydraulic conductivity
field of the form






In this case the flow equation can be solved directly leading to the following expression
for the hydraulic head:
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Fig. 17. Hydraulic head profile vs. the coordinate in the flow direction for a unidimensional,
correlated, log-normal hydraulic conductivity random field with K̄ = 17.3 and σK = 10. The solution
obtained with the FDM (continuous line) and the ST estimates (squares) are shown.
We now solve the flow equation by means of the ST method within a cubic domain
of length LK = 3 (as described in section 4.3 above), assuming K0 = 1 and g = 3 in
(4.13). Figure 15 shows profiles of the ST solution and the exact head solution in the
longitudinal direction. The estimated hydraulic head reproduces the exact solution
very accurately. The plot in Fig. 16 shows that the error is a rapidly decreasing
function of the aspect ratio LK/LH .
4.5. Flow in a domain with random hydraulic conductivity. A correlated
log-conductivity random field with unidimensional variability in the direction e2 is
simulated. A Gaussian covariance










was used for the log-conductivity random field, where the correlation length is as-
sumed to be ` = 3, and is generated using the sequential Gaussian simulation method
(Deutsch and Journel (1993)). The hydraulic conductivity has mean K̄ = 17.3 and
standard deviation σK = 10. We solved the flow equation with the standard BC
by means of the ST method with the same discretization parameters as described in
sections 4.3 and 4.4 above. In this case the exact solution of the flow equation is not
known, hence we calculated a numerical solution using the finite difference method
(FDM) for comparison purposes. In Fig. 17 we show the longitudinal profile of the
hydraulic head calculated for an aspect ratio LK/LH = 1.5. We find that the solu-
tion obtained with the ST method reproduces adequately the results of the FDM. In
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Fig. 18. Plot of the normalized estimation error E3 vs. the aspect ratio LK/LH for the random
hydraulic conductivity field.
Fig. 18 we plot the normalized difference between the ST method and the FDM. We
find that as the ratio increases from one to three, the difference decreases to less than
2%. Therefore, in this case the ST method gives results compatible with the FDM.
In order to investigate the numerical efficiency of the ST approach we compared the
scaling of the CPU time required by the FDM and the ST methods as a function
of the number of discretization nodes. The FDM was implemented using a centered
second-order finite difference approximation to discretize the flow equation (Ababou
et al. (1989)), in conjunction with the GMRES routine with Cholesky preconditioner
from the MESCHACH (Stewart and Leyk, 1994) numerical library on linear algebra.
In the case of the ST method we found that the CPU time, tCPU , scales almost lin-
early with the number of nodes used in the discretization, i.e., tCPU ∝ (N33 )β , with
β ∼= 1.03. For the FDM we obtained a scaling exponent β ∼= 1.36. This indicates that
the ST is an efficient method for solving large problems. A more detailed comparison
requires analyzing how the accuracy of the ST method scales with the number of
nodes. This point as well as further improvements in the accuracy of the ST method
is considered in work that is currently in progress.
5. Conclusions. This paper is concerned with the numerical implementation
of the ST procedure for solving multidimensional partial differential equations with
space- and/or time-dependent coefficients proposed in Christakos and Hristopulos
(1994, 1997). This has led to numerical codes that evaluate the ST T 13 and its inverse
T 31 . The numerical routines have been tested and shown to be accurate and efficient.
Their efficiency can be further improved in future implementations by means of par-
allel calculation of the integrals on different transformation planes. The ST method
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provides an efficient solver for the three-dimensional, steady-state flow equation by
transforming it to one dimension without any loss of information. The inverse ST is
implemented numerically and provides the three-dimensional hydraulic head in terms
of a summation of the unidimensional head solutions along the directions of the trans-
formation lines. The three-dimensional hydraulic head solution can be conditioned
to honor physical BC and measurements of the hydraulic head within the domain.
We tested the ST method for two special cases where the exact solution is available
and showed that the method is accurate. We investigated the performance of the
ST method and found that for a constant number of ST lines the CPU time scales
almost linearly with the total number of nodes in the domain. In the case of a random
hydraulic conductivity field the ST method gives results compatible with the finite
difference technique. Future directions include the solution of flow problems with
nonuniform flux, as well as explicit handling of the surface terms that arise at the
domain boundaries.
Appendix I. In order to calculate the T 13 [f3](p,θ) of a function f3(s) with
bounded support it is necessary to obtain the equations that represent the inter-
sections of the support with the transformation planes. We assume here a cubic
support whose sides have length L. Let us denote by f2(s1, s2) the functions in R
2
obtained from f3(s) by fixing the coordinate s3, and let f̂1φ(r) = T
1
2 [f2](r,φ) de-
note the azimuthal ST obtained from the integral of f̂2(s1, s2) along lines that are
orthogonal to the azimuthal vector φ and lie at distance r from the origin of the coor-
dinate system. By allowing s3 to vary again, we obtain the two-dimensional function
f̂2φ(r, s3) = f̂1φ(r)|s3 . Finally, let us denote by f̂φ, χ(p) = T 12 [f̂2φ](p,χ) the ST of
the above function with respect to the polar vector χ. It can be shown that the T 13
transformation can be expressed as





The T 13 transformation is well defined if the angles χ and φ are constrained within the
interval 0 ≤ φ, χ ≤ π, and the projection p is free to assume both negative and positive
values. The ST f̂1φ(r) is calculated in the rotated coordinate frame z
T = (z1, z2):









where the coordinate z1 is equal to the projection of the vector sa = (s1, s2) on the





The integration limits are determined by the cross sections of the ST lines with the
domain boundaries in the transformed domain. Since the rotation transformation is
linear, the following equations hold:
ζ1(r;φ) = La1(φ) + b1(φ)r(I.4)
and
ζ2(r;φ) = La2(φ) + b2(φ)r.(I.5)
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Fig. I.1. A representation of the image of a square domain used in the azimuthal ST.
Explicit expressions for the function ζ1(r;φ) and ζ2(r;φ) are obtained below. The
next step involves the evaluation of the T 12 of the function f̂2φ(r, s3). This is accom-










where y1 is the projection in the direction of the polar vector χ. The equation below
is obtained:









The integration limits ψ1(p,θ) and ψ2(p,θ) are given by the following linear expres-
sions:
ψ1(p,θ) = Lc1(θ) + pd1(θ)(I.8)
and
ψ2(p,θ) = Lc2(θ) + pd2(θ).(I.9)
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Table I.1
Coefficients of the integration limits for the azimuthal and polar ST (see (I.4), (I.5), (I.8), and
(I.9)), Lφ = L(cosφ+ sinφ).
0 ≤ φ < π
2
a1(φ) b1(φ)
0 ≤ r < L cosφ 0 − tanφ
L cosφ ≤ r ≤ Lφ −(sinφ)−1 cotφ
Table I.2
Coefficients of the integration limits for the azimuthal and polar ST (see (I.4), (I.5), (I.8), and
(I.9)), Lφ = L(cosφ+ sinφ).
0 ≤ φ < π
2
a2(φ) b2(φ)
0 ≤ r < L sinφ 0 cotφ
L sinφ ≤ r ≤ Lφ (cosφ)−1 − tanφ
Table I.3
Coefficients of the integration limits for the azimuthal and polar ST (see (I.4), (I.5), (I.8), and
(I.9)), Lφ = L(cosφ+ sinφ).
π
2
≤ φ < π a1(φ) b1(φ)
L cosφ ≤ r < Lφ −(sinφ)−1 cotφ
Lφ ≤ r ≤ L sinφ (cosφ) − tanφ
Table I.4
Coefficients of the integration limits for the azimuthal and polar ST (see (I.4), (I.5), (I.8), and
(I.9)), Lφ = L(cosφ+ sinφ).
π
2
≤ φ < π a2(φ) b2(φ)
L cosφ ≤ r < 0 0 − tanφ
0 ≤ r < L sinφ 0 cotφ
Table I.5
Coefficients of the integration limits for the azimuthal and polar ST (see (I.4), (I.5), (I.8), and
(I.9)), Lφ = L(cosφ+ sinφ).
0 ≤ χ < π
2
, 0 ≤ φ ≤ π
2
c1(θ) d1(θ)
0 ≤ p ≤ L cosχ 0 − tanχ
L cosχ < p ≤ Lφ sinχ+ L cosχ −(sinχ)−1 cotχ
Table I.6
Coefficients of the integration limits for the azimuthal and polar ST (see (I.4), (I.5), (I.8), and
(I.9)), Lφ = L(cosφ+ sinφ).
0 ≤ χ < π
2
, 0 ≤ φ ≤ π
2
c2(θ) d2(θ)
0 ≤ p ≤ Lφ sinχ 0 cotχ
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Table I.7
Coefficients of the integration limits for the azimuthal and polar ST (see (I.4), (I.5), (I.8), and
(I.9)), Lφ = L(cosφ+ sinφ).





≤ φ < π c1(θ) d1(θ)
L cosφ sinχ ≤ p ≤ L cosφ sinχ+ L cosχ cosφ(cosχ)−1 − tanχ
L cosφ sinχ+ L cosχ < p ≤ L sinφ sinχ+ L cosχ −(sinχ)−1 cotχ
Table I.8
Coefficients of the integration limits for the azimuthal and polar ST (see (I.4), (I.5), (I.8), and
(I.9)), Lφ = L(cosφ+ sinφ).





≤ φ < π c2(θ) d2(θ)
L cosφ sinχ ≤ p ≤ L sinφ sinχ 0 cotχ
L sinφ sinχ < p ≤ L sinφ sinχ+ L cosχ sinφ(cosχ)−1 − tanχ
Table I.9
Coefficients of the integration limits for the azimuthal and polar ST (see (I.4), (I.5), (I.8), and
(I.9)), Lφ = L(cosφ+ sinφ).
π
2
≤ χ ≤ π, 0 ≤ φ ≤ π
2
c1(θ) d1(θ)
L cosχ ≤ p < Lφ sinχ+ L cosχ −(sinχ)−1 cotχ





Coefficients of the integration limits for the azimuthal and polar ST (see (I.4), (I.5), (I.8), and
(I.9)), Lφ = L(cosφ+ sinφ).
π
2
≤ χ ≤ π, 0 ≤ φ ≤ π
2
c2(θ) d2(θ)
L cosχ ≤ p < 0 0 − tanχ
0 ≤ p < Lφ sinχ 0 cotχ
Table I.11
Coefficients of the integration limits for the azimuthal and polar ST (see (I.4), (I.5), (I.8), and
(I.9)), Lφ = L(cosφ+ sinφ).
π
2
≤ χ ≤ π, π
2
≤ φ ≤ π c1(θ) d1(θ)
L cosχ+ L cosφ sinχ ≤ p < L sinφ sinχ+ L cosχ −(sinχ)−1 cotχ
L sinφ sinχ+ L cosχ ≤ p < L sinφ sinχ sinφ(cosχ)−1 − tanχ
Table I.12
Coefficients of the integration limits for the azimuthal and polar ST (see (I.4), (I.5), (I.8), and
(I.9)), Lφ = L(cosφ+ sinφ).
π
2
≤ χ ≤ π, π
2
≤ φ ≤ π c2(θ) d2(θ)
L cosχ+ L cosφ sinχ ≤ p < L cosφ sinχ cosφ(cosχ)−1 − tanχ
L cosφ sinχ ≤ p < L sinφ sinχ 0 cotχ
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The integration limits of the two-dimensional transformations can be determined
as follows. First, the positions of the two-dimensional domain vertices are determined
in the nonrotated frame. Next, the images of the vertices under the relevant rotation
transformation (by φ or χ), and the equations of the lines (domain edges) that connect
the vertices are obtained. Fig. I.1 represents the image of a square domain used in the
azimuthal ST; the lower and upper integration limits are given by distinct expressions
within three different zones, denoted by (I), (II), and (III). In Tables I.1 through I.12
below, we give the analytical expressions for the boundary functions ai(φ), bi(φ), ci(θ),
and di(θ), where i = 1, 2. The form of these coefficients is general for cubic supports
and does not depend on the transformed function.
Appendix II. Here we calculate the exponent of the unidimensional solution
(4.2) using the uniform-gradient approximation. The general expression for the ex-















where z denotes the position vector in the rotated coordinate frame
zT = R(θ) · s,(II.2)
and R(θ) is the rotation matrix given in terms of the direction cosines as
R(θ) =
 θ1 θ2 θ3−θ1θ2/q q −θ2θ3/q
−θ3/q 0 θ1/q
 .(II.3)
The parameters of the rotation matrix above are







In the uniform hydraulic gradient approximation we assume a linear variation of the
hydraulic head to leading order, i.e.,
H3(s) = H0 + J · s.(II.6)











= J · θ.(II.7)
In the above we made use of the orthogonality of the transformation R(θ) to obtain
∂si
∂z1
= R−1i1 = R1i. In light of (II.7), the general expression (II.1) is reduced to
κ̃θ(p) =
T 13 [θ · ∇ lnK3(z)](p,θ)
A(p,θ)
,(II.8)
where A(p,θ) denotes the area that corresponds to the cross section of the transfor-
mation plane and the flow domain.
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