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I N T R O D U C T I O N 
Cet ouvrage retrace le cheminement de notre recherche sur la -logique des 
raisonnements. Il s'agit d'une réflexion motivée par deux questions fon-
damentales : 11 Est-il possible d'estimer la vraisemblance d'un discours ? 11 
11 Etant donné un énoncé, que 11 es vérités peut-on en déduire ? 11 • 
Plutôt qu'à la signification des propositions, nous nous sommes intéressés 
aux liens logiques qui les enchaînent. Car ce sont eux qui font l'unité 
d'un texte, qui le rendent cohérent ou inconsistant Mal utilisés, ils 
peuvent introduire des ambiguïtés dans un exposé (contradictions, redondan-
ces, omissions). C'est ainsi que des propositions sont parfois présentées 
comme conséquences directes d'un énoncé avec lequel elles sont incompatibles. 
Aussi, le souci constant qui anime ce travail est-il le développement de mé-
thodes pour tester la validité des conclusions. 
Dans le même état d'esprit, nous avons cherché des procédés permettant de 
construire des conclusions de manière précise. Nous avons donc accordé une 
attention particulière à l'implication. 
Le rôle privilégié qu'elle joue dans la logique nous autorise à l'utiliser 
comme moteur de la déduction : sans elle, nul raisonnement n'est possible. 
Si la traduction d1 un texte en formules mathématiques offre l 1avantage d1 une 
étude rigoureuse, elle comporte en contrepartie un inconvénient majeur 
les expressions sont lourdes et compliquent singulièrement l'analyse. 
C1 est pourquoi nous avons voulu développer des algorithmes suffisamment gé-
néraux que pour examiner un grand nombre de propositions. 
Ces algorithmes travaillent sur des informations directement interprétables 
par 1 1 ordinateur, c'est-à-dire codées dans un langage· binaire. 
Le premier chapitre concerne l 1 algèbre booléenne : il donne les rudiments 
--de la logique algébrique et constitue une introduction indispensable pour 
tout lecteur qui désire s 1 initier à la logique moderne. 
Prolongement naturel à la logique algébrique, la logique des propositions 
détaillée au second chapitre est l'occasion de définir clairement ce qu' 
est une implication et un énoncé valide. Une procédure de test y est pré-
sentée, qui permét de résoudre les nombreux problèmes proposés. 
Pourtant, l'application de cette procédure aux syllog i smes classiques 
engendre des erreurs de jugement. Elles sont fort heureusement éliminées 
par la théorie de la quantification. Celle-ci ouvre la porte à des rai-
sonnements plus complexes exposés au troisième chapitre. 
Le quatrième chapitre est consacré à la théorie des relations. 
-Nous y traitons plus spécialement les relations univoques et décrivons la 
démarche qui nous a amené à créer un algorithme propre à découvrir dans un 
ensemble de relations, tous les sous-ensembles de. re l ati ons·.compatibles ,entre 
elles. 
En annexe enfin, nous avons conçu un programme sur base des trois premiers 
chapitres. Il est capable de résoudre de nombreux exercices et notamment 
de programmer les tables de décisions. 
CH.~PITRE L 
ALGEBRE BOOLEENNE 
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Nous donnons dans ce chapitre quelques éléments d'algèbre 
booléenne, nécessaires à la compréhension des chapitres suivants. 
Les bases indispensables sont concentrées dans le premie r paragraphe. 
Le second traite, de façon très formelle, la simplification des fonc-
tions booléennes; les notions importantes sont celles de consensus et 
d 1 implicants primitifs; elles seront redéfinies de manière moins aca-
démique au manent voulu. 
1. NOTIONS FONDAMENTALES. 
1.1. Variables booléennes. 
Nous appellerons variable booléenne toute variable pouvant 
prendre les seules valeurs O ou 1. 
a.- Postulats de base. 
-----------------
0 0 = 0 0 + 0 = 0 
1 + 1 = 1 1 1 = 1 
0 1 = 1 0 = 0 O' = 1 
1 + 0 = 0 + 1 = 1 l' = 0 
Ces postulats utilisent les opérateurs logiques+ (disjonction), 
(conjonction) et 
1 (négat i on) 
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On peut les récapituler dans les tâbleaux suivants 
valeurs + valeurs ' 
0 0 0 0 0 1 
0 1 1 0 1 0 
1 0 1 0 
1 1 1 1 
-Nous noterons indifféremment x' ou x la négation ·de la variable x. 
b.- Relations_générales_à_l_variable. 
Soit x, 1 variable booléenne; on peut facilement montrer à 1 'aide des 
postulats de base que 
0 + X = X X + x' = 1 
1 X = X X x' = 0 
1 + X = 1 X + X = X 
0 X = 0 X X = X 
c.- Relations_générales_à_2_variables. 
On peut démontrer les égalités suivants 
X+ XY = X (1 + y) = X . 1 = X 
X (x + y) =XX+ xy =X+ xy = X 
x (x' + y) = xx' + xy = o + xy = xy 
x + x'y = x + xy + x'y = x + y 
L1 opérateur de négation obéira aux règles 
( xy ) 1 = X 1 + y 1 
(x + y)' = x 1 y 1 
1.2. Fonctions booléennes. 
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Nous appellerons fonction booléenne toute fonction de 
n variables booléennes (n > 0) dont la valeur (0 ou 1) est détenninée 
par la valeur de ses canposants. 
La disjonction, conjonction et négation de une ou plusieurs variables 
booléennes sont des fonctions booléennes. 
Une question se pose alors : les 3 opérations+, 
. ' 
suffi sen.t-e 11 es 
à décrire toute fonction booléenne concevable avec n variables ? ( n > 0) 
La réponse est que la négation et la conjonction suffisent, sans même 
la disjonction. 
En effet, soit 2 variables booléennes x et y : 
le seul cas où x + y doit valoir 0 est celui où x et y valent simultané-
ment 0, c 1 est-à-dire où (x 1 y 1 ) vaut 1 ; 
au lieu d 1 écrire (x + y), nous pouvons donc nier x 1 y 1 et écrire (x 1y 1 ) 1 • 
Etant donné la description d 1 une. fonction booléenne, 
c 1 est-à-dire étant donné une énumération montrant quelle valeur prendra 
la fonction pour chaque choix de valeur de ses composants, nous pouvons 
construire à 1 1 aide de la conjonction et de la négation, une fonction 
répondant à la description. 
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Par exemple : soit F, 1 fonction booléenne de x, y, z 
décrite ainsi : F vaut 1 dans les cas : 
X=O Y=1 Z:1 
1 0 1 
1 1 0 
0 1 0 
0 0 0 
F vaut O dans l~s 3 cas restants 
X=1 Y=1 Z=1 
0 0 1 
1 0 0 
Les 3 derniers cas sont respectivement les cas où xyz 
vaut 1, x'y'z vaut 1 et xy'z' vaut 1. 
La fonction que nous cherchons peut donc s'obtenir en 
niant simultanément les 3 cas non sou haités : 
F = (xyz)'(x'y'z)'(xy'z')', 
soit, après développement : 
F = x'y + xy'z + x'z' + yz' 
Cette méthode de construction ne s'applique pas si la fonct i on vaut 1 
dans tous les cas; il faut un autre traitement. 
Par exemple 
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si on veut exprimer F, 1 fonction de x, y, z,w qui vaut 1 
dans tous les cas, on écrira 
F = (x x 1 y z w) 1 
En effet, x1x vaut O dans tous les cas et par conséquent 
(x x I y z w) vaut · 1: dans tous les cas. 
La conjonction n1est pas moins superflue que la disjonction; toute fonc-
tion booléenne peut également s 1écrire en terme de disjonction et de né-
gation: 
en effet : la conjonction (x y) est transposable en (x1 + y 1) 1. 
Il n1en reste pas moins que par soucï de clarté dans l 1écriture, il est 
utile d 1introduire d 1autres opérateurs. 
1.3. Quelques autres opérateurs logiques. 
Soient x, y et z, 3 variables booléennes. 
a.- La_disjonction_exclusive. 
x ou (exclusif) y, noté xG y, prend la valeur O si, et 
seulement si, x et y ont les mêmes valeurs. 
On a donc : x © y = ( xy) 1 ( x I y• ) • 
= (x 1 + y 1 )(x + y) 
= x1y + xy1 
On a donc 
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b.- Le conditionnel. 
Le conditionnel ' si x alors y', noté x) y, prend la 
valeur O si x a la valeur 1 et y la valeur O. 
On a donc : x) y= (xy')' = x' + y 
c. - L'homologie. 
L'homologie ' x si, et seulement si, y', notée x = y, 
équivaut au double conditionnel (x) y) (y) x) et vaut O ssi 
x a la valeur 1 et y la valeur 0 
ou y a la valeur 1 et x la valeur 0 
( X := y) : ( xy 1 ) 1 ( X I y) 1 : ( X l + y) ( X + y 1 ) : X I y 1 + xy 
1.4. Fonne normale disjonctive et conjonctive. 
On appellera forme nonnale disjonctive, toute fonction 
booléenne F qui possède les 3 propriétés suivantes : 
Exemple 
(1) il n'y intervient que les 3 opérateurs+, . , 1 
(2) la négation est limitée à des variables simples 
(3) la conjonction ne réunit que des lettres et des 
négations de lettres. 
F = x' y z + x y' z + x' y z' 
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Une forme normale conjonctive possédera les propriétés suivantes : 
(1) il n'y intervient que les 3 opérateurs+, ·, 1 
(2) la négation est limitée à des variables simples 
(3) la disjonction ne réunit que des lettres et des 
négations de lettres. 
Exemple F = (x + y) (y' + z) 
Partant d'une forme normale disjonctive, nous pouvons la transformer 
en forme normale conjonctive en utilisant l'égalité : 
a+ be= (a+ b)(a + c) 
La transformation inverse peut se faire par simple distribution du pro-
duit sur la disjonction. 
1.5. L'implication. 
Nous dirons qu'une fonction booléenne F ·implique une autre 
fonction G (et nous noterons F ~ G) si, et seulement si, le conditionnel 
F) Ga la valeur 1 quelles que soient les valeurs des variables booléennes. 
Exemple x y~ x 
car xy + x = x' + y' + x = 1 
2. LA SI~1PLI FI CATI ON DES FONCTIONS BOOLEENNES. 
Il s'agit de trouver des fonnes F1(x 1, x2 ... xn) égales à 
une fonne proposée F(x 1 , x2 , ... xn) et ne contenant aucun tenne superflu , 
c'est-à-dire dont la suppression laisserait F1 inchangé. 
Etant donné une forme nonnale disjonctive F, on peut : 
I) Vérifier si un constituant quelconque de Fest redondant. 
En effet, sachant que 
Nous déduisons 
X implique X' ssi X + X' = X' ( 1) 
(X-;;.. X' ssi x + X' = 1, ssi 
ssi x X' + X' = 1 
ssi x X' = X' 
ssi X + X' = X') 
Si un constituant de F implique le reste de la fonction F, 
ce constituant est redondant. 
Par exemple, dans la fonction 
- - - - - -p s + p q + s q + r p s, 
p s est redondant car il implique p q + s q + r p s 
II) Vérifier si un élément littéral est redondant dans un constituant X de F. 
Cet élément sera redondant si le reste de X implique F. 
En effet : Soit x1, le reste de X(= X amputé de l 'élement littéral 
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dont on peut vérifier la nature redondante) 
par (1}, Xl implique F ssi Xl + F = F 
comme Xl + F contîent Xl + X 
et xl + X = xl 
on a Xl implique F ssi x1 peut remplacer X dans F 
Par exemple 
-pqr + pr + qr est égale à la fonction plus simple 
- -pq + pr + qr car pq ~ pqr + pr + qr 
Ces deux méthodes de simplification ne suffisent pas à simplifier toute 
fonction. 
Par exemple, aucune d'elles ne pennet de simplifier 
- - - -pq + pq + qr + qr 
en la fonction équivalente 
- - -pq + pr + qr 
QUINE a proposé une méthode de simplification plus générale, que nous 
allons développer dans les pages qui suivent. 
2. 1. Produit fondamental. 
Soit un ensemble de variables booléennes distinctes 
(x1, x2, ... xn) intervenant dans une fonction booléenne F. 
Nous appellerons monôme ou produit fondamental, toute forme non nulle 
du type x' =1f X . r( X 1 • 
1~ 1 J .y 
(-rf = produit booléen) 
c'est-à-d i re tout produit non nul de variables distinctes, affi rmées 
( x
1
.) ou niées ( x ' . ). 
J 
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Nous pouvons écrire F sous forme normale disjonc t ive 
où Xk sont des produits fondamentaux. 
Nous noterons d'une lettre majuscule les produits fondamentaux et d'une 
lettre minuscule les variables booléennes. 
Théorème 1. 
Dans l ' ensemble des produits fondamentaux différents formés à partir de 
n variables (x1, x2, ••• , xn)' on a : 
X-> X' ss i X = 
démonstration 
Sachant que 
X'X 1 
X-> X' ssi X + X 1 = X' ( 1 ) 
si x = X' x1 
alors X+ X1 - X1 X + X' = X' 
- 1 
par (1), on a : X-> X1 
Si X - > X 1 
par ( 1), on a : X + X 1 = X 1 
X1 ne peut contenir de lettres n'appartenant pas à X 
car si x appartient à X1 et non à X, la valeur de 
X + X', pour x = 0, dépendrait de X et non de X' 
identiquement nul. 
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Donc, toutes les lettres de X' appartiennent à X. 
De plus, une lettre ne peut être affirmée dans X et niée 
dans X' car si x = 1 et si toutes les lettres de X sont 
égales à 1, on a X= 1 et X' = 0, incompatibles avec 
X+X'=X'. 
Donc,toutes les lettres de X' appartiennent à X et sont 
affirmées ou niées de la même façon dans X et X'. 
Donc, X est de la forme X' x1• 
On dira que X est plus long que X', ou que X est un multiple de X'. 
Par exemple 
remarque 
X= abc'd 
X'= ac' 
on a : X-> X' et X= x1 X', où X - bd 1 -
Soient un produit fondamental et une forme normale 
X et F ne contenant pas la lettre X (ni X, ni X' ) ; 
si xX->F, al ors X-> F. 
En effet, x X-> F 
avec x n'appartient pas à X 
X n'appartient pas à F 
en prenant x = 1.' on a . X-> F 
disjonctive, 
2.2. Implicant primitif. 
On appelle implicant d'une forme normale disjonctive F, 
tout produit fondamental X qui implique F. 
Par exemple : F =a+ b + c 
chacun des termes de la somme est un implicant de F car 
a + F = F. 
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On appelle implicant primitif d 1 une forme normale disjonc-
tive F, tout produit fondamental x1 qui implique F et n
1 implique pas d 1 au-
tre produit fondamental imp l iquant F. 
par exemple 
Théorème 2. 
si pour t ou t X, x1 - > X -· > F 
alors X= x1 
Soit x2 = ab et x2 - > F 
X = 1 abc et X1 - > F 
comme X 1 est multiple de x2 ( x1 - > x2), x1 
un implicant pri mitif de F. 
ne saurait être 
Si X est un implicant primitif de F, alors X a toutes ses lettres dans F 
démonstration 
Supposons que X contienne une l ettre x n 1appartenant pas à F. 
On aurait X-> x1 avec X= x x1 
comme on a X-> F 
X X1 - > F 
on a d 1 après la remarque du paragraphe 1 
x1 - > F 
On aurait donc 
X-> x1 - > F 
Et X ne pourrait être un implicant primitif. 
Il résulte du théorème précédent que le nombre d 1 implicants primitifs d 1 une 
forme normale disjonctive est fini. 
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Théorème 3. 
X est un implicant primitif de F ssi X est un implicant de F 
Théorème 4. 
X-> F 
et X ne contient aucune l ettre redon-
dante. 
il n 1 existe pas x tel que X= X1 x et X1 - > F 
par le théorème 1 : 
il n1 existe pas X' tel que X-> X' et X'-> F 
donc X est un implicant primitif 
Si X contenait une lettre redondante, on aurait 
.. 
X= x X1 - > X'-> F 
et X ne serait pas un implicant primitif. 
F - ~ X 
- K k peut s
1 écrire F = ~ X où on somme tous les implicants 
p p 
primitifs de F 
démonstration 
F =l. 
K 
Xk chaque Xk est un imp l icant de F ca r Xk + F = F 
après suppression dans L Xk de toutes les l ettres r edondantes, on a 
k 
F =~ Xk 1 OÙ chaque Xk 1 est un implicant pr i mitif de F 
k' 
(en VE:rtu du théorème 3) 
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Tout implicant primitif X de F étant tel que X + F = F, 
on peut étendre la somme sur Xk 1 à une somme sur tous les implicants 
primitifs de F 
F = 2 X 
p p 
2.3. Consensus. 
- Deux produits fondamentaux x1 et x2 admettent un consensus ssi il 
existe une et une seule lettre qui soit affirmée dans un de ces produits 
fondamentaux et niée dans l 1autre. 
par exemple 
x1 Xz x1 3 et x1 X12 X3 X4 n1admettent pas de consensus 
x1 Xz x1 3 et x1 x2 x3 X4 admett~nt un consensus. 
Le consensus (X1' X2) de x1 et x2, SI il existe, est le produit des 
formes déduites de x1 et x2 par suppression de la lettre opposée 
par exemple 
- Etant donné une suite 5 de produits fondamentau x; 5 = (X 1, X2, ... Xn), 
on peut lui associer la suite 51 dérivée de 5; 51 = suite des consensus 
(X., X. ). 
1 J 
L1ensemble des suites 5 et 51 constitue une nouvelle suite 51 de pro-
duits fondamentaux : 
51 = (5, 5
1
) 
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On peut former la suite S1 1, dérivée de s1 et former 
Le nombre des suites Si est limité puisque le consensus de deux produits 
fondamentaux contient une lettre de moins que le nombre de lettres diffé-
rentes contenues dans les deux produits fondamentaux. 
- On appelle suite complète, notée S , la dernière suite ainsi formée. 
C 
L'ensemble des consensus associés à S est la réunion de suites dérivées 
U S1 = C et on a Sc= SUC 
Théorème 5. · 
démonstration 
il suffit donc de démontrer que : 
en désignant par x la lettre opposée dans x1 et x2, on a 
x 1 = x x, 1 ; x2 = x, x, 2 
(tous les termes du développement sont nuls). 
.. 
- 21 -
Généralisation. 
Par conséquent, tout produit fondamental de C implique la somme des pro-
duits fondamentaux de S dont il est issu et, a fortiori, il implique la 
somme totale 2 Xk 
k 
Théorème 6. 
Tout implicant primitif XP de F = ~x 
.::._ k 
k 
complète Sc associée à la suite S des Xk . 
(F =I= 1) appartient à la suite 
Supposons que X n 1 appartienne pas à Set montrons que X appartient alors p p 
à la suite C des consensus associés à S 
démonstration 
Considérons les produits fondamentaux ·X ayant les 3 propriétés suivantes 
( 1 ) 
(2) 
(3) 
X-> X p 
X+> Xk pour tout k (X n1 implique aucun Xk de F) 
X a toutes ses lettres dans F 
X est un produit fondamental ayant ces trois propriétés p 
le point (1) est évident 
le point (3) est évident grâce au théorème 2 
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le point (2) soit XP, différent de Xk pour tout k, un implicant 
primitif 
on a XP +>\pour tout k 
en effet, si XP - > Xk avec XP différent de Xk 
XP ne serait pas un implicant primitif de F, 
puisqu 1alors XP - > Xk-> F. 
- Soit X
0
, un élément de 1 1 ensemb 1 e X te 1 que 
si X-> X
0
, alors X = X 
0 
Pour tout X, il existe au moins une lettre x de S, n1appartenant pas à X. 
En effet : 
Si une forme X contenait toutes les lettres de S, X contiendrait 
• 
toutes les lettres de Xk pour tout k; or, on ne peut avoir 
X-> Xk (propriété (2) ) . Donc X et Xk contiendraient au moins 
une lettre opposée et 1 1 on aurait 
X . X = 0 k pour tout k 
d1où 
X .E.\=0 ou X . F = 0 
k 
Mais, d1après la proriété ( 1 ) , on a X->X->F p 
donc X F = 0 ce qui n1est compatible av~c X F = 0 que pour X 
identiquement nul (0 n1appartient pas à l 1ensemble des X par la 
propriété (2)). 
En particulier, il existe donc au moins une lettre x
0 
de S n1appartenant 
pas à X . Mais alors, x X et x1 X sont des produits fondamentaux plus 
0 0 0 0 0 . 
longs que X (impliquant X ) et satisfaisant aux propriétés (1) et (3); 
0 0 
ils ne peuvent donc sat isfaire à la propriété (2). 
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Autrement dit, il existe une forme x1 et une forme x2 parmi les Xk de S 
telles que 
(4) et X I X-> X 
0 0 2 
X
0
+> x2 x0 n
1appartient pas à X
0
). 
Etudions les formes possibles de x1 et x2 
~ x1 et x2 contiennent respectivement x0 et x
1
0 
d1après la remarque 
du paragraphe 1 : x
0 
X
0
- > x1; donc si x1 ne contient pas x0 , on 
aurait X
0
- > x1, ce qui est faux. 
e On ne peut avoir 
car alors on aurait F = 1, ce qu 1on suppose exclus. 
e Donc 3 cas restent possibles 
(a) x1 = X x1 et X = x 1 0 1 2 o 
dans ce cas, (4) s 1écrit x
0 X->x X
1
1 0 0 
donc . X-> xi où l I on a x1 = (X1' X2) 0 1 1 
( b) X 1 = x0 et X = x I X 1 2 0 2 
et X = XI XI 
.. 2 o 2 
dans ce cas, (4) s 1écrit : 
X X->x X11 0 0 0 et x
1 X-> x1 X1 
0 0 0 2 
- 24 -
d 1 où X-> X1 
0 1 et X-> X
1 
0 2 
donc X-> X1 X1 
0 1 2 
oùl 1 ona X1 1 X
1
2 =(X 1,x2) 
(il ne peut, en effet, y avoir de lettres opposées dans 
X1 1 et X
1
2 car alors X
1
1 X
1
2 = 0, d
1 où X
0
- > 0 et X
0
= 0) 
e dans les 3 cas, on a (d 1 après le théorème 5) 
- Ainsi, si X n 1 appartient pas à S, on peut ajouter à Fun consensus de l a p 
suite C, sans changer F; F se présente sous la forme F1 : 
Xp est encore un implicant primitif de F1 et s
1 il n 1 appartient pas à la 
suite s1 des produits fondamentaux composants F1, on pourra comme précé-
demment ajouter à F1 un consensus de la suite C, sans changer F1. 
L1 ensemble des X soumis aux conditions (1), (2), (3) ne sera plus le 
même que précédemment car la condition (2), X+> Xk pour tout k est 
plus restrictive : on a, en plus, X+> (X1, x2) de sorte que le nouveau 
X sera différent du précédent. 
0 
Le nouveau consensus (X 1, x2) impliqué par ce nouvel X0 sera différent 
du précédent d 1 après (2) appliqué au nouvel ensemble de X. 
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- L'ensemble de produits fondamentaux (satisfaisant la condition (3)) 
étant fini, ainsi que la suite C, on ne pourra indéfiniment ajouter à 
Fun consensus de C, de sorte que X appartiendra à une des formes F. p 1 
égales à F, c'est-à-dire que Xp appartiendra à C. 
Théorème 7. 
Si Fest la somme des implicants primitifs d'une fonction f, alors nous 
pouvons obtenir la somme des implicants primitifs de f en inversant F et 
faisant une suppression de multiples sur le résultat. 
Théorème 8. 
Si F et G sont les sommes des implicants primitifs des fonctions f et g, 
alors nous pouvons obtenir la somme des implicants primiti f s de (f . g) 
en multipl i ant F par G et en opérant une suppression de multiples sur 
le résultat. 
1 
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2.4. Algorithme de recherche de tous les implicants primitifs d'une forme 
normale disjonctive F. 
Le théorème 6 nous permet de construire un tel algorithme 
Il suffit de calculer la suite complète Sc associée à la suite S des Xk. 
On a : S = (suite d'implicants primitifs) U (suite d'implicants non 
C 
primitifs). 
Si X est un implicant non primitif, il existe x1, implicant 
primitif tel que : 
X-> X1-> F 
Par conséquent, X est un multiple d'un élément de (suite 
d'implicants primitifs). 
Il suffit donc, pour ne garder que la suite des implicants primitifs, 
de supprimer dans S tous les éléments multiples d'un élément de la 
C 
·suite de S : cette opération s'appelle "suppression de multiples". 
C 
Il est évident que cette suppression de multiples peut se faire sur 
toute suite intermédiaire Si. 
D'où l'algorithme suivant 
effectuer dans S
0 
= S, une suppression de multiple 
I = 1 
calculer SI; effectuer une suppression de multiple dans SI 
tant que SI =I= SI ~ 
I : = I + 
calculer SI 
effectuer une suppression de multiple dans SI 
{/ 
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Une autre façon de faire 
Théorème 9. 
En inversant deux fois une f onction booléenne et en opérant une sup-
pression de multiples après chaque invers i on, on obtient la somme de 
ses implicants primitifs. 
2.5. Recherche des bases irredondantes. 
rtz 1- / .. · 
On appelle base d'une fonction booléenne, toute somme d 1 implicants 
primitifs égale à la fonction. 
La somme de tous les implicants primitifs possède cette propriété 
c'est la base complète. 
On appelle base irredondante, une base qui cesse d'être base si on 
enlève un des implicants primitifs qui y figurent. 
Par définition de baseirredondanteet d 1 implicant primitif, toutes 
les bases irredondantes de F sont des formes simplifiées de F. 
Il s ' agit maintenant de trouver toutes les bases irredondantes d'une 
fonction F, étant donné tous ces implicants primitifs : 
Par exemple: S = (ab 1 , ac, be, a 1 bd) 
Que 11 e que soit une base i r redondante W = ( XP ... Xq \ ) 
(1). Les éléments Xk de S tels que Xk appartient à Set Xk 
n I appartient pas à W sont tels que 
Xk-> une somme partielle de W 
(puisque dans ce ·cas, Xk est r edondan t par rapport à W) 
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(2). Les éléments Xq deüsont tels que 
Xq n'implique aucune somme partielle de Wne 
contenant pas X q 
(car autrement, Xq serait redondant). 
Etant donné F = ~ X., nous définissons la fonction de consensus: 
i 1 
(base complète) 
CONS= 2. i 
i 
(base complète) 
X. 
1 
dans l'exemple, on a : CONS= 1 ab' + 2 ac+ 3 be+ 4 a 1bd 
On peut calculer la base complète de CONS, à l 1aide de l 1algorithme 
du paragraphe 4 : 
SCONS= (1 x1 •.. i X; ... p xP, · (consensus)) 
I) Si nous trouvons dans la suite des consensus, un élément de la 
forme (ij Xk)' où Xk appartient à S, cela signifie que : 
ij Xk 1 = ( i X., j X. ); Xk = (X., X. ) 
1 J 1 J 
donc: Xk implique une somme partielle de S : 
Xk->X . +X . 
1 J 
D'après les remarques (1) et (2), on peut dire : 
si l Ion re t ient dans la b,ase i i:-re·dondante X. et X., on ne 
1 J 
peut retenir Xk. 
Par contre, rien n'empêche de retenir (Xk et Xi) ou 
(Xk et Xj) ou (Xk). 
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Si nous notons par leu r indice (p ... q . .. r) la suite des éléments 
d'une ba se irredondante, on aura dans cette base 
i j k 
ou k i j 
-
ou k j i 
- -
ou k j i 
- - - - -
c'est-à-dire i j k + k i j + k i j + k j i 
= i j k + j k + j k 
- -
= i j k + k (j + i ) 
= ( i j) 0 k 
II) Si on ne trouve pas dan s la suite des consensus, un élément de la 
forme i j X 1 (où k 1 X I est un élément f ormant la fonction CONS), k k 
on a 
X 1 - > F=~X k i i 
comme Xk 1 n'appartient pas à la suite des consensus 
de s 1 = s , l xk 1 } , 
Xk 1 n'est pas un implicant primitif de G = > X. 
i . =p k , 1 
Xk 1 ne peut être un implicant non primitif de G car alors il serait 
un imp l icant non primitif de F = G + Xk 1 
Xk 1 n'est donc pas un implicant de G, en conséquence de quoi il n' im-
plique aucune somme partielle de S ne contenant pas Xk 1 
Xk 1 doit donc se trouver dans la base irredondante. 
En faisant les produits ((ij)@ k) k'X 
et en utilisant les propriétés : (a(:) b) c = ac 0 be 
ab © a = ab 
on trouve : W @ W (3) .•• m n 
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où chaque W = (p ... q ... r) représente une base irredon-
darite de F. 
En raisonnant sur 1 'exemple : 
S = (ab', ac, be, a'bd) 
CONS= ab' 1 + ac 2 + be 3 + a ' bd 4 
SCONS= (ab'1; ac 2; ac 3; be 3; a'bd 4; bcd 2 4) 
ac 1 3 appara î t dans la suite des consensus, on garde donc 
dans la base ·rredondante 
( 2 (:) 1 3) 
le produit donne : 1 (2 Œ) 1 3) 3 4 = 2 3 4 0 1 3 4 
= 2 3 4 
et la seule base irréductible est 
X1 + X3 + x4 = ab' +be+ a'bd 
Exemple Calculer les bases irredondantes de la fonction 
F = ab' + be' + ca' 
1°) base complète= (ab', be', ca', ac', b'c, ba') 
2°) CONS= ab'1 + bc 12 + ca 13 + ac'4 + b'c 5 + ba 16 
3°) SCONS= (ab' 1, be 12, ca'3, ac 14, b'c 5, ba 16, ac 112, b'c 13, 
ba 123, ab 145, bc 146, ca'56) 
4° ) le produit 
( 1 + 45) ( 2 + 46) 3 + 56) ( 4 + 12) ( 5 + 13) ( 6 + 23) 
- 31 -
donne après transformation : 
1 3 4 6 + 4 5 2 3 + 4 5 6 + 1 2 3 + 1 2 5 6 
D'où les 5 bases irredondantes et les 5 formes simplifiées de F 
ac' + b'c + ba' 
ab' + be ' + ·ca 1 
ab' + ca 1 + ac' + a'b 
be' + ca' + ac' + b'c 
ab' + be' + b'c + a'b 
* 
* * 
CH API T RE I I, 
LOGIQUE DES PROPOSITIONS 
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Nous entreprenons ici - l'étude de deux types particuliers 
d'énoncés : les propositions simples qui sont constituées d'un sujet, de la 
copule 11 être 11 et d'un prédicat (par exemple : 11 les roses sont rouges 11 ; 
le cheval hennit 11 , proposition qui peut se reformuler 11 le cheval est hen-
nissant11) et les propositions composées, constituées de plusieurs proposi-
tions simples reliées entre elles par des opérateurs logiques. 
Des problèmes sont abordés, tels que le test de la validité 
d'une conclusion ou la recherche de conclusions à des énoncés donnés, et 
des méthodes de résolution leur sont apportées. 
Certains énoncés y sont cependant rebelles : ce sont les syllogismes clas-
siques, dont une analyse exhaustive clôture ce chapitre. 
1. EVALUATION DES PROPOSITIONS COMPOSEES PAR TABLE DE VERITE. 
Toute proposition peut être soit vraie, soit fausse; nous 
dirons qu'elle possède une valeur de vérité : vrai ou faux. 
La logique des propositions étudie comment la vérité ou la fausseté des 
propositions composées est fonction de la vérité ou de la fausseté des 
propositions simples qui la composent; cette logique ne s'intéresse qu'aux 
valeurs de vérité des propositions et en aucun cas à leur signification 
(c'est dans ce sens que nous disons d'une proposition composée qu'elle est 
une fonction de vérité de ses composants). 
A titre d'exemple, l'énoncé 
11 1 e sang est rouge ou l I herbe est verte 11 
n'est pas automatiquement vrai. 
La logique des propositions nous autorise à dire qu'il est 
vrai si l 1un ou l 1autre des énoncés (ou les deux) 
11 le sang est rouge 11 , 11 l 1herbe est verte 11 est vrai. 
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Nous représentons les propositions simples par des variables 
propositionnelles (une lettre minuscule f, g, ... ) et nous notons d1une 
majuscule F, S ... les énoncés formés à l 1aide des va r iables proposit i on-
nelles et d1opérateurs logiques. 
1.1. La négation (opérateur logique non). 
Quel que soit un énoncé S, le nier, c 1est affirmer que sa 
négation (non S) est vraie. 
La négat i on d1un énoncé sera vraie chaque fois que 11énoncé est fau x et sera 
fausse chaque fois que 1 1 énoncé est vrai. 
Nous notons la négation d1un énoncé S par Sou S1. 
Exemple : si nous admettons que la proposition 11 l 1herbe est rouge 11 est 
f ausse, nous devons admettre que sa négation 11 11 herbe n I est pas 
rouge 11 est vraie . 
-propriété : S = S 
1.2. La conjonction (opérateur logique et) 
La conjonction de deux énoncés quelconques Set F (notée 
(S/\ F ou SF) est vraie si , et seulement si, les deux énoncés sont vrais. 
Elle est fausse si 1 1un au moins des deux énoncés est faux. 
Exemple : s i nous tenons pour vrai l 1énoncé 11 le sang est rouge et l 1he rbe 
est verte 11 , nous admettons que les deu x énoncés 11 le sang est rouge 11 
et 11 1 1herbe est verte 11 sont vrais. 
propriétés : soient 3 énoncés S, F, ~ 
S(FU) = (SF)U = SFU 
SF = FS 
SS = S · 
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1.3. La disjonction (opérateur logique ou). 
La disjonction de deux énoncés quelconques F, S (notée 
S V F) est vraie si l 1un des deux est vrai ou si tous les deu x sont vrais. 
Elle est fausse si les deux énoncés sont faux. 
Exemple : si nous réfutons l 1énoncé 11 le sang est vert ou l'herbe est rouge 11 , 
nous soutenons que les deux propositions 11 le sang est vert", 
11 1 1 herbe est rouge" sont fausses. 
D'autre part, si nous affirmons que 1 'herbe est verte, nous devons accepter 
comme vraie la proposition : 
11 2 x 2 = 5 ou l'herbe est verte 11 
Quiconque n1est pas familier au langage de la logique acceptera difficilement 
la vérité d1une telle proposition. Cela provient de 1 'usage fait dans la lan-
gue courante du mot 1 ou 1 • D1ordinaire, nous n'affirmons la disjonction de 
deux propositions que si nous croyons que l 1une d1elle est vra ie, sans savoir 
laquelle. Si, par exemple, nous regardons un gazon normalement éclairé, il ne 
nous viendra pas à 1 'esprit de dire que 11 1 'herbe est rouge ou verte" puisque 
nous pouvons affirmer quelque chose de plus simple et de plus fort, à savoir 
que 11 1 1 herbe est verte". 
Dorénavant, nous attribuerons aux valeurs de vérité (vrai ou faux) d'une 
variable propositionnelle, les valeurs d'une variable booléenne (respecti-
vement 1 ou 0). 
De cette façon, les propositions composées peuvent être représentées par des 
foncti ons de variables booléennes substituées aux variables propositionnelles. 
Les schémas obten~s par cette substitution sont appelés ' schémas vérifonc-
tionnels' . 
Nous pouvons alors évaluer la valeur de vérité d1un énoncé en foncti on des 
valeurs de vérité des propositions qui le composent, au moyen d'une table 
dite i: de vérité' 
Par exemple, pour 11énoncé p V q, nous évaluons la fonction booléenne p + q 
des 2 variables pet q 
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p q p + q 
1 0 1 
0 0 0 
1 1 1 
0 1 1 
et nous dirons que p V q est vrai ssi p + q = 
p V q est faux ssi p + q = 0 
1.4. La disjonction exclusive (opérateur logique ou bien ... ou bien). 
La disjonction exc l usive de deux énoncés S, F (notée SŒ) F) est 
vraie uniquement si l 1un des deux est vrai, à l 1exclusion de l 1autre. 
Exemple si nous supposons vrai le fait que Paul est parti se distraire 
\ au cinéma (et sachant qu 1il n1existe que deux salles en ville 
1 l e Caméo et l 1Eldorado), nous pouvons dire: ou bien Paul est 
) au Caméo (p), ou bien il est à l 1Eldorado (q) 11 et écrire la 
table de vérité : 
p q p E!, q 
1 0 1 
0 0 0 
1 1 0 
0 1 1 
p © q est fau x si p et q sont éga 1 es à 1 ( Paul ne peut pas être 
à la fois au Caméo et à l 1Eldorado); 
p 0 q est également faux s i p = 0 et q = 0 (nous savons que Paul 
est dans 1 1 une des deux sa 11 es). 
1.5. Le conditionnel (opérateur logique si al ors ... ) . 
Soient deux énoncés quelconques S et F, le conditionnel 11 si S 
al ors F11 (noté s) F) est une proposition fausse uniquemen t si S est vrai 
et Fest faux. 
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S est l 'antécédent du conditionnel; F est son conséquent. 
Nou s pouvons écrire l a table de vérité (n ou s avons déjà vu au chapitre I 
qu 'u n conditionnel s) F peut se réécr i re S + F 
s F S +F 
0 0 1 
(A, ~ 
.,_._ fr A ( ,1; l é" ,,,_ J..t( . L ' 
~-.. 
P> 
0 1 1 . 
1 0 0 / 
.::.. V 
:/ ~Jh1,./ 
-
,, 
r 
1 1 1 '/-ry • I" 4~, J ,...1-1-,, ; ~ 
Remarquo ns que si l 'antécédent est faux et quel l e que soit la valeur de 
vérité du conséquent , le conditi onnel s) Fest vrai. 
Exemple . "si tu rés ous ce probl ème , al ors je mange mon chapeau" 
Nous pou vons écrire, en remplacant l'antécédent par pet l e 
conséquent par q : 
p 1 + q = 
En fait , en sou tenant ce conditi onnel, notre intention est d'af-
firmer la fauss eté du conséquent et donc, la fausseté de 1 'anté-
cédent ("tu ne peux résoudre ce problème"). 
Certaines propositions logiqu emen t vraies peuvent paraître choquantes dans 
le langage naturel . 
Par exemple 1 es 3 propositions suivantes sont logiquement vraies 
"Si la France est en Europe, alo rs l a mer est: salée". 
"Si la France est en Amérique, alors la mer est salée". 
Il Si la France est en Amérique, al ors la mer est douce". 
Dans le langage courant, ces propositions sont difficilement perçues comme 
ayant une signification, et moins encore comme étant vraies. 
La difficulté provient du fa i t qu'il n'est guère habituel de former de telles 
propositions, alors que la valeur de vérité des énoncés composants est déjà 
connue inconditionnellement : pourquoi former ces conditionnels alors que 
nous sommes en mesure d'affirmer "la mer est salée" et de nier "la France 
est en Amérique" ? X 
'/ 
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Dans la pratique, celui qui déclare ''si p alors q" ne connaît pas les va-
leurs de vérité des propositions pet q, mais il entend affirmer la fausse -
té de (pet (non q)). 
Nous disons 
"Si Paul a la malaria, alors il a besoin de quinine" 
parce que nous savons qu ' il est impossible d'avoir la malaria sans avoir 
besoin de quinine, mais que nous sommes dans le doute sur la maladie de Paul 
et sur son besoin de quinine. 
1.6. L'homologie. 
Nous avons déjà vu au premier chapitre quel 'homologie S - F 
- -(ou S F + S F) est fausse uniquement si 
S est vrai et Fest faux 
S est faux et S est vrai, 
d'où la table de vérité suivante : 
s F S:F 
0 0 1 
0 1 0 
1 0 0 
1 1 1 
• 
2. LES TAUTOLOGIES. 
I 1 est év_i dent que 1 1 énoncé 
11 le cheval hennit ou le cheval ne hennit pas 11 
est vrai. 
Mais bien plus l 1énoncé 
p ou (non p) 
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est toujours vrai, pour toutes les propositions que 110n substitue à p. 
Il en est de même de 1 'énoncé 11 s i p alors (p ou q) 11 • 
Nous dirons de tels énoncés, où seule compte la structure logique 
( ... ou non ... , si ... alors ... ou ... ) qu'ils sont valides et nous 
parlerons, pour les désigner, de 11 tautologies 11 ou de 11 lois de la logique 
des propositions 11 • 
Pour tester la validité d' un énoncé (c'est-à-dire décider s'il est valide 
ou non), il nous suffit d ' écrire sa table de vérité et d'observer la 
dernière colonne : celle-ci contient uniquement des 111 si, et seulement 
si , 1 1 énoncé est va 1 ide. 
Exemple : 
p p + p' 
1 1 
0 1 
Il est évidemment essentiel de bien distinguer les tautologies des énoncés 
simplement vrais, mais dont la valeur de vérité dépend de la vérité de ses 
composants. 
2. 1 • L I i mp 1 i cati on . 
Nous dirons qu'un énoncé F implique un énoncé s (et nous noterons 
F-> S) si et seulement si 
lorsque F est vrai, nous pouvons en déduire que S est vrai 
lorsque F est faux, nous ne pouvons rien déduire de S. 
- 40 -
Autrement dit, F -> S si et seulement si 
-
F + S = 
quelles que soient les valeurs de vérité des variables 
qui composent F et S. 
Nous voyons que 1 'implication F - > S est un conditionnel F) S VALIDE. 
Il est donc toujours possible de décider si un énoncé F implique un énoncé S. 
Il suffit de former le conditionnel F) Set de vérifier sa validité au 
moyen d'une table de vérité. 
Par exemples : (1) q '-> (pq) 1 
puisque q + p' + q' = 
(2) p - > (q - > p) 
car p' + q' + p = 1 
(3) (p -> q) - > (q '- > p') 
car pq' + q + p1 = q 1 + q + p = 1 
(4) ( (p -> q) 11 (q -> r) )-> (q - > r) 
2.2. L'équivalence. 
car pq 1 + qr 1 + q' + r = q + q 1 + r = 1 
cette dernière implication est ordinairement connue 
sous le nom de 'propriété de transitiYité~ 
De la même façon qu'une implication est la validité d' un condition- . 
nel, une équivalence est la validité d'une homologie. 
Par définition, deux énoncés F et S sont équivalents (nous noterons F~> S) 
si et seulement si 1 'homologie (F ~ S) est valide. 
Cela signifie que deux énoncés sont équivalents s'ils concordent quant à 
leur valeur de vérité pour toute interprétation de leurs variables proposi-
tionnelles. 
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Par exemple p (q V r) <- > pq V pr 
car p (q + r) (pq + pr) + p(q + r)(pq + pr) 
= (p' + q'r')(p' + q')(p ' + r') + pq +·pr 
2.3. Les axiomes. 
= p' + q'r' + pq + pr 
= p' + r' + q + r 
= 
Certaines tautologies sont parfois utilisées comme ax i omes. 
Associées à des règles d'inférence, elles permettent d'engendrer tous les 
théorèmes ( = énoncés valides ) de la logique des propositions. 
L'une de ces règles est le modus ponens: 
si un théorème ou un axiome est un conditionnel 
dont 1 'antécédent est un théorème,alors le conséquent 
est un théorème. 
Une autre règle est la substitution 
on peut substituer n'importe quel schéma à toutes les 
occurrences d'une lettre, dans un théorème et obteni r ainsi 
un nouveau théorème. 
Les axiomes habituellement employés sont indépendants 
dér i vable des autres comme théorème. 
aucun d'eux n'est 
Mais 1 'intérêt d'un système d'axiomes dans la logique des propositions est 
douteux : rappelons, en effet, que nous disposons d'une procédure de décision 
(les tables de vérité) nous autorisant à tester la validité de tout schéma 
vérif oncti onne l . En revanche, l 'échec à démontrer la validité d ' un schéma 
par la méthode axiomatique peut signifier soit la non validité, soit l 'ab-
sence de chance dans notre util i sation des axiomes et règles d'inférence. 
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3. APPLICATIONS , 
~✓ 3.1. Tests de validité. 
Nous avons vu qu'au départ d'énoncés, on pouvait opérer une trans-
position en fonctions booléennes. 
Nous avons également vu, à propos des tautologies, qu'un énoncé est valide 
s'il est vrai pour toutes les interprétations des variables propositionnelles 
qui le composent (ou s'il vaut 1 pour toutes les interprétations des var i ables 
booléennes qui le composent). 
Nous savons, enfin, qu'il est toujours possible de tester la validité d'un 
énoncé de la logique des propositions. Le moyen ut i lisé pour ce faire est 
la table de vérité, combiné à 1 'application des diverses opérations de simp li -
fication booléenne (opérations basées sur les relations générales vues au 
chapitre I). 
Les exercices qui suivent consistent tous à tester la validité d' une 
conclusion C pour des énoncés formés de prémisses P .• 
l 
La conclusion est valide si elle peut être considérée comme vraie partout où 
S l'est, c'est-à-dire : 
ou 
p - > C 
n 
p + C = 
n 
P C =· 0 
n 
Si le budget n'est pas amputé (b') alors une condition nécessaire et ; 
suffisante pour que les pri x restent stables (p) est que les taxes 
t ~ seront accrues ( t). 
~y 
P2 Les taxes augmenteront (t) si et seulement s i le budget n'est pas 
réduit ( b ' ) . 
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P3 Si les prix restent stables (p) alors les taxes ne seront pas augmen-
tées ( t 1 ) • 
C Les taxes ne seront pas augmentées (t 1 ) 
p1 b 1 ) ( p = t) ou b + pt+ p 1 t 1 
p2 t = b' ou tb 1 + t'b 
P3 µJ t' ou p' + t' 
.. 
b p 1 F: ~ ~ ITP C TTP~C 
0 0 0 1 0 1 0 1 1 
0 0 1 0 1 1 0 0 1 
0 1 0 0 0 1 0 1 1 
0 1 1 1 1 0 0 0 1 
1 0 0 1 1 1 1 1 1 
1 0 1 1 0 1 0 0 1 
1 1 0 1 1 1 1 1 1 
1 1 1 1 0 0 0 0 1 
conclusion val i de 
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/ 2. Si la France est une démocratie (p), ses citoyens ont le droit de vote (q). 
( Les citoyens ont le droit de vote (q). 
La France est une démocratie (pJ. 
(p' + q) q p' = p'q * 0 
conclusion non valide 
3. Dans une démocratie (p), le chef du gouvernement est élu au suffrage 
universel (q). 
En France, le chef du gouvernement n'est pas élu au suffrage universel (q 1 ). 
La France n'est pas une démocratie (p 1 ) . 
(p' + q) q'p = p'q'p + q q'p = 0 
conclusion valide 
4. Si un homme est communiste (p) alors il critique la police du gouvernement (q ). 
Cet homme critique la police du gouvernement (q). 
Cet homme est communiste (p). 
(p' + q) q p' = p'q * 0 
conclusion non valide . 
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5. Si les jalousies sont baissées (p), c'est qu'il n 'y a personne à la mai-
son (q'). 
Les jalousies sont levées (p' ). 
Il y a quelqu'un (q) 
conclusion non valide 
6. Si tu n'étudies pas (p 1 ), tu ne réussiras pas (q ' ). 
Si tu étudies (p), tu seras récompensé (r). 
Si tu réussis (q), tu seras récompensé (r). 
• 
(p + q 1 )(p 1 + r) qr' = (pr + q'r + q 1 p1 ) qr' = 0 
conclusion val i de 
7. Ll eibniz (p) ou Newton (q) a découvert la gravitat i on. 
Newton 1 ' a découverte (q). 
Leibniz ne l ' a pas découverte (p 1 ). 
(pq' + p'q) qp = 0 
conclusion val ide 
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8. Si Landru est un assassin (p), il a tué ses amies (q) et les a i ncinérées (r) . 
Il n'a pas tué ses amies (q')A 
Landru n'est pas un assassin (p'). 
(p' + qr) q'p = 0 
conclusion valide 
9. S'il veut réussir (p), il doit étre a la fois compétent (q) et chanceux (r). 
Car s ' il est incompétent (q'), il lui est impossible de réussir (p' ). 
S'il n'a pas de chance (r'), il est certain que quelque chose ira mal (p' ) . 
(p' + qr)(q + p' )r'p = (p' + qr) r'p = 0 
conclusion valide 
10. Pour que le candidat soit accepté (p), il suffit qu'il emporte la décision 
du chef (q). 
Il n'emportera cette décision que s'il est bien habillé (r) . 
Il ne s'habillera pas bien. 
Il ne sera pas accepté (p ' ). 
(q' + p)(r' + q) r'p = r' p =/= 0 
conclusion non valide 
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11. Si août est pluvieux (p), alors les fleurs s'épanouissent en mai (q) et 
les moustiques volent en juin (r). 
Si les moustiques volent en juin (r) alors les maladies augmente nt durant 
les vacances (s). 
Si les fleurs s'épanouissent en mai (q) alors il y aura beaucoup de miel 
en septembre (t). 
Si août n'est pas pluvieux (p') alors les pelouses seront brunes en été (u). 
Ainsi, il y aura beaucoup de miel en septembre (t) et les maladies augmente-
ront en vacances (s) ou les pelouses bruniront en été (u). 
(p' + qr)(r' + s)(q' + t)(p + u) + ts + u 
pq' + pr' + rs' + qt' + p'u' + ts + u 
q' + r' + s' + t' + p' + s + u = 1 
conclusion valide 
y 3.2. Recherche d'une conclusion. 
L~ principe de résolution des problèmes proposés est le suivant : 
étant donné un ensemble de propositions (a 1, a2, ... , an) supposées vraies, 
nous pouvons faire la conjonction 
n 
T( 
i = 1 
a . = p 
l 
et conclure que la proposition P sera également vraie. 
En substituant des variables booléennes aux propositions, P devient une 
fonction booléenne. En simplifiant cette fonction, nous obtenons une propo-
sition vraie qui n'était peut-être pas directement lisible dans 1 'ensemble 
(a 1, a2, ... , an) initial. 
Par exemple imaginons les deux prémisses 
(1) p->q 
(2) q-> r 
Nous pouvons en conclure que p - > r 
- soit grâce à la propriété de transitivité 
- soit au prix d'un petit effort supplémentaire, 
en faisant le produit de (1) avec (2) 
p 
= ( p 1 + q) ( q 1 + r) = 
p = p'q' + qr + p'r = 
après si mp l if i cati on 
p = p'q' + qr = 
autrement dit 
p = 0 
pq' + pr' + qr' = 0 
ceci est vrai si pq' = 0 (a) 
et pr' = 0 (b) 
et qr' = 0 ( C) 
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(b) signifie p' + r = 1, d'où la conclusion C 
p - > r 
Notons que Pest une conclusion dans le sens où 
mais observons que 
d'une égalité 
à une implication 
(nous n'avons plus 
-r( a. implique P , 
(puisque P - > P) 
les transformations 
Tfa.=P , 
ïfa . - > C , 
rta. = C puisque 
1 
subies par P nous font passer 
(p' + q) (q ' + r) =!= (p' + r) 
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1. Une énorme quantité de marchandise a été dérobée dans un magasin. Le voleur 
(ou les voleurs) s'est enfui en voiture. Trois malfaiteurs notoires A, 
B, C sont convoqués à Scotland Yard pour y être interrogés. On peut établir 
les faits suivants de façon certaine : 
( 1 ) Nul autre que A, B' C n'a pu participer au cambriolage. 
(2) C ne fait jamais un coup sans la complicité de A. 
(3) B ne sait pas conduire. 
En notant a 1 A est coupable 1 
b I B est coupable 1 
c I C est coupable 1 
le produit des prémisses donne : 
(a+ b + c) (c' + a) (b' +a+ c) = a 
d'où la conclusion 
1 A est coupable 1 
2. Voici une autre affaire de vol : quand A, B et C furent conduits à Scotland 
Yard pour y être interrogés, les faits suivants furent établis de façon cer-
taine : 
(1) Nul autre que A, B, C ne pouvait être impliqué dans l'af faire . .. 
(2) A ne travaillait jamais sans au moins un complice. 
(3) C était innocent. 
le produit de prémisse~ 
(a+ b + c) (a' + b + c) c' = (b + c) c' = be ' 
d'où la conclusion 
1 Best coupable 1 
Jl] 3. 
- -- - ---- ----------------- --------------------
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Voici le cas plus intéressant d'un cambriolage commis à Londres, pour le-
quel trois malfaiteurs notoires, A, B et C furent interpelés et entendus à 
Scotland Yard. Détail très important : A et C étaient des vrais jumeaux et 
ils se ressemblaient tant qu'à peu près personne ne pouvait les distinguer. 
Ces trois malfaiteurs avaient un dossier très chargé et leurs habitudes 
étaient bien connues. En particulier, on savait que les jumeaux n'étaient 
1 i-\ pas téméraires, au point qu I aucun d I eux n I aurait osé entreprendre un coup 
sans complice. Au contraire, B aimait agir seul et il ne s'encombrait ja-
mais de complice.3JD1 autre part, plusieurs témoins avaient affirmé qu'à 
1 1 heure du vo 1 , i 1 s avaient vu 1 1 un des jumeaux dans un bar de Douvres, 
mais sans pouvoir dire lequel c'était. l4J 
· En supposant cette fois encore que nul autre que A, Bou C ne pouvait être 
impliqué dans ce vol, qui était le coupable; qui était innocent? 
Nous discernons les prémisses 
_aJ C + b (,} 
C) a + b l. 
b _) a 1 c 1 J 
a 1 +c 1 'IJ 
a+b+c s) 
dont le produit donne 
(a 1 + c + b)(c ' +a+ b)(b 1 + a 1 c 1 )(a 1 + c 1 )(a + b + c) 
= a I c I b 
dont la conclusion : 
·Best coupable 
L _____ -
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4. Il y a 3 personnes Albert (a), Berna rd (b) et Charles (c ); ils peuvent 
avoir les cheveux blonds ou bruns. C1 est à nous de l e déterminer étant 
donné que 
1. A moins que c n 1 ait les cheveu x blonds, b a les cheveux de couleur 
différente de ceux d 1 Albert. 
2. Si a est blond, b à la même couleur de cheveux que c. 
3. Si b etc sont tous deux bruns , a 1 1 est également. 
4. Si a est brun et b blond, alors c est brun. 
5. Si b est blond et seulement s 1 il l 1·est, a etc sont blonds. 
L~s symboles a, b, c sont considérés comme des variables binaires s 1 écri-
vant sous cette forme ou sous la forme inverse (a 1 , b 1 , c 1 ) suivant qu'elles 
se rapportent à une personne blonde ou brune : 
c ' ) ba 1 + b I a 
a ~ be+ b 1 c 1 
b 1 c 1 :) a' 
a 1 b :) Cl 
b ac 
Le produit de ces prém is ses fourn i t 
a b c 
d'où les conclusions 
A, B et C sont blonds. 
5. 
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Monsieur et Madame Jones désirent acheter une voiture. 
Tous les modèles peuvent être fournis avec transmission automatique (a), 
toit ouvrant (b), ceintures de sécurité (c), auto-radio (d) ou s ièges esca -
mota b l es ( e ) . 
Monsieur Jones déclare 
11 Si nous prenor.s la transmission automatique, il nous faut 
un toit ouvrant et des ceintures de sécurité". 
Son épouse réplique : 
11 S'il faut un toit ouvrant, al ors je veux une auto-radio et 
des sièges escamotables". 
Et Monsieur Jones de répondre 
11 Si nous prenons le toit ouvrant et l'auto-radio, nos moyens 
ne nous permettent pas de prendre une transmission automatique ". 
Les prémisses traduites : 
leur produi t donne 
d'où la conclusion 
a ') be 
b ~ de 
bd _J ; 
a'b' + a' de= a' (b 1 +de) 
"Jones ne prendra pas une transmission automat i que ". 
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6. Vous désirez acheter une automobile "personnalisée", dans la gamme de cell es 
que vous offre la marque 11 X11 • 
Repoussant d'emblée les véhicules du type touriste standacd, vous demandez 
au vendeur de vous pré~iser les différents aménagements ou accessoires que 
vous pouvez obtenir; ce sont les suivants : 
- cylindrée faible (w
0
), moyenne (w 1), forte (w2) 
- carrosserie carrosserie italienne (x), carrosserie en plas-
tique (x') 
- embrayage, boîte de vitesses; il existe deux modèles : embrayage 
automatique à 3 vitesses (y) ou embrayage ordinaire, mais boîte 
à 4 vitesses (y') 
- toit véhicule à toit ouvrant (z) ou cabriolet décapotable (z' ) . 
Votre choix se limitera à ces possibilités. Le vendeur vous précise en outre 
que 
1 .- Si vous choisissez le cabriolet décapotable, vous ne pouvez choisir ni la 
carrosserie en plastique, ni une faible cylindrée. 
2.- La boîte à 4 vitesses est incompatible avec une faible cylindrée. 
3.- La carrosserie en plastique est incompatible avec une forte cylindrée. 
4.- Un cabriolet décapotable impl i que soit une boîte à 4 vitesses, soit une 
cylindrée forte ou moyenne. 
Pour fixer votre choix (la couleur ne faisant aucune difficulté), vous déc i -
dez de vous en remettre au prix et de choisir la voiture personnalisée qui 
vous reviendra le moins cher. Le vendeur vous tend le barème réduit suivan t 
(prix en sus du modèle standard) 
w1 = 250 Frs et w2 = 500 Frs; x = 500 Frs et x
1 
= 300 Frs; y= 400 Frs, 
y' = 280 Frs; z = 150 Frs et z 1 = 200 Frs. 
Quelle voiture choisirez-vous? 
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Les lettres w avec indice, ainsi que les lettres x, y, z et leurs complé-
ments ont été introduites dans le texte de 1 'énoncé du problème. Chacune de 
ces lettres corres pond à une proposition bien définie et sa sign ification 
logique est évidente lorsque 1 'accessoire auquel elle se rapporte est de 
nature bivalente. 
Par contre, la propo sition concernant la cylindrée est de nature trivalente. 
Afin d léviter l'introducti on d'une notion nouvelle, nous caractériserons la 
cylindrée faible, moyenne ou forte respectivement par . la variable binaire 
wo, w1 ou Wz égal e à 1. 
Dans ces conditions , par exemple, la relation w
0
'= w1 0 w2 = w1 w2' + 1,11 1' w2 
ou même w1 + w2 est évidente car si 1 'on ne choisit pas la cylindrée faible, 
on ne peut adopter que la cylindrée moyenne en excl uant la f orte ou la cylin-
drée forte en excl uant la moyenne. En rais onnant très si mplement, on remarque 
d'autre part qu ' un produit logique tel que w1 w2 est nul car on ne peut si -
multanément adopter les cyli ndrées moyenne et forte tandis que w1' w2' = 
(wo + w2) (wo + w1 ) = wo 
Les quatre points proposés dans 1 'énoncé du problème se traduiront par 
1. "S z' alors non (x ' + w )" est un conditionnel qui s'exprime par 
0 
z. + (x + w) 
0 
= z + xw 1 
0 
2. "y 1 et wo s'excluent" d'où ywo + y'w 1 0 
3. "x' et w2 s'excluent" d'où xw2 + X 
1 W 1 2 
4. 11 2 1 implique soit y', soit (w1 Œ) w2)" d'où: 
( 1 ) 
( 2) 
(3) 
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Si 1 1 0n effectue les produits des relations (1).(4) et (2).(3), on trouve 
( 1 ) 
( 2) ( 3) = Xy 1 w + x'yw + x'y'w 2 0 1 
( 5) 
(6) 
e produit des relations (5) et (6) fournit finalement la solution du pro-
b 1 ème : 
Le point de vue financier des 3 solutions possibles est examiné en remplaçant 
les variables par leur valeur en francs d'où l ' on conclura qu'il s'agira de 
choisir (x 1yzw ), la voiture dont la cylindrée est faible avec carrosserie en 
0 
plastique et embrayage automatique; le toit de cette voiture étant un toit 
ouvrant. 
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7. Pour une jeune fille, le mari idéal devrait être de grande t ai lle (t), 
bronzé (b), élégant (h). 
El le connaît quatre jeunes gens : A lac (A), Bill (B), Carl (C) et Dave (D) . 
Un seul de ceux-ci possède les caractéristiques que la jeune f i l l e exige . 
1. Trois des jeunes gens sont t; deu x sont b, et un seul est h. 
2. Chacun des quatre a au moins une des qualités exi gées. 
3. A et B ont le même teint. 
4. B et C ont la même taille. 
5. Cet D ne sont pas de la même taille. 
En convenant des symboles suivants 
At 'Alec est de grande taille' 
At 'Alec est de petite ta i 11 e 1 
Ah 'Alec est élégant' 
-
Ah ' Alec n ' est pas élégant', etc ... 
nous pouvons traduire les faits 1 à 5 : 
1. (a) At Bt Ct Dt + At Bt Ct Dt + At Bt Ct Dt + At Bt Ct Dt 
-(b) Ab Bb Cb Ob + Ab Bb cb Ob+ Ab Bb cb Ob + Ab Bb cb Ob 
- - - -+ A B C D + A B C D 
b b b b b b b b 
- - - - - - - - - - -(c) Ah Bh ch oh + Ah Bh ch oh + Ah Bh Ch Oh + Ah Bh ch oh 
2. (a) At + Ah + Ab 
( b) Bt + Bh + Bb 
(c) et + Ch + Cb 
( d) Dt + Oh + Ob 
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Le produit de 4 et 5 avec 1 (a) donne 
Le produit de 3 avec (b) donne 
- -
Ab Bb cb Ob+ Ab Bb cb Ob (7) 
Le produit de (6) avec (7) donne 
- - -
At Ab Bt Bb et cb Dt Ob+ 
- -
At Ab Bt Bb et cb Dt Ob 
Ce résultat multiplié à 1 (c) et 2 fournit (sachant qu'une seule personne 
réunit toutes les qualités) 
-
At Ab Ah Bt Bb Bh et cb ch Dt Ob oh 
d'où la conclusion 
"A est t, B est t, C est t, b, h et D est b" 
4. LIMITE DE LA LOGIQUE DES PROPOSITIONS. 
Imaginons les 3 prémisses 
(a) tous les hommes sont mortels 
(b) quelques hommes ne sont pas des chiens 
(c) aucun chien n 1 est mortel 
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Essayons d'en faire une transposition en fonctions booléennes; nous sommes 
tentés d 1 écrire 
ou encore 
(1) si untel est un homme (h ), alors untel est mortel (m) 
(2) untel est un homme et untel n1 est pas un chien (c 1 ) 
(3) si untel est un chien, alors untel n1 est pas mortel 
(1 ) h' + m 
(2) h c 1 
(3) c 1 + m1 
Dans ces conditions, nous sommes obligés d 1 accepter (3) comme conclusion de 
(1) et (2), puisque : 
(h' + m) h c' + c' + m' 
hm' + h1 + c' + m1 
h + h 1 + c 1 + m1 = 1 
i 
- j 
Or, cette conclusion, '1aucun chien n 1 est mortel 11 est manifestemen t erronée. 
Notre erreur provient naturellement de la traduction de (a) et (c) ou 
(1) et (3). Ces deux dernières nous parlent d 1 un seul objet 1 untel 1 (c'est 
la même qui .est évoqué dans la prémisse (2)). 
Les prémisses (a) et, (c) sont bien plus générales. On voit mal, hélas, comment 
les rendre dans le formalisme développé jusqu'ici. 
5. ANALYSE DES SYLLOGISMES. 
Nous connaissons tous le syllogisme classique 
Tous les hommes sont mortels; 
or, Socrate est un homme; (1) 
donc, Socrate est mortel. 
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Il est composé de trois prémisses dont la dernière est la conclusion. 
Chaque prémisse est constituée d'un sujet et d'un prédicat, que nous appel -
1 erons I termes 1 • 
Mais la formulation de ce syllogisme, telle qu'Aristote 1 'avait donnée est 
la suivante : 
Si tous les hommes sont mortels, 
et si Socrate est un homme, 
alors Socrate est mortel. 
La différence essentielle avec (1) réside en ce que la forme d'Aristote est 
une proposition, qui est nécessairement vraie ou fausse, alors que la pre-
mière forme est celle d'une inférence. 
La logique doit pouvoir s'appliquer aux hommes comme à toute autre classe 
d I objets. 
Aussi, afin de conserver au syllogisme uniquement sa forme, Aristote avait 
déjà substitué des lettres aux termes : 
Si tout H est M 
et si tout Gest H 
alors tout Gest M 
(2) 
Si la proposition (2) est valide (c'est-à-dire si le conditionnel 'si 
si ... alors' est une implication), alors la forme traditionnelle (1) est 
également valide. 
- ------------------------------
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Un syllogisme sera donc valide si sa formulation est telle qu 1 elle ne peut 
conduire à partir de prémisses vraies, à une conclusion fausse. 
Aristote avait classé les prémisses des syllogismes classiques en quatre 
formes différentes : 
la forme A 
la forme E 
la forme I 
la forme 0 
1 tout F est W ; 
1 aucun F n I est W ; 
1quel ques F sont W; 
1 quel ques F ne sont pas H1 
(les 4 voyelles proviennent des mots latins Affirmo et nEgO). 
5.1. Représentation graphique des syllogismes. 
Nous développons ici une représentation par diagrammes de Venn, adaptée 
à l 1 étude des inférences portant sur trois termes, et en particulier à 
l 1 analyse des syllogismes classiques. 
5.1.1. ReQrésentation_des_guatre_formes_A_E_I_O. 
a) 1 tout Fest W 
la région hachurée montre qu 1 il n1 existe pas de F 
qui ne soit pas H. 
H 
la région hachurée montre qu'il n'existe pas de F 
qui soit également H 
c) 'Quelques F sont H' 
la croix montre qu'il existe au moins un F qui est H 
d) 'Quelques F ne sont pas H' 
- 61 ..: 
la croix montre qu'il existe au moins un F qui n'est pas H 
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La blancheur d'une région indique le manque d'informations concernant 
cette région. 
Alors que les hachures signifient le vide, l'absence de hachures ne signifie 
pas le non vide : le non vide est représenté par une croi x . 
Par exemple, en remplacant F par ·1 romancier 1 et H par 'cinéaste', la phrase 
'tout H est F' ne nous donne aucune information sur l'existence des roman-
ciers cinéastes, mais elle nous dit que s'il existe des cinéastes, ceux-ci 
sont tous des romanciers. 
Toujours à titre d'exemples : 
l I inférence 'quelques F sont G 
donc il y a des G' 
est valide puisque le conditionnel correspondant est 
toujours vrai, quelle que soit la signification de 
F et G. 
par contre, l I inférence 'tous les F sont G 
donc il y a des G' 
n'est pas valide puisque le conditionnel 
(tous les F sont G => i 1 y a des G) n'est pas vraie 
SI il n'existe pas de F. 
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5.1 .2. ProQriétés_des_guatre_formes_A_E_I_O. 
Les diagrammes permettent de visualiser aisément les propriétés suivantes 
a. passage d'une forme à l'autre 
= = = = = = = = = 
la forme E 'aucun F n'est G' 
équivaut à 
la forme A 'tout F est non G' 
la forme O 'quelques F ne sont pas G' 
équivaut à 
la forme I 'quelques F sont non G' 
b. inversion des termes : 
= - -
'Tout Fest G' équivaut à 'Tout non Gest non F' 
'Aucun F n'est G' équivaut à 'Aucun G n'est F' 
'Quelques F sont G' équivaut à 'Quelques G sont F' 
'Quelques F ne sont pas G' équivaut à 'Quelques non G sont F' 
~!{ 
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5.1.3. Les_guatre_figures_des_stllogismes. 
La classification des syllogismes en figures a un intérêt historique plutôt 
qu'une importance théorique. Son but est pratique : elle permet de distin-
guer dans une application, les syllogismes valides des syllogismes non va-
l ides. 
Les deux premières prem,sses d'un syllogisme classique contiennent toujours 
un terme commun : le moyen terme T. 
L'autre terme de la première prémisse est le grand terme G; l'autre terme 
de la deuxième prémisse est le petit terme P. 
La figure d'un syllogisme dépend de la composition des termes dans son 
expression : 
figure 1 figure 2 figure 3 figure 4 
premisse 1 TG GT TG GT 
premisse2 PT PT TP TP 
.conclusion PG PG PG PG 
Ce tableau donne l'ordre d'apparition de termes dans chaque pré-
misse, pour chacune des figures. 
Si 1 'on effectue toutes les combinaisons des quatre prémisses 
AA (A,E,1,0) AE (A,E,1,0) AI (A,E,I,0) A0 (A,E,I,0) 
EA ( ) EE ( ) El ( ) EO ( ) 
IA ( ) IE ( ) II ( ) 10 ( ) 
0A ( ) 0E ) 01 ( ) 00 ( ) 
i 1 devrait exister 64 syllogismes. Si, pour chaque syllogisme, on tient compte 
de 4 figures différentes, il semblerait que 256 syllogismes soient possibles. 
Beaucoup d'entre eux, cependant, ne sont pas valides. 
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5. 1.4. Tests de validité. 
Les diagrammes de Venn permettent de tester facilement la validité d'un 
syllogisme. 
Prenons, par exemple, le syllogisme : 
Aucun philosophe n'est méchant si aucun T n'est G 
quelques grecs sont philosophes et si quelques p sont T 
donc quelques grecs ne sont pas méchants alors quelques p ne sont 
pas G 
la première prémisse nous dit 
p 
la seconde nous donne 
p 
1 'innovation qui consiste à remplacer la croi x par une barre permet 
de traverser une limite pour montrer qu'une partie composée n'est 
pas vide. 
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les deux prémisses ensemble, nous obtenons 
p 
et nous voyons immédiatement que la conclusion O est vraie. 
Examinons à présent le syllogisme AO, 1ère figure 
tout Test G; 
quelques P ne sont pas T 
p 
Une conclusion valide serait 'Il existe des P', mais il n'y a 
aucune conclusion de la forme A, E, I ou O qui fasse de AO 1ère 
figure un syllogisme valide. 
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En utilisant ainsi les diagrammes de Venn, nous pouvons trouver tous les 
syllogismes val ides 
1ère figure 2e figure 3e figure 4e fiçiure 
A A A E A E I A I A E E 
,5 E A E A E E A I I I A I 
A I I E I 0 0 A 0 E I 0 
E I 0 A O 0 E I 0 
Neuf autres combinaisons méritent une attention particulière : il s'agit 
de syllogismes valides si l'on ajoute une condition aux deux premières 
prémisses. 
1ère figure 2e figure 3e figure 4e figure prémisse ajoutée 
AAI, EAO AEO, EAO AEO ' i l y a ctes P' 
AAI, EAO EAO ' il Y a des T' 
AAI ' il Y a des G' 
)'7 
par exemple A A I 1:è figure et ' i l y a des P' 
les trois conditions si tout T est G 
si tout p est T 
et si i l y a des p 
donnent 
p 
La conclusion I est bien vérifiée. 
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5.1 .5. Quelgues_exem~les. 
A titre d'exemple, voici quatre syllogismes E I O (1e, 2e, 3e et 4e figures) 
aucun académicien (A) n'est stupide (S); 
quelques hommes (H) sont des académiciens; 
donc, quelques hommes ne sont pas stupides. 
H 
aucun canard (C) n'est mammifère (M); 
quelques animaux (A) sont des mammifères; 
donc, quelques animaux ne sont pas des canards. 
A 
aucun bienfait (B) n'est perdu (P); 
quelques bienfaits sont désintéressés (D); 
donc, quelques actes désintéressés ne sont pas perdus. 
D 
aucune chèvre (C) n'est équidée (E); 
quelques équidés sont herbivores (H); 
donc, quelques herbivores ne sont pas des chèvres. 
H 
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5.1.6. Limites_de_la_reQrésentation_graQhigue. 
La représentation par diagra~mes permet de tester, dans certaines limites, 
la validité d'inférences dont les prémisses n'ont pas une des quatre struc-
tures prédéfinies. 
Par exemples : 
toute personne à l'est de la piste est ou négligée, ou pauvre; 
quelques personnes à 1 'est de la piste ne sont pas pauvres; 
donc, quelques personnes négligées ne sont pas pauvres. 
Graphiquement : 
N 
p 
Tous les témoins (F) qui détiennent des actions dans l'entreprise .(G) 
sont des employés (H); 
quelques témoins (F) sont des employés (H) ou détiennent des actions 
dans l'entreprise (G); 
donc, quelques uns des témoins (F) sont des employés (H). 
H 
Mais ces inférences ne contiennent toujours que 3 termes. 
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Voici une inférence nettement plus compliquée, empruntée à Lewis Caroll 
aucun chaton qui aime le poisson n'est réfractaire à l 1étude; 
aucun chaton sans queue n'est prêt à jouer avec un gorille; 
les chatons moustachus aiment toujours le poisson; 
aucun chaton amoureux del 'étude n'a les yeux verts; 
aucun chaton n'a de queue s ' il n'est moustachu; 
donc, aucun chaton aux yeux verts n'est prêt à jouer avec un 
, gorille. 
Nous identifions six termes différents; le test de validité exige si x 
diagrammes et la représentation devient beaucoup trop ardue. 
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5.2. Les axiomes A A A et AI Ide la première figure. 
5.2. 1. Réduction_des_erémisses. 
Au moyen des deux seuls syllogismes A A A et AI I de la 1ère figure, pris 
comme axiomes, nous pouvons retrouver tous les syllogismes valides. 
Il est en effet possible de réduire chacun des syllogismes valides à une 
des formes : 
A A A (1ère fig.) 
Tout Test G 
Tout Pest T 
Tout Pest G 
AI I (1ère fig.) 
1ère figure 
-----------
Tout Test G 
Quelque Pest T 
Quelque Pest G 
E A E ( - > AAA 1ère fig.) 
aucun T n' est G > 
tout Pest T > 
aucun P n'est G < 
G 
p 
tout T est non G 
tout p est T 
tout p èst non G 
E I O (-> A I I 1ère fig.) 
aucun T n 1 est G 
quelque Pest T 
----> tout Test non G 
----> quelque Pest T 
quelque P n 1 est pas G <---- quelque Pest non G 
p 
2e figure 
---------
E A E (-> A A A 1ère fig.) 
aucun G n1 est T > tout T est non G 
tout Pest T > tout p est T 
aucun P n 1 est G < tout p est non G 
A E E (-> A A A 1ère fig.) 
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tout Gest T 
aucun P n'est T 
----> tout non Test non G 
----> tout Pest non T 
aucun P n 1 est G <---- tout Pest non G 
.. 
E I O (->AI I 1ère fig.) 
aucun G n'est T 
quelque Pest T 
----> tout Test non G 
----> quelque Pest T 
quelque P n'est pas G <---- quelque Pest non G 
A O O (-> A I I 1ère fig.) 
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tout Gest T ----> tout non Test non G 
quelque P n'est pas T ----> quelque Pest non T 
quelque P n'est pas G <----
3e figure 
I AI (- > AI I 1ère fig.) 
quelque Test G 
tout Test P 
quelque Pest G <------
AI I (- > AI I 1ère fig.) 
quelque Pest non G 
tout Test P 
quelque Gest T 
quelque Gest P 
tout T est G ----> tout T est G 
quelque Test P 
----> quelque Pest T 
quelque Pest G <---- quelque Pest G 
0 A O (-> AI I 1ère fig.) 
quelque T n'est pas 
tout Test P 
G~ 
quelque P n'est pas G~<---
E I O (-> A I I 1ère fig.) 
tout Test P 
quelque non Gest T 
quelque non Gest P 
aucun T n'est G 
quelque Test P 
----> tout Test non G 
----> quelque Pest T 
quelque P n'est pas G ~<..---
4e figure 
---------
A E E (- > A A A 1ère fig.) 
tout Gest T > 
aucun T n'est p > 
aucun p n'est G 
I A I (- > A I I 1ère fig.) 
quelque Gest T 
tout Test P 
quelque Pest G 
>< 
<----
E I O (- > AI I 1ère fig.) 
quelque Pest non G 
tout non T est 
tout p est non 
tout p est non 
tout Test P 
quelque Gest T 
quelque Gest P 
non 
T 
G 
aucun G n'est T 
quelque Test P 
----> tout Test non G 
<---- quelque Pest T 
quelque P n'est pas G <---- quelque Pest non G 
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G 
,--- ---- -
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5.2.2. Recherche_de_la_conclusion_des_stllogismes. 
Nous pouvons vérifier la validité de tout syllogisme de notre classification, 
soit en utilisant le tableau du paraqraphe 1A, soit en utilisant les diagram-
mes, ou encore en réduisant le syllogisme à un des syllogismes AAA ou AII 
1e figure). 
Nous aimerions qu'un algorithme nous donne la conclusion à deux prémisses 
A, E, I, ou O ayant un terme commun. Pour ce faire, nous pouvons utiliser 
le tableau du paragraphe 1 .4. sous forme d'un tableau de décision. 
Nous pouvons également nous servir des deux axiomes en exécutant ces cinq 
étapes : 
1. Observer la forme des deux prémisses. 
Si une des formes est un I ou un 0, transformer les prém~sses 
en AI ou I A. 
.. 
Sinon, transformer les prémisses en A A. 
Ces transformations se font en utilisant les propriétés (a) du 
paragraphe 1 .2. 
2. Eventuellement, inverser les deu x prémisses de façon à avoir une 
forme A comme première prémisse. 
3. Uti l iser les propriétés (b) du paragraphe 1.2. pour obtenir le 
moyen terme à la bonne place 
4. Tirer la conclusion en utilisant A AI ou A I I (1ère fig.). 
5. Uti l iser les propriétés (b) pour obtenir le peti t terme Pen 
première place. 
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5.3. Limite de cette analyse. 
Comme nous 1 'avons déjà fait remarquer, un test de validité devient vite 
très difficile si les prémisses contiennent plus de trois termes. 
En outre, la classification des syllogismes est forcément l imitée : 
1. Nous avons imposé une conclusion P - G alors qu'il peut exister des 
conclusions T - G ou T - P également vraies et non redondantes avec 
1 'une ou 1 ' autre prémisse 
Tout Test G 
Quelque Pest T 
Quelque Pest G 
p 
Nous voyons que la conclusion 'Quel que Test G' 
qui ne répète aucune des deux premières prémisses, 
fournit aussi une inférence valide. 
2. D'autres syllogismes sont déductibles des syllog i smes de la classifica-
tion mais n'ont pas été retenus du fait de leur conclusion G - P. 
Tout Test G 
Aucun P n' est T 
Il y a des T 
Quelque G n'est pas P 
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Cette forme est équivalente à la forme E A, 
'il y a des T' , o 
si l'on échange G et Pet si l'on inverse l'ordre 
des deux premières prémisses. 
3. La classification, ainsi que le diagramme de Venn, deviennent totalement 
inefficaces à représenter des prémisses lorsqu'elles se compliquent par 
des fonctions de vérité, comme : 
si tous les F qui sont G sont H, alors quelques F 
ne sont pas G 
tous les F sont G ou tous les F sont H 
Si nous voulons tester la validité d ' inférences plus compl exes que celles 
décrites dans ce chapitre, nous devons approfondir notre étude. 
L'introduction de la quantification, dès le chapitre suivant, remédiera aux 
problèmes évoqués ici. 
* 
* * 
CH API T RE I I I, 
LOGIQUE DES PREDICATS 
4 
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La logique des propositions considérait que chaque proposition 
devait être pr ise dans sa totalité, mais qu'elle pouvait se réduire à 
' t out ou rien' losqu'on lui attr i buait la valeur 1/ 0 selon qu'elle était 
vraie ou fausse. Un ensemble de propositions était susceptible d'être assi-
milé à des propositions individuelles articulées autour d'opérateurs logiques 
bien spécifiques qui déterminaient ainsi le · type des liaisons qui les 
unissaient. 
Les propositions étaient ainsi associées sous forme de prémisses 
(et de conclusions) pour constituer un énoncé dont la valeur de vérité dé-
pendait des valeurs binaires 1/0 attribuées aux variables proportionnelles, 
et des opérations logiques effectuées sur ces valeurs . 
On comprenait, ainsi, assez rapidement à la lecture des énoncés, qu'il 
n'était pas toujours possible de les exprimer sous des formes orthodoxes, 
même par des contorsions laborieuses / Ces acrobaties grammaticales d'ailleurs 
' 
ne se font pas sans provoquer des distorsions plus ou moins importantes du 
jugement sous-tendu aux propositions. 
L'i ntroduction de la uantifi ç_ation, sans être pa r faite, va 
permettre d'améliorer la décomposition des formes générales proposées en 
expressions plus fines et plus nuancées. 
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I. SCHEMA DE TERMES. 
Une phrase élémentaire ne comporte qu'un sujet et qu'un prédicat, 
comme dans l'exemple "Joseph est agriculteur". 
Dans le présent paragraphe, nous nous efforçons de distinguer les 
sujets des prédicats. Cette distinction est le premier pas vers une analyse 
pl us fine des propositions; elle nous amènera à représenter prédicats et 
sujets par des variables, ainsi qu'à réinterpréter dans ce nouveau contexte, 
la notion de validité. 
Si nous assignons au sujet "Joseph" le symbole x1 et si nous 
représentons le prédicat "est agriculteur" par le symbole F, la phrase pré-
ci tée peut se représenter par Fx 1. 
Imaginons le domaine des sujets possibles; nous pouvons considérer qu'il 
forme un ensemble E d'individus ou d'objets x. 
1 
Supposons que cet ensemble comprenne les constantes d'individus 
x, = Joseph 
x2 = Mau ri ce 
X3 = Léon 
nous poav,ons ouvrir le domaine des sujets à des ensembles autres que celui 
des gens (x 1, x2, x3) de la terre, comme par exemple à celui des gens de 
l'armée (y 1, y2, ... yn) et des hommes de lettres (2 1, 22 , 2n). 
L'ensemble des constantes d'individus (x1, x2, x3, Y1, Y2, Yn' 21, 22, 
2n), forme l'univers de discours. 
Nous pouvons, à présent, traduire les propositions composées 
à l'aide des éléments de l'univers de discours. 
Par exemple 
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"Raymond n'est pas éleveur et (Joseph est agriculteur ou 
Léon est apiculteur)" 
s'écrira, en assignant le symbole y1 à "Raymond" 
G1y 1 11 (Fx 1 V H x3) 
Ce schéma est effectivement équivalent à la proposition ci-
dessus, si nous substituons aux termes F, G, H (appelés éga-
lement variables de prédicat), les prédicats 
"est agriculteur" = F 
11 est éleveur" = G 
11 est apiculteur" = H 
Notons qu'il est possible de traduire ''Joseph n'est pas un 
homme de lettres" par M'x 1, en substituant le prédicat 
"est un homme de lettres", au terme M. 
Si le sujet est le même pour tous les prédicats intervenant dans le schéma 
G'x ~ (Fx V H x), nous avons avantage à l e réécrire plus simplement 
[G'/l(FVH)]x 
Le schéma entre crochets est un schéma de terme : il s'agit d'un schéma 
constitué de termes liés par des fonctio ns de vérité. 
Un schéma de terme peut être vrai ou faux de différents objets de 1 'univers 
par exemple, avec les mêmes substitutions que précédemment, le schéma FG' 
sera vrai de tous les agriculteurs non él eveurs. 
Examinons dans l'univers (x 1, x2, x3) des gens de la terre, la proposition 
composée de deux propositions simples p, p' : 
p V p' ( 1 ) 
Nous savons que ce schéma est vérifonctionnelle-
ment valide. 
Quelle que soit la proposition substituée à p, elle se compose d'un quel-
conque des sujets x1, x2 et x3, ainsi que d'un prédicat que nous représente-
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-rons par la variable F. 
Nous pouvons donc aussi bien écrire 
(F V F') x (2) 
où x est une variable représentant n'importe 
lequel des individus de 1 'univers de discours 
et où n'importe quelle interprétation peut être 
donnée à la variable de prédicat F. 
L'interprétation d'une lettre de terme F se fait en fixant dans 
1 'univers de discours les éléments dont F doit être tenu pour 
vrai. 
Dans ce cas-ci, F peut être interprété comme vrai de x1 et faux 
de x2, x3 (ce serait, par exem le, le cas en lui substituant le 
prédicat "est agriculteur"). 
Il peut également être interprété comme vrai de tous les éléments 
de l'univers (par exemple en lui substituant le prédicat "est un 
paysan"). 
Nous pouvons encore 1 'interpréter 
faux de tous les éléments de 1 1 uni vers; 
vrai de x2 et faux de X 1 ' X3 
vrai de X3 et faux de X 1 ' x2 
vrai de X 1 ' Xz et faux de X3 
vrai de X 1 ' X3 et faux de Xz 
ou vrai de x2, X3 et faux de X 1 . 
Puisque (2) est une expression équivalen t e à (1), nous sommes tout naturel -
lement ~menés à dire que le schéma de terme (F V F1 ) est valide si et seul e-
ment si il est vrai de tous les objets de n'importe quel univers, pour 
toutes les interprétations de ses lettres de termes. 
En fait, cette définition se généralise à tous les schémas de termes. 
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Remarquons que le schéma (F V F') a la même structure vérifonctionnelle 
que le schéma booléen (p V p' dans le cas présent) dont il dérive et ceci 
est vrai pour tous les schémas de termes (c'est pourquoi on les appelle 
parfois des schémas de termes booléens). 
Par conséquent, la validité d'un schéma de termes peut se tester de la même 
façon que celle d'un schéma vérifonctionnel : à l'aide d'une table de véri té . 
F f' F V f' 
1 0 1 
0 1 1 
Un schéma de terme sera dit consistant s'il est vrai de quelque objet de 
quelque univers, pour quelque interprétation de ses lettres. 
(Par exemple, le schéma FF' est inconsistant). 
Un schéma de terme en implique un autre si toute interprétation rend le 
second schéma vrai de tout ce dont le premier est vrai. 
Proeriétés_des_schémas_de_termes. 
(1) Si s1, ... , Sn sont des schémas de terme booléen et si chacun d'eux 
pris individuellement est cons~stant, et si x1, ... xn sont des objets dif-
férents quelconques, alors dans l'univers constitué de x1, ... , xn, il existe 
une interprétation des termes (F, G, H, ... ) composant les schémas qui en 
même temps rendent s1 vrai de x1, s2 vra de x2, etc ... 
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En effet : 
Puisque S. est consistant, il existe une substitution de ' vrai' et de 'faux ' 
1 
aux termes F, G, ... qui réduit Si à ' vrai' (pour tout ide 1 à n). 
Interprétons F comme vrai de x . chaque foi que 'vrai a été substitué à F 
1 
pour réduire S. à 'vrai'. 
1 
En faisant de même avec G, H, ... ' on construit une interprétation qui rend 
le schéma S. vrai de x . (pour tout i de 1 à n). 
1 1 
Par exemple : s1 = FG'; s2 = GH'; S3 = F'H 
s1 est vrai en substituant 'vrai' à F et 'faux' à G. 
On interprète donc F et H (mais non G) comme vrai de x1• 
Suivant le même procédé, on interprète F et G (mais non H) 
comme vrai de x2; on interprète H et G mais non F comme vrai 
de x~ . 
..., 
Quand n = 1, nous avons les propriétés particulières : 
(2) Si un schéma de terme booléen est consistant, alors pour un univers cons-
titué d'un objet unique quelconque, il existe une interprétation de F, G, . . . 
qui rend le schéma vrai de cet objet, 
d'où le corollaire 
(3) si un schéma de terme booléen n'est pas valide, alors dans un univers 
constitué d'un objet unique quelconque, il existe une interprétation de F, 
G, . .. qui rend le schéma faux de cet objet 
et l'on a encore 
(4) si un schéma de terme booléen n'en implique pas un autre, alors dans un 
univers constitué d'un objet unique quelconque, il existe une interpréta t i on 
de F, G, ... qui rend le premier schéma vrai de cet objet et le second faux 
du même objet. 
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II. LES QUANTIFICATEURS. 
2.1. Le quantificateur existentiel (3 x) 
Considérons que 1 ' univers de discours est 1 'ensemble des hommes de lettres 
et interprétons F comme "est un romancier"; 
G comme "est un poète"; 
H comme "est un cinéaste". 
Cet univers contient les individus : 
[ Baudelaire, Vian, Sand, Hitchkock, ... ] 
Nous savons déjà comment schématiser l'énoncé "Baudelaire est un poète" 
il suffit d'associer le symbole x1 au sujet "Baudelaire " et d'écrire 
G x 1• 
Si nous voulons dire qu'il existe un poèt e, nous écrirons (~ x) G x ou 
,......, plus simplement 3 G. 
(3 x) F G x signifiera "Il existe des romanciers poètes" (un ou plusieurs). 
De la même façon, "Il n'y a pas de cinéaste poète" s'écrira : 
....., v - (3 x) G H x ou encore - 3 G H. 
Il est très important de faire, dès à présent, la distinction entre le sym-
bole x1 du schéma G x1 et le symbole x du schéma (J x) G x. 
Dans le second schéma, le symbole est lié par un quantificateur : x est alors 
une variable muette; il ne désigne pas Baudelaire, ni aucune personne en par-
ticulier : (3 x) G x signifie que Baudelaire, Vian, Sand ou Hitchkock, ou 
(fou plusieurs de ces personnes) est un poète. 
Un schéma formé de '~ ' et suivi d'un schéma de terme (booléen) s'appelle 
un schéma d'existence (booléen). 
Un schéma d'existence est valide s'il se révèle vrai dans tous les univers 
non vides, pour toutes les interprétatio ·s des lettres de termes. 
Il est nécessaire d'écarter l'univers vide de cette définition : 
3 F et J F' y sont toujours faux et le schéma 1 F V 3 F' n'y est 
pas valide, contrairement à tout autre univers non vide. 
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Par définition, un schéma d'existence est consistant s'il est vrai pour 
une interprétation des lettres de termes dans un univers non vide. 
Pro~riétés_des_schémas_d'existence_booléens. 
(5) Un schéma d'existence booléen est valide si et seulemen t si son schéma 
de terme est valide. 
En effet 
Si le schéma de terme est valide, alors toute interprétation le rend vrai 
de tout objet del 'univers, et donc le schéma d'existence est valide. 
Si le schéma de terme n'est pas valide, alors d'après (3), il existe une 
interprétation qui rend le schéma faux du seul objet constituant un certain 
univers et pour cette interprétation, le schéma d'existence est faux. 
(6) Un schéma d'existence booléen est consistant si et seulement si son 
schéma de terme est consistant. 
En effet : 
Si le schéma de terme est consistant, alors d'après (2), il existe une 
interprétation qui rend le schéma vrai de quelque chose et par conséquent 
rend le schéma d'existence vrai. 
Si le schéma de terme est inconsistant, toute interprétation le rend faux 
de tous les objets et par là même, rend faux le schéma d'existence. 
(7) Un schéma d'existence booléen en implique un autre si et seulement si 
le premier schéma de terme implique le second. 
En effet : 
Si le premier schéma de terme implique le second, alors toute interprétation 
qui rende le premier schéma de terme vrai de quelque chose rendra l'autre 
vrai de la même chose. Toute interprétation qui rend le premier schéma 
d'existence vrai rendra donc le second v ai et ainsi, le premier implique 
le second. 
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Si le premier schéma de terme n'implique pas le second, alors d'après (4), 
il existe une interprétation qui rend le premier schéma de terme vrai du 
seul objet d'un certain univers et rend lè second faux du même objet. 
Cette interprétation rend le premier schéma d'existence vrai et le second 
faux et ainsi le premier n'implique pas le second. 
(8) Une conjonction de schémas d'existence booléens est consistante aussi 
longtemps que chacun d'eux pris séparément est consistant. 
En effet : 
Soient E1, ... En, des schémas d'existence booléens quelconques, séparément 
consistants, et soient respectivement s1, ... Sn, les schémas de terme boo-
léens figurant dans chacun des schémas d'existence. 
D'après (6 ), chaque S. est consistant. 
7 
D'après (1), il existe alors une interprétation qui rend chacun d'eux vrai 
d'un objet différent. Cette interprétation rend vrais tous les schémas 
d'existence E1, ... .En. 
(9) Si un schéma d'existence booléen est impliqué par une conjonction de 
schémas d'existence booléens, c'est qu'il est impliqué par l'un d'eux iso-
lément. 
En effet 
Soient E et E1, ... En, des schémas d'ex i stence booléens et supposons qu'au-
cun des schémas E1, 
n'implique pas E. 
E n'implique E; il faut montrer que leur conjonction 
n 
Soient Set s1, ... Sn, les schémas de termes figurant dans E, E1, ... En. 
D'après (7), puisque E1 n'implique pas E, Si n' implique pas S. 
En conséquence, la conjonction de S. avec la négation de S est consistante 
7 
pour tout i. 
D'après (1), il existe alors une interprétation qui rend chacun de ces n con-
j onctions vraie d'un objet différent. 
Comme S est nié dans chaque conjonction, 1 'interprétation rend S faux des 
n objets, alors qu'elle rend s1, ... Sn vrai chacun d'au moins un objet. 
Da ns cette interprétation, E1, ... En deviennent tous vrais et E faux : 
la conjonction de E1, ... En n'implique pas E. 
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(10) 1 3" F V G' est équivalent à 13' F V 3 G' 
( 1 (3 x)(F x V G x)' est équivalent à 1 (3. x)F x V (3 x, ) G x') 
Il est éviden t que certaines personnes sont des cinéastes ou des romanciers 
si et seulement si certaines personnes sont des cinéastes ou certaines per-
sonnes sont des romanciers. (Il n'est pas exclu qu'il y ait à la fois des 
cinéastes et des romanciers ou qu'il y ait des cinéastes romanciers). 
Remarque 3 F G n'est pas équivalent à 3 F 11 3 G. 
Par exemple, il existe des choses rondes et des choses carrées ne 
. signi-fie p·as qu'".il'éxrst'e des carrés ronds". 
2.2. Le quantificateur universel (x). 
Le quantificateur universel (x) correspond aux mots "chaque chose x de 
l'univers de discours est telle que". 
Si, dans 1 'univers des hommes de lettres, nous voulons dire que tous sont 
des romanciers, nous écrirons 
) (x) F x 
Comme pour un quantificateur existentiel, le quantificateur universel porte 
sur une variable muette; le schéma ci-dessus signifie : 
, Baudelaire et Vian et Sand et Hitchkock et ... sont des romanciers. 
Lien_avec_le_guantificateur_existentiel. 
Dans l'univers des hommes de lettres, dire qu'il n' y a pas de romancier, 
( - 3 F) revient à dire que tout homme de lettre est non romancier : 
D'autre part, nier que tous les hommes de lettres sont des romanciers 
(- (x) F x) revient à affirmer l'existence d'hommes de lettres non . 
romanciers. 
(du moins dans un univers non vide) 
3 F' x 
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Donc, l'assemblage " -3 x " a le même effet que l'assemblage " (x)- " 
et l'assemblage 11 (.:l x)-"a le même effet que l'assemblage " -( x) " 
Tout comme le quantificateur existentiel se distribue sur la disjonction, 
le quantifica t eur universel se distribue sur la conjonction 
( X ) ( F X If G X ) e s t éq u i V? l en t à ( X ) F X ;1 ( X ) G X 
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3. LES SCHEMAS QUANTIFICATI0NNELS M0NADIQUES. 
Nous disposons dorénavant de trois types de représentation des propositions 
- les schémas vérifonctionnels qui contiennent des variables 
propositionnelles; 
les schémas de termes qui contiennent des termes et des variables 
d'individus mais dont les structures ne sont pas différentes des 
précédentes; 
- et enfin, les schémas quantificationnels qu i contiennent des 
termes et des variables, liées ou non par des quantificateurs. 
Cette dernière catégorie de schémas est de loin la plus puissante; elle 
permet de transcrire des énoncés tels que "tous les chimpanzés sont omni-
vores" de la façon suivante : 
Pour toute chose x de 1 1 uni vers, si x est un chimpanzé 
alors x est omnivore 
En associant le prédicat "est un chimpanzé" au terme Cet le prédicat "est 
omnivore" au terme 0, nous obtenons : 
(x) (C) 0) x 
(x) (C' + 0) x 
Cette écriture n'aurait pas été possible sans la distinction entre sujet et 
prédicat. Toutefois, cette distinction ne nous autorise pas à différencier 
un sujet d'un objet au sein d'un même énoncé : 
par exemple : 
tous les chimpanzés mangent des bananes 
devient 
(x ) (C) B) x 
en associant le prédicat "mange des bananes" au terme B 
Mais il se peut qu ' il soit nécessaire de séparer dans le prédicat le verbe 
"manger" du complément d'objet direct, pour traduire des phrases telles que 
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11 Il y a des fruits que tous les chimpanzés mangent" 
Ceci ne peut se faire qu I en remplaçant '1x mange y 11 par un terme portant 
sur deux variables : Mx y. 
On obtient alors : 
(X) C X) (3 y) M X y . 
Les termes portant sur plus d1une variable sont polyadiques (diadiques 
dans le cas de deux variables). Les autres sont monadiques. 
Dans l 1analyse qui suit, nous désirons nous limiter aux termes monél)diques 
les schémas polyadiques nécessitent en effet une analyse particulière dans 
la mesure où, à l 1opposé des schémas monadiques, il n1est pas toujours 
possible de tester leur vali dité. 
3.1. Schémas clos, schémas ouverts. 
Puisque nous voulons envisager tous les schémas quantificationnels monadiques . 
no us devons tenir compte de phrases telles que : 
11 Paul serait surpris si tous les hommes de lettres étaient 
cinéastes 11. 
Celle-ci peut s 1écrire 
(x) (H x)) p 
où nous avons remplacé la proposition "Paul serait surpris'1 par pet où 
11univers de discours est celui des hommes de lettres. 
Si Paul est un élément de 11univers de discours, nous pouvons retranscrire 
p en Ly où les symboles y et L représentent respectivement le sujet 11 Paul 11 
et le prédicat "serait surpris 11 • 
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Nous obtenons 
(x) (Hx)) Ly ( 1) 
et nous pouvons schématiser l I énoncé 
11 Il existe quelqu'un (un homme de lettres, puisqu'il appartient 
à l'univers de discours) qui serait surpris si tous les hommes de 
lettres étaient des cinéastes" 
de la façon suivante : 
C3 y) ( x) ( Hx ~ Ly ) (2) 
Dans le schéma (1) , un des composants (Ly) contient une variable non quanti-
fiée; une tel l e variable est dite libre; toutes les variables non libres 
sont liées par des quantificateurs. 
Les phrases représentées par des schémas tels que (2) qui ne contiennent que 
des variables liées sont appelées "phrases closes" et les schémas correspon-
dants sont des schémas clos. Al 'inverse, si le schéma contient une variable 
libre, il s'agit d'un schéma ouvert. 
En fait, seules les phrases closes possèdent une valeur de vérité; les 
phrases ouvertes ne sont ni vraies, ni fausses, mais peuvent être dites 
vraies ou fausses de différents objets de l'univers. Ainsi, le schéma (1) · 
peut être vrai de Paul, mais faux de Pie r re. 
Les lettres schématiques p représentent des propositions non quantifiées : 
aussi bien des énoncés de la logique des propositions que des phrases ou-
vertes : nous les appellerons des lettres de phrases. 
L'étude des schémas quantificationnels doit être suffisamment large que pour 
englober celle des schémas vérifonctionnels (tels que : p)q). Ces schéma s 
sont en effet des cas particuliers de schémas quantificationnels, sans 
quantificateurs. Représentant des énoncés, ils possèdent une valeur de 
vérité et comptent donc pour des schémas quantificationnels clos . 
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3.2. Règles de passage . 
Reprenons le schéma 
( x) ( Hx) ") Ly ( 1 ) 
et notons qu'il n' est pas équivalent au schéma 
(x) Hx) y~ ( 2) 
Ce dernier nous dit que 11 Paul sera i t surpris qu'il existe des hommes de 
lettres qui soient également des cinéastes 11 • 
La différence de s i gnification des deux schémas, due à la portée différente 
du quant i ficateur universel, se traduit dans le langage courant par le pro-
nom indéf i ni 11 chacun 11 pour une portée restreinte et par le pronom 11 quiconque11 
pour une portée large : 
j 
1 
1 
l 
( 1 ) 
( 2) 
signifie 
signifie 
11 Paul serait surpris 
était un cinéaste 11 
11 Paul serait surpris 
lettres, quel qu I i 1 
si chaque homme de 1 ettres 
si quiconque (si un homme de 
soit) était cinéaste 11 • 
Le second schéma contient dans la portée du quantificateur une variable 
libre y : nous disons que ce schéma est impur. Au contraire, dans le premi er 
schéma, aucun quantificateur ne porte sur une expression contenant une va-
riable libre : un tel schéma est pur. 
Nous aimerions trouver la forme pure équivalente à (2) et plus généralement, 
trouver les formes pures équivalentes à une disjonction, une conjonction ou 
un c;nditionnel qui cont i endrait une impureté dans une de ses composantes . 
Ces schémas purs s 1 obt i ennent par 8 règles de passages . 
L1 énoncé (1 x) (p/1 Fx) est vrai pour les interprétati ons de la lettre de 
phrase pet du te rme F qui rendent (p A Fx) vrai d 1 au moins une chose x. 
Ce sont les mêmes interprétations qui rendent p vrai et F vrai de quel que 
chose, si bien qu'on a l 'équivalEnce : 
(1) (:lx) (pif Fx) <-> p/1 (Jx) Fx 
de la même manière 
( 2) ( x) ( p IÎ Fx) <- > p ;I ( x ) Fx 
Nous pouvons transformer (1) : -(x) (p'V F'x) <-> p,1 (-x)F ' x 
(x) (p'V F'x) <- > p' V (x) F'x 
(3) (x) (p V fx) <-> p V (x) Fx 
et transformer (2) 
- 3 (p'V F'x) <-> p ;1 -:l F'x 
3 (p'V F'x) <-> p 1 V 3 F'x 
(4) (3x) (p V Fx) <-> p V- (3 x)Fx 
De (3) et (4), nous déduisons : 
(5) (Jx) (p) Fx) <- > p )(3x) Fx 
(6) (x) (p) Fx) <- > p) (x) Fx 
Nous pouvons encore utiliser (4) : (:Jx) (FxJ p) 
(:l X ) ( F I X V p ) 
(3 X ) ( F I X ) V p 
-(x) (Fx) Vp 
et obtenir : 
( 7) (3 x) ( Fx - \ p) <-> ( x) Fx J p 
_/ -
95 -
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En utilisant (3), on peut démontrer : 
(8) (x) (Fx) p) <-> (3x) Fx) p 
remarque il n'existe aucune règle de passage d'un quantificateur à travers 
le symbole'=' du biconditionnel. 
Aucune de ces expressions 
(x) (p = Fx); p = (x) Fx; (Ix) (p _ Fx); p _ 8x) Fx 
n'est équivalente. 
Le lecteur s'en convaincra en substituant 'faux' puis 'vrai 1 
à la lettre de phrase p. 
Par exemple en supposant que p est 'faux' 
(x) (p = Fx) devient (x) (faux _ Fx) 
(x) (F'x) 
- ~ F 
le schéma résultant à la même valeur de vérité 
que le schéma 
Par contre, si p est 'vrai 1 , 
p = (3 x) Fx 
faux _ (:I x) Fx 
- 3 F 
(x) (p = Fx) devient (x) Fx 
Ce schéma n'a pas la valeur de vérité de 
p _ (:!X) Fx 
mais ce 11 e de p = (X) Fx 
vrai = (x) Fx 
( x) Fx 
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3.3. Formes pures. 
Nous avons déjà rencontré la notion de schéma pur; nous avons vu comment 
l es hu i t règles de passage purifient des schémas réduits à une simple con-
j onction, disjonction ou conditionnel comprenant une impureté dans une de 
leurs deux composantes. 
Nous expliquons à présent comment ces règles, judicieusement appliquées, 
peuvent purifier tout schéma quantificationnel mon~dique. 
Rappelons la déf i nition : 
Théorème 
Une forme pure est une expression où chaque quantificateur port e 
sur une fonction de vérité dont chaque composant présente des 
occurrences libres de la var i able du quantificateur. 
Il est toujours possible de purifier un schéma quantificationnel 
monadique. 
Supposons que le schéma contienne le sous-schéma existentiel 
(3x) 0 Fx V p) ;1 ( Gx V q Û 
mettons sous forme normale di sjonctive le schéma qui suit le 
quantificateur 
(:! x) [ Fx Gx V q Fx V p Gx V pq] 
Les impuretés sont pet q où x fait défaut. 
Par distributivité et appl i cation de la règle (1) 
(3 x) (Fx Gx) V q (:l x) Fx V p (3 x) Gx V pq 
Si le schéma contient le sous-schéma universel 
( x) [ ( Fx V p) /Î ( Gx V q)] 
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Laissant le schéma sous forme normale conjonctive, nous appliquons la pro-
priété de distributivité et la règle (3) 
((x) Fx V p) /1 (( x ) Gx V q) 
Nous savons ainsi purifier un sous-schéma contenant un seul quantificateur 
existentiel ou universel. 
Ces deux procédures permettent-elles de purifier tout le schéma? .. 
Elles y suffisent si chaque sous schéma possède un seul quanti-
ficateur et est re l ié aux autres par une fonction de vérité. 
Elles sont incomplètes dans un cas général. 
En effet, si le schéma est clos, et si une des impuretés rencon-
trées dans un sous schéma contient une variable (par exemple 
P = Fz), celle-ci doit être liée. 
q = Hy) 
- soit que le quan t ificateur qui la lie ne porte sur aucune 
impureté (par exemple, p = (z) Fz; q = (3y) Hy): ce cas ne pose 
pas de problème; 
soit que la formule est reg1e par des quantificateurs emboîtés, 
par exemple : (3y) (z) (:ix) (Fx V Fz) 11 (Gx V Hy). 
Mais alors les règles (1) - (8) permettent de refouler les 
quantificateurs vers 1 'intérieur et de cette façon font porter 
chaque quantificateur sur la variable qui le concerne 
(3y) (z) (:lx) [Fx Gx V Fx Hy V Fz Fx V Fz Hy] 
Par distributivité et par la règle (1) 
(3y) (z) [(Jx) (Fx Gx) V (:Jx) (Fx) Hy V Fz (jx) Fx V Fz H~J 
Par les règles (2) et (3) : 
(:Jy) [ (::lx) (Fx _Gx) V (3x) (Fx) Hy V (z) Fz C3x) Fx V (z) 
(Fz) HyJ 
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Et enfin, par les règles (1) et (4) 
(Jx) (Fx Gx) V Gx) (Fx) (1y) (Fy) V (z) (Fz) (3 x) Fx 
V (z) (Fz) (3y) Hy) 
Puisque le schéma i nitial est clos, le schéma résultant de ces 
opérations ne cont i endra que des variables liées à des quantifi-
cateurs ne portant sur aucun impureté. 
La procédure générale de purification d 1 un schéma monodique est la su i vante 
- partout où se rencontre une quantification impure, on met la 
formule régie par le quantificateur sous forme norma l e di sjonc-
tive ou conjonctive (suivant que la quantification est existen -
tielle ou universelle); 
- on applique les règles (1) à (8) qui sont applicables de façon 
à refouler 1 es quanti fi ca teurs vers 1 'intérieur. 
Par exemple, purifions : 
( x) [ (j y) ( Fx = Gy_) V (j y) Fy J /l ( x) ( Fx V Gx) 
par 1 a règ 1 e ( 3). : 
[ (x) (3y) (Fx = Gy) V (Jy) Fy J /l (x) (Fx V Gx) 
mettons la partie (Fx = Gy) ,qui suit Gy) et comprend l 1 impureté 
Fx, sous forme normale disjonctive et distribuons (3y) 
\ (x) Q3y)(Fx;1 Gy) V Gy) (F'x ;1 G1y)] V (Jy) Fy) l (x) (Fx V Gx) 
- -
En appliquant deux fois la règle (1), il vient : 
[ (x) ~x (3y) Gy V F'x (3y) G'y] V (3y) Fy J /1 (x) (Fx V Gx) 
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Mettons la partie qui suit le premier quantificateur universel sous forme 
conjonctive : 
[(x) [(Fx V (3y) G'y) ;1 ((3y) Gy V F'x) /1 ((3y) Gy V (3y) G'yU 
V (3y) _Fy] /1 (x)(Fx V Gx) 
Appliquons la règle (2) 
[[(x) L(Fx V (:fy)G'y)/l (:Jy)(Gy V F'x)J /1 [(3y) Gy V (3y) G'y]] 
V (.3y) Fy8/I (x) (Fx V Gx) 
Distribuons le quantificateur (x) : 
[[(x) (Fx V (3y) G'y)/1 (x) ((3y) Gy V F'x) /1 ((Jy) Gy V (:fy)G 1y)] 
V (J y ) F y) J ;f ( x ) ( F x V Gx) 
En appliquant deux fois la règle (4) : 
IV(3y) G'y V (x) Fx)/1 ((3y) Gy V (x) F'x) ;1 ((3y) Gy V (3y) G1y)} 
V-(3y) Fy J /1 (x) (Fx V Gx) 
Nous avons purifié ainsi le schéma initial. 
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3.4. Forme prénexe. 
La notion de schéma prénexe est duale de celle de schéma pur : une forme 
prénexe .est une expression où les quantificateurs se t rouvent tous en tête. 
Théorème Il est toujours possible de mettre sous forme prénexe un schéma 
quantificationnel. 
Quelques transformations préalables du schéma sont nécessaires. 
1. Puisqu'il n'existe pas de règle de passage d' un quanti f ica-
teur à travers le symbole du biconditionnel, nous devons éli-
miner toute occurrence de 1 = 1 qui unirait des schémas quanti-
ficationnels. 
2. Il nous faut modifier les lettres des variables liées, avant 
d'appliquer les règles de passage. 
En effet : Fx /1 G x) Gx <* > G x) ( Fx 11 Gx) 
Par contre, en modifiant le nom de la variable liée par3, 
nous avons 
Fx ;1 (3y) Gy <- > 8y) (Fx 11 Gy) 
1\ Ces préparatifs terminés, la forme prénexe s'obtient en r efoulant les quanti-
} fic ateurs à 1 'extérieur du schéma, par application des 8 règles de passage. 
Exemple (x) Fx) ( (x) Gx = (x ) Hx) 
(x) Fx) [((y) Gy_) (z ) Hz)/l((w) Hw) (v ) Gv)] 
Après une double application de la règ le (7 ) 
(x) Fx.J G:ty) (Gy) (z) Hz) /l (1w) (Hw) (.v) Gv )] 
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En appliquant deux fois (1) : 
(x) Fx) (:ly)(3w) [Gy ) (z) Hz)(Hw) (v) Gv)J 
En utilisant deux fois la règle (6), puis deux fois la règle (7) 
(x) Fx) (3y)(:lw)(z)(v) rGy) Hz)(Hw) GvU 
Finalement, grâce à (7), (5) et (6) 
(:Ix) ( :fy) (:fw) ( z) ( v) Œx) ( Gy ) Hz) ( Hw) Gv )] 
remarque Il se peut que les lois de distributivité fournissent plus 
rapidement une forme prénexe 
Ainsi le schéma 
(x) ~y)(Fx) Gz) V (3z) FJ /J (x)(F V H) x 
est équivalent au schéma 
( x) ~Jy) ( Fx) Gy) V (Jz) Fij· ( Fx V Hx ~ 
Ensuite, par distributivité de 1 .3 1 sur I V 1 , nous obtenons 
(x) G:fy) [~Fx) Gy) V Frj /l (Fx V HxJ] 
Puis, par une seule application de la règle (1) 
(x)G_y) ü(Fx) Gy) V Fy ) /1 (Fx V Gx)] 
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\\ 3.5. Test de validité sur une forme prénexe. 
Nous sommes désormais en mesure de réécrire tout schéma quantificationnel 
dans une de ses formes pure, ou prénexe. 
Il est temps de développer une procédure pour tester la validité d 1 un schéma 
monadique: nous le ferons pour chacune des formes, pure, et pr_énexe. 
Théorème Etant donné un schéma quantificationnel monadique, il est tou-
jours possible de le mettre sous une forme prénexe où tous les 
quantificateurs universels sont en tête 
C1 est évident, puisque tout schéma monadique peut être purifié. 
Une fois purifié, il ne contient plus de quantificateurs emboîtés et dès lors, 
nous pouvons ranger les quantificateurs dans l I ordre qu I i 1 nous plaît, par 
les règles de passage (1) - (8) appliquées dans l 1 ordre adéquat. 
Il est clair cependant, qu 1 il n 1 est pas obligatoire de passer au schéma 
purifié pour obtenir la forme recherchée. 
Ainsi, le schéma 
(X) ~X (y) Fy => (3 z) F~ 
se met directement sous la fo rme : 
( x ) (3" z ) (:f y ) [Gx F y) F z ] 
3.5.1. La_Qrocédure_de_test. 
D1 après la signification du quantificateur universel, il est évident que 
la question de la validité d 1 un schéma ouvert se ramène à celle de la vali-
dité d 1 un schéma clos obtenu en préfixant un quantificateur universel pour 
chaque variable libre. 
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Par exemple, la validité de 
(x)(:3z)(:Jy) [Gx Fy) Fz] 
(3y)(3z) [Gx Fy)F~ est la validité de 
( 1 ) 
Par conséquent, tester la validité de ce schéma revient à tester la validité 
de (:l z) (3 y) ( Gx Fy) Fz) ( 2) . 
(Un tel schéma prénexe sans quantificateur universel est un schéma existen-
tiel pur). 
Si nous substituons le ' x ' libre aux variables existentielles y, z, nous 
obtenons : 1./J( .o 7 / / v "7 2. 
Gx Fx ) Fx ( 3) 
Le schéma (3) est obtenu par instantiat i on du schéma (2). 
Nous voyons que (3) implique (2) qui lui-même implique (1). 
Le schéma (3) étant valide, nous en déduisons que le schéma (2) et par là, 
l e schéma (1) le sont également. 
Cet exemple nous montre que si un schéma existentiel pur contient une va-
r i able libre, et si la substitution de cet'ie variable aux variables exi sten-
tielles rend le schéma vérifonctionnellement valide, alors le schéma exis-
tentiel pur est valide. 
L' inverse est également vrai : le schéma pur est valide seulement si cette 
substitution rend le schéma vérifonctionnellement val i de. 
En effet, remplaçant les variables liées par la variable libre, nous fin i s-
sons par obtenir un schéma portant sur une seule variable 1 x 1 , c'est-à-dire 
un schéma de terme. 
Démontrons que si ce schéma n'est pas valide, le schéma existentiel d'où il 
provient ne peut pas l'être (pour faciliter la compréhension, nous ra i son-
nons sur un exemple. : (x)(~y)(Fx) Fy Gx) 
Le schéma de terme (Fx) Fx Gx) n'étant pas va l ide, il est fau x 
d'un objet x1 pour une certaine interprétation des termes. 
Le schéma ~xistentiel (:Jy) (FxJFy Gx 1) est une dis j onction de 
schémas où 1 a vari ab 1 e liée est rernp,l acée par uni élément de 
l'univers : 
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c'est-à-dire, une disjonction de schémas vérifonctionnels 
( p ~ pq ) V ( p) rq) V ... V ( p) sq) 
Sachant qu'un de ces schémas (p_) pq) n'est pas valide et qu'il peut être 
obtenu à partir des autres en remplaçant une des variables propositionnelles 
par p (r, ... , ou s par p), nous en concluons qu'aucun des schémas de la 
disjonction n'est valide et donc la di sjonction entière est non val i de. 
Plus généralement, si le schéma existentiel pur contient plus d'une variable 
1 i bre : 
\ Un schéma existentiel pur est valide si et seulement si 1 'on 
obtient un schéma vérifonctionnellement valide en prenant la 
disjonction des résultats dus à la substitution des variables 
libres aux variables existentielles. 
D'où la procédure suivante : 
exemple 
1. mettre le schéma sous une forme prénexe, avec les quantifica-
teurs universels en tête; supprimer les quanti f icateurs uni-
versels; 
2. construire autant de schémas que possible, en substituant les 
variables libres aux variables existent ielles; 
3. lier tous ces schémas par une disjonction; 
4. tester la validité vérifonctionnelle du schéma obtenu en 3. 
testons la validité de 
[x)(M ' + G' + F)x ~(~y) MF'y ~Gz) MHz]) (3v) MF'G'v 
(y)(z) (3x )(3v) [CTM' + G' + F) x /lMF'y /lMHz]) MF'G'v J 
En supprimant les quantificateurs universels, y et z deviennent 
des variables libres. 
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Il y a 4 façons de substituer y, z aux variables liées x et v 
y à X et y à V 
Z à X et Z à V 
y à X et Z à V 
Z à X et y à V 
La première de ces substitutions fournit le schéma 
Uw+ G'+ F)y 11MF ' y ,1MHzj ) MF'G'y 
qui est valide puisqu'en notant My = r 
Gy = s 
Fy = t 
MHz = n 
on a 
( r' + ·s' + t). rt' . n -:=)r s' t' 
r' + t + s + n' + r s't' 
r' + s + n' + t + t' = 1 
J 
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JJ 3.6. Test de validité sur une forme pure. 
Cette procédure de test se base sur un type particulier de schéma pur : 
les schémas purs ne contenant pas de variable libre. De tels schémas déri-
vent .de schémas quantificationnels clos. 
Nous verrons en effet que la procédure de test d'un schéma pur se réduit 
toujours au sous problème du test de validité d'un schéma quantificationnel 
pur et clos. Nous verrons aussi comment le test de validité d'un schéma 
quantificationnel clos se ramène toujours à celui d'un schéma vérifonction-
nel booléen. 
3.6.1. Les schémas d'énoncé booléen. 
Reprenons le dernier exemple du paragraphe 3.3. 
En écrivant 1 (x) 1 sous la forme 1 -(3x)- 1 et en supprimant les variables 
liées (qui sont, rappelons-le , des variables muettes) : 
J li'3 G ' V - 3 F' ) /1 (3G V - 3 F) /1 (3G V :lG ' j] V :[~ ) - j F 'G ' 
Les schémas de ce genre, qui sont des fonctions de vérité de schémas d'exis-
tences booléens s'appellent des schémas d'énoncé booléen (un tel schéma est 
valide s'il est vrai pour toutes les interprétations des lettres de termes 
dans tous les univers non vides). 
Il est évident que tout schéma monadique, clos et ne contenant pas de lettre 
de phrase peut être transformé en un schéma d'énoncé booléen. 
Propriétés : 
a) Un schéma d'existence booléen est valide ssi son schéma de termes est 
valide 
(c'était le théorème (5)). 
b) La négation d'un schéma d'existence booléen est valide ssi le schéma de 
~ .. terme est 1ncons1stant. 
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En effet, la négation est valide ssi le schéma d1existence lui-même 
est inconsistant et donc, d1après (6)·, ssi le schéma de termes est in-
consistant. 
c) Une disjonction de négations de schémas d1existence booléens est valide 
ssi l 1une des négations satisfait au test de validité précédent. 
En effet, la disjonction des négations équivaut à la négation de la con-
jonction des schémas d1existence et celle-ci est valide uniquement au 
cas où la conjonction est inconsistante. 
Mais d1après (7), cette conjonction est inconsistante uniquement au cas 
où 11un des schémas d1existence est inconsistant et par conséquent, uni-
quement au cas où 11une des négations de schéma d1existence est valide. 
d) Un conditionnel existentiel est valide ssi le schéma de terme booléen 
figurant dans l 1un des schémas d1existence de l 1antécédent implique le 
schéma de terme figurant dans le conséquent. (Un conditionnel existentiel 
est un conditionnel dont 11antécédent est un schéma d1existence booléen 
ou une conjonction de tels schémas et dont le conséquent est un schéma 
d1existence). 
En effet, le conditionel existentiel est valide ssi l'antécédent implique 
le conséquent. D1après (9), ce sera le cas ssi l 1un des schémas d1exis-
tence de 11antécédent implique le conséquent. 
D1après (7), cela sera le cas ssi le premier schéma de terme implique 
le second. 
e) Une conjonction de schémas d1énoncé booléens ayant 11une quelconque des 
--4 formes précédentes est valide ssi chacun d1eux se révèle valide par 
les tests (a) - (d). 
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Théorème Quel que soit un schéma d 1 énoncé booléen, il est toujours 
possible de déci der si il est valide ou non. 
démonstration : 
Il est toujours possible de réduire un schéma d 1 énoncé S à une des 
5 formes considérées en (a) - (e). 
Pour ce faire, nous commençons par mettre S sous forme normale conjonc-
tive (pour cela, nous traitons chaque négation de schéma d 1 existence fi-
gurant dans S comme un énoncé p, q, ... ). 
Ainsi, S prend la forme d 1 une conjonction de disjonction où les disjonc-
tions sont des disjonctions de schémas d 1 existence ou des négations de 
schémas d 1 existence, ou les deux. 
En uti 1 i sant 1 a di stributi vi té ( :3 f V 3 g · =3 ( f V g), chacune des di sjonc-
ti ons comprend une ou plusieurs négations de schémas d1 existence, mais 
au plus un schéma d 1 existence. 
S1 il s 1 agit d 1 une disjonction contenant une seule négation de schéma 
d 1 existence, elle tombe sous (b); si elle en contient plusieurs, elle 
tombe sous (c); si elle n 1 en contient aucune, mais qu 1elle contient un 
schéma d 1 existence, elle tombe sous (a). 
Enfin, s 1 il s 1 agit d1 une disjonction de une ou plusieurs négations de 
schémas, et d 1 un seul schéma d'existence, elle équivaut à un condition-
nel et tombe sous (d) (car p' 1 V p
1
2 V ... V p
1 n V q équivaut à 
P1 P2 ••• Pn =:)q). 
Pour une illustration, appliquons le test de validité à l'exemple 
( -j m g f 1 ) A ( :Î m f 1 )) J m g ' 
après transformati ons : 
(-3 m g f' /\ j m f') V] m g' 
3m g f' V-]m f' v]m g' 
3(mgf' Vmg') V-jmf 1 
Nous avons une seu l e négation de schéma d'existence 
j mf' => j(mgf' V mg') 
Ce schéma d'énoncé bool éen est valide ssi 
mf'-;;, mgf' + mg' 
ou m' + f + mgf' + mg ' = 
m' + g' + m = 1, 
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ce qui est le cas; le schéma initial est donc valide. 
Toujours à titre d ' exemple, testons la validité del 'inféren ce suivante 
1 Personne n'était présent (f ) sauf les parents des acteurs (g). 
Si nul parent des acteurs (g) n'a aimé la pièce (h') alors nul parent 
d'acteurs (g) n'a de goût pour les fêtes scolaires (j). Donc, si 
d'aucun était présent (f) qui ont du goût pour les fêtes scolaires(j), 
alors quelque parent d'acteurs (g) a aimé la pièce (h). 
En schématisant : 
~ ) {f) 9 ) X f1 ~X) ( g )h ' ) X) ( X ) ( g) j ' ) X J] 
~~3 x) (fj)xJ (3 x) (gh)~ 
Mettons ce schéma sous forme normale conjonctive 
G jf g 1 ;1 ( 3 gh V -3 gj )] ~ (- jf j V 3 gh) 
jfg' v (-] gh/1 3 gj) v - Jfj V ]gh 
Sachant que p + qr = (p + q) (p + r) : 
( 3gh V- :lfj V ~fg' V - :/gh) ( 3gh -3fj 3f~' 3qj) 
Il reste à tester la val i dité des deux schémas de la conjonction. 
jqh V- "]fj V :Jfg' V -jgh =~ (ghVfg ') V -jfj V -J gh· 
3fj /Î ]gh :=)3(gh V fg ' ) 
d ' après (d), ce schéma est valide ss i 
fj -3:> gh + fg' 
ou gh-3> gh + fg' ce qui est minifestement le cas. 
-=fghV- :_ffjV:}fg 1 V "3gj = -3fjVJ(gh v fg ' V qj · 
3fj ,3(ghvfg'v gj) 
_,/ 
d 1 après (d) ce schéma est valide ssi 
fj + gh + fg 1 + gj = 1 
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f' + j 1 + 9 1 + g = 1 ce qui est manifestement le cas. 
Donc d'après (e), 1 'inférence formulée par le schéma initial est valide. 
Théorème ]fg• jfÂ j g 
démonstration 
Testons la validité du conditionel: }fg)3f/1 3g 
(-3fg/l jf)'/\ (-3fgl\_3g) 
Ce schéma est valide car fg .... ç.i et fg,::,,f 
Corollaire (x) f x V(x) g x -> (x) (fVg) x 
3.6.2. La_~rocédure_de_test 
1. Nous pouvons tester la validité d'1 schéma quantificationnel monadique 
clos lorsqu'il est dépourvu de lettres de phrases, en le réduisant à un 
schéma d'énoncé booléen et en utilisant les propriétés (a)-(e) décrites 
dans le paragraphe précédent 3.6.1. 
2. Nous pouvons également tester la validité d 1 un schéma quantificationnel 
monadique ouvert et sans l ettre de phrases. 
A titre d 1 exemple : 
jFz /\ (x) [(3:y) Fy) Gx]/ ) (:J y) (Fy/\ Gy) 
- -
Par définition du quantif i cateur universel, il nous faut tester la vali-
dité du schéma clos : 
(z) [ [ Fz /\ (x) [ ("3y) Fy) G~)J]) (Jy) (Fy /\ Gy~ 
Par application de la règle (8), de la règle (1) puis de la règle (6) 
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j{3z) Fz Â [(3y) Fy)(x) GDf:] ") G)y) (FyÂ Gy) 
En transformant le quantificateur (x) et en éliminant les variables 
liées : 
- :f FV ~F Â 1G JV 3 FG 
ou 
le premier schéma est valide puisque 11 -3FV3F" est toujours vrai. 
le second schéma est valide puisque : 
F • FG + G 1 
F 1 + F = 1 
3. Examinons le problème de la validité d'un schéma quantificationnel 
monadique possèdant des lettres de phrases. 
Ce schéma sera valide s'i l est vrai pour chaque substitution de 
11 vrai 11 et de 11 faux 11 à ses lettres de phrases. 
Par exemple: 
(X) ( Fx) p) 
p = 11 vra i 11 
(x) (Fx) 11 vrai 11 ) 
(x)( 11 vrai 11 ) = 
11 vrai 11 -
(3 x) Fx) p 
(3 x) Fx) 11 vrai 11 
(3 x)Fx) 11 vrai 11 
11 vra i 11 
11 vra i 11 
p = 11 faux 11 
(x)(Fx) 11 faux 11 ) = (jx)Fx_) 11 faux 
( x ) F 1 x -JF 
- _3 F -]F 
11 vra i 11 
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4. LES S~LLOGISMES DANS LE CADRE DE LA QUANTIFICATION. 
Nous pouvons facilement férifier la validité des syllogismes classiques 
du chapitre 3, grâce aux schémas d'énoncé booléens. 
Remarquons avant tout que : 
'quelque Fest G' signifie '3 FG' 
'quelque F n'est pas G' signigie '3FG' 
' t ou s l es F s on t G ' s i g n if i e ' - ~ F G ' , q u i é q u i va ut à ( x ) ( F ' +G ) x 
'aucun F n'est G' signifie '-~FG', qui êquivaut à (x) (F' + G')x 
Par exemple, démontrons la validité de AAA (1ère figure) 
( X ) ( T I +G ) X A ( X ) ( p I + T ) X :) ( X ) ( p I +G ) X 
3 TG ' V 3 PT' V - 3 PG ' 
3 PG 1 ) j ( TG I V PT 1 ) 
La propriété (d) du paragraphe 3.6.1. nous dit que ce schéma est valide 
ssi : 
PG ' • PT' + TG ' 
P'+G+PT'+TG'=1 ce qui est le cas. 
Mais nous pouvons faire bien plus : nous pouvons retrouver les conclusions 
des syllogismes, si nous leur imposons une forme (3 x) ou (x). 
4. 1. La_notion_d'im~liguant_Qrimitif 
Cherchons les conclusions c =3 W qui rendent valide le syllogisme 
EI (1è fig) 
(x) (T'+G')x/\ Gx) PTx) (3 x) Wx 
3 TG V - "3 PT V "3 w 
}PT =:) 3 TG V 3 W 
Ce schéma est valide si et seulement si 
PT.....;:, TG + W 
ou ~J' ~ P ' + T' + TG 
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Autrement dit, toutes les expressions 3 W où West un impliquant de 
(P' + T' + G) sont des conclusions valables. 
Nous voilà donc amenés à trouver tous les impliquants d'un schéma 
booléen. Cependant, dès que nous en avons trouvé un, nous en avp ns 
trouvé une infinité. En effet, si W implique une fonction booléenne F 
alors, W multiplié par n'importe quelle fonction booléenne G implique encore 
F : 
siW • F (W'+F=1) 
alors WG,.F puisque W' + G' + F = 1 
La formule (WG) qui contient (W) est un multiple de W (on dit aussi que 
WG est plus grand, ou, plus long que W). 
Les W que nous cherchons sont les plus petits impliquants de F c'est-à-
dire les impliquants qui ne sont multiples d'aucun autre impliquant de F 
cette classe particulière d'i mpliquants est celle des impliquants primitifs 
de F. 
Une étude poussée des impliquants primitifs (développant, entre autres, 
des méthodes de recherche de t ous les impliquànts primitifs d'une fonction 
booléenne) est faite au chapi t re 1. 
Disons ici que si nous voulons trouver tous les impliquants primitifs d'une 
fonction booléenne mise sous forme normale disjonctive, il nous suffit de 
l'inverser deux fois; on obtient alors une somme dont chaque élément est 
un impliquant primitif. 
Dans notre exemple : 
W '• p ' + T ' + TG 
en inv,érsant F = P' + T' + TG F = PT(G' + T') = PTG' 
F = P' + T' + G 
les impliquants primitifs de P' + T' + TG sont P',T',G. 
Nous pouvons donc prendre W' égale à un de ces impliquants primitifs 
ou à la somme de un ou plusieurs de ces impliquants. 
En prenant W' = P' + G 
W = P G' , 
on trouve la conclusion O : jP G' 
"quelque P ne sont pas G" 
4.2. La recherche des conclusions 
Ayant deux prémisses qui doivent impliquer une conclusion c 
P1 P2 • c 
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Le problème est de trouver les conclusions qui rendent valides le 
conditionnel : 
P1 P2 J c 
Dans les syllogismes classiques, les prémisses sont de type 
(1) (3x)/\ (3x) 
(2) (3 x)/\ (x) 
(3) (x) /\ (x) 
(4) (x) /\ (x)/\[il existe P'V 'il existe T' V 'il existe G] 
4.2.1. Illustrons_le_Qreniier_cas_Qar_l 'exemQle : 
P1 il existe des romanciers (F) poètes (G) 
P2 il existe des cinéastes (H) poètes (G) 
:iFG/\ :f HG "Je H 
-3 FGV-3HG V c 
en_posant_ c_ =_ (x)_ Wx_ =_ -]W' 
Ce schéma est val ide si et seulement si - j FG est val ide 
ou -3HG est valide 
ou -3W ' est val i de 
Comme les deux premiers ne sont pas valides, si nous voulons un syilogisme 
valide; il faut que la conclusion -]W' soit valide indépendemment des pré-
misses. 
Une telle conclusion serait une tautologie en soi et n'aurait pas grand 
intérêt. 
en_eosant_c_=3W 
3FGI\ 3HG) :!W 
Ce schéma est valide si et seulement si FG • W (a) 
ou HG • W (b) 
En prenant (a) W'~ FG 
W(F' + G') = 0 
égalité qui est vraie si W = FG; 
d'où la conclusion 3 FG 
En prenant (b) W' • HG 
W(H' + G') = 0, 
ce qui est vrai par exemple si W = HG; 
d'où la conclusion 3 HG. 
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Mais ces deux conclusions ne nous apprennent rien de nouveau : elles ré-
pètent les deux prémisses (c'est pourquoi il n'a pas été tenu compte des 
prémisses (3x) /\ (] x) dans la classification des syllogismes). 
4. 2. 2. Pour_ i 11 ustrer _ 1 e_second_ cas ,_erenons _ 1 'exemel e_AII _ ( 1e_ fig.) 
(x) (T' + G)x !\ 3PT) c 
:1 TG, v - JPT ·v c 
en_erenant_C_ =3° W : 
3 PT• 3(TG' V W) 
Ce schéma est valide si et seulement si 
P' + T' + TG' + W = 
ou W' • P' + T' + TG' 
en inversant deux fois, nous trouvons les impliquants primitifs de 
(P' + T' + G') (P', T', G' ) 
d'où les conclusions 3 PTG 
3 PG, qui est la conclusion T . 
J TG, qui n'e?t pas reprise dans la classification 
des syllogismes. 
en_Qrenant_c_=_(x)Wx 
3PTJ\ :3 W')jTG' 
Ce schéma est valide si et seulement si PT-~TG' 
ou W '..,.TG' 
La dernière implication fournit 
W = T' + G 
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d'où la conclusion (x)(T' + G)x qui répète la première 
prémisse et n'est donc pas intéressante. 
4.2.3. Illustrons_le_troisième_caS_Qar_le_stllogisme_AAA_(_fig.) 
(x)(T' + G)x I\ (x) (P' + T)x)c 
3TG I V 3 PT I V C 
en_Qrenant_è_=_( x) _Wx 
=l w ') :3 TG I V :l PT I 
Ce schéma est valide si et seulement si W'->TG' + PT' 
Inversons deux fois (TG' + PT') pour trouver ses impliquants 
primitifs : (TG' +PT') = T'P' + GP' + GT = TG' + PG' + PT' 
D'où les conclusions : (x) (T' + G)x (1è prémisse) 
en_Qrenant_c_= 3_W 
On trouverait 
:3 (T' 
=l (P ' 
3 (P' 
suivant 
+ G) 
+ G) 
+ T) 
(x) (P' + G)x (conclusionA) 
(x) (P' + T)x (2d prémisse) 
le même procédé, la concl usion 
Notons que ceux prémisses universelles ne peuve nt fournir une 
conclusion existentielle que dans un univers no n vide où 
(x)Fx-'3>(3 x)Fx 
T 
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4.2.4. Illustrons_le_dernier_cas_Qar_l 1exemQle_AE, 'il_existe_P 1 _(4è_fig) 
(x) (G 1 + T)x /\ (x) (T 1 + P1 )x /\ :lP J 'c 
en ·Qrenant_c_ = _3_W 
Ce schéma est valide si et seulement si P- GT 1 + TP + W 
W~P 1 + GT 1 + TP 
Les impliquants primitifs de (P + GT 1 + TP) sont : 
P 1 , G, et T 
En prenant W1 = P1 + G, on trouve la conclusion O :3 PG 1 
On peut également trouver : 3 PT 1; ~G 1T1 
Remarquons que toutes les conclusions de syllogismes peuvent aussi 
être obtenue à partir de la forme prénexe . 
Ainsi, pour le syllogisme AA(1èfig.) : 
( X ) ( T 1 + G) X ;\ ( X ) ( P 1 + T) X) (X) Wx 
(3y) TG 1yV(3 z) PT 1zV(x)Wx 
( x) ( 3 y) ( 3 z) (TG I y V PT I z V Wx) 
en éliminant (x) et remplaçant les variables existentielles par x 
TG I x V PT I x V Wx 
Ce schéma est valide si et seulement si 
TG 1 + PT; + W = 
W'• TG 1 + PT 1 
D1où la solution W = PG 1 et la conclusion (x) (P 1 + G)x 
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5. RECHERCHE DE CONCLUSIONS A DES ENONCES MONADIQUES l 
Proposons nous de rechercher des conclusions à des prémisses traduisibles 
en schéma quantificationnel clos et monadique. 
Commençons par un exemple : 
P1 : Les personnes responsables des derniers évènements(g) sont des 
spécialistes de psychologie expérimentale (h). 
P2 Si aucun spécialiste de psyc hologie expérimentale (h) n 1 est 
connu de la police (j), alo rs aucun des anciens patrons du 
syndicat des trafiqua nts (f) n 1 est spécialiste de psychologie 
expérimentale (h). 
(x) (g 1 + h)xÂ Ux) (h 1 + g 1 )x J (x) (f 1 + h 1 )J) C 
En mettant sous forme normale conjonctive 
3gh 1 V (- 3 hj /\ -3fh) V c 
:3gh 1 v -3hjVC) (3 gh 1 V:3 fh V C) 
Ce schéma est valide si et seulement si les deux schémas liés par la 
conjonction sont valides. 
1. 3gh 1 V -:3hj V C ~quivalent à (x) (g 1 + h)x/\3hj) c] 
a) ~n_e~s~y~n! Ç = 3 w 
Le schéma est valide si et seulement si 
hl + jl + ghl + w = 1 
d 1 où on peut prendre w = hj 
b)~n_e~s~y~n! f ~ {xlw~ 
3hjt\;} w'.):] gh 1 
Ce schéma est valide si et seulement si 
hj-;> gh 1 
ou w1...;;, gh 1 
v-1 + gh 1 = 1 
on peut donc prendre w = g 1 + h 
Les deux conclusions trouvées sont : 
3hj et (x) (g 1 + h)x 
La deuxième de ces conclusions répète la première prémisse et ne nous 
apporte rien de nouveau. 
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2.~gh 1 V ;Jfh V C ljquivalent à (x) (g 1 + h) (x) (f 1 + h 1 )) cJ 
a) ~n_e~s~y~n! Ç ::lw_ 
Le schéma est valide si et seulement si 
gh 1 + fh + w = 1 
w' ( g 'f' + g 'h' + hf' ) = 0 
on peut donc prendre w1 = (g 1 f 1 + g 1 h 1 + hf 1 ) 
w1 = gh 1 + gf + fh 
d 1 0µ la conclusion3 (g 1 + h) (g 1 + f 1 ) (f 1 + h 1 ) 
et par le théorème 2 du paragraphe 5 on a les 3 conclusions 
3(g 1 + f 1 ) 
b) ~n_e~s~y~n! Ç: {xlw_ 
3 w 1 ) 3- gh I V ] fh 
.3(g' + h) 
.=l(f 1 +h 1 ) 
Ce schéma est valide si et seulement si 
w1 ~ gh 1 + fh 
w1 (g 1 f 1 + g 1 h 1 + hf 1 ) = 0 
co1T111e dans le cas a) : w1 = gh 1 + gf + fh 
w = (g 1 + h) (g 1 + f 1 ) (g 1 + h 1 ) 
d'où la conclusion (x) (g 1 + h) (g 1 + f 1 ) (f 1 + h 1 ) x 
et par distributivité de (x) sur la conjonction: 
on a les 3 conclusions : (x) (g 1 + f 1 )x 
(x) (f 1 + h 1 )x 
(x) (g 1 + h)x 
Les conclusions existentielles tirées en a) ne sont valides que dans un 
univers de discours non vide : nous les écartons et ne gardons parmi les 
conclusions de b) que les 2 prem iè res (la troisième étant redondante 
avec la prémisse P1). 
En fin de compte: 
le premier schéma nous fournit c1 : ~ hj 
le second schéma nous fournit c2 (x) (g
1 
+ f 1 )x 
C3 (x) (f 1 + h')x 
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Les conclusions recherchées devant rendre les 2 schémas valides et 
sachant que : si (PVC 1) et (QVC2) sont tous deux valides, 
Nous pouvons 
c1 
c1 
alors (Pvc 1vc2) est valide, ainsi que (QVC 1v c2) 
(mais attention, PVC 1c2et Q V c1c2ne sont pas nécessai-
rement valides). 
conclure 
V c2 
V C3 
C'est-à-dire 
si 3 fg al ors ~ hj 
si 3. fh al ors :1 hj 
Remarquons que les schémas 1 et 2 ont des prémisses de la forme 
AI (2ê figure) et AE (4è figure) . 
• 
S.1. Analyse générale 
De manière générale, nous considérons le schéma 
p1p2 .. .. Pn~ C 
(où les Pisont les prémisses données). 
Nous · le mettons sous forme normale conjonctiveafin d'obtenir une conjonct ion 
de disjonction dont chaque disjonct ion à une des quatre formes ((a) - (d)) 
vues au paragraphe 3 . 
Le schéma sera valide si et seulement si chacune des disjonction 1de la con-
jonction est valide. 
Examinons les différents cas possiblès pour une disjonction : 
1. il s'agit d'une disjonction ne contenant qu'une seule négation de 
schéma d'existence 
-3 f V C 
3 f ~ C 
~n_pce~a~t_C_=_3_w_ 
le schéma sera valide si et seulement si 
f' + w = 
w'-3> f 1 
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Nous sommes amenés al ors à trouver tous les schémas ·;i mp li quants le 
schéma de terme f'. 
~n_pceQaQt_C_=_(~)_w_ 
-3f V -=lw' 
Ce schéma est valide si et seulement si (-.3f) ou (-3w') est valide 
indépendemment de la prémisse (~f). 
Nous ne pouvons donc pas déduire de conclusion de forme universelle. 
2. il s'agit d'une disjonction ne contenant aucune négation de schéma 
d'existence (1 seul schéma d'existence) 
=ffV :3g •.. V3h V C 
3 (fV g ... Vh) V C 
~n_pceQaQt_C_ = -~'!! 
le schéma sera valide si et seulement si 
w' ...;;,f+g+ .... +h 
Cette conclusion n'est valide que dansun univers non vide 
1e schéma sera valide si et seule~ent si 
3w 1~ 3 f V 3 g · • • V 3 h 
w '• f + g + ........ + h 
Nous sommes ra~enés à chercher tous les schémas de terme w' inpliquant 
le schéma booléen f + g + .... + h. 
3. il s'agit d'une disjonction contenant 1 ou plusieurs négations de 
schéma d'existence 
3f1. : .-3fiv- ~fj ... V 3fn V C 
~n_pceQaQt_c 1_ =~'!!1 
3·f i A 3 f j => Jf 1 V _ .. V 3 f n V ;J w 1 
Ce schéma est valide si et seulement si 
fi-;;:, ~ fk + w1 
k ::/- i 
k ::/- j 
c'est-à-dire w11 • f'i + 2. fh 
h -, i 
h -, j 
ouf. --:;::, 
J 
~ 
2_ 
k t i 
k t j 
c'est-à-dire + L_ fk 
k t i 
k t j 
Sachant que si (p V c) et (p V d) sont tous deux val ides 
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a 1 ors ( p V C V d ) e t ( p V cd ) son t é q a 1 e men t va 1 i des , 
nous pouvons lier les 2 conclusions C3w 11 ) et (.:3w 12 ) par une 
disjonction ou une conjonction. 
Par conséquent, nous retenons les deux conclusions: 
C11 <3w11 V ~w12 = ~(w11Vw12) 
C12 = 3 w11 /\ ~w12 
~n_p~e~a~t_c2_=_(~)~2 
3 fi A -3 f j /\ 3 w , z J 3 f 1 ... V 3 f n 
Ce schéma est valide si et seulement si 
fi-;:. L fk 
k t i 
k t j 
ou fj-> r fk 
k t i 
k t j 
ou w' 2 •; f k 
k F i 
k F j 
Nous pouvons l ier les conclusions c1 et c2 par une disjonction ou une 
conjonction, si bien que nous obtenons les conclusions : 
::J (w11 V w12) V (x) Wz 
(:1 w11A 3w12) V (x) Wz 
j (w11 V w12) Â (x 1 Wz 
(3 W11/\jW12) /\ (X) Wz 
De nouveau, la recherche des w11 , w12 et w2se ramène à la recherche des 
impliquants d'un schéma booléen. 
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4. il s'agit d'une disjonction ne contenant que des négations de 
schémas d'existence 
-3f 1V ... V-3fn V c 
~n_p!:eQaQt_C_ =~ ~ 
3f1/\ ... Â3fn ~ 3 w 
Ce schéma est valide si et seulement si 
1 f 1 
w 1-> 1 
1 f 1 ou w 2-> 2 
ou w' _ f' 
n -> n 
Chacune des conclusions (3 wi) peut être liée aux autres par une disjonc-
tion ou une conjonction. 
- 3f 1 V . . . . . V-3f n V- 3 w' 
Ce schéma n'est valide que si l'un des schémas (3fi) ou (-3 w') 
1 'est. Nous ne pouvons donc trouver de conclusion de forme universel-
1 e dépendantes des r:l prémisses ( 3 fi). 
Etant donné que la conclusion doit rendre valide chaque disjonction du sché-
ma conjonctif initial, nous devons encore lier par un 'V', les conclusions 
concernant chacune des disjonctions. 
Dans tous les cas, nous sommes réduits à rechercher les impl iquants d'une 
fonction booléenne. Ce problème est longuement analysé au paragraphe 2 du 
chapitre 1. 
CH API T RE IV, 
LES RELATIONS 
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Les · relations sont des termes polyadiques, c 1est-à-dire des prédicats 
à plusieurs places. 
Leur introduction est nécessaire pour traiter des inférences telles 
que : 
Tous les cercles sont des figures 
Done, tous ceux qui tracent des cercles, tracent des figures. 
En interprétant Hx comme 1x trace un cercle 1 
Jx comme 1x trace une figure 1 
Fx comme 1x est un cercle 1 
Gx comme 1x est une figure 1 
nous pouvons retranscrire prémisse et conclusion 
(x) (Fx)Gx) (1) 
( x) ( Hx.) Jx) ( 2) 
Mais il n ' existe aucune connexion de terme entre (1) et (2). Il 
n'est donc pas possible de tester la validité del 1infér~nce et a 
fortiori, il n1est pas possible de déduire (2) de (1). Nous sommes 
obligés de formuler la relation 1y tracex 1 par le terme diadique Hyx. 
1y trace une figure 1 se schématise alors en : 
• ( 3 x ) ( Gx A Hyx) 
et 1y trace un cercle 1 se schématise 
(3 x) (Fx /\ Hyx) 
La conclusion devient 
(y) [ (3 x) ( Fx A Hyx)) (3 x) ( Gx (\ Hyx )] 
[ 1. Test de validité 
Contrairement aux énoncés monadiques : 
Il n1est pas toujours possible de mettre un énoncé polyadique sous 
forme prénexe, où tous les quantificateurs universels sont en tête. 
Mais si cela est faisable, nous pouvons tester sa validité suivant la 
procédure décrite au paragraphe 3.5. du chapitre 3. 
Testons la validité del 1inférence précédente : 
(y) (z) (3' x) (3 w) [FG xVFz VHyz V (Gw /\ Hyw)] 
3. Une relation Rest totalement réflexive ssi 
( x) Rxx 
Elle est réflexive ssi 
(x)(y) [Rxy) (Rxxl\ Ryy~ 
Elle est irréflexive ssi 
(x) Rxx 
[ 3. Recherche d'une conclusion 
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Pour autant qu 'un énoncé puisse se mettre sous la forme d'un schéma exis-
tentiel pur (forme prénexe sans quantificateur universel), nous pouvons 
chercher des conclusions en nous basant sur la procédure de test. 
Par exemple : représentons 
1 x est père de y 1 par Pxy 
'x est grand-père de y' par GPxy 
Nous pouvons émettre 1 contrainte sur ces relations 
(x) (y) (z) (Pxy /\ Pyz) GPxz) 
Cherchons alors des conclusions à 
'André est père de Bernard' :Pab 
'Bernard est père de Charles 1 :Pbc 
(x)(y)(z) (Pxy Pyz )GPxz) /";., ; Pab /\ Pbc) C 
(=lx)(3y)(3z) [Pxy Pyz GPxzV PabV Pbc V c] 
Il y a 3 variables existentie lles, 31 ~ariables libres et donc 27 
substitutions possibles. 
l'une de celles-ci (a .x ,b .y,c z) donne le schéma : 
Pab Pbc GPac V Pab V Pbc V C 
Pour rendre ce schéma valide, il suffit de prendre 
C = Pab Pbc GPac V Pab V Pbc 
C = (Pab V Pbc V GPac) Pab Pbc 
C = Pab Pbc GPac 
d ' où la conclusion : 
'André est grand-père de Charles' 
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4. Les relations univoques 
Ce paragraphe concerne la résolution de problèmes logiques faisant inter-
venir des relations univoques. 
Une relation Rx,y, .. ,z est univoque si et seulement si pour chaque valeur 
d'un argument (x,y, ... ou z) il n'y a qu'une seule valeur permise pour cha-
cun des autres arguments. 
A partir d'une même application, nous allons, à l'aide de 4 méthodes dif-
férentes, définir des approches spécifiques pour la recherche d'une 
solution. Ces quatre méthodes se basent chacune sur une démarche logique 
commune que nous détaillerons mais dont les procédures de traitement ne 
s ' appliqueront que dans des domaines d'applications différentes. 
Ainsi, le premier procédé n'est valable que pour des problèmes simples et 
les suivants pour des problèmes de plus en plus complexes. 
On aboutira ainsi à la 4ème méthode pour des applications qui imposeront 
d'adopter une technique plus générale, en l 'occurence de nature binaire, 
et surtout plus performante. 
1· Enoncé del 'application 
Trois personnes se prénommant diféremment exercent des métiers distincts et 
résident dans des localités différentes (Paris, Lyon, méditerranée). Il 
s'agit de les identifier au moyen des prémisses suivantes : 
1. Jean habite Paris 
2. Le mécanicien habite Lyon 
3. Pierre qui bat le chauffeur au billard a rencontré le senre-frei n 
qui lui a avoué ne pas connaître Paris 
Quelle est la profession de Roger? 
Démarche commune d'approche 
En premier lieu, nous symboliserons les composants de la cl asse des 
personnes au moyen des lettres J, P, R; ceux de la classe des fonctions par 
Fm, Fs, Fe et ceux de la classe des résidences par Rp, R1 , Rm. 
En second lieu, nous rechercherons et symboliserons les relations élémentaires. 
c'est-à-dire ne contenarit qu'urie relation, si cela est possible. 
Nous transposons ainsi l I énoncé en : 
( 1) H JR 
p 
( 2) HF R 
m l 
(3à.) NPF F 
S C 
(3b) HF R 
s p 
Hxy = 'x habite y' 
N -- = 'x n'est ni y , ni z' xyz __ 
on a F F = F 
S C m 
4.1. 1ère méthode de résolution - Algèbre logique 
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Nous pouvons traduire les 4 relations du système s1 sous la forme 
"homologique" et obtenir 
JR + JR ( 1 ) p p 
F Ril + F R m __ m 1 
( 2) 
PF + PF (3a) 
m m 
-
F sRp + F~ \ (3b) 
La solution s ' obtiendra en effectuant le produit logique des 4 pré-
misses. Le résultat de ce produit global contiendra donc 16 compo-
sants qui devront se réduire à trois, représentant les relations entre 
personnes, fonctions, et résidences. Des réductions et simplifications 
sont donc à opérer. Celles-ci sont possibles grâce aux égalités suivan-
tes (qui existent pour chaque classe : personnes, rés i dences et 
fonctions). 
- -JP = O; J = P + R; JP = R; JP = JPR = P etc ... 
Le produit de (1) avec (2) donne: 
JF R + JF R~ + JF R 
m p m • m m (4) 
Le produit logique (4) avec (3a) donne : 
- -PF R1 + JF R + RF R m · m p m m ( 5) 
d'où l 'élément de réponse : PF mRl. 
Et enfin, le produï t de (5) avec (3b) donne 
RF R + JF R 
S m · C p 
indiquant que Roger est serre-fre i n et habite la rég ion méditéranéenne. 
·--" 
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4.2. 2ème méthode : tabulaire classique 
1 
La table de décision classique devient vite inutilisable dans le cas de 
problèmes de logique. Elles mettent en regard, les décisions (solu-
tions ou non) pou~ toutes les combinaisons des conditions primaires, dans 
notre cas, les combinaisons des trois variables de nature binaire. 
On devrait donc élaborer pour cet exercice simple, une table à 33 = 27 
colonnes et pour chacune, analyser 1 'énoncé pour déterminer les solu-
tions possibles. 
CorTme on le· fait dans ce cas là pour les tables de décisions, il y a 
intérêt à travailler avec plusieurs tables à double entrée, c ' est-à-
dire, dans notre cas, à 3 tables (P,F), (P, R) et (R, F) . 
Dans les 27 cases de ces tables, on met 1 ou O selon que la décision 
est compatible avec l'énoncé. 
RP RI Rm ~ ~ { 
J 1 0 0 RP 0 0 
p 0 2 RI 1 0 0 
R 0 Rm 0 1 
3b 
~ ~ { 
J 0 
3a p 1 0 0 
R 0 
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J n'est compatible qu'avec RP qui n'est compatible qu'avec Fe. 
Donc, R n'est compatible qu'avec Fs, lui-même compatible avec Rm. 
~ ~ ~ RP R, Rm 
J 0 0 1 J 1 0 0 
p 1 0 0 p 0 1 0 
R 0 1 0 R 0 0 1 
~ fs fc 
RP 0 0 1 
R, 1 0 0 
Rm 0 1 0 
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4.3. 3ème méthode : tabulaire avec tassement 
Comme pour la méthode précédente, on ne transpose plus l 1énoncé en 
équations logiques pour en exprimer les relations, mais on élabore une 
ta ble où chacune des classes occupe une colonne de la table et où 
les éléments composant chaque classe se répartissent dans la colonne 
correspondante. Cette répartition tient compte des relations qui les 
unissent; chaque relation occupe donc une ligne du tableau. 
On devra ensuite opérer un tassement des lignes du tableau pour en 
ramener le nombre à celui des relations unissant les éléments des classes, 
en l 'ocurrence 3. 
Les principes généraux qu 1i l y a lieu d1appliquer sont présenté ci-
après, pour des cas d1une certaine complexité. Toutefois, dans notre 
application simple, une ve rsion réduite est développée dans l 1ordre 
suivant : 1. transposer les relations dans une table (P, R, F), Y 
classa 
occupant chacune une ligne 
2. Fusionner les lignes qui ont un mot-lien commun, soit 
(2) et (3a) avec Fm 
3. Lever les ambiguités. Ainsi, R1 étant lié à P, ne peut 
l 1être à R, d1où suppression de Rl* 
4. Combler les cases vides restantes. Ainsi, Fm et Fs 
étant les professions respectives de Pet de R, Fe ne 
p R 
J RP 
R, 
p 
R R,+ Rm 
J RP 
p R, 
R R1+Rm 
J RP 
p R 1 
R Rm 
F 
~ 
~ 
~ 
~ 
~ 
{ 
~ 
~ 
1 
2 
3a 
3b 
1 
2-3a · 
pourra être que celle 
de J. 
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Principe général du tassement 
L'application de ce principe permettra de traiter une table de relat i ons 
pour obtenir au mieux la table des solutions, au pire une table intermé-
diaire. 
Pour ce faire, on examinera success i vement les éléments de chaque classe 
(colonne) par rapport à ceux des autres classes. 
En vertu des relations qui existent entre les éléments d'une colonne et 
ceux d'une autre, on pourra introduire dans les cases vides la négation 
des éléments qui ne correspondent pas aux relations parfaitement définies. 
On procédera comme suit : 
Considérons deux colonnes X et Y d'une table de relations. 
Si l 1élément Xi de la colonne X est associé par relation à l 1élément 
Y. de la colonne Y, pour tous les éléments de X qui sont différents de 
J 
X. , on pourra introduire dans la colonne Y, l'élément Y .. 
1 J 
Y. risque de rencontrer 
J 
- une case vide et sera enregistré sous sa forme Y. 
- J 
un élément ~k qui restera in~h~ngé .!:_Uisque YkYj = Yk 
- un élément Ye qui deviendra Y Y. = L (Y complémentaires) 
e J 
Pour illustrer cette proposition, cons i dérons le tableau 
w X y z 
~ Xe - -
~ x, - zm 
-
. X. Yi -g 
~ - ~ Zn 
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Pour tous 1 es W Placer dans case correspondante de 
w X y z 
i wa X e 
-
1 ~cb X,. z T m 
1 WC Y. z J m 
Pour tous 1 es X 
i X e w _a 
t xf Wb z 
-
m 
i X.
9 
Y. 
l 
Pour tous les Y 
i Y. X 
l g 
-1 y. w Zn J a 
.. 
Pour tous les Z 
1 z Wb xf m 
i Zn w Y. C J 
Le tableau initial se transforme ainsi en 
w X y z 
-- - -~ Xe ~~ zz n m 
- -~ X. ~~ zm 
--- --~~~ Xu Yi zz n m 
- - -~ Xi,X, X0 ~ Zn 
J 
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Cette méthode séduisante pour certains problèmes de logique atteint 
rapidement ses limites lorsque la barre des difficultés s'élève. 
Ceci résulte principalement de l ·'apparition dans les éléments des 
relations, d'expressions algébriques plus ou moins complexes qu'il faut 
traiter sous toutes les formes logiques (produit, somme, négation) et 
l'on sait que ces opérations sont pleines de pièges. 
Cette observation milite en faveur del 'adoption de la quatrième 
méthode qui en vertu de sa nature et de ses moyens, n ' a pratiquement 
pas de limites. 
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4.4. Méthode principale : opérations logiques binaires 
Toutes les opérations logiques réalisées dans les méthodes précé-
dentes pour un cas simple d'espèce peuvent être généralisées à des cas 
complexes pour lesquels le nombre de relations est non seulement im-
portant mais où la nature de celles-ci .est riltJl.tip.1.e, du genre 
Rab (\ [H(Rcd V F de)] 
La méthode nouvelle est caractérisée par les faits suivants 
1. Découper 1 'énonc~ en un ensemble de relations. 
Ce faisant, on y répertorie les différentes classes (pers onnes, 
- -
objets, attributs, compléments ... ) et dans chacune de celles-ci 
les différents éléments. 
2. Coder les relations dans un langage commun c'est-à-dire binaire 
-pour tous les éléments de n'importe quelle classe. 
Une relation est exprimée par un vecteur où chaque champ est 
dédicacé à une classe et où la position des champs dans le vec-
teur définit implicitement la ~elation. 
Un champ contient autant de bits qu'il y a d'éléments dans la 
classe qu'il représente. 
3. En ce qui concerne les champs 
a) ils peuvent être de ty es différents: 
- simples : et complètement définis s'ils comptent un seul 
bit 1; ils définissent alors sans ambigu ï té un 
élément de la classe, selon la position du '1' 
dans le champ. 
- multiples et incomplètement définis s'ils comptent plu-
sieurs bits 1 et au moins un O, _ou complète-
ment indéfinis s'il ne comptent que des 1. 
Un champ contenant plusieurs 1 représente plu-
sieurs éléments reliés entre eux par l'opéra-
teur 11 ou 11 • 
J,. 
. 1 
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b) ' Il~. peuyeot~être de catégories différ~ntes : 
- les champs clés, toujours présents, seront choisis pour 
servir de référence (comme un indicatif de record pour un 
fichier, tel que n° article, nom, etc ... ). La solution 
globale comportera autant de vecteurs qu ' il a d'éléments 
(de mots clés) représentés par le champ clé. 
- les champs liens assurent la liaison entre les vecteurs. 
Ils déterminent la position (dans l ' espace, le temps, la 
hiérarchie, ... ) d'une personne, objet, attribut, ... par 
rapport aux autres. 
4. En ce qui concerne les vecteur~ 
a) ils peuvent être élémentaires : c'est-à-dire être seuls et 
représenter une proposition (par exemple : ' Jean habite Paris ' . 
b) ils peuvent être composés : ils sont alors plusieurs, groupés 
et reliés en t re eux par 1 'opérateur 'et' pour représenter 
proposition composée (par exemple : Jean habite Paris et 
Roger est mécanicien). 
5. On systématisera les opérations logiques et notamment les produits 
soit manuellement, soit par programmation si le traitement est trop 
laborieux sinon impossible par les moyens habituels. 
Quel aue ~oit 1 'article utilisé, la méthode systématique consistera 
----
a) à transformer le vec t eur d'1 relation contenant des champs 
- -
multiples en plusieurs vecteurs ne contenant que des champs 
simples. 
Les vecteurs ainsi complètement définis sont reliés entre eux 
par un ' ou'. Cette transformation se fait aussi bien pou r les 
vecteurs élémentaires que pour les vecteurs composés. 
b) à effectuer les produ i ts logiques entre les vecteurs pris deu x 
à deux dans chacune des rel ations. 
V 
c) à examiner les résultats de ces produits. 
Si l e produ i t= 0, tous les champ sont nuls dans le résultat. 
Les 2 vecteurs multipliés fournissent deux éléments d'une so-
lution possible. 
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(] Si le produit f O et au moins un champ (mais pas tous) p 
est différent de O. Dans ce cas, aucun des vecteurs l 
d'origine ne peut appartenir à une solution possible. c / ,.,,__ 
z. , Si le produit f O et tous les chaJ11ps sont différents de O. 
Comme ils sont complètement définis, les deux vecteurs d'o-
rigine sont identiques et constituent un élément d'une solut ion 
possible. l-V-::- 1 d.:J,l,,,..t, • 
d) on obtiendra finalement la solution globale définitive 
si le nombre des solitions individuelles et différentes est 
égal au nombre de mots clés dénombrés au départ. 
L'algorithme général de résolution est décrit point 4.4.4. 
4.4.1 Simplifications 
Il s'agit de simplifications quel 'on apporte à un certain nombre de 
vecteurs, immédiatemment après leur création qui a été effectuée lors 
du découpage del 'énoncé en relat ion , et avant leur expa nsion en 
vecteurs simple~ et complètement définis. Cette simplification peut 
alléger considérablement la procédure de la méthode systématique et à 
la limite l'éviter en aboutissant à la solution finale. 
Pour l'obtenir, on effectuera successivement entre certains vecteurs 
de relation, la procédure suivante 
Lorsque deux vecteurs sont tels que : 
V~· l'un des V. possède au moins 2 champs complètement définis 
V J -(ici c2j et c3j); 
\/,, l I autre des vecteurs, V i, possède ~u moins un champ compl èt~-
ment défini dans a même zone que celui de V. qui est · complè-
. J 
tement défini, 
alors on pourra mieux ou tout à fait définir un autre champ 
(C 2;) incomplètement défini de V; en remplaçant un bit 1 par 
un bit O (ce bit étant de même poids que celui de c2j). 
c11 c21 C31 
~ i1ooft111010! 
~ 
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De 1 a même façon, 1 e champ Cf: j pourrait devenir 0111 étant 
donné que (c 1i) = 100. 
Ces opérations étant réalisées de proche en proche, l ' expansion en 
vecteurs simples sera plus réduite, comme les opérations logiques 
systématiques. 
à la solution : 
Lebrun, Lenoir et Leblanc trava i llent ensemble dans une même entrepri-
se. Ils sont : comptable, magasinier et représentant, mais peut être 
dans un ordre différent. 
Le représentant, qui est célibataire, est le plus petit des trois; 
Lebrun, qui est le gendre de Lenoir, est plus grand que le magasinier. 
Quel est le métier de chacun? 
a) Recherche de classes 
--------------------
Personnes Professions Tailles Etat civil 
Leblanc 0 0 1 R 0 0 1 p 0 0 m 1 0 
Lenoir 0 1 0 M 0 1 0 M 0 1 0 m 0 1 
Lebran - 1 0 0 C 1 0 0 G 1 0 0 
Le champ clé est delui des personnes (et les mots clés sont Lebrun, 
Lenoir, Leblanc). 
Les champs liens, sont Personnes, Professions, Tailles. 
b) TranSQOSition_de_l 'énoncé 
l 111 1001 1001 101 
C ta 
100 101 100 10 
r ~ ti 
c) Simplifications (opérations a,b,c) 
!001 !001 joo1 jo1] 
j1ooj1ooj1ooj1oj 
4.4.2. Solution del 1application 
a) Ço9a9e_d~s_r~l~ti0Qs_ 
Il s 1agit de coder le système s1 
Nous obtenons : 
Personnes J(1 0 0) 
Résidences L(l O 0) 
Fonctions M(l 0 0) 
P(0 1 0) 
P(0 1 0) 
C(0 1 0) 
R(O O 1) 
M( 0 0 1 ) 
SF ( 0 0 1 ) 
(Tous les vecteurs sont de type 1élémentaires 1) 
p R F 
~ i1oojo1oj111 1 
Je 
ïa 
~l111j1ooj1ooj 2 
~1 1 0 1 0 j 1 1 1 j 1. 0 0 1 3a 
Jb 
~2 l 1 1 1 j 1 0 1 1 0 0 1 1 3b 
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b) ~i~plifi~a!iQn~ (opérations a,b etc) 
1_1 _o _o ~I 0-1-0~1-o -1 1.......,1 
1 0 1 1_ 11 0 0 11 0 0 1 
j 1011101 joo1 1 
c) ~xea~s1o~ 2e~ ~h~mes_m~l!iel~s_ 
v11 11 o o , o 1 o , o 1 o , l 
V ...-----.----~-~ ou 
12 j 1 0 0 1 0 1 0 1 0 0 1 1 
/ V21 1 o 1 o l 1 o o l 1 o o 1 
V22 J o o 1 [ 1 o o [ 1 o o [ + J 
v311 1 o 1 o l 1 o o l 1 o o 1 · . 
V312 I O 1 0 1 0 1 0 j 1 0 0 1 + ?/ ( 
V313 [ 01 o [ 001 [ 1CJ-~_f /' , , 
"321 l 1 0 0 11 0 0 
. Va22 1 1 0 0 1 0 0 1 
V323 I 0 0 1 l 1 0 0 
V324 I 0 0 1 1 0 0 1 
f 
001 
001 
001 
001 
V ' ,, 
+ 
t 
+ 
S S ::- d 
l J 
J ../- f) S • o )-,.. 0 S 
I 1. ~ j 
-1 
e;-· { (' 
\ 
\ 
/ 
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On disti ng ue quatre groupes de relations; chaque groupe contient des 
vecteurs élémentaires reliés par un 1ou'. 
1er grou pe 
2è groupe 
3è groupe 
4è groupe 
on prend v11 
v11 · v21 = 0 on retient les vecteurs v11 et v21 ~ 
La solution doit contenir 3 vecteurs (nombre de mots clés) 
Le troisième vecteur doit être tel que son produit avec v11 
= 0, ainsi que sont produit avec v21 . 
Autant dire que son produit avec X= v11 + v21 doit être 
nul . I 
X 
On passe au groupe suivant 
X 
. V 311 f 0 
-1 X 
. V 311 = v21 ce vecteu r est déjà retenu 
on passe au gr oupe suivant 
X V321 t- 0 
X v322 ..i 0 r 
X V323 f 0 
X V324 = 0 on retient le vecteur v324 
Trois vecteurs ont été retenus. Ils forment la solution 
!00 1 joo1 i oo1 j 
Si la solution n'avait pas été t rouvée après observation des vecteurs du 
dernier groupe, il aurra i t fall u remonter au dernier vecteur retenu 
. (soit, ici, v21 ), le rej et er, et continuer la procédure avec le vecteur 
suivant du même groupe (v 22 ) . Si ce groupe ne contient plus de vecteur, 
il faut remonter à l 1avant dernier vecteu r retenu, le rejeter, prendre 
le suivant du même groupe, continuer la procédure it ainsi de suite ... 
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4.4.3. Exercice 
André, Bernard, Claude, Didier et Etienne ont construit leurs villas 
autour d'une petite pl age de 1 'Atlantique. 
D'un commun accord, ils ont déc idé que chacun donnerait à sa villa 
le nom de la fille de l'un de ses quatre amis. Il se trouve en ef-
fet que chacun a une fille : Anne, Belle, Cécile, Dona et Eve (mais 
pas nécessairement dans cet ordre). 
Pour éviter que deux villas n'aient le même nom, ils se sont réunis 
pour faire leur choix. Il en a r.ésulté : 
Claude et Bernard qui désiraient tous les deux appeler leur villa 
Dona, ont tiré au sort. Bernard a gagné. Claude a nommé sa villa 
Anne. 
André a nommé sa villa Belle. 
Le père d'Eve étant absent, c'est Etienne qui lui a téléphoné que sa 
villa se nommait Cécile. 
Le père de Belle a nommé sa villa Eve. 
Quelle est la fille et quelle est la villa de chacun? 
a) Recherche des classes et éléments 
Père Villa(nom) Fille(nom) 
André (A) 0 0 0 0 Anne 0 0 0 0 1 A 0 0 0 0 
Bernard (B) 0 0 0 1 0 Belle 0 0 0 1 0 B 0 0 0 1 0 
Claude (C) 0 0 1 0 0 Cécile 0 0 1 0 0 C 0 0 1 0 0 
Didier (D) 0 1 0 0 0 Dona 0 1 0 0 0 D 0 1 0 0 0 
Etienne (E) 0 0 0 0 Eve 1 0 0 0 0 E 1 0 0 0 0 
b) Ço9age_d~s_r~l~tio~s_ 
Ajoooo1 0001oj11101 
b~ 
e· I0001oio1oool10111 
C bf if\a 0 0 1 0 .o 1 0 0 0 0 1 i 1 1 1 1 0 1 
D 
b ~ ta 
01000!00100! 10000! 
E 
,Gy.f. 
~ c:;; 
p-? 1 
~ 13 
E !10000I 10000 Jooo10I 
D !01oooioo;oo J1ooool 
C [00100Joooo1 Jo11ooi 
B 10001 o 101 ooo I o 01 o 1 i 
A ! 00001 jooo10 Jo1101) 
El 1000011oooojooo1oj 
D jo1ooojoo1oo l 1ooooj 
c1 1 0 0 1 0 0 1 0 0 0 o· 1 1 0 1 0 0 0 1 
d?-100 + 
C2 [ o o 1 o o j o o o o 1 j o o 1 o o j 
~ j ooo1oio1000!00100) 
+ 
B2 !00010!01000!00001 j 
-
e._' y 
l 
3.·r· 
J 
L-
./ 
A1100001 10001 o 101 ooo 1 
+ l 
A2 ,,__I 0_0_0_0_1_!_0_0_0_1 _0..,...l _o _o -1 o_,o I s · ;,-
+ 
, A3I o o o o 1 1 o o o 1 o I o o o o 1 j 
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e) Résolution 
On distingue 5 groupes de vecteurs élémentaires 
1er groupe on garde E 
2è groupe : E . D = 0 
on garde D 
X = E + D 
X l 11 o oo I 1 o 1 o o 1 1 o o 1 o / 
3è groupe X . c1 = O 
on garde c1 
X= X+ C1 
X! 111ool10101l1101 o 1 
4è groupe X . B1 = 0 
on garde B1 
X = X + B1 
5è groupe X A1 I 0 
X A2 .J. 0 Î 
X A3 = 0 
on garde A3 
d'où la solution 
0 0 1 0 0 1 0 0 0 0 1 0 1 0 0 0 1 c, 
0 0 0 1 0 1 0 1 0 0 0 1 0 0 1 0 0 
00001 00010100001 
8 
I 
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Cette solution n'est pas unique. En reprenant la procédure à partir 
de B2 : 
4è groupe X • B2 = 0 
on garde B2 
X = X + B2 
X j 1111 o [ 111 o 1 i 11 011 1 
5è groupe X . A1 1 0 
X • A2 = 0 ,,V..,(,.,, 1 .~ 
d'où 1a solution : 
l10000!1oooojooo10j ~ 
jo1000!00100!1ooool 'J 
joo1oojoooo1!01oool c 
looo1ojo1ooojoooo1j .i 
(,. 
loooo1jooo1ojoo100j A..t 
1 v 
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4.4.4. Algorithme de résolution 
Rappelons qu'après expansion des champs, les vecteurs ne contiennent 
que des champs simples, et peuvent être 
- élémentaires 
- composés : il s'agit alors d'un ensemble de vecteurs reliés 
par un I et 1 • I 1 faudra soit les accepter tous 
dans la solution, soit les rejeter tous. 
Les champs qui ne sont pas de champs liens sont en général placés en 
bout des vecteurs. Dans l'algorithme ci-dessous, nous considérons des 
vecteurs uniquement constitués de champs liens (dont un champ clé). 
Les vecteurs appartiennent à des groupes. Les vecteurs d'un même 
groupe sont re 1 i és entre eux par un I ou 1 • / 
,f retM '>\ -
_,,,-1 Chaque groupe de vecteurs représente une proposition de 1 'énoncé, suppo-
sée vraie. Par conséquent, un groupe de vecteur contient au moins un 
élément de la réponse"' (sinon -plusieurs); 
-tous les vecteurs seront multipliés par un vecteur X. X contient la 
somme booléenne des éléments de solution retenus. Il est initialisé à 
O (ses champs ne contiennen t que des bits nuls) et mis à J·our au fur 
(' et à mesure que l I on retien t des vecteurs dans 1 a so 1 uti on. 
, Soit N, le nombre de vecteurs retenus dans un groupe : 
-8 ~ N -=- o I le. Î~ M.(. ~ a_...~ 'J.~ e...t J.~ ~ 
ri.~r:-"' '-; <9'-\. :p élJ: (9\e...c._ 1-e..uM-<.. ~ : j_ ~~ /~~ 
o~~ Qo.., ,,.,d t. J.~ ~ '\~ J: ~~ 
L(r~~.,t~_ 
/ 
- 148 -
On écrira l~ groupes de vecteurs contenant un seul vecteur (élémentaire 
ou composé) dans un tableau 11 vectseul 11 • Ces vecteurs sont obligatoirement 
des éléments de la so l ution. Ils seront séparés au sein du tableau 
11 vectseul II par. un caractère de bits 1 ( 1 \ 1'). A la suite du dernier vec-
teur , mettra 1 e carac t ère nul ( 1 \ O 1 ). 
) zl Le tab 1 eau I vectnonseul 1 contiendr a les autres groupes de vecteurs. 
Pour des raisons d'efficacité, on écrira d'abord dans ce tableau, les 
groupes de vecteurs composés (ceux-ci contenant plusieurs vecteurs, ils 
., ,, 
peuvent nous conduire plus vite à la solution, si on les considère en 
premier 1 ieu) . 
Au sein d'un groupe, l es vecteurs seront séparés par le caractère nul 
. -
/ ! 
7 , "o, . 
.i: ,'-'~ Les gr oupes seront séparés par le caractère '"- 11 (= 127 en décimal, dans 
o? ~ le code ASCII). Le tableau 11 solution 11 contient les éléments retenus sous ~ ~- -
forme de pointeurs, chacun pointant vers un vecteur de 11 vectseul 11 ou de 
J•· tt"' , 11 vectnonseul 11 • Le pointeur 11 fin 11 pointe vers 1 e premier élément 1 ibre 
----du tableau 11 solution 11 • Le pointeur 11 vect 11 pointe vers le début du vecteur 
V. courant. 
1 
;. La constante 11 champ 11 représente le nombre de caractères utilisés pour 
---
! 
coder un vecteur. 
1 La constante 11 nbresol 11 représente le nombre de mots clés, et donc le 
nombre de vecteurs dans la so l ution. 
1ère étape La première chose à faire est de mettre dans 11 solution 11 les 
pointeurs pointant vers chaque vecteur de 11 vectseul 11 • ~ i 
Faire X = somme boo 1 éenne des vecteurs de 11 vectseul 11 
(les vecteurs constituant les vecteurs composés sont également 
sommés). 
par exemple 
vectseul y 
J 
V, 
v ·l . ( V. 
i 
0100 1000 
1 
--.._ fv,,• 
0010 0010 
0001 0100 
1 
et µ~ r:t 
a,y 
71-:. 0 
0111 11101 
J o>-t_ c~~D j ~ '. : ~/· ;__~~) Î l(Ci.t).:·\o/ 
,1~ CoJ-= N'uLL · 
I i~ -= .&;: 4~ C .t. J j ( r~ -= ~cMc. ~'-!~ U] / 
Mt.'t :: ~ ~e,t4t..J. C O] j 
,i,,-lJl t. ( * ~J. ~ 7. \o') 
~ f,;.. t-r = ~et 
10"- (_ ~ ~ oi ~ (-: ~ j ~ -n--) 
X'. [-<-J .. X [iJ/ +-~ -t"+-" 1 (_* ~ :: 11...,.. ) ~J: .j,-/"" 
- 149 -
- ·- -··-------- --~-- - --
- 150 -
2è étape : Il s'agit à présent de comparer entre eux tous l es vecteurs 
de 11 vectnonseul 11 et de ne garder que ceux qu i sont compati-
bles entre eux (dont le produit donne un vect eur dont tous 
les champs sont nuls). 
it>t,J:, = ~ ~~ [e>J 
W: 0 
~&t. [ l }.,:.,_ '. ~ A~ t" ,.J,-u,~ -tj /s, ~ ( f l. =A~-)) 
·• ( * 1'>tC.t, -= ,. ) 0 ') iw.et + ~ j 
i ("" l>Ut= = ~n) 1 
~&\ l -t :. o j ..:.. ! < ~ri !,-t--r) 
if- ~ .... t" ... .: ,V--++ 
1 ( L -it--1,uL • Al~) a_ ,g_ U"== o)) 
iw-1.J l ( ( ,IÇ;-~el: " • ,t ,fi-)~ -". t r 1 : A.ta.,..~ i &i. u = 0 i -l. i = J...:i....r i ..._ ·H-> . 
1 [ ~ "J :: 'I o'j 
t-- "J~ -~) 
.w.c.!: " * .f-) 
%-lJt. ( l ~ i\>tJ:) = 'la") I' ( ~ (Jttt! :: -f tt-V 
t-l i., ,!)/ ! = ~ j L++) 
. T[-1.-]:: ~-wt-t-t-4- ITriJ 
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~~ (i •o; .-:.. ' "~ j-<- u-J 
· T[-i..J: 'Vl(iJ 
l(_ [-<..] = ,( [:L] ~ ~ T û-] 
i ( f = • ~ .- ,J,..wt '"~) 
. it&.(A; ,j~ 
1 l f· = = -1~ ) 
~ i .(~~ ~~ ·~ '\~-
V r.....,,_ ~~ ....... ~ 
~~J 
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test (X, vect) 
Cette procédure compare le vecteur vect, candidat comme élément à la 
solution, avec le vecteur X, somme booléenne de tous les éléments re-
tenus dans la solution. 
- Si produit (X, vect) = un vecteur dont tous les champs sont nuls, alors 
vect est un vecteur à retenir. 
"test" retourne alors le nombre de vecteurs élémen-
taires à retenir, soit 1 si vect est un vecteur 
élémentaire, 
soit le nbre de vecteurs élémen-
taires constituant vect si celui-
ci est un vecteur composé. 
- Si produit (X, vect) t un vecteur dont tous les champs sont nuls mais 
vect a déjà été retenu, alors 11 test'' retourne un entier = O. 
- Si produit (X, vect) t un vecteur dont tous les champs sont nuls et 
vect n'a pas encore été retenu, alors 11 test 11 retourne un entier= -1. 
En outre, si vect est un vecteur à retenir, X est mis à jour. 
) o-i.- l ~ : 0) .(, I : ~r- i i, ~+- ) 
( f\ C \. J :: -r C ' J ~ "' [ i..J 
'"· ~ C~1f)i 
~ (~•:O) 
If f"< ~. 0 i ,_' : ~) ~ :.J 
1c(_'= ~J 
X.[.~)::)( [i_J 1 / c:...:..]/· 
r ~ ~ ~~ [oJ ; 
.,{ -:. - -1 
ru.tJf..Cç_p ! = J~) ~ ~ c.e= ~ --1}) 
T'-"+; 
~., ~~~ L~ Pi v-); 
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comparaison (a,b) 
Cette procédure compare deux , vecteurs a et b. 
Si ceux-ci sont égaux, elle retourne O. Sinon, elle retourne -1 
~. o · 
- I 
~ : 0 j 
~ ( c~ '.J ~) ~ ~ ( ~:;:-o )) 
1 ( ~ Q_ t- .. ! : ~ ,t. t ~) 
~: -"; 
L'écriture des vecteurs se fait suivant la syntaxe 
<texte.>---3::: c premisse-::::, .1 
<texte:::,-::::, <Premisse.> ;<texte> 
<premisse::::,-.>;> <relation seulè> 
<premissè>--;:::, < relation non seul~ 
<relation non seule>-> c::::.vecteur::> 
<..relation non seule>-:::> cvecteur> + <relation non seule> 
<relation seule>~ <vecteur> 
<vecteur"'>--:> <vecteur simple> 
<vecteur"">-.> <:..vecteur simple> , <:_vecteur.::> 
<.vecteur simple> --3> <entier> 
<vecteur simple>--2> <entier> ~ <._vect simple> 
' 
un <"entier.> est un des nombres (de O à 127) du code ASCII, utilisé pour 
coder les caractères composant un vecteur. 
C O N C L U S I O N 
La logique des propositions et des prédicats sans relation trouvent 
leur aboutissement dans les programmes 11 compile .c 11 et 11 interro .c 11 
décrits en annexe. 
Une modification importante peut facilement leur être apportée : on 
pourrait imaginer un langage de programmation permettant de définir 
des classes d'objets, des attributs définissant ces classes, des 
objets (éléments des classes) et leurs valeurs d'attributs. 
Les prémisses seraient du type ''implication 11 et lieraient entre eux 
les objets d'une même classe ou de classes distinctes. 
Un objet ne serait plus représenté par un doublet de bits mais par un 
vecteur contenant autant de champs qu'il y a d'attributs caractérisant 
la classe del 'objet. Un champ contiendrait autant de bits qu'il y a 
de valeurs possibles pour l'attribut qu'il symbolise. 
En dehors de cela, les principes de résolution seraient rigoureusement 
identiques. 
Ainsi améliorés, les programmes 11 compile .c" et "interro .c" permettraient 
par exemple, de programmer efficacement les tables de décision polyva-
lentes. 
Quant au chapitre des relations, il est loin d'être complet. 
Mais il constitue une base solide pour entreprendre une tâche grandiose 
la conception d'un langage de programmation et d'interrogation aptes à 
résoudre des exercices dans le cadre de la logique des prédicats du 
second ordre (ou des ordres supérieurs) et avec relations. 
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INTRODUCTION 
------------
Cette annexe décrit la façon dont a été imaginé et conçu un 
logiciel capable de trouver toutes les conclusions relatives 
à un nombre quelconque de prémisses, dont la structure est une 
généralisation des 4 formes A, E, I, O. 
Plus précisément, les prémisses envisagées doivent avoir une 
des formes générales : 
(x) (forme normale disjonctive) (x) 
(3 x) (conjonction) (x) 
Ce logiciel est en fait composé de 2 programmes : 
- un compilateur ("compile.c") qui analyse et code les 
prémisses introduites par l'utilisateur via un langage 
de programmation. 
- un programme d'exécution (~nterro.c") qui fournit les 
conclusions relatives à des termes précis, introduits 
par l'utilisateur via un langage d'interrogation. 
1. Principe de résolution 
1.1. Recherche des conclusions pour prémisses universelles 
----------------------------------------------------------
Les auestions posées par l'utilisateur auront la forme générale 
forme normale disjonctive--;> ? 
Soit un texte constitué des 2 prémisses: 
(x) (fnd 1 ) x 
(x) (fnd 2 ) x 
et soit la question 
fnd 3 -;:>? 
Il s'agit de trouver W tel que : 
( x ) ( f n d 1 ) x _À ( x ) ( f n d 2 ) x --;;.. ( x ) ( f n d 3 --"?" W ) x 
(x) (fnd 1 • fnd 2 ) x ~ (x) (fnd3 + W) x 
] (fnd3 • w) -;:;,. l(fnd1 + fnd2) 
fnd 3 W - • fnd 1 + fnd 2 
La conclusion la plus complète est obtenue en inversant la 
somme booléenne de tous les implicants primitifs W. 
Notons F=2:'C 
No us pouvons alors être sûrs (voir chapitre 1) qu'en inversant 
F et après suppression des multiples, nous obtenons F = somme 
des implicants orimitifs de : 
fnd 1 • fnd 2 • fnd 3 
Nous sommes assurés (voir chapitre 1) d'obtenir la c6nclusion F 
au bout des 3 étapes: 
- recherche de F1 =L implicants primitifs de (fnd 1 • fnd 2 ) 
- - r e ch e r ch e de F 2 = L i m p l i c an t s p r i mi t i f s de f n d 3 
- suppression des multiples du produit booléen F T • F 2 
- 4 -
Le compilateur s'occupe de mener à bien la première étape. 
Le programme d'exécution se charge des deux autres. 
TEXTE a ., OUEST/ON GJO TEXTt CODE 
t \ t 
COMPILATEUR 1 complle.c 1 a 
~ + RESULTAT "' -= REPONSE 
F=~ lmpl. 
= TEXTE CODE F:..L lmpl. prlm. prim. de de 
t;\ fndi fnd. (~ fnd 1) 
~ 
- 5 -
1.2. Recherche des conclusions pour pré misses exi f> tP.ntielles 
------------------------------------------------------------
Aux prémisses existentielles de type (3x) (X)x, nous préférons 
les phrases ouvertes Xy, Xz, ••• qui permettent d 1 8numérer les 
éléments de l'ensemble décrit par le produit fondam e ntal X. 
Soient donc les deux prémisses : 
(x) (fnd)x 
z y 
Il s'agit de trouver W t~l que : 
(y) ( (x) fndx/\zy~ tiJ y) 
(y) ( 3 fnd V Zy V L'y) 
]fnd V - 3 ZW 
W--;:. Z + fnd 
Suivant le raisonnement du paragraphe 1.1., la conclusion est: 
r = L ·i m p 1 i c a nt s p r i mi t i f s de ( Z • f n d ) 
La recherche des implicants primitifs se fait par l'algorithme 
décrit au chapitre 1 : 
- effectuer une suppression de multiple sur la 
des monômes 
- I = 1 
suite S 
0 
- Calculer s1 ; effectuer une suppression de multipl~ sur SI 
- tant que SI i SI _ 1 
I = I + 1 
Calculer SI 
Effectuer une suppression de multiples sur SI 
Cet algorithme produit automatiquement les simplifications : 
X + X = X 
X+ XY = X 
X+ XY =X+ Y 
où X, Y sont des produits fondamentaux. 
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2. Définition du langa ge de progra mm ation 
Il s'agit de définir un langage permettant d'écrire les pr émis-
ses so u s une forme aisément recon naissable par l'ordinateur 
( c e qu i exclut toute grammaire naturelle dont la richesse 
obli gerait à distinguer participe 
d'objet direct, etc ••• ). 
, passe, attribut, complé ment 
Le langage adopté est suffisamment explicite oue pour être 
facilement accepté de l'utilisa teu r. 
Voici écrite dans le formalisme BNF, la dé f inition syntaxi • ue 
de ce langage. 
<texte> :: =<prémisse> / <,orémisse>; <textec> 
<Pr é misse>:: = <forme universelle>/ <forme existentielle> 
<for me universel 1 e:::, : : = > ê.E <forme implication> /> ê..P <for me 
pourtoutx> 
<for me i mpl i cati on> : : = <forme nor male di s j oncti ve::> 7' §..P <forme 
normale disjonctive> 
< f orme pourtoutx-:> :: = (x)~ <forme normale disjonctive> 
<r o r me no r ma 1 e di s j on c t i v è> : : = <con j onction> / <con j an c t i o rt> + 
sp<forme normale disjonctivO 
<conjonction> :; = <mot> /<mot>,~ <conjonction> 
<rn o D -. : = <.t e r me> / < n é g à t i o n de t e r me> 
<négation de termEi:> :: = - <ter me> 
<ter me;:> : : = <caractère admis>/ <caractère admis> <terme> 
<l;ar actè re admi ~ :: = §_f)/0/1 /2/3/ 4/5/.6/7 / 8/9/ A/ 8/C/D/E/F /G/ f-i / 
I/J/K/L/M/ N/O/P/0/R/S/T / U/V/W/X/Y/Z/a/ 
b/c/d/e/f/g/h/i/j/k/1/m/n/o/p/q/r/s/t/ 
u/v/w/x/y/z 
<forme existentiel là> . , = <conjonction> (<éléments>) 
<éléments> :: =<élément"> /<él ément> ,_§_p<.éléments> 
~lément.> :: = <.caractère admis>/ <caractère ad mis> <élément> 
remar • ues : - l'abréviation sp fupac~ repr é sente le caractère 
blanc -
- tout texte écrit dans ce iangage se termine par 
le symbole J. Celui-ci, placé au bon endroit, 
permet à l'utilisateur de ne considérer qu'un 
sous-ensemble des prémisses contenues dans son texte. 
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- plutôt que d'autoriser des formes telles que 
C3x) (mortel, homme) (x), nous préférons énumérer 
les éléments x. 
Ainsi : mortel, homme (Socrate, P.r istote) 
signifie que Socrate et Aristote sont mortels 
et sont des hommes. 
- les formes (r + G) (<élément~) ne sont pas direc-
tement admises par le langage. Nous verrons dans 
le paragraphe consacré au langage d'interrogation 
comment remédier à cette difficulté. 
Voici la même grammaire écrite sous forme de règle de production 
T...;:::. p § 
T -> P ; T 
FU -;>> FI 
FU ~rp 
FL.~F NO~ FND 
rP_;:, ( x) FND 
FNO_>co 
nrn• co + r No 
CO? M 
CO~ M, CO 
M?>TE 
M_-TE 
r E ~c O (EL T S ) 
ELTS...;>ELT 
ELTS-:;!:>ELT, ELTS 
EL T~ CA 
ELT~CA ELT 
L'algorithme d'analyse du langage s 2 fait en construisant une 
procédure pour chaque symbole non ter minal. 
FORMc:U 
Q 
I,!RE 
0 
'IRE 
~ER~EUR 
LI?.E 
0--CRREua 
LIRE 
0 
0 
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LIRE 
LIRE 
__l__ ERREU? ~ 
6 
FJ:D 
- a J -
FOR!-:!:E 
I..IRE 
EL:.!·E ~!T 
1 0 
LIR:: 
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ERR EUR 
Nous pouvons réécrire les procédures TER ME et ELE MENT sous le 
nom unique LECTURE 
l .SCT\J1E' 
3. Le compilateur 
2~1~-f~9~g~-9~~-eE~~i~~~~-~~i~~E~~ll~~ 
Les prémisses universelles "(x) (fnd) x" sont représentées dans 
un tableau de vecteurs (de caractères). 
Chaque vecteur représente un monôme de la forme normale fnd. 
Au sein d'un vecteur, toutes les variables booléennes sont 
représentées par un doublet de bits . . 
variable affirmée (x) 0 1 
variable . , ( X 1 ) 1 0 n1ee 
valeur nulle ( XX f ) 0 0 
valeur indifférente (x + X 1 ) 1 1 
Les termes sont mémorisés dans le tableau "transfterme", dans 
l'ordre de leur apparition dans le texte. 
La position d'une variable booléenne (d'l doublet de bits) 
dans un vecteur codé fournit l'indice sous leouel a été enre-
gistré le terme représenté par la variable. 
exemple : soit à coder le produit des prémisses : 
homme-> mammifère; 
mammifère~ animal; 
animal~ être vivant. 
Il s'agit de coder la forme normale : 
cade FU ~ 
tH + 
,10 -
a<> o = .... · - '1-• 
~l 1- - ... -
- homme, - mammifère, - animal 1 0 
+ - homme, - mammifère, être vivant (1 
+ - homme, animal, être vivant "3 
+ mammifère, anirnal, être vivant l.f 
dans les ta bleaux: 
1 2-
1 0 1 0 
1 0 1 0 
1 0 1 1 
1 1 0 1 
1 
! 4 -V 
1 0 1 1 1 1 
1 1 01 1 1 
0 1 0 1 1 1 
01 0 1 1 1 
transfterme homme 
mammifère 
animal 
être vivant 
(le produit dE s ~rirn isses universelles est cod~ da ns lE 
ta~leau codE F~ ) . 
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er~pEift~s_d~ se!t~ reer~s~n!a~i~n 
1. Le produit booléen, bit à bit, de deux vecteurs codés 
contient l paire (00) si et seulement si le produit des 
deux monômes corresoondants est nul. 
le produit bit à bit du premier et du dernier vecteur 
de l'exemple or é cé de nt don ne : 
1 0 1 0 1 0 1 1 1 1 
1 1 0 1 0 1 0 1 1 1 
11 ol o ol o ol o 1 j 1 11 nleur nulle 
2. La somme booléenne, bit 3 bit, de deux vecteurs codés 
fournit les é l éments littéraux comm uns aux deux monômes 
correspondants. Cette opération correspond donc à une 
"mise en évidence". 
la somme bit à bit du deuxiè me et du dernier vecteur 
de l'exemple précédent donne : 
.homme,.mamlfère,être wlvant (2 \ 
mammlfère,anlmal,être vivant (4) 
être Ylvant 
1 0 
1 1 
1 0 
0 1 
1 1 0 11 1 . 
0 1 0 1 1 1 
3. Le reste d'une mise e n évidence est obtenu en so mm ant les 
vecteurs au vecteur inverse du vecteur-résultat de la mi se 
en év i dence. 
exemple : 
.homme, .mammifère 
mammifère , animal 
1 0 1 0 1 1 01 1 1 
1 1 0 1 0 1 0 1 1 1 
jo oio o!o 0!1 ojo ol 
, 01 0 1 1 1 1 , 1 
1 1 0 1 0 1 , , , , 
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4. Un vecteur A est multiple d'un vecteur B si et seulement si 
le produit booléen bit à bit des 2 vecteurs est égal au 
vecteur A. 
exemple: 
01 10 11 
0 1 1 0 1 0 
ot 10 10 
S. Le proâuit de deux vecteurs codés procure auto~atiquement les 
simplifications : 1.X = X 
G. X = Q 
X. X = X 
X x'= 0 
où X est un produit fondamental et x une variable 
booléenne 
3.2. Codaoe des prémisses existentielles 
----------------------------------------
Tout e prémisse existentielle "conjonction (x,y, ••• , z)" est 
cod é e dans un t 2~l eau de vecteurs (de caractères). 
A chaq ue vecteur codé correspond un seul élément ~,y, ••• ou z. 
Les noms des élé ments x,y, ••• z sont mémorisés dans le tableau 
"t r ans f elt", da ns l'ordre de leur apparition dans le texte. 
La place dans le tableau code FE d'un vecteur codÉ fournit 
l'indice sous lequel est enre gistr é le no m de l' Élément véri-
fiant ce code. 
Si deux ou plusieurs prémisses existentielles porte sur un 
même élément, le code vérifié par cet Élément est le produit 
des codes fournis par chacune des prémisses. 
exe mple : soit 3 coder les or émisses : 
ma mm i f~ re (S ocrat e , Aristote ) ; 
mortel ( nri5tote ) . 
Elles Eont coc ées da ns 
• 1 4 • 
code FE 1 1 0 1 1 1 , , , , 
- --- ·-· 
-
1 1 0 1 1 , , 1 0, transfterme homme 
mammlf ère 
animal 
transfélt socrate être vivant 
aristote mortel 
I 1 reste à mul tipl_ier le vecte u r code de chaoue élément a.vec 
le code des prémisses universelles (code FU). Une mise en 
évidence nous donne alors les conclusions à mémoriser dans 
code FE. 
exemple : 
produit ( codeFU, codef f (OJ ) produit ( codeFU, code FE (1 l) 
1 0 00 1 0 1 1 1 1 1 0 00 1 0 1 1 01 
1000'1 1 01 1 1 1 0 00 1 1 01 01 
1 0 01 01 01 1 1 1 0 01 01 01 01 
1 1 01 01 01 1 1 1 1 01 01 01 01 
simplification 
10 01 01 01 1 1 1 0 01 01 01 01 
1 1 01 01 01 1 1 1 1 01 01 01 01 
mise en évidence 
11 1101 10 110 1 1  1 1 j11101jo1jo1jo1j 
mammifère,animal,être vivant mammifère,animal ,être vivant, mortel 
si le vecte ur cods d'un élément contient î p2ire (00), c' est 
que cet iliment ne peut e xi ster et son vecteur codé est re~pla-
cé par 1 ch2îne de bits 1. 
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3.3. Contrôle sémantique 
------------------------
Après analyse et codage du texte, il est possible de savoir si 
certaines prémisses se contredisent. 
1. Si deux o u plusieurs pr 6misses universelles sont logiaue~e~t 
contradictoires, alors le ur produit donne un vecteur codÉ 
contenant ;::> LJ moins une paire (00) 
~x~mel~ . (A • 8) /\ (x) 8 t:. . 
(A -+ 8) BA valeur nulle 
2. Si deux ou plusieurs pr~misses existen t ièlles sont logique-
ment contradictoires, alors le produit des codes qu'elles 
génèrent contient au moins une paire (00) 
!;X~mel!; : A y f\ A y 
AA y valeur nulle 
y ne peut exister 
3. Si une prémisse existentielle est en contradiction avec une 
prémisse universelle, alors le produit de son vecteur codé 
avec code ru donne un vecteur contenant au moins une paire (DO) 
!;X!:;mel!: : (A • 8) /\ ABy 
( A + 8) AB y 
(AAS+ ABB) y valeur nulle 
y ne peut exister 
Deux c:rntrôles sémantiques sont garantis par le calcul des 
implicants primitifs : 
4. Si une prémisse universelle est une tautologie, la recherche 
des implicants primitifs l'élimine. 
exem!Jle : (A .... :,,-8)/\ (A~A) 
- - i- -
(Â + 8) (A + A) 
-A+ BA+ BA 
-implicants pr,: A,B 
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5. Si toutes les prémisses universelles sont des tautologies, 
la recherche des consensus fait t8t ou tard apparaître un 
monôme de valeur = 1 • 
~x~mel~ . (AB.,- AB) (2? 8) . 
(A +2+AB) (6 + 6) 
(AB - AB) + AB + a + 
suppression m . AB, B, AB . 
-
consensus . AB, 0 AB, A, B, P .. u, 
suppression m . 8 , B, A, P .. 
L--' 
consensus . 1 . 
La constante MAXSIZE définit le nombre maximum de carac t ères 
utilisables pour coder un monôme. 
Un caractère contenant 8 bits, le nombre 
maximum de termes mémorisables est 
4 ~ MAXSIZE. 
La constante placeréservée = 50 ~ MAXSIZE. 
Définition des variables globales 
+++++++++++++++++++~+++++++++++++ 
zone travail : zone de travail utilisée dans les diffÉrentes 
procédures (longueur= placeréservée + 1). 
code FE : place réservée pour contenir le code des prémisses 
existentielles. 
code FE [i] = chaîne ~e (M AXSIZE + 1) caractères, 
contient le code du ie élément (le dernier caractère 
étant 1 \0 1 ). 
MAXSIZE ~ 24 éléments sont mémorisables, au maximum . 
code FU : place réservée pour contenir le code du produit des 
prémisses universelles (longueur= placeréservée + 1). 
pourtoutx: place réservée pour contenir le code de la prémisse 
universelle courante (longueur= placeréservée + 1). 
transfterme 
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, , 
: place reservee pour enregistrer le nom des termes 
contenus dans le texte. 
4 ~ ~AXSIZE termes sont mémorisables au maximum. 
transfterme [i] = chaîne de CMractères contenant 
' C le nom du i- terme. 
Seuls les 9 premiers caractères d'un terme sont 
mémorisés. (le dernier caractère de la chaîne · 
transferterme [i] étant obligatoirement le carac-
tère spécial '\O'). 
transfelt : place réservée pour enregistrer les éléments contenus 
dans le texte. 24 M MAX SIZE éléments sont mémorisables 
au maximum. 
transfelt [i] = chaîne de caractères contenant le 
C i- élément. 
Seuls les 9 premiers caractères d'un élément sont 
mémorisés (le dernier caractère de la chaîne 
transfelt [iJ étant obligatoirement le caractère 
spécial' \0 1 ) 
erreur : cette variable est initialisée à O; elle vaut 1 des 
qu'une erreur est détectée dans le texte. 
C contient le caractère courant lu dans le fichier contenant 
le texte à coder. 
table : est une liste de piles. 
pile : est une liste d'entiers; 
table et pile sont utilisés pour analyser toute forme 
normale disjonctive (voir procédures FND et CO NJO ~CTION). 
main ( ) 
++++++~+ 
fonction : assurer la coordination entre les différentes procé-
. . . . . . . . 
dures dans le but : 
1. d'analyser un texte écrit dans le langage de pro-
grammation. 
2. si le texte n'est pas syntaxiquement correct, 
avertir 1 1 utilisateur et énumérer les fau tss de 
syntaxe. 
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3. si le texte est syntaxiquement correct : 
coder les prémisses existentielles et universelles . 
4. si le texte n'est pas sémantiqueme nt correct : 
donner à l'utilisateur le type d'erreur ss mantique. 
S. si le texte est sémantiquem ent correct : 
e nregistrer le code g é nér é a u poi nt 3 
argument : c h a!ne de caractères titrein, 
........ 
precon d : "titrein" est terminée par le caract1re spicial r •'. 
. . . . 
r ésu l t at 
........ 
un des messagffi suivants : 
1. ce texte n'existe pas 
2. 
3. 
4. 
S. 
6. 
7. 
S. 
fin de texte introuvable 
en-tête de la prémisse universelle 
en-tête de la prémisse existentielle 
forme implication non correcte 
fin _de la prémisse existentielle 
attention; blanc ' le sy mbo l e un apres 
attention; blanc ' le symbole un apres 
[ ( x) 
1 +' 
' 
1 , 
9. attention; un blanc après le symbole '.>' 
T 
_I 
10. trop de termes employés : MAXSIZE ~ 4 au max. 
11. trop d'éléments employés : MAXSIZE ~ 24 au max. 
12. pas assez de place : modifier placeréservée 
13. il existe une pré misse en co ntradiction avec les 
autres 
14. l'ensemble des pré misses universelles for me 1 
tautologie 
15. l'élément suivant ne peut exister 
ou un fic hier de sortie contenant le code des pré misses 
universelles et existentielles. 
postcond : 
. . . . . 
message 1 si le fichier de no m "ti t rein" n'existe pas. 
ou message 1 à 9 si le texte du fichier "titrein" est 
syntaxiquement non correct. 
ou message 10 à 12 si la place réservée pour mémoriser le 
code est trop restreinte, 
ou message 13 à 15 si le texte du fichier "titrein" est 
sémantiquement incorrect. 
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ou fichier de sertie : 
si aucune erreur de syntaxe n'a Pl é repérée, et si les 
prémisses universelles ne sont pas contradictoires; 
ce fichier contient le code du texte de "titrein", 
c'est-à-dire : 
les termes (contenus dans transfterme), 
les Pléments (contenus dans transfelt), 
le code de chaque élément (contenu dans code FE), 
les implicants primitifs du produit des prémisses 
universelles (produit contenu dans code ru); 
le nom du fichier est la concat~nation "titrein" avec le 
groupe de lettre '.o' • 
11.\ Ill Q _ ___, 
DCMANDER llOM DU FICHIER 
OUVRIR FICHIER DE CE NOM 
ERREUR.o 
6 
Y2TEXTE() 
n 
n 1------· MESSAGE l 
MESS,\GE 2 
ERREUR,.l 
n 
L,. 2xPLAC SRESERVEE + 1 
P " RECHIMPLICANTS ( CODEFU, 
Y , ArlCCONS ,NVEA UCOIIS, L) 
,j • 0 
Q = ZONETRAVA.IL 
R • ZONETRAVAIL 
I\ 
+ PLI\CERESERVEE + l 
PRODUIT(CODEFE(j),P,Q,e.R) 
" , _ QpO 
MESSAGE 15 
AFFICHER 
TRAIISFELT(J) 
CODEFE(J)•~ 
RESaMISE EN EVIDENCE 
DES MONOMZS uE Q 
CODEFE(J)mRES 
1 
.__ ________ J.J+l------' 
ë:NRZGISTRER CODEFE 
t RANSFTl.:lUŒ 
TRA?ISFELT 
DANS FICHL:.ll DE SORTIE 
0 
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rechimplicants 
++++++++++++++ 
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fonction . rechercher les implicants primitifs d·' une forme nor ma l e • 
• • • • • • • • 
arguments . . 
. . . . . . . . . 
precond 
• • • • 
disjonctive r. 
un tableau de caractères a , 
un tabl e2u de caractères y , 
un tablea u de caractères acons , 
un tableau de caractères ncans , 
un entier n • 
a contient le cade de F (termin~ par'\ • 'i 
y contient un seul élé ment :'\ • ', 
acons et ncons sont vides, 
M est la longueur du tableau acons et ncans. 
résultat: un ta bleau de caractères X ou message d'erreur. 
. . . . . . . . 
pos t cand: X est un des tableaux acons ou ncons; 
. . . . . 
X est terminé par' \ O '; 
X contient les implicants primitifs de F si 
F est différent de 1, 
F est suffisamment grand pour contenir 
taus les implicants .. 
si F = 1 : X contient 1 seul vecteur codé constitué 
d'une cha!ne de• bits 
si X ne peut con t enir tous les 
P =cons+ (2 ~ placeréservée + , ·) 
t a nt que ( (y# a) et (erreur= 0 ) ) 
consensus (a,y, cons, P) 
q =acons+ n 
1 + messa ge 
implicants 
suppressionmltple (co ns , a, acons, &q ) 
a= acons 
y = q 
acons= ncons 
ncons = a 
î 4 
. message . 1 2 • 
consensus 
+++++++++ 
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fonction : recherch~ les consensus entre les mon5mes d 1 f forme 
• • • • • • • • 
normale disjonctive F1 + F 2 • 
arguments : 1 tableau de caractères a, 
. . . . . . . . . 
precond 
. . . . 
1 chaîne de caractères y, 
1 tableau de caractères cons, 
1 pointeur vers caractère P. 
: a contient le code de F1 suivi de la chaîne y; 
y contient le code de F2 (terminé par ''-0' ); 
F2 ne contient que des implicants primitifs; 
cons est vide; 
P pointe vers le dernier caractère de cons. 
rÉsultat : message d'erreur 
. . . . . . . . 
ou 
cons n'est plus vide, 
pastcond: cons contient les consensus des monômes de a entre 
• • • • • 
eux et les consensus des monômes de y avec ceux de a. 
si cons ne peut con t enir taus les consensus : erreur 12 
si un consensus a la valeur 1 : erreur 1 4, 
cons est terminé pa r '\. 0 '• 
cons contient un seul 
vecteur codé consti-
tué d'une chaîne de 
bits 1. 
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suppressionmltple 
+++++++++++++++++ 
fonction 
. . . . . . . . 
arguments 
. . . . . . . . . 
precond 
. . . . 
: supprimer les multiples d 1 une fnd F = F 1 + r 2 
où F 2 est déjà débarrassé de ses multiples. 
. 
. 1 tableau de caractères c, 
1 tableau de caractères d, 
1 tableau de caractàres e, 
1 pointeur vers caractère f. 
c conti2nt le code de F1 (te rminé ;Jar 1'-- 0 '; 
d contient le code de F 2 (ter~ tn é par''- •'; 
F 2 est déjà débarrassé da sas pro • res multiples; 
e est vide; 
f pointe vers le dern i er caractère de e. 
résultat : message d'erreur 
. . . . . . . . 
ou 
e n'est plus vide+ f est modifié. 
~o~t~o~d.: e sontient la forme F1 + F2 (ter~iné 
débarrassée de ses multiples; 
par' 
produit 
+++++++ 
f pointe vers le premier monôme de F 2 ; 
erreur 12 si e ne peut contenir le résultat. 
~~~~!~~~ : calculer le produit de deux fnd F1 et r 2 • 
arguments 
. . . . . . . . . 
precond 
. . . . 
r ésu ltat 
........ 
1 tableau de caractères a, 
1 tableau de caractères b, 
1 tableau de caractè r es c, 
1 pointeur vers caractère d • 
: a contient le code de F 1 
b contient le code de F~ 
L. 
c est vide; 
(terminé • ar•,o); 
( terminé ;::,ar '"- 0,; 
d pointe vers le dernier caractère de c. 
~essag e d'erreur 
ou 
c n'est plus vide, 
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~o:t~o~d.: c contient le produit F1 • F2(tarminé par'-4), 
amputé de ses monômes nuls. 
erreur 12 sic ne contient pas assez de place pour 
mémoriser le produit F 1 • F2 
simplification 
++++++++++++++ 
fonction : déter miner si une chaîne de caractèr~ contient le 
. . . . . . . . 
do u b 1 et de :i i t s O O • 
argument : une chaîne de caractères k. 
. . . . . . . . 
precond : k est terminé par 
• 
. . . . 
résultat : un entiers. 
. . . . . . . . 
postcond: s = 0 si k ne contient pas de doublet 00 ; 
. . . . . 
TEXTE 
+++++ 
fonction : 
. . . . . . . . 
s = - 1 si k contient au moins un doublet DO . 
analyser et coder le texte du fichier "titrein". 
argument : fichier de nom "titrein". 
. . . . . . . . 
precond : ce fichier existe. 
. . . . 
résultat : message d'erreur 
. . . . . . . . 
ou (exclusif) 
code du texte+ pointeur p vers caractère. 
postcond : me ssage 3 3 9 si le texte est syntaxicuement incorrect; 
. . . . . 
message 10 3 12 s'il manque de place réservée pour 
mémoriser le code; 
le code se trouve dans les tableaux code FU 
( terminé par''-0 ~ 
transfterrne, transfelt, code FE; 
pour tout i , code FE [iJ , t ra n s f terme [ i J , t ra n s f e 1 t [ iJ 
est terminé par "il'; 
p pointe vers dernier caractàre de code FU ( 1 \ 0,; 
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si les prémisses universelles sont contradictoires, 
alors code FU contient le seul élément 1,a;si toutes 
les prémisses universelles sont des tautologies, 
alors code FU contient un seul vecteur codé, de 
bits 1. 
y 
lllITIALLlAT:ï:otlS 
POUrtTOUT'l(O) = 0 
Zotlë:T!lAV.\IL(O) : 0 
PO{JH r.o A (·!AXS r:.:E -
CODEFU(I) "0 
CODCFU(I) • 0 
POUR IaO A IIJ\XSIZE· x 24 
POUR J•O A M,'.XSIZE + l 
CODEFE(I)(J) • O 
CODEFE(I){J) = 0 
C • 1 1 1 • 
Z • CODE:ïJ + MAXS IZE 
n 
1 0 
ZaP,>..EMIS.:;E (Z) 
RETU'RN(Z) 
0 
PREMISSE 
++++++++ 
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fonction : analy s er et co der la prémisse courante. 
. . . . . . . . 
argument 
. . . . . . . . 
: une prémisse du texte contenu dans fichier "titrein", 
un pointeur z vers caractère . 
precond: 
. . . . 
résultat : 
. . . . . . . . 
postcond . . 
• . . • . 
z pointe vers le dernier caractère de code FU ('".O~. 
message d'erreur 
ou (exclu s if) 
code de la prémisse+ pointeur z vers caractère. 
3 ' 9 si la prémisse n'est pas syntaxique-message a 
ment correcte; 
1 0 1 2 s'il de place - -message a man • ue reservee pour 
mémoriser le code; 
message 1 3 si la prémisse est une prémisse univer-
selle en contradiction avec les autres; 
code de la prémisse courante : dans transfterme 
dans pourtoutx si 
prémisse universelle 
dans coda FE et transfelt 
si prémisse existen-
tielle; 
si la prémisse courante est de type universelle : 
code FU contient le 
produit de code FU 
avec pourtoutx; 
tous les codes sont termi~is par' , •'; 
z pointe vers le dernier caractère de code FU ( 1,0). 
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FO Rf•: EU 
++++++ 
PREmS;:;E(Z ) 
0 
C = LIREC.\R(C) 
n 
10 
C • LIR ë: C,'.R( C) 
~ .. ,,., 
r , 
a 
0 
n 
G4-0 
Y:lO!f::TRAVUL + ?LAC2RCS"::RV: ê: + l 
'l.,CC·D:'..FU + PLAC ERESER'/EE • l 
PROD:JIT ( CODE FU ,POURTOUTX, Z,J:IETR~ 'l.\.IL,&1) 
StJPPRESS ION HLTPLZ ( ZONSTRA'I.UL,G,co:::s:U' &Z) 
RET tWl(Z) 
1 
0 
ERHSUR 13 
fonction : analyser et coder une pré mi sse universelle. 
. . . . . . . . . 
argument : une prémisse du texte contenu dans 11 titrein 11 • 
. . . . . . . . 
precond : : il s'agit d 1 une prémisse universelle (x) ou implicatio n 
. . . . 
résultat : me ssage erreur 
. . . . . . . . 
ou (exclusif) 
code de la prémisse + mémo risati on des nouveaux termes 
postcond : prémisse codée dans pourtoutx (terminé par'~') 
. . . . . 
nouveaux termss mémorisés dan s transfterme; 
message 3, s, 7, 8 ou 9 si prémisse s yntaxique ment 
incorrecte; 
10 1 2 s I il de place , , mes sage ou manaue reservee pour 
mé11oriser le cade. 
FORMEI 
++++++ 
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fonction : analyser et coder une implication. 
• • • • • • • • • 
argument : une prémisse du texte contenu dans "titrein". 
. . . . . . . . 
pracond : prémisse de type impl i cation. 
. . . . . 
résultat : message d'erreur 
. . . . . . . . 
ou (exclusif) 
code da la prémisse+ mémorisation des nouveaux termes. 
postcond : prémisse codée dans pourtoutx (terminé par 1~0 1 ) ; 
. . . . . 
FNO 
+++ 
f onction : 
. . . . . . . . 
termes mémorisés dans transfterme; 
message 5, ?, 8 ou 9 si prémisse syntaxiauement non 
correcte; 
message 10 ou 12 s 1 il manaue de • lace réservée pour 
ms~oriser le code. 
analyser une forme normale disjonctive luè dans 
"titrein". 
argument : une fnd lue dans "titrein". 
. . . . . . . . 
precond : 
. . . . 
résultat : message d'erreur 
. . . . . . . . 
ou (exclusif) 
liste dont chaque élément est une liste d 'entiers 
+ mémorisation des nouveaux ter mes de fnd 
postcond: message 7 ou 8 si fnd n'est pas syntaxiquement corracte 
. . . . . 
CO NJO ~J CTI OM 
+++++++++ ++ 
message 10 s'il manque de la place pour mémoriser les 
nouveaux termes 
(les termes de la fnd sont mémorisés dans transfterme) 
chaque liste d'entiers représente un monôme de fnd 
propriétés : décrites dans les postcond de CO NJO NCTIO ~ . 
fonction : analyser une conjonction de termes. 
. . . . . . . . 
argument : une conjonction lue dans 11 titrein 11 
. . . . . . . . 
precond : 
. . . . 
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résultat : message d'erreur 
. . . . . . . . 
ou (exclusif) 
liste d'entiers i + mémorisation des nouveaux termes 
de la conjonction. 
postcond : les nouveaux termes sont mé morisés dans transfterme; 
. . . . . 
MOT 
+++ 
chaque no mbre i représente un terme de la conjonctio n ; 
i - - n° du terme (attribu é par transf ), 
i> 0 si le terme est affir mé dans la conjonction, 
i<D si le terme est ni é dans la conjonction, 
erreur 8 si conjonction n'est pas syntaxi quement 
correcte; 
erreur 10 s'il manque de place pour mémoriser les 
nouveaux ter mes. 
fonction : analyser et mé moriser un ter me. 
• • • • • • • • 
argu ment : un terme lu dans le texte de ~titrein". 
. . . . . . . . 
precond : 
• • • • 
résultat : 
........ 
message d'erreur 
ou (exclusif) 
un entie r i et mémorisation du t er me . 
postcond : message 10 s'il manaue de place pour mémoriser le 
• • • • • terme. 
LECT URE 
+++++ ++ 
i = n° du terme (attribu é par tr a nsfd ), 
i.> 0 si le terme est affir mé , 
i< 0 si le terme est ni é ; 
le terme est mémorisé da ns trans f terme s'il s'agit 
d'un nouveau terme. 
fonction : lire une cha!ne de caract~res dans le fichier "titre i n~ 
. . . . . . . . 
ar guments : · 1 cha!ne de caractères d. 
. . . . . . . . . 
1 chaîne de caract~res e du fichier "titrein~. 
precond : d est vide • 
• • • • 
résultat : d est remplie des caractères de e. 
. . . . . . . . 
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postco~d: sont mis dans d les 9 premiers caractères de e; 
. . . . . 
transf 
++++++ 
1 e dernier caractère de d est 1'\. O 1 ; 
la chaîne e est lue jusqu'au premier caractère non 
admis (celui-ci n'est pas enregistrÉ dans d); 
les caractères admis sont: so 
a~ z 
fonction : attribuer un n° à un terme. 
. . . . . . . . 
araument : une chaîne de caractère d,représentant un terme • 
• • • • • • • • 
precond: d est terminé par 1,0 1 
. . . . 
résultat : un entier i et mémorisation du terme. 
. . . . . . . . 
postcond : si le terme a déjà été mémorisé: 
. . . . . 
comparaison 
+++++++++++ 
i = indice de transfterme sous leouel le terme a 
été enregistré+ 1 (i est don~ toujours diffé-
rent de 0) 
si le terme n'a pas encore été mémorisé et s'il 
est possible de le faire 
k = indice du dernier terme enregistré+ 1, 
le nouveau terme est mémorisé dans transfterme 
sous 1 1 indice k, 
i = k + 1 
si le terme n'a pas encore été mémorisé et s'il n'y 
a plus de place pour le faire: 
i = -1 . 
fonction : co m~ar er deux chaînes de caractères . 
. . . . . . . . 
arguments : 2 chaînes de caractèresc et d 
. . . . . . . . . 
El r ~ c '? n ~ : c e t d s ont t e r mi n é s p a r 1'\. O 1 • 
résultat : un entier i. 
. . . . . . . . 
E>o~t'?or:id.: i = -1 · si les deux chaînes sont diff~rentes; 
i = 0 si les deux chaînes sont identiques. 
coderp 
++++++ 
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fo nction : coder une forme normale disjonctive r. 
. . . . . . . . . 
arguments 
. . . . . . . . . . 
tableau de caractères f, 
un pointeur g vers caractère, 
Fes t représentée par une list e dont chaque éléme n t 
est une liste d'entiers (fournie par FNO). 
precond : g pointe vers le dernier caractère de f; f est vide, 
. . . . . 
r é sultat : 
. . . . . . . . 
messa ge d'erreur 
ou (exclusif) 
F est codée. 
postcond : messa ge 12 s'il n'y a pas assez de place pour mé-
• . . . . 
c.odern 
++++++ 
moriser le code; 
Fest codée dans le tableau f, 
fonction : coder la négation F d'une forme normale disjonctive F, 
. . . . . . . . 
arguments : tableau de caractère f, 
. . . . . . . . . 
un pointeur g vers caractère, 
Fest représentée par une lista dont chaque élément 
est une liste d'entiers (fournie par FND) . 
precond : g pointe vers le dernier caractère de f; f est vide. 
. . . . 
résultat : 
........ 
message d'erreur 
ou (exclusif) 
Fest codée+ g est modi f ié. 
pos t cond : message 12 s'il n'y a pas assez de place pour mé mo -
• . . . . 
riser le code; 
Fest codée dans le tableau f; 
g pointe vers le dernier élément de f (,,•,. 
FORMEE 
+++++++ 
- 32 -
fonction : analyser et coder une prémisse existentielle. 
. . . . . . . . 
argument : une prémisse du t~xte contenu dans le fichier "titrein". 
. . . . . . . . 
precond : il s'agit d'une prémisse existentielle. 
résultat : message d'erreur 
. . . . . . . . 
ou (exclusif) 
code de la prémisse+ mémorisation des nouveaux 
termes+ mémorisation des nouveaux éléments. 
postcond: message 4, 6 ou Bsi la prémisse n'est ~as syntaxi-
. . . . . 
ELEMENTS 
++++++++ 
quement correcte; 
message 10 ou 11 s'il n'y a pas assez de place pour 
mémoriser les termes et éléments; 
les nouveaux termes sont mémorisés dans transfterme; 
les nouveaux éléments sont mémorisés dans transfelt 
(le vecteur code de la prémisse x code FE[i~ est cod é 
dans code FE [i] (terminé par 1,0 1 ) pour tout i = n° 
des éléments concernés par la prémisse. 
fonction : analyser et mémoriser une suite d'éléments. 
. . . . . . . . 
arguments : la suite d'éléments d'une prémisse existentielle 
. . . . . . . . . 
un vecteur code T d 1 une prémisse existentielle. 
precond: 
. . . . 
résultat : message d'erreur 
. . . . . . . . 
ou (exclusif) 
mémorisation des nouveaux éléments+ mé morisation de 
(vecteur code T x code FE[D) dans code FE[i1 
(terminé par •~o•) pour tout i = n° des éléments 
postcond: message 8 si la suite d'éléments n'est pas synta~i-
• . . . . 
quement correcte. 
message 11 s'il n'y a pas assez de place pour mémori-
ser les éléments. 
elttransf 
+++++++++ 
fonction 
. . . . . . . . 
argument 
. . . . . . . 
precond 
• • . . 
résultat 
. . . . . . . 
postcond 
• • . • 
l,irecar 
+++++++ 
. 
. 
. 
. 
. 
. 
. 
. 
. 
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attribuer un n° à un élément. 
une chaîne de caractère d, contena nt un élément. 
d est terminé par '\ O 1 
un entier i et mémorisation de l 1 Él8ment. 
si l 1élément a déjà été mémorisé : 
i = indice de transfelt sous leouel l'élément a 
été mémorisé ; 
si l'élément n'a pas encore été mémorisé et s'il 
est possible de le faire : 
i = indice du dernier élément enregistré+ 1 
le nouvel élément est mémorisÉ dant transfelt 
sous l'indice i; 
si l'élé me nt n'a pas encore été mémorisé et s'il 
n'y a plus de olace pour le faire: 
i = -1 .. 
fonction : lire caractère suivant du fichier contenant le texte 
. . . . . . . . . 
à analyser et coder. 
argument : c = dernier caractè r e lu. 
. . . . . . . . 
precond : 
résultat : caractère d • 
. . . . . . . . 
postcond : sic= EDF; d=c 
. . . . . 
sic 1 EDF; c = caractère suivant dans le fichier 
si ce caractère est différent de < tab> 
et dif-érent de <return>. 
4. OP.finition du langage d'interrogation 
Le langage doit ~tre capable : 
(1) de demander la liste des éléments enregistrés, apoartenant 
à un ou plusieurs termes. 
(par exemple, demander la liste des hommes, mortels). 
(2) de demander les termes au quel appartient un élément quel-
conoue enregistré. 
(par exemple, demander ce qu'est Socrate). 
(3) de demander, étant donné une forme normale disjonctive 
de termes, les conclusions qu'elle implique. 
A chacune de ces ouestions correspond une des formes : 
( 1) > 
( 2) ? 
( 3 ) 
<conjonction>? 
<Élément>. 
<.forme normale disjonctive> ~ 
Les deux premières 9uestions ne nécessitent aucun traitement 
particulier : leurs reponses ont été codées et enregistrées par 
le compilateur. 
Attardons-nous à la troisième forme 
- L'absence de phrase<forme normale disjonctive>· (<éléments>) 
dans le langage de programmation n'est pas trop contrai-
gnante. 
En effet, si nous désirons des con_clusions sur un élément 
vérifiant une fnd F, il suffit de poser la • uestion 'r •' 
- La réponse à ce type de question est une forme normale 
disjonctive dans laquelle les termes communs sont mis en 
évidence. 
- La réponse à la question 1 fnd~' est obtenue en ex é cutant 
les étapes : 
coder fnd--.- f 
rechercher les implicants primitifs de f• F 
multiplier F pa:;:- G-.. H 
opérer une suppression de multiples dans H....- I 
opérer une mise en év i dence dans I 
Gest le code des implicants primitifs du produit des 
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prémisses universelles, enregistr é lors de la compilation. 
exemple : - soient les prémisses 
Dieu~ -mortel (D~ -M) 
mortel • vivant ( M -:1> V) 
homme-, mortel ( H• M) 
animal • mortel ( A~ M) 
- le code enregistr é par le co mpilateur est: 
-MHA + DHAV + DMV + HADV 
- la réponse à la question A+ v~ est 
V ( ~ ~ ~ + ~~~ + ~M + ~~Ô) 
Si à la suite de cela, la question 'D•' est 
posée, la réponse est OV MH A 
- la réponse à la question 1 .0.D ~ . 1 est un monô me 
nul, ce oui signifie qu'il n'existe aucun Él é -
ment qui soit AD . 
Les questions de ce type .Peuvent s 1 embo!ter. 
nous ajoutons les questions : 
C'est po urouoi 
( 4) # Il s'agit d'une demande d'affichage du contexte courant. 
( 5) < 
( 6) 
( ? ) 
* 
Le contexte est représenté par la suite des antécédents 
des questions ( de type (3 ) ) .posées 
Il s'agit d'une demande de retour au dernier contexte, 
précédant le contexte courant . Elle ne permet pas de 
remonter jusau 1 à l'avant dernier contexte; elle pe ut 
servir à éliminer la dernière question de type (3 ) . 
Il s'agit d'une demande de retour au contexte initial. 
Il s'agit d'une de man de d 'arrêt du pro g ram me. 
Déf i nition sy nta xi • ue 
<questiorp-,::, < de mande d I él ts> 
<ou e stion>-~ <demande de ter meS> 
< • uestiort>-~ <demande de conclusion> 
<question:-::,-:::::,. < retour au co n texte initial> 
<question~-;:::, <retour au contexte précédent> 
<ques tian-:>-:,, <demande d'arrêt> 
<question>-:-;:, <demande afficha ge contexte> 
<demande d I él ts~-> > 2E. <conjonction> ? 
<demande de termes_:::,-:> ? ~ <.élément> . 
<.demande de conclusion~ ~ <fnd> ~ 
<..retour au con te x te in i t i al> -> : 
< r e tour au conte x te précédent> -i> < 
<.de mande d I arr~t> -> ~ 
< de mande a f fichage contexte>-> =#= 
< f nd >-> <conjonction.> 
< fn d>-> <conjonctiorT> + 22 < f nd),. 
<conj o n ctio n>-!> < mot> 
<conj onctio n>~ < mot> , 2.2, <co nj o n ct i o n> 
< terme> 
- <.terme> 
< te rme->-::!> <caractère ad mis:> 
<t erm e> 7' <.caractère adm i s> < t er me> 
< élém e nt>~ <_caractère ad mis> 
<.élement>~ ~aractère ad mis> < élém e nt~ 
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< c aractère admis'>? s o/ 0/1 /2/3/ 4/5/ 6/7 / 8/ 9 / A/ 8/C/ D/E/F / G/ H/I / 
J/K/ L/ M/ N/ 0 / P/ C/ R/S/T/ U/ V/ W/ X/ Y/Z/a/b/c/ 
d/e/f/g/ h/i/ j /k/1/m/n/o/p/q/r/s/t/u/v/w/ 
x/y/z 
1JO.Lt6t 
QTIESTION 
V 
i.IRI: 
0 
DE,...:.ITTlE ELT 
0 
LIRI: 
0-t?.REUR 
LIP.E 
0 
CQ!;Jo;:cTIO!l 
V 
LIRE 
0-Er.;;EUR 
6 
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- ~• 00 Eè! D~ ~\/ :,l .;..J;D:: ':';:ilizs DE.'::JDE 
'-._____/ CO'.:CLUSIO, 
/ 
DE~:;.t;DC ~RK:S DE),'J..NDE COIICLUS IO!i 
0 
LIRE (:;)- ...... 
0 
ô 
LIRE • 
ô 
EREE!.ffi 
1nu: 
ERREUR 
E?.?.EUR 
0 
.,ù .r.:;::cr::c ::i y 
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y 
0 
.r.ow 
'~) V 
0 
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5. Le programme d'exécution 
la constante MAXFOR MAT définit le nombre maximu m de caractères 
utilisables pour coder un monôme. 
la constante placer Éservée = 50 * MAXFOR MA T. 
Définition des variables olobales 
---------------------------------
code FE contient le code des prémisses existentielles. 
code FE[D (= chaîne de MAXF ORMAT + 1 caractères)contient 
le code du i 8 élément (le dernier caract è re étant 1\0). 
Il y eau maximum 24 * MA XFOR MA T éléments. 
trensfterme transfterme [i1 = c haîne de caractères contenant le 
0 
i- terme (le dernier caractère étant1\0' ) . 
Il y a au maximum 4 * MA XFOR MA T termes. 
transfelt t:ansfelt [iJ = chaîne de caractères contenant le 
0 
i- élément (le dernier caractère étant 1\C~. 
Il y a au maximum 24 * MA XFORMAT éléments. 
codeinitial tableau contenant le code des prémisses universelles, 
(longueur =2 * placeréservée + 1). 
zone 1 et zone 2 iones de travail utilisées dans les différentes 
procédures. 
(longueur= 2* placeréservée + 1), 
codecrt pointe vers la zone de mémoire contenant le code couran t 
des prémisses universelles. 
codepct pointe vers la zone de mémoire co n tenant le dernier code 
des prémisses universelles, préc éd a nt l e co de coura nt. 
co nt e xtecrt tableau con t ena n t le co n te xt e courant, codé de la 
façon suivante : 
chaque antécédent d 1 une ouestion de type (3) est 
une fnd; cha que fnd est suivi, da ns le tableau, 
par un groupe de 2 caractères '\O'; 
chaque monôme d'une fnd est séparé des autres par 
un caractère 1\0'; 
chaque terme, au sein d'un monôme, est représenté 
par l'indice i sous leouel il est mé morisé dans 
transfterme; 
i> 0 si le terme est affir~é, i<O s'il est nié. 
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ctxtcrt pointeur qui dÉlimite le contexte courant; il pointe, 
dant contextecrt, vers le premier caractère oui suit le 
dernier groupe de 2 caractères '~O'. 
ctxtpct pointeur qui délimite le dernier contexte avant le 
co n texte courant; il pointe, dans contextecrt, vers le 
oremier caractère cui suit l'avant dernier groupe de 
2 c a r a c t è r es " ~ 0 ' • 
auesconcl place réservée pour contenir le code d'une ouestion de 
t y p e < d e ma n de de c o n c l us i o n> ( 1 o n g u e u r = p l a c e r é s e r v é e + 1 
queselt vecteur de (MAXFOR ~~ T + 1) caractères contenant le code 
d I u n e o u e s t i o n d e t y p e < de m an de d I é 1 t s.:> 
(longueur= placerÉservée + 1). 
table liste de piles. 
pile liste d'entiers. 
table et pile sont utilisés pour analyser une forme nor male 
disjonctive (voir procédures fnd et conjonction). 
erreur cette variable est initialisée à • ; elle vaut 1 dès 
qu'une erreur est ditectée. 
c contient le caractère courant, lu sur l'écran. 
main ( ) 
++++++++ 
fonction 
........ 
analyser les questions de l'utilisateur dans le but 
d'y répondre 
argument: 1 nom de fichier 
. . . . . . . . 
et 
1 cuestion. 
pré cond: 
. . . . 
résultat: message d'erreur 
. ........ 
ou (exclusif) 
réponse à la question. 
postcond: il s'agit d'un des messages suivants : 
. . . . . 
1. ce texte n 1 est pas codé 
2. MAXSIZE est différent de MAXFORMAT : modifier ce dernier 
3. il manque un signe d'implication •~' 
4. il manque un blanc après le signe '•' 
analyse 
+++++++ 
5. 
6. 
7. 
B. 
9. 
1 0. 
1 1 • 
1 2. 
1 3. 
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il manoue un 1? 1 
il manoue un blanc aores le 1?' 
il blanc ' '>' manoue un aores 
cet élément n'existe pas 
certains termes n'existent pas 
il blanc ' '+' manque un aJres 
il blanc ' 
' 
1 manque un aores , 
pas assez de place . modifier placeréservée . 
il manque un 
' ' 
. 
fonction : analyser une question lue sur l'écran et y répondre. 
. . . . . . . . 
arguments : une chaîne de caractères d, lue sur l'écran. 
. . . . . . . . . 
precond : 
. . . . 
résultat : réponse à la chaîne de caractère d 
. . . . . . . . 
ou (exclusif) 
message d'erreur • 
• 
postcond : erreur 3 à 12 suivant le cas (message su f fisam me nt 
. . . . . 
explicite); 
ou 
d = ~return.> aucun effet; rien n'est affiché à 1 1 écr2n. 
d = <tab> aucun effet; rien n'est affiché à l 1écran. 
d 
d 
'*' 
' . ' . 
d = '#' 
d = '< ' 
affic haçe du code courant. 
retour au contexte initial; aucune 
réponse à l'écran. 
affichage du contexte courant. 
, 
retour au dernier contexte; 
à l'écran. 
aucune repe nse 
d = 1 $ 1 sortie du programme. 
d =<demande de terme~: affichage des termes répondant 
à la question. 
d =<Demande d 1 elC>: affichage des éléments répondant 
à la question. 
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d =<demande de conclusion>: affichage de la conclusion 
3 l'écran. 
(affichage des t~rmes de la conclusion mis 
en évidence; si aucun terme ne peut être mis 
en évidence, affich aoe de 1 - 1 ). 
- si l 1 antéc Éde nt de la question est une tauto-
logie et si le code généré par le compilateur 
est un vecteur de bits 1 (toutes les prémisses 
sont des tautologies ) alors affichage du mes-
sage 1 TA UTO LC GI E1 • 
- si l'antécédent de la auestion est une tauto-
logie et si le code généré oar le compilateur 
n'est pas celui d'une tautologie, alors affi-
chage du code courant. 
- si 1 1 ant~cédent de la question est une fnd 
nulle, alors affichage du message 'IMPOSSIBLE'. 
- si l'antécédent de la question est une fnd 
en contradiction avec le code courant, alors 
affichage du message 'IMPOSSIBLE' • 
• 
n. 
PRINTF(ERREUR) 
DE!·!MID!::R tlOM DU IT..<7E 
OtJ'IRIR FICHI::R CODE DE CE TEX':'E 
!-"-"---------- PîŒ:TF(ERREUR 1) 
CID.RGER LE FICHIER CODE 
1 
RECOPIER CODE._11 ITIAL DANS ZONEl: 
CODE:::RT • ZOIIEl 
CCDEPCT ,. ZOIIE2 
COll~TECRT(O) • 0 
CTX1'CRT • CTXTPCT ,. c o:rTE :C'ECRT + 1 
LIRE C 
E?.REUR • 0 
0 
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AIIALTSE 
Will LE(C,RETURII) 
LIRE C 
C • 
TAB 
AITICIJTERHES 
{CODECRT) · 
D 
RECOPIER CODEWITIAL 
DA!IS ZONEl 
CODECRT • ZOIIEl 
CODEl'CT • ZONE2 
COtlTEXTECRT(O) • ~ 
CTXTCRT.CTXTPCT • 
COil TEX TECRT• l 
c. ·< 
X: CODECRT 
CO!lECRTaCODEPCT 
COD EPCT:l. 
n 
CTXTCRT.CTXTPCT 
t 
D 
0 
DEHELT 
POUR I DE O A 21+-x~IAXFORH.\T 
REGARDER SI CODEF'E(I)&QIIESEI.T • CODEFE(I) 
SI OUI, HFICIIER TRAll!i FELT(I) 
.. 
D· C'. # 
AFrICIIEHREUR ( 8) 
n· AFFICHERREIJR( 8) 
' 
x.cTXTCRT 
Y,.CTXTPCT 
1 
0 
DEHCOIIC LUS ION 
CTXTCRT:X 
C'l'XT PCT =l 
RE~IERCIIER IKPLICA.tlT!; PR IMITIJ-:; DE q UF.SCOtfCL- p 
rRODU IT ( p ,co nECRT) - COOEPCT 
X:CODECRT 
CODECRT:CODEPCT 
CODEPCT : X 
SUPPRESS IOII ots HULTIPT.ES DE COOECRT 
EXA HEll(CODECIIT) 
__ _i,__ ______ J_ ______ L ______ _ . _ ______ _:, 
~ 
Ul 
demconclusion 
+++++++++++++ 
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fonction: analyser et coder une question de type demande de 
........ 
conclusion 
argument une ouestion lue sur l'écran. 
........ 
precond : il s'agit d'une • uestion de type demande de conclusion 
. . . . 
résultat : message d'erreur 
. . . . . . . . 
ou (exclusif) 
code de la ouestion. 
postcond : - la question est codée dans quesconcl. 
. . . . . 
- erreur 3, 4, 5, 9, 10, 11 ou 12, suivant le cas. 
DEHCO!ICLUS ION 
LIRE C 
demtermes 
+++++++++ 
fonction 
........ 
analyser une question de type 
2rgument : une question lue sur l' é cran • 
. . . . . . . . 
precond: de type demande de termes 
. . . . 
résultat: message d'erreur 
. . . . . . . . 
ou 
un entier i • 
postcond : erreur 6 ou 13 suivant le cas. 
. . . . . 
si erreur alors i = - 1 
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demande de termes 
si l'élément de la question n'est pas mémoris é : i = - 1 . 
si l'élément de la question est mémoris é,i = indice 
sous lequel cet élé ment est mémor i sé. 
.. 
DEMrERMES'-
0 
LIRE C 
I=- 1 b AFFIC!ŒliREUR( 61 
LIRE C 
RETURN(I) 
6 
demelt 
++++++ 
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fonction : analyser et coder une question de type demande d 1 elt~. 
. . . . . . . . 
argument : une question lue sur l'écran, 
. . . . . . . . 
précond : de type demande d 1 elts. 
résultat : message d'erreur 
........ 
postcond 
ou (exclusif) 
code de la question. 
la question est codée dans oueselt. 
erreur S, ?, 9, ou 11 suivant le cas. 
DEMSLT 
Q 
LIRE C 
~AFFICl!EBREUR(7) 
LIRE C 
~ 
METTRE PIL::: D.;NS TAô• 
A.ITICHERREUR(5) 
~ 
afficherreur 
++++++++++++ 
fonction . . 
. . . . . . . . 
argument . . 
. . . . . . . . 
précond . . 
. . . . 
résultat . . 
. . . . . . . . 
postcond . . 
. . . . . 
afficher un mess2ge d'erreur. 
un entier i . 
i = indice d'un message . 
affichage message d'erreur 
erreur = 1 . 
message affiché 
AITICHERREUR(I) 
0 
PRDlTF(ERREUR ( I)) 
ERREUR a l 
1 
0 
est le message 
.. 
, . C -
- c,_, 
r 
f ., 
no i 
examen 
++++++ 
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fonction : analyser et afficher une forme normale disjonctive, 
. . . . . . . . 
argument : une fnd codé dans un tableau de caractères a. 
. . . . . . . . 
precond: a est terminé par 1 0 1 • 
. . . . 
résultat: affichage d'un message. 
. . . . . . . . 
poscond . si fnd = 0 message= 1 IMPOSSIBLE 1 • . 
si fnd = 1 message= 1 TAUTOLOGIE'. 
si fnd -:/ 0 et -:/ 1 affichage des termes de fnd 
évidence. 
si aucun terme ne peut ~tre 
évidence , affichage t - ' • 
EXAMEK(.6.) 
PRillTF( Il!POSS IllLE D:..11S CE CONTEXTE) 
0 ::l SEUL 
VECTEUR DE 
BITS 1 
r----- PR IllTF ( TA UTOLOGIB) ------::,.a-4 
n 
}USE E?I EVIDEl!CE DES TERMSS 
A D:..NS t TERMECO: 11-IU?î t 
0 
FRD.,.TF(-) -----------,~ 
mis en 
mis en 
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affichtermes 
++++++++++++ 
fonction : afficher une forme normale disjonctive fnd. 
. . . . . . . . . 
argument : fnd codé dans un tableau de caractère a . 
. . . . . . . . 
precond: a est terminé par 1 \ 0 1 • 
. . . . 
résultat : affichage de fnd, 
. . . . . . . . 
postcond: 
. . . . . 
fnd 
+++ 
A 
une ',' entre les termes de chaque monome; 
les termes niés sont précédés de '-'; 
un 1 +' entre chaque monôme de fnd • 
fonction : analyser une forme normale disjonctive lue sur l'écra n, 
. . . . . . . . 
argument : une fnd lue sur ·écran. 
. . . . . . . . 
précond: 
. . . . 
résultat : message d'erreur 
• • • • • • • • 
ou (exclusif) 
une liste dont chaque élément est une liste d'entiers 
+ mise à jour de 'contextecrt'. 
postcond: message 9, 10, 11, ou 12 suivant le cas. 
. . . . . 
conjonction 
+++++++++++ 
chaque liste représente un monôme de fnd (propriétés 
décrites dans conjonction) 
1 contextecrt' est complété des numéros de chaque ter me 
intervenant dans la fnd (nombre <0 si le terme est 
nié, ">D si le terme est affirmé); chaque groupe de 
nombres représente un monôme et est terminé par '\o~ 
chaque groupe de monômes, représentant une fnd, es t 
terminé par deux 1\0 1 • 
fonction : analyser une conjo nction lue sur l'écran. 
. . . . . . . . 
argument : une conjonction lue sur écran+ un entier j • 
. . . . . . . . 
precond : 
• • • • 
résultat : message d'erreur 
• • • • • • • • 
ou (exclusif) 
liste d'entiers i + mise à jour de 1 contextecrt 1 • 
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postcond: erreur 9, 11 ou 12 suivant le cas. 
. . . . . 
chaque nombre i représente un terme. 
lil = numéro du terme (attribué par transf), 
i ':::> 0 s i l e t e r me e s t a f f i r m é, 
i< 0 si le terme est nié • 
ssi j = O, 1 contextecrt 1 est complété des numéros de chaque 
terme de la conjonction (nombre <0 si terme nié, 
~O si terme affirmé); le groupe de nombre est 
terminé par ''\O'. 
mot 
+++ 
fonction : analyser un terme lu sur écran 
. . . . . . . . 
argument : un terme lu sur écran. 
. . . . . . . . 
precond: 
. . . . 
résultat : message d'erreur 
. . . . . . . . 
ou (exclusif) 
un entier i. 
poscond . message 9 ou . 
li 1 
, du terme (attribué transf), = numero par 
transf 
++++++ 
fonction 
. . . . . . . . 
argument 
. . . . . . . . 
precond 
. . . . 
résultat 
. . . . . . . . 
postcond 
• . . • 
. 
. 
: 
. 
. 
. 
. 
. 
. 
. 
ï> 0 si le 
i< 0 si le 
rechercher le 
une chaîne de 
d terminé par 
un entier i • 
si le terme 
i = indice 
(i est 
si le terme 
i = -1 . 
terme est affirmé, 
terme est . , nie . 
, d'un terme . numero 
caractères d, représentant un terme~ 
'\O' • 
a été mémorisé dans transfterme : 
du terme mémorisé + 1 
donc toujours différent de 0) • 
n'a été , . , pas memorise 
lecture 
+++++++ 
fonction 
. . . . . . . . 
arguments 
. . . . . . . . . 
precond 
. . . . 
: 
. 
. 
. 
. 
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lire chaîne de caractère 
, 
une sur ecran. 
1 chaîne de caractères d, 
1 chaîne de caractères e lue 
, 
sur ecrçln. 
d est vide 
résultat : d est remplie des caractères de e. 
. . . . . . . . 
poscond : sont mis dans d les 9 premiers caractères de e; 
. . . . 
èoderp 
++++++ 
le dernier caractère de d est 1 \ 0 1 ; 
la chaîne e est lue jusqu'au premier caractère admis 
(celui-ci n'est pas enregistré dans ci); 
les caractères admis sont : so 
a~ z 
A-> Z 
0 -"> 9 • 
fonction : coder une forme normale disjonctive F • 
. . . . . . . . 
arguments : tableau de caractères f, 
. . . . . . . . . 
un pointeur g vers caractère, 
Fest représentée par une liste dont chaque élément 
est une liste d'entiers (fournie par fnd). 
précond : g pointe vers le dernier caractère de f; f est vide. 
résultat : message d'erreur 
........ 
ou (exclusif) 
Fest codée. 
postcond : Fest codée dans le t ableau f 
. . . . . 
erreur 12 si pas assez de place pour coder f 
elttransf 
+++++++++ 
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fonction: rechercher le numéro d'un élément . 
. . . . . . . . 
argument : une cha!ne de caractères d, contenant un élément 
. . . . . . . . 
precond : terminé par 1'-.0 1 
. . . . 
résultat : un entier i 
........ 
postcond : si 1 1 Élément est mémorisé : 
. . . . . 
affich , 
++++++ . 
i = indice sous leouel l'élément est mémorisé dans 
transfel t. 
si non : 
i = -1 • 
fonction : afficher sur écran une suite de fnd. 
. . . . . . . . 
argument : un tableau a de caractères, contenant le code des 
. . . . . . . . 
fnd à afficher. 
precond : ce tableau contient une suite de nombre i; 
. . . . 
chaoue groupe de nombre représente un monôme et est 
· terminé par 1 \0 1 ; 
chaque croupe de mon6me représente une fnd et est 
terminé-par deux 1\0 1 ; 
lœ nombres> 0 représentent des termes affirmés; 
lœ nombres< • représentent des termes niés; 
lil = indice sous lequel le terme est mémorisé dans 
transfterme • 
résultat : les fnd codées sont affichées. 
. . . . . . . . 
postcond : chaque fnd est séparée des autres par le symbole •~' 
. . . . . 
si a ne contient oue le caractère 1 \ 0 ' : affichage 
du message 'CO NTEXTE I NITIAL'. 
6. Exemples 
1. Soient les prémisses suivantes : 
animal, -vertebre (eponge ); 
amphib ( crapaud ) ; 
>animal+ vegetal -> mortel 
>poisson+ amphib +reptile+ oiseau+ !Dalffllif -> vertebre 
, poisson+ amphib +reptile+ oiseau-> -mannif; 
poisson (carpe, raie ); 
oiseau (pie ); 
reptile (tortue, serpent ); 
> pri..llate +rongeur+ cetace -> mannif 
rongeur (rat ); 
>dauphin-> cetace; 
>singe+ homme-> primate; 
>singe+ rongeur+ cetace -> -homme 
> vertebre ->a.ni.mal; 
>lichen-> vegetal; 
> (x) dieu+ vegetal +animal; 
>dieu-> -vegetal, -ani.Jllal; 
. 
dauphin (flipper ); 
dieu (zeus, neptune ); 
poisson (neptune ); 
>grec+ romain-> homme; 
romain (neron ); 
grec (socrate, aristote ); 
-sage (neron ); 
sage (aristote ); 
>animal-> zaxnmif, poilu+ -mammif, -poilu; 
>animal-> pondeur ' , -mammif +-pondeur, mammif; 
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>animal, -vertebre +homme, -sage-> primitif, -honne +primitif, mauvais 
.$ 
La compilation envoie le message: 
"L'jljment suivant ne peut exister : neptune" 
Voici un exemple d'exécution 
> mammi f ? 
rat, flipper, neron, socrate, aristote. 
> homme ? 
neron, socrate, aristote 
> mammi f, -homme ? 
rat, flipper 
> dieu ? 
zeus 
> animal ? 
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crapaud, carpe, raie, pie, tortue, serpent, rat, flipper, 
neron, socrate, aristote 
> animal ,pondeur ? 
crapaud, carpe, 
> grec, sage ? 
aristote 
raie, , pie, tortue, serpent, eponge 
> homme, mauvais? 
, 
neron 
> primitif ? 
, , 
eponge, neron 
? socrate. 
vertebre, animal, mortel, -cetace, -rongeur, primate, mammif, 
homme, -singe, -dauphin, grec, -dieu, -pondeur, poilu. 
vertébré~ 
vertebre, animal, mortel, -dieu 
mammif • 
mammif, pondeur~ 
vertebre, animal, morte, -dieu, mammif, 
-pondeur, poilu 
IMPOSSIBLE DA NS CE CO NT EXTE 
pondeur, poilu-.> 
IMPOSSIBLE DANS CE CO NT EXTE 
primate~ 
vertebre, animal, mortel, primate, mammif, -dieu, -pondeur, 
poilu 
oiseau + poisson~ 
vertebre, animal, mortel, -dieu 
etc •••• 
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2. Un conducteur exprime ses opinions sur les automobiles : 
- une traction-avant tient bien la route. 
- il est indispensable qu'une voiture lourde ait de bons 
freins. 
toute voiture de grande puissance est d'un prix élevé. 
- les voitures légères n'o n t pas une bonne tenue de route. 
- une voiture de faible puissance ne peut pas avoir de bons 
freins. 
Acceptera-t-il un traction-avant bon march é ? 
Le programme : 
Exécution : 
> t avant-> th route, 
> tb route-> t avant , 
> v lourde-, b freins , 
> puiesant -, cher, 
> -v lourde-> -t.b route, 
> -puies&nt -> -b freins 
$ 
t avant, -cher---3> 
IMPOSSIBLE DA NS CE CON TEXTE 
3. Les caractéristiques de de ux types d'avions sont résumées 
dans la suite de propositions suivantes en remar quant qu'elles 
ont été émises de différentes sources et risquent d'être su-
jettes à caution. 
a) un appareil avec un moteur à réaction e t un faible rayon 
d'action est un bombardier. 
b) les bombardiers à moteur conventionnel on t un arme ment 
lourd. 
c) les chasseurs à moteur conventionnel on t un court rayon 
d'action. 
d) les appareils à moteur conventionnel et long rayon d'actio n 
ont un armement léger. 
e) les appareils à réaction ont un armement lourd. _ 
.f) les appareils à armement lourd et à court rayon d'action 
sont des chasseurs. 
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g) les appareils à grand rayon d'action ou de chasse ont 
un armement léger. 
h) les appareils à moteur conventionnel ou à rayon limité 
ont un armement lourd. 
Il s'agit de vérifier si ces propositions sont compatibles 
et dans la négative, d'él iminer de cet ensembl~ l'une ou 
l'autre des propositions de façon à pouvoir tirer une conclu-
sion valide et cohérente. 
Le programme : 
> boabard -> -cha• aeur 1 
> -cha•••ur -, boaba.rd 1 
> conventio -> -reaction 1 
> -reaction -> conventio 1 
> r act red -> -r act et 1 
> -r act et-, r act red 1 
> a.ralourd -> -a.nlleger , 
> -&.I11leger -> analourd, 
> react ion , r act red -> boabard ; 
>bomba.rd, conventio -> an.lourd 1 
>chasseur, conventio -> r act red 1 
> conventio, r act red -> a.rmleger 1 
> reaction -> a.rmlourd, 
> aralourd, r act red -> chasseur 1 
> r act et+ chasseur-> a.rmleger; 
> conventio + r act red -> a.nalourd 
$ 
La compilation: 
"il existe une prémisse en contradiction avec les autres :16" 
Après suppression de la seizième prémisse, l'exécution donne : 
* 
- reaction, conventio, chasseur, -bombard, armleger, -armlourd, 
- r set et, r act red. 
4 . Trois Secrétaires d'Etat, MM. Artelin, Bertrand et Cochet, 
appartenant tous à un même parti, ris quent d'être impliquées, 
à des degrés divers, dans des affaires politico-financières, 
dont l'une a trait à l'i nstallation d'une raffinerie de pé-
trole (affaire R), la seconde à la construction de supermar-
chés (affaire S), et la troisième à des fournitures de ma-
tériel téléphonique (affaire T). 
On s'attend à ce qu'éclatent un ou plusieurs scandales à 
propos de ces affaires; en conséquence, les dirigeants du 
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parti se préparent à sacrifier, si besoin en est, l'un ou 
l'autre bouc émissaire, choisis parmi des personnalités 
d'importance secondaire, dont les trois Secrétaires d'Etat. 
Les décisions du parti peuvent se résumer comme suit : 
- Personne ne démissionnera si aucun scandale public n'éclate. 
- Bertrand démissionnera si et seulement si les trois scandales 
éclatent, et sa démission entraînera celle de Cochet. 
Cochet démissionnera aussi si un seul scandale éclate; 
il restera cependant en fonction si deux scandales seule-
ment éclatent, car alors la hache devra frapper plus 
haut, et le sacrifice de Cochet serait inutile. 
Artelin démissionnera si et seulement si le scandale des 
téléphones vient à éclater. 
- Le scandale des supermarchés impliquera la démission de 
de Cochet ou bien celle de Bertrand; mais si cette affai-
re n'éclate pas, la démission éventuelle de Cochet impli-
quera celle de Bertrand, et vice versa. 
Dites quelles seront les démissions, pour chacun des 8 cas 
de scandales a priori possibles. 
Le programme : 
> -R , -s , -T -> -Artelin , -Bertrand , -Cochet 1 
> R, S, T ->Bertrand, 
> Bertrand - > R , S , T 1 
>Bertrand-> Cochet , 
> R, -s, -T + -R, s, -T + -R, -s, T ->Cochet, 
) R, s , -T + R, -s , T + -R, s, T -> -Cochet , 
> T -> Artelin, 
> Artelin -> T, 
> S -> Cochet + Bertrand 1 
> -s ->-Cochet+ Bertrand 1 
> -s ->-Bertrand+ Cochet 
$ 
L'exécution : 
R, S, T -> 
R, S, T, Artelin, Coc het, Bertrand 
-R, -5, -T -> 
-R, -5, -T, -Artelin, -Cochet, -Bertrand 
R, -S, -T -> 
IMPOSSIBLE DA NS CE CO ~T EXTE 
-R, S, -T----::?> 
-R, S, -T, -Artelin, -Bertrand, Cochet 
-R, -5, T -> 
. 
. 
R, 
. 
. 
R, 
. 
. 
-R, 
. 
. 
s, 
-s, 
s, 
IMPOSSIBLE DANS CE CONTEXTE 
-T-> 
IMPOSSIBLE DA NS CE CO NTEXTE 
T-> 
R, -5, T, Artelin,-Bertrand, 
T-:3> 
IMPOSSIBLE DANS CE CO NTEXTE 
Artelin -> 
T, R, Artel in 
Bertrand-> 
-Cochet 
S, T, R, Artelin, Bertrand, Cochet 
. 
. 
Cochet~ 
S, Cochet 
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* S, T, R, Artelin, Bertrand, Cochet + S, -T, -R, 
-Artelin, -Bertrand, Cochet 
etc . . . . 
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5. A la veille des élections législatives, trois partis 
politiques, les Chrétiens (K), les Libéraux (L) et les 
Marxistes (M), décident de for mer une coalition gouverne-
mentale, pour autant qu'ils obtiennent ensemble la majorité 
des sièges au Parlement. 
Au sein de cette coalition, seront déclarés "prépondérants" 
le ou les partis qui auront obtenu le plus de sièges : 
on pourra donc avoir soit 1, soit 2, soit 3 partis prépon~ 
dérants, et même aucun prépondérant si et seulement si 
l'ensemble n'a pas obtenu la majorité au Parlement. 
Parmi les ministrables, on cite le gé néral en retraite 
Auclair, le syndicaliste Bouillon et le chanoine Calaux, a 
propos desquels les partis ont passé la convention ci-après 
Art. 1 - Auclair sera ministre si et seulement si les Libé-
raux sont prépondérants. 
Art. 2 - Calaux sera ministre si les Chrétiens sont prépon-
dérants, mais à condition que les Libéraux ne le soient pas. 
Art. 3 - Si les Chrétiens ne sont pas prépondérants, Calaux 
sera ministre si et seulement si Auclair l'est également. 
Art. 4 - Bouillon sera ministre si les Marxistes sont 
prépondérants, mais à condition aue Calaux ne soit pas 
ministre. 
Art. 5 - Si les Marxistes ne sont pas prépondérants, Calaux 
sera ministre si et seulement si Bouillon l'est aussi. 
Quelles sont les combinaisons mi nistérielles possibles pour 
ces trois politiciens, en fonction des résultats électoraux 
possibles? 
Le programme : 
> Auclair -> L; 
> L -> Auclair ; 
> -IC -> -Calaux, -Auclair + Calaux, Auclair, 
> M, -Calaux -> Bouillon ; 
> -M -> Calaux, Bouillon+ -Bouillon, -Calaux 
.$ 
L'exécution: 
-K, -L, -M -:> 
-K, -L, -M, -Auclair, -Bouillon, -Calaux 
. 
. 
K, L, M-~ 
: 
-K, 
. 
. 
K, 
. 
. 
K, 
. 
. 
-K, 
. 
. 
K, 
. 
. 
K, L, M, Auclair 
L, M 
-> 
-K, L, M, Auclair 
-L, M-~ 
K, -L, M, -Auclair, Calaux 
L, -M ~ 
K, L, -M, Auclair 
-L, M-:> 
-K, -L, m, -Auclair, Bouillon, - Calaux 
-L, -M-> 
K, -L, -M, -Auclair, Bouillon., Cal aux 
-K, L, -M -> 
. 
. 
-K, L, -M, Auclair, Bouillon, Calaux 
Auclair-;> 
L, Auclair 
etc •••• 
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6. Dans une entreprise, 4 types de crimes peuvent ·@tre octroyés 
aux employés s'ils remplissent les conditions suivantes : 
1. prime d'ancienneté - (PA) 
Si l'employé possède au moins 3 ann e es de service (a 3 ) 
et si son absence au bureau est inférieure ou égale en 
moyenne à 1 mois ou 4 semaines (b 4 ) la prime PA s'élève 
à 15 % du salaire mensuel (S ). 
m 
2. prime de présence - (PP) 
Si l'employé a une ancienneté d'au moins un an (a 1 ) et 
si son absence est limitée à 2 semaines par an (b 2) la 
prime (PP 1 ) s'élève à 20 % de Sm di minuée de 8 % par 
semaine d'absence. 
Si l'employé a une ancienneté inférieure à un an (a 1 ), il 
recevra une prime de pr~sence (PP 2 ) de 6 % du Sm pour 
autant que son absence moyenne soit inférieure à 2 jours ( b ) . 
. 0 
3. prime de productivité - (PT) 
Si l'employé a une ancienneté d'au moins 3 ans (a 3 ) et 
s'il a été absent moins de 2 semaines (b 2 ) ou si dans le 
cas contraire, ayant été absent moins d'un mois (b 4 ), 
son signalement (n) est supérieur à 15, la prime (PT 1 ) 
vaudra~ x 20 % de S • 
20 m 
Si l'employé a une ancienneté inférieure à 3 ans (a 3 ) 
mais supérieure à 1 an (a 1 ), il reçoit une prime (PT 2 ) 
de~ X 10 % S pour autant oue son absence soit infé-
m 
. 2 0 , 2 . ( ' , r1eure a semaines o 2;. 
Si l'employé a une ancienneté inf é rieur à 1 an (a 1 ), 
son absence est limitée à 2 J·ours (b ) et si .son siona-o ~ 
lement est supérieur à 15 sa prime (PT 3 ) s'élèvera à 
( n - 15) X 2 % de S • 
m 
4. prime pour service exce ptionnel - (PS) 
Si 1 1 emplbyé a le minim um d'absence (b) et possède un e 
0 
cote de signalement supérieure à 15 la pr i me s'élève à 
( n - 15) X 4 % de S • 
m 
On trouve les incompatibilités : 
a 3 a 1 
et (b 4 b2 + b 4 b0 + b2 b0 ) 
d'où le programme : 
L'exécution : 
a 3 , -a 1 , b 4 -:?::, 
> a3, b4 ->PA; 
> al , b2 -> PPl; 
> -al , bO -> PP2 ; 
> a3 , b2 + a3 , l>4, n -> PTl ; 
>al, -a3, b2 -> PT2 ; 
>-al, bO, n -> PT3 ; 
> bO, n -> PS; 
> a3 -> a.l; 
> ( x) b4 , b2 + b4 , -bO + -b2 , -bO 
s 
IMPOSSIBLE DA NS CE CO NTEXTE 
a 3 , a 1 , b 4 , -b 2, -b 0 ---3:> 
PA 
n~PA, PT1 
Le programme est tel qu'à la question "fr.d~ 11 
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la réponse est "IMPOSS I BLE DAN S CE CO NTEXTE" si fnd contient 
des incompatibilités 
- la réponse ne contient que des variables affirmées (toutes les 
autres sont supposées ni é es ) 
On a Programmé ainsi la table de dé cision suivante : 
1 
1 Il Ill IV V VI VII VIII IX X 
1 
a, 0 0 0 0 0 l l l 1 1 
u, 0 0 1 1 l 1 1 1 1 l 
b, 1 1 1 1 1 1 1 1 1 1 
b, 1 1 l 1 1 0 0 1 1 1 
b, 1 1 0 l l 0 0 0 l l 
n 0 1 - 0 1 0 1 - 0 1 
PA 0 0 0 0 0 1 1 1 1 1 
PP , 0 0 1 1 1 0 0 1 1 1 
PP, 1 1 0 0 0 0 0 0 0 0 
PT, 0 0 0 0 0 0 1 1 1 1 
PT, 0 0 1 1 1 0 0 0 0 0 
PT, 0 1 0 0 0 0 0 0 0 0 
PS 0 1 0 0 1 0 0 0 0 1 
rem : si la question "fnd ~" traite un cas non repris dans l a 
table, alors la réponse ne cor.tient pas d'informations 
nouvelles (réponse= fnd). 
> 60 
> Cl 
> Cl 
> Cl 
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7. Après le calcul du montant brut d'une facture, une réduction 
éventuelle doit être établie. 
Les règles de ce calcul sont les suivantes : 
, 
1. si le client est de cat égorie 
duction A(R A) s'il transporte 
propres moyens (p) ou si ses 
1 (c 1 ), il obtient une re-
les marchandises par ses 
habitudes de paiement (h) 
sont bonnes ou si le montant brut de la facture est 
supérieur à 50 000 F (50). Si deux de ces conditions 
sont satisfaites, il reçoit les réductions A, 8 et C (Re)• 
2 . si le client n'appartient pas à la catégorie 1 (c1 ), il 
obtient une réduction A si le montant brut de la facture 
est supérieur à 60 000 F (60) et s'il a transporté les 
marchandises par ses propres moyens. 
3. si le client n'est pas de ca~égorie l et si le montant 
brut n'est pas supérieur à SC 000 F, il y a erreur (D) 
dans les données. 
Le programme : 
-> 50 1 
, p , -h , -50 + Cl , -p , h , -so + Cl , -p , -h , 50 + -Cl , 60 , P-> Ra 
, p , h , -50 + Cl , p , -h , 50 + Cl , -p , h , 50 -> Rb 1 
, p , h , 50 -> Re 1 
>-Cl, -50 -> D 
.$ 
don ne la table de décision : 
1 
C-p·h 
50 · 60 
Cas 1 Il Ill IV V VJ Vil VIII IX 
c, 0 0 1 1 1 1 1 1 1 
p 
- 1 0 0 0 1 1 1 1 
h 
- -
0 1 1 0 0 1 1 
50 0 1 1 0 1 0 1 0 1 
60 0 1 
-
0 - 0 - 0 -
R,. 0 1 1 1 0 1 0 0 0 
Ru 0 0 0 0 1 0 1 1 0 
Re 0 0 0 0 0 0 0 0 1 
D J 0 0 0 0 0 0 0 0 
Nb. cas 
1 
4 
1 
2 
1 
2 
1 
1 
1 
2 
1 
1 
1 
2 
1 
1 
1 
2 
1 
1 
compile.c 
t include <Stdio.h> 
t define MAXSIZE 10 
t define placereservee MAXSIZE•200 
1• MAXSIZE definit le nOlllbre de caracteres utilises pour coder 
un 1DOnome; . 
•1 
un caractere possedant a bits, le nombre maximum de termes 
memorisables est 4•MAXSIZE; 
PILE •fichier, •fopen( ) ; 
1• ·tichier· contient le texte a analyser et coder; 
•1 
int c,erreur,maxterme,maxelt,numpremisse; 
1• c est le caractere courant, lu dans ·fichier· ; 
·1 
erreur= o si aucune erreur n · est rencontree dans texte; 
erreur• l des qu · une erreur est rencontree dans le texte; 
maxterme est le nombre courant de termes memorises; 
maxelt est le nombre courant d · e1ements memorises; 
numpremisse est le numero courant de la premisse analysee; 
char codePE[MAXSIZE•24] [MAXSIZE+l], 
zonetravail[placereservee + 1), 
codePU[placereservee + 1], 
pourtoutx[placereservee + 1]; 
1• codePE contient le code des premisses existentielles; 
codePU contient le code des premisses universelles; 
pourtoutx contient le code de la premisse universelle courante; 
•1 
char transfterme[4*MAXSIZE][10], 
transfelt[24*MAXSIZE] [10]; 
1• transfterme contient les termes memorises; 
transfelt contient les elements memorises; 
•1 
char *lnsgerreur[lS] = 
{ "ce texte n · existe pas\n", 
"fin de texte introuvable\n", 
"en tete de la premisse universelle [(x) ] : " 
"en tete de la premisse existentielle : " 
"forme implication non correcte : ", 
"fin de la premisse existentielle : ", 
"trop de termes employes: MAXSIZE * 4 au max\n", 
"trop d ' elements employes: MAXSIZE • 24 au max\n", 
"pas assez de place : modifier placereservee\n", 
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"attention; un blanc apres le symbole . +· : " 
"attention; un blanc apres le symbole : " I I 
"attention; un blanc apres le symbole > : " , 
"il existe un prem.isse en contradiction avec les autres: ", 
"l·ensemble des prem.isses universelles forine une tautologie.\n", 
"l"element suivant ne peut exister: " 
) ; 
struct nbre 
{ int nb; 
struct nbre •next;} •pile; 
struct tableau 
{struct nbre *pt; 
struct tableau •suivant) •table; 
;• table et pile contiennent le resultat de 1 · analyse a · une fnd; 
•1 
main( ) 
/* assurer la coordination entre les procedures dans le but 
a · analyser et coder le texte de 'fichier · ; 
'fr/ 
{ 
char x,a,e,f, 
titrein[l0],titreout[12], 
termecommun[MAX.SIZE] ,t[MAXSIZE + l]; 
char anccons[2•placereservee + 1], 
nveaucons[2'frplacereservee + l]; 
char 'frp,*q,'frr,•rechimplicants( ),~,*TEXTE(); 
int i,j,l; 
erreur=l; 
vhile(erreur=-1) 
{ 
isO; 
printf("introduire le nom du texte: \n"); 
while( ( ( x--getchar( ) ) 1 s · \n · )&&( i 1 ;a:9 ) ) 
titrein[i++] = x; 
while(Xf& ' \n · ) 
x-getchar( ) ; 
titrein[i] • · \o · ; 
if ( ( fichier=fopen( titre in, "r") )=NULL) 
{ 
printf(msgerreur[o] ); 
printf( "\n" ); 
} 
else 
erreur=O; 
) 
numpremisse=O; 
maxtenne=maxelt=O; 
y = TEXTE( ); 
if (cr=· s · ) 
printf (msgerreur(l] ); 
fclose(fichier); 
if (erreur - O) 
{ 
1 • (2*placereservee) + 1; 
p • rechimplicants(codeFU,y,anccons,nveaucons,l); 
for(i-O;il-MAXSIZE;i++) 
t[i] - -o; 
t[i] - ·\o·; 
j • O; 
i • O; 
while(comparaison(&codeFE[j][i],t}l-0) 
{ 
q • zonetravail; 
r • zonetravail +(placereservee + l); 
produit(codeFE[j],p,q,&r}; 
if (*q=-· \o · ) 
{ 
printf(msgerreur(l4] }; 
printf(transfelt[j] ); 
printf( "\n" ); 
for (i=O;il=MAXSIZE;i++) 
codeFE[j] [i] c -o; 
codeFE[j][i] = ·\o· ; 
} 
else 
j++; 
i • O; 
{ 
for(i=O;il=MAXSIZE;i++) 
termecouunun[i] = *q++; 
while(*q Js ·\o·) 
{ 
for(i=O;il=MAXSIZE;i++) 
tennecommun[i] ~ termecommun[i] 1 *q++; 
} 
for(i=O;il=MAXSIZE;i++) 
codeFE(j] [i] = termecounnun[i]; 
code FE ( j ] [ i ] ""' · \ o ·· ; 
} 
] 
] 
if ( erreur=O ) 
{ 
i = O; 
while(titrein[i]1=· \o · ) 
{ 
titreout[i] = titrein[i]; 
i++; 
} 
titreout[i++] = . ; 
titreout[i++] & ·o· ; 
titreout[i] ~ ·\o·; 
fichier c fopen(titreout,"w"}; 
putc(MAXSIZE,fichier); 
for(i=O;il=MAXSIZE*24;i++) 
{ 
for(j=O;jl=MAXSIZE+l;j++) 
putc(codeFE[i] [j],fichier); 
} 
while (*pt=· \o·) 
putc(*p++,fichier); 
X = . \o · i 
putc(x,fichier); 
for(i-O;ila.t•MAXSIZE;i++) 
{ 
for(j-O;jl•l0;j++) 
putc(transfterme(i][j],fichier); 
} 
for(i-O;il•24*MAXSIZE;i++) 
{ 
for(j-O;jl•l0;j++) 
putc(transfelt[i] [j],fichier); 
J 
fclose(fichier); 
} 
printf( "FIN\n" ); 
} 
lirecar( c) 
int c; 
;• lire le caracter suivant de "fichier·; 
•1 
{ 
if (cl=EOF) 
{ 
while( ( c=getc( fichier))=· \n · 1 1 c=· \ t · ) ; 
J 
return( c); 
J 
char *TEXTE( ) 
/* analyser et coder le texte de "fichier·; 
*/ 
l 
int i, j; 
char •z,•PREMISSE( ); 
for(i=O;il•MAXSIZE;i++) 
codeFU[ i] - -o; 
codeFU[i] = · \o · ; 
pourtoutx(o] = · \o · ; 
zonetravail(0] ~ · \o · ; 
for(i=O;il=4*MAXSIZE;i++) 
{ 
for(j=O;jl=MAXSIZE;j++) 
transfterme[i)[j] = -o; 
transfterme[i][j] = · \o·; 
) 
for(i=0;i1=24*MAXSIZE;i++) 
{ 
for(j=O;jl=MAXSIZE;j++) 
transfelt[i] [j] = -o; 
transfelt[i] [j] = ·\o·; 
} 
for ( i=O ;il =MAXSIZE*24;i++) 
{ 
for(j-O;jl-MAXSIZE;j++) 
codeFE[i][j] • -o: 
codeFE[i][j] • ·\o·; 
.. 
, ' 
) 
C • 
z - &codeFU[MAXSIZE]; 
while ( c - . ; . ) 
z • PREMISSE( Z ); 
return(z); 
} 
char *PREMISSE(Z) 
char •z; 
/* analyser et coder la prem.isse courante; 
*/ 
{ 
char *g,x, *y; 
X = . \o·; 
g ... &x; 
numpremisse++; 
e=lirecar( c); 
if ( C = . >.) 
{ 
c z lirecar(c); 
else 
if ( C I • • • ) 
{ 
printf(msgerreur[ll] ); 
printf( "\d\n", numpremisse ); 
erreur• .l; 
} 
FOR.MEU( ); 
if (erreur-= O) 
} 
{ 
y• zonetravail + (placereservee + l); 
z = codeFU + (placereservee + l): 
produit(codeFU,pourtoutx,zonetravail,&y); 
suppressionmltple(zonetravail,g,codeFU,&z); 
if (codeFU[o] = ·\o·) 
{ 
printf (msgerreur[.l2] ): 
printf ( "\d\n",numprem.isse); 
erreur= .l; 
) 
} 
FORMEE( ); 
return(z); 
} 
PORMEI() 
/* analyser et coder une implication; 
* / 
{ 
cha.r •p, •q, •h; 
P'ND( ) ; 
if (c1•·-·) 
{ 
printf(msgerreur[4] ); 
printf( "\d\n", nwnprem.isse ); 
erreur•l.; 
} 
c-lirecar(c); 
if(c1.,. · >· ) 
{ 
printf(msgerreur[4] ); 
printf( "'td\n", numpremisse); 
erreur=l; 
if ( erreur==O) 
{ 
p = pourtoutx + (placereservee + l); 
codern(pourtoutx,&p); 
} 
c=lirecar(c); 
if ( C 1 = . . ) 
else 
FND( ); 
{ 
printf(msgerreur[ll] ); 
printf( "'td\n", numprem.isse); 
erreur 2 l.; 
} 
c =lirecar(c); 
if ( erreur=O) 
{ 
} 
F'ORMEU( ) 
q = pourtoutx + (placereservee + l); 
code rp( p, &q ) ; 
} 
1• analyser et coder un prem.isse universelle; 
•1 
{ 
char •r; 
c=lirecar(c); 
if (c · c · ) 
{ 
c=lirecar(c); 
if (c1= · x · ) 
{ 
printf( msgerreur [ 2) ) ; 
printf( "'td\n", numpremisse ); 
erreur:l; 
} 
c=lirecar( c); 
else 
} 
PND() 
it (cl• · ) · ) 
{ 
printf(111.Sgerreur[2] ); 
printf("'ld\n", numprelllisse); 
erreur•l; 
} 
c-lirecar(c); 
if(c1•-·) 
{ 
else 
FND( ) ; 
printf(msgerreur[2] ); 
printf( "%d\n", numpremisse); 
erreur• l; 
} 
c = lirecar( c); 
if (erreur-=O) 
{ 
r = pourtoutx + (placereservee + l); 
coderp(pourtoutx,&r); 
J 
J 
PORMEI( ); 
/* analyser et coder dans (table et pile) une fnd; 
*/ 
{ 
struct tableau *t,*calloc( ); 
i nti; 
table= NULL; 
i =O; 
while( i=O) 
{ 
CONJONCTION(); 
if (erreur==O) 
{ 
t=calloc(l,sizeof(struct tableau)); 
t-> pt=pile; 
t->suivant=table; 
table=t; 
J 
if( c==· +· ) 
{ 
c=lirecar(c); 
if(c1=· · > 
else 
{ 
printf(msgerreur[9] ); 
printf( "%d\n", numpremisse); 
erreur= l; 
J 
c = lirecar(c); 
) 
} 
CONJONCTION() 
else 
i-(-1); 
/* analyser et coder dans (pile) une conjonction de termes; 
*/ 
{ 
struct nbre *p,*calloc( ); 
int i,nombre; 
i=O; 
pile=NULL; 
while ( i==O) 
J 
{ 
nombre=MOT( ); 
if (erreur=O) 
{ 
p=calloc(l,sizeof(struct nbre)) : 
p->nb=nombre; 
p->next=pile; 
pile=p; 
l 
if ( c=· , - ) 
{ 
l 
c=lirecar(c); 
if ( C 1 = - - } 
{ 
printf(msgerreur[l.O] ); 
printf( "\d\n", numpremisse); 
erreur= l.; 
} 
else 
} 
else 
i=(-1); 
c = lirecar(c); 
coderp( f , g) 
char *f , **g; 
/* coder une fnd (table et pile) dans le tableau f; 
* / 
{ 
int val; 
char T [ MAXSI ZE] ; 
int j,k , l; 
while ((tablel=NULL)&&(fl=*g)) 
{ 
for(j=O;jl=MAXSIZE;j++) 
T[j] = -o; 
while(table->pt I= NULL) 
• 
{ 
k-table->pt->nb; 
if (k < 0) 
)c •( -)c); 
l • )c - l.; 
l • 1/4; 
)c - )c ' 4; 
le • 8-( 2 1t)c ) ; 
)c • le \ 8; 
if (table->pt->nb < 0) 
val • l < < k; 
else 
val• 2 << k; 
val-= -val; 
T[l]=T[l] & val; 
table->pt = table->pt->next; 
) 
for( j=O; (( j 1 =MAXSIZE )&&( f l =g [ 0] )) ; j++) 
1tf++ = T[j]; 
table= table->suivant; 
J 
if ( f="'g) 
{ 
erreur= l.; 
printf(msgerreur(e] ); 
) 
"'f - · \o·; 
*g - f; 
J 
codern(f,g) 
char *f , *"'g; 
;• coder la negation a · une fnd (table et pile) dans le tableau f 
*/ 
{ 
int j , k , l ; 
int val; 
char T[MAXSIZE] , x,ru,r[placereservee+l], 
•v,•s , •p , 1tq , 1tmaximum; 
X • · \o · ; 
u-= &x; 
p - f; 
for(j=O;jl=MAXSIZE;j++) 
1tp++ - - o; 
1tp - . \o ·; 
s = r; 
maximum= s + placereservee + l; 
while ((table l=NULL)&&(erreur=O)) 
{ 
q = s; 
while ((table->ptl=NULL) && (erreur==O)) 
{ 
for( j=O; j 1 =MAXSIZE ; j++ ) 
T[j]=-0; 
*g = v; 
J 
MOT() 
k • table->pt->nb; 
if ( )c < 0) 
k • ( -k); 
l • k -1; 
l • l/4; 
k • k\4; 
k • 8-( 2 *le ) ; 
)c - )c' 8; 
if (table->pt->nb <O) 
val• 2 << k; 
else 
val • l < < k; 
val• -val; 
T(l] • T[l] & val; 
for (ja:Q;((jl=MAXSIZE)&&(sl-maximum));j++) 
*s++ = T[j]; 
if (s--maximum) 
{ 
printf(msgerreur[B] ); 
erreur-= l; 
l 
table->pt = table->pt->next; 
} 
*S = . \o· ; 
v = zonetravail + (placereservee + l); 
produit(f,q,zonetravail,&v); 
V• *g; 
suppressionmltple(zonetravail,u,f,&v); 
table= table->suivant; 
J 
/* analyser et memoriser un terme 
•1 
{ 
int i; 
char nomdeterme[lO]; 
if (c-· -·) 
else 
{ 
c=lirecar(c); 
LECTURE(nomdeterme); 
i=transf(nomdeterme); 
i = ( -i); 
if ( i=l) 
) 
{ 
{ 
printf(msgerreur[6] ); 
printf( "%d\n", numpremisse); 
erreur= l; 
) 
LECTURE(nomdeterme); 
i-COlllpa.raison(transfterme[o],nomdeterae); 
i-transf(nomdeterme); 
if (i-l) 
{ 
printf(msgerreur[6] ); 
printf("\d\n", nurnprelllisse); 
erreur• l; 
} 
return(i); 
} 
LECTURE( d) 
char •a; 
;• lire une chaine de caractere de ·tichier · dans le vecteur d; 
*/ 
{ 
int e,f,g,h,i; 
i=O; 
e = (c-· . ); 
f 
g 
h 
= 
= 
,,. 
( ( C>= · o· }&&( C<=· 9 · ) ); 
((c>=·A- )&&(c<=·z- )); 
((c>=· a · )&&(c<=· z · )); 
vhile ( ( e 1 1 f 1 1 g 1 1 h )&&( i 1 =9)) 
{ 
d[i++] = c; 
c • lirecar(c); 
e = ( c=· : ); 
f = (( C>=· o· )&&( C<=· 9· ) ) ; 
g = ( ( C>=· A - )&&( C<= · z· ) ) ; 
h = ((C>=· a · )&&(C<=· z · )); 
) 
d[i] = · \o · ; 
if ( i=9) 
) 
transf( d) 
char •d ; 
{ 
while (e 
} 
1 1 
{ 
C ,,. 
e = 
f = 
g & 
h = 
} 
f Il g Il h) 
lirecar( c); 
( c=· . ); 
((c>=· o · )&&(c<=·9- )); 
((C>...,·A · )&&(C<=·z · )); 
( ( c>=- a· )&&( C<= · z · ) ) ; 
;• attribuer un numero a un terme; 
•1 
{ 
int i,j; 
for(i=O;( ( i !=maxterme)&&(comparaison(transft erme[i],d ) !=O ) ) ; i++); 
• 
if (i- MAXSIZE•4) 
1-{-2 ); 
else 
{ 
if ( i--maxterme) 
{ 
copie(transfterme[i],d); 
maxterme++; 
} 
) 
i++; 
return(i); 
} 
siJnplification(k) 
char •k; 
;• determiner si une chaine de caracteres contient le doublet 
de bits · oo · ; 
*/ 
{ 
int i,j,s,val; 
s:zQ; 
for(j=O;jl=MAXSIZE;j++) 
{ 
i=O; 
val•l.; 
while ((il=8)&&(vall=O)) 
{ 
val= (*(k+j) >> i); 
val= val & 3; 
i=i+2; 
) 
if ( val==O) 
{ 
} 
s=(-1 ); 
break; 
) 
return(s); 
} 
copie(sl,s2) 
char *sl,•s2; 
;• copier une chaine de caractere dans une autre; 
*/ 
{ 
while (*sl++ = *S2++); 
} 
comparaison(sl,s2) 
char •s1,•s2; 
/* comparer deux chaines de caracteres; 
fl / 
{ 
for( ;•s1-•s2;sl++,s2++) 
{ 
if ( •s1-· \o· ) 
return( O ); 
) 
return(-1); 
} 
produit(a,b,c,d) 
char •a,•b,•c,••d; 
/" calculer le produit de deux fnd codees dans les tableaux a et b 
*/ 
{ 
int j,s; 
char T[MAXSIZE], R[MAXSIZE], *p; 
while( ( •a1=· \o· }&&( Cl=*d)) 
{ 
p=b; 
for(j=O;jl=MAXSIZE;j++) 
R[j] = *a++; 
'While(( *pl=·\o· )&&(cl=*d)) 
} 
if( c=*d) 
{ 
{ 
for(j=O;jl=MAXSIZE;j++) 
T [ j ] = R [ j ] & ( *p++ ) ; 
s = simplification(&T[O] ); 
if(s=O) 
) 
{ 
for(j=O;((jl=MAXSIZE}&&(cl=•d));j++) 
*C++ s T [ j]; 
) 
printf(msgerreur[a] ); 
erreur:l.; 
} 
*C ,_ ·\o· i 
*d '"" c; 
} 
FORMEE() 
/" analyser et coder une premisse existentielle; 
*/ 
{ 
int j,Jc,l; 
int val; 
char T[MAXSIZE]; 
CONJONCTION(); 
if(c1-·c·> 
{ 
.printf(msgerreur(3] ); 
printf( "\d\n", numpremisse ); 
erreur• l; 
} 
if (erreur-o) 
{ 
for(j&O;jl-MAXSIZE;j++) 
T(j] • -o; 
while(pilel-NULL) 
{ 
k • pile->nb; 
if ( k < 0) 
k = (-k ); 
1 = k - 1; 
k = k % 4; 
k = 8-( 2 it)c); 
k = k % 8; 
1 & 1/4; 
if (pile->nb <0) 
val = l << 
else 
k; 
val = 2 < < k; 
val= -val; 
} 
ELEMENTS( T ) ; 
if (Cl•') " ) 
{ 
T[l] = T[l)&val; 
pile= pile->next; 
} 
printf(msgerreur[5] ); 
printf( "\d\n", numpremisse ); 
erreur=l; 
1 
c-lirecar(c); 
} 
EL.EMENTS(d) 
char *d; 
/* analyser et memoriser une suite a · elements; 
*/ 
{ 
int n,i,j; 
char *q; 
char nomdelt[ll]; 
j=O; 
c=lirecar(c); 
while( j=O) 
{ 
q = d; 
LECTURE( norndelt); 
n=elttransf(nomdelt); 
if (n=(-1 )) 
{ 
printf(msgerreur[7] ); 
printf("~\n", numpremisse); 
erreur•l; 
} 
if (erreur-O) 
{ 
for(i-O;il-MAXSIZE;i++) 
{ 
codePE[n] [i] • codePE[n] [i] & (•q++); 
} 
} 
codePE[n] [i] • ·\o·; 
} 
if ( c=·, · ) 
{ 
c=lirecar(c); 
if(ct=· · ) 
else 
} 
else 
j=(-1 ); 
} 
{ 
erreur= O; 
printf(msgerreur[lO] ); 
printf( "%d\n", numpremisse); 
} 
c = lirecar(c); 
elt'bransf(a) 
char •a; 
/* attribuer un numero a un element; 
1r / 
{ 
inti; 
.. 
for (i=O;((il=maxelt)&&(comparaison(&transfelt[i] [o],a)t=O));i++); 
if (i=MAXSIZE.,,24) 
else 
i=(-1); 
{ 
if ( i=maxelt) 
{ 
copie(&transfelt[i] [o],a); 
maxelt++; 
} 
} 
return(i); 
} 
suppressionmltple(c,d,e , f) 
char •c,*d,1re,*•f; 
/* supprimer les multiples a · une fnd = F+G, codee dans les 
tableaux cet d; 
G, codee dans d est deja debarassee de ses multiples; 
{ 
char --m , •p1,•p2,•q,•r,•z; 
char L[MAXSIZE + l] ,N[MAXSIZE + 1] ,PDT[MAXSIZE + l] ; 
int i; 
vhile( --m1•· \o·) 
{ 
if ( 'ltJD- ' . ) 
else 
} 
m=d ; 
while ( -itll =· \o · ) 
{ 
{ 
for(i-=O;il=MAXSIZE;i++) 
a++; 
) 
{ 
pl=m; 
for(i=O;il=MAXSIZE;i++) 
N[i] = •m++; 
N[i] = · \o · ; 
q=m; 
while (•q1= · \o · ) 
{ 
l 
p2=q; 
for ( i=O; i 1 =MAXSIZE; i++) 
{ 
L[i] = :itq++; 
PDT[i] = N[i] & L(i]; 
) 
L[i]= · \o · ; 
POT [ i] = . \ o · ; 
if ((comparaison(PDT,L))=O) 
{ 
else 
} 
for (i=O;il=M..JUCSIZE;i++) 
} 
{ 
if((comparaison(PDT,N))=O) 
{ 
for ( i=O; i 1 =MAXSIZE ; i ++ ) 
*pl++=. . 
break ; 
} 
} 
if ( •m=· · ) 
else 
{ 
for(i=O;il=MAXSIZE;i++) 
m++; 
} 
{ 
pl=m; 
for(i=O;il=MAXSIZE;i++) 
N [ i ] = •m++ ; 
N[i] = · \o · ; 
r"'-C; 
while( 1tr1•· \o·) 
{ 
p2•r; 
for (i-O;il-MAXSIZE;i++) 
{ 
L [ i ] • 1tr++; 
PDT[i] • N[i] ~ L[i]; 
) 
POT [ i ] • . \ 0 - ; 
L[i]s·\o · ; 
if (comparaison(PDT,L)--0) 
{ 
} 
} 
} 
while(( "C 1=· \o · }&&( e 1 =1tf)) 
{ 
z = e; 
if("CI•" ") 
"e++ = *C; 
c++; 
} 
while(("dl=·\o · }&&(el="f)) 
{ 
if("dl=· " ) 
*e++"" "d; 
d++; 
} 
if ( e=*f) 
{ 
else 
printf(msgerreur[S] ); 
erreur al; 
} 
) 
affichtermes(a) 
char *a; 
for (i-O;ilsMAXSIZE;i++) 
} 
{ 
if ((comparaison(PDT,N))=O) 
{ 
for(i=O;il=MAXSIZE;i++) 
itpl++ = - -
break; 
} 
} 
/*af fichera 1 · ecran une fnd codee dans le tableau a ; 
*/ 
{ 
char b,c; 
int i , j , k,l; 
1 =O ; 
vhile( •a1• · \o · ) 
{ 
) 
if (1 l•O) 
{ 
printf(" "); 
printf( "+ \n" ) ; 
} 
l • l.; 
for(i-O;il-=MAXSIZE;i++) 
) 
{ 
C • 'll'a++; 
j&O; 
while( j 1= 8) 
{ 
} 
bac » j; 
b = b & 3; 
k = 3 -(j/2) + (4•i); 
if (b=l.) 
{ 
if (ll=l.) 
printf(" , "); 
printf(transfterme[k] ); 
1=2; 
} 
if (b=2) 
{ 
j+=2; 
) 
if ( l!=l.) 
printf( " , " ) ; 
printf( "-"); 
printf(transfterme[k] ); 
l = 2; 
} 
char •rechimplicants(a,y,acons,ncons,n) 
char •a,•y,•acons,•ncons; 
int n; 
;• rechercher les implicants primitifs a · une fnd codee dans 
le tableau a 
1r/ 
{ 
char •p,•q,*r,cons[21rp1acereservee + l]; 
r • cons; 
p = r + (2•placereservee) + l.; 
while((yl=a)&&(erreur==O)) 
{ 
consensus(a,y,cons,p); 
q =acons+ n; 
suppressionmltple(cons,a,acons,&q); 
a= acons; 
y= q; 
acons= ncons; 
ncons = a; 
) 
return(a); 
J 
• 
consensus(a,y,cons,p) 
char •a,ry,•cons,•p; 
/* rechercher les consensus entre les monomes d·une fnd P+G; 
Pest coàee dans le tableau a; 
Gest coàee dans le tableau y; 
G ne contient deja que des implicants primitifs; 
*/ 
{ 
char ~. •q, •c; 
char N[MAXSIZE] ,L[MAXSIZE] ,R[MAXSIZE] ,PDT[MAXSIZE+l] ,t[MAXSIZE+l] ; 
char masque [ 4] ; 
int i,j , zero,n,k; 
for(i=O;il=4;i++) 
{ 
j = i*2; 
j - 6 -j; 
masque[i] • 3 << j; 
J 
for(i=O;il=MAXSIZE;i++) 
t[i] ""'-o; 
t[i] = · \o · ; 
c = cons; 
m = a; 
while((m I= y)&&(erreur=O)) 
{ 
for(i=O;il=MAXSIZE;i++) 
N[i] = *ln++; 
q = m; 
while((q I= y)&&(erreur-=O)) 
{ 
for(i=O;il=MAXSIZE;i++) 
{ 
L[i] = ,..q++; 
PDT(i] = N[i] & L[i]; 
} 
zero= O; 
for(i=O;((il=MAXSIZE)&&(zerol=2));i++) 
{ 
for(j=O;((jl=4)&&(zerol=2));j++) 
{ 
] 
if (zero=l) 
{ 
R[i] = PDT[i] & rnasque[j] ; 
if (R[i]=· \o · ) 
{ 
zero++; 
n=i; 
k = j; 
] 
POT [ n 1 = POT [ n] 1 masque [ k] ; 
POT[MAXSIZE] = . \o · ; 
if (comparaison(t,POT)=O) 
{ 
printf( msgerreur [ 13] ) ; 
cons= c; 
} 
} 
• - y; 
} 
for(i-O;((il-MAXSIZE)&&(consl-p));i++) 
•cons++• PDT[i]; 
if (cons-p) 
{ 
} 
erreur• l; 
printf(msgerreur[a] ); 
} 
while((-m1• · \o · )&&(erreur=aO)) 
{ 
for(i=O;ilcMAXSIZE;i++) 
N[i] • itin++; 
q • a; 
while((q I= y)&&(erreur==O)) 
} 
{ 
for(i=O;il=MAXSIZE;i++) 
{ 
L[ i] = *q++; 
PDT[i] = N[i] & L[i]; 
} 
zero .. O; 
for(icO;((il=MAXSIZE)&&(zerol•2));i++) 
{ 
for(j=O;((jl=4) && (zerol•2));j++) 
{ 
R[i] - PDT[i] & ma.sque[j]; 
if (R(i] -= · \o·) 
} 
{ 
zero++ ; 
n • i; 
k • j; 
} 
if (zero-= l.) 
} 
{ 
PDT [ n] • POT [ n] 1 masque (k] ; 
PDT[MAXSIZE] • · \o · ; 
if(comparaison(t,PDT)=O) 
{ 
printf(m.sgerreur(l3] ); 
cons• c; 
} 
for(icO;((il=MAXSIZE)&&(consl=p));i++) 
•cons++• PDT[i]; 
if (cons=i:;p) 
} 
{ 
erreur• l; 
printf(msgerreur[a] ) ; 
} 
•cons = · \o · ; 
) 
interro. c 
t include <Stdio.h> 
t define MAXFORMAT 10 
t define placereservee MAXP'O.RMAT•lOO 
FILE 1rfichier, 1rfopen( ) ; 
int erreur,c; 
char codeFE[MAXFORMAT*24] [MAXPO.RMAT+l], 
codeinitial[21rp1acereservee + 1], 
contextecrt[21rp1acereservee + l]; 
char transfterme[4*MAXPORMAT][10], 
transfelt[24*MAXF'ORMAT][l0]; 
char zone1[2•placereservee + l], 
zone2[2•placereservee + l]; 
char •codecrt, •code pet, 
•ctxtcrt, •ctxtpct; 
char quesconcl[placereservee + 1], 
queselt[placereservee + l]; 
struct nbre 
{ int nb; 
struct nbre •next;} •pile; 
struct tableau 
{struct nbre •pt; 
struct tableau •suivant} •table; · 
char 1rtnsgerreur[l3] = 
{ "ce texte n · est pas code \n", 
"MAXSIZE est different de MAXPORMAT: modifier ce dernier\n", 
"il manque un signe d · implication · -> - \n", 
"il manque un blanc apres le signe -->·\n", 
"il manque un · ? ' \n", 
"il manque un blanc apres le - ?' \n", 
"il manque un blanc apres - >·\n", 
"cet element n · existe pas\n", 
"certains termes n · existent pas\n" , 
"il manque un blanc apres · +· \n", 
"il manque un blanc apres · ,·\n", 
"pas assez de place: modifier placereservee\n", 
"il manque un - . · \n" 
) ; 
main( ) 
{ 
char titre[12],x; 
int i,j; 
erreur= l; 
while(erreur=l) 
{ 
i=O; 
printf ( "introduire le nom du texte :\n"); 
while( ( ( x=getchar( ) ) 1 =· \n · )&&( i 1 =9)) 
titre[i++] = x; 
while( xr= · \n · ) 
x=getchar( ) ; 
titre[i++] = · . · ; 
titre l i ++ ] • · o · ; 
titre[i] • ·\o·; 
if (( fichier • fopen( titre, "r" ))-NULL) 
printf(JD.Sgerreur[O] ); 
else 
erreur• O; 
l 
x • getc(fichier); 
if (xfsMAXF"ORMAT) 
afficherreur(l); 
if ( erreur z=· o) 
.. 
1 
{ 
for(i=O;il=MAXF"ORMAT*24;i++) 
for(j=O;jl=MAXFORMAT+l;j++) 
codePE[i][j] = getc(fichier); 
i=O; 
while((x=getc(fichier)}l=·\o·) 
codeinitial[i++] = x; 
codeinitial[i] = ·\o· ; 
for(i=O;il=4*MAXFORMAT;i++) 
{ 
for(j=O;jl=lO;j++) 
transfterme[i] [j] = getc(fichier); 
} 
for(i=O;il=24*MAXF'ORMAT;i++) 
{ 
for(j=O;jl=lO;j++) 
l 
fclose(fichier); 
transfelt[i] [j] = getc(fichier); 
copie(zonel,codeinitial); 
codecrt = zonel; 
codepct = zonez; 
contextecrt[o] = ·\o·; 
ctxtcrt = &contextecrt[l]; 
ctxtpct = ctxtcrt; 
putchar( 27 ) ; 
putchar( 61 ); 
putchar(32); 
putchar( 32 ) ; 
put char( 27 ) ; 
put char( 89); 
erreur= O; 
c = getchar( ) ; 
while ( c 1 = · S - ) 
{ 
analyse( ); 
erreur= O; 
c = getchar( ) ; 
} 
analyse() 
{ 
char •x,.....,,•z,res[MAXF'ORMAT + l],•q; 
int i,j,l; 
char t[MAXF'ORMAT + 1),resultat[2•placereservee + 1], 
ac[2•placereservee + l),nc[2•placereservee + 1]; 
char •r,•s,•p,y; 
switch( c) { 
case ·\n·: break; 
case 9 break; 
case · •·: { 
affichtermes(codecrt); 
break; 
l 
case . . { 
copie(zonel,codeinitial); 
codecrt = zonel; 
codepct-= zone2; 
contextecrt[o] • ·\o·; 
ctxtcrt = &contextecrt[l]; 
ctxtpct = ctxtcrt; 
break; 
} 
case < : { 
x = codecrt; 
codecrt = codepct; 
codepct = x; 
ctxtcrt = ctxtpct; 
break; 
l 
case > : { 
demelt( ); 
if ( erreur =O) 
{ 
for (i=O;il=24•MAXFORMAT;i++) 
break; 
} 
case · 7 · : { 
{ 
q = queselt; 
for (j=O;jl=MAXFORMAT;j++) 
res[j] = codePE[i][j] & •q++; 
res[j] = · \o · ; 
if(comparaison(codePE[i],res)=O) 
} 
} 
{ 
printf(transfelt[i] ); 
printf(.. "): 
} 
for (i=O;il=MAXPORMAT;i++) 
t[i] = ~o; 
t[i] = · \o · ; 
i = demtenne( ) ; 
if ( i = -1) 
afficherre-ur(7); 
if (erreur= 0) 
{ 
if ( comparaison( &codeF'E [ i] [ o], t) - o) 
afficherreur(7); 
else 
affichtermes(codeFE[i] ): 
break; 
} 
case · t · : { 
affich(contex:tecrt): 
break; 
} 
default { 
w • ctxtcrt: 
z a: ctx:tpct; 
demconclusion( ): 
if ( erreur -= l.) 
{ 
ctx:tcrt • w; 
ctx:tpct = z; 
} 
if (erreur= O) 
break; 
l 
} 
while(c I= ·\n·) 
c = getchar( ) ; 
} 
demtermes( } 
{ 
char nom [ 1.0 ] ; 
inti; 
c = getchar( ) ; 
i = -1; 
if ( C I = . . ) 
afficherreur(5); 
else 
{ 
c = getchar( ) ; 
lecture( nom); 
if ( C != ... ) 
{ 
for (i=O;il=MAXFORMAT;i++) 
t[i] ""-o; 
t[i] = ·\o· ; 
r = resultat + 2~p1acereservee +l.; 
produit(t,quesconcl,resultat,&r); 
1 = 2*placereservee + l; 
p = rechimplicants(resultat,r,ac,nc,l); 
r = resul~at + 2*placereservee + l; 
produit(p,codecrt,resultat,&r); 
Y = . \o · ; 
s = &y; 
r = codecrt + 2*placereservee + l.; 
suppressionmltple(resultat,s,codepct,&r); 
x = codepct; 
code pet = codecrt: 
codecrt = x; 
examen(codecrt); 
} 
l 
afficherreur(l2); 
else 
i • elttransf(nom); 
return(i) ; 
} 
demelt( ) 
{ 
char •r; 
int k; 
struct fonction •t, •calloc( ) ; 
c = getchar( ) ; 
if ( C 1 = . - ) 
afficherreur(6); 
if (erreur= O) 
{ 
c = getchar( ) ; 
k = l.; 
conjonction( Jc); 
if ( C I= . ?") 
afficherreur(4); 
else 
{ 
t = calloc( l ·, sizeof( struct tableau)); 
t->pt = pile; 
t->suivant = table; 
table z: t; 
r = queselt + placereservee + l.; 
coderp(queselt,&r); 
} 
l 
} 
demconclusion() 
{ 
char *r ; 
fnd( ) ; 
if ( erreur = 0) 
{ 
if ( Cl= --- ) 
afficherreur(Z); 
else 
( 
C = getchar( ) ; 
if (cl= - > - ) 
afficherreur(Z); 
} 
} 
if ( erreur = 0) 
{ 
r = quesconcl + placereservee 
coderp(quesconcl,&r); 
} 
} 
examen(a) 
char *a; 
{ 
+ l.; 
char te nnecomun [ MAXPORMAT + l ] , 
t[MAXFORMAT + l]; 
int i, j; 
for(i-O;ilsMAXPORMAT;i+-+) 
t[i]•-0; 
t[i] • ·\o· ; 
if( ira-=· \o · ) 
printf("IKPOSSIBLE DANS CE CONTEXTE\n"); 
else 
{ 
if (compa.raison(a,t)=O) 
printf("TAUTOLOGIE\n"); 
else 
} 
} 
afficherreur(i) 
inti; 
{ 
{ 
for(i=O;il=MAXPORMAT;i++) 
termecommun(i] s ira++; 
while(ira1= · \o·) 
{ 
for(i=O;il=MAXFORMAT;i++) 
termecommun(i] = termecommun[i] 1 1ra+-+ ; 
} 
termecomrnun(i] = ·\o·; 
if (comparaison(termecommun,t)=O) 
printf( "- \n"); 
} 
else 
affichtermes(tennecomrnun); 
printf(msgerreur[i] ); 
erreur= J.; 
} 
affichtermes(a) 
char ira; 
{ 
char b,c; 
int i , j , k, 1; 
l=O; 
while( ira1=· \o · ) 
{ 
if(l 1= 0) 
{ 
printf(" "); 
printf(" + "); 
} 
1 = 1.; 
f or(i=O;il=MAXPORMAT;i++) 
{ 
C = ira++ i 
j = O; 
while(j 1= 8) 
{ 
b = C >> j; 
} 
copie(sl,s2) 
char *Sl, *S2; 
{ 
} 
b • b ~ 3; 
k • 3 - (j/2) + (4*i); 
if (b-l.) 
{ 
if (ll•l.) 
pr int f ( " , " ) ; 
printf(transfterme[k] ); 
l • 2; 
} 
if (b-=-2) 
{ 
if ( ll•l.) 
printf(" , "); 
printf( "-" ); 
printf(transfterme[lt.] ); 
l = 2; 
} 
j+=2; 
} 
while(*sl++ = *S2++); 
) 
fnd( ) 
{ 
struct tableau *t,*calloc( ); 
int i,k; 
char *x; 
x = ctxtcrt; 
table= NULL; 
1c = O; 
i = O; 
while( i=O) 
{ 
conjonction(k ); 
if (erreur==O) 
{ 
•ctxtcrt++ = · \o ·; 
t=calloc(l,sizeof(struct tableau)); 
t->pt=pile; 
t->suivant=table; 
table=t; 
} 
if(c=· +·) 
{ 
c = getchar( ) ; 
if ( Cl= . • ) 
} 
afficherreur(9); 
else 
c = getchar( ) ; 
else 
i•(-1 ); 
) 
if (erreur - O) 
{ 
*ctxtcrt++ • · \o · ; 
ctxtpct • Xi 
) 
conjonction(k) 
int k; 
{ 
struct nbre *P, 1tcalloc( ); 
int i,nombre; 
i=O ; 
pile=NULL; 
while (i==O) 
) 
{ 
nombre=mot( ) ; 
if (k = 0) 
{ 
if (ctxtcrt = contextecrt + z..-placereservee) 
afficherreur{ll); 
) 
if (erreur==O) 
{ 
if (k = 0) 
*ctxtcrt++ = nombre; 
p=calloc(l,sizeof(struct nbre)); 
p->nh=nombre; 
p->next=pile; 
pile=p; 
) 
if ( c=· , · ) 
{ 
else 
c = getchar( ) ; 
if(ct=· ') 
afficherreur{lO); 
else 
c = getchar( ) ; 
) 
i=(-l ); 
} 
coderp(f , g) 
char 1tf, ... •g; 
{ 
int val; 
char T [ MAXFORMAT] ; 
int j,k , l ; 
vhile ( ( table 1 -ffl!LL )&î,(f 1 •"g)) 
{ 
for(j-O;jl-MAXFORMAT;j++) 
T[j] • -o; 
vhile(table->pt I• NULL) 
{ 
kctable->pt->nb; 
if ( k < 0) 
k •(-k }; 
l • k - l.; 
l • 1/4; 
k • k \ 4; 
k -= 8-( 2"k }; 
k = k \ 8; 
if (table->pt->nb < O) 
val = l < < k; 
else 
val a: 2 << k; 
val • -val; 
T[l]=T[l] & val; 
table->pt • table->pt->next; 
) 
for(j=O;((jl=MAXF'ORMAT)&&(fl=g(O] ));j++) 
tf++ = T [ j]; 
table= table->suivant; 
) 
if ( f=1tg) 
afficherreur(ll}; 
1tf = · \o·; 
1tg = f; 
l 
int mot(} 
{ 
i nt i; 
char nomdeterme[l.O]; 
if (c=· - · ) 
{ 
else 
c = gett-har( ) ; 
nomdeterme[O] = ·\o·; 
lecture(nomdeterme}; 
i=transf(nomdeterme); 
i = (-i }; 
if ( i=l) 
afficherreur(S); 
} 
{ 
lecture(nomdeterme); 
i=transf ( nomdeterme); 
if (i=-1) 
afficherreur(B); 
} 
return(i); 
} 
lecture( d) 
char *d; 
{ 
int e,f,g,h,i; 
i=O; 
e .. ( c=· · ); 
f = ((c>=·o· )&&(c<= · 9· )); 
g = ((C>= · A · )&&(C<= · z - )); 
h = ( ( C>=· a · )&&( C<= · z -- ) ); 
while ((e 11 f 11 g 11 h)&&(il=9)) 
{ 
d[i++] = c; 
c = getchar( ) ; 
e = ( c=· · ); 
f = ( ( C>= · o· )&&( C<=· 9·) ); 
g = ( ( C>=· A" )&&( C<=· z·) ); 
h = ( ( C>= · a· )&&( C<=· z·) ); 
l 
d[i] = ·\o·; 
if (i=9) 
{ 
while ( e 1 1 f 1 1 g 1 1 h) 
) 
transf( d) 
char *d; 
{ 
inti; 
} 
{ 
C 
e 
f 
g 
h 
} 
= 
= 
= 
= 
= 
getchar( ); 
(c=· . ); 
((C>=·o· )&&(C<=·9 · )); 
((C>=· A · )&&(C<=·z· )); 
((c>=· a· )&&(c<=·z· )); 
for(i=O;((il=MAXFORMAT*4)&&(comparaison(transfterme[i],d)l=O));i++); 
if (i= MAXFORMAT*4) 
i=(-2); 
i++; 
return(i); 
) 
simplification(k) 
char "'k; 
{ 
int i,j,s,val; 
8-0; 
for(j•O;jlcMAXPQRMAT;j++} 
{ 
i-0; 
val•l; 
while ((il-=S)&&(vall-0)} 
{ 
val• (*(k+j} >> i); 
val-= val & 3; 
i=i+2; 
} 
if (val=O) 
{ 
s=( -1); 
break; 
return(s); 
} 
comparaison(sl,s2) 
char rs1, rs2; 
{ 
for( ;*sl=,..s2;sl++,s2++} 
{ 
if ( lt'Sl= · \o · ) 
return( o ); 
} 
return(-1); 
} 
produit(a , b,c,d) 
char *a , *b,*c,*lt'd; 
{ 
int i ,j, s; 
char T[MAXF'ORMAT] , R[MAXFORMAT],*p; 
while( ( *a 1 = · \o · )&&( c 1 =*d)} 
{ 
p=b; 
for(j=O;jl=MAXFORMAT;j++} 
R[ j] = _!t'a++; 
while((*pl=·\o · )&&(Cl=*d)) 
if( C=*d) 
l. 
{ 
for(j=O;jl=MAXFORMAT;j++) 
T [ j ] = R [ j ] & ( *p++ ) ; 
s = simplification(&T[O] ); 
if(s=O} 
{ 
for(j=O;((jl=MAXF'ORMAT)&&(cl=*d));j++) 
lt'C++ = T [ j]; 
afficherreur(ll); 
te - · \o · ; 
•d • c; 
elttransf(a) 
char ta; 
{ 
inti; 
for (i=O;((il=MAXFORMATt24)&&(comparaison(transfelt[i],a)l=O));i++); 
if (i=MAXFORMAT•24) 
i={-1 ); 
return(i); 
} 
suppressionmltple(c,d,e,f) 
char tc,td,•e,ttf; 
{ 
char tm,•p1,tp2,tq,tr,tz; 
char L[MAXPORMAT + 1],N[MAXPORMAT + 1],PDT[MAXPORMAT + l]; 
inti; 
m=c; 
. 
while(•m1= · \o · ) 
{ 
if ( 1tm=· - ) 
{ 
else 
for(i=O;il=MAXFORMAT;i++) 
m++; 
} 
{ 
pl=m; 
for(i=O;il=MAXPORMAT;i++) 
N[i] = tm++; 
N[i] = ·\o·; 
q=m; 
while (tqt= · \o · ) 
{ 
p2=q; 
for (i=O;il=MAXPORMAT;i++) 
{ 
L[i] = •q++; 
PDT[i] = N[i] & L[i]; 
} 
L[i] = · \o · ; 
PDT [ i] = . \ 0 - ; 
if ((comparaison(PDT,L))=O) 
{ 
else 
for (i=O;i!=MAXFORMAT;i++) 
"'P2+-t=· . 
{ 
if((compar aison(PDT,N))=O) 
{ 
} 
} 
} 
] 
for ( i-0; i 1-MAXFORMAT; i++) 
irp1++- · .. 
break; 
l 
while (it-mt= · \o · ) 
{ 
if ( 'kln= " . ) 
else 
1 
{ 
for(i=O;i!=MAXFORMAT;i++) 
m++; 
} 
{ 
pl=m; 
for(i=O;il=MAXFORMAT;i++) 
N [ i ] = it-m++; 
N[i]=·\o · ; 
r=c; 
while( "'rt= · \o·) 
{ 
1 
pZ=r; 
for (i=O;il=MAXF'ORMAT;i++) 
{ 
L[i] = "'r++; 
PDT[i] = N[i] & L[i]; 
} 
PDT[i]=·\o · ; 
L[i]=·\o·; 
if (comparaison(PDT,L)=O) 
else 
] 
{ 
for (i=O;i!==MA.XF'ORMAT;i++) 
} 
{ 
if ((comparaison(PDT,N))=O) 
{ 
for(i=O;il=MAXFORMAT;i++) 
"'pl++ • - - ; 
break.; 
} 
} 
while((•ct= · \o · )&&(et=•f)) 
{ 
if("'Ct=· ·· ) 
c++; 
} 
z = e; 
while(( •dr= · \o · )&&(et=•f)) 
{ 
if ( •d 1 = · · ) 
•e++ = "d; 
d++; 
} 
if ( e-*f} 
afficherreur(ll); 
*e • · \o·; 
*f • z; 
char *rechimplicants(a,y,acons,ncons,n) 
char *a,•y,•acons,*ncons; 
int n; 
{ 
char *p,*q,*r,cons[2*placereservee + 1]; 
r = cons; 
p = r + (2*placereservee) + l; 
whi l e((yl=a}&&(erreur==O)} 
{ 
consensus(a,y,cons,p); 
q =acons+ n; 
suppressionmltple(cons,a,acons,&q); 
a= acons; 
y= q; 
acons= ncons; 
ncons = a; 
} 
return( a); 
} 
consensus(a,y,cons,p) 
char *a,*y,*cons,*p; 
{ 
char *m , *q , *c; 
char N[MAXPORMAT],L[MAXPORMAT],R[MAXPORMAT] , 
POT [ MAXPORMAT + l] , t [ MAXPORMAT + l] ; 
char masque [ 4]; 
int i,j,zero,n,k; 
for(i=O;il=4;i++) 
{ 
j = i*2; 
j = 6 -j; 
masque[i] = 3 << j; 
} 
for(i=O;il=MAXPORMAT;i++) 
t[i] = -o; 
t[i] = · \o · ; 
c = cons; 
m = a; 
while( ( m I= y}&&(erreur==O)) 
{ 
for(i=O;il=MAXFORMAT;i++) 
m = y; 
N[i] • -.++; 
q - ia; 
while((q I• y}&&(erreu~)) 
} 
{ 
for(i-O;il-MAXP'ORMAT;i++} 
{ 
L [ i ] • 'll'q++; 
PDT[i] K N[i] & L[i]; 
} 
zero• O; 
for(i-O;((ilcMAXFORMAT)&&(zerol•2));i++) 
{ 
for(j=O;((jl=4}&&(zerofc2));j++) 
{ 
R[i] = PDT[i] & masque[j]; 
if (R[i]= · \o · ) 
} 
} 
{ 
zero++; 
n=i; 
k = j; 
} 
if (zero=l) 
} 
{ 
POT [ n] = POT [ n] 1 masque [ k] ; 
PDT[MAXFORMAT] = ·\o·; 
if (comparaison(t,PDT)=O) 
cons= c; 
for(i=O;((il=MAXFORMAT)&&(consl=p)};i++) 
'll'Cons++ = PDT[i]; 
if (cons-p) 
afficherreur(ll); 
} 
while(('ll'ml=· \o · )&&(erreur--=O)) 
{ 
for(i=O;il=MAXFORMAT;i++) 
N [ i ] = l1111++ ; 
q = a; 
while((q l= y)&&(erreur--=O)) 
{ 
for(i=O;il=MAXFORMAT;i++) 
{ 
L[i] = 'll'q++; 
PDT[i] = N[i] & L[i]; 
} 
zero= O; 
for(i=O;((il=MAXPORMAT)&&(zerol=2));i++) 
{ 
for(j=O;((jl=4) && (zero!=2));j++) 
{ 
R[i] = PDT[i] & masque[j]; 
if (R[i] = · \o · ) 
{ 
zero++; 
n = i; 
k = j; 
} 
} 
if (zero - l) 
J 
{ 
PDT[n] • PDTln] 1 masque[lc]; 
PD'l'[MAXFORMAT] • . \o · ; 
if(comparaison(t,PDT)-0) 
cons• c; 
for(i-O;((i!=MAXFORMAT)&&(consl=p));i++) 
*cons++= PDT[i]; 
if (cons=p) 
afficherreur(ll); 
•cons =· \o · ; 
} 
affich(a) 
char •a; 
{ 
int i; 
if ( ctxtcrt = &contextecrt [ 1] ) 
printf( "contexte initial \n" ) ; 
while( a 1 = ctxtcrt - l.) 
} 
{ 
if ( •a = · \o · ) 
{ 
printf( "->"); 
a++; 
l 
while( •a I= · \o·) 
a++; 
{ 
i = *a++; 
if ( i < 0) 
{ 
printf( "-" ) ; 
i = -i; 
} 
i = i -1; 
printf(transfterme[i) ); 
printf(" "); 
J 
i f (•a I= · \o· ) 
printf( "+" ); 
} 
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