Citation analysis does not generally take the quality of citations into account: all citations are weighted equally irrespective of source. However, a scholar may be highly cited but not highly regarded: popularity and prestige are not identical measures of esteem. In this study we define popularity as the number of times an author is cited and prestige as the number of times an author is cited by highly cited papers. Information Retrieval (IR) is the test field. We compare the 40 leading researchers in terms of their popularity and prestige over time. Some authors are ranked high on prestige but not on popularity, while others are ranked high on popularity but not on prestige. We also relate measures of popularity and prestige to date of Ph.D. award, number of key publications, organizational affiliation, receipt of prizes/honors, and gender.
Introduction
In the arts, as in other spheres of creative and sporting endeavor, popularity should not be confused with prestige. Topping the bestseller lists will not greatly affect an author's chances of winning the Nobel Prize for literature, nor is a Hollywood blockbuster that breaks box office records likely to land the Palme d'Or at Cannes. Similarly, impressive auction house sale prices are no guarantee that MoMA or Tate Modern will acquire an artist's work. Popular appeal and peer esteem are not synonymous, as sociologists of culture and others have noted (e.g., English, 2005) . Things, of course, are not that different in the symbolic capital markets of academia (Bourdieu, 1988; Cronin, 1999; Cronin & Shaw, 2002 ).
Bollen, Rodriguez and Van de Sompel (2006) distinguished between scholarly popularity and prestige. They compared journal rankings resulting from a weighted PageRank metric (prestige) with those obtained using the impact factor (popularity) (see also Franceschet, 2009) . In this paper we focus primarily on authors rather than journals. The popularity of a social actor (artist, pianist, scholar) can be defined as the total number of endorsements (acclaim, applause, citation) received from all other actors and prestige as the number of endorsements coming specifically from experts (see Bollen, Rodriguez & Van de Sompel, 2006, p. 2) . Bibliometrically, popularity can be operationalized as the number of times an author is cited (endorsed) in total, and prestige as the number of times an author is cited by highly cited papers. A scholar may be popular but popularity does not necessarily equate with prestige, though on occasion there may well be a strong positive correlation between the two measures. For a thoroughgoing review of the concepts of prestige, prestige hierarchies and prestige scales, as well as related notions such as esteem, charisma, hierarchy and status, the reader is referred to Wegener (1992) .
In the vernacular, it is not how often one is cited but by whom; that is to say, a citation from a Fellow of the Royal Society would for most of us carry more weight than one from a doctoral student.
Likewise, a citation coming from an obscure paper probably would not be granted the same weight as a citation from a groundbreaking article (Bollen, Rodriguez & Van de Sompel, 2006; Maslov & Redner, 2008 ). Here we take the quality of citing articles into consideration in assessing the standing of researchers, using information retrieval as our test site.
In the present study, the popularity of a researcher is measured by the number of times he is cited by all papers in the same dataset; the prestige of a researcher by the number of times he is cited by highly cited papers in that dataset. Popularity and prestige are differentiated on the basis of the presumptive quality of citations. We show how scholars' popularity and prestige rankings change over time. We also explore the relationship between popularity and prestige and variables such as date of Ph.D. degree award, receipt of honors/prizes, number of key publications, organizational affiliation, and gender. The paper is organized as follows. Section 2 discusses related work on citation analysis and research evaluation.
Section 3 describes the methods we used to calculate popularity and prestige. Section 4 analyzes changes in scholars' popularity and prestige rankings over time. Section 5 links popularity and prestige with other variables. In Section 6 we summarize our findings and suggest possible future work.
Straightforward counting-the number of times a particular author, paper, journal, institution, country has been cited-is the most basic approach. Riikonen and Vihinen (2008) stress the importance of simple citation counting having examined the effects of assigning differential weights to citations. There are also more advanced techniques to determine a scholar's influence on a particular field or intellectual community, for example, author co-citation analysis (e.g., White & McCain, 1998) , social network analysis (Newman, 2001; , and PageRank (Ding, Yan, Frazho & Caverlee, 2009 Alzheimer's research awards. Riikonen and Vihinen (2008) examined the productivity and impact of more than 700 biomedical researchers in Finland from 1966 to 2000. Their study showed that actual publication and citation counts were better indicators of the scientific contribution of researchers, disciplines, or nations than impact factors. Cronin and Meho (2007) explored the relationship between researchers' creativity (production of key papers) and professional age in the field of information science, but they, like others, did not take into account the quality of citing articles in their analysis. Pinski and Narin (1976) proposed giving greater weight to citations coming from a prestigious journal than to citations from a peripheral one, an approach also suggested by Kochen (1974) . Habibzadeh and Yadollahie (2008) granted greater weight to citations if the citing journal had a higher impact factor than that of the cited journal and then calculated the weighted impact factor to better measure the quality of journals. Bollen, Rodriguez, and Van de Sompel (2006) proposed a weighted PageRank algorithm to obtain a metric of prestige for journals, and found significant discrepancies between PageRank and impact factor. They defined popular journals as those cited frequently by journals with little prestige, and prestigious journals as those with citations coming from highly influential journals.
Popular journals normally have a high impact factor but a low weighted PageRank, while prestigious journals have a low impact factor but a high weighted PageRank. Bollen et al. argue that the impact factor is a measure of popularity not of prestige and in so doing they have challenged the status quo (Al-Awqati, 2007) . It is also worth noting that although researchers have begun to take account of the differential coverage of databases used in large-scale citation analysis (e.g., Meho & Yang, 2007) , they continue to ignore the variable quality of citing articles. In an effort to address this deficiency we here use weighted citation counts as a means of distinguishing between scholarly popularity and prestige.
The basic units of measurement in bibliometrics are authors, papers, and journals. Straightforward citation analysis is a very convenient but also somewhat crude method: the strengths and limitations of the Journal Impact Factor, for instance, have been debated extensively and reviewed thoroughly by Bensman (2007) . Most studies do not distinguish between scholarly popularity (reflected in raw citation counts) and prestige (reflected in weighted citation counts). The difference between prestige and popularity at the journal level has been little addressed in the literature; notable exceptions are an early paper by Pinski and Narin (1976) and more recently a detailed proposal by Bollen, Rodriguez and Van de Sompel (2006) . Very few researchers have applied these kinds of approach to the author and paper levels.
Here, we describe in detail how weighted citation counting at the author level can be applied in order to differentiate between scholarly prestige and popularity.
Methods

Data collection
We chose information retrieval as our test field as both of us have some familiarity with the domain and the actors. This is an interdisciplinary field, one that brings together scholars from information science and computer science in particular. It is also a field that draws upon techniques and tools from a number of other areas. Our sample contains many individuals who are recognizably mainstream researchers in IR (e.g., Harman, Robertson, Saracevic) and others who are associated with more or less cognate fields (e.g., Chen, Kohonen, Stonebraker). 1981-1990), phase 3 (1991-2000) , and phase 4 (2001-2008) .
Measures of Popularity and Prestige
We measured the popularity of a researcher by the number of citations he received over time. For example, if researcher A was cited 50 times by papers published prior to 1980, his popularity for that period was 50. We measured a researcher's prestige by the number of citations he received from highly cited papers. For example, if researcher A received 5 citations from highly cited papers published prior to 1980, his prestige score for that period was 5 (see Figure 1 ).
Popularity of a researcher = Number of times cited by all papers Prestige of a researcher = Number of times cited by highly cited papers 
Prestige calculation
Step 1: Identify highly cited papers from the IR cited references dataset
We identified a subset of highly cited papers from the IR cited references dataset for each time period.
The subset contains roughly 20% of the total citations for each period: 2,379 highly cited papers (papers cited more than once) for 1956-1980, 4,243 (papers cited more than twice) for 1981-1990, 24,487 Step 2: Match highly cited papers against the IR paper dataset
The first author name, publication year, volume and beginning page fields were used to match the highly cited papers against the IR paper dataset. Ultimately, 85 matches were recorded for 1956-1980, 136 for 1981-1990, 478 for 1991-2000, and 875 for 2001-2008. Step 3: Collect cited references in the matched papers and store them in the core cited references datasets
We collected 1,603 cited references from the 85 highly cited papers for 1956-1980; 3,388 Step 4: Calculate the number of times each author has been cited in the core cited references datasets 
Results and discussion
Dynamics of popularity
The left side of Table 1 shows the top 40 ranked IR authors in terms of popularity for each of the four time bands. Unsurprisingly, it is hard to maintain a continuous presence in the top 40 for fifty plus years . Four were continuously present (marked in bold in Table 1 ): Salton G (1927 Salton G ( -1995 , Van Rijsbergen CJ, Robertson SE, and Jones KS (1935-2007) . Each of these authors has made fundamental contributions to the field; at the risk of over-simplifying, the SMART system, theoretical models of IR, probabilistic searching model, and inverse document frequency respectively. Moreover, three won the Gerard Salton Award, named after the doyen of the field who, coincidentally, ranked top in both prestige and popularity across all four time periods. 
JONES KS (2-3-6-10) Note: dd-dd-dd-dd: rank in phase 1-rank in phase 2 -rank in phase 3 -rank in phase 4. The authors marked in bold were continuously ranked in the top 40 for the entire period.
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Information retrieval is a dynamic field. Only four authors were ranked in the top 40 for the entire period 1956-1980 1981-1990 1991-2000 2001-2008 1956-1980 1981-1990 1991-2000 2001-2008 Phase 1 Overall, the prestige rankings were more stable than the popularity rankings. Ten authors were continuously ranked within the top 40 for prestige (see the right side of Table 1 and Yu CT (prestige rank 52, popularity rank 431). These authors attract a relatively high number of citations from highly cited papers and a relatively low number of citations from non-highly cited papers.
Conversely, some authors attract a relatively high number of citations from non-highly cited papers and a relatively small number of citations from highly cited papers. A large number of citations coming from non-highly cited papers will boost an author's popularity rank. There are several such cases for the years 2001-2008 (see Table 1 ). Note: Numbers in cells represent authors who were ranked in the top 40 for both popularity and prestige Table 3 shows the number of authors ranked within the top 40 for both popularity and prestige across the four time periods. Many leading researchers were found among the top 10 in both categories across all four time periods. However, the popularity and prestige rankings of the researchers in ranks 11-40 differ appreciably. For example, the number of authors who were ranked high on both categories and across all time periods dropped from approximately 65% in ranks 1-10 to 20% in ranks 11-20, to 5% in ranks 21-30, and to 25% in ranks 31-40.
Validity
We tested the validity of the popularity and prestige ranks by comparing them with the rankings obtained by adding the impact factors of the journals in which the citing articles were published as weights to the raw citation counts. We limited our examination to [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] , as this period contained the largest number of papers and citations. The Spearman correlation coefficient shows that prestige correlates weakly with popularity (r=0.563, p<0.01: See Table 5 ). Popularity, on the other hand, correlates strongly with impact factor (r=0.939, p<0.01: See Table 5 ), which confirms the findings of Bollen, Rodriguez and Van de Sompel (2006) , namely, that the journal impact factor measures popularity rather than prestige. It can be inferred that prestige and popularity ranks measure slightly different dimensions of peer esteem. Figure 4 shows the scatter plots of these three different rankings, which underscores the point. Table 6 . If Table 6 Figure 5. Time before/after award of Ph.D. and production of key publications
We gathered data on when authors produced their most important works (see Figure 5) . As mentioned earlier, we defined key publications as those that had been cited at least 40 times. We also determined the date when authors were awarded their doctorate (three did not have a terminal degree). Figure 5 shows that the majority of key publications were produced 10-20 years post-Ph.D., a finding that is congruent with Cronin and Meho's (2007) results. Three of these were books and all three appeared in the popularity column. A comparison of the 10 most highly cited publications for the period 2001-2008 based on popularity and prestige found that only three articles were the same (see Table 8 ). This further suggests that measures of popularity and prestige are not interchangeable. 
Summary and concluding remarks
Citation analysis is an established means of assessing the relative impact of a scholar's research. We have described here a novel approach to citation-based evaluation of individuals that factors into account the quality of the papers that cite an author's oeuvre. We measured the prestige of a scholar's work in terms of citations coming from relatively highly cited papers and popularity in terms of citations from all other papers. We used information retrieval as our test site and gathered all IR papers for the years 1956 to 2008 to create our corpus. We broke the analysis down into four time bands and calculated the top 40 authors based on popularity and prestige for each period. We also gathered biographical (e.g., gender) and professional (e.g., organizational affiliation) data on our sample. Simple citation counting has been a standard approach in first generation bibliometric research.
But authors' behaviors (e.g., citing each other or publishing together) generate various kinds of scholarly networks, for example, a paper-citation network, co-authorship network, or author co-citation network.
The topology of these social network graphs should not be ignored in assessing the impact of a scholar's research. For example, in a co-authorship network, authors with direct or indirect links to author A will transfer their weight to this author. Simple citation counting only calculates the number of nodes with direct links without considering the weights transferred by indirect nodes.
Both HITS (viewed as a precursor of PageRank) and PageRank use link analysis algorithms that take the link graph topology into consideration when rating web pages. When ranking one node in a graph, they consider the weights coming from not only directly linked nodes but also indirectly linked nodes. The basic premise is that "the creator of page p, by including a link to page q, has in some measure conferred authority on q" (Kleinberg, 1998, p. 2) . HITS takes into account both hub and authority; for example, the web page www.harvard.edu should have the highest authority for Harvard University. Hubs are those web pages linking to related authorities, such as web pages with large directories, that led users to other authorized pages, for example, www.dmoz.org (the Open Directory Project). PageRank is very similar to HITS and uses random surfer theory to predict the possibility of any given web page being visited. The PageRank formula consists of two parts: simple counting of nodes (similar to simple citation counting) and weight transfer based on graph topology. A damping factor is used in the formula to balance these two parts. By tuning the damping factor, emphasis can be placed on either of the two parts.
For example, if the damping factor is set at low, simple node counting will play a major role in determining the PageRank score, and vice versa ).
The weighted citation counting approach being proposed here demonstrates the value of adding weights to citations so that papers cited by highly cited papers receive more weight than those cited by non-highly cited papers. However, it does not consider the graph topology of citation networks. Several researchers have shown that PageRank can capture the prestige of journals (Bollen, Van de Sompel, either the author or paper level. We plan to apply the model described here to the paper level and further test the PageRank and HITS algorithms to identify novel methods for measuring popularity and prestige.
