Abstract-Estimating the noise component of a signal that consists of sinusoids plus broadband noise is a ubiquitous problem. Most methods work in the time-domain, but frequencydomain methods can be computationally more efficient and invariant to the time-domain noise distribution. We compare two prominent frequency-domain approaches, one that computes statistics over periodograms of multiple time segments, and another that computes statistics over frequency segments from a single periodogram. We explore the accuracy-resolution tradeoff for both approaches and provide comparisons of accuracy, sample and segment size dependence, frequency resolution, and computational complexity for each method.
I. INTRODUCTION
This paper compares two methods for estimating the noise spectrum of a discrete-time signal that consists of multiple sinusoids plus broadband noise. Once a noise spectrum estimate is obtained the corresponding noise autocorrelation function estimate can be obtained using the inverse discrete Fourier transform (DFT). Estimates of the noise spectrum or autocorrelation function are useful for background characterization, whitening, and the synthesis of surrogate noise-only signals.
We start by describing the assumed properties of the input time series, the known and unknown parameters of this signal, the precise function we want to estimate, and the criterion used to quantify the accuracy of an estimate. We assume that the input time series is pseudo-stationary with a stationary period of approximately D seconds, and that any D second snap-shot can be modeled as a finite number of sinusoids with fixed frequencies, amplitudes and phases, plus stationary, ergodic, broadband noise of the form n = h * w where h is the impulse response of a linear time-invariant (LTI) filter and w is white noise with variance σ 2 . This input time series is sampled at uniformly spaced time intervals of length T seconds to produce a finite length sequence
where KT = D. This sequence is the input to the noise estimation algorithms. Nearly all of the parameters of this signal are unknown: the number of sinusoids Q, their frequencies, amplitudes, and phases {ω i , s i , φ i }, the LTI filter h, the variance σ 2 , and the probability distribution of w. The only known parameter is the noise mean, which we assume to be zero.
Our goal is to estimate the amplitude spectrum of the noise
where H is the frequency response of the LTI filter h. The performance criterion used to quantify the accuracy of an estimateN (ω) is the average absolute difference
(1) where the approximation on the right hand side is used in our experiments with {ω i } equal to the DFT frequencies and M equal to the number of DFT bins.
We compare two approaches for estimating the noise spectrum: one computes statistics over periodograms of multiple time segments, and the other computes statistics over frequency segments from a single periodogram. Recent versions of both approaches can be found in the literature, e.g. [1] describes a time-segment approach and [2] describes a frequencysegment approach. However the frequency-segment method in [2] assumes the sinusoidal frequencies are known, and a considerable extension is required when this is not true. Therefore, we first develop this extension, and then provide a comparison of the two approaches based on their accuracy, sample and segment size dependence, frequency resolution, and computational complexity.
Both approaches are based on the amplitude-periodogram
and both exploit the fact that the probability distribution of these amplitudes is (approximately) known regardless of the probability distribution of the time-domain noise source. Indeed, if ω i is a frequency with sinusoidal amplitude s i and noise amplitude σ i = N (ω i ) then the distribution of
This result holds for any distribution w that satisfies a mild regularity condition, and is otherwise independent of the specific distribution. If ω i is a noise-only frequency, i.e. s i = 0, then the distribution simplifies to Rayleigh
where the noise amplitude σ i corresponds to the mode of the distribution. Our goal is to estimate the noise amplitude σ i at each frequency ω i . If we can acquire multiple (independent) samples of the amplitudes A i then, since the density is known and parameterized directly by the noise amplitude σ i , there are a variety of statistical methods available for estimating σ i . Two of the most common statistical methods are moments-based and maximum-likelihood (ML). We restrict to ML methods, since they tend to be more accurate in this problem domain [4] . The time-segment and frequency-segment methods that we compare take different approaches to generating multiple samples for the statistical estimate.
The strength and concentration of sinusoids plays a key role in establishing performance limits. We characterize the strength of a K-length sinusoid with amplitude s i and frequency ω i by the sinusoid-to-noise ratio
which is equal to the ratio of the sinusoid-only amplitudeperiodogram value to the noise amplitude value at ω i . We define the composite SNR for a K-length input sequence to be the average sinusoid-to-noise ratio over all Q frequencies,
Then we define the sequence-SNR to be the composite SNR for the entire K-length input sequence and the segment-SNR to be the composite SNR for the shorter K t -length segments used by the time-segment method. To characterize the concentration of sinusoids we define the sinusoid-to-bins ratio SBR = 2QT /D which is equal to the total number of sinusoids divided by the total number of DFT frequency bins for a D-second sequence. For example a 1 second time series with Q = 100 sinusoids that is sampled at 20k samples per second will have a sinusoid-to-bins ratio of SBR = 0.01, which means that the concentration of sinusoids will be 1 out of every 1/R = 100 DFT frequency bins (on average).
II. TIME SEGMENT METHOD
The time-segment method partitions the original time series into N t shorter length time segments, computes a periodogram for each segment, and then uses the N t periodogram values to estimate the noise spectrum at each frequency. This is very similar to the algorithm employed by conventional nonparametric spectral estimation methods such as the Welch method, except that the averaging in the last step of these methods is replaced by ML parameter estimation. The time-segment method is illustrated in Figure 1 . This method assumes that the periodogram amplitudes follow a Rice distribution, and it uses a ML method to estimate the noise parameter σ. The ML method also estimates the signal parameter s, but this value is not used here. ML estimates of σ have considerable bias at low signal-to-noise ratios [1] , and computation of the ML estimate is complicated by the fact that the Rice likelihood function has multiple optima [4] . The statistical accuracy of the estimate can be improved by increasing the number of independent time segments N t , but this gives shorter time segments and therefore larger frequency bins (i.e. lower frequency resolution) in the periodograms. Decreasing the time segment length also decreases the segment-SNR and weakens the support for the Rice distribution assumption. Thus N t is chosen to balance the trade-offs between these factors. 
III. FREQUENCY SEGMENT METHOD
The frequency-segment method is motivated as follows. Assume for the moment that x(k) is an infinite length sequence (we will relax this condition shortly). Then the following observations hold for any sufficiently small frequency interval
• Since the number of frequencies in The observations above suggest that we can estimate the noise amplitude σ over a small window [f a , f b ] by fitting a truncated Rayleigh distribution to the smallest amplitude values in the window. Now consider the case where x(k) has finite length. We argue that the above observations remain approximately true. The main difference is that each sinusoidal component of x(k) will contribute non-zero values to nearly all frequency locations (rather than just one) because of spectral leakage. But if x(k) has sufficiently long duration, or the sinusoid-to-noise ratios are sufficiently small, then most of these contributions will be extremely small and most of the amplitudes in [f a , f b ] will continue to be noise-dominant (if not noise-only). Thus, for sufficiently long time series, or low SNR environments, the approach of fitting a truncated Rayleigh distribution to the smallest amplitude values appears to be viable. Indeed, it appears that this approach may perform well in situations where the time-segment approach performs poorly.
To produce an estimate of σ for all frequencies from 0 to Nyquist we use the following algorithm. This frequency-segment algorithm is illustrated in Figure 1 . The last step uses a ML method developed specifically for the truncated Rayleigh distribution
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A critical component of this algorithm is the choice of truncation value A t which determines how many of the smallest values are included in the ML estimation procedure. In a separate study which examines the accuracy of truncated Rayleigh ML estimates for modest numbers of samples (e.g. hundreds of samples) we have determined that estimates of σ are unreliable when A t < σ. On the other hand, increasing A t beyond σ increases the number of signal+noise amplitudes included when this algorithm is applied to actual periodogram data, and thus increases the bias of the σ estimate. A good compromise between these two concerns is achieved by choosing A t so that the corresponding truncated Rayleigh distribution has a skewness of 0. To approximate this choice in practice we note that as A t is increased from the smallest amplitude value towards the largest the skewness of the smallest-value subset will (approximately) increase monotonically from a negative value to a positive value. Thus we choose A t by first sorting the amplitude values and then computing the skewness of increasing sized small-value subsets until we find the first one with skewness ≥ 0. The statistical accuracy of the frequency-segment estimates can be improved by increasing the frequency window length W f , but this reduces the frequency resolution of the method. Thus W f is chosen to balance the trade-off between these factors. We note that unlike the choice of N t for the timesegment method, the choice of W f for the frequency-segment method does not reduce the segment-SNR or weaken support for the Rayleigh distribution assumption. Thus the frequencysegment method may be more robust to this parameter choice.
Both the time-segment and frequency-segment approaches produce noise spectrum estimates that have a considerably lower frequency resolution than the 1/D resolution offered by the original time series. This is a by-product of the mechanism used to generate multiple samples for the statistical estimation procedures, and is generally acceptable because the spectrum of broadband noise is expected to be smooth and to vary slowly with frequency. Specifically the frequency resolution is reduced by approximately N t in the time-segment approach and W f in the frequency-segment approach. Thus, we can calibrate the two methods in our comparisons by choosing N t ≈ W f . Also, that fact that N t and W f correspond to the number of samples used in the respective ML estimation procedures suggests that the method that can produce reliable estimates with the fewest number of samples will have the highest frequency resolution. Thus, our first comparison in the next section explores the sample size dependence of the ML-Rice and ML-TRayleigh estimators.
IV. COMPARISONS
We explore the sample size dependence of the ML-Rice and ML-TRayleigh estimators using somewhat idealistic data, and then we explore the performance of the complete timesegment and frequency-segment methods using more realistic time series data.
To explore the sample size dependence of the ML-Rice estimator we generate samples from a Rice distribution with parameters (s, σ) and use the ML-Rice method to estimate σ. We then compute the absolute error |σ − σ| averaged over 100 independent trials. Figure 3 shows the average absolute error as a function of the number of samples and the "signal-tonoise" ratio SN R Rice = s/σ.
For the ML-TRayleigh estimator we generate samples from a collection of Rice distributions, one for each frequency bin, by synthesizing (complex-valued) DFT values of multiple sinusoids plus noise, and then computing the amplitudes of these values. The DFT values are synthesized with a sinusoidto-bins ratio of SBR = 0.05, i.e. the number of sinusoids within the hypothetical frequency window is equal to SBR * n where n is the total number of samples (frequency bins). The multiple sinusoids are positioned at uniformly spaced frequencies within the hypothetical frequency window and are all assigned the same amplitude s. The ML-TRayleigh estimator examines these n samples, computes a truncation value A t (as described above), and then uses the values ≤ A t to estimate σ. Figure 3 shows the average absolute error as a function of the number of samples and the "signal-to-noise" ratio SN R T Rayleigh = s/σ. We infer the following properties from the results in Figure  3 . First, the ML-TRayleigh estimator is superior at low SNR, confirming a prediction made earlier. Second, the error of both methods decreases monotonically toward zero as the number of samples increases, i.e. both estimators appear to be consistent (in the formal statistical sense). Third, the ML-Rice estimator is generally superior to ML-TRayleigh for small samples sizes (except at low SNR). We attribute this to the fact that the fitting procedure for ML-TRayleigh uses only a subset of samples, thereby making the effective number of samples smaller for this method. Finally, when the number of samples is greater than approximately 200 the superiority of one method over the other is negligible. Thus we choose N t = W f = 200 in the comparisons below.
We now explore the performance of the complete timesegment and frequency-segment methods. To this end we apply these methods to synthesized time-series data where the true noise spectrum is known so that the estimates can be compared to ground truth. The synthesized sequences are of length K = 200, 000 samples so that the number of (positive frequency) DFT bins is 100,000. We investigate sinusoid-to-bins ratios of SBR = 0.00166 and SBR = 0.0166 by synthesizing time series with 166 and 1666 sinusoids respectively. Half of the sinusoids are placed at random frequencies and half at harmonics of a single fundamental frequency, and both are uniformly distributed across the full frequency range from 0 to Nyquist. We choose the sinusoidal amplitudes so that the sinusoid-to-noise ratio is the same for each sinusoid. Then we explore sequence-SNRs of 1, 10, and 100. The true noise spectrum along with the amplitude-periodogram for a time series with 166 sinusoids is shown in Figure 4 . In the time-segment and frequency-segment methods we use window lengths of N t = W f = 200 (as stated above). Furthermore, in the time-segment method we overlap these windows by 90% so that K t = 20, 000 and the number of (positive frequency) DFT bins is 10,000 for each segment. This gives segment-SNRs of 0.1, 1, and 10. In the frequencysegment method we overlap the windows by 95% so that the two methods produce the sample total number of frequency estimates. Figure 5 shows the result of applying these two methods to time series with 166 sinusoids and sequence-SNRs of 1, 10, and 100. The two methods give very similar performance for the first two cases, but the frequency-segment (ML-TRayleigh) method is quantitatively superior due to the aforementioned bias of the ML-Rice estimator at low SNR (this is hard to see in the plots). The performance of both methods is significantly worse in the third case where the SNR is highest. In particular the time-segment (ML-Rice) method performs much worse than the frequency-segment (ML-TRayleigh) method across large portions of the spectrum. This result is somewhat unexpected, and can be traced to the fact that periodogram amplitudes of different time segments are not well approximated by a Rice distribution, i.e. the 20,000 samples in these segments are not sufficiently large to justify use of the asymptotic distribution. The problem stems primarily from the deterministic component, i.e. the sinusoids, and is worse when their number is increased (as seen in Figure 6 ). The deviance from the expected Rice distribution is illustrated in Figure 7 where we show the histogram of periodogram amplitudes at four adjacent frequencies (near the center of the spectrum). The varying degrees of sinusoidal leakage into these frequency bins contributes large shifts in their histograms, and so their means are quite different even though their amplitude values have been collected from adjacent frequencies. More importantly, the width of these histograms is much larger than the standard deviation of the noise at these frequencies (σ true = 0.037) and therefore the noise estimates derived from this data are biased high. Finally we note that the frequency-segment (ML-TRayleigh) method also produces estimates that are biased high for high SNRs and/or large numbers of sinusoids. This is due to the severe leakage that inflates the periodogram amplitude values well above the true noise spectrum value in these cases. Noise spectrum estimates for the time-segment (ML-Rice) and frequency-segment (ML-TRayleigh) methods applied to data with 166 sinusoids and sequence-SNRs of 1 (top), 10 (middle), and 100 (bottom). The bottom table summarizes the performance criterion (defined in Equation (1)) for these methods.
In summary, both methods produce biased estimates when there is a high concentration of sinusoids with moderate to high SNR. In situations where the bias is small however the frequency-segment (ML-TRayleigh) method appears to produce more accurate estimates.
We finish with a comparison of the computational requirements of the two methods. For this analysis we assume that W f ≈ K/K t so that both methods produce the same number of noise spectrum estimates. We also assume that the ML algorithms are implemented using quasi-Newton algorithms that use (approximately) a constant number of steps to produce an estimate of σ. Under these assumptions the run-time of the Noise spectrum estimates for the time-segment (ML-Rice) and frequency-segment (ML-TRayleigh) methods applied to data with 1666 sinusoids and sequence-SNRs of 1 (top), 10 (middle), and 100 (bottom). The bottom table summarizes the performance criterion (defined in Equation (1)) for these methods. Thus the time-segment (ML-Rice) method is a little faster, but both are practical.
