ABSTRACT Performance measures of classification algorithms play a crucial role in the evaluation of the learned models. Nevertheless, the vast majority of such measures are based on the same notion of classification performance, i.e., the ability of the classifier to recognize data samples from predefined training and testing sets. In this paper, we aim at introducing a new framework of evaluation of the classification process based not only on the aforementioned ability (''Talent'' of the classifier) but also on randomness (''Luck'') that would affect its performance. Based on the studies with socio-economic contexts where ''Luck'' has been shown to play a crucial role in success and failure, we define a new measure to quantify the Talent versus Luck (TvL) tradeoff within a classification framework and prove its relationship with the generalization error. The proposed measure is validated via convolutional neural networks both with and without dropout layer, in order to highlight the relation of the measure to the generalization aspect, using the MNIST dataset. The experimental results confirm the fundamental role of TvL tradeoff in the evaluation of classifiers and in selecting the most ''successful'' ones suggesting the TvL measure as a new, useful tool in the arsenal of evaluation of the classification process.
I. INTRODUCTION
CHANCE events frequently play crucial role on fundamental issues that determine one's life path. Despite the fact that 'Talent' sets the foundations of one's success, 'Luck' aspects often trigger the key events that determine the balance between success and failure. The aforementioned tradeoff between 'Talent' and 'Luck' has been extensively studied in many fields, such as business, sports, arts and science [1] - [5] . Albeit extensively studied on empirical level, the Talent vs. Luck (TvL) tradeoff on failure and success was only recently investigated on a computational level using an agent-based statistical approach [6] .
The model, proposed in [6] , has shown that despite adopting the assumption that the 'Talent' distribution exhibits approximately a Gaussian structure among the population [6] , the simulation outcome after a 40-year career evolution leads to a wealth distribution that follows a powerlaw, as was already argued in many socio-economic studies [7] , [8] . In essence, it is confirmed that in spite of someone's expectation that most talented people are more likely to achieve success (e.g., become rich) throughout lifetime, ordinary people, i.e., people with average level of talent, are, counterintuitively, more probable to reach such a success. The agent-based approach adopted in the aforementioned model paves the way for its expansion on other fields where 'Talent' and 'Luck' comprise crucial factors of the agents' success and failure and, very often, the outcome challenges the common sense rule of meritocracy.
Towards such an endeavor, in this work, we expand the TvL model [6] to investigate the tradeoff of 'Talent' and 'Luck' in machine learning and, in particular, in the evaluation of a classification task.
One of the most challenging problems of designing a classification framework for a specific task is to evaluate its performance [9] - [13] . The standard approach for developing and evaluating a classification framework begins by considering a training and a testing set where classifier parameters are adjusted using the training set whereas the testing set is exploited for evaluation purposes. Various measures have been proposed for the evaluation of the classification process, the vast majority of which are based on the confusion matrix and the capacity of a classifier to successfully recognize a specific sample from the testing set [14] .
Nevertheless, samples of both training and testing sets are drawn from some underlying and, most likely, unknown probability distribution. Thus, assuming that a classifier is an agent with a certain task to succeed in, the current evaluation settings exploit only its ability to recognize samples drawn from a prespecified sample without considering the factor of randomness inhibited in the process of defining the training and testing sets. In essence, what is strictly taken into account during the evaluation of the classification process is the 'Talent' of the classifier to recognize samples from a prespecified pool of samples, totally excluding the 'Luck' aspect inherent in the architecture of the commonly adopted classification frameworks.
In accordance with the studies in socio-economic environments and the TvL model developed in [6] , most 'talented' classifiers/agents, e.g., the ones that achieve high classification accuracy rates in prespecified training datasets, could be severely challenged by 'Luck' in terms of their generalization ability to unknown data, a phenomenon widely known as overfitting [15] , [16] . In addition, according to the TvL model, it could be also suggested that moderately 'talented' classifiers are likely to perform better with unknown data, i.e., be more 'successful' in the long term.
Despite the fact that several techniques have been proposed for more efficient and cross-validated training of a classifier [17] - [20] , there is not a tangible measure for the evaluation of the TvL tradeoff aspect, i.e., the generalization ability of the classifier. Here, by exploiting the TvL model [6] , we aim at enhancing the arsenal of evaluation tools of a classifier/agent with the introduction of a novel TvL-based measure of evaluation that would express the 'Talent vs. Luck' tradeoff of success during a classification process. Thus, in this work we present a new tool for classification evaluation and showcase its relation to the generalization capacity of a classifier and compare it with the accuracy measure.
More particularly, in Section 2 we briefly describe, for the sake of completeness, the TvL model developed in [6] . Subsequently, we extend the applicability of the TvL model on a classification framework and introduce the TvL measure for classification process evaluation. Moreover, we show the relation between the TvL measure and the generalization error of a classifier. In Section 4, we describe the architecture of a shallow convolutional neural network (CNN) [21] , [22] that we use to experimentally validate the contribution of the introduced TvL measure. We use a common CNN and a CNN with the dropout layer-strategy [23] to showcase the link between the TvL measure and the generalization ability of the classifiers. For the experimental validation, the MNIST dataset is utilized [24] . In section 5 we present the results of the experiments and comment on the main contributions of the new measure. Finally, Section 6 concludes the paper.
II. THE TALENT VS. LUCK MODEL
The Talent vs. Luck (TvL) model was introduced in [6] for the simulation of a multiyear career of agents with predefined talent distribution. In spite of its simplicity, the TvL model proved what was already observed in many socio-economic environments, i.e., even if talent is important to be successful in life, almost never the most talented people reach the highest peaks of success but, counterintuitively, they are overtaken by moderately talented, more lucky individuals [6] .
The model simulates the careers, in terms of capital accumulation, of K individuals/agents. Each agent has prespecified talent level T k , k= 1, . . . ,K drawn from a normal distribution in the interval [0, 1] and an initial capital C k = C (0) , ∀k= 1, . . . ,K . A predefined number of events, N E ≈ K /2, some of them lucky and the rest unlucky, is uniformly distributed in a square 'world' where the agents are also allocated. The events move randomly within the square 'world' whereas the agents hold a stable position. Each intercept between an agent and an event results in changing the agent's capital accordingly.
In particular, in each simulation of the model, whenever a lucky event intercepts with an agent A k ,k= 1, . . . ,K , at a given time step t, the agent doubles its capital, i.e., C k (t) = 2C k (t−1), if and only if (a.k.a. iff) the talent level of the agent is larger than a random number within the interval [0, 1], i.e., iff T k > rand[0, 1] (we will refer to this rule as 'Talent Adequacy', i.e., the agent has the adequate talent to grab the lucky opportunity for capital increase). On the other hand, if an unlucky event intercepts with an agent A k , its capital is halved instantly, i.e., C k (t) = C k (t−1)/2.
A more detailed description of the TvL model and the elaborate analysis of the simulations' outcome are presented in the original work [6] . In the following section we exploit the TvL model in order to define, with appropriate alterations, a novel TvL measure for the evaluation of a classification process.
III. THE TALENT VS. LUCK (TvL) MEASURE FOR CLASSIFIER EVALUATION A. MEASURE DEFINITION AND ESTIMATION
In order to exploit the TvL model [6] and formulate a new TvL-based measure for classifier evaluation a number of notions introduced in the original model have to be extended to a classification-oriented framework (the term 'measure' will be used throughout the text to refer to the proposed approach and the term 'model' will be used to refer to the work in [6] ).
1) AGENT
In line with this extension, as an agent, A k , we consider a machine with the task to map a given sample (input) drawn from a certain distribution to a label that characterizes the sample's class (output). Specifically, given a sample-label (label of the class it belongs to) pair (x,y), the agent is a function f (x, a) that outputs the label y [25] , i.e., x −→ y (estimated label) or x −→f (x, a), where a is the parameter set of the function f (.). In essence, f (.) is a classifier/agent.
2) EVENTS
Secondly, events, in the TvL model are translated as samples, x (inputs for the classifier), in the formulation of the TvL measure, where lucky and unlucky events correspond to correctly (y = y ) and incorrectly (y = y ) classified samples, respectively.
3) TALENT
Thirdly, the notion of 'Talent' in the TvL model is substituted in the TvL measure framework by the accuracy of the classifier/agent over the training set. Thus, for a specific training set, S t with cardinality m t , the accuracy of the agent, A k on the S t , i.e., R S t k , is considered as the 'talent' of the agent, i.e., T k = R S t k .
4) CAREER
Finally, the notion of time in the TvL model, as expressed by the career evolution, is transferred in the TvL measure framework as the evaluation of the classifier/agent on a sequence of testing subsets S l ∈ S, l= 1, . . . ,L; each subset has cardinality m and S is a superset that contains all subsets S l . It can be considered as different batches of data arriving for classification, i.e., batches of 'events' intercepting with an agent.
5) TvL ESTIMATION
According to the TvL model, simulations run with a time step of six months [6] . In accordance with this, the TvL measure is estimated using batches of data. The parallelism between the two cases is conceptualized by the fact that the lucky or unlucky events that happen within a six-month period (event batch) resemble the samples that are delivered to a classifier/agent as a data batch. Next time step within the TvL model framework resembles the next data batch within the TvL measure formulation.
Moreover, as the intercept of an event with an agent results in doubling or halving the capital of the agent, a similar change should occur during the application of a classifier/agent on a random data sample. In order to result in a measure with tangible interpretation in terms of a classification task (see section III.B) we slightly alter the procedure described in section II. In particular, when a sample, x ∈ S l ⊆ S, is correctly classified (intercept of the classifier/agent with a lucky event) the value of a counter, c (instead of the notion of capital), increases iff the sample belongs to a batch subset S l for which R S l k ≥ T k , i.e., the classification accuracy of the classifier/agent A k over the S l set is larger than (or equal to) the 'Talent' of the classifier (its accuracy over the training set). This is the 'Talent Adequacy' rule for the TvL measure and resembles the corresponding rule used to increase the capital of an agent in the TvL model, where the talent of the agent should be larger than a random number (see section II). In the TvL measure framework, the random number is substituted by the accuracy of the classifier/agent over a random subset S l and the 'Talent' of the classifier/agent (accuracy over the training set) should be lower than (reversed inequality) or equal to the accuracy over a random subset. Finally, in case of a misclassified sample (intercept with an unlucky event) the value of the counter remains the same. This was also adopted for tangible interpretation of the TvL measure, i.e., to be interpreted as a probability measure (see subsequent section III.B).
The final TvL measure is defined as the value of the counter c over the total number of the samples, i.e., all instances x ∈ S. The pseudocode for estimating the TvL measure, C m (a) (m accounts for cardinality of subsets S l ∈ S and a is the parameter set of the classifier/agent), is summarized in Algorithm 1.
Algorithm 1 TvL Measure Estimation
. . , L with cardinality m, and labels y Output: The TvL measure C m (a) 1:
Initialize: c = 0 2:
c ←− Number of x in S for which y = y and
B. TvL MEASURE AND GENERALIZATION ERROR
After the algorithmic definition and estimation of the TvL measure, this section elaborates on theoretical issues and the relation of the TvL measure with the generalization error.
As previously described, a classifier is considered as a function/agent, f (x, a), performing the mapping x −→ y where (x, y) is the pair of the feature vector and the corresponding label drawn from an underlying probability distribution P(x, y) (unknown in most classification tasks); a is the set of the classifier's parameters. The expected error (or actual risk), Q(a), of a trained classifier with fixed a is defined as [11] , [25] :
Most of the times it is possible to estimate only the empirical risk Q emp (a) of the mapping, i.e.,:
where y i is the label of a sample x i from the training set and f (x i , a) is the estimated label, i.e., y i = f (x i , a). The empirical risk is estimated over the training set S t with m t samples. An indicative trend of the generalization error of a classifier/agent A k ≡ f (x, a) can be estimated using the actual and VOLUME 7, 2019 empirical risks by [11] :
where E[.] is the expectation function and E[R
] is the expectation of accuracy across all data drawn from the distribution P(x, y). According to the Law of Large Numbers which implies that the mean of a large sample is close to the mean of the distribution [26] , E[R P(x,y) k ] is assumed here to be approximately equal with the accuracy estimated over a large test set , i.e., E R
By definition, the TvL measure represents: the approximate probability of a classifier/agent, A k , to 'intercept' with a sample that is correctly classified (y = y) and belongs to a subset S l (with cardinality m ) for which R S l k ≥ T k = R S t k . Thus, the TvL measure, C m (a) (see Algorithm 1) can be expressed as:
where P [.] represents the probability of the event described in the brackets. The fact that a subset, S l , exhibits larger classification accuracy than the training set, i.e., R S l k ≥ T k , can be assumed to be independent of the expectation of accuracy across all data drawn from the distribution P(x, y), i.e., E R P(x,y) k , as each subset S l is randomly extracted from the initial distribution. Thus, we can approximate the TvL measure as:
where p m (a) is the probability of finding a random subset S l drawn from distribution P (x, y) with cardinality m that satisfies the rule R S l k ≥ T k . If L is large enough, p m (a) can be approximated over the test set by:
where [.] is the Iverson bracket. Thus, the estimation of p m (a) by equation (6) can also lead to the estimation of the TvL measure if accuracy over the test set, R k , is known (see also Algorithm 1).
From (5) it is obvious that the ratio C m (a)/p m (a) equals the accuracy of the classifier/agent (with fixed a) over the test set, irrespectively of the values of m. Thus, using (4) and (5) we can conclude with an estimation of the generalization error based on the values of C m (a) and p m (a):
Hence, C m (a) can be used to evaluate different classifiers/agents using various values for m. More particularly, even if two different classifiers would exhibit equal accuracy over a test set, the TvL measure C m (a) could differ. Intuitively explained, for large C m (a) values it is highly probable that the classifier will correctly classify a sample of a streamed data batch with cardinality m, for which the classification accuracy is higher than the accuracy of the classifier on the training set; thus, low generalization error in long term. This is also demonstrated by the fact that large C m (a) values guarantee large accuracy values over the test set (from (5): C m (a) /p m (a) = R k ≤ 1) and thus low generalization error. On the contrary, as previously noted, large accuracy does not guarantee large C m (a).
Probability p m (a) could also be a valuable measure as it changes proportionally to C m (a), i.e., high C m (a) is equivalent to high p m (a) and vice versa, as their ratio equals the accuracy over the testing set. C m (a) is adopted here as the TvL measure, as it provides information (probability) for a single sample instead of a set.
Moreover, from (5) and (6) we can estimate the boundaries of the TvL measure for the limit values of the m parameter. Thus, for low m values:
assuming very large L values. Thus, while the cardinality of a subset tends to 1, the probability of a subset to lead to greater or equal accuracy than the training set tends to the value of the accuracy of the classifier over the test set.
Furthermore, for high m values:
as, while the cardinality of the subsets increases, it is improbable to find a subset that will result in higher accuracy than the training set (in common case classification tasks) and, thus, while m → ∞ then p m (a) = P(R S l k ≥ T k ) → 0. This also explains the reverse inequality for the 'Talent Adequacy' rule for the TvL measure as, especially for large m values, all subsets S l will result in R S l k ≤ T k . In sum the TvL measure, C m (a) is bounded by:
with respect to the values of m.
IV. EXPERIMENTAL VALIDATION SETUP
For the experimental evaluation of the proposed TvL measure the MNIST dataset was used along with two classifiers/agents, A k , k = 1, 2, i.e., a CNN (A 1 ) and a CNN with a dropout layer (A 2 , CNN drop). The following subsections describe the dataset, the classifiers' properties and the corresponding implementation issues.
A. MNIST DATASET
We evaluated the TvL measure over the MNIST dataset of handwritten digits [24] . The MNIST dataset, was utilized in this work due to its popularity in the machine learning community. It is an extensively used dataset and it satisfies the purpose of the present work, i.e., to showcase in a large scale dataset and through a multifaceted classification framework, the performance of the TvL measure in comparison with generalization error and accuracy.
The dataset consists of 28 × 28 images of handwritten digits from 0 to 9 (ten classes) with separate training (S t , 60000 samples) and testing ( , 10000 samples) sets. Except for using the whole training set for the training of the classifiers A 1 and A 2 we also utilized training sets of different sample numbers (see section V) to investigate the TvL measure's performance for different sizes of training sets, both for balanced and unbalanced classes. Finally, the test set was used to define the S superset for different values of m.
B. CONVOLUTIONAL NEURAL NETWORKS
In this work we used two simple architectures for CNNs to demonstrate the performance of the TvL measure in a classification task. The first architecture for the CNN agent A 1 consists of the following five layers:
1. The fully connected layer is fed to a softmax classifier [16] . For training, the Stochastic Gradient Descent with Momentum method [27] , [28] is adopted with batch size of 128 samples and constant learning rate of 1e −4 .
For the A 2 CNN classifier/agent we used the same training approach and the same 5-layer architecture with the slight difference of adding one more ''layer'' between the pooling layer and the fully connected layer, i.e., a dropout ''layer'' [23] between layers 4 and 5 with dropout probability of 0.4. For both agents the maximum number of epochs during training was used as the variable a (classifier/agent's parameter set) for TvL measure estimation.
V. EXPERIMENTAL RESULTS
We show the results of the proposed evaluation measure on the MNIST dataset using the two classifier/agents, A 1 and A 2 .
Firstly, we estimated the TvL measure for various values of m t , m, and a. Fig. 1 shows the results for m t = 1000, 5000, 10000, 30000 (m t /10 samples per class, balanced training), m= 1, 10, 50, 100, 300, 500, 1000, 5000 and a= 5, 10, 15, 20, 25, 30 for both CNN and CNN drop agents. For the construction of the S superset, each subset S l , l= 1, . . . ,L= 100 with cardinality m, was chosen randomly from without taking into account its class label (a sample x may belong to multiple subsets). Each classification task with certain triplet (m t ,m, a) values was iterated ten times. In each iteration a randomly chosen, balanced training set with cardinality m t was used. The mean and standard deviation values of TvL across all iterations are shown in Fig. 1 .
Figs. 1a to 1d show that the TvL measure decreases while m −→ ∞ as was described in section III.B. Nevertheless, for lower a and higher m t values, TvL measure reaches 0 for higher m values. In essence, for lower a, i.e., fewer number of epochs during training, the trained agent results in lower accuracy levels over the training set (less 'Talent'). In sum, Fig. 1 shows that agents with low or moderate levels of 'Talent' lead to higher TvL values in comparison with the most 'Talented' ones; a fact also evaluated and confirmed in the original TvL model [6] .
Moreover, while the cardinality of the training set increases (Figs 1a to 1d ) it is expected that the underlying distribution of the samples is better represented on the trained agents resulting in greater generalization ability. This is reflected to higher TvL values even for high m. In addition, in the majority of the cases in Fig. 1 , the TvL measure for the CNN drop agent is higher than or equal to the respective measure of the simple CNN agent. Based on the fact that the dropout strategy [23] was originally designed for better generalization, we indeed expected that the CNN drop agent will outperform the simple CNN one in terms of the TvL evaluation measure. Thus, the generalization capabilities is shown to be reflected on the TvL measure. Fig. 2 presents the TvL measure results in accordance with the Fig. 1 perspective, for m t = 60000, i.e., using the whole training set provided in the MNIST dataset. Again the CNN drop agent outperforms the simple CNN and the TvL measure exhibits strong dependence on the values of the m and a parameters as already described. In order to better illustrate how two different agents compare in terms of the TvL measure we present in Fig. 3 the accuracies over both the training, R S t k , k = 1, 2, and the test set R k , k = 1, 2 of the two agents A k , k = 1 (for CNN) and k = 2 (for CNN drop). Moreover, we present the results for the generalization error estimated by (4) and the TvL measure for constant m = 100.
Figs. 3a to 3d show again that, especially for low m t values, the TvL measure is inversely proportional to the 'Talent' of the agent (accuracy over the training set, dashed lines). Moreover, for low m t values the generalization ability of the agent could also be represented by the generalization error, g. Nevertheless, for large training sets, where the underlying probability distribution is sufficiently modeled during the training of the agent, the generalization ability in relation to the different a values is better represented by the TvL measure. For instance, in Fig. 3d where 3000 samples per class have been used for training, i.e., m t = 30000, both R S t k and R k along with the generalization error exhibit negligible differences between the two agents, i.e., CNN and CNN drop, for the whole range of the parameter a. On the contrary, the TvL measure diverges significantly between the two agents. The CNN drop agent is expected to generalize better and this is indeed reflected in the TvL measure on the contrary with the generalization error, g. Hence, the generalization capabilities of both agents seem to affect the outcome of the TvL measure.
In Fig. 4 we show the results, in accordance with the perspective of the Fig. 3 , for m t = 60000. Based on Fig. 4 , the comparison between the two classification agents or even between different realizations of a single agent, i.e., different values for the parameter a, would lead to different conclusions depending on the evaluation measure used. For instance, for all a values, accuracy over both the training and test sets seems to be the same without favoring one agent against the other. Similar conclusion is reached for the comparison in terms of the generalization error, g, as estimated by (4) . On the other hand, according to the TvL measure there is great difference not only between the two agents but also within an agent's different realizations. For instance, the CNN drop agent appears to be the best approach according to the TvL measure evaluation irrespectively of the parameter a (apart from the case a = 10 where agents exhibit approximately equivalent performance).
In addition, in a hyperparameter tuning scenario for the CNN agent, the accuracy and the generalization error measures would not provide with a clear selection over the parameter a. Instead, TvL measure shows that CNN with a = 10 leads to better performance. In particular, for a = 10, the TvL score (C 100 (10) = 0.51) is three times greater than the corresponding TvL score for, e.g., a = 30 for the CNN agent (C 100 (30) = 0.17). Intuitively, the CNN agent with a = 10 is three times more probable, in comparison with CNN with a = 30, to correctly classify a sample that is within an arrived 100-sample data batch where the agent's accuracy is greater than the accuracy over its training set. On the other hand, the accuracy over the training set of the CNN with a = 10 is 0.9888 and with a = 30 is slightly higher, i.e., 0.9945. This showcases again the fact that agents with moderate 'Talent' may outperform the ones with higher levels of 'Talent' in terms of the TvL measure. On the contrary, the agent CNN drop seems to perform better for higher a values according to the TvL measure maybe due to its architecture that favors good generalization performance per se. Furthermore, we performed ten iterations of the same experiments as described before only for m t = 10000, using unbalanced training set. Thus, for m t = 10000 we used different number of samples for each class according to the cardinality vector: where each element of the vector determined the size of each class' training dataset at each iteration. In each iteration the vector was circularly shifted one position to the right, thus, in every iteration each class had different number of training samples. Fig. 5 shows the resulting mean TvL measure and corresponding standard deviation across the ten iterations of the abovementioned experiment. A comparison between Fig. 1c with m t = 10000 with balanced classes and the Fig. 5 with unbalanced training shows two main differences. Firstly, the TvL measure seems to remain constant for different a values and, secondly, it exhibits no difference between the two agents when unbalanced training is considered. Fig. 6 , shows the accuracies over both the training, R S t k , k = 1, 2, and the test set R k , k = 1, 2 of the two agents A k , k = 1 (for CNN) and k = 2 (for CNN drop). Moreover, we show the generalization error estimated by (4) and the TvL measure for constant m = 100. As was expected, the accuracy over both the training and test sets remains in high levels even if the training set is highly unbalanced across the classes. On the other hand, the generalization error has slightly elevated in comparison with the one shown in Fig. 3c (where m t = 10000 with balanced classes) whereas the TvL measure seems to be severely affected from the unbalanced training showing very low values irrespectively of the maximum number of epochs during training, i.e., parameter a. In sum, the inefficient training due to the imbalanced classes is mirrored in the TvL measure in comparison with the accuracy measure that remains in high levels and essentially slightly changes between the two training cases.
VI. CONCLUSION
In this paper we introduced a novel measure for the evaluation of the classification process. We have provided the algorithm for its estimation during a classification task and proved the relationship of the proposed measure with the generalization error of a classifier. The proposed measure exhibits similar outcomes with the respective socio-economic model on which it is based. In particular, the TvL measure can capture and reveal the cases where moderately trained classifiers/agents (in terms of training epochs in CNNs) may outperform those with exhaustive training, i.e., overfitted ones as a result of the Talent vs. Luck tradeoff exhibited in respective classification frameworks. Due to this 'Talent vs. Luck' tradeoff quantification, the TvL measure is shown to be a valuable measure both for comparison between different classifiers/agents and for hyperparameter tuning. In addition, TvL is shown to be severely affected by unbalanced training sets, a feature that is known to be missing in the accuracy measure. Further experimentation with the proposed measure using different classification algorithms, different datasets and different classification frameworks, such as hyperparameter tuning, is crucial in order for the TvL measure to be established as a new, valuable tool in the arsenal of evaluation measures for classification tasks.
