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Abstract
With the rapid growth of microelectronics, information and communication
technologies, much attention has been paid on the research of wireless net-
worked control systems (W-NCSs). The development of W-NCSs raises new
challenges in fault estimation (FE) technology regarding to the imperfect
data transmission, such as transmission delay, packet loss, jitter and so on.
To ensure the system safety and reliability, an eective FE approach over
networks is of prime importance to be developed.
On the other hand, aiming for the applications on real-time industrial
automation, the specic characteristics of network should be properly con-
sidered. Since the transmission tasks of measurements and control commands
are normally deterministic over a period of time, a deterministic transmis-
sion mechanism and the relevant FE scheme should be proposed. Motivated
by the widespread popularity of centralized and decentralized structures for
industrial processes, development of both centralized and decentralized FE
schemes for W-NCSs, which can be applied on industrial automation, is the
primary objective of this thesis.
This thesis is rst dedicated to the modeling of communication and
process. For the communication modeling, time division multiple access
(TDMA) based medium access control (MAC) protocol is modied to guar-
antee the real-time performance. The process model is built considering
multirate sampling based on the hierarchical structure of W-NCSs. By ob-
serving the uncertainty of networks and eects of faults, a linear periodic
(LP) system model, which is the integration of communication model and
process model, is presented as a basis for the later developments.
The further study focuses on the development of FE schemes for both
centralized and decentralized W-NCSs. To reach an enhanced robustness
against unknown disturbance and initial state estimate error, the centralized
FE approach is proposed with the help of stochastic model in Krein space.
For decentralized FE, the algorithm is implemented by every sub-system, and
the coupling relations between sub-systems should be properly considered.
Based on it, the FE approaches are presented with two kinds of residual
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signals, i.e., non-shared residuals and shared residuals, respectively.
To illustrate the eectiveness of the derived FE approaches, an industrial
platform WiNC integrated with three-tank system is utilized in this thesis.
The FE algorithms have been veried for three data transmission cases, i.e.,
sampling-based, delay and packet loss, so that the robustness against imper-
fect communication is demonstrated. Moreover, the performances of sensor
and actuator FE have also been tested well on WiNC platform.
Chapter 1
Introduction
This chapter briey introduces the motivation and objective of this thesis.
The outline and contributions of the thesis will also be presented at the end
of this chapter.
1.1 Motivation
The thesis deals with the fault estimation (FE) of NCSs for real-time indus-
trial application, where FE is regarded as a branch of fault diagnosis (FD).
The motivation of this thesis will be addressed from the views of the im-
portance of FD, especially FE, for networked control systems (NCSs) and
its application on industrial eld, the necessity of exploring FE approach on
centralized and decentralized systems, and the advantages of developing the
network protocol to t for real-time industrial applications. Those points
will be addressed in this section consecutively.
1.1.1 FE of NCSs and its industry application
With the development of microelectronics, information and communication
technologies, much attention has been paid on the research of NCSs in re-
cent decades. NCSs are feedback control systems, where the control loops
are connected via network [3]. Compared with conventional control systems
with point-to-point connections, the data transmission uncertainties caused
by network properties, such as transmission delay, packet loss rate, jitter, bit
error rate and so on, can degrade the system performance. So the design
and performance characteristics of the data transmission network, which are
expressed in terms of quality of service (QoS) parameters, should be dened
in advance to guarantee the network ability of delivering predictable results.
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It's still a new challenge to deal with the eects of network on system perfor-
mance with the restriction of QoS. With the increasing complexity of NCSs,
faults or abnormal changes of network components, e.g., actuators, sensors
and controllers, may occur and result in economic loss, system damage or
even catastrophic failures. This drives researchers to develop FD technique
over network with the objectives of guaranteeing system safety and reliability.
Recently, rich research results on FD have been reported aiming at solving
uncertainties caused by network-induced delay and other characteristics of
network [54, 69, 71, 52, 57, 84]. Those fruitful theoretical results have been
fully integrated into many industrial applications [87, 20, 74], e.g., power
system [34, 83, 5], vehicle and transport control system [98, 78], process
control [59]. A eld of FD technology focuses on the research of FE and
ltering, which extracts the needed information about the faults of interest
from the residual signals [16, 75, 2, 91, 96]. However the applications on
industrial control system based on FE technology is still rare.
The schematic description of model-based FE/ltering including resid-
ual generation is shown in Fig. 1.1, where a process model is running in
parallel with process. The process model is developed based on the physi-
cal and mathematical knowledge of the process into the form of state-space
equations, and is driven by the same input of physical process as well as
the output. The model output is the estimate of the process output. The
dierence between the process output and its estimate is called residual, and
this procedure is called residual generation. In fault-free cases, if the process
model is perfect and there is no disturbance in the physical process, the resid-
ual should be zero; when fault and disturbance exist, the value of residual
varies and it carries important messages about fault of interest, unknown dis-
turbance and model uncertainties. Hence the residual generation is critical
for the development of FE. Then the information of fault is extracted from
the residual signals by means of a post-ltering of the residual. From the 70s,
the observer-based and Kalman lter-based approaches for residual generator
have been widely developed to estimate the process output [23], and some
other approaches based on parity relation can be found in [33, 86]. In the
last three decades, tremendous research results in the eld of FD technology
have been developed based on those approaches [26, 32, 47].
FE/ltering approach is considered as a branch of FD technology, and
the academic research on it has attracted a surge of research interests [39,
59, 42, 18]. In [58], an fault lter has been designed over networks with
bounded packet losses under the assumption that the packet loss process is
arbitrary or Markovian. In [82], an auxiliary H1 ltering problem is gured
out for a class of nonlinear NCSs, which are represented by a unied model
including four kinds of imperfect measurements, i.e., access constraints, time
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Figure 1.1: Schematic description of model-based fault estimation
delay, packet dropout and quantization. In [70], by introducing an index
k, which describes the non-ideal QoS parameters, and supposing that the
possibility of switching between dierent k is Markovian, NCSs, which are
involved with k, are developed into the Markov jumping systems (MJSs),
and an H1 observer-based fault lter is established in terms of linear matrix
inequalities (LMIs). An FD ltering approach is put forward in [40] to deal
with NCSs with random communication delay and stochastic packet losses.
Some FE schemes have already applied on industrial eld, such as process
control [59], power system [34, 83], aerospace area [94] and vehicle control
system [36]. However, the development of industrial application for FE over
network are still not so sucient, and we are inspired to focus on this concern
in this thesis.
Both in the research and industrial application domains, wireless network
is regarded as a further-oriented trend in automatic control [11, 13]. Since the
cabling and maintaining of wired industrial network are very time-consuming
and expensive, and cables are frequent sources of failures due to the harsh
environment in factory and may cause additional costs by production outage,
the adoption of wireless NCSs (W-NCSs) can eliminate cable issues and also
perform well in cases of mobility and equipment modication. The major
eorts of W-NCSs in the industry automation are devoted to the development
of the standards and protocols [46, 65, 48]. Due to the advantages of W-NCSs,
wireless network will be regarded as the background of FE approach in this
thesis.
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1.1.2 FE of centralized and decentralized NCSs
The centralized and decentralized structures are both widely applied on the
industrial automotive applications. Each structure has its good points. For
example, the centralized form is benecial to achieve a global optimization
of system performance, while the decentralized form is superior at the sys-
tem exibility and robustness against severe faults. The choice of centralized
or decentralized infrastructure is based on the requirements of application
from the view of oering a good balance of exibility, availability, reliability
and cost. For example, when the system is complicated, and the costs of
communication and computation are too high to meet the system real-time
demand, decentralized solution will be a right choice; when the system has
a high requirement on the reliability, it needs a greater autonomy of some
key executive components to react quickly in the emergency case and keep
the system safe, the decentralized structure should be chosen, since it sup-
ports multiple intelligent control units to implement urgent reactions; when
the system asks for a global optimization, centralized infrastructure is thus
preferred.
The concept of centralized NCSs is normally mentioned, when comparing
with decentralized. The centralized NCSs mean that all the decision mak-
ing is completed by an exclusive controller in the whole system, where the
measurements and information of decision are transmitted over the network.
The research achievements of FE technique summarized in the last subsec-
tion can also be applied for the centralized NCSs, where the control input
and measurement output are fused data all over the system.
While in recent decades, with the fast development of industrial automa-
tion, especially for the real-time applications, the limitation of the plant-wide
centralized control approach is more and more evident. First, since main
control unit (MCU) needs all information over the whole plant, the cost of
information communication could be very high and the network building is
very complex. It makes the communication as a potential frequent source
of failures and may cause additional expenses by production outage. Sec-
ond, with the increasing dimensionality, the interaction or coupling between
system units can be very complicated. It requires a very high computing
capability of MCU and the computing delay may aect greatly the real-time
performance. Third, the decentralized solutions is robust enough to operate
in harsh environments, and the system stability condition can still be satis-
ed even in the case of one or more sub-systems malfunction. All these points
lead to the research based on decentralized controller/observer structure. To
be specic, the development of the FE approach on decentralized structure
has attracted more and more attentions.
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Unlike the design of centralized systems, one of the key challenges in the
research of coordinated decentralized systems, also named interconnected
decentralized systems is to deal with the couplings caused by the intercon-
nections. Most of the works have been done from two respects. One is
to relax the interconnection requirements by assuming the boundary of the
interconnections. For example, the interconnections are assumed to be uni-
formly Lipschitz [97], unknown and bounded [21] and so on [73]. The other
one is to approximate the unknown interconnections or the eects of inter-
connections by extracting the information of interest from residual signals.
In [22], the interconnections are assumed to be unknown, whose eects on
state estimation are approximately learned by recursive calculation with the
information of the output of neighboring sub-systems. [61] estimates the un-
known conjunction together with system state in one fused vector, and the
decentralized ltering can be approached based on Kalman lter.
When considering the relevance between centralized and decentralized
design issues, some concerns have been considered. One is to decompose and
modeling the whole system into decentralized form. To partition the whole
system reasonably into several sub-systems, a component analysis (PCA)
based process decomposition principle is proposed in [35] and it has been
proved that the PCA-based decomposition performs better that the topology-
based plant decomposition. An overlapping decompositions of large-scale
system is put forward in [22], and it can make more than one sub-observer
estimate the fault based on a shared variable. In [1], the whole system is
transformed into an equivalent distributed system, in which FE and control
approaches are presented. While another concern is to consider the decen-
tralized design issues dealing with the problems of centralized systems or the
systems with centralized data [50, 49, 31, 60]. [49] deals with the decentral-
ized implementation problem of the system with centralized controller, which
can make the decentralized control performance close to the performance of
centralized one. This kind of researches can be considered as the extension of
design issues for centralized structure on the decentralized structure. While
in some cases, the decentralized system model can be directly built based on
the well acquainted knowledge about the physical system and the conjunctive
relations, so local FE decision can be made based on the knowledge of local
and coupled sub-systems.
Focusing on the FE and ltering problems for decentralized systems, [4]
presented a reduced-order lter with the purpose of saving system computa-
tion resources. An hierarchical lter is developed based on the measurement
subspace of each sub-system in order to provide the optimal performance and
saved calculation time [64]. In [14], the decentralized particle lter (PF) is
recreated by decomposing the state space, and it has been approved that the
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new decentralized PF can run faster than the regular PF under the require-
ment of same performance criterion. In [88], a decentralized FE strategy is
proposed using a sliding mode observer, which can further be exploited for
the structure with uncertainty.
The application research of centralized and decentralized FE/ltering on
the industrial automation are still lacking. In [62] the decentralized FE
scheme has been applied on a network of unmanned vehicles. Considering the
applicability of FE on the industrial applications, the centralized approach
will be designed as well as the decentralized approach.
1.1.3 Network protocol for real-time industrial appli-
cations
The research of NCSs lies in the intersection of control and communication
theories, so to design the communication scheme and protocol for real-time
industrial applications is also a key point in this thesis. Nowadays more
and more network protocols have been developed as standard solutions sup-
porting various industrial automotive plants with dierent characteristics,
such as EtherNet/IP, Modbus, Pronet, Probus, HART and so on. With
the increasing scale and complexity of industrial process, an unique indus-
trial network solution is no longer applicable, an hybrid protocol is thus be
employed. For example, EtherNet/IP is an excellent solution for industrial
network communications and is widely adopted since it is an open, cost-
eective, world-wide standard [8]. However, due to the carrier sense multiple
access/collision detection (CSMA/CD) principle employed in data link layer,
Ethernet has an inherent non-determinism, which makes the EtherNet/IP
protocol not be reliable enough for critical real-time applications. Therefore,
although there are already many developed industrial network protocols, the
specic protocol should be further developed for concrete applications based
on the existing protocol or the combination of protocols [7, 79, 66, 68].
A critical design issue of NCSs with increasing complexity is to ensure
the system safety and reliability, in the mean while guarantee high system
performance. This thesis is going to focus on the communication protocol
development for the real-time applications in the industrial automatic do-
main. In [27], the simplied ISO/OSI three-layer model, including physical
layer, data link layer and application layer, is introduced for industrial con-
trol system. The physical layer is standardized regarding to the hardware
and operating system. Hence, at this layer no design freedom is available for
the users. Dierently, at the data link layer, also called media access control
(MAC) layer, and at the application layer, the user is able to implement a
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protocol modication, which ts for specic applications.
In this thesis, the adequate MAC behaviors will be developed to support
those application domains correspondingly. Since the transmission tasks of
measurements and control commands are normally deterministic over a pe-
riod of time for industrial applications and the network load only varies in
case of faults with a rare probability, the MAC protocol should be designed
to support deterministic transmission behavior on one hand. On the other
hand, to meet the critical real-time requirement of industrial applications,
it should also guarantee QoS. As seen from the literatures, those QoS pa-
rameters are generally supposed to be stochastic [90, 85, 53] or bounded
[51, 89, 19], which are independent of the network protocols. Actually QoS
parameters depend greatly on the parameters and schemes dened in the
network protocol. For example, the length of contention window (CW) de-
ned in carrier sense multiple access/collision avoidance (CSMA/CA), which
is used for most local area networks (LANs), aects greatly on the average
packet accessing time, in other words, on the packet delay when many nodes
have packets to send; meanwhile, when the maximal value of retry counter
is reached, it will lead to packet losses, so the setting of retry counter has a
great impact on packet loss rate.
Those two requirements motivate us to develop a deterministic transmis-
sion mechanism, which is able to guarantee system QoS demands. Thus
time division multiple access (TDMA) based MAC protocol, which allows
several users to share the same frequency channel by allocating the transmis-
sion of signals into dierent time slots, is selected as a feasible solution. In
TDMA mechanism, the network resource is shared according to the schedule,
which is a sequence of the packets' medium access time, and the control and
measurement signals can be transmitted in the dedicated time slots without
collisions so that the network induced delay can be potentially reduced and
real-time performance can be satised.
Generally, network scheduling is implemented o-line with the objectives
of utilizing network bandwidth eciently and supporting QoS parameters
[56, 44, 92]. For dynamic systems with variable network load, online schedul-
ing is adopted to reallocate network resources [43, 72, 77]. Real-time schedul-
ing algorithms, no matter o-line or online scheduling, assign the network re-
sources according to tasks priorities, task deadline or some other constraints,
e.g., earliest deadline rst (EDF) [56], least slack time rst (LSTF) [44],
shortest path (SP) for multi-hop network [92].
Since adopting real-time scheduling can eectively reduce the control pe-
riod, which will lead to better Quality of Control (QoC), but more network
resource consumption, a tradeo has to be made to balance network load
and control performance. Only a few literatures have designed the real-time
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scheduling algorithms with the objective of optimizing system control per-
formance. In [9, 80, 81], the control periods and controller gains are adjusted
considering an optimal control performance index subject to a number of pro-
cessor consumption constraints. In [10], considering the varying capacity of
wireless networks caused by multipath fading and mobility, a robust schedul-
ing algorithm is proposed with the purpose of keeping the queue length in
the network close to an operating point. In [28, 30, 29], the optimal inte-
grated control and scheduling under limited network bandwidth condition
is addressed. An optimal pointer placement (OPP) scheduling algorithm is
proposed to improve the control performance on one hand, and to reduce the
requirements on computing on the other hand.
Although, there are rich achievements with network scheduling, the net-
work induced delay and packet losses still can't be avoided even with deter-
ministic network behavior, when the network is under heavy load. Since the
incomplete information can degrade the system performance and in some
cases can even destabilize the system, the integrated design of scheduling,
control and FD is capable of optimizing the system performance. This moti-
vates us to represent the scheduler in a mathematical way and further develop
the integrated model of W-NCSs with scheduler, so that the FE technology
is adaptive for the NCSs with deterministic imperfect transmission.
1.2 Objective
The development on industrial automotive W-NCSs with increasing com-
plexity and scale have been considered as a future-oriented technology, and
it drives us to develop a comprehensive framework to standardize the process
model and communication scheme with the consideration of system reliabil-
ity, security, comprehensiveness and expansibility. Based on this framework,
the advanced FE approaches should be proposed, which is the main objective
of this thesis. More specically, the goals of this thesis are stated as follows
 Modeling of process and communication scheme based on the hierarchi-
cal framework of centralized and decentralized W-NCSs, respectively.
The coupling relation within W-NCSs and multi-rate sampling should
be considered in the modeling procedure;
 Parameterizing of deterministic communication scheduler and formu-
lating it into state-space equations. The transmission delay, packet loss
should also be represented by the state-space equations of scheduler;
 Developing FE approaches of centralized and decentralized W-NCSs,
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respectively, which satisfy H1 performance indices with robustness
against unknown input;
 Demonstrating the validity of FE approaches on the WiNC platform.
1.3 Outline and major contributions
The thesis consists of seven chapters organized as shown in Fig. 1.2 . Chap-
ter 2 introduces the preliminary of FE technology. The residual generation,
which is an important part of FE, will be presented from two aspects, i.e.,
observer-based and parameter identication-based. Those two kinds of resid-
ual generation methods are both of interest for this thesis. The basic knowl-
edge of FE for linear time-invariant (LTI) systems will be illustrated step by
step, that is, the system modeling, observer-based residual generation and
post-ltering will be explored, respectively. FE approach will further be ex-
tended for linear periodic (LP) systems, which serve as fundamental basis in
forthcoming chapters.
In Chapter 3, the hierarchical centralized and decentralized structures of
fault tolerant W-NCSs are proposed. The process model and communication
scheme corresponding with centralized and decentralized structures are sub-
sequently built. To parameterize the deterministic transmission scheduling,
the communication scheme is further formulated into mathematical equa-
tion, which can express the transmission delay, packet loss and such kind of
network-induced imperfect transmission. At last, an integrated model of the
process and communication are developed, which serves as a basic model in
the entire thesis.
In Chapter 4, the fault estimation problem of centralized W-NCSs based
on the integrated periodic model of process and schedule, proposed in the last
chapter, will be solved. An H1 performance criterion will be proposed with
the help of Krein space, in which the parameter estimation can be achieved
based on the recursive computation. Parameter identication-based residual
generation will be utilized in FE approach, in which the inner product of the
state estimate is regarded as the parameter estimate.
Followed the objectives in the last section, Chapter 5 discusses FE scheme
of decentralized W-NCSs based on the integrated periodic model, which is
proposed in Chapter 3. LMI-based approaches for characterizing the solution
of FE will be addressed with the consideration of sensor and actuator faults,
respectively. Note that the FE problem is considered for two kinds of residual
structures, i.e., non-shared and shared residuals.
As the implementation of developed FE approaches, Chapter 6 will be
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Chapter 1
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Chapter 2
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technology
Chapter 3
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Application on the 
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Conclusions and 
further work
Figure 1.2: Organization of chapters
presented. The algorithms are demonstrated on WiNC platform, which is
integrated with three-tank system and embedded wireless network. The sys-
tem and communication scheme will be rst modeled and parameterized into
periodic form in according with the modeling methods in Chapter 3. Second,
centralized FE algorithm will be veried on WiNC with three schedulers, i.e.,
sampling-based scheduler, scheduler with transmission delay, scheduler with
packet loss, respectively. Similarly, the algorithms for decentralized systems
will also be demonstrated on WiNC platform for the system with sensor and
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actuator faults, respectively. This thesis ends with the conclusions and the
discussion about future works.
The contributions of this thesis can be summarized in the following points
 Propose general centralized and decentralized W-NCSs structures for
the real-time industrial automatic applications, and formulate those
two kinds of W-NCSs into periodic systems considering the coupling
relations and multi-rate sampling;
 Explore the deterministic transmission mechanism for real-time indus-
trial automatic applications, and build the model of medium access
behavior, i.e., communication scheduler, into the form of periodic state-
space equation, which can also depict the imperfect transmission be-
haviors, such as deterministic delay, packet loss and so on;
 Develop FE approach by means of recursive calculation on Krein space
for periodic centralized W-NCSs. The FE algorithm is applicable for
the system with arbitrary input;
 Propose the structures of observer gain and post-lter on the restric-
tion of coupling relations for decentralized W-NCSs, and develop the
decentralized FE approaches with non-shared and shared residuals, re-
spectively.
 Demonstrate all the developed FE approaches on the WiNC platform
as practical applications, which haven't realized to the author's best of
knowledge.
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Chapter 2
Overview of FE technology
The objective of this chapter is to introduce the FE theoretical background
for LTI systems and LP systems. Since FE is included in FD technology, an
overview of the basic principles of model-based FD technology will be rst
presented. The technical systems will be represented by the input-output
description and the state-space model. The state-space model will be further
reformulated considering the driving disturbance, measurement disturbance
and fault. The most important part of the FE technology, i.e., residual
generation, is also formulated mathematically. The principle of designing
robust post-lter as well as observer will be nally discussed, which plays an
important role in the whole thesis.
2.1 Principles of FD
The FD technology is used to detect and isolate faults and assess their sig-
nicance of a system, which is achieved by using analytical or functional
information of the system being monitored. The tasks of FD include the
following three dierent types or levels
 Fault detection: to make a logic decision of the occurrence of faults,
either that one or several components are faulty or that everything is
under normal condition;
 Fault isolation: to determine the location or classication of faults, e.g.,
to nd out which component(s) is(are) faulty;
 Fault identication: to determine the type, magnitude and cause of the
fault(s).
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Apparently, FE technique, which extracts the value of fault from infor-
mation of systems, belongs to the fault identication level.
The fault is dened as a permanent interruption of a system's ability to
perform a required function under specied operating conditions, which can
be classied as follows
 Sensor fault: these faults inuence directly on the process measure-
ment;
 Actuator fault: these faults cause changes of the actuator input;
 Component fault: these faults are used to indicate malfunctions within
the process.
The faults can also be classied into additive faults and multiplicative
faults according with the way of how these faults aect the system dynamics.
The multiplicative fault is a function of the state or input variables, so in
this case the system stability will be aected.
FD technique can be implemented, when the current system behavior is
compared with the nominal one. It drives the researchers to build the system
model and compare the model behavior online with the system behavior,
which is called model-based FD. Generally, the dierence between the system
output y and the system output estimate y^, which is calculated by the system
model, can indicate the information of fault, and the dierence r, which is
called residual, can be represented by r = y  y^. This process is the residual
generation, which can refer to Fig. 1.1. The residual generation plays a very
important role for model-based FD, which will be illustrated in detail in the
next section.
2.2 Residual generation approaches
To improve the robustness of FD approach against disturbances and model
uncertainty, three kinds of residual generation schemes have been proposed,
i.e., observer-based approach, parity space approach and parameter identi-
cation approach [16, 6]. The parity space approach can be structurally
equivalent to the observer-based one, so the observer-based and parameter
identication methods will be discussed and compared in the following.
2.2.1 Observer-based residual generation
The observer-based residual generation is most commonly applied for the
model-based FD [12, 25, 16]. Comparing with the model-based FE in Fig.
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Process
Input Output
Model
- Residual
Residual generation
Observer
gain
Figure 2.1: Schematic description of observer-based FD scheme
1.1, the system model is replaced by a model with observer, which is shown
in Fig. 2.1. The residual signal is the dierence between the system output
and its estimate generated by the observer, and this resulted residual is fed
back to the system model through the observer gain.
Note that the observers may be dierent according to the usages. For FD
purpose, the observer is based on the estimation of the system output. While
for control purpose, the system state, which is unmeasurable, is estimated.
The observer-based residual generation scheme can be applies for both FD
and control purpose.
The model-based FD works under the condition that the model can depict
the system process perfectly. Actually in the practical process, unknown dis-
turbances, noise and model simplications are commonly existed, which will
cause the model inaccuracy and degrade the model-based FD performance.
Therefore the observer-based residual generation is developed to achieve the
robustness against unknown disturbances, noise and model uncertainty.
2.2.2 Parameter identication based residual genera-
tion
The parameter is estimated through online recursive calculation, and the
residual is generated by comparing the parameter estimate and the corre-
sponding actual process parameter. Fig. 2.2 shows the schematic description
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Figure 2.2: Schematic description of parameter identication method
of parameter identication-based residual generation. There are several ap-
proaches for parameter identication, e.g., least square-based (LS), extended
least square-based (ELS) and recursive least square-based (RLS) [47].
Generally, the parameter identication-based residual generation is more
exible that the observer-based one, since several parameters can be esti-
mated simultaneously using the information of process input and output,
and more details of the internal process variables can be discovered. In the
meanwhile, because of the exibility of parameter estimation, this residual
generation method is applicable for not only sensor and actuator faults, but
also component fault.
In the recent decades, the well-developed adaptive observer design is
based on the combination of the observer-based and parameter identication-
based residual generation schemes. In the following, the system modeling,
residual generation and ltering for observer-based FE approaches, which are
the key points of this thesis, will be described.
2.3 FE of LTI systems
According to the process dynamics and modeling objectives, technical pro-
cesses can be described by dierent system model types, among which LTI
systems are most commonly used. The observer-based FE of LTI systems
will be presented in the following.
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2.3.1 Modeling of LTI systems
The standard form of the state-space description of discrete-time LTI systems
is given by
x(k + 1) =Ax(k) +Bu(k); x(0) = x0
y(k) =Cx(k) +Du(k) (2.1)
where x 2 Rn is the state vector, x0 is the initial state, u 2 Rq is the input
vector and y 2 Rm is the output vector. System matrices A, B, C and D
are real constant matrices with appropriate dimensions.
In order to describe the inevitable deterministic disturbances, an unknown
input vector d 2 Rl is added to (2.1) as follows
x(k + 1) =Ax(k) +Bu(k) +Bdd(k)
y(k) =Cx(k) +Du(k) +Ddd(k) (2.2)
where Bd and Dd are disturbance distribution matrices with compatible di-
mensions.
In some literatures, assume that the process is corrupted by deterministic
unknown driving disturbance and measurement disturbance. The state-space
representation is reformulated into
x(k + 1) =Ax(k) +Bu(k) +Bdd(k)
y(k) =Cx(k) +Du(k) + v(k) (2.3)
where d 2 Rl, v 2 Rm are driving disturbance and measurement distur-
bance, respectively. Bd is disturbance matrix with appropriate dimension.
Suppose x0 = 0, this model can equivalently be represented by the fol-
lowing input-output form
y(z) = Gyu(z)u(z) +Gyd(z)d(z) +Gyv(z)v(z)
with
Gyu(z) = D+C (zI A) 1B
Gyd(z) = C (zI A) 1Bd
Gyv(z) = I
where Gyu(z) is the transfer function from u to y, Gyd(z) is the driving
disturbance transfer matrix, and Gyv(z) is the transfer function from v to y.
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In order to model the faults in technical systems, the system model in
(2.3) can further be extended to
x(k + 1) =Ax(k) +Bu(k) +Bdd(k) + Ef f(k)
y(k) =Cx(k) +Du(k) + v(k) + Ff f(k) (2.4)
where f 2 Rs is the unknown fault vector to be estimated and Ef , Ff are
fault distribution matrices with appropriate dimensions.
2.3.2 Residual generation
To illustrate the system observer structure according to (2.4) [16], x^(k) 2 Rn
is rst introduced, which is an estimate of x(k) delivered by the observer.
The full order state observer is described by
x^(k + 1) = Ax^(k) +Bu(k) + Lr(k)
y^(k) = Cx^(k) +Du(k)
r(k) = y(k)  y^(k) (2.5)
where r 2 Rm is the residual signal, y^ 2 Rm is output estimate and L 2
Rnm is the so-called observer gain matrix. By introducing the estimation
error e(k), where e(k) = x(k)  x^(k), the system dynamics is governed by
e(k + 1) = (A  LC)e(k) + (Ef   LFf )f(k) +Bdd(k)  Lv(k)
r(k) = Ce(k) + Ff f(k) + v(k) (2.6)
The above equation can also be represented by the input-output form
r(k) = Grd(z)d(k) +Grv(z)v(k) +Grf (z)f(k) (2.7)
where
Grd(z) =(A  LC;Bd;C;0)
Grv(z) =(A  LC; L;C; I)
Grf (z) =(A  LC;Ef   LFf ;C;Ff ) (2.8)
The observer gain matrix L is properly chosen such thatA LC is stable,
i.e., the estimation error asymptotically goes to zero. The selection of L is
crucial to improve the performance of estimation, which can be achieved by
utilizing dierent performance indices according to the design purposes.
The procedure from observer design until now is called residual genera-
tion, which is shown in a dashed line box of Fig. 1.1. This residual signal
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includes very important information about the system, and can be explored
for many FD purposes, such as fault identication, unknown input evalua-
tion, fault of interest estimation and so on.
The choice of L may result in complicated computation, when the design
is based on the full-order state observer, which isn't really necessary in some
cases. The diagnostic observer (DO) is one of the solutions [41, 45, 63], which
can support a reduced-order observer design.
2.3.3 Post-lter design
When considering the robustness of FE against unknown disturbance, a post-
lter of residual is needed to be designed besides the observer gain L to ex-
tract the signicant characteristics of fault of interest. The residual generator
in (2.6) can thus be reformulated into
r(k) = V (y(k)  y^(k)) (2.9)
where V is the so-called post-lter and, by a suitable selection, is helpful to
obtain signicant characteristics of faults. Obviously, the transfer functions
from unknown disturbances and fault to the residual can thus be described
by
Grd(z) = VC(zI A+ LC) 1Bd
Grv(z) =  VC(zI A+ LC) 1L+ I
Grf (z) = VC(zI A+ LC) 1(Ef   LFf ) + Ff (2.10)
The observer gain L and post-lter V are both design parameters. Gen-
erally, L is constant for LTI systems and it should be selected to guarantee
the stability of the system dynamics (2.6), while the post-lter is arbitrarily
selectable and it can either be constant or dynamic. The selection of V is in-
dependent of the selection of L, and V can be decided by solving the perfect
fault identication (PFI) problem, which is stated by
Grd(z) = 0; Grv(z) = 0; Grf (z) = I
PFI problem isn't achievable in most cases due to the strict existence
conditions. In practice, FE is considered as an optimal problem aiming at
achieving the trade-o between robustness against unknown disturbances
and the sensitivity to faults, and the problem is stated in the following
kGrd(z)k1 < 1; kGrv(z)k1 < 2; kI Grf (z)k1 < 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where the operator norm kGr(z)k1 with  standing for d; v; f is dened
in terms of the norms of input and output signals in (2.6) as follows
kGr(z)k1 = sup
 6=0
krk
kk
and the l2 norms of vector-valued signals r(k) and (k) are dened by
krk =
 1X
k=0
rT (k)r(k)
!1=2
kk =
 1X
k=0
T (k)(k)
!1=2
It is obvious that the optimal performance can be reached, when the observer
gain matrix L and the post-lter V are selected simultaneously with the
objective of minimizing  under the given 1 and 2. There are already many
literatures focusing on the optimal design of the robust residual generator
[25, 24, 55], which have considered both the inuence of disturbances and
faults on the residual signals simultaneously.
2.4 FE of LP systems
With the increasing complexity of industrial process, the requirement on the
sampling rates of components or sub-systems may vary due to the dierent
functionalities or locations. By employing the multirate sampling, the pro-
cessing eciency can be greatly increased and it leads to a periodic system
representation. Although LP systems have encountered in many dierent
industrial automotive elds, e.g., power supply [37], electronics [93], the re-
search on LP systems should be paid more and more attentions. In this
section, the modeling and standard FE schemes of LP systems will be pre-
sented.
Compared with the model (2.1) of LTI systems, LP systems are formu-
lated by the following state-space description
x(k + 1) =A(k)x(k) +B(k)u(k)
y(k) =C(k)x(k) +D(k)u(k) (2.11)
where x 2 Rn(t), u 2 Rq(t) and y 2 Rm(t) are the system state, input and
output with time-varying dimensions, respectively. A(k), B(k), C(k) and
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D(k) are appropriately dimensioned real periodic matrices satisfying
A(k) = A(k + ); B(k) = B(k + );
C(k) = C(k + ); D(k) = D(k + ):
where  is a positive constant integer, which can reect the system discrete
period.
To clearly distinguish the system period from the fragment within the
period, (2.11) can further be formulated into
x(k; j + 1) =A(j)x(k; j) +B(j)u(k; j)
y(k; j) =C(j)x(k; j) +D(j)u(k; j) (2.12)
where k represents the system discrete time period and j; j = 0; 1;    ;   1
is the number of fragments in one period. This representation will continue
to be used in the following parts of this thesis.
When the disturbances and the additive fault are considered, (2.12) can
be extended to
x(k; j + 1) = A(j)x(k; j) +B(j)u(k; j) +Bd(j)d(k; j) + Ef (j)f(k; j)
y(k; j) = C(j)x(k; j) +D(j)u(k; j) + v(k; j) + Ff (j)f(k; j) (2.13)
where d 2 Rl(t), v 2 Rm(t) and f 2 Rs(t) are deterministic unknown driving
disturbance, measurement disturbance and fault, respectively. Bd(j), Ef (j)
and Ff (j) are appropriately dimensioned real matrices satisfying periodic
properties with the period of .
The general observer-based residual generator with post-lter of LP sys-
tems can be constructed as follows
x^(k; j + 1) = A(j)x^(k; j) +B(j)u(k; j) + L(j)r(k; j)
y^(k; j) = C(j)x^(k; j) +D(j)u(k; j)
r(k; j) = V(j)(y(k; j)  y^(k; j)) (2.14)
Similarly as for LTI systems, the system dynamics can be governed by
e(k; j + 1) =(A(j)  L(j)C(j))e(k; j) + (Ef (j)  L(j)Ff (j))f(k; j)
+Bd(j)d(k; j)  L(j)v(k; j)
r(k; j) =V(j)(C(j)e(k; j) + Ff (j)f(k; j) + v(k; j)) (2.15)
The corresponding input-output representation is
r(k; j) = Grd;j(z)d(k; j) +Grv;j(z)v(k; j) +Grf;j(z)f(k; j) (2.16)
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where Grd;j(z) is the transfer function from d to r at the j-th discrete seg-
ment. The meanings of Grv;j(z) and Grf;j(z) can easily be understood.
The optimal design of LP systems is to nd L(j) and V(j) such that
kGrd;j(z)k1 < 1j; kGrv;j(z)k1 < 2j; kI Grf;j(z)k1 < j
for all j = 0; 1;    ;    1:
Suppose that
1 = max
j=0;1; ; 1
1j; 2 = max
j=0;1; ; 1
2j;  = max
j=0;1; ; 1
j
the optimal performance indices can be relaxed to
kGrd;j(z)k1 < 1; kGrv;j(z)k1 < 2; kI Grf;j(z)k1 < 
for all j = 0; 1;    ;    1:
Similarly, the H1 norm of transfer functions is dened by
kGr;j(z)k1 = sup
 6=0; k2[0;1]
krjk
kjk
where  stands for d, v and f . rj is the residual vector at the j-th segment
in every period, and j is the signal of d, v or f at the j-th segment in every
period.
The l2 norms of signals rj and j are dened by
krjk =
 1X
k=0
rTj rj
!1=2
kjk =
 1X
k=0
Tj j
!1=2
From the l2 norm denition, the periodic signals of LP systems can be
measured by the energy as follows
kr(k; j)k =
 1X
k=0
 1X
j=0
r(k; j)T r(k; j)
!1=2
k(k; j)k =
 1X
k=0
 1X
j=0
(k; j)T(k; j)
!1=2
2.5. SUMMARY 23
and the generalized H1 norm of LP systems (2.15) is the induced norm with
the input signals, i.e., d, v and f , and residual signal all measured by energy,
which is presented by
kGr(z)k1 = sup
 6=0; k2[0;1]; j=0;1; ; 1
kr(k; j)k
k(k; j)k
It is worth pointing out that the periodicity makes system norm and
further the performance index dierent from those of LTI systems. It also
brings new challenges for FE approach design with an optimal performance
index, which will be the main concern in this thesis.
2.5 Summary
This chapter serves as a preliminary of the FD technologies, especially for
FE, which act as a branch of FD technique. The principles of FD has been
rst addressed and the residual generation schemes have been depicted from
two aspects, i.e., observer-based and parameter identication-based. The ex-
istence conditions of perfect FE of LTI systems have been derived. Due to the
strict conditions, FE has been developed into solving an optimal problem,
which can achieve the robustness against unknown disturbances. Further-
more, LP systems are modeled and the observer-based FE approaches have
been studied. The preliminary of FE approaches for LP systems will be the
groundwork of the whole dissertation.
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Chapter 3
Modeling of W-NCSs
The major objective of this chapter is the mathematical modeling of W-
NCSs from the point of view of applications to industrial automatic control
systems. We consider the systems are large-scale interconnected, which are
composed of several sub-systems interconnected in symmetrical fashion. In
this way, the complexity of large-scale system and time consumption can be
greatly reduced.
The partition of systems is generally based on the functionalities, loca-
tions, hierarchies or other elements, which can make the sub-systems perform
as independent units. The dierence between sub-systems may lead to the
multi-sampling measuring, e.g., the sampling time of sub-system with tem-
perature measurements is usually tens of times more than the sampling time
with measurements of movement parameters, such as velocity, acceleration,
force and so on. So in this chapter, the modeling of large-scale systems,
which are composed of sub-systems with a variety of sampling rates, will be
built.
As mentioned in Chapter 1, the modeling will be concerned with both cen-
tralized and decentralized system infrastructures from the aspects of process
modeling and communication scheme modeling. The modeling procedure of
centralized NCSs will be illustrated at rst.
3.1 Problem formulation of centralized W-
NCSs
Considering the centralized control system, which consists of several sub-
systems, the W-NCS structure based on it in hierarchical architecture is
proposed in Fig. 3.1, which can be described by
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 Execution layer: At this layer, sensors are time-driven components to
observe process parameters, while actuators are event-driven by net-
work coordinator at the upper layer. The sampling cycles of sensors
and the actions of actuators are all decided by upper layer's coordina-
tor.
 Coordination layer: This layer consists of N network coordinators.
Each sub-system has one exclusive coordinator and a number of sensors
and actuators at the execution layer. The coordinator is responsible
for packet routing between the upper layer and the lower layer. By em-
ploying proper coordination algorithm, the components at execution
layer of all N sub-systems can thus work in parallel, therefore network
resource can be used more eciently.
 Supervision and management layer: At this layer, the centralized con-
trol and FD algorithm are implemented by MCU based on the infor-
mation of overall system. The algorithms will be activated every time
when any sub-system has an update of measurement. To optimize
the system resource usage, especially when one or several components
are faulty, the resource management and fault tolerant control (FTC)
schemes can realize the online reconguration of the controller, FD and
the communication protocols of the whole system. The research of this
layer is still under way.
The communication structure corresponding to this W-NCSs framework
can be classied as:
 communications in a sub-system, which will operate in a master-slave
mode with the coordinator operating as a master.
 communications between the sub-systems and the centralized controller
MCU, which serve as synchronization and execution of the control,
monitoring and communication actions, and the activation and exe-
cution of the resource re-allocation and FTC algorithms in the faulty
case. The data exchanges at this layer also work using a master-slave
protocol, while the centralized controller (MCU) acts as a master in
this case.
Apparently, the communication of entire system is under a hierarchical
master-slave architecture. In the following, the system modeling and com-
munication parameterization based on this centralized W-NCSs framework
will be built.
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Figure 3.1: Fault tolerant centralized W-NCSs structure
3.1.1 Modeling of communication schemes
As depicted in the centralized W-NCSs structure, the communication scheme
is hierarchical, in which the communications are carried out between the
execution layer and the coordination layer, and between the coordination
layer and the supervision and management layer. Therefore the modeling
in the way of scheduler will be built correspondingly, which is based on the
TDMA medium access technology.
Communication modeling in a sub-system
Following the TDMA mechanism, the data transmissions within one sub-
system are periodic. The measurements from sensors are transmitted to co-
ordinator sequentially, then the coordinator will repack those measurements
into one or several larger packet(s); after receiving the control commands
from MCU, the coordinator will broadcast those control commands to all
actuators under the purpose of utilizing the network resource eciently and
optimizing real-time communication performance.
Let Tslot be the maximum data transmission time (including physical
transmission time and software computation time) between any two nodes
within the i-th sub-system. Dene a time slot Tslot  Tslot: Let Tcyc;i be the
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cyclic time of the i-th sub-system. In this cycle, a number of time slots are
reserved for (a) transmission of sensor data with i;s time slots (b) trans-
mission of control commands with i;c time slots (c) implementation of the
communication strategy with i;com time slots. Tcyc;i holds
Tcyc;i = (i;s + i;c + i;com)Tslot (3.1)
Set Tcyc;i smaller than the critical sampling time Tcri;i, where Tcri;i is the
decided by the system real-time behavior. Note that the parameter Tp dened
by
Tp =
Tcyc;i
i;s + i;c + i;com
 Tcri;i
i;s + i;c + i;com
(3.2)
should be larger than Tslot: As a result, the data throughput of the i-th sub-
system is partly determined by Tp: i;c = 1 in this structure, because of the
broadcast communication of control commands. It is evident that reducing
i;s will relax the technical requirements on the network.
i;com time slots are reserved for those communication actions like spe-
cial coding schemes, acknowledgement (ACK) of receiving data, asking for
repeating sending, sending synchronization signals etc. From the communi-
cation viewpoint, i;com is a design parameter for setting the CoS of the data
transmissions within the i-th sub-system and thus determines the network re-
liability. For the W-NCSs, all these communication actions can considerably
and eciently improve the network reliability.
Denote Mi as the number of sensors of the i-th sub-system, the cycle of
i-th sub-system Tcyc;i from (3.1) holds for
Tcyc;i = (Mi + 1 + hi)Tslot; i;s = Mi; i;c = 1 (3.3)
where hi is the number of reserved time slots which is decided by the schedul-
ing algorithm.
The scheduler for the local wireless transmission of i-th sub-system is
schematically shown in Fig. 3.2, where Ci; i = 1;    ; N , represents the
i-th coordinator and Sj; j = 1;    ;Mi, represents the j-th sensor of i-th
sub-system. It is straightforward that sensor detection and command trans-
mission are operated periodically based on this schedule. The measurements
of sensors are sent slot by slot to the coordinator from the beginning of period.
After certain reserved time slots, which are designed for the retransmission
of measurements and other network management packets, the control com-
mands are broadcasted by the i-th coordinator to all actuators belonging to
the i-th sub-system. Some time slots are also reserved after data collection
to guarantee the accuracy rate of successful transmission. The length of re-
served time slots is chosen considering system real-time demand in one hand,
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Figure 3.2: Scheduler for the i-th sub-system of centralized W-NCSs
and the network performance in the other hand. Since the shorter the length
of reserved time slots is, the higher the real-time performance is, but in the
same time, it may lead to the degradation of network performance. So it's
a trade-o to design the reserved time slots' length considering both system
real-time and network performances.
Note that, to improve the eciency of network usage, in the network
protocol the active ACK packets sent by the receiving station (destination)
will not be used instead of asking for retransmission. When the packets are
lost or incorrect, after a period of time, the receiving station will send a
retransmission message to the source station actively.
Taking the example of scheduler in Fig. 3.2 to illustrate, the coordinator
will not send back an ACK packet to the sensor after the receipt of any
recognizable packet. Instead, after the scheduled time slots of all sensors, the
coordinator will send a retransmission command, if there is one or several
sensors transmission are failed in the broadcasting. In this way, the occupied
slots of ACK can be saved and the number of reserved time slots can be
reduced.
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Communication modeling between sub-systems and MCU
The basic idea behind the schedule approach between sub-systems and MCU
is to perform the transmission of measurements with multi-sampling rates
from coordinators and the transmission of control commands from MCU. The
communication between sub-systems and MCU also operates in a master-
slave mode. But dierent from the master-slave mode of communication
in a sub-system, coordinator acts as sending station (source) when sending
out measurements, as well as receiving station (destination) when receiving
control commands. Assume that Tcyc;i; i = 1;    ; N; is the sampling period
of i-th sub-system, which can be expressed by
Tcyc;i = liTcyc;min; li is some integer (3.4)
Let h; Tperiod be
h = min

l
 lli = integer; i = 1;    ; N

;
Tperiod = hTcyc;min (3.5)
In the time interval [kTperiod; (k + 1)Tperiod) ; the i-th coordinator, i = 1;    ; N;
will send the repacked measurements of i-th sub-system to MCU periodically
based on Tcyc;i at the time instants kTperiod; kTperiod + Tcyc;i;    ; kTperiod +
(h=li   1)Tcyc;i: It is evident that this scheduler is a periodic one with the
period time equal to Tperiod: Fig. 3.3 shows an example of such a scheduler
with N = 3; l1 = 2; l2 = 3; l3 = 6 and Tcyc;min = Tcyc;1; Tperiod = 6Tcyc;min.
Tcyc;min is the greatest common divisor (GCD) of sensors' sampling cycles
and is treated as basic process unit. Any process unit with transmission
of measurements will be treated as an arithmetic unit. It means that in
every process unit when MCU receives any update of measurements from
sub-systems, the operation of control and FD algorithms will be activated,
then calculated command, such as control input and fault warning signal,
will be broadcasted to all coordinators.
Notice that in every arithmetic unit, when more than one coordinators
would like to send measurement packets simultaneously, a priority-based
transmission sequence is organized in the protocol to avoid the collision.
With regard to the connection of the two schedule schemes, i.e., the schedule
within sub-system shown in Fig. 3.2 and the schedule between sub-systems
and MCU shown in Fig. 3.3, the coordinator plays an important role. Take
the coordinator of i-th sub-system, namely Ci, for example. Ci waits until all
measurements from sensors have been received, then repacks those packets
and further transmits to MCU. MCU calculates and broadcasts the control
3.1. PROBLEM FORMULATION OF CENTRALIZED W-NCSS 31
MCUC1 C2 C3
´ command
measurement
KTperiod
Tperiod
(Tcyc,3)
(K+1)Tperiod
Tcyc,1
Tcyc,2
Figure 3.3: An example of scheduler between MCU and sub-systems
command every arithmetic unit when all scheduled coordinators in this pe-
riod have nished the transmission with MCU successfully. Until now, Ci will
execute as a relay and broadcast the control command to actuators belonging
to the i-th sub-system. So considering the connection of the two communica-
tion schemes, the reserved time slots after the transmission of measurements
within the i-th sub-system in Fig. 3.2 should be at least enough for trans-
mission of scheduled coordinators with MCU and broadcasting of control
command from MCU.
To denote the time instants of arithmetic units, which play an important
role for the study forward, the following denition is given
Denition 1 Denote all the time instants, jTcyc;i; j = 0; 1;    ; h=li 1; i =
1;    ; N; by &1;    ; &;  
NP
i=1
h=li; and order them as &j < &j+1; j =
0;    ;    1:
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3.1.2 Modeling of centralized W-NCSs
Modeling of a sub-system
The i-th sub-system coupling with other sub-systems can be modeled by
_xi(t) =Aiixi(t) +Biui(t) +
NX
j 6=i
Aijxj(t)
yi(t) =Cixi(t); i = 1; 2;    ; N (3.6)
where xi(t) 2 Rni , ui(t) 2 Rqi and yi(t) 2 Rmi denote the state vector, the
control input and the measurement output of i-th sub-system, respectively.
Aii, Aij, Bi and Ci are known matrices of appropriate dimensions.
Since the sampling period of the i-th sub-system is Tcyc;i, the continuous-
time model described by (3.6) can be discretized as follows
xi ((k + 1)Tcyc;i) =Ad;iixi(kTcyc;i) +Bd;iui(kTcyc;i)
+
NX
j 6=i
Ad;ij(kTcyc;i)xj(kTcyc;i)
yi (kTcyc;i) =Cd;ixi(kTcyc;i) (3.7)
where Ad;ii = e
AiiTcyc;i , Bd;i =
Tcyc;iR
0
eAii(Tcyc;i )Bid and Cd;i = Ci. Sup-
pose that in the time interval [kTcyc;i; (k + 1)Tcyc;i) updates in the j-th sub-
system are realized at the time instants kTcyc;i + tij;1(kTcyc;i);    ; kTcyc;i +
tij;(kTcyc;i): Assuming that xj()  xj(kTcyc;i) for  2 [kTcyc;j; kTcyc;i+
tij;1(kTcyc;i)) ;    , xj()  xj(kTcyc;i + tij;(kTcyc;i)) for  2 [kTcyc;j + tij;
(kTcyc;i); (k + 1)Tcyc;i), Ad;ij(kTcyc;i) and xj(kTcyc;i) can be written into (3.8)
and (3.9), respectively.
Note that ij(kTcyc;i) represents the last time instant, at which an update
of the j-th sub-system is realized before the time instant kTcyc;i.
Modeling of overall W-NCSs
The modeling of the overall W-NCSs is based on the discrete-time models of
sub-system (3.9) and the scheduler for the communications between the sub-
systems and MCU, which are periodic with the period time Tperiod = hTcyc;min:
Based on the scheduler and Denition 1, the state vectors xi; i = 1;    ; N;
in the time intervals [kTperiod + &j; (k + 1)Tperiod + &j) for j = 1;    ;  are
lifted into a vector denoted by x(k; j) as follows
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Ad;ij(kTcyc;i) =
8>>>>>>><>>>>>>>:
Tcyc;iR
0
eAii(Tcyc;i )Aijd ; no update of j-th sub-system in
[kTcyc;i; (k + 1)Tcyc;i);"
tij;1(k)R
0
eAii(Tcyc;i )Aijd;    ;
Tcyc;iR
tij;(k)
eAii(Tcyc;i )Aijd
#
;
update(s) of j-th sub-system in [kTcyc;i; (k + 1)Tcyc;i)
(3.8)
xj(kTcyc;i) =
8>>>>>>>>><>>>>>>>>>:
xj(ij(kTcyc;i)); no update of j-th sub-system in
[kTcyc;i; (k + 1)Tcyc;i);26664
xj(ij(kTcyc;i))
xj(kTcyc;i + tij;1(k))
...
xj(kTcyc;i + tij;(k))
37775 ; update(s) of j-th sub-system in
[kTcyc;i; (k + 1)Tcyc;i)
(3.9)
To model the overall NCS, we introduce the following vector
x(k; j) =
266666664
xj(kTperiod + &j)
...
x (kTperiod + &)
x1((k + 1)Tperiod + &1)
...
xj 1((k + 1)Tperiod + &j 1)
377777775
(3.10)
where xj(kTperiod + &j) denotes the vector consisting of all those state vari-
ables that have an update at the time instant kTperiod + &j. In other words,
x(k; j), j = 1;    ;  represents the vector of the whole process state variables
with all their updates in the time interval [kTperiod + &j; (k + 1)Tperiod + &j).
For the sake of simple notation, I&j is used to denote the set of all those
sub-systems, which have an update at the time instant kTperiod + &j:
Similarly u(k; j) is used to denote all input variables of whole system in
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the time interval [kTperiod + &j, (k + 1)Tperiod + &j) as follows
u(k; j) =
266666664
uj(kTperiod + &j)
...
u (kTperiod + &)
u1((k + 1)Tperiod + &1)
...
uj 1((k + 1)Tperiod + &j 1)
377777775
(3.11)
where uj(kTperiod + &j) represents the vector consisting of all those input
signals from the set of sub-systems I&j .
Comparing the change of lifted state vectors x(k; j) with j ranging from
1 to , which are listed
x(k; 1) =
26664
x1(kTperiod + &1)
x2(kTperiod + &2)
...
x (kTperiod + &)
37775 ;    ;
x(k; j) =
266666664
xj(kTperiod + &j)
...
x (kTperiod + &)
x1((k + 1)Tperiod + &1)
...
xj 1((k + 1)Tperiod + &j 1)
377777775
;    ;
x(k; ) =
26664
x (kTperiod + &)
x1((k + 1)Tperiod + &1)
...
x 1 ((k + 1)Tperiod + & 1)
37775 ;
it is clear that x(k; j) works like a buer, in which all state variables in the
time interval [kTperiod + &j; (k + 1)Tperiod + &j) are saved. In the next time
instant kTperiod+ &j+1; the state variables at the time instant kTperiod+ &j are
removed from the buer and those at the time instant (k + 1)Tperiod + &j are
added. As a result, x(k; j+1) is formed, which includes all state variables in
the time interval [kTperiod + &j+1; (k + 1)Tperiod + &j+1) : This procedure can
be modeled by
x(k; j + 1) = A(j)x(k; j) +B(j)u(k; j)
y(k; j) = C(j)x(k; j) (3.12)
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where
A(j) =

0 I
A21(j) A22(j)

; B(j) =

0
B2(j)

; C(j) = C2(j)
and
xj((k + 1)Tperiod + &j) =

A21(j) A22(j)

x(k; j) + B2(j)u(k; j) (3.13)
Note that xj((k + 1)Tperiod + &j) is the last row block of x(k; j + 1), as
dened in (3.10). y(k; j) is composed of all output in the time interval
[(k + 1)Tperiod + &j 1; (k + 1)Tperiod + &j) and is only related with xj 1((k +
1)Tperiod + &j 1). Suppose that x(k; j) 2 Rn, u(k; j) 2 Rq and y(k; j) 2
Rm(j). Recall the dimensions of xi(t), ui(t) and yi(t) for the i-th sub-system,
it is easy to obtain that n =
NP
i=1
nili, q =
NP
i=1
qili and m(j) =
P
i2I&j
mi.
For the purpose of determining matrices A21(j); A22(j); B2(j); C(j),
the sub-system model (3.7) is used. Assume that the i-th sub-system belongs
to I&j ; i.e., xi((k + 1)Tperiod + &j) is included in xj((k + 1)Tperiod + &j) and
yi((k + 1)Tperiod + &j   Tcyc;i) is in y(k; j). It follows from (3.7) that
xi((k + 1)Tperiod + &j)
= Ad;iixi ((k + 1)Tperiod + &j   Tcyc;i) +Bd;iui((k + 1)Tperiod + &j   Tcyc;i)
+
NX
l 6=i
Ad;il((k + 1)Tperiod + &j   Tcyc;i)xl((k + 1)Tperiod + &j   Tcyc;i)
yi((k + 1)Tperiod + &j   Tcyc;i) = Cd;ixi((k + 1)Tperiod + &j   Tcyc;i) (3.14)
Since xi ((k + 1)Tperiod + &j   Tcyc;i), xl((k + 1)Tperiod + &j   Tcyc;i) are
included in x(k; j); ui((k+1)Tperiod+&j Tcyc;i) in u(k; j), the above equation
can be further written into
xi((k + 1)Tperiod + &j) =

A21;i(j) A22;i(j)

x(k; j) + B2;i(j)u(k; j)
yi((k + 1)Tperiod + &j   Tcyc;i) = C2;i(j)x(k; j) (3.15)
where A21;i(j), A22;i(j), B2;i(j), C2;i(j) respectively consist ofAd;ii, Ad;il((k+
1)Tperiod+ &j  Tcyc;i), l 6= i, Bd;i, Cd;i and some zero matrices. Repeat this
procedure for all state vectors included in xj((k+1)Tperiod+&j) and all output
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in y(k; j); it is obtained264
...
xi((k + 1)Tperiod + &j)
...
375
| {z }
xj((k+1)Tperiod+&j)
=
264
...
...
A21;i(j) A22;i(j)
...
...
375
| {z }h
A21(j) A22(j)
i
x(k; j)
+
264
...
B2;i(j)
...
375
| {z }
B2(j)
u(k; j)
264
...
yi((k + 1)Tperiod + &j   Tcyc;i)
...
375
| {z }
y(k;j)
=
264
...
C2;i(j)
...
375
| {z }
C2(j)
x(k; j) (3.16)
In this way, A21(j); A22(j); B2(j); C2(j) can be determined. It is clear
that (3.12) is an LP system.
3.2 Problem formulation of decentralized W-
NCSs
In order to achieve high reliability in one hand, and expand the system fea-
sibility for industrial application domains as much as possible in the other
hand, the decentralized W-NCSs structure [17], which is able to depict large-
scale system with coupling between sub-systems, sketched in Fig. 3.4 is pro-
posed. The structure also consists of three layers as centralized structure in
Fig. 3.1, which can be described by
 Execution layer: In this layer to increase the system autonomy, the local
controllers with the embedded sensors and actuators are introduced,
which are integrated into (local) feedback CLs for three purposes: (a)
ensure the system stability in the totally decentralized mode, i.e., in
case of the communications failure between the CSs and CLs, (b) meet
the real-time requirements and distributed synchronization, and (c)
allow an early and simple FD in the local CLs.
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Figure 3.4: Fault tolerant decentralized W-NCSs structure
 Coordination and supervision layer: This layer consists of N CSs. A
sub-system is consist of one CS and a number of (local) feedback CLs
under the supervision of CS at the execution layer. Comparing with the
coordinators in centralized structure, CSs work not only as routers, but
also as controllers and observers. As routers, the N CSs will coordinate
and synchronize the overall NCS aiming at sharing information, while
as controllers and observers, CSs can execute advanced control and
fault diagnosis by comprehensive control and FD algorithms.
 Management layer: In this layer, FTC is implemented in the context
of resource management [67, 15]. The resource management scheme
and the associated FTC algorithms are realized in a distributed man-
ner and integrated into CSs. When a fault is alarmed by the diagnosis
algorithm, a reconguration of the controllers, FD units and the com-
munication protocols will be activated. The research of this layer is
still under way.
The communication structure corresponding to this W-NCSs framework
can be classied as:
 communications in a sub-system, which will operate in a master-slave
mode with CS operating as a master.
 communications between the CSs, which serves as synchronization, new
sub-system state broadcasting, and in case of fault, fault warning and
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the activation and execution of FTC algorithms. The data exchanges at
this layer are periodic and regulated by a protocol in the token passing
mechanism.
Compared with the centralized system structure presented in Fig. 3.1,
the main dierences are that distributed system includes autonomous units
(CLs) and distributed controllers, which also lead to the dierences of com-
munication scheme, especially the scheme between CSs. In the following,
the description of modeling on communication scheme and system will focus
mainly on the dierences.
3.2.1 Modeling of communication schemes
According to the two kinds of communication forms, namely in a sub-system
and between sub-systems, the approaches of communication scheduling scheme
using TDMA mechanism are proposed separately. Due to the adoption of
autonomous units (CLs) and distributed controllers, the autonomy, exibility
and expendability of the decentralized communication scheme can be greatly
enforce comparing with the centralized one.
Communication modeling in a sub-system
Due to the adoption of autonomous units (CLs), the measurement packet
is usually composed of more than one sensor's information. Assume that
the length of each transmission signal doesn't exceed the packet maximal
length, which is dened by protocol, so the transmission of every packet can
be completed in one time slot. Under this assumption, the algorithm of
deciding the cyclic time Tcyc;i of i-th sub-system in (3.3) is still applicable
for the sub-system of decentralized system. We have to point out that in
this case Mi is the number of CLs in the i-th sub-system and the control
command is also broadcasted by the i-th CS to the relative CLs.
The periodic scheduler for the local wireless data transmission is schemat-
ically shown in Fig. 3.5. The measurements are collected from CLs to the
i-th CS at rst. After certain reserved time slots, CS will broadcast the cal-
culated control command to all CLs of i-th sub-system. Some time slots are
again reserved after command transmission to guarantee the accuracy rate of
transmission. The modication of use ACK packet ts also for the decentral-
ized system, which is described in the modeling of communication scheme for
centralized W-NCSs. Note that CL as s autonomous unit works as a sender
as well as a receiver in the decentralized communication infrastructure.
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Figure 3.5: Scheduler for the i-th sub-system of decentralized W-NCSs
Communication modeling between sub-systems
The basic idea behind the scheduler between CSs is to ensure that each CS
has sucient knowledge of the state changes in all the other CSs, so the
scheduler is proposed based on the principle that the i-th CS broadcasts its
new state to all the other CSs every Tcyc;i. The period of whole distributed
system Tperiod is the least common multiple (LCM) of sub-systems' sampling
cycles, which accords with (3.5).
In the time interval [kTperiod; (k + 1)Tperiod) ; the i-th CS, i = 1;    ; N;
will, in the broadcast mode, send the estimate for xi to all other CSs at the
time instants kTperiod; kTperiod + Tcyc;i;    ; kTperiod + (h=li   1)Tcyc;i: Fig.
3.6 shows an example of such a scheduler with N = 3; l1 = 2; l2 = 3; l3 = 6
and Tperiod = 6Tcyc;min.
Notice that at the time instants when the i-th CS broadcasts the up-
dated state to all the other CSs, the control command is also broadcasted
to local CLs of i-th sub-system simultaneously in the form of state, which
isn't shown in Fig. 3.6. Assume that the state feedback control is employed.
The value of control command can be calculated by local CLs using preset
parameters. The schedule of specied time slots for control command can
thus be canceled, which is benecial for real-time purpose. When there are
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Figure 3.6: An example of scheduler between CSs
several updates in the same Tcyc;min, the transmission sequence is decided by
sub-system's priority. The control and fault diagnosis algorithm is activated
in every arithmetic unit after the successful transmission of all scheduled CSs
in this period.
3.2.2 Modeling of decentralized W-NCSs
Modeling of a sub-system
The main dierence of the modeling for the i-th sub-system exists on the
dimensions of variables. In (3.6), ni, qi and mi are the dimensions of state,
control input and measurement output, respectively. qi and mi are also
the numbers of actuators and sensors in the i-th sub-system. While in the
decentralized structure, the i-th CS communicates directly with CLs, so the
control input and measurement output related with Mi, which is the number
of CL in this sub-system, can be expressed by
ui =
264 ui1...
uiMi
375 ; uij 2 Rqij ; MiX
j=1
qij = qi ; i = 1;    ; N
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and
yi =
264 yi1...
yiMi
375 ; yij 2 Rmij ; MiX
j=1
mij = mi
The matrix Bi can be further expressed into
Bi =

Bi1    BiMi

in according with the structure of ui, and the output equation can also be
reformulated from the view of independent CLs into
yij(t) = Cijxi(t); i = 1;    ; N; j = 1;    ;M i
where uij; yij denote the actuator and sensor signals embedded in the j-th
control loop of the i-th sub-system.
After noticing the dimension dierences caused by the employment of
CLs, the model of the i-th sub-system can still described by (3.6), since ui
and yi are treated as elementary variables, and the internal structure of the
variables won't eect the modeling of sub-system. For the same reason, the
sub-system's model can also be discretized by (3.7).
Modeling of overall W-NCSs
Based on the model of sub-system in (3.7) and the coupling relations between
sub-systems, the lifted vector of states during one Tperiod is rst introduced
as in (3.10), and the model of overall W-NCSs is formulated into (3.12),
which is exactly the same as for the centralized case. Notice that the overall
system modeling approach in this chapter is developed to describe the sys-
tem composed of several coupling sub-systems with multirate sampling. The
coupling relations and milti-sampling scheme make no dierence between
centralized and decentralized system, so the model isn't aected by the sys-
tem structure, decentralized or centralized. Hence the modeling process for
the decentralized W-NCS is the same as for the centralized W-NCS.
Remark 1 When designing the system observer, the system model will be
slightly reformulated to be t for the design issues. For example, the def-
inition of y(k; j) in (3.16) is inuenced by the observer's structure. From
(3.16), it is easy to obtained that the denition of y(k; j) depends on the
setting of C2(j). When y(k; j) is composed of all output in the time interval
[(k + 1)Tperiod + &j 1; (k + 1)Tperiod + &j), C2(j) 2 Rm(j)n. The dimension
of y(k; j) is varying in this case. When y(k; j) includes all output in the
time interval [kTperiod + &j; (k + 1)Tperiod + &j), C2(j) 2 Rmn with invariant
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dimension, where m =
NP
i=1
mili. This structure of y(k; j), which can store
all output in the last Tperiod, is very important to design the system observer
with shared residual, which will be discussed in the following chapter.
Example 1 To illustrate the model (3.12) and the determination of A21(j);
A22(j); B2(j); C2(j), the example given in Fig. 3.6, where N = 3; l1 =
2; l2 = 3; l3 = 6, is again considered. It holds for Denition 1 that,
 = 4; &1 = 0; &2 = 2Tcyc;min;
&3 = 3Tcyc;min; &4 = 4Tcyc;min;
I&1 = f1; 2; 3g ; I&2 = f1g ;
I&3 = f2g ; I&4 = f1g
As a result, the following state variables are lifted into a vector
x1((k + 1)Tperiod + &1) =
24 x1((k + 1)Tperiod)x2((k + 1)Tperiod)
x3((k + 1)Tperiod)
35 ;
x2((k + 1)Tperiod + &2) = x1((k + 1)Tperiod + 2Tcyc;min);
x3((k + 1)Tperiod + &3) = x2((k + 1)Tperiod + 3Tcyc;min);
x4((k + 1)Tperiod + &4) = x1((k + 1)Tperiod + 4Tcyc;min)
and output variables corresponding to (3.12) for j = 1;    ; 4,
y4(kTperiod + &4) =
24 y1(kTperiod + 4Tcyc;min)y2(kTperiod + 4Tcyc;min)
y3(kTperiod + 4Tcyc;min)
35 ;
y1((k + 1)Tperiod + &1) = y1((k + 1)Tperiod);
y2((k + 1)Tperiod + &2) = y2((k + 1)Tperiod + 2Tcyc;min);
y3((k + 1)Tperiod + &3) = y1((k + 1)Tperiod + 3Tcyc;min):
Let  = (k+1)Tperiod;  = kTperiod, the state equations of every sub-system
at each discrete time during one overall period are obtained
x1( + &1)
= Ad;11x1( + &4) +Bd;1u1( + &4)
+Ad;12 ( + &1)x2( + &3) +Ad;13 ( + &1)x3( + &1);
x1( + &2)
= Ad;11x1( + &1) +Bd;1u1( + &1)
+Ad;12 ( + &2)x2( + &1) +Ad;13 ( + &2)x3( + &1);
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x1( + &4)
= Ad;11x1( + &2) +Bd;1u1( + &2)
+Ad;12 ( + &4)

x2 ( + &1)
x2( + &3)

+Ad;13( + &4)x3( + &1);
x2( + &1)
= Ad;22x2( + &3) +Bd;2u2( + &3)
+Ad;21( + &1)

x1( + &2)
x1( + &4)

+Ad;23( + &1)x3( + &1);
x2( + &3)
= Ad;22x2( + &1) +Bd;2u2( + &1)
+Ad;21( + &3)

x1( + &1)
x1( + &2)

+Ad;23( + &3)x3( + &1);
x3( + &1)
= Ad;33x3( + &1) +Bd;3u3( + &1)
+Ad;31( + &1)
24 x1( + &1)x1( + &2)
x1( + &4)
35+Ad;32( + &1)  x2( + &1)x2( + &3)

;
where
Ad;12 ( + &1) = Ad;12 ( + &2) = Ad;120;
Ad;12 ( + &4) =

Ad;121 Ad;122

;
Ad;13( + &1) = Ad;13( + &2) = Ad;13( + &4) = Ad;13;
Ad;21( + &1) =

Ad;211 Ad;212

;
Ad;21( + &3) =

Ad;212 Ad;211

;
Ad;23( + &1) = Ad;23( + &3) = Ad;23
Ad;31( + &1) =

Ad;311 Ad;312 Ad;313

;
Ad;32( + &1) =

Ad;321 Ad;322

:
According to the denition of parameters in (3.8), it is easy to obtain
Ad;120 =
Tcyc;1Z
0
eA11(Tcyc;1 )A12d;
Ad;121 = Ad;122 =
Tcyc;minZ
0
eA11(Tcyc;1 )A12d;
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Ad;13 =
Tcyc;1Z
0
eA11(Tcyc;1 )A13d;
Ad;211 =
Tcyc;minZ
0
eA22(Tcyc;2 )A21d;
Ad;212 =
2Tcyc;minZ
0
eA22(Tcyc;2 )A21d;
Ad;23 =
Tcyc;2Z
0
eA22(Tcyc;2 )A23d;
Ad;311 = Ad;312 = Ad;313 =
Tcyc;1Z
0
eA33(Tcyc;3 )A31d;
Ad;321 = Ad;322 =
Tcyc;2Z
0
eA33(Tcyc;3 )A32d
The parameters of (3.16) are shown in the following
A21(1) A22(1)

=
24 0 0 Ad;13 0 Ad;120 Ad;110 0 Ad;23 Ad;211 Ad;22 Ad;212
Ad;311 Ad;321 Ad;33 Ad;312 Ad;322 Ad;313
35 ;

A21(2) A22(2)

=

0 0 0 Ad;11 Ad;120 Ad;13

;
A21(3) A22(3)

=

0 0 Ad;212 Ad;22 Ad;23 Ad;211

;
A21(4) A22(4)

=

0 0 Ad;121 Ad;13 Ad;11 Ad;122

;
B2(1) =
24 0 0 0 0 0 Bd;10 0 0 0 Bd;2 0
0 0 Bd;3 0 0 0
35 ;
B2(2) =

0 0 0 Bd;1 0 0

;
B2(3) =

0 0 0 Bd;2 0 0

;
B2(4) =

0 0 0 0 Bd;1 0

;
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C2(1) =
24 0 0 0 0 0 Cd;10 0 0 0 Cd;2 0
0 0 Cd;3 0 0 0
35 ;
C2(2) =

0 0 0 Cd;1 0 0

;
C2(3) =

0 0 0 Cd;2 0 0

;
C2(4) =

0 0 0 0 Cd;1 0

:
By properly setting the 0 and 1 block matrices and combining with A21(j);
A22(j); B2(j); C2(j), the parameter matrices A(j); B(j) and C(j) in (3.12)
can thus be determined. Until now, the overall system modeling based on the
scheduler shown in Figs. 3.3 and 3.6 is completed.
3.3 Modeling example on three-tank system
To illustrate the modeling procedure of industrial automatic process, the
three-tank system with multi-rate sampling will be utilized. A brief intro-
duction of the three-tank system will be rst presented. The three-tank
system, which is shown in Fig. 3.7, includes three plexiglas tanks, which
are interconnected in series by two pipes. The liquid is injected into tank 1
and tank 2 by two pumps, and is ejected through the outow pipe of tank
2. The liquid heights of tank 1 and tank 2 are controlled by the two pumps,
while the level of tank 3 is uncontrollable, which is decoupled with the levels
of tank 1 and tank 2. Each of three tanks is equipped with a piezoresistive
pressure transducer to measure the level of the corresponding tank, which
should be accurately detected for control purpose. Referring to the struc-
tures of centralized and decentralized W-NCSs, each tank is considered as
a sub-system and the interactions are caused by the adjacent pipes. The
continuous-time model of the three-tank system will be rst proposed, then
it will be discretized into periodic system based on the multirate sampling.
The continuous-time model of the three-tank system after linearization
can be modeled as follows24 _x1(t)_x2(t)
_x3(t)
35 =
24  A13 0 A130  A2   A32 A32
A13 A32  A32   A13
3524 x1(t)x2(t)
x3(t)
35
+
24 B1 00 B2
0 0
35 u1(t)
u2(t)

+
24 d1(t)d2(t)
d3(t)
35
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Figure 3.7: Three-tank system setup
24 y1(t)y2(t)
y3(t)
35 =
24 1 0 00 1 0
0 0 1
3524 x1(t)x2(t)
x3(t)
35+
24 v1(t)v2(t)
v3(t)
35 (3.17)
where
A13 =
1
S
a1sn
r
g
2(x10   x30) ; A2 =
1
S
a2sn
r
g
2x20
;
A32 =
1
S
a3sn
r
g
2(x30   x20) ; B1 = B2 =
1
S
(3.18)
 xi(t) = yi(t); i = 1; 2; 3 is the water level of i-th tank (m);
 ui(t); i = 1; 2 is the incoming ow rate of i-th pump (m3/s);
 S is the cross section area of tanks (m2);
 di(t); i = 1; 2; 3 is the driving disturbance caused by water surface
uctuation when water is poured into 1-th and 2-th tanks by pumps;
 vi(t); i = 1; 2; 3 is the measurement disturbance caused by sensor prop-
erties;
 ai; i = 1; 2; 3 is the outow coecient of the i-th tank;
 sn is the cross section area of pipes (m2);
 x0 = [x10; x20; x30]T is the operating point. Set x10 = 0:3m, x20 = 0:2m,
x30 = 0:25m.
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Considering that the three sensors are sampled with dierent sampling
rates, the system can be discretized into periodic system. The multirate
mechanism here is set to Tcyc;1 = 8ms, Tcyc;2 = 12ms, Tcyc;3 = 24ms where
Tcyc;i; i = 1; 2; 3 are the sampling cycles of i-th sensor, whose denition is
equivalent to the cyclic time of the i-th sub-system for three-tank system.
The period of whole system Tperiod, Tperiod = 24ms, is the LCM of sensors'
sampling cycles.
The scheduler of sensor-to-controller and controller-to-actuator in one
Tperiod, which is shown specically in Fig. 3.8, is presented according to
the multirate sampling structure. The control signal is broadcasted after all
measurements have been scheduled. The scheduling scenario is under the
assumption that the length of each transmission signal doesn't exceed the
packet maximal length, which is dened by protocol, so the transmission
of every signal can be completed in one time slot. Tcyc;min is the GCD of
sensors' sampling cycles and is treated as basic process unit. In this case,
Tcyc;min = 4ms and the time slot is set to 1ms, which means in every Tcyc;min,
4 transmission packets can be scheduled. j; j = 0; 1; 2; 3 is used to denote
the arithmetic unit, which is a process unit with transmission tasks of mea-
surements. For the sake of simple notation, &j; j = 0; 1; 2; 3 denotes the
time instant of arithmetic unit, which has transmission tasks from begin-
ning of k-th Tperiod. In this case, &0 = 0; &1 = 2Tcyc;min; &2 = 3Tcyc;min and
&3 = 4Tcyc;min.
The periodic system induced by multirate sampling is modeled in k-th
main period Tperiod as follows
x1(kTperiod + Tcyc;1) =x1(k; 1)
=Ad;11x1(k; 0) + Ad;13x3(k; 0)
+Bd;1u1(k; 0) +Bd;d1d1(k; 0);
x2(kTperiod + Tcyc;2) =x2(k; 2)
=Ad;22x2(k; 0) + Ad;23x3(k; 0)
+Bd;2u2(k; 0) +Bd;d2d2(k; 0);
x1(kTperiod + 2Tcyc;1) =x1(k; 3)
=Ad;11x1(k; 1) + Ad;13x3(k; 0)
+Bd;1u1(k; 1) +Bd;d1d1(k; 1);
x1(kTperiod + 3Tcyc;1) =x1(k + 1; 0)
=Ad;11x1(k; 3) + Ad;13x3(k; 0)
+Bd;1u1(k; 3) +Bd;d1d1(k; 3);
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Figure 3.8: Network scheduler of three-tank system based on sampling
x2(kTperiod + 2Tcyc;2) =x2(k + 1; 0)
=Ad;22x2(k; 2) + Ad;23x3(k; 0)
+Bd;2u2(k; 2) +Bd;d2d2(k; 2);
x3(kTperiod + Tcyc;3) =x3(k + 1; 0)
=Ad;33x3(k; 0) + +Bd;d3d3(k; 0)
+

Ad;311 Ad;312 Ad;313
 24 x1(k; 0)x1(k; 1)
x1(k; 3)
35
+

Ad;321 Ad;322
  x2(k; 0)
x2(k; 2)

(3.19)
where
Ad;11 = e
 A13Tcyc;1 ; Ad;22 = e (A2+A32)Tcyc;2 ; Ad;33 = e (A32+A13)Tcyc;3 ;
e13 =
Z Tcyc;1
0
e A13(Tcyc;1 )d; Bd;1 = e13B1; Ad;13 = e13A13;
e23 =
Z Tcyc;2
0
e (A2+A32)(Tcyc;2 )d; Bd;2 = e23B2; Ad;23 = e23A32;
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e311 =
Z Tcyc;1
0
e (A32+A13)(Tcyc;3 )d; Ad;311 = e311A13;
e312 =
Z 2Tcyc;1
Tcyc;1
e (A32+A13)(Tcyc;3 )d; Ad;312 = e312A13;
e313 =
Z Tcyc;3
2Tcyc;1
e (A32+A13)(Tcyc;3 )d; Ad;313 = e313A13;
e321 =
Z Tcyc;2
0
e (A32+A13)(Tcyc;3 )d; Ad;321 = e321A32;
e322 =
Z Tcyc;3
Tcyc;2
e (A32+A13)(Tcyc;3 )d; Ad;322 = e322A32;
Bd;d1 = e13; Bd;d2 = e23; Bd;d3 =
Z Tcyc;3
0
e (A32+A13)(Tcyc;3 )d;
and xi(k; j); i = 1; 2; 3; j = 0; 1; 2; 3 is the water level of i-th tank at time
instant kTperiod + &j, ui(k; j); i = 1; 2; j = 0; 1; 2; 3 is the input ow rates of
i-th pump at kTperiod+ &j, and di(k; j); i = 1; 2; 3; j = 0; 1; 2; 3 is the driving
disturbance of i-th tank at kTperiod + &j.
To formulate the discretized model of whole three-tank system, the system
states in (3.19), which are updated during one Tperiod, are lifted in accordance
with the time sequence as follows
x(k; 0) =
26666664
x1(k   1; 1)
x2(k   1; 2)
x1(k   1; 3)
x1(k; 0)
x2(k; 0)
x3(k; 0)
37777775 ; x(k; 1) =
26666664
x2(k   1; 2)
x1(k   1; 3)
x1(k; 0)
x2(k; 0)
x3(k; 0)
x1(k; 1)
37777775 ;
x(k; 2) =
26666664
x1(k   1; 3)
x1(k; 0)
x2(k; 0)
x3(k; 0)
x1(k; 1)
x2(k; 2)
37777775 ; x(k; 3) =
26666664
x1(k; 0)
x2(k; 0)
x3(k; 0)
x1(k; 1)
x2(k; 2)
x1(k; 3)
37777775 :
Until now, the three-tank system is described by a periodic model
x(k; j + 1) = A(j)x(k; j) +B(j)u(k; j) +Bd(j)d(k; j)
y(k; j) = C(j)x(k; j); j = 0; 1; 2; 3 (3.20)
where x(k; j) 2 R6 and d(k; j) 2 R6 are vectors of state variables and pro-
cess noises in the time interval [kTperiod + &j; (k + 1)Tperiod + &j). u(k; j) is
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calculated by PI controller according to the dierences between the measure-
ments at kTperiod and the operating points, so u(k; j) =

u1(k)
u2(k)

2 R2 is
set to constant during kTperiod. y(k; j) is the vector of latest detected water
level(s). The dimension of measurement disturbance v(k; j) is the same as
y(k; j).
The matrices of 4-periodic system are listed as follows
A(0) =
2666664
0 1 0 0 0 0
0 0 1 0 0 0
...
...
...
...
...
...
0 0 0 0 0 1
0 0 0 Ad;11 0 Ad;13
3777775 ; A(1) =
2666664
0 1 0 0 0 0
0 0 1 0 0 0
...
...
...
...
...
...
0 0 0 0 0 1
0 0 0 Ad;22 Ad;23 0
3777775 ;
A(2) =
2666664
0 1 0 0 0 0
0 0 1 0 0 0
...
...
...
...
...
...
0 0 0 0 0 1
0 0 0 Ad;13 Ad;11 0
3777775 ;
A(3) =
26666664
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 Ad;13 0 0 Ad;11
0 0 Ad;23 0 Ad;22 0
Ad;311 Ad;321 Ad;33 Ad;312 Ad;322 Ad;313
37777775 ;
B(0) = B(2) =
26664
0 0
...
...
0 0
Bd;1 0
37775 ;
B(1) =
26664
0 0
...
...
0 0
0 Bd;2
37775 ; B(3) =
26666664
0 0
0 0
0 0
Bd;1 0
0 Bd;2
0 0
37777775 ;
Bd(0) =
26664
0 0 0 0 0 0
...
...
...
...
...
...
0 0 0 0 0 0
0 0 0 Bd;d1 0 0
37775 ; Bd(1) =
26664
0 0 0 0 0 0
...
...
...
...
...
...
0 0 0 0 0 0
0 0 0 Bd;d2 0 0
37775 ;
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Bd(2) =
26664
0 0 0 0 0 0
...
...
...
...
...
...
0 0 0 0 0 0
0 0 0 0 Bd;d1 0
37775 ;
Bd(3) =
26666664
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 Bd;d1
0 0 0 0 Bd;d2 0
0 0 Bd;d3 0 0 0
37777775 ;
C(0) =
24 0 0 0 1 0 00 0 0 0 1 0
0 0 0 0 0 1
35 ;
C(1) = C(2) = C(3) =

0 0 0 0 0 1

: (3.21)
The modeling example of three-tank system with multirate sampling is
completed.
3.4 Problem formulation of scheduler and model
integration
Considering the wireless communication scheduling, it is designed for ev-
ery communication task to meet the real-time requirement, i.e., every task
must be transmitted under the guidance of scheduler before its deadline.
In this section, the modeling of scheduler is based on the premise that the
scheduling algorithm is proposed o-line and the scheduler is already known
for the communication scheme. The scheduler model can be described in a
mathematical way, and further integrated with process model. The model
integration is benecial to the control and FD design issues dealing with
imperfect transmission of network.
Consider the W-NCSs with a scheduler represented both by discrete -
periodic models in Fig. 3.9, where control input u(k; j) and plant output
y(k; j) are both time driven coordinated by scheduler. us(k; j) and ys(k; j)
are derived from queueing of u(k; j) and y(k; j) through network, respec-
tively. Comparing with the system model (3.12), u(k; j) is replaced by
us(k; j) due to the introduction of scheduler's model. us(k; j) is the ac-
tual input of plant and ys(k; j) is used as a part of the lter resources. In
view of integrated design of the plant and scheduler, u(k; j) and ys(k; j) are
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Figure 3.9: Schematic description of W-NCSs with scheduler
the input and output of the integrated model, which is highlighted in the
dotted box of Fig. 3.9.
Considering the system model (3.12) with disturbances, the plant P can
be described by the following -periodic discrete-time state-space equations,
x(k; j + 1) = A(j)x(k; j) +B(j)us(k; j) +Bd(j)d(k; j)
y(k; j) = C(j)x(k; j) + v(k; j); j = 0; 1;    ;    1 (3.22)
where x(k; j) 2 Rn, us(k; j) 2 Rqs(j); and y(k; j) 2 Rm(j) are the plant's
state, input and output, respectively. d(k; j) 2 Rl and v(k; j) 2 Rm(j)
are deterministic unknown driving and measurement disturbances. The pa-
rameter matrices and vector dimensions are all periodic with appropriate
dimensions, that is, for each j,
A(j) = A(j + ); B(j) = B(j + ); Bd(j) = Bd(j + );
C(j) = C(j + ); qs(j) = qs(j + ); m(j) = m(j + ):
To describe the parameterization of the communication scheme, the sched-
uler S is also represented by -periodic discrete-time state-space equations
with inputs y(k; j) and u(k; j) as follows,
xs(k; j + 1) = As(j)xs(k; j) +Bsy(j)y(k; j) +Bsu(j)u(k; j)
ys(k; j) = Csy(j)xs(k; j) +Dsy(j)y(k; j)
us(k; j) = Csu(j)xs(k; j) +Dsu(j)u(k; j); j = 0; 1;    ;    1 (3.23)
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where xs(k; j) 2 Rns , u(k; j) 2 Rq, ys(k; j) 2 Rms(j) are the scheduler's
state, input and output. All parameter matrices and vector dimensions are
periodic with period , that is, for each j,
As(j) = As(j + ); Bsy(j) = Bsy(j + ); Bsu(j) = Bsu(j + );
Csy(j) = Csy(j + ); Dsy(j) = Dsy(j + ); Csu(j) = Csu(j + );
Dsu(j) = Dsu(j + ); ms(j) = ms(j + ):
Remark 2 The scheduler is a mathematical way of representing the queue-
ing process imposed on the control input u(k; j) and plant output y(k; j).
This queueing process is implemented under the scheduling algorithm, which
is proposed to optimize the network real-time performance subject to various
constraints, such as limited resources, task priorities [56], deadlines [44] and
so on [92]. By properly formulating the parameter matrices As(j), Bsy(j);
Bsu(j); Csy(j); Dsy(j); Csu(j) and Dsy(j) in the form of (0; 1)-matrices,
the output us(k; j) and ys(k; j) are composed of ordered elements of xs(k; j),
u(k; j) and y(k; j) over a set of consecutive time periods. The time period is
the time interval unit of single packet transmission, namely time slot, in the
schedule.
Remark 3 In the heavy load case when the network resource isn't adequate
for the scheduling of all transmission tasks, the transmission delay and packet
losses are inevitable but still deterministic. The scheduler in this case can also
be represented by (3.23). To illustrate the structure of parameter matrices in
cases of delay and packet losses, we take the schedule of y(k; j) for example.
Suppose the l-th element of y(k; j), denoted by yl(k; j), is delayed with  ,
 = 1. This delay procedure in the scheduler is nished in two steps. First,
by setting the il-th element of Bsy(j) to 1, where i; i 2 [1; ns], is the row
number and l is the column number of Bsy(j), yl(k; j) is saved in the i-th
element of xs(k; j + 1). Second, in the next discrete time step, by setting
the ri-th element of Csy(j + 1) to 1, yl(k; j) is scheduled in the r-th element
of ys(k; j + 1), which means yl(k; j) is allowed to transfer at the r-th time
slot in the next discrete time step (k; j + 1). The choices of i and r are
under the consideration of aforementioned constraints. When  > 1, this
case can be solved by properly setting As(j). Until now, the choice of ns can
be easily explained. ns(j); j = 0; 1;    ;   1 denotes the sum of dimensions
for delayed elements of y(k; j) and u(k; j) in each arithmetic unit. ns is
decided by the maximum value of ns(j). For the case that yl(k; j) is lost, it
is reachable by setting the l-th column of Dsy(j) to 0.
In the following parts of this dissertation, the FE approach will be stud-
ied. So the additive fault is considered in the process model, (3.22) can be
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extended to
x(k; j + 1) = A(j)x(k; j) +B(j)us(k; j) +Bd(j)d(k; j) + Ef (j)f(k; j)
y(k; j) = C(j)x(k; j) + v(k; j) + Ff (j)f(k; j); j = 0; 1;    ;    1
(3.24)
where f(k; j) 2 Rs is the fault to be estimated. Ef (j) and Ff (j) are periodic
matrices with appropriate dimensions.
By setting
x(k; j) =

x(k; j)
xs(k; j)

; w(k; j) =

d(k; j)
v(k; j)

; (3.25)
the integrated model of plant and scheduler, denoted by P   S, is modeled
by
x(k; j + 1) = A(j)x(k; j) + B(j)u(k; j) + Bd(j)w(k; j) + Ef (j)f(k; j)
ys(k; j) = C(j)x(k; j) + Dd(j)w(k; j) + Ff (j)f(k; j); j = 0; 1;    ;    1
(3.26)
where
A(j) =

A(j) B(j)Csu(j)
Bsy(j)C(j) As(j)

;
B(j) =

B(j)Dsu(j)
Bsu(j)

; Bd(j) =

Bd(j) 0
0 Bsy(j)

;
C(j) =

Dsy(j)C(j) Csy(j)

; Dd(j) =

0 Dsy(j)

;
Ef (j) =

Ef (j)
Bsy(j)Ff (j)

; Ff (j) = Dsy(j)Ff (j):
The parameter matrices are also periodic, and are derived from the period-
icity of plant's and scheduler's parameter matrices.
3.5 Summary
In this chapter, the communication schemes and system have been mod-
eled both for the centralized and decentralized structures. Considering the
industrial automation as applications, there are two characteristics should
be suciently taken into consideration to generalize the applicability of the
model, i.e., to adapt to the real-time communication and coupling relations
with multi-sampling measuring. So the communication scheme is modeled
3.5. SUMMARY 55
into a sorting process of transmission tasks based on TDMA technique, which
can guarantee the successful transmission of deterministic tasks and also the
real-time performance. For coupling system with multi-sampling rate, it is
modeled into an LP system, which is suitable for both centralized and decen-
tralized systems. At the end of this chapter, the proposed communication
tasks sorting process has been described by the state-space equation and the
model integration has been nally achieved.
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Chapter 4
FE of centralized W-NCSs
This chapter deals with the fault estimation problems of centralized W-NCSs
with information scheduler, which is suitable for industrial applications. Con-
sidering the periodic integrated model of plant and scheduler (3.26), the basic
ideas to develop the FE issue will be presented.
4.1 Performance criterion
As introduced in Section 2.4, FE problem of LP system can be formulated as
nding observer gain matrix L(j) and post-lter V(j) such that an optimal
performance index can be satised. Generally, the performance index is
represented by an H1 norm of transfer function from any input signal with
nite energy to the output signal. If the energy level of input is bounded,
H1 norm can be used to measure the inuence of input signal to output
signal. The output can be any kind of signal, which depends on the design
objectives. To be specic for FE approach design, the H1 performance index
is proposed to measure the inuence of all unknown input signals on the fault
estimate error. The following bounded performance index is proposed to limit
the inuence of all unknown input, i.e., initial state estimate error, driving
disturbance, measurement disturbance and fault, on the fault estimate error.
sup
(x(0;0);w;f)6=0
kf^(k; j)  f(k; j)k2
~xT (0; 0) 10 ~x(0; 0) + kw(k; j)k2 + kf(k; j)k2
 2 (4.1)
where f^(k; j) is the estimate of f(k; j), ~x(0; 0) = x(0; 0)  ^x(0; 0), 0 <  < 1
and 0 is a positive denite matrix, which reects a priori knowledge of how
close the initial state x(0; 0) is to the initial state estimate ^x(0; 0). Without
loss of generality, ^x(0; 0) is set to 0.
57
58 CHAPTER 4 FE OF CENTRALIZED W-NCSs
By dening fault estimate error
vf (k; j) = f^(k; j)  f(k; j);
(4.1) is reformulated equivalently into the following quadratic form
J = xT (0; 0) 10 x(0; 0)+kw(k; j)k2+kf(k; j)k2  2kvf (k; j)k2  0 (4.2)
which works as a stationary point and is of great importance for the following
FE approach.
4.2 FE of centralized W-NCSs
In this section, the H1 fault estimator is designed in terms of solution to
a set of Riccati dierence equations. H1 estimator and recursive computa-
tion of the estimator subject to the system state-space model (3.26) will be
addressed.
To realize FE of periodic discrete-time W-NCSs, the following lemma
solving the FE of nite-horizon time-varying systems is rst introduced.
Lemma 1 [76] Consider a discrete time-varying model
x(k + 1) = A(k)x(k) +Bd(k)d(k) + Ef (k)f(k)
y(k) = C(k)x(k) + v(k) + Ff (k)f(k) (4.3)
The fault estimator f^(k) that satises the following performance criterion
sup
(x(0);d;v;f)6=0
kf^(k)  f(k)k2
~xT (0) 10 ~x(0) + kd(k)k2 + kv(k)k2 + kf(k)k2
 2 (4.4)
where ~x(0) = x(0)  x^(0), exists if and only if
(k) := C(k)P(k)CT (k) + I+ Ff (k)F
T
f (k) > 0
(k) := (1  2)I  FTf (k) 1(k)Ff (k) < 0 (4.5)
where P(k) is recursively calculated by the following equation
P(k + 1) = A(k)P(k)AT (k) +Bd(k)B
T
d (k) + Ef (k)E
T
f (k)
   K(k)(k) Ef (k) R 1(k)  K(k)(k) Ef (k) T (4.6)
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with initial value P(0) = 0, and
K(k) = (A(k)P(k)CT (k) + Ef (k)F
T
f (k))
 1(k)
R(k) =

(k) Ff (k)
FTf (k) (1  2)I

: (4.7)
The fault estimator is given by
f^(k) = FTf (k)
 1(k)(y(k) C(k)x^(kjk   1)) (4.8)
where x^(k + 1jk) is recursively calculated as
x^(k + 1jk) = A(k)x^(kjk   1) +K(k)(y(k) C(k)x^(kjk   1)) (4.9)
with initial value x^(0j   1) = 0.
Based on the Lemma 1, FE algorithm has been developed for the sys-
tem with known arbitrary input based on (3.26). Let xd(k; j) be the state
generated by unknown input w(k; j) and f(k; j), and xu(k; j) be the state
generated by known input u(k; j). According to the model additivity, it is
easy to obtain
xd(k; j + 1) = A(j)xd(k; j) + Bd(j)w(k; j) + Ef (j)f(k; j)
yd(k; j) = C(j)xd(k; j) + Dd(j)w(k; j) + Ff (j)f(k; j) (4.10)
xu(k; j + 1) = A(j)xu(k; j) + B(j)u(k; j)
yu(k; j) = C(j)xu(k; j) (4.11)
where xd(0; 0) = x(0; 0), xu(0; 0) = 0 and j = 0; 1;    ;    1.
By adding (4.10) and (4.11), it gives (3.26) where
x(k; j) = xd(k; j) + xu(k; j)
ys(k; j) = yd(k; j) + yu(k; j)
It is obvious from (4.11) that yu(k; j) is only related with the known input
u(k; j), so yu(k; j) can be calculated in every discrete time step.
Consider (4.10) with yd(k; j) = ys(k; j)   yu(k; j) and the following as-
sociated stochastic system in Krein space
xk(k; j + 1) = A(j)xk(k; j) + Bd(j)wk(k; j) + Ef (j)fk(k; j)
yk(k; j) = C(j)xk(k; j) + Dd(j)wk(k; j) + Ff (j)fk(k; j)
f^k(k; j) = fk(k; j) + vfk(k; j) (4.12)
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where xk(k; j); wk(k; j); fk(k; j); f^k(k; j); vfk(k; j) are Krein-space vari-
ables with the following variances
2664
xk(k; 0)
wk(k; j)
fk(k; j)
vfk(k; j)
3775 ;
2664
xk(k; 0)
wk(k; i)
fk(k; i)
vfk(k; i)
3775 =
2664
0 0 0 0
0 jiI 0 0
0 0 jiI 0
0 0 0  2jiI
3775 :
Here i; j 2 [0; (   1)] ; ji = 0 when j 6= i and jj = 1.
By setting yrk(k; j) =

yk(k; j)
f^k(k; j)

, from (4.12) it is easy to obtain that
yrk(k; j) = Cr(j)xk(k; j) +Ddr(j)wfk(k; j) + Ffr(j)fk(k; j) (4.13)
where
wfk(k; j) =

wk(k; j)
vfk(k; j)

; Cr(j) =

C(j)
0

;
Ddr(j) =

Dd(j) 0
0 I

; Ffr(j) =

Ff (j)
I

:
The estimate of xk(k; j) is denoted by x^(k; jjj   1), and the state error
e(k; j) and residual ~yr(k; j) are stated as follows
e(k; j) = xk(k; j)  x^(k; jjj   1)
~yr(k; j) = yrk(k; j) Cr(j)x^(k; jjj   1) (4.14)
The inner product of ~yr(k; j) can be formulated into
R(k; j) =h~yr(k; j); ~yr(k; j)i
=Cr(j)he(k; j); e(k; j)iCTr (j) +Ddr(j)hwfk(k; j);wfk(k; j)iDTdr(j)
+ Ffr(j)hfk(k; j); fk(k; j)iFTfr(j)
=

C(j)
0

P(k; j)

C(j)
0
T
+Ddr(j)

I 0
0  2I

DTdr(j)
+

Ff (j)
I
 
Ff (j)
I
T
=

(k; j) Ff (j)
FTf (j) (1  2)I

(4.15)
where
P(k; j) = he(k; j); e(k; j)i
(k; j) = C(j)P(k; j) CT (j) + Dd(j) D
T
d (j) +
Ff (j)F
T
f (j) (4.16)
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To hold the recursive computation in Krein space, R(k; j) is strongly
nonsingular [38], so it has the following unique triangular decomposition
R(k; j) =M(k; j)(k; j)MT (k; j)
where
M(k; j) =

I 0
 FTf (j) 1(k; j) I

; (k; j) =

(k; j) 0
0 (k; j)

According to lemmas 7 and 10 in [38], the minimum of J in (4.2) can be
obtained with the association of Krein space model (4.12) as follows
min J =
 1X
j=0
~yTr (k; j)R
 1(k; j)~yr(k; j)
=
 1X
j=0
~yTr (k; j)Q
T (k; j) 1(k; j)Q(k; j)~yr(k; j)
=
 1X
j=0
~yT (k; j) 1(k; j)~y(k; j) +
 1X
j=0
~rT (k; j) 1(k; j)~r(k; j)
where ~yr(k; j) =

~y(k; j)
vf (k; j)

, Q(k; j) =

I 0
FTf (j)
 1(k; j) I

,
~y(k; j) = yd(k; j)  C(j)x^(k; jjj   1) (4.17)
and
~r(k; j) = f^(k; j)  FTf (j)(k; j) 1~y(k; j);
(k; j) = (1  2)I  FTf (j) 1(k; j)Ff (j) (4.18)
To solve min J , fault estimator f^(k; j) is selected as follows
f^(k; j) = FTf (j)
 1(k; j)~y(k; j) (4.19)
To design the recursive state observer, the following derivation is obtained
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based on the denition of x^(k; jjj   1)
x^(k; j + 1jj) =
jX
i=0
hxk(k; j + 1); ~yr(k; i)iR 1(k; i)~yr(k; i)
=
j 1X
i=0
hxk(k; j + 1); ~yr(k; i)iR 1(k; i)~yr(k; i)
+ hxk(k; j + 1); ~yr(k; j)iR 1(k; j)~yr(k; j)
= A(j)
j 1X
i=0
hxk(k; j); ~yr(k; i)iR 1(k; i)~yr(k; i)
+Kr(k; j)R
 1(k; j)~yr(k; j)
= A(j)x^(k; jjj   1) +Kr(k; j)R 1(k; j)~yr(k; j) (4.20)
where
Kr(k; j) = A(j)P(k; j)C
T
r (j) +
Bd(j)D
T
dr(j) +
Ef (j)F
T
fr(j) (4.21)
The derivation of recursive calculation of P(k; j) is as follows
P(k; j + 1) =he(k; j + 1); e(k; j + 1)i
=A(j)P(k; j) AT (j) + Bd(j) B
T
d (j)
+ Ef (j)E
T
f (j) +Kr(k; j)R
 1(k; j)KTr (k; j)
  A(j)he(k; j); ~yr(k; j)iR 1(k; j)KTr (k; j)
  Bd(j)hwfk(k; j); ~yr(k; j)iR 1(k; j)KTr (k; j)
  Ef (j)hfk(k; j); ~yr(k; j)iR 1(k; j)KTr (k; j)
 Kr(k; j)R 1(k; j)h~yr(k; j); e(k; j)i AT (j)
 Kr(k; j)R 1(k; j)h~yr(k; j);wfk(k; j)i BTd (j)
 Kr(k; j)R 1(k; j)h~yr(k; j); fk(k; j)iETf (j)
= A(j)P(k; j) AT (j) + Bd(j) B
T
d (j)
+ Ef (j)E
T
f (j) Kr(k; j)R 1(k; j)KTr (k; j) (4.22)
To simplify the algebraic expression by using the parameters in (3.26) to
represent the derivation, (4.20) and (4.22) are further formulated into
x^(k; j + 1jj) = A(j)x^(k; jjj   1) +K(k; j)~y(k; j) (4.23)
P(k; j + 1) = A(j)P(k; j) AT (j) + Bd(j) B
T
d (j) +
Ef (j)E
T
f (j)
   K(k; j)(k; j) Ef (j) R 1(k; j)  (k; j)KT (k; j)ETf (j)

(4.24)
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where
K(k; j) = ( A(j)P(k; j) CT (j)+ Bd(j) D
T
d (j)+
Ef (j)F
T
f (j))
 1(k; j) (4.25)
Algorithm 1 FE of centralized W-NCSs
1) Set the initial value P(0; 0) = 0 and x^(0; 0j   1) = 0.
2) Check the necessary and sucient conditions of the FE algorithm as fol-
lows
(k; j) > 0
(k; j) < 0 (4.26)
where the denitions of (k; j) and (k; j) are given in (4.16) and
(4.18), respectively. If the conditions are satised, go to next step;
otherwise, overow.
3) Calculate P(k; j) recursively as in (4.24), where K(k; j) and R(k; j) are
calculated by (4.25) and (4.15), respectively.
4) Calculate yu(k; j) and yd(k; j), where yu(k; j) is calculated from (4.11)
and yd(k; j) = ys(k; j)  yu(k; j).
5) Calculate the state estimation x^(k; j+1jj) and residual ~y(k; j) recursively
by (4.23) and (4.17).
6) Calculate fault estimator f^(k; j) as in (4.19).
Remark 4 The H1 FE for time-varying system with delayed measurements
has been investigated in [76]. We should point out the dierences between
this algorithm and the one in [76] mainly from three aspects. The rst one
is Algorithm 1 is developed for the periodic system comparing with the time-
varying system on a nite horizon [76]. It makes the l2 norm of signals for
the two types of systems dierent, which is illustrated in Chapter 2. The
second dierence is that Algorithm 1 concerns the model with arbitrary input
by using the model's linearity. The third one is Algorithm 1 deals with the
model of dierent process and measurement noises structure. The plant model
(3.22) has the same noise structure as in [76], but after the integration with
scheduler, the noises are represented by a unied one, namely
w(k; j) =

d(k; j)
v(k; j)

;
is the unied noise of the integrated model of plant and scheduler.
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Remark 5 The scheduler adopted in this thesis is based on the o-line schedul-
ing algorithm, thus those periodic parameters in (3.23) are already decided.
Note that the FE performance is not only related with the unknown variables,
e.g., w(k; j); f(k; j), but also related with the scheduler, which determines
the transmission latencies. This implies that the network parameters can be
considered as one of the optimal variables for (4.1) to obtain the minimum
fault estimation error over unknown input. The specic optimal variables
of network parameters depend on the scheduling approaches, such as earliest
deadline rst (EDF), non-preemptive scheduling. Considering the concrete
application background and the corresponding communication structure, a
real-time scheduling must be proposed to ensure the security of cyber-physical
systems. Thus considering the optimal variable of network parameters Ts;i,
which is the scheduled period of i-th sub-system, the FE algorithm involving
with complicated scheduling can be found by solving the following optimization
problem,
minTs;i subject to (4.1) and Ts;i  Tcri;i; i = 1;    ; N
where Tcri;i is the absolute deadline of i-th sub-system, and N is the number
of sub-systems in the network.
4.3 Summary
In this chapter, FE of centralized periodic W-NCSs has been studied. The FE
algorithm aims at dealing with centralized periodic W-NCSs with scheduler,
which is called P   S system, and has been developed in terms of solution
to a set of Riccati dierence equations. By adopting the linearity of state
equations, the application of fault estimator has been developed into the
model with arbitrary input.
Chapter 5
FE of decentralized W-NCSs
With the rapid development of industrial automation, especially of the large
scale industry, the limitation of the plant-wide centralized control approach
is more and more evident. First, since MCU needs all information over the
whole plant, the cost of information communication could be very high and
the network building is very complex. It makes the communication as a
potential frequent source of failures and may cause additional expenses by
production outage. Second, with the increasing dimensionality, the interac-
tion or coupling between system units can be very complicated. It requires a
very high computing capability of MCU and the computing delay may aect
greatly the system real-time performance. All these drawbacks lead us to
develop the FE issues based on decentralized controller/observer.
This chapter attempts to encompass the development of FE methods for
decentralized W-NCSs. The decentralized observers' structures will be rst
proposed based on the system model in Chapter 3 for two kinds of residual
structures, i.e., non-shared and shared residual signals. Next, the observer for
integrated model will be presented. The FE algorithm will be proposed under
an H1 performance index, which optimize the inuences of disturbance and
variations of fault on the estimate error. To start with, we would like to
introduce the basic ideas of observer-based FE for decentralized W-NCSs.
5.1 Decentralized observer design
According to the model of decentralized W-NCSs, the fault ltering scheme
and algorithm will be proposed in this section. Since the design issues in the
decentralized system are implemented in every CS in the independent way,
the corresponding sub-observer, which ts for the decentralized computation,
will be proposed.
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It's worth mentioning that the structure of sub-observer is proposed in
two forms, that are the sub-observer with and without shared residuals of
other CSs. Literally speaking, the sub-observer without shared residuals is
only related with the local residual, i.e., the residual of i-th sub-system. This
form is generally used for many FD and ltering approaches. In the consid-
eration of coupling, the state observer is not only related with its own state
estimate, but also with the state estimates of other coupled sub-systems, so
apparently the residual signals of coupled sub-systems can aect the accu-
racy of state estimate in some degree. Based on this reason, the sub-observer
with shared residuals, which is the second form, is proposed to improve sub-
observer performance. In the communication aspect, the residual signals are
broadcasted in the same way as transmission of state estimates. The design
of observer with shared residuals is under the assumption that residual is
transmitted in the same scheduled time slot of updated state, so the trans-
mission scheme between CSs isn't changed by the introduction of residual
transmission. To start with, the system model proposed in Chapter 3 will be
rst modied considering driving disturbance, measurement disturbance and
fault, and the sub-observer structure with shared and non-shared residuals
will be presented respectively.
5.1.1 With non-shared residuals
Consider the model of the i-th sub-system with disturbances and fault
xi ((k + 1)Tcyc;i) =Ad;iixi(kTcyc;i) +Bd;iui(kTcyc;i)
+
NX
j 6=i
Ad;ij(kTcyc;i)xj(kTcyc;i)
+Bd;didi(kTcyc;i) + Ed;fifi(kTcyc;i)
yi (kTcyc;i) =Cd;ixi(kTcyc;i) + vi(kTcyc;i)
+ Fd;fifi(kTcyc;i) (5.1)
where di(kTcyc;i) 2 Rpi is the driving disturbance, vi(kTcyc;i) 2 Rmi is the
measurement disturbance, and fi(kTcyc;i) 2 Rqi+mi is the vector that repre-
sents all sensor and actuator faults, and will be zero in the fault-free case.
Bd;di, Ed;fi and Fd;fi are known matrices of appropriate dimensions.
The observer structure of the i-th sub-system related only with local
residual signals, which is embedded in and implemented by the i-th CS, is
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constructed as follows
x^i ((k + 1)Tcyc;i) =Ad;iix^i (kTcyc;i) +Bd;iui(kTcyc;i)
+
NX
j 6=i
Ad;ij(kTcyc;i)^xj(kTcyc;i)
+ Ed;fif^i(kTcyc;i) + Li(kTcyc;i)ri (kTcyc;i)
f^i ((k + 1)Tcyc;i) =f^i(kTcyc;i) +Vi(kTcyc;i)ri (kTcyc;i)
y^i (kTcyc;i) =Cd;ix^i(kTcyc;i) + Fd;fif^i(kTcyc;i) (5.2)
where Li(kTcyc;i) 2 Rnimi and Vi(kTcyc;i) 2 R(qi+mi)mi are the observer
gain and post-lter matrix to be designed and ri (kTcyc;i) is the residual signal
of the i-th sub-system, which is
ri (kTcyc;i) = yi (kTcyc;i) Cix^i (kTcyc;i)  Fd;fif^i(kTcyc;i)
= Cd;iexi (kTcyc;i) + Fd;fiefi(kTcyc;i) + vi(kTcyc;i) (5.3)
where exi (kTcyc;i) = xi (kTcyc;i) x^i (kTcyc;i) is the state error, and efi (kTcyc;i) =
fi (kTcyc;i)  f^i (kTcyc;i) is the fault estimate error of i-th sub-system.
Considering the scheduler between CSs, ^xj(kTcyc;i); j 6= i; represents the
state estimates of CSs, which have updated state estimates during the time
interval [kTcyc;i; (k + 1)Tcyc;i).
It follows from the periodic model in (3.16) as well as the observer of the
i-th sub-system (3.7), the observer algorithm of decentralized W-NCSs can
be written into
^xj((k + 1)Tperiod + &j) =

A21(j) A22(j)

x^(k; j)
+ B2(j)u(k; j) + Ef2(j)f^(k; j)
+ Lj((k + 1)Tperiod + &j)rj ((k + 1)Tperiod + &j)
^fj((k + 1)Tperiod + &j) = Af2(j)f^(k; j)
+ Vj((k + 1)Tperiod + &j)rj ((k + 1)Tperiod + &j)
y^(k; j) = C2(j)x^(k; j) + Ff2(j)f^(k; j) (5.4)
rj ((k + 1)Tperiod + &j) =
264
...
ri((k + 1)Tperiod + &j   Tcyc;i)
...
375 (5.5)
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Lj((k + 1)Tperiod + &j) =
264
. . . 0
Li((k + 1)Tperiod + &j   Tcyc;i)
0
. . .
375 (5.6)
Vj((k + 1)Tperiod + &j) =
264
. . . 0
Vi((k + 1)Tperiod + &j   Tcyc;i)
0
. . .
375
(5.7)
where f(k; j) is a lifted vector of all faults in the time interval [kTperiod +
&j; (k+1)Tperiod+&j), whose denition is similar as x(k; j). ^xj((k+1)Tperiod+
&j), x^(k; j), f^(k; j) denote the estimates for xj((k + 1)Tperiod + &j), x(k; j),
f(k; j) respectively. Ef2(j) and Ff2(j) consist of Ed;fi, Fd;fi and some zero
matrices. Af2(j) is a (0  1) matrix, which organizes the queue of elements
in f^(k; j), so f^(k; j) works like a data buer of all faults estimates in the
last Tperiod. ri((k + 1)Tperiod + &j Tcyc;i) is the residual vector generated in
the i-th sub-system with i 2 I&j ; and rj ((k + 1)Tperiod + &j) includes all the
residual vectors generated in the sub-systems belonging to I&j : Because the
state estimates are only concerned with the local residual signals, the observer
gains Lj((k + 1)Tperiod + &j) and Vj((k + 1)Tperiod + &j) are therefore in the
form of diagonal.
Recall the output equation in (3.14), it is easy to obtain
ri((k + 1)Tperiod + &j   Tcyc;i)
=yi((k + 1)Tperiod + &j   Tcyc;i) Cd;ix^i((k + 1)Tperiod + &j   Tcyc;i)
  Fd;fif^i((k + 1)Tperiod + &j   Tcyc;i)
=Cd;iexi((k + 1)Tperiod + &j   Tcyc;i) + Fd;fiefi((k + 1)Tperiod + &j   Tcyc;i)
+ vi((k + 1)Tperiod + &j   Tcyc;i) (5.8)
where x^i((k+1)Tperiod+&j Tcyc;i) is the estimate of xi((k+1)Tperiod+&j Tcyc;i)
and f^i((k+1)Tperiod+&j Tcyc;i) is the estimate of fi((k+1)Tperiod+&j Tcyc;i).
exi((k + 1)Tperiod + &j   Tcyc;i) is the same as exi (kTcyc;i) under the overall
schedule structure. Similarly efi((k+1)Tperiod+ &j Tcyc;i) is like efi (kTcyc;i)
under the overall schedule structure. It is obvious that
exi((k + 1)Tperiod + &j   Tcyc;i)
=xi((k + 1)Tperiod + &j   Tcyc;i)  x^i((k + 1)Tperiod + &j   Tcyc;i)
efi((k + 1)Tperiod + &j   Tcyc;i)
=fi((k + 1)Tperiod + &j   Tcyc;i)  f^i((k + 1)Tperiod + &j   Tcyc;i)
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To explore the overall system dynamics and develop the overall observer
approach, (5.5) can be further formulated to
x^(k; j + 1) =A(j)x^(k; j) +B(j)u(k; j) + Ef (j)f^(k; j)
+ L(j)rj((k + 1)Tperiod + &j)
f^(k; j + 1) =Af (j)f^(k; j) +V(j)rj((k + 1)Tperiod + &j)
y^(k; j) =C(j)x^(k; j) + Ff (j)f^(k; j)
Ef (j) =

0
Ef2(j)

; Ff (j) = Ff2(j)
L(j) =

0
Lj((k + 1)Tperiod + &j)

V(j) =

0
Vj((k + 1)Tperiod + &j)

(5.9)
whose dynamics is governed by
ex(k; j + 1) =x(k; j + 1)  x^(k; j + 1)
=

0 I
A21(j) A22(j)

 

0
Lj((k + 1)Tperiod + &j)

C(j)

ex(k; j)
+

0
Ef2(j)

 

0
Lj((k + 1)Tperiod + &j)

Ff (j)

ef (k; j)
+

0
Bd2(j)

d(k; j) 

0
Lj((k + 1)Tperiod + &j)

v(k; j)
ef (k; j + 1) =f(k; j + 1)  f^(k; j + 1)
=f(k; j + 1) Af (j)f(k; j) +Af (j)f(k; j)
 Af (j)f^(k; j) V(j)rj((k + 1)Tperiod + &j)
=f(k; j) +Af (j)ef (k; j)
  F(j)C(j)ex(k; j) V(j)Ff (j)ef (k; j) V(j)v(k; j)
=f(k; j) + (Af (j) V(j)Ff (j)) ef (k; j)
 V(j)C(j)ex(k; j) V(j)v(k; j)
=

Af (j) 

0
Vj((k + 1)Tperiod + &j)

Ff (j)

ef (k; j)
 

0
Vj((k + 1)Tperiod + &j)

C(j)ex(k; j)
+ f(k; j) 

0
Vj((k + 1)Tperiod + &j)

v(k; j) (5.10)
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rj(kTcyc;i) =
8>>>>>>>>><>>>>>>>>>:
rj(ij(kTcyc;i)); no update of j-th sub-system in
[kTcyc;i; (k + 1)Tcyc;i) ;26664
rj(ij(kTcyc;i))
rj(kTcyc;i + tij;1(k))
...
rj(kTcyc;i + tij;(k))
37775 ; update(s) of j-th sub-system in
[kTcyc;i; (k + 1)Tcyc;i)
(5.12)
where Bd2(j) consists of Bd;di and some zero matrices. d(k; j) and v(k; j)
are the lifted vectors of driving disturbance and measurement disturbance
respectively in the time interval [kTperiod+&j; (k+1)Tperiod+ &j). f(k; j) =
f(k; j + 1) Af (j)f(k; j) is the fault increment.
5.1.2 With shared residuals
Recall the sub-observer structure (5.2) of the i-th sub-system without residual
sharing and the coupling relations between CSs, the i-th sub-observer can be
extended into the form involving with residual signals of other coupled CSs,
which is represented as follows,
x^i ((k + 1)Tcyc;i)
= Ad;iix^i (kTcyc;i) +Bd;iui(kTcyc;i)
+Ed;fif^i(kTcyc;i) + Li(kTcyc;i)ri (kTcyc;i)
+
NX
j 6=i
 
Ad;ij(kTcyc;i)^xj(kTcyc;i) + Lij(kTcyc;i)rj (kTcyc;i)

(5.11)
where rj (kTcyc;i) ; j 6= i is a vector whose elements are residual vectors of
j-th CS in the period of [kTcyc;i; (k + 1)Tcyc;i), so rj (kTcyc;i), which is given
in (5.12), has the same structure like xj(kTcyc;i) in (3.9).
It is worth pointing out that the update of the residual vector is accom-
panied by that of the state estimate, so the transmission of ri(kTcyc;i) is
proposed to be transmitted together with x^i(kTcyc;i) in one packet to all the
other sub-systems.
To develop the observer with shared residual vectors for system (3.13), it
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is easy to deduce
^xj((k + 1)Tperiod + &j) =

A21(j) A22(j)

x^(k; j) + B2(j)u(k; j)
+ Ef2(j)f^(k; j) + L2(j)r(k; j)
^fj((k + 1)Tperiod + &j) = Af2(j)f^(k; j) + V2(j)r(k; j)
y^(k; j) = C2(j)x^(k; j) + Ff2(j)f^(k; j) (5.13)
where r(k; j) is a lifted vector of all residual signals in the time interval
[kTperiod + &j; (k + 1)Tperiod + &j), whose denition is similar as x(k; j). L2(j)
and V2(j) are no longer diagonal as Lj((k + 1)Tperiod + &j) and Vj((k +
1)Tperiod + &j) respectively in (5.6). Suppose that I&j = f   ; h;    ; l;    g,
h; l 2 [1; N ] ; h 6= l, rh((k + 1)Tperiod + &j   Tcyc;h) is the mh-th element of
r(k; j), rl((k + 1)Tperiod + &j   Tcyc;l) is theml-th element of r(k; j), the entry
of mh-th row and ml-th column of L2(j) is Lhl((k + 1)Tperiod + &j   Tcyc;h),
and the entry of ml-th row and mh-th column of L2(j) is Llh((k+1)Tperiod+
&j   Tcyc;l). L2(j) can be represented as follows
L2(j) =
26666664
. . .
...
...
   Lh    Lhl   
...
. . .
...
   Llh    Ll   
...
...
. . .
37777775 (5.14)
where Lh represents Lh((k + 1)Tperiod + &j   Tcyc;h), Ll represents Ll((k +
1)Tperiod+ &j   Tcyc;l), Lhl represents Lhl((k+1)Tperiod+ &j   Tcyc;h) and Llh
represents Llh((k + 1)Tperiod + &j   Tcyc;l):
Similarly, V2(j) can also be reformulated into the structure as L2(j)
V2(j) =
26666664
. . .
...
...
   Vh    Vhl   
...
. . .
...
   Vlh    Vl   
...
...
. . .
37777775 (5.15)
where Vh represents Vh((k + 1)Tperiod + &j   Tcyc;h), Vl represents Vl((k +
1)Tperiod + &j   Tcyc;l), Vhl represents Vhl((k + 1)Tperiod + &j   Tcyc;h) and
Vlh represents Vlh((k + 1)Tperiod + &j   Tcyc;l):
Considering the overall observer based on W-NCSs model (3.12), the
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decentralized observer can be further rewritten into the following form
x^(k; j + 1) =A(j)x^(k; j) +B(j)u(k; j) + Ef (j)f^(k; j)
+ L(j)r(k; j)
f^(k; j + 1) =Af (j)f^(k; j) +V(j)r(k; j)
y^(k; j) =C(j)x^(k; j) + Ff (j)f^(k; j)
L(j) =

0
L2(j)

; V(j) =

0
V2(j)

(5.16)
whose dynamics is governed by
ex(k; j + 1)
=

0 I
A21(j) A22(j)

 

0
L2(j)

C(j)

ex(k; j)
+

0
Ef2(j)

 

0
L2(j)

Ff (j)

ef (k; j)
+

0
Bd2(j)

d(k; j) 

0
L2(j)

v(k; j)
ef (k; j + 1)
=

Af (j) 

0
V2(j)

Ff (j)

ef (k; j)
 

0
V2(j)

C(j)ex(k; j)
+ f(k; j) 

0
V2(j)

v(k; j) (5.17)
It follows directly from (5.12) that by selecting Lij(kTcyc;i) suitably, the cou-
pling expressed by Ad;ij(kTcyc;i) Lij(kTcyc;i) Cj can be remarkably reduced.
In the context of the overall observer design, i.e., in (5.13), the extension
means relaxing the diagonal structure of the observer gain matrices into the
structure (5.14) and (5.15), and it also means relaxing the condition of solving
the FE algorithm.
As pointed out in Remark 1, when designing the decentralized observer
with shared residuals, y(k; j) in (3.16) includes all output in the time interval
[kTperiod + &j; (k + 1)Tperiod + &j) corresponding with r(k; j) in (5.13).
5.1.3 Observer development on integrated system
As illustrated in Section 3.2.1, the communication scheme of decentralized
W-NCSs includes two types, i.e., in a sub-system and between sub-systems.
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The scheme is a hierarchical structure, in which communication between sub-
systems is at a top level. The sub-systems broadcast their state estimates
with each other every cycle. It is obvious that the information at the top level
is more important and the demand of communication rate is much lower that
the ground level. So the following research is based on the assumption that
the wireless network resource is adequate to ensure the real-time transmission
between sub-systems, in other words, no imperfect communication of state
estimates will be taken into consideration. While in the ground layer, because
of the high uncertainty and complexity, the communication is controlled by
the scheduler and formulated for the integration.
Considering the integrated model presented in (3.26), the observer ap-
proaches and their dynamics are developed based on the assumption that
the data transmission is executed strictly according to the scheduler, and any
error characteristic in communication channel, such as unexpected interfer-
ence, jitter and so on, will not be considered. So the values of data through
network under the guidance of scheduler will not change. Accordingly no
observer would be designed for scheduler model (3.23), and the observer ap-
proaches of integrated model are based on (5.9) and (5.16), respectively. To
simplify the notation, Is&j is used to denote the set of all those sub-systems,
which are scheduled for data transmission between sub-systems at the time
instant kTperiod + &j.
With non-shared residuals
The observer of integrated system (3.26) with non-shared residuals can be
developed as follows
^x(k; j + 1) = A(j)^x(k; j) + B(j)u(k; j) + Ef (j)f^(k; j)
+ Ls(j)rsj((k + 1)Tperiod + &j)
f^(k; j + 1) =Af (j)f^(k; j) + Vs(j)rsj((k + 1)Tperiod + &j)
y^s(k; j) = C(j)^x(k; j) + Ff (j)f^(k; j) (5.18)
where
rsj((k + 1)Tperiod + &j) = ys(k; j)  y^s(k; j)
Ls(j) =

Ls(j)
0

Vs(j) =

Vs(j)
0

(5.19)
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and Ls(j), Vs(j) are diagonal matrices in which the diagonal entries are
Lsi((k + 1)Tperiod + &j   Tcyc;i), Vsi((k + 1)Tperiod + &j   Tcyc;i); i 2 Is&j ,
respectively.
The system dynamics is governed by
ex(k; j + 1)
=x(k; j + 1)  ^x(k; j + 1)
=( A(j)  Ls(j) C(j))ex(k; j)
+ (Ef (j)  Ls(j)Ff (j))ef (k; j)
+ ( Bd(j)  Ls(j) Dd(j))w(k; j)
ef (k; j + 1)
=f(k; j + 1)  f^(k; j + 1)
=
 
Af (j)  Vs(j)Ff (j)

ef (k; j)
  Vs(j) C(j)ex(k; j)
+ f(k; j)  Vs(j) Dd(j)w(k; j) (5.20)
With shared residuals
The observer of integrated system (3.26) with shared residuals can be devel-
oped as follows
^x(k; j + 1) = A(j)^x(k; j) + B(j)u(k; j) + Ef (j)f^(k; j)
+ Ls(j)r(k; j)
f^(k; j + 1) =Af (j)f^(k; j) + Vs(j)r(k; j)
y^s(k; j) = C(j)^x(k; j) + Ff (j)f^(k; j) (5.21)
where r(k; j) is the lifted vector of residuals, which are broadcasted by CSs
according to the overall scheduler, and the structures of Ls(j), Vs(j) are
same as (5.19). Here Ls(j), Vs(j) are no longer diagonal. The entries
outside of main diagonal corresponding to the coupling positions are nonzero
observer gains to be designed. The system dynamics in this case is built
same as (5.20).
5.2 FE of decentralized W-NCSs
In this section, FE approaches will be developed in terms of LMI technique
based on the system dynamics (5.20) with the purpose of achieving robustness
against disturbances and fault increment. To begin with, (5.20) is reformu-
lated into
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e(k; j + 1) = Ae(j)e(k; j) + Be(j) w(k; j) (5.22)
e(k; j) =

ex(k; j)
ef (k; j)

; w(k; j) =

w(k; j)
f(k; j)

Ae(j) =

A(j)  Ls(j) C(j) Ef (j)  Ls(j)Ff (j)
  Vs(j) C(j) Af (j)  Vs(j)Ff (j)

Be(j) =

Bd(j)  Ls(j) Dd(j) 0
  Vs(j) Dd(j) I

Next, Theorem 1 will describe an H1 FE design of periodic system (3.26)
with only actuator faults that satises the following performance index
ke(k; j)k2  2k w(k; j)k2 (5.23)
where  is called performance level.
Theorem 1 For the integrated system (3.26) and its observer (5.18), assume
that for j = 0; 1;    ;    1
1. Ff (j) = 0, fa(k; j) = f(k; j) is the lifted vector of actuator faults in
the time interval [kTperiod + &j; (k + 1)Tperiod + &j);
2. The pair
 
A(j); C(j)

is observable;
3. The dimension of ys(k; j) is greater than or equal to the dimension
of updated faults in fa(k; j + 1), which can be represented by fj((k +
1)Tperiod + &j);
4. C(j) is of full rank and the columns of Ef (j) corresponding to the fault
fi((k + 1)Tperiod + &j   Tcyc;i); i 2 Is&j are linearly independent.
Given a constant  > 0, a closed circular region D(; ) with center  + 0j
and radius  and x(0; 0) = 0, if there exists -periodic symmetric positive
denite matrices P(j) and Q(j) such that the following LMIs
P(j + 1)  2I Ae0(j) +Q(j) Ae1(j)  I
   2P(j)

< 0 (5.24)2664
P(j + 1)  2I Ae0(j) +Q(j) Ae1(j) Be0(j) +Q(j) Be1(j) 0
  P(j) 0 I
   I 0
    I
3775 < 0
(5.25)
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where Ae0(j) =

A(j) Ef (j)
0 Af (j)

; Ae1(j) =
   C(j) 0  ; Be0(j) =
Bd(j) 0
0 I

; Be1(j) =
   Dd(j) 0  hold for each j. The eigenvalues of
Ae(j) belong to the region D(; ) and system dynamics (5.22) can satisfy the
performance index (5.23). The observer gain matrices are lifted as Q(j) =
Ls(j)
Vs(j)

:
Proof 1 Dene Lyapunov function
V(k; j) = eT (k; j)P(j)e(k; j) > 0; V(0; 0) = 0 (5.26)
(5.23) can be satised if the following inequalities on a nite horizon [0; T ]
of k are proved to be true
TX
k=0
 1X
j=0
(eT (k; j)e(k; j)  2 wT (k; j) w(k; j)) <  V(T;    1)$
TX
k=0
 1X
j=0
(eT (k; j)e(k; j)  2 wT (k; j) w(k; j))
< V(T;    1) +V(0; 0) V(0; 0)$
TX
k=0
 1X
j=0
(eT (k; j)e(k; j)  2 wT (k; j) w(k; j) +V(k; j + 1) V(k; j))
< V(0; 0) = 0
To satisfy eT (k; j)e(k; j)  2 wT (k; j) w(k; j) +V(k; j + 1) V(k; j) < 0, it
is easy to obtain that2664
 P(j + 1) P(j + 1) Ae(j) P(j + 1) Be(j) 0
  P(j) 0 I
   I 0
    I
3775 < 0
Considering  P 1(j+1)  P(j+1) 2I, (5.25) is satised by simple matrix
manipulation. The proof of system robust stability (5.24) can refer to [95]
and is omitted here.
Remark 6 Theorem 1 is suitable for the FE design of integrated model
(3.26) for the two kinds of residual structures, i.e., non-shared and shared
residuals, since the system dynamics can both be presented by (5.20). The
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positions of concrete nonzero elements in Ls(j) and Vs(j) should be pointed
out when solving LMIs. Note that Ls(j) and Vs(j) are dierent for the two
residual structures, and the dierence has been represented in the section of
observer design.
In the following, Theorem 2 will solve the H1 FE design problem of peri-
odic system (3.26) with only sensor faults considering the same performance
index (5.23).
Theorem 2 For the integrated system (3.26) and its observer (5.18), assume
that for j = 0; 1;    ;    1
1. Ef (j) = 0, fs(k; j) = f(k; j) is the lifted vector of all sensor faults in
the time interval [kTperiod + &j; (k + 1)Tperiod + &j);
2. The pair
 
A(j); C(j)

is observable;
3. The dimension of ys(k; j) is greater than or equal to the dimension
of updated faults in fs(k; j + 1), which can be represented by fj((k +
1)Tperiod + &j);
4. C(j) is of full rank and the columns of Ff (j) corresponding to the fault
fi((k + 1)Tperiod + &j   Tcyc;i); i 2 Is&j are linearly independent.
Given a constant  > 0, a closed circular region D(; ) with center  + 0j
and radius  and x(0; 0) = 0, if there exists -periodic symmetric positive
denite matrices P(j) and Q(j) such that the following LMIs
P(j + 1)  2I Ae0(j) +Q(j) Ae1(j)  I
   2P(j)

< 0 (5.27)2664
P(j + 1)  2I Ae0(j) +Q(j) Ae1(j) Be0(j) +Q(j) Be1(j) 0
  P(j) 0 I
   I 0
    I
3775 < 0
(5.28)
where Ae0(j) =

A(j) 0
0 Af (j)

; Ae1(j) =
   C(j)  Ff (j)  ; Be0(j) =
Bd(j) 0
0 I

; Be1(j) =
   Dd(j) 0  hold for each j. The eigenvalues of
Ae(j) belong to the region D(; ) and system dynamics (5.22) can satisfy the
performance index (5.23). The observer gain matrices are lifted as Q(j) =
Ls(j)
Vs(j)

:
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Proof 2 The proof is similar to the one of Theorem 1 and is thus omitted
here.
Remark 7 Similarly, Theorem 2 is suitable for the FE design of integrated
model (3.26) for non-shared and shared residual structures. The structure
restriction of Ls(j) and Vs(j) should also be noticed when solving LMIs.
Remark 8 It is worth mentioning that the using of shared residuals can
improve FE robustness against disturbances when the other sub-systems are
fault-free. In case of a malfunction of j-th sub-system, its residual includes
not only the information of disturbance, but also of fault. It could cause the
fault estimate distortion of other coupled sub-systems. So Theorems 1 and 2
dealing with the case of shared residuals are feasible when faults of sensors
or actuators don't happen simultaneously.
5.3 Summary
In this chapter, the observer-based FE of decentralized periodic W-NCSs has
been studied. The structures of observer gain matrices and post-lters for
two kinds of residual structures, i.e., non-shared and shared residuals, have
been presented correspondingly. An LMI-based FE algorithms have been
proposed with the objective of satisfying an H1 performance index against
disturbance and variations of fault. The algorithms have been developed for
the system with sensor and actuator faults, respectively.
Chapter 6
Application on the WiNC
platform
In this chapter, the FE algorithms for the centralized and decentralized sys-
tem structures will be demonstrated on the experimental WiNC platform
with integrated three-tank sub-system. Based on the periodic system model
of three-tank system, the FE algorithms will be executed by a remote con-
troller in the way of centralized pattern or simulated decentralized pattern.
The schedulers coordinating with this discretized system model are also pro-
posed. The results show the eectiveness of the FE algorithms. To begin
with, we would like to introduce the WiNC experimental platform.
6.1 Experimental setup
WiNC platform is constructed to explore the control, FD, FTC and com-
munication issues based on real-time reliable W-NCSs. The whole WiNC
includes two well-known laboratory benchmarks as sub-systems, namely the
three-tank system and the inverted pendulum system, a remote controller,
wireless communication facilities, as well as a protocol optimized for real-
time industrial wireless communication. The wireless network supports IEEE
802.11a/b/g standards and provides the possibility of choosing dierent mod-
ulation methods and frequency bands. TDMA medium access method is
adopted in WiNC to ensure the deterministic transmission behaviors, which
is necessary for the research in this dissertation [17].
To optimize the real-time communication performance, the following tech-
nologies have been employed on the WiNC platform.
1) Adopt real-time Linux kernel as operating system kernel. By using this
real-time kernel, every operation is expected to be completed within
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a certain rigid time period (generally between 1ms and 10ms). When
operation with high priority happens, e.g., fault alarm signal broadcast-
ing, a real-time scheduling policy will be executed, which is beneted
by the Linux kernel;
2) Design a new MAC protocol optimized for industrial wireless commu-
nication. This is accomplished by using SoftMAC, which supports a
exible wireless research platform. The modication are summarized
as follows,
a) Reduce the original 802.11 MAC header to only ve bytes at the
beginning of a packet;
b) Eliminate the transmission of additional packets caused by carrier
sensing and backo, such as automatic ACK and retransmission,
request to send/clear to send (RTS/CTS) and so on;
c) Receive all messages that can be decoded by the physical layer, even
those contain checksum errors. The errors may be reconstructed
by error correction, so that retransmission can be avoided;
3) Optimize transmission scheduler, especially for large-scale networks, to
make the best usage of network resources. The scheduling approach
for real-time decentralized networks has been reported in [17]. In this
thesis, control commands are broadcasted to actuators for real-time
purpose.
WiNC is built with open source software, so it is quite accessible for
application of new control or FD algorithms. It also provides harmonious
graphic user interface (GUI) and congurable parameters setting, e.g., con-
troller parameters, time slot duration, antenna transmission power and so
on.
In this chapter, the FE algorithms will be veried on the WiNC platform
integrated with three-tank system. The periodic model of three-tank system
is built in Section 3.3, and the parameters of three-tank system in (3.18) are
listed as follows
S = 0:0154m2; s13 = s32 = s20 = 5 10 5m2;
g = 9:81m=s2; a1 = 0:399; a2 = 0:799; a3 = 0:520:
The system matrices in (3.21) are
Ad;11 = 0:9999; Ad;22 = 0:9996;
Ad;33 = 0:9993; Ad;13 = 0:0001;
Ad;311 = Ad;312 = Ad;313 = 0:0001;
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Tank 1
Pump 1
Tank 3 Tank 2
Pump 2
Wireless antenna
Actuator 1 Actuator 2Sensor 1 Sensor 3 Sensor 2
Remote controller
y1 y3 y2
Figure 6.1: WiNC platform with three-tank system
Ad;321 = Ad;322 = 0:0002; Ad;23 = 0:0002;
Bd;1 = 0:5195; Bd;2 = 0:7791;
Bd;d1 = 0:0080; Bd;d2 = 0:0120; Bd;d3 = 0:0240:
The parameters of PI controller employed are Kp = 5  10 4 and Ki =
0:510 4, where Kp is the proportional gain and Ki is the integral gain. The
maximal incoming ow rates of two pumps are u1max = 1:2417  10 4m3/s
and u2max = 1:2188  10 4m3/s, respectively, so the allowable values of
controller's output are limited. Once the calculated control commands exceed
uimax; i = 1; 2, ui(t) is limited to be uimax:
The platform structure is shown in Fig. 6.1. As introduced in Section
3.3, the messages from three sensors to the controller, and from the controller
to two actuators are exchanged through the wireless network, where every
component is assembled with a wireless card. The component medium ac-
cess behavior is operated under the guidance of scheduler, so the parameter
setting of scheduler state-space equation will be presented, which varies from
centralized case to decentralized case.
6.2 Implementation of FE on centralized W-
NCSs
In this section, the decentralized FE approaches with three kinds of sched-
ulers, i.e., sampling-based scheduler, scheduler with transmission delay and
scheduler with packet loss, will be demonstrated on WiNC platform. The
experimental implementation is based on the periodic model of three-tank
system proposed in Section 3.3. The parameters of respective schedulers are
rst illustrated. Second, the fault model and the parameters of fault adopted
on the platform will be pointed out. At last, the experimental results are
analyzed and the results with incomplete information have been compared
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with the results based on sampling-based scheduler. To begin with, the fault
model employed in this section will be presented.
6.2.1 Fault model
The following sensor faults are considered
fs1(k; j) =

0:07; 8969  k  13470;
0; others;
fs2(k; j) =

0:05; 10169  k  14670;
0; other;
fs3(k; j) =
  0:05; 11670  k  15570;
0; others;
(6.1)
where fsi(k; j); i = 1; 2; 3 represents the sensor fault of i-th water level gauge.
Since Tperiod = 24ms, the time duration when faults happen, can also be
expressed in the continuous time domain as 215:3s  t1  323:3s; 244:1s 
t2  352:1s; 280:1s  t3  373:7s for fsi(k; j); i = 1; 2; 3; respectively.
In this thesis, all sensor faults of three water level gauges are considered.
The faults are regarded as constant in one period, so a vector denoted as
f(k; j) is used to represent the set of sensor faults, i.e., f(k; j) = fs(k; j) =
fs1(k; j) fs2(k; j) fs3(k; j)
T
. The fault parameters Ef (j) and Ff (j) in
(3.24) are chosen as
Ef (j) = 0; j = 0; 1; 2; 3; Ff (0) =
24 2:5 0 00 2:5 0
0 0 2:5
35 ;
Ff (1) = Ff (3) =
24 2:5 0 00 0 0
0 0 0
35 ; Ff (2) =
24 0 0 00 2:5 0
0 0 0
35 :
The initial value of process state estimate is set to
x^(0; 0j   1) =  0 0 0 0:02 0:03 0:03  (6.2)
and 0 = I6. The minimal value of  is 0:45, which is obtained from simu-
lation result.
6.2.2 FE with sampling-based scheduler
Scheduler model
The scheduler based on the sampling sequences, which is shown in Fig. 3.8,
can be expressed as in the state-space model (3.23) and the parameters are
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given as follows
As(0) = As(1) = As(2) = As(3) = O55;
Bsy(1) = Bsy(3) =
266664
1 0 0
0 0 0
0 0 0
0 0 0
0 0 0
377775 ;
Bsy(0) =
266664
1 0 0
0 1 0
0 0 1
0 0 0
0 0 0
377775 ; Bsy(2) =
266664
0 0 0
1 0 0
0 0 0
0 0 0
0 0 0
377775 ;
Bsu(0) = Bsu(1) = Bsu(2) = O52; Bsu(3) =
266664
0 0
0 0
0 0
1 0
0 1
377775 ;
Csy(0) = O35; Csy(1) = Csy(2) = Csy(3) = O15;
Dsy(0) = I3; Dsy(1) = Dsy(2) = Dsy(3) = I1;
Csu(0) = Csu(1) = Csu(2) = Csu(3) = O25;
Dsu(0) = Dsu(1) = Dsu(2) = Dsu(3) = I2: (6.3)
Experimental results
The results on WiNC platform corresponding to the sampling-based sched-
uler are presented in Figs. 6.2, 6.3, 6.4 and 6.5. Fig. 6.2 shows the water
levels of three tanks with sensor faults. Figs. 6.3, 6.4 and 6.5 show the FE
of each tank, and the estimator has been conrmed to perform well.
From the results, it is easy to calculate the variances of the three water
levels at the operating points are V1 = 7:2  10 7, V2 = 1:6  10 7, and
V3 = 5:6 10 8 (m2), respectively, which are mainly caused by the inow of
the pumps. Correspondingly, the variances of error estimates are also related
to the variances of water levels, which has been conrmed that the variances
of error estimates decrease successively from tank 1 to tank 3. The variation
of error estimates during the faulty-free intervals could be caused by system
model inaccuracy, e.g., linearization, parameters' uncertainties, and also by
some other elements, e.g., sensors' and actuators' calibration inaccuracies,
quantization.
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Figure 6.2: Output of 3 tanks of centralized approach
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Figure 6.3: Fault and its estimate of tank 1's level of centralized approach
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Figure 6.4: Fault and its estimate of tank 2's level of centralized approach
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Figure 6.5: Fault and its estimate of tank 3's level of centralized approach
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Figure 6.6: Control input of 2 pumps of centralized approach
Take FE of tank 1 in Fig. 6.3 for example to discuss the estimation per-
formance. The sensor error, which is plotted in dotted line, is a rectangular
function. Corresponding to the rising edge tr and falling edge tf of this rect-
angular error function, there are 4 points marked in the curve of estimate
at the initial time and terminal time of the edges, i.e., P1, P2, P3 and P4.
Since the water levels at P1, P2, P3 and P4 are 1:1694, 8:1693, 8:2229 and
1:2232 (cm), respectively, the amplitudes of error estimate at tr and tf are
6:9999cm and 6:9997cm, which are very closed to the fault of sensor 1. Sim-
ilarly, the amplitudes of fault estimates for tank 2 and 3 are also equal to or
approximately equal to the relevant faults. It means that the FE algorithm
in this case is capable and sensitive to reect the sensor faults.
The control input calculated by PI controller is shown in Fig. 6.6. Be-
cause of the actuator saturation, it is limited between 0 and uimax: When the
system has nally reached the steady state in faulty-free case, u1 ranges from
14:8 to 32:2 (cm3=s), and u2 from 39:2 to 47:3 (cm
3=s). When the control in-
put is known for FE algorithm, i.e., us(k; j) = u(k; j), the value of input will
not aect the estimation performance, but when the imperfect transmission
of control input is considered, the FE performance will be degraded to some
extent.
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Figure 6.7: Network scheduler of three-tank system with delay
6.2.3 FE with delay scheduler
Scheduler model
Consider the network isn't capable of transmitting all those tasks in time,
transmission delays may exist in this case. An example of scheduler with
transmission delay of tank 3's measurement periodically is shown in Fig.
6.7, and it makes part of the parameters dierent from (6.3). Those dierent
parameters of (3.23) are pointed out in the following
Csy(0) = O25; Csy(1) =

0 0 0 0 0
0 0 1 0 0

;
Dsy(0) =

1 0 0
0 1 0

; Dsy(1) =

1
0

: (6.4)
Experimental results
The results of FE approach with delay scheduler are presented in Figs. 6.8,
6.9 and 6.10.
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Figure 6.8: Fault and its estimate of tank 1's level with delay of centralized
approach
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Figure 6.9: Fault and its estimate of tank 2's level with delay of centralized
approach
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Figure 6.10: Fault and its estimate of tank 3's level with delay of centralized
approach
In Fig. 6.8, the water levels at P1, P2, P3 and P4 are 1:2398, 7:2500,
7:2225 and 1:1943 (cm), respectively. The amplitudes of error estimates at
the rising edge and falling edge are 6:0102cm and 6:0282cm. Comparing
with the results without delay, the FE algorithm performance when dealing
with delay scheduler isn't as good as the performance without delay. This
conclusion is also appropriate for FE of tank 2 and 3.
6.2.4 FE with packet loss scheduler
Scheduler model
Consider the example that the packet of the second sample of sensor 1 is lost,
which is shown in dotted line in Fig. 6.11. It results in that the element of
Dsy(1) corresponding to the schedule of y1(kTperiod + 2Tcyc;1) is set to zero.
More specically, the dierent parameter Dsy(1) from (6.3) is
Dsy(1) = 0 (6.5)
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Figure 6.11: Network scheduler of three-tank system with packet loss
Experimental results
The FE results of sensor faults with packet loss scheduler are shown in Figs.
6.12, 6.13 and 6.14. Note that the FE algorithm is also activated when j = 1,
and the latest measurement of sensor 1 is used.
In Fig. 6.12, the water levels at P1, P2, P3 and P4 are 1:7856, 8:8136,
8:2889 and 1:2822 (cm), respectively. The amplitudes of error estimates at
the rising edge and falling edge are 7:0280cm and 7:0067cm. Comparing with
the results in Fig. 6.3, the sensitivity of the FE algorithm for this case is
still as high as for the case with sampling-based schedule. This conclusion
ts also for FE results of tank 2 and 3. It means that the eect of packet
loss in transmission on the FE sensitivity isn't so obvious.
While comparing the average values of fault estimates in the faulty-free
case, which are calculated from 500s when the water levels have reached the
operating points to the end of the detection process, the oset estimate in
this case is lager than in the cases with sampling-based schedule and with
delay schedule. We can get the conclusion that the existence of packet loss
in the transmission scheme will not inuence the sensitivity of FE algorithm
proposed in this thesis, but it can aect the estimate oset to a relative large
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Figure 6.12: Fault and its estimate of tank 1's level with packet loss of
centralized approach
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Figure 6.13: Fault and its estimate of tank 2's level with packet loss of
centralized approach
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Figure 6.14: Fault and its estimate of tank 3's level with packet loss of
centralized approach
degree. Specically for the three-tank system, since the packet loss happens
in tank 1, the oset changes between the case with sampling-based schedule
and the case with packet loss schedule reduce successively from tank 1, tank
3 to tank 2 according to the coupling relations of three tanks.
6.3 Implementation of FE on decentralized
W-NCSs
In this section, the decentralized FE design will be demonstrated on WiNC
platform for the two kinds of residual structures, i.e., the non-shared residuals
and shared residuals.
As shown in Fig. 6.1, the remote controller will simulate the operation
of decentralized CSs, and the calculation of decentralized FE algorithms will
be activated independently whenever its local measurement has reached the
CS. The uncertainty of communication between sub-systems still can't be
physical tested on the platform. The scheduler adopted here is based on the
sampling periods, which is shown in Fig. 3.8. To start with, the experimental
results of FE with only sensor faults are presented and discussed.
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6.3.1 Sensor FE with non-shared residuals
Fault model
The sensor faults considered here are same as (6.1), and fs(k; j); j = 0; 1; 2; 3
is a lifted vector of all sensor faults in one Tperiod, i.e.,
fs(k; 0) =
26666664
fs1(k   1; 1)
fs2(k   1; 2)
fs1(k   1; 3)
fs1(k; 0)
fs2(k; 0)
fs3(k; 0)
37777775 ; fs(k; 1) =
26666664
fs2(k   1; 2)
fs1(k   1; 3)
fs1(k; 0)
fs2(k; 0)
fs3(k; 0)
fs1(k; 1)
37777775 ;
fs(k; 2) =
26666664
fs1(k   1; 3)
fs1(k; 0)
fs2(k; 0)
fs3(k; 0)
fs1(k; 1)
fs2(k; 2)
37777775 ; fs(k; 3) =
26666664
fs1(k; 0)
fs2(k; 0)
fs3(k; 0)
fs1(k; 1)
fs2(k; 2)
fs1(k; 3)
37777775 :
The parameters Af (j); Ff (j); j = 0; 1; 2; 3 of observer (5.9) are as follows
Af (0) = Af (1) =
2666664
0 1 0 0 0 0
0 0 1 0 0 0
...
...
...
...
...
...
0 0 0 0 0 1
0 0 0 1 0 0
3777775 ;
Af (2) =
2666664
0 1 0 0 0 0
0 0 1 0 0 0
...
...
...
...
...
...
0 0 0 0 0 1
0 0 0 0 1 0
3777775 ; Af (3) =
26666664
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 1 0
0 0 1 0 0 0
37777775 ;
Ff (0) =
24 0 0 0 Fd;f1 0 00 0 0 0 0 0
0 0 0 0 0 0
35 ;
Ff (1) =
24 0 0 0 0 0 00 0 0 Fd;f2 0 0
0 0 0 0 0 0
35 ;
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Ff (2) =
24 0 0 0 0 Fd;f1 00 0 0 0 0 0
0 0 0 0 0 0
35 ;
Ff (3) =
24 0 0 0 0 0 Fd;f10 0 0 0 Fd;f2 0
0 0 Fd;f3 0 0 0
35 : (6.6)
Observer gain and post-lter
The parameters, including observer gain and post-lter, will be presented.
The main dierences between the observer design of non-shared residuals
and shared residuals exist on the setting of observer gain Ls(j) and post-
lter Vs(j), which will be listed in the following.
The parameters of system model (3.24) are same as in (3.21), and the pa-
rameters of scheduler, which are dierent from (6.3), are provided as follows
Csy(0) = Csy(1) = Csy(2) = O15; Csy(3) = O35;
Dsy(0) = Dsy(2) =

1 0 0

;
Dsy(1) =

0 1 0

; Dsy(3) = I3 (6.7)
The observer gain matrix Ls(j) and post-lter Vs(j); j = 0; 1; 2; 3 in (5.19)
can be obtained
Ls(0) =
26664
0
...
0
L1(0)
37775 ; Ls(1) =
26664
0
...
0
L2(1)
37775 ;
Ls(2) =
26664
0
...
0
L1(2)
37775 ; Ls(3) =
26666664
0 0 0
0 0 0
0 0 0
L1(3) 0 0
0 L2(3) 0
0 0 L3(3)
37777775 ;
Vs(0) =
26664
0
...
0
V1(0)
37775 ; Vs(1) =
26664
0
...
0
V2(1)
37775 ;
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Vs(2) =
26664
0
...
0
V1(2)
37775 ; Vs(3) =
26666664
0 0 0
0 0 0
0 0 0
V1(3) 0 0
0 V2(3) 0
0 0 V3(3)
37777775 : (6.8)
In this experiment, assume that the regional pole constraint is D(0; 1) and
 = 3:18. The discretized parameter of sensor fault is Fd;fi = 2:5; i = 1; 2; 3:
The desired parameters in (6.8) can be obtained as
L1(0) = 0:1505; L2(1) = 0:1400; L1(2) = 0:1378;
L1(3) = 0:1496; L2(3) = 0:1400; L3(3) = 0:1145;
V1(0) = 0:3400; V2(1) = 0:3441; V1(2) = 0:3444;
V1(3) = 0:3394; V2(3) = 0:3441; V3(3) = 0:3544:
Experimental results
The results of sensor fault estimates for each tank are shown in Figs. 6.15,
6.16 and 6.17. The initial and terminal points of the rising and falling edges
P1, P2, P3 and P4 are also marked in Fig. 6.15 to analyze the FE perfor-
mance. The water levels at P1, P2, P3 and P4 are 0:5400; 6:4840; 7:1333 and
1:1922 (cm), respectively, so the amplitudes of error estimates at tr and tf are
5:9340cm and 5:9711cm. Comparing the results of centralized FE algorithm,
the performance of decentralized structure is degraded in some degree. This
result has proved the analysis mentioned at the beginning of Chapter 3. The
results of tank 2 and 3 also support this conclusion.
6.3.2 Sensor FE with shared residuals
Fault model
To compare the FE performance with non-shared residuals, the sensor faults
adopted here will not happen at the same time, since the shared residual
with information of fault can greatly aect the sensitivity of estimation. List
the system parameters, which are specic and dierent from (3.21) and (6.6)
in this case,
C(0) = C(1) = C(2) = C(3) = I6;
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Figure 6.15: Fault and its estimate of tank 1's level with non-shared residuals
of decentralized approach
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Figure 6.16: Fault and its estimate of tank 2's level with non-shared residuals
of decentralized approach
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Figure 6.17: Fault and its estimate of tank 3's level with non-shared residuals
of decentralized approach
Ff (0) =
26666664
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 Fd;f1 0 0
0 0 0 0 0 0
0 0 0 0 0 0
37777775 ; Ff (1) =
2666664
0 0 0 0 0 0
...
...
...
...
...
...
0 0 0 0 0 0
0 0 0 Fd;f2 0 0
0 0 0 0 0 0
3777775 ;
Ff (2) =
2666664
0 0 0 0 0 0
...
...
...
...
...
...
0 0 0 0 0 0
0 0 0 0 Fd;f1 0
0 0 0 0 0 0
3777775 ; Ff (3) =
26666664
0 0 0 0 0 0
0 0 0 0 0 0
0 0 Fd;f3 0 0 0
0 0 0 0 0
0 0 0 0 Fd;f2 0
0 0 0 0 0 Fd;f1
37777775
The fault value for i-th sensor is considered in (6.1), but the faults will not
happen at the same time, e.g.,
fs1(k; j) =

0:07; 8969  k  13470;
0; others;
fs2(k; j) = 0; fs3(k; j) = 0 (6.9)
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Observer gain and post-lter
The periodic observer gain Ls(j) and post-lter matrix Vs(j) with appropri-
ate dimensions are shown
Ls(0) =
26664
0 0 0 0 0 0
...
...
...
...
...
...
0 0 0 0 0 0
0 0 0 L1(0) 0 L13(0)
37775 ;
Ls(1) =
26664
0 0 0 0 0 0
...
...
...
...
...
...
0 0 0 0 0 0
0 0 0 L2(1) L23(1) 0
37775 ;
Ls(2) =
26664
0 0 0 0 0 0
...
...
...
...
...
...
0 0 0 0 0 0
0 0 0 L13(2) L1(2) 0
37775 ;
Ls(3) =
26666664
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 L13(3) 0 0 L1(3)
0 0 L23(3) 0 L2(3) 0
L311(3) L321(3) L3(3) L312(3) L322(3) L313(3)
37777775 ;
Vs(0) =
26664
0 0 0 0 0 0
...
...
...
...
...
...
0 0 0 0 0 0
0 0 0 V1(0) 0 V13(0)
37775 ;
Vs(1) =
26664
0 0 0 0 0 0
...
...
...
...
...
...
0 0 0 0 0 0
0 0 0 V2(1) V23(1) 0
37775 ;
Vs(2) =
26664
0 0 0 0 0 0
...
...
...
...
...
...
0 0 0 0 0 0
0 0 0 V13(2) V1(2) 0
37775 ;
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Figure 6.18: Fault and its estimate of tank 1's level with shared residuals of
decentralized approach
Vs(3) =
26666664
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 V13(3) 0 0 V1(3)
0 0 V23(3) 0 V2(3) 0
V311(3) V321(3) V3(3) V312(3) V322(3) V313(3)
37777775 (6.10)
By solving LMIs in Theorem 2 with  = 0;  = 1;  = 3:18, the non-zero
desired parameters in (6.10) are listed in the following
L1(0) = 0:1505; L13(0) = 0:0002; L2(1) = 0:1398; L23(1) = 0:0003;
L1(2) = 0:1376; L1(3) = 0:1496; L2(3) = 0:1398; L3(3) = 0:1143;
L311(3) = 0:0001; L312(3) = 0:0002; L321(3) = 0:0002; V1(0) = 0:3400;
V2(1) = 0:3441; V1(2) = 0:3445; V13(2) =  0:0001; V1(3) = 0:3394;
V2(3) = 0:3441; V3(3) = 0:3545:
Experimental results
The results of sensor fault estimates with shared residuals for three tanks
are shown in Figs. 6.18, 6.19 and 6.20. The water levels at P1, P2, P3
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Figure 6.19: Fault and its estimate of tank 2's level with shared residuals of
decentralized approach
and P4, which are marked in Fig. 6.18, are 0:1020; 6:0440; 8:1720 and 2:2312
(cm), respectively, so the amplitudes at tr and tf are 5:9420cm and 5:9408cm.
Comparing the results of FE with non-shared residuals, the improved perfor-
mance of sensitivity to faults are not so obvious. But the covariance of fault
estimate is smaller and the average value of f^si(k; j); i = 1; 2; 3 in fault-free
case is closer to zero. It is easy to obtain the conclusion that the robust
performance of FE approach with shared residuals is enhanced.
6.3.3 Actuator FE with non-shared residuals
Fault model
The actuator fault fa(k; j); j = 0; 1; 2; 3 considered here is a lifted vector of
all actuator faults in one Tperiod, i.e.,
fa(k; 0) =
266664
fa1(k   1; 1)
fa2(k   1; 2)
fa1(k   1; 3)
fa1(k; 0)
fa2(k; 0)
377775 ; fa(k; 1) =
266664
fa2(k   1; 2)
fa1(k   1; 3)
fa1(k; 0)
fa2(k; 0)
fa1(k; 1)
377775 ;
6.3. IMPLEMENTATION OF FE ON DECENTRALIZED W-NCSS 101
0 100 200 300 400 500 600 700
−0.05
−0.04
−0.03
−0.02
−0.01
0
0.01
0.02
Time/s
Fa
ul
t a
nd
 it
s 
es
tim
at
e 
of
 ta
nk
 3
 le
ve
l /
m
 
 
Estimate of tank 3
Fault of tank 3
Figure 6.20: Fault and its estimate of tank 3's level with shared residuals of
decentralized approach
fa(k; 2) =
266664
fa1(k   1; 3)
fa1(k; 0)
fa2(k; 0)
fa1(k; 1)
fa2(k; 2)
377775 ; fa(k; 3) =
266664
fa1(k; 0)
fa2(k; 0)
fa1(k; 1)
fa2(k; 2)
fa1(k; 3)
377775 :
The parameters Af (j); Ef (j); j = 0; 1; 2; 3 of observer (5.9) are as follows
Af (0) = Af (1) = Af (2) =
2666664
0 1 0 0 0
0 0 1 0 0
...
...
...
...
...
0 0 0 0 1
0 0 0 1 0
3777775 ;
Af (3) =
266664
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
0 0 0 0 1
0 0 0 1 0
377775 ;
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Ef (0) = Ef (2) =
26664
0 0 0 0 0
...
...
...
...
...
0 0 0 0 0
0 0 0 Ed;f1 0
37775 ;
Ef (1) =
26664
0 0 0 0 0
...
...
...
...
...
0 0 0 0 0
0 0 0 Ed;f2 0
37775 ;
Ef (3) =
266666664
0 0 0 0 0
...
...
...
...
...
0 0 0 0 0
0 0 0 0 Ed;f1
0 0 0 Ed;f2 0
0 0 0 0 0
377777775
(6.11)
The discretized parameter of actuator fault is Ed;fi = Bd;di; i = 1; 2: The
actuator faults are as follows
fa1(k; j) =
  0:2u1max; 8969  k  13470;
0; others;
(6.12)
fa2(k; j) =
  0:3u2max; 10169  k  14670;
0; other;
Observer gain and post-lter
As discussed in dealing with sensor fault estimation, the observer gain Ls(j)
and post-lter matrix Vs(j) will be given in details. The parameters of
scheduler are shown in (6.7) and other parameters of system model (3.24)
are same as in (3.21). The observer gain matrix Ls(j) is same as (6.8), and
Vs(j); j = 0; 1; 2; 3 in (5.19) can be obtained as
Vs(0) =
26664
0
...
0
V1(0)
37775 ; Vs(1) =
26664
0
...
0
V2(1)
37775 ;
Vs(2) =
26664
0
...
0
V1(2)
37775 ; Vs(3) =
266664
0 0 0
0 0 0
0 0 0
V1(3) 0 0
0 V2(3) 0
377775 (6.13)
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Figure 6.21: Fault and its estimate of pump 1's ow rate with non-shared
residuals of decentralized approach
Assume that the regional pole constraint is D(0; 1) and  = 3:31. The
desired observer parameters in (6.13) can be computed as
L1(0) = 1:1710; L2(1) = 1:1984;
L1(2) = 1:0672; L1(3) = 1:1767;
L2(3) = 1:1984; L3(3) = 0:9992;
V1(0) = 0:3294; V2(1) = 0:2538;
V1(2) = 0:1303; V1(3) = 0:3406;
V2(3) = 0:2538:
Experimental results
The results of actuator fault estimates for each pump are shown in Figs. 6.21
and 6.22.
Since the actuator faults adopted here are very small, the robustness of
FE is greatly eected by system disturbances. Even though, the trend of
actuator faults can still be estimated.
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Figure 6.22: Fault and its estimate of pump 2's ow rate with non-shared
residuals of decentralized approach
6.3.4 Actuator FE with shared residuals
Observer gain and post-lter
The parameters of scheduler are given in (6.7) and other parameters of system
model (3.24) are as in (3.21). The discretized parameter of actuator fault is
Ed;fi = Bd;di; i = 1; 2: The actuator faults are as in (6.12), but the faults will
also not happen at the same time. The observer gain matrix Ls(j) is same
as (6.10), and Vs(j); j = 0; 1; 2; 3 in (5.19) can be obtained
Vs(0) =
26664
0 0 0 0 0 0
...
...
...
...
...
...
0 0 0 0 0 0
0 0 0 V1(0) 0 V13(0)
37775 ;
Vs(1) =
26664
0 0 0 0 0 0
...
...
...
...
...
...
0 0 0 0 0 0
0 0 0 V2(1) V23(1) 0
37775 ;
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Vs(2) =
26664
0 0 0 0 0 0
...
...
...
...
...
...
0 0 0 0 0 0
0 0 0 V13(2) V1(2) 0
37775 ;
Vs(3) =
266664
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 V13(3) 0 0 V1(3)
0 0 V23(3) 0 V2(3) 0
377775 (6.14)
Assume that the regional pole constraint isD(0; 1) and  = 3:5. The non-zero
observer parameters in (6.13) can be computed as
L1(0) = 0:1682; L13(0) = 0:0001; L2(1) = 1:1778; L23(1) = 0:0002;
L1(2) = 1:0669; L1(3) = 1:1736; L2(3) = 1:1778; L3(3) = 0:9992;
L311(3) = 0:0001; L312(3) = 0:0002; L313(3) = 0:0001; L321(3) = 0:0002;
L322(3) = 0:0001; V1(0) = 0:3250; V2(1) = 0:2232; V1(2) = 0:1267;
V1(3) = 0:3354; V2(3) = 0:2232:
Experimental results
The results of actuator fault estimates for each pump are shown in Figs. 6.23
and 6.24. Comparing the results in Figs. 6.21 and 6.22, the variance of fault
estimates with shared residuals are smaller that the values with non-shared
residuals, especially for the estimate if actuator 2. Again, the conclusion
that observer with shared residuals can improve the FE robust performance
is proved, even for estimation of small faults.
6.4 Summary
In this chapter, the WiNC platform integrated with three-tank system has
rst been modeled into the periodic system based on the modeling method
proposed in Chapter 3. Second the centralized FE algorithm has been demon-
strated on the WiNC platform in the cases of three schedulers, i.e., sampling-
based schedule, schedule with transmission delay, schedule with packet loss,
respectively. Next the LMI-based FE algorithms of decentralized W-NCSs
for two kinds of residual structures, i.e., non-shared and shared residuals,
have been applied on the WiNC platform. After results analysis, the FE
performance has nally been well demonstrated.
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Figure 6.23: Fault and its estimate of pump 1's ow rate with shared residuals
of decentralized approach
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Figure 6.24: Fault and its estimate of pump 2's ow rate with shared residuals
of decentralized approach
Chapter 7
Conclusions and further work
The main objective of this thesis is on the investigation of FE research of
centralized and decentralized W-NCSs, which are developed for the real-time
industrial automatic applications. The characteristics of centralized and de-
centralized system structures have been rst discussed, and it has been found
that both structures have some typical advantages that make it suitable for
certain types of industrial automation systems. Centralized structure is suit-
able for a system with very high demands on control performance and re-
source optimization, while decentralized structure provides more exibility
and autonomy. So the rst part of this thesis focuses on developing both cen-
tralized and decentralized W-NCSs structures with the objective of building
a real-time scheme from the views of modeling of communication and process.
From the rst view, i.e., communication modeling, a hierarchical communi-
cation scheme with deterministic transmission behavior, which ts greatly
for the real-time industrial applications, has been established. To be spe-
cic, since the transmission tasks of measurements and control commands
are normally deterministic over a period of time and the network load only
varies in case of faults with a rare probability, the MAC protocol designed
for deterministic transmission mechanism can observably improve the eec-
tive utilization of network resources and guarantee network QoS. In order
to develop the deterministic transmission protocol, TDMA medium access
mechanism has been employed, which allows the network sharing by allocat-
ing the transmission of signals into dierent time slots. The network medium
resource was thus discretized by TDMA mechanism in the time domain, so
the control and measurement signals can be transmitted in the dedicated
time slots according with the network scheduler, which can be regarded as a
rank of transmission tasks after network resource discretization.
From the process modeling point of view, the overall system has been
divided into several sub-systems such that the computation can be more e-
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cient by operation on parallel, which is benecial to the real-time design. To
widen the applicability of the research on industrial automatic application,
coupling relations between sub-systems and multi-rate sampling have been
considered. The overall system modeling was built based on the lifting of
state vectors during one overall period, which is the LCM of all sub-systems'
periods. By using the lifted state vector, as well as control input, the over-
all system model has been established into the form of periodic state-space
equation. Considering the network with heavy load, when the scheduling
isn't able to sequence all tasks immediately after the signals are generated,
it can lead to delay, packet loss and such kind of imperfect transmission,
and the system performance can thus be degraded. To overcome this inu-
ence, the scheduler has been represented in a mathematical way and further
integrated with the periodic model of W-NCSs, so the design issued based
on the integrated model can still guarantee the performance considering the
network induced eects.
Next the FE scheme for centralized W-NCSs structure has been studied
for the periodic integrated model of process and scheduler. An H1 ltering
approach has been developed with the help of stochastic model in Krein
space, which is a solution of the estimate error minimization problem against
disturbance and initial state estimate error, and the state estimates were
calculated recursively based on the set of observation data. Compared with
the general state-space model of this approach, it's worth mentioning that
the solution has been developed to solve the model with arbitrary inputs by
adopting the linearity of state equations.
To focus on the FE approach of decentralized W-NCSs, the distributed
sub-observer has been established for two kinds of residual structures, i.e.,
non-shared and shared residual signals. The fault estimation has also been
designed for the shared and non-shared residuals, respectively. It is easy to
obtain that, when the sub-observer is only related with its own residual, the
design of state and fault estimation are under the objective of enhancing the
robustness against only the local disturbance; when with shared residuals,
the sub-observer is designed to be robust against disturbances of all coupled
sub-systems. Considering the coupling relation between sub-systems, the
state and fault estimation with shared residuals can perform better than the
case relating to only local residual. The LMI technique has been adopted as
a tool to design the gain matrices.
The FE performances of the centralized and decentralized systems have
further been demonstrated on a physical experimental platform WiNC in-
tegrated with three-tank system. Based on the communication and process
modeling procedures of W-NCSs, the three-tank system has been rst for-
mulated into a periodic system. Next, the eectiveness of developed FE al-
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gorithm for centralized system with respect to sensor faults has been demon-
strated based on three cases of scheduler, i.e., sampling-based scheduler,
scheduler with transmission delay, scheduler with packet loss, respectively.
Finally, the FE performance for decentralized W-NCSs has also been demon-
strated on the WiNC platform, where the sub-observers are operated in simu-
lated mode. The advantage of FE with shared residual has been veried. All
in one, the work in this thesis has veried the feasibility of the proposed FE
approaches for the centralized and decentralized W-NCSs, which are depicted
by a hierarchical framework for industrial automatic applications.
As possible further work, some following concerns should be further con-
sidered. First, considering the model complexity of real applications, the FE
design can be extended in the presence of model uncertainties. Second, the
transmission jitter, bit errors should be considered for the communication
modeling so that the scheduler can be represented by state-space equations
with transmission disturbances, and it could improve the system performance
from the view of confronting network uncertainty.
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