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In this paper we consider two problems, ﬁnding minimal polyno-
mials over Fqm and over Fq of a ﬁnite-length sequence over Fqm ,
in a lattice and its sublattice respectively using lattice theory over
polynomial rings. And we deduce a relationship between them by
a lattice basis transformation matrix. As a byproduct, we present a
new synthesis algorithm for the ﬁrst problem just using operations
in Fq instead of Fqm as in Berlekamp–Massey algorithm.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let Fq be a ﬁnite ﬁeld and Fqm be an extension ﬁeld of Fq . Let S = (s1, s2, . . . , sN) be a sequence
with length N over Fqm , that is, si ∈ Fqm for 1 i  N . A polynomial C(x) = cdxd + cd−1xd−1 + · · · +
c1x+ c0 ∈ Fqm [x] with cd = 1 is called a characteristic polynomial over Fqm of S if
cds j + cd−1s j−1 + · · · + c0s j−d = 0, j = d + 1,d + 2, . . . ,N. (1)
A minimal polynomial over Fqm of S is a characteristic polynomial over Fqm of S with least degree. As
there is always a characteristic polynomial of S , the following problem always has a solution.
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The linear feedback shift register (LFSR) synthesis algorithm solves this problem. As we know,
Berlekamp–Massey algorithm [2,8] is a very eﬃcient synthesis algorithm.
A characteristic polynomial C(x) over Fqm of S also in Fq[x] is called a characteristic polynomial over
Fq of S . Similarly, a minimal polynomial over Fq of S is a characteristic polynomial over Fq of S with
least degree. As above, the following problem always has a solution.
Problem 2. Find a minimal polynomial over Fq of S .
Since Fqm and Fmq are isomorphic vector spaces over Fq , S is identiﬁed with a multisequence or
vector sequence over Fq . So any LFSR synthesis algorithm for multisequences solves Problem 2 and
there are quite a few LFSR synthesis algorithms for multisequences [4,5,12].
In [6,9] authors studied the relationship between minimal polynomials over Fqm and over Fq of a
periodic sequence over Fqm . However, it is not clear for a ﬁnite-length sequence.
In this paper we ﬁrst deduce a linear mapping from Fmq to itself so that a sequence over Fqm can
be mapped into a matrix sequence over Fq . Therefore Problem 1 is reduced to the synthesis problem
for a matrix sequence over Fq (also called partial realization problem), which is one of the most
fundamental problem in linear system theory [1,3]. In [11] the author proposed a synthesis algorithm
for matrix sequences based on lattice theory over polynomial rings. Using this algorithm we consider
two problems in a lattice and its sublattice respectively and we prove that the solutions to Problem 1
and Problem 2 appear in normal bases of the lattice and its sublattice, which leads to a relationship
between them by a lattice basis transformation matrix.
The paper is organized as follows. Next section introduces some necessary concepts and results.
In Section 3 we present a new synthesis algorithm for Problem 1 just using operations in Fq instead
of Fqm as in Berlekamp–Massey algorithm. In Section 4 we deduce a relationship between minimal
polynomials over Fqm and over Fq of S . Finally, in Section 5 we give an example.
2. Preliminaries
Consider a sequence T = (T1, T2, . . . , TN ) where Ti is a k ×m matrix over Fq for 1 i  N . So we
identify T with formal power series
T (x) =
N∑
i=1
Tix
−i . (2)
The aim of the synthesis problem for the matrix sequence T is to ﬁnd an m ×m nonsingular poly-
nomial matrix MN (x) and a polynomial matrix YN (x) such that the ﬁrst N terms of the Laurent
expansion of YN (x)M
−1
N (x) are equal to T1, T2, . . . , TN and deg(det(MN (x))) is minimal.
There is a valuation v on K = Fq((x−1)) whereby for α = ∑∞j= j0 a jx− j ∈ K we put v(α) =
max{− j ∈ Z: a j = 0} if α = 0 and v(α) = −∞ if α = 0. It can be seen as the generalization
for the degree of a polynomial. For any two positive integers l and n, the valuation v(A) of an
l × n matrix A = (αi j)l×n over K is deﬁned as max{v(αi j): 1  i  l, 1  j  n} and deﬁne
Ax−h = (αi j x−h)1il,1 jn where h is an arbitrary integer and so T (x) can be seen as a k×m matrix
over K . In this paper we mainly use the valuation of a vector and the projection θ : Kn → Fnq such
that γ = (αi)1in → (a1,−v(γ ), . . . ,an,−v(γ ))t , where αi =∑∞j= j0 ai, j x− j , 1 i  n, and t denotes the
transpose of a vector.
We denote the identity matrix of order n by In , the n× s zero matrix by 0n×s and the zero column
vector with n components by 0n .
A nonzero polynomial column vector c(x) in Fq[x]m can be written as c(x) = ∑di=0 ci xi where
c0, . . . , cd ∈ Fmq and d is the valuation of c(x). Deﬁne m classes [β1], . . . , [βm] by [βi] = {(0, . . . ,0︸ ︷︷ ︸
i−1
,
1,b1, . . . ,bm−i)t ∈ Fmq : b j ∈ Fq for 1 j m − i}, i = 1, . . . ,m.
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mial column vector of T if the jth discrepancy δ j(c(x),T) = 0k for all d + 1 j  N , where
δ j
(
c(x),T
)= T jcd + T j−1cd−1 + · · · + T j−dc0 = d∑
i=0
T j−d+ici, (3)
and θ(c(x)) ∈ [βi]. An Nth right i-minimal polynomial column vector of T is an Nth right i-annihilating
polynomial column vector with least valuation.
In the following we brieﬂy introduce the synthesis algorithm in [11].
Let n = k+m. A subset Λ of Kn is called an Fq[x]-lattice if it is an Fq[x]-module with rank n, that
is, there exists a basis ω1, . . . ,ωn of Kn such that
Λ =
n∑
i=1
Fq[x]ωi =
{
n∑
i=1
f i(x)ωi: f i(x) ∈ Fq[x], i = 1, . . . ,n
}
.
In this situation we say that ω1, . . . ,ωn form a basis for Λ. A subset of a lattice is called a sublattice
if itself is also a free Fq[x]-module. A basis ω1, . . . ,ωn is reduced if θ(ω1), . . . , θ(ωn) are linearly
independent over Fq . For any vector γ , let γ¯ be the vector containing only the last m components
of γ . A reduced basis is normal if v(ω1)  · · ·  v(ωk), θ(ωi) = 0m for 1  i  k and θ(ωk+i) ∈ [βi]
for 1 i m.
Consider the matrix
(
Ik T (x)
0m×k Imx−N−1
)
, (4)
and denote its n columns by ε1, . . . , εk, βN,1, . . . , βN,m , which span an Fq[x]-lattice, simply denoted
by Λ.
By means of a lattice basis reduction algorithm [7,10], we can transform the initial basis into a
reduced one. Then it is easy to obtain a normal basis by performing some elementary transformations
on a reduced basis.
The mapping η : Λ → Fq[x]m is given by
η
(
f1(x)ε1 + · · · + fk(x)εk + fk+1(x)βN,1 + · · · + fn(x)βN,m
)= ( fk+1(x), . . . , fn(x))t,
where f1(x), . . . , fn(x) ∈ Fq[x].
For any nonzero polynomial column vector c(x) ∈ Fq[x]m , one can determine a unique element
T (x)c(x) − poly(T (x)c(x)) in Λ, where poly(T (x)c(x)) is the polynomial part of T (x)c(x). The element
is called the associated element in Λ of c(x) and denoted by σ(c(x))|Λ .
Then we have the following theorems, see [11] for a proof.
Proposition 1. (See [11], Theorem 3.) Let ω1, . . . ,ωn be a normal basis for the lattice Λ. Then η(ωk+i), 1
i m, is an Nth right i-minimal polynomial column vector of T .
3. A new synthesis algorithm for ﬁnding a minimal polynomial over Fqm of S
Let ζ ∈ Fqm be a root of the irreducible polynomial f (x) = xm + am−1xm−1 + · · · + a1x+ a0 ∈ Fq[x].
Let B = {1, ζ, . . . , ζm−1} be a polynomial basis of Fqm over Fq , and ρ = p0 + p1ζ + · · · + pm−1ζm−1,
ξ = r0 + r1ζ + · · · + rm−1ζm−1 be two elements of Fqm . Then
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2m−2∑
i=0
∑
j+l=i
0 j,lm−1
p jrlζ
i, (5)
deﬁning an m × m matrix Aρ over Fq corresponding to ρ ∈ Fqm for which (ρξ)B = Aρ(ξ)B , where
(γ )B ∈ Fmq is the coordinate vector of γ ∈ Fqm relative to the basis B . Hence it is easy to get the
following lemma.
Lemma 1. For any element ρ ∈ Fqm , there is a linear transformation matrix Aρ from Fmq to Fmq .
So the sequence S over Fqm can be mapped to a matrix sequence AS = (As1 , . . . , AsN ) over Fq .
Let κ be an isomorphism of groups from Fqm [x] to Fq[x]m by κ(g(x)) →∑dj=0(g j)Bx j where g(x) =∑d
j=0 g jx j ∈ Fqm [x] and κ−1 be its inverse mapping. By Lemma 1 and (1), we can get the following
proposition.
Proposition 2. A monic polynomial C(x) is a characteristic polynomial over Fqm of S if and only if κ(C(x)) is
an Nth right i-annihilating polynomial column vector of AS for some i, 1 i m.
Replace T (x) in the matrix of (4) with AS(x), and we get a special lattice, which is also denoted
by Λ in the sequel. Its initial basis is denoted by ε1, . . . , εm, βN,1, . . . , βN,m . By Lemma 1 and Propo-
sition 3, we can deduce the following theorem.
Theorem 1. Let ω1, . . . ,ω2m be a normal basis for the lattice Λ. Let s be an integer, m + 1  s  2m, such
that v(ωs) is minimal. Then u−1κ−1(η(ωs)) is a minimal polynomial over Fqm of S, where u is the leading
coeﬃcient of κ−1(η(ωs)).
In fact, it is not necessary to transform a reduced basis to a normal basis here because we have
the following result.
Corollary 1. Let ω1, . . . ,ω2m be a reduced basis for the lattice Λ. Let s be an integer, 1  s  2m, such that
θ(ωi) = 0m and v(ωs) is minimal. Then u−1κ−1(η(ωs)) is a minimal polynomial over Fqm of S, where u is
the leading coeﬃcient of κ−1(η(ωs)).
Now Problem 1 is reduced to ﬁnding a minimal polynomial column vector of the matrix sequence
AS over Fq and so the synthesis algorithm in [11] solves this problem. By the above discussion, we
can deduce the following algorithm.
Algorithm 1.
Input: A sequence S = (s1, . . . , sN) over Fqm .
Output: a minimal polynomial over Fqm of S .
1. Generate a matrix sequence AS = (As1 , . . . , AsN ) from S and f (x).
2. Initialize ω1 ← ε1, . . . ,ωm ← εm,ωm+1 ← βN,1, . . . ,ω2m ← βN,m .
3. While θ(ω1), . . . , θ(ω2m) are linearly dependent over Fq do
(Reduction step) There is a vector (b1, . . . ,b2m) such that
∑2m
i=1 biθ(ωi) = 02m
and ﬁnd an integer h such that v(ωh) = max{v(ωi): 1 i  2m,bi = 0}.
Set ξ ←∑2mi=1 bix−v(ωi)+v(ωh)ωi and ωh ← ξ .
end-While
4. Let ωs be the element satisfying the condition in Corollary 1 and output
u−1κ−1(η(ωs)) where u is the leading coeﬃcient of κ−1(η(ωs)).
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very large. Similar to the method in [12], we deduce an eﬃcient iterative algorithm from Algo-
rithm 1. Here we only describe the idea. Note that for any basis element ωi , 1  i  2m, we suﬃce
to keep track of its three parameters, that is, v(ωi), θ(ωi) and η(ωi), which can be obtained from
the information of AS . Let Ni be an integer such that δn(η(ωi),AS ) = 0m for v(η(ωi)) + 1  n  Ni
and δNi+1(η(ωi),AS) = 0m . Then v(ωi) = −Ni − 1 + v(η(ωi)), θ(ωi) = (δtNi+1(η(ωi),AS),0, . . . ,0︸ ︷︷ ︸
m
)t if
Ni < N . If Ni = N we have v(ωi) = −N − 1+ v(η(ωi)), θ(ωi) = (δtNi+1(η(ωi),AS ),ut)t where u is the
leading coeﬃcient of η(ωi). In addition, M j,i(x) denotes the jth i-minimal polynomial column vector
of AS for 1 i m. Thus we can derive the following algorithm from Algorithm 1.
Algorithm 2.
Input: A sequence S = (s1, . . . , sN) over Fqm .
Output: a minimal polynomial over Fq of S .
1. Generate a matrix sequence AS = (As1 , . . . , AsN ) from S and f (x).
2. For i = 1, . . . ,m, set c∗i (x) ← 0m , v∗i ← 0, δ∗i ← (0, . . . ,0︸ ︷︷ ︸
i−1
,−1,0, . . . ,0) ∈ Fmq ,
and M0,i(x) = (0, . . . ,0︸ ︷︷ ︸
i−1
,1,0, . . . ,0) ∈ Fmq . Set j ← 0.
3. For i = 1, . . . ,m do
If δ j+1(M j,i(x),AS ) = 0m then set M j+1,i(x) = M j,i(x).
else
Set δi ← δ j+1(M j,i(x),AS), vi ← − j − 1+ v(M j,i(x)).
Find a vector (b1, . . . ,bm) such that δi =∑ml=1 blδ∗l .
Find an integer h such that v∗h = max{v∗l : 1 lm,bl = 0}.
If vi  v∗h then
Set M j+1,i(x) = M j,i(x) −∑ml=1 blx−v∗l +vi c∗l (x).
else
Set M j+1,i(x) = x−vi+v∗h M j,i(x) −∑ml=1 blx−v∗l +v∗hc∗l (x),
v∗h ← vi , c∗h(x) ← M j,i(x), and δ∗h ← δi .
end-If
end-If
end-For
4. If j + 1 = N then
let c(x) = {MN,i(x)|v(MN,i(x)) is minimum,1 i m} and output u−1κ−1(c(x))
where u is the leading coeﬃcient of κ−1(c(x)).
else
set j ← j + 1, go to 3.
end-If
Remark. The time complexity of Algorithm 2 is O (m2N2) multiplication operations in Fq while the
complexity is O (N2) multiplication operations in Fqm in Berlekamp–Massey algorithm. As we know,
one multiplication operation in Fqm needs O (m2) multiplication operations in Fqm and so the time
complexity of Algorithm 2 is the same as that of Berlekamp–Massey algorithm.
4. A relationship between minimal polynomials over Fqm and Fq of S over Fqm
In this section we ﬁrst give a method how to get a minimal polynomial over Fq of S over Fqm . Let
W = { f1(x)ε1 + · · · + fm(x)εm + fm+1(x)βN,1 ∣∣ f i(x) ∈ Fq[x],1 i m + 1}.
Then W is a sublattice of Λ.
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⎛
⎜⎜⎝
(s1)B x−1+(s2)B x−2+···+(sN )B x−N
x−N−1
0
.
.
.
0
⎞
⎟⎟⎠ .
Proof. Since the ﬁrst column of Aρ is (p0, p1, . . . , pm−1)t for any element ρ = p0 + p1ζ + · · · +
pm−1ζm−1 ∈ Fqm , we can get the required result. 
Lemma 3. For any element τ ∈ W , κ−1(η(τ )) is a polynomial in Fq[x].
The proof is straightforward from Lemma 2 and so is omitted here. Then we have the following
proposition.
Proposition 3. Let τ1, . . . , τm+1 be a normal basis for W . Then κ−1(η(τm+1)) is a minimal polynomial over
Fq of the sequence S.
Proof. By the deﬁnition of a normal basis, we have θ(τi) = 0m for 1  i  m and θ(τm+1) =
(1,0, . . . ,0)tm . Thus η(τm+1) is an Nth right 1-annihilating polynomial column vector of AS and so
κ−1(η(τm+1)) is a characteristic polynomial over Fq of S by Lemma 3. Suppose that C(x) is a char-
acteristic polynomial over Fq of S . Then we have γ = σ(C(x))|W = ∑m+1i=1 f i(x)τi with θ(γ ) = 0m ,
f i(x) ∈ Fq[x] for 1  i  m + 1 and fm+1(x) = 0. Thus v(γ ) = deg( fm+1(x)) + v(τm+1). Because of
v(γ ) = −N − 1+ v(η(γ )) and v(τm+1) = −N − 1+ v(η(τm+1)), we get v(η(γ )) v(η(τm+1)). 
Remarks. Since the last m − 1 components of the initial basis for W are zeros, this algorithm is the
synthesis algorithm in [12] for the multisequence ((s1)B , . . . , (sN)B).
Therefore we consider Problem 1 and Problem 2 in the lattice Λ and its sublattice W , respectively
and so we can deduce a relationship between minimal polynomials over Fqm and Fq of S .
Intuitively, a minimal polynomial over Fq of the sequence S corresponds to an element τm+1 ∈ Λ
with least valuation satisfying that the last m − 1 components are zeros and the mth component of
θ(γ ) is not zero. A minimal polynomial over Fqm of the sequence S corresponds to an element ωs ∈ Λ
satisfying the condition in Theorem 1.
On the other hand, instead of transforming the initial basis ε1, . . . , εm, βN,1, . . . , βN,m into a re-
duced basis as Algorithm 1, we transform the basis τ1, . . . , τm+1, and βN,2, . . . , βN,m into a normal
basis ω1, . . . ,ω2m for Λ. For a minimal polynomial C(x) over Fq of S over Fqm and a minimal poly-
nomial D(x) over Fqm of S over Fqm , we can obtain the above bases such that κ−1(η(τm+1) = C(x)
and κ−1(η(ωs)) = D(x) for some s, m + 1 s 2m. So there exists an invertible matrix X over Fq[x]
such that
(τ1 · · ·τm+1βN,2 · · ·βN,m)X = (ω1 · · ·ω2m). (6)
From what has been discussed above, we can get the following theorem.
Theorem 2. A minimal polynomial C(x) over Fq of S over Fqm is a linear combination of κ−1(η(ω1)), . . . ,
κ−1(η(ω2m)), i.e., C(x) = f1(x)κ−1(η(ω1)) + · · · + f2m(x)κ−1(η(ω2m)), where fi(x) ∈ Fq[x] is the (i,m +
1)-th entry of the matrix X−1 for 1 i  2m.
Proof. By (6), we have (τ1 · · ·τm+1βN,2 · · ·βN,m) = (ω1 · · ·ω2m)X−1. So
η(τm+1) = f1(x)η(ω1) + · · · + f2m(x)η(ω2m),
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required. 
Similarly we can get the following theorem since η(βN,i) = 0m for 2 i m.
Theorem 3. A minimal polynomial D(x) over Fqm of S over Fqm is a linear combination of κ−1(η(τ1)), . . . ,
κ−1(η(τm+1)), i.e., D(x) = g1(x)κ−1(η(τ1)) + · · · + gm+1(x)κ−1(η(τm+1)), where gi(x) ∈ Fqm [x] is the
(i, s)-th entry of X for 1 i m + 1.
5. An example
Let f (x) = x2 + x + 1 ∈ F2[x] and α is a root of f (x). Then 1,α,α2 is a polynomial basis of
F2(α) over F2. Given a sequence S = (α,α2,1) over F22 = F2(α) and so its corresponding matrix
sequence AS =
(( 0 1
1 1
)
,
( 1 1
1 0
)
,
( 1 0
0 1
))
. The initial basis is ε1 = (1,0,0,0)t , ε2 = (0,1,0,0)t , β3,1 = (x−2 +
x−3, x−1 + x−2, x−4,0)t , β3,2 = (x−1 + x−2, x−1 + x−3,0, x−4)t .
We ﬁrst make the lattice reduction to ε1, ε2, β3,1, which span the sublattice W deﬁned in the
above section. Let ω1 ← ε1, ω2 ← ε2, ω3 ← β3,1 and ω4 ← β3,2. Let r denote the index number of
the reduction steps.
r = 1. Since θ(ω3) = θ(ω2), we have ξ = ω2 + xω3 = (x−1 + x−2, x−1, x−3,0)t . So the new basis
becomes ω1 ← (1,0,0,0)t , ω2 ← (x−2 + x−3, x−1 + x−2, x−4,0)t , ω3 ← ξ = (x−1 + x−2, x−1, x−3,0)t .
r = 2. Since θ(ω3) = θ(ω1) + θ(ω2), we have ξ = ω1 + xω2 + xω3 = (x−2, x−1, x−2 + x−3,0)t . So
the new basis is ω1 ← (x−1 + x−2, x−1, x−3,0)t , ω2 ← (x−2 + x−3, x−1 + x−2, x−4,0)t , ω3 ← (x−1 +
x−2, x−1, x−3,0)t .
r = 3. Since θ(ω3) = θ(ω2), we have ξ = ω2 + ω3 = (x−3, x−2, x−2 + x−3 + x−4,0)t . So the new
basis is ω1 ← (x−1 + x−2, x−1, x−3,0)t , ω2 ← (x−2 + x−3, x−1 + x−2, x−4,0)t , ω3 ← (x−3, x−2, x−2 +
x−3 + x−4,0)t .
Let τi ← ωi for 1 i  4 and now τ1, τ2, τ3 is a normal basis for W . So η(τ3) =
( 1
0
)
x2 +( 1
0
)
x+( 1
0
)
and x2 + x+ 1 is a minimal polynomial over Fq of S .
We continue to do reductions to the basis ω1, . . . ,ω4.
r = 4. Since θ(ω3) = θ(ω1), we have ξ = ω1 + ω4 = (0, x−3, x−3, x−4)t . So the new basis is ω1 ←
(x−1 + x−2, x−1, x−3,0)t , ω2 ← (x−2 + x−3, x−1 + x−2, x−4,0)t , ω3 ← (x−3, x−2, x−2 + x−3 + x−4,0)t ,
and ω4 ← (0, x−3, x−3, x−4)t .
r = 5. Since θ(ω4) = θ(ω3), we have ξ = ω3 + xω4 = (x−3,0, x−3 + x−4, x−3)t . So the new basis
is ω1 ← (x−1 + x−2, x−1, x−3,0)t , ω2 ← (x−2 + x−3, x−1 + x−2, x−4,0)t , ω3 ← (0, x−3, x−3, x−4)t and
ω4 ← (x−3,0, x−3 + x−4, x−3)t .
Now the basis is reduced and so κ−1(η(ω4)) = κ−1
(( 1
1
)
x + ( 1
0
)) = α2x + 1. Therefore x + α is a
minimal polynomial over F22 of S .
We get ω4 = xτ1 + τ3 + xτ4 and x+ α = α2xκ−1(η(τ1)) + α2κ−1(η(τ3)) + xκ−1(η(τ4)).
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