Abstract. We consider the (complete) join-semilattice tensor product L 1 ⊗ L 2 defined by Fraser [5] of complete atomistic orthocomplemented orthomodular lattices with the covering property. Although complete and atomistic, L 1 ⊗ L 2 has the covering property or is orthocomplemented if and only if L 1 or L 2 is distributive (theorems 2 and 5). This result and physical considerations on quantum compound systems lead us to define weak tensor products by weakening the notion of bimorphism and the universal property with respect to bimorphisms. Under some hypothesis on lateral joins of atoms, we prove that a weak tensor product is orthocomplemented if and only if it is isomorphic to the separated product of lattices introduced in quantum logic by Aerts [1] (theorem 9).
Motivations
We first outline some basic concepts in quantum logic. For details, see Birkhoff and von Neumann [2] . The symbol S designates a physical system. §1. A measurement α on S provides a number x(α) ∈ O α . For σ ⊆ O α , define a {0,1}-valued measurement P (α, σ) by x(P ) = 1 if x(α) ∈ σ, and 0 otherwise. We denote by L the set of all such measurements, ordered by P (α, σ) ≤ P (α ′ , σ ′ ) ⇔ α = α ′ and σ ⊆ σ ′ . We write ¬P for P (α, O α \σ). §2. Quantum and classical theories provide a set Σ (called the phase space) and an order-preserving map µ : L → 2 Σ . It is supposed that at each time, S can be completely described by a unique p ∈ Σ, called the state. µ(P ) is the subset of states for which x(P ) = 1 would occur with certainty.
In quantum theory Σ = H − 0/ | C, with H is a Hilbert space over | C, and µ(¬P ) = µ(P ) ⊥ [9] , with the consequence that for some states, neither x(P ) = 1 nor x(¬P ) = 1 would occur with certainty, whereas in classical theories, µ(¬P ) = Σ\µ(P ) [2] , §5. In both cases, ∅, Σ ∈ µ(L) and µ(L) is an ortho-poset.
§3. The time evolution is usually described by a map u on Σ. 2 Note that u −1 (µ(P (α, σ))) = µ(P (α, σ)), where α designates the measurement α performed after the evolution [4] . Hence, if we define L := {P (α, σ)} ∪ L similarly to L by considering all possible determinist evolutions, and L := µ(L), then: (A0) u −1 (a) ∈ L, ∀a ∈ L. In quantum theory, u is a unitary map on H, therefore L is (as µ(L)) a sub-ortho-poset of P(H) ↓:= {V ⊥⊥ − 0/ | C; V ⊆ H}, and µ(¬P ) = µ(P ) ⊥ . §4. By a change of coordinates we mean a bijection f : Σ → Σ ′ and an order preserving map µ ′ : L → 2 Σ ′ such that for any P ∈ L, p ∈ µ(P ) ⇔ f (p) ∈ µ ′ (P ). Thus, f −1 (µ ′ (P )) = µ(P ) and in quantum theory, f −1 (µ ′ (P ) ⊥ ) = µ(P ) ⊥ . §5. The category Chu(Set, 2) is obtained from Set by a general construction providing *-autonomous structure ( [3] , see the appendix for definitions).
If we call an object, a pair (Σ, L ⊆ 2 Σ ) coming from a physical theory of any observable system, and arrows, any pair (f, f −1 ) describing time evolution or a change of coordinates, we can define a category KP of "physical theories". Then, KP is a subcategory of Chu(Set, 2).
§6. The product {0, 1}−experiment Ω, where ∅ = Ω ⊆ L, is defined by: "Perform any P ∈ Ω" [1] , §3.3. We denote L closed under by Q and µ(Q) by L. Note that µ( Ω) = ∩{µ(P ); P ∈ Ω}, hence, since ∅, Σ ∈ L, L is a complete lattice.
§7. Quantum compound systems are described by H = H 1 ⊗ H 2 [9] , §VI-2. If the systems are prepared in different "rooms" and no interaction take place, then Σ = Σ 1 × Σ 2 , and the outcome of a measurement on one component do not depend of anything done on the other. In that case we say that S 1 and S 2 are independent, and we denote the set Q for the compound system by Q 1+2 . We define P 1 &P 2 as the join measurement of P 1 and P 2 and by x(P 1 &P 2 ) = min{1, x(P 1 ) + x(P 2 )}, [1] , §6.2. Note that
Write µ : Q 1+2 → L 1+2 ⊆ 2 Σ1×Σ2 . Obviously, µ(P 1 ) = µ 1 (P 1 )×Σ 2 , µ(P 2 ) = Σ 1 × µ 2 (P 2 ) and µ(P 1 &P 2 ) = µ(P 1 ) ∪ µ(P 2 ). Next, if µ(P ) = a 1 × Σ 2 , then there is a P 1 ∈ Q 1 with µ 1 (P 1 ) = a 1 . Finally, for any changes of coordinates (Σ ′ i , f i , µ ′ i ), i = 1, 2, there must be a change of coordinates (Σ
Motivations In quantum logic, it is assumed that L is an orthocomplemented sublattice of P(H) ↓ [2] , §6. Here, we want to investigate wether for independent quantum systems, L 1+2 can be assumed to be orthocomplemented.
If one postulates that
, which is orthocomplemented if L 1 and L 2 are orthocomplemented. On the other hand, if according to two-body quantum theory, one postulates that for any P ∈ Q 1+2 , µ(P ) ∈ P(H 1 ⊗ H 2 ) ↓, then L 1+2 is a sublattice of P(H 1 ) ⇓ P(H 2 ):= {V ⇓; V ∈ P(H 1 ⊗ H 2 ) ↓} (where V ⇓ denotes the set of product states in V ) which is not orthocomplemented (theorem 6).
We want to proceed from a general standpoint. We postulate that L 1 , L 2 and L 1+2 are complete atomistic lattices (and that their atom spaces are Σ 1 , Σ 2 and Σ 1 × Σ 2 respectively 3 ), and search for an orthocomplemented L 1+2 satisfying the conditions listed in §7 (see theorem 7). As first candidates are L 1 ∧ L 2 and the tensor in Chu(Set, 2), which is the (complete) join semi-lattice tensor product (theorem 1).
In two body quantum theory, the evolution of initially independent systems is described by a unitary map on H 1 ⊗ H 2 , restricted to products states. Hence, by axiom A0 of §3, L 1+2 should contain (at least a sublattice of) P(H 1 ) ⇓ P(H 2 ).
3 Define εt ⊆ Q as the set of all P ∈ Q such that x(P ) = 1 would occur with certainty at time t. Then {p} ∈ L, ∀p ∈ Σ follows from the assumption that for any two possible ε and ε ′ , neither ε ⊆ ε ′ nor ε ′ ⊆ ε holds (see [1] , §3.7 and 5.4).
We will see that P(
Notations
The category of complete join-semilattices with 0 and maps preserving 0 and arbitrary joins is denoted by K. We will also consider the categories
where → is the forgetful functor, obtained from K by adding successively the following conditions on objects: complete atomistic lattice, connected and transitive, co-atomistic and strongly transitive (see definitions 1 and 2). CA o → CA denotes the category obtained by adding -orthocomplemented-in the definition of CA. For L ∈ K , Aut(L) denotes the group of automorphism of L, i.e. bijective ∨, 0 -preserving maps. Note that for a ∈ L ∈ CA and f ∈ Aut(L), f sends atoms to atoms, f (a ↓) = f (a) ↓, where a ↓ denotes the set of atoms under a, and f preserves also arbitrary meets.
For L i ∈ CA, we denote the set of atoms of
For L i ∈ CA o and p ∈ Σ i , the center of L i and the central cover of p are denoted by Z(L i ) and Z(p) respectively. The orthocomplementation is denoted by ⊥ i (or '). For atoms, we write p
If E is a IK−module with an Hermitian form ·, · (IK a division ring with an involutorial anti-automorphism), P(E) := {V ⊥⊥ ; V ⊆ E}, where V ⊥ = {w ∈ E; w, v = 0, ∀v ∈ V }. Finally, we denote by 2 the lattice with two elements.
Definition 1 Let L ∈ CA. We say that two atoms p and q are weakly connected if there is an atom r, with p = r = q and r ≤ p ∨ q. A subset A ⊆ Σ is said to be weakly connected if any two atoms in A are weakly connected. A family of weakly connected sets is a connected covering of Σ if Σ = ∪A i and A i ∩ A j contains at least two elements, for j = i + 1 if the family is finite and for any i and j otherwise. Finally, we say that L is connected if there is a connected covering of Σ.
Remark 1 In a complete atomistic orthocomplemented lattice L with the covering property, two atoms are weakly connected if and only if they have the same central cover.
Definition 2 Let L ∈ CA. We say that L is transitive if the action of Aut(L) on Σ is transitive. Moreover, we call L strongly transitive if (1) L is transitive, (2) for any p, q ∈ Σ, there is u ∈ Aut(L) such that u(p) = p and u(q) = q, and (3) for any subset ∅ = A ⊆ Σ, we have:
Remark 2 Let H be a Hilbert space over | C and U (H) the group of unitary maps on H. Then the action U (H) on the set Σ of atoms of P(H) is transitive. Moreover, if dim(H) is greater than or equal to 3, if
, ∀a ∈ L, and
Since f preserves the order, we have that ∨{f (a); a ∈ ω} ≤ f (∨ω). On the other hand, ∪{a ↓; a ∈ ω} ⊆ F −1 (∨{f (a); a ∈ ω}). As a consequence, (∨ω) ↓⊆ F −1 (∨{f (a); a ∈ ω}), hence f (∨ω) ≤ ∨{f (a); a ∈ ω}.
3 The semilattices tensor product of complete atomistic lattices
Below, we give the definition of the complete join-semilattice tensor product. For this section, we can leave the 0-preserving condition for arrows of K.
generates L, the arrow h is necessarily unique. Moreover, from its definition as a solution of a universal problem, the tensor product is unique up to isomorphism.
We now give the tensor product of complete atomistic lattices. Consider the category CA − → CA obtained from CA by considering only maps sending atoms to atoms (and 0 to 0). From definition 12 and remark 12 in the appendix, and lemma 1, we can define a functor c :
, where F denotes the restriction of f to atoms. Obviously, the functor c is faithful, and full by remark 12 and lemma 1. Let L 1 , L 2 ∈ CA. From definition 13 and lemma 5 in the appendix, and from theorem 1, there is
; a ∈ ω} and the same equality holds for h. Finally, the set of atoms of
, and the same equality holds for left lateral joins, f is a bimorphism (and f (a 1 , −) and f (−, a 2 ) are 0−preserving). Moreover, since
Since g is a bimorphism, it follows from lemma 1 and definition 5 that 2) is orthocomplemented and orthomodular, [0, p i ∨ q i ] is orthocomplemented, hence, since L i has the covering property and
has the covering property if and only if
has not the covering property.
Remark 4 Obviously, # is symmetric, anti-reflexive and separating (i.e. ∀p,
o , definition 7 and definition 6 coincide.
We define the separated product by
We can assume that L 1 = 2 and L 2 = 2. Let
If L has the covering property, then 1 = x ′ , whereas if L is orthomodular, x ∨ q = p ∨ q. As a consequence, x = p and p ≤ q ′ . It is easy to check that in L 1 ∧ L 2 two atoms p and q are not weakly connected if p 1 = q 1 and p 2 = q 2 . Therefore, by definition of #, if L 1 contains two non orthogonal atoms, then
with g ω given in definition 5. As a consequence, from definition 7, since L 1 ↓= 2 Σ1 , we find that
whereas by definition 7, we have
As a corollary of lemma 2, we find that if L 1 is orthocomplemented and if there is an atom p 1 such that p
Note that φ is injective. We prove in four steps that φ is surjective.
(1) Let p ∈ Σ 1 and a ∈ L 2 . Then φ(p⊗a) = p⊗a
Hence it suffices to show that for any t, s ∈ Z(p 2 ) ↓, φ(p 1 ⊗ t) and φ(p 1 ⊗ s) are weakly connected. Let q be an atom.
As a consequence, φ(p 1 ⊗Z(p 2 )) = q 1 ⊗b. From part 2, q 1 ∧ p ⊥1 1 = 0, hence from part 1 and by lemma 2, we have 1
Definition 8 Let L ∈ CA
o irreducible with the covering property of length greater than or equal to 4. Then, there is a a division ring IK with an involutorial anti-automorphism *, a IK−module E with an Hermitian form ·, · , and an ortho-isomorphism r : L → P(E) [8] , theorem 34.5. E ⊗ E denotes the quotient IK−module of the free IK−module V on E × E by the IK−module V 0 = {v ∈ V ; ϕ(v, v) = 0}, where ϕ is the semi-bilinear form which on E × E is given by
We define L ⇓ L := {V ⇓; V ∈ P(E ⊗ E)} ordered by set-inclusion, where
Obviously, L ⇓ L ∈ CA. In theorem 6, for a ⊆ Σ × Σ, we write a ⊥ instead of ∩{r(p) ⊥ ; p ∈ a}.
Theorem 6 Let L ∈ CA o orthomodular irreducible with the covering property of length greater than or equal to
Finally, L ⇓ L has the covering property but is not orthocomplemented.
⊥ for i = 1, 2 (see [8] , lemma 30.7). Therefore, if v ∈ E ⊗ E and v ∈ {p} #⊥ , then v ∈ r(p), hence {p} #⊥ = r(p). Since the separated product is orthocomplemented, a = ∧{p
⊥ is spanned by product vectors. Let V ∈ P(E ⊗ E), such that V and V ⊥ are spanned by product vectors.
. Therefore, since L is orthomodular, by the same argument as above, we find that
⊥⊥ ⇓= a ⊥⊥ ⇓ and ∨ ⇓ a = a ⊥⊥ ⇓. Finally, the covering property holds in P(E⊗E) (see [8] , theorem 34.
As a consequence L ⇓ L is not orthocomplemented, since for any atoms with p 1 = q 1 and p 2 = q 2 , {p, q} ⊥⊥ ⇓= {p, q}.
Weak tensor products
, and for any u 1 ∈ Aut(L 1 ) and u 2 ∈ Aut(L 1 ), there is an arrow h ∈ hom K (L, 2) and an arrow in hom K (L, L), denoted by u 1 ⊗ u 2 , making the diagrams
Remark 7 Note that a bimorphism is a weak bimorphism. Moreover, g in definition 10 is a bimorphism, and if f is a bimorphism, then f • u 1 × u 2 is a bimorphism. Hence a tensor product is a weak tensor product.
We now give an equivalent definition. Note that axioms P1-P4 below correspond to the conditions listed in section 1, §7 (for our main result, an axiom weaker that P4 is needed, see remark 11).
If L 1 and L 2 are moreover transitive, the converse is true.
Proof : Suppose that L is a weak tensor product of L 1 and L 2 . Take for f the weak bimorphism
c , and h(b) = ∨h(b ↓) otherwise. Then, by lemma 1, h is join-preserving. We denote h by h a .
(
by the order preserving properties of weak bimorphisms. Suppose that a 1 ⊗ a 2 ≤ b 1 ⊗ b 2 and that a 1 ≤ b 1 . Let p 1 ≤ a 1 be an atom with 
is an atom of L for any atoms p 1 and p 2 , and axiom P1 holds.
(P2) Let A 1 ⊆ Σ 1 . Note that by P1, p⊗1 = p ⊗ 1 ↓, hence ∨p⊗1 = p ⊗ 1, ∀p ∈ Σ 1 . Therefore, by the join-preserving property of weak bimorphisms,
(P3-P4) Let p 1 and p 2 be atoms with
, and for any a 1 ∈ L 1 and a 2 ∈ L 2 , f (a 1 , −) and f (−, a 2 ) are 0, ≤ −preserving maps.
First, by P1, f (a, 1) = a ⊗ 1 = ∨a⊗1 = ∨{p ⊗ 1; p ∈ a ↓} = ∨f (a ↓, 1). Suppose that L 2 is transitive. Let a ∈ L and p ∈ Σ 1 . Denote by a #1 and g a (p) the set of atoms defined by {r ∈ Σ 1 ; r ⊗ 1 ≤ a} and g a (p) = {q ∈ Σ 2 ; p ⊗ q ≤ a} respectively. By axiom P4, we find
For any p ∈ Σ 1 \a #1 , there is s ∈ Σ 2 , such that g a (p) ⊆ s c . Hence, since L 2 is transitive, we have that
Therefore, a #1 ⊗1 ∈ L, and by axiom P2, a #1 ∈ L 1 . Hence, by lemma 1, the map f (−, 1) preserves arbitrary joins. As a consequence, if L 1 and L 2 are transitive, then f is a weak bimorphism.
CA and let L ∈ CA be a weak-tensor product of L 1 and L 2 . Let p 1 ⊗p 2 and q 1 ⊗q 2 be two atoms of L such that p 1 = q 1 and
Therefore, by P3, we have
o transitive with the covering property, and let L ∈ CA o be a weak tensor product of L 1 and L 2 . If L has the covering property or is orthomodular, then
(See [7] , proof of theorem 1. For L orthomodular, the proof requires some additional hypotheses on the group of ortho-automorphisms of L 1 and L 2 .)
there is a permutation σ and two arrows
Proof : First note that since L 1 and L 2 are transitive, the ∃ in definition 11 can be replaced by ∀.
Moreover, since L is laterally connected , there is an atom w with p 1 ⊗ s = p 1 ⊗ w = p 1 ⊗ t and p 1 ⊗ w ≤ p 1 ⊗ s ∨ p 1 ⊗ t; whence, by the join-preserving property of g, g(p 1 ⊗ w) = g(p 1 ⊗ s) or g(p 1 ⊗ t), a contradiction, since g is injective. As a consequence, there is an atom r such that g(p 1 ⊗A Assume that g(
(2) From part 1, define a map τ 1 :
Then, the map τ 1 is constant. Proof: Suppose that there are two atoms s and t such that g(s ⊗ 1) = r 1 ⊗ 1 and g(t ⊗ 1) = 1 ⊗ r 2 . Then g −1 (r 1 ⊗ r 2 ) = 0, a contradiction since g ∈ Aut(L).
From part 2, define a map σ on {1, 2} by σ(1) = τ 1 (p 1 ) and σ(2) = τ 2 (p 2 ). Then σ is injective. Proof : We can assume that L 1 = 2 or L 2 = 2. Suppose that σ(1) = σ(2) = 1. Then, g(p 1 ⊗ 1) = r 1 ⊗ 1 = g(1 ⊗ p 2 ), a contradiction, since g is injective.
(4) Suppose for instance that σ = id. Define for i = 1, 2,
Then, by the join-preserving property of weak bimorphisms and g, we find g(p ⊗ 1) ≤ g((∨G
As a consequence, by lemma 1, g 1 and g 2 are join-preserving.
Remark 10 If L 1 and L 2 have moreover the covering property and are irreducible and if L is strongly laterally connected, i.e. left and right lateral joins of atoms are given by p 1 ⊗ s∨p 1 ⊗ t = p 1 ⊗ (s∨t) and s⊗ p 2 ∨t⊗ p 2 = (s∨t)⊗ p 2 respectively, then the statement of theorem 8 also holds for g only join-preserving, sending atoms to atoms, and with non trivial image, i.e. g(1) ≤ r 1 ⊗ 1 or 1 ⊗ r 2 . In that case, the different steps must modified as follow;
(1) Suppose that g(p 1 ⊗ w) = g(p 1 ⊗ s). By the exchange property, t ≤ s ∨ w;
(2) Suppose that there are s, t ∈ Σ 1 such that g(s ⊗ 1) = r 1 ⊗ 1 and
(3) Suppose that σ(1) = σ(2) = 1. Then for any atoms p 1 , q 1 and p 2 , we have
which is impossible if the image of g is not trivial.
(2) Suppose that p 1 ⊗ p 2 , q 1 ⊗ q 2 ∈ A, with p 1 = q 1 and p 2 = q 2 . Then, since L 2 is strongly transitive, there is u 2 ∈ Aut(L 2 ) with u 2 (p 2 ) = p 2 and u 2 (q 2 ) = q 2 . Therefore, id ⊗ u 2 (A) ∩ A = ∅ and {q 2 , u 2 (q 2 )} ⊆ g A (q 1 ), hence by part 1, g A (q 1 ) = Σ 2 . By a similar argument, g A (p 1 ) = Σ 2 . As a consequence, by part 1, A = Σ 1 ⊗Σ 2 .
Orthocomplemented weak tensor products
Proof : For notational reasons, we find it more convenient to assume that L 1 and L 2 are orthocomplemented.
Let r be an atom under p
, which is a contradiction since f is a weak bimorphism (see the proof of theorem 7).
(2) For any atom p and any u ∈ Aut(L), there is an atom q such that u(p
′ is an automorphism of L. By theorem 8, there are two arrows u 1 and u 2 such that Let t ∈ p # ′ ↓. By P2, since L 1 and L 2 are co-atomistic, we have that ∧{r # ; t ≤ r # } = t; whence t ′ = ∨{r
Remark 11 It is important to note that in the proof of theorem 9, it suffices that there are subsets W i ⊆ Aut(L i ), i = 1, 2, such that L i is strongly transitive with respect to W i , and axiom P4 (see theorem 7) holds for any u 1 ∈ W 1 and u 2 ∈ W 2 . The statement of theorem 9 holds without the hypothesis on lateral joins of atoms for L 1 = P(H 1 ) and L 2 = P(H 2 ) if in axiom P4 we ask u 1 ⊗ u 2 to be an ortho-automorphism for any ortho-automorphism u i of L i , i = 1, 2 [7] , theorem 3.
Conclusion
As we will see in a forthcoming paper, the hypothesis on lateral joins of atoms can be justified for the lattice L 1+2 of independent quantum systems if we ask for the existence of a map f : (Σ 1 × Σ 2 , L 1+2 ) → [0, 1] satisfying some natural hypotheses for a probability function.
Nevertheless, we ask wether the hypotheses on lateral joins is necessary to get the result of Theorem 9. Of particular interest for our purpose would be to answer the following question: let L 1 = L 2 = P (H) with H a Hilbert space over | C. Does there exist a complete atomistic orthocomplemented lattice satisfying axioms P1-P4 of theorem 7, with Aut(L i ) the group of ortho-isomorphisms, that is not isomorphic to the separated product? We believe that the answer is negative.
Appendix
Definition 12 (P.-H. Chu [3] , §II.1) The category Chu(Set, 2) has as objects, triples (A, r, X) where A and X are sets and r : A × X → {0, 1}, and as arrows, Proof : Let (g, h) ∈ F, define z g , z h ⊆ A × B by z g = ∪{{a} × g(a); a ∈ A} and z h := ∪{h(b) × {b}; b ∈ B}. Then (a, b) ∈ z g ⇔ b ∈ g(a) ⇔ a ∈ h(b) ⇔ (a, b) ∈ z h , therefore z g = z h . Moreover z g is in X⊗ chu Y . Let z ∈ X⊗ chu Y . Define g z : A → Y and h z : B → X as in definition 5. Then b ∈ g z (a) ⇔ (a, b) ∈ z ⇔ a ∈ h z (b), therefore (g z , h z ) ∈ F.
Define the maps f : F → X⊗ chu Y and k : X⊗ chu Y → F by f (g, h) = z g and k(z) = (g z , h z ) respectively. Let id be the identity map on A×B, then (id, k) and (id, f ) are invertible arrows of Chu(Set, 2) between A ⊗ B and (A × B, X⊗ chu Y ).
