A hypercyclic operator is one that has a dense orbit. The backward shift B on the Bergman space A 2 of the unit disc has this property, and we ask here: "Which operators that commute with B also have it?" It is known that each operator on A 2 that commutes with B has a natural representation of the form ϕ(B) where ϕ is a multiplier of the Dirichlet space. In this setting we show that our problem reduces to the case where ϕ is a self-map of the unit disc, and that for such maps the question of hypercyclicity for ϕ(B) depends on how closely the ϕ-images of points in the unit disc are allowed to approach the boundary. This contrasts sharply with what is known for the Hardy space H 2 , where the backward shift is not hypercyclic (it is a contraction), and the hypercyclic operators that commute with it are easily described (see §1.3 below). In further contrast with the H 2 setting our present work leads into diverse issues concerning multipliers of the Dirichlet space, Carleson sets, and regularity of outer functions. The results we obtain bear an intriguing resemblance to certain phenomena involving composition operators.
Fundamentals
In this section we introduce the spaces of functions analytic on the unit disc that form the infrastructure of our work. These are the Bergman space A 2 , the Dirichlet space D and its pointwise multipliers, and the Hardy space H 2 . We indicate why the commutant hypercyclicity problem is interesting for the backward shift on the Bergman space, and show how it reduces to the consideration of geometric properties of multipliers of the Dirichlet space that map the unit disc into itself.
The Bergman space. Our primary setting is the Bergman space A
2 of the open unit disc U. This is the space of functions f that are holomorphic on U, and whose moduli are square integrable with respect to Lebesgue area measure on U. A 2 is a closed subspace of L 2 (dλ), where dλ is Lebesgue area measure on U, normalized so as to have unit mass. Therefore A 2 is a Hilbert space in the L 2 (dλ)-norm · defined by
A
2 and its norm can be described as well by Taylor coefficients. A straightforward computation shows that if f (z) = ∞ n=0f (n)z n is holomorphic on U, then
where now the value ∞ is allowed. Thus f belongs to A 2 if and only if the series on the right converges, in which case the sum of this series is equal to f 2 . We study bounded linear operators on A 2 that commute with the backward shift B. This is the operator on A 2 defined by
B gets its name from the fact that it shifts the Taylor coefficient sequence of f one unit to the left (and drops off the constant term). An easy calculation using the Taylor coefficient description of the Bergman norm shows that B is a bounded operator on A 2 with B = √ 2.
Hypercyclicity.
A bounded linear operator T on a Hilbert space (or a Banach space, or even a topological vector space) is called hypercyclic if it has a dense orbit. A vector x for which the orbit {T n x} is dense is called a hypercyclic vector for T . Hypercyclicity is a very strong form of cyclicity that bears the same relationship with invariant subsets that cyclicity has with invariant subspaces. While it may seem remarkable there are any hypercyclic operators at all, the truth is that many commonly occurring examples have this property, the backward shift on A 2 being one of them (see [14] , [22, §7.4 , Exercise 2] and the remarks following the statement of Theorem 2.8 below).
Work of Godefroy and Shapiro [15] suggests that operators behaving like backward shifts tend to transfer hypercyclicity (if they have it) to appropriate operators in their commutants. The word "appropriate" here must be interpreted properly, since the commutant will always contain nontrivial operators that are not hypercyclic (e.g. scalar multiples of the identity, and for Hilbert or Banach spaces, contractions). For Banach spaces, Carol Kitai proved in her 1982 Toronto dissertation [12] that a necessary condition for an operator to be hypercyclic is that every component of its spectrum must intersect the unit circle. This spectral condition is clearly not sufficient (e.g. the identity operator, whose spectrum is the singleton {1}, is not hypercyclic), but for some classes of operators a stronger spectral intersection condition does suffice. Consider for example the following result due to Godefroy The sufficiency part "(b) → (a)" of this result holds for very general spaces of analytic functions, in particular for the Bergman space [15, Theorem 4.5] . However the converse "(a) → (b)" fails for the Bergman space, as is shown by the backward shift itself, which is hypercyclic, but whose spectrum is well known (and easily seen) to be the closed unit disc.
Note that according to Theorem 1.3 operators in the commutant of the H 2 -backward shift having the same spectrum also display the same hypercyclic behavior. For the Bergman backward shift the commutant hypercyclicity problem is much more delicate. We just mentioned that B itself is hypercyclic on A 2 and that its spectrum is the closed unit disc, but in Section 3 below we will present an example of an operator that commutes with B and has spectrum equal to the closed disk, but is not hypercyclic. Thus in the Bergman setting the spectrum alone does not provide sufficient information to resolve the issue of hypercyclicity.
As a further complicating factor, the commutant of the Bergman backward shift is a more subtle object than the corresponding Hardy space commutant. It is known that any operator commuting with B has the form ϕ(B), where ϕ is a Dirichlet space multiplier (see §1. 7- §1. 9 for the details). By contrast, the corresponding representation for the Hardy space commutant involves the full algebra H ∞ of bounded analytic functions.
As we will explain in §1.10- §1.11, the problem of understanding the hypercyclic behavior of ϕ(B) reduces to that of understanding the special case where ϕ(U) is a subset of U whose closure intersects the unit circle. After that we consider only this case, for which our results indicate that whether ϕ(B) is hypercyclic or not depends on how closely the points ϕ(z) are allowed to approach the unit circle as |z| → 1−.
We will see, for example, that if ϕ(U ) lies in a disk internally tangent to the unit circle, then ϕ(B) cannot be hypercyclic (see Corollary 4.3).
Thus, for example, the operator (I + B)/2 is not hypercyclic on A 2 . In the other direction, we will show that ϕ(B) is hypercyclic whenever ϕ has radial limits of modulus one on a set of positive measure (Theorem 2.8). Although sufficient, this positive-measure condition is not necessary; we show this in §2.12 by constructing a Dirichlet multiplier ϕ : U → U for which for which ϕ(B) is hypercyclic on A 2 , yet ϕ has radial limit of modulus one at just a single point of ∂U.
These results bear some similarity with certain problems involving composition operators. We say more about this matter in §5. In §4 we show that there is a certain precision to our "positive-measure" sufficient condition for hypercyclicity by giving examples of Dirichlet multipliers ϕ that map the unit disc into itself such that ϕ(B) is not hypercyclic, yet for which ϕ has radial limits of modulus one on a set of Hausdorff dimension one.
1.4.
The Hardy and Dirichlet spaces. Two Hardy spaces of analytic functions arise during the course of our work. First there is H 2 , the space of functions f holomorphic on U for which
The norm · 2 makes H 2 a Hilbert space. Next there is the collection H ∞ of bounded analytic functions on U, which is a Banach algebra in the "supremum norm"
The commutant of the Bergman backward shift is intimately connected, via duality, with yet a third space: the Dirichlet space. This is the collection D of functions holomorphic on U whose first derivatives have square integrable modulus over U. The norm · D defined by
makes D into a Hilbert space. The calculation used to establish (1.2) shows that for each f holomorphic on U,
where again the value ∞ is allowed. Thus D emerges as the space of functions holomorphic on U whose power series coefficients make the sum on the right-hand side of (1.4) finite.
Neither of the spaces D nor H ∞ contains the other, but letting X denote either space, and letting H(U) denote the space of all functions holomorphic on U , endowed with the topology of uniform convergence on compact subsets of U, we have the inclusions
where all the embedding maps are continuous. In particular, a sequence that converges in any of these spaces also converges uniformly on compact subsets of U.
The coefficient descriptions (1.2) and (1.4) of A 2 and D respectively, along with the Cauchy-Schwarz inequality, show that the sum on the right-hand side of this definition converges absolutely. The result is a bilinear pairing between the two spaces with respect to which each is isometrically the dual of the other. For example, a linear functional Λ on A 2 is continuous if and only if there is a function g ∈ D such that Λ(f ) = f, g for each f ∈ A 2 . Moreover, the norm of Λ is precisely the D-norm of g.
This way of representing the dual space of A 2 is more natural for studying the backward shift than is the usual self-dual Hilbert space representation. In the representation above the adjoint of B : A 2 → A 2 , is easily seen to be the forward shift M z : D → D defined by (M z f )(z) = zf (z) for z ∈ U and f ∈ D (the notation "M z " employs a standard abuse of functional notation which will show up again later on). More precisely,
In the same way B is the adjoint of M z . By contrast, if we represent the dual of A 2 in the standard way, as A 2 itself acting through the Bergman space inner product
then the adjoint of B on A 2 becomes the operator
i.e. M z followed by a coefficient multiplier. 
A standard argument using the closed graph theorem, along with the fact that convergence in D implies uniform convergence on compact subsets of U, shows that M ϕ is a bounded operator on D. In the resulting operator norm, M(D) is a commutative Banach algebra.
The following result characterizes the commutant of the Bergman backward shift in terms of Dirichlet multipliers. It is well known, but in order to keep our exposition reasonably self-contained we give a proof. In this proof, and indeed for the rest of this paper, we adopt the convention that if S is a bounded linear operator on D then S * denotes the adjoint of S, computed with respect to the bilinear form (1.5). More precisely, S * is that bounded operator on A 2 defined by:
As a particularly important special case of this: (M z ) * = B. we claim that T = M ϕ where ϕ = T (1). An induction shows that T also commutes with (M z ) n = M z n for each positive integer n, from which it follows that T (z n ) = z n ϕ, and then by linearity that T f = ϕ f for any holomorphic polynomial f . Now if f ∈ D then its Taylor polynomials {f n } (center at the origin) converge in D to f , hence by the continuity of T and our observation about the polynomial case, ϕf n = T f n → T f in D, and therefore uniformly on compact subsets of U. Since ϕf n → ϕf uniformly on compact subsets of U, we see that T f = ϕf , hence ϕ is a multiplier of D and T = M ϕ .
The result above has more general formulations; see [24, Theorem 3(b) , page 62] for one that deals with weighted shift operators.
1.8. Sufficient conditions for multipliers. The previous result underscores the importance of knowing just when a function holomorphic on U is a Dirichlet multiplier. Characterization of these functions is a significant problem to which much effort has been devoted. To illustrate the difficulty involved we note that Cochran, Shapiro and Ullrich [9] have shown that for each f ∈ D the power series
n is a Dirichlet multiplier for "almost every choice of sign ±." Thus Dirichlet multipliers cannot be characterized by any condition that involves only the moduli of Taylor coefficients.
In 1980 
This justifies the following all-encompassing definition of our functional calculus for B:
The next result, which is well known, asserts that the functional calculus defined by (1.7) behaves as it should relative to spectra. For the reader's convenience we sketch a proof.
Spectral Mapping Theorem. If ϕ ∈ M(D) then the spectrum of ϕ(B) is ϕ(U), the closure of ϕ(U) in C.
Proof. The spectrum of ϕ(B) = M * ϕ : A 2 → A 2 coincides with the spectrum of M ϕ : D → D. Thus we have only to prove that the spectrum of M ϕ is ϕ(U), and for this it is enough to prove that M ϕ is invertible on D if and only if ϕ is bounded away from zero on U.
For this we note an easy consequence of the product rule for differentiation: A holomorphic function on U is a Dirichlet multiplier if and only if its derivative multiplies
is bounded away from zero on U. Then (1/ϕ) is bounded by a constant multiple of ϕ , and since ϕ multiplies D into A 2 , so does (1/ϕ) . Thus 1/ϕ is a Dirichlet multiplier, so M ϕ is invertible on D,
so 1/ϕ is a Dirichlet multiplier, and T = M 1/ϕ . In particular, 1/ϕ is bounded on U, i.e. ϕ is bounded away from zero.
The previous results transform our commutant hypercyclicity problem for the Bergman backward shift into a study of holomorphic functions ϕ that are multipliers of the Dirichlet space. Our spectral mapping theorem and Kitai's necessary condition for hypercyclicity ( §1. 2) show that if ϕ(B) is to be hypercyclic, then ϕ(U) has to intersect the unit circle. If ϕ(U) itself intersects ∂U then the work of Godefroy and Shapiro mentioned after Theorem 1.3 shows that ϕ(B) is hypercyclic on the Bergman space. Thus we need only consider multipliers ϕ for which ϕ(U) lies either inside U or outside U, and for which ϕ(U) ∩ ∂U = ∅.
One further reduction: if ϕ(U) lies outside U then ϕ(B) is invertible (its spectrum ϕ(U) does not contain the origin) and the spectrum of its inverse, namely the collection of reciprocals of points in the original spectrum, lies in U. Since an invertible operator is hypercyclic if and only if its inverse is hypercyclic (see Corollary 2.2 below) this reduces the formulation of our problem to the following:
Reduced commutant hypercyclicity problem. For which multipliers ϕ of D, with ϕ
We note that G. Herzog and C. Schmoeger [16] have considered the question of hypercyclicity for f (T ) where T is a bounded operator on a Banach space, f is holomorphic on a neighborhood of the spectrum of T , and T generalizes the notion of backward shift in that it is surjective and the union of the null spaces of its powers is dense. Herzog and Schmoeger show that in this case, if f has no zero on the spectrum of T and |f (0)| = 1, then f (T ) is hypercyclic. In the special case where T is the backward shift on A 2 these hypotheses imply that f ∈ M(D) and f (U) intersects the unit circle, so the hypercyclicity of f (T ) follows from the above-mentioned results in [15] . This emphasizes the difference between the work of [16] , where the point is the generality of the operator T , and our work here, which aims for precise results about functions of a very special operator.
Hypercyclicity for ϕ(B)
2 , every Dirichlet multiplier ϕ has a radial limit function ϕ * defined for a.e. ζ on ∂U by
To avoid trivialities we will always assume our multipliers ϕ are nonconstant. Here and throughout the rest of our work, "almost every" refers to Lebesgue measure m on the unit circle. We normalize m to have unit mass.
In view of our previous reduction of the commutant hypercyclicity problem for B, we are concerned with multipliers ϕ of D for which ϕ ∞ = 1. In this section we explore the connection between hypercyclicity for ϕ(B) and the size of the precontact set
of ϕ. We show that the condition m(E ϕ ) > 0 is sufficient, but not necessary, for ϕ(B) to be hypercyclic on A 2 . The hypercyclicity of B itself is the special case ϕ(z) ≡ z of our sufficient condition. More generally ϕ(B) is hypercyclic whenever ϕ is any finite Blaschke product (these are the only inner functions that belong to D-see [18, page 250] or [25, Theorem 3.4] ).
In a more geometric vein suppose ϕ maps U univalently onto a starlike Jordan domain G ⊂ U whose boundary is rectifiable and contacts ∂U in a set of positive measure (for example G could be the top half of U). By the Axler-Shields "starlike" theorem mentioned in §1. 8 
Our proof of sufficiency will require a number of preliminary lemmas and constructions, all heading toward application of the following characterization of hypercyclicity (see [15, Theorem 1.2, page 233]).
Proposition. A bounded linear operator T on a Banach space X is hypercyclic if and only if: for every pair V, W of nonempty open subsets of X there is a non-negative integer n such that
Actually no linearity is required for this result: it applies equally well to continuous self-maps of complete metric spaces, in which context it is known as Birkhoff 's Transitivity Theorem (see [19, §7.2 Our proof that m(E ϕ ) > 0 is sufficient for hypercyclicity depends critically on the properties of an operator that intertwines ϕ(B) with a certain multiplication operator acting on L 2 . Here is the notation required for the discussion.
, where m is normalized Lebesgue measure on the unit circle, and that similarly
and n ∈ Z we letf (n) denote the n-th Fourier coefficient of f :
Previously, when f denoted a function holomorphic in U, we usedf (n) to denote the n-th Taylor coefficient of f in its expansion about the origin. In what follows we will use both conventions, allowing the context to determine the meaning. In case f belongs to H 2 and n is a non-negative integer, thenf (n) can be correctly interpreted either as the n-th Taylor coefficient of f or the n-th Fourier coefficient of the radial limit function f * . In keeping with our setup for the Bergman-Dirichlet duality, we represent the self-dual nature of L 2 , not in the usual conjugate-linear fashion involving the Hilbert space inner product, but instead through the bilinear form
(note that we use the same notation as for the pairing (1.5) between A 2 and D, relying upon the context to determine the meaning).
In what follows, subsets of ∂U are always assumed to be measurable. For E ⊂ ∂U, we let L 2 (E) denote the subspace of L 2 consisting of functions that vanish almost everywhere off of E. Relative to the duality pairing (2.1) the dual space of
, where E denotes the set of complex conjugates of points in E.
It is easy to check that if ψ ∈ L
∞ then, relative to the pairing (2.1), the adjoint of the multiplication operator M ψ : L 2 → L 2 is the multiplication operator induced by the function ζ → ψ(ζ). In the spirit of conserving notation we simply refer to this reflected function as ψ(ζ), letting the context determine whether we are discussing the function or one of its values. Thus: (M ψ ) * = M ψ(ζ) . Finally, we will no longer use a special notation for radial limits of functions in the Hardy or Dirichlet spaces. Thus for such a function f , the notation f (z) will denote the value of f at z if z ∈ U, and the radial limit of f at z if z ∈ ∂U. In other words, we regard f to be extended to almost every point of the unit circle via radial limits. If there is any danger of confusion we will write "f | ∂U " to denote this radial limit function.
The complex Riesz projection. This is the operator
While not itself a projection, Q is related in an obvious way to the usual Riesz projection which takes L 2 orthogonally onto the subspace of boundary restrictions of H 2 -functions.
Lemma: Properties of Q.
given by:
Proof. (a) Q is the composition of itself, viewed as an operator from L 2 into H 2 (clearly a bounded operator-in fact, a contraction) and the identity map from H 2 into A 2 , which is easily seen to be compact.
From (2.1) and the fact that f vanishes a.e. off E we have:
which is the desired result.
(b) This is the special case E = ∂U of (c).
Corollary. If E ⊂ ∂U has positive measure then the image of
Proof. It is enough to prove that the adjoint of Q : L 2 (E) → A 2 is one-to-one. By Lemma 2.5 this is the operator that takes g ∈ D to χ E (g| ∂U ). If this latter function is identically zero, then g must vanish identically on E. Since g ∈ D ⊂ H 2 and E has positive measure, g must vanish identically on U. Thus the operator in question is one-toone.
The next result shows that for each Dirichlet multiplier ϕ, the Riesz projection Q intertwines ϕ(B) with the multiplication operator
The special case ϕ(z) ≡ z is particularly easy to understand since the operator in question is now M ζ , which simply performs a leftward shift on Fourier coefficients of L 2 functions.
Proposition. ϕ(B)Q = QM ϕ(ζ) for each ϕ ∈ M(D).
Proof. For each g ∈ D:
where the second and the last equalities follow from part (c) of Lemma 2. Proof. We are assuming that ϕ is a Dirichlet multiplier mapping U into itself whose precontact set E ϕ has positive measure. To simplify notation for the rest of this proof, let T = ϕ(B)
Since the bounded functions in L 2 (E ϕ ) are dense and the operator Q is continuous, we may assume further that F and G are bounded. For n a non-negative integer let
and note that f 0 = Q[F ] ∈ V . Our intertwining relationship (Proposition 2.7) now shows that T f n = f n+1 for each n, i.e. that {f n } is the T -orbit of f 0 . We claim that f n → 0 as n → ∞. For this observe that, since ϕ is a self-map of the unit disc, ϕ n → 0 uniformly on compact subsets of U as n → +∞. Since the sequence {ϕ n : n ≥ 0} is uniformly bounded on U it is bounded in H 2 . Because of this and the uniform convergence on compact sets, ϕ n → 0 weakly in H 2 , and therefore the corresponding sequence of boundary functions converges weakly to zero in L 2 . Because F ∈ L ∞ the same holds for the sequence {ϕ n (ζ)F (ζ) : n ≥ 0}, and therefore for the reflected sequence {ϕ n (ζ)F (ζ) : n ≥ 0}. This reveals the sequence {f n } as the Q-image of a weakly null sequence in L 2 , and since Q :
Informally speaking, we have produced a "forward null-orbit" {f n }, with initial point in V . A similar argument yields a "backward nullorbit" with initial point in W . Let
(so that, in particular, g 0 = Q[G] ∈ W ) and note that, since ϕ(ζ) has modulus one on E ϕ , the function ϕ(ζ) −n is, on E ϕ , just the complex conjugate of ϕ(ζ) n . By the same arguments we used above, T g n = g n−1 for each n > 0, and g n → 0 as n → ∞.
To complete the proof, for each non-negative integer n let h n = f 0 + g n . Recalling that g n → 0 we see that h n → f 0 , hence h n ∈ V for all sufficiently large n. Now the "orbit" properties of {f n } and {g n }, along with the fact that f n → 0, imply that
hence T n h n ∈ W for all sufficiently large n. So if n is large enough then T n h n is in both T n (V ) and W , and our proof is complete.
The converse of Theorem 2.8 is not true. This is a consequence of Theorem 2.12 below, which produces a Dirichlet multiplier ϕ : U → U with E ϕ a single point, yet for which ϕ(B) is hypercyclic on A 2 . Once a few prerequisites have been set out, the construction is simple and intuitive; it was suggested to us by Fedor Nazarov.
Smoothness classes.
Suppose n is a non-negative integer. We say a holomorphic function f on U is of class C (n) if its n-th complex derivative f (n) has a continuous extension to U (in this context we use the notation f (0) for f itself). We let H (n) (U) denote the collection of all such functions. It is easy to check that the classes H (n) (U) decrease as n increases, and that H (n) (U) is the collection of functions f holomorphic on U and continuous on U for which f (e it ) has n continuous derivatives with respect to t. We denote the intersection of all the classes H (n) (U) by H (∞) (U) (not to be confused with the space H ∞ of bounded holomorphic functions on U).
There is a natural metric topology on H (∞) (U) in which a sequence of functions converges if and only if each derivative converges uniformly on U (or equivalently, on U). A metric that does the job is:
Similarly one can define a metric on the space C (∞) ([−1, 1]) of infinitely differentiable functions γ : [−1, 1] → C (where differentiability at the endpoints is defined in terms of one-sided limits); we leave the details to the reader. From now on we take it for granted that the spaces H (∞) (U) and C (∞) ([−1, 1]) are topologized by these metrics. ([−1, 1] ) by the fact that it is one-to-one on (−1, 1] and both the function and its derivatives through order n take the same values at the endpoints −1 and 1.
Suppose G is a Jordan domain and ϕ a univalent (holomorphic) map of U onto G. A famous result of Carathéodory asserts that ϕ extends to a homeomorphism of U onto the closure of G (see [20, §14.18-14.20] for example). Earlier Painlevé, proved the existence of this extension for Jordan domains G of class C ∞ , in which case he showed that ϕ belongs to H (∞) (U). For more on the history of this result, see the interesting expository paper [4] of Bell and Krantz.
We are going to consider the class J (∞) of C ∞ Jordan curves γ : [−1, 1] → C that surround the origin. Let G γ denote the Jordan domain with boundary γ (so 0 ∈ G γ ), and let ϕ γ be the Riemann map of U onto G γ (ϕ γ (0) = 0 and ϕ γ (0) > 0). We assume without change of notation that ϕ γ is extended by the theorem of Painlevé-Carathéodory to U. Thus the map γ → ϕ γ takes J (∞) into H (∞) (U). It will be important for our purposes to know that this map is continuous. This is the content of the Stability Theorem. [ Proof. We break the proof into several steps.
Step Step II. Some starlike Jordan domains.
, 1] is a C ∞ function with ρ (n) (−1) = ρ (n) (1) for each n = 0, 1, 2, . . . . We associate to ρ the C (∞) Jordan curve γ ρ defined by:
Then γ ρ bounds a C ∞ Jordan domain
that contains the origin, with respect to which it is starlike. The example we are going to construct will be the Riemann map onto just such a domain.
Step III. An induction. Fix a strictly decreasing sequence {θ n } ∞ 0 of positive numbers with 0 < θ n ≤ 1, θ 0 = 1, and θ n → 0.
We are going to produce: (a) A sequence {ρ n } ∞ 0 of functions as in Step II such that for each n: 
where ϕ j = ϕ ρ j is the Riemann map of U onto the C ∞ starlike Jordan domain G j = G ρ j defined as in Step II. The argument is by induction. For n = 0 let ρ 0 (t) ≡ 1, so that G 0 = U and ϕ 0 is the identity map of U. Then ϕ 0 (B) = B is hypercyclic on A 2 , so by Proposition 2.1 there exists a non-negative integer ν 0 such that ϕ 0 (B)
Suppose n ≥ 0 and that we have produced the appropriate C , whose values and all of whose derivatives coincide at both +1 and −1, and whose zero-set is the interval [−θ n+1 , θ n+1 ]. For ε > 0 let ρ n+1 = ρ n − εh, where ε remains to be chosen. For ε sufficiently small ρ n+1 has the three properties (a) listed above, with n + 1 in place of n (the third of these comes from the fact that scalar multiplication is continuous in the "C (∞) topology"). Let ϕ n+1 = ϕ ρ n+1 (a map which also depends on the still-to-be-chosen parameter ε).
By the discussion of §2.10 the map ρ → ϕ ρ (B) is continuous from
, hence by choosing ε sufficiently smaller we may insure that ϕ n+1 is sufficiently close to ϕ n so that ϕ n+1 (B)
is also an arc of ∂U. Thus ϕ n+1 (B) is hypercyclic on A 2 by Theorem 2.8, so there exists a vector f n+1 ∈ V n+1 and a positive integer ν n+1 such that ϕ n+1 (B) ν n+1 f n+1 ∈ W n+1 . This completes the induction.
Step IV. Passing to the limit. We have arranged matters so that the sequence {ρ n } converges in
) with values in the interval [ 1 2 , 1], and which takes the value 1 only at the origin. Let G = G ρ , a C (∞) Jordan sub-domain of U that contains the disc {|z| < 1 2 }, is starlike with respect to the origin, and whose closure touches ∂U only at the point 1. Let ϕ be the Riemann map taking U onto G, so ϕ is non-constant and extends to a C (∞) homeomorphism taking U onto the closure of G.
The stability results of §2.10 show that ϕ n (B) → ϕ(B) in the norm of L(A 2 ), so by (b) of Step III, for each non-negative integer j the vector ϕ(B) ν j f j belongs to the closure of W j , and therefore to W j . Thus for each j we have f j ∈ V j and ϕ(B)
is hypercyclic, by Proposition 2.1. This completes the construction of our example.
We close this section with a subordination theorem that reinforces the connection between geometric properties of ϕ and hypercyclic behavior for ϕ(B). It shows, for example, that if G is a simply connected subdomain of U that contains the one promised by Theorem 2.12, and if the Riemann map ψ of U onto G is a Dirichlet multiplier (e.g. if ∂G is sufficiently smooth, or G is starlike), then ψ(B) will be hypercyclic on A 2 .
Theorem. Suppose ϕ and ψ belong to M(D), both are univalent self-mappings of U, and ϕ(U) ⊂ ψ(U). If ϕ(B) is hypercyclic on A 2 then so is ψ(B).
Proof. ω = ψ −1 •ϕ is a univalent self-map of U, so it induces a bounded composition operator C ω : D → D defined by:
A little calculation shows that C ω M n ψ = M n ϕ C ω for each non-negative integer n hence, upon taking adjoints,
Now C ω is one-to-one on D so its adjoint, viewed as an operator on A 2 , has dense range. Thus if f ∈ A 2 is hypercyclic for ϕ(B) then equation (2.3) shows that C * ω f is hypercyclic for ψ(B).
Non-hypercyclicity and degree of contact
In this section we give a criterion for ϕ(B) to be non-hypercyclic, and we apply it to show that if the closure of ϕ(U) touches the boundary of the unit circle at just finitely many points, and approaches those points in a certain "exponentially limited" way, then ϕ(B) is not hypercyclic. This limitation holds if, for example, ϕ(U) lies in a subdisc of U that is tangent to ∂U at a single point; hence our result shows, in particular, that the operator (I + B)/2 is not hypercyclic on A 2 . Note that we have already seen an extreme case of this phenomenon: if ϕ(U) does not approach the unit circle at all, i.e. if ϕ ∞ < 1, then ϕ(B) is not hypercyclic because its spectrum (the closure of ϕ(U)) does not intersect the unit circle.
Our argument hinges on the following simple observation:
Lemma. Suppose X is a Banach space and T a bounded linear operator on X. If there exists
Proof. Our assumption is that there is a positive number M such that T * n Λ ≤ M for every non-negative integer n. Let x be any vector in X. Then
i.e. the sequence of complex numbers {Λ(T n x)} ∞ 0 is bounded. Thus the orbit {T n x} ∞ 0 is not dense in X, so x cannot be a hypercyclic vector for T . Since x is arbitrary, T is not hypercyclic.
This lemma leads to a useful sufficient condition for non-hypercyclicity of operators in the commutant of B.
Theorem. Suppose ϕ ∈ M(D)
with ϕ ∞ = 1, and that there exists a function f ∈ D\{0} and a positive number β such that
Proof. We will show that the orbit {M n ϕ f } ∞ 0 is bounded in D, from which the non-hypercyclicity of ϕ(B) = M * ϕ on A 2 will follow from Lemma 3.1. The argument begins with a simple estimate that is easily derived from the chain rule, the Cauchy-Schwarz inequality, and the fact that ϕ ∞ = 1:
This, along with condition (3.1), yields
where the last inequality follows from the fact that x n−1 (1−x) < 1/n for 0 ≤ x ≤ 1. Thus the M ϕ -orbit of f is bounded in D, as promised.
Our first application of Theorem 3.2 requires some descriptive terminology. Suppose G is a subset of U and η ∈ ∂U lies in the closure (in C) of G. Then we say G contacts the unit circle at η. Suppose h : [0, 2] → [0, ∞) is a non-negative, continuous, strictly increasing function with h(0) = 0. We say G has h-contact with the unit circle at η if there exists an open disc ∆ with center at η such that
The faster h approaches 0 as x → 0+, the more closely G is allowed to contact the unit circle at η. For example, if G is confined to a triangle in U with a vertex at η then it will have h-contact with ∂U at η for h(x) = Cx, for some C > 0. If, instead, G lies in a proper sub-disc of U whose boundary is tangent to ∂U at η, then h(x) = Cx 2 will work for some C > 0. If, more generally, G has h-contact with ∂U at η for h(x) = cx α for some C > 0 and α ≥ 1 we say G has finite order contact with ∂U at η. Significantly closer approach to the boundary results from the function h(x) = β −1 exp(−α/x γ ) where α, β, and γ are positive, in which case we say G has exponential contact with ∂U of order ≤ γ at η. Proof. Suppose first that ϕ(U) contacts U at just one point, which without loss of generality we may assume is the point 1. Then our hypothesis on ϕ is that there exist positive numbers α and β, and 0 < γ < 1, such that
We claim that for a suitable a > 0 the function f defined below belongs to D and satisfies inequality (3.1):
The key here is that Re (1 − z) −1 > 0 (in fact it is > 1/2) for each z ∈ U . Thus the same is true of Re (1 − ϕ(z)) −1 , and so for the argument of this last quantity we may choose a unique value t(z) in the open interval (−π/2, π/2). Consequently every z ∈ U ,
Upon using the chain rule to compute f , taking absolute values, and then substituting inequality (3.4) into the result, we obtain:
Note that on the right-hand side of the last inequality, the term that multiplies |ϕ (z)| is bounded on U. Thus also f ∈ A 2 , i.e. f ∈ D for every a > 0. Finally, set a = α/ cos(γπ/2) and observe that thanks to (3.3) and (3.4) the function f now satisfies condition (3.1). Thus all the hypotheses of Theorem 3.2 are satisfied, and therefore ϕ(B) is not hypercyclic.
Suppose now that ϕ(U) contacts ∂U at just the n points η 1 , η 2 , . . . , η n . Then we can choose α, β > 0, γ < 1, and open discs ∆ 1 , . . . , ∆ n , with
where, as before, a = α/ cos(γπ/2). Then by the previous argument, each f j has derivative with modulus that is bounded on U by a constant multiple of |ϕ |, so the same is true of
Finally, for each index j we know that |f j | < 1 on U, and that f j satisfies (3.1) whenever ϕ(z) ∈ ∆ j . Since ϕ(z) is bounded away from the unit circle for z in the complement of ϕ −1 ∪ n j=1 ∆ j , it follows that f satisfies (3.1) on all of U, possibly with different constants. Thus once again f and ϕ satisfy the hypotheses of Theorem 3.2, so ϕ(B) is not hypercyclic.
In case ϕ is analytic in a neighborhood of a point ζ 0 of its precontact set, then there is this dichotomy: either ϕ(U) has finite order contact with ∂U at ϕ(ζ 0 ), or |ϕ| ≡ 1 on some arc centered at ζ 0 .
To see why this is so, suppose (without loss of generality) that ζ 0 = 1, and that ϕ(U) does not have finite order contact with ∂U at ϕ (1) . We are assuming that ϕ is analytic in a disc ∆ centered at 1. Let I = ∆ ∩ ∂U, and for e it ∈ I set g(t) = 1 − |ϕ(e it )| 2 . Then g is realanalytic on I, and our contact hypothesis guarantees that for each fixed positive integer n there exists a real sequence t j → 0 such that
Since ϕ is analytic at 1 we know in addition that |ϕ(e it ) − ϕ(1)| = O(|t|) for e it ∈ I with t → 0, hence
Thus the n-th derivative of g vanishes at 0. Since n is an arbitrary positive integer and g is real-analytic on I, this shows that g is constant on I. But also g(0) = 1, so g ≡ 1 on I, as promised.
Corollary. Suppose ϕ ∈ M(D) is a holomorphic self-map of U
for which E ϕ is a finite set at each point of which ϕ is analytic. Then ϕ(U ) makes finite order contact with ∂U at each point of ϕ(E ϕ ), and therefore ϕ(B) is not hypercyclic.
Proof. If ϕ(U ) does not make finite order contact with ∂U at ϕ(ζ 0 ) for some ζ 0 ∈ E ϕ then we saw above that |ϕ| ≡ 1 on an arc of ∂U about ζ 0 , contradicting the hypothesis that E ϕ is finite.
We have an even stronger dichotomy in case ϕ is analytic across every point of the unit circle.
Corollary. If ϕ ∈ M(D) is a self-map of U that is analytic in a neighborhood of the closed unit disc, then ϕ is hypercyclic on A
2 if and only if ϕ is a finite Blaschke product.
Proof. If ϕ is a finite Blaschke product then it is analytic in a neighborhood of U and therefore a multiplier of D. Since |ϕ| ≡ 1 on ∂U it follows from Theorem 2.8 that ϕ(B) is hypercyclic.
Conversely, if ϕ(B) is hypercyclic then by Corollary 3.4 E ϕ must have infinitely many points, hence the function g(t) = 1 − |ϕ(e it )| 2 , which is now real-analytic on the whole real line, vanishes on a set having a finite limit point, and therefore on all of R. Thus |ϕ| ≡ 1 on ∂U, so in view of its analyticity across the entire unit circle, ϕ must be a finite Blaschke product.
To this point we have shown that limited geometric contact between ϕ(U) and ∂U leads to non-hypercyclicity. Thus limited contact between the spectrum of ϕ(U ) and ∂U leads to non-hypercyclicity. The next result shows that, even if ϕ is univalent the geometry of the spectrum of ϕ(B) cannot tell the whole story.
Example. There exists a univalent Dirichlet multiplier
Proof. First we need another sufficient condition for non-hypercyclicity. Suppose that ϕ ∈ M(D) maps U into itself, and that 
where in the last line we have used the fact that x n−1 (1 − x 2 ) ≤ 2/n for 0 ≤ x ≤ 1. Thus the orbit {M n ϕ 1} is a bounded subset of D, as promised.
Now we can give our example; this one comes directly from [5] , where it is used to construct a compact composition operator on the "little Bloch space" for which the image of the inducing map is dense in U. Let {ω k : k = 1, 2, . . . } be a countable dense subset of ∂U, and let {h n } be a sequence of positive numbers less than (say) 1/2, such that 2 and its reflection in the x-axis. An easy estimate using polar coordinates based at the point 1 shows that
, and observe that G is star-like with respect to the origin. Thus G is simply connected, and upon letting ϕ denote a univalent mapping of U onto G we see from [2, Theorem 3] that ϕ ∈ M(D). Now G contains the ray {rω k : 0 ≤ r < 1} for each k, and since {ω k } is dense in ∂U it follows that G is dense in U.
Nevertheless, we claim that ϕ satisfies the integrability condition (3.5) above, so that that ϕ(B) is not hypercyclic on A 2 . To see this, use the univalence of ϕ to effect a change of variable that begins the following chain of estimates:
where the next-to-last line follows from (3.6), and the last one from the choice of the sequence {h k }.
We remark that condition (3.5) asserts that ϕ(U) has finite hyperbolic area, where the multiplicity of the mapping is figured into the calculation. This same condition is easily seen to characterize the HilbertSchmidt composition operators on the Dirichlet space.
Non-hypercyclicity with large precontact sets
In this section we construct a class of non-hypercyclic ϕ(B)'s where the precontact set of ϕ is, in the sense of Hausdorff dimension, as large as possible.
Recall that in Theorem 2.8 we saw that if ϕ ∈ M(D) with ϕ ∞ = 1, and if the precontact set E ϕ has positive measure, then ϕ(B) is hypercyclic on A 2 . We will show below (Theorem 4.3) that in this result the condition "m(E ϕ ) > 0" cannot be replaced by "E ϕ has Hausdorff dimension one." Our construction depends on Carleson's characterization of the boundary zeros of analytic functions in U that extend smoothly to the boundary, and on the following corollary of Theorem 3.2.
Proposition. Suppose ϕ ∈ M(D) and
Let F denote the outer function whose modulus on ∂U coincides a.e. with 1 − |ϕ
Proof. In view of Theorem 3.2 it will be enough to show that
Let a ∈ U be arbitrary and let ψ a be the self-inverse automorphism of U defined by
Because F is outer, so is F • ψ a (if F • ψ a had an inner factor I, then F would have an inner factor I • ψ a ). Thus,
Now apply Jensen's Inequality and the fact that (F •ψ a )
Observe that the integral on the right of the preceding inequality is less than or equal to 1 − |(ϕ • ψ a )(0)| = 1 − |ϕ(a)|; thus we have
Since a ∈ U is arbitrary (4.2) holds and the proof is complete.
The question of how to determine the regularity of an outer function F from the regularity of its modulus has drawn much attention. Carleson [7] has given a condition on |F * | that is necessary and sufficient for F ∈ D. Although Carleson's condition is often difficult to verify, Aleksandrov, Džrbašjan, and Havin [1] The proof of this result depends critically on the structure of zero sets of holomorphic functions possessing significant boundary smoothness. Such sets were characterized by Carleson in [8] . Suppose E is a closed subset of ∂U and that E has Lebesgue measure zero. Then the complement of E is a disjoint union of at most countably many open subarcs {I n }. If Carleson showed that the sets bearing his name are precisely the boundary zero-sets of functions that are analytic on U and extend to be Lipschitz on U, or even C n -differentiable there (n = 1, 2, . . . ) [8, Theorem 1] . Most important for our purposes is this part of his argument:
Given any Carleson set E there is an outer function F that extends C 2 to U, and vanishes precisely on E. Other investigators later refined Carleson's construction to produce outer functions with infinite differentiability on U having E as zeroset, but we will not need this extra precision. Carleson's outer function provides the crucial step in the following result, from which Theorem 4.3 follows immediately. Proof. Let F denote a "Carleson" outer function with C 2 -smoothness on U that vanishes precisely on E. Upon multiplying by an appropriate constant, if necessary, we may additionally assume that
In what follows it will be convenient to retain the notation F * for the restriction of F to ∂U. The boundary-smoothness of F guarantees that |F * | 2 ∈ C 2 (∂U), and because of (4.3) this smoothness transfers to
In particular, w is integrable on ∂U, so we may form the outer function ϕ with boundary-modulus e w = 1 − |F * | 2 . We claim that ϕ furnishes the desired example.
For this, note that ϕ = e h where h is the holomorphic completion of the Poisson integral of w, i.e. for each z ∈ U: with equality precisely when w = 0, i.e. on E. Thus we have established that ϕ is a holomorphic self-map of U with precontact set E ϕ equal to E.
The next order of business is to show that ϕ ∈ H 2 . For this recall that since w ∈ C 2 (∂U) we know that At this point we could quote Corollary 4.2 to finish the proof, but in order to keep the exposition as self-contained as possible we prefer to use Proposition 4.1. For this it remains only to show that the outer function with boundary-modulus 1 − |ϕ * | lies in D. Now the definition of ϕ has been arranged so that 1 − |ϕ * | is the boundary-modulus of F 2 , so we need only know that F 2 is outer-obvious since F is outer-and that F 2 belongs to D. This too is obvious: F has C 2 -regularity on U, hence so does F 2 , and this is more than enough to guarantee that F 2 ∈ D.
Final Remarks
The results we have obtained here-especially Theorem 2.8, Corollaries 3.3-3.5, and the examples of §2.12 and §3.6-indicate that for self-maps ϕ of U that are Dirichlet multipliers there is a theorem waiting to be proved that gives a function-theoretic characterization of how closely the images ϕ(z) must approach the unit circle in order for ϕ(B) to be hypercyclic on A 2 . A similar question arises for composition operators on the Hardy and Bergman spaces, both when one tries to characterize which of these operators are non-compact (see [10, §3.2] , [21] , [22] ), and when one tries to characterize which ones are isolated from the other composition operators in the operator-norm topology (see [10, §9.3] and [23] ). Our results on the commutant hypercyclicity problem resemble most closely those obtained in [23] for the isolation problem, although why there should be such a connection remains mysterious.
Particularly striking is the association with extreme points of the H ∞ unit ball, which we recall are characterized for all bounded analytic functions ϕ with ϕ ∞ = 1 by failure of the logarithmic integrability condition (4.1). In [23] it is proved that if C ϕ is isolated from other composition operators on on H 2 then ϕ must be an extreme point (but not conversely). We do not know if the analogous result holds for our present problem:
If Corollary 3.3 can be regarded as providing evidence in favor of an affirmative answer to this question: For the class of mappings considered there, "exponential contact of order 1" can be thought of as a sort of dividing line between extreme points and non-extreme points. Does it also divide hypercyclic from non-hypercyclic? In this regard it would be especially interesting to see if the construction of §2.12 could be refined to produce a univalently induced hypercyclic example where ϕ(U) has exponential order of contact 1 with the unit circle.
