Recognizing the destination of a maneuvering agent is important to create intelligent AI players in Real Time Strategy (RTS) games. Among different ways of problem formulation, goal recognition can be solved as a model-based planning problem using off-the-shelf planners. However, the common problem in these frameworks is that they usually lack of the modeling of the action duration as in real-world scenarios the agent may take several steps to transit between grids. To solve this problem, a semi-Markov decision model (SMDM), which explicitly models the duration of an action, is proposed in this paper. Besides, most of the current works do not establish a behavioral model of the identified person, and there is almost no work modeling individual behavioral preference, which limits the accuracy of the recognition results. In this paper, the Inverse Reinforcement Learning (IRL) method is adopted in opponent behavior learning for the destination recognition problem. To adapt to the dynamic environment, the Maximum Entropy Inverse Reinforcement Learning (MaxEnt IRL) method is transformed by defining a Fitness index to measure the effect of weight and use the Nelder-Mead polyhedron search to find the optimal weight. In experiments, we build the game scenario in the Unreal Engine 4 environment and collect the moving trajectories from the human players in several different tasks for evaluating the performance of our methods. The results show that the recognizer using IRL can recognize the destination effectively even if the intention changes during the midway, and it performs better than other models in terms of several most frequently-used metrics.
I. INTRODUCTION
In the recent decades, many commercial real time strategy (RTS) games, such as StarCraft and WarCraft, have become increasingly popular. Creating AI players that can identify the opponent's intentions is a key problem in developing these games. Therefore, the game will be more interesting and challenging [1] .
The opponent's destination is a common and important intention in RTS games. In many attack missions, players need to plan a path to their destination in current conditions, move along the planned path, and then attack the The associate editor coordinating the review of this manuscript and approving it for publication was Genny Tortora. enemy. Therefore, if AI players can identify the destination by observing the opponent's trajectory, then they can prepare for defense. Due to these advantages, the target recognition method has been successfully applied to some digital games [2] , [3] .
Commonly, the agent goal recognition consists of three steps, which are problem formalization, opponent behavior learning, and goal inference [4] . The work of this paper is also based on these three aspects.
In the problem formalization part, most of researches rely on Markov Decision Processes (MDP) or Hidden Markov Models (HMM). The paper [6] applies MDP to model goal recognition problem where states are fully observable and actions are assumed to be stochastic. Ramirez and Geffner [5] extend their work to cope with Partially Observable MDP settings. In this case, a Decentralized POMDP is further proposed for applications in the multi-agent problem domain. However, in Decentralized POMDP, the primitive actions also terminate at each step. This is usually not the case in RTS games, like StarCraft, where primitive actions cannot be finished strictly within only one time step, e.g. moving in one direction for a distance in several steps. In this paper, a Semi-Markov Decision Model which explicitly models the action duration is adopted to formalize our maneuvering process in this goal recognition task.
Opponent behavior learning is the main task in this work. A common problem in previous works is that goal recognition is usually solved as a model-based planning problem or the opponent's behavior is modeled relatively simply. They are not suitable for complex confrontation scenarios in real-time strategy games because the opponent behavior models in these scenarios are more complex, resulting in poorer recognition results. For example, in a real-time strategy game scenario shown in Fig.1 , a soldier needs to avoid the patrolling vehicle while moving to his destination (goal1). In this scenario, different human players may have different choices, such as a cautious player tends to keep away from the patrol car first and goes to point1 while a fearless person tends to go straight to the target (point2). Obviously, the traditional intent recognition methods, which lack the behavioral preference models of the players, are difficult to have an accurate recognition result. The machine learning methods are common solutions to model the behavioral preferences by learning from the historical behavior data. Traditional methods, including Supervised Learning (SL) and Unsupervised Learning (UL), suffer from many problems. Supervised Learning requires training samples, which might be too large for covering all possible areas or too expensive to obtain in real applications. For the fact that state space in goal recognition is always extremely large, unsupervised Learning is also always unfeasible. Moreover, because of the poor generalization abilities of these two methods, the parameters learned cannot be directly used in different scenarios [10] , thus making them unable to deal with complex tasks whose exact execution is difficult to specify.
Reinforcement Learning (RL) which does not need a training dataset is widely used to estimate the agent's policies. In this method, it is assumed that agents intended to obtain maximum cumulative reward by executing optimal policies when achieve their goals. The optimal policies define behaviors well and can be computed accurately or approximately by some algorithms [27] . Thus, the training datasets are unnecessary. However, the reward function of RL has to be specified in advance, which may be difficult to determine the weight of each feature. This problem can be solved using Inverse Reinforcement Learning (IRL) techniques, where the expert is assumed to try to maximize a reward function from demonstrations. Besides, based on the assumption that the reward function could be expressed as a linear combination of known features, the IRL algorithm could be further employed to learn the task demonstrated by the expert [28] and calculate the behavioral model, which is the probability of action selection in each state. It is worth mentioning that IRL just requires small amount of data to learn the weight of the feature in reward function, and the learning results (expert's policy) can be used in the entire scene. So there is no need to collect data in every state as in SL. This process can be done offline, and then during the online operation of the RTS game, the particle filter algorithm queries the action probability in the current state by looking up the table, and then judges the intention. Therefore, this method can meet the time requirements of the RTS game. So in this paper, we propose an Inverse Reinforcement Learning (IRL) based opponent behavior learning method, which would be adopted in the agent's goal recognition within a Semi-Markov Decision Model (SMDM) framework to model problem.
Particle filter (PF), which is a widely-applied approximate inference method, is applied to infer the destination online because of its capability in tackling the environmental noises with partially missing data. However, problem occurs when the state space is multi-dimensional and the number of particles is limited, which would introduce high estimating variance to the inference task. To solve the above problem in the goal inference task upon the SMDM, the paper uses the Rao-Blackwellised Particle Filter (RBPF), which extends PF by combining the Monte Carlo sampling and accurate inference [11] .
Then, a battle scenario is designed to verify our IRL method in the Unreal Engine 4 (UE4) platform. A soldier controlled by a human player moves to its destination while trying to stay away from the patrol car. However, for soldiers performing different missions, travelling to a predetermined destination and away from patrol cars may be of different importance. For example, if the soldier's mission is approaching to the destination as fast as possible, getting far from a patrolling vehicle may be less important in the action selection. Moreover, human players can exhibit considerable variability in their movement preferences and thus may not uniformly prefer the same routes. IRL is used to learn the soldier's policy from the history datasets, and then the destination of the soldier is recognized with observed traces. Based on this scenario, we generate three test datasets, which consists of 100 traces to represent every kind of scenario respectively. With these datasets, statistical metrics are computed under different goal estimators using IRL or RL. Our results indicate that the estimator using IRL possesses higher recognition accuracy than RL.
One of the contributions of this paper is that we propose a SMDM model with IRL. SMDM model lacks human behavior modeling, resulting in poor path prediction results. Our framework incorporates the IRL method to obtain human behavior model to overcome the shortcomings of SMDM and improve the recognition results. Another contribution is that we transform the Maximum Entropy Inverse Reinforcement Learning (MaxEnt IRL) method (which is a kind of Inverse Reinforcement Learning method applying the Entropy concept) by defining Fitness for measuring the effect of weight and using the Nelder-Mead polyhedron search (which is a kind of optimization method without calculating gradients) to search the optimal weigh to fit the dynamic environment.
The rest of the paper is organized as follows: the next section introduces the related work of goal recognition and IRL. Next, we analyze the formulation of the agent's maneuvering process by SMDM and present the formal learning model using IRL in Section 3. As shown in Section 4, the background, settings, and results of our experiment are described. Finally, we present conclusions and discuss future works in the last section.
II. RELATED WORKS A. GOAL RECOGNITION
The problem formulation of goal recognition was proposed in various ways, such as an inverse planning problem over planning models, a parsing problem over grammar, a matching problem over a suitable AND/OR graph and a probabilistic inference task over a dynamic Bayesian network [3] - [5] , [10] - [12] .
Among these approaches, there are two main formulations proposed from different perspectives to solve the goal recognition or the plan recognition problem. One focuses on building an appropriate plan or strategy library, and the other focuses on agent behavior models and a set of possible goals [5] . The latter formulation has two main advantages: one is that it can use a large number of existing modelbased planners; the other is that the model itself reflects people's understanding of behavior patterns related to recognizing targets. In the field of goal recognition, Hidden Markov Models (HMMs) are widely used. The work in [3] proposes an Abstract Hidden Markov Model (AHMM) which builds multiple levels of abstraction to solve the problem of recognize the behavior of agents in noisy, uncertain and dynamic domains. Markov Decision Processes (MDPs) can describe agent actions and interactions between agents and the environment. The paper [4] considers the problem of goal recognition under MDP settings, where the actions are assumed to be random and the state is fully observable. Partially Observable MDP is proposed in [5] which sets states to be partially observable. Yin et al. [6] extended the MDP model by establishing the time model, but the behavior strategy in the model directly uses the real behavior model of the identified person, which is not available in the real scene. In our method, the IRL algorithm is used to learn the behavior model from the historical behavior data of the identified person, which overcomes this problem.
B. LEARNING IN GOAL/PLAN RECOGNITION
Learning methods are commonly used for learning an agent's decision model for Goal/Plan Recognition. The most popular methods adopted in goal/plan recognition are Case-based Reasoning (CBR), Reinforcement Learning (RL), Inverse Reinforcement Learning (IRL) and Deep Learning (DL).
CBR is usually employed as a basis when plan recognition is carried out, since it can capture complex, incomplete situational knowledge obtained from specific experiences [13] . The work in [15] introduces learning by observation into CBR in RTS game WARGUS (an open source clone of the popular game WarCraft ||), to reduce or eliminate the need for a CBR system designer to extract knowledge from experts or consider of potential cases and record them manually. The paper [16] extends this work by using demonstrations, which are easier to be learned and provides more control over the particular behaviors that have been learned. Baumgarten et al. [17] use CBR directly and in their system, a set of metrics are employed to measure performance, in order to learn to play the strategy game DEFCON15 through an iterative process similar to RL. However, CBR is still a kind of SL method and also has the limitation of SL as discussed in Section 1.
RL is the method of overcoming the limitations in SL, since it does not need datasets and is suitable for large and complex Dynamic Bayesian network (DBN, which is a kind of probabilistic graphical model) structure. S. Yue et al. [7] uses cooperative co-learning based on SARSA, which is a kind of multi-agent reinforcement learning algorithm and does not need state transition function of the world [18] . However, the problem with RL is that the reward function in the RL must be specified in advance. At the same time, it may be difficult to determine the weigh of each feature in reward function. In this paper, RL is employed to compare with IRL so as to valid the effectiveness of IRL in parameter estimation.
The automated car driving simulator and autonomous helicopter aerobatic demonstrations are the most notable series of IRL applications [22] , [23] . Recently, IRL has also been used to learn and model human behavior, such as pedestrian intent prediction in robotic applications [24] and dialog user simulation databases [25] . MaxEnt IRL is used in [26] to learn the opponent's motion model and track it in the game Unreal Tournament 2004. However, all these works are based on the MDP with no explicit modeling of action duration time. Besides, they also neglect the situations where goals may be changed in the midway. In addition, the method in [26] is proposed for tracking instead of goal recognition. Tan et al. [43] also used the MaxEnt IRL learning behavior strategy and established the time model using SMDM, but their work was not used for intent identification problems but for intelligent manufacturing. Zeng et al. [42] used the MaxEnt IRL learning behavior strategy to solve the intent recognition problem, but the scenario in that paper is simple and static. The proposed method is aimed at the dynamic scenario and adapts the MaxEnt IRL model.
Deep Learning is a research hotspot in recent years, and in many works, DL has already been applied in goal/plan recognition tasks. The work in [23] proposes a computational framework for player goal recognition based on stacked de-noising auto encoders, a deep learning technique, to recognize non-linear goals in digital games featured with open-ended environments. The paper [24] extends this work by employing the Recursive Neural Network for recognizing the plan of players. However, deep learning methods usually need a huge size of training dataset which is expensive to collect and is not always available in many scenarios.
C. INVERSE REINFORCEMENT LEARNING
One crucial element in our system is to find a set of policies from player traces by IRL. The purpose of standard reinforcement learning is to learn optimal policies based on rewards whose features are set manually by the human experts. The learner tries to find the actions that maximize the environmental feedback. However, in some cases, it is challenging to manually designate appropriate rewards. Then, Inverse Reinforcement Learning is proposed to solve this problem by deducing the rewards from experts' performance, which assumes that the expert is optimizing an unknown reward function.
Several main kind of IRL is present as following. Ng et al. propose the original IRL algorithm in [28] . These algorithms basically formulate the IRL problem into a linear programming program with constraints corresponding to the optimal conditions [29] . By applying apprenticeship learning Abbeel et al. extend original IRL algorithms to proposed Apprenticeship Inverse Reinforcement Learning (AIRL), which turns the reward function learning problem into a quadratic programming formulation [29] .
Hiatt et al. [30] propose a Bayesian Inverse Reinforcement Learning (BIRL) method, which deals with the IRL problem from the probability perspective. Then, maximum Entropy Inverse Reinforcement Learning (MaxEnt IRL) is proposed by Ziebart et al. [19] , which is similar to Bayesian IRL and also uses a probability approach to solve the ill-posed problem in the original IRL. Specifically, the principle of maximum entropy is implemented in [22] , which gives a minimum deviation estimate based on the given information [24] . A main limit in all kinds of IRL above is that the reward functions are considered to be a linear combination of features. The papers [33] and [34] proposed an extended approach by using a limited set of nonlinear rewards. [19] applies Gaussian processes, which is a kind of Non-parametric methods, to cater for potentially complex non-linear feedback functions Although in principle this extends the IRL paradigm to the entire range of non-linear reward functions, the use of kernel machines makes this method easy to require a large number of reward samples to approximate complex reward functions [35] . In this case, the Gaussian Processes framework is quickly and impractically rendered due to the unfavorable computational complexity at query time (O(n 3 ), where n denotes the number of state-reward pairs in the active set) [38] . In the work in [36] , Deep Inverse Reinforcement Learning (DIRL) is proposed based on Deep Learning for practical large-scale applications of IRL with generally complex reward functions. However, DIRL relies on a large dataset and requires high capacity models and fast computational speeds.
The IRL method adopted in this paper is the MaxEnt IRL adapted in dynamic scenarios, because DIRL requires a large amount of data while it is difficult to obtain data from a single human player. As for BIRL, which is also a possible method with a linear reward function, it is similar to MaxEnt IRL from theory to effect. Furthermore, compared with AIRL, the maximum entropy method can model the behavior better, which will be proved in the experimental section.
III. FORMULATION AND GOAL INFERENCE
As shown in Fig.2 , the three dash-line blocks named formalization, opponent behavior learning and destination inference are usually the three main components of intention recognition. In the problem formalization component of this paper, the SMDM is adopted to describe the world states, behaviors and goals in the game scenario as a Dynamic Bayesian Network. However, the policy of human players, which is a parameter in the SMDM for defining the probabilistic action selection in every state for agents' marching for different destinations, cannot be obtained directly. In this framework, we use an adapted MaxEnt IRL, which is based on MaxEnt IRL, to define Fitness of measuring the effect of weight, and use the Nelder-Mead polyhedron search to find the optimal weigh to calculate policy from human players' historic datasets in the dynamic environment. As the policy in the SMDM depends on different destinations and relies on grids, the IRL calculation can be simplified in the following process. Firstly as the policies are defined under different destinations, trajectories would be preprocessed and separated into sets of fragments according to different goals, in case of the agent changing its goal during the midway. Then, different from the goal inference procedure within the formal SMDM model, we simply ignore the action duration during the IRL learning process, considering that the probabilities of action selection defined by the agent policy are calculated only based on states. In this way, MDP formulation could replace the complex SMDM during the IRL process. It needs to be pointed out that the trajectory of the motion of the identified person is assumed to be stable and there is no drastic change in a short time, so we simply abstract the motion trajectory of the identified person within a certain range. Finally, in the destination inference part, the RBPF is adopted to calculate the probability of destinations, where the particle behaviors are modeled by the SMDM, and among them, its state transition is driven by the IRL-learned policies under different destinations. The detailed process of formalization and destination inference would be elaborated in the following subsections while the opponent behavior learning process as the main work of this paper will be left to discuss in the next part.
A. FORMALIZATION BY THE SMDM
In RTS games, the maneuvering process of an agent consists of two levels: path planning based on grids, when it is usually a sequential decision process described by a probabilistic model, and moving between adjacent grids with a semi-Markov property. Based on the SMDP, the SMDM satisfies the semi-Markov property and has the explicit concept of agent intention. The structure of the SMDP shown in Fig.3 
}, N is the number of possible states. d) P is defined as the transition probability of reaching a successor state given a particular action:
which indicates the number of steps needed to complete the current action. In Fig.3 , the intention π t+1 at time t + 1 could only be determined by π t . Next we use two sets of subgraphs to further show the dependence of actions and duration. In Fig.4(a) , the action a t+1 at time t + 1 is determined by the intention π t+1 at time t + 1, the action a t and the state s t at time t. Fig.4 (b) and Fig.4 (c) show that when action a t is not terminated at time t (d t = 0), we have a t+1 = a t ; when d t = 0 or intention changes, the selection of a t+1 depends on p (a t+1 |s t , π t+1 ).
In Fig.5 (a), the duration d t+1 at time t + 1 is determined by the action a t+1 at time t + 1, the duration d t and the state s t at time t. Fig.5 (b) and Fig.5 (c) show that when action a t is not terminated at time t (intention remain unchanged), d t+1 is determined by d t according to p (d t+1 |d t ); when intention changes or d t = 0, the duration of a t+1 will be initialized by p (d t |s t−1 , a t ). In this paper, p (d t+1 |d t ) can be simply represented by d t+1 = d t − 1. 
B. GOAL INFERENCE USING THE RBPF
In RTS games, accurate inference and approximate inference are the two ways of inferring the destination of an agent. The accurate inference suffers from the time-consuming problem and needs perfect observations, when the DBN structure is complex. As the result, approximate inference method is adopted to infer the destinations.
The PF is a common approximate inference method which can be applied in non-Gaussian and nonlinear dynamic systems. However, in RTS games, the computation resources is strictly limited, as a result it do not allow the number of particles to be large (the computation complexity of PF process is O (Np), where Np is the number of particles). Therefore, the Rao-Blackwellised particle filtering (RBPF), which a kind of PF combining the Monte Carlo sampling and exact filtering in the SIS process, is applied to solve this problem (which can be found in [9] ). Next we will introduce the process of using the RBPF inferring the destination based on the SMDM structure.
In this paper, r t = {s t , d t , l t } is defined as the RB variables, where
Then, a particle in the RB-SIS is defined as
Before sampling the RB variables, we need to decompose the network in a single time slice. We define Fig. 6 shows the DBN structure of B t and C t .
The root node depicted in Fig.6 is a variable in C t , which does not depend on any variables in B t . The initial root is a t if l t−1 = 0; otherwise, the initial root is π t . As C t is not influenced by l t , B t can be further factorized by (2) .
The exact inference process at time t can be decomposed as 2 steps: a) sampling RB variables from C t and Pr (d t , l t , s t |π t , a t ), and getting B t+ from B t ; b) transiting B t+ to C t+1 and B t+1 . In this paper, we use the simplest sampling method in the RB-SIS. Thus, it is unnecessary to consider o t in the exact inference. The detailed process of getting B t+ is as follows.
Find the root. If the root is π t , reverse the links in C t make them from the bottom to the top and compute Pr (a t ) and Pr (s t ) by formula (3) to (5) ; otherwise, we only need to compute formula (5) and (6):
Pr
Reversing the link between π t and a t makes it from the top to the bottom by
Reverse the links between π t and l t by
Compute the posterior probability Pr (a t |l t , s t ) by
Reverse the link between π t and a t make it from bottom to top by
Reverse the link between d t and a t by
Compute Pr (d t |s t , l t ) by
Sample d t from Pr (d t |s t , l t ), and then compute Pr (π t |s t , l t , d t ) by
The next step is to get C t+1 and B t+1 . For C t+1 , if l t = 0, and C t+1 = Pr (π t+1 |a t+1 ) · Pr (a t+1 ), Pr (π t |a t , s t , l t ) will be regarded as Pr (π t+1 |a t+1 ), and Pr (a t |d t , s t , l t ) will also be inherited as Pr (a t+1 ); if l t > 0, and C t+1 = Pr (a t+1 |π t+1 ) · Pr (π t+1 ), Pr (a t+1 |π t+1 ) equals p (a t+1 |s t , π t+1 ), and Pr (π t+1 ) = Pr (π t |s t , l t , d t ) when l t = 1, and Pr (π t+1 ) = p (π t+1 |π t , s t ) when l t = 2.
For B t+1 , Pr (s t+1 |a t+1 ) is equal to p (s t+1 |s t , a t+1 ), and other factors are also known as the model parameters. In this way, the i th particle x i t+1 can be computed from x i t . Since we use the simplest sampling and the observation o t only depends on s t , the weight of x i t can be updated by
After exploiting the RB-SIS, the resampling will also be adopted as the standard PF. The distribution of the possible destinations at time t is computed by
IV. HUMAN BEHAVIOR LEARNING
The main task in human behavior learning is to estimate the policy of human players, and it is a parameter in the SMDM, which defines the action selection in every state for the player marching for different destinations. However, it is common in the real situation that the policy cannot be obtained directly, when the player is in the hostile forces or in some other conditions. Besides, it is difficult to estimate the policy by experience because of its huge dimensions. Our solution of policy estimation is learning players' moving behaviors from historic datasets, which is solved by the IRL method.
As mentioned in the related work, we choose MaxEnt IRL to learn an agent's behavior model while neither of its two main processes, i.e. the forward-backward algorithm and the weight update by gradient descent (which can be found in [26] ), suits for the dynamic environment. Because in this environment, the forward-backward algorithm cannot dispose the problem in dynamic scenario, such as in this work some features have different counts in a state when the agent's opponent is in different positions, while the gradient-descent method can only be applied in the continuous function, but it is difficult to find the explicit function relationship between the weight count and its effect.
In this paper, we present an adapted MaxEnt IRL method in order to fit the dynamic environment. Firstly, calculating the expected Fitness of weights replaces the forward-backward algorithm to evaluate the effect of the weight, which is not influenced by the feature count change in a state. Secondly, to solve the continuous function limit in the gradient-descent method, the paper adopts the Nelder-Mead Simplex method which is an optimization method without calculating the gradient. Fig.7 shows the human behavior learning process by IRL under a simplified framework. Firstly, the MDP other than the SMDM, which will be explained in the following part, is adopted as the basic behavior model. Then, the adapted MaxEnt IRL is applied to learning the reward function, which is based on a cycle of: 1) calculating the expected Fitness of weights, as defined by (22) in the following text, and 2) updating weights by Nelder-Mead Simplex, which is an optimization method without the gradient. Lastly, RL is used to learn optimal policy from reward function. The detailed process would be elaborated in the following parts of this section and the Alg. 1 which describes this process would be provided in the end of this section.
A. A SIMPLIFIED MDP MODEL
It is noted that in the SMDM the policy is defined as p (a t |s t−1 , π t ), which indicates the probability of selecting 
Algorithm 1 Policy Calculation Under Different Goals by an
Adapted Maximum Entropy IRL Input: particle number N p , agent team size N A , resampling threshold N T .
End For the action a t when the previous state is s t−1 and the current intention is π t . Thus, we take the following steps to simplify the policy calculation. In the first step, the policy p (a t |s t−1 , π t ) can be separated into sub-policies p π t (a t |s t−1 ) under different destinations. Correspondingly, these trajectories in the training datasets would be preprocessed and separated into sets of fragments according to different goals, in case of goal midway changes, and sub-policies can be calculated by sub-datasets for each destination respectively. In those paths of a single goal, we assume that the motion between states is smooth and the probability of selecting the action in the policy is calculated based on state. In this case, we should not model the specific position of human players in a grid by modeling the action duration. Besides, the human player is assumed to have a full observation in the situation when choosing actions in each step.
A classic MDP shown in Fig.8 is a tuple S, A, P, D, R , where:
g) S is defined as the finite set s ∈ S, where S = {s 1 , s 2 , · · · s N }, while N is the number of possible states. h) A is defined as the finite set a ∈ A, where A = {a 1 , a 2 , · · · a K }, and K is the number of possible actions. i) P is defined as the transition probability of reaching a successor state given a particular action: j) D is defined as the initial distribution of states D :
which is a linear combination of feature f s multiplied by a weight vector ω. The features are used to discriminate locations in the environment. In this task, we use the following features: a) D d : Distance to the current destination; b) D p : Distance to the patrolling vehicle. We assume that the target has a greater impact when the identified person approaches the target. The same is true for patrol cars. For example, when the human player is near the destination and far to the patrolling vehicle, the feature distance to the patrolling vehicle has less influence on the player's action selection than that of the destination.
Thus, we set the features as follows:
where the constant 0.1 in the denominator is set to avoid the error in calculation when D d = 0 or D p = 0.
B. POLICY ESTIMATION USING THE MODIFIED MAXENT IRL
MaxEnt IRL assume that the policy depends on the reward at each step and the reward depends on the current weight vector and the state feature vector. The feature vector is a set of state description value associated with the task, which is manually selected, such as the distance to the destination in this scenario. The opponent's policy π is defined as π ω := P(a|s, ω), where ω is the weight vector in the reward function and is solved by (16) .
where traj m is the m th trajectory in the training set. The meaning of this equation is that the optimal weight vector is the one that maximizes the likelihood function, that is, the probability of the paths in the training set is the largest. The function (16) is convex for deterministic MDPs, where the result of the action is determined (such as in this scenario, the identified person performs an action, moving from one state to another uniquely determined state) [19] , and can be solved by the traditional MaxEnt IRL method using gradient descent by (17) when the environment is static.
It can be understood that the state can be represented by a feature, and the optimal weight generation policy is similar to the human behavior in the training set, then the expected feature count under the optimal weight (E[f π ω ]) is similar to the expected feature count of the training set (E[f eveader ]). In equation (17), E[f eveader ] is the expected feature count in the training set, calculated by E[f eveader ] = M f traj m where M is the number of trajectories and f traj m is the summation of features for the grids along the opponent's trajectory. In addition, E[f π ω ] is expected feature count based on weights. C s i is Assumed to be the expected visiting count for s i under the weight π ω generation policy, and would be solved by the forward-backward pass algorithm(this could be found in [19] ). E[f π ω ] can be calculated by (18) .
However, for the fact that the patrolling vehicle moves randomly, the environment is dynamic in this task and the feature of a state also changes randomly. Therefore, E[f π ω ] cannot be calculated by (18) , and the traditional MaxEnt IRL which is calculated by the forward-backward pass algorithm and gradient-based feature weight updates cannot be applied in this task directly.
To solve this problem, we look back on the original definition of the weight given by (16) , when considering that the probability of a trajectory can be decomposed into the product of all the probabilities of each step in this trajectory:
As the result, (18) could be transformed into:
To further discuss the property of L(ω), the value domain of the log function (y = log x) in range x ∈ [0, 1] is shown in Fig.9(a) . It can be found that the value of the function (y) changes fast in the range x near 0.Besides, as there are only 8 selections in each step, the expected probability of a step in random moving is 12.5%. For the sake of simplicity, we ignore the situation that the probability of selection is less than the random selection. In this method, linear regression is adopted to dispose the log function and the range [0, 0.125] in the log function during the linear regression process is simply ignored to avoid the problem caused by the uncertainty in the human player's behavior. Linear regression is shown in Fig.9(b) . After disposing the log function by linear regression, L(ω) can be transformed into the following form:
where a = 2.0985 and c = −1.886. For the fact that a, c 
To calculate the optimal weight, the policy under a given weight has to be calculated first. Then, a policy could be retrieved by calculating the value for each state s at time t according to the Bellman equation:
A fixed sequence of actions for each state could be calculated by the process presented above, and it achieves the maximum value for the MDP. Similar to the value function, a state-action value function Q : S × A → R can be defined as the expected return by starting from state s, taking action a and thereafter following the policy. 
As the result of choosing the maximum value, the options that we have at each step are over-constrained and a loss would be made on the additional information conveyed by the actions resulting in non-maximum values. In addition to that, humans exhibit flexibility rather than simply choose the maximum when selecting the actions, especially when several options can be selected. A distribution of actions which the opponent selects in each state is assumed to accommodate this behavior. More ''human-like'' behavior could be obtained from the distribution with maximum information entropy which minimizes the information loss. As the result, rather than just select the action with the maximum reward, the probability of an action can be weighted by the expected exponential Q-values:
Then, the initial MaxEnt IRL is adopted in this dynamic environment where the vehicle is patrolling randomly in each step based on a cycle of: 1) calculating the expected Fitness of weights, which is defined by (22) mentioned above, and 2) updating weights by Nelder-Mead Simplex, which is an optimization method without the gradient.
By normalizing the probability, we get:
The corresponding Bellman equation assuming that the human player draws from distribution of actions is given by: 
where R(s, a) = ω · f s . For the fact that the E[f π ω ] in (18) is not available in this problem, the gradient cannot be calculated by (17) . Thus, we use the Nelder-Mead polyhedron search to find the optimal weight in (16) , and it is an optimization method without gradient and tries to solve the step size problem by allowing the step size to expand or contract as needed. The detailed process of the Nelder-Mead polyhedron search can be found in [19] .
The overall process of calculating the reward function using Maximum Entropy IRL is shown in Alg. 1. After ω 0 1 , ω 0 2 and ω 0 3 are initialized randomly, the Fitness of weights is calculated according to goal g, and this process will be described in Alg. 2. Then the Nelder-Mead polyhedron search is adopted repeatedly to find an optimal weight for fitting the dataset, where the Fitness calculated by Alg. 2. Alg. 2 is used to measure the weight. In the end, the policy of the optimal weight is also calculated by the process described in Alg. 2.
The process of calculating Fitness and the policy according to a given weight is shown in Alg. 2. Firstly, the feature, Q-value (by (28) ) and policy are calculated repeatedly according to different positions of opponents. Then, calculate the Fitness of the weight by the definition of Fitness (by (22)). Q(s, a) )/sum(exp (Q(s, a) )) 7. End For 8. 10 . Maps of the game scenario.
V. EXPERIMENTS A. EXPERIMENT SETTINGS
To evaluate the performance of SMDM framework with the adapted MaxEnt IRL for opponent behavior learning in destination recognition of the human player in RTS Games, a typical game scenario designed in [6] is used. In this scenario, a vehicle patrols randomly on a grid map, as shown in Fig.10(a) . A soldier departs from an initial position and tries to reach a destination. In our test, we rebuilt this game scenario in the Unreal Engine 4 environment, as shown in Fig.10(b) , to collect the moving trajectories in several different tasks. First of all, a MDP-goal framework, which is a kind of MDP formulations without modeling duration, is used to compare with SMDM. Then to along with an adapted MaxEnt IRL-learned model using human behavioral data, we give an AIRL-learned model for comparison. Then, these different behavioral models are applied in destination recognition. The empirical test results show the effectiveness of our adapted MaxEnt IRL method. Additionally, three volunteers participated in our experiment. All of the experiments were performed in MATLAB(2015b). Computing environment is Intel(R) Core(TM) i7-6700, where CPU runs at 3.40GHz and memory is 32GB. The map, as shown in Fig.10 (a) , contains 22 × 22 grids: the initial position of the soldier is present as the red diamond point in the center of the map; the blue star is the initial position of the patrolling vehicle; the white grids make up passable ways for motion; buildings is indicated as the black grids; the four green grids are possible destinations (from Destination 1 to Destination 4); the blue dashed lines are the possible patrolling ways for the vehicle. Correspondingly, for the map built in UE4, the blue sphere as the patrolling vehicle is controlled by UE4 and moves randomly; the red human character is the soldier controlled by human players; the cubes in the map correspond to the blank grids in Fig.10(a) .
In this test, human players are required to get far away from the patrolling vehicles when they approach to the destination. Besides, in different tasks, it is possible that moving to destination and getting far from a patrolling vehicle have different importance for human players. For example, if human players' mission is approaching to the destination as fast as possible, getting far from a patrolling vehicle may be less importance in the action selection. The human players are also required to change its destination on the half way to simulate a common situation that goal change takes place under the influence of subjective or objective factors in real scenarios. Moreover, human players can exhibit considerable variability in their movement preferences, and it is unnecessary to uniformly choose the same routes. For the patrolling vehicle, it can sense obstacles and perceive the soldier in five grids if the latter is in range of sight. For simplification, the vehicle will not move towards the soldier if it perceives the soldier, as the patrolling vehicle only needs to send intelligence to the base in many cases.
The problem can be modeled by the SMDM. Some important elements are as follows: To generate training datasets and test datasets, the human player is required to move to one of four destinations while keep away from the patrolling vehicle in the UE4 environment. Furthermore, three tests (three volunteers each complete a test) are designed based on the abovementioned scenario, where the human player has to meet the following requirements respectively, a) move to the destination as fast as possible; b) keep away from the patrolling vehicle as far as possible; c) keep a balance on the two factors above.
Besides, the choices of destinations depend on human player, but the appearance times of the four destinations have to be nearly equal. Besides, the changes of goals also depend on human players.
Then, 100 traces in each group are chosen randomly as the test datasets. The rest traces are separated into several fragments by the target, if the target changes in a trajectory. In addition, 100 traces per destination in each group are chosen as training datasets. Furthermore, we simply ignore the duration in every action to meet the Markov property and assume that the states are fully observable in the IRL process.
As the result, three training datasets and three test datasets are generated and the detailed information is also shown in table 1. Table 1 shows several differences between training datasets and test datasets: a training dataset has 400 traces and it is further divided into four sub datasets with 100 traces by destinations, while a test dataset only has 100 traces which include four destinations and target change may appear in these traces; the trainings dataset are simplified to meet the Markov property by ignoring the duration of action, and the soldier moves to an adjacent grid in a step. Thus the average length of training datasets is obviously shorter than that of test datasets; the dataset under Policy No.2 is also obviously shorter than the others since the soldier is required to move to the destination as fast as possible in this policy.
The adapted MaxEnt IRL, proposed in V.B, is adopted to model human players' moving behavior based on each dataset, and the human player is assumed to maximum the reward in every step, and the reward function is in the form
is the shortest distance between the center of the i th grid and the destination; D p is the shortest distance between the center of the i th grid and the patrolling vehicle. 1 D d +0.1 and 1 D p +0.1 are the features used in IRL, while a and b are the weights of the features, which is calculate by Alg. 1 proposed in 3.2 under different datasets. For comparison, the AIRL, which can be found in [22] , is also used to model human players' moving behavior and uses the same form of reward function as the adapted MaxEnt IRL.
Along with these IRL-learned models using human behavioral data, we present another five similar models whose reward function is predefined by human experts for comparison, and the reward functions of them are in the following forms:
where D d is the shortest distance between the center of the i th grid and the destination; D p is the shortest distance between the center of the i th grid and the patrolling vehicle. In addition, The policy of selecting grids is as follows: U = {u i } i=1:8 is a utility vector, where u i is the utility of reaching the i th adjacent grid. If the soldier cannot reach the i th grid in one step, u i = 0; otherwise,
is the shortest distance between the center of the i th grid and the = destination, D p is the shortest distance between the center of the i th grid and the patrolling vehicle. These two distances are computed by an A * algorithm. To model the uncertainty in decision result, we define that the i th adjacent grid will be selected with a probability p i , which is computed by
where T = 0.1 is the Boltzman temperature. Additionally, there is a difference between IRL and RL that once the rewards in RL are designed, they will be applied in different situations, while IRL can learn the human player's behavioral policy in each situation. We will conduct experiments to evaluate their effectiveness in the goal recognition problem.
B. RESULTS AND DISCUSSION
In this section, we first compare SMDM with MDP-goal, which are both used by heuristic planning, by doing experiments on two specific traces and analyzing results to discuss their modeling capabilities. Next, to validate the performance of our adapted MaxEnt IRL in goal recognition, experiments are made on three aspects: a) to discuss the details of our adapted MaxEnt IRL, we present and analyze the value map of two specific trace fragments and the Fitness of each training dataset; b) to discuss the details of the goal recognizer using IRL methods and RL methods, we present and analyze the recognition results of two specific traces; c) to compare the overall performance of our adapted MaxEnt IRL, AIRL and RL methods in goal recognition, we make comparisons in terms of precision, recall and F-measure, which will be introduced in the last part.
1) MODEL COMPARISON
First of all, to discuss the details of the goal recognizer based on SMDM and MDP-goal, two specific traces (No. 1, No. 3) are selected from the first dataset, where the soldier moves while keeping a balance between approaching its destination and getting far away from the patrolling vehicle. These two traces are selected because Trace No. 1 is the first trace where the goal is kept unchanged until it is finally achieved, while No. 3 is the first trace where the goal is changed before it is achieved. The detailed information is shown in table 2.
From Table 2 , it can be seen that in Trace No.1, the real intention is Destination 4, and the soldier does not change the destination on the half way. In Trace No.3, the real intention is Destination 4 before t = 33, and then, the intention is changed to Destination 3. The SMDM based RBPF with 1000 particles is used as the inference method in the tests of this section.
The goal recognizer based on SMDM and MDP-goal are compared by using the probabilities of each destination of two traces in each step, as depicted in Fig.11 .
The red, green, blue and black dash-dotted lines are probabilities of destinations 1 to 4 respectively. Generally, as shown in Fig.11 (a) and (c), there is no big difference between performances of t the goal recognizer based on SMDM and MDP-goal in Trace No.1 and even the goal recognizer based on MDP-goal has slightly higher precision. While in Trace No.3 showed in Fig.11 (b) and (d) , goal recognizer based on MDP-goal performs mush worse than goal recognizer based on SMDM, for MDP-goal does not detect the intention changes (at t = 33) until 4 steps later and its accuracy rate falls to 0.4 when t = 51 while SMDM detects the intention changes promptly and only falls to 0.6 at t = 51.
2) THE OVERALL GOAL RECOGNIZE RESULT
To further analyze the overall performance of the SMDM framework, we compare it with the MDP-goal framework in the recognition results of three test datasets.
Three metrics are used to evaluate the recognition which is computed by the following equations:
where TP i , TI i and TT i represent the true positives, the total of true labels, and the total of inferred labels for class i respectively; N is the number of possible destinations. Formulas from (30) to (32) show that, precision is used to scale the reliability of the recognized results; recall is used to scale the efficiency of the algorithm applied in the test data set; and F-measure is an integration of precision and recall. It can be found that the value of all these metrics will be between 0 and 1, and the higher metric means the better performance. For the fact that these metrics can only evaluate the recognition results at a single step, and the traces in the dataset have different time lengths, we define a positive integer k ∈ [1, 5] . The metric with k means that the corresponding recognizing object set is object j=1:100 t= k * length j 5 , where length j is the length of the j th trace. Thus, metrics with different k show the performances of algorithms in different phases of simulation. Additionally, the destination with the largest probability is regarded as the final recognition result. Fig.12 shows the precision, recall and F-measure of the recognition results computed by the recognizer based on SMDM and MDP-goal.
As shown in Fig.12 (a) , (b) and (c), the result of the recognizer based on SMDM has much better performance than the recognizer based on MDP-goal the traces in dataset 1 in the whole range. They both increase quickly in the range k ∈ [1, 2] . After that, MDP-goal floats around 0.7, while SMDM undergoes a decrease in range k ∈ [2, 3] then it maintains a high increasing rate till the end.
To conclude, out SMDM framework, which model the duration, model the agent behavior better then MDP-goal.
3) TESTS ON IRL-BASED BEHAVIOR LEARNING
To test the performance of our adapted MaxEnt IRL, we present and analyze the value maps of two typical situations in training dataset No.1, where soldiers choose Destination 1 as their moving target. The value maps are calculated by (24) and are relative to action choices at this moment, as depicted in Fig.13 . The relative values increase from blue (value 0) to red (value 1), and show a general trend of the human player, who moves from its current position in the center of the map to the destination at the bottom, while the red diamond point is the position of the soldier; yellow star is the position of the patrolling vehicle.
In situation 1 at t 0 , the patrolling vehicle is in the upper of the map and far to the soldier. In this case it has relatively less influence on the human player. At t 0 + 1, soldiers move to the grid below its position at t 0 , which has the largest value among the available grids. In contract, as in situation 2 shown in Fig.13 (c) and (d), the patrolling vehicle is near the human player and just below it at t 0 , and thus the soldier moves to the grid above, which also has the largest value among the available grids.
Next, we show the policy learned by IRL at t 0 in situation 1 and situation 2 and the Fitness of the real action in this step in table 3.
As shown in Table 3 , a 1 to a 8 represent the 8 possible actions that the human player can take in a grid and they are arranged in a clockwise order. a 5 has the largest probability in Situation 1, while a 1 , a 3 and a 7 share the largest probability in Situation 2. Although the real actions that the human player chooses both have the largest possibility, the Fitness values of the two situations are quite different, because the definition of Fitness is the average possibility of soldiers' choosing actions. For the fact that all the behavior models under the reward function have to fit the same historic trace, it would not influence the calculation of the reward function that the single step Fitness is low in situation 2. Then, the overall performance of the IRL method in learning the human player's moving behavior is tested. And the overall Fitness result of IRL is shown in Table 4 .
As shown in Table 4 , the policies, which are the results of IRL in each situation, have a relative great performance (range from 0.62 to 0.85) in fitting corresponding datasets, in consideration of the randomness of human players' moving. Among these, the policies to Destination 3 have the highest Fitness while the policies to Destination 1 possess the lowest Fitness, since there are fewer obstacles in the road from the soldier's initial position to Destination 3. Moreover, the initial position of patrolling vehicle is far from the Destination 3, which leads to the situation that the distance to the destination becomes the main factor in choosing action. As the result, gap between the Q values of actions is huge and the variation of action choice is small. Therefore, the Fitness is relatively larger. However, the situation in destination1 is just the reverse.
4) GOAL RECOGNITION OF SPECIFIC TRACES
To discuss the details of the goal recognizer using the adapted MaxEnt IRL, the AIRL and the RL methods, two specific traces are which are used to compare the models in the first part in this section are selected.
SMDM based RBPF with 1000 particles is used as the inference method in the tests in this section.
The adapted MaxEnt IRL, AIRL and RL methods are compared by using the probabilities of each destination of two traces in each step, as depicted in Fig.14. The red, green, blue and black dash-dotted lines are probabilities of destination 1 to 4 respectively. Generally, as shown in Fig.14 (a) , (b), (c), (d), (o) and (p) there was no big difference among performances of the adapted MaxEnt IRL, RL-1 solutions and heuristic planning, because the trace is selected from dataset 1 where the human player applies the balanced policy and in the RL-1 solution and heuristic planning, the factors of patrolling vehicles and the destination both have the same weight. As can be seen in Fig.14 (a) , (c) and (o), both of them have great performances in Trace No.1 that the probabilities of the real destination in these two solutions increase extremely fast, and they nearly reach 0.8 at t = 20 and keep until the end. The results inferred by the IRL, RL-1 solutions and heuristic planning in Trace No.3 are shown in Fig.14 (b), (d) and (p) , where the probabilities of the three solutions have similar performance as that in Trace No.1 which increases extremely fast and keep large before t = 25. However, in the following 7 steps, the probabilities of destinations in the two solutions suffer from obvious declines since the patrolling vehicle getting close to the human player has a larger influence than destination in this time. Thus moving to the destination is less obvious in the human player's behavior and the performance of the recognizers becomes worse. When the intention is changed (t = 33), the recognizers all respond very fast, and the probability of the Destination 3 in the result of the adapted MaxEnt IRL solution increases to more than 0.4 and the result of the RL-1 solution and heuristic planning both increase to more than 0.6 just in one step. However, the probabilities of Destination 3 in these three results suffer from a huge decrease at t = 49, due to the noise from the behavior or the observation of action. Anyway, the probabilities of the real destination in this two results keep larger than 0.8 from t = 55 until end.
As shown in Fig.14 (e ), (f), (g) and (h), the RL-2 and RL-3 solutions, which are policies of assuming that the human player prefers getting far away from the patrolling vehicle, have worse results in Trace No.1 and Trace No.3 when compared with the IRL solution. In Fig.14 (e) and (g), it can be found that the results of RL-2 and RL-3 solutions in trace No.1 increase relatively slowly compared with the adapted MaxEnt IRL solution. Specifically, as shown in Fig.14 (f) and (h), the recognizer using RL-2 fails to recognize the destination changes at time step 33 until 8 steps later, and the recognizer using RL-3 even fails to recognize the correct destination after the destination changes in the following process of trace No.3, because in these vehicle preference policies, the influence of the patrolling vehicle is overemphasized while the influence of the destination is relatively ignored. These vehicle preference policies are not fit on the human player's real policy, and thus the recognizers who use these policies have worse performance compared with the adapted MaxEnt IRL solution.
As shown in Fig.14 (i) , (j), (k) and (l), the recognizers using RL-4 and RL-5 solutions, which are policies of assuming that the human player prefers approaching destinations, have better results in Trace No.1 while obtain worse results in Trace No.3 when compared with the results of the IRL solution. In Fig.14 (i) and (k), it can be found that the results of RL-4 and RL-5 solutions in trace No.1 increase very fast and remain in a high level till the end. They are even better than the result of the adapted MaxEnt IRL solution. However, they both perform worse in No.3 compared with the result of the adapted MaxEnt IRL solution. As shown in Fig.14 (j) , the result of the RL-4 solution in trace No.3 has a better performance than the adapted MaxEnt IRL before the destination change takes place at t = 33 and in the period of t = [34, 55] , where the probability of the real destination increases faster and remains in higher value compare to the probability of real destination in the adapted MaxEnt IRL, but the probability of the real destination descends from near 1 to 0 just in a step at t = 56 and keeps until the end. The result of the RL-5 solution in trace No.4 can be found in Fig.14 (l) , and it has a high performance during the period of t = [1, 27] and t = [37, 55] while performs worse in the other periods, because in these vehicle preference policies, the influence of the destination is overemphasized while the influence of the patrolling vehicle is relatively ignored. As the result, these vehicle preference policies are not fit on the real policy of the human player and the recognizers using these destination preference policies have worse performance compared with the adapted MaxEnt IRL solution.
As shown in Fig.14 (m) and (n), the recognizers using AIRL solutions have slight worse results in Trace No.1 and Trace No.3 when compared with the results of the adapted MaxEnt IRL solution. In Fig.14 (m) , it can be found that the results of trace No.1 increase relatively slowly when compared to the adapted MaxEnt IRL solution that it reach 0.8 at t = 23. As shown in Fig.14 (n) , before the destination changes, the recognizer using AIRL has relatively lower recognition probabilities of remaining nearly 0.6 before t = 18. However, after the destination changes at time step 33, it recognizes the destination well, even in the time period of [50, 53], and it performs better than the adapted MaxEnt IRL solution.
5) THE OVERALL GOAL RECOGNITION RESULT
To further analyze the overall performance of the IRL, we compare it with the RL solutions in the recognition results of three test datasets.
Three metrics are used to evaluate the recognition which is discussed in first part in this section. Fig.15 shows the precision, recall and F-measure of the recognition results computed by the recognizer using IRL solution and the recognizers using the RL solutions.
As shown in Fig.15 (a) , (b) and (c), the result of the recognizer using the adapted MaxEnt IRL solution has the best performance among all the others in recognizing the destination of the traces in dataset 1. The balance policy RL-1, AIRL and heuristic planning also has a great performance but is slightly worse than the result of the adapted MaxEnt IRL for the fact that the adapted MaxEnt IRL can learn from the preference in the human player's behavior with higher accuracy. As the results of that the RL-2 and RL-4 solutions are relatively near to the real policy in human player's behavior comparing to the RL-3 and RL-5 solution, the recognizers using RL-2 and RL-4 perform better than the recognizers using RL-3 and RL-5.
In Fig.15 (d) , (e) and (f), the recognizers using the adapted MaxEnt IRL, RL-4 and RL-5 solutions have relatively better performance when compared with all the others concerning recognizing the destination of the traces in dataset 2, because the adapted MaxEnt IRL method can update the weights in the reward function from the human player's behavioral preference and the RL-4 and RL-5 are kinds of vehicle preference policies which are similar to the human player's real policy in dataset 2. The AIRL solution performs the much worse than the adapted MaxEnt IRL in the early periods, when it gets slightly higher result in the end. The recognizer using the RL-1 solution and heuristic planning also have a great performance in the later period after the information is gathered, while it performs relatively worse in the early period as the result of the difference between the RL-1 solution or heuristic planning and the human player's real policy. The results of RL-2 and RL-3 solutions perform far worse than all the others in the end for the huge difference between the RL-2 and RL-3 solutions and the human player's real policy.
The results in dataset 3 are similar to the results in dataset 2, which can be found in Fig.15 (g) , (h) and (i). The recognizers using the adapted MaxEnt IRL, RL-2 and RL-3 solutions have relatively better performance in recognizing the destination of the traces in dataset 3, while the results of the RL-1, RL-4 and RL-5 and heuristic planning become worse in turn, because the more a policy that the recognizer uses is fitting on the human player's real policy, the better result it can get. In this dataset, the recognizers using AIRL perform worse than the recognizers using the adapted MaxEnt IRL in the full time period.
To conclude, with the IRL method, a relatively precise policy can be learned in each situation and the recognizer using the IRL solution has a great performance in each dataset. On the contrary, the recognizer using a RL solution has an excellent performance only when this RL solution is similar to the policy in the dataset.
VI. CONCLUSION
In this paper, a semi-Markov decision model (SMDM) is proposed to solve goal recognition problem, which can explicitly models the duration of an action. Moreover, the IRL method is adopted to learn opponent behavior in the destination recognition problem. To adapt to the dynamic environment, the MaxEnt IRL method is transformed by defining Fitness to measure the effect of the weight and use the Nelder-Mead polyhedron search to search the optimal weight. In our test, the game scenario in the Unreal Engine 4 environment is built to collect the moving trajectories from the human players in several different tasks. The results show that the recognizer using IRL can recognize the destination efficiently while ignoring the intention changes during the midway, and it performs better than the recognizer using RL in terms of precision, recall and F-measure.
Although our work is effective and heuristic, the current scenario is too simple since it is just used as verification of our method. In the future work, we will apply it in more complex scenarios such as RTS games and training simulation systems. Besides, we mainly use IRL to learn the policy in this work, but there are some other kinds of parameters in the SMDM which is difficult to learn by a single method. Therefore, a combined learning framework will be explored in the next work, and a complete solution framework for learning a behavior model in intention recognition will also be proposed. Then, a complex IRL method such as the DIRL will be adopted in this framework to model the human player's behavior precisely. 
