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Abstract
One of the best known low-discrepancy sequences, used by many practitioners, is the Halton sequence. Unfor-
tunately, there seems to exist quite some correlation between the points from the higher dimensions. A possible
solution to this problem is the so-called scrambling.
In this paper, we give an overview of known scrambling methods, and we propose a new way of scrambling
which gives good results compared to the others in terms of L2-discrepancy. On top of that, our new scrambling
method is very easy to implement.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
The problem we consider is the numerical calculation of the integral of a function f over the unit cube
I =
∫
[0,1)s
f (u) du. (1)
For not so small values of s, this problem is often tackled by a Monte Carlo method. An approximation
of the integral is obtained from the values of the function at random points xi that lie in [0, 1)s .
Iˆ = 1
N
N∑
i=1
f (xi). (2)
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This estimator Iˆ of I is unbiased if the xi are independent samples of the uniform distribution over
[0, 1)s . Its variance is
Var(Iˆ ) = 
2
N
= 1
N
(∫
[0,1)s
[f (x) − I ]2 dx
)
= 1
N
(∫
[0,1)s
(f (x))2 dx − I 2
)
,
which leads to the well-known probabilistic error bound of O(N−1/2) for square integrable functions f.
Quasi-Monte Carlo methods provide an alternative to the Monte Carlo methods by using deterministic
point sets instead of random ones. These so-called quasi-random point sets are specially ‘crafted’ to
ﬁll the s-dimensional unit cube in a more uniform way. When using estimator (2) for a function f with
bounded variation VHK(f ) in the sense of Hardy and Krause, a classical error bound is given by the
Koksma–Hlawka inequality [12]:
|Iˆ − I |VHK(f )D∗N(x1, . . . , xN). (3)
Here D∗N(x1, . . . , xN) represents the star-discrepancy of the point set. This will be considered in more
detail in the following section.
The above inequality suggests that sequences for which the discrepancy is lower than that of a random
sequence are likely to give better integration results than plain Monte Carlo.
In Section 2, we explain the concept of discrepancy and we show how it can be calculated. Section 3
introduces the Halton sequence as one particular type of quasi-random point sequence. Scrambling, as
a technique to improve properties of the Halton sequence, will be explained in Section 4. We also give
an overview of existing scrambling techniques and introduce a new type of scrambling. In Section 5, we
compare the sequences in terms of L2-discrepancy. Conclusions are formulated in Section 6.
2. Discrepancy
Let P be a point set {x1, . . . , xN } ⊂ [0, 1)s . For an arbitrary subset B of [0, 1)s , deﬁne A(B;P) as the
function that counts the number of points from P that fall inside B and put
R(B;P) = A(B;P)
N
− s(B),
where s is the s-dimensional Lebesgue measure. A general notion of discrepancy is then given by
DN(B;P) = sup
B∈B
|R(B;P)|. (4)
Depending on the familyB of subsets of [0, 1)s , several types of discrepancies can be considered. In this
text we will use D∗N , DN , T ∗N and TN deﬁned below.
Deﬁnition 1. TheL∞-star discrepancyD∗N(P )=DN(J∗;P), whereJ∗ is the family of all subintervals
of [0, 1)s of the form∏si=1[0, ui).
Deﬁnition 2. The L∞-(extreme) discrepancy DN(P ) = DN(J;P), where J is the family of all subin-
tervals of [0, 1)s of the form∏si=1[ui, vi).
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Unfortunately, both these discrepancies are hard to calculate and even trying to compute bounds for
them requires a lot of work [17,14]. A more practical type of discrepancy appears if the L∞-norm in (4)
is replaced by the L2-norm:
TN(B;P) =
[∫
[0,1)s
R(B;P)2du
]1/2
.
Again, depending on the family B, we can deﬁne several types of L2-discrepancy.
Deﬁnition 3. The L2-star discrepancy T ∗N(P ) = TN(J∗;P), where J∗ is the family of all subintervals
of [0, 1)s of the form∏si=1[0, ui).
Deﬁnition 4. TheL2-(extreme) discrepancy TN(P )=TN(J;P), whereJ is the family of all subintervals
of [0, 1)s of the form∏si=1[ui, vi).
Matoušek [10] gives an interesting discussion on L2-star discrepancy. His study does, however not
include L2-extreme discrepancy.
Denoting by x(i)k the ith component of the point xk , Warnock [21] showed that
[T ∗N(P )]2 =
1
N2
N∑
k=1
N∑
m=1
s∏
i=1
(1 − max(x(i)k , x(i)m )) −
21−s
N
N∑
k=1
s∏
i=1
(1 − x(i)k
2
) + 3−s . (5)
He also proposed a way to calculate T ∗N(P ), starting from T ∗N−1(P ).
Following the same approach as Warnock, Morokoff and Caﬂish [11] show that
[TN(P )]2 = 1
N2
N∑
k=1
N∑
m=1
s∏
i=1
[1 − max(x(i)k , x(i)m )] min(x(i)k , x(i)m )
− 2
1−s
N
N∑
k=1
s∏
i=1
(1 − x(i)k )x(i)k + 12−s . (6)
In the same paper, they also give the root-mean-square (rms) expectation for TN and T ∗N ofN independent
and uniformly distributed random points as
〈T ∗N(P )2〉 = ((2−s − 3−s)/N)1/2, (7)
〈TN(P )2〉 = (6−s(1 − 2−s)/N)1/2. (8)
We will use formulas (5) and (6) to compare the quality of different low-discrepancy sequences. Similar
investigations for different sequences and using test-integrals instead of L2-discrepancy were done in
[7]. It should also be noted that although from the formulas one can see that the computation of T ∗N(P )
for a set of N points in s dimensions requires O(sN2) operations, there does exist an algorithm due
to Heinrich [6] which is considerable faster over the O(sN2) method, but only when the dimension s is
small. Furthermore, both formulas are ill-conditioned [22, p. 357] and require a sufﬁciently high precision
[10, p. 548].
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3. The Halton sequence
One of the best known low-discrepancy sequences, used by many practitioners, is the Halton sequence.
Let b2 be an integer, then any integer n0 can be written in the form
n = d0 + d1b + d2b2 + · · · + djbj , 0di < b. (9)
The radical inverse function b(n) for base b is deﬁned by
b(n) =
d0
b
+ d1
b2
+ · · · + dj
bj+1
. (10)
The van der Corput sequence in base b is deﬁned as the 1-dimensional point set {b(n)}∞n=0. Halton [5]
extends this deﬁnition to the s-dimensional sequence {xi}, deﬁning
xn = (b1(n), . . . ,bs (n)), n = 0, 1, . . . .
The integers b1, . . . , bn are greater than one and pairwise prime. Most of the time, they are chosen as the
ﬁrst s primes.
One of the advantages of the Halton sequence is its ease of implementation. Depending on the practical
efﬁciency and accuracy needed, a practitioner can choose from a variety of existing implementations,
e.g. the Halton implementation from one of the libraries HintLib,1 RandQMC2 or LDsequences,3 the
implementation by Atanassov4 or the work done in [8].
A disadvantage of the Halton sequence can easily be seen from Figs. 1 and 2 which show 100 points
of a 20-dimensional Halton sequence, projected onto different coordinate planes. The projection onto the
plane belonging to dimensions 1 and 2 (primes 2 and 3) is much more uniform than the one belonging to
dimensions 19 and 20 (primes 67 and 71). For small N, Halton sequences are indeed known to have more
correlation between points generated from higher primes. In practical situations, this may deteriorate the
performance of the sequence.
Following the approach taken in [2,16,21], we decided not only to look at 2-dimensional projections,
but to use the concept of L2-discrepancy to compare different sequences.
The L2-star discrepancy of the ﬁrst 1000 points of the Halton sequence is shown in Fig. 3 . The smooth
dashed curve represents the expected rms L2-discrepancy for a random sequence (7). The upper line
is the Halton sequence starting at index nstart = 0 and thus including the origin, while the lower line
represents the Halton sequence starting at nstart = 1. The ﬁgure clearly illustrates the inﬂuence of the
origin on the L2-star discrepancy. Excluding the origin gives better results. We have also plotted the
L2-extreme discrepancy in Fig. 4. Again here, the smooth curve represents the rms L2-discrepancy for
a random sequence. Apparently, the L2-extreme discrepancy is not much inﬂuenced by the origin; both
curves almost fall on top of each other. Some authors indeed make the remark that it might also be good
to consider the L2-extreme discrepancy instead of the L2-star discrepancy when comparing sequences
[11].
In our further comparisons, we excluded the origin.
1 http://www.cosy.sbg.ac.at/∼rschuer/hintlib/
2 http://www.math.ucalgary.ca/∼lemieux/randqmc.html
3 http://ldsequences.sourceforge.net/
4 http://parallel.bas.bg/∼emanouil/sequences.html
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Fig. 1. 1st and 2nd dimension.
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Fig. 2. 19th and 20th dimension.
4. Scrambling the Halton sequence
The correlation between points of the Halton sequence can be broken by scrambling the digits of
the sequence in a way that preserves the low-discrepancy properties. This was ﬁrst formally described
by Braaten and Weller [2], who deﬁned the scrambled radical inverse function Sb(n) in analogy with
(10) as
Sb(n) = b(d0)
b
+ b(d1)
b2
+ · · · + b(dj )
bj+1
. (11)
346 B. Vandewoestyne, R. Cools / Journal of Computational and Applied Mathematics 189 (2006) 341–361
10-3
10-2
10-1
 0  200  400  600  800  1000
Number of points
Halton (nstart = 0)
Halton (nstart = 1
RMS discrepancy for random sequence
Fig. 3. L2-star discrepancy (s = 8).
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Fig. 4. L2-extreme discrepancy (s = 16).
Here b is a permutation on the digits (0, 1, . . . , b − 1) which holds 0 ﬁxed. Their scrambled Halton
sequence is then given by
xn = (Sb1(n), . . . , Sbs (n)), n = 0, 1, . . . . (12)
Note that the scrambling deﬁned by (11) and (12) is a deterministic scrambling: each set of permutations
always leads to the same scrambled version of the Halton sequence. It was introduced to improve low-
dimensional projections. Figs. 5 and 6 show how the permutations break up the correlation between the
coordinates of the Halton sequence. The ﬁrst ﬁgure shows the unscrambled projection of dimension 7
and 8 of an 8-dimensional Halton sequence, while the second ﬁgure shows the scrambled version.
Randomized Halton sequences were introduced to clear the path towards practical error estimation.
This is achieved by differently randomized Halton sequences, which can then be used in a practical
Monte Carlo error estimator. Methods to randomize the Halton sequence can be found in the work of
Cranley and Patterson [3], Wang and Hickernell [20] and Morokoff and Caﬂish [11]. Important to note is
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Fig. 5. 100 Halton points.
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Fig. 6. 100 points from the BW-sequence.
that single randomized Halton-instances obtained by the Cranley–Patterson technique and the random-
start technique of Wang and Hickernell have the same 2-dimensional correlation behavior as the original
sequence. Indeed, the Cranley–Patterson technique shifts points by the same distance. Using another nstart
for each dimension does not change the correlation either.
Also, for many randomization techniques, it is not possible to write down the concrete permutations b.
Therefore, most randomized instances of the Halton sequence cannot be expressed by means of formula
(11). Suppose one is searching for the best possible permutations b, then the search space should exist
of only deterministic scramblings for which the permutations can be exactly written down. In the next
subsections, we give a chronological overview of the different deterministic scramblings that appear in
the literature.We also present a new and easy to generate permutation which gives good results compared
to the others in terms of L2-discrepancy.
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4.1. Warnock’s folded radical inverse
Warnock [21] used the folded radical inverse function
b(n) =
(d0 + 0)mod b
b
+ (d1 + 1)mod b
b2
+ · · · + (dj + j)mod b
bj+1
+ · · ·
instead of (10) to deﬁne a scrambledversion of theHalton sequence. For example3(11)=0.2100123= 551702
where the over-lined part represents an inﬁnitely repeated sequence of digits. His version of the Halton
sequence, which we will denote by ‘WA1-sequence’, then becomes
xn = (b1(n), . . . ,bs (n)), n = 0, 1, . . . .
4.2. The permutations of Braaten and Weller
Braaten and Weller [2] usedAlgorithm 1 to deﬁne the b from (11). They tabulated their permutations
up to the ﬁrst 16 primes. Fig. 6 was obtained using these permutations. We call the resulting sequence
‘BW-sequence’. In [2], theL2-star discrepancy plots for 8, 12 and 16-dimensional sequences demonstrate
that the BW-sequence has a lower L2-star discrepancy than the Halton sequence for the ﬁrst 1000 points.
The higher the dimension, the better the effect of the BW-sequence seems to be. Braaten and Weller did
not show, however what happens beyond these 1000 points.
Fig. 7 shows theL2-star discrepancy for 10 000 points in 8, 12 and 16 dimensions. For 8 dimensions, we
see that this discrepancy is indeed lower for about the ﬁrst 5000 points. From then on, both discrepancies
are comparable. For 12 and 16 dimensions, the BW-sequence performs better, but the difference between
the discrepancies decreases with the number of points.
From Fig. 7 and similar experiments, we learn that the advantage of the BW-sequence increases with
the dimension. For dimensions lower than about 8 its L2-star discrepancy is quite comparable to that of
the Halton sequence. Furthermore, the larger N, the more the L2-star discrepancy of the BW-sequence
approaches that of the Halton sequence.
Algorithm 1. Permutation search of Braaten and Weller
b(0) = 0
ChoiceSet = {1, . . . , b − 1}
for i = 1 to b − 1 do
choose b(i) from ChoiceSet so that it minimizes the 1-dimensional
discrepancy T ∗N
(
{b(1)
b
, . . . ,
b(i)
b
}
)
.
ChoiceSet := ChoiceSet\{b(i)}
end for
As Braaten and Weller have only published their permutations up to the ﬁrst 16 primes, it is not known
how well their scrambled sequence behaves for dimensions over 16. Therefore, we have implemented
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of BW in 8 (top), 12 (middle) and 16 (bottom) dimensions for 10 000 points.
the algorithm of Braaten and Weller to compute permutations for dimensions larger than 16. The ﬁrst 16
permutations found by our implementation are listed in Table 1. A larger table for up to 64 dimensions is
available from the web site of the NINES research group.5
5 http://www.cs.kuleuven.be/∼nines/
350 B. Vandewoestyne, R. Cools / Journal of Computational and Applied Mathematics 189 (2006) 341–361
Table 1
Permutations found by our own implementation of Braaten and Weller’s algorithm
2 (0 1)
3 (0 2 1)
5 (0 2 4 1 3)
7 (0 3 5 1 6 2 4)
11 (0 5 8 2 10 3 6 1 9 4 7)
13 (0 6 10 2 8 4 12 1 9 5 11 3 7)
17 (0 8 13 3 11 5 16 1 10 7 14 4 12 2 15 6 9)
19 (0 9 14 3 17 6 11 1 15 7 12 4 18 8 2 16 10 5 13)
23 (0 11 17 4 20 7 13 2 22 9 15 5 18 1 14 10 21 6 16 3 19 8 12)
29 (0 14 22 5 18 9 27 2 20 11 25 7 16 3 24 13 19 6 28 10 1 23 15 12 26 4 17 8 21)
31 (0 16 8 26 4 22 13 29 2 19 11 24 6 20 14 28 1 17 9 30 10 23 5 21 15 3 27 12 25
7 18)
37 (0 18 28 6 23 11 34 3 25 14 31 8 20 36 1 16 27 10 22 13 32 4 29 17 7 35 19 2 26
12 30 9 24 15 33 5 21)
41 (0 20 31 7 26 12 38 3 23 34 14 17 29 5 40 10 24 1 35 18 28 9 33 15 21 4 37 13 30
8 39 19 25 2 32 11 22 36 6 27 16)
43 (0 21 32 7 38 13 25 3 35 17 28 10 41 5 23 30 15 37 1 19 33 11 26 42 8 18 29 4 39
14 22 34 6 24 12 40 2 31 20 16 36 9 27)
47 (0 23 35 8 41 14 27 3 44 18 31 11 37 5 25 39 16 21 33 1 46 12 29 19 42 7 28 10 36
22 4 43 17 32 13 38 2 26 45 15 30 6 34 20 40 9 24)
53 (0 26 40 9 33 16 49 4 36 21 45 12 29 6 51 23 38 14 43 1 30 19 47 10 34 24 42 3 27
52 15 18 39 7 46 22 32 5 48 13 35 25 8 44 31 17 50 2 37 20 28 11 41)
The differences between our table and the one in [2] can be explained by the fact that sometimes in
Algorithm 1, a tie arises between the discrepancies of {b(1)/b, . . . , b(i)/b} for the choice of b(i). If
such a tie arises, we just picked the smallest b(i) that was left in ChoiceSet. These differences have been
underlined in the table. The other differences, denoted by the over-lined values, are related to the note
below the table of permutations in [2], which reminds the reader to the fact that for each permutation, one
can generate another permutation with the same minimal L2-star discrepancy by replacing each nonzero
integer n by b − n.
Figs. 8(a)–(c) show how a sequence with our permutations has a similar performance as the BW-
sequence. In Figs. 8(d) and (e), we see that the sequence with permutations as being generated by
our implementation of Algorithm 1 remains better than the original Halton sequence, but the L2-star
discrepancy is still worse than the rms L2-star discrepancy of a random sequence (7). The curve with
lowest L2-star discrepancy comes from a new permutation choice and will be explained in Section 4.8.
Finally, note that the technique of Braaten and Weller requires a large computational effort for de-
termining the permutations because of the calculation of many 1-dimensional discrepancies. A simple
calculation shows that in order to calculate the permutation for prime b, the number of maxima (max),
multiplications (M) and additions (A) to compute is
b−1∑
k=2
k([(b − k)2]max+[(b − k) + 4]M + [(b − k)2 + 4(b − k) − 1]A).
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obtained with our own implementation of Braaten and Weller’s algorithm, calculated for several dimensions.
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Table 2
Permutations by Faure
2 (0 1) 6 (0 2 4 1 3 5)
3 (0 1 2) 7 (0 2 5 3 1 4 6)
4 (0 2 1 3) 8 (0 4 2 6 1 5 3 7)
5 (0 3 2 1 4) ...
...
Of course this no issue if the dimension s of the integration problem is known beforehand. It is then
possible to calculate the permutations only once and store them for later use.
4.3. Faure’s algorithm for constructing the permutations
In a search for good permutations for the 1-dimensional Van der Corput sequence, Faure [4] proposed
Algorithm 2 to create the permutations b. Although his paper only mentions the 1-dimensional case,
practitioners are also experiencing good results using his permutations to scramble the Halton sequence
[13,15]. Using Faure’s algorithm, one can easily ﬁnd the permutations shown in Table 2. In this paper,
we denote this type of scrambling ‘FAU-scrambling’ and call the scrambled Halton sequence obtained
with it ‘FAU-sequence’.
Algorithm 2. Faure’s algorithm to determine b
b = 2
b = (0, 1)
repeat
b = b + 1
if b is even then
b = (2 b
2
, 2 b
2
+ 1)
else
= b−1
k = b−12
add 1 to each element of  which is  k
b =  with k added in the middle
end if
until all necessary permutations are found
4.4. Warnock’s PhiCf sequence
More recently, Warnock [22] combined the initial behavior of the Weyl sequence [23] with the asymp-
totic behavior of the Halton sequence to construct what he called the PhiCf sequence. He replaces each
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di in (9) with S(b)di mod b to obtain a new kind of radical inverse function
b(n) = (S(b)d0)mod b
b
+ (S(b)d1)mod b
b2
+ · · · + (S(b)dj )b
bj+1
,
where S(b) is deﬁned to be a number such that S(b)/b is close to the fractional part of
√
b. The details
are given in Algorithm 3.
4.5. Tufﬁn’s permutations
Tufﬁn [18] introduced four new multi-dimensional algorithms (MCL, MCT, MCL* and MCT*) to
determine permutations for scrambling the Halton sequence. We refer to [18,19] for the details of these
algorithms. Because they require a lot of computing time and because [19] only lists the ﬁrst 16 permu-
tations for MCL and MCL*, we will only compare with these two in this paper.
Algorithm 3. Warnock’s algorithm to determine S(b)
XU = 	b{
√
b}
 (where {x} denotes the fractional part of x)
XL = b{
√
b}
XU
b
= /d1, d2, d3, . . . , dk/ (continued fraction expansion of XUb )
XL
b
= /e1, e2, e3, . . . , em/ (continued fraction expansion of XLb )
Choose S(b) as either XU or XL according to:
(1) The smaller sum of partial quotients
(2) The smallest largest partial quotient
(3) The nearest to the fractional part of √b
4.6. Atanassov’s modiﬁed Halton sequence
To construct his so-called modiﬁed Halton sequence, Atanassov [1] uses s distinct primes b1, . . . , bs
for the bases, and takes bi (dj )=djkji mod bi . The integers ki are well-chosen powers of a primitive root
gi modulo bi . They must be “admissible” for the primes bi , which means that they have to fulﬁll a certain
condition in order to be usable. A method to construct admissible integers ki is implicitly described in
[1]. We searched for admissible integers for the ﬁrst 30 primes, see Table 3.
4.7. Mascagni and Chi’s optimal scrambling
Recently, Mascagni and Chi [9] considered the linear scrambling bi (dj ) = widj (mod bi). They
searched for optimal wi and empirically veriﬁed their results by approximating one speciﬁc integral.
The wi’s they used are tabulated in [9] for the ﬁrst 40 dimensions. In our ﬁgures, this type of scrambling
is denoted by ‘CHI’.
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Table 3
List of primes bi , primitive roots gi and admissible integers ki
bi 2 3 5 7 11 13 17 19 23 29 31 37 41 43 47 53
gi 1 2 2 3 2 2 3 2 5 2 3 2 6 3 5 2
ki 1 1 4 2 9 9 2 1 13 6 22 7 37 36 36 39
bi 59 61 67 71 73 79 83 89 97 101 103 107 109 113
gi 2 2 2 7 5 3 2 3 5 2 5 2 6 3
ki 4 26 13 12 35 66 60 68 63 47 15 104 4 64
4.8. A new and easy permutation
Consider the permutations b = (0 b− 1 b− 2 . . . 1) for the prime bases b of the Halton sequence,
where each digit di is replaced by b−di , except when it is zero.Wewill call these reverse permutations for
the Halton sequence. The generation of these permutations is by far the simplest one among all algorithms
mentioned in this paper. Strangely enough, to our knowledge nothing has been published about it in the
context of scrambling the Halton sequence.
We observed that the reverse sequence still shows correlations in the 2-dimensional projections. The
following alternative form of the reverse Halton sequence helps to gain insight: let
(b − di) =
{
0 if di = 0,
b − di if di = 0, 	
(
1
bi
)
=
{
0 if di = 0,
1
bi
ifdi = 0,
then the scrambled radical inverse function for the reverse Halton sequence can be written as
Sb(n) = (b − d0)
b1
+ (b − d1)
b2
+ · · · + (b − dM)
bM+1
=	
(
1
b0
)
+	
(
1
b1
)
+ · · · +	
(
1
bM
)
−
(
d0
b1
+ d1
b2
+ · · · + dM
bM+1
)
,
where M = logb n is the maximum number of digits needed to represent all n-values.6
From these formulas, it is easy to see that a reverse Halton point is just a standard Halton point shifted
by a certain amount. How far we shift for each n depends on the digits of n. A digit di = 0 means that the
shift does not include the term 	(1/bi). Since different numbers n may contain zero-digits at different
places, the shift-size can be different for different values of n. For groups of n-values containing the same
number of zero digits at the same places, the shift will be the same, thereby explaining why we still
observe a certain degree of correlation between several 2-dimensional projections. Moreover, it is easy to
see that the reverse scrambling is the linear scrambling obtained by multiplication modulo b with b − 1
(i.e. wi = bi − 1 in the scrambling described in Section 4.7).
Another observation on the reverse Halton sequence is that its initial point (12 ,
2
3 ,
4
5 , . . . , b − 1b ) is—of
all possible ﬁrst deterministic scrambled Halton points—the closest to (1, 1, 1, . . . , 1). This means that
6 If not all n-values that we use to generate the sequence have M digits, then we can simply ﬁll with zero-digits on the left
for all n-values having less than M digits.
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Fig. 9. T ∗
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for several 16-dimensional sequences.
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for several 16-dimensional sequences.
for this initial point, the ﬁrst two terms in formula (5) will be the smallest when reverse permutations are
being used and T ∗1 will thus be close to 3−s/2.
5. L2-discrepancy comparisons
If we compare the sequences in terms of L2-discrepancy, interesting observations appear: Figs. 9 and
10 show that in 16 dimensions, the L2-star discrepancy of a scrambled Halton sequence with reverse
permutations is lower than almost all mentioned deterministic Halton scramblings. Furthermore, the L2-
star discrepancy of the WA1-sequence seems to behave quite bad compared to the others and even to the
rms L2-star discrepancy of a random sequence.
In 32 dimensions, Fig. 11 shows how the sequence with our reverse permutations has a lower L2-star
discrepancy than the WA1, CHI and FAU-sequences for about the ﬁrst 4000 points. For more points, the
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Fig. 12. TN for several 16-dimensional sequences.
L2-star discrepancy is comparable. We obtained similar results in other dimensions, but only show the
ones for the 16- and 32-dimensional case because these were best for visualization.
The 32- and 64-dimensional data in Fig. 8 also shows how the L2-star discrepancy of a sequence with
reverse permutations remains below the expected pseudo-random curve, while a sequence generated by
our implementation of Braaten and Weller’s algorithm does not.
Similar conclusions can be made for the L2-extreme discrepancy, as can be seen from the discrepancy
plots of 16- and 32-dimensional sequences in Figs. 12–14. In most cases, the reverse scrambled sequence
performs equally well or even better than the others.
We did not include the curves forAtanassov’s modiﬁed Halton sequence in our plots, because in all our
experiments (for both L2-star and L2-extreme discrepancy and for dimensions up to 26), we observed
how the discrepancy curve of Atanassov’s modiﬁed Halton sequence with the ki from Table 3, was
indistinguishable of the curve for the standard Halton sequence.
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We also compared the average L2-discrepancy of 30 randomized Halton sequences with that of the
reverse Halton sequence. The results for 16, 32 and 64-dimensional sequences, for both L2-star and L2-
extreme discrepancy, are in Figs. 15 and 16.Wang andHickernell’s technique is denoted by ‘Randomized’,
Morokoff and Caﬂish’s technique by ‘Shufﬂed’ and Cranley and Patterson’s technique by ‘HaltonCP ’.
Apparently, the results are best for theL2-star discrepancy, but also in the case ofL2-extreme discrepancy
the curve for the reverse Halton permutations is quite close to or even below the others.
The average discrepancy curve for the randomized instances will of course be different in each test-run.
We therefore performed our experiments several times to see if we got similar results in each run. We
were able to conﬁrm the general trend which is visible in Figs. 15 and 16, namely the L2-star discrepancy
of reverse being lower than the average of the randomized instances, and the L2-extreme discrepancy
being comparable.
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for reverse compared to other randomizations of the Halton sequence in 16 dimensions (top), 32 dimensions (middle)
and 64 dimensions (bottom).
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6. Conclusions
We observed that the higher the dimension, the better the performance of the BW-sequence is in
comparison with a standard unscrambled Halton sequence. The advantage of permuting the digits seems
to decrease with increasing N . In addition, for higher dimensions—say about 32 and more—the L2-star
discrepancy of a scrambled sequence with permutations generated by a straightforward implementation
of Algorithm 1 is higher than the expected L2-star discrepancy of a random sequence.
Good (in terms of L2-discrepancy) new permutations for a deterministic scrambling of the Halton
sequence are the main result in this paper. Although the reverse sequences also suffer from a certain
degree of correlation between the different 2-dimensional projections, we observed that in terms of
L2-discrepancy they perform equally well or even better compared to all earlier known deterministic
scrambling methods, and even to randomized ones.
In addition to that, these permutations are by far the easiest to generate. Should applications arise where
scrambled Halton point sets with a low L2-discrepancy value are preferred, then at least for the ranges
of N considered in this paper, the reverse Halton sequence is deﬁnitely a good choice.
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