Condition monitoring typically has a high processing overhead and can thus disrupt the processing of business transactions by the monitored systems. Time-tabled condition monitoring aims to overcome this disadvantage by allowing the system owners to specify the times at which condition monitoring may take place, and the times when the system is too busy with revenue generating (or otherwise mission critical) processing. Unfortunately, however, when this approach is applied to a distributed system, the complex interactions between the component sites during monitoring mean that some interference with normal business processing does occur. In this paper, we present five methods for reducing this interference at the expense of the accuracy of the results of condition monitoring. We describe the outcome of an experimental evaluation that has helped us to characterise each method in terms of its effect on disruption and accuracy. We conclude by presenting heuristics to help in choosing which method to adopt in a given situation.
Introduction
Organisations are becoming increasingly dependent on their information systems (ISs) in supporting many key business functions. In addition to the traditional uses of information in facilitating and guiding the day-to-day operations of the business, it is also being applied in other contexts, such as marketing, customer relationship management and strategic decision making. However, access to information comes with an associated cost. Execution of queries and transactions (especially in high volumes) can require non-negligible amounts of time. Be-cause of this, the number and variety of these longer term applications of data that can be supported by a company's ISs are limited by the amount of processing resources that can be spared from the task of managing mission critical/revenue generating business processes.
One solution to this problem is to replicate the data in a new information system (e.g. a data warehouse [1] ) but this is expensive, both in terms of the initial set-up and the continued maintenance of the replicated data. Few applications will warrant the expense of full replication, even though they may be very worthwhile and of potential value to the organisation.
However, less drastic solutions are also possible. The owner of an IS may be reluctant to allow unlimited access by a new application (since it may interfere with the rate at which revenue generating transactions can be processed, for example). However, he or she may be more willing to release some processing resources, on the proviso that control over exactly when this happens and for how long remains in his or her hands. For example, the manager of a busy IS may be very reluctant to take on additional processing burdens during office hours, but may be happy to allow a new application access to the data between the hours of 3.00am and 5.00am, once the business of the day has been concluded and the backup procedures have run to completion.
Time-tabled condition monitoring (TTCM) is a method of tracking the state of conditions expressed over a distributed information system (DIS) that attempts to make use of these less-heavily-loaded time periods. It allows the owner of each component system (or portion of data) to specify when that system is available for processing queries relating to condition monitoring. Effectively, the system owner provides a timetable (of arbitrary length) that states when the system is busy with other, more important tasks, and when it is free to undertake work for the TTCM engine. The aim is to allow the long term monitoring of conditions over distributed systems without also disrupting the normal business processing rates at the component ISs [11] .
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The price to be paid for the resulting lack of disruption is that the record of the data items that satisfy the condition over time will not be accurate. Since the TTCM engine must wait until the component systems are free for use, some changes in conditions will not be detected until after they have occurred. If a change is short-lived, it may not be detected at all. At one end of this spectrum, we have the situation where the owner is so concerned about disruption to the system that he or she forbids all condition monitoring. Naturally, the levels of accuracy in this case will be very poor. Similarly, we can achieve extremely accurate results if we are not concerned about how much disruption we cause to other forms of information processing on the system in question (for example, monitoring the conditions as soon as updates occur, using an active rule mechanism).
Ideally, of course, we would like to maximise the accuracy of the results while also minimising the amount of disruption that occurs at each site. In our previous work, we have explored the use of temporal logic techniques for increasing accuracy, and have characterised them according to the degree of disruption they impose on the DIS [12] . However, the ability to trade disruption for better accuracy is only half of the story. In order to allow full control over the TTCM system, we also need to provide the system administrator with ways to reduce disruption at the expense of poorer accuracy. It is this latter form of control that we turn our attention in this paper.
The remainder of the paper is organised as follows. In Section 1, we discuss the various approaches to condition monitoring proposed in the literature and the means by which researchers have attempted to limit the processing overheads they impose. Next, in Section 2, we describe the TTCM approach in more detail and pinpoint the causes of disruption and inaccuracy within it. Section 3 presents the five different methods we have proposed for reducing disruption, and characterises them in terms of their expected effects on both disruption and accuracy. The results of an experimental evaluation of the five methods are discussed in Section 4, while Section 5 concludes.
Approaches to Condition Monitoring
The term condition monitoring refers to the continuous scrutiny of an IS in order to discover whether any data items exist within it that satisfy a particular condition. In some cases, the purpose of this scrutiny is to raise a warning when some undesirable or illegal condition has arisen (for example, monitoring of medical equipment). In other cases, the properties of data items which satisfy the condition are recorded, along with the times at which they were entered into and removed from the IS, in order to analyse long term trends (for example, in fraud detection and quality control). In this paper, we are concerned with this second kind of condition monitoring.
Experience has shown that condition monitoring can be highly expensive in terms of the processing resources it demands. Since the monitoring is continuous, we must re-evaluate the query that searches for matches with the condition every time a (relevant) update occurs. To make matters worse, since updates happen most frequently during periods of peak business activity, condition monitoring imposes its worst overheads at times when processing resources can least be spared.
A number of researchers have studied the problem of reducing the overheads of condition monitoring. The most common approach is to evaluate the condition query incrementally relative to each update that occurs, rather than repeating the work of checking data items that cannot possibly have been affected by the change [4, 14, 16, 19, 20] . Another common approach focuses on avoiding unnecessary recomputation of unchanged parts of the condition view by materialising it (either in whole or in part) [2, 5, 8, 17, 18] .
Efficiency is an even greater concern when the condition to be monitored is distributed across several databases, because of the significant overheads imposed by the need to ship data sets between sites. Most proposals for improvements to distributed condition monitoring have therefore focussed on reducing the costs of data communications. For example, Mazumdar [13] proposed a technique for reducing the number of sites involved in the distributed query evaluation, on the grounds that this would also reduce the need for data shipping. Other authors (e.g. [10, 9, 15] ) have focused on the more fundamental problem of how to keep the data sets that must be communicated between sites small and manageable.
All the methods described above assume that accuracy of condition monitoring is paramount and therefore that conditions should be checked immediately when data is updated (or transactions committed). Even taking into account the efficiency measures we have mentioned, the overhead imposed by immediate condition monitoring is too great for many system owners to feel that the benefits are worth the resultant costs. In some cases, however, we may be prepared to accept some limited reduction in accuracy, if by that means we can reduce the disruption to key business functions. A small number of authors have considered this line of argument, and have proposed a periodic approach to condition monitoring, in which condition re-evaluation is not triggered by each and every update [3, 6, 7] . Instead, the conditions may be monitored at some frequency set by the user (e.g. every hour or after every 100 transactions) or perhaps only when the user requests the current value.
These methods provide system owners with some measure of control over the resources that are given over to condition monitoring, but only in a rather coarse-grained fashion. Moreover, they do not consider the additional problems raised by distributed condition monitoring, where each component site imposes its own constraints on resource usage. Time-tabled condition monitoring (TTCM) takes the notion of periodic monitoring a stage further, in allowing the owner of each site involved in distributed condition monitoring to specify exactly when that system can perform work on behalf of the TTCM system and for how long [11] . The TTCM system then attempts to choose an optimal plan for distributing the work of query evaluation to the component sites, in such a way that accuracy of the results will be maximised. However, because of the complex interactions between the timetables specified by the individual sites, it is not always possible to avoid all disruption at all sites. In the following section, we will present a more detailed description of the workings of TTCM and outline the causes of this unwanted disruption.
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Time-Tabled Condition Monitoring Figure 1 shows example timetables for a DIS consisting of three component sites ( and ) . A fourth site is also shown, representing the TTCM system itself (where the results of condition monitoring are recorded). The blank periods at each site indicate times when condition monitoring queries may be evaluated by that site, while the shaded areas indicate periods when the system is busy with other work.
When a query is submitted to the TTCM system for monitoring, it is translated into an execution plan, which describes how the work of each of the operators within the query are to be allocated across the various sites of the system. By implication, therefore, the execution plan also determines which data sets will have to be shipped between sites for con-dition monitoring to take place. Each site maintains an operation queue, which indicates the operations that are due for re-evaluation at that site. Operations are ordered within the queue according to decreasing length of time between their last evaluation and the most recent update to their input relations. As well as the usual relational algebra operations, operation queues may also include ship operations (which request that a local relation be transmitted to another site) and load operations (which request that data shipped from a remote site be loaded into a local relation). The final results of condition re-evaluation are sent to the TTCM site, as a set of timestamped tuples, where they are recorded for future analysis.
The reasons for the inaccuracy of the results from TTCM should now be clear. Data items which satisfy the condition will often be introduced into the IS during the periods when it is busy with normal business processing (i.e. when update rates are high). The TTCM system, however, must wait until the next free period before it can begin the work that will detect the satisfaction of the condition. Therefore, the timestamp that will be associated with the new data item will be later than the time of its actual entry into the system. Similarly, when updates to a data item mean that it no longer satisfies the monitored condition, the timestamp recorded by TTCM for its removal will also be inaccurate. It is even possible that the presence of data items that satisfy the condition may be missed altogether, if they are removed again before the TTCM system has a chance to identify them. In our previous work [12] , we have shown that it is possible to reduce these inaccuracies by the inclusion of temporal reasoning in the query evaluation process, but some inaccuracy will still remain.
The causes of disruption, on the other hand, are less obvious to the casual observer. By disruption in this context we mean a reduction in the amount of non-condition monitoring work that the component sites are able to undertake while TTCM is in operation. If the timetables for TTCM have been set accurately by the system owners, and very little business processing occurs during the periods marked as "free" for TTCM, then we would expect TTCM to have no negative effect on the transaction rates exhibited by the monitored system. Yet our experiences have shown that such disruption does occur.
Why should this be so? On investigation, we discovered that the problem arises due to the complex interactions between the component systems, each of which may be operating to a different timetable for the purposes of TTCM. We can distinguish two significant forms of disruption:
Direct Disruption, which is caused when a ship operation arrives at its destination site during a busy period for that site (Figure 2) . Although the receiving site would not attempt to load the shipped data into the database (since TTCM is not enabled during busy periods), there is still some small amount of overhead involved in handling the receipt of the data and storing it locally on disk for later processing.
Indirect Disruption, which is caused when a component system that is performing normal business processing (i.e. is in a busy period) needs to access data held at another site that is currently engaged in TTCM. In such a case, the processing of the transaction at the busy site will be delayed until the site which holds the data completes its current TTCM operation (Figure 3 ).
Methods for Reducing Disruption
One way to combat the disruption inherent in TTCM is to make a careful choice of the allocation of work to the various sites. However, such an approach cannot adapt to the local conditions that occur at runtime. The alternative is to modify the way in which TTCM operations are executed by each individual site, so that each site has available the complete context in which to make decisions about the best way to avoid disruption. We will now present five run-time strategies for reducing disruption in this way, and will discuss how far each of them can help to avoid disruption and what effect they each have on the accuracy of the final TTCM results.
Method 1: Ship Data Only When Both Sites are Free. The first method is aimed at reducing direct disruption. As we have seen, this form of disruption results when data is shipped to a site at which the workload is high. This suggests the simple expedient of delaying ship operations until the destination site has entered a free period and is ready to receive the data. Where this can be done, the direct disruption should be completely eliminated.
The main advantages of this approach is that it is very simple and straightforward to implement. The only information required to determine whether to ship data or not is the timetable of the destination site, which can be cached locally for easy access. The main disadvantage is the effect on accuracy, which is likely to be significant unless both sites involved in the ship operation have many free periods in their timetables. If they do not, then there is a chance that the shipment of data may have to be delayed for a very long time until the timetables of the sending and the receiving site happen to coincide.
Method 2: Ship Data via a Free Intermediate Site.
The second method is a variant on the first. It aims to reduce delays in shipping data while still eliminating the direct disruption. As with the first method, method 2 begins by examining the timetables of the sending and receiving sites and calculating the next time at which both will be free. However, it also looks for a third site that can potentially be used as an intermediate holding site for the data while waiting for the destination site to become free. Once again, data is only shipped when both sites involved are free for TTCM. The difference this time is that we have two ship operations to consider: the transfer from the sending site to the intermediate site, and the transfer from the intermediate site to the destination site. If the use of an intermediate site will cause the data to arrive at the destination site sooner than with method 1, then the necessary ship operations are inserted into the operation queues at the source site and the intermediate sites.
Since delays in evaluation are the cause of inaccuracy, where there are several candidate intermediate sites, we choose the one that will result in the earliest arrival time for the data at the destination site. In a complex system, with very few free periods, it might also be worthwhile to consider the use of multiple intermediate sites, although we have not explored this option ourselves (since the search space size grows rapidly with the number of hops considered and the anticipated benefits are not all that great).
There is also the added complication that, using this method, it is possible that an older version of the relation might arrive at the destination site after the arrival of a newer version (which has travelled by a different route). However, this problem can be solved by shipping timestamps with each version of the relation, so that the destination site can check whether the data that has just arrived is more recent than that received previously or not.
The advantage of this method is that it should result in more accurate condition monitoring than method 1, while having much the same effect on disruption. The disadvantage is that it is slightly more complicated to implement.
Method 3: Monitor Conditions
Periodically. This third method aims to reduce indirect disruption by cutting down on the number of times that condition monitoring operations are performed during TTCM. The rationale for this is that if the TTCM is issuing fewer queries then there will be more bandwidth available for handling requests for data from other (busy) sites.
Ideally, we would prevent only those executions of operations that do not result in any new information regarding the data items that satisfy the condition. For example, suppose during a free period at site the relation is shipped twice to the destination site (This could happen if was updated just after the first ship operation had been completed, for example.) However, at the time of the first ship, is busy and it does not process the new set of tuples for until after the second ship operation has occurred. In this case, the first ship operation was a waste of time, because its results were not used by the TTCM system.
Unfortunately, identifying such redundant operations before they occur is impossible because we do not know when the next update to the input relations of each operation will occur. We must therefore adopt some more artificial mechanism for determining how often each oper-ation can productively be re-evaluated. Since the majority of updates occur during busy periods, one approach is to re-evaluate each operation only when some site in the system has changed its status from busy to free. However, we also need to take into account changes that are made as a result of TTCM itself, so we should also be prepared to re-evaluate operations when a site changes from free back to busy again.
This strategy is best explained by an example. Figure 4 shows the timetables of three sites involved in condition monitoring. Initially, all the sites are busy but soon site becomes free and begins to process the operations in its queue. If an operation op is evaluated when becomes free at time then, under this method, we will artificially block its reevaluation until time when one of the other sites changes its state from busy to free. The vertical lines in Figure 4 indicate the times after which operations may be re-evaluated thanks to a change in the status of some site or other.
In general, one would expect this method to have only a limited effect on disruption, since it is still possible for an operation to be evaluated many times during any one free period. However, by the same token, the negative effects on accuracy can also be expected to be limited, since the condition is still being monitored on a regular basis. Moreover, although this method was designed with the intention of reducing indirect disruption, it should also show some beneficial effects in terms of direct disruption, since the number of ship operations executed during any one free period may also be reduced.
Method 4: Monitor Conditions once per Free Period.
If method 3 is expected to have only a limited effect on disruption, then an obvious way to improve it is to impose a more stringent criterion for re-evaluation that further reduces the frequency with which operations are executed. Method 4 does exactly this by ensuring that each operation is executed at most once in each free period.
The principal advantage of this method is its simplicity. However, its beneficial effects could also be significant, especially in systems which have a high update rate and/or timetables containing many long periods of free time. By the same token, we would expect to see a corresponding reduction in accuracy of condition monitoring with this method.
Method 5: Monitor Conditions During Global Free Periods.
The final method aims to reduce both types of disruption, by taking the rather drastic step of only performing condition monitoring work when all sites are free at the same time. If our understanding of the causes of the disruptive effects of TTCM is correct then this method should eliminate both direct and indirect disruption completely. However, unless the timetables for all systems include an unusually high proportion of overlapping free time, this method is also expected to have an extremely severe effect on the accuracy of condition monitoring.
Experimental Evaluation
Having implemented the five methods within the TTCM system, we next undertook an experimental evaluation to determine whether our predictions as to their effectiveness were correct. In order to do this, it was necessary to define quantitative measures of the two characteristics of interest: namely, disruption and accuracy. We define the disruption of a method in terms of its effect on the total number of business transactions that are processed over the course of an experiment. We refer to the number of transactions executed during an experiment as the TransactionNumber.
We define the inaccuracy of a method to be equivalent to the total amount of time during the experiment for which the condition monitoring system has recorded a false positive or a false negative result for the condition. A false positive result occurs when the condition monitoring systems states that, for some period of time, the condition was true, when in fact it was false. Similarly, a false negative result occurs when the condition monitoring system states that the condition was false when it was in reality true. By totalling up the length of time during which an inaccurate result was recorded, we can gain some indication of the inaccuracy inherent in the condition monitoring method used.
In order to measure these quantities when the methods were in action within the TTCM system, we developed a simple order handling system, distributed over three sites. We also developed an experimental framework which allowed us to execute transactions against the database and record the actual state of the monitored condition, while using one of our methods to record the state of the condition as seen by the TTCM system for comparison. Each run of the system lasted for a period of 12 hours.
We used this experimental framework to assess the benefits and costs of each of the five methods presented above. In order to provide upper and lower baselines against which to compare our methods, we also measured the disruption and inaccuracy in two extreme cases. Lower bounds were provided by measuring the effects of running the basic TTCM evaluation method, which executes the condition monitoring operations during free periods without making any additional attempt to control disruption. For convenience, we refer to this as method 0.
The upper bounds were found by executing the sequence of business transactions with TTCM switched off (method 6). The results of this process gave us the maximum number of transactions that could be processed during the 12 hour period of the experiment. Similarly, since no condition monitoring was taking place, the record of the data items that satisfy the condition will be empty. The inaccuracy of an empty TTCM result does not tell us what the maximum possible level of inaccuracy is since, for many data items, an empty condition satisfaction record is an entirely accurate result. However, it does give a useful benchmark figure against which to compare the inaccuracy that results from the other methods, since it is almost certainly going to be worse than trying to perform some kind of TTCM, however limited.
Since the success of each individual method is dependent upon the exact form of the timetable in use at any one time, we have performed two sets of experiments with two different sets of timetables, so that we could get some initial idea of the stability of our results. The key factor in determining how hard or how easy it is to avoid disruption seems to be the ratio of: the average length of the free periods over all sites (AvgLength-LFP), to the average cost of condition monitoring for each site (AvgCostCM).
The two sets of experiments use timetables which were deliberately designed to give very different values for the ratio of these two quantities (AvgLengthLFP/AvgCostCM = 17 and = 2.5). Figures 5 and 6 illustrate the results in each case. In the graphs, inaccuracy is given in terms of minutes, while transaction number is a simple count of the transactions that were completed.
As we predicted, method 5 does indeed result in the least disruption, coming close to the upper bound in terms of the number of transactions that could be executed. However, this benefit comes at a heavy cost in inaccuracy, which is four to six times the inaccuracy of the basic TTCM method (method 0).
Both methods 1 and 2 have a positive effect on disruption and a surprisingly small negative effect on accuracy. On the basis of these results, there is very little to choose between them, which perhaps suggests that the extra complications of method 2 are not worth the time and trouble it takes to implement them.
Methods 3 and 4 are both extremely successful when AvgLength-LFP/AvgCostCM is higher; that is, when the free periods are significantly longer than the amount of time required to check the condition as a whole. The number of transactions that can be processed when using these methods is almost as high as that when no condition monitoring is taking place. In addition, there is a surprisingly small effect on inaccuracy, with the amount of false positives and false negatives being scarcely larger than the lower baseline figure itself. However, neither method is very successful in the context of a lower value for AvgLength-LFP/AvgCostCM. This is reasonable. When the free periods are only just long enough to allow the execution of one TTCM operation, then attempts to reduce the frequency of execution of those operations is unlikely to make much of a difference on the overall outcome. Effectively, in this experiment set, methods 3 and 4 were operating very much like the basic TTCM evaluation strategy; hence the limited improvement in disruption and the low levels of increased inaccuracy.
Conclusions
We have presented five different methods for reducing the disruption caused by time-tabled condition monitoring, and have outlined how we have evaluated their varying effectiveness using our experimental frame-work. None of the methods emerges as a clear winner from this evaluation. Either the positive effect on disruption is limited or else there is a substantial negative effect on the accuracy of the results. Methods 3 and 4 performed excellently in the first experiment, but were much less successful in the second. Presumably, it would be possible to construct scenarios in which each of these methods could perform well. The question as to which method to use in practice, therefore, depends in part on the particular characteristics of the DIS to which TTCM is to be applied and in part on whether lack of disruption or high accuracy is of most importance to the owners of the system.
For example, if absence of disruption is the key priority, and accuracy is considered to be of secondary importance, then method 5 is the obvious choice. It will eliminate almost all the disruption, but the results of condition monitoring will contain many phantoms and omissions. If, on the other hand, accuracy of results is a major concern, over and above disruption, then the basic TTCM method should be adopted.
More typically, however, system owners will be looking to achieve a compromise between accuracy and disruption. In such a case, perhaps the best approach is to try to determine the principal causes of disruption within the system and to choose the most appropriate method for reducing it. In addition, system owners should take into account the characteristics of their workload timetables and the conditions that are to be monitored and thus determine the value of AvgLengthLFP/AvgCostCM for their system. If this value is high (say, greater than 10) then there is a good chance that methods 3 and 4 may be effective in reducing disruption without too serious an effect on disruption. Otherwise, these methods should probably be avoided. Tables 1 and 2 summarise our recommendations for choosing a specific method based on system characteristics and stakeholder priorities.
