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Multireference Equation of Motion Coupled Cluster Benchmark
Study of Magnetic Model Systems
Siyuan Wu, Johnathan Steffen, Piaoyu Hu, Marcel Nooijen1
Department of Chemistry, University of Waterloo, 200 University Avenue West, Waterloo, Ontario N2L 3G1,
Canada
Abstract
The multireference equation of motion coupled cluster (MREOM-CC) approach including spin-
orbit coupling is applied to magnetic model systems FArO, FArOF and FArFOH, and compared
to benchmark multireference Configuration Interaction (MRCI) approaches in the case of FArO. In
the MREOM calculations, convenient high-spin states provide reference reduced density matrices,
that are used to obtain a sequence of similarity transformations of the Hamiltonian. All low-
lying magnetic states are obtained subsequently from a compact diagonalization of the transformed
Hamiltonian. The accuracy of MREOM is shown to be comparable to MRCI+Q, but the approach is
significantly more efficient for systems with a large number of electronic states. Moreover, MREOM
is nearly size-consistent and this allows one to perform meaningful calculations of the strength of
the magnetic coupling in the weak coupling limit.
Keywords: multireference, equation of motion, coupled cluster, magnetic model systems.
1. Introduction
Human knowledge of magnetic phenomena has a very long history, going back to ancient times
[1]. Today, the quantum mechanical description of magnetic phenomena is well understood, but
the first principle calculations of magnetic properties is still a challenge [2]. A convenient approach
to the problem is the construction of a model magnetic Hamiltonian [3, 4], and the extraction
of the parameters that enter the Hamiltonian from first principle quantum chemistry approaches
(e.g., see refs. [5, 6]). These approaches are well established, and have been reviewed, for example,
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in refs. [2, 7]. The choice of quantum chemistry approach is delicate. Broken symmetry density
functional theory (DFT) [8, 9] has been used extensively in the past [10, 11, 12, 13, 14], and has the
virtue that the approach is efficient, but it also heavily relies on the assumed validity of the model
Hamiltonian, and further underlying assumptions. A more satisfactory approach would be based
on accurate wave function techniques that are suitable for strongly correlated systems. A method
that has created significant interest is the Difference Dedicated Configuration Interaction (DDCI)
approach [15, 16, 17, 18]. However, this method is expensive, using a large CI expansion, and in
particular uses a threshold to screen configurations. Therefore, the method is somewhat delicate to
apply. A clear alternative would be the internally contracted multireference Configuration Interac-
tion (IC-MRCI) approach [19, 20]. However, this approach can also be expensive and it requires a
balanced treatment of many low-lying electronic states.
In this work we consider the applicability of the newly developed multireference equation of motion
coupled cluster (MREOM-CC) approach [21, 22, 23]. This methodology has clear advantages for
magnetic systems. In the context of MREOM, one often starts with a state-averaged complete
active space self-consistent field (CASSCF) calculation[24] and in the case of magnetic systems this
CASSCF calculation can simply comprise the high-spin states in the system, which can usually
be described using a small number of configurations. In addition, the choice of active orbitals is
elementary for magnetic systems. In subsequent steps, a number of similarity transformations of
the Hamiltonian are obtained, solving for the amplitudes along the way. To calculate the simi-
larity transforms, one only requires the one and two-body reduced density matrices corresponding
to the state-averaged complete active space (CAS). In the final step of MREOM, the transformed
Hamiltonian is diagonalized over CAS, 1h and 1p configurations. The dimension of the final diago-
nalization space is very compact and one can obtain all low-lying magnetic states of interest in this
final diagonalization step, in particular also low-spin states. Because the final diagonalization space
is small, it is feasible to calculate systems with a sizeable number of magnetic atoms. Moreover, the
MREOM implementation in ORCA [25, 26, 27] provides a treatment of spin-orbit coupling (SOC)
[28].
The purpose of this paper is to determine the accuracy of MREOM including SOC for magnetic
systems. To do this, we design artificial magnetic systems that are fairly easy to compute, and we
can compare MREOM results to benchmark MRCI+Q, both including a treatment of SOC. The
artificial magnetic systems consist of open-shell atoms like F, O or H and a closed-shell Ar atom.
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Magnetic atoms are interacting with each other, while Ar atom acts like a bridge in the magnetic
system and accounts for so-called super-exchange [29, 30, 31]. These systems represent significant
complexity as the occupation of spatial orbitals may differ between low-lying states. This is due to
the use of spatially degenerate atoms. It will be demonstrated that SOC MREOM results follow
SOC MRCI+Q results quite closely, while in addition the MREOM results are size-consistent for
all practical purposes. This paper is organized as follows. In section 2, we discuss the underlying
theory of MREOM and the mean-field treatment of SOC. In section 3, computational details re-
garding some variants of MREOM, and the details concerning the MRCI calculation in Molpro [32]
are discussed. In section 4, we provide in depth comparisons for the simple FArO model system,
and we discuss a modification to the default spin-orbit mean-field method in ORCA to maintain
size-consistency. MREOM is then applied to magnetic systems that have up to four magnetic sites
to establish the promise of the method.
2. Theory
The MREOM-CC approach [21, 22, 23] provides a convenient way to calculate a large number
of electronic excited states using an efficient transform and diagonalize strategy. The starting point
of an MREOM calculation is a state-averaged CASSCF calculation, where all states of interest
are considered to be qualitatively well described by linear combination of electronic configurations
which comprise the CAS. Let us denote i′, j′, k′, l′ as inactive core orbitals, w, x, y, z, as active
orbitals, i, j, k, l as occupied orbitals, which can be either inactive or active, a, b, c, d, as virtual
orbitals, p, q, r, s, as general orbitals. The key idea of MREOM methodology is that a sequence of
many-body similarity transformations are applied to the second-quantized Hamiltonian. In general,
many body transformations with respect to Kutzelnigg-Mukherjee normal ordering [33, 34, 35], can
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A key observation is that such a transformed Hamiltonian is explicitly a connected operator if Ŷ is
connected, which is the case in MREOM.
In this work, we will describe a sequence of transformations which has been implemented in
the ORCA package, and which in full is referred to as the MR-EOM-T|T†|SXD|U method. We
will consider the implementation of operators T̂ , Ŝ, X̂, D̂, Û in terms of similarity transformations.
Below, we use the Einstein summation convention meaning that repeated indices are always summed
over.
The excitation operator T̂ expressed in terms of the single and double spin-free generators of the
unitary group Êqp and Ê
rs
pq is given by










where tia and t
ij
ab are single and double excitation amplitudes, respectively. The T̂ -operators account
for excitations from occupied orbitals (core or active) to virtual orbitals. These operators all
commute and the exponential excitation operator is given by eT̂ .
The Hamiltonian Ĥ is expressed in the usual second-quantized form, and the first transformation
in MREOM is obtained as
ˆ̄H = e−T̂ ĤeT̂
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noting that eT̂ is already in normal-ordered form.
The t-amplitudes are solved from [36, 23]
∑
k
ωk〈Rk|Eia ˆ̄H|Rk〉 = 0, (4)
h̄abij = 0 (5)
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in which ˆ̄H2 is the similarity transformed Hamiltonian in Eq. (3), truncated up to two-body oper-
ators. The de-excitation operator T̂ † is defined as








and the de-excitation amplitudes are assumed to be the same as the excitation amplitudes




The similarity transformation of Eq. (6) is performed to make the Hamiltonian ˆ̃H approximately
Hermitian.




}−1 ˆ̃H2 {eŜ2+X̂+D̂} , (10)
in which ˆ̃H2 include the zero-, one- and two-body elements of ˆ̃H in Eq. (6). Here the Ŝ2, X̂ and D̂
















The operator Ŝ2 describes excitation operators that excite from two core orbitals into an active
and a virtual orbital. The X̂ and D̂ operators are semi-internal excitations in which an electron
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in a core orbital is excited to a virtual orbital, while in addition a one-orbital replacement is done
in active space. In the ‘diagonal’ D̂ operator, orbitals a and i′ describing a core-particle excitation
have the same spin, while in the exchange-type X̂ operator, labels a and j′ can have different spin.
These operators do not commute and use of normal-ordered exponential is convenient.





i′x = 0. (14)
In all above expressions, we only retain terms that are at most quadratic in the cluster amplitudes
[22].
The final similarity transformation of the MR-EOM-T|T†|SXD|U approach is given by
Ĝ = e−Û F̂2e
Û














+ · · · , (15)
where F̂2 indicates that F̂ in Eq. (10) has been truncated up to two-body operators. The operator
Û is defined as






The operator Û accounts for a double core to active excitation.
The U-amplitudes are solved from
gxyi′j′ = 0. (17)
Once again, we discard terms that are more than quadratic in the amplitudes. All MREOM
amplitudes equations are expressed in terms of spatial state-averaged one-particle reduced density
matrices, and the state-averaged two-body cumulant. The detailed equations have been derived
using computer algebra, and a code generator is used to develop the computer code in ORCA,
written in the C++ language [25, 26]. Upon transformation of the Hamiltonian using T̂ , Ŝ, X̂, D̂, Û
almost all excitation components in the final Ĝ operator can no longer excite out of any CAS
reference determinant. The only non-zero excitations that remain are of the types Êxyzi , which gives
rise to 1-hole excitations, and Êaxzi which couples to 1-particle excitations. For this reason, the final
transformed Hamiltonian Ĝ is diagonalized over CAS, 1p and 1h excitations.
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The inclusion of SOC has been discussed in previous studies [28, 37, 38]. A good starting point to




CµI |ΦSSµ 〉 (18)
are obtained following the diagonalization of the similarity transformed Hamiltonian [26, 38]. For
the inclusion of SOC effects, the functions |ΨSMI 〉 with spin projection number M = −S, · · · , S can
be generated by the repeated application of spin shift operators on the states |ΨSSI 〉. The energies
of basis states |ΨSMI 〉 treated by the quasi-degenerate perturbation theory (QDPT) can be obtained
by
〈ΨSMI |Ĝ+ ĤSOMF |ΨS
′M ′







where the spin-orbit mean-field (SOMF) operator is described in refs. [28, 39] and the calculation of
the SOMF matrix elements is given in ref. [38]. In this formulation, it is crucial that the MREOM
Hamiltonian Ĝ commutes with the spin operators. In addition, we use the bare ĤSOMF rather
than a transformed SOC operator. This is an approximation that has been shown to work fairly
well for atoms [40].
3. Computational Details
The main strategy of MREOM methods for studying magnetic systems is that many electronic
excited states can be obtained, while the preceding state-averaged CASSCF calculation is performed
for only a few high-spin states. The amplitudes in MREOM are solved using state-averaged density
matrices from the CASSCF calculation. As shown in Table 1, two variations of MREOM including
the definition of final MRCI diagonalization space are discussed.
In this work, we employ both ORCA and Molpro quantum chemistry packages. The complete
active space configuration interaction (CASCI) or CASSCF and MRCISD+Q [19, 20, 41, 42] ap-
proaches are performed to study the effect of dynamic correlation using the Molpro package. Two
MREOM approaches listed in Table 1 are performed in ORCA to test the efficiency and the accu-
racy of the transform and diagonalize strategy. Moreover, DDCI3 and NEVPT2 [43, 44] approaches
are also performed in ORCA for comparison purposes.
All calculations that include SOC are denoted as SOC CASCI, SOC MRCISD+Q, SOC MREOM,
7
  
Method Short name Transformation(s) Diagonalization space
MR-EOM-T|T†|SXD|U MREOM T̂1 + T̂2|T̂ †1 + T̂
†
2 |Ŝ2 + X̂ + D̂|Û CAS, 1p,1h
MR-EOM-T|T†|SXD-ph MREOM 1p1h T̂1 + T̂2|T̂ †1 + T̂
†
2 |Ŝ2 + X̂ + D̂ CAS, 1p,1h, 2h, 1p1h
Table 1: The characteristics of the two MREOM approaches.
SOC MREOM 1p1h, SOC DDCI3 and SOC NEVPT2, and are performed to understand the effect
of SOC on magnetic systems. The default SOC approach in ORCA is defined as SOMF(1X), which
has been discussed in ref. [28]. In this default approach, there is a tight threshold to include only
states that are nearly degenerate with the ground state. This is not a good strategy for systems
studied in this work (as will be shown later). Instead we use a modified SOMF(1X) approach de-
noted as m SOMF(1X) in which the state-averaged density passed to the SOC program is obtained
over all states. It is also important to note here that a full SOC MRCISD+Q calculation in Molpro
requires a lot of memory. Therefore, a lower level of accuracy approach is used in the Molpro
package. The wavefunctions passed to the spin-orbit module in Molpro are generated by the MRCI
with singles only, while the diagonal elements are replaced by precomputed MRCISD+Q energies.
Most calculations were performed using the cc-pVDZ basis set [45, 46], while a final comparison
between MRCI and MREOM is done using the cc-pVTZ basis set [45, 46].
4. Results
4.1. Analysis of Results for the FArO System
Let us first introduce the FArO artificial magnetic system. The geometric structure of the system
is given in Figure 1. To design a representative magnetic system, the distance between F, O and Ar
is fairly large. Hence, the system essentially consists of the magnetic atoms F and O interacting with
a spacer, while the atomic degeneracy is further lifted through interaction of F and O. The FArO
system is chosen because it leads to a rich manifold of low-lying states. The low-lying state of the




(6 states), while the oxygen atom has 9 low-lying states 3P0,
3P1 and
3P2.
Hence we anticipate 6x9 = 54 low-lying sates, that are perturbed from their non-interactive atomic
nature through interaction with the Ar atom, and the additional complicated interaction (magnetic
and spin-orbit) among the 54 electronic states. The distances between Ar-O and Ar-F are taken to
be 2.9 Å. This distance is chosen, since this yields a fair splitting (of about 1200 cm−1) between
the lowest and highest state. The angle of 120° is chosen to enhance the direct magnetic interaction
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between O and Ar atoms. Let us emphasize that the model is artificial, and is not expected to
be feasible experimentally. The system is chosen as a small system that clearly illustrates the
significant complexity of magnetic interactions and is suitable for benchmarking various electronic
structure methods.
In this section, we first give a brief qualitative picture and analysis of such magnetic systems. In
doing so, we have decided to look at the effect of the Argon atom, spin-orbit coupling, dynamical
correlation and magnetic coupling. In addition, we report our analysis on testing the accuracy of the
multireference methods performed in this work. Finally, we present some results on the analysis
of FArO at various distances to investigate the importance of size-consistency of the electronic
structure approaches.
4.1.1. Consideration of the Argon Atom and Spin-orbit Coupling
We start from a CASCI using the Molpro package to illustrate the effect of spin-orbit coupling
and inclusion of the Ar atom on the statistical-mechanical properties analysis of the low-lying
states of magnetic molecules. At first, CASCI and SOC CASCI calculations have been performed
for FArO and FXO at bond length R = 2.9 Å. In FXO, the Ar atom is replaced by auxiliary center
such that F and O atoms are at the same positions as in FArO. Below, we more conveniently
denote FXO as FO. To illustrate the results of the calculation in a convenient fashion, we draw a
curve of excitation energy versus state number referred to as an excitation energy plot, and we also
provide the heat capacity as a function of temperature. The heat capacity is obtained from a sum
over states expression, that includes all low-lying magnetic states. Given each energy level En and






















Pn(En − U)2 (23)
In Figure 2, we present a plot of excitation energies of FArO and FO for a total of 54 low-lying
states. For the CASCI calculation of FO molecule, all low-lying excited states are located within
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20 cm−1. However, for the CASCI calculation of FArO molecule, the excitation energies for these
low-lying states range from 0 ∼ 600 cm−1 with four basic energy splittings, which indicates that
the excitation energies are sensitive to the inclusion of the Argon atom which acts as a spacer. The
effect of the Ar atom is primarily that it breaks the symmetry of the atoms. This is illustrated in
Table 2, where we list the energies for both ArF and ArO dimers. For ArF, the levels split in two
groups. The p-orbital can be pointing along the ArF axis (Pz) or perpendicular to it (Px, Py). This
leads to a 2+4 splitting for the ArF dimer. Likewise, for ArO, the p-orbitals are split into a parallel
Pz and two perpendicular Px, Py orbitals, and the
3P state for the oxygen atom splits into two
groups due to 2 holes in the PxPy orbitals (3 states) and holes in PxPz or PyPz orbitals (6 states).
Additional couplings occur due to spin-orbit coupling. In Table 2 we indicate the level splitting for
ArO and ArF for a CASCI calculation both with and without spin-orbit coupling. The inclusion
of dynamical correlation only slightly affects the major trend. When the Ar atom is absent, while
also spin-orbit coupling is not included, only very small interaction between distant F and O atoms
remain, as illustrated in Figure 2.
Molecule Levels
Methods
CASCI SOC CASCI SOC MREOM SOC MRCISD+Q
ArF 1 0.0 0.0 0.0 0.0
2 0.0 0.0 0.0 0.0
3 205.9 157.2 199.6 195.0
4 205.9 157.2 199.6 195.0
5 205.9 484.2 504.2 505.9
6 205.9 484.2 504.2 505.9
ArO 1 0.0 0.0 0.0 0.0
2 0.0 0.0 0.0 0.0
3 0.0 60.9 55.3 58.5
4 0.0 60.9 55.3 58.5
5 0.0 116.9 107.7 113.2
6 0.0 150.3 130.8 140.6
7 375.9 465.4 480.8 476.6
8 375.9 465.4 480.8 476.6
9 375.9 484.5 493.8 492.1
Table 2: Excitation energies for magnetic dimers ArF and ArO using the CASCI, SOC CASCI,
SOC MREOM, SOC MRCISD+Q. All results are in cm−1
To test the effect of spin-orbit coupling, we also investigate the excitation energies and heat
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capacity plots for FArO using CASCI and SOC CASCI. In Figure 3, the excitation energies plot
and heat capacity plot indicate that CASCI and SOC CASCI calculations are quite different. In
particular, the inclusion of SOC gives rise to a smearing of the energy levels. Moreover, the energy
difference between the lowest and highest magnetic level increases significantly from 600 cm−1 to
around 970 cm−1. This indicates that the Argon atom and SOC are extremely important for the
magnetic energy level spacing. This significant effect of spin-orbit coupling can already be seen for
the dimer systems ArF and ArO.
4.1.2. Determination of the Effect of Dynamical Correlation
In the previous section, the qualitative performance based on the CAS level has been discussed.
Those results support our motivation to explore this further in terms of the dynamical correla-
tion contribution on the statistical-mechanical properties of the low-lying excited states. Here, we
first report the performance of the SOC CASCI and SOC MRCISD + Q for FArO molecule at bond
length R = 2.9 Å. In Figure 4, it is clear that the shapes of excitation energies plot and heat capacity
plot are qualitatively similar, which indicates that the contribution from dynamic correlation is not
large, but it is still important for quantitative accuracy. As has been discussed in ref. [2, 19, 20, 23],
MRCISD+Q approach is considered to be fairly efficient but it is not rigorously size-consistent.
MRCISD+Q method rapidly becomes expensive if the size of the molecule gets larger and in par-
ticular if the number of magnetic sites increase. DDCI3 approach also uses a large CI expansion
and is expensive. NEVPT2 method employs a perturbative treatment which applies to CASSCF
wavefunctions and is computationally efficient. MREOM approaches scale in a better way than
MRCI+Q and DDCI3 and are applicable to larger systems because of the reduced final diagonal-
ization space. As a result, it is of interest to make a comparison among the SOC MRCISD + Q,
SOC MREOM, SOC MREOM 1p1h, SOC NEVPT2 and SOC DDCI3 calculations. In Figure 5,
the excitation energies plot and heat capacity plot for SOC MREOM and SOC MREOM 1p1h
are seen to be closely comparable to those of SOC MRCISD + Q and SOC DDCI3 for the FArO
molecule at R = 2.9 Å. This shows that MREOM approaches are convincingly accurate enough
compared to MRCI+Q and DDCI3 approaches. In addition, from the excitation energies plot and
heat capacity plot, NEVPT2 method is not comparable to the other four approaches. Also, the very
slight difference between SOC MREOM and SOC MREOM 1p1h approaches indicates that the in-
clusion of the ph and 2h excitations is not significant. It is also interesting to note that in the heat
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capacity plot of Figure 5, there is a visible peak below about T = 5K for SOC MRCISD + Q and
SOC DDCI3 approaches, which is not visible in the SOC MREOM and SOC MREOM 1p1h results.
The low temperature behaviour of the heat capacity is shown more clearly in Figure 6. This peak
arises because there are two low-lying excitation states sitting at 5 cm−1 for SOC MRCISD + Q,
and 2.9 cm−1 for SOC DDCI3 calculation, while the two corresponding states energies are 0.3 cm−1
and 0.5 cm−1 for SOC MREOM and SOC MREOM 1p1h, respectively. This illustrates that such
a small difference can have significant effects at low temperatures. From about T = 20K onwards,
all results except for SOC NEVPT2 agree fairly well.
Here, we also indicate the computational costs between MRCI and MREOM calculations for FArO
in Table 3. It is clear that MRCI method is significantly more expensive than MREOM-CC calcu-
lations even for small systems. Let us note that the MREOM implementation in ORCA only works
in a serial fashion, while the Molpro MRCI calculations were run in parallel on 8 nodes.
Methods cc-pVDZ cc-pVTZ
SOC MREOM 3m29s (1 node) 16m32s (1 node)
SOC MREOM 1p1h 4m15s (1 node) 21m2s (1 node)
SOC MRCISD+Q 7m34s (8 nodes) 45m18s (8 nodes)
Table 3: The comparison of computation timing (CPU time) between MRCI and MREOM methods for
FArO using cc-pVDZ and cc-pVTZ basis sets. Each processor has a 12-core node and consists of Intel
XEON 2.93 GHz CPUs with 12.3 MB of shared cache memory.
4.1.3. Consideration of the Magnetic Coupling Effect As a Function of Interatomic Distance: Size-
consistency
From the results presented so far, it can be concluded that the Ar atom as well as atomic/dimeric
spin-orbit coupling are mainly responsible for the splitting of the energy levels. The remaining
splitting is due to the magnetic interactions between the states, mediated by the presence of the
Ar atom. We would like to quantify these “true” many-body effects. To this end, we compare the
total excitation energies (in cm−1) of magnetic dimer FArO molecule with the sum of excitation
energies of ArF and ArO magnetic monomer molecules for each corresponding low-lying excited
state. Let us here define the two-body energy, which can be used to focus on the effects of magnetic
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interactions. This can be expressed as
∆Etwo−bodyλν = ∆Eλν − (∆Eλ + ∆Eν)
in which ∆Eλν is the excitation energy of FArO, while ∆Eλ and ∆Eν represent the corresponding
excitation energies of ArF and ArO, respectively. The sum energies (∆Eλ + ∆Eν) are sorted such
that they correspond to magnetic excitation energies of FArO, ∆Eλν .
In Figure 7, the excitation energies plots show that the energy levels between interacting and non-
interacting systems quite nearly match each other. This indicates that the true magnetic coupling
effects in the model systems are small. The small two-body contribution to the excitation energies
provide a stringent test of size-consistency. One would anticipate that these two-body energies show
a rapid decay with the interatomic distance between ArO and ArF. Let us first check the results at
CASCI level, and later consider dynamical correlation.
In Figure 8, we compare the two-body energies of FArO using the SOC CASCI in both ORCA and
Molpro package. A set of calculations containing 13 bond lengths ranging from 2.5 Å to 10 Å are
performed to make a detailed comparison. The SOC CASCI results in Molpro for the two-body
interaction energies show the expected behaviour and rapidly and smoothly decay as a function
of the ArO/ArF distance. Quite surprisingly, it is observed in Figure 8 that the default SOC
approach denoted as SOMF(1X) in ORCA lacks of rigorous size-consistency as the asymptote does
not go towards 0 cm−1, for example for states 38 and 44. This issue with size-consistency in default
ORCA SOC calculations using SOMF(1X) is due to the definition of the state-averaging. By default
only states are included that are almost exactly degenerate. For FArO only one state is included,
unless the distance is very large. However, for the linear molecules ArF and ArO, two states are
included since the π states are doubly degenerate. This significantly affects SOC in the mean field
approximation, and this causes the unexpected behavior. The solution to the problem for these
particular systems is fairly straightforward: we include all 54 magnetic states in the definition of the
average density that enters the SOMF(1X) procedure. An alternative procedure would be to use the
states that are used in the high-spin CASSCF. This could be a most satisfactory general solution,
but this requires a more substantial change to the ORCA code, and this is not pursued here.
ORCA calculations are performed under m SOMF(1X) again to test the size-consistency issue. In
Figure 9, it can be seen that the size-consistency error in SOC CASCI is fixed using the m SOMF
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(1X) approach. The above analysis indicates that the use of the two-body interaction energies
as a function of nuclear geometry is a sensitive probe of proper size-consistency behaviour of the
electronic structure methods considered. The smooth curve of each state as a function of geometry
indicates that this partitioning of the excitation energies captures the physical phenomenon, and
shows a clear strange behaviour when methods violate size-consistency, even if they do so in a mild
manner. The above test is far more sensitive and instructive than a conventional analysis in terms
of the difference in energy between non-interacting dimers, and we would not have identified the
SOMF(1X) problem is ORCA in that way. In a further step, to test the size-consistency issue with
inclusion of correlation energies, we perform SOC MRCISD + Q and SOC MREOM calculations
on FArO molecule at the same 13 bond lengths. In all SOC MREOM calculations reported in
this paper (including previous section 4.1.2), we used the modified SOMF(1X) to include SOC.
Figure 10 shows the behavior of two-body energies for states 40 and 47 as illustrative examples.
As anticipated, the asymptote of MREOM approach is perfect at 0 cm−1, as it is a nearly size-
consistent method. One also observes that SOC MRCISD + Q approach does not yield reasonable
results, as the asymptote is not flat at 0 cm−1 at larger bond distances range. This clearly illustrates
the violation of size-consistency. It strongly suggests that MRCI method is not suitable to examine
magnetic coupling effects as a function of geometry.
4.2. Results for FArO using cc-pVTZ basis set
Here we present the results for FArO system at R = 2.9 Å using cc-pVTZ basis set. In Figure
11, the excitation energies plot and heat capacity plot for SOC MREOM and SOC MREOM 1p1h
are closely comparable to those of SOC MRCISD + Q. This illustrate the robustness of MREOM
approach also for a larger basis set.
4.3. Results for Additional Model Systems
In this section, we first report the performance of the SOC MRCISD+Q, SOC MREOM, SOC DDCI3
and SOC DDCI3 b for NArOH molecule. The input cartesian coordinates of this molecule is given
in Table 4. In Figure 12, it is interesting to note that the default SOC DDCI3 method in ORCA is
not comparable to SOC MRCISD+Q and SOC MREOM. The solution to this problem is to select
more configurations in the CI space, which is labeled as SOC DDCI3 b in Figure 12. It is clear that
the excitation energies plot and heat capacity plot are then quite similar among SOC MRCISD+Q,
14
  
SOC MREOM and SOC DDCI3 b.
In a further step, we will explore two larger artificial systems: FArOF and FArOFH. The
Z-matrix Symbol Atomic Number
Coordinates
X Y Z
N 7 -2.28914901 0.85930980 -0.00000000
AR 18 -0.07917006 -0.51035914 -0.00000000
O 8 2.21198752 0.71870431 -0.00000000
H 1 -0.16034868 -3.10909153 0.00000000
Table 4: The cartesian coordinates of NArOH(Angstroms).
geometric structures of these two molecules are presented in Figure 13. The total number of
low-lying excited states for FArOF and FArOFH is 324 and 648, respectively. Therefore, the
SOC MRCISD+Q calculation is quite expensive and is not available in this work. Instead, we
perform the SOC MREOM calculation of these magnetic molecules. The full SOC MREOM calcu-
lation for FArOF and FArOFH takes about 2 CPU hours and 2 CPU days, respectively, on a single
processor of a 12-core node, consisting of Intel XEON 2.93 GHz CPUs with 12.3 MB of shared
cache memory. The excitation energies plot and heat capacity plot for FArOF and FArOFH are
illustrated in Figure 14 and Figure 15, respectively.
5. Conclusion
In this work, we established the accuracy of the MR-EOM-T|T†|SXD|U approach implemented
in the ORCA program, in conjunction with a modified SOMF(1X) inclusion of spin-orbit coupling
for magnetic systems. The primary advantage of MREOM are the computational efficiency for
systems that have many (hundreds of) electronic states, but which share the same active space.
Magnetic systems can be considered as prototype examples to illustrate the merits of MREOM.
Even though MREOM is not strictly size-consistent, in practice this is of no concern for systems
of this type. The computational scaling of MREOM is not fundamentally different from MRCI,
and one cannot push the methodology to a very large number of magnetic atoms. However, the
method is sufficiently effective such that one can treat system with up to about four magnetic sites
of arbitrary spin S. Therefore, one can treat magnetic coupling beyond two-body effects. In this
paper, we have only tested the applicability of the approach for artificial model systems. A next
step would be the application to more realistic models of magnetic materials, and the extraction
15
  
of magnetic model parameters along the lines discussed in ref. [2, 7]. Since magnetic systems are
often fairly sizeable, and only a canonical version of MREOM has been implemented up to now,
this requires a truncation of the molecular orbital basis, as considered before for transition metal
compounds [25]. The application of MREOM to more realistic magnetic model systems will be
considered in future work.
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Figure 5: Plots of (a) excitation energies and (b) heat capacity for FArO using the SOC MRCISD+Q,























Figure 6: Plot of heat capacity for FArO using the SOC MRCISD+Q, SOC MREOM,

















Figure 7: The excitation energies curve of interacting molecule (FArO) and non-interacting molecules

































































Figure 9: Two-body energies for FArO using default SOC CASCI in Molpro and m SOMF(1X) in ORCA






































































Figure 11: Plots of (a) excitation energies and (b) heat capacity for FArO using the SOC MRCISD+Q,












































Figure 12: Plots of (a) excitation energies and (b) heat capacity for NArOH using the SOC MRCISD+Q,









Figure 13: The geometric structure of (a) FArOF and (b) FArOFH molecules. All bond lengths are
































Figure 14: Plots of (a) excitation energies and (b) heat capacity for FArOF using the SOC MREOM.

































Figure 15: Plots of (a) excitation energies and (b) heat capacity for FArOFH using the SOC MREOM.
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• MREOM	  calculations	  including	  spin-­‐orbit	  coupling	  provide	  highly	  accurate	  
results	  for	  magnetic	  model	  systems.	  
• A	  modification	  of	  spin-­‐orbit	  mean-­‐field	  calculation	  in	  ORCA	  is	  needed	  to	  yield	  
size-­‐consistent	  results.	  
• MREOM	  calculations	  provide	  a	  computationally	  efficient	  strategy	  to	  magnetic	  
model	  systems.	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