Fundamental in the Neyman-Pearson theory of testing composite statistical hypotheses is the problemn of similar regions, that is, the problem of determining the totality of similar regions. In general a point set w in a space W might be defined as a similar region with respect to a family of measures on W if every measure in the family assigns the same value to w. In the case treated here W is a Euclidean space of points x = (xl, ..., xn), and the family of measures is generated by a probability density' p(x; 0) depending on a parameter 0 = (01, ..., 0,). The family of measures is then represented by the set w of permissible parameter points 0, the measure of a set w being fwp(x;0)dx.
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(1)
We make the blanket assumptions that all point sets considered are Borel sets, and all functions are Borel-measurable.
The problem of similar regions was introduced by Neyman and Pearson2 and solved for certain cases. These results were later generalized by Neyman3 under the assumptions that the probability density satisfied certain partial differential equations (equations (6) below) and that a certain moment problem had a unique solution; this development was continued by Scheffe.4 The problem was approached very differently by P. L. Hsu ;' he utilized the uniqueness theorem of the theory of Laplace transforms. The latter method was extended by Lehmann6 and is still further generalized in the present paper. Under this approach no moment problem intrudes itself, and cases are included which do not yield to the differential equations attack. We are concerned here only with the problem of similar regions; we shall present in a later paper applications to the theory of optimum tests, which gives the problem of similar regions its statistical interest. We outline here without the proofs results which will later be published elsewhere at length. for all 0 in w, and (ii) f(t) is bounded, imply that f(t) = 0 for almost all t in S. It is understood that when a domain of integration is not indicated, as in (i) above, then it is the whole space of the variable of integration.
It is convenient at this point to employ more of the terminology of the theory of probability. Let X = (X1, . . ., X.) be a random variable with the probability density p(x; 0), so that the probability that X fall in any set w is given by (1). Suppose now that there exist real-valued functions h(x) and q(t; 0), and a vector-valued function t(x) = (ti(x), ..., t,(x)) with s components, such that for all 0 in w and x in W the density has the' form
where t = -t(x) and s < n. Let G be the set of points in the x-space for which h(x) $£ 0. It will suffice to assume that t(x) is defined for all x in G, and that q(t; 0) is defined for all 0 in w and all t-values assumed by t(x) for x in G. Consider the statistic T = (T1, ..., Ts), where T = t(X): If in G the vector function t = t(x) satisfies certain regularity conditions (namely, (a), (b), (c) of Lemma 1 with r = s) then T has a probability density for all 0 in c. There then exists a function +(t) such that the probability density of T is g(t; 0) = q(t; 0)+(t).
T is a sufficient statistic for 0: This means that for any set w in W the conditional probability that X fall in w, given that T = t, is independent of 0. Neyman7 pointedl out that when there exists a sufficient statistic T for 0, then a sufficient conditiQn for a set w to be a similar region (of fixed probability a) is that the intersections w(t) of w with the "surface" T = t have the property that the conditional probability of w, given T = be equal to a for almost all t in S. He left open the question whether all similar regions necessarily have this structure, which we shall call the Neyman structure with respect to the statistic T. This question is settled by Theorem 1 below. In the proof of Theorem 1 and Corollary 1 we apply LEMMA 1. Suppose r real-valued functions tl(x), ..., 4(x) of the point X = (X1, .. ., x,) are defined on a set G, and that the following conditions are satisfied:
(a) r< n.
(b) The boundary of G is a set of (Lebesgue). measure zero. (c) The r. functions t4(x) together with their.first partial derivatives are continuous and the r X n matrix (attl/x,) is of rank r, except in a subset N of G, whose closure has measure zero.
Then there exist n-r functions t,+(x), ..., t3(x) defined in an open subset G* of G, such that the following conditions are satisfied:
(A) The closure of the set G-G* has measure zero.
(B) The. transformation y = f(x), where y = (yi, ..-, y.) and f(x> = (t1(x), ..., tn(x)), is 1: 1 and bicontinuous from G* to f(G*).
(C) The n functions t1(x), . . ., t,,(x) together uith their first partial derivatives are continuous and the Jacobian J(x) = (yi, Y. ..X)/6(XI,.. X.) does not vanish in G*.
For a transformation y = f(x) of the kind whose existence is guaranteed by Lemma 1, the usual transformation of multiple integrals by means of the Jacobian is valid: Specifically, if w is any set in G, if w* is the intersection of w with G*, and if p(x) is integrable over w, then
where in the last integral x = f1 (y). THEOREM 1. If the probability density p(x; 0) has the form (2), and if the function t1(x), ..., t.(x) satisfy conditions (a), (b), (c) of Lemma 1 with r = s, so that T = t(X) is a sufficient statistic for 0,with a probability density g(t; 0) of the form (3), then a necessary and sufficient condition for the totality of similar regions with respect to 0 to have the Neyman structure with respect to T is that the density g(t; 0) be a complete kernel with respect to w.
The following corollary to Theorem 1 includes as special cases all instances in which the problem of similar regions has previously been solved. We recall that s and n-denote the number of coordinates of 0 and x, respectively. (kr'+l, ..., k,) . The set L1 contains a non-degenerate r'-dimensional interval. The set L2 is an (r -r')-dimensional interval ct < ki < di (i = r' + 1, ...,r), where the cjare the same as in (5), and where the ct and di may be infinite.
Then the totality of similar regions with respect to 0 has the Neyman structure with respect to the statistic T = (T1, . . ., Tr), where T, = ti(X).
Neyman3 assumed in his solution of the problem of similar regions that the probability density satisfied certain conditions including the following partial differential equations: (a similar assumption was made by Neyman), then all the hypotheses for the special case of Corollary 1 when r' = r are satisfied.
The converse to Theorem 2, that if the density has the form (4) with r' = r, then it satisfies a system of partial differential equations of the form (6), is easily proved under mild restrictions by differentiating (4).
