Abstract. The paper contains Boas-type formulas for trajectories of oneparameter groups of operators in Banach spaces. The results are illustrated using one-parameter groups of operators which appear in representations of Lie groups.
Preface
My theachers were Vladimir Abramovich Rokhlin (my Master Thesis Advisor) and Selim Grigorievich Krein (my PhD Thesis Advisor). I first met Paul Butzer when I was about 50 years old but I also consider him as my teacher since his work had an enormous influence on my carrier and ultimately on my life.
After I graduated from university it was almost impossible for me to go straight to graduate school because of the Soviet discrimination towards Jews. However, I was trying to do some mathematics on my own. One day I came across a reference to the book by P. Butzer and H. Berens "Semi-Groups of operators and approximation", Springer, 1967. Since I had some background in Lie groups and Lie semi-groups and knew nothing about approximation theory the title sounded very intriguing to me. Unfortunately this excellent book had not been translated into Russian. Nevertheless I was lucky to get a microfilm of the book. Every day during a few months I was visiting a local library which had a special device to read microfilms.
By the time I finished reading the book I already knew what I was going to do: I decided to develop a similar "constructive theory of Interpolation Spaces" through replacing a single one-parameter semi-group of operators by a representation of a general Lie group in a Banach space.
I have to say that the book by P. Butzer and H. Berens is an excellent introduction to a number of topics in classical harmonic analysis. In particular it contains the first systematic treatment of the theory of Intermediate Spaces and a very detailed and application oriented treatment of the theory of Semi-Groups of Operators. Both these subjects were considered as "hot" topics at the end of 60s (see for example [13] , [14] ). In many ways this book is still up to date and I always recommend it to my younger colleagues.
Some time later I was influenced by the classical work of Paul with K. Scherer [5] , [6] in which they greatly clarified the relationships between the Interpolation and Approximation spaces and by Paul's pioneering paper with H. Berens and S. Pawelke [1] about approximation on spheres.
Mathematics I learned from Paul Butzer helped me to become a graduate student of Selim Krein another world level expert in Interpolation spaces and applications of semigroups to differential equations [13] - [15] .
Many years later when I came to US and became interested in sampling theory I found out that Paul had already been working in this field for a number of years and I learned a lot from insightful and stimulating work written by P. Butzer, W. Splettstöser and R. Stens [7] .
My interactions with Paul Butzer's work shaped my entire mathematical life and the list of some of my papers [18] - [31] is the best evidence of it. This is what I mean when I say that Paul Butzer is my teacher.
In conclusion I would like to mention that it was my discussions with Paul Butzer and Gerhard Schmeisser of their beautiful work with Rudolf Stens [9] , that stimulated my interest in the topic of the present paper. I am very grateful to them for this.
Introduction
Consider a trigonometric polynomial P (t) of one variable t of order n as a function on a unit circle T. For its derivative P ′ (t) the so-called Bernstein inequality holds true
M. Riesz [33] , [34] states that the Bernstein inequality is equivalent to what is known today as the Riesz interpolation formula
The next formula holds true for functions in the Bernstein space B p σ , 1 ≤ p ≤ ∞ which is comprised of all entire functions of exponential type σ which belong to L p (R) on the real line.
This formula was obtained by R.P. Boas [2] , [3] and is known as Boas or generalized Riesz formula. Again, like in periodic case this formula is equivalent to the Bernstein inequality in L p (R)
Recently, in the interesting papers [35] and [9] among other important results the Boas-type formula (2.3) was generalized to higher order.
In particular it was shown that for f ∈ B ∞ σ , σ > 0, the following formulas hold
where
for k ∈ Z and (2.5)
and
Let us remind that sinc(t) is defined as sin πt πt , if t = 0, and 1, if t = 0. To illustrate our results let us assume that we are given an operator D that generates a strongly continuous group of isometries e tD in a Banach space E. 
Note, that every E σ (D) is clearly a linear subspace of E. What is really important is the fact that union of all E σ (D) is dense in E (Theorem 3.7). Indeed, (see [17] ) consider a strongly continuous bounded semigroup 
Which are equivalent to the following Boas-type formulas
and (2.11)
The formulas (2.8) and (2.9) are a sampling-type formulas in the sense that they provide explicit expressions for a trajectory e tD D k f with f ∈ E σ (D) in terms of a countable number of equally spaced samples of trajectory of f .
Note, that since e tD , t ∈ R, is a group of operators any trajectory e tD f, f ∈ E, is completely determined by any (single) sample e t0D f, because for any t ∈ R
The formulas (2.8) and (2.9) have, however, a different nature: they represent a trajectory as a "linear combination" of a countable number of samples. It seems to be very interesting that an operator and the group can be rather sophisticated (think, for example, about a Schrödinger operator D = −∆ + V (x) and the corresponding group e itD in L 2 (R d )). However, formulas (2.8)-(2.11) are universal in the sense that they contain the same coefficients and the same sets of sampling points.
We are making a list of some important properties of the Boas-type interpolation formulas (compare to [9] ):
(1) The formulas hold for vectors f in the set σ≥0 E σ (D) which is dense in E (see Theorem 3.7). on the left-hand side and bounded operators on the right-hand side. (6) There is a number of interesting relations between Boas-type formulas, see below (3.9), (3.10).
Our main objective is to obtain a set of new formulas for one-parameter groups which appear when one considers representations of Lie groups (see section 5). Note, that generalizations of (2.3) with applications to compact homogeneous manifolds were initiated in [22] .
In our applications we deal with a set of non-commuting generators D 1 , ..., D d . In subsection 5.1 these operators come from a representation of a compact Lie group and we are able to show that ∪ σ≥0 ∪ 1≤j≤d E σ (D j ) is dense in all appropriate Lebesgue spaces. We cannot prove a similar fact in the next subsection 5.2 in which we consider a non-compact Heisenberg group. Moreover, in subsection 5.3 in which the Schrödinger representation is discussed we note that this property does not hold in general.
Boas-type formulas for exponential vectors
We assume that D is a generator of one-parameter group of isometries e tD in a Banach space E with the norm · .
It is obvious that 
then for any complex number z we have
It implies that for any functional ψ * ∈ E * the scalar function e zD f, ψ * is an entire function of exponential type σ which is bounded on the real axis by the constant ψ * f . An application of the classical Bernstein inequality gives
From here for t = 0 we obtain
Remark 3.3. We just mention that in the important case of a self-adjoint operator D in a Hilbert space E there is a way to describe Bernstein vectors in terms of a spectral Fourier transform or in terms of the spectral measure associated with D (see [16], [22]-[31] for more details).
Let's introduce bounded operators
where A m,k and B m,k are defined in (2)-(2.6). Both series converge in E due to the following formulas (see [9] )
Since e tD f = f it implies that 
The proof of Theorem 3.2 shows that 1) → 2). Then obviously for any ψ * ∈ E * the function F (t) = e tD f, ψ * is of exponential type σ and bounded on R. Thus by [9] we have
Together with
it shows
and also
Since both series (3.2) and (3.3) converge in E and the last two equalities hold for any ψ * ∈ E we obtain the next two formulas
In turn when t = 0 these formulas become formulas (3.6). The fact that 3) → 1) easily follows from the formulas (3.6) and (3.5). Theorem is proved. 
Let us introduce the following notations
One obviously has the following set of approximate Boas-type formulas.
The next Theorem contains another Boas-type formula.
Theorem 3.6. If f ∈ B σ (D) then the following sampling formula holds for t ∈ R and n ∈ N (3.12)
In particular, for n ∈ N one has
Proof. If f ∈ B σ (D) then for any g * ∈ E * the function F (t) = e tD f, g * belongs to B ∞ σ (R). We consider F 1 ∈ B 2 σ (R), which is defined as follows. If t = 0 then (3.15)
From here we obtain the next formula d dt
tD f, g * , and
, g * we obtain that for t ∈ R, n ∈ N,
Theorem is proved.
The next Theorem shows that Boas-type formulas make sense for a dense set of vectors.
Proof. Note that if φ ∈ L 1 (R), φ 1 = 1, is an entire function of exponential type σ then for any f ∈ E the vector
belongs to B σ (D). Indeed, for every real τ we have
Using this formula we can extend the abstract function e τ D g to the complex plane as
Since by assumption h is an entire function of exponential type σ and φ L1(R) = 1 we have
This inequality implies that g belongs to B σ (D). .
Function h will have the following properties:
(1) h is an even nonnegative entire function of exponential type one; (2) h belongs to L 1 (R) and its L 1 (R)-norm is 1; (3) the integral
is finite. Consider the following vector
Since the function h(t) has exponential type one the function h(tσ) has the type σ.
It implies (by the previous) that R σ h (f ) belongs to B σ (D). The modulus of continuity is defined as in [4]
Ω(f, s) = sup |τ |≤s
Note, that for every f ∈ E the modulus Ω(f, s) goes to zero when s goes to zero. Below we are using an easy verifiable inequality Ω (f, as) ≤ (1 + a) Ω(f, s), a ∈ R + . We obtain
where the integral
is finite by the choice of h. Theorem is proved.
Analysis on compact homogeneous manifolds
Let M, dim M = m, be a compact connected C ∞ -manifold. One says that a compact Lie group G effectively acts on M as a group of diffeomorphisms if the following holds true:
(1) Every element g ∈ G can be identified with a diffeomorphism g : M → M of M onto itself and g 1 g 2 · x = g 1 · (g 2 · x), g 1 , g 2 ∈ G, x ∈ M, where g 1 g 2 is the product in G and g · x is the image of x under g. (2) The identity e ∈ G corresponds to the trivial diffeomorphism e · x = x. (3) For every g ∈ G, g = e, there exists a point x ∈ M such that g · x = x.
A group G acts on M transitively if in addition to 1)-3) the following property holds: 4) for any two points x, y ∈ M there exists a diffeomorphism g ∈ G such that g · x = y.
A homogeneous compact manifold M is an C ∞ -compact manifold on which transitively acts a compact Lie group G. In this case M is necessary of the form G/K, where K is a closed subgroup of G. The notation L p (M), 1 ≤ p ≤ ∞, is used for the usual Banach spaces L p (M, dx), 1 ≤ p ≤ ∞, where dx is the normalized invariant measure.
Every element X of the Lie algebra of G generates a vector field on M which we will denote by the same letter X. Namely, for a smooth function f on M one has
for every x ∈ M. In the future we will consider on M only such vector fields.
Translations along integral curves of such vector field X on M can be identified with a one-parameter group of diffeomorphisms of M which is usually denoted as exp τ X, −∞ < τ < ∞. At the same time the one-parameter group exp τ X, −∞ < τ < ∞, can be treated as a strongly continuous one-parameter group of operators in a space L p (M), 1 ≤ p ≤ ∞ which acts on functions according to the formula
The generator of this one-parameter group will be denoted as D X,p and the group itself will be denoted as e τ DX,p f (
According to the general theory of one-parameter groups in Banach spaces [4] , Ch. I, the operator D X,p is a closed operator in every L p (M), 1 ≤ p ≤ ∞. In order to simplify notations we will often use notation D X instead of D X,p .
It is known [12] , Ch. V, that on every compact homogeneous manifold M = G/K there exist vector fields X 1 , X 2 , ..., X d , d = dim G, such that the second order differential operator
commutes with all operators D j = D Xj . This operator L which is usually called the Laplace operator is involved in most of constructions and results of our paper. The operator L is an elliptic differential operator which is defined on C ∞ (M) and we will use the same notation L for its closure from
In the case p = 2 this closure is a self-adjoint positive definite operator in the space L 2 (M). The spectrum of this operator is discrete and goes to infinity 0 = λ 0 < λ 1 ≤ λ 2 ≤ ..., where we count each eigenvalue with its multiplicity. For eigenvectors corresponding to eigenvalue λ j we will use notation ϕ j , i. e.
The spectrum and the set of eigenfunctions of L are the same in all spaces L p (S d ). Let ϕ 0 , ϕ 1 , ϕ 2 , ... be a corresponding complete system of orthonormal eigenfunctions and E σ (L), σ > 0, be a span of all eigenfunctions of L whose corresponding eigenvalues are not greater σ. 
Since L in the space L 2 (M) is self-adjoint and positive-definite there exists a unique positive square root L 1/2 . In this case the last inequality is equivalent to the inequality [28] .
It was shown in [28] that for 1 ≤ p, q ≤ ∞ the following equality holds true The following embeddings which describe relations between Bernstein spaces B n and eigen spaces E λ (L) were proved in [28] 
. These embeddings obviously imply the equality
which means that a function on M satisfies a Bernstein inequality (4.2) 
and only if it is a linear combination of eigenfunctions of L.
As a consequence we obtain [28] the following Bernstein inequalities for k ∈ N,
One also has [28] the Bernstein-Nikolskii inequalities
where 1 ≤ p ≤ q ≤ ∞ and C(M) is constant which depends just on the manifold. It is known [36] , Ch. IV, that every compact Lie group G can be identified with a subgroup of orthogonal group O(N ) of an Euclidean space R N . It implies that every compact homogeneous manifold M can be identified with a submanifold which is trajectory of a unit vector e ∈ R N . Such identification of M with a submanifold of S N −1 is known as the equivariant embedding into R N . Having in mind the equivariant embedding of M into R N one can introduce the space P n (M) of polynomials of degree n on M as the set of restrictions to M of polynomials in R N of degree n. The following relations were proved in [28] :
The next Theorem was proved in [11] , [32] . 
An example. Analysis on S d
We will specify the general setup in the case of standard unit sphere. Let
Let P n denote the space of spherical harmonics of degree n, which are restrictions to S d of harmonic homogeneous polynomials of degree n in R d . The LaplaceBeltrami operator ∆ S on S d is a restriction of the regular Laplace operator ∆ in R d . Namely,
where f (x) is the homogeneous extension of f : f (x) = f (x/ x ). Another way to compute ∆ S f (x) is to express both ∆ S and f in a spherical coordinate system. Each P n is the eigenspace of ∆ S that corresponds to the eigenvalue −n(n+d−1). Let Y n,l , l = 1, ..., l n be an orthonormal basis in P n .
Let e 1 , ..., e d+1 be the standard orthonormal basis in R d+1 . If SO(d + 1) and SO(d) are the groups of rotations of R d+1 and R d respectively then
On S d we consider vector fields
which are generators of one-parameter groups of rotations exp tX i,j ∈ SO(d + 1) in the plane (x i , x j ). These groups are defined by the formulas exp τ X i,j · (x 1 , ..., x d+1 ) = (x 1 , ..., x i cos τ − x j sin τ, ..., x i sin τ + x j cos τ, ..., x d+1 )
Let e τ Xi,j be a one-parameter group which is a representation of exp
In a standard way the Laplace-Beltrami operator L can be identified with an operator in L p (S d ) for which we will keep the same notation. One has
Applications

Compact homogeneous manifolds.
We return to setup of subsection 5.1.
Note, that every vector field X on M is a linear combination
Thus we can formulate the following fact.
Moreover, every linear combination X = d j=1 a j X j with constant coefficients can be identified with a generator
where constant coefficients c j here are known as structural constants of the Lie algebra is another generator of an one-parameter group of translations. Formulas (5.1) imply the following relations.
In particular
Moreover,
Clearly, for any two smooth functions f, g on M one has
It is the Corollary 4.1 which allows to formulate the following result.
, where a j are constants then
Remark 5.5. Note that it is not easy to find "closed" formulas for groups like e itL . Of course, one always has a representation 
Let us introduce the notations
The following approximate Boas-type formulas hold.
and if a j are constants then
Moreover, 
5.2.
The Heisenberg group. In the space R 2n+1 with coordinates (x 1 , ..., x n , y 1 , ..., y n , t) we consider vector fields
As operators in the regular space L p (R 2n+1 ), 1 ≤ p ≤ ∞, they generate oneparameter bounded strongly continuous groups of operators. In fact, these operators form in L p (R 2n+1 ) a representation of the Lie algebra of the so-called Heisenberg group H n . The corresponding one-parameter groups are e τ Xj f (x 1 , ..., t) = f (x 1 , ..., x j + τ, ....., x n , y 1 , ..., y n , t − 1 2 y j τ ) e τ Yj f (x 1 , ..., t) = f (x 1 , ..., x n , y 1 , ..., y j + τ, ..., y n , t + 1 2 x j τ ).
As we already know for every σ > 0 there exists a non-empty set B σ (X j ) such that their union is dense in L p (R 2n+1 ), 1 ≤ p ≤ ∞, and for which the following formulas hold with m ∈ N dx and multiplication by independent variable x which will be denoted as X. Every linear combination pD + qX with constant coefficients p, q generates a unitary group in L 2 (R) according to the formula (5.14) e 2πi(pD+qX) f (x) = e 2πiqx+πipq f (x + p), and in particular (5.15) e 2πiqX f (x) = e 2πiqx f (x), e 2πipD f (x) = f (x + p). 
