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Abstract-  Improve Earth System model's scalability in High 
Performance Computing infrastructure is crucial to achieve 
efficiency in upcoming supercomputers. We study how to 
increase the scalability of the widely used Oceanic Model of the 
Nucleus for European Modelling of the Ocean (NEMO). 
I. INTRODUCTION 
A wide range of scientific fields are taking advantage of 
High Performance Computing and simulation is nowadays a 
key tool for many of these fields. This is especially true in 
Climate Science. The models in this field are using a massive 
amount of computation resources and not always with the 
proper efficiency.  
 In my research, I am focusing on the NEMO (Nucleus for 
European Modelling of the Ocean) model. The objective  of 
this research is to improve its scalability and adapt the model 
to be executed using a bigger number of processors, doing a 
little step to exa-scale climate simulation. 
II. THE NEMO MODEL
NEMO is a state-of-the-art modeling framework for 
oceanographic research, operational oceanography seasonal 
forecast and climate studies. The NEMO research community 
is using a huge amount of computing resources and therefore a 
computational development of the application is mandatory in 
order to achieve a better usage of these resources.  
A. Parallelization 
The NEMO model is parallelized using a Domain 
Decomposition Method that splits the global domain into 
smaller sub-domains and allows computing each of these sub-
domains in a different processor core. The neighbour sub-
domains require frequent communication in order to update 
the boundary conditions, and this is done using MPI.  
B. Configurations 
NEMO is an Ocean Global Circulation Model and it is 
possible to run different configurations and resolutions. The 
most used configuration is the ORCA configuration, a global 
tripolar grid. There are several resolutions available for the 
ORCA configuration, and the trend is to keep increasing the 
resolution to improve the quality of the simulations. When the 
resolution of the model's grid increase, the resources needed to 
perform simulations also increase.  
TABLE I 
ORCA RESOLUTIONS 
Resolution 
Domain Size 
Latitude 
Points 
Longitude 
Points 
Vertical 
levels 
Total Grid 
Points  
ORCA2 182 149 31 1,09 M 
ORCA1 362 292 46 4,86 M 
ORCA025 1442 1022 75 110,53 M 
ORCA012 4322 3059 75 991,57 M 
In addition, if we increase the spatial resolution we must 
increase also the temporal resolution for numerical stability 
issues, and therefore the computational resources required will 
increase even more.  
III. PERFORMANCE ANALYSIS
In order to improve the scalability of the model the first step 
is perform a deep analysis of the application performance to 
know how it behaves and which are the bottlenecks 
constraining model's scalability. To do so I am been using the 
Barcelona Supercomputing Center Performance Tools . From 
the tests done using different configurations it was possible to 
find which is the scalability limit of each configuration and 
find out that the more important bottleneck constraining is the 
communication. 
IV. OPTIMIZATIONS
To solve the problems found we studied different solutions. 
Since the main bottleneck is the communication, the simplest 
optimization is to reduce the number of times that the model 
requires to communicate wherever is possible. It was possible 
to find two ways to reduce the communication overhead. By 
using this minor optimizations we could increase the speed-up 
of the ORCA1 configuration from 9,5 to 11,2 when using 16 
nodes of 16 processor cores each one, improving the 
efficiency by a 10%. 
Future optimizations will focus the possibility to reduce 
communication overhead instead of reducing the number of 
communications by using asynchronous communication and 
MPI plus shared memory approaches. 
