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Heat transferAbstract In this paper, we present an approximate solution method for the problem of magneto-
hydrodynamic (MHD) flow and heat transfer of a second grade fluid in a channel with a porous
wall. The method is based on the Bernstein polynomials with their operational matrices and collo-
cation method. Under some regularity conditions, upper bounds of the absolute errors are given.
We apply the residual correction procedure which may estimate the absolute error to the problem.
We may estimate the absolute error by using a procedure depends on the sequence of the approx-
imate solutions. For some certain cases, we apply the method to the problem in the numerical exam-
ples. Moreover, we test the impact of changing the flow parameters numerically. The results are
consistent with the results of Runge-Kutta fourth order method and homotopy analysis method.
 2016 Faculty of Engineering, Alexandria University. Production and hosting by Elsevier B.V. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Magnetohydrodynamic (MHD) studies consider the dynamics
of electrically conducting fluids [1]. MHD consist of a set of
equations, which are a combination of the Navier–Stokes
equations of fluid dynamics and Maxwells equations of elec-
tromagnetism [1]. MHD equations appear in many areas ofphysics and engineering, such as liquid-metal cooling of
nuclear reactors [2,3], electromagnetic casting of metals [4],
controlling thermonuclear fusion and plasma confinement
[5,6], climate change forecasting, and sea water propulsion
[7,8].
Recently, Tezer-Sezgin [9] used the polynomial based differ-
ential quadrature and the Fourier expansion based differential
quadrature method to solve MHD flow equations in a rectan-
gular duct in the presence of a transverse external oblique
magnetic field. As analytic solution of MHD, homotopy
analysis method and homotopy perturbation method or some
of their modifications were used under the different regions
2150 A.S. Bataineh et al.and conditions [10–22]. As a numerical solution of MHD,
finite difference and finite element method was considered in
several studies [23–29] and given a comprehensive stability
and error analysis. Guermond et al. [30] used Lagrange finite
elements and an Interior Penalty technique to solve MHD.
They gave the method with stability and convergence analysis.
Shakeri and Dehghan [31] solved MHD flow through a pipe of
rectangular section by using combined finite volume method
and spectral element technique. As a collocation method, C¸elik
used Chebyshev collocation method [32] to solve MHD flow
equations in a rectangular duct in the presence of transverse
external oblique magnetic field.
In this study, we consider the problem introduced by Parida
et al. [33]. They studied the laminar flow of a second grade
electrically-conducting viscoelastic fluid between two parallel
plates and introduced the following nonlinear system:
Re f 0f 00  ff 000ð Þ  f iv  KRe f 0iv  ff v þM2f 00 ¼ 0; ð1Þ
h00 þ PrRefh0 ¼ 0; ð2Þ
subject to the boundary conditions
fðgÞ ¼ 1; f 0ðgÞ ¼ 0; at g ¼ 1;
fðgÞ ¼ 0; f 0ðgÞ ¼ 0; at g ¼ 0;
hð0Þ ¼ 1; hð1Þ ¼ 0:
8><
>: ð3Þ
Here, Re is the Reynolds number, M is the dimensionless
Hartmann number, K is the non-Newtonian character of the
fluid and Pr is the Prandtl number. The physical meanings
of these numbers can be found in [33]. Parida et al. [33] first
reduced (1) and (2) to system of first-order differential equa-
tions, with the help of the boundary conditions, which were
then solved by the fourth-order Runge-Kutta method. An
approximate analytical solution of (1)–(3) based on the homo-
topy analysis method was presented by Raftari et al. [22].
Yousefi and Behroozifar [34] derived the operational matri-
ces of derivative and integral of Bernstein polynomials. They
applied these matrices forms to solve Bessel differential equa-
tion and EmdenFowler equation numerically. Rad et al. [35]
constructed a method, Bernstein integral operational matrix
to fractional calculus, based on using the operational matrix
of B-polynomials. They applied the method to solve linear
and nonlinear fractional differential equations. Recently,
Bernstein operational matrix method was used to solve high
order linear Volterra–Fredholm integro-differential equations
[36], Riccati equation and Volterra population model [37],
parabolic partial differential equation with boundary integral
conditions [38], the nonlinear age-structured population mod-
els [39], and nonlinear Volterra–Fredholm–Hammerstein inte-
gral equations [40].
In this paper, we propose an approximate solution method
based on the Bernstein polynomials with their operational
matrices and collocation method to solve the problems (1)–
(3) numerically. To obtain the approximate solutions of the
problem, we first approximate f and h as
fðgÞ ’ fmðgÞ ¼
Xm
i¼0
c1;iBi;mðgÞ ð4Þ
hðgÞ ’ hmðgÞ ¼
Xm
i¼0
c2;iBi;mðgÞ ð5Þ
where c1;i and c2;i are unknown coefficients for 0 6 i 6 m.The paper is organized as follows. In Section 2, we give
some necessary definitions and theorems. We will use these
theorems to bound the absolute errors. In Section 3, the funda-
mental matrix relations for the method are presented. The
problem is converted to an algebraic nonlinear system. For
error analysis, upper bounds for the absolute errors are
obtained by using the error formula of polynomial interpola-
tion. Two procedures to estimate the error are applied to the
problem in Section 4. Numerical examples are given in Sec-
tion 5. The numerical results are coincided with the results of
Runge-Kutta fourth order method [33] and homotopy analysis
method [22].
2. Bernstein polynomials and their operational matrices
Bernstein polynomials of degree m are defined by [41]
Bi;mðgÞ ¼
m
i
 
gið1 gÞmi; i ¼ 0; 1; . . . ;m; g 2 ½0; 1;
where the binomial coefficient is
m
i
 
¼ m!
i! ðm iÞ! :
For convenience, we usually set Bi;m ¼ 0 if i < 0 or i > m.
Bernstein polynomials are used to solve differential equations
with collocation method [42–45].
For given nþ 1 pairs ðxi; yiÞ, the interpolating polynomial
pm is the polynomial that interpolates on the set
ðxi; yiÞ; i ¼ 0; 1; . . . ; n, i.e.,
pmðxiÞ ¼ c0 þ c1xi þ    þ cmxmi ¼ yi; i ¼ 0; 1; . . . ; n:
Here, xi; i ¼ 0; 1; . . . ; n are called the interpolation nodes.
Theorem 1 [46]. Given nþ 1 distinct nodes x0; x1; . . . ; xn and
nþ 1 corresponding values y0; y1; . . . ; yn, then there exist a
unique polynomial pn 2 Pn such that pnðxiÞ ¼ yi for
i ¼ 0; 1; . . . ; n.Theorem 2 [46]. Let x0; x1; . . . ; xn be nþ 1 distinct nodes and
let x be a point belonging to the domain of a given function f.
Assume that f 2 Cnþ1ðIxÞ, where Ix is the smallest interval con-
taining the nodes x0; x1; . . . ; xn and x. Then the interpolation
error at the point x is given by
fðxÞ  pnðxÞ ¼
f ðnþ1ÞðnÞ
ðnþ 1Þ! ðx x0Þ    ðx xnÞ
where n 2 Ix.3. Bernstein operational matrix method
Let us find the fundamental matrix relations f and h with their
derivatives. First, let us write f and h as matrix forms
fðgÞ ’ fmðgÞ ¼
Xm
i¼0
c1;iBi;mðgÞ ¼ CT1UðgÞ; ð6Þ
hðgÞ ’ hmðgÞ ¼
Xm
i¼0
c2;iBi;mðgÞ ¼ CT2UðgÞ; ð7Þ
where
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UðgÞ ¼ ½B0;mðgÞ;B1;mðgÞ; . . . ;Bm;mðgÞT:
By using the binomial expansion of ð1 xÞmi, we get
Bi;mðgÞ ¼
m
i
 
xið1 xÞmi
¼ m
i
 
xi
Xmi
k¼0
ð1Þk m i
k
 
xk
 !
¼
Xmi
k¼0
ð1Þk m
i
 
m i
k
 
xkþi; i ¼ 0; 1; . . . ;m:
Let Aiþ1 be a 1 ðmþ 1Þ matrix and be defined as follows:
Aiþ1ð Þ1;j ¼
0; j 6 i
ð1Þji m
i
 
m i
j i
 
; j > i
8<
:
Then Bi;mðgÞ can be written as follows:
Bi;mðgÞ ¼ Aiþ1TmðgÞ
where
TmðgÞ ¼
1
x
..
.
xm
2
66664
3
77775:
Therefore, we can write UðgÞ as
UðgÞ ¼ ATmðgÞ
where
A ¼
A1
A2
A3
..
.
Am
2
66666664
3
77777775
:
Let us find the matrix representation for U0ðgÞ.
d
dx
UðgÞ ¼ A d
dx
TmðgÞ
¼ A
0
1
2g
..
.
mgm1
2
66666664
3
77777775
¼ A
0 0 0 0 0
1 0 0    0
0 2 0    0
..
. ..
. ..
. . .
. ..
.
0 0 0    m
2
66666664
3
77777775
1
g
g2
..
.
gm
2
66666664
3
77777775
¼ AKTmðgÞ
whereK ¼
0 0 0 0 0
1 0 0    0
0 2 0    0
..
. ..
. ..
. . .
. ..
.
0 0 0    m
2
6666664
3
7777775
:
Expanding TmðgÞ in terms of Bernstein polynomial bases
yields
TmðgÞ ¼ A1UðgÞ:
Thus
fðgÞ ¼ DUðgÞ
where D is the operational matrix of derivative
D ¼ AKA1:
To get the matrix forms of fðnÞ, we first find the matrix rep-
resentation of UðnÞðgÞ. By using the following procedure
U00ðgÞ ¼ ðU0ðgÞÞ0DU0ðgÞ ¼ D2UðgÞ
..
.
UðnÞðgÞ ¼ DðUðn1ÞðgÞÞ ¼ . . . ¼ DnUðgÞ;
we obtain the following:
fðnÞðgÞ ¼ CT1DnUðgÞ: ð8Þ
We can find the matrix representation of hðnÞ by a similar
way
hðnÞðgÞ ¼ CT2DnUðgÞ: ð9Þ
Substituting (6)–(9) into (1) and (2) yields the residuals
R1ðgÞ and R2ðgÞ for Eqs. (1) and (2) as Substituting (6)–(8)
into (1) and (2) yields the residuals R1ðgÞ and R2ðgÞ for Eqs.
(1) and (2) as
R1ðgÞ ¼ Re CT1DUCT1D2U CT1UCT1D3U
  CT1D4U
 KRe CT1DUCT1D4U CT1UCT1D5U
 
þM2CT1D2U; ð10Þ
R2ðgÞ ¼ CT2D2Uþ PrReCT1UCT2DU: ð11Þ
To find the unknown coefficients ci;j; i ¼ 1; 2; j ¼ 0; 1; . . . ;m,
we need 2mþ 2 algebraic equations. Let gi; i ¼ 0; 1; . . . ;m 2
be the collocation nodes. First, putting the nodes
gi; i ¼ 0; 1; . . . ;m 4 into (10) gives m 3 algebraic equations.
Similarly, we get m 1 algebraic equations by applying the
nodes to (11). We select the nodes as the roots of Chebyshev
polynomials, as a special case,
gi ¼
1
2
þ 1
2
cos
ð2iþ 1Þp
2m
 
; i ¼ 0; 1; . . . ;m 2: ð12Þ
Second, imposing the boundary condition (3) into Eqs. (6)–
(8) gives 6 more linear algebraic equations:
fð1Þ ¼ CT1Uð1Þ ¼ 1; f0ð1Þ ¼ CT1Uð1Þ ¼ 0;
fð0Þ ¼ CT1Uð0Þ ¼ 0; f0ð0Þ ¼ CT1Uð0Þ ¼ 0;
hð0Þ ¼ CT2Uð0Þ ¼ 1; hð1Þ ¼ CT2Uð1Þ ¼ 0;
8><
>: ð13Þ
Thus, we have 2mþ 2 set of linear or nonlinear algebraic
equations for (1) and (2). Solving these equations gives the
unknown coefficients of the vector CTi ; i ¼ 1; 2. Consequently,
f and h given in Eqs. (6) and (7) are obtained.
Figure 1 The estimation of absolute error to fðgÞ for m ¼ 28; 29
in the case of Re ¼ 1;K ¼ 0:02;Pr ¼ 1, and M ¼ 6.
Figure 2 The estimation of absolute error to hðgÞ for m ¼ 28; 29
in the case of Re ¼ 1;K ¼ 0:02;Pr ¼ 1, and M ¼ 6.
Figure 3 Convergence of Bernstein solutions for h0ð0Þ for
different values of m in the case of Re ¼ 1;K ¼ 0:02;Pr ¼ 1, and
M ¼ 6.
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In this section, we first give the upper bounds for the absolute
errors. Then, we constitute two different error estimation pro-
cedures which involve residual correction and Runge-Kutta-
Fehlberg Method (RK45).
Let f; h and fm; hm be the exact solutions and the approxi-
mate solutions of (1) and (2), respectively. Now, let us write
the interpolation polynomials of f and h on the collocation
nodes as
pm ¼
Xm
i¼0
c1;iBi;mðgÞ ¼ C1TUðgÞ; ð14Þ
qm ¼
Xm
i¼0
c2;iBi;mðgÞ ¼ C2TUðgÞ: ð15Þ
Then, the following upper bounds are obtained for the
absolute errors.
Theorem 3. With the same notation above, if f; h 2 Cmþ1½0; 1,
then the absolute error is bounded as follows:
f fmj j 6
fðmþ1ÞðnÞ
ðmþ 1Þ! ðg g0Þ    ðg gnÞ
þ ðC1  C1ÞTUðgÞ
 ; ð16Þ
h hmj j 6 h
ðmþ1ÞðfÞ
ðmþ 1Þ! ðg g0Þ    ðg gnÞ
þ ðC2  C2ÞTUðgÞ
 ; ð17Þ
where n; f 2 ð0; 1Þ.
Proof. Adding and subtracting the interpolation polynomials
pm and qm with triangle inequality yields
f fmj j 6 f pmj j þ pm  fmj j; ð18Þ
h hmj j 6 h qmj j þ qm  hmj j: ð19Þ
Let us consider the first terms on the right hand sides.
Applying Theorem 2 gives the following upper bounds:
f pmj j ¼
fðmþ1ÞðnÞ
ðmþ 1Þ! ðg g0Þ    ðg gnÞ; ð20Þ
h qmj j ¼
hðmþ1ÞðfÞ
ðmþ 1Þ! ðg g0Þ    ðg gnÞ; ð21Þ
where n; f 2 ð0; 1Þ. Using the fundamental matrix relations
gives the following:
pm  fmj j ¼ C1TUðgÞ  CT1UðgÞ
  ¼ ðC1  C1ÞTUðgÞ ; ð22Þ
qm  hmj j ¼ C2TUðgÞ  CT2UðgÞ
  ¼ ðC2  C2ÞTUðgÞ : ð23Þ
Summing of (20) and (22) and also (21) and (23) completes
the proof. h
Now, let us constitute a residual correction procedure for
the method. This procedure is based on the residual function.
First, adding and subtracting the termsRe f 0mf
00
m  fmf 000m
  f ivm  KRe f 0mf ivm  fmf vm þM2f 00m ¼ 0;
h00m þ PrRefmh0m ¼ 0;
to (1) and (2), respectively, then attaining e1;m :¼ f fm and
e2;m :¼ h hm yields
Figure 4 Convergence of Bernstein solutions for f00ð0Þ for
different values of m in the case of Re ¼ 1;K ¼ 0:02;Pr ¼ 1, and
M ¼ 6.
Figure 5 Graphs of normal velocity at different Hartmann
parameters M when K ¼ 0 and Re ¼ 2.
Figure 6 Graphs of tangential velocity at different Hartmann
parameters M when K ¼ 0 and Re ¼ 2.
Figure 7 Graphs of normal velocity at different Reynolds
parameters Re when K ¼ 0 and M ¼ 1.
Figure 8 Graphs of tangential velocity at different Reynolds
parameters Re when K ¼ 0 and M ¼ 1.
Figure 9 Graphs of normal velocity at different viscoelastic
parameters K when M ¼ 0 and Re ¼ 3.
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00
1;m þ e01;mf 00m þ e001;mf 0m  e1;me0001;m  e1;mf 000m  e0001;m fm
 
 eiv1;m
 KRe e01;meiv1;m þ e01;mf ivm þ eiv1;mf 0m  e1;mev1;m  e1;mf vm  ev1;m fm
 
þM2e001;m þR1 ¼ 0; ð24Þ
e002;m þ PrRe e1;me02;m þ e1;mh0m  e02;mfm
 
þR2 ¼ 0; ð25Þwhere
ei;mðxÞ ¼ Cei;m ;Ti UðxÞ; i ¼ 1; 2
C
ei;m;T
i ¼ ½cei;mi;0 ; cei;mi;1 ; . . . ; cei;mi;m ; i ¼ 1; 2
R1 ¼ Re f 0m f 00m  fm f 000m
 þ f ivm þ KRe f 0m f ivm  fm f vm M2f 00m;
R2 ¼ h00m  PrRefmh0m:
Figure 11 Graphs of temperature at different Reynolds Re when
M ¼ 0 and Pr ¼ 1.
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subject to the boundary conditions
e1;mð1Þ ¼ Ce1;m ;T1 Uð1Þ ¼ 0; e01;mð1Þ ¼ Ce1;m ;T1 Uð1Þ ¼ 0;
e1;mð0Þ ¼ Ce1;m ;T1 Uð0Þ ¼ 0; e01;mð0Þ ¼ Ce1;m ;T1 Uð0Þ ¼ 0;
e2;mð0Þ ¼ Ce2;m ;T2 Uð0Þ ¼ 0; e2;mð1Þ ¼ Ce2;m ;T2 Uð1Þ ¼ 0:
8><
>: ð26Þ
gives as the approximate solutions of the absolute errors,
namely e1;m;nðgÞ and e2;m;nðgÞ.
Corollary 1. If fm and hm are the approximate solutions of (1)
and (2) respectively, then fm þ e1;m;n and hm þ e2;m;n are also
approximate solutions for (1) and (2) respectively.
Thus, the approximate solutions fm þ e1;m;n and hm þ e2;m;n
are better approximations than fm and hm if
e1;m  e1;m;n
		 		 6 f fmk k;
e2;m  e2;m;n
		 		 6 h hmk k:
We will call the approximate solutions fm þ e1;m;n and
hm þ e2;m;n as the corrected approximate solutions.
As a second error estimation of the absolute error, we can
use any two elements of the sequence of approximations. This
estimation is similar to the error analysis of RK45. In the exact
arithmetic, the absolute errors can be bounded by
f fmk k  f fnk kj j ¼ C f fkk k 6 fn  fmk k;
h hmk k  h hnk kj j ¼ C h hkk k 6 hn  hmk k; m < n;
where
f fkk k ¼ max f fmk k; f fnk kf g;
h hkk k ¼ max h hmk k; h hnk kf g:
Thus, if the error sequence is monotone, then we can use
fmþ1  fm
		 		 or fm1  fmk k to estimate the absolute error
f fmk k. A similar conclusion can be said for h hmk k.
5. Numerical experiments
In this section we shall present some computed solutions for
certain cases. First, we apply the method to (1) and (2) for
m ¼ 9;Re ¼ 1;K ¼ 0:02;Pr ¼ 1, and M ¼ 6. The velocity
and temperature fields are obtained asFigure 10 Graphs of tangential velocity at different viscoelastic
parameters K when M ¼ 0 and Re ¼ 3.f9ðgÞ ¼ 4:62g2  9:43g3 þ 13:86g4  15:96g5 þ 13:93g6
8:85g7 þ 3:49g8  0:69g9;
h9ðgÞ ¼ 1 1:15g 0:22 104g2 þ 0:99 103g3
þ0:43g4  0:48g5 þ 0:33g6  0:19g7
þ0:07g8  0:1410714g9;
8>>><
>>>:
ð27Þ
respectively. We plot the estimation of absolute error obtained
by residual correction procedure and the procedure obtained
by consecutive approximations for m ¼ 28; 29 and
Re ¼ 1;K ¼ 0:02;Pr ¼ 1;M ¼ 6 in Figs. 1 and 2. Both estima-
tions are consistent with each other. In Figs. 3 and 4, the values
of h0ð0Þ and f 00ð0Þ obtained by the method are drawn for f 00ð0Þ
and h0ð0Þ for different values of m and Re ¼ 1;K ¼ 0:02;
Pr ¼ 1;M ¼ 6. The results show that the solutions converge
to the point around 1:155 for h0ð0Þ and to the point between
9 and 9.5 for f 00ð0Þ provided that m increases.
Next, we test numerically the impact of changing the flow
parameters. The results are plotted in Figs. 5–10 for the veloc-
ity fields and Fig. 11 for the temperature field. In Figs. 5 and 6,
the normal velocity and tangential velocity are plotted at dif-
ferent values of Hartmann number M when K ¼ 0 and
Re ¼ 2. Normal velocity and tangential velocity at different
values of Reynolds number Re when K ¼ 0 and M ¼ 1 are
shown in Figs. 7 and 8. Normal velocity and tangential veloc-
ity at different values of the viscoelastic parameter K when
M ¼ 0 and Re ¼ 3 are depicted in Figs. 9 and 10. Fig. 11
shows the graphs of temperature field at different values of
Reynolds number Re when M ¼ 0 and Pr ¼ 1. All results
obtained by the method agree well with the results of [33,22].
6. Conclusions
In this study, we present an approximate solution method
based on Bernstein polynomials with their operational matri-
ces and collocation method to solve the system describing
the laminar flow of a second grade electrically-conducting vis-
coelastic fluid between two parallel plates. Upper bound for
the absolute errors was given. In the case of unknown exact
solutions, two different methods which estimate the absolute
errors were proposed. The numerical results are consistent
with the results of Runge-Kutta fourth order method [33]
and homotopy analysis method [22].
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