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A general model of a heterogeneous control system is introduced in the form of a ﬁrst
order distributed system with nonlocal dynamics and exogenous side-conditions. The
heterogeneity is represented by a parameter taking values in an abstract measurable space,
so that both continuous and discrete heterogeneity, as well as probabilistic heterogeneity
without density, are included. A distributed and a lumped controls are involved, the latter
appearing also in the side conditions. An existence theorem is proved for the uncontrolled
system, and the sensitivity of the solution with respect to the control variables is
estimated. The main result is an optimality condition in the form of the Pontryagin local
maximum principle. A global maximum principle holds for the distributed control under
an additional condition that rules out discrete measurable heterogeneity spaces. A number
of possible applications are outlined: age-structured systems, size-structured systems,
(nonlocal) advection–reaction equations, static parametric heterogeneity in epidemiology,
and two-stage control systems with uncertain switching time.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
The heterogeneity can play a substantial role in the evolution of populations, economic systems, epidemic diseases,
physical systems. Respectively, heterogeneous dynamic systems are studied in the contexts of demography, economics, epi-
demiology, etc. Control problems for heterogeneous systems attracted attention relatively recently, and the available results
apply mainly to age-heterogeneity (references will be given in Section 3). For several other classes of heterogeneous control
systems optimality conditions have not been obtained, although optimization problems have been considered (for example—
size structured systems with endogenous, nonlocal term in the differential operator, arising in forestry). The present paper
introduces a general class of ﬁrst order distributed control systems that includes the ones arising in the above mentioned
areas. A main feature is the dependence of the dynamics and of the boundary conditions on a nonlocal term (aggregated
state). The heterogeneity is represented by a rather general measurable space so that the consideration includes both the
case of a discrete and of a continuous heterogeneous parameters. The obtained optimality conditions of the form of the
Pontryagin maximum principle are applicable to the control versions of most of the heterogeneous models of the follow-
ing types: age-structured systems, size-structured systems, systems with static parametric heterogeneity, advection–reaction
equations (possibly with nonlocal terms), etc.
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two functions satisfying T0(σ ) T1(σ ) for a.e. σ ∈ Σ . Deﬁne the set
Ω(t) = {σ ∈ Σ: t ∈ [T0(σ ), T1(σ )]}, t ∈ [0, T ]. (1)
Generally speaking, under heterogeneous control system we understand the following object:
x˙(t, σ ) = f (t, σ , x(t, σ ), y(t),u(t, σ ), v(t)), t ∈ [T0(σ ), T1(σ )], σ ∈ Σ, (2)
x
(
T0(σ ),σ
)= ϕ(σ , y(T0(σ )), v(T0(σ ))), σ ∈ Σ, (3)
y(t) =
∫
Ω(t)
g
(
t, σ , x(t, σ ),u(t, σ ), v(t)
)
dσ , t ∈ [0, T ], (4)
u(t, σ ) ∈ U , v(t) ∈ V , (5)
where x : D → Rn and y : [0, T ] → Rm are state vectors, u : D → U , v : [0, T ] → V are control variables, the domain D in
[0, T ] × Σ is deﬁned as
D = graph(Ω) = {(t, σ ): t ∈ [0, T ], σ ∈ Ω(t)}= {(t, σ ): σ ∈ Σ, t ∈ [T0(σ ), T1(σ )]},
U and V are compact subsets of ﬁnite dimensional Euclidean spaces, “dot” in (2) means differentiation with respect to t .
The above model can be interpreted in the following way. Every σ ∈ Σ represents an “agent,” existing on a time inter-
val [T0(σ ), T1(σ )], with a state function x(·, σ ) determined by the dynamic equation (2). Each agent has its own control
function u(·, σ ). However, the dynamics (2) is inﬂuenced also by another control, v(·), which is common for all agents, and
by the function y(·) in (4) which represents some aggregated quantities depending on the states and controls of all agents.
The initial state of each agent may depend also on the control function v and the aggregated state y as indicated in (3).
The control functions u and v are subjected to the constraints (5).
For the above system we consider the following optimization problem:
maximize
∫
Ω(T )
l
(
σ , x(T , σ )
)
dσ +
T∫
0
∫
Ω(t)
L
(
t, σ , x(t, σ ), y(t),u(t, σ ), v(t)
)
dσ dt (6)
subject to (2)–(5). The objective function contains a terminal term (depending on the values of x(T , σ ) for those “agents” σ
which are “alive” at time T ), and an inter-temporal term depending on all states and controls.
Clearly, the above formulation needs a clariﬁcation. Such is given in Section 2 on certain assumptions which keep the
generality, ensuring, in the same time, that the problem is correctly deﬁned and tractable by variational analysis.
Section 3 presents several classes of systems arising in different applied areas which can be reformulated in the terms
of (2)–(6) and to which the results of the paper can be applied: age-structured systems, size-structured systems, (nonlocal)
advection–reaction equations, static parametric heterogeneity in epidemiology, and two-stage control systems with uncertain
switching time. In the last four cases the general optimality conditions obtained in the subsequent sections provide new
results, while for age-structured system the result is covered by [17].
In Section 4 we prove existence of a solution to system (2)–(4) for ﬁxed functions u and v , and investigate its sensitivity
with respect to u and v . In Section 5 we obtain a necessary optimality condition for problem (2)–(6) in the form of
the Pontryagin maximum principle. The maximum principle is local, but on an additional assumption ruling out discrete
heterogeneity, a global maximum principle with respect to u is proved, which is not valid for discrete heterogeneity, in
general. In Section 6 we elaborate this additional assumption for Σ , and discuss some extensions and applications.
A numerical method for approximate solution of heterogeneous optimal problems of the form (2)–(6) is presented in the
companion paper [34].
2. Formulation of the problem and main assumptions
In this section we give a precise formulation of the problem introduced above, which is preceded by appropriate as-
sumptions. We refer to [35, Chapter 1] for the notions and material on measure and integration theory that we use, and to
[5, Chapter 8] concerning set-valued maps. The readers not acquainted with the abstract measure theory may think of Σ0
and S that appear below as of subsets of a ﬁnite dimensional spaces with the standard (Lebesgue) measure.
First we deﬁne more precisely the measurable space Σ . Let Σ0 and S be two ﬁnite nonnegative complete measurable
spaces1 and let Σb = (0, T ] × S be the product space of (0, T ] (with the Lebesgue measure) and S . Deﬁne
Σ = Σ0 ∪ Σb. (7)
1 This means that in each of the two sets there is a chosen σ -ﬁeld of subsets and a nonnegative ﬁnite measure (a σ -additive function, which we always
denote by “meas”), which is ﬁnite and nonnegative. The completeness means that every subset of a set of measure zero is measurable.
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so that any set Z ⊂ Σ has the unique representation Z = Z0 ∪ Zb with Z0 ⊂ Σ0, Zb ⊂ Σb , Z is measurable if both Z0 and
Zb are such, and meas(Z) := meas(Z0) +meas(Zb).
Assumptions 1 and 2 below are standing for all the paper (although the differentiability part of Assumption 2 is not
needed in Theorem 1).
Assumption 1.
(i) The measurable space Σ has the form (7) with Σb = (0, T ] × S , where Σ0 and S are ﬁnite positive complete measur-
able spaces.
(ii) The function T0 is deﬁned as T0(σ ) = 0 for σ ∈ Σ0 and as T0(τ , s) = τ for σ = (τ , s) ∈ Σb , T1 : Σ → [0, T ] is measur-
able and satisﬁes T1(σ ) T0(σ ).
(iii) The function ϕ(σ , y, v) is independent of y and v for σ ∈ Σ0.
The meaning of the assumptions is as follows. Σ0 represents the set of heterogeneity parameters of the initially existing
“agents” (the initial time T0(σ ) = 0 for these agents). Σb represents the set of heterogeneity parameters of agents that enter
the system at some later time t > 0. The entry time t (the “birth” date) is used as a parameter of heterogeneity of these
agents, along with the parameter s ∈ S . Therefore, we assume the above speciﬁc form of the function T0, which is natural
in this context. Assumption 1(iii) means that the states of the initially existing agents are exogenous.
Assumption 2. The functions f , g , ϕ , l, L are deﬁned for (t, σ ) ∈ [0, T ] × Σ , x ∈ Rn , y ∈ Rm , u ∈ U , and v ∈ V (or a part of
these arguments, as indicated in (2)–(6)), where U and V are compact subsets of ﬁnite dimensional Euclidean spaces. These
functions are bounded and measurable in (t, σ ), Lipschitz continuous in (u, v), differentiable in (x, y), and the derivatives
are locally Lipschitz in (x, y,u, v) (all these properties hold uniformly with respect to the rest of the variables). Moreover,
the linear growth condition holds: there exists a constant C¯ such that
| f | + |g| + |ϕ| C¯(1+ |x| + |y|) for every (t, σ ) ∈ [0, T ] × Σ, x ∈ Rn, y ∈ Rm, u ∈ U , v ∈ V .
The set D deﬁned in Section 1 is a measurable subset of [0, T ] × Σ , as a consequence of [5, Theorem 8.1.4]. We shall
use the standard spaces L∞([0, T ] × Σ), L∞(D), L∞(0, T ), and the integrals of functions from these spaces, following [35,
Chapter 1].
Deﬁne the sets of admissible controls as
U = {u ∈ L∞(D): u(t, σ ) ∈ U for a.e. (t, σ ) ∈ D},
V = {v ∈ L∞(0, T ): v(t) ∈ V for a.e. t ∈ (0, T ]}.
By deﬁnition, a solution of (2)–(4) for given u ∈ U and v ∈ V is a pair of functions (x, y) ∈ L∞(D) × L∞(0, T ) such that
x(t, σ ) = ϕ(σ , y(T0(σ )), v(T0(σ )))+
t∫
T0(σ )
f
(
θ,σ , x(θ,σ ), y(θ),u(θ,σ ), v(θ)
)
dθ (8)
for a.e. σ ∈ Σ and all t ∈ [T0(σ ), T1(σ )], and (4) holds for a.e. t ∈ (0, T ).
Assumptions 1 and 2 imply that the problem (2)–(6) is correctly deﬁned. Indeed, let us ﬁx an arbitrary control pair
(u, v) ∈ U×V . The set Ω(t) is measurable for every t , as it follows directly from the deﬁnition of measurability of T0 and T1.
Therefore, the integration in (4) makes sense. Moreover, for two L∞ functions y and v the superpositions y(T0(σ )) and
v(T0(σ )) deﬁne correctly corresponding L∞ elements on Σb (since T0(σ ) = τ for σ = (τ , s) ∈ Σb), while these functions
need not be deﬁned on Σ0 due to Assumption 1(iii). Clearly, the solution x(·, σ ) of (2)–(4) (existence and uniqueness will
be proven in Section 4) is absolutely continuous for a.e. σ ∈ Σ . In particular, the traces x(T0(σ ),σ ), x(T1(σ ),σ ) and x(T , σ )
are well deﬁned for a.e. σ ∈ Σ , thus the objective value is also deﬁned.
3. Examples
Below we present several known classes of problems which can be considered within the framework of the heteroge-
neous control systems introduced above. For brevity we skip the dependence on the control variables and disregard the
objective function in most of the examples.
3.1. Age-structured systems
The age-structured systems provide a basic tool in the population dynamics and recently found numerous applications
in epidemiology (e.g. [22,25,29]), in management, economics, population economics (e.g. [7,12,16,30,37]), in social sciences
(e.g. [3,24]).
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Xt(t,a) + Xa(t,a) = F
(
t,a, X(t,a), y(t)
)
, (t,a) ∈ [0, T ] × [0,ω],
X(0,a) = X0(a), X(t,0) = ψ
(
t, y(t)
)
,
y(t) =
ω∫
0
G
(
t,a, X(t,a)
)
da,
where Xt + Xa means the derivative of X in the direction (1,1), a is interpreted as the “age” of individuals in a population,3
X(t, ·) is the age-density of the population, ω is the maximal “age” that an individual can reach. Deﬁne
Σ0 = {0} × [0,ω], S = {0},
with the Lebesgue measure, or any positive ﬁnite complete measure, in Σ0 (disregarding the ﬁrst component 0, which is
introduced just for notational convenience) and the unit atomic measure in S . Then the heterogeneity parameter σ has the
form σ = (τ , s) with τ = 0, s ∈ [0,ω] for σ ∈ Σ0, and τ ∈ (0, T ], s = 0 for σ ∈ Σb . The interpretation of an agent σ is,
as the cohort of individuals that have age s at the initial time t = 0 (if σ ∈ Σ0), and as the cohort of individuals born at
time τ , if σ ∈ Σb .
Deﬁne also
T1(σ ) = T1(τ , s) = min{T , τ − s + ω},
that is, if an individual has an age s at t = 0, she would be living at most till time T1 = ω − s, while individuals born at
time τ > 0 may be living at most till time T1 = τ + ω. In both cases T1 is bounded by the end of the time horizon taken
into consideration.
Rewriting the above ﬁrst order PDE along the characteristics, that is, in the terms of the new state variable x(t, σ ) =
X(t, t − τ + s), where σ = (τ , s), we come up with a system in the form of (2)–(4) with
f (t, σ , x, y) = F (t, t − τ + s, x, y), g(t, σ , x) = G(t, t − τ + s, x),
ϕ(σ , y) =
{
X0(s) if σ = (0, s) ∈ Σ0,
ψ(τ , y) if σ = (τ ,0) ∈ Σb.
Assumption 1 is apparently fulﬁlled for the above speciﬁcations and the results that can be obtained using the subsequent
material repeat, essentially, those in [9,17].
3.2. Size-structured systems
Qualitative and numerical aspects of the size-structured systems have been investigated in many papers (e.g. [1,2,26,27]
to mention a few), but optimal control problems for such systems gained interest only recently, mainly related to optimal
management of biological resources [20,21,31], although to our opinion they may be relevant also in several social-economic
contexts.
The dynamics of size-structured populations (in a somewhat simpliﬁed form) is governed by the equations
Nt(t, c) +
[
p
(
t, c, y(t)
)
N(t, c)
]
c = F
(
t, c,N(t, c), y(t)
)
, (t, c) ∈ [0, T ] × [0,ω], (9)
N(0, c) = N0(c), p
(
t,0, y(t)
)
N(t,0) = ψ(t, y(t)), (10)
y(t) =
ω∫
0
g
(
t, c,N(t, c)
)
dc. (11)
For the growth function p it is usually assumed that p(t, c, y) > 0 for c < ω, and p(t,ω, y) = 0, so that the maximal
size ω is never achieved. Although the differential operator in (9) is nonlinear, the characteristics do not cross since p
depends on the state X only trough the aggregated variable y. This makes it possible to transform the above system into
the form (2)–(4).
The notion of a solution to (9)–(11) is usually deﬁned in terms of the characteristics, since the partial derivatives Nt
and Nc may fail to exist (especially in the control context, where the boundary function ψ may be allowed to depend on
the possibly discontinuous control variable v(t)). Given a measurable y, if p is uniformly continuously differentiable in c,
measurable in t , and continuous in y, then for every τ ∈ (0, T ] and s ∈ [0,ω] the solution of the characteristic equation
c˙(t) = p(t, c(t), y(t)), c(τ ) = s,
2 See the monograph [36] for the theory of age-structured systems, and [9,17] for more general age-structured optimal control system.
3 The population need not be biological. In economics a can be interpreted as the age of technology or capital stock, etc.
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set Σ := Σ0 ∪ Σb := {(0, s): s ∈ [0,ω]} ∪ {(τ ,0): τ ∈ (0, T ]}. Using
n(t, σ ) = N(t,C[σ ](t)), c(t, σ ) = C[σ ](t), z(t, σ ) =
{
∂C[0,s](t)
∂s if σ ∈ Σ0,
− ∂C[τ ,0](t)
∂τ if σ ∈ Σb,
as new state variables one can rewrite system (9)–(11) as
n˙(t, σ ) = F (t, c(t, σ ),n(t, σ ), y(t))− pc(t, c(t, σ ), y(t))n(t, σ ),
c˙(t, σ ) = p(t, c(t, σ ), y(t)),
z˙(t, σ ) = pc
(
t, c(t, σ ), y(t)
)
z(t, σ ),
y(t) =
∫
Ω(t)
g
(
t, c(t, σ ),n(t, σ )
)
z(t, σ )dσ ,
with the initial conditions (the right-hand side below deﬁnes, in fact, the function ϕ in (3)),
n
(
T0(σ ),σ
)= {N0(s) if σ = (0, s) ∈ Σ0,
ψ(τ , y(τ ))/p(τ ,0, y(τ )) if σ = (τ ,0) ∈ Σb,
c
(
T0(σ ),σ
)= { s if σ ∈ Σ0,
0 if σ ∈ Σ1, z
(
T0(σ ),σ
)= {1 if σ ∈ Σ0,
p(τ ,0, y(τ )) if σ ∈ Σb.
The above system is of the form (2)–(4) with x = (n, c, z), satisfying also Assumption 1 and T1(σ ) = T . Clearly, z is needed
only in the case of a function p that depends on y or on v; otherwise, z is exogenous and can be viewed as known (this
is the case in the next subsection). The details of the reduction of the size-structured system to the form of a general
heterogeneous model and the analysis of the former based on in results of the next sections will be presented elsewhere.
3.3. (Non-local) advection–reaction equations
Let Γ be a closed convex subset of R2, and let S be its boundary. Consider the equation
Xt(t, s) +
〈
ν(t), Xs(t, s)
〉= F (t, s, X(t, s)),
X(0, s) = X0(s) for s ∈ Γ, X(t, s) = ψ(t, s) for s ∈ S(t),
where S(t) = {s ∈ S: ν(t) ∈ TΓ (s)}, TΓ (s) is the tangent cone to Γ at a point s ∈ Γ .
Problems of optimal control of such equations arise, for example, in the ﬁeld of air quality protection, where X is
interpreted as the concentration of a pollutant, a control is the emission intensity of sources, and the objective is to ﬁnd a
trade-off between the total damage caused by an abnormal concentration (in case of a temporary crisis situation) and the
cost of temporary emission restrictions. A nonlocal variable y is not explicitly involved in the dynamics, although it can be
present and easily interpreted. Moreover, y may be involved nonlinearly in the damage term of the objective function.
The above equation (with a corresponding objective function) can be reformulated in the form of (2)–(6) by the method
of characteristics, similarly as in Section 3.2. Here Σ0 = {0} × Γ , Σb = {(τ , s): τ ∈ (0, T ], s ∈ S}, the function T1(σ ) =
T1(τ , s) is deﬁned as the ﬁrst moment after which the characteristic c[τ , s](·) starting from s ∈ S at time τ > 0 leaves the
domain Γ . Clearly, T1(σ ) = T0(σ ) for σ = (τ , s) with τ > 0 and s /∈ S(τ ), thus these “agents” do not contribute to integrals
on D , which are usually involved in the objective function. We skip the details of the reformulation.
3.4. Infectious diseases
Epidemic models that explicitly take into account the heterogeneity of the considered populations involve distributed
parameter systems, see e.g. [11,13,14,33].
Let a vector σ with k components represents individual disease-related parameters (such as intensity of risky contacts,
individual immunity, etc.). Let the closed set Σ0 ⊂ Rk consists of all possible (or reasonable) such vectors. Formally we
deﬁne S as a the empty set. Then Σb = ∅ and Σ = Σ0. Correspondingly, T0(σ ) = 0, and we take T1(σ ) = T , thus Ω(t) = Σ .
Here an “agent” is a vector σ ∈ Σ of individual parameters. The measure on Σ can be assumed to be probabilistic, but
need not have a density, or the space Σ may have discrete components. The results below are still applicable. As seen in
Section 6, any probability non-atomic Radon measure in Σ (see footnote 5 in Section 6 for the deﬁnition of Radon measure)
satisﬁes even the stronger assumption introduced in Section 6, implying the global form of the maximum principle.
In the simple model formulated below as an example, the state of each “agent” is two-dimensional and represents
the size of the susceptible and of the infected sub-populations. So we denote by X(t, ·) the σ -density of the susceptible
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following system4:
X˙(t, σ ) = −P
(
σ ,
y1(t)
y1(t) + y2(t)
)
X(t, σ ) + γ (t, σ )y3(t) + b(t, σ ),
I˙(t, σ ) = P
(
σ ,
y1(t)
y1(t) + y2(t)
)
X(t, σ ) − ρ(t, σ )I(t, σ ) − μ(t, σ )I(t, σ ),
X(0, σ ) = X0(σ ), I(0, σ ) = I0(σ ),
y1(t) =
∫
Σ
α(t, σ )I(t, σ )dσ ,
y2(t) =
∫
Σ
β(t, σ )X(t, σ )dσ ,
y3(t) =
∫
Σ
ρ(t, σ )I(t, σ )dσ ,
where P is the incidence function with y1/(y1 + y2) measuring the weighted prevalence (taking into account the hetero-
geneity), and the meaning of the other data involved is evident. Naturally
∫
Σ
γ (t, σ )dσ = 1, since γ just redistributes the
recovered individuals across the range of heterogeneity (the individual parameters may change after recovery due to change
of immunity, behavior, etc.).
This system is readily in the form of the general system (2)–(4). Control variables could be naturally involved in the
right-hand side of above differential equations, meaning prevention and/or treatment. Both can be either distributed (u), or
lumped (v).
3.5. Two-stage optimal control problems with uncertain switch
Another speciﬁc application of the general model arose during the preparation of this paper, resulting from discussions
with C. Almeder, R. Hartl and P. Kort. It concerns the following two-stage optimal control problem:
maxE
( T∫
0
L
(
t, τ , x(t),u(t)
)
dt
)
(12)
subject to
x˙(t) =
{
f1(t, x(t),u(t)) if t  τ ,
f2(t, τ , x(t),u(t)) if t > τ,
where E means the expectation, τ is a random variable determining the switching time, with its distribution function, F ,
given by the equation
F˙ (t) = k(x(t),u(t))(1− F (t)), F (0) = 0.
The instantaneous objective function has the form
L(t, τ , x,u) =
{
L1(t, x,u) if t  τ ,
L2(t, τ , x,u) if t > τ.
The information pattern is as follows: it is assumed that the control u(t) has to be chosen at time t = 0 (without knowing τ ),
but when the random event happens at time τ another control (depending thus on τ ) can be chosen for the rest of
the time-horizon. Since τ is not known in advance, a bundle of control–trajectory pairs has to be involved in order to
calculate the expectation E . Without going into the details we mention that the above problem can be easily formulated
in a precise way within the general framework presented above. Here one needs to take Σ0 and Sb as singletons, to
consider x(t) = x(t, σ ) and F (t) = F (t, σ ) as distributed along Σ , and to introduce one additional state variable needed for
a representation of (12) in the form of (6). The details will be presented elsewhere.
4 For simplicity we consider only a model of the so-called SI-type, where only susceptible and infected individuals are considered. Heterogeneous exten-
sions of SIR and more complex models also ﬁt to the framework of this paper.
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In this section we address the issue of existence of a solution to system (2)–(4) for ﬁxed u ∈ U and v ∈ V and its
sensitivity with respect to u and v , which will be used in the proof of the optimality conditions in the next section.
Theorem1. Let Assumptions 1–2 be fulﬁlled. Then for every u ∈ U and v ∈ V system (2)–(4) has a solution (x, y) ∈ L∞(D)× L∞(0, T )
and the solution is unique in the space L1(D)× L1(0, T ). Moreover, the norm of the solution can be bounded by a constant independent
of u and v.
Proof. The proof uses a contraction mapping argument. We give only a sketch, skipping some standard details. Since u and
v are ﬁxed we suppress them as arguments of f and g .
Let in Z := L1(D) × L1(0, T ) we deﬁne the norm
∥∥(x, y)∥∥= ‖x‖ + ‖y‖ := d∫
D
e−αt
∣∣x(t, σ )∣∣dσ dt +
T∫
0
e−αt
∣∣y(t)∣∣dt.
1. We shall prove that with an appropriate choice of d and α > 0 we can ensure that the unit ball in Z is invariant with
respect to the mapping (x, y) → (F (x, y),G(x)), where
F (x, y)(t, σ ) = ϕ(σ , y(T0(σ )), v(T0(σ )))+
t∫
T0(σ )
f
(
θ,σ , x(θ,σ ), y(θ)
)
dθ,
G(x)(t) =
∫
Ω(t)
g
(
t, σ , x(t, σ )
)
dσ .
Let ‖(x, y)‖  1. It would be convenient to extend x to the set [0, T ] × Σ , deﬁning it as zero outside D . Using the linear
growth condition in Assumption 2 we estimate
∥∥F (x, y)∥∥= d
T∫
0
e−αt
∫
Ω(t)
∣∣ϕ(σ , y(T0(σ )), v(T0(σ )))∣∣dσ dt + dC¯
T∫
0
e−αt
∫
Ω(t)
t∫
T0(σ )
(
1+ ∣∣x(θ,σ )∣∣+ ∣∣y(θ)∣∣)dθ dσ dt.
We split the ﬁrst integral in two parts, Ω(t) ∩ Ω(0) and Ω(t) \ Ω(0), and use the inclusion
Ω(t) \ Ω(0) = {(τ , s): τ  t  T1(τ , s), s ∈ S}⊂ {(τ , s): τ  t, s ∈ S}
to estimate the ﬁrst integral by
d
α
(‖ϕ‖L1(Σ0) + C¯ meas(Σb))+ dC¯
T∫
0
e−αt
∫
S
t∫
0
∣∣y(θ)∣∣dθ dsdt.
For the second integral we represent using the Fubini theorem
T∫
0
e−αt
∫
Ω(t)
t∫
T0(σ )
. . .dθ dσ dt =
∫
Σ
T1(σ )∫
T0(σ )
T1(σ )∫
θ
e−αt dt . . .dθ dσ  1
α
∫
Σ
T1(σ )∫
T0(σ )
e−αθ . . .dθ dσ .
Then after some obvious manipulations, having in mind also the deﬁnition of the norm in Z we obtain the estimate
∥∥F (x, y)∥∥ d
α
(‖ϕ‖L1(Σ0) + C¯ meas(Σb) + C¯ T meas(Σ))+ dα C¯
(
meas(S) +meas(Σ))‖y‖ + C¯
α
‖x‖.
The estimation for G(x) is straightforward:
∥∥G(x)∥∥ C¯
α
meas(Σ) + C¯
d
‖x‖.
Choosing ﬁrst a suﬃciently large d, then a suﬃciently large α, so that 1/α, 1/d and d/α are suﬃciently small (depending
only on C¯ and the measures of Σ0, Σb and S) one can ensure the inequality∥∥F (x, y)∥∥+ ∥∥G(x)∥∥ 0.5+ 0.5(‖x‖ + ‖y‖),
which implies that (F ,G) maps the unite ball in Z into itself.
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modify the functions f , g , ϕ outside the ball |x| + |y| R so that the resulting functions are globally Lipschitz continuous
in x and y with some constant M . Then exactly in the same way as in part 1 we can estimate
∥∥F (x1, y1) − F (x, y)∥∥+ ∥∥G(x1) − G(x)∥∥
(
1
α
+ 1
d
)
M‖x1 − x‖ + d
α
M
(
meas(S) +meas(Σ))‖y1 − y‖.
Choosing, if necessary, the constants d and α even larger we may ensure that the coeﬃcients of ‖x‖ and ‖y‖ are less than 1,
thus the mapping (F ,G) is a contraction. Thus, the equation (x, y) = (F (x, y),G(x)) has a solution (x, y), which apparently
solves (2)–(4) for the modiﬁed data f , g and ϕ .
3. Now we shall estimate the L∞-norm of x and y. Since ‖(x, y)‖  1, then ‖x‖L1(D)  q and ‖y‖L1(0,T )  q for some
number q (depending only on the choice of α and d, hence only on C¯ and the measures of Σ0, Σb and Sb). Then we
estimate from (8)
∣∣x(t, σ )∣∣ C¯
t∫
T0(σ )
(
1+ ∣∣x(θ,σ )∣∣+ ∣∣y(θ)∣∣)dθ + { C¯ if σ ∈ Σ0,
C¯(1+ |y(τ )|) if σ = (τ , s) ∈ Σb.
(13)
Substituting this in the estimation
∣∣y(t)∣∣ C¯ ∫
Ω(t)
(
1+ ∣∣x(t, σ )∣∣)dσ
we easily obtain the estimation∣∣y(t)∣∣ (C¯ + C¯2 + T C¯2)meas(Σ) + C¯2(1+meas(Σ) +meas(S))q C∗y .
Using this estimation in (13) and applying the Grönwall inequality for any ﬁxed σ we obtain an estimation |x(t, σ )| C∗x ,
where C∗x depends only on C¯ and the measures of Σ0, Σb and S .
Now we specify R = C∗x + C∗y +1. Then |x(t, σ )|+ |y(t)| < R , thus all the values of (x, y) lay in the area where f , g and h
are not modiﬁed. Thus (x, y) solves (2)–(4). Notice that the constants C∗x and C∗y do not depend on the choice of the ﬁxed
functions u and v , which proves the last claim of the theorem.
The proof of the uniqueness is standard, since we already proved that every solution in L1(D) × L1(0, T ) is actually
bounded, therefore a Lipschitz constant exists in all the domain of interest (in which the solution takes values). 
The next theorem estimates the sensitivity of the solution of (2)–(4) with respect to perturbations in u and v , and will
play a key role in the proof of the optimality conditions in the next section. We deﬁne in L∞(D) the norms
‖u‖L∞,1(D) = ess supt∈(0,T ]
∫
Ω(t)
∣∣u(t, σ )∣∣dσ , ‖u‖L1,∞(D) = ess supσ∈Σ
T1(σ )∫
T0(σ )
∣∣u(t, σ )∣∣dt.
Theorem 2. Let Assumptions 1–2 hold. There exists a constant C such that for every two admissible control pairs (u, v) and (u˜, v˜) =
(u, v) + (u,v) the solutions (x, y) and (x˜, y˜) = (x, y) + (x,y) corresponding to (u, v) and (u˜, v˜), respectively, satisfy the
inequalities
‖x‖L∞(D)  C
(‖u‖L∞,1(D) + ‖u‖L1,∞(D) + ‖v‖L∞(0,T )),∥∥x(t, ·)∥∥L1(Ω(t))  C(‖u‖L1(D) + ‖v‖L1(0,T )),
‖y‖L∞(0,T )  C
(‖u‖L∞,1(D) + ‖v‖L∞(0,T )),
‖y‖L1(0,T )  C
(‖u‖L1(D) + ‖v‖L1(0,T )).
Proof. According to Theorem 1, the solutions (x, y) and (x˜, y˜) exist on D and are uniformly bounded. The Lipschitz constants
and bounds of the data of the problem and their derivatives that appear below apply to a ball in Rn × Rm containing in its
interior the values of these solutions, and to all t ∈ [0, T ], σ ∈ Ω(t), u ∈ U , v ∈ V .
We have
x(t, σ ) = y,vϕ
(
σ , y
(
T0(σ )
)
, v
(
T0(σ )
))+
t∫
T0(σ )
x,y,u,v f
(
θ,σ , x(θ,σ ), y(θ),u(θ,σ ), v(θ)
)
dθ,
where we use the convention that z F (θ,σ , z(θ,σ ), . . .) = F (θ,σ , z˜(θ,σ ), . . .) − F (θ,σ , z(θ,σ ), . . .). Thus
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(
σ , y¯
(
T0(σ )
)
, v˜
(
T0(σ )
))
y
(
T0(σ )
)+ vϕ(σ , y(T0(σ )), v(T0(σ )))
+
t∫
T0(σ )
[
fx
(
θ,σ , x¯(θ,σ ), y¯(θ), u˜(θ,σ ), v˜(θ)
)
x(θ,σ ) + f y
(
θ,σ , x¯(θ,σ ), y¯(θ), u˜(θ,σ ), v˜(θ)
)
y(θ)
]
dθ
+
t∫
T0(σ )
u,v f
(
θ,σ , x(θ,σ ), y(θ),u(θ,σ ), v(θ)
)
dθ, (14)
where x¯(θ,σ ) ∈ [x˜(θ,σ ), x(θ,σ )], y¯(θ) ∈ [ y˜(θ), y(θ)], etc. (we overload the notations x¯ and y¯ since the particular values
need not be the same in different places).
Similarly, for t > 0
y(t) =
∫
Ω(t)
gx
(
t, σ , x¯(t, σ ), u˜(t, σ ), v˜(t)
)
x(t, σ )dσ +
∫
Ω(t)
u,v g
(
t, σ , x(t, σ ),u(t, σ ), v(t)
)
dσ . (15)
Deﬁne ε(t) = ∫
Ω(t) |x(t, σ )|dσ . In order to estimate ε(t) we plug the above expression for y in (14) and integrate
on Ω(t). Each of the arising components in this representation has to be estimated separately. For the terms containing ϕ
we split the integral on Ω(t) in two parts: on Ω(t) ∩ Ω(0) and on Ω(t) \ Ω(0), and take into account that Ω(0) = Σ0 (see
(1) and Assumption 1(i), (ii)), ϕy = vϕ = 0, T0(σ ) = 0 for σ ∈ Ω(t) ∩ Ω(0), while T0(σ ) = τ for σ = (τ , s) ∈ Ω(t) \ Ω(0)
(see Assumption 1). Thus, the terms involving ϕ can easily be estimated by
C
t∫
0
ε(τ )dτ + C(‖u‖L1(D) + ‖v‖L1(0,T )),
where here and below C symbolizes a constant (independent of u, v, u˜, v˜).
To estimate the term containing fx in (14) we notice that{
(σ , θ): σ ∈ Ω(t), θ ∈ [T0(σ ), t]}= {(σ , θ) ∈ Σ × [0, T ]: T0(σ ) t  T1(σ ), T0(σ ) θ  t}
⊂ {(σ , θ): θ ∈ [0, t], σ ∈ Σ, T0(σ ) θ  T1(σ )}= {(σ , θ): θ ∈ [0, t], σ ∈ Ω(θ)}.
Then the estimation of this term by C
∫ t
0 ε(τ )dτ is obvious after changing the order of integration. The same estimation
holds for the triple integral involving f y gx . The triple integral involving f yu,v g and the last term in (14) can be easily
estimated by C‖u˜−u‖L1(D) +‖v˜ − v‖L1(0,T ) . Using the so obtained estimation of ε(t) and the Grönwall inequality we obtain
that
ε(t) C
(‖u‖L1(D) + ‖v‖L1(0,T )). (16)
From (15) we obtain that for a.e. t∣∣y(t)∣∣ Cε(t) + C∥∥u(t, ·)∥∥L1(Ω(t)) + C∣∣v(t)∣∣. (17)
Using this inequality and (16) in (14), we obtain that
∣∣x(t, σ )∣∣ C
( t∫
T0(σ )
∣∣x(θ,σ )∣∣dθ + ‖u‖L1(D) + ‖v‖L1(0,T ) + ∥∥u(·, σ )∥∥L1(T0(σ ),T1(σ ))
+ ∥∥u(T0(σ ), ·)∥∥L1(Ω(T0(σ ))) + ∣∣v(T0(σ ))∣∣
)
,
where the last two terms are missing if σ ∈ Σ0.
Applying the Grönwall inequality for a ﬁxed σ ∈ Σ we obtain the ﬁrst inequality in the formulation of the theorem. The
second one is already obtained in (16). The estimations for y are straightforward from (17). 
5. First order optimality conditions
In this section we obtain a ﬁrst order necessary optimality condition for problem (2)–(6) in the form consistent with the
Pontryagin maximum principle. As a byproduct we provide a formula for the gradient of the objective function with respect
to the control functions in an appropriate space setting.
The vectors x and y are considered as column-vectors, as usual. Let ξ : D → Rn and η : [0, T ] → Rm be two measurable
and bounded row-vector functions of dimensions n, and m, respectively. Let (u, v) be an admissible control pair, and let
(x, y) ∈ L∞(D) × L∞(0, T ) be the corresponding solution of (2)–(4), which exists due to Theorem 1.
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continuous on (T0(σ ), T1(σ )], and the following equations are satisﬁed:
−ξ˙ (t, σ ) = ξ(t, σ ) fx(t, σ ) + η(t)gx(t, σ ) + Lx(t, σ ), t ∈
(
T0(σ ), T1(σ )
]
, (18)
ξ
(
T1(σ ),σ
)= ξ1(σ ) := {0 if σ ∈ Σ \ Ω(T ),
lx(σ , x(T1(σ ),σ )) if σ ∈ Ω(T ), (19)
η(t) =
∫
S
ξ
(
t, (t, s)
)
ϕy
(
(t, s), y(t), v(t)
)
ds +
∫
Ω(t)
[
ξ(t, σ ) f y(t, σ ) + L y(t, σ )
]
dσ , t ∈ (0, T ], (20)
where by convention we skip those arguments x, y, u, v which are evaluated at (t, σ ) or t , respectively (so that f y(t, σ ) =
f y(t, σ , x(t, σ ), y(t),u(t, σ ), v(t)), for example). Notice that σ = (t, s) ∈ Σb , so that ξ(t, (t, s)) and ϕ((t, s), . . .) are well
deﬁned. By the standard deﬁnition [35, Chapter 1], the integral on S equals zero if S = ∅.
Proposition 1. Let Assumptions 1 and 2 hold. For every admissible reference solution (u, v, x, y) an adjoint pair (ξ,η) exists and is
unique.
Proof. For a ﬁxed σ ∈ Σ and for t , θ ∈ (T0(σ ), T1(σ )] we denote by φ(t, θ;σ) the fundamental matrix solution normalized
at t = θ of the linear equation ξ˙ = ξ fx(t, σ ), that is
∂
∂t
φ(t, θ;σ) = φ(t, θ;σ) fx(t, σ ), φ(θ, θ;σ) = I,
where I is the unit matrix. Then for a ﬁxed function η ∈ L∞(0, T ) the Cauchy formula for (18), (19) gives
ξ(t, σ ) = φ(T1(σ ), t;σ )ξ1(σ ) +
T1(σ )∫
t
[
η(θ)gx(θ,σ ) + Lx(θ,σ )
]
φ(θ, t;σ)dθ, t ∈ (T0(σ ), T1(σ )]. (21)
Substituting this expression in (20) we obtain an equation of the form
η(t) =
∫
S
T1((t,s))∫
t
η(θ)gx
(
θ, (t, s)
)
φ
(
θ, t; (t, s))ϕy((t, s), y(t), v(t))dθ ds
+
∫
Ω(t)
T1(σ )∫
t
η(θ)gx(θ,σ )φ(θ, t;σ) f y(t, σ )dθ dσ + h(t), t ∈ (0, T ],
where h ∈ L∞(0, T ). We change the order of integration in the two integrals (using Fubini’s theorem) obtaining an equation
of the form
η(t) =
T∫
t
η(θ)
[ ∫
S∩T−11,s (t,[θ,T ])
. . .ds +
∫
Ω(t)∩T−11 ([θ,T ])
. . .dσ
]
dθ + h(t),
where the ﬁrst inversion, T−11,s , is with respect to s (as indicated by the subscript s). Notice that some of the intersections
involved may be empty, in which case the corresponding integral equals zero. The two sets in the inner integrations are
measurable, thanks to the measurability of T1 in s for a.e. t .
Thus we obtain a Volterra integral equation of the second kind for η (in inverse time), which has a unique solution
η ∈ L∞(0, T ) [23, Theorem 4.2, Chapter 9]. Then (ξ,η) with ξ deﬁned by (21) is an adjoint pair. The uniqueness follows
from the uniqueness of the solution of the Volterra equation. 
In the proof of the optimality condition below we need the following additional assumption.
Assumption 3.
(i) The set V is convex; f , g , L and ϕ are differentiable in v and the derivatives are continuous in v uniformly in the rest
of the variables.
At least one of the conditions (ii′) and (ii′′) below is fulﬁlled:
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the variables;
(ii′′) The measurable space [0, T ] × Σ has the property that for every measurable D∗ ⊂ [0, T ] × Σ with meas(D∗) > 0 and
for every ε > 0 there exists a measurable D˜ ⊂ D∗ such that
meas(D˜) > 0, meas
({
t: (t, σ ) ∈ D˜ for some σ }) ε, meas({σ : (t, σ ) ∈ D˜ for some t}) ε.
The role of Assumption 3 is discussed in Remark 1 at the end of the section.
Theorem 3. Let Assumptions 1–3 hold. Let (u, v, x, y) be an optimal solution of problem (2)–(6), and let (ξ,η) be the corresponding
adjoint pair, which exists and is unique, according to Proposition 1. Denote
H(t, σ ,u, v) = L(t, σ ,u, v) + ξ(t, σ ) f (t, σ ,u, v) + η(t)g(t, σ ,u, v).
Then for a.e. t ∈ (0, T )[ ∫
S
ξ
(
t, (t, s)
)
ϕv
(
(t, s), y(t), v(t)
)
ds +
∫
Ω(t)
Hv
(
t, σ ,u(t, σ ), v(t)
)
dσ
](
v(t) − v) 0 ∀v ∈ V .
If Assumption 3(ii′) holds, then
Hu
(
t, σ ,u(t, σ ), v(t)
)(
u(t, σ ) − u) 0 ∀u ∈ U . (22)
If Assumption 3(ii′′) holds, then for a.e. (t, σ ) ∈ D
H
(
t, σ ,u(t, σ ), v(t)
)− H(t, σ ,u, v(t)) 0 ∀u ∈ U . (23)
Proof. Let (u˜, v˜) be an admissible control pair and let (x˜, y˜) be the corresponding solution.
We subtract Eq. (2) from the same equation for (x˜, y˜), multiply by ξ , and integrate over D:
T∫
0
∫
Ω(t)
ξ(t, σ )˙x(t, σ )dσ dt =
T∫
0
∫
Ω(t)
ξ(t, σ )
[
fx
(
t, σ , x¯(t, σ ), y¯(t), u˜(t, σ ), v˜(t)
)
x(t, σ )
+ f y
(
t, σ , x¯(t, σ ), y¯(t), u˜(t, σ ), v˜(t)
)
y(t) + u,v f
(
t, σ
)
)
]
dσ dt,
where we use the same notational conventions introduced in the proof of Theorem 2 before and after (14). For the left-hand
side we have
T∫
0
∫
Ω(t)
ξ(t, σ )˙x(t, σ )dσ dt =
∫
Σ
T1(σ )∫
T0(σ )
ξ(t, σ )˙x(t, σ )dt dσ
=
∫
Σ
[
ξ
(
T1(σ ),σ
)
x
(
T1(σ ),σ
)− ξ(T0(σ ),σ )x(T0(σ ),σ )]dσ
−
∫
Σ
T1(σ )∫
T0(σ )
ξ˙ (t, σ )x(t, σ )dt dσ
= −
T∫
0
∫
Ω(t)
ξ˙ (t, σ )x(t, σ )dσ dt +
∫
Σ
ξ
(
T1(σ ),σ
)
x
(
T1(σ ),σ
)
dσ
−
T∫
0
∫
S
ξ
(
t, (t, s)
)[
ϕy
(
(t, s), y¯(t), v˜(t)
)
y(t) + vϕ
(
(t, s), y(t), v(t)
)]
dsdt, (24)
where we have used the particular form of Σb speciﬁed in Assumption 1, and the fact that x(T0(σ ),σ ) = ϕ(σ )−ϕ(σ ) = 0
on Σ0.
We have that Ω(T ) = {σ ∈ Σ: T ∈ [T0(σ ), T1(σ )]} = {σ ∈ Σ: T1(σ ) = T }, hence T1(σ ) = T for σ ∈ Ω(T ). Taking into
account (19) we obtain from (24) the equality
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0
∫
Ω(t)
ξ(t, σ )
[
fx(t, σ )x(t, σ ) + f y(t, σ )y(t) + u,v f (t, σ )
]
dσ dt + R1(u,v)
= −
T∫
0
∫
Ω(t)
ξ˙ (t, σ )x(t, σ )dσ dt +
∫
Ω(T )
lx
(
σ , x(T , σ )
)
x(T , σ )dσ
−
T∫
0
∫
S
ξ
(
t, (t, s)
)[
ϕy
(
(t, s), y(t), v(t)
)
y(t) + vϕ
(
(t, s), y(t), v(t)
)]
dsdt. (25)
The terms included in R1 can be estimated:
|R1| C1
[(‖y‖L1 + ‖v‖L1)(‖y‖L∞ + ‖v‖L∞)+ (‖x‖L1 + ‖y‖L1 + ‖u‖L1 + ‖v‖L1)(‖x‖L∞ + ‖y‖L∞)].
Then using Theorem 2 we estimate∣∣R1(u,v)∣∣ C(‖u‖L1(D) + ‖v‖L1(0,T )) (‖u‖L1,∞(D) + ‖u‖L∞,1(D) + ‖v‖L∞(0,T )). (26)
The constant C1, and according to Theorem 2 also C , can be chosen independent of the particular choice of u˜ ∈ U and
v˜ ∈ V .
Multiplying (15) by η and integrating on [0, T ] we obtain that
T∫
0
η(t)y(t)dt =
T∫
0
∫
Ω(t)
η(t)
[
gx(t, σ )x(t, σ ) + u,v g(t, σ )
]
dσ dt + R2(u,v), (27)
where we estimate R2 from Theorem 2 in the same way as R1 in (26).
Denoting by J (u, v) and J (u˜, v˜) the corresponding values of the objective function we represent
J (u˜, v˜) − J (u, v) =
∫
Ω(T )
lx
(
σ , x(T , σ )
)
x(T , σ )dσ
+
T∫
0
∫
Ω(t)
[
Lx(t, σ )x(t, σ ) + L y(t, σ )y(t) + u,v L(t, σ )
]
dσ dt + R3(u,v),
where R3 can be estimated in the same way as R1 in (26). Adding to this equality (25) and (27), and taking into account
the adjoint equations we obtain
J (u˜, v˜) − J (u, v) =
T∫
0
∫
S
ξ
(
t, (t, s)
)
vϕ
(
(t, s)
)
dsdt
+
T∫
0
∫
Ω(t)
[
u,v L(t, σ ) + ξ(t, σ )u,v f (t, σ ) + η(t)u,v g(t, σ )
]
dσ dt + R(u,v), (28)
where R satisﬁes the same estimation as R1 in (26).
Let us prove the claim of the theorem concerning u. First, we consider the more delicate case of Assumption 3(ii′′).
Assume that (23) is not true, that is, there exists a set D0 ⊂ D of positive measure, such that
H
(
t, σ ,u(t, σ )
)
< sup
u∈U
H(t, σ ,u) =: H∗(t, σ ).
Then a standard argument (using the σ -additivity of the measure) implies that there exists a set D1 ⊂ D0 with a positive
measure and δ > 0 such that
H
(
t, σ ,u(t, σ )
)
 H∗(t, σ ) − δ ∀(t, σ ) ∈ D1.
Since H is continuous in u uniformly with respect to (t, σ ) (Assumption 2) for each u ∈ U there is a neighborhood Ou of u
in U such that∣∣H(t, σ ,u) − H(t, σ , u˜)∣∣< δ ∀u˜ ∈ Ou, ∀(t, σ ) ∈ D.2
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say Ou∗ , it holds that H(t, σ ,u∗) H∗(t, σ ) − δ/2 for (t, σ ) ∈ D∗ ⊂ D1, where D∗ is of positive measure. Then we have
H
(
t, σ ,u(t, σ )
)
 H
(
t, σ ,u∗
)− δ
2
∀(t, σ ) ∈ D∗.
Let us ﬁx ε > 0 so that 2C(diam(U ))2ε = δ/4, C is the constant for which (26) holds for the remainder R in (28), and
diam(U ) is the diameter of the set U .
According to Assumption 3(ii′′), given this positive ε there exists D˜ ⊂ D∗ such that
meas(D˜) > 0, meas
({
t: (t, σ ) ∈ D˜ for some σ }) ε, meas({σ : (t, σ ) ∈ D˜ for some t}) ε.
Let us deﬁne
u˜(t, σ ) =
{
u(t, σ ) if (t, σ ) /∈ D˜,
u∗ if (t, σ ) ∈ D˜.
We easily estimate
‖u‖L1(D)  diam(U )meas(D˜), ‖u‖L1,∞(D) + ‖u‖L∞,1(D)  2diam(U )ε.
Then we can estimate the remainder R(u,0) in (28) (see (26)):∣∣R(u,0)∣∣ 2C(diam(U ))2 meas(D˜)ε.
According to (28) and the optimality of (u, v) we have
0 J (u˜, v) − J (u, v) =
T∫
0
∫
Ω(t)
[
H
(
t, σ , u˜(t, σ ), v(t)
)− H(t, σ ,u(t, σ ), v(t))]dσ dt + R(u,0)

∫
D˜
[
H
(
t, σ ,u∗, v(t)
)− H(t, σ ,u(t, σ ), v(t))]dσ dt − 2C(diam(U ))2 meas(D˜)ε
meas(D˜) δ
2
− 2C(diam(U ))2 meas(D˜)ε = meas(D˜) δ
4
> 0.
This contradiction shows that u satisﬁes (23).
Now we shall prove (22) using Assumption 3(ii′). Assume that (22) is false. Exactly in the same way as in the case of
Assumption 3(ii′′), using the assumed uniform continuity of the derivative Hu , one can prove the existence of a set D∗ ⊂ D
with meas(D∗) > 0, a number δ > 0, and u∗ ∈ U such that
Hu
(
t, σ ,u(t, σ )
)(
u(t, σ ) − u∗)−δ ∀(t, σ ) ∈ D∗.
Since now U is assumed convex, the control
u˜(t, σ ) =
{
u(t, σ ) if (t, σ ) /∈ D∗,
u(t, σ ) + h(u∗ − u(t, σ )) if (t, σ ) ∈ D∗
is admissible for every h ∈ (0,1]. We have
H
(
t, σ , u˜(t, σ ), v(t)
)− H(t, σ ,u(t, σ ), v(t)) hHu(t, σ ,u(t, σ ), v(t))(u∗ − u(t, σ ))− h δ
2
 hδ − h δ
2
= h δ
2
for all suﬃciently small h > 0. Then using (28) we obtain
J (u˜, v) − J (u, v) =
∫
D∗
[
H
(
t, σ , u˜(t, σ ), v(t)
)− H(t, σ ,u(t, σ ), v(t))]d(t, σ ) + R(u,0)
meas(D∗)h δ
2
+ R(u,0).
Using (26) (which is fulﬁlled also by R with an appropriate constant C ) and Theorem 2 we estimate∣∣R(u,0)∣∣ Ch diam(U )meas(D∗)(h diam(U ) + h diam(U )) C2h2 meas(D∗).
Hence,
J (u˜, v) − J (u, v)meas(D∗)
(
h
δ
2
− C2h2
)
.
The right-hand side is positive for suﬃciently small h > 0, which contradicts the optimality of u. This proves (22).
The proof of the claim for v is similar. 
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are Lipschitz in (u, v), uniformly with respect to the rest of the variables. Denote by J (u, v) the value of the objective function (6) for
the admissible control pair (u, v). Then the functional J : U × V → R is Frechet differentiable at every admissible control pair (u, v)
with respect to the norm ‖u‖L∞,1(D) + ‖u‖L1,∞(D) + ‖v‖L∞(0,T ) in L∞(D) × L∞(0, T ). Moreover,
J ′u(u, v)(t, σ ) = Hu
(
t, σ ,u(t, σ ), v(t)
)
,
J ′v(u, v)(t) =
∫
S
ξ
(
t, (t, s)
)
ϕv
(
(t, s), y(t), v(t)
)
ds +
∫
Ω(t)
Hv
(
t, σ ,u(t, σ ), v(t)
)
dσ .
This is easy to prove using formula (28), the estimation (26) for the rest term R , and the inequality ‖u‖L1(D) 
T‖u‖L∞,1(D) .
We mention that the norm in Corollary 1 is stronger than the Lp-norm, but weaker than the L∞ one.
Remark 1. The maximum principle in the above theorem is local with respect to v . The reason is that v can directly
inﬂuence the “initial” condition (3). The direct inﬂuence of v on x(t, σ ) for σ ∈ Σb makes the linearization of the state
equation that is used to derive the adjoint equation irrelevant, if ‖v‖L∞(0,T ) is not small. In fact, the global version of
the maximum principle with respect to v is false, in general, as one can easily see by trivial counterexamples. A global
maximum principle for v holds if the side condition ϕ does not depend on v neither directly, nor trough the variable y
given by (4). The maximum principle is global with respect to u, provided that Assumption 3(ii′′) is fulﬁlled. This assumption
rules out the possibility of “discrete” heterogeneity (see the suﬃcient condition for Assumption 3(ii′′) given in Section 6,
which requires that the measure in Σ0 is non-atomic). It ensures the so-called “hidden convexiﬁcation”—a property that
enables the global form of the maximum principle.
6. Discussions and extensions
1. Although Assumption 3(ii′′) is easy to verify in most of the particular cases, we prove a general lemma claiming that this
assumption is fulﬁlled for Radon measurable spaces Σ0 and S if Σ0 is non-atomic. The condition that Σ0 is non-atomic
is restrictive (since it eliminates systems with discrete parameters of heterogeneity), but in the same time it is essential,
since the global maximum principle is not true, in general, for the case of a discrete heterogeneity, for similar reasons as
for discrete-time control systems.
Lemma 1. Let Σ0 and S be compact metric spaces, each equipped with the Lebesgue extension of a nonnegative Radon measure and
let Σ0 be non-atomic.5 Then Assumption 3(ii′′) is fulﬁlled.
Proof. Apparently, it is enough to prove the claim for Radon spaces Σ0 and S without taking the Lebesgue completion.
Theorem 1.4.49 in [35, Chapter 1] implies that Σb is also a Radon measurable space. Moreover, it is easy to verify that the
product Σb = (0, T ]×S is non-atomic, since the Lebesgue measure on (0, T ] is such. Thus Σb is a non-atomic Radon space,
therefore Σ has the same property.
We refer again to the proof of Theorem 1.4.49 in [35, Chapter 1] for the fact that for any measurable D∗ ⊂ [0, T ] × Σ
and for every ε > 0 (this will be the ε from Assumption 3) there exist (a countable number of) non-intersecting measurable
sets Θi ⊂ (0, T ] and Zi ⊂ Σ such that
D∗ ⊂
⋃
i
(Θi × Zi), meas
(⋃
i
(Θi × Zi) \ D∗
)
 ε/6.
According to the Sacks theorem [35, Chapter 1] there exist measurable Θ˜i ⊂ Θi and Z˜ i ⊂ Zi such that
meas(Θ˜i) = ε/2i, meas( Z˜ i) = ε/2i, i = 1,2, . . . .
We deﬁne D˜ = (⋃i(Θ˜i × Z˜ i)) ∩ D∗ . Then the last two inequalities in Assumption 3 are satisﬁed, since∑
i
meas(Θ˜i) ε,
∑
i
meas( Z˜ i) ε.
5 We remind (see [35, Chapter 1]) that a measurable space is called Radon space if the σ -ﬁeld of measurable sets is the smallest one containing all
open sets, the measure is ﬁnite and regular, i.e. for every measurable Z and ε > 0 there are a closed Z¯ ⊂ Z and an open Z˜ ⊃ Z such that meas( Z˜ \ Z¯) ε.
A measurable space is non-atomic if every measurable set with positive measure contains a subset with a smaller positive measure. The Lebesgue comple-
tion of a Radon space is the σ -ﬁeld joining the original one with all subsets of sets of measure zero.
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meas(D˜)meas
(⋃
i
(Θ˜i × Z˜ i)
)
−meas
((⋃
i
(Θ˜i × Z˜ i)
)
\ D∗
)
 ε2 −meas
(⋃
i
(Θi × Zi) \ D∗
)
 ε2
∑
i
1/4i  ε2/3− ε2/6> 0. 
2. Distributed aggregated state. In many situations it is reasonable to consider also distributed aggregated variables
z(t, σ ) =
∫
Ω(t)
h
(
t, σ ,σ ′, x(t, σ ′),u(t, σ ′)
)
dσ ′,
which may enter in the right-hand side of Eq. (2). This is typically the case in heterogeneous models of contagious phe-
nomena (infectious diseases, illicit drug use, fashion, etc.) where the contact rate between two individuals with parameters
σ and σ ′ depends on the pair (σ ,σ ′). In economics, distributed nonlocal terms in the dynamics may provide a relevant
tool for modeling transitions across the geographical space (e.g. [8,10], where the space dynamics of capital is modeled by
a diffusion equation).
3. Semigroup property. For t1 > 0 we may interpret the state x(t1, σ ), σ ∈ Ω(t1), of system (2)–(4) as an initial state for a
system of the same form. Namely, we deﬁne
Σ
t1
0 = Ω(t1), Σ t1b =
{
(τ , s): τ > t1, s ∈ S
}
, Σ t1 = Σ t10 ∪ Σ t1b ,
and consider the same equations (2)–(4) on [t1, T ], with ϕ(t, σ , y, v) = x(t1, σ ) for σ ∈ Σ t10 . The semigroup property holds.
This makes it possible to investigate continuation of solutions (not assuming linear growth as we did), to apply ideas from
the semigroup theory, to apply the dynamic programming method. So far the last is developed for age-structured systems
in [15].
4. Open questions. The case of terminal constraints x(T , σ ) ∈ XT , σ ∈ Ω(T ), is studied only for speciﬁc age structured
systems in [28]. A class of problems with a state constraint (a vintage version of the Ramsey model in capital theory) is
investigated by G. Fabbri, S. Faggian, and F. Gozzi in a paper to appear, but more general problems with state constraints
and nonlocal dynamics (that is, with y appearing in (2)) have not been investigated. For such problems the case of inﬁnite
horizon (T = ∞) is investigated only for a speciﬁc age-structured system in [28], but under a non-constructive assumption.
A transversality condition for another speciﬁc case is obtained in [18]. However, the question of transversality for inﬁnite-
horizon problems with nonlocal dynamics is open.
5. Existence, uniqueness, suﬃciency. In this paper we do not investigate the above issues, but a brief discussion follows.
The standard approach for proving existence of an optimal solution by weak-compactness-and-upper-semicontinuity argu-
ment does not work if the aggregated state y enters non-additively or nonlinearly in (2), (3) or (6). The reason is that weak
convergence of uk does not imply weak convergence of uk(t, ·) for a.e. t . An idea of constructing strongly convergent min-
imizing sequences is employed in [4] and extended in [18], but it works in rather special situations. The Ekeland principle
is used for proving existence in some other special cases (for age-structured system) in [6,19]. Also uniqueness is proved in
the last paper, which is one of the few uniqueness results beyond the case of a linear-concave system. Under an appropri-
ate coercivity condition, suﬃciency of the maximum principle is proved in [32] for a class of heterogeneous systems with
parametric heterogeneity (Σb = ∅).
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