brations are found to be very consistent, with a discrepancy of 1%, which is close to the accuracy of the method. A larger bias of 3% was identified between VEGETATION-PARASOL on one hand and MERIS-MODIS on the other hand. A good consistency was found between sites, with a standard deviation of 2% for red to near-infrared bands, increasing to 4% and 6% for green and blue bands, respectively. The accuracy of the method, which is close to 1%, may also depend on the spectral bands of both sensor to calibrate and reference sensor (up to 5% in the worst case) and their corresponding geometrical matching.
the solar irradiance reflected by the Earth atmosphere system. Many new systems are, at this time, in development and will ensure the continuity of this remote-sensing data harvest. Such acquisitions provide powerful information on the atmospheric content, aerosol and clouds, the surface coverage and type, monitoring of the vegetation cycle, and ocean properties. These measurements are used for scientific analysis and are now crucial for operational applications such as meteorology.
In this context of several existing missions that deliver multiple data sets, the need for cross calibration becomes obvious. First, it is the way to guarantee consistency between two time series from two different sensors to build long-term time series of observations, which are essential for global analysis and climate change monitoring. Another need is to combine measurements from different sensors to improve the spatial coverage or to derive additional geophysical products. In addition, cross calibration is a key element when analyzing differences between products that are derived from measurements of different sensors. MODIS and PARASOL cross calibration, for example, provides valuable information in the context of the A-train. A combination of data based on A.M. and P.M. sensors from MODIS instruments onboard the TERRA and AQUA satellites stresses the need for accurate cross calibration. Finally, in the context of meteorological applications, it becomes crucial to guarantee consistency between observations from the LEO and GEO satellites. This activity is part of the mission of the GSICS [1] , which aims at cross calibrating operational geostationary weather satellites such as GOES and MSG and characterizing them with respect to reference low-orbit sensors such as MODIS.
In this paper, a methodology is presented to use desert sites to perform accurate and operational cross calibration between sensors. The selection of suitable desert sites is first summarized, and the calibration method is detailed. Results are then presented to illustrate the efficiency and the accuracy of the method. Calibration over desert sites can be used not only to provide a cross calibration between two sensors but also to provide powerful information for multitemporal monitoring or trending. This paper will focus on the cross calibration rather than monitoring, considering that both aspects of the calibration can be linked through specific optimizations that can be made for the temporal monitoring (e.g., select a specific geometry and select the best REF). Moreover, because the approach can easily be extended to the SWIR bands (1.6 or 2.2 μm), we will limit the results presented here to the spectral range from VIS to NIR, typically from 412 nm to 865 nm, mainly because significantly fewer matchups are available for SWIR bands.
II. DEFINITION OF DESERT SITES

A. Historical Selection of 20 Desert Sites
There are different ways of performing on-orbit sensor cross calibration, but among the first is the use of stable and homogeneous sites. In this context, desert areas appear to be very suitable sites for calibration [2] , [3] . This is the reason that a selection of candidate sites was proposed in the work of Cosnefroy et al. [4] and is historically considered at the CNES as a reference list of calibration sites. The authors in [4] described the methodology used for selecting a set of 20 desert sites. The main results reported in this previous paper are briefly summarized here. Based on Meteosat-4 data for the period July 1989-January 1990, an analysis was performed to identify 100 × 100 km 2 areas with a relative spatial uniformity of less than 3%. A selection of 20 desert sites in Africa and Arabia was identified, and locations of their centers are reported in Table I and illustrated in Fig. 1 . From west to east, these sites were selected in Mauritania (two sites), Mali, Algeria (five sites), Niger (three sites), Libya (four sites), Egypt, Sudan, and Arabia (three sites). Note that Niger site 3 is, in fact, at the border of Algeria and Niger and consequently straddles these two countries.
These sites were also characterized in terms of cloud coverage (30%-60% of clear days) and precipitation. In addition, their bidirectional behaviors, i.e., the variation of reflectance with solar and viewing angles, appear to be relatively limited (less than 15% for zenith angles under 60
• ) compared to other surface types. Because of their excellent properties, i.e., accessibility, stability, and homogeneity, the 20 desert sites reported in Table I were declared suitable for calibration [4] .
In their original definition, desert sites were sized to 41 × 41 Meteosat pixels, which approximately corresponds to 100 × 100 km 2 . Such a definition in pixels is not very convenient, because the size varies from site to site, depending on the latitude and the longitude. Therefore, the size of the sites has Table I . recently been slightly redefined and fixed to a ±0. 45 • square in latitude and longitude. This definition, the same for all sites, still leads to an area of approximately 100 × 100 km 2 , which is very close to the historical definition but not exactly the same. Radiometric differences between historical and redefined sites were quantified using MODIS data and estimated to be less than a few tenths of a percent, which leads us to consider this modification as negligible.
The Infrared and Visible Optical Sensors (IVOS) Working Group from the CEOS [5] has recognized the importance of desert sites for calibration. Consequently, six of them have been selected to become international calibration sites, over which it is recommended to collect acquisitions from various sensors and make the data available. The selected sites are Algeria 3, Algeria 5, Libya 1, Libya 4, and Mauritania 1 and 2 [6] . Nevertheless, slight differences may exist between the site definition considered by the CEOS [6] and the site definition in Table I : if the centers of the sites are consistent, the CEOS sites are smaller. These 0.9
• × 0.9 • sites will hereafter be referred to as "standard" sites.
B. Radiometric Profile of Desert Sites
Since the recommendation of desert sites in 1996 [4] based on a few months of observations, a great amount of data has been acquired and analyzed, providing additional information and fruitful feedback on site behaviors. Some important characteristics are listed as follows.
• Morphology. As illustrated Figs. 2 and 3, although sites are desertic areas, their morphology or surface structure remains varied and can be described as flat sands, small or long dunes, and rocks fields mixed with sand. This has been documented in [4] and [7] .
• Brightness. Typical surface reflectances that were derived using the methodology described in Section IV-C are listed for each site in Table III for blue, red, and NIR MERIS spectral bands and illustrated in Fig. 4 These values were computed as the mean reflectance over 4 years of available MERIS data, with MERIS providing richer spectral information in this case of very bright desert sites, as illustrated for example in Fig. 10 . The goal here is to obtain a representative mean value of the surface reflectance to compare sites. It can be noticed that all sites show a more or less similar spectral reflectance compared to other surface types. The surface reflectance in the NIR (here, 865 nm according to MERIS) is about 0.57 and Fig. 4(a) , the variation between the surface reflectance of sites is about ±13% for 865 nm and increases in the blue part of the spectrum up to ±25% for 443 nm. Nevertheless, the surface reflectance normalized to 681 nm (an arbitrary wavelength in the middle of the available spectral range in Fig. 4(b) ) shows that, regardless of the site brightness, the spectral behavior is nearly the same for the red to NIR, whereas a ±25% remains for the blue to yellow spectral range. These differences can be explained by various types of minerals composed of surface sands [8] , as well as their corresponding grain sizes [9] , and their occasional mixture with rocks. Note that the quality of MERIS data is fully relevant for this analysis (with regard to calibration [10] and spectral calibration [11] of the sensor), and results were confirmed by MODIS data (not shown here) but, of course, for fewer wavelength (Fig. 10 ).
• Spatial homogeneity. One important aspect of desert profile is the radiometric uniformity over the site. This was a criterion in [4] , where a 3% threshold was considered to select desert sites. considered measurements. However, Table III provides the first characterization of the spatial homogeneity of sites, which are quite large, i.e., 100 × 100 km 2 , with regard to the MERIS spatial resolution. In general, the standard deviation is found to be less than 3% in red and NIR and remains close to 4% in blue. Nevertheless, values from 3.6% to 4.3% in the NIR are found for Algeria 4, Arabia 3, Libya 1, Libya 3, and Niger 3. For these sites, the standard deviation is also higher in blue and is sometimes very high, i.e., 6% for Algeria 4 and up to 8.8% for Arabia 3. Finally, some sites with a small standard deviation in red and NIR show a high standard deviation in blue, i.e., 4.5%-7%, for Algeria 2 and 3, but particularly for Libya 2.
• Altimetry. The altitude of sites was documented using SRTM data (90-m resolution). This information can be useful, because variation of the altitude inside the site may lead to variation of the bidirectional properties and the spatial homogeneity. As reported in Table I . These values were obtained using the methodology described in Section IV-C for atmospheric correction. In the legend, sites are arranged from the brighter site for 865 nm (Libya 1) to the darker site (Arabia 3) according to • Bidirectional effects. The BRDF, which describes how the site reflectance varies with viewing and solar angles, has been characterized. Theoretical BRDF models have been fitted to PARASOL data to derive the most appropriate model. Indeed, the PARASOL sensor provides very rich bidirectional information because of its ability to measure the same target of up to 16 times every overpass [12] , [13] . One example is provided for Libya 1 in Fig. 5 . The Snyder model [14] was found to be the model that best fits PARASOL measurements (after atmospheric correction according to Section IV-C). In general, bidirectional effects are limited to reflectance variations of about 15%; see also Section VI.
• Seasonal variation. Here, it is referred to seasonal variation on the observed reflectance. This effect can be due to the following two cases: 1) a seasonal variation of the surface properties, e.g., occurrence of rains or surface haziness (see [4] ), and 2) a bidirectional variation, because the geometrical solar configuration evolves with time. This last aspect is strongly linked to the aforementioned BRDF effects.
• Long-term stability. Desert sites are supposed to be stable with time. Because long time series are now available, typically 15 years, some feedback can be provided on this initial assumption. A deep analysis is ongoing, but as illustrated in Fig. 6 using MODIS data, the preliminary conclusion is that Arabia 3 is not stable (about 4% for more than 10 years), whereas time series evidenced no sensible evolution for 16 of the 20 other sites (e.g., Libya 3 in Fig. 6 ). This evolution can be explained by the fact that some roads and a small city appeared on one subarea of this site, as confirmed by high-resolution imagery. For the three other sites, doubtful tendencies have to be confirmed (e.g., Mali 1). Preliminary results, which also include confirmation using MERIS time series (not shown here), show that all other sites appear to be perfectly stable (undetectable variation), as shown in Fig. 6 for Libya 3 as an example.
C. Definition of Small Desert Sites
Because some sensors, mainly very high-spatial-resolution sensors, have limited swath, i.e., less than 100 km (e.g., Pleiades, VENμS, HRV/SPOT, and Formosat), it has recently been necessary to define smaller desert sites. To keep the very good properties described in Section II-B, the "small" sites were defined as a subset of the "standard" sites and as a ±0.1
• square in latitude and longitude. The "small" sites are generally located at the center of their corresponding "standard site." However, nine of them (see Table II ) have a slightly shifted center to keep radiometric consistency within 1% and 2% between the mean reflectance over the "standard" sites and over the "small" sites. The "small" desert sites will be used for Pleiades and VENμS calibration. For historical reasons, sensors such as HRV/SPOT [15] or Formosat [16] are not exactly calibrated over these "small" sites, although their swaths do not allow full coverage of the "standard" sites. Nevertheless, the obtained absolute calibration accuracy remains compatible with the objectives of these missions, and the impact on the multitemporal calibration is negligible. In this paper, neither "small" site results nor "limited swath" sensor calibration will be illustrated.
III. SADE DATABASE
A. Need for an Operational Database
Performing regular and operational cross calibration requires a configuration that will allow an easy and secured operation and traceability for all measurements and calibration results, regardless of the sensor considered. Therefore, the CNES has initiated and developed a database, called SADE (French acronym for data repository for calibration measurements), where measurements that were acquired by a given number of sensors are systematically stored and managed for crosscalibration purposes [17] , [18] .
In the SADE database, one measurement is defined by the mean reflectance that was calculated over the site and its standard deviation for all spectral bands. Sites are defined in Table I , except for sensors with small swath, for which small sites that were defined in Table II are considered. Afterward, each measurement is documented with its acquisition date and time, viewing and solar conditions (azimuth and zenith), the name of the level-1 product, associated official calibration coefficients, and version. This database also stores the calibration results with the algorithm version, all the processing parameters, and the computation date. Meteorological exogenous data are also added, i.e., surface pressure, ozone, and water vapor content.
Accurate estimation of aerosol content and model are generally not available at the sensor overpass and are consequently fixed to a representative value (as discussed in Section IV-D).
The basic approach is to store in SADE all possible measurements during the full mission life or during a limited period (e.g., the commissioning phase or an overlap with another mission), depending on the sensor considered. The full desert site archive is or will be available in SADE for MODIS-AQUA, PARASOL, MERIS, VEGETATION 1 and 2, POLDER 1 and 2, SeaWiFS, SPOT 2, 4, and 5, and AVHRR. The same strategy will be applied for upcoming sensors such as Pleiades, Venus, or Sentinel 2. For other sensors, the available data are limited to shorter time series (e.g., AVHRR, ATSR2, MISR, and THEOS) or a reduced set of sites (e.g., Landsat7, MODIS-Terra, and Formosat).
About 700 000 measurements over desert sites and from various sensors are currently stored and available in the SADE database. SADE is also used at the CNES for other operational calibration methods such as calibration over Rayleigh scattering [12] , [13] , over sunglint [19] , over deep convective clouds [16] , over Antarctica, and over the moon.
B. Data Selection and Measurement Computation
Measurements that were inserted into the SADE database are defined by a spatial mean reflectance and its standard deviation, calculated for each spectral band over a cloud-free desert site. In fact, a small percentage, up to 10%, of "unclear" pixels are tolerated but discarded in the average computation. This cloud screening is performed before insertion into SADE and constructed for each sensor using a combination of the following different cloud masks when applicable.
• Reflectance in the blue range. If the reflectance for the 443-nm band is greater than 0.25, the pixel is declared cloudy.
• Spectral index using blue and NIR. If the normalized difference between reflectance in the 865-and 443-nm bands is less than 0.35, the pixel is declared cloudy.
• Detection using oxygen bands when available. The apparent pressure can be deduced from measurements in absorption bands around 763 nm. If the difference between the apparent pressure and the standard pressure for the corresponding altitude of the site (Table I) is greater than 80 HPa, the pixel is declared cloudy. This criterion was applicable for MERIS and POLDER/PARASOL data.
• Spatial variance over a small window. This criterion is applied only for sites that are identified as acceptable, homogeneous, or very homogeneous in Table I . The variance of the TOA reflectance in the 560-nm band (or equivalent) is computed on a spatial window of about 7 × 7 km 2 around the pixel considered. If the variance is greater than 2E-04, the pixel is considered cloudy. • Cloud mask provided on level-1 products. Most of the level-1 products provide a cloud mask that accompanies data (e.g., TOA reflectances). This mask can be a crude estimate (e.g., PARASOL) but can also be very efficient, particularly over bright targets, for example, when using thermal infrared or cirrus bands (e.g., near 1.3 μm for MODIS).
One pixel is declared cloudy if one of the previous masks detects a cloud. If less than 10% of the site is classified as "cloudy," the mean reflectance is computed over the site, but excluding these cloudy pixels (therefore, less than 10%). If more than 10% of the pixels are declared cloudy, the full acquisition over the site is discarded.
In EO systems, sensors provide a wide set of spectral bands, from the ultraviolet to thermal infrared. Only spectral bands that correspond to the reflective solar spectral range are considered in the SADE database, i.e., typically from 380 nm to 2200 nm. In addition, some bands may saturate over bright targets and have to be rejected. For example, only ten of the MODIS bands (land bands from bands 1-7 and ocean bands 8-10) can be used because of saturation, mainly ocean color bands.
C. Synthesis of Calibration Results
When cross calibrating two sensors, one measurement will provide one calibration estimation if a geometrical matchup is found with a measurement from the REF (see the geometrical coupling step in Section IV-A). Because the cross-calibration method is a statistical approach, this single result has to be combined with a large set of other results to provide a synthetic matchup. This step is called the synthesis phase and has to be refined on a case-by-case analysis. Because they are important outputs for operational updates of calibration coefficients for level-1 processing, synthesis results are also managed in the SADE database when necessary. The last aspect is that, when considering a couple of sensors to cross calibrate, the final error budget depends on the way the synthesis step is performed, and this has to be reevaluated for each configuration, i.e., sensors, the number of matchups and associated geometries, and parameters (mainly geometrical coupling).
IV. CROSS-CALIBRATION METHOD
The general calibration method is to compare the radiance (or reflectance, digits, or numerical counts) measured by the CAL with a reference or modeled radiance. In the cross-calibration method, this reference radiance is computed using radiances measured by another sensor, called the REF. This exercise can be reduced to spatiotemporal coincidences, i.e., acquisition by both sensors at the same time and with the same viewing geometries (see, for example, the Simultaneous Nadir Overpasses approach in [21] ). Nevertheless, such coincidences are not very frequent when comparing two sensors with different orbits, altitudes, cycles, and local equatorial crossing time. In these conditions, the reference is, in general, not acquired at the same time for exactly the same spectral range and for the same viewing geometry. For this reason, some corrections have to be applied to take into account these aspects [22] .
The next sections describe the cross-calibration loop that was performed at the CNES and the different assumptions that are considered in this data processing. The cross-calibration loop involves the following two sensors: 1) the CAL and 2) an REF.
This calibration is performed using data of the two sensors acquired over the same desert site.
A. Geometrical Coupling
Because it is very difficult to obtain acquisitions of the two sensors at the same time (and, therefore, for the same geometrical conditions), this method uses matched measurements from the two sensors, for which simultaneity is not required. Pairs of measurements that were considered are the pairs that were acquired in the same geometrical and solar conditions to limit not only the impact of the bidirectional behavior of the site but also, possibly, the atmospheric contribution on the calibration results. This matching is purely geometrical, and no temporal matching is considered (or only optionally, but for specific analysis). This means that the atmosphere is supposed to be stable despite a possible day-to-day variation. Nevertheless, searching for exact geometrical conditions for the two sensors would lead to a very small number of matchups, whereas a minimum number of pairs are required for the sufficient precision of the derived cross calibration. Consequently, a small difference between geometries of the CAL and REF measurements has to be tolerated for the geometrical matching, i.e., a window is defined around the exact geometry of the CAL. The size of this geometrical window, defined by the following equations, is a compromise between the need to obtain a sufficient number of matched measurements and the need to avoid errors in the intercalibration due to the bidirectional behavior of the reflectance of the site. This definition makes the hypothesis that the bidirectional behavior of the site is the same on each side of the principal solar plane (the hypothesis is also discussed in Section VI). We have
where (θ v , ϕ v ) are the viewing zenith and azimuth angles, respectively, and (θ s , ϕ s ) are the solar zenith and azimuth angles, respectively.
If these conditions are too restrictive to find enough matching measurements with regard to the geometrical sampling of the two considered sensors, then the following two solutions are possible: 1) to increase the size of the geometrical matching window to 5
• for solar and viewing zenith angles and 10
• for azimuth angles and 2) to maintain the size of the initial window but to apply the reciprocity principle, which allows us to invert the solar zenith angles and the viewing zenith angles [17] . This hypothesis is valid on flat surfaces and could be used, if necessary, to increase the number of matched measurements. Fig. 7 illustrates examples of geometrical samplings for four sensors and 1 year of acquisition. It is evident that the cross calibration of MERIS and MODIS will provide a small number of matchups compared to a cross calibration of VEGETATION and MERIS, which have similar acquisition geometries. Another aspect is that, in all cases, a cross calibration with POLDER will provide a large number of matchups because of the bidirectional capabilities of this sensor [13] . When matching measurements from a CAL and an REF both characterized by their geometrical sampling (see Fig. 7 ), a compromise can be found to maximize the number of matchups for geometrical coupling, minimizing the size of the geometrical window to limit uncertainties due to bidirectional effects of the site.
B. Construction of the Reference Reflectance
Once measurements of the REF and the CAL have been matched, a loop as described in Fig. 8 is performed for each pair of measurements. The goal of this loop is to model the reflectance that the REF would have measured in the same geometrical conditions and the same spectral bands as the CAL. Three separate steps are needed. The first one starts from the TOA reflectance for the REF to derive the BOA reflectance. The atmospheric correction uses all required atmospheric parameters that are stored with each measurement in the SADE database (see Section IV-C). Once the initial measurement has been transferred to the ground level (BOA), spectral resampling is performed to simulate the BOA reflectance for each spectral band of the CAL (see Section IV-D). The last step of this processing is to transfer the BOA reflectance for the CAL bands to the TOA reflectance, adding the atmospheric contribution that corresponds to initial CAL measurements.
The next two sections of this paper highlight important steps of this calibration loop and the hypothesis engaged. Fig. 8 . Calibration loop. The synoptic view illustrates how measurements from the REF (in italics) are used to compute reflectances to be compared to measurements from the CAL (sensor 2). TOA reflectance from the REF is corrected from the atmosphere, providing surface reflectance for its spectral bands. Spectral interpolation is used to derive the surface reflectance for sensor 2 spectral bands (see Fig. 9 ). Then, adding the atmospheric contribution, the TOA reflectance is computed for sensor 2. Direct comparison with the measured reflectance provides a single calibration evaluation for the geometric configuration considered (solar and viewing). This loop provides an estimation of the cross calibration of the CAL with the REF.
C. Atmospheric Contribution
In the calibration loop illustrated in Fig. 8 , the following two computation steps are required with regard to atmospheric contributions: 1) an inverse computation for deriving the surface reflectances from TOA reflectances for the REF spectral bands and 2) a direct computation for obtaining the TOA reflectance modeled based on the REF in the CAL spectral bands.
For these atmospheric corrections, the SMAC model [23] is used, with coefficients computed using the CAL and REF spectral responses. The SMAC model needs inputs from METEO data [i.e., water vapor, pressure, from the NCEP (U.S. weather service)] and from ozone data (i.e., TOMS and OMI satellites). These ancillary data inputs are collected daily by automatic operational procedures, i.e., downloading and archiving. Each measurement that was inserted into the SADE database is completed with its corresponding ancillary data. Ancillary data, initially gridded 0.5
• × 0.5
• in the latitude and longitude and four products a day, are interpolated at the exact time and geographical location that corresponds to the measurement (see Section III). For aerosol optical properties, in the absence of a reliable information source above deserts, a constant representative value of 0.2 (at 550 nm) is considered for optical thickness, associated with a desert aerosol model. This mean value was confirmed by a climatological analysis in [7] , as if a residual day-to-day variation may occur.
Because the value of the aerosol optical thickness is used twice, first to remove the atmospheric contribution and second to again add the atmospheric contribution after the spectral interpolation, the assumption on the aerosol properties does not introduce a mean bias, but of course, day to day variations of aerosol properties may happen and add noise in calibration results. The method described here relies on statistics to cancel errors due to this assumption.
D. Spectral Interpolation
In this section, the goal is to elaborate surface (or BOA) reflectances for the spectral bands of the CAL. However, after the atmospheric correction step described in the previous section, surface reflectance is available, but only for the spectral bands of the REF. In most cases, bands from the REF and CAL are not strictly similar (see Fig. 10 for examples) , and consequently, spectral interpolation has to be performed using a spline function. This function models the spectral behavior of desert sites by a smooth curve between spectral bands of the REF. The surface reflectance for each band of the CAL is computed by weighting the spectral behavior of the site with the respective instrumental spectral response. As an example, these steps are illustrated in Fig. 9 in the case of PARASOL using MERIS measurements as the reference and for the Libya 4 site (as reported in Fig. 4) .
Therefore, the number and the position of the spectral bands of the REF with respect to the spectral band to model (of the CAL) are very important and are strongly linked to the final accuracy of the result, particularly in the short-wavelength part of the VIS, where the spectral reflectance of the desert is not flat. If the discrepancy is too large between spectral bands of the two instruments to intercalibrate (number of bands, central wavelength, but also possibly bandwidth), biases may occur for some spectral bands in the intercalibration results. This point Fig. 9 . Example of the computed surface reflectances for a CAL, PARASOL, starting from surface reflectance measurements from an REF, MERIS, for the Libya 4 site, as reported in Fig. 4 . MERIS surface reflectances (red cross) are derived from the TOA reflectance after atmospheric correction (see Section IV-C) and then spectrally interpolated using a spline function (dashed red line). The surface reflectance spectrum is afterward weighted by the PARASOL spectral response (black line on the secondary y-axis, also reported in Fig. 10(c) ), to derive the surface reflectance for each of the PARASOL spectral bands (blue circle).
is illustrated in the intercalibration of MERIS versus MODIS and MODIS versus MERIS (Section VI-B)
. This aspect is also discussed in detail in [24] .
E. Intercalibration Coefficients Computation
The last step in the intercalibration processing is to compare the reflectance computed using the REF and the one effectively measured by the CAL. The calibration coefficient is, in fact, a relative calibration coefficient of the CAL that refers to the REF. This relative cross-calibration coefficient is defined by the following equation:
where the following conditions hold: A k,CAL (t) absolute calibration of the CAL for spectral band k (in general, this coefficient is taken from the official level-1 calibration); ρ k,CAL reflectance measured by the CAL for spectral band k and produced using calibration coefficients A k,CAL (t) (this measurement could also take into account an old or a new set of calibration coefficients for testing); This ratio is computed for the matched (pairs of) measurements of the two sensors. Because this method is based on a statistical approach, the final relative cross-calibration coefficient corresponds to the average over all matched measurements of each elementary ratio after discarding defective measurements due to known saturation or abnormal behavior. Therefore, all the results shown in this paper are expressed in terms of relative differences A k,CAL_REF to a chosen reference calibration. The accuracy of this method depends on the following two main aspects: 1) the REF (spectral band coverage with regard to the CAL) and 2) the spatial geometrical sampling for both the REF and the CAL (which strongly impacts the matching step). For this reason, it is not possible to derive a general error budget, and it has to be evaluated case by case. Because this method is based on a statistical approach to compensate for the lack of information about aerosol thickness, the intercalibration will be more accurate with a high number of measurements. When the conditions are optimum, a 1% accuracy is reachable between two sensors or some bands of these two sensors [24] .
V. RESULTS
A. Sensors and Measurements
Four sensors are considered for cross calibration in this section, i.e., POLDER/PARASOL, MODIS/AQUA, MERIS/ ENVISAT, and VEGETATION/SPOT5. For each sensor, data were collected, and TOA reflectances were inserted into the SADE database (in fact, most of these data were available on the archive). Input data are 1-km-resolution MODIS level-1B calibrated radiances [25] from reprocessing version 2009 [26] , medium-resolution MERIS level-1B [27] data from reprocessing 2 (MEGS 7.4 [10] , [28] ), current version for PARASOL level-1 data [29] reprocessing 2 according to [13] and [20] ), and 1-km-resolution VEGETATION VGT-P data [30] from the current version according to [19] . Data were extracted from level-1 products according to Section III-B. Cloud screening was applied for each sensor according to a similar methodology as described in Section III-B. Nevertheless, some differences on the efficiency of this detection can be mentioned: thermal bands were available for MODIS (easier for cirrus detection), SWIR bands were available for MODIS and VEGETATION, whereas dioxygen absorption bands were used for PARASOL and MERIS (necessary for computing the apparent pressure).
For each sensor, the beginning and ending dates of the available archive is reported in Tables IV and V (from 6 years for PARASOL to 9 years for VEGETATION), as well as the corresponding number of measurements over the 20 desert sites archived on the SADE database. This number of measurements is roughly proportional to the duration of the archive and to the acquisition capabilities of the instruments, as illustrated in Fig. 7 . Consequently, if MERIS can provide about 1500 measurements per year (taking into account the 20 desert sites), MODIS and VEGETATION provide twice as many measurements due to their larger swath (up to a 50
• viewing angle compared to 38
• for MERIS), and again, PARASOL provides more than 10 times as many measurements due to its bidirectional capabilities. Fig. 10 presents spectral bands that will be used as reference bands for the cross calibration, i.e., bands that will be considered at the spectral interpolation step, to derive surface reflectance for each band of the CAL (see Section IV-E). The basic rule for this selection is to reject from the reference band set the bands that correspond to strong gaseous absorption or for which abnormal behaviors are known for bright targets such as desert sites (e.g., saturation and stray-light issue).
B. Matchups and Cross-Calibration Results
Calibration results, A k,CAL_REF , or ΔAk, ratios of measured reflectance by predicted reflectance as defined in (1) of Section IV, are presented in Fig. 11 and Tables IV and V for various combinations of CALs and REFs among MODIS, MERIS, PARASOL, and VEGETATION. According to the calibration loop described in Section IV, the predicted reflectance is computed using information from the REF. For each case, the number of matchups is reported, and for each spectral band to be calibrated, the average and the standard deviation are provided.
Because of the spectral interpolation step on surface reflectance (see Section IV-E), the accuracy of the final result is directly linked to the similarity between a spectral band to be calibrated and a reference spectral band. The closer the spectral bands are, the more accurate the results become (values in bold in Tables IV and V) . Conversely, when the band to be calibrated is far from the available reference bands, the spectral interpolation leads to larger bias on the calibration result, e.g., the MERIS bands at 620 or 708 nm, for which no similar reference band is provided by MODIS or PARASOL. This aspect is discussed in a companion paper [24] .
In general, an agreement within ±5% is found between all sensors and for all spectral bands. A very good consistency, within 1%-3%, has to be pointed out between MERIS versus MODIS or MODIS versus MERIS for most of the spectral bands (except for MERIS bands at 620 and 708 nm). A good agreement is also found between VEGETATION and PARASOL. Cross calibration between PARASOL and MERIS/ MODIS shows some discrepancies of up to 5% in blue and for the 765-nm band. This confirms [31] and [32] has to be investigated for the coming PARASOL end-of-life reprocessing. A quite similar behavior is observed between VEGETATION when cross calibrated with MERIS or MODIS ( Fig. 11 and Table V) .
C. Analysis Versus Various Parameters
Calibration results can be analyzed through various parameters. In our operational processing, results are plotted versus several parameters such as geometrical parameters (e.g., viewing, solar, and scattering angles), radiometric parameters (e.g., radiance from the REF and measured radiance), date for timeseries analysis, and geophysical parameters (e.g., pressure and gaseous absorption). Because, ideally, calibration results are independent on these parameters, this kind of analysis is very powerful to detect problems in the data processing or defect in measurements from both the REF or the CAL, which are not calibration errors. For example, a variation of ΔAk with the observed radiance can be a consequence of a nonlinear behavior of the sensor [13] , a variation of ΔAk with the viewing angle can be a consequence of a changing calibration of the sensor inside its field of view [33] an issue in the calibration loop (e.g., atmospheric correction error), stray light, in the sensor would lead to unexpected noise on ΔAk [31] or cloud-screening inefficiency or heavy aerosol load would be evidenced through anomalies on time series.
Figs. 12 and 14 illustrate the cross-calibration results for the MERIS 865-nm spectral band using PARASOL as a reference for the available 7-year archive. No significant variation is observed with the reference radiance and solar angle, which vary from 80 W/m 2 /sr/μm to 180 W/m 2 /sr/μm and from 20
• to 60
• , respectively, values that roughly depend on the summer or winter season. No variation is found with the viewing angle, from 0 to 38
• , in Fig. 14 or the relative azimuth angle in Fig. 12 . The absence of variation versus scattering angle, from 100 to (Table IV) . Results are plotted as a function of the scattering angle (upper left), solar zenith angle (upper right), measured radiance in W/m 2 /sr/μm for the corresponding band (lower left), and relative azimuth angle (lower right). Plots are built using results over the 20 desert sites, but measurements that correspond to one desert site are reported using the same color.
180
• , is evidence that no significant atmospheric bias residue remains on the predicted radiance. Fig. 11 illustrates that the standard deviation significantly increases when the wavelength decreases. As shown in Tables IV  and V , if a typical 2% is observed for the red and NIR bands, the standard deviation rises to 4% in the blue band. This large noise in the blue part of the spectrum is because the surface reflectance strongly decreases (see Fig. 4 ), whereas the atmospheric reflectance increases, reaching roughly 50% of the TOA reflectance for 443 nm. Higher standard deviations of 5% and 6% are observed for the PARASOL blue bands or in the blue bands when using PARASOL as a reference: this behavior can mainly be explained not only by a calibration evolution inside the PARASOL field-of-view, leading to a larger uncertainty (see [33] ), but also by a stray-light issue for this spectral band (see [33] ).
D. Consistency Between Desert Sites
Twenty desert sites were described in Section II. Most of their properties are similar (e.g., spectral reflectance in red and NIR, moderated BRDF), but there are also some differences (e.g., morphology and spectral reflectance in blue or green). Because these 20 desert sites are used in this operational processing to derive the cross calibration, it becomes possible to check if some differences appear between results that were computed from different sites. Fig. 13 illustrates the cross-calibration results for the MERIS 865-nm band using PARASOL as a reference. These results are derived over four desert sites, i.e., Algeria 2 and 5 and Libya 3 and 4, as discussed in Section II and illustrated in Figs. 2 and 3. Results from the four time series are fully consistent, and no significant bias was found: mean values, respectively, 1.023, 1.025, 1.024, and 1.027, are consistent within ±1.25%. Standard deviations are also consistent, about 0.015, except for the Algeria 5 site, for which some elementary results are probably affected by cloud contamination or aerosol events that were imperfectly filtered (see Fig. 13 ). This conclusion is confirmed over the 20 desert sites in Fig. 14 , where all measurements over all sites are reported. With regard to geometrical sampling, Fig. 14(b) and (d) shows that, when using MERIS as a reference, viewing angles that were selected in matchups are limited to 38
E. Comparative Time Series: Reference Sensor
• . The consequence is that, for some period of the year, no matchups were found, because no similar geometrical conditions exist. When using PARASOL as a reference [ Fig. 14(c) and (e)], matchups are always found, because similar geometrical conditions can be found due to the PARASOL bidirectional capabilities. Note that MERIS is a morning sensor (10:30 A.M. local equatorial crossing time), whereas PARASOL and MODIS are afternoon sensors (1:30 P.M.). Nevertheless, there is a major interest in using PARASOL as a reference, at least for multitemporal monitoring (long-term trending). Table IV shows that only a slight difference appears between the standard deviation that was derived from the six time series for the NIR bands 865 nm (for MERIS and PARASOL) and 858 nm (for MODIS): if values are around 2%, a slightly smaller standard deviation of 1.8% is found when using MERIS as a reference, whereas a 2.1% standard deviation is observed when using MODIS or PARASOL as a reference. This small increase is due to the atmospheric contribution and surface BRDF, which both increase with the viewing angle. Nevertheless, it can be seen as an advantage for increasing the number of matchups to improve the confidence of the final result. When using MODIS as a reference [ Fig. 14(a) ], instead of MERIS [ Fig. 14(b) ], the number of matchups is multiplied by 7, with no real impact on the standard deviation. In addition, no significant behavior is observed in Fig. 14 when results are plotted versus the viewing angle, except for the standard deviation, which slightly increases for large angles.
In the end, no significant trend is observed for MODIS, MERIS, and PARASOL in Fig. 14 , whatever sensors are used as a reference. It is known that a more or less important radiometric evolution or degradation occurs in orbit for every sensor, depending on the spectral band (see [26] for MODIS, [10] for MERIS, and [20] for PARASOL), and this trend is corrected on the operational level-1 processing by each data provider. Consequently, Fig. 14 confirms that the radiometric trending for the NIR is well corrected for these three sensors.
VI. DISCUSSION AND IMPROVEMENT
In this section, three important aspects are discussed, and some associated improvements are identified. No results are presented here, but if some exist, these activities are currently under progress.
A. BRDF Consideration for the Geometrical Coupling Step
According to Section IV, the geometrical coupling step is based on the use of a geometrical window whose dimensions are fixed, irrespective of the angles considered (basic set of
. This assumption is responsible for two main shortcomings of the method. First, for large angles (higher than 40
• ), a difference of 2
• on the viewing zenith angle near the hot spot could lead to errors of several percentages due to a more variable bidirectional effect of the site around that particular backward direction. Second, the bidirectional behavior of desert sites shows a very small variation for low viewing zenith angles. Consequently, the geometrical window considered for coupling could be enlarged, and as a consequence, this would increase the number of matchups, which is sometimes limited for such low zenith angles.
Therefore, an improvement of this matching step of the method is ongoing, considering a dynamic window with a size that will depend on geometrical conditions. The first results that were obtained with this new coupling method allow a very significantly increased number of matchups, whereas errors due to the bidirectional effects of the site are reduced, which improves the final quality of the cross calibration.
It is also currently assumed that the bidirectional effects are symmetric with respect to the solar principal plane. Some analyses that were carried out with the PARASOL data over desert sites show that, when dunes are not aligned with the sun direction, the hot-spot area (backscattering) does not appear in the principal plane but is slightly shifted. This has to be taken into account during the matching step to reduce uncertainties. This improvement is under validation.
B. A Priori on the Surface Spectrum for the Spectral Interpolation Step
It was pointed out in Fig. 11 that, when cross calibrating MERIS with MODIS as a reference, a larger bias is found for MERIS bands mainly at 620 and 708 nm. This performance was explained by the fact that the band to calibrate is far from the available reference spectral band: for the MERIS band at 620 nm, an interpolation is made between MODIS bands at 555 and 645, whereas for the MERIS band at 708 nm, an interpolation is made between MODIS bands at 645 and 858. The same remark can also be made for other sensors and/or shorter wavelengths.
To avoid a sensible degradation of the performance when interpolating for a spectral step that is too large, an a priori surface reflectance can help the spectral interpolation. This a priori surface reflectance can be derived by combining ground measurements, when available [34] , [35] , with satellite-based measurements. A specific analysis has to be conducted to derive the best suitable surface spectrum as possible using, for example, not only MERIS data but also HYPERION or SCHIAMACHY data. Using this improvement is expected to reduce the bias introduced in these cases by the spectral interpolation step by a few tenths of a percent.
C. Spectral Domain: Extension to SWIR
The results presented in this paper focus on the VIS-NIR spectral range. It is clear that the potentialities that were discussed for the red and NIR domains are also valid for the SWIR domain. The surface reflectance of desert sites becomes very high, with values close to 0.6-0.7, whereas the atmospheric contribution (at least scattering) remains small out of gas absorption bands. The cross-calibration approach for the 1.6-μm bands of both SPOT 4 and 5 VEGETATION sensors has been tested. Preliminary results for the MODIS 1.6-and 2.2-μm bands also show that extension to the SWIR domain is possible with the same level of difficulty as for the NIR bands. Other measurements for SWIR bands from Advanced AlongTrack Scanning Radiometer and Spinning Enhanced Visible and InfraRed Imager will also be analyzed. This work is in progress.
D. Cross Calibration: GEO-LEO
Cross calibration over desert sites allows evaluation of the radiometric consistency between sensors from GEO with sensors from LEO. If geometrical sampling is quite different between GEO and LEO, the method that was developed in this paper is fully applicable for cross calibrating LEO and GEO sensors. The geometrical coupling step has to be optimized for that exercise. For example, the use of reciprocity can be activated, if necessary, to increase the number of matchups. This ongoing activity is currently developed through GSICS working groups in the framework of meteorological and climate applications [1] .
VII. CONCLUSION
We have described how acquisitions over desert sites are used to derive a cross calibration between two sensors. First, a brief description of the 20 desert sites has been provided based on previous studies and on feedback. These data are managed through an operational environment into a dedicated database (SADE). The cross-calibration method that was implemented is described and how a reference measurement from a sensor is used to derive a reflectance that is compared to the reflectance really measured by the CAL. Results show that an accuracy that is close to 1% or 2% is reachable in most cases and illustrate cases for which an artificial bias is observed (due to inaccuracy on the spectral interpolation step). Finally, we have identified some important improvements that are in progress and for which an improved performance is expected.
