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Abstract 
Thin-film evaporation from nanoporous membranes is a promising cooling technology employed for the thermal 
management of modern electronic devices. We propose an effective one-dimensional analytical approach that can 
accurately predict the temperature and density jump relations, and evaporation rates, for arbitrary nanoporous 
membrane configurations. This is accomplished through the specification of an effective evaporation coefficient 
that encompasses the influence of different system parameters, such as porosity, meniscus shape, evaporation 
coefficient and receding height. Our proposed approach can accurately predict all the typical output evaporation 
parameters of interest like mass flux, and temperature and density jumps, without the need to carry out 
computationally demanding numerical simulations. Several exemplar cases comprising of nanoporous 
configurations with a wide range of parameters have been considered to demonstrate the feasibility and accuracy 
of this analytic approach. This work thus enables a quick, efficient and accurate means of aiding the design and 
engineering analysis of nanoporous-membrane-based cooling devices. 
  
I. INTRODUCTION 
 
Evaporation at typical engineering scales is a well-researched topic with relevance to numerous 
industrial applications. Examples include fuel combustion in engines [1, 2], distillation processes in 
high-vacuum conditions [3] and vapor-deposition processes for material coating [4]. Applications for 
evaporation at the nanoscale have been more recent with progress advancing with developments in 
micro- and nano-scale engineering and manufacturing processes. A fundamental understanding of heat 
and mass transfer at the kinetic scale is very important for the design and optimization of novel nano-
scale applications [5, 6]. One particular example is the thermal management of modern electronic 
devices [7-9], where thin-film evaporation from nanoporous membranes is employed to handle the 
cooling process. Conventional techniques [10-13] have been found to be inadequate for the cooling of 
advanced radio-frequency (RF) and power electronics, which reach local heat fluxes exceeding 1000 
W/cm2. Thin-film evaporation, enabled by nanoporous membranes [14], is a novel technology with 
great potential as it typically offers several advantages over traditional cooling techniques that allows 
it to achieve high heat-flux thermal management. Firstly, nanoporous-membrane-based cooling devices 
[15-19] are largely self-regulating in nature since they rely mainly on capillary pressure to drive the 
flow. This reduces the requirement of significant pumping power to supply the liquid to the evaporating 
interface. Secondly, optimized semiconductor-based nanoporous membranes have thicknesses of the 
order of microns (typically ~1μm) and pore diameters in the order of nanometers (typically ~100 nm). 
While smaller nanometer-sized pore diameters ensure that they generate relatively high capillary 
pressures, thin nanoporous membranes reduce the flow transport length, reducing the associated viscous 
losses significantly. These aspects enable nanoporous membrane-based cooling devices to achieve a 
large critical heat flux. 
A thorough understanding of the interfacial evaporation process is essential for the design of 
more efficient nanoporous-membrane evaporative cooling devices. The performance of a nanoporous-
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membrane evaporator is ultimately governed by the evaporation kinetics at the liquid-vapor interface.  
At such scales, it is critical to consider gas kinetic aspects to capture the molecular non-equilibrium 
effects that occur near the interface [20], within the so-called Knudsen layer. A traditional continuum-
based approach to evaluate the vapor flow within the nanopore is inadequate, as the pore size is 
comparable to the vapor mean free path.  
 
From an engineering point of view, output parameters of particular interest are the evaporation 
rates and the temperature and density jump across the Knudsen layer, for any arbitrary set of 
nanoporous-membrane configuration and operating conditions. The authors, in their recent work [21], 
performed a comprehensive study of the nanoporous evaporation problem by carrying out extensive 
direct simulation Monte Carlo (DSMC) simulations. This approach captures the gas kinetic aspects by 
approximating solutions to the Boltzmann equation to investigate the evaporation rates and jump 
relations for a wide range of membrane configurations and operating conditions. Although DSMC 
simulations can generate high-fidelity results, it is also generally computationally intensive in nature. 
Additionally, the parameter space for the input variables is extremely large for the nanoporous 
evaporation problem, as it involves a range of variables including different meniscus shapes and 
positions, evaporation coefficients, porosities, interface Knudsen numbers and far-field Mach number 
conditions. However, it would be of immense design benefit if all the evaporation output parameters 
could be predicted from simple analytical relations for any desired nanoporous-membrane 
configuration and operating condition. 
 
To study thin-film-based nanoporous-membrane cooling, there have been several reported 
studies analyzing evaporation in nanopores [14, 18, 22-27].  In particular, Lu et al. [24] recently 
demonstrated both experimentally and numerically that evaporation rates can be conveniently expressed 
as a function of the pressure ratio across the Knudsen layer, specifically for nanoporous configurations 
with relatively very low evaporation rates. However, this study was limited to low Mach number cases 
and did not explore the parametric effect of meniscus shape, Knudsen number or porosity on the 
evaporation output parameters for different operating conditions. A state-of-the-art review of these 
previous works and also an extensive DSMC study of different nanoporous membrane configurations 
corresponding to different operating conditions are detailed in our recent work (see [21] and references 
therein). A notable observation from these DSMC simulations [21] is that the two-dimensionality of the 
flow is limited to the region next to the membrane structure, where the flow expansion phenomenon 
takes place. Far enough from the porous membrane, the flow is essentially one-dimensional similar to 
that for evaporation from an effective liquid surface. This observation has motivated the current work 
on investigation of an effective evaporation coefficient approach to predict the output parameters of 
interest, exploiting known analytical relations for evaporation from a planar surface. 
 
For the case of evaporation from a planar surface, analytical relations exist that can predict the 
evaporation output parameters of interest. Planar surface cases are essentially one-dimensional and the 
most notable early works for this evaporation problem are from Hertz and Knudsen, and Schrage, who 
formulated, respectively, the classical Hertz-Knudsen formula [28, 29] and Schrage relations [30] for 
predicting the evaporation rates. However, it is widely accepted now that both relations, although 
sufficient for a certain limited set of conditions, are simplistic, derived based on inaccurate assumptions 
and fail to relate the external macroscopic flow (vapor) variables to the physical parameters at the 
interface accurately [20, 31]. Later works by other researchers, in particular, Labuntsov and Kryukov 
[32] and Ytrehus [20], overcame these limitations by formulating gas-kinetic moment equations for the 
evaporation problem and derived analytical expressions for the evaporation rates and jump conditions. 
They related the external flow variables and interface parameters (across the Knudsen layer, typically 
of the order of a few mean free paths thick) through numerical solutions of moments of the Boltzmann 
equation. In general, the results from kinetic theoretical studies of the half-space problem of evaporation 
for planar surfaces using various approaches are considered to be fairly complete (e.g., see Sone [33] 
and references therein). 
 
Although Labuntsov and Kryukov’s and Ytrehus’ analytical approach has been shown to 
provide good agreement with numerical solutions of the Boltzmann transport equation [31, 34], it is to 
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be noted that this approach considers evaporation from a planar surface, where the flow is one-
dimensional. For the one-dimensional planar case, the Knudsen number cannot be defined due to the 
lack of a meaningful macroscopic characteristic length. The nanoporous evaporation problem, on the 
other hand, is multi-dimensional in nature and dependent on the Knudsen number. As a consequence, 
the classic analytical equations cannot be directly employed for this problem. The multi-dimensionality 
of the problem is particularly obvious for significantly curved menisci and small porosity cases (where 
most of the surface is composed of solid, not meniscus). Likewise, receding meniscus cases, in which 
the meniscus moves down the pore under severe operating conditions, add further complexity due to 
the need to accurately describe the vapor flow within the pore.  
 
In the present study, we propose an effective one-dimensional analytical approach that can 
accurately predict the temperature and density jump relations, and evaporation rates for a wide range of 
typical nanoporous-membrane configurations. In particular, we propose an effective evaporation 
coefficient approach that is capable of encompassing the influence of different system parameters such 
as meniscus shape, evaporation coefficient, porosity and receding height into a single effective 
evaporation coefficient parameter, thereby enabling the use of existing one-dimensional analytical 
equations for a two-dimensional nanoporous evaporation problem. Comprehensive DSMC simulations 
considering nanoporous configurations with a wide range of far-field conditions, porosity, Knudsen 
number, meniscus shape, receding heights and evaporation coefficients have been carried out to validate 
and demonstrate the accuracy of the effective evaporation coefficient approach. The paper is organised 
as follows. Section II deals with the problem formulation and rationale for the effective evaporation 
coefficient approach. Section III presents computed results based on the effective one-dimensional 
approach and its comparison with DSMC results for a range of interface shapes and operating 
conditions. Finally, Section IV will draw conclusions from the present study. 
 
II. PROBLEM FORMULATION  
 
In this section, the nanoporous-membrane configurations considered, the computational setup for the 
DSMC simulations, and the rationale for the effective evaporation coefficient approach are detailed. A 
wide range of meniscus shapes and operating conditions have been considered to demonstrate the 
feasibility of the effective one-dimensional analytical approach using an effective evaporation 
coefficient. DSMC simulations have been carried out to demonstrate the accuracy of the effective 
approach and for validation purposes. 
 
A. Mathematical and Computational Setup 
A schematic of the nanoporous-membrane configuration is shown in Fig. 1. A unit nanoporous-
membrane configuration, periodic in the x-direction, that is representative of the entire system of pores 
is considered. The nanopore porosity is defined as ( )2p pL W L = + , where pL is the width of the pore 
and W represents the width of the pore walls on either side of the meniscus. A porosity of unity 
represents the limiting case with no walls, i.e. 0W = . Variation in   is achieved by fixing pL , the 
characteristic length scale in our problem, and changing W. As illustrated in Fig. 1, five meniscus shapes 
are considered. The meniscus represents the liquid-vapor interface where evaporation takes place. The 
curved meniscus cases have a larger interfacial surface compared to the flat meniscus case, which is 
expected to alter the evaporation dynamics. The interface surface length (S), contact angle ( ) and 
radius of curvature (R) for a representative meniscus is illustrated in Fig. 2, where S is defined by 
sin( )
pS L


= . The contact angles, 0 = ° and 90 = ° represent the extreme scenarios of a flat (S1) 
and semicircle (S5) interfaces, respectively. The intermediate cases of curved interfaces in Fig. 1 of S2, 
S3  and S4 have a contact angle of 30, 60 and 75 degrees, respectively. 
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FIG. 1. Schematic of the computational geometry (not to scale). 
 
 
 
FIG. 2. Schematic of a representative meniscus showing the interface surface length (S) and contact angle (θ). 
 
At the interface, a constant saturation pressure, sP , and temperature, sT , are imposed. The 
Knudsen number is based on the interface operating conditions and defined as pKn L= , where   is 
the mean free path. The variation in Kn is achieved by fixing pL  and changing the operating pressure 
at the interface.  
 
 At the interface (meniscus) boundary, a half-range Maxwellian is employed to specify the 
distribution function of evaporating (i.e. ‘outward’) molecules [35]: 
  ( )
( )
2
3 2
exp , 0
22
s
e
ss
n
f
TT


 
= −   
 RR
c
c c n   (1) 
Here sn  is the saturated vapor number density; R  is the specific gas constant and   the evaporation 
coefficient. The normal unit vector of the interface, pointing into the vapor, is denoted by n. Maxwell’s 
gas-surface scattering kernel, J(c’, c), is used to describe the molecular re-emission at the interface, i.e. 
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vapor molecules with incoming velocity c  are instantaneously changed to c  upon interacting with the 
condensed phase at the interface: 
 ( ) ( ) ( )
( )
( ) ( )( )
2
2
1
, 1 exp 1 2
22 ss
J
TT
   

  
   = −  − + − − +  
   
RR
c
c c c n c c c n n   (2) 
The evaporation coefficient,  , specifies the fraction of vapor molecules interacting with the interface 
and absorbed. Hence, ( )1 −  represents the total fraction of impinging molecules that are 
instantaneously re-emitted,   being the probability of diffuse re-emission, and ( )1 −  the probability 
of specular reflection. For all cases considered in this work, fully diffuse molecular re-emissions are 
considered at the interface (i.e. 1 = ).  
 
The boundary conditions at the far-field (far-field) boundary need to be considered carefully, 
as for the evaporation problem, only one parameter can be freely specified; the other parameters need 
to be extracted as outcomes of this single driving parameter [30]. The equilibrium state attained by the 
vapor at the far-field [35] can be described by the drifted Maxwellian distribution, ( )f c . 
 ( )
( )
( )
2
3 2
ˆ
exp
22
Un
f
TT



 −
 = −
 
 
RR
c y
c   (3) 
Here, n , T  and U  are the number density, temperature and velocity, respectively, at far-field 
conditions and ŷ  is the unit vector in the y-direction (i.e. normal to the boundary). For later reference, 
the far-field Mach number, Ma∞ is defined as /U T R , where   is the specific heat ratio. In this 
work, the far-field velocity, U , has been imposed at the far-field by forcing the velocity distribution 
function at the far-field boundary to be symmetric with respect to U  [36].   
 
All simulations in this work have been carried out using SPARTA [37, 38], a highly scalable 
parallel open-source DSMC code. Argon gas was considered, for simplicity, in conjunction with the 
variable hard sphere (VHS) collision model. The simulations consider the evaporation of Argon from 
the interface into its own vapor. The particle-wall interactions are considered to be fully diffuse at a 
constant wall temperature, sT . To enable the nanoporous evaporation simulations, we have 
implemented the interface evaporation and far-field boundary conditions in SPARTA and also have 
followed the well-known guidelines with respect to the cell size, time step, and particle numbers that 
are needed for accurate DSMC calculations [39]. 
 
The choice of saturation pressure and temperature for our simulations is explained next. The 
kinetic boundary condition at the liquid-vapour interface describing the distribution function of 
evaporating molecules is a half-range Maxwellian (Eq. 1) with the saturated vapour density ( sn ) and 
the liquid bulk temperature ( sT ). In reality, the saturated vapour density depends on the liquid bulk 
temperature but, in fact, it can be noted that sn  and sT appear as independent parameters in Eq. 1. 
Therefore, in practice, the choice of sP and sT  is not very critical for the accurate prediction of non-
dimensional evaporation output parameters, for a given operating condition. For all the simulations 
considered in this work, a constant value of sT is used, i.e. sT =273K, but the saturation pressure is 
varied as in the table below. 
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Table 1. Saturation pressure, sP , considered for 
 different Knudsen numbers  
Kn  sP (Pa) 
0.05 52500 
0.1 26250 
1 2625 
10 262.5 
 
 
B. The Effective Evaporation Coefficient Approach 
For the case of evaporation from a planar surface (or equivalently, a nanoporous configuration 
which has a flat meniscus (S1) with a porosity of unity), analytical relations have been derived which 
permits one to accurately predict output parameters like the evaporation rates (mass flux), and the 
density jump and temperature jump across the Knudsen layer, for arbitrary values of evaporation 
coefficient. For the evaporation rates and temperature jump output parameters in this study, we appeal 
to the one-dimensional analytical equations for evaporation from a planar surface by Labuntsov and 
Kryukov [32]. The mass flux, 1DM  and temperature jump, sT T  for evaporation from a planar surface 
are given by  
 ( )
1 2
1D 0
0
0.6 sM C

 



 
= − 
 
  (4) 
  
 0
0
1 0.265
s
T
T
 
 


−
= −   (5) 
  
where the interface density, 0  for arbitrary values of evaporation coefficient,   is expressed as 
  1
0
1
1 2 D s
s s
M
C

  
 
 −
= − 
 
  (6) 
Here, 2s sC T= R whereR is the specific gas constant. The terms s and   are the saturation and 
far-field densities, respectively.  
For the density jump, s   across the Knudsen layer for a planar surface, we follow the one-
dimensional analytical expression formulated by Ytrehus [20] for arbitrary values of evaporation 
coefficient. This can be expressed in terms of the far-field velocity, U  as  
 
1
1
2
2
s s
sD
U
T
  

  

 
  −
= + 
  R
  (7) 
where ( )
1s D
   is the density jump for an evaporation coefficient of unity, corresponding to the one-
dimensional case for the same U .  
For the effective evaporation coefficient approach proposed in this study, we extend the use of 
the above analytical equations for evaporation from a planar surface (Eqs. (4)-(7)), to also predict the 
evaporative mass flux and jump relations for any arbitrary nanoporous membrane configuration. This 
is made possible through the specification of an appropriate effective evaporation coefficient, eff  
which relates the porosity of the membrane to the actual evaporation coefficient,  . More specifically, 
the evaporation coefficient,   in these expressions is replaced by an appropriate effective evaporation 
coefficient, eff , which encompasses the effects of different system parameters into a single effective 
parameter. The rationale for testing this approach mainly stems from the equivalence between the 
parameters, evaporation coefficient and porosity, and the overall one-dimensional nature of the 
nanoporous flow. The evaporation coefficient essentially determines the actual rate of evaporation 
relative to the maximum possible evaporation rate from the interface per unit area. Likewise, porosity 
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also has a similar meaning as it describes the available interface area for evaporation over the total 
membrane surface area. It can be thus intuitively understood that both porosity and evaporation 
coefficient are very similar in their effect on the overall mass transfer process. Additionally, DSMC 
simulations from our previous work [21] have demonstrated that the two-dimensionality of the flow is 
limited to the region next to the membrane structure, where the flow expansion phenomenon takes 
place. Sufficiently far away from the porous membrane, the flow is essentially one-dimensional, similar 
to that for evaporation from an effective liquid surface for =1. 
This observation opens up the possibility of a one-dimensional effective evaporation approach, 
by relating the porosity of the membrane to the actual evaporation coefficient. The choice of eff , 
depends on the nanoporous membrane configuration under consideration. For the flat meniscus case 
and arbitrary values of evaporation coefficient and porosity, the proposed effective evaporative 
coefficient to be specified is eff  =  . For curved and receding interfaces, the influence of different 
parameters like meniscus shape, evaporation coefficient, porosity and receding heights are again 
encompassed by a single effective evaporation coefficient parameter, but with the aid of more complex, 
yet comprehensive, empirical expressions. The feasibility and accuracy of this approach for different 
operating conditions and choice of the effective evaporation coefficient for different nanoporous 
membrane configurations will be further detailed in the results and discussion section. 
   
III. RESULTS AND DISCUSSION 
 
The feasibility and accuracy of the effective evaporation coefficient approach will be discussed in this 
section by considering a range of nanoporous configurations and parameters.  DSMC results will be 
employed for comparison and validation purposes. The flat meniscus case will be considered in detail 
first (Section IIIA), for a wide range of far-field Mach numbers, interface Knudsen numbers and 
evaporation coefficients. In Section IIIB, a detailed analysis will be carried out for the relatively small 
Knudsen number cases to explain why the effective evaporation approach loses accuracy in this flow 
regime. The effective approach for the curved interfaces for selected operating conditions is detailed in 
Section IIIC. Finally, Section IIID will deal with the effective one-dimensional approach for the 
receding meniscus cases. Unlike the flat interface case, only selected high Knudsen number cases will 
be considered for the receding and arbitrary meniscus shapes, since transition and free-molecular 
regimes are the main regimes of interest for the nanoporous membrane application considered in the 
present work, and also for the sake of brevity.  
 
A. The Flat Meniscus 
The evaporation rate and jump relations for the flat meniscus, S1, is investigated first for an evaporation 
coefficient of unity ( 1 = ).  The effective evaporation coefficient eff considered for the flat interface 
with a unity evaporation coefficient  is simply set as eff = , regardless of the far-field velocity 
considered. Figure 3 shows the variation in computed mass flux as a function of Mach number, 
predicted by both the effective sigma approach and DSMC, for three selected Knudsen numbers (i.e. 
Kn=0.05, 1 and 10). Three different porosities are considered, i.e.  =0.75, 0.5 and 0.25. The mass flux 
values here have been normalized against the ideal case of evaporative mass flux from a planar surface 
for an evaporation coefficient of unity, 1DM , given in Eq. (4).  It can be noted that reductions in the 
value of porosity can lead to substantial reductions in mass flux, particularly as Ma∞ increases. This can 
be attributed to the combined effect of a relative decrease in the available evaporative surface as porosity 
decreases and the increased role of gas expansion near the interface [21].  
A very good agreement for the mass flux can be noted between the effective sigma approach 
and the DSMC results for the higher Knudsen number cases (transition regime and beyond, i.e. Kn=1 
and Kn=10) while discrepancies can be noted for relatively low Knudsen numbers in the slip regime 
(Kn=0.05), for all porosities. For Kn=0.05, the analytical mass flux based on eff  under predicts at low 
Mach numbers, while at higher Mach numbers it slightly over shoots the DSMC mass flux. The 
corresponding plots comparing the density and temperature jumps are shown in Figures 4 and 5. It can 
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be noted that for the density jump (Fig. 4), the comparison at intermediate and relatively high Knudsen 
numbers are again excellent, while for low Knudsen numbers (i.e. Kn=0.05) some discrepancies can be 
noted. As for the temperature jump (Fig. 5), an overall excellent agreement is observed except for small 
Knudsen numbers where deviations clearly show up. The deviations noted in Fig. 5 for Kn=0.05 may 
be attributed to the sensitivity of the analytical temperature-jump relations (Eqs. (5) and (6)) to the value 
of the mass flux, for which there is a discrepancy between the numerical and analytical estimates (as 
discussed before). From Fig. 5, it can be also noted that as Ma∞  increases, the far-field temperature 
drops substantially. Interestingly, for a fixed Ma∞, the temperature jump does not depend on the 
porosity. Additionally, at relatively low Mach numbers, the comparison between the effective sigma 
approach and the DSMC results are very good for Kn=1 and Kn=10. Deviations can however be noted 
for the temperature jump near the sonic flow limit (Ma∞ →1). The discrepancy may be explained by the 
slight inaccuracy of the moment solution near the sonic flow limit, which is a known issue previously 
reported in the literature [31].  The discrepancy can be noted in previous works (e.g. Frezzotti [36]), 
where for example, at Ma∞=0.956, the predicted temperature jump from the DSMC method is given as 
0.656sT T = . However, for the same far-field density conditions, the analytical relation predicts 
0.694sT T = .  
 
 
(a)                                                                               (b) 
 
(c) 
FIG. 3. Normalized mass flux versus far-field Mach number for three different Knudsen numbers, (a) Kn=10, (b) 
Kn=1 and (c) Kn=0.05, when  <1. The lines represent the analytical results; the symbols represent the DSMC 
results.  
 
 
0.0 0.2 0.4 0.6 0.8 1.0
Ma
0.0
0.2
0.4
0.6
0.8
1.0
M
 /
M
1
D
=0.25 =0.5 =0.75 T9 T11
Kn=10
0.0 0.2 0.4 0.6 0.8 1.0
Ma
0.0
0.2
0.4
0.6
0.8
1.0
M
 /
M
1
D
=0.25 =0.5 =0.75 T9 T11
Kn=1
0.0 0.2 0.4 0.6 0.8 1.0
Ma
0.0
0.2
0.4
0.6
0.8
1.0
M
 /
M
1
D
=0.25 =0.5 =0.75 T9 T11
Kn=0.05
 
9 
 
 
(a)                                                                              (b) 
 
(c) 
FIG. 4. Density jumps (ratios) across the Knudsen layer versus far-field Mach number for different Knudsen 
numbers, (a) Kn=10, (b) Kn=1 and (c) Kn=0.05,  and porosities. The lines represent the analytical results; the 
symbols represent the DSMC results. 
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(c) 
FIG. 5. Temperature jumps (ratios) across the Knudsen layer versus far-field Mach number for different Knudsen 
numbers, (a) Kn=10, (b) Kn=1 and (c) Kn=0.05, and porosities. The lines represent the analytical results. The 
symbols represent the DSMC results; the square, triangular and circular symbols represent the results for  =0.25, 
0.5 and 0.75 respectively. 
 
We now apply the effective one-dimensional analytical approach to the flat meniscus with 
arbitrary values of evaporation coefficient. Although  = 1 is considered generally to be a reasonable 
assumption, previous experimental and theoretical studies [40-45] suggest that it is also possible for the 
evaporation coefficient to be significantly less than one  under certain conditions, particularly for 
polyatomic gases like water, methanol, and refrigerants. The effective evaporation coefficient eff
considered for the flat interface with arbitrary values of    is eff  =  . A fixed far-field velocity, 
60U =  m/s is considered for all simulations in this part of the study, as we now focus on investigating 
the evaporation output parameters as a function of the evaporation coefficient ( )0.1 1  . Three 
values of porosity are again considered, i.e.  =0.75, 0.5 and 0.25, as well as a range of evaporation 
coefficients and Knudsen numbers. Figures 6, 7 and 8 show the variation in evaporation rates, density 
and temperature jump values as a function of the evaporation coefficient for three selected Knudsen 
numbers, i.e. Kn=10, 1 and 0.1 respectively. A very good agreement has still been found between the 
effective sigma approach and the DSMC results for the higher Knudsen number cases, i.e. Kn=1 and 
Kn=10, for all values of  . However, discrepancies can be noted for the low Knudsen number case, 
Kn=0.1, for higher values of evaporation coefficient, particularly as 1 → . Deviations can be noted in 
particular for the temperature-jump values, similar to that observed for the 1 =  case. This can be again 
attributed to the sensitivity of the analytical temperature-jump relations (Eqs. (5) and (6)) to the value 
of the mass flux at low Knudsen numbers. However, as 0 → , the comparison between the analytical 
and DSMC results are very good, for all the evaporation output parameters considered.  
To summarize the results of this section, the effective one-dimensional analytical approach 
works accurately for a flat interface for sufficiently large Knudsen numbers (Kn>0.1) using an effective 
evaporation coefficient parameter defined as, eff  =   for all far-field conditions. The discrepancies 
noted at smaller Kn are addressed in the next section. 
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(a)                                                                              (b) 
 
(c) 
FIG. 6. (a) Normalized mass flux, (b) density jump and (c) temperature jump versus the evaporation coefficient 
for Kn=10 and 60U = m/s when  <1. The lines represent the analytical results; the symbols represent the 
DSMC results. 
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(c) 
FIG. 7. (a) Normalized mass flux, (b) density jump and (c) temperature jump versus the evaporation coefficient 
for Kn=1 and 60U = m/s when  <1. The lines represent the analytical results; the symbols represent the DSMC 
results. 
 
 
(a)                                                                              (b) 
 
(c) 
FIG. 8. (a) Normalized mass flux, (b) density jump and (c) temperature jump versus the evaporation coefficient 
for Kn=0.1 and 60U = m/s when  <1. The lines represent the analytical results; the symbols represent the 
DSMC results. 
 
B. Effective Approach at Low Knudsen Numbers 
The effective sigma approach has been found to be less accurate in low, compared to high, Knudsen 
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far-field velocities when compared to those at higher velocities (see Fig. 3). A possible explanation for 
this can be drawn by contrasting the nature of flow dynamics near the interface for different Knudsen 
number conditions. Unlike in the high Kn regime (collision-less flow limit), low Knudsen numbers are 
collision dominated and are often characterized by a viscous layer in the near-interface region that 
supports shear stresses and momentum diffusion. This effectively implies that the one-dimensionality 
of flow underlying the effective evaporation approach holds much better for the high Kn cases when 
compared to the low Kn cases. The better accuracy for the very high far-field velocity cases at low Kn 
values could be intuitively attributed to the fact that with a high flow speed, gas molecules travel mostly 
unidirectionally very fast with comparatively less time to collide and diffuse from the main flow 
direction into the transverse flow direction. This aspect associated with very high far-field velocity cases 
also favours the overall one-dimensionality of the flow near the interface making it more amenable to 
the effective one-dimensional approach when compared to the low far-field velocity cases.  
        We now examine the velocity flowfield and streamlines at two extreme Knudsen numbers, 
Kn=0.05 and Kn=10, to identify the overall differences in the flow expansion nature near the interface 
for various porosities (=0.75, 0.5 and 0.25). The velocity field overlaid with streamlines for the 
different cases considered are shown in Fig. 9. It can be noted from the streamlines, for porosities close 
to unity (=0.75), that the flow-field is mostly one-dimensional for both Knudsen numbers. However, 
for small values of porosity, the flow-field next to the interface becomes strikingly different at low 
values of Kn. In particular, the flow-field is mostly two-dimensional for the case, =0.25 and Kn=0.05, 
with the existence of a pair of Moffatt eddies [46] in the corners. However, for larger Knudsen numbers 
(Kn=10), the two-dimensionality of flow near the interface is comparatively minimal even at very low 
porosities (see Fig. 9f). This again implies that the loss of accuracy at low degrees of flow rarefaction, 
particularly for low values of porosity, reflects the fact that the overall one-dimensionality of flow 
underlying the effective evaporation coefficient approach breaks down at low Knudsen numbers. 
 
 
(a) Kn=0.05, =0.75                         (b) Kn=10, =0.75 
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(c) Kn=0.05, =0.5                           (d) Kn=10, =0.5 
  
(e) Kn=0.05, =0.25                                    (f) Kn=10, =0.25 
FIG. 9. Flow-fields near the interface showing the variation of normalized y-velocity, u/U∞ overlaid with velocity 
streamlines for the flat meniscus cases, =0.75, 0.5 and 0.25 and two Knudsen numbers, Kn=0.05 and Kn=10. 
A constant far-field velocity, U∞=60m/s is considered for all cases. (a) Kn=0.05, =0.75; (b) Kn=10, =0.75; (c) 
Kn=0.05, =0.5; (d) Kn=10, =0.5 (e) Kn=0.05, =0.25 and  (f) Kn=10, =0.25 
 
 
 
          To understand the interfacial processes at different Knudsen numbers further, we investigate the 
normalized evaporative mass flux versus Knudsen number plot for different porosities at a selected 
constant far-field velocity, 60U = m/s and 1 = . This is shown in Fig. 10. It is clear that, unlike for 
a porosity of unity ( )1 = , the mass flux is not independent of the Knudsen number for the 1  cases. 
At relatively low Knudsen numbers, the evaporation rates are noted to increase compared to the high 
Knudsen number cases. This implies that the effective sigma approach will not be equally valid at all 
Knudsen numbers when 1  . To delve deeper, we examine the interfacial processes (in particular, the 
condensation rates and the vapor velocity next to the interface) that ultimately impacts the evaporation 
rates at different Knudsen numbers. We consider a specific case  =0.5, 60U = m/s and evaporation 
coefficient of unity at different Knudsen numbers (Kn=0.05, 0.1,1 and 10) for this purpose. 
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FIG. 10. Normalized mass flux versus the Knudsen number plotted for different porosities. 
 
         Evaporation rates are ultimately dependent on the interfacial processes, and therefore here we 
examine the condensation flux at the interface for different Knudsen numbers. The normalized 
condensation rate of the vapor molecules at the interface, C cond eM M M= has been formulated as 
follows. The rate at which molecules condense on the evaporating interface (condensation rate, condM ) 
is calculated as 
 
cond
mN
M
Adt

=  . (8) 
Here m is the mass of a vapor molecule, N is the number of molecules crossing the interface from the 
vapor side of the interface,  is the ratio of physical particles to simulation particles, A  is the interface 
surface (i.e. area per unit width) and dt is the time step. The condensation rate has been normalized with 
respect to the analytical expression for total emitted evaporative mass flux from a given surface, eM , 
given by 
 
2
s
e s
T
M 

=
R
. (9) 
           The computed condensation rates, CM for the flat meniscus at different values of Kn  and 
0.5, 60U = = m/s are shown in Table 1. Clearly, the condensation rates at the interface are dependent 
on the Knudsen number. At low Knudsen numbers, the condensation rates (losses) are lower, consistent 
with the higher evaporative mass flux at these conditions noted in Fig. 10. The reason for this can be 
understood by examining the flow expansion phenomenon (in particular, the vapor velocity profile) 
near the interface for the different Knudsen numbers. The variation of the normalized velocity and 
density profile along the extent of the domain (in the y-direction) is shown in Fig. 11. The domain extent 
is normalized with respect to the mean free path for the respective Knudsen number under consideration. 
It can be noted that the flow expansion varies with Kn. In particular, it can be observed that on the mean 
free path scale considered, downstream equilibrium conditions (particularly the far-field velocity 
conditions) are attained at a much shorter distance from the interface for the larger Kn cases. 
Additionally, it is apparent that as the Knudsen number reduces, the magnitude of flow velocity near 
the interface is substantially higher (the higher peak velocities at low-Kn can be also noted from the 
flowfield in Fig. 9). The higher the flow velocities are near the interface, the higher the probability for 
molecules to travel unidirectionally (i.e., in the flow direction) and, therefore, the condensation rate at 
the interface reduces. The larger evaporative mass flux at lower Kn is consistent with the lower 
interfacial condensation rates for these conditions, which in turn is due to the significantly higher flow 
velocity (that favours a larger unidirectional flow of molecules) near the interface.  
      In this section it has been found that the flow expansion characteristics at low Knudsen numbers are 
substantially different from that at higher Knudsen numbers for  < 1 cases. In particular, low-Kn flows 
(i.e. in the near-continuum and slip regime) are collision dominated and as a result, the flow next to the 
interface is predominantly two-dimensional in nature. On the other hand, for high-Kn flows (i.e. in the 
transition regime and beyond), the corresponding two-dimensional effects are relatively minimal in the 
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near-interface region, implying that the overall one-dimensionality underlying the effective evaporation 
approach holds much better at these conditions when compared to low-Kn flow conditions. 
Additionally, the varying vapor expansion characteristics near the interface at different Knudsen 
numbers result in evaporation rates that are dependent on the Knudsen number. This can be mainly 
attributed to the differences in the interfacial processes and vapor expansion characteristics with 
variation in Kn; in particular, low-Kn cases are characterized by substantially higher peak vapor 
velocities and relatively low interfacial condensation rates, when compared to high-Kn cases. 
 
Table 2. Computed condensation rates, CM for different 
Knudsen numbers at  =0.5 and 60U =  m/s 
Kn  CM  
0.05 0.325 
0.1 0.337 
1 0.358 
10 0.361 
 
 
(a)                                                                              (b) 
FIG. 11. Variation in (a) normalized flow velocity and (b) density profile along the extent of the computational 
domain. Only a small section next to the interface is shown.  
 
C. Effective Approach for Arbitrary Meniscus Shapes 
All the results presented so far have considered a flat meniscus. Here we consider five different 
meniscus shapes (S1-S5 as illustrated in Fig. 1 in section II) to study the impact of the interface curvature 
on the evaporation dynamics and the applicability of the effective evaporation coefficient approach for 
arbitrary meniscus shapes. It is to be noted here that the interface shape is predominantly determined 
by capillarity and therefore expected to have concave circular shapes as considered in this work.  
Additionally, convex circular shapes are not of interest here, as they will not have the desired effect of 
acting as a capillary pump. Therefore, arbitrary meniscus shapes, as mentioned in this work, strictly 
refers to typical concave circular shapes in the context of the nanoporous-membrane application. The 
interface surface length (S), contact angle () and radius of curvature (R) for an arbitrary meniscus are 
shown in Fig. 2. The interfaces S1 to S5 have a contact angle,   of approximately 0, 30, 60, 75 and 90 
degrees respectively. Here we focus only on the high Knudsen number regime, where the effective 
evaporation approach is expected to work better (as explained in section in III B for the flat interface). 
To illustrate the similarity between the curved and flat interfaces, the velocity flow field and streamlines 
at two extreme Knudsen numbers, Kn=0.05 and Kn=10, are compared for a selected interface, S5 and 
porosity, =0.25. The velocity field overlaid with streamlines for the two cases is compared in Fig. 12. 
Similar to the flat interface scenario, the flow-field is mostly two-dimensional for Kn=0.05, with the 
existence of a pair of Moffatt eddies. However, for larger Knudsen numbers (Kn=10), the two-
dimensionality of flow near the interface is comparatively minimal. This again implies that the overall 
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one-dimensionality of flow underlying the effective evaporation coefficient approach works much 
better at high Knudsen numbers, even for the curved interfaces.  
 
(a) Kn=0.05                                                           (b) Kn=10 
FIG. 12. Flow-fields near the interface showing the variation of normalized y-velocity, u/U∞ overlaid with velocity 
streamlines for the interface, S5 at =0.25 and two Knudsen numbers, (a) Kn=0.05 and (b) Kn=10. A constant 
far-field velocity, U∞=60m/s is considered.  
 
For an arbitrary meniscus, the choice of the effective evaporation coefficient parameter is not obvious 
as for a flat interface, since it is dependent on the meniscus curvature considered. For this more general 
case, the influence of different parameters like interface shape, porosity and evaporation coefficient is 
encompassed by a single effective evaporation coefficient parameter. Here, eff  is thus determined 
indirectly from the analytical equations (Eqs. (4) and (6)) using the numerical mass fluxes provided by 
DSMC simulations. A constant Knudsen number, Kn=10 and freestream velocity, U∞=60 m/s has been 
considered for all the results reported in this section. The variation in the normalized evaporation rates 
and derived effective sigma values for various cases of porosity and evaporation coefficient is shown 
in Fig. 13 for two selected menisci (the semicircle meniscus, S5 and the intermediate curved meniscus 
case, S3). The evaporation rates as a function of the evaporation coefficient for the different porosities 
considered are shown in Fig. 13a. It can be noted that the absolute magnitude of mass flux becomes 
lower as the evaporation coefficient reduces, as expected for all menisci. More interestingly, the 
variations in mass flux between the meniscus cases is noted to be minimal when σ = 1. In other words, 
as 1 → , the effective evaporation coefficient parameter for a curved interface simplifies to that for 
the flat mensicus case as ( )eff  →  , regardless of the contact angle or curvature of the meniscus 
shape considered. However, as σ reduces, the mass flux becomes proportional to the interface surface 
(i.e. area per unit width). This can be particularly noted for σ → 0, as the semicircle meniscus, S5 attain 
a significantly higher mass flux relative to the curved meniscus case, S3. 
The eff  for the two selected interfaces are shown in Fig. 13b, for various cases of porosity 
and evaporation coefficient. It can be inferred from the plots that eff scales with the porosity, for e.g.,
0.25 1
0.25eff eff 
 
= =
=  . An empirical relation, which can very accurately predict the effective sigma 
for a wide range of typical meniscus configurations as a function of the interface surface (S),  and  
have been fitted, and this is shown in Eqn. (10). This relation is valid and general for a range of 
parametric space; (0≤≤π/2 rad), (0.1≤≤1) and (0.25≤≤1).  
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2
0.202 0.031 0.741 0.688 0.726 0.855 0.035
0.605 0.357 0.311
eff
S S S S S S   
 
 
      − − + − − +
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

+ + 
+
+
  (10) 
Here / pS S L = , where S is the interface surface length defined by 
sin( )
pS L


= , so that Eqn. (10) 
can be conveniently expressed in terms of either the interface surface or the contact angle. 
 
 
(a)                                                                                (b)  
FIG. 13. (a) Mass flux and (b) the effective evaporation coefficient plotted as a function of the actual evaporation 
coefficient for various porosities at Kn=10 and 60U = m/s for the semicircle meniscus, S5 and the intermediate 
curved meniscus, S3. The solid lines refer to semicircle meniscus, S5 and the dotted lines refer to the intermediate 
curved meniscus, S3. 
 
The eff derived from the above empirical equation has been found to work very well in 
predicting the density and temperature jumps accurately for arbitrary interfaces. The agreement of the 
predicted density and temperature jump values from the effective one-dimensional approach with the 
corresponding DSMC results is illustrated in Fig. 14 for a selected interface, S2. The agreement in results 
is clearly excellent. To confirm the validity of the effective one-dimensional approach at other 
conditions, we have carried out selected additional simulations at other relatively high Knudsen 
numbers (e.g. Kn=1) and arbitrary far-field velocities (30< U∞<240 m/s) and compared the results 
against those predicted by the effective one-dimensional approach using Eqn. 10. The results (not shown 
here for the sake of brevity and avoiding repetition) show excellent agreement with the DSMC results, 
similar to those observed for the case of a flat interface detailed in section IIIA. This also confirms that 
for any case of fixed arbitrary meniscus shape, the value of the effective evaporation coefficient 
parameter is a constant for all far-field conditions (just as in the case of a flat interface) and can be 
predicted accurately from Eqn. (10). To summarize the results for arbitrary interface shapes, it can be 
inferred that the effective one-dimensional approach works excellently, regardless of the far-field 
conditions and evaporation coefficients considered, as long as the interface Knudsen number considered 
is sufficiently large (i.e. Kn>0.1).  
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(a)                                                                              (b) 
FIG. 14. (a) Density and (b) temperature jump values for various evaporation coefficients and porosities for 
interface, S2. The results are for Kn=10 and 60U =  m/s. Symbols denote DSMC results. 
 
D. Receding Meniscus Cases 
 
So far, we have considered an ideal meniscus case, i.e. when the meniscus is pinned to the top 
of the pore. In practice, the meniscus could actually recede down the pore under adverse operating 
conditions. Figure 15 illustrates the receding interface shapes. Selected cases of receding heights, H are 
considered in the range 0 2 pH L  . The interface shapes (S1-S5), are again considered to study the 
evaporation process, as done previously for the pinned meniscus cases. A constant Knudsen number, 
Kn=10 and freestream velocity, U∞=60 m/s has been considered for all the cases in this part of the study. 
 
 
FIG. 15. Schematic of the different interfaces considered. Pinned cases (h=0) are considered here. 
 
As for the pinned curved interface case described in section IIIC, the effective evaporation 
coefficient eff for any receding arbitrary curved meniscus has been derived indirectly from the 
corresponding computed DSMC mass fluxes and using Eqns. (4) and (6). An empirical relation, which 
can very accurately predict the effective sigma for a wide range of typical meniscus configurations as a 
function of S, H,  and  have been fitted, and this is shown in Eqn. (11). This relation is valid and 
general for a wide range of parameters; (0≤≤π/2 rad), (0.25≤≤1), (0 ≤H≤2Lp), and (0.25≤≤1). It can 
be noted from Eqn. (11) that, eff  scales with porosity, i.e. if the effective evaporation coefficient for 
a particular nanoporous membrane configuration is known, the corresponding eff at any other porosity 
can be obtained by simply multiplying it by  .  
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3 2
0.012 0.057 0.018 0.06 0.448 0.028 0.208
0.009 0.113 0.325 0.071 0.046 0.211 0.109
0.454 0.933 0.080 0.158 0.113 0.290
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Here / pS S L = , where S, the interface surface length is defined as 
sin( )
pS L


=  and 
p
H
h
L
= .  
 
Figure 16 shows the variation in the normalized evaporation rates and derived effective sigma 
values as a function of the receding height for arbitrary evaporation coefficients and a fixed porosity, 
i.e.  =0.5. Results for two selected interfaces, i.e., the semicircle meniscus, S5 and the flat meniscus, 
S1, are shown. The trend in the variation of evaporation rate and effective sigma are very similar.  From 
the evaporation rates plot, it can be noted that although the absolute value of mass flux decreases as σ 
reduces, the relative mass flux reduction (losses) as the meniscus recedes down the pore becomes 
minimal for very low values of σ. This can be attributed to the fact that as 0 → , a larger fraction of 
the molecules (proportional to 1- σ), crossing the interface gets re-emitted thereby reducing the relative 
losses. Furthermore, it can be noted that as 1 → , the meniscus shape is not important as both the 
curved and flat menisci produces essentially the same evaporation rates for all receding heights 
considered. However, for very low values of  , the evaporation rates are clearly very dependent on the 
meniscus shape and mass flux become proportional to the interface surface. In particular, as σ → 0, the 
ratio of mass flux predicted by the semicircle meniscus to that by the flat meniscus approaches π/2 (the 
ratio of the semicircle meniscus to the flat meniscus). 
 
 
(a)                                                                              (b) 
FIG. 16. The computed (a) normalized evaporation rates and (b) derived effective evaporation coefficients versus 
the receding height for 0.5 = , Kn=10 and 60U = m/s. Dotted lines represent the semicircle meniscus, S5 and 
the solid lines represent the flat meniscus, S1. The solid symbols denote DSMC results. 
 
The effective evaporation coefficient, one-dimensional analytical approach works excellently 
in predicting the density and temperature jumps accurately for any typical nanoporous membrane 
configuration. Agreement of the computed DSMC jump relations with the effective sigma approach 
results for the interface, S5 is illustrated in Fig. 17. The agreement for both density and temperature 
jumps is excellent. The temperature jump has been found to be fairly insensitive to the change in 
parameters, i.e. for fixed free stream conditions the temperature attains a constant value regardless of 
the receding height, porosity or evaporation coefficient. Selected simulations have been carried out at 
Kn=1 and other far-field velocity conditions to confirm the accuracy of the effective one-dimensional 
approach at these other conditions. It has been found again that just as in the pinned cases for arbitrary 
curved menisci, the effective one-dimensional approach works equally well for the receding cases as 
well, so long as sufficiently large interface Knudsen numbers (~Kn>0.1) are considered. Additionally, 
for a particular nanoporous membrane configuration, the value of the effective evaporation coefficient 
parameter is a constant for all far-field conditions and can be predicted accurately from Eqn. (11). 
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(a)                                                                              (b) 
FIG. 17. (a) Density and (b) temperature jump values for various evaporation coefficients and receding heights. 
The results are for interface, S5 computed at 0.5 = , Kn=10 and 60U =  m/s. Lines denote results from the 
effective sigma approach and symbols denote DSMC results. 
 
 
IV. CONCLUSIONS 
 
In the present study, an effective one-dimensional analytical approach has been proposed to 
predict the evaporation output parameters for two-dimensional arbitrary nanoporous configurations. 
Specifically, the two-dimensional nanoporous membrane evaporation problem has been simplified into 
an effective one-dimensional problem, by the introduction of an effective evaporation coefficient 
parameter. Our proposed approach provides, inexpensively, accurate results for all typical evaporation 
output parameters like evaporative mass flux and jump relations across the Knudsen layer, for a wide 
range of system parameters. For a flat interface, the effective evaporation coefficient can be obtained 
by directly relating the porosity of the membrane to the actual evaporation coefficient. For an arbitrary 
nanoporous membrane configuration, it has been shown that the influence of different parameters like 
meniscus shape, evaporation coefficient, porosity and receding heights can still be lumped into a single 
effective evaporation coefficient parameter. A wide range of parameter space covering relevant 
combinations of porosity, evaporation coefficient, meniscus shape and receding menisci at various 
operating conditions have been considered to demonstrate the feasibility of the effective evaporation 
coefficient approach. The accuracy of this effective approach has been demonstrated with the aid of 
extensive DSMC simulations. It is shown that for the nanoporous membrane evaporation problem, 
where the Knudsen numbers are sufficiently large (i.e. in the upper transition or free molecular regime), 
the effective approach works accurately for arbitrary membrane configurations regardless of the far-
field conditions and evaporation coefficients considered.  At smaller Knudsen numbers (Kn≤0.1), 
however, discrepancies have been found, which can be attributed to the variation in the interfacial 
processes at different Knudsen numbers.  
 
In summary, our work has enabled an efficient and accurate means of predicting many typical 
evaporation output parameters for a wide range of possible membrane configurations, thereby aiding 
the engineering analysis and design of nanoporous membrane-based cooling devices.  Finally, future 
work will consider three-dimensional simulations to investigate the effects of multi-dimensionality on 
the evaporation dynamics for nanoporous membranes. 
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