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ABSTRACT
The Magnetic Resonance Sounding method (MRS) is based on the resonance behavior of proton magnetic moments in the geomagnetic
field. As the signal generated by the protons is very small, the method is sensitive to electromagnetic noise and this is one of the major
limitations for practical application. The frequency of the magnetic resonance signal is directly proportional to the magnitude of the geo-
magnetic field, and varies between 800 Hz and 2800 Hz around the globe. Whilst natural noise within this frequency range is generally not
very large (excepting magnetic storms or other temporary disturbances), the level of cultural noise (electrical power-lines, generators, etc.)
may be very high. Both the depth of investigation and resolution of the MRS method depend on signal to noise ratio. If measured data
are corrupted by noise, it will have an effect on the accuracy and reliability of MRS results. Consequently, the MRS signal has to be meas-
ured with an acceptable signal to noise ratio. For improving the signal to noise ratio different filtering techniques could be applied.
Selection of the filtering scheme depends on the noise origin. In any case, application of the stacking is necessary. A large number of repet-
itive measurements are often required for stacking and consequently one sounding may take from one to twelve hours. In this paper, effi-
ciency of different filtering techniques, inversion strategy and influence of non-filtering noise on MRS results are discussed.
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Medición e inversión de SRM en presencia de ruido EM
RESUMEN
El método de Sondeos de Resonancia Magnética (SRM) se basa en el fenómeno de resonancia de los momentos magnéticos de los pro-
tones de hidrógeno en el campo geomagnético. Puesto que la señal generada por los protones es muy pequeña, el método es sensible a
la existencia de ruido electromagnético, suponiendo una de sus mayores limitaciones en aplicaciones prácticas. La frecuencia de la señal
de resonancia magnética es directamente proporcional a la magnitud del campo geomagnético, y varía entre 800 Hz y 2800 Hz en toda la
Tierra. Mientras que, dentro de este rango de frecuencias, los ruidos naturales no son en general de mucha amplitud (excepto los debi-
dos a tormentas magnéticas y otras perturbaciones temporales), el nivel del ruido cultural (líneas eléctricas, generadores, etc.) puede ser
muy elevado. Tanto la profundidad de investigación como la resolución de un SRM dependen de la relación entre la señal y el ruido. Si
las mediciones están contaminadas por ruido, la exactitud y fiabilidad de los resultados se verán afectadas. En consecuencia, la señal SRM
tiene que medirse con una relación señal/ruido aceptable. Para mejorar esta relación pueden utilizarse diversos sistemas de filtrado. Su
selección depende del origen del ruido. En cualquier caso, es necesario utilizar métodos de adición de señales, para lo que frecuentemente
se requiere un número elevado de repeticiones de la medida, lo que conlleva que la realización de un sondeo pueda durar desde una a
doce horas. En este trabajo se presentan la eficacia de diferentes técnicas de filtrado, la estrategia para la inversión y la influencia del ruido
en los resultados de un SRM.
Palabras clave: armónicos de líneas eléctricas, inversión SRM, ruido EM, sondeo RM, SRM
Introduction
One of the major limitations of the Magnetic
Resonance Sounding method (MRS) is the sensitivity
to natural and man-made electromagnetic (EM)
noise. Natural EM noise is considered as non corre-
lated noise. It can be created by magnetic storms, tel-
luric currents, thunderstorms etc. Man-made EM
noise can be generated by electrical power-lines, elec-
trical generators, radio transmitters, electrical fences,
cars and trains, gas pipes with the electrical protec-
tion etc. Industrial EM noise is usually considered as
a superposition of harmonics of the industrial fre-
quency (50 or 60 Hz). Radio transmitters and tele-
phone lines may also produce man-made EM noise
due to different stable frequencies used for the mod-
ulation used for communication signals. 
An alternating magnetic field produced by the pre-
cession of proton magnetic moments in groundwater
varies between 10-12 and 4x10-9 T. The voltage created
by this magnetic field (MRS signal) varies between 10
nV and 4000 nV when using a wire loop of 100 m
diameter as a receiving antenna and, contrary to
many geophysical techniques, the signal cannot be
amplified by increasing the transmitter power. The
frequency of the magnetic resonance signal (the
Larmor frequency) is directly proportional to the mag-
nitude of the geomagnetic field, and varies between
800 Hz and 2800 Hz around the globe. Usually, MRS
can be used without major problems within this fre-
quency range because the natural noise is sufficient-
ly low. However, in areas where industrial noise is
much stronger than natural noise, power-line har-
monics may create a major problem, particularly
when the Larmor frequency is close to one of the har-
monics of the fundamental frequency (50 Hz or 60
Hz). The noise can be diminished through application
of special noise-reducing loops and signal stacking
during the field measurements (see Plata and Rubio
(2007), and Bernard (2007) in this Issue) and also
applying numerical filtering techniques. Depending
on field conditions, these procedures can be more or
less efficient, but some part of non-filtering noise is
always remaining in the records. 
MRS provides free water content distribution in
the subsurface which is a solution of integral equa-
tion and, like many other ill-posed problems, the
inversion is sensitive to field measurement errors
caused by EM noise. Consequently, MRS results are
always suffering from the erroneous data. In some
cases errors may be so large that MRS results are get-
ting unreliable. 
In this paper attempt was made to summarize
nowadays experience of MRS practical application in
noisy conditions and to propose an optimal strategy
of MRS measurements and interpretation. 
NUMIS record
The standard NUMIS MRS equipment developed by
IRIS Instruments acquires data in the form of time
series recorded before and after the pulse transmis-
sion. Each record before the pulse is considered as
noise only whereas records after the pulse contain
both signal and noise. Before digitizing, a hardware
band-pass filter with a ± 100 Hz bandwidth (at the 3
dB level) centered at the excitation pulse frequency is
applied. This central frequency is set to equal the
Larmor frequency measured by proton magnetome-
ter at each investigated site. The time diagram of the
signal measurement process is shown in Figure 1.
For spectral analysis, the time series are digitized
with a sampling frequency four times higher than the
Larmor frequency fs=4fL so as to fully satisfy
Shannon’s sampling theorem, and to allow full and
accurate recovery of both noise and signal passing
through the hardware filter. For measuring the signal
envelope, a synchronous detector with a low-pass fil-
ter of 100 Hz band-pass (at the 3dB level) is applied
(Max, 1981). After the synchronous detection, the
sampling frequency is set at 500 Hz.
The synchronous detector has two orthogonal
channels (X and Y). For both channels, the reference
frequency fsd is set as close as possible to the signal
frequency, that is the Larmor frequency fL.The phase
of the reference frequency for the X channel coincides
with the phase of the current in the loop, and the
phase of the frequency for the Y channel is shifted 90
degrees. The amplitude and phase of the signal after
the synchronous detector are 
and
respectively. In this way, two derived signals are
obtained, one in phase and one out of phase:
[1]
[2]
where δω = 2TT δf = 2TT(fsd-fL), pk , δωk = 2TTδfk = 2TT(fsd-
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Fig.1. NUMIS record
Fig. 1. Registro NUMIS
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fk), and ϕk are the amplitude, the frequency, and phase
of the kth power-line harmonic (with K being the num-
ber of harmonics passed through the hardware filter);
and 
is the non-regular noise. 
For obtaining E0 and T2* it is assumed that 
and, thus, the logarithm of the measured amplitude




is the logarithmic noise induced by the noise compo-
nents X and Y. The phase of the measured signal at
time t is composed of the initial phase ϕ0 plus the
phase shift caused by the frequency offset between
the signal frequency and the synchronous detector
reference frequency:
[4]
where ϕp(t)+ϕε(t) is the phase instability caused by the
regular and non-regular noise. A linear regression fit
is then applied to determine δω and hence fL and ϕ0.
The linear regression fit provides a reliable esti-
mate of signal parameters when the noise is low.
However, the algorithm is sensitive to noise and, in
order to diminish noise influence, a non-linear regres-
sion curve-fitting technique based on least squares
minimization must be used:
[5]
where (t5-t4) is the record length (Figure 1), 
and
For minimization, the Marquardt non-linear fitting
technique (Marquardt, 1963) was used, with the start-
ing point derived from the linear regression estimate
presented above (Legchenko and Valla, 1998). 
Processing of MRS Signal contaminated by EM noise
We can distinguish four major types of EM noise: nat-
ural quasi-constant or time-varying noise, man-made
short spikes and industrial noise. Depending on the
nature of the EM noise, different strategies of data
processing could be applied. 
Quasi-constant EM noise
As the proton magnetic resonance response is usual-
ly very small in comparison with both cultural and
natural electromagnetic noises, even a very narrow
filter does not allow getting a good enough signal to
noise ratio (S/N). In order to improve the signal to
noise ratio a stacking procedure must also be used. It
consists of averaging up records:
and
In case of non-correlated noise the signal to noise
ratio is increased √ n times after n stacks. 
Time-varying EM noise
A more effective stacking scheme, namely weighted
stacking, can be applied if the noise magnitude is
much larger than the signal and is not statistically
constant during data acquisition time (non-white
noise). Such a scheme is based on a noise estimate si
defined as 
[6]
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∆T being the observation window. Each record is
assigned the weight ηi = 1/si2 and records are avera-




Short spikes appearing with the period of 0.5-2 s is a
noise typically generated by electrical fences. If the
duration of a spike is smaller than duration of MRS
signal then spikes can be efficiently rejected. For that,
a spike can be discriminated by its amplitude which is
much higher than the signal amplitude (Figure 2a).
After spike rejection the signal can be further
processed (stacking, filtering). 
Industrial electromagnetic noise 
A special field study was undertaken in order to learn
more about industrial EM noise (Legchenko and Valla,
2003). The frequency range of interest for the MRS
method is between 800 Hz and 2800 Hz, which corre-
sponds to worldwide variations of the Larmor fre-
quency set by the Earth’s magnetic field. The study
was carried out mainly in areas with the Larmor fre-
quency around 2000 Hz, but it is likely that this does
not change the general nature of the results. The field
data were recorded in France and also in other coun-
tries; field data in this paper were acquired at three
sites in France, one in Israel, one in the Netherlands
and one in the USA. 
A first appraisal of noise can be made by comput-
ing its RMS amplitude as 
[8]
where N is the number of samples in a noise record
after the synchronous detector. An example of noise
measurements in France is shown in Figure 3. At each
site, 40 consecutive 1000 ms long records of the noise
were made, at about ten-second intervals. The sam-
pling rate was 2 ms which makes N=500 in Equation
8. It can be seen that even at the same test-site the
noise magnitude was not stable and may vary by a
factor of more than two. 
A more detailed analysis was made using the
Fourier transform. Figure 4 shows the Fourier spectra
of noise records at four different test sites. Industrial
frequency harmonics dominate in all the spectra.
However, the amplitudes of even and odd harmonics
and the non-harmonic noise vary significantly from
one site to another. Note that, as the records from the
USA are for relatively short time periods (200 ms
instead of 1000 ms), the bandwidth of power-line har-
monics in the USA spectrum appears corresponding-
ly wider. 
Industrial frequency stability is the keystone of the
power-line noise filtering techniques proposed by
Butler and Russell (1993). In 1993 and later (Butler,
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Fig. 2. Short spikes rejection scheme (solid line – signal with spike,
thick dashed line – signal without spike). a) before rejection, b) after
rejection
Fig. 2. Esquema del sistema de rechazo de picos de ruido (línea
gruesa continua - señal con ruido, línea gruesa discontinua- señal
sin ruido). a) antes del rechazo, b) después del rechazo
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2001), the authors showed the consequences of incor-
rect frequency estimation on the performance of sub-
traction schemes. In order to check the stability
assumption, measurements were made of power-line
harmonic frequencies in the investigated frequency
range (37th harmonic in Israel, 40th in France, and 41st
in the Netherlands) using the synchronous detector
described above. It can be seen (Figure 5) that fre-
quencies vary from one record to another, but the
instability is site-dependent with the largest varia-
tions being observed in Israel. Such considerable
instability of an industrial frequency is, in fact, very
unusual and there is no clear reason why it occurs.
However, even in the same country (France, Sites 1
and 2) the frequency estimates show some instability.
This instability (variations around 0.5 Hz and even
higher) can be explained partly by instability of the
power-line fundamental frequency, and partly by
noise influencing the accuracy of the estimation. 
The proportion of 50 Hz harmonics in the noise
spectra was also calculated (Figure 6). In order to
diminish the spectral leakage effect caused by limited
resolution of the Fourier transform on the accuracy of
Fig. 3. Example of variations in the magnitude of power-line noise
Fig. 3. Ejemplo de variaciones en la magnitud del ruido producido
por líneas eléctricas
Fig. 4. Examples of power-line spectra
Fig. 4. Ejemplos del espectro del ruido producido por líneas eléctricas
the estimation, the ±1 Hz bandwidth around each har-
monic was taken into account for the calculations. It
was found that, depending on the site, the power-line
harmonics represent only 20% to 50% of the noise
energy within the ±150 Hz bandwidth. This high per-
centage of non-stationary noise observed in the vicin-
ity of power-lines may be explained by the fact that in
the investigated frequency range the most energetic
(and probably more stable) lower harmonics are fil-
tered out and only the higher harmonic numbers (20
to 55) are used. It is also possible that power-lines,
being long conductors, act as electromagnetic anten-
nae and channel both man-made and natural electro-
magnetic noises from a large area, thus amplifying
the grossly random background noise, especially on
the vertical magnetic component that is measured
with MRS antennae. 
Industrial EM noise can be efficiently diminished
by applying the noise reducing field setup composed
of two circles or squares that form the figure eight
(Trushkin et al., 1994). Depending on site conditions,
the figure-eight-loop allows improving the S/N from
two to ten folds. However, even with this loop the S/N
may be not sufficiently good for inversion. 
Filtering technique: block subtraction 
After the synchronous detector and low-pass filter,
only three power-line harmonics around the Larmor
frequency can be considered harmful for MRS signal
measurement: fk-1=∆F-50, fk=∆F, and fk+1=∆F+50; where
∆F=(50k-fsd), fsd≈fL and k is closest to the Larmor fre-
quency power-line harmonic. 
For practical implementation of the block subtrac-
tion method, it is assumed that the noise is regular
and largely dominant over the signal (otherwise, fil-
tering would not be needed) and, therefore, that non-
stacked signal records are mostly noise. The block
subtraction method for such a case is shown in Figure
7. The strategy consists of selecting the time shift τ so
that the noise sample B(t) from a noise record, and
the sample A(t) that contains both signal and noise,
are as similar as possible. An ideal sample rate would
be an integer multiple of 50 Hz. However, the finite
sample interval of the record and uncertainty over the
exact value of the fundamental frequency limits the
accuracy of the subtraction in this case. In order to
diminish errors caused by erroneous estimation of
the fundamental frequency, the correlation function
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Fig. 5. Example of measurements of the frequency of kth power-
line harmonic relatively its 50 kHz estimate at different sites
Fig. 5. Ejemplo de las frecuencias medidas de los armónicos de una
línea eléctrica (valores relativos a 50 kHz) en distintos sitios
Fig. 6. Proportion of 50 Hz harmonics in the total noise
Fig. 6. Proporción de la contribución de los armónicos de 50 Hz al
ruido total
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between a fixed sample A(t) and a moving sample
B(t) are used as criteria for the best selection of τ:
[9]
where X and Y are the channels of the synchronous
detector and ∆t=t2-t1=t5-t4 (∆t=200 ms for a typical
NUMIS setup). 
An ideal noise sample would be when RAB(t,τ)=2 ,
but in practice the best value τbest is when
RAB(t,τbest)=max. The efficiency of block subtraction can
be demonstrated using two different noise records
made in France. 
In Figure 8, the amplitude of noise sample (A(t)),
after processing by the synchronous detector
A(t)=(X2(t)+Y2(t))1/2 is plotted versus time and shown
by the thin line. The mean value of the amplitude is
given by the 2000 Hz harmonic, but the 1950 Hz and
2050 Hz harmonics are also clearly seen on the plot. 
As ∆F=-10 Hz for these sites, the harmonics are
presented as a combination of 40 Hz and 60 Hz sinu-
soids respectively. The results of the subtraction (A(t)-
B(t)) is depicted by the thick line. For the record from
Site 1, RAB(t,τbest)=1.4 and the subtraction is inefficient,
whereas for Site 3, RAB(t,τbest)=1.92 and the subtraction
technique works well. If the proportion of 50 Hz har-
monic in the power-line noise recorded at Site 1
(about 20%) is compared with Site 3 (about 40%)
(Figure 6), it can be concluded that the block subtrac-
tion method gives better results when the percentage
of 50 Hz harmonics (regular part) is larger. This con-
clusion matches exactly that of Butler and Russell
(1993) concerning the efficiency of the block subtrac-
tion technique for the 0.1-1000 Hz frequency range. 
Filtering technique: sinusoid subtraction
The sinusoid subtraction technique is based on the
representation of power-line noise as harmonics
superimposed on the fundamental frequency (50 Hz
or 60 Hz). The harmonic component is estimated from
noise records and then subtracted from records con-
taining both the signal and noise. The frequency of
power-line harmonics, being relatively unstable,
should not be determined by simply multiplying the
fundamental frequency value by an integer number.
During fieldwork, estimates must be made from the
records, not only of the amplitude and phase of a
power-line harmonics, but also its frequency. 
When applying this technique to MRS signal filter-
ing, it should be kept in mind that the harmonics fur-
thest from the Larmor frequency fL are filtered out by
Fig. 7. Selection of the best noise block from a noise record
Fig. 7. Selección del mejor intervalo en un registro del ruido
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the low-pass filter and do not influence MRS meas-
urement accuracy. The few interfering harmonics
(usually three, but sometimes five) are close to fL. In
the NUMIS system, synchronous detectors (3 or 5)
are used for power-line harmonics estimation (ampli-
tude, phase and frequency), in a manner very similar
to that applied to signal processing. For each syn-
chronous detector, the reference frequency is set
equal to one of the few fundamental harmonics fre-
quencies close to the Larmor frequency: fksd =50k. The
low-pass filter has a bandwidth of 5 Hz instead of 100
Hz. If the fundamental frequency is sufficiently stable,
or varies slowly and thus can be considered stable
during a few seconds period, the harmonics can be
estimated using a noise record before the pulse (E0=0
in Equations 1 and 2). Otherwise, a record after the
pulse can be used, on the assumption that the noise
is much larger than the signal (pk >> E0 for all k∈K, in
Equations 1 and 2). Obviously, there is no need to
compute the logarithm for the harmonics amplitude
estimation (Equation 3). 
Modeling results show that, using a one-second
long record, the power-line harmonic frequency can
be measured reliably to within an error of ±0.1 Hz. For
example, assuming that for kth harmonic 
and
phase 
is calculated after the synchronous detector (Equation
4) by varying δfk=(fsd-fk) as shown in Figure 9. This
example demonstrates that margins of error even
smaller than 0.1 Hz error can easily be achieved but,
in practice, non-regular noise may corrupt the phase
measurements φ(t) and diminish the accuracy. 
Filtering technique: notch filtering 
When designing a low-pass filter for the MRS system,
it should be kept in mind that the relaxation time of
the magnetic resonance signal T*2 varies typically
from 40 ms to 400 ms and this determines the band-
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Fig. 8. Examples of the block subtraction application
Fig. 8. Ejemplos de aplicación del método de sustracción por bloques
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width of the filter. The Larmor frequency cannot be
considered as constant, because it is affected by geo-
magnetic field variations within the volume investi-
gated by MRS and also is unstable over time, and
hence the bandwidth of the filter must be increased to
about 4 Hz. The notch filter is centered on the power-
line harmonic frequencies; as these are known only
approximately, the filter cuts out ±1Hz bandwidth
around each harmonic. A combined filter, consisting
of a low-pass filter centered on the Larmor frequency
and a ±1 Hz notch filter centered as close as possible
to the Larmor frequency harmonic of the fundamen-
tal frequency, is depicted in Figure 10 (dashed line). It
should be noted that the notch filter removes 3 or 5
harmonics, but they are not shown in Figure 10. 
Whilst the sinusoid subtraction method subtracts
the estimates of power-line harmonics without dis-
torting or attenuating the signal of interest, the notch
filter always cuts out a narrow frequency band and,
therefore, the signal may be deformed. It is thus nec-
essary to consider the distortion effect of such a
notch filter on the magnetic resonance signal.
Numerical modeling results show that application of
the notch filter significantly improves accuracy of sig-
nal parameter estimation for all the power-line fre-
quency offset values. The notch filter efficiently elim-
inates the sinusoidal noise and there is practically no
distortion to the synthetic signal when ∆F>4 Hz. For
smaller values of the frequency offset (∆F≤4 Hz), the
notch filter corrupts the signal. However, the noise
influence on unfiltered signals may be even more
harmful and quite often leads to fitting instability.
Consequently, the improvement in signal parameter
estimation due to the filtering algorithm can be eval-
uated by considering the S/N for which the non-linear
fitting algorithm becomes unstable as the critical
value. The results are summarized in Table 1.
Depending on the test site, the critical value of S/N
varies between 0.8 and 0.1 without the notch filter
and between 0.01 and 0.08 with the notch filter. The
improvement in the critical S/N is between 2.3 and 10
times depending on the site. 
Comparison of different filtering techniques 
The efficiency of the filtering techniques was estimat-
ed using 40 consecutive noise records made at each
Fig. 9. Phase shift caused by different frequency offsets δf
Fig. 9. Desfase producido por diferentes desviaciones de la fre-
cuencia δf
Fig. 10. Spectra of the exponential signal (solid lines) and com-
bined low-pass and notch filter (dashed line)
Fig. 10. Espectro de la señal exponencial (línea continua) y combi-
nación de filtros pasa-baja y notch (línea discontinua) 
of four test sites (France three, Netherlands one). Our
results show that the efficiency of the noise filtering
methods depends on the test site. The best results are
obtained at Sites 2 and 3 (France) where the noise
contains the largest percentage of 50 Hz harmonics
(Figure 6). At the same site, notch filtering appears to
be the most efficient for noise reduction as it cuts out
the largest bandwidth. The sinusoid subtraction and
the block subtraction are respectively less efficient.
However, it should be remembered that when the
Larmor frequency is close to one of the power-line
harmonic frequencies, the notch filtering might also
distort the signal of interest. So, depending on the
noise and the frequency offset, a compromise must
be made between removing the noise and keeping
the signal undisturbed so that signal parameters can
be estimated. 
Basing on experience gained to date, the rule for
filtering method selection is proposed (Table 2). It can
be shortly summarized as following:
- When the frequency offset |∆F|>8 Hz, the notch
filter is the most effective.
- When |∆F|<8 Hz, the notch filter may be too
drastic and suppress important signal informa-
tion for long relaxation times (T*2>200 ms) and,
in this case, the subtraction techniques must be
used. 
Inversion of MRS measurements
Amplitude of MRS signal
For measuring MRS signal, a pulse of alternating cur-
rent energizes the loop 
[10]
where I0 and τ are respectively the pulse amplitude
and duration and ωL=γ B0 is the Larmor frequency. The
pulse causes precession of the spin magnetization
around the geomagnetic field, which produces a non-
zero flip angle 
[11]
where q=I0τ is the pulse moment, BT⊥(r) is a perpendi-
cular to the geomagnetic field component of the loop
magnetic field, and r=r(x,y,z) is the coordinate vector.
The signal induced in the receiver loop is proportion-
al to the sum of the flux of all precessing magnetic
moments M⊥=M0 sin(θ). With
where N is the number of hydrogen protons per unit
volume, T is the absolute temperature, h is the Planck
constant and the Boltzmann constant k=1.3805.10-23
[J/°]. Since N=6.692.1028 [/m3], it is found that
M0=3.287.10-3B0 at 293°K (20°C). Neglecting the higher
harmonics of the pulse and a possible frequency off-
set between the Larmor frequency and the current
frequency, the induction in the coincident Tx/Rx loop
voltage thus becomes (Legchenko and Valla, 2002) 
[12]
where ϕ0 is the phase shift caused by electrically con-
ductive rocks, and 0 ≤ w(r) ≤ 1 is the water content. As
both the magnetic moment per unit volume M0 and
the Larmor frequency ωL are proportional to the geo-
magnetic field, it follows from Equation 12 that the
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Table 1. Threshold of relible estimation of the MRS signal parame-
ters
Tabla 1. Valores de los parámetros de estimación de fiabilidad de
un SRM 
Table 2. Optimal selection of the filtering technique
Tabla 2. Optimización en la selección de la técnica de filtrado
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amplitude of the magnetic resonance signal depends
on the geographical location of the investigated area
E0~B20 (Legchenko et al., 1997). Assuming that the
stratification is horizontal, and the vertical distribu-
tion of resistivity is known, Equation 12 of the signal
amplitude E0 can be simplified to a Fredholm linear




Numerical results show that distant protons produce
a negligibly small signal and, hence, integration can
be limited by approximately L=(x2+y2)1/2<3 √ S, where
S is the loop surface. However, practically L=1.5√ S
can be considered as the maximum reliable depth of
water detection by MRS, and a cube with side 1.5√ S
as the approximate investigating volume. It should be
noted that in heterogeneous geological environ-
ments, MRS data about aquifers are the averages of
readings for a volume proportional to the size of the
loop. 
Regularization of MRS inversion
Different inversion schemes can be found in the liter-
ature (Guillen and Legchenko, 2002a; 2002b; Hertrich
and Yaramanci, 2002; Legchenko and Shushakov,
1998; Mohnke and Yaramanci, 2002). Some of them
are also presented in Yaramanci and Hertrich (2007,
this Issue). However, resolution of MRS inversion is
mostly defined by the MRS integral equation and
selection of the inversion scheme does not change
the general nature of presented in this paper results. 
Tikhonov regularization method
The vertical distribution of water content w(z) is
resolved by Equation 13. This linear equation may be
solved by projecting it onto finite dimensional sub-
space, and approximated by the projected equation 
[14]
where i=1,2,….I j=1,2,…..J and ϕj(q) is a set of kernel
vectors obtained by projecting the kernel K(q,z) on a




From a physical point of view, the problem allows
the basis functions to be assumed as box-car func-
tions. Hence, the kernel vectors are the elementary
responses from the layers of water (wj=1), character-
ized by their depth z and thickness ∆z. When the
depth intervals are 
[17]
the basis functions are 
[18]
and the kernel vectors are 
[19]
In a matrix notation, projected Equation 14 can be
written as 
[20]
where A=[ai,j] is a rectangular matrix of I x J with the
elements ai,j=ϕj(qi), E0=(E01,E02,…,E0i,…E0I)T, E0i=E0(qi)
being the set of experimental data, w=(w1,w2,…,
wj,…wJ)T, wj=w(∆zj) being the vertical distribution of
water content, and the symbol T denoting transposi-
tion. 
Numerical solution of matrix Equation 20 is highly
dependent on the choice of basis functions. For a
unique and stable solution, the kernel vectors must
be linearly independent. In this case, the number of
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the basis functions is small and, in spite of the
uniqueness, such a solution has no practical impor-
tance due to a large discretization error. Increasing
the number of basis functions reduces the error due
to discretization, but the stability of the solution suf-
fers due to ill-conditioning of the problem. 
Stability of the matrix C=ATA can be estimated
using the concept of condition number 
[21]
where λmax , λmin are the maximum and minimum
eigenvalues of the matrix C. In general, a linear sys-
tem with a small condition-number value is more sta-
ble than a system with a large one. For L2 norm,
cond(A)=√ cond(C); hence, the linear dependence
between the kernel vectors affects not only the stabil-
ity of the matrix C but also the stability of the matrix
A.
The condition number of the matrix A can be used
for estimating the relative error amplification 
[22]
where ε(q)2 is the experimental data error (noise),
E0(q)2 is the signal, δw(z)2 is the error of the solu-
tion, and w(z)2 is the solution itself. The condition
number is the less optimistic evaluation of the error
amplification. 
In NUMIS system, the inversion was carried out
according to the well-known Tikhonov regularization
method (Tikhonov and Arsenin, 1977). In order to find
an approximate solution of the Equation 20, this
method supposes minimization of the Tikhonov func-
tional 
[23]
where the matrix A is a product of discretization of
the Equation 12, E0ε is the vector of the experimental
data contaminated by the noise ε=εL2, wα is the solu-
tion vector that minimizes Equation 23, and α>0 is the
parameter of regularization. 
To solve this minimization problem, we followed
the discrepancy principle introduced by Morozov
(1966), which is based on the fact that for erroneous
data, it does not make much sense to have the resid-
ual Awα –E0εL2 smaller than the experimental error.
Hence, for a given ε>0, we need to find a solution with
a residual Awα –E0εL2≤ ε and stabilize it by making
wαL2 small. wα is an approximation of the solution
of Equation 20. When ε→0, α(ε)→0 and wα→w. For the
optimization itself we used the conjugate gradient
method (Stoer and Bulirsch, 1980). 
Application of the regularization (not necessary
the same as presented above scheme) allows damp-
ing oscillations of the solution caused by the noise.
But it is also smoothing the solution thus diminishing
the resolution of the method. 
Discretization of the integral equation 
The condition number of the matrix A can be used for
estimating the relative error amplification (Equation
22). It depends on discretization of Equation 12. If we
assume that ∆z1< …< ∆zj <…< ∆zJ and make ∆zj
increasing with depth respecting the exponential low
then the number of layers (J) will allow us to manage
the sensibility of inversion to the experimental noise.
Numerical calculations of the condition number of the
matrix A versus the layers number (Figure 11) con-
firm the existence of relationship between the two
parameters. The eigenvalues were calculated by
the standard Jacobi method (Stoer and Bulirsch,
1980) for C=ATA matrix and afterwards, as
cond(A)=√ cond(ATA) for A itself. For this example,
calculations were performed using a circular antenna
of 100 m diameter, a vertical geomagnetic field with
the magnitude of 58685.45 nT, and the corresponding
Larmor frequency of protons in water ωL/2TT=2500 Hz. 
Thus, when the noise is small number of layers in
the matrix A may be increased thus improving the
vertical resolution of the inversion results. But when
experimental data are corrupted by noise, increase of
the number of layers cannot improve the resolution
limited by the signal to noise ratio. 
Selection of the parameter of regularization 
In NUMIS system, the noise magnitude is measured
before the pulse (Figure 1). After stacking and filtering
it can be estimated using Equation 6. Equation 23 is
than resolved following the discrepancy principle
Awα–E0εL2≤ε, with ε estimated from the noise
records and varying the parameter of regularization α
at each step of optimization. When the minimum is
found, wα is an approximation of the solution we are
looking for. NUMIS inversion software allows also
setting the parameter of regularization manually thus
permitting to users to adjust solution semi-manually. 
Thus, the parameter of regularization is a tool that
allows finding a compromise between the accuracy of
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fitting of the experimental data and smoothness of
the solution. Obviously, if data are erroneous then
more weight is given to smoothness condition. If data
are accurate then the regularization scheme allows to
the solution to be less smooth thus improving the
resolution. When the parameter of regularization is
underestimated, it does not improve the resolution
because of the solution will be contaminated by
noise. If the parameter of regularization is overesti-
mated then some information contained in experi-
mental data will be lost.
Depth of investigation with MRS method
The magnetic resonance signal is sensitive to differ-
ent natural factors what makes the performance of
the method site-dependent. The most common and
practically important variations in the magnetic reso-
nance signal are related to the electrical conductivity
of rocks and the natural geomagnetic field (Semenov,
et al., 1989; Shushakov, 1996; Legchenko, et al., 1997;
Valla and Legchenko, 2002). 
The electrically conductive subsurface attenuates
alternative electromagnetic fields by a factor charac-
terized by the “skin depth” that is proportional to √ρ/f,
where ρ is the resistivity of the subsurface, and f is the
frequency of the electromagnetic field. The electrical
conductivity is a major factor that is limiting the depth
of investigation with MRS. Indeed, from Equation 12
follows that if the loop size is increased, the depth of
investigation should be also increased. However, at
the Larmor frequency around 2000 Hz even in rocks
considered as “non-conductive” (for example, 100
ohm-m half space) the skin depth is about zs=503√ρ/f
≈112 m. Consequently, when using a typical MRS
setup (square loop of 75x75 m or 100x100 m, or cir-
cular loop with D=100 m), the average depth of inves-
tigation (about 100 m) is smaller than the skin depth
and the electrical conductivity has relatively minor
effect on the MRS signal. If we try to increase the loop
thus looking for larger depth of investigation then the
depth we are looking for will be greater than the skin
depth and the conductivity will have major effect on
the MRS signal. 
Fig. 11. Condition number of matrix A versus the number of layers
computed for a 100-m-diameter loop
Fig. 11. Valor de condición de la matriz A en función del número de
capas utilizadas en el cálculo, para una antena de 100 m de diáme-
tro
Fig. 12. Amplitude of MRS signal versus the depth a 1-m-thick layer
of free water (w=100%) calculated for different geomagnetic fields
(15°, 30000 nT; and 75°, 60000 nT) and half-space resistivity (100, 10
and 1 ohm-m)
Fig. 12. Amplitud de la señal SRM de una capa de 1 m de potencia
saturada de agua (w=100 %) en función de la profundidad, calcula-
da para diferentes campos geomagnéticos (15°, 30000 nT; y 75°,
60000 nT) y resistividades del medio (100, 10 y 1 ohm-m)
The Larmor frequency used in MRS is proportion-
al to the geomagnetic field magnitude (fL~B0).
Consequently, in areas with a low geomagnetic field
(towards the equator), the frequency is smaller, and
the attenuation caused by the subsurface is less
important than in areas with a high geomagnetic field
(towards the poles). However, the magnetic reso-
nance response is proportional to square of the geo-
magnetic field (E0~B20), what improves the signal to
noise ratio in areas with a high geomagnetic field
even taking into account the attenuation caused by
the subsurface. 
A numerical demonstration of influence of these
natural factors on the maximum depth of investiga-
tion of the MRS method is presented in Figure 12.
Amplitude of a one meter thick infinite horizontal
layer of water with 100% of the water content is
depicted versus the depth of the layer. Calculations
were performed for different geomagnetic fields and
half-space resistivity using standard configuration: a
square loop with a side of 100 m and a maximum
pulse of 15000 A-ms. In noiseless environment a sig-
nal detection threshold for NUMISPLUS system is about
10 nV. 
We can see that detection of small signals and
hence the depth of investigation with MRS is directly
proportional to the noise magnitude. Obviously, in
presence of noise smaller signals cannot be reliably
measured and consequently the depth of investiga-
tion will be diminished. For example, in noiseless
environment (10 nV threshold) the depth of water
detection in 10 ohm-m half-space and considering 75°
geomagnetic field will be about 95 m. With the noise
magnitude of 50 nV, it will be diminished to 75 m
approximately. It should be also reminded that MRS
signal is proportional to water volume in the subsur-
face and hence, aquifers containing larger amount of
water can be detected at larger depth. 
Resolution of MRS method
The vertical resolution of the MRS method depends
on the magnetic field created by the loop; the larger
the gradient of the field, the better the resolution. The
magnetic field of the circular or square loop is well
known; the gradient of the field is large close to the
surface and decreases with increasing depth.
Consequently, the resolution of the NMR is also bet-
ter close to the surface. The vertical resolution corre-
sponds to thicknesses of the basis functions, and
hence, 
[24]
In MRS it is impossible, for a particular layer, to
know both the layer thickness and the water content,
what is giving rise to layer equivalence. Two layers at
the depth ze with the thicknesses ∆z1,∆z2<∆ze are equiv-
alent if w1 ∆z1= w2 ∆z2. The equivalent layers cannot be
resolved. The thickness ∆ze is defined by the vertical
resolution of the method which depends on the mag-
netic field created by the loop; the larger the gradient
of the field, the better the resolution. Figure 13 shows
the relative errors of resolution for a synthetic model
consisting of a 10-m-thick layer (w=20%) versus the
layer depth. A square 100-m-side loop is assumed.
The errors were calculated as
where Pinv and Pmod are, respectively, a parameter from
the inversion and its true value given by the model. It
can be seen that both the water content and the thick-
ness are better resolved when the layer is close to the
loop, and that errors increase with distance from the
loop. At a depth greater than about one half of the
loop side, the 10-m-thick layer cannot be resolved.
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Fig. 13. Numerical modeling: resolution of a 10 m-thick layer when
using 100 m-side square loop
Fig. 13. Modelado numérico: resolución de una capa de 10 m de
potencia, utilizando una antena cuadrada de 100 m de lado
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However, note that the resolution accuracy of the
product w x ∆z is much better. 
To numerically demonstrate influence of the noise
on the inversion accuracy, we used a two-layer model
consisting of two 10-m-thick horizontal, homoge-
neous, infinite water-saturated layers situated in 100
ohm-m half-space at depths of 10 and 30 m respec-
tively. The water content of each layer was taken to be
equal to 0.2 (w=0.2), corresponding to 20% of free
water, and the geomagnetic field was assumed to be
equal to 60000 nT with the inclination of 75°. A 100 m
diameter circular antenna was used for calculating
the MRS signal. Experimental errors were simulated
by adding zero mean random noise to the model
data. The inversion results are presented in Figure 14.
Inversion (solid line) fits the model quite well (dashed
line) when S/N=1000 (Figure 14a). However, even
without noise resolution of the model is not perfect
because it is limited by the non-uniqueness of the
inverse problem. It is a fundamental limitation of the
accuracy of MRS results. When S/N=5 (Figure 14b),
two layers are not resolved. Inversion shows just one
layer located incorrectly. When S/N=1 (Figure 14c),
the fit to the model is very poor. In all three cases
inversion is stable and a good mean square fit is
obtained for both the theoretical curves and the
model data (right hand graphs). However, when noise
is getting larger resolution of the inversion is dimin-
ishing and it acts as a low pass filter.
Estimation of MRS data quality
Currently, the MRS method is able to detect water in
aquifers composed of non-magnetic rocks. The mag-
netic resonance signal may vary from 0 to about 4500
nV. Typical range for Europe is 0 – 500 nV, but for
igneous rocks it is 0 – 150 nV. NUMISPLUS instrument
has an instrumental noise which can be decreased by
a stacking process down to about 3-5 nV. That puts
the threshold of reliable measurements of magnetic
resonance signal to 10 nV approximately. 
For MRS data quality estimation, the following
parameters can be used:
1) External noise level after stacking and filtering
is compared with the NUMIS instrumental
noise as EN/IN=(ext. noise)/(instr. noise)=
noise/5. When the magnetic resonance signal is
very small, the stacking should be carried out
until EN/IN≈1. If EN/IN≈1 then the sounding can
be considered to be of a good quality, even if
the signal has not been detected. 
2) The signal to noise ratio S/N=signal/noise.
Usually data are considered of acceptable qual-
Fig. 14. Numerical modeling: example of resolution of two 10 m-
thick layer with different signal to noise ratios: a) S/N=1000; b)
S/N=5; c) S/N=1. Left hand graph – the vertical distribution of the
water content; right hand graph – synthetic signal and inversion fit
Fig. 14. Modelo numérico: ejemplo de resolución para un modelo
de dos capas de 10 m de potencia, con diferentes relaciones de
señal y ruido S/N. a) S/N=1000; b) S/N=5; c) S/N=1. En los gráficos
de la izquierda se representa la distribución vertical del contenido
de agua; en los de la derecha, la señal del modelo y el ajuste de
inversión
ity when S/N>2. In this case, a quantitative
interpretation of MRS data is possible through
inversion procedure, and reliable information
about aquifers can be derived from MRS data.
When S/N>2, it is not necessary to have EN/IN≈
1. If EN/IN≈1 and S/N=1 (signal is not detected)
then the quantitative interpretation of MRS data
is not possible. In this case MRS reveals that
volume of free water in the subsurface is small-
er than the threshold of the instrument. 
3) When EN/IN>1 and S/N ≈ 1 the sounding cannot
be considered as of a good quality. In this case,
the only conclusion can be derived from the
data is that the amplitude of MRS signal is
smaller than the noise level. For example, if
EN/IN=5 and S/N=1 then one can conclude that
if there is a signal it is smaller than 25 nV (con-
sidering IN=5 nV). However, inversion of MRS
measurements with S/N ≈ 1 allows a qualitative
interpretation. The qualitative interpretation
reveals only an estimation of maximum possi-
ble free water volume inside of the loop area.
This estimation only guarantees that it is not
possible to have more water than is given by
this estimation. The qualitative interpretation
does not guarantee that there is water in the
subsurface. 
Example of Processing of real data
The results obtained in France with NUMIS instru-
mentation using a 75-m-side square loop can be used
to demonstrate the method. Noise magnitude was
found to be about 900 nV (corresponding EM field of
16x10-11 T approximately) and, for this level of a noise,
a stacking procedure was necessary to improve the
signal to noise ratio. Spectral analysis revealed a high
percentage of 50 Hz harmonics, which suggested that
one of the power-line filtering techniques may be
suitable. The Larmor frequency, measured with a pro-
ton magnetometer, was 2010 Hz. As |∆F|>8 Hz, the ± 1
Hz notch filtering scheme could be applied and
records were filtered before stacking. Two soundings
were performed at the same site: a) with 200 stacks
without notch filtering; b) with 10 stacks that were
processed with and without notch filtering. It was
considered that sounding (a) provided true data and
it was therefore compared with two other soundings. 
Figure 15 shows NUMIS records (after the syn-
chronous detector) made with the same value of the
pulse moment containing both the signal and the
noise: 1) one stack after only hardware-filtering; 2)
same as (1), but with the low-pass filter without notch
filtering; 3) after 200 stacks and the low-pass filter,
without notch filtering; 4) after 10 stacks and the low-
pass filter, with notch filtering; 5) same as (4) without
notch filtering. It can be seen that application of notch
filtering allows signal recovery using 10 stacks with
about the same degree of accuracy as using 200
stacks without notch filtering. 
Signal parameters estimated for these three
soundings against the pulse moment are shown in
Figure 16. One can see that the results obtained using
10 stacks and applying the notch filtering are close to
those made with 200 stacks. As the signal frequency
estimate corresponds well to the proton magnetome-
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Fig. 15. Field example: filtering of signal records
Fig. 15. Ejemplos de mediciones reales mostrando el efecto de
diversos métodos de filtrado en el registro
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ter measurements (2010 Hz) and the phase varies
smoothly, it can be concluded that the magnetic res-
onance signal was detected reliably. Using 10 stacks
without the notch filtering, the signal frequency esti-
mate is about 2000 Hz which corresponds to the 40th
harmonic of 50 Hz. Unlike the magnetic resonance
signal frequency, the power-line frequency is not syn-
chronized with the pulse and, thus, the phase derived
from the records is understandably non-regular. 
Inversion of these data was performed using stan-
dard NUMIS inversion routine. Estimation of the data
quality (Table 3) reveals that two soundings
(Notch=ON, N=10; and Notch=OFF, N=200) have sim-
ilar quality and inversion provide reliable results. For
one sounding (Notch=OFF, N=10) measurements
have poor signal to noise ratio and the only informa-
tion that can be derived from these data is that we
cannot have more than 30% of the water content.
Note, that the fitting error is only twice greater in
comparison with two other soundings. In spite of this,
we cannot trust to inversion results because of S/N is
poor. Comparison of MRS results with the correspon-
ding borehole log (Figure 17) shows that the aquifer
was well detected in two cases; using the data
acquired with 200 stacks, and with 10 stacks and
notch filtering. Comparison between these two data
sets (water content w(z) and relaxation time T*2(z))
also shows reasonable agreement. Inversion of the
Fig. 16. Field example: MRS signal estimates when using the different filtering procedures
Fig. 16. Ejemplos de mediciones reales: señales de SRM obtenidas con diversos métodos de filtrado
data set with 10 stacks without notch filtering pro-
vides unrealistic results that can be easily explained
as lack of accuracy due to power-line noise. 
Presented examples show that we can obtain sim-
ilar results applying or not the notch filtering.
However, let us estimate duration of the data acquisi-
tion. One sounding consists of the signal parameter
estimation for 10 to 20 different values of the pulse
parameter. Each value of the pulse parameter had
stacking applied. For the NUMIS system, the time
interval between two consecutive records is about six
seconds. Thus, the time spent in the field could be
estimated as 10 x 10 x 6 = 600 s (plus time for the
loop setup) when 10 stacks are used. This can be
compared with the 200 x 10 x 6 = 12000 s necessary
for 200 stack soundings. 
Conclusions
Both the depth of investigation and resolution of the
MRS method depend on signal to noise ratio. If meas-
ured data are corrupted by noise, it will have an effect
on the accuracy and reliability of MRS results.
Consequently, if in the field the MRS signal cannot be
measured with an acceptable signal to noise ratio
then the only conclusion derived from these data
would be that MRS cannot be applied in this site. 
For improving the signal to noise ratio different fil-
tering techniques could be applied. Selection of the
filtering scheme depends on the noise origin. In any
case, application of the stacking is necessary. A large
number of repetitive measurements is often required
for stacking and consequently one sounding may take
from one to twelve hours. 
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Fig. 17. Field example: borehole log and MRS inversion results when using the different filtering procedures
Fig. 17. Ejemplos de mediciones reales: comparación de la columna litológica con los resultados de la inversión de los datos de SRM
según los diversos sistemas de filtro utilizados en su registro
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