The reconstruction of a matrix having a pre-de ned structure from given spectral data is known as an inverse eigenvalue problem (IEP). In this paper, we consider two IEPs involving the reconstruction of matrices whose graph is a special type of tree called a centipede. We introduce a special type of centipede called dense centipede. We study two IEPs concerning the reconstruction of matrices whose graph is a dense centipede from given partial eigen data. In order to solve these IEPs, a new system of nomenclature of dense centipedes is developed and a new scheme is adopted for labelling the vertices of a dense centipede as per this nomenclature . Using this scheme of labelling, any matrix of a dense centipede can be represented in a special form which we de ne as a connected arrow matrix. For such a matrix, we derive the recurrence relations among the characteristic polynomials of the leading principal submatrices and use them to solve the above problems. Some numerical results are also provided to illustrate the applicability of the solutions obtained in the paper.
Introduction
The problem of reconstruction of specially structured matrices from a prescribed set of eigen data has been studied by many authors. Such problems are known as inverse eigenvalue problems (IEPs). The objective of an IEP is to construct matrices of a certain pre-de ned structure which also satisfy the given restrictions on eigenvalues and eigenvectors of the matrix or its submatrices. The level of di culty of an IEP depends on the structure of the matrices which are to be reconstructed and on the type of eigen information available. In solving an IEP, we need to take into account the eigen (spectral) data as well as the structure of the desired matrix or matrices. The same eigen data may give rise to a completely di erent IEP if the structure of the desired matrix is changed. In the same way, a slight change in the eigen data may give rise to a completely di erent IEP even though the structure of the required matrix is kept same.
M.T.Chu in [1] gave a detailed characterization of inverse eigenvalue problems. A few special types of inverse eigenvalue problems for various types of matrices like tridiagonal matrices, Jacobi matrices, arrow matrices, doubly arrow matrices etc. have been studied by several authors ( [4, 7, 8, 16, 20] ). A useful way of describing the structure of matrices is to represent them by graphs. An n × n symmetric matrix can be represented by an undirected graph on n vertices. The pattern of zero entries of a matrix determines the underlying graphs. It is interesting to consider IEPs which require the construction of matrices having a pre-assigned pattern of zero entries. Eigenvalue problems for matrices with prescribed graphs have also been studied in the literature [2, 3, 10, 13, 14] . IEPs concerning the reconstruction of special acyclic matrices like path and broom, from given eigen data have been studied in [17, 18] . Inverse eigenvalue problems arise in a number of appli-cations such as control theory, pole assignment problems, system identi cation, structural analysis, mass spring vibrations, circuit theory, mechanical system simulation and graph theory [1, 9, 13, 15] . Thus, methods for constructing matrices of various structures from various types of eigen data are indeed useful. IEPs involving the construction of matrices of several well known types like Jacobi matrices, tridiagonal matrices, pentadiagonal matrices, arrow matrices etc. have been studied extensively in the literature. But to the best of the authors' knowledge, IEPs involving matrices described by a centipede of the type shown in Figure 1 , have not been studied so far. This article describes two IEPs of constructing acyclic matrices described by a dense centipede. The rst problem involves the reconstruction of a matrix whose graph is a dense centipede, from given information on the maximum and minimum eigenvalues of each of the leading principal submatrices of the required matrix. The second problem involves reconstruction of a matrix whose graph is a dense centipede, the eigen data being the largest eigenvalue of each of its leading principal submatrices.
The paper is organized as follows : In section 2, we provide some preliminary concepts of graphs and matrices together with three standard results which will be necessary for the rest of the paper. In section 3, we introduce the concept of dense centipede, develop a scheme of nomenclature of dense centipedes and we formulate a scheme of labelling the vertices of a dense centipede in a suitable manner so as to solve the corresponding IEPs. Section 4 gives the formulation of the two IEPs to be studied in this paper. Sections 5 and 6 provide the detailed analysis of the two problems giving the necessary and su cient conditions for their solutions. Numerical results are provided in section 7 to illustrate the applicability of the solutions obtained in this paper. The paper ends with some concluding notes and remarks.
Preliminaries
Mathematically, we can de ne a graph with sets. Throughout this paper we assume that the graphs under consideration are free of multiple edges or loops and are undirected. Let V be a nite set and let P be the set of all two-element subsets of V. Let E ⊂ P. Then G = (V , E) is called a graph with vertex set V and edge set E. The vertex set of a graph G is denoted by V(G) and the edge set is denoted by E(G). The choice of P implies that the graphs under consideration are undirected and are free of multiple edges or loops. If v , v ∈ V and {v , v } ∈ E then v v is called an edge and the vertices v and v are said to be adjacent. The degree of a vertex is the number of edges which are incident on it. A pendant vertex is a vertex of degree one. A sequence of distinct vertices v , v , . . . , vn of G such that the consecutive vertices are adjacent is called a path of G. The path on n vertices is denoted by Pn. A graph is said to be connected if there exists a path between every pair of its vertices. A cycle is a connected graph in which each vertex is adjacent to exactly two other vertices. A tree is a connected graph without any cycles. The length of the longest path in a tree T is called the diameter of the tree and it is denoted by d(T).
Given an n×n symmetric matrix A, the graph of A, denoted by G(A), has vertex set V(G) = { , , , . . . , n} and edge set {ij : i ≠ j, a ij ≠ }. For a graph G with n vertices, S(G) denotes the set of all n × n symmetric matrices which have G as their graph. An acyclic matrix is a matrix whose graph is a tree. Some simple examples of acyclic matrices are the matrices whose graphs are paths, brooms ( [18] ) and centipede.
The following results will be necessary for analysing the problems in this paper : 
This theorem says that the eigenvalues of an n × n acyclic matrix and those of any of its (n − )×(n − ) principal submatrices interlace each other.
De nitions, nomenclature and labelling of dense centipede De nition 3.1. [14] A centipede is a tree T which consists of a diametrical path P whose deletion leaves only isolated vertices. A non-terminal vertex of the diametrical path P which has at least one pendant vertex attached to it is called a joint.
A centipede is also referred to as a caterpillar by some authors [6] . Let d(T) denote the diameter of the centipede T. It is to be noted that there are exactly r = d(T) − non-terminal vertices in any diametrical path of a centipede. We denote these vertices as v , v , . . . , vr. These are the same for any diametrical path of a centipede. We de ne the joints v and vr as extreme joints. The joints other than v and vr are the internal joints. A centipede of diameter is shown in Figure 1 . One diametrical path is also shown in bold. Here, v , v and v are joints. v and v are extreme joints and v is an internal joint. A centipede in which every non-terminal vertex is a joint is de ned to be a dense centipede. The subgraph of a dense centipede formed with a joint and all the pendants attached to it is de ned to be a cluster. (Figure 2) It is to be noted that the degree of an extreme joint is at least 2 and the degree of an internal joint is at least 3. Thus the maximum degree of a dense centipede is at least 3. We introduce a system of nomenclature of dense centipedes. For this, we consider any diametrical path and group together the pendant vertices attached to each joint of this diametrical path. It can be seen that this grouping is independent of the chosen diametrical path. This is illustrated in Figure 2 . We denote the cluster corresponding to the non- (
It is easily seen that a dense centipede is totally described if we know its diameter, the number of vertices in each of its clusters and the order in which the clusters appear. Thus, a dense centipede of diameter d(T) can be represented by an ordered tuple with r = d(T) − coordinates, where the ith coordinate gives the number of vertices in the the ith cluster. Thus, a natural choice for the name of the dense centipede described in Figure 2 is C(N , N , . . . , Nr). But, we observe that C(N , N , . . . , Nr) will also represent the same dense centipede. For example, C( , , ) and C( , , ) will actually represent the same dense centipede. Similarly, C( , , , ) and C( , , , ) will represent the same dense centipede. To avoid this redundancy in nomenclature, we further impose the condition that the centipede will be named as , which is actually a path on vertices. The dense centipede on 5 vertices is C( , ). The dense centipedes on 6 vertices are C( , ), C( , ) and C( , , ), in increasing order of nomenclature i.e. the order of the names in the list obeys the order < < . As an illustration of the scheme of nomenclature, we list all possible dense centipedes of at most 11 vertices in the following table :
From Table 1 , we observe that the names of dense centipedes arranged in ascending order of nomenclature forms a sequence of tuples given by ( , ), ( , ), ( , ), ( , ) and so on. The attening of this process gives rise to an integer sequence , , , , , , , , . . . . This sequence has been accepted as sequence number A278636 in the Online Encyclopedia of Integer Sequence (OEIS) [19] .
Scheme of labelling the vertices :
For labelling the vertices of a dense centipede, we follow the left to right convention. The joint of this cluster is labelled as and the pendants attached to it are labelled (in any order) from to N . The second joint is labelled as N + and the pendants attached to it are labelled from N + to N + N . In general, the ith joint is labelled as 
N
Names of dense centipedes in increasing order of nomenclature It is to be noted that under the above scheme of labelling, each leading principal submatrix of the required acyclic matrix is also acyclic. This will allow us to apply Lemma 2.2 to each leading principal submatrix of the required matrix.
To describe the structure of matrices of a dense centipede, we observe that the ith cluster of a dense centipede is a star on N i vertices. Hence, if A ∈ C(N , N , . . . , Nr), then the submatrices of A corresponding to the clusters will be arrow matrices with non-zero o -diagonal entries. As for example, any matrix A of the dense centipede C( , , ) shown in Figure 3 can be represented as
where the o -diagonal entries b ij are non-zero. For convenience, we adopt some notations here. For the rest of this paper, T will denote the dense centipede C(N , N , . . . , Nr) on N vertices. The diagonal elements of any matrix A ∈ S(T) shall be labelled as a i where i = , , · · · , N. Since the pendant vertices adjacent to the ith joint are labelled from S i− + to S i and the (i + )th joint is labelled as S i + , so the o -diagonal entries of A corresponding to vertices adjacent to the ith joint are labelled as b ij where S i− + ≤ j ≤ S i + . But for i = r, Sr + = N + > N. Thus, when i = r, the index j actually ranges from S r− + to Sr = N. Taking this into consideration, throughout this paper we shall write the range of the index j as S i− + ≤ j ≤ S i + ≤ N. Also, the submatrix of A corresponding to the ith cluster will be denoted by A(i). With the above notations, any matrix A ∈ S(T) can be expressed in the following form : 
where B i,i+ is an N i × N i+ matrix with only one non-zero entry. The only non-zero entry of B i,i+ is in the rst row of the rst column and it corresponds to the adjacency of the ith and (i + )th joints. As per the notations adopted, this entry is b ij where j = S i + . We name the matrix A of the form 2 as a connected arrow matrix.
IEPs to be studied
We shall study two IEPs of constructing a matrix whose graph is a dense centipede. The problems are referred to as IEPC1 and IEPC2 and are formulated as :
IEPC1 :
Given N − real numbers λ (j) , ≤ j ≤ N and λ
j are respectively the minimal and maximal eigenvalues of A j , the j × j leading principal submatrix of A.
IEPC2 :
Given N distinct real numbers λ , λ , . . . , λ N , nd an N × N matrix A ∈ S(T) such that its diagonal entries are equal and λ j is the largest eigenvalue of A j , the j × j leading principal submatrix of A. 
Solution of IEPC1
with the convention that S = , P (λ) = and
Proof. For i = , the leading principal submatrix A S + of A is an arrow matrix of order S + and and so by direct expansion of the determinant det(λI j − A j ) for each j = S + , S + , . . . , S + , we can obtain
Following the convention that S = and P (λ) = , we have P S (λ) = so that we can write the above relation as
In general for i > and
where E ij is the matrix of order j − obtained from λI j − A j by deleting its (S i− + )th row and jth column. Thus, we have
Expanding along the last row, we have
From equations 3 and 4 we get
Hence, the result follows.
By Cauchy's interlacing theorem (Theorem 2.3), the eigenvalues of a symmetric matrix and those of any of its principal submatrices interlace each other. Thus the given minimum and maximum eigenvalues of the leading principal submatrices of A satisfy the following inequalities :
Each of the diagonal entries a i is an × principal submatrix of each A j and a i is itself the eigenvalue of that submatrix. Thus,
j , for all i with ≤ i ≤ j and for each j = , , . . . , N.
Since λ (j) and λ
Thus, solving the IEPC1 is equivalent to solving the system of equations 7. For j = , we have P (λ ( ) ) = and so from Lemma 5.1, we get a = λ ( ) .
In general, using the second recurrence relation from Lemma 5.1 in equations 7 and simplifying, we get
which can be regarded as a system of equations linear in a j and b ij for each i = , , . . . r and S i− + ≤ j ≤ S i + . Let D ij denote the determinant of the system of equations 9. Then, 
By inequality 5, λ (j) ≤ λ (j− ) and λ
are the minimal and maximal zeros of P j− . Hence, by Lemma 2.1,
Similarly, it can be shown that
Also, by inequality 6, we have 
j − a k ) = and
But, by hypothesis, P j− (λ (j) ) ≠ and P j− (λ (j) j ) ≠ . Hence, from 12, it follows that D ij = if and only if
But, if equations 13 hold then the system of equations 9 will reduce to
j . But this cannot happen as A j is an acyclic matrix and so its minimal and maximal eigenvalues λ (j) and λ j are not zeros of P j− . So, λ (j) ≠ λ (j− ) and λ
j . Hence, from inequality 5, λ (j) < λ (j− ) and λ
j . Thus, the system of equations 9 has a unique solution if and only if λ (j) < λ (j− ) and λ
j . Now, for D ij ≠ , the unique solution of the system of equations 9 is given by
where
The expression for b ij can be written as
Since λ (j) and λ (j) j are the minimal and maximal eigenvalues of the acyclic matrix A j , so by Lemma 2.2, they are simple and so λ (j) < λ
Again, since the inequality 16 holds, so λ (j) < λ (j− ) and λ 
Proof. Suppose that the IEPC1 has a solution with unique values of the entries a j and b ij , then for each j = S i− + , S i− + , . . . , S i + and i = , , . . . , r, the system of equations 9 must have a unique solution. Hence, from Lemma 5.2, we see that both the inequalities λ (j) < λ (j− ) and λ
j must hold for each j = S i− + , S i− + , . . . , S i + and i = , , . . . , r. Thus, we get
for each i = , , . . . , r. Combining all the inequalities in 17, the inequality 16 follows. Conversely, let the inequality 16 holds. So, λ (j) < λ (j− ) and λ 
Proof. The proof follows from Lemma 5.1 by taking each diagonal element equal to a.
Theorem 6.2. The IEPC2 has a solution if and only if
The solution is given by a = λ
Proof. Since λ j is an eigenvalue of A j for each j = , , . . . , N, so
Thus, solving the IEPC2 is equivalent to solving the equations 19 for each j. For j = , P (λ ) = and so the rst relation from Lemma 6.1 gives
Also, from the second recurrence relation of Lemma 6.1, we get
Now, let IEPC2 has a solution. Since λ j is the largest eigenvalue of A j , so by Cauchy's interlacing theorem, we must have
But, since λ , λ , . . . , λ N are distinct, so the inequality 22 reduces to
Thus, in particular, λ j − λ > for all j = , , . . . , N. Now, since λ j is the largest zero of P j and λ j− is the largest zero of P j− and λ j− < λ j , so by Lemma 2.1, P j− (λ j ) > . Similarly, P S i− (λ j ) > . Hence, for each i and j, the equation 21 has a unique solution which is given by 
Numerical examples
The results obtained in the preceding sections are formulated as scripts in SCILAB 5.5.2 which can be executed to solve the corresponding IEPs for given eigen data entered by the user. 
Solution :
The solution exists if we rearrange the given numbers in increasing order as under :
− . < − . < − . < − < − . < − . < − .
< − < − < − . < − . < < < . < < . < . < . < < < < < By Theorem 5.3, we compute the following matrix as the solution :
We compute the spectra of the leading principal submatrices to verify that the solution is in agreement with the spectral data given in the problem. The eigenvalues of the successive leading principal submatrices are listed below to illustrate the compliance of the results with the spectral constraints of the problem. The minimal and maximal eigenvalues of each leading principal submatrix are shown in bold. 
The solution exists if we rearrange the given numbers in ascending order as under
i.e. − . < − . < − . < − . < . < < < . < < < . < .
By Theorem 6.2, we get the solution matrix as We compute the spectra of the leading principal submatrices to verify that the solution is in agreement with the spectral data given in the problem. The minimal and maximal eigenvalues of each leading principal submatrix of the solution matrix are shown in bold. We illustrate this result in Figure 5 . The gure also illustrates the interlacing of eigenvalues among the leading principal submatrices. 
Conclusion
It is to be noted that the same graph may give rise to di erent IEPs depending on how its vertices are labelled. This is because, the labelling of vertices of a graph decides the pattern and positions of the non-zero entries of the corresponding matrices. Thus, the nomenclature of the dense centipede and labelling of its vertices are important factors in formulating and solving IEPs for the corresponding acyclic matrices. In this paper, the labelling of the vertices has been done in such a way that each leading principal submatrix of the required acyclic matrix is also acyclic. The number of pendant vertices attached to a non-terminal vertex of a tree is an important aspect to be considered while naming a tree and labelling its vertices. Here, we have used the number of pendant vertices adjacent to the non-terminal vertices in order to develop a nomenclature for dense centipede. Proper labelling of these pendant vertices along with their corresponding joints helps in formulating the necessary recurrence relations among the characteristic polynomials of the corresponding acyclic matrix. These problems can also be studied using other schemes of labelling the vertices. There is scope for studying the problem of describing all possible schemes of labelling for which the problems IEPC1 and IEPC2 have a solution. Further, it would be interesting to study multiplicities of the eigenvalues for the family of dense centipedes.
