Any discussion on exchange rate movements and forecasting should include explanatory variables from both the current account and the capital account of the balance of payments. In this paper, we include such factors to forecast the value of the Indian rupee vis a vis the US Dollar. Further, factors reflecting political instability and lack of mechanism for enforcement of contracts that can affect both direct foreign investment and also portfolio investment, have been incorporated.
Introduction
Exchange rate is the price of foreign currency in terms of the domestic currency. If 1 US Dollar can buy 65 Indian Rupees, then the exchange rate is either Rs.65/$1 or $1/Rs.65. As exchange rate is a price, any analysis of it has to be based on factors affecting demand and supply of foreign currency. Foreign currency flows in and out of an economy through both the current account and the capital account of the balance of payments [for a lucid explanation see Caves and Jones (1973) ]. Export and import of goods and services leads to inflow and outflow respectively of foreign currency through the current account. Portfolio flows and foreign direct investment lead to inflow or outflow through the capital account.
Since balance of payments have to balance, any discrepancy is taken care of by change in the level of foreign currency reserves.
In today's world, most economies have shifted to a flexible exchange rate system where the exchange rate adjusts to clear the market. In case of abnormal movements in the rate, central banks do intervene to stabilize the currency by selling from reserves or buying from the market. Since the exchange rate is not entirely in the hands of the domestic economy, and since not all foreign currency contracts are spot contracts, exporters and importers face the risk of adverse movements in the exchange rate in the future. For this, there is a strong forward and futures market in the foreign currency market. All the above characteristics of this market has led to the emergence of three sets of players namely, agents with underlying interest in foreign currency like exporters, importers and traders, speculators and arbitrageurs.
Exports and imports of an economy depend on the economic background and the various policies for economic development, the technological capabilities, natural endowment of resources, and the sociological and demographic features. India does not have large reserves of crude oil. Hence around 80% of its imports is crude oil. Venezuela on the other hand has significant reserves of crude oil and hence it exports mostly oil. Brazil is endowed with coffee plantations and have nurtured them to make it the largest coffee producer and exporter in the world. So movement in foreign currency through the current account are dependent on factors that affect exports and imports. Movement of foreign exchange through the capital account has to do with returns on foreign exchange, and hence on the relative attractiveness of two nations in terms of returns.
Let there be two countries USA (u) and India (i), the rupee dollar spot rate be Sp, the rupee dollar forward rate be Sf and the nominal rates of interest in the two countries be Ru and Ri respectively. Then, in equilibrium, the following equality has to hold.
(1 +Ri) = Sf(1 + Ra)/Sp Otherwise funds will move between countries. This condition is known as the "covered interest arbitrage" condition. The condition states that, Rs.1 in India, converted at the spot rate to US dollars, invested in the US for a period and brought back to India by the period forward rate today, has to be equal to the returns from the Indian market for the period. If the LHS is greater than the RHS, then foreign funds will move into India and if RHS is greater than LHS then funds will move from India to the US. If we replace nominal rates of interest with real rates of interest and as real rates will equalize across countries, the funds movement will be governed by the rates of inflation in the two countries.
We mentioned that the returns from the two countries have to be equal in equilibrium, but this equality has to be qualified by the ratio of spot rate to the forward rate. This is the characteristic of the exchange rate market which attracts arbitrageurs. Notice that the above equality condition is one equation in four unknowns. Thus given the spot rate and the rates of return in the two countries, the forward rate can be derived. On the other hand, if we use the quoted futures rate, then one of the interest rates can be derived. This derived interest rate is called the Implied Repo Rate, and if it is different from the actual interest rate, will give rise to arbitrage.
The above discussion was intended to establish that any study on exchange rate movements and forecasting, has to include explanatory variables from both the current account and the capital account. In this paper, we include such factors to forecast the value of the Indian rupee vis a vis the US Dollar. There could be certain other factors like political instability and lack of mechanism for enforcement of contracts that can affect both direct foreign investment and also portfolio investment. In this paper we include such variables also.
To forecast the exchange rate, we have used two different classes of frameworks namely, Artificial Neural Network (ANN) based models and Time Series Econometric models. Although the existing literature on forecasting the exchange rate is quite rich and this paper is embedded in that literature, the following features of the paper will add to the understanding of the problem at hand and also refine the forecasting of future exchange rate movements.
First, we use daily data of the exchange rate and the other explanatory variables. We do not incorporate any macroeconomic variables. Our contention is that the exchange rate is a price of a financial asset which is traded on real time basis. Hence its forecast should use such variables, the data on which are also available daily. Second, we use both current account and capital account factors as explanatory variables. In particular, we use the forward rate as an explanatory variable. Third, as mentioned above, we incorporate explanatory variables that reflect the economic/political/financial instability of an economy. Fourth, in contrast to many papers that have used machine learning techniques and econometric techniques in a univariate framework, ours is a multivariate approach. Fifth, we apply both traditional econometric and machine learning tools in a multivariate framework, which enables us to compare the efficiency of these two classes of models. Sixth, application of the NARX model is quite unique.
The plan of the paper is as follows. A brief literature survey is presented in Section 2.
Detailed description of the dataset and methodologies are elucidated in Section 3. Results obtained from ANN modelling and time series modelling are explained in Sections 4 and 5 respectively. Comparative analysis of the performance of the two different frameworks is presented in Section 6. Section 7 concludes the paper.
Literature Review
Meese and Rogoff (1983) presented a model of forecasting the exchange rate which incorporated the characteristics of the flexible price monetary model (Frenkel-Bilson), the sticky price monetary model (Dornbusch-Frankel), and the sticky price asset model (Hooper -Morton). The relationship they postulated was S = A + A1 (M -M*) + A2 (Y -Y*) + A3 (Rs -Rs*) + A4 ( P -P*) + A5 TB + A6 TB* + u where S is log dollar price of foreign currency, M -M* is log ratio of domestic and foreign money supply, Y -Y* is log ratio of domestic and foreign income, Rs -Rs* and P -P* are the short term interest rate and inflation rate differential respectively, TB and TB* are the foreign exchange reserves and u is the random disturbance term. Their specification is macroeconomic in nature where money supply, national income and forex reserves were considered. Zhang and Berardi (2001) used neural network ensembles for predicting the exchange rate between the British pound and US dollar. In his paper, the inputs are the lag variables of the output and the focus is on the technique of prediction. Perwej and Perwej (2012) considered forecasting the Indian Rs/UD$ exchange rate using the Artificial Neural Network framework. Here also the focus is on selection of number of input nodes and hidden layers. Lagged values of the exchange rate is used to predict the future values of the exchange rate.
In the lines of Meese and Rogoff (1983) , Lam, Fung and Yu (2008) consider a Bayesian model for forecasting the exchange rate. The explanatory variables they consider are quite exhaustive and include stock price, change in stock price, long-term interest rate, short-term interest rate, term spread, oil price, change in oil price, exchange rate return of the previous period, sign of exchange rate return of the previous period, seasonally adjusted real GDP, change in seasonally adjusted real GDP, seasonally adjusted money supply, change in seasonally adjusted money supply, consumer price level, inflation rate, and ratio of current account to GDP. Many of the variables are measured relative to that of the foreign country.
However, the forward rate is missing as an explanatory variable. Ravi, Lal and Raj Kiran (2012) use six nonlinear ensemble architectures for forecasting exchange rates. Although the paper applies many techniques for forecasting a number of exchange rates, the input variables are only the lagged values of the exchange rate itself. Dua and Ranjan (2011) applied both Vector Auto Regression (VAR) and Bayesian Vector Auto Regression (BVAR) for forecasting the Indian Rupee/US Dollar exchange rate.
Following Meese and Rogoff (1983) , they also consider both current account and capital account variables along with forward exchange rates. While they find that the BVAR outperforms VAR, they also observe that forecast accuracy improves if we include the forward premium and volatility of capital flows.
Pacelli (2012) 
Data and Methodology
The data set chosen for the study is daily data from 1. The values of skewness and kurtosis measures of majority of the variables indicate the presence of leptokurtosis. Jarque-Bera test has been conducted for statistical significance.
The results shown in Table 2 dispel the normality assumption at 0.1% level for all the variables, indicating the presence of volatility, thus justifying the use of GARCH and EGARCH models. Each output unit in a particular layer of MLFFNN considers weighted sum of outputs from previous layer's as inputs. It then applies a nonlinear function to the received input and forwards them to the subsequent layer. Each input signal (xi) is associated with a weight (wi).
The overall input I to the processing unit is a function of all weighted inputs given by I= f (∑xi×wi)
( 1) The activation state of the processing unit (A) at any time is a function (usually nonlinear) of
In general, logistic or sigmoid function is used as activation function. If net input to unit j is Ij then output (Oj) of unit j may be calculated as:
The output Y from the processing unit is determined by the transfer function h series modelling techniques that are predominantly applied to forecast linear and univariate time series. Nonstationary time series can be converted to stationary by various means to fit these models. However it has been observed that financial data exhibits volatility clustering i.e., high volatile periods are followed by high volatile periods and low volatile periods by low volatile periods. One of the major limitation of the above mentioned models is that they are all built under the assumption that conditional variance of past is constant. For heteroskedastic situations traditional linear time series forecasting techniques fail to capture the volatility and thereby yield poor predictions. Autoregressive Conditional Heteroskedastic (ARCH) proposed by Engle (1982) was introduced to model volatility. It has been further extended to Generalized Autoregressive Conditional Heteroskedastic (GARCH) model by Bollerslev (1986) , Exponential GARCH (EGARCH) by Nelson (1990) , Threshold ARCH (TARCH) by Rabemananjara and Zakoian in 1993, Quadratic ARCH by Sentana in 1995, etc. In this study, we have applied multivariate GARCH and EGARCH model. Generalized description of both these two models are furnished below.
GARCH: GARCH (p, q) model is actually same as ARCH model of infinite order. For
GARCH (p, q) model, the conditional volatility (ht) is a function of previous conditional volatility (ht-p) and previous squared error ( − 2 ). The standard GARCH (1, 1) for stock returns model can be represented by following equations.
Where ~(0, 1) and
All the parameters are positive and ( + ) measures the persistence of volatility. In general ( + )<1 and has been observed to be very close to 1. The effect of any shock in volatility decays at a rate of (1 − − ). 
Since our research framework is multivariate in nature, we have utilized multivariate extension of GARCH model in our research. 
EGARCH:
The parameter measures the magnitude of volatility clustering. As the conditional variance is measured in logarithmic form, it allows the coefficients to have negative values. The parameter captures the leverage effect.
Unit Root Test:
As the time series must be stationary for GARCH, EGARCH modelling, Augmented Dickey Fuller (ADF) test is conducted to check the presence of unit roots. For a univariate time series, the ADF test basically applies regression to the following model:
Where , and are constant, coefficient on a time trend and lag order of autoregressive process. It corresponds to random walk model if = 0 and = 0 constraints are imposed.
Whereas using the constraint = 0 corresponds to modelling random walk with a drift. The Unit Root Test is then conducted under null hypothesis (Ho) = 0 against alternative hypothesis (H1) < 0. The acceptance of null hypothesis implies nonstationary.
To quantitatively judge the performance of these models Mean Squared Error (MSE), Correlation Coefficient (R) and Theil Inequality (TI) measures are obtained. They are computed using the following set of equations. should be close to 1 for good prediction while 0 implies no prediction at all.
Results of ANN Based Modeling
As discussed we have utilized two different ANN models, MLFFNN, a traditional model, and High R values and negligible MSE values for both training and test data set imply that exchange rate can effectively be predicted using MLFFNN architecture using FX4, DJIAR, NIFTYR, DR, HSR, COP, CV and IV. Error histogram with 20 bins is displayed below.
Results of NARX modelling:

Figure 7 Error histogram of NARX modelling
Assessment of Parameters
To determine the impact of number of neurons in hidden layer and different backpropagation algorithms on performance in terms of MSE of MLFFNN and NARX on test data set, Analysis of Covariance (ANCOVA) has been performed. Different algorithms and number of neurons are treated as fixed factor and covariate respectively. Results are summarized in table 8. It is observed that varying the number of neurons in hidden layer does not have significant impact on predictive performance of MLFFNN. On the other hand, usage of different backpropagation algorithms has somewhat influence (at p-value < 0.1 level) on the performance. It can be inferred that number of neurons in hidden layer can be fixed at any of the four levels considered in this. The same proposition cannot be made for the various back propagation algorithms deployed though. In future, further investigations can be made using advanced Taguchi's experimental design methods or Response Surface Methodology to find the optimum level parameter settings. As LM test statistic values are significant, presence the ARCH effect is deduced. These findings justifies the incorporation of GARCH and EGARCH in this research problem. We have utilized GARCH (1, 1), GARCH (2, 2), EGARCH (1, 1) and EGARCH (2, 2) models for forecasting purpose. Model fitness in terms of R-squared, Adjusted R-squared, Akaike Information Criterion (AIC), Schwarz Information Criterion (SIC) and Hannan-Quinn Information Criterion (HQC) are calculated for respective models and mentioned in table 16 and 17. For GARCH (2, 2) model FX4, NIFTYR, CV and IV are found to be highly significant. COP is significant at 10% level. Unlike GARCH (1, 1), DJIAR has been marked as not significant.
HSR and DR are not significant as well. Apart from HSR and COP, rest six independent variables have significant impact on movement of exchange rate according to EGARCH (2, 2) model.
To visualize the forecasting results obtained from GARCH (1, 1), GARCH (2, 2), EGARCH
(1, 1) and EGARCH (2, 2) the following figures are presented. Table 22 . Conditional heteroscedasticity of residuals can be observed in terms of Kurtosis and Jarque-Bera Statistic that strongly justifies effectiveness of utilized time series framework. 
Comparative Analysis
In terms of MSE measures, performance of four GARCH family models and two ANN models are graphically plotted in figure 12.
Figure 12 Comparative Analysis
Graphically it is quite evident that both the ANN models perform better than the four GARCH models. To statistically justify the claim t-test has been performed on MSE to determine whether the performance of ANN and GARCH family models are significantly different or not. As the t-Test statistic is significant at 5% level, it can be concluded that there is a significant difference between the performance of ANN and GARCH family models in predicting the exchange rates. ANN models are better than GARCH models in terms of MSE values. 
MSE Plot
Concluding Remarks
The paper uses both ANN based models and Econometric models in a multivariate framework to predict the Indian rupee US dollar exchange rate. The study is based on daily data. It incorporates explanatory variables from both the current account and the capital account of the balance of payments. During the process of generating results, it was observed that both sets of techniques generated useful and efficient predictions of the exchange rate.
Further, the explanatory variables chosen were quite appropriate for the study. The application of both MLFFNN and NARX including the use of various backpropagation algorithms is quite unique and the non-linear relationship between the exchange rate and the explanatory variables have been effectively captured.
From the technique point of view, it is observed that the predictive performance of MLFFNN does not depend on the number of neurons in the hidden layer, but is sensitive to the backpropagation algorithms. For the NARX model, neither the number of neurons, nor the training algorithms, significantly affect the performance.
In econometric modelling, four different approaches namely, GARCH (1,1,), GARCH (2,2), EGARCH (1,1) and EGARCH (2,2) were used and the results have been reported. While the results obtained have been satisfactory, a comparative analysis of the ANN based models and the econometric models reveals that MLFFNN and NARX are better methods in terms of predictive efficiency.
