Abstract. We determine the long time behavior of solutions to the MaxwellLorentz equations, which describe a charge coupled to the electromagnetic eld and subject to external time-independent potentials. The stationary solutions have vanishing magnetic eld and a Coulomb type electrostatic eld centered at the points of the set Z at which the external force vanishes. We prove that solutions of nite energy with bounded charge trajectory converge, in suitable local energy seminorms, to the set of stationary states in the long time limit t ! 1. If the set Z is discrete, this implies the convergence to a de nite stationary state. For an unbounded particle trajectory, at least, the acceleration vanishes as t ! 1 and the Maxwell eld as seen from the particle converges to the stationary Coulomb eld.
Introduction
We consider a single charge coupled to the Maxwell eld and subject to prescribed time-independent external potentials. If q(t) 2 IR 3 denotes the position of charge at time t, then the coupled Maxwell-Lorentz equations read div E(x; t) = (x ? q(t)) ; rot E(x; t) = ? _ B(x; t); div B(x; t) = 0 ; rot B(x; t) = _ E(x; t) + (x ? q(t)) _ q(t) ; _ q(t) = (1 + p 2 (t)) ?1=2 p(t) ; _ p(t) = E ex (q(t)) + _ q(t)^B ex (q(t)) + Z d 3 x (x ? q(t)) E(x; t) + _ q(t)^B(x; t)]: (1.1) Here and below all derivatives are understood in the sense of distributions. The last line is the Lorentz force equation and the rst two lines are the inhomogeneous Maxwell equations. E(x; t), B(x; t) is the Maxwell eld. E ex = ?r ex , B ex = rot A ex are prescribed, time-independent external elds. is the charge distribution of the particle. We use units such that the velocity of light c = 1, " 0 = 1, and the mechanical rest mass of the particle m 0 = 1.
For a wealth of physical applications it su ces to split Eqs. (1.1) into two parts: Either one regards q(t) as given and determines the Maxwell eld E; B as the solution of an inhomogeneous wave equation. Or one considers the electromagnetic elds as given and solves for the motion of the charge. In both cases one may take the point charge limit and substitute (x ?q) by e (x ?q).
The perhaps most basic physical phenomenon where such a decoupling is no longer possible is radiative damping: an accelerated charge generates electromagnetic elds and thereby looses energy and momentum through radiation. Thus in the long-time limit the particle will either come to rest or, if permitted by the external potentials, move with uniform velocity. The main goal of our paper is to deduce such a qualitative behavior from Eqs. (1.1).
In the standard discussions of radiative damping one employs the LorentzDirac equation, where the damping e ects due to radiation are globally summarized through a sort of friction term. To allow a uniform motion it must be proportional to ::: q (t) rather than _ q(t). Thereby unphysical, so-called runaway, solutions appear which are eliminated through appropriate asymptotic conditions at t = 1. At present we regard the precise relationship between the Lorentz-Dirac equation and Eqs. (1.1) as an open problem. We refer to 7, 13, 18, 21] for an exhaustive treatment and only add one point to the discussion: It is argued that the Lorentz-Dirac equation is the point charge limit of Eqs. (1.1) 13, 21] . In this limit the electromagnetic mass of the charge tends to +1. To compensate, the (bare) mechanical rest mass m 0 tends to ?1. However, even before taking any limits, if the rest mass m 0 < 0, then Eqs. (1.1) have already solutions increasing exponentially in time 4] . Thus the proposed limiting procedure is questionable.
Eqs. (1.1) are not Lorentz invariant, since we adopted a rigid charge distribution (the so-called Abraham model). It remains to be seen whether our techniques also apply to the Lorentz model, where the charge distribution is the same in each rest frame. A further obvious limitation is the restriction to a single charge. Since basically we exploit the conservation of energy, in the case of several particles only some qualitative information on the center of mass can be extracted, but not on the motion of individual particles.
We consider nite energy solutions to the Eqs. (1.1). The appropriate phase space will be introduced below, but rst we note that the energy integral H(E; B; q; p) = (1 + p 2 ) 1=2 + ex (q) + 1 2 Z d 3 x jE(x)j 2 + jB(x)j 2 (1.2) is conserved along solution trajectories of (1.1). It is then natural to choose as phase space the set of all states with nite H. In fact, (1.1) could be put into Hamiltonian form. In the canonical coordinates H takes then the role of the Hamiltonian of the system. We will not make use of the Hamiltonian structure, here.
For 
The charge distribution is smooth, radially symmetric, and of compact support, 2 C 1 0 (IR 3 ) ; (x) = r (jxj) ; (x) = 0 for jxj R :
As noted in 10] a further important assumption is the Wiener condition
It ensures that all modes of the Maxwell eld couple to the charge. In particular the total charge =^ (0) 6 = 0. Charge distributions satisfying both (W ) and (C) have been constructed in 10, x10]. Finally we state the condition q 0 = sup t2IR jq(t)j < 1:
To study the long-time behavior of the nite energy solutions to (1. With these preliminaries we can summarize our main results, the precise theorems to be stated in the following section. Since only a nite amount of energy can be dissipated to in nity, we have q(t) ! 0 as t ! 1. This is a crucial point of our asymptotic analysis. It follows that the elds are asymptotically Coulombic traveling waves in the sense (E(q(t) + x; t); B(q(t) + x; t)) ? (E v(t) (x); B v(t) (x)) ! 0 as t ! 1; where v(t) = _ q(t). Since energy is conserved, the convergence here is in the sense of suitable local norms, cf. Section 2. To go further, several cases should be distinguished.
(i) The external elds decay at in nity and jq(t)j is unbounded. In this case one expects that lim t!1 _ q(t) = v together with comoving Coulombic elds. For a scalar eld such kind of asymptotics was studied in 9]. For the MaxwellLorentz system (1.1) some additional considerations are required which will not be touched upon here.
(ii) If jq(t)j remains bounded, then the solution to (1.1) is attracted by the set S. One would expect that the solution in fact converges to one speci c S q . To prove such a strengthned asymptotics we need (iii) jq(t)j is bounded and S is a discrete set. Then by continuity a de nite stationary state S q has to be approached as t ! 1.
To guarantee, a priori, that jq(t)j is bounded, an energy estimate can be used. Thus either P 1 or a suitably small initial energy are su cient conditions. If no such energy estimate is available, our method seems to fail. One example is a constant magnetic eld, B ex (x) = B 0 , E ex (x) = 0. The magnetic eld con nes and we expect the particle to come to rest as t ! 1 at some position q 2 IR 3 . A similar example, only one with a discrete set S, is a bounded space-periodic potential ex , together with a su ciently large initial energy. Again we expect convergence to some de nite S q , but cannot prove that q(t) remains bounded.
Despite The attraction to a set of stationary states as t ! 1 is a familiar and widespread phenomenon. For dissipative systems energy is locally dissipated. This implies a stronger convergence than proved here, typically in some global energy norm 1]. However the convergence is only in the forward time direction, t ! +1, whereas for the Maxwell-Lorentz equations both time directions are on equal footing. For Hamiltonian systems, as the one studied here, energy can be transported to in nity. This mechanism has been rst exploited for Hamiltonian linear wave equations 11, 19, 20] and later on for relativistic nonlinear wave equations either with a unique \zero" stationary solution 15, 17] or with small initial data 6, 8] . In all these cases the attractor consists only of the zero solution. In 10, 9] we study the long-time behavior of a particle coupled to a scalar wave eld. While the general strategy is comparable to the one employed here, the details di er considerably, since the Maxwell-Lorentz equations are evolution equations with a constraint.
Main results
We rst de ne a suitable phase space. A point in phase space is referred to as state. Let L 2 denote the real Hilbert space L 2 (IR 3 ; IR 3 ) with the norm j j j j j j. We introduce the Hilbert spaces F = L 2 L 2 and L = F IR 3 IR 3 with nite norms k(E(x); B(x))k L = j j jEj j j + j j jBj j j ; kY k L = j j jEj j j + j j jBj j j + jqj + jpj for Y = (E(x); B(x); q; p) 2 L: (2.1) L is the space of nite energy states , e.g. S q 2 L. The energy functional H is continuous on the space L. On F and L we de ne the local energy seminorms by k(E(x); B(x)k R = j j jEj j j R + j j jBj j j R j j jY j j j R = j j jEj j j R + j j jBj j j R + jqj + jpj for Y = (E(x); B(x); q; p) (2.2) for every R > 0, where j j j j j j R is the norm in L 2 (B R ), B R the ball fx 2 IR 3 : jxj < Rg. Let 
The metric on M is induced through the embedding M L. where Y (t) = (E(x; t); B(x; t); q(t); p(t)) 2 M. De nition 2.2 S = fS 2 M : F(S) = 0g is the set of all nite energy stationary states of the system (1.1). Proposition 2.3 Let (P min ) and (C) hold and Y 0 = (E 0 (x); B 0 (x); q 0 ; p 0 ) 2 M. Then (i) The system (1.1) has a unique solution Y (t) = (E(x; t); B(x; t); q(t); p(t)) 2 C(IR; M) with Y (0) = Y 0 .
(ii) The energy is conserved, i.e.
H(Y (t)) = H(Y 0 ) for t 2 IR: (2.6) (iii) If in addition, the external potential ex (x) is con ning, i.e. if (P 1 ) holds, then (Q) holds.
(iv) The set S is given by (1.4).
We refer to the Appendix where also some uniform bounds for j _ q(t)j, j q(t)j and j For example every discrete set in IR 3 (i.e. a subset which does not have limit points in IR 3 ) is a trapping set in IR 3 .
Our main result is the long-time asymptotics of the nite energy solutions to (1.1) in the Fr echet topology. (E(q(t) + x; t); B(q(t) + x; t)) ? (E v(t) Remarks (i) The convergence holds also for t ! ?1.
(ii) The convergence (2.10) and (1.2) imply H(S) H(Y (t)) H(Y 0 ) ; t 2 IR ; (2.11) by the theorem of Fatou, similarly to a well known property of weak convergence in Hilbert and Banach spaces. (v) The assumption (C) can be weakened to nite di erentiability and some decay of (x) at in nity.
As an input to our proof we establish in Section 3 a bound on the energy escaping to in nity and in Section 4 the asymptotics of the Maxwell eld along the light cone. In Section 5 the limit (2.7) is then derived using a Wiener Tauberian theorem and in Section 6 the properties (2.8){(2.10) are established. In the Appendices we collect existence theorems, integral representations, and a priori bounds for linear and nonlinear Maxwell dynamics.
Energy radiated to in nity
In this section we establish a lower bound on the total energy radiated to in nity in terms of the energy dissipation integral (3.2). Since the energy is bounded a priori, this integral has to be nite.
Let S 2 denote the unit sphere in IR 3 Let us x T > 0 and consider the total energy I R (R; R + T) radiated from the ball B R during the time interval R; R + T] with R T:
I R (R; R + T) = H R (R) ? H R (R + T): (3.4) This energy is bounded apriori, because H R (R) is bounded from above, while H R (R + T) is bounded from below. Indeed, H R (R) H(Y (t)) = H(Y 0 ) and H R (R + T) const by (P min ). Thus, H R (R) ? H R (R + T) I < 1 (3.5) with a constant I not depending on T and R.
Step 2. Let us assume E 0 (x); B 0 (x) 2 C 1 for the simplicity. Remark We assume E 0 (x); B 0 (x) 2 C 1 everywhere in the rest of the proof.
For general E 0 (x); B 0 (x) 2 L 2 the bound (3.2) follows by standard smoothing reasons, since all constants in the proof are bounded for nite j j jE 0 j j j; j j jB 0 j j j, and
Step 3. To analyze (3.7) in the limit R ! 1 we need the asymptotics of the elds E(x; t) and B(x; t) along the light cone jxj t in the limit t ! 1.
Let us identify for the moment E(x; t) and B(x; t) with the retarded elds E (r) (x; t) and B (r) (x; t). We state the Li enard-Wiechert type asymptotics in the following lemma, which will be proved in Section 4. It remains to take the limit R ! 1 and subsequently T ! 1 to obtain (3.2). Remark E = E (r) ; B = B (r) is a solution to the linear Maxwell system (A.1) i the initial data E 0 = B 0 = 0. Such an initial state is however not in M.
Step 4. To conclude the proof, we substitute in (3. with a constant I 1 < 1 not depending on T and R. To complete the proof of (3.8), (3.9) we only have to identify this expression with (3.1) through a partial integration.
Step Proof Since jq(t)j q 0 by assumption (Q), (5.6) implies (5.7).
6 Long-time asymptotics
We prove Theorem 2.5.
Attraction to the set of solitons
We prove Theorem 2.5 (i). ?! A as t ! 1. Proof. It su ces to verify that for every R > 0 j j jY (t) ? S q(t) j j j R = j j jE(t) ? E q(t) j j j R + j j jB(t)j j j R + jp(t)j ! 0 as t ! 1: (6.9) Let us estimate each term separately.
(i) (5.7) implies jp(t)j ! 0 as t ! 1.
(ii) Let us denote R 1 = q 0 + R . Thus S Q(t) is a solution to (1.1). Therefore _ Q(t) = 0, i.e. Q(t) q 2 Z and Y = S q 2 S. 
Attraction to stationary states
We prove Theorem 2.5 (iii). The set Z is the image of the set S under the map I : (E; B; q; p) 7 ! q. As a map from M F to IR 3 it is continuous and an injection on S. Since Z is a trapping subset in IR 3 , S is a trapping subset in M F . Hence (2.9) implies (2.10).
2
A Appendix. Existence of dynamics
A.1 Linear Maxwell dynamics
We state in an appropriate form a convolution representation for solutions to the Cauchy problem for the linear Maxwell system with prescribed charges and currents, div E(x; t) = (x; t); rot E(x; t) = ? _ B(x; t); div B(x; t) = 0; rot B(x; t) = _ E(x; t) + j(x; t); Ej t=0 = E 0 (x); Bj t=0 = B 0 (x): (ii) For every T > 0 the map (E 0 ; B 0 ; ; j) 7 ! (E(x; t); B(x; t))j 0 t T is a linear continuous operator D T ! C T C T with norm O(T). ( Proof By De nition 2.1, for (E(x); B(x); q; p) 2 M the constraints (2.3) are satis ed. The bounds (A.32) hold for the eld E q (x) = ?r q (x) from (1.3) and this example shows that 2 + j j is the optimal degree in (A.32). Thus the problem is to smoothly approximate purely transverse elds E(x) ? E q (x) and B(x). We will carry this out for the magnetic eld B(x), say. Fourier Lemma A.2 implies that the Maxwell-Lorentz system (1.1) for Y (t) 2 C(IR; M) is equivalent to the equations for the particle _ q(t) = p(t)=(1 + p 2 (t)) 1=2 ; _ p(t) = < E(x; t) + E ex (x) + _ q^(B(x; t) + B ex (x)); (x ? q) > ; (A.38) together with the expressions (A.4) for E(x; t), B(x; t), where (x; t) = (x ? q(t)) and j(x; t) = (x ? q(t)) _ q(t). Inserting these expressions for E; B into (A.38) we reduce the Cauchy problem (A.35) to _ u(t) = f t (I t u); u(0) = u 0 ; (A.39) where u(t) = (q(t); p(t)), u 0 = (q 0 ; p 0 ) and I t u means the restriction of the function u(t) to the interval 0; t]. Lemma A.2 (ii) and (P min ) imply that the map I t u 7 ! f t (I t u) is locally Lipschitz continuous in the space C(0; T; IR 6 ) for every T > 0. Hence, by the contraction mapping principle, the Cauchy problem (A.39) has a unique local solution u( ) = (q( ); p( )) 2 C(?"; "; IR 6 ) with " > 0 depending only on b. It remains to de ne Y (t) = (E(x; t); B(x; t); q(t); p(t)) where E(x; t) and B(x; t) are given by (A.4) with (x; t) = (x?q(t)) and j(x; t) = (x ? q(t)) _ q(t). Thus, (A.35) has a unique local solution Y ( ) 2 C( ?"; "]; M) with " > 0 depending only on b.
Step 2. W t is a continuous map in M and in M F .
The continuity of the map W t : Y 0 7 ! Y (t) in M for jtj " and kY 0 k H b follows from the continuity of w t : u 0 7 ! u(t) and from Lemma A.2 (ii). To prove continuity of W t in M F , let us consider Picard's successive approxima- q N in this system implies j _ q N (t)j < 1 and therefore jq(t)j < jq 0 j + jtj. We x now t 2 IR. Then from the integral representation (A.4) we conclude that every Picard's approximation u N (t) and hence the solution u(t) depends only on the initial data (E 0 (x 0 ); B 0 (x 0 ); q 0 ; p 0 ) with jx 0 ?q 0 j < jtj+R . Therefore (A.4) implies that the elds E(x; t), B(x; t) in a neighborhood of a point (x; t) depend only on the initial data (E 0 (x 0 ); B 0 (x 0 ); q 0 ; p 0 ) with jx 0 j < 2jtj + R + jq 0 j; jx 0 ? xj jtj. Thus the continuity of W t in M F follows from the continuity in M.
Step 3. The energy conservation (2.6) holds. Therefore (P min ) implies the apriori estimate j j jE(x; t)j j j + j j jB(x; t)j j j + jp(t)j h (A.41) with h depending only on the initial data Y 0 . This apriori estimate implies that the properties (i){(iii) for arbitrary t 2 IR follow from the same properties for small jtj. ad (iv) (A.41) implies jp(t)j p 0 < 1. Hence j _ q(t)j=(1 ? _ q 2 (t)) 1=2 = jp(t)j p 0 < 1; which yields j _ q(t)j q 1 < 1. ad (v) The last equation in (A.34) and (Q), (P min ), (A.36) imply (A.37) for q. Di erentiating the last equation in (A.34) and using jq (k) (t)j q k with k = 0; 1; 2, and (P min ) again, we nally obtain j ::: q (t)j q 3 < 1 for t 2 IR. ad (vi) (P max ) and the last equation in (A.34) provides (A.37) as above. ad (vii) (P 1 ) implies (Q) by (A.40).
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