Introduction
Let us start with the well-known graph theorem of Turán that determines the largest number of edges in a graph on n vertices containing no complete graph on k + 1 vertices.
If 1 ≤ k ≤ n are integers, define the graph T (n, k) whose vertex set is V 1 ∪ V 2 ∪ . . . ∪ V k where the V i s are pairwise disjoint and their sizes are either n k or n k and two vertices are adjacent if and only if they are in two different V i s. It is easy to see that T (n, k) contains no complete graph on k + 1 vertices. The number of edges of T (n, k) is denoted by t(n, k). Theorem 1 ( [21] , case k = 2: [14] ) Let G = (V, E) be a simple graph on n = |V | vertices that contains no complete graph on k + 1 vertices. Then |E| ≤ t(n, k). Now we will show an application of this theorem in probability theory. The case k = 2 will be applied in a complementary form, forbidding empty triangles and minimizing the number of edges. vertices, respectively).
Let ξ and η be two independent, identically distributed random vectors.
Theorem 2 [6] Pr (|ξ + η| ≥ x) ≥ Pr 2 (|ξ| ≥ x) 2 .
The statement of the theorem is too week if the random vectors are onedimensional, therefore we better suppose that they have at least two dimensions.
A simple geometric lemma will be needed in the proof of the theorem, that is not proved here. Order them in the following way.
The left hand side of (1) can be expressed as a ratio:
Separating the cases i = j and i = j and observing that |v i + v i | > x when 1 ≤ i ≤ n the following lower estimate is obtained for (2) .
Introduce the graph G(V, E) where
By Lemma 1 G contains no empty triangle, and Corollary 1 implies that
is a lower estimate on (4) (and consequently on (2)). However, n m is nothing else but Pr (|ξ| ≥ x), proving Theorem 2 for the discrete case.
The most natural way to prove it for the general (continuous) case is to approximate the distribution with a discrete one. This was done in [6] in a clumsy way: an unnecessary additional condition was supposed on the distribution of the random vector. This approach was properly completed by Sidorenko in [16] .
Another, prettier way is to generalize Turán's theorem in a "continuous" way, where the underlying set is a measure space and the the measure replaces the "number of" vertices/edges. This will be introduced in Section 2. We will also show how to find the "continuous version" of an extremal result on graphs and hypergraphs.
Section 3 gives a sample of further inequalities for the probability distributions of random vectors, while Section 4 shows the connections to Szemerédi's Regularity Lemma.
Continuous versions of results in extremal graph theory
Consider the interval [0, 1] as a set of vertices of an infinite graph. Then a directed edge of the graph is a pair (a, b)(0 ≤ a, b ≤ 1). This can also be considered as a point of the unit square. Therefore a directed graph will be a subset E of the unit square. This is typically an infinite set, therefore we cannot really speak about the number of edges, instead we will consider its measure µ(E). The analogue of a simple graph now will be a symmetric,
Now find the analogue of the condition in Corollary 1. Choose 3 distinct vertices 0 ≤ a < b < c ≤ 1 in the interval [0, 1]. According to our "finite" condition at least one of the pairs (a, b), (a, c), (b, c) must be in E.
(i)
Looking at it geometrically, the 3 distinct points a, b, c as coordinates determine 9 crossing points in the unit square. 3 of them are loops they are on the diagonal. At least one of the other 6 points must be in E. Because of the symmetry it means only 3 points. Does this condition imply that the measure of E is at least
It is easy to see that W satisfies (i) and
if µ 2 is the area. We will show now another measure where this is not true. Let the measure on [0, 1] be defined as
and µ 1 (A) = ( . The obvious cause of this counter-example is that there is an element with positive measure. In general a measure µ is atomless if for any measurable A with positive measure there is a measurable B ⊂ A satisfying 0 < µ(B) < µ(A). Now we can formulate the following theorem.
Theorem 3 (See [1] , [7] , [11] , [12] .) Suppose that E is a symmetric subset
holds for the product measure µ 2 .
However we need Theorem 2 also for distributions with "atoms" that is with single elements with positive probability. The discrete case had this property. Observe that the reason why our proof was working in the discrete case, was that we could add the term n in (3), since |v + v| > x holds when v ≥ x(> 0). In other words in our application all the loops were in the graph. This fact shows the form that is really needed.
Theorem 4 (See [7] , [11] , [12] .) Suppose that E is a symmetric subset of
2 satisfying (i) and containing the diagonal. Then
holds for any product measure µ 2 (see below).
In order to be able to prove Theorem 2 in full generality this statement has to be stated for arbitrary probability spaces rather than the interval [0, 1]. Let M = (X, σ, µ) be a probability space, where X is the set of elementary events, σ is a sigma algebra on X and µ is a finite measure on σ. Then the direct product of M with itself is M 2 = (X 2 , σ 2 , µ 2 ) where σ 2 is induced by the products of the members of σ and µ 2 is the product measure.
Theorem 5 (See [7] , [11] , [12] .) Suppose that E is a symmetric subset of X 2 satisfying (i) and containing all elements of form (y, y)(y ∈ X). Then
Now we are ready to prove Theorem 2 in full generality. Proof of Theorem 2. Let X = {v : |v| ≥ x}, σ is the restriction of the original sigma algebra for X, µ(A) = Pr(A). Define the graph (X, E) by
Theorem 5 can be applied:
Observe that the class of all finite graphs containing no empty triangle has the following property. Taking an induced subgraph of a member of this class also belongs to the class. This property is generalized in the following way. A class G of finite graphs is called induced hereditary if every induced subgraph G of G ∈ G is also in G. The extremal graph problem in this generality can be formulated as follows.
where the minimum is taken for all edge sets E of graphs in G with n vertices. The continuous analogue is very similar. A class G of graphs G = (X, E) given on the measure space (X, σ, µ) is called induced hereditary if every subgraph of a member of G, induced by a measurable vertex set, is also in G. The asymptotic optimum here is
where E is the edge set of a member of G. Suppose that the finite induced subgraphs of the members of the infinite G also belong to G. Then we can use the same notation for the finite and infinite case. [7] ) G is an induced hereditary class of graphs on the atomless measure space M then
One can see that the condition on atoms cannot simply be deleted without the usage of loops. We will see that there is a condition that is weaker in some cases than just adding all loops. Let u be a vertex of the graph G. The graph G u is consists of the same vertex set as G, but u is replaced by two new vertices, u and u where these new vertices are adjacent to other vertices if and only if u was. If there is no loop at u then u , u is not an edge in G u , otherwise u , u is an edge with loops at both ends. We say that the class G is doublable if G ∈ G implies G u ∈ G for every vertex u of G.
Theorem 7 [7]
Let G be an induced hereditary, doublable class of graphs, where loops are allowed, on a measure space M . Then
holds.
We will now formulate the "continuous" version of the Erdős-StoneSimonovits theorem, a strong generalization of our Theorem 5. Recall the finite form. (We apologise for taking the unusual complementing setting, this is caused by the applications where this complementing form is more convenient.) Let F be a fixed finite simple graph. Then G(F ) denotes the set of graphs (with possible loops) not containing an empty copy of F . χ(F ) is the chromatic number of F .
Theorem 8 [3] [19] [2]
Now Theorems 6 and 7 imply the continuous version.
Theorem 9 If either M is atomless or G(F ) is doublable then
(Theorems 6 and 7 only imply the inequality ≥. The equality is a consequence of the easy construction consisting of
).) All of the definitions and statements of this section can be treated in a more general context. A directed r-graph is a pair (X, E) where E consists of sequences (x 1 , x 2 , . . . , x r ) (x i ∈ X). Then we have "loops" of different sizes depending on the repetitions among the x i s. The main difficulty in the application of these is that there are relatively few extremal results on hypergraphs in the finite case. But the transfer from finite to the infinity works like in the case of ordinary graphs. See [7] .
Let us have one more comment on the concept of doubling. If a(n ordinary) graph has a vertex without loop, then two doublings form an empty triangle at this vertex. Therefore if G is a class of graphs without empty triangles and it is doublable then all members must have loops at every vertex. The effect of doubling is trivial here. We will show an example after Lemma 4 when this is not the case.
[8] is treating the continuous versions of some other types of extremal problems, when the minimum of the transformed form of a structure is sought. A typical example is the Shadow theorem ( [13] , [5] ).
Inequalities on the distribution of the length of two random vectors
Theorem 2 gave a lower estimate on Pr (|ξ + η| ≥ x) using the distribution function of the length of one vector at the same place, x. It is worth mentioning that this estimate is sharp, if the dimension is at least 2, in the sense that for any given p there is a distribution of random vectors where Pr (|ξ| ≥ x) = p and Pr (|ξ + η| ≥ x) = 1 2 p 2 . However there is a sharper estimate in Feller's book [4] for the case of one dimension.
A natural question is what estimate one can give on Pr (|ξ + η| ≥ x) using the distribution function Pr (|ξ| ≥ x) at another place, say at cx where c is a positive constant. More precisely, try to give the best function f such that Pr(|ξ + η| ≥ x) ≥ f (Pr(|ξ| ≥ cx)).
"Best" means here that there is a random vector ξ for every 0 ≤ p ≤ 1 such that p = Pr(|ξ| ≥ cx) and Pr(|ξ + η| ≥ x) = f (p) or at least there is a sequence of ξs for every 0 ≤ p ≤ 1 such that p = Pr(|ξ| ≥ cx) and Pr(|ξ + η| ≥ x) → f (p).
Theorem 10 [9]
Let H be an infinite-dimensional Hilbert space and ξ, η independent, identically distributed random variables in H, then the best f are the following ones.
;
Let us give some hints concerning the proof in some cases. The proof of the 5th row is based on the following lemma. a 1 , a 2 , . . . , a k are vectors in a Hilbert space, |a i | ≥ 1(1 ≤ i ≤ k) then there is a pair i = j with
Lemma 2 If
.
Then the "continuous" version (plug in Theorem 1 into Theorem 7) can be used for the infinite graph where the vertices are the vectors of length ≥ cx, the edges are defined by ||a i + a j || ≥ x.
The proof of the 3rd row needs some small new ideas. The following geometrical lemma is applied. The novelty here is that we cannot disregard the short vectors. This is why the extremal graph statement must have two kinds of vertices. V 2 is the set of vectors with length at least
, while V 1 is the set of small vectors, and a "two-part" Turán type theorem should be used.
Lemma 4 Let the vertex set of the graph G = (V, E) divided into two parts:
If the graph contains no empty triangle with at least two vertices from V 2 then
Of course here we need a generalization of the transfer from the finite to infinite for the case of two-part extremal theorems
In this case the property that the class of graphs is doublable does not imply that all loops have to be present. The class of graphs containing no empty triangle with at with at least two vertices from V 2 , having all loops in V 2 , but none in V 1 is obviously doublable.
Why did we consider the case of an infinite-dimensional Hilbert space? Because a space with finite dimension causes restrictions on the constructions. The geometric problems needed for the solutions are mostly unsolved even in an asymptotic way. See [9] .
Another generalization is given in [16] . It gives the best lower estimate for Pr (|aξ + bη| ≥ x) using the distribution function at a 3rd place: Pr (|ξ| ≥ cx).
An interesting variant of the problem of Theorem 8 is when it is supposed that the distribution of the random vector is symmetric. The solution is due to Sidorenko [17] . The interested reader might also study the paper [18] .
There are some modest results on the sum of 3 random vectors in [10] (see for some remarks also [12] ), where an attempt to give a good lower estimate on Pr (|ξ 1 + ξ 2 + ξ 3 | ≥ x) can be found. The largest difficulty is that the necessary finite extremal problems for 3-graphs are unsolved.
But there are many other unsolved problems here.
Open problem 1 Find the "best" two-variable function f (u, v) such that
holds and it is sharp.
Open problem 2 Find "good" functionals F such that
The Szemerédi connection
The main goal of Section 2 was to survey some results on "continuous" versions of extremal graph theorems. Szemerédi's Regularity Lemma [20] is of very different nature, it claims that every large graph has a certain structure. Yet, there is some similarity. The same attitude can be applied to both of them: looking at a continuous variant. Let us start with a very heuristic form of the Regularity Lemma. It claims that, given an integer Z and a real ε > 0, if the number N of vertices of a graph is large enough (N > N (Z, ε)) then its vertex set can be divided into nearly equally sized subsets C 1 , C 2 , . . . , C K where ||C i | − |C j || ≤ 1 and Z ≤ K ≤ Z +M (Z, ε) in such a way that the edges between almost (depends on ε) every pair (C i , C j ) behave like a random graph. (Here the measure of randomness also depends on ε.) These pairs of subsets C are called called regular pairs. Assume here that K divides N and use the notation 2 giving the constant value 1 on the small square determined by the ith row and jth column if {i, j} is an edge and 0 otherwise. Suppose that (C k , C ) is a regular pair. It corresponds to a square S k, of size n × n. Let p k, denote the ratio (number of values 1)/n 2 in this square. Make more precise what we understand under the random behaviour: choosing any rectangle with non-negligible sides u and v, the ratio (number of values 1 in this rectangle)/uv is very close to p k, . One can heuristically say that the values 1 are uniformly distributed in S k, with density p k, . Replace the 0,1 function by a constant function p k, in S k, , since n is large and the local irregularities are negligible. On the other hand K is also large, therefore the number of irregular pairs, where p k, is undefined, is negligible, again. In this way we replaced the picture of the graph with a function being constant in the squares S k, .
The precise description of this heuristic statement can be read in a paper of L. Lovász and B. Szegedy [15] .
