We present explicit formulas for the eigenvalues and eigenfunctions of the elliptic Calogero-Sutherland (eCS) model as formal power series to all orders, for arbitrary values of the (positive) coupling constant and particle number. Our solution gives explicit formulas for an elliptic deformation of the Jack polynomials.
Introduction
The elliptic Calogero-Sutherland (eCS) system is a quantum mechanical model of identical particles moving on a circle and interacting via a two-body potential given by the Weierstrass elliptic function ℘ [C, Su, OS] . It is defined by the 2nd order differential operator
where N = 2, 3, . . . is the particle number, −π ≤ x j ≤ π are coordinates on the circle,
is the coupling constant, and the two-body potential V (r) = m∈Z 1 4 sin 2 [(r + iβm)/2] , β > 0,
which is essentially equal to the Weierstrass elliptic function ℘ with periods 2π and iβ. 2
The eCS system is known to be integrable in the sense that there exist differential operators of the form H n = N j=1 (−i) n ∂ n ∂x n j + lower order terms for all n = 1, 2, . . . , N, which include the eCS Hamiltonian, H 2 = H, and which all mutually commute, [H n , H m ] = 0 for n, m = 1, 2, . . . , N [OS] . Moreover, in the trigonometric limit β = ∞ where the two-body potential reduces to a trigonometric function, the explicit solution of this model was found by Sutherland more than 30 year ago [Su] . In the two-particle case, N = 2, the eigenvalue equation of the eCS system is equivalent to the Lamé equation studied extensively at the end of the 19th century; see [WW] for a review of the classical results. Recent work on the eCS model include [DI, EK, EFK, FV1, FV2, FGP, S, T] .
In this paper we present a generalization of Sutherland's solution to the elliptic case without restrictions on parameters (see the Result in the final section). More specifically, we present explicit formulas for the eigenfunctions ψ(x; n) and corresponding eigenvalues E(n) of the eCS Hamiltonian, Hψ(x; n) = E(n)ψ(x; n), x = (x 1 , . . . , x N ),
which are labeled by integer quantum numbers
and which are of the following form,
where
2 To be precise:
essentially the Jacobi Theta function ϑ 1 . 3 The Φ are symmetric functions of the variables z j = e ix j , and they are in one-to-one correspondence with the plane waves
which provide a complete set of eigenfunctions in the non-interacting case γ = 0. It is important to note that our solution in the trigonometric limit reduces to Sutherland's: the eigenvalues E(n) become equal to the well-known expressions
and the functions Φ(x; n) reduce to the Jack polynomials playing a prominent role also in various other contexts in mathematics; see [McD, St] . We also note that, for β < ∞, the functions Φ(x; n) are no longer polynomials, and also the eigenvalues E(n) become much more complicated. In particular, Ψ is not the ground state of the eCS Hamiltonian for β < ∞. Correspondingly, our solution is by infinite series which, at this point, are only formal: we leave open the important but difficult questions of convergence and resonances (as discussed in more detail below). We only mention the results in Ref. [KT] which suggest that our series solutions have a finite radius of convergence in the nome q of the elliptic functions, and our results suggest that there exists a resummation so that the resonances disappear [L4] . Moreover, in the trigonometric limit resonances do not appear [L2] , and all our infinite series collapse to finite ones.
The present paper is based on our previous results in [CL, L1, L2, L3, L4] . Our starting point is a Theorem obtained by quantum field theory techniques in [L2] and proven by direct computations in [L4] . This theorem suggests to write the eigenfunctions Φ(x; n) as series of particular symmetric functionsF (x; n) which are given by the following explicit formulas,
and the integration contours are nested circles in the complex plane enclosing the unit circle,
Note that theF (x; n) are symmetric functions of the variables z j = e ix j , and they can be expanded as Laurent series. A simple but important consequence of the above mentioned theorem is the following.
where the sum is over all
for ℓ = 1, 2, . . . , N, and α(µ; 0) = δ(µ, 0) + O(γ).
Then ψ(x; n) defined in Eqs. (6) and (7) is an eigenfunction of the eCS Hamiltonian with corresponding eigenvalue E(n) provided that
with E 0 (n) in Eq. (10) and
Note that S ν = [1 −δ(ν, 0)]ν/(1 −q 2ν ) for all integer ν, but we prefer our somewhat less elegant definition which makes manifest that, in the trigonometric limit q = 0, S ν = 0 for ν ≤ 0. This implies that, for q = 0, Eq. (17) has triangular structure (in a natural sense explained in Ref. [L2] ), which implies that the eigenvalue E(n) is equal to E 0 (n). Moreover, one obtains a simple recursion relations to compute all the non-zero α(µ; n) in in Eq. (14). It is interesting to note that this solution algorithm for q = 0 is different from Sutherland's, even though is yields the same solution [L2] . We did not realize in [L2] that it is possible to obtain an explicit solution of the recursion relations for the coefficients α(µ; n) as follows,
where all sums are in fact finite due to the Kronecker delta and certain properties of the functionsF (x; n) discussed in [L2] (Eq. (19) is a simple special case of our general result presented in the last section). This together with the results in Ref.
[L2] provides explicit formulas for the Jack polynomials. It is interesting to note that the recursions relations which one gets in Sutherland's algorithm are more complicated and, to our knowledge, have not been solved explicitly for general N (we are only aware of similarly explicit previous results for N = 3 [PRZ] ). It is also worth noting that, due to translation invariance, the dependence of the eigenfunctions on the center-of-mass coordinate x 1 + · · · + x N is trivial, and therefore the functions Φ(x; n) are of the form e in N (x 1 +···x N ) Φ(x;ñ) whereñ j = n j −n N obeysñ 1 ≥ñ 2 ≥ . . .ñ N −1 ≥ñ N = 0. However, it seems that this is not manifest in our explicit formula for these functions, and we therefore seem to get an infinite number of different representations (labeled by n N ) for each distinct Jack polynomial (this is true not only for q = 0 but also in the elliptic case).
In the rest of the paper we discuss how to explicitly compute the coefficients α(µ; n) and eigenvalues E(n) for the general elliptic case from the Corollary above. The strategy is to find a "good" expansion parameter, allowing to solve Eq. (17) recursively. The obvious parameter is the squared nome q 2 of the elliptic function [L1] . While this provides a possible solution algorithm, we were able to obtain the explicit solution only up to order (q 2 ) 7 for N = 2 with the help of MAPLE in this way [L4] . The formulas obtained are rather complicated and suggest that it is hopeless to find explicit expressions to all order in q 2 in this way. However, this result motivates a more efficient solution strategy by expanding in the coupling parameter γ. As we show, the resulting solution algorithm is indeed simpler, and while we obtained the explicit solution up to order γ 6 without the help of MAPLE, it again seems hopeless to obtain explicit formulas to all orders in γ in that way. However, this result gives a better understanding of the structure of the solutions, and it led us to a method of solution to all order. The key to this was to introduce a parameter η "by hand" which efficiently organizes the complexity of the solution, and this allows us to obtain the solution as a power series in η to all orders (without the help of MAPLE). From this our explicit formulas for E(n) and α(µ; n) of Eq. (17) are obtained by setting η = 1.
In the next three sections we outline the explicit solutions obtained by expanding in q 2 , γ and η, respectively. For simplicity in notation we restrict this discussion to the simplest non-trivial case N = 2. The generalization to arbitrary N is straightforward, but we only give the result in the final section. We plan to include a more detailed derivation of this in a future revision of Ref. [L4] .
Expanding in q 2
For simplicity we restrict ourselves to N = 2. In this case µ = µE 12 , and (17) simplifies to
where α(µ; n) is short for α(µE 12 ; n). To simplify notation we suppress the dependence on n in the following. We make the ansatz
and with α ℓ (0) = δ(µ, 0) and α ℓ (µ) = 0 for µ < −ℓ
we obtain by simple computations (expanding the S ν in geometric series etc.)
where b(µ) = E 0 (n + µE 12 ) − E(n). Using E 0 (n) = (n 1 + λ/2) 2 + (n 2 − λ/2) 2 we get b(µ) = 2µ(P + µ), P = n 1 − n 2 + λ.
It is important to note that Eq. (24) has triangular structure: for each ℓ and µ = 0 it determines α ℓ (µ) as a finite sum of terms involving only α ℓ ′ (µ ′ ) and E ℓ ′ with ℓ ′ < ℓ and α ℓ (µ ′ ) with µ ′ < µ, and the equation for µ = 0 allows to determine the E ℓ recursively. We also note that the conditions in Eq. (23) is essential for getting a simple recursion procedure. It is straightforward to implement the recursive computation of the α ℓ (µ) and E ℓ in a symbolic computing software like MAPLE or MATHEMATICA. We only give the results for the eigenvalues which we obtained using MAPLE,
4(P 2 −9)(P 2 −4) 3 (P 2 −1) 4 γ 7 + 1469P 10 +9144P 8 −140354P 6 +64228P 4 +827565P 2 +274748 64(P 2 −9)(P 2 −4) 3 (P 2 −1) 6 γ 8 .
We computed E ℓ up to order ℓ = 7 but for obvious reasons do not write down our full result. This result was previously obtained in [FGP] up to ℓ = 2 using a different method, and we convinced ourselves that our results agree.
Remark: In the computations discussed above we implicitly assumed that b(µ) is always different from zero, which is only the case if λ, and thus P , is not an integer. If b(µ) vanishes we have a resonance, and while it is possible to generalize the algorithm to allow for resonances [L4] we will not discuss this here for simplicity: Throughout this paper we ignore resonances. (As discussed in [L4] , we believe that resonances are not a serious problem but take care of themselves.)
We observe that the E ℓ become more and more complicated with increasing ℓ, and it seems that they are polynomials in the coupling constant γ as follows,
where E (s) ℓ become more complicated with increasing s. It is interesting to note that the formulas for the coefficients E (s) ℓ become somewhat simpler when expanded in partial fractions. In particular, we found by inspection that all E
(2) ℓ we computed can be written in the following simple form,
(the sum is over all integer divisors k of ℓ). We checked this formula up to ℓ = 7, and by assuming it to be true for all ℓ we obtain by a simple computation
(this conjecture will be proven in the next section). This formula suggests that it is possible to obtain explicit expressions to all orders in q 2 if one expands in the coupling parameter γ. We now present an alternative and simpler solution algorithm motivated by this observation.
Expanding in γ
We now make the ansatz
and by simple computations we obtain from Eq.
which we can solve with the following ansatz
This yields, in particular,
The recursion relations in Eqs. (31) are much simpler than the ones in Eq. (24). By inspection we find that the following ansatz is consistent,
and by straightforward computations,
etc. (it is useful to note that the variables ν j can be permuted in each term). Using Eq. (33) we get
in particular, E (1) = 0 and
which proves the conjecture in Eq. (29). With the formulas given above one can easily write down similarly explicit formulas for E (s) for s = 2, 3, 4, 5.
Computing the functions f s up to s = 6 we observed the following simple patterns: it seems that the building blocks for the solution are the following expressions,
With that we can write the coefficients of the eigenvalues in a simple manner as follows,
This suggests that
where '(· · ·)' are possible combinatorial factors which might appear at higher order but, up to s = 6, all are equal to 1.
We find that, for s > 6, nontrivial combinatorial factors in the formula above appear, and this destroys the hope that we can find a closed formula for E (s) for arbitrary s in this way. Still, Eq. (40) suggest that we can write E in a simple manner using the following quantities,
and the formulas above suggest,
where the dots are higher order terms. We will prove and extend this formula in the next section: We will obtain an explicit formula of the following kind,
with certain combinatorial factor '(· · ·)'. It is interesting to note thatẼ n is of order q 2n (since all G s are of order q 2 ), and thus this formula allows to deduce in a simple manner the series expansion in q 2 . However, the termẼ n contributes to all the (q 2 ) m -terms m ≥ n, which explains why our expansion in q 2 yielded so complicated expressions.
Expanding in η
The results in the previous section led us to a more powerful solution strategy which we now explain. Defining an operator S as follows,
we can write Eq. (17) as
Making the ansatz
Setting µ = 0 in Eq. (45) givesẼ = −γSα(0), which implies
It is easy to see that the s = 0 term here vanishes, and by a shifting the summation variable we get the following equation determiningẼ,
We now observe that the functions G(ξ) has a Taylor expansion as follows,
with
To solve Eq. (50) efficiently we replace it bỹ
where we introduce a parameter η serving as useful book keeping device (we set η = 1 at the end of the computation). It is straightforward to compute the Taylor series of E recursively: SettingẼ
we get by simple computations
etc. This suggests that
for all n = 1, 2, . . . (we checked that using MAPLE up to n = 15). This result is, in fact, a classical theorem due to Lagrange: 4 the equation determiningẼ is of the form E = −ηG(Ẽ), and thus Lagrange's theorem as stated in [WW] , Paragraph 7.32, implies
equivalent to Eq. (57).
Conclusions
It is straightforward to generalize the results of the previous two sections to arbitrary particle numbers N. We intend to give the details in a future revision of Ref. [L4] and quote here only the result.
Result: The eigenvalues of the elliptic eCS model are given by E(n) = E 0 (n) + ∞ n=1 (−1) n ∞ k 0 ,···,k n−1 =0 ×δ(n − 1, n−1 j=1 jk j )δ(n, n−1 j=1 k j ) n − 1 k 0 , . . . , k n−1 n−1 j=0 [G j (n)] k j
with E 0 (n) = N j=1 n j + λ[ 1 2 (N + 1) − j] 2 , n 1 ≥ n 2 ≥ . . . n N integers, and G k (n) = ∞ s=2 γ s j 1 <k 1 · · · js<ks ν 1 ,...,νs∈Z S νs · · · S ν 1 ∞ ℓ 1 ,...,ℓs=0 ×δ(k, s r=1 ℓ r )
where b(µ; n) = E(n + µ) − E(n), S ν = [1 − δ(ν, 0)]ν/(1 − q 2ν ) and E jk in Eq. (15) . The corresponding eigenfunctions are given by Eqs. (6) , (7) and (14) .
There is an even more explicit formula for the coefficients α(µ) which we plan to give elsewhere.
We do not label this as theorem since we did not check the details of our computations carefully enough to be sure that there are no typos and/or (minor) mistakes. 5 The purpose of this paper was to make available the explicit solution of the eCS model which we announced in two recent meetings, and to describe the last part of a somewhat lengthy journey leading us to this result. We feel that we are not at the end of this journey yet: quite some work remains to be done to understand this result.
Anyway, it seems fair to say that the eCS model is an exactly solved model now.
