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Abstract—Compute-and-forward (CAF) relaying is ef-
fective to increase bandwidth efficiency of wireless two-
way relay channels. In a CAF scheme, a relay is designed
to decode a linear combination composed of transmitted
messages from other terminals or relays. Design for error-
correcting codes and its decoding algorithms suitable for
CAF relaying schemes remain as an important issue to
be studied. As described in this paper, we will present
an asymptotic performance analysis of LDPC codes over
two-way relay channels based on density evolution (DE).
Because of the asymmetric characteristics of the channel,
we use the population dynamics DE combined with DE
formulas for asymmetric channels to obtain BP thresholds.
Additionally, we also evaluate the asymptotic performance
of spatially coupled LDPC codes for two-way relay chan-
nels. The results indicate that the spatial coupling codes
yield improvements in the BP threshold compared with
corresponding uncoupled codes for two-way relay chan-
nels. Finally, we will compare the mutual information rate
and rate achievability between the CAF scheme and the
MAC separation decoding scheme. We demonstrate the
possibility that the CAF scheme has higher reliability in
the high-rate region.
Index Terms—density evolution, low-density parity-
check code, spatial coupling coding, two-way relay channel
I. INTRODUCTION
Relays with appropriate signal processing and de-
coding are ubiquitous in wireless communications such
as satellite communications, mobile wireless commu-
nications, and wireless local area networks. Increasing
demand for band width efficiency in wireless com-
munications promotes the spread of research activities
on relaying and forwarding techniques. For example,
theoretical limits of efficiencies of relaying techniques
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such as decode-and-forward [1] and amplify-and-forward
[2] have been investigated intensively. Recently, Nazar
and Gastpar presented a novel concept of compute-and-
forward (CAF) scheme [3]. In a CAF scheme, a relay
is designed to decode a linear combination composed of
messages transmitted from other terminals (or relays).
Then the relay forwards a decoded linear combination
to another relay or a terminal. That is, the repeater has
no intention to decode each message separately. The
concept is also designated as wireless network coding
or physical layer network coding, which has attracted
strong research interest [4], [5]. Recently, Sula [6] et al.
presented a practical decoding scheme for LDPC codes
in compute-forward multiple access (CFMA) systems.
Ullah et al. [7] derived the random coding error exponent
for the uplink phase of a two-way relay channel.
The simplest scenario for a CAF scheme might be
wireless two-way relay channels [8]. Two terminals A
and B and a relay R are involved in this channel. Termi-
nal A has its own message and is programmed to send
it to terminal B. Similarly, terminal B is programmed
to send its own message to A. No direct wireless
connection exists between A and B, but a relay R has
bi-directional wireless connections to both of A and B.
In the multiple-access (MAC) phase, two terminals send
their messages to relay R. Then R attempts to decode
the linear combination of their messages as shown in
Fig. 1. In the broadcasting phase, the decoded linear
combination of messages is sent back to two terminals.
Terminals A and B can recover an intended message by
subtracting its own message from the received message.
To establish a highly reliable CAF scheme, we must
obtain a reliable estimate of linear combination at the
relay in the MAC phase, whereas conventional cod-
ing techniques for simple communication channels are
available in the broadcasting phase. In the MAC phase,
appropriate error-correcting codes should be exploited
because the received signal is distorted by additive noise.
In such a case, the relay R intends to decode a sum of
two codewords sent from A and B. One candidate of
error correcting codes for such a situation is low-density
parity-check (LDPC) codes [9]. A combination of LDPC
codes and belief propagation (BP) decoding has been
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2Fig. 1. MAC phase of the compute-and-forward (CAF) scheme and
the separation decoding (SD) scheme on a two-way relay channel.
demonstrated as very powerful and effective techniques
for additive noise channels [10]. Sula et al. [6] discussed
an appropriate modified BP decoding for two-way relay
channels. They presented a performance analysis of
LDPC codes over a two-way relay channel based on
computer simulations.
The goals of this work are three. The first goal
is to provide an asymptotic performance analysis for
LDPC codes over two-way relay channels based on
density evolution (DE). DE [11] is a common theoretical
tool to study the asymptotic typical behavior of a BP
decoder. It provides BP thresholds of the target channel.
Although the BP threshold is below the Shannon limit,
a BP threshold denotes a practical achievable rate with
low complexity encoding and decoding. One technical
challenge for evaluating the BP threshold of two-way
relay channels comes from an asymmetric characteristics
of the channel: we cannot rely on the zero codeword
assumption commonly used in DE analysis for binary-
input memoryless output-symmetric channels [11]. To
overcome this difficulty, we will employ population dy-
namics DE [12] combined with the DE formula derived
by Wang et al. for asymmetric channels [13].
The second goal of these assessments is to provide
DE analysis for spatially coupled LDPC (SC-LDPC)
codes over two-way relay channels. It is known that
appropriately designed spatially coupled codes yield
improvements in BP thresholds compared with those of
uncoupled regular LDPC codes with comparable param-
eters [14] [15]. In many cases, we can observe threshold
saturation [16], i.e., a phenomenon by which the BP
threshold converges to the MAP threshold. The same is
true for spatially coupling coding for two-way erasure
multiple access channels for a joint CAF scheme [17].
Typical behavior of BP decoding of spatially coupled
LDPC codes over the two-way relay channels is un-
known, except for erasures. We consider the study as
worthwhile, not only from practical interests but also
from theoretical interests, to provide an example of
the DE analysis for general asymmetric channels. In
this work, we extend the population dynamics DE to
protograph codes [18] and perform numerical evaluations
in a similar way in [19] for spatially coupled constraint
satisfaction problems.
The third goal of this paper is comparison between
the CAF scheme and the MAC separation decoding (SD)
scheme. In the SD scheme for the MAC phase of two-
way relay channel, relay R attempts to decode a pair of
messages from two terminals separately [20] as shown
in Fig. 1. Although it is a natural and conventional ap-
proach, it is sometimes sub-optimal, as shown in [21] in
the case of binary symmetric channels. We first compare
both schemes in our setting when we use random coding
and maximum likelihood decoding. In the next step, we
compare our obtained LDPC codes with LDPC codes
of the SD scheme. For this comparison, we recall the
numerical analysis for the BP threshold reported in [22].
This paper is organized as follows. In Sec. II, we intro-
duce problem settings of LDPC coding and BP decoding
on two-way relay channels. In Sec. III, we describe the
population dynamics DE for two-way relay channels.
Because of its asymmetric nature, we combine the DE
formulas for asymmetric channels with the population
dynamics algorithm for numerical evaluation. We then
extend it to the case of SC-LDPC codes to assess its
typical decoding performance. In Sec. IV, we compare
the mutual information and rate achievability between
the CAF scheme and the SD scheme. The last section is
devoted to a summary and discussions.
II. PRELIMINARIES
A. Problem setting
The wireless channel model assumed here is described
as shown below. Let X(t)A (resp. X
(t)
B ) be a binary random
variable where t = 1, 2, . . . represents a time index.
The binary–bipolar conversion function µ : {0, 1} →
{+1,−1}, µ(x) , 1 − 2x is applied to X(t)A and X(t)B
before their transmission. Therefore, we assume binary
phase shift keying (BPSK) as a modulation format.
Terminals A and B then transmit the modulated signals
µ(X
(t)
A ) and µ(X
(t)
B ) to the air. The relay R observes a
received symbol
Y (t) = µ(X
(t)
A ) + µ(X
(t)
B ) +W
(t), (1)
where W (t) is a zero mean Gaussian random variable
with variance σ2. The channel model (1) is justified
under the assumption such that perfect symbol/phase
synchronization and perfect power control are achieved
at R. The relay R is designed to infer X(t)A ⊕ X(t)B
from Y (t) as correctly as possible, where the operator
⊕ represents the addition over F2.
If no error-correcting code is used, then symbol by
symbol estimation is applicable. In the next phase, the
estimate xˆ(t)A ⊕ xˆ(t)B is then broadcasted to A and B. If
3the estimate xˆ(t)A ⊕ xˆ(t)B equals the true value x(t)A ⊕ x(t)B ,
then terminal A (resp. B) can retrieve x(t)B (resp. x
(t)
A )
from xˆ(t)A ⊕ xˆ(t)B . This protocol can be regarded as the
simplest case of the CAF technique [3]. It increases the
bandwidth efficiency of the two-way relay channel.
B. LDPC coding
As described in this paper, we restrict ourselves to
the case in which two terminals use the same LDPC
codes C ⊂ Fn2 . Terminals A and B independently select
their own codewords xA , (xA,1, . . . , xA,N ) ∈ C and
xB , (xB,1, . . . , xB,N ) ∈ C according to their own
message. From the channel model (1), the received word
is given as
y=(µ(xA,1), . . . , µ(xA,N ))+(µ(xB,1), . . . , µ(xB,N ))+w,
(2)
where w represents additive white Gaussian noise vector.
A decoder, possibly a BP decoder, is programmed to
recover xA⊕xB from the received word y. As described
herein, we specifically examine decoding methods for
recovering xA ⊕ xB .
C. Degraded channel
Assume that two stochastic processes {X(t)A } and
{X(t)B } are IID and that X(t)A and X(t)B are indepen-
dent. For simplicity, we assume that Pr[X(t)A = 1] =
Pr[X
(t)
B = 1] = 1/2 holds for any t. From these as-
sumptions, we have the following probability of events:
Pr[µ(X
(t)
A ) + µ(X
(t)
B ) = 0] = 1/2, (3)
Pr[µ(X
(t)
A ) + µ(X
(t)
B ) = −2] = 1/4, (4)
Pr[µ(X
(t)
A ) + µ(X
(t)
B ) = 2] = 1/4. (5)
Let Z(t) = X(t)A ⊕X(t)B . From the IID assumption, Z(t) is
also a memoryless stochastic process. We now consider
a virtual channel called degraded channel with input and
output symbols respectively denoted as Z(t) and Y (t). It
is evident that the prior probability of Z(t) is given as
Pr(Z(t) = 0) = Pr(Z(t) = 1) = 1/2. The conditional
PDF representing the channel statistics of the degraded
channel is then given as
Pr[Y (t)=y|Z(t)= 1]=F (y; 0, σ2),
Pr[Y (t)=y|Z(t)= 0]= 1
2
F (y;−2, σ2)+ 1
2
F (y; 2, σ2),
(6)
where F (y;m,σ2) is the Gaussian distribution with
mean m and variance σ2 defined as
F (y;m,σ2) , 1√
2piσ2
exp
(−(y −m)2
2σ2
)
.
From this conditional PDF, the symbol log likelihood
ratio (LLR) can be derived easily:
λ(t)(y) = ln
Pr[Y (t) = y|Z(t) = 0]
Pr[Y (t) = y|Z(t) = 1] = ln
[
cosh
2y
σ2
]
− 2
σ2
.
(7)
Given a degraded channel, we can make the best esti-
mation of Z(t) only from λ(t). This LLR expression is
a special case of the LLR expression derived by Sula et
al. [6].
We return to the argument of the case in which
terminals A and B employ a binary linear code C.
Because of the linearity of the code C, it is clear
that (Z(1), . . . , Z(n)) also belongs to C. From this fact,
maximum likelihood (ML) decoding on the degraded
channel is definable as
(zˆ1, . . . , zˆn) = arg max
(z1,...,zn)∈C
n∏
t=1
L(yt|zt), (8)
where the likelihood functions are defined as
L[y|1] , F (y; 0, σ2),
L[y|0] , 1
2
F (y;−2, σ2) + 1
2
F (y; 2, σ2).
(9)
This ML rule is sub-optimal because the likelihood
is based on the degraded channel. Irrespective of its
sub-optimality, the assumption of the degraded channel
makes the structure of a decoder simple; it also enables
us to use known channel coding techniques developed
for memoryless channels.
Belief propagation (BP) decoding for LDPC codes can
be regarded as an approximation of ML decoding as a
message passing form. It would be natural to develop
a BP decoding algorithm for the binary CAF channel
based on the ML rule on the degraded channel (8).
It is not difficult to see that the BP on the degraded
channel coincides with the conventional log-domain BP
algorithm [11] with symbol LLR expression (7). A BP
decoder of this type has been discussed in [6] [7]. A
marked advantage of the BP on the degraded channel is
that it can be implemented easily based on a practical BP
decoder for the additive white Gaussian noise (AWGN)
channel merely by replacing an LLR computation unit.
III. DENSITY EVOLUTION FOR DEGRADED
CHANNELS
We use DE to study BP thresholds of the degraded
channel. In this section, we first introduce population dy-
namics DE and estimate the BP threshold for uncoupled
regular LDPC codes. Subsequently, the BP threshold for
SC-LDPC is then evaluated.
4A. Density evolution for asymmetric channels
For simplicity, we specifically examine (dl, dr)-regular
LDPC codes, where dl and dr respectively represent the
variable and check node degrees. Extension to irregular
codes is straightforward. It is noteworthy that we need
to handle signal dependent noises (6) for the degraded
channel. Therefore, we cannot rely on the zero codeword
assumption in a DE analysis. Here we follow Wang’s DE
formulation [13] to overcome this difficulty.
The conditional PDF P (l)(m|z) (resp. Q(l)(mˆ|z)) de-
note the PDF of a message m from a variable node to a
check node (resp. mˆ from a check node to a variable
node) with transmitted word z at the l-th step. The
distribution of LLR of the degraded channel is denoted
by P (0)(z). Those PDFs depend on a transmitted word
because of the asymmetric characteristics of the channel.
Let Γ(PA) , PA ◦ γ−1 be a density transformation for
a random variable A with distribution PA [13] where
γ : R → {0, 1} × [0,∞), γ(m), (1m≤0, ln coth |m/2|)
with an indicator function 1{ · }.
The DE equations for binary asymmetric channels [13]
are given as
P (l)(m|z)=P (0)(z)⊗
(
Q(l−1)(mˆ|z
)⊗(dl−1)
, (10)
Q(l)(mˆ|z)=Γ−1
({
Γ
(
P (l)(m|0)+P (l)(m|1)
2
)}⊗(dr−1)
+(−1)z
{
Γ
(
P (l)(m|0)−P (l)(m|1)
2
)}⊗(dr−1))
,
(11)
where ⊗ denotes the convolution operator on PDFs.
Although these convolutions of PDFs can be efficiently
evaluated with fast Fourier transformation, numerical
evaluation entails huge computational costs. We use
an alternative approach, population dynamics [12], to
reduce computational complexity because DE analysis
for SC-LDPC codes examines a number of DE equations
simultaneously.
Equations (10) and (11) have equivalent forms called
replica-symmetric cavity equations [12], which read
P (l)(m|z)=
∫
dyL[y|z]
∫ dl−1∏
s=1
dmˆ(s)Q(l−1)(mˆ(s)|z)
× δ
(
m− λ(y)−
dl−1∑
s=1
mˆ(s)
)
, (12)
Q(l)(mˆ|z)= 1
2dr−2
∑
{z(s)}∈S
∫ dr−1∏
s=1
dm(s)P (l)(m(s)|z(s))
×δ
(
mˆ−2 tanh−1
[
dr−1∏
s=1
tanh
(
m(s)
2
)])
,
(13)
where λ(y) denotes the LLR defined as the r.h.s. of (7)
and
S ,
{
{z(s)} ∈ {0, 1}dr :
dr⊕
s=1
z(s) = 0, z(dr) = z
}
.
In Algorithm 1, we describe a procedure of the
population dynamics DE. In population dynamics, the
PDFs P (·|z) and Q(·|z) (z ∈ {0, 1}) are approximated
to histograms (populations) of N samples denoted by,
e.g., {ν0i } (i ∈ [N ] , {1, . . . , N}). Parameter N
is the population size. The DE equations are exactly
solved in the large-N limit. Each sample is updated
recursively by an update rule written in a delta function
δ(·) in (12) or (13). After each iteration is completed,
we can estimate bit error rate (BER) at the step given as
BER(l) , 1
2
P (zˆ = 1|z = 0)+ 1
2
P (zˆ = 0|z = 1), (14)
where zˆ represents a decoded bit via the sign of a
message m1 at a variable node. The distribution of a
message m1 is obtained as
P (l)(m1|z)=
∫
dyL[y|z]
∫ dl∏
s=1
dmˆ(s)Q(l−1)(mˆ(s)|z)
× δ
(
m1 − λ(y)−
dl∑
s=1
mˆ(s)
)
. (15)
This distribution is also evaluated similarly to the pop-
ulation dynamics DE. Although the recursion should
continue until every population converges, it stops at the
maximum iteration step T in practice. We confirm that,
for simple AWGN channels, the algorithm with N=105
and T =2000 estimates the BP threshold well.
We evaluate a BP threshold defined as a threshold of
σ of the degraded channel (6) below which LDPC codes
are typically decodable by a BP decoder. As a MAP
threshold, we use the symmetric information rate (SIR)
σsym(R) defined as a solution of Csym(σsym(R)) = R
for code rate R, where
Csym(σ) , −
∫ ∞
−∞
P (y) log2 P (y)dy
+
1
2
∫ ∞
−∞
L[y|0] log2 L[y|0]dy +
1
4
log2(2piσ
2e),
(16)
denotes the symmetric information rate I(Y ;X1 + X2)
of the degraded channel (1) and P (y) = (1/2)L[y|0]+
(1/2)L[y|1] is the PDF of a received symbol. Here, we
5Algorithm 1 Population Dynamics DE.
Input: Population size N , Maximum iteration T
Output: Populations {ν0i }, {ν1i }, {νˆ0i }, and {νˆ1i } (i ∈
[N ])
1: Initialization: ν0i = ν
1
i = 0
2: for l = 1 to T do
3: for z = 0 to 1 do . Update of {νˆzi } (Q(·|z))
4: for i = 1 to N do
5: Draw z(1), . . . , z(dr − 1) uniformly in
{0, 1} to satisfy z ⊕
(⊕dr−1
s=1 z(s)
)
= 0.
6: Draw i(1), . . . , i(dr − 1) uniformly in
[N ].
7: νˆzi ← 2 tanh−1
[∏dr−1
s=1 tanh
(
ν
z(s)
i(s) /2
)]
.
8: end for
9: end for
10: for z = 0 to 1 do . Update of {νzi } (P (·|z))
11: for i = 0 to N do
12: Draw y from L[y|z].
13: Draw i(1), . . . , i(dl−1) uniformly in [N ].
14: νzi ← λ(y) +
∑dl−1
s=1 νˆ
z
i(s).
15: end for
16: end for
17: end for
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Fig. 2. BP thresholds for regular LDPC code ensembles over
degraded channels versus the code rate. The solid line represents
the symmetric information rate of the channel.
omit time index t because of the assumption of the
degraded channel.
The BP thresholds of various regular LDPC ensembles
versus the code rate are shown in Fig. 2. We search
BP thresholds by evaluating BER using the population
dynamics DE with N = 105 and T = 2000. The BP
thresholds have a gap to the SIR as predicted in [6].
(a) (b)
Fig. 3. Protograph of (a) (3, 6)-LDPC codes and (b) (3, 6, 5)-SC-
LDPC codes.
B. Spatial coupling coding for degraded channels
Next we examine the SC-LDPC codes. As described
in this paper, we examine the simplest (dl, dr, L)-LDPC
codes with chain length L where k , dr/dl and
dˆl , (dl − 1)/2 are integers. The protograph is then
uniquely defined [23], which makes the structure of the
population dynamics DE simple. The DE analysis for
general protograph codes is left as open here.
A protograph of (dl, kdl)-SC-LDPC codes is repre-
sented by k variable nodes and one check node, e.g.,
(a) of Fig. 3. To construct a protograph of SC-LDPC
codes, we prepare L copies of the protograph of an
uncoupled code and attach dˆl check nodes to each side
of the copy. Edges of the protograph are then assigned
from a variable node to check nodes within “distance”
dˆl, e.g., (b) of Fig. 3 where (dl, dr, L) = (3, 6, 5).
Consequently, one obtains L bundles of k variable nodes
labeled by i ∈ [L], and L+ 2dˆl check nodes labeled by
a ∈ {−dˆl + 1, . . . , L + dˆl}, where check nodes labeled
from 1 to L are derived from original protographs. The
design rate is given as 1−(L+2dˆl)/(kL), which recovers
that of uncoupled codes as L→∞.
The BP thresholds can be evaluated for SC-LDPC
codes with finite L. In a protograph, each variable
and check node has a PDF P (l)(m|z) and Q(l)(mˆ|z)
of messages, as in the last subsection. Those PDFs
are propagated as messages on a protograph. From the
symmetric structure in each bundle, P (l)i→a(m|z) denotes
the PDF of message m as a message from a variable
node in the i-th bundle to a check node a at the l-th
step. Similarly, let us denote the PDF of message mˆ as
a message from a check node a to a variable node in the
i-th bundle by Q(l)a→i(mˆ|z). DE equations of the degraded
channel and (dl, dr, L)-SC-LDPC codes then read
P
(l)
i→a(m|z) =
∫
dyL[y|z]
∫ ∏
b∈N(i)\a
dmˆbQ
(l−1)
b→i (mˆb|z)
×δ
m− λ(y)− ∑
b∈N(i)\a
mˆb
 , (17)
610−6
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Fig. 4. BER of each variable node in (3, 6, 25)-SC-LDPC codes
with several DE steps evaluated using DE population dynamics for
a degraded channel.
Q
(l)
a→i(mˆ|z)=
1
2dr−2
∑
{z(s)j }∈S′
∫ k−1∏
s=1
dm
(s)
i P
(l)
i→a(m
(s)
i |z(s)i )
×
∏
j∈N(a)\i
(
k∏
s=1
dm
(s)
j P
(l)
j→a(m
(s)
j |z(s)j )
)
× δ
mˆ− 2 tanh−1
, ∏
(j,s)6=(i,k)
tanh
(
m
(s)
j
2
) ,
(18)
where N(·) is a set of neighboring nodes in a protograph
and
S′,
{z(s)j }s∈[k]j∈N(a)∈{0, 1}dr : ⊕
j,s
z
(s)
j =0, z
(k)
i =z
 .
A protograph of uncoupled LDPC codes recovers (12)
and (13).
The population dynamics for SC-LDPC codes is im-
plemented as an extension of Algorithm 1. In this case,
we prepare 4Ldl populations with size N to approximate
PDFs P (l)i→a(·|z) and Q(l)a→i(·|z). Fig. 4 shows dynamics
of BER of each variable node in (3, 6, 25)-SC-LDPC
codes when N = 104 and σ = 0.78. It is apparent that
they decrease from each side of the chain, as observed in
the symmetric channel case [23]. The BERs vanish after
the 169th step, indicating that the code is decodable.
Figure 5 presents the BP threshold of SC-LDPC codes
and the corresponding SIRs. In population dynamics,
we use N = 105 and T = 2000. The results indicate
that the BP thresholds decrease monotonously as L
increases. As explained above, the design rate of SC-
LDPC codes converges to 1/2 in the large-L limit. It is
therefore an interesting question whether the decoding
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Fig. 5. BP thresholds of (SC-)LDPC codes on a degraded channel as
a function of chain length L. Circles and triangles respectively rep-
resent the BP thresholds of (3, 6, L)-SC-LDPC codes and (5, 10, L)-
SC-LDPC codes. The long-dashed line represents the BP threshold
of uncoupled (3, 6)-LDPC codes whereas each solid line shows the
symmetric information rate (SIR) with the design rate corresponding
to a labeled ensemble. The SIRs of both SC-LDPC codes converge to
that of (3, 6)-LDPC codes as L→∞. The estimated BP thresholds
of (3, 6, L)-SC-LDPC codes and (5, 10, L)-SC-LDPC codes in the
large-L limit are, respectively, 0.785 and 0.803.
performance of the SC-LDPC codes is superior to that
of the LDPC codes as L → ∞, or not. To answer the
question, BP thresholds by the population dynamics DE
are extrapolated by the following function:
σBP = σ
∞
BP + a exp(−bLc), (19)
where σ∞BP is the BP thresholds in the large-L limit and
a, b, and c are constant parameters. As a result, the lim-
iting values of (3, 6, L)-SC-LDPC codes and (5, 10, L)-
SC-LDPC codes are estimated respectively as 0.785 and
0.803, which lie between the BP threshold 0.742 of the
uncoupled (3, 6)-LDPC codes and the corresponding SIR
0.805. The same is true for (3, 9, L)-SC-LDPC codes:
The spatially coupling coding achieves 0.647 (L→∞)
whereas the BP threshold and the SIR of uncoupled
codes are given respectively by 0.624 and 0.666. It
is noteworthy that our evaluation underestimates BP
thresholds because T =2000 is generally inadequate. A
BP decoder for spatially coupled codes is known to need
a large number of iterations before convergence [23],
especially around the threshold. These facts suggest
that the spatial coupling coding improves BP thresholds
although whether it achieves the MAP threshold or not
remains an open question.
IV. COMPARISON WITH SD SCHEME
Finally, we compare the CAF scheme with the SD
scheme. For simplicity, we first consider the case in
7which we use the linear random codes and ML decoding
on the degraded channel (1) in the MAC phase. In this
case, the mutual information rate I(Y ;XA +XB) based
on (1) is achievable. Therefore, as the solid line in Fig.
6, we plot the corresponding symmetric information rate
as the decodable noise threshold by ML decoding. In
addition, as in Sec. III, we have already evaluated the
asymptotic performance of the (3, 6)-LDPC codes and
(3, 9)-LDPC codes and that of the (3, 6, L)-SC-LDPC
codes and (3, 9, L)-SC-LDPC codes, which are also
shown in Fig. 6 and presented in Table I. For spatially
coupled codes, we show the estimated BP threshold in
the large-L limit extrapolated from numerical results
with finite L, as described in the last section.
In the SD scheme, at the MAC phase, both terminals
A and B encode their messages xA and xB with the
same size using different linear codes. Then, the relay
R decodes both messages xA and xB . In the broadcast
phase, relay R sends xA and xB to the respective
terminals. The broadcast phase is simple transmission.
Therefore, it has larger capacity than the MAC phase. For
simplicity, under the channel (1), we consider the case
when we employ the random codes and ML decoding
on the degraded channel in the MAC phase. In this case,
the mutual information rate I(Y ;XA, XB) based on (1)
is achievable [24], [25].
Here, the rate represents the rate of xA, which is
the same as the rate of xB because the powers from
both sides are equal in the channel (1). If the terminals
use the same linear codes, relay R cannot decode xA
and xB for the following reason. When both message
lengths are `, relay R cannot distinguish the messages
{(xA, xB) ∈ F2`2 : xA + xB = (1, . . . , 1)}. However, if
they choose their code independently by random coding,
then the mutual information rate is achievable in this
scheme. Therefore, we plot the corresponding SIR as
the decodable noise threshold as the dashed line in Fig.
6.
To compare the regular LDPC codes and SC-LDPC
codes in the CAF scheme, we specifically examine
the numerical results of the BP thresholds in the SD
scheme. Yedla et al. [22] calculated the asymptotic
performance of (3, 6)-LDPC codes and (3, 6, 64, 5)-SC-
LDPC codes 1. We show the BP thresholds of these codes
in Fig. 6 and summarize them in Table I.
These numerical comparisons show that the CAF
scheme is advantageous when the rate is higher than
1/2. This comparison demonstrates that if the standard
deviation is lower than about 0.8, the CAF scheme is
1the numerical estimation of BP thresholds are extracted from Fig.
7 in [22].
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Fig. 6. The BP threshold σ as a function of the rate R. The
solid line shows the symmetric information rate of the CAF scheme
whereas the dashed line represents that of the SD scheme. The
dotted vertical lines show rates of 1/3, 1/2, and 2/3. Cross marks
and asterisks respectively denote BP thresholds for (3, 6)-LDPC
codes and (3, 6, 64, 5)-LDPC codes under the SD scheme [22].
Circles denote BP thresholds for (3, 6)-LDPC codes (R = 1/2)
and (3, 9)-LDPC codes (R = 2/3) under the CAF scheme, whereas
triangles represent those of corresponding (3, 6, L)-SC-LDPC codes
and (3, 9, L)-SC-LDPC codes in the large-L limit.
expected to exhibit better performance in terms of the
SIR. For R = 2/3, we cannot compare BP thresholds of
LDPC codes in two schemes directly because that of the
SD scheme is unavailable. However, even the asymptotic
performance of the (3, 9)-LDPC codes and (3, 9, L)-SC-
LDPC of the CAF scheme surpasses the SD scheme with
the random coding and ML decoding, which has better
performance than the regular LDPC codes of the same
scheme.
For R = 1/2, both schemes have almost equivalent
performance with the random coding and ML decoding.
Furthermore, both schemes have almost equivalent per-
formance even with the SC-LDPC codes. However, the
implementation costs of their decoders differ. In the CAF
scheme, the decoder can be implemented by modifying
the conventional BP decoder because it can be regarded
as a decoder with an asymmetric channel. In the SD
scheme, the BP decoder must reflect the multiple access
structure of the encoder, which increases the decoder
complexity [22]. Therefore, we conclude that the CAF
scheme is better than the SD scheme when R = 1/2.
V. SUMMARY
As described in this paper, asymptotic behavior of
LDPC codes and SC-LDPC codes for the CAF relaying
are examined. Combining the population dynamics DE
with DE formulas for asymmetric channels, BP thresh-
olds of regular LDPC codes are evaluated. Additionally,
we provided the DE equations of (dl, dr, L)-SC-LDPC
8TABLE I
BP THRESHOLDS OF (SC-)LDPC CODES (L→∞) AND SIR IN
THE CAF AND SD SCHEMES
(SC-)LDPC/SIR Scheme Rate BP threshold/SIR
(3, 6) CAF 1/2 0.742
(3, 6, L) CAF 1/2 0.785
SIR CAF 1/2 0.805
(3, 6) [22] SD 1/2 0.592
(3, 6, 64, 5) [22] SD 1/2 0.783
SIR SD 1/2 0.794
(3, 9) CAF 2/3 0.624
(3, 9, L) CAF 2/3 0.647
SIR CAF 2/3 0.666
SIR SD 2/3 0.537
codes and performed the population dynamics DE. Re-
sults show that the spatial coupling coding improves
the BP thresholds of two-way relay channels. We also
provide a theoretical demonstration that the CAF scheme
potentially exhibits better performance than the SD
scheme in terms of mutual information rate in the high-
rate region. Moreover, a BP decoder in the MAC phase
of the CAF scheme has a rather simpler structure than
that for the SD scheme. These facts suggest that, under
BPSK modulation, the LDPC coding and BP decod-
ing described in this paper practically and theoretically
overwhelm the SD scheme. It is therefore an interesting
subject for future work for practical applications to
study the LDPC coding and BP decoding with a large
constellation in the CAF scheme.
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