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Abstract
We determine under which conditions three bivariate copulas C12,
C13 and C23 are compatible, viz. they are the bivariate marginals of
the same trivariate copula C˜, and, then, construct the class of these
copulas. In particular, the upper and lower bounds for this class of
trivariate copulas are determined.
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1 Introduction
For many years, a problem of interest to statisticians has been the construc-
tion of multivariate distribution functions (briefly, d.f.’s) with given univari-
ate marginals and some useful properties such as a simple analytic expression
and a statistical interpretation.
One of the possible extensions of this problem is to construct n–dimensio-
nal d.f.’s with k given m–dimensional marginals, 1 ≤ m < n and 1 ≤ k ≤(
n
m
)
. For example, given two bivariate d.f.’s F12 and F23, one may wish
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to construct, if they exist, trivariate d.f.’s F such that F12 and F23 are,
respectively, the d.f.’s of the first two and the last two components of the
random triplet associated with F ; the class of such functions F is called
Fre´chet class of F12 and F23. An even harder problem is to construct such
an F when F13 is also given, viz. when the d.f. of the first and the last
component of that random triplet is also known. In such cases, and in all the
cases when the marginals are overlapping, the main problem is to determine
a priori whether the given marginals are compatible, viz. they can be derived
from a common joint distribution.
To the best of our knowledge, first results on the compatibility of three
bivariate d.f.’s and on the corresponding Fre´chet class were given by G.
Dall’Aglio (1959) (compare also with (Dall’Aglio, 1972)), and L. Ru¨schendorf
(1991a,1991b). In section 3 of the book by Joe (1997), the author studied in
detail this case and some of its possible extensions to higher dimensions.
In this paper, we aim at re-considering the foregoing problem in the class
of d.f.’s whose one-dimensional marginals are uniformly distributed on [0, 1]:
such d.f.’s are called copulas : see (Joe, 1997) and (Nelsen, 2006). This
restriction does not cause any loss of generality in the problem because,
thanks to Sklar’s Theorem (see (Sklar, 1959)), any multivariate d.f. can be
represented by means of a copula and its one-dimensional marginals, and this
representation is unique when the d.f. is continuous. Specifically, our goals
are to:
(i) determine under which conditions three bivariate copulas C12, C13 and
C23 are compatible, viz. they are the bivariate marginals of some trivari-
ate copula C˜;
(ii) construct the class of all trivariate copulas C˜ with given bivariate
marginals C12, C13 and C23, called the Fre´chet class of C12, C13 and
C23.
The main advantage of this approach completely based on copulas consists in
the fact that it originates more intuitive and constructive procedures than in
the previous literature (see the methods presented in section 3 and Theorem
4.1), which permit easily to improve some known bounds (see Theorem 5.3).
We would like to stress that the above problems have a great interest in
the development of copula theory, as underlined for example by Schweizer
and Sklar (1983). Moreover, we also expect consequences in statistical ap-
plications, mainly when one wants to build a stochastic model from some
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knowledge about the kind of dependence exhibited by the involved random
variables, and knows exactly certain marginal distributions. For example,
constructions of d.f.’s with given marginals are of relevance for the modelling
of multivariate portfolio and bounding functions of dependent risks, such as
the value at risk, the expected eccess of loss and other financial derivatives
and risk measures (see (Ru¨schendorf, 2004) and (McNeil et al., 2005)).
In Section 2 we give some basic definitions, and then, we consider two
constructions of copulas that will be useful in the sequel (Section 3). In Sec-
tion 4 we present the characterization of the compatibility of three bivariate
copulas, and we study the class of all trivariate copulas with given bivariate
marginals (Section 5).
2 Preliminaries
Let n be in N, n ≥ 2, and denote by x = (x1, . . . , xn) any point in R
n. An
n–dimensional copula (shortly, n–copula) is a mapping Cn : [0, 1]
n → [0, 1]
satisfying the following conditions:
(C1) Cn(u) = 0 whenever u ∈ [0, 1]
n has at least one component equal to 0;
(C2) Cn(u) = ui whenever u ∈ [0, 1]
n has all components equal to 1 except
the i–th one, which is equal to ui;
(C3) Cn is n–increasing, viz., for each n–box B = ×
n
i=1[ui, vi] in [0, 1]
n with
ui ≤ vi for each i ∈ {1, . . . , n},
VCn (B) :=
∑
z∈×n
i=1
{ui,vi}
(−1)N(z)Cn(z) ≥ 0, (2.1)
where N(z) = card{k | zk = uk}.
We denote by Cn the set of all n–dimensional copulas (n ≥ 2). For every
Cn ∈ Cn and for every u ∈ [0, 1]
n, we have that
Wn(u) ≤ Cn(u) ≤Mn(u), (2.2)
where
Wn(u) := max
{
n∑
i=1
ui − n + 1, 0
}
, Mn(u) := min{u1, u2, . . . , un}.
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Notice that Mn is in Cn, but Wn is in Cn only for n = 2. Another important
n–copula is the product Πn(u) :=
∏n
i=1 ui.
We recall that, for C and C ′ in C2, C
′ is said to be greater than C in
the concordance order, and we write C  C ′, if C(u1, u2) ≤ C
′(u1, u2) for
all (u1, u2) ∈ [0, 1]
2. Moreover, for D and D′ in C3, D
′ is said to be greater
than D in the concordance order, and we write D  D′, if D(u) ≤ D′(u) and
D(u) ≤ D′(u) for all u ∈ [0, 1]3, where D is the survival copula of D defined
on [0, 1]3 by
D(u1, u2, u3) = 1− u1 − u2 − u3 +D(u1, u2, 1) +D(u1, 1, u3)
+D(1, u2, u3)−D(u1, u2, u3).
For more details about copulas, see (Joe, 1997) and (Nelsen, 2006).
Notice that, for each Cn in Cn, there exist a probability space (Ω,A, P )
and a random vector U = (U1, U2, . . . , Un), Ui uniformly distributed on [0, 1]
for every i ∈ {1, 2, . . . , n}, such that Cn is the d.f. of U (see (Billingsley,
1995)). As a consequence, for each Cn ∈ Cn and for each permutation σ =
(σ1, . . . , σn) of (1, 2, . . . , n), the mapping C
σ
n : [0, 1]
n → [0, 1] given by
Cσn(u1, . . . , un) = Cn(uσ1, . . . , uσn)
is also in Cn. For example, if C3 ∈ C3, then the mapping C
(1,3,2)
3 given by
C
(1,3,2)
3 (u1, u2, u3) = C3(u1, u3, u2)
is also in C3. In particular, for each C2 ∈ C2, we write C
(2,1)
2 = C
t
2, which is
called the transpose of C2.
Definition 2.1. Let C12, C13 and C23 be in C2. C12, C13 and C23 are said to
be compatible if, and only if, there exists C˜ ∈ C3 such that, for all u1, u2, u3
in [0, 1],
C12(u1, u2) = C˜(u1, u2, 1), (2.3)
C13(u1, u3) = C˜(u1, 1, u3), (2.4)
C23(u2, u3) = C˜(1, u2, u3). (2.5)
In such a case, C12, C13 and C23 are called the bivariate marginals (briefly,
2–marginals) of C˜.
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Notice that Π2,Π2,Π2 are compatible, because they are the 2–marginals
of Π3. Analogously, M2,M2,M2 are compatible, because they are the 2–
marginals of M3. The copulas W2,W2,W2, however, are not compatible (see
(Schweizer and Sklar, 1983)).
Definition 2.2. Let C12, C13 and C23 be in C2 such that they are compatible.
The Fre´chet class of (C12, C13, C23), denoted by F(C12, C13, C23), is the class
of all C˜ ∈ C3 such that (2.3), (2.4) and (2.5) hold.
3 Two constructions of copulas
In this section, we introduce two constructions of copulas that shall be useful
in the sequel.
Proposition 3.1. Let A and B be in C2 and let C = {Ct}t∈[0,1] be a family
in C2. Then the mapping A ∗C B : [0, 1]
2 → [0, 1] defined by
(A ∗C B)(u1, u2) =
∫ 1
0
Ct
(
∂
∂t
A(u1, t),
∂
∂t
B(t, u2)
)
t. (3.1)
is in C2.
For a family C = {Ct}t∈[0,1] in C2, A ∗C B is called the C–product of the
copulas A and B. Given C ∈ C2, if Ct = C for every t in [0, 1], then we shall
write A ∗C B = A ∗C B. Notice that, if Ct = Π2 for every t in [0, 1], then the
operation ∗Π2 is the product for copulas studied in (Darsow et al., 1992).
Proposition 3.2. Let A and B be in C2 and let C = {Ct}t∈[0,1] be a family
in C2. Then the mapping A ⋆C B : [0, 1]
3 → [0, 1] defined by
(A ⋆C B)(u1, u2, u3) =
∫ u2
0
Ct
(
∂
∂t
A(u1, t),
∂
∂t
B(t, u3)
)
t. (3.2)
is in C3.
Proof. It is immediate that A ⋆C B satisfies (C1) and (C2). In order to
prove (C3) for n = 3, let ui, vi be in [0, 1] such that ui ≤ vi for every
i ∈ {1, 2, 3}. Since A is 2–increasing, we have that A(v1, t) − A(u1, t) is
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increasing in t ∈ [0, 1], and, therefore, ∂
∂t
A(v1, t) ≥
∂
∂t
A(u1, t) for all t ∈ [0, 1].
Analogously, ∂
∂t
B(t, v3) ≥
∂
∂t
B(t, u3) for all t ∈ [0, 1]. Then, we have that
VA⋆CB([u1, v1]× [u2, v2]× [u3, v3])
=
∫ v2
u2
VCt
([
∂
∂t
A(u1, t),
∂
∂t
A(v1, t)
]
×
[
∂
∂t
B(t, u3),
∂
∂t
B(t, v3)
])
t. ≥ 0,
which concludes the proof.
For a family C = {Ct}t∈[0,1] in C2, A ⋆C B is called the C–lifting of the
copulas A and B. Given C ∈ C2, if Ct = C for every t in [0, 1], we shall
write A ⋆C B = A ⋆C B. Notice that, if Ct = Π2 for every t in [0, 1], then
the operation ⋆Π2 was considered in (Darsow et al., 1992) and (Ko´lesarova´
et al., 2006). Notice that the copula given by (3.2) has an interpretation in
terms of mixtures of conditional distributions (see section 4.5 of (Joe, 1997)).
Moreover, we easily derive the following result, which, as a byproduct, also
proves Proposition 3.1.
Proposition 3.3. Let A and B be in C2 and let C = {Ct}t∈[0,1] be a family
in C2. Then the 2–marginals of A ⋆C B (that are 2–copulas) are A, A ∗C B
and B, respectively.
Finally, we show a result that will be useful in next section, concerning
the concordance order between two 3–copulas generated by means of the
C–lifting operation.
Proposition 3.4. Let C = {Ct}t∈[0,1] and C
′ = {C ′t}t∈[0,1] be two families in
C2. If Ct  C
′
t for every t in [0, 1], then, for all A and B in C2, A ⋆C B 
A ⋆C′ B.
Proof. It is immediate that Ct  C
′
t, for every t ∈ [0, 1], implies A ⋆C B ≤
A ⋆C′ B in the pointwise order. Thus, we have only to prove that A ⋆C B ≤
A ⋆C′ B. To this end, notice that
(A ∗C B)(u1, u2, 1) = (A ∗C′ B)(u1, u2, 1) = A(u1, u2),
(A ∗C B)(1, u2, u3) = (A ∗C′ B)(1, u2, u3) = B(u2, u3).
Therefore A ⋆C B(u1, u2, u3) ≤ A ⋆C′ B(u1, u2, u3) if, and only if,
(A∗CB)(u1, u3)−(A⋆CB)(u1, u2, u3) ≤ (A∗C′B)(u1, u3)−(A⋆C′B)(u1, u2, u3),
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which, in turn, is equivalent to∫ 1
u2
Ct
(
∂
∂t
A(u1, t),
∂
∂t
B(t, u3)
)
t. ≤
∫ 1
u2
C ′t
(
∂
∂t
A(u1, t),
∂
∂t
B(t, u3)
)
t.,
and this is obviously true since Ct  C
′
t for every t ∈ [0, 1].
Notice that the latter results are interesting in their own right. Specifi-
cally, they allow us to construct families of bivariate and trivariate copulas
starting with known bivariate copulas (see (Durante et al., 2007) for details).
In the case of distribution functions with given densities, similar construc-
tions were originally proposed by Joe (1996), and later developed in detail
by Bedford and Cooke (2001, 2002), Aas et al. (2007) and Berg and Aas
(2007). These constructions, which are formulated in the multivariate case,
are based on a decomposition of a multivariate d–dimensional density (d ≥ 3)
into d(d−1)
2
bivariate copula densities.
4 Compatibility of bivariate copulas
In order to determine conditions under which three 2–copulas are compatible,
we start by characterizing the class C(C12, C23) of all 2–copulas C13 that are
compatible with C12 and C23.
Theorem 4.1. Let C12 and C23 be in C2. A 2–copula C13 is in C(C12, C23)
if, and only if, there exists a family C = {Ct}t∈[0,1] in C2 such that
C13 = C12 ∗C C23. (4.1)
Proof. If C12, C13 and C23 are compatible, then there exists C˜ ∈ C3 such that
(2.3), (2.4) and (2.5) hold. Then there exist a probability space (Ω,F , P )
and a random vector U = (U1, U2, U3), Ui uniformly distributed on [0, 1] for
each i ∈ {1, 2, 3}, such that, for all u1, u2, u3 in [0, 1],
C˜(u1, u2, u3) = P (U1 ≤ u1, U2 ≤ u2, U3 ≤ u3), (4.2)
and C12 is the copula of (U1, U2), C13 is the copula of (U1, U3) and C23 is the
copula of (U2, U3). Then we have that
C˜(u1, u2, u3) =
∫ u2
0
Ct(P (U1 ≤ u1 | U2 = t), P (U3 ≤ u3 | U2 = t)) t., (4.3)
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where, for each t ∈ [0, 1], Ct is the copula associated with the (conditional)
distribution function of (U1, U3) given U2 = t. But, by simple calculations,
we also obtain that, almost surely on [0, 1],
P (U1 ≤ u1 | U2 = t) =
∂C12(u1, t)
∂t
, P (U3 ≤ u3 | U2 = t) =
∂C23(t, u3)
∂t
.
Therefore we can rewrite (4.3) in the form
C˜(u1, u2, u3) =
∫ u2
0
Ct
(
∂
∂t
C12(u1, t),
∂
∂t
C23(t, u3)
)
t.,
and, hence, we obtain
C13(u1, u3) =
∫ 1
0
Ct
(
∂
∂t
C12(u1, t),
∂
∂t
C23(t, u3)
)
t.,
and therefore Eq. (4.1) holds.
In the other direction, suppose that there exists C = {Ct}t∈[0,1] in C2 such
that C13 = C12 ∗C C23. From Proposition 3.2, the function C˜ given by
C˜(u1, u2, u3) = (C12 ⋆C C23)(u1, u2, u3)
is a 3–copula whose 2–marginals are, respectively, C12, C13 and C23, showing
that they are compatible.
Note that the family C = {Ct}t∈[0,1] is not completely arbitrary and
depends, of course, on the copulas C12 and C23.
Corollary 4.1. For each C13 in C(C12, C23) we have that
C12 ∗W2 C23  C13  C12 ∗M2 C23, (4.4)
and these bounds are sharp.
Therefore, we obtain the following characterization.
Theorem 4.2. Let C12, C13 and C23 be in C2. C12, C13 and C23 are compat-
ible if, and only if, there exist three families of 2–copulas,
C1 = {C
1
t }t∈[0,1], C2 = {C
2
t }t∈[0,1], C3 = {C
3
t }t∈[0,1],
such that
C12 = C13 ∗C3 C32, C13 = C12 ∗C2 C23, C23 = C21 ∗C1 C13, (4.5)
where, for 1 ≤ i < j ≤ 3, Cji := C
t
ij.
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Proof. Notice that C12, C13 and C23 are compatible if, and only if, C12 ∈
C(C13, C23), C13 ∈ C(C12, C23) and C23 ∈ C(C12, C13). Now, the assertion can
be proved by means of a slight modification of the proof of Theorem 4.1.
In general, it is a difficult task to check whether a copula C13 is compat-
ible with two copulas C12 and C23. However, Corollary 4.1 gives us some
information: in fact, in order to prove that C13 /∈ C(C12, C23), it suffices to
find a point (u, v) in [0, 1]2 such that C13(u, v) violates (4.4).
Example 4.1. Let C12 be the copula given by
C12(u1, u2) = u1u2 + u1u2(1− u1)(1− u2),
let C23 be equal to the product copula Π2, and let C
α
13 be the Clayton copula
given by
Cα13(u1, u3) = (u
−α
1 + u
−α
3 − 1)
−1/α
for α ≥ 0. For a sufficiently large α, the above three copulas are not compat-
ible. In fact, following Corollary 4.1, we have that
(C12 ∗M2 C23)
(
1
2
, 1
2
)
= 7
16
,
while Cα13 tends to
1
2
when α tends to +∞.
Remark 4.1. Theorem 4.1 was originally formulated by Dall’Aglio (1959),
where also Corollary 4.1 was presented (for the latter, see also (Ru¨schendorf,
1991a)).
5 Fre´chet class of three bivariate copulas
Given three compatible 2–copulas C12, C13 and C23, we are now interested on
the Fre´chet class F(C12, C13, C23) of all 3–copulas whose 2–marginals are, re-
spectively, C12, C13 and C23. As before, we first consider the class F(C12, C23)
of all trivariate copulas whose 2–marginals C12 and C23 are known.
Theorem 5.1. Let C12 and C23 be in C2. A 3–copula C˜ is in F(C12, C23) if,
and only if, there exists a family C = {Ct}t∈[0,1] in C2 such that
C˜ = (C12 ⋆C C23). (5.1)
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Moreover, for every C˜ in F(C12, C23) and for all u1, u2 and u3 in [0, 1],
(C12 ⋆W2 C23)(u1, u2, u3) ≤ C˜(u) ≤ (C12 ⋆M2 C23)(u1, u2, u3) (5.2)
and the bounds are sharp.
The above theorem is simply obtained by reconsidering the proof of
Theorem 4.1. Notice that the bounds (5.2) have also been obtained in
(Ru¨schendorf, 1991a)(Proposition 7) (see also (Joe, 1997)(Theorem 3.10)).
Theorem 5.1 gives a powerful constructive way to determine all 3–copulas
with two given bivariate marginals. For example, if C12 = C23, the copulas
given by (5.1) are all possible trivariate copulas that can be used in the
construction of Markov chains of second order (see section 8.1 in (Joe, 1997)).
Moreover, we can also easily derive that, if either C12 or C23 are shuffles of
Min, then F(C12, C23) is formed just by one element (compare with (Durante
et al., 2007), (Kolesa´rova´ et al., 2006)).
As a consequence of Theorem 5.1, we can also state the following result.
Theorem 5.2. Let C12, C13 and C23 be three compatible 2–copulas. A 3–
copula C˜ is in F(C12, C13, C23) if, and only if, there exist three families of
2–copulas,
C1 = {C
1
t }t∈[0,1], C2 = {C
2
t }t∈[0,1], C3 = {C
3
t }t∈[0,1],
such that
C˜ = (C13 ⋆C3 C32)
(1,3,2) = C12 ⋆C2 C23 = (C21 ⋆C1 C13)
(2,1,3). (5.3)
Now, we give pointwise lower and upper bounds for F(C12, C13, C23).
Theorem 5.3. For every C˜ ∈ F(C12, C13, C23) and for all u1, u2, u3 in [0, 1],
we have
CL(u1, u2, u3) ≤ C˜(u1, u2, u3) ≤ CU(u1, u2, u3), (5.4)
where
CL(u1, u2, u3) = max
(i,j,k)∈P
{(Cij ⋆W2 Cjk)(ui, uj, uk), (Cij ⋆M2 Cjk)(ui, uj, uk)
+Cik(ui, uk)− (Cij ∗M2 Cjk)(ui, uk)},
CU(u1, u2, u3) = min
(i,j,k)∈P
{(Cij ⋆M2 Cjk)(ui, uj, uk), (Cij ⋆W2 Cjk)(ui, uj, uk)
+Cik(ui, uk)− (Cij ∗W2 Cjk)(ui, uk)},
and P = {(1, 2, 3), (1, 3, 2), (2, 1, 3)}.
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Proof. If C˜ ∈ F(C12, C13, C23), then, from Theorem 5.2, there exist three
families of 2–copulas, such that C˜ can be expressed in the forms (5.3).
Since W2  C  M2 for every C ∈ C2, Proposition 3.4 ensures that, for
each (i, j, k) in P,
(Cij ⋆W2 Cjk)
(i,j,k)  C˜  (Cij ⋆M2 Cjk)
(i,j,k).
Therefore, for each (i, j, k) in P and u ∈ [0, 1]3, we have that
(Cij ⋆W2 Cjk)(ui, uj, uk) ≤ C˜(u) ≤ (Cij ⋆M2 Cjk)(ui, uj, uk). (5.5)
and
(Cij ⋆W2 Cjk)(ui, uj, uk) ≤ C˜(u) ≤ (Cij ⋆M2 Cjk)(ui, uj, uk). (5.6)
The left hand side of (5.6) is equivalent to:
1− u1 − u2 − u3 + Cij(ui, uj) + Cjk(uj, uk) + (Cij ∗W2 Cjk)(ui, uk)
−(Cij ⋆W2 Cjk)(ui, uj, uk)
≤ 1− u1 − u2 − u3 + Cij(ui, uj) + Cjk(uj, uk) + Cik(ui, uk)− C˜(ui, uj, uk).
The right hand side of (5.6) is equivalent to:
1− u1 − u2 − u3 + Cij(ui, uj) + Cjk(uj, uk) + Cik(ui, uk)− C˜(ui, uj, uk)
≤ 1− u1 − u2 − u3 + Cij(ui, uj) + Cjk(uj, uk) + (Cij ∗M2 Cjk)(ui, uk)
−(Cij ⋆M2 Cjk)(ui, uj, uk).
Easy calculations show that these inequalities are equivalent to:
C˜(u) ≤ (Cij ⋆W2 Cjk)(ui, uj, uk) + Cik(ui, uk)− (Cij ∗W2 Cjk)(ui, uk),
C˜(u) ≥ (Cij ⋆M2 Cjk)(ui, uj, uk) + Cik(ui, uk)− (Cij ∗M2 Cjk)(ui, uk).
Using these inequalities and (5.5), we directly get (5.4).
In Theorem 3.11 in (Joe, 1997), the author provided an upper bound FU
and a lower bound FL for F(C12, C13, C23) given by
FU(u1, u2, u3) = min{C12(u1, u2), C13(u1, u3), C23(u2, u3), 1− u1
−u2 − u3 + C12(u1, u2) + C13(u1, u3) + C23(u2, u3)} (5.7)
FL(u1, u2, u3) = max{0, C12(u1, u2) + C13(u1, u3)− u1, C12(u1, u2)
+C23(u2, u3)− u2, C13(u1, u3) + C23(u2, u3)− u3}. (5.8)
In the following result, we show that the bounds (5.4) improve the bounds
given by (5.7) and (5.8).
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Proposition 5.1. Let C12, C13 and C23 be three compatible 2–copulas. For
every u ∈ [0, 1]3, we have that CL(u) ≥ FL(u) and CU(u) ≤ FU(u).
Proof. Let u be in [0, 1]3. We have that
CL(u) ≥ (C13 ⋆W2 C32)(u1, u3, u2)
=
∫ u3
0
W2
(
∂
∂t
C13(u1, t),
∂
∂t
C32(t, u2)
)
t.
≥ C13(u1, u3) + C23(u2, u3)− u3,
and, analogously,
CL(u) ≥ C12(u1, u2) + C13(u1, u3)− u1,
CL(u) ≥ C12(u1, u2) + C23(u2, u3)− u2.
Therefore, since CL(u) ≥ 0, it follows that CL(u) ≥ FL(u) for every u in
[0, 1]3.
On the other hand, we have that
CU(u) ≤ (C13 ⋆M2 C32)(u1, u3, u2)
=
∫ u3
0
min
(
∂
∂t
C13(u1, t),
∂
∂t
C32(t, u2)
)
t.
≤ min(C13(u1, u3), C23(u2, u3)),
and, analogously, CU(u) ≤ C12(u1, u2). Moreover, for every u ∈ [0, 1]
3, we
have that
(C12 ⋆W2 C23)(u1, u2, u3) + C13(u1, u3)− (C12 ∗W2 C23)(u1, u3)
≤ 1− u1 − u2 − u3 + C12(u1, u2) + C13(u1, u3) + C23(u2, u3),
as a consequence of the fact that (C12 ⋆W2 C23)(u) ≥ 0. Thus CU(u) ≤ FU (u)
for every u in [0, 1]3.
Example 5.1. From Theorem 5.3, if C˜ is in F(Π2,Π2,Π2), then, for every
u1, u2 and u3 in [0, 1], we have
CL(u1, u2, u3) ≤ C˜(u1, u2, u3) ≤ CU(u1, u2, u3),
where
CL(u1, u2, u3) = max{u1W2(u2, u3), u2W2(u1, u3), u3W2(u1, u2)}, (5.9)
CU(u1, u2, u3) = min{u1M2(u2, u3), u2M2(u1, u3), u3M2(u1, u2)}.(5.10)
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It is easy to check that, in this case, CL = FL and CU = FU . These bounds
were also obtained in (Rodr´ıguez-Lallena and U´beda-Flores, 2004), by making
different calculations (compare also with section 3.4.1 in (Joe, 1997)). In
particular, it was stressed in (Rodr´ıguez-Lallena and U´beda-Flores, 2004)
that CL and CU may not be copulas.
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