Abstract. An analog of the Riemann hypothesis is proved in this paper. Some new integral equations for the functions π(x) and R(x) follows. A new effect that is shown is that these function -with essentially different behavior -are the solutions of the similar integral equations. This paper is the English version of the paper of reference [1] .
1. The main result 1.1. Let (comp. [2] , (7), (21); 2P β < ln P 0 ) (1.1) P = (ln P 0 ) 1−ǫ , β = î ln where (see [3] , p. 16) 1.2. Since (comp. [3] , p. 79)
then from (1.4) the formula
follows. We have studied the zeros of Z 1 (t), i.e. the zeros ofζ(s), on the critical line in the paper [2] . Let
In this paper we prove the following theorem.
Theorem.
for all sufficiently big T > 0, i.e. forζ(s), s ∈ D, T → ∞ the analog of the Riemann hypothesis is true.
Let us remind the approximate functional equation of Riemann-Hardy-Littlewood ( [3] , p. 69)
and the Riemann-Siegel formula (comp. (1.5))
The formulae for some parts ofζ(s)
We have (see (1.2))
where
and similarly,
Next, we have (see [3] , pp. 68,79, 329)
Consequently, we obtain the following formulaẽ
Remark 3. Let us remind that the formula (2.3) is connected with the Stirling's formula for ln Γ(z), z ∈ C to which corresponds arbitrary fixed strip −K ≤ σ ≤ K (comp. [3] , p. 68).
The lemmas on
The following lemma holds true.
Proof. We have (see (2.1))
where ϕ = t ln p. Next, we have (see (1.1))
uniformly for ∆ ∈ (0, 1 4 ), and since
ã™ .
Hence (see (2.1)), we have
and from this (see (3.4)) we obtain (3.2).
The following lemma holds true
Lemma 2.
is fulfilled, where ω(T ) increases to ∞ for T → ∞.
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Proof. Since by (3.7), (see (2.2)),
then putting 1 − σ =σ, we obtain the formula
then we obtain (3.6) from (3.8).
Remark 4. The estimate (3.6) is valid in somehow wider domain
The functionζ(s) has no zero in the rectangle
Next (see (2.5), (3.2), (3.6))
Because (see (1.1)) 
Namely, we have the following lemma holds true.
Corollary 1.
We remark that the formula (3.4) is valid for all σ ∈ [1 − ∆ 0 , K], see the proof of the Lemma 1. Since in our case (comp. (3.5))
then we obtain the estimate (comp. (3.2)) (5.1) exp
Next, for ζ 2 (s) we use the formula (see (1.2))
First of all (see (1.1), (4.3) and (1.2) -the product formula for ζ 2 (s))
where we have used the upper estimate of Chebyshev for π(x). Next, (see (1.1), (2.4))
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we have (see (1.2), (5.2); 1 − 2∆ 0 ≤ 2σ − 1 ≤ 1)
(B) in the rectangle
we have
Consequently (see (5.3), (5.4)), we have
Since (see (1.1), (4.3))
then (see (2.5), (5.1), (5.5)) we obtain in the domain
i.e. the following lemma holds true.
Lemma 4.
Corollary 2.
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Lemma 5.
and (see (2.5)) 
Proof. Since (see (1.1), (3.6), Remark 4 and (6.1))
and (see (8.1), (8.2))
i.e. (8.4).
A new property of the functions
We can prove the following Formula 1.
where s ∈ D(∆ 0 ), T → ∞ and O e −Aβ is the estimate of
then we obtain from (9.1) Page 11 of 12 Formula 2.
where O e −Aβ is the estimate of
and
Thus, the following properties of the functions π(x), R(x) holds true: (A) the function π(x), x ∈ [2, P ] is the solution of the integral equation (for every fixed s ∈ D(∆ 0 )) (9.2) lnζ(s) = s Remark 6. Hence, we have a new property of the functions π(x) and R(x): these functions are to solutions of the integral equations (9.2) and (9.3), respectively and the mentioned integral equations are close each to other. This property of π(x) and R(x) is fully missing in the theory of π(x), R(x) based on the Riemann zeta-function.
Let us remind that the behaviour of the functions π(x), R(x) is essentially different, π(x) ∼ x ln x , x → ∞, and R(x), x → ∞ infinitely many times alternates its sign (Littlewood, 1914) .
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