Abstract. The need to test whether two random vectors are independent has spawned a large number of competing measures of dependence. We are interested in nonparametric measures that are invariant under strictly increasing transformations, such as Kendall's tau, Hoeffding's D, and the more recently discovered Bergsma-Dassios sign covariance. Each of these measures exhibits symmetries that are not readily apparent from their definitions. Making these symmetries explicit, we define a new class of multivariate nonparametric measures of dependence that we refer to as Symmetric Rank Covariances. This new class generalises all of the above measures and leads naturally to multivariate extensions of the Bergsma-Dassios sign covariance. Symmetric Rank Covariances may be estimated unbiasedly using U-statistics for which we prove results on computational efficiency and large-sample behavior. The algorithms we develop for their computation include, to the best of our knowledge, the first efficient algorithms for the well-known Hoeffding's D statistic in the multivariate setting.
Introduction
Many applications, from gene expression analysis to feature selection in machine learning tasks, require quantifying the dependence between collections of random variables. Letting X = (X 1 , ..., X r ) and Y = (Y 1 , ..., Y s ) be random vectors, we are interested in measures of dependence µ which exhibit the following three properties, (1) I-consistency: if X, Y are independent then µ(X, Y ) = 0, (2) D-consistency: if X, Y are dependent then µ(X, Y ) = 0, (3) Monotonic invariance: if f 1 , . . . , f r , g 1 , . . . , g s are strictly increasing functions then µ(X, Y ) = µ((f 1 (X 1 ), . . . , f n (X r )), (g 1 (Y 1 ), . . . , g m (Y s )). For simpler language, we also refer to this property as µ being nonparametric. If µ is I-consistent then tests of independence can be based on the null hypothesis µ(X, Y ) = 0. If µ is additionally D-consistent then tests based on consistent estimators of µ are guarenteed to asymptotically reject independence when it fails to hold. When µ is both I-and D-consistent we will simply call it consistent. On the other hand, monotonic invariance is the intuitive requirement that the level of dependence between two random vectors is invariant to monotonic transformations of any coordinate. Unfortunately, many popular measures of dependence fail to satisfy some subset of these properties. For instance, Kendall's τ (Kendall, 1938 ) and Spearman's ρ (Spearman, 1904) are nonparametric and I-consistent but not D-consistent while the distance correlation (Székely et al., 2007 ) is consistent but not nonparametric in the above sense.
For bivariate observations, Hoeffding (1948) introduced a nonparametric dependence measure that is consistent for a large class of continuous distributions. Let (X, Y ) be a random vector taking values in R 2 , with joint and marginal distribution functions F XY , F X , and F Y . Then the statistic, now called Hoeffding's D, is defined as
2 dF XY (x, y). (1.1) Bergsma and Dassios (2014) introduced a new bivariate dependence measure τ * that is nonparametric and improves upon Hoeffding's D by guaranteeing consistency for all bivariate mixtures of continuous and discrete distributions. As its name suggests, τ * generalises Kendall's τ ; where τ counts concordant and discordant pairs of points, τ * counts concordant and discordant quadruples of points. The proof of consistency of τ * is considerably more involved than that for D.
Surprisingly both D and τ * exhibit a number of identical symmetries that are obfuscated by their usual definitions. Indeed, as will be made precise, D and τ * can be represented as the covariance between signed sums of indicator functions acted on by the subgroup H = (1 4), (2 3) of the symmetric group on four elements. We generalise the above observation to define a new class of dependence measures called Symmetric Rank Covariances. All such measures are I-consistent, nonparametric, and include D, τ * , τ , and ρ as special cases. Moreover, our new class of measures includes natural multivariate extensions of τ * which themselves inspire new notions of concordance and discordance in higher dimensions, see Figure 1 . While Symmetric Rank Covariances need not always be D-consistent we identify a subcollection of measures that are. These consistent measures can be interpreted as testing independence by applying, possibly infinitely many, independence tests to discretizations of (X, Y ). Symmetric Rank Covariances can be readily estimated using U-statistics and we show that the use of efficient data structures for orthogonal range queries can result in substantial savings. Moreover, we show that under independence many of the resulting U-statistics are degenerate of order 2, thus having non-Gaussian limiting distributions. For space, most proofs have been moved to Appendix B.
2. Preliminaries 2.1. Manipulating Random and Fixed Vectors. We begin by establishing conventions and notation used throughout the paper. Let (Z 1 , . . . , Z r+s ) = Z = (X, Y ) = ((X 1 , . . . , X r ), (Y 1 , . . . , Y s )) be a random vector taking values in R r+s , and let (X i , Y i ) = Z i for i ∈ Z >0 be a sequence of independent and identically distributed copies of Z. When X and Y are independent we The bivariate sign covariance τ * can be defined in terms of the probability of concordance and discordance of four points in R 2 (Bergsma and Dassios, 2014 , Figure 3 ). Our multivariate extension τ * P is based on higher-dimensional generalizations of concordance and discordance. For illustration, let x 1 , ..., x 4 ∈ R and y 1 , ..., y 4 ∈ R 2 . Considering either plot in panel (a), if precisely two tuples (x i , y i ) fall in each of the two gray regions, then the four tuples are concordant for τ * P , but other types of concordance exist. Considering panel (b) , if exactly one (x i , y i ) lies in each of the gray regions, here the lower two regions are just translated copies of the top regions, then the four tuples are discordant; again, other types of discordance exist. Unlike in the bivariate case, points may be simultaneously concordant and discordant with respect to τ * P .
write X ⊥ ⊥ Y , otherwise we write X ⊥ ⊥Y . We let F XY , F X , and F Y denote the cumulative distribution functions for (X, Y ), X, and Y , respectively.
We will require succinct notation to describe (permuted) tuples of vectors. For any n ≥ 1, define [n] = {1, . . . , n}. Let w 1 , . . . , w n ∈ R d . Then for any i 1 , . . . , i m , j 1 , . . . , j k ∈ [n], let w i 1 ,...,im = w (i 1 ,...,im) = (w i 1 , . . . , w im ) and (w i 1 ,...,im , w j 1 ,...,j k ) = (w i 1 , . . . , w im , w j 1 , . . . , w j k ).
If
[n] appears in the superscript of a vector it should be interpreted as an ordered vector, that is, we let w [n] = w (1,...,n) = (w 1 , . . . , w n ). Let S n be the symmetric group. For σ ∈ S n and w
[n] ∈ R d×n , let
This defines a (left) group action of S n on R d×n that we will encounter often. As our convention is that [n] is a tuple when in a superscript, we have that σw
[n] = w σ[n] for all w
[n] ∈ R d×n . We stress that σ(1, . . . , n) = (σ −1 (1), . . . , σ −1 (n)) = (σ(1), . . . , σ(n)) in general.
2.2.
Hoeffding's D. The bivariate setting from (1.1) immediately extends to a multivariate version of Hoeffding's D for the random vectors X and Y by defining
The converse need not always be true as the next example shows.
Example 2.1. Let Z = (X, Y ) be a bivariate distribution with P (X = 1, Y = 0) = P (X = 0, Y = 1) = 1/2. Then clearly X and Y are not independent but we have that
Thus, D(X, Y ) is I-consistent but not D-consistent in general. It is, however, consistent for a large class of continuous distributions. Proof. The bivariate case is treated in Theorem 3.1 in Hoeffding (1948) . The proof of the multivariate case is analogous.
Example 2.1 highlights that the failure of D(X, Y ) to detect all dependence structures can be attributed to the measure of integration dF XY . This suggests the following modification of D which we call Hoeffding's R,
We suspect that it is well known that R is consistent but we could not find a compelling reference of this fact. For completeness we include a proof in the appendices. only for bivariate distributions so let r = s = 1 for this section. While τ * has a natural definition in terms of concordant and discordant quadruples of points, we will present an alternative definition that will be more useful for our purposes. First for any w Bergsma and Dassios (2014) , we have that
While Bergsma and Dassios (2014) conjecture that τ * is consistent for all bivariate distributions, the proof of this statement remains elusive. The current understanding of the consistency of τ * is summarised by the following theorem.
Theorem 2.4 (Theorem 1 of Bergsma and Dassios, 2014) . Suppose (X, Y ) are drawn from a bivariate continuous distribution, discrete distribution, or a mixture of a continuous and discrete distribution. Then τ * (X, Y ) ≥ 0 and τ * (X, Y ) = 0 if and only if X ⊥ ⊥ Y .
Theorem 2.4 does not apply to any singular distributions; for instance, we are not guaranteed that τ * > 0 when (X, Y ) are generated uniformly on the unit circle in R 2 .
3. Symmetric Rank Covariance 3.1. Definition and Examples. We now introduce a new class of nonparametric dependence measures that depend on X and Y only through their joint ranks.
that is, R(w [m] ) ij is the rank of w
In other words, I depends on its arguments only through their joint ranks.
Definition 3.3 (Symmetric Rank Covariance). Let I X and I Y be rank indicator functions that have equal order m and are of dimensions r and s, respectively. Let H be a subgroup of the symmetric group S m with an equal number of even and odd permutations. Define
Then a measure of dependence µ is a Symmetric Rank Covariance if there is a scalar c > 0 and a triple (I X , I Y , H) as specified above such that µ = c µ I X ,I Y ,H . More generally, µ is a Summed Symmetric Rank Covariance if it is the sum of several Symmetric Rank Covariances.
Some of the symmetric rank covariances we consider have the two rank indicator functions equal, so I X = I Y = I. In this case, we also use the abbreviation µ I,H = µ I,I,H .
Remark 3.4. Recall from Section 2.3 that for any z
[4] ∈ R 4 we write z 1 , z 2 < z 3 , z 4 to mean max(z 1 , z 2 ) < min(z 3 , z 4 ). To simplify the definitions of rank indicator functions we generalise this notation as follows. Let ∼ be any binary relation on
It is easy to show that many existing nonparametric measure of dependence are Symmetric Rank Covariances.
Proposition 3.5. Let X and Y take values in R r and R s , respectively. Consider the permutation groups H τ = (1 2) and H τ * = (1 4), (2 3) .
(i) Bivariate case (r = s = 1): Kendall's τ , its square τ 2 , and τ * of Bergsma-Dassios are Symmetric Rank Covariances. Specifically,
where the one-dimensional rank indicator functions are defined as
(ii) General case (r, s ≥ 1): Both D and R are Symmetric Rank Covariances. Specifically,
Remark 3.6. The bivariate dependence measure Spearman's ρ can be written as
In light of Lemma 3.8 below, one might expect ρ to be a Symmetric Rank Covariance. However, upon examing which of the above indicators are negated, one quickly notes that the permutations do not respect the sign operation of the permutation group S 3 . For instance,
are related through a single transposition and yet the terms have the same sign above. While it seems difficult to prove conclusively that ρ is not a Symmetric Rank Covariance, this suggests that it is not. Somewhat surprisingly however, ρ is a Summed Symmetric Rank Covariance which can be seen by expressing ρ as
where
3.2. General Properties. While many interesting properties of Symmetric Rank Covariances depend on the choice of group H and indicators I X , I Y , there are several properties which hold for all such choices.
Proposition 3.7. Let µ be Symmetric Rank Covariance. Then µ is nonparametric and I-consistent. If ν is another Symmetric Rank Covariance, then so is the product µν.
The property for products in particular justifies squaring Symmetric Rank Covariances, as was done for bivariate rank correlations in Leung and Drton (2016) . Later, it will be useful to express a Symmetric Rank Covariances in an equivalent form.
Lemma 3.8. In reference to Equation (3.1), we have 
We call z the cutpoint of the binarization.
Y (y) are discrete random variables taking values in {0, 1} r+s , {0, 1} r , and {0, 1} s respectively. The cutpoint z divides R r × R s into 2 r+s orthants corresponding to the states of B Z (z). We index these orthants by vectors ∈ {0, 1} r+s , and define
Let p(z) be the 2 × · · · × 2 = 2 r+s tensor with coordinates p(z) . Independence between B X (x) and B Y (y) can be characterised in terms of the rank of a flattening, or matricization, of p(z). Let M (x, y) be the real 2 r × 2 s matrix with entries The matrix M (x, y) has rank 1 if and only if all of its 2 × 2 minors vanish, that is, for all X , X ∈ {0, 1} r and Y , Y ∈ {0, 1} s we have
One may easily show that X ⊥ ⊥ Y if and only if B X (x) ⊥ ⊥ B Y (y) for all x, y. This suggests defining a measure of dependence equal to the integral of the sum of squared minors of the above form. To recover both D and R, however, we will need to generalise slightly by considering 2×2 block minors defined below. These block minors correspond to the fact that
r and R, R ⊂ {0, 1} s be nonempty subsets with L∩L = ∅ and R ∩ R = ∅. Then the 2 × 2 block minor of
If L, L , R, R are singletons the 2 × 2 block minor reduces to a usual 2 × 2 minor. We now propose to assess dependence by integrating squared block minors. The integration measures we allow are derived from the variables' joint distribution but may be taken to be products of marginals as encountered for the measure of dependence R. 
, and the cumulative distribution function λ XY can be written as
As the next proposition shows, all integrated square minor measures are Symmetric Rank Covariances. 
Finally we can identify a collection of D-consistent Summed Symmetric Rank Covariances.
r \ {0 r } and R 1 , . . . , R k ⊂ {0, 1} s \ {0 s } be two collections of nonempty sets. Suppose that the sets L i × R i are pairwise disjoint and form a partition of ({0, 1}
and
4.2. Multivariate τ * . Recall from Proposition 3.5 that τ * = µ I τ * ,H τ * . Multivariate extensions of τ * should simultaneously capture the essential characteristics of τ * while permitting enough flexibility to define interesting measures of high-order dependence. As a first step to distilling these essential characteristics, it seems natural that any multivariate extension of τ * uses the same permutation subgroup H τ * .
Remark 4.7. There are 30 distinct subgroups of S 4 exactly 20 of which have an equal number of even and odd permutations and thus could be used in the definition of a Symmetric Rank Covariance. Given these many possible choices it may seem surprising that H τ * appears in the definition of so many existing measures of dependence, namely τ * , τ 2 , D, and R. Some intuition for the ubiquity of H τ * can be gleaned from the proof of Proposition 3.5 where we show that H τ * arises naturally from an expansion of (
It now remains to find an appropriate generalization of I τ * . To better characterise I τ * we require the following definition. [m] ∈ R d×m form a group that we refer to as the invariance group G of I. For any Symmetric Rank Covariance µ I X ,I Y ,H , let G X , G Y be the invariance groups of I X and I Y respectively. We then call G = G X ∩ G Y the invariance group of µ I X ,I Y ,H .
We now single out two properties of I τ * .
Property 4.1. I τ * is a rank indicator function of order 4.
Property 4.2. The invariance group of I τ * is (1 2), (3 4) .
This inspires the following definition.
Definition 4.9. We say that an Symmetric Rank Covariance µ I X ,I Y ,H is a τ * extension if I X and I Y are rank indicators of order 4 with invariance group (1 2), (3 4) and H = H τ * .
From the possible τ * extensions we consider two notable candidates.
Definition 4.10. For any d ≥ 1 let I P : R d×4 → {0, 1} be the rank indicator where for any
. We then call µ I P ,I P ,H τ * the multivariate partial τ * and write τ *
The definition of I P is inspired by I D , see Proposition 3.5.
Definition 4.11. For any d ≥ 1 let I J : R d×4 → {0, 1} be the rank indicator where for any
. We then call µ I J ,I J ,H τ * the multivariate joint τ * and write τ *
Our definition of τ * J comes immediately from τ * when replacing the total order < with ≺, although this might be the most intuitive multivariate extension of τ * it is easily seen to not be D-consistent as the next example shows. In both of the above definitions, the extensions reduce to being τ * when r = s = 1.
Example 4.12. Let X = (X 1 , . . . , X r ) where r is even and
X r is odd and Y = 0 otherwise. Now letting (X i , Y i ) be independent and identically distributed replicates of (X, Y ),
, and hence that
Thus we have that τ * J (X, Y ) = 0 while X ⊥ ⊥Y . This behavior only occurs when r is even. If r is odd, then τ
Estimation via U-statistics

Standard Form of U-Statistics Estimating Symmetric Rank Covariances.
The definition of Symmetric Rank Covariances allows them to be easily estimated with Ustatistics. We begin with a discussion on how the computational efficiency these U-statistics can often be improved by leveraging efficient data structures for performing orthogonal range queries. We then consider the asymptotic properties of our estimators. Somewhat surprisingly, the invariance group of an Symmetric Rank Covariance is tied to its estimator's asymptotic behavior under the null hypothesis of independence. Indeed, we will exhibit a collection of Symmetric Rank Covariances whose U-statistics are degenerate and thus have non-Gaussian asymptotic distributions. In the bivariate case, these new definitions will help show explicitly why the asymptotic distributions of the U-statistics corresponding to D, R, and τ * have the same, up to scaling, asymptotic distribution when X and Y are continuous and independent, a behavior first observed by Nandy et al. (2016) .
In the below we will assume we have observed a sample of n ≥ 1 independent and identically distributed replicates of Z = (X, Y ), we call these Z 1 , . . . , Z n . Let µ be a Symmetric Rank Covariance as in Equation (3.1) so that
Let κ : R (r+s)×m → R be the symmetrised kernel function defined by
where the unsymmetrised kernel function k : R (r+s)×m → R is defined by
Then we define, for n ≥ m and
We call U µ the U-statistic corresponding to µ. Clearly, U µ (Z [n] ) is unbiased for µ(X, Y ). For computational friendliness we will sometimes rewrite κ using the following proposition.
The U-statistics defined by Equation (5.2) are a sum over n m elements and thus, assuming the kernel function κ can be evaluated in m time, naïvely require O(m n m ) time to compute. While this may be feasible for small m and n, it will quickly become computationally prohibitive for even moderate sample sizes. While subsampling can be used in such cases to approximate our statistics of interest, it is not always clear how many samples of which size should be taken to obtain acceptable approximation error and, when many such samples are needed, subsampling approximations need not be fast. Fortunately, when specializing to the U-statistics estimating D, R, τ * P , and τ * J , we show that the use of efficient data structures for computing orthogonal range queries can reduce the asymptotic run time of the computations. While our observations do not generalise to all Symmetric Rank Covariances, as rank indicators can be made complex, there appear to be many, for instance τ 2 , for which a similar approach can be used to reduce run time. For especially large samples, these efficient computational strategies could be combined with subsampling procedures to more rapidly achieve small levels of approximation error.
For the remainder of this section we assume to have observed data z [n] ∈ R d×n . Moreover, to simplify our run-time analyses, we will assume that d is bounded so that for any functions f, g : N → N and h :
As the above defined U-statistics depend on z
[n] only through their joint ranks we will make the further assumption that
into its corresponding matrix of joint ranks. The computational effort of this procedure is O(n log 2 (n)) and, as none of the algorithms we will present run in time less than this, performing this preprocessing step does not change the overall analysis. In the bivariate case, it follows easily from the discussion by Hoeffding (1948) that D can be computed in O(n log 2 (n)) time while, more recently, it has been shown that τ * can be computed in O(n 2 ) time (Heller and Heller, 2016; Weihs et al., 2016) . These computational savings largely rely on the ability to efficiently perform orthogonal range queries.
Definition 5.2 (Orthogonal Range Query). Let z
[n] ∈ R d×n . Then we say that the question, "how many
As the next proposition shows, see Heller and Heller (2016) for the bivariate case, using a simple dynamic programming approach one may easily construct an n d tensor so that any orthogonal range query on z
[n] can be answered in O(1) time.
When d is bounded and B is given, the above sum takes O(1) time to compute.
Proof. This follows by a straightforward application of the inclusion-exclusion principle.
Unfortunately, the above tensor takes O(n d ) time to construct and so, when d ≥ m this procedure already takes as long or longer than simply computing the U-statistic naïvely. In such cases, we find that the range-tree data structure provides a better balance between quickly computing orthogonal range queries and the effort required for its construction.
Proposition 5.4 (Range-Tree Data Structure, Berg et al., 2008) . Let z
[n] ∈ R d×n . There exists a data structure, called a range-tree, which takes O(n log 2 (n) d−1 ) time to construct and can answer any orthogonal range query on
See Section 5 of Berg et al. (2008) for a detailed exposition on Range-Trees, along with a discussion of the above proposition, and orthogonal range queries in general. As, to the best of our knowledge, there exists no freely available completely general implementation of range-trees we make such an implementation freely available at https://github.com/ Lucaweihs/range-tree. Range-trees are closely related to binary search trees, such as Red-Black Trees, which have been previously used to efficiently compute the U-statistics corresponding to τ and τ * (Christensen, 2005; Weihs et al., 2016) . Using these efficient data structures we obtain substantial run time savings.
Proposition 5.5. Table 1 lists the asymptotic run time of computing U D , U R , U τ * P , and U τ * P when using the algorithms described in Appendix C.
Null Asymptotics.
Determining the asymptotic distribution of U µ under the null hypothesis of independence, that X ⊥ ⊥ Y , requires an understanding of the functions
To this end, we introduce some simplifying lemmas and propositions. Algorithm run time U-Statistic Using Efficient Orthogonal Range Queries Naïve
and let G be the invariance group corresponding to µ. Partition H into equivalence classes E 1 , . . . , E t where h, h ∈ H are equivalent if there exists g ∈ G such that gh(i) = h (i) for all i ∈ S. If each E i contains an equal number of even and odd permutations then for any z 1 , . . . , z m ∈ R r+s ,
Lemma 5.6 allows to identify conditions guaranteeing that U µ is degenerate, that is, cases in which √ n(U µ − EU µ ) converges to 0 in probability.
Proposition 5.7. Suppose that the conditions of Lemma 5.6 hold for µ whenever S is a singleton set. If X ⊥ ⊥ Y then κ 1 ≡ 0 and thus U µ is a degenerate U-statistic.
As an application of the above Lemma and Proposition we show, the known result, that τ * , D, and R are degenerate U-statistics under independence. Moreover, we show that their κ 2 functions take a simple form.
Lemma 5.8. Let I X , I Y be two rank indicators of order m ≥ 4 and dimensions r and s respectively. Let µ = µ I X ,I Y ,H τ * be a Symmetric Rank Covariance. Suppose that X ⊥ ⊥ Y . If the invariance group of µ contains the subgroup G = (1 2), (3 4) then κ 1 (z 1 ) ≡ 0 so that U µ is a degenerate U-statistic and
where for any rank indicator I of order m ≥ 4 we define
As we have shown previously, τ * , D, and R satisfy the above conditions. Moreover, by construction, so do all multivariate τ * extensions.
As was noted by Nandy et al. (2016) , the U-statistics corresponding to τ * and D have, up to a scale multiple, the same asymptotic distribution under the null hypothesis that X ⊥ ⊥ Y and (X, Y ) are drawn from a continuous bivariate distribution. We give a simple , and U R (dotted line) to the probability density functions of their asymptotic distributions. The x-axis is plotted on a log-scale. Here n ∈ {15, 30, 60, 120, 240} is the sample size. The finite sample distributions are quite close to the asymptotic distributions even when n is only ≈ 60.
proof of this fact, as well as showing that U R has asymptotic distribution also a scale multiple of the others, and clarify the constant multiple by which they differ.
Proposition 5.9. Let
where {χ 2 1,ij : i, j ∈ N + } is a collection of independent and identically distributed χ 2 1 random variables. Then
To better understand at which sample size n the finite sample distributions of U τ * , U D , and U R become well approximated by their asymptotic distributions we plot the total variation distance between kernel density estimates of the finite sample distributions of U τ * , U D , and U R for n ∈ {15, 30, 60, 120, 240} against the probability density functions of their asymptotic distributions in Figure 2 . We observe good agreement even for n = 60. Unfortunately clarifying the exact asymptotic behavior in higher dimensions appears to be significantly more difficult than in the bivariate case. In part this is due to the fact that, unlike in the continuous bivariate case, the distributions of the random vectors X and Y influence the asymptotic properties of our multivariate U-statistics. Indeed, even when r = 1 and s = 2 and X, Y are normally distributed, Figure 3 suggests that the correlation between Y 1 and Y 2 has a substantial impact on large sample behavior. Because of these difficulties, we leave this problem for future work. The large impact of ρ on the finite sample distributions suggests that these differences carry over into the respective asymptotic distributions.
6. Simulations 6.1. Power. All of the following experiments are run in R (R Core Team, 2015) using the package SymRC which can be obtained from https://github.com/Lucaweihs/SymRC. SymRC was created with efficiency in mind, all of the "heavy lifting" is done using C++ (Stroustrup, 2000) . We consider the problem of testing if some univariate response Y is independent of a set of covariates X = (X 1 , . . . , X r ). Our tests will be based on the U-statistics corresponding to D, R, τ * P , and τ * J . As explicit asymptotic distributions for U D , U R , U τ * P , and U τ * J are not known we will use permutation tests. Unfortunately the computational complexity of U R , U τ * P , and U τ * J are such that, while it is certainly possible to perform permutation tests for a single moderately sized sample, it becomes computationally prohibitive to perform the many thousand such tests needed for Monte Carlo approximation of power. We thus approximate the results of permutation tests: first we create a reference distribution for our U-statistic of interest under X ⊥ ⊥ Y by, for R = 1000 iterations, randomly generating x 1 , . . . , x n independently from the marginal distribution of X and y 1 , . . . ., y n independently from the marginal distribution of Y and saving the value of the U-statistic for this data set. For an independent and identically distributed sample D = {(x 1 , y 1 ), . . . , (x n , y n )} from the true joint distribution of (X, Y ) we then compute a p-value as the proportion of observations in the reference distribution that are greater or equal to the value of the U-statistic when computed on D.
This procedure differs from a standard permutation test only in that the reference distribution, and hence critical value for rejection, differ slightly. Empirical tests using small sample sizes suggest, however, that results using the above procedure generalise well to those when using a true permutation test. Computing U D is sufficiently fast that we do not need to use the above procedure and instead use a standard permutation test.
For comparison, we also compute the power of the permutation test based on the distance covariance d cov as computed by the energy package in R (Rizzo and Szekely, 2016) . In each simulations, we estimate power using 1000 sample data sets from the relevant joint distribution.
We consider two cases in which we generate samples of size 50 from jointly continuous distributions. First, we let r = 2, X 1 , X 2 be independent samples from a N (0, 1) distribution, and Y = X 1 X 2 + where ∼ N (0, σ 2 ), with σ ∈ {0, . . . , 5}. Figure 4a depicts the power of the tests of the hypothesis that X ⊥ ⊥ Y . For comparison, we have also included the power of the distance covariance when Y has been monotonically transformed by the function f (y) = sign(y) log(|y| + 10), this transformation substantially reduces the power of the distance covariance while it would have no impact on the power of the other tests as they are nonparametric. In the second case we let X 1 , X 2 and be as above but define
2 ) + . Figure 4b displays the power of the tests as we let σ vary in {0, . . . , 2}. The power of the test based on τ * J is always near the nominal 0.05 level, this suggests that τ * J (X, Y ) = 0 and thus that τ * J is not D-consistent in this case. We also consider two cases in which (X, Y ) is generated from a jointly discrete distribution. Unlike in the continuous case, the sample size n will vary with n ∈ {16, 20, . . . ., 48}. Firstly, we let r = 2, X 1 , X 2 be independent samples from a Bernoulli(1/2) distribution, and Y = XOR(X 1 , X 2 ). We compute the power of our tests for various sample sizes and plot the results in Figure 5a . As we would expect from Example 4.12, we see that the power of the test based on τ * J equals 0 at all sample sizes. Secondly, we let r = 3, X 1 , X 2 , X 3 be independent samples from a Bernoulli(1/2) distribution, and define Y = XOR(X 1 , X 2 , X 3 ). Figure 5b displays the power of the tests in this setting. Unlike in the prior case, the power of the test based on τ * J is quite high, again recall from Example 4.12 that this is because r is odd.
We conclude with a mixed case, where the covariates X 1 , X 2 are continuous but the response, Y , is binary. In particular, we let X 1 , X 2 be independent N (0, 1) while Y ∼ Bernoulli(expit(6 sin(X 1 X 2 )). Our empirical power computations are displayed in Figure  6 .
As one may expect, we do not see any one particular independence test dominating the others in our simulations. The fact that the nonparametric tests often perform nearly as well, or better, than the distance covariance is somewhat surprising however as they are invariant to such a wide range of transformations. While it is certainly not a proof, the fact that the tests based on τ * P have power beyond the nominal level in all cases suggests that, unlike τ * J , perhaps τ * P is indeed D-consistent. 6.2. Computational Efficiency. While the use of orthogonal range query data structures reduces the asymptotic complexity of computing our U-statistics of interest, such results give little guidance on which algorithms should be used for realistic sample sizes. With practical use in mind, we empirically compare the computational complexity of computing For the lines to be visually distinguishable the y-axis is plotted on a log-scale. Here σ is the standard deviation of the additive noise . For Figure 4a , the brown line, with symbol T, corresponds to d cov after applying the strictly increasing transformation y → sign(y) log(|y| + 10) to Y , the power of the permutation test based on d cov is substantially harmed by this transformation while the other tests, by monotonic invariance, would not be affected. Figure 5 . Empirical power estimates of permutation tests of independence for a jointly discrete distribution when varying n ∈ {16, 20, 24, . . . , 48}. See Figure 4 for the correspondence between line color and test.
, and U τ * P . For these simulations we will generate data from two different distributions; for the first, we let (X, Y ) ∼ N 2 (0, I 2 ) while, for the second, we let (X, Y ) = (X 1 , X 2 , Y ) ∼ N 3 (0, I 3 ). We consider the following experiments. We compute U D using Equation (C.1) where counts are either computed with a rangetree or looping through the data set. The asymptotic run-time of the range-tree method is O(n log 2 (n) d−1 ) with the more naïve method taking O(n 2 ) time. Both of the above methods are substantially faster than the truly naïve O(n 5 ) strategy of directly computing the sum in Equation (5.2).
We compute U R using Equation (C.2) where counts are either computed with an orthogonal range tensor or by looping through the data set. The asymptotic run-time of the orthogonal range tensor method is O(n d ) while the naïve method takes O(n d+1 ) time. As above, both of these methods are much faster than the truly naïve O(n d+4 ) strategy. We compute both U τ * J and U τ * P using our range-tree methods and by definition. The range-tree methods require O(n 2 log 2 (n) 2d−1 ) time while the naïve methods take O(n 4 ) time.
The results of the above computations are available in Figure 7 . From the asymptotic analysis, one would expect that the benefits of using our efficient range query data structures would diminish in higher dimensions and, indeed, that is exactly what the figures show. Comparing Figures 7a and 7b , for instance, we see that when (X, Y ) ∼ N 2 (0, I 2 ) the naïve algorithm performs worse than the other for almost all sample sizes but, when moving up to dimension 3 with (X, Y ) ∼ N 3 (0, I 3 ), it is only for sample sizes greater than ∼3000 that the range-tree method out-performs the naïve strategy.
As Figure 7f shows, computing U τ * P using range-trees is, for reasonable sample sizes, substantially slower than computing U τ * P by definition. This is not surprising considering the many large constant factors that are hidden in the asymptotic analysis. Sample Size Figure 7 . The computation time of our U-statistics at various sample sizes comparing the benefits of using (solid lines), and not using (dashed lines), efficient data structures for orthogonal range queries. The naïve methods are substantially slower except for two cases, for sample sizes less than ≈3000 in (b) and for all tested sample sizes in (f).
Appendix A. Asymptotic Theory of U-Statistics
This section gives a brief review of the asymptotic theory of U-statistics we require, the book of Serfling (1980) provides an in-depth introduction to the topic for the interested reader. Let Z 1 , Z 2 , . . . be independent and identically distributed random vectors taking their values in R d with d ≥ 1. We say a function κ : R d×m → R is a symmetric kernel function if its value is invariant to any permutation of its m arguments. Given a symmetric kernel function κ, we call
the U-statistic with kernel κ. Here, C(n, m) = {(i 1 , . . . , i m ) ∈ {1, . . . , n} m : (Serfling (1980) ). If the kernel κ of the statistic U n from (A.1) has variance σ
If σ 2 1 = 0 then the above asymptotic Gaussian distribution is degenerate and
If σ 2 1 = 0 and σ 2 2 > 0, then U n is a degenerate of order 2 and one obtains a non-degenerate limiting distribution by scaling U n by a factor of n. In this case, the limiting distribution is determined by the eigenvalues of the operator A κ which maps a square integrable function g : Serfling (1980) ). If the kernel κ of the statistic U n from (A.1) has variance σ 2 m < ∞ and σ
in distribution where χ 2 11 , χ 2 12 , . . . are independent and identically distributed random variables that follow a chi-square distribution with 1 degree of freedom, and the λ i 's are the eigenvalues, taken with multiplicity, associated with a system of orthonormal eigenfunctions of the operator A κ .
Appendix B. Proofs B.1. Proofs for Section 2. Proof of Theorem 2.3.
Now suppose that X ⊥ ⊥Y . Then, by the definition of independence, there exist (x, y) ∈ R r+s such that
We now define x ∈ R r , y ∈ R s as follows. Let
. . , r) and
s).
By the right continuity of cumulative distribution functions, we have that such x i , y i exist and that
for all i and j. We will now show
. Write z = ( x, y) and let i be the smallest index for which F XY ( z 1 , . . . , z i , z i+1 , . . . , z r+s ) < F X,Y (z), by assumption such an i exists. Without loss of generality assume that i ≤ r. Then we have that
Now clearly both F XY ( x 1 , . . . , x i−1 , x i , x i+1 , . . . , x r ) and P (X i ≤ x i and (X 1 > x 1 or . . . or Y s > y s ))) are non-decreasing in x i and thus, since F XY ( z 1 , . . . , z i , z i+1 , . . . , z r+s ) < F X,Y (z), we have that
But this contradicts what we have shown above, that
An essentially identical argument to the one above also shows that
Hence we have that
} so that for all i ∈ I X we have that F X i has a jump discontinuity at x i and thus P (X i = x i ) > 0. Let I Y be the corresponding set of such indices for the F Y i . Now, for any i ∈ [r] and δ > 0 define
If this claim is true we have that
where the last inequality follows since D δ has positive measure under dF
2 is strictly positive for (x, y) ∈ D δ . We now prove the claim. First let ϕ : [0, ∞] → R r be defined such that, for all t ∈ [0, ∞], ϕ(t) i = x i if i ∈ I X and ϕ(t) i = t x i if i ∈ I X . Each ϕ(t) i is non-decreasing in t.
Next consider the function
is monotone non-decreasing and so has only jump discontinuities. If G does not have a jump discontinuity at t = 1 then for any > 0 we may pick δ < 1 sufficiently small that
for all 1 − δ ≤ s ≤ 1. But for any x ∈ B δ we have ϕ(1 − δ) x x and thus
Now suppose otherwise that G(t) has a jump discontinuity at t = 1. That is, we have F X ( x) − lim t→1 − G(t) = a > 0. Then, by the monotone convergence theorem,
But by definition of I X we have that P (X i = x i ) = 0 for all i ∈ I X , it thus follows that 0 < a ≤ 0 a contradiction. Hence G(t) does not have a jump discontinuity at t = 1.
Similar arguments hold for F Y and F XY and hence, for any > 0 there exists some δ > 0 such that for any (x, y) ∈ B δ × C δ we have
> 0 sufficient small, clearly there exists δ such that F XY (x, y) − F X (x)F Y (y) = 0 for all (x, y) ∈ B δ × C δ . This completes the proof as noted above.
B.2. Proofs for Section 3. Proof of Proposition 3.5. Bergsma and Dassios (2014) show that
This is exactly our claimed result. Recall that τ can be expressed as
Lemma 3.8 then immediately gives our result for τ . Moreover, letting γ = ν = τ in the proof of Proposition 3.7 and relabeling 2 as 4, and vice versa, we have our claimed form for τ 2 .
We now show that our result for D. For any z = (x, y) ∈ R r+s let
c(x, y) = c + (x, y) + c − (x, y), and
It is easy to check that c(
It is interesting to note that 4(c(x, y) − 2d(x, y)) = τ * (1 [X≤x] , 1 [Y ≤y] ) so that D can be interpreted as a weighted integral of τ * applied to discretised versions of the Z i . This is the perspective from Section 4.1. Now
This gives
Similarly one may also show that
From this and Equation (B.5) it is easy to see that
Our claim then follows by Lemma 3.8. Following essentially identical steps as for D(X, Y ), one may also show our desired result for R(X, Y ). Proof of Proposition 3.7. Without loss of generality let µ be as in Equation (3.1). We first show that µ is nonparametric. Letting h X,i : R → R and h Y,j : R → R strictly increasing functions for i ∈ [r], j ∈ [s] and letting h X (x) = (h X,1 (x 1 ), . . . , h X,r (x r )) and
It is trivial to check that, as the h X,i and h Y,i are strictly increasing we have that
. Given this, the claim follows immediately as rank indicator functions depend on their inputs only through the joint ranks of the inputs.
Next we show that µ is I-consistent. Recall that, by definition, H ⊂ S m has an equal number of even and odd permutations. It follows then that σ∈H sign(σ) = 0.
When X ⊥ ⊥ Y , since the X
[m] and Y [m] are independent and identically distributed respectively, we have
which proves the claim. Finally we show that Symmetric Rank Covariances are closed under products. Without loss of generality assume that γ = µ I X ,I Y ,H and ν = µ I X , I Y , H . We have that
, and
In the following we will implicitly let n] ) so that these indicator functions drop unused inputs. Now let γ ∈ S [m+n] be the permutation that cyclically shifts all elements n units to the right, so that i ∈ [m + n] is taken to i + n mod (m + n) by γ. Then let d×(m+n) be the function which acts on it's input with γ, that is we let d×(m+n) . Then define
Clearly H is a subgroup of S m+n and it is easy to check that
depend only on Z [m+n] through the entries Z [m] and Z m+1,...,m+n respectively, it thus follows that A and B are independent. Thus, by how we have defined I X , I Y and H, we have that
Where the last line follows since that H ∩ H = {e} implies that |HH| = |H||H| and since elements of H and H commute we have that HH is a subgroup of S [m+n] . The above equality shows that γν is a Symmetric Rank Covariance as claimed. Proof of Lemma 3.8. For any γ ∈ H, by relabeling
where the third equality holds since sign(γ) = sign(γ −1 ) and the fourth equality holds since γ ∈ H =⇒ H = Hγ −1 . Now plugging the above equality into our definition of µ(X, Y ) gives Equation (3.2). By symmetry we obtain Equation (3.3). s . Then we have that
by independence. Proof of Proposition 4.5. Recall that for any
is the vector of all 0s. Let d = r + s. By definition and simple algebra
, λ XY is the cumulative distribution function of a random vector in R r+s whose entries are taken from Z 5,...,4+t , in particular we may, for j ∈ [r + s], let
Here W is just a projection of Z 5,...,4+t . Given this fact we have that, for any integrable function g,
. Now, by a direct computation, we have that
Similarly we have that
Our result then follows by Lemma 3.8. It now remains to show that D and R are Integrated Squared Minors. But this is easy, recall from the proof of Proposition 3.5 that
where c + , c − , and d are given by Equations (B.1)-(B.4). But
That is, we have 
From this it immediately follows that µ joint = 0 =⇒ D = 0 as claimed. An essentially identical argument shows that µ prod = 0 =⇒ R = 0. Since R is D-consistent in all cases this implies that µ prod is also.
B.4. Proofs for Section 5. Proof of Proposition 5.1. We will only show Equation (5.3), Equation (5.4) then follows by symmetry. Now
where we have used the fact that for any σ, ψ ∈ H, σH = H and σS m = S m , sign(ψσ −1 ) = sign(ψ)sign(σ −1 ), and sign(σ) = sign(σ −1 ).
Proof of Proposition 5.5. See Appendix C. Proof of Lemma 5.6. Without loss of generality assume that S = { + 1, ..., m}. Moreover let
) . Now, letting τ i ∈ E i be a representative of the ith equivalence class, note that
where the third equality follows since the X i are independent and identically distributed and so we may relabel them in W 
By Lemma 5.8 and Proposition 3.5 we have that
Now a lengthy but straightforward computation shows that Now it is easy to verify that, for any 1 ≤ i ≤ n, we may compute A(i), B(i), and C(i) using a constant number of orthogonal range queries on z [n] . Noting that it takes O(n log 2 (n) d−1 ) to construct the range-tree on z [n] , each orthogonal range query takes O(log 2 (n) d−1 ) time, and there are n iterations in the above sum, it follows that we may compute U d (z 1 , . . . , z n ) in O(n log 2 (n) d−1 ) + n O(log 2 (n) d−1 ) = O(n log 2 (n) d−1 ) time.
C.2. Computing U R . Recall that the kernel κ R is of order m = d + 4 and so naively takes O(n d+4 ) time to compute, we will show that it can be computed in O(n d ) time. By similar arguments as in Section C.1 we have that
and, letting w = (w X , w Y ) ∈ R r+s be such that w [n] ) is a sum over n(n − 1) choices for i 1 , i 2 and, for each i 1 , i 2 , we must compute (C.3), (C.4), and (C.5) which, from the above, requires O(log 2 (n) 2d−1 ) time. Hence assuming the range-trees on D pair and D * pair have already been constructed, computing U τ * P (z [n] ) requires O(n(n−1) log 2 (n) 2d−1 ) = O(n 2 log 2 (n) 2d−1 ) time. As constructing the range-trees on D pair and D * pair require each O(n 2 log 2 (n) 2d−1 ) time it follows that the total asymptotic computation time of U τ * P (z [n] ) is O(n 2 log 2 (n) 2d−1 ). A similar argument shows that U τ * J can also be computed in O(n 2 log 2 (n) 2d−1 ) time.
