The goal of this paper is to survey the history, development and cur-
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Origins
As stated above in Theorem 0.1, µ-a.e. x returns to A infinitely often. One question to ask is how frequently this occurs. Consider the time average
This is a measure of how frequently the element x returns to A. We can then define a sequence recursively which characterizes the times that x returns to A.
Definition 1.1. The return times sequence for x with respect to the set A is defined as k 1 (x, A) = inf{n : T n x ∈ A} and k i (x, A) = inf{n > k i−1 (x, A) : T n x ∈ A}.
Thus the time average 1 N N n=1 χ A (T n x) is simply a measure of the density of the sequence k i (x, A) in the set {1, ..., N }.
Recall the following definition of an ergodic measure-preserving system. Definition 1.2. The finite measure-preserving system (X, F, T, µ) is ergodic if T −1 (B) = B for B ∈ F implies µ(B) = 0 or µ(B) = µ(X). In this case T is called an ergodic transformation.
Using Birkhoff 's Pointwise Ergodic Theorem [Bir31] , we know something more about the density of this sequence. Theorem 1.3. If T is a measure preserving map on the finite measure space (X, F, µ) then for each real-valued f ∈ L 1 (µ),
f (T n x) = E(f |Inv)(x), µ − a.e.,
where Inv = {B ∈ F : T −1 (B) = B}. In particular, the limiting function has the same integral as f and E(f |Inv)(x) = X f dµ for all x ∈ X when T is ergodic.
For a given factor Y of F, the notation E(f |Y) or P Y refers to the conditional expectation of f with respect to the factor Y. It should be noted that Birkhoff's original proof is when f is a characteristic function (as in the case we are considering above) in the setting of a closed analytic manifold having a finite invariant measure. Khintchine [Khi33] showed that Theorem 1.3 remains true for an integrable f on an abstract finite measure space. The essence of the proof of Khintchine is that found in Birkhoff's proof.
Applying Theorem 1.3 to our time average above, when T is ergodic then for µ-a.e. x ∈ X Thus, whenever A has positive measure the sequence k i (x, A) has positive density for almost every x ∈ X.
Averages along Subsequences
The study of time averages can be extended by looking at the convergence of the averages along some sequence k i :
g(S ki y).
(1.1)
In this case we want to know what properties of the k i would guarantee a.e. convergence. In studying such sequences we can consider either deterministic sequences such as the sequence of squares or primes as well as randomly generated sequences such as those that come from looking at the values n for which χ A (T n x) = 1. We are interested in finding when a randomly generated sequence will give convergence of the averages in equation (1.1).
In 1969, A. Brunel and M. Keane [BK69] use sequences of this type to determine a more powerful result concerning time averages along randomly generated subsequences. The result of interest is Theorem 1 on page 3 of their paper. They follow up this result by looking at norm convergence of similar averages as well. It has been indicated by Michael Keane that the main idea for this return times average was a part of Antoine Brunel's thesis [Bru66] . Their result states Theorem 1.4. If (Y, G, ν, S) is a measure preserving system and if g ∈ L 1 (ν) and if k 1 , k 2 , . . . is a uniform sequence, theñ
exists almost everywhere andg ∈ L 1 (ν).
A uniform sequence is a sequence k 1 , k 2 , . . . of natural numbers such that there exists 1. a strictly L-stable system (X, F, µ, T ) 2. a set A ∈ F such that µ(A) > 0 = µ(δA) where δA is the boundary of A 3. a point x ∈ X such that k i = k i (x, A) for each i ≥ 1 (where k i (x, A) is as defined above).
Definition 1.5. A measure preserving system (X, F, µ, T ) is a strictly Lstable system if X is a compact metric space and T is a homeomorphism of X such that 1. T n is an equicontinuous set of mappings, i.e. for any > 0 there exists a δ > 0 such that for x, y ∈ X, d(x, y) < δ implies d(T n x, T n y) < for any integer n and 2. X possesses a dense orbit under T , i.e., there exists some x in X such that {T n x : n ∈ Z} is dense in X.
Example 1.6. Consider X = D the unit disk {z ∈ C : |z| = 1} under the standard Borel measure. This is a compact measure space and let T : D → D be the irrational rotation defined by T z = e 2πiα z for some irrational α. Then T is a homeomorphism of D. For any > 0 and z 1 , A 2 ∈ D, if |z 1 − z 2 | < then |T n z 1 − T n z 2 | = |e 2πinα z 1 − e 2πinα z 2 | = |z 1 − z 2 | < .
Therefore the T n form an equicontinuous set of mappings. As α is irrational, D possesses a dense orbit under T for any z ∈ D. Therefore this gives us a strictly L-stable system on which we can build a uniform sequence. In fact, according to Brunel and Keane [BK69] every strictly L-stable system is homeomorphic to some ergodic rotation on a compact abelian group. Therefore if our measure preserving system is a strictly L-stable system, then the sequence of return times k i (x, A) which was discussed in Definition 1.1 is a uniform sequence. Rewriting Theorem 1.4 in terms of the characteristic function of our set A gives: Theorem 1.7. For any ergodic dynamical system (X, F, µ, T ) with µ(X) < ∞ and A ⊂ X with µ(A) > 0. Then there exists a set X f in X of full measure such that for any other measure preserving system (Y, G, ν, S) and any g ∈ L 1 (ν) then
exists for ν-a.e. y.
The interesting fact to note here and in the more general statement by Brunel and Keane is that the convergence is in a sense "universal" because it does not depend on the choice of the dynamical system (Y, G, ν, S) nor the function g ∈ L 1 (ν). Krengel's book Ergodic Theorems [Kre85] highlights the generalization of the work of Brunel and Keane to the concept of universally good sequences. Definition 1.8. A strictly increasing sequence k i ∈ N (i.e. a subsequence of N) is universally good with respect to a stated type of convergence (this could be norm convergence, pointwise convergence, etc.) if for any measure preserving system (Y, G, ν, S) and g ∈ L r (ν), then
converges.
For example, the result of Brunel and Keane can be restated to say that uniform sequences are universally good with respect to a.e. convergence for functions in L 1 (ν). The Blum and Hanson Theorem [BH60] shows that when S is a mixing endomorphism and (Y, G, ν) is a probability space, then every strictly increasing sequence k i ∈ N is universally good with respect to the L 2 (ν)-norm for functions g in L 2 (ν). On the opposite side, the question of when sequences fail to be universal has also been an object of intense study. Friedman and Ornstein [FO72] use a tower construction to create a strongly mixing operator T for which the conditions in Blum and Hanson are not sufficient for guaranteeing universal a.e. convergence for functions in L 1 (µ). Krengel [Kre71] was able to construct "universally bad sequences" for which regardless of the measure preserving system chosen one can find a function g in L 1 (µ) for which the averages do not converge a.e.. Bellow [Bel89] created a sequence which was universally good for a.e. convergence for functions in L p when 1 < p < ∞, but at the same time was universally bad for a.e. convergence in L q when 1 ≤ q < p. This result hints at the concerns about breaking the duality which we will discuss later in Section 5.
The above "bad" examples have all been sequences of zero density. Along those lines, Friedman [Fri70] posed the question of whether or not it was true that sequences of positive density were universally good for a.e. convergence with respect to functions in L 1 (µ). Conze [Con73] was able to prove that when S is an automorphism with Lebesgue spectrum then sequences of positive lower density were universally good for a.e. convergence with respect to functions in L 1 (µ), but he was also able to construct a counterexample to Friedman's question for T without Lebesgue spectrum.
Weighted Averages
Returning to the concept of universally good sequences, we want to consider these sequences as "weights" on our average as follows. When n = k i for some k i in our sequence we add up g(S n y) (weighting it by 1) otherwise we weight it by 0 and do not add the g(S n y) term. This concept was extended to the convergence of more general weights in Bellow and Losert [BL85] . They begin by defining a good weight. Definition 1.9. A sequence of complex numbers a = (a n ) is a good weight
exists ν-a.e.
Note that if our operator on L p (ν) is simply the one induced by our measure preserving system g → g • S, then this average is the same type we have been discussing before and with the weights a n = 1 if n = k i and 0 otherwise. Our ultimate goal is to find a weight for which convergence holds independently of the second dynamical system. Bellow and Losert define a good universal weight as a sequence which is a good weight for every operator induced by a measure preserving transformation on (Y, G, ν). That this is equivalent to being a good weight for every Dunford -Schwartz operator or every operator induced by an ergodic transformation is shown in their Theorem 1.4 which is due to Baxter and Olsen [BO83] . Thus the earlier result of Brunel and Keane says that for a uniform sequence k j , then the sequence a i = 1 if i = k j and 0 otherwise is a good universal weight for a.e. convergence. The next area of study then is to try and determine what types of sequences make universal good weights for a.e. convergence. Section 3 of [BL85] shows that this result can be extended to show that a set of sequences D strictly containing the bounded Besicovitch sequences (which include the uniform sequences of Brunel and Keane) are good universal weights for a.e. convergence. This is an extension of the Ryll-Nadzewski [RN75] work which shows that the bounded Besicovitch sequences are good universal weights for a.e. convergence. Then Bellow and Losert prove that for a strictly L-stable system, (X, F, µ, T ) and any integrable f , the sequence a = {f (T n x)} is bounded Besicovitch for all x ∈ X.
Bellow and Losert extend the results of Blum and Reich [BR77] and others to determine other characteristics of dynamical systems such as ergodicity, saturation or the spectral measure associated with the sequences which can lead to the sequence a = {f (T n x)} being classified as a good universal weights for a.e. convergence.
In Theorem 5.4 of their paper, Bellow and Losert prove that if T has Lebesgue spectrum, then for every f ∈ L ∞ (µ) there exists a set of full measure X f in X such that for every x ∈ X f , the sequence a = {f (T n x)} is a good universal weight for a.e. convergence. Bellow and Losert note that the result for K-automorphisms was previously shown using different methods by H. Furstenberg, M. Keane, J.P. Thouvenot and B. Weiss.
As an extension of the work of Bellow and Losert, one can consider a dynamical system (X, F, µ, T ) and function f and ask what properties of the dynamical system are required for the sequence a = (f (T n x)) to be µ-a.e. a good universal weight for a.e. convergence. The answer to this question is what is standardly referred to as Bourgain's Return Times Theorem. Theorem 1.10. Let (X, F, µ, T ) be an ergodic dynamical system of finite measure and f ∈ L ∞ (µ). Then there exists a set X f ⊂ X of full measure such that for any other ergodic dynamical system (Y, G, ν, S) with ν(Y ) < ∞ and any
converges ν-a.e. for all x ∈ X f .
Let (X, F, µ, T ) and (Y, G, ν, S) be ergodic dynamical systems with µ(
it is known that this average converges µ × ν-a.e.. However, our focus is on showing that this convergence is "universal" and thus independent of the choice of dynamical system (Y, G, ν, S) and function g which is a much stronger result.
Wiener-Wintner Results
While the above developments were taking place in the realm of measure theory, some related results were being discovered in the field of harmonic analysis. In 1941, the publication of the Wiener-Wintner Theorem [WW41] gave a positive result for the Return Times Theorem when the second dynamical system is a rotation by α.
Theorem 1.11. If (X, F, µ, T ) is a measure preserving system and if f ∈ L 1 (µ), then there exists a setX of full measure in X such that for x ∈X and for all θ ∈ R, the sequence
The proof by Wiener and Wintner relied on connecting the spectrum in the sense of Wiener with the point spectrum. Unfortunately, there was an error in the proof of Wiener and Wintner. However the theorem is true and has been proven multiple times using a wide variety of techniques. The first correct version of the proof was given by H. Furstenberg [Fur60] using the notions of joinings and generic points. We will see later the role of joinings and generic points in the proof of the Return Times Theorem. Another proof of the Wiener-Wintner Theorem which uses the Van der Corput's inequality [KN74] was given by Bourgain [Bou90] in 1990. Actually Bourgain proved a stronger result referred to as Bourgain's Uniform Wiener-Wintner Ergodic Theorem which constitutes the proof that (1) implies (2) of the theorem below. Theorem 1.12. Given an ergodic dynamical system (X, F, µ, T ) and f ∈ K ⊥ where K is the Kronecker factor (the σ-invariant algebra spanned by the eigenfunctions of T ). The following statements are equivalent
2. For µ-a.e. x,
Proof. Proof of (2) implies (1). We can decompose f into the sum f 1 + f 2 where f 1 ∈ K and f 2 ∈ K ⊥ . Using an orthonormal basis of eigenfunctions e j each with eigenvalue e 2πiβj we can write f 1 as ∞ j=1 α j (f )e j where the convergence of the series is to be understood as being in L 2 norm. Assume that f 1 = 0, thus α j0 (f ) = 0 for at least one j 0 . Then we would have by the Spectral Theorem
The left hand side can be written as
By taking the limit with N we obtain a lower bound |α j0 (f )| 2 which is strictly positive if f 1 = 0.
The Wiener-Wintner Theorem while discovered independently from these return times averages follows as a consequence of the Return Times Theorem. Thus any developments with regards to the Return Times Theorem have consequences for the Wiener-Winter result and thus may have other implications in the field of harmonic analysis. Similarly, developments with the Wiener-Wintner Theorem, may give ideas for expanding the Return Times Theorem. Our goal in this paper is to discuss the developments thus far and highlight some of the implications this may leave for future studies.
Development
In 1988, J. Bourgain [Bou88] released a preprint of his proof of the Return Times Theorem. His statement of the Return Times Theorem is as follows:
Theorem 2.1. Let (X, F, µ, T ) be a dynamical system with µ a finite positive measure and T and ergodic measure-preserving transformation. The generic return-time sequence is defined as Λ ω = {n ∈ Z + : T n ω ∈ A} for any set A of positive measure and any point ω in X. For almost all ω the sequence Λ ω satisfies the pointwise ergodic theorem. Given any dynamical system (Y, G, ν, S) where ν is a finite measure, the averages
This important result impacted both the fields of ergodic theory and harmonic analysis and fully generalized the work with good universal weights which was presented in the work of Bellow and Losert [BL85] . This initial fifty-two page proof used difficult techniques from harmonic analysis which made it challenging to analyze the proof, nevertheless to extend those techniques to proving other convergence questions. In 1989, J. Bourgain, H. Furstenberg, Y. Katznelson and D. Ornstein [Bou89] published a more concise proof of the Return Times Theorem (found in the appendix to Bourgain's "Pointwise ergodic theorems for arithmetic sets") which utilized several key ergodic theory concepts such as the Rohlin Towers Lemma [DGS76] . One assumption that they make in their argument is that the function f has finite range. A discussion of how to extend to a function f which does not have finite range along with a detailed analysis of their argument can be found in either [Ass03c] or [Col95] .
The BFKO proof of Bourgain's Return Times Theorem
One of the key techniques used in the proof is to study the set of points on which the theorem holds true. To do this we begin by looking at the set of points for which the Birkhoff averages converge. This concept was introduced by Furstenberg [Fur81] in the setting of regular measure-preserving systems.
Definition 2.2.
A measure-preserving system (X, F, µ, T ) is call regular if the space X is compact metrizable, the σ-algebra F is Borel and the transformation T is continuous.
Definition 2.3. Let (X, F, µ, T ) be a regular measure-preserving system, x 0 ∈ X and µ ∈ M T (X) (the T -invariant measures on X). A point x 0 ∈ X is a generic point for µ if
for every continuous function f ∈ C(X).
It is known that every separable measure preserving system is equivalent to a regular one (see [Fur81] ), thus for our purposes we use an extended definition of generic to the context of a general measure preserving system. In this case the genericity is dependent upon the choice of the function f . Definition 2.4. Let (X, F, µ, T ) be an ergodic measure preserving system. Let f be an integrable function defined on X.
Thus Birkhoff's Pointwise Ergodic Theorem implies that for any f ∈ L 1 (µ), µ-a.e. x ∈ X is generic for f .
The proof in [Bou89] begins by decomposing our function f with respect to the Kronecker factor K in order to handle the two factors separately in the proof. When f ∈ K the statement follows fairly easily from Theorem 1.11. When f ∈ K ⊥ (and has finite range) the authors establish results which describe the set of full measure X f on which the averages converge. This set is namely the intersection of the set of full measure on which Theorem 1.3 holds for f (because of the possibility that one chooses g ≡ 1) and the sets
and
where F is the range of f and Γ 1 : X → F n is defined by
As f ∈ K ⊥ it has continuous spectral measure and thus the set X 1 has full measure. The other sets are of full measure by Theorem 1.3.
The authors then make the assumption that Theorem 1.10 does not hold on this set X f . Thus there exists some other ergodic dynamical system (Y, G, ν, S) and g ∈ L ∞ (ν) such that the set
has positive measure. Without loss of generality this can be reduced to the situation where for some positive a a set
which has positive measure. Using the Rohlin Tower Lemma, given any δ > 0 one can find an integer K and a set B 2 ⊂ B 1 of positive measure such that the S(B 2 ), S 2 (B 2 ), . . . , S K (B 2 ) are pairwise disjoint and cover B 2 up to a set of measure less than δ 3 . Using the set B 1 and the properties in the sets X 1 and X 2 one can create a sequence of properly spaced ranges R j = (L j , M j ) on which the points behave poorly with respect to the return times average, but well with respect to the averages used in defining X 1 and X 2 . Using these ranges and the setB one can create sequences (c n (y)) This leads to a contradiction, thus the assumption that Theorem 1.10 does not hold on the set X f is false. Using Ergodic Decomposition one can show that the theorem holds true if either T or S is a measure preserving transformation which is not ergodic.
Extensions of the Return Times Theorem
Definition 2.5. We will say that the return times theorem holds for the
we can find a set of full measure X f such that for each x ∈ X f for all measure preserving systems (Y, G, ν, S) and for all g ∈ L t (ν) the averages
As L ∞ is dense in L 1 , using the Banach Principle you can show that the return times theorem holds for the pair ( [OW92] studied the set of points on which the Return Times Theorem holds in greater detail. They begin by rephrasing the Return Times Theorem in the following way. Theorem 2.6. If (X, F, T, µ) is an ergodic dynamical system and B ∈ F has positive measure, then for µ-a.e. x 0 ∈ X, the sequence {n ∈ N : T n x 0 ∈ B} is a good universal sequence for the return times theorem, i.e. for any finite measure preserving system (Y, G, ν, S) and g ∈ L 1 we have
The first extension that they present is a previously unpublished result of D. S. Ornstein, B. Weiss, H. Furstenberg, M. Keane and J.-P. Thouvenot. Theorem 2.7. If (X, F, µ, T ) has completely positive entropy, B ∈ F with positive measure and x 0 ∈ X is generic for χ B , then the sequence n 1 < n 2 < n 3 < . . . of times of successive visits of x 0 to B is a good sequence for the return times theorem. Thus for any finite measure preserving system (Y, G, ν, S) and g ∈ L 1 (ν) we have
As noted above in the creation of the set X f in the BFKO proof of Theorem 1.10, more was needed than the genericity of x to satisfy the Return Times Theorem. Thus one cannot extend Theorem 2.7 to a transformation which is merely ergodic using points which are merely generic with respect to the function χ B . Ornstein and Weiss [OW92] describe the extra conditions on the point x 0 which are necessary in order for Theorem 2.7 to hold when T is an ergodic transformation. Definition 2.8. Let (X, F, µ, T ) be an ergodic measure-preserving transformation and B a set of positive measure in
This condition is necessary for x 0 in order to create a good sequence for the Birkhoff ergodic theorem and the BFKO proof shows that it is a sufficient condition. To demonstrate the difference between genericity and self-sampling, Ornstein and Weiss present the following example.
Example 2.9. Let (X, F, T, µ) be a transformation with −1 in the spectrum so that there is a set B of measure 1 2 with µ(T B ∩ B) = 0. A point x 0 that visits B at the following times i
• if (2n)! ≤ i < (2n + 1)! and i is even,
• if (2n + 1)! ≤ i < (2n + 2)! and i is odd, will be generic for χ B , but for µ-a.e. x ∈ X condition equation (2.2) will fail to hold.
This example has some discrete spectrum. We may wish to consider dynamical systems which are restricted from having discrete spectrum. Consider the following definition. Definition 2.10. A measure preserving system (X, F, T, µ) is weakly mixing if 1 is the only eigenvalue of T . That is to say that the Kronecker factor is reduced to the set of constant functions.
Ornstein and Weiss posed the question of whether or not genericity is necessary and sufficient for Theorem 2.7 in the case of a weakly mixing dynamical system. This question is still open. The convergence of return times averages in case of weakly mixing dynamical systems will be discussed in greater detail in Subsection 2.3.
The rest of Ornstein and Weiss's paper [OW92] is devoted to extending the Return Times Theorem to a certain class of groups. It consists of those groups G which have a sequence of finite sets satisfying
That is to say G is an amenable group with Følner sequence A n satisfying
Tempelman [Tem67] has shown that this class of groups satisfy Birkhoff's Pointwise Ergodic Theorem and thus they are a nice class to look at with respect to return times.
Unique Ergodicity and the Return Times Theorem
Connecting this to our earlier discussion, Bourgain's Return Times Theorem Theorem 1.10 proves that for any ergodic dynamical system (X, F, µ, T ) of finite measure and f ∈ L ∞ (µ) for µ-a.e. x ∈ X the sequence a = f (T n x) is a universally good weight for a.e. convergence with functions from L ∞ . We would like to see if we can establish other properties for dynamical systems which will ensure that the sequence a = f (T n x) forms a universal good weight for a.e. convergence. We begin by looking at the concept of uniquely ergodic dynamical systems. Definition 2.11. A transformation T is uniquely ergodic, if there is only one measure T -invariant probability measure on X. For example, the irrational rotation discussed in Example 1.6 is an example of a uniquely ergodic dynamical system.
The importance of uniquely ergodic systems is summarized by the following result of Jewett [Jew70] and Krieger [Kri72] .
Theorem 2.12. Let (X, F, T, µ) be an ergodic measure preserving system of the nonatomic Lebesgue probability space (X, F, µ). There exists a uniquely ergodic standard system (Y, G, S, ν) which is isomorphic to (X, F, T, µ).
In the case of uniquely ergodic operators there is a much stronger version of Theorem 1.3 found in [KB37] . Theorem 2.13. Let (X, F, T, µ) be a uniquely ergodic measure preserving system. Then for any f ∈ C(X)
Therefore if T is a continuous map of the compact metric space X to itself, then T is uniquely ergodic (with unique ergodic measure µ) if and only if every point of X is generic for the measure µ.
Two versions of Theorem 1.11 for uniquely ergodic transformations were proven independently by I. Assani [Ass93, Ass03c] Len09a] and M. Schreiber [Sch12] .
Theorem 2.15.
[Rob94] Let (X, F, T, µ) be a standard uniquely ergodic system. Let M T be the set of eigenvalues for T and let C T be the subset of eigenvalues with a corresponding continuous eigenfunction. If λ ∈ C T ∪ (M T ) c then for every continuous function f the averages
Using the ranges construction in the BFKO proof, E. Lesigne, C. Mauduit and B. Mossé [LMM94] , describe a criteria for a sequence to form a universal good weight for a.e. convergence to 0 for functions in L 1 . Note the connection between these criteria and the self-sampling definition from [OW92] .
Theorem 2.16. Part 1: Given a bounded sequence u n of complex numbers such that for all δ > 0 there exists some
Then for any probability measure preserving system (Y, G, ν, S) and every f ∈ L 1 (ν),
for ν-a.e. y. Part 2: Given a probability measure preserving system (X, F, T, µ) and a bounded measurable function f of Y which is in K ⊥ (the orthocomplement of the Kronecker factor), then for almost every x ∈ X the point x is generic for the function f in the dynamical system and
for µ-a.e. x . Finally, if a point x satisfies equation (2.4), then the sequence
Using this criterion, given that unique ergodicity as seen in Theorem 2.13 gave us the Birkhoff's Pointwise Convergence Theorem (with uniform convergence) for all x ∈ X, we pose the following questions initially posed by Assani and Host respectively. Question 2.17. If (X, F, µ, T ) is a uniquely ergodic probability system can we strengthen Bourgain's Return Times Theorem to give uniform convergence for all x ∈ X. That is to say, is a = f (T n x) a good universal weight for a.e. pointwise convergence for functions in C(X)? Question 2.18. If (X, F, µ, T ) is a weakly mixing dynamical system and f ∈ C(X). Is the sequence f (T n x) a good universal weight for the pointwise convergence in L 1 for each x ∈ X?
In Proposition 5.3 of [Ass03c] , Assani gives a partial answer to these questions. For this result we need the following definition. Definition 2.19. A weakly mixing measure preserving system (X, F, T, µ) is said to have Lebesgue spectrum if the spectral measure of each function f ∈ L 2 (µ) with f dµ = 0, σ f , is absolutely continuous with respect to Lebesgue measure.
Theorem 2.20. [Ass03c] Let (X, F, T, µ) be a uniquely ergodic system which is weakly mixing with Lebesgue spectrum. Consider f ∈ C(X). Then for all x ∈ X, the sequence a = f (T n x) is a good universal weight for the a.e. pointwise convergence in L 1 .
A Joinings Proof of the Return Times Theorem
Around the same time as the above work was being done, D. Rudolph was working on a proof of Theorem 1.10 as well. His proof which was published in [Rud94] transfers the problem to the study of shift invariant measures defined on the space of sequences. He then uses joinings of these measures to reach the same conclusion. Rudolph acknowledges that his proof follows essentially the same path as the BFKO proof [Bou89] , using the characteristics of genericity and self-sampling to give a proof by contradiction. Rudolph begins his proof of Bourgain's Return Times Theorem (Theorem 1.10) by determining the set of full measure in X on which the theorem should hold true. He calls the set G(f ). The set G(f ) is created using the definition of a product-null function and aspects of genericity with respect to f, f (that is the self-sampling property). This is akin to the construction of the set X 1 and ultimately X f in the BFKO proof. It is exactly the set of points which satisfies equation (2.4) in the Theorem of Lesigne, Mauduit and Mossé (Theorem 2.16). Definition 2.21. Suppose that (X, F, µ, T ) is a dynamical system and f ∈ L ∞ (µ) with f dµ = 0. A function f is product-null if for µ × µ-a.e. (x 1 , x 2 ),
The link between product-null functions, spectral measure and the Kronecker factor is outlined in the following lemma of Rudolph. Note that this lemma actually corrects the corresponding statement in the BFKO proof.
Lemma 2.22. For f ∈ L ∞ (µ) with f dµ = 0, the following are equivalent:
1. f is product-null.
2. The spectral measure of f is non-atomic.
3. f is orthogonal to all eigenfunctions of T , i.e. f ∈ K ⊥ .
4. For µ-a.e. ergodic componentμ of µ × µ f (x 1 )f (x 2 )dμ = 0.
As in the BFKO proof, Rudolph reduces the problem using various techniques to a simpler setting. Using spectral decomposition, he assumes ergodicity. Define H as the subset in L p (µ) of functions f for which the theorem holds true. Using Hölder's inequality and properties of limits, one can show that H is a closed subspace. In a proof akin to the BFKO argument, Rudolph shows that all of the eigenfunctions lie in H.
What if H were not all of L p (µ)? Then there would be have to be a product null f which was not in H. This is deduced by taking a function which is not in H and using the decomposition of its measure into atomic and continuous parts to create a product null function which must also not be in H. This brings us back to the earlier classification of G(f ) which was based off of the averages for product null functions. Thus the theorem has been reduced to looking only at product null functions and averages which converge to 0 rather than converge to some general limit.
Let H * be all of those functions g ∈ L 1 (ν) for which the return times averages do not converge to 0 ν-a.e. for this f . Using a similar argument as for H, one can show this is a closed subspace of L 1 (ν). Thus there is a product null f and a function g such that for some element x ∈ G(f ) there is a set of positive measure B on which
for some a > 0. This is akin to the set B 1 and a constructed in equation (2.1) of the BFKO proof. The key technique of Rudolph's argument is found in his Lemma 10 where he transfers over the above assumption to the language of measures and joinings. This gives you a series of measures which create a contradiction with the product null characterization and genericity for these points. Because the function f is product-null, you have points that are f ,f generic for a measure where the integral of the points is 0, but our contradictive assumption will allow us to show that because of equation (2.5) this integral is bounded below by a.
In studying the current status of the study of return times averages, we will look at the problem from three different angles: the multiterm case, characteristic factors, and breaking the duality. Each of these areas has made significant progress since the publishing of the proof of the Bourgain's Return Times Theorem (Theorem 1.10). For each topic, we will present a bit of the historical background, the current results and some open questions still under consideration. Return Times Theorem that we will discuss in this section.
1 The second question on the break of duality is discussed in Section 5. Note that evidence of the validity of such result was first announced for the weakly mixing case in [Ass98a].
When we say multiterm return times we are looking for µ i -a.e. convergence in the same universal sense for averages of the form
(universal sense meaning that the sets of full measure X fi associated with each bounded function f i depend only on those j with 1 ≤ j < i).
As the Wiener-Wintner Theorem (Theorem 1.11) was a useful tool in the BFKO proof of the Return Times Theorem (Theorem 1.10), it was a logical first step to look at a multiterm version of the Wiener-Wintner Theorem.
Theorem 3.1. Let (X, F, µ, T ) be a measure preserving system and f ∈ L 2 (µ). For µ-a.e. x, for any measure preserving system (Y, G, ν, S) and any g ∈ L 2 (µ) for ν-a.e. y and for all θ ∈ R, the sequence
If (X, F, µ, T ) is weakly mixing, it was shown in [Ass93] that Theorem 3.1 follows as a simple consequence of Bourgain's Return Times Theorem (Theorem 1.10). The general proof of Theorem 3.1 was obtained by E. Lesigne, D. Rudolph and I. Assani [ALR95] . Their argument uses disintegration of measures. As such they reduce the proof to the case of a regular measure-preserving system. The σ-algebra used to characterize convergence (in the same role as the Kronecker factor played above) was exactly the one created by J.-P. Conze and E. Lesigne [CL84, CL88] 
This result showed a link between the study of the multiterm return times and Furstenberg nonconventional ergodic averages. Note that, at the time, for a general measure preserving system the norm convergence of the averages in equation (3.1) was not established. The connection between characteristic factors and return-time phenomena will be discussed in more detail in Section 4.
The convergence of the multiterm return times averages was obtained in 1993 and sent for publication in early 1994 for all positive integers H and L Theorem 3.2. Let k ∈ Z + . For any dynamical system (X 0 , F 0 , T 0 , µ 0 ) and any f 0 ∈ L ∞ (µ), there exists a set of full measure X f0 in X 0 such that if x 0 ∈ X f0 for any other dynamical system (X 1 , F 1 , T 1 , µ 1 ) and any f 1 ∈ L ∞ (µ 1 ) there exists a set of full measure X f1 in X 1 such that if x 1 ∈ X f1 then . . . for any other dynamical system (X k−1 , F k−1 , T k−1 , µ k−1 ) and any f k−1 ∈ L ∞ (µ k−1 ) there exists a set of full measure
Note that putting this in the context initially discussed, this result states that for any j < k, the random sequences f 1 (T
are universal good weights for a.e. convergence.
One key feature of this argument is that the author proves his result without having to create higher-order σ-algebras. By converting the question at hand to the setting of measures on M N where M is a compact metrizable space, he avoids the method of factor decomposition exploited above in the BFKO proof of the Bourgain's Return Times Theorem. The goal of Rudolph's paper is to construct an inductive argument to deduce the Multiterm Return Times Theorem from Bourgain's Return Times Theorem for two terms. If it were true that whenever a i was a universal good weight then the sequence a i f (T i x) was a universal good weight, then the induction would follow directly from Bourgain's Return Times Theorem. This is not the case as is demonstrated in the example presented in [Rud98] which is described below.
Example 3.3. Construct a bounded sequence a i with the following two properties:
1. For any measure preserving system (Y, G, ν, S) and g ∈ L ∞ (ν)
there is a process (X, F, µ, T ) and f so that for µ-a.e. x the sequence a i f (T i x) will look like the sequence in (Example 2.9) [OW92] which was shown to be not a good universal weight. Therefore, Rudolph attacks the problem by looking at another property of sequences which he will define as fully generic from which the inductive argument can be made. His proof involves four major steps. First, the setting is transformed to the language of measures on a compact metrizable space and the definition of fully generic will be made. Secondly, it is shown that for any shift invariant measure, µ, µ-a.e. sequence is fully generic. Next, he proves the induction step through his Theorem 1 which states: 
This is a set of universal full measure in M Lastly, to connect this argument with the return times it will be shown that fully generic sequences of complex values create universal good weights. His inductive argument is first shown for sequences which are generic for weaklymixing measures and then lifted to an argument for general shift-invariant measures. Rather than reproducing his argument here, we include some of the key terminology defined by Rudolph for transforming the return times argument to one about measures and joinings.
Definitions
We will begin by discussing how and why we can transfer the statement of Theorem 3.2 to the context of measures on a compact metric space. In this case we have bounded functions f 1 , . . . , f k each defined on different measure preserving systems (X i , F i , µ i , T i ). Since the functions are bounded complex-valued functions, we can consider all of them as mapping onto some compact metrizable spaces M i . For each f i we consider the map Φ i which maps from Similarly studying the genericity of pairs of points ( m 0 , m 1 ) in some space (M 0 × M 1 ) N leads to the very specific case of averages of the form
Since Rudolph's characterization leads to an inductive argument he will be able to deduce the general result of Theorem 3.2 from the case of genericity over two terms as stated in Theorem 3.4. From this description it is clear that his result covers a much wider range than we are interested in for the Multiterm Return Times Theorem. We are just interested in the measures of the form µ * i and points in M Note that this is equivalent to the expressions for genericity discussed above (Definitions 2.3 and 2.4) because for any µ-measurable A ⊂ M N we have m is generic for µ ⇐⇒ δ m is generic for µ
Definition 3.6. For a measure ν to be pointwise generic for a shift-invariant measure µ requires that for ν-a.e. m, the point m is generic for some ergodic measure µ( m) with the property µ( m)dν = µ.
It follows from Theorem 1.3 that any shift-invariant measure is pointwise generic with respect to itself. This is because Birkhoff's Pointwise Ergodic Theorem implies that for any µ ∈ M s (M ), then for µ-a.e. m ∈ M N and any µ-measurable A ⊂ M N we have
Definition 3.7. We say m is fully generic for µ ∈ M e (M ) if δ m × µ N is pointwise generic for µ × µ N . A point m ∈ M N is a fully generic point if it is generic for some measure µ ∈ M e (M ) and is fully generic for µ. , m 2 , . . .) ) with the property that
For every µ × µ N -measurable set A and µ N -a.e. ( m 1 , m 2 , . . .) we have
. If A is a µ-measurable set, then the set A = A×{}×{}×· · · is a µ×µ N -measurable set. If m is fully generic for µ, then by the above analysis
Thus m is generic for µ as well. Lemma 3.9. The set of points m ∈ M N that are generic for an ergodic measure µ is a set of universal full measure. That is to say, for any µ ∈ M e (M ) µ({ m : m is generic for µ}) = 1.
Using the above definitions, we wish to establish the following result concerning the set of fully generic points.
Theorem 3.10. Let A = { m ∈ M N : m is a fully generic point }. Then the set A has universal full measure.
m is a fully generic point for µ}.
To show that A is of universal full measure, I need only show that µ(A µ ) = 1 for all µ ∈ M e (M ). As µ × µ N is a shift-invariant measure, it is pointwise generic with respect to itself. Thus the set of all points in m = (
N which are generic for some ergodic measure µ( m) has full measure with respect to µ × µ N . Call this set B µ,1 . By Lemma 3.9 the set of all points m 0 such that m 0 is generic for µ has full measure with respect to µ. Call this set 
Characteristic Factors
As you can see in the BFKO proof of the Return Times Theorem one of the keys to the argument was to break up the function using the Kronecker factor in order to prove the result independently for both the eigenfunctions and those functions in the orthocomplement of the Kronecker factor. Using factors in proving convergence in ergodic theory has long been a very useful tool. The notion of a characteristic factor is originally due to H. Furstenberg and is explicitly defined in [FW96] .
Definition 4.1. When the limiting behavior of a non-conventional ergodic average for (X, F, µ, T ) can be reduced to that of a factor system (Y, G, ν, T ), we shall say that the latter is a characteristic factor of the former.
For each type of average under consideration, one will have to specify what is meant by reduced in the given case. One approach to studying the convergence of nonconventional averages is to find the minimal characteristic factor which is the smallest factor which is characteristic for a given type of recurrence. In the case of Furstenberg and Weiss [FW96] , they define the notion of characteristic factor when finding a characteristic factor for averages of the type 1
Therefore their specific definition of characteristic factor is as follows.
Definition 4.2. If {p 1 (n), p 2 (n), . . . , p k (n)} are k integer-valued sequences, and (Y, G, ν, T ) is a factor of a system (X, F, µ, T ), we say that G is a characteristic factor for the scheme {p 1 (n), p 2 (n), . . . , p k (n)}, if for any
converges to 0 in L 2 (µ).
Characteristic Factors and the Return Times Theorem
The proof by D. Rudolph of the Multiterm Return Times Theorem (Theorem 3.2) gives an elegant proof of the theorem, but avoids the creation of the null set off of which the averages converge and the discovery of the factor which was characteristic for the return times averages. Both the null set and the characteristic factor played a key role in the proofs of Theorem 1.10 for two terms in [Bou89] We first consider the factors used by H. Furstenberg to prove Szemerédi's Theorem [Fur77] . These factors are called k step distal factors in [Fur77] . We denote these factors as A k using the notation from [Ass03a] where these factors were shown to be L 2 -characteristic for the averages
Definition 4.3. Let (X, F, µ, T ) be an ergodic dynamical system on a probability measure space. The factors A k are defined in the following inductive way.
• The factor A 0 is equal to the trivial σ-algebra {X, ∅}
• For k ≥ 0 the factor A k+1 is characterized by the following. A function f ∈ A ⊥ k+1 if and only if
In the aforementioned paper, we prove that these seminorms are well-defined and characterize factors which are successive maximal isometric extensions.
Theorem 4.4. Let k be any positive integer. For any ergodic dynamical system (X, F, µ, T ) and for each f ∈ L ∞ (µ) we can find a set of full measure X f such that for each x ∈ X f , for any other dynamical system (Y 1 , G 1 , S 1 , ν 1 ) and any g 1 ∈ L ∞ (ν 1 ) with g 1 ∞ ≤ 1, there exists a set of full measure Y g1 such that for each y 1 in Y g1 then . . . for any other dynamical system
converges to 0.
• Thus for f ∈ A ⊥ k the average
converges to 0 ν k -a.e..
• Also we have the following pointwise upper bound for our limit lim sup
An important aspect of the equation (4.2) is the control of the orbits made by the seminorms N k+1 .
The study of the nonconventional Furstenberg averages has seen important progress being made in the last seven years. In [HK05] and [Zie02] the HostKra-Ziegler factors Z k were created independently by B. Host, B. Kra and T. Ziegler and were shown to be characteristic in L 2 norm for the Furstenberg averages.
Definition 4.5. Let (X, F, µ, T ) be an ergodic dynamical system on a probability measure space. The factors Z k are defined as follows.
• The factor Z 0 is equal to the trivial σ-algebra.
• The factor Z 1 can be characterized by the seminorms |f | 2 where
• The factor Z 2 is the Conze-Lesigne factor, CL. Functions in this factor are characterized by the seminorm | · | 3 such that
A function f ∈ CL ⊥ if and only |f | 3 = 0.
• More generally B. Host and B. Kra showed in [HK05] that for each positive integer k we have 
Breaking the Duality
As mentioned above the original Return Times Theorem (Theorem 1.10) can be easily extended to L p (µ) and L q (ν) where Theorem 5.1. Let (X, F, µ, T ) be a measure preserving system and f ∈ L 1 (µ) then for µ-a.e. x, for each measure preserving system (Y, G, ν, S) and every g ∈ L 1 (ν) the averages
The proof is a consequence of the Wiener-Wintner Ergodic Theorem (Theorem 1.11), the Spectral Theorem and the Maximal Ergodic Theorem [Ass03c] . In view of this result one could look for the true nature of the dynamic involved in the return times theorem allowing to go beyond the Hölderian duality.
A first evidence of the possible validity of the return times theorem beyond the Hölderian duality was shown in [Ass97] and [Ass98b] . In [Ass97] , I. Assani showed that if (X, F, µ, T ) is a measure preserving system and f ∈ L p , 1 < p ≤ ∞, then we can find a set X f of full measure such that for every sequence of independent, identically distributed (
for a.e. ω. This leaves the case where p = 1 which is addressed below in Sub-
. Assani showed that a sequence {X n } of i.i.d. random variables defined on the probability space Ω and having a finite p-th moment for some 1 < p < ∞ are universal good weights for a.e. convergence of the return times averages on L q where 1 < q < ∞. That is to say that the return times holds for the pair (L p , L q ) when 1 < p, q < ∞ when we restrict the initial term to i.i.d. random variables.
Subsequent work by C. Demeter in [Dem04] looked at breaking the duality in weighted ergodic averages of the form
where a(k) is a sequence of complex numbers and T is a linear operator of some L p space with 1 ≤ p ≤ ∞ and f ∈ L p . Further progress along these lines can be seen in Theorem 1.6 of C. Demeter, M. Lacey, T. Tao and C. Thiele [DLTT08] , see also [Ass97] and [BJLO04] , which is stated below.
Theorem 5.2. Assume that either p > 1 and q = 1, or p = 1 and q > 1. For each dynamical system (X, F, µ, T ) and each f ∈ L p (µ) there is a set X * ⊆ X of full measure, such that for each sequence of L p i.i.d. random variables Y n defined on the probability space (Y, G, ν) and each x ∈ X * ,
exists for ν-a.e y. [BJLO04] present a construction which demonstrates that the duality is necessary in the case that q = 1. They show that if {X n } is a nonnegative i.i.d. sequence with E(|X 1 |) < ∞ and E(X 1 ) = 0 which is not essentially bounded then there exists a sequence {a(n)} of nonnegative numbers such that the sequence of its arithmetic means converges to zero and the sequence of weighted averages of the X n taken with the weights a(n) is as bad as possible, i.e. the lim inf heads to 0 while the lim sup heads to ∞ (see also [CL09, LW07] ). In [Dem04] , C. Demeter showed that the duality is necessary for the q-Besicovitch sequences to make universal good weights when q > 1 as well. This result of Demeter is simplified in the paper [DJ04] where C. Demeter and R. Jones describe a possible approach to dealing with duality with respect to the return times.
Hilbert Transforms
While the Return Times Theorem (Theorem 1.10) looks at the convergence of weighted Cesáro averages, these averages are closely related to the discrete ergodic Hilbert transform
which is a tool of Harmonic Analysis which was first studied by M. Cotlar [Cot55] , see also A. P. Calderon [Cal68] . The connection between the convergence of the Cesaro averages and the existence of the ergodic Hilbert transform has been established by R. Jajte [Jaj87] for L 2 functions. For the one-sided ergodic Hilbert transform a simple partial summation argument shows that the convergence of the series ∞ n=1 an n implies the convergence of the averages 1 N N n=1 a n . Conjecture 5.4. Given any dynamical system (X, F, µ, T ) and f ∈ L p (µ), there exists a set of full measure X f ∈ X such that for all x ∈ X f and for every other dynamical system (Y, G, ν, S) and g ∈ L q (ν), the limit
exists for ν-a.e. y. 
However, Cuzick and Lai [CL80] proved that for each L p sequence {X k } of i.i.d. random variables where p > 1 there exists a set X * ∈ X with the property that lim n n k=−n X k (x)e 2πikθ k exists for each x ∈ X * and θ ∈ T. To study duality and the weighted convergence with respect to the Hilbert transform, it has become a customary strategy following in the models as above to look at the role that i.i.d. sequences play in the convergence of such averages. In [Ass04a] , the first author proved the following about duality and the Hilbert transform.
Theorem 5.6. Let (X, F, µ, T ) be a dynamical system and f ∈ L 1 (µ). There is a set X f ∈ X of full measure such that for each sequence {Y k } of i.i.d. random variables defined on the probability space (Y, G, ν), with Y 1 ∈ L q (X), q > 1 and each
exists for ν-a.e. y. The result fails when q = 1, for some f in every ergodic dynamical system (X, F, µ, T ).
A companion result was proven in [Ass04a] this time with the i.i.d. sequence playing the role of the weight in the average.
Theorem 5.7. Let {X k } be a mean 0 sequence of i.i.d. random variables defined on the probability space (X, F, µ) which are assumed to be in L p for some p with 1 < p ≤ ∞. Then there exists a subset X * ∈ X of full measure such that for each x ∈ X * , the following holds: for any dynamical system (Y, G, ν, S) and g ∈ L r with 1 < r ≤ ∞
Cuny [Cun05] showed that this last result could be extended to the case where X 1 ∈ L log L and g ∈ L log L. Demeter [Dem06] showed that for the series
one can obtain a.e. convergence if both X n and Y n are i.i.d. sequences in L 1 . In [DLTT08] , C. Demeter, M. Lacey, T. Tao and C. Thiele showed that Conjecture 5.4 is true if 1 < p ≤ ∞ and q ≥ 2. One of their main results is the following theorem.
Theorem 5.8. Let K : R → R be an L 2 -kernel satisfying the following requirements:
Then the following inequality holds for each 1 < p ≤ ∞. There exists a finite constant C p such that
where
Later in their paper (Corollary 3.8), they transfer this result to the ergodic setting and show that the associated return times theorem holds when 1 < p ≤ ∞ and q ≥ 2. This breaks the duality but leaves open the remaining cases where [Ass03b] proved that for a finite measure preserving system (X, F, µ, T ) and f ∈ L 1 (µ) then for µ-a.e. x ∈ X the sequence {f (T n x)} is a good universal weight for the norm convergence in L 1 . This initial result gives some support for the possibility that the return times theorem would hold for the pair (L 1 , L 1 ). To approach the question of the return time for (L 1 , L 1 ), it was suggested in [Ass97] to look at the return times for the tail.
Definition 5.11. The return times property holds for the tail for the pair (L s , L t ) if for all f ∈ L s (µ) we can find a set of full measure X f such that for each x ∈ X f for all measure preserving systems (Y, G, ν, S) and for all g ∈ L t (ν) the sequence f (T n x)g(S n y) n converges ν-a.e. to 0.
In [Ass97] , the first author showed that the validity of the return times for the tail for the pair (L 1 , L 1 ) is equivalent to the following counting problem.
Conjecture 5.12. For any measure preserving system (X, F, µ, T ) and for all f ∈ L 1 (µ) and µ-a.e. x
, C. Demeter and A. Quas showed that N * (f )(x) < ∞ a.e. when f ∈ L log log L. However, in the papers [ABM05], this conjecture is proven false and its connection to return times is discussed in greater detail. The key result is Theorem 1 of [ABM05] which states Theorem 5.13. In any nonatomic, invertible ergodic system (X,
almost everywhere where
The work in [ABM05] demonstrates that with the above result the return times for the tail does not hold for the pair (L 1 , L 1 ) and thus the return times theorem itself does not hold for the pair (L 1 , L 1 ). As noted in [DQ04] , the method used in [ABM05] to prove Theorem 5.13 shows in fact that for f in any Orlicz space strictly bigger than L log log log L we can still have N * (f )(x) = ∞ a.e.
Question 5.14. Is N * (f )(x) < ∞ a.e. for f ∈ L log log log L?
A related question was raised in [CT12] by M. J Carro and P. Tradacete for the following related operator A introduced by I. Assani (see [ABM05]) and defined pointwise as
f (x − y) y > λ .
In Section 5.1 of [ABM04] we see some applications for this negative result for the Return Times in L 1 . Assume that (Ω, B, P ) is a probability measure space and Y 1 , Y 2 , . . . is a sequence of i.i.d. random variables of values in −1, 1 with P (Y n = 1) = σ and P (Y n = −1) = 1 − σ where
By the strong law of large numbers we know that lim n a n (ω) n = E(Y 1 ) = 2σ − 1.
If σ > 1 2 the for µ-a.e. ω we have lim n a n (ω) = ∞. Fix such an ω and let f ∈ L p (µ) where 1 ≤ p ≤ ∞. It was proven in [LPWR94] that if p > 1 and σ > . Set a n (ω) = n k=1 Y k (ω) and fix ω such that lim n a n (ω) = ∞. In any aperiodic dynamical system there exists a function f ∈ L 1 (µ) such that the averages
do not converge almost everywhere.
6 Other Notes on the Return Times Theorem Theorem 6.1. Let (X, F, µ, T ) be a measure preserving system on the σ-finite measure space (X, F, µ). Given a set A with finite measure, then the sequence {χ A (T n x)} is µ-a.e., a good universal weight for the pointwise ergodic theorem in L 1 .
The proof utilizes the method of Hopf's decomposition [Kre85] to extend the BFKO result to a σ-finite measure space.
One cannot extend the Return Times Theorem (Theorem 1.10) to a more general situation with an infinite measure space. In Lacey [Lac97] the following theorem is used to show that there exists a sigma-finite measure preserving system (X, F, µ, T ) and a set A ⊂ X of positive finite measure so that for almost every x ∈ X and for every aperiodic measure preserving system (Y, G, ν, S) with ν(S) = 1, there is a g ∈ L 2 (ν) so that the averages Theorem 6.2. Let X m be non-negative i.i.d. integer-valued random variables such that P (X 1 > λ) ∼ λ −α as λ → +∞. Here 0 < α < 1, so that EX 1 = +∞. Then with probability 1, for every aperiodic finite measure-preserving system (Y, G, ν, S) there is a square-integrable function g on Y for which diverges for ν-a.e. y, where the power of S above is τ n = n m=1 X m . This construction builds off of a creation of a simple random walk whose returns of the walk to the origin is almost surely a bad sequence along which to try the pointwise ergodic theorem.
Recent Extensions
In [HK09] , B. Host and B. Kra have extended the Wiener-Wintner Theorem (Theorem 1.11) by showing the following. Theorem 6.3. Let (X, F, µ, T ) be an ergodic system and f ∈ L 1 (µ) Then there is a set of full measure X f such that for every x ∈ X f the averages 1 N N n=1 a n f (T n x) converge for every nilsequence (a n ).
B. Host and B. Kra. used Theorem 6.3 to also prove that the sequence (f (T n x)) is a.e. a good weight for the convergence in Note that a sequence (a n ) ∈ ∞ is a basic l-step nilsequence if there exists a basic l-step nilsystem (G/Γ, S), a point y ∈ G/Γ, and a function F ∈ C(G/Γ) such that a n = F (S n y) for all n ∈ N. In [EZK12] , a new proof of the result of Host and Kra is given by T. Eisner and P. Zorin-Kranich and extended to Følner sequences.
Wiener-Wintner Dynamical Functions
Definition 6.4. Given an ergodic dynamical system (X, F, µ, T ) a function f ∈ L p (µ) is said to be a Wiener-Wintner function of power type α if we can find a constant C such that For example, let us look at a proof for why the one sided Hilbert transform converges in the setting of Wiener-Wintner functions.
Proof. Take f a Wiener-Wintner function of power type α > 0 and β > 0 such that βα > 1. We have
We can fix x ∈ X f , a set of full measure, such that f (T n x)e 2πinθ .
Therefore for x ∈ X f we derive the following
f (T n x)g(S n y) < ∞.
This implies that for ν-a.e y With some extra work using a truncation method one can prove the above convergence (a.e. ν) for functions g ∈ L r (ν) for 1 < r ≤ ∞. As shown in [Ass04b] not all ergodic systems have such a dense set of functions in K ⊥ even with a rate as slow as a logarithm. But interesting systems like K-automorphisms do.
Conclusion
For interested readers, there are several possible directions of study concerning return times to consider in addition to those mentioned above.
For the Cesaro averages one could extend this study to any good averaging process. For instance consider an increasing sequence of natural numbers p(n) which is good for the pointwise convergence in L p (such as the sequence of squares in L p (for 1 < p ≤ ∞ [Bou90]). One could also look at the same questions translated to the corresponding Hilbert Transform. Note that the notion of characteristic factors is not the same for the Hilbert transform and the Cesaro averages. One has to think instead in terms of the a.e. continuity of the limit of the series. For instance for the averages in Question 7.2 the corresponding averages to study with respect to Question 7.5 would be the a.e continuity in t of the series ∞ n=−∞ f (T p(n)x e 2πip(n)t n once the function f is orthogonal to the appropriate factor. Some of these questions have been raised by the first author during problem sessions at the Ergodic Theory Workshops he has organized yearly at The University of North Carolina at Chapel Hill since the summer of 2002.
