C 0 ) and D 0 , respectively. Thereafter, only two screening events at time s and s + 1 are shown (or s − 1 and s for sibs). Above the pair of dotted lines is a summary of data for other members of the family, with light dashed lines showing their influence on another family member, shown in greater detail.
ORIGINAL ARTICLE
Abstract: Screening behavior depends on previous screening history and family members' behaviors, which can act as both confounders and intermediate variables on a causal pathway from screening to disease risk. Conventional analyses that adjust for these variables can lead to incorrect inferences about the causal effect of screening if high-risk individuals are more likely to be screened. Analyzing the data in a manner that treats screening as randomized conditional on covariates allows causal parameters to be estimated; inverse probability weighting based on propensity of exposure scores is one such method considered here. I simulated family data under plausible models for the underlying disease process and for screening behavior to assess the performance of alternative methods of analysis and whether a targeted screening approach based on individuals' risk factors would lead to a greater reduction in cancer incidence in the population than a uniform screening policy. Simulation results indicate that there can be a substantial underestimation of the effect of screening on subsequent cancer risk when using conventional analysis approaches, which is avoided by using inverse probability weighting. A large case-control study of colonoscopy and colorectal cancer from Germany shows a strong protective effect of screening, but inverse probability weighting makes this effect even stronger. Targeted screening approaches based on either fixed risk factors or family history yield somewhat greater reductions in cancer incidence with fewer screens needed to prevent one cancer than population-wide approaches, but the differences may not be large enough to justify the additional effort required. See video abstract at, http://links.lww.com/EDE/B207. (Epidemiology 2017; 28: 470-478) B ecause screening behavior depends on a number of timedependent factors like previous screening history and possibly family members' behaviors, these factors can act as both confounders and intermediate variables on a causal pathway from screening to disease risk. Thus, conventional analyses that simply adjust for these variables can lead to incorrect inferences about the causal effect of screening. 1 For example, a positive result from a screening test (one's own or a family member's) might increase the frequency of screening in the future, conceivably making screening appear to be positively associated with subsequent cancer, even though the effect is actually beneficial.
To address this problem, Robins and collaborators 2-4 have suggested inverse probability weighting to analyze observational data as if it were a sequence of trials in which screening is applied at random, conditional on covariates, rather than self-selected. Essentially, each event and person time is weighted inversely by the probability of the observed screening history at that time (conditional on past history) to produce a "pseudo-population" in which screening assignment is unrelated to past measured history. The association between screening and subsequent cancer risk can then be analyzed directly in this pseudo-population without any confounding by measured risk factors. These complications do not arise in the evaluation of one-time only screening programs (e.g., Refs. 5 and 6), so they are not considered further. The targeted screening programs considered here are similar to those in various on-going studies of dynamic screening programs. [7] [8] [9] [10] These issues are illustrated by our previous use of a risk prediction model for colorectal cancer based on 27 variants from genome-wide association studies, family history, and colonoscopy history to compare population-wide screening beginning at age 50 with a genetically targeted approach. 11 We computed the ages at start of screening that would yield the same risk as the population average and found that for men, this ranged from age 42 for those at the highest risk to 52 for those at lowest risk, with a similar differential for women about 5 years later. However, this analysis did not consider the dynamics of subsequent exams depending on the outcomes of prior ones.
The primary goal of this study was to compare methods for estimating the causal effect of screening for a precursor lesion on the subsequent risk of cancer incidence in observational epidemiology studies. I also sought to assess whether a targeted screening approach in which screening schedules depend on individuals' risk factors like a genetic risk index [11] [12] [13] would lead to a greater reduction in cancer incidence than a uniform population-wide one. The motivating example concerns the use of colonoscopy to screen for polyps (adenomas) as a precursor of colorectal cancer. 11, 14, 15 Here, I illustrate the approaches first by simulation and then using data from the Darmkrebs: Chancen der Verhütung durch Screening (DACHS) study, 14, 16 a large, on-going population-based case-control study with exquisitely detailed information on screening histories for colorectal adenomas (polyps), as well as various risk factors.
SIMULATION STUDY

Simulation Model
The conceptual model for the interplay between the underlying polyp/cancer disease process and the social dynamics of screening behavior is shown in Figure 1 . The term "polyp" is used throughout to refer to an adenoma and "cancer" to a diagnosed colorectal carcinoma, whether clinically or screen detected. In simulating adenoma-carcinoma progression, any undiagnosed malignant clone is called a "tumor."
Building on our earlier simulation, 17 I generated a cohort of 5,000 sibships of size 5. For each individual, two measured covariates and two unobserved frailties were generated as a multivariate normal deviate with correlations between the two components and among members of the same sibship. The first of these components influences the biologic behavior of the polyps, and the second influences the social behavior of the family's screening behavior. I also generated a random age at censoring for each individual, independent of risk factors.
The disease process was simulated first (eAppendix 1; http://links.lww.com/EDE/B194). A large number of times to polyp development were generated for each subject under the Armitage-Doll 18 multistage model at rates that depend on the observed and latent disease risk factors. Each polyp was then allowed to grow as the square root of time, 19 at a rate that also depend on risk factors, and each cell in each polyp could undergo malignant conversion as another multistage process. Once fully malignant, tumors were assumed to grow exponentially at a randomly chosen rate until they reached a randomly chosen size that would be clinically detectable. Age at cancer incidence is the first age at which any tumor reaches that clinically detectable size, if prior to the age of censoring.
Screening histories were generated in two stages, first for each individual's initial colonoscopy at an age that depends only on fixed covariates, then for each subsequent colonoscopy at intervals that depend on fixed covariates as well as the individual's and sibs' prior histories of screens and their outcomes (eAppendix 2; http://links.lww.com/EDE/B194). For each individual, a time to the first recommended colonoscopy was assigned along with a probability of actually complying, and after each subsequent exam, a time to the next one and compliance probability was also assigned. At each exam, each previously undetected polyp could be detected with probability given by a logistic function of its size. Age at diagnosis of cancer then becomes the earliest of the previously simulated times at which each tumor would be clinically diagnosed, if not previously screen detected as a polyp and if prior to the age at censoring. In addition, some malignant tumors might be detected at screening ("screen-detected cancers"). This process continues, generating the next scheduled colonoscopy within each family, based on the history up to that point in time, until each person has reached their preassigned ages at censoring or cancer diagnosis, whichever comes first.
Specific values for each of the parameters in the disease and screening models are given in eTable 1 (http://links.lww. com/EDE/B194). Only the observable data for each individual were used in the analysis, specifically the observed risk covariates, the screening times and whether polyps were detected at each, and the time to diagnosis of cancer or censoring, whichever came first. The computer code for the simulation, analysis and tabulation routines are provided in eAppendix 7 (http://links.lww.com/EDE/B194).
The parameters of the simulation model were chosen by trial and error to produce reasonable distributions of various summary statistics, such as the age distribution of polyps, mutations, and cancers, the ages at and outcomes of screening, and associations with subjects' observed risk factors and family histories.
Estimation Methods
The analysis of the relationship of cancer risk to past screening history was based on a standard case-control study design nested within the simulated cohort. (Although the full simulated cohort could have been analyzed, this was done for comparability with the DACHS study, which used a population-based case-control design. The resulting odds ratio parameters are consistent estimators of the corresponding hazard rates from a cohort study under the incidence density sample scheme described here. 20 ) Each clinically detected incident cancer case was randomly matched with a single control from the cohort who had survived to the case's age at diagnosis (the "reference date" for the matched pair) still undiagnosed at that time. Other than sampling from each case's Cox "risk sets," no other matching was done. Cases and controls were then compared in terms of the number of screens completed over various time intervals before the reference date, using conditional logistic regression.
For causal inference, the first step is the estimation of propensity scores, the probability that an individual is screened at each age as a function of their history. A logistic model was fitted to a dataset in which each individual is represented once for every year up to censoring or cancer diagnosis. The model was fitted twice, once with only baseline risk factors and once with the time-dependent covariates, and "stabilized inverse probability weights" [2] [3] [4] were computed as the ratio of these two sets of predicted propensity scores (for the exposed or one minus the scores for the unexposed) (eAppendix 3; http:// links.lww.com/EDE/B194). These are used as weights in the conditional logistic regression model for disease. The inverse probability weighting essentially mimics an analysis in which screening history is unconfounded by any (measured) factors that influence screening behavior. Doing this in a time-dependent manner allows for such factors to include prior screening outcomes (for the same individual or family members).
Prediction of the Outcomes of Different Screening Regimens
Screening and cancer outcomes were computed based on the simulated disease process for the original cohort, imposing the following five counterfactual screening regimens:
• No screening.
• Untargeted: all individuals in the population are screened first at age 50, then at 5-or 10-year intervals, and thereafter depending on whether the previous screen was positive. Dashed lines represent structural events that affect at-risk status for the indicated events, for example, discovery of a polyp by screening leading to excision and hence removal from risk of subsequent rediscovery or malignant conversion. The first screening and its outcome is shown in the boxes labeled (T 0
• Targeted: individuals' ages at first screen and intervals between screens depend on their fixed risk index value, as described below. • Family history based: similar to the targeted schedule, except that individuals' timing depends instead on their evolving family history of cancer, • Both: similar to the targeted schedule depending on both the fixed risk index and family history and were compared with the results for the observed simulation. The timing of the first screens under the three targeted schemes was based on fitting logistic models for individuals' 10-year risk of cancer based on age and predictors (risk index and/or family history). The first target screen for each individual was then set to the age at which their predicted risk equals the 10-year risk at age 50 for the general population (eAppendix 4; http://links.lww.com/EDE/B194). Following a negative screen, the time to the next screen was set to the predicted time at which the cumulative risk would be the same as the 10-year risk at the age of the last screen. Following a positive screen, the same was done using the 5-year risk among screen-positive individuals.
I assumed these various screening policies affected only the history of screening events, not the underlying disease process, which proceeds exactly the same under all screening programs, the only difference being that discovered polyps are excised at discovery, thereby potentially altering the time at which the first tumor is clinically diagnosed.
For each screening schedule, I tabulated the following measures of performance up to the simulated age at censoring:
• The total number of screens performed, the proportion positive, and the average number of polyps detected per screen before any cancer diagnosis. • The total number of clinically diagnosed cancers and the screen detected. • The false-negative rate: the proportion of all undetected polyps that would produce a clinically detectable cancer within 10 years of screening. • The false-positive rate: the proportion of all detected polyps that would not produce a clinically detectable cancer before censoring. Figure 2 compares the nested case-control study estimates of the effect of the number of previous screens on subsequent cancer risk over various intervals of time before the reference date (the "analysis window"), with or without adjustment for the fixed covariates and the number of positive screens. These effect estimates are expressed as odds ratios per screen conducted during the indicated window. When the inverse probability weights were used, the associations were considerably stronger than without them. Table 1 summarizes the predictions of potential outcomes under the various counterfactual screening programs for the analysis window 1−10 years prior, the interval chosen by the DACHS investigators in their previous publications. In general, any of the systematic approaches, whether targeted or not, required more screens than actually observed (mainly because subjects were assumed to be fully compliant). All four systematic screening schedules led to fewer clinical cases; the strategy based on using risk factors yielding the largest reduction in cancers compared with the observed number. Likewise, the various systematic screening schedules yielded more screen-detected ("early") cancers than observed, although there were many fewer of these than the clinically diagnosed ("late") cancers since screening colonoscopies are aimed primarily at detecting polyps rather than cancers. Thus, defining the number "prevented" as the difference between a systematic program and observed behavior in the number of screen detected minus the clinically diagnosed cases, the number needed to screen (NNS) 21 to prevent one case is the lowest for the observed behavior because of the much lower number of screens performed, with relatively modest differences among the other programs. "False-negative" rates were low across all programs and "false-positive" rates lower than observed for all systematic programs.
Simulation Results
In a simulation, it is possible to "observe" directly the potential outcomes of the same individual under alternative scenarios and cross-tabulate their outcomes. eTable 2 (http:// links.lww.com/EDE/B194), does this for clinically diagnosed cancers and screen-detected cancers under pairwise comparisons of the observed screening history, population-wide, and fully targeted screening. For example, comparing clinically diagnosed cancers under targeted versus untargeted regimes yielded 1,956 cancers under both regimes, 1,668 under the untargeted regime that would not have occurred under the targeted one, and 1,432 under the targeted regime that would not have occurred under the untargeted one. There is thus a net benefit of 236 fewer cases per 100,000 under the targeted regime. Likewise, there is a net benefit of 8 (120−112) more screen-detected cancers under the targeted regime. As might be expected, the corresponding differences are much larger comparing the predicted outcomes under any of the systematic screening programs against the observed outcomes.
APPLICATION TO THE DACHS STUDY
The DACHS study 14, 16 is an ongoing population-based case-control study from Germany with detailed information on screening histories for colorectal adenomas, risk factors (sex, schooling, ever regular smoking, body mass index [5-14 years before the reference date], average metabolic equivalent of task, alcohol [average g/day], regular nonsteroidal anti-inflammatory drug use, hormone replacement therapy, and statins) and family history of colorectal cancer in first and second-degree relatives. No information was asked about screening for family members. Genotype data were not included in this analysis, as larger consortium analyses using some of these data are currently underway and others are still being generated. The current analysis includes 4,334 cases of colorectal cancer and 4,231 controls-about 3,000 additional subjects ascertained between 2011 and 2013 that were not included in previous publications. Details of the selection of data for use in this application are provided in eAppendix 5 (http://links.lww.com/EDE/B194). The original DACHS study was approved by the institutional review boards for the German Cancer Research Center (DKFZ) and participating sites; no additional data were gathered for this analysis, and no ethics review of this analysis was required.
Propensity Score Analyses
The simulation program was adapted to analyze the real data using the entire history of screening and family colorectal cancer data (eAppendix 3; http://links.lww.com/EDE/B194). The parameter estimates are provided in eTable 3 (http://links. lww.com/EDE/B194), and the resulting distributions of stabilized propensity scores for screening are shown in eFigure 1 (http://links.lww.com/EDE/B194). In addition to the effects of the fixed covariates, the probability of screening at any age was strongly related to the total number of previous screens (lnOR = 0.425 ± 0.050 per screen), the history of positive screens (positively for the first and last and negatively for the total number of other positive screens), and the number of relatives with colorectal cancer. I also fitted a logistic regression model to the screening outcomes (polyps removed at the first colonoscopy and the last three ones for which data were available). Only sex, smoking, family history, total number of previous screens (negative), and number of previous positive screens (positive) contributed appreciably to this model.
In addition to all the fixed covariates and family history at the reference date, the disease model included the number of colonoscopies over various intervals of time before the reference date as a covariate. As shown in Figure 3 , the effect estimates were always negative, but somewhat stronger when using the inverse probability weights. For example, the number of screens 1−10 years previously yields an OR estimate of 0.50 per screen, (95% confidence interval = 0.45, 0.55) without weighting, compared with 0.43 (95% confidence interval = 0.38, 0.48) with weighting. Although this is a smaller effect than that from earlier analyses, 14, 16 the units here are per number of screens in the interval rather than for a binary indicator for ever/never screened. Sensitivity analyses using the binary indicator yielded estimates closer to the previous publications, but the comparisons between analysis methods were virtually unchanged.
Evaluation of Outcomes Under Counterfactual Screening Regimens
In the simulations, the entire underlying state of the polyps/cancer process was known, so it was a simple matter to evaluate the effect of intervening on the screening process on the ultimate outcomes. Since the polyps and latent cancer processes are unobserved in the real data, the counterfactual analysis of alternative screening programs required use of simulation based on the fitted models, basically summing over all possible screening and polyp detection histories using the G-computation algorithm. 2 For each of the six screening programs described above, I simulated screening, polyp detection, and cancer histories for each subject 100 times and averaged the various outcome measures across these simulated replicates using a random effects model (eAppendix 6; http://links.lww.com/EDE/B194). The calculations were conducted in the same way as described above for the simulation, with minor differences explained in eAppendices (4-6; http:// links.lww.com/EDE/B194).
The distribution of target ages at first screen, based on fixed covariates and/or family history, is shown in Figure 4 , and the distributions of target intervals between screens for those with a negative and a positive previous screen are shown in Figure 5 . As expected, these distributions are centered at age 50 (for the first screen) and at intervals of 5 and 10 years (for subsequent screening) but show very substantial variation around them.
The predicted outcomes under different screening regimens are summarized in Table 2 . In a hypothetical cohort of 100,000 persons with a distribution of risk factors drawn from the case-control study, there would an expected reduction of cancer incidence from 4,413 cases with no screening to 4,225 under self-selected screening or 1,892 cases under uniform population-wide screening. This is further reduced to 1,241 cases by stratifying on family history alone, 756 by stratifying on the fixed covariates alone, or 208 by stratifying on both. Either population-wide or stratified screening required many more screens than the observed self-selected histories but yielded more polyps. Thus, the NNS was lowest (53) for the program that stratifies on both fixed covariates and family history or on fixed covariates alone (58), compared with 80 for screening on the basis of family history or 105 for a population-wide screening program.
All the parameter estimates in the screening and polyp detection models and the predicted outcomes of different screening programs take the case-control sampling into account 22 (eAppendix 5; http://links.lww.com/EDE/B194). Because cases are overrepresented in the case-control sample relative to the population (and hence higher risk covariate values are as well), failure to take this into account would have led to overestimates of predicted cancers.
DISCUSSION
The simulation results indicate that there can be a substantial bias in the estimated effect of screening on subsequent cancer incidence when using conventional analysis approaches and treating screening histories and their determinants as time-dependent covariates. Under some scenarios, screening might even appear detrimental despite its truly protective effect. However, in the real data application, the difference was much smaller and no apparently detrimental effect was seen even using the conventional analysis. I conclude that evaluation of dynamic screening strategies needs to use some form of causal inference techniques, such as the inverse probability weighting method discussed here. The second goal of the article was to show how counterfactual modeling approaches could be used to compare alternative dynamic strategies, such as population-wide or personalized ones. The results in Tables 1 and 2 suggest that there could be a greater benefit from strategies based on individual's environmental and/or genetic risk factors, although the magnitude of the differences may not be large enough to justify their greater complexity.
There are many assumptions involved in both the screening and the disease process parts of the simulation models. Several other colorectal cancer simulation models have previously been published [23] [24] [25] [26] [27] [28] and used for evaluation of screening programs (e.g., Greuter et al. 29 using the ASCCA 24 model or Zauber 30 using the MISCAN 31 and SimCRC 32 models). Although the specific predictions of the model may differ, both in terms of cancer risks and the effects of different screening methods, I expect that for comparing different methods of analysis, any realistic model would produce similar results.
The cost-benefit tradeoffs implicit in the NNS 21 involve more than just its effect on cancer incidence. Although reducing incidence is a worthy goal in itself, an evaluation of mortality must also consider whether early detection (of polyps or cancers) really improves survival. This issue is complicated by the well-known problems in the screening literature 33, 34 of lead-time and length bias. In simulations, one could address this by adding a survival outcome but that would require a number of additional modeling assumptions, including the effects of risk factors and family history on survival, the benefit from early detection, the effects of stage at diagnosis, treatment and their indications, and so on. For real data, one would need to collect survival outcomes, along with information on stage and environmental 35, 36 and genetic 37, 38 indications for and interactions with treatment. Ultimately, only a randomized controlled trial could really answer the question of the effect of screening on mortality.
Another element that belongs in any cost-benefit assessment is false negatives and false positives, which also have real if sometimes unquantifiable costs associated with them.
In our simulations, I defined false positives as polyps detected that would not, if left intact, have produced a cancer within 10 years, and a false negative as a potentially detectable polyp missed by screening that would have produced a cancer within the person's lifetime. Such outcomes are not directly observable in real data and can only be estimated probabilistically by simulating the G-computation formula.
Other causal inference techniques were used by Valeri et al. 39 in an analysis of the effect of intervening on stage at diagnosis distributions on racial disparities in survival. Only one article 1 has used propensity score methods to address screening, using data from the Norwegian Colorectal Cancer Prevention (NORCCAP) trial. Their analysis was similar to ours but aimed only at comparing the average causal effects of static versus dynamic screening programs (based on evolving characteristics), not personalized versus population-wide strategies.
For the DACHS study analysis, no data were available on genetics, although this is currently being collected and data from some of the participants were included in the consortium article 11 described earlier. Although there are currently no genes known to have a major effect on colorectal cancer risk, genome-wide association studies have identified 27 loci that in the aggregate are associated with a roughly two-fold range in risk across the quartiles of the distribution of the polygenic risk index, and this will doubtless increase as more loci are discovered. Ultimately, it is likely that a genetic risk score might produce a greater advantage for targeted screening than using family history, although using both types together should be even better.
Colonoscopy is currently considered the most effective means of detection of adenomas, although fetal occult blood testing is widely used in some settings. 40 Although fecal immunochemical tests or DNA-based testing procedures 41 also have been shown to be effective for the detection of colorectal cancer, their sensitivity is much lower for the detection of adenomas 5, 42 but will also likely improve over time. Although emphasizing the substantial net benefit of colorectal cancer screening, the US Preventive Services Task Force 43 recently concluded that presently available evidence does not provide a clear basis for choosing among the alternative tests. 
