Abstract. We explore the problem of stabilization of unstable periodic orbits in discrete nonlinear dynamical systems. This work proposes the generalization of predictive control method for resolving the stabilization problem. Our method embodies the development of control method proposed by B.T. Polyak. The control we propose uses a linear (convex) combination of iterated functions. With the proposed method auxiliary, the problem of robust cycle stabilization for various cases of its multipliers localization is solved. An algorithm for finding a given length cycle when its multipliers are known is described as a particular case of our method application. Also, we present numerical simulation results for some well-known mappings and the possibility of further generalization of this method.
Introduction
Nonlinear dynamical systems are often characterized by extremely unstable movements in the phase space, defined as chaotic movements [1] . In practice, it is generally desirable to suppress or prevent such chaotic behavior due to its adverse effect on the physical systems normal operation. Due to its theoretical significance and engineering applicability, much attention has been paid to the problem of chaos controlling in various fields and numerous studies [2, 3] . By chaos control we mean small external influences on the system or a small change in the system structure in order to transform the system chaotic behavior into a regular (or chaotic, still specific with other properties) one [4] .
It is assumed that the dynamical system includes a chaotic attractor, which contains a countable set of unstable cycles with different periods. If, by using some control effect, a certain cycle is stabilized locally, the system path will remain in its neighborhood, i.e. regular movements will be observed in the system. Hence, one of the ways for chaos controlling refers to the local stabilization of certain orbits from a chaotic attractor.
The problem of stabilizing cycles is closely related to the problem of finding periodic points. The various control schemes [5, 6] that were proposed for solving these problems can be divided into two large groups: direct and indirect methods. The indirect methods either use the initial mapping T iterations or imply the construction a system of which order is T times greater than the initial system order (T being the desired cycle length). Then one of the methods of finding a fixed point is applied. The most common among fixed point finding techniques is the NewtonRaphson relaxation method and its further modifications [7, 8, 9] . The next step is to select periodic points from the entire set of fixed points. In direct methods, all the points in the cycle are found concurrently, i.e. the whole cycle is stabilized. In this case, the initial system is closed by control, based on the feedback principle [10, 11, 12, 13] . Among such control schemes, the most simple in terms of physical implementation are the linear ones. However, they have significant limitations, as they can only be applied to a narrow domain of the space of parameters that are part of the initial nonlinear system [14] . One of the direct control methods is the predictive control method by B.T. Polyak [15] .
Another possible control schemes classification into two groups: methods using the Jacobi matrix and methods not based on this matrix. Naturally, it is assumed that the Jacobi matrix at the cycle points is not properly known, otherwise it would be possible to use the whole powerful apparatus of the linear control theory applied to systems linearized in the cycle neighborhood. The Jacobi matrix is an indispensable attribute of Newton-Raphson-type methods. This matrix is also used in one of the modifications derived from Polyak predictive control method.
One of the main disadvantages of Polyak scheme refers to the need for knowing the Jacobi matrix for the cycle, or at least the need for sufficiently good estimates of the cycle multipliers. The research exposed herein is purposed to improve the Polyak method by replacing it with mixed predicted values. A Jacobi matrix representation for the T cycle at a controlled system is found through the Jacobi matrix of the same cycle in the initial system. Therefore, the correspondence between the cycle multipliers of the open loop system and those of closed loop system is established.
Below, it is assumed that the initial system cycle multipliers are not exactly known, we know only know the range of their localization. Then the solution of cycles robust stabilization problem for various localization of multipliers is given, and taking into account these general provisions the Polyak method is considered. It is worth noting that in the general case of complex multipliers, we must know precisely enough their localization regions. At the end, the applications of proposed predictive control scheme to stabilize the cycles of some common systems in Physics literature are considered.
Problem statement.
Considered is a nonlinear discrete system (1)
where f (x) is a differentiable vector function of corresponding dimension. It is assumed that the system (1) has an invariant convex set A, i.e. if ξ ∈ A, then f (ξ) ∈ A. It is also assumed that this system has one or several unstable T cycles {η 1 , . . . , η T }, where all vectors are different and belong to the invariant set
The considered unstable cycles multipliers are determined as eigenvalues of the product of Jacobi matrices
f (η T −j+1 ) of dimensions m×m at the cycle points. The matrix
is called the Jacobi matrix of the cycle {η 1 , . . . , η T } . Typically, a priori the cycles of the system (1) are not known. Consequently, the spectrum {µ 1 , . . . , µ m } of the
f (η T −j+1 ) is unknown as well. The spectrum elements are called cycle multipliers. Below, we assume that some estimates on the localization set M for the cycle multipliers are known. Let us consider the control system
where
. . , T . The numbers θ 1 , . . . , θ N are real. It can be easily verified that at
the system (2) also includes the cycle {η 1 , . . . , η T }. We aim to choose such parameter N and coefficients {θ 1 , . . . θ N } so that the system (2) cycle {η 1 , . . . , η T } would be locally asymptotically stable. Naturally, when constructing these coefficients, there will be used information on set M of multipliers localization. It is also desirable [16, 17] to fulfill an additional condition: the system (1) invariant convex set A must be also invariant for the system (2). This requirement will be fulfilled, for example, if 0 ≤ θ j ≤ 1, j = 1, . . . , N . Polyak method [15] utilizes the case
Regarding the set M , it was assumed that M = D∪{µ * } where D = {z : |z| < 1} is the central unit circle on the complex plane, and µ * is a known real number. In the case m = 1 the required coefficient formula has the form ε = 1 ∓ (|µ
where 0 < ρ < 1. In this article the control problem is solved for a wider class of multipliers localization set M .
Constructing the Jacobi matrix for a controlled system
Investigating stability of T cycles of the system (2) consists in constructing of Jacobi matrix T j=1 F (η T −j+1 ) of that cycle and studying the eigenvalues of this matrix. To derive the Jacobi matrix, we use the ideas from [15] .
Let J j = f (η j ), j = 1, . . . , T , then we write the Jacobi matrix of the system (1) cycle {η 1 , . . . , η T } as J = J T ·. . .·J 1 . We introduce the following auxiliary matrices:
we get
and therefore
Next we find that
For the Jacobi matrix of the system (2) cycle {η 1 , . . . , η T } we can write:
For deriving the Jacobian formula above it was assumed that the matrix J was not degenerated. This limitation can be easily circumvented using a well-known topological technique: considering the matrix J + δI instead of the degenerated matrix J and after all calculations taking the limit as δ → 0. Thus, the following result is obtained.
Lemma 3.1. The Jacobi matrix of the cycle {η 1 , . . . , η T } in the system (2) can be represented as
where J is the Jacobi matrix of the cycle {η 1 , . . . , η T } in the system (1).
We now consider another control system, instead of system (2):
θ j = 1 then the system (4) preserves the cycle {η 1 , . . . , η T } . In addition, according to formula (3), the Jacobi matrix of the system (4) cycle is expressed in the terms of Jacobi matrix of the system (1). The advantage of the control system (4) over the system (2) consists of a fewer calculation of the values for function f (x) (more precisely, the difference is N − 2).
Main result
All results presented in this section are formulated for system (2), however they hold without change for system (4).
Theorem 4.1. Suppose f ∈ C 1 and that the system (1) has an unstable T cycle with multipliers {µ 1 , . . . , µ m }. Then this cycle will be a locally asymptotically stable cycle of the system (2) if
Proof. According to Lemma 3.1, the characteristic polynomial for a system of linear approximation in the cycle neighbourhood in the case of system (2) can be written
T . By reducing the matrix J to the Jordan form, this characteristic polynomial can be represented as
from where the theorem conclusion follows.
Note that the condition r(1) = 1 is obligatory. If, additionally, θ j ∈ [0, 1] for
This means that if some multiplier of the system (1) cycle lies in the unit circle, the corresponding multiplier of the system (2) will lie closer to zero. Thus for the closed loop system, the stabilization quality is improving. Various estimates for multipliers allow us to construct control systems that stabilize cycles. 
Then from Theorem 4.1 we get the following conclusion.
Conclusion. Suppose that f ∈ C 1 and the system (1) has an unstable T cycle with multipliers {µ 1 , . . . , µ m }, and the coefficients θ 1 , . . . , θ m+1 are found as exposed above. Then this cycle will be a locally asymptotically stable cycle of system (2) . Moreover, if the initial point belongs to the cycle basin of attraction, the convergence to the cycle is superlinear.
The superlinearity of the convergence rate follows from the fact that all multipliers of system (2) {η 1 , . . . , η T } cycle turn out to be zero.
Note that the authors are unaware about any other method that allow to stabilize a cycle by knowing the cycle multipliers only. Unfortunately, in a typical situation the multipliers are either unknown. The best we can expect is to localize them approximately. What to do in that case is considered in the next section.
Case
Theorem 4.2. Suppose f ∈ C 1 and that system (1) has an unstable T -cycle with multipliers {µ 1 , . . . , µ m } satisfying the conditions:
Let the coefficients θ j , j = 1, . . . , N , of the system (2) be determined from the condition
Then, for sufficiently small values δ j , j = 1, . . . , n 1 , the T -cycle will be a locally asymptotically stable cycle of system (2).
Proof. Since Re {µ j } < 0, j = 1, . . . , n 1 , then all coefficients θ j > 0, j = 1, . . . , n 1 .
That means that µ [r (µ)] T < |µ| 1+T when |µ| < 1, i.e. the eigenvalues of the Jacobi matrix of system (2) cycle corresponding to multipliers µ j , j = n 1 +1, . . . , m, are smaller than the multipliers absolute values. Let δ j = 0, j = 1, . . . , n 1 , then the eigenvalues corresponding to multipliers µ j , j = 1, . . . , n 1 , are equal to zero. When δ j , j = 1, . . . , n 1 , are sufficiently small in magnitude, these eigenvalues will lie in the central unit circle, as follows from Rouche theorem. Thus, all eigenvalues will less than 1 in absolute value, which means local asymptotic stability. [15] . In [15] , the coefficients θ 1 , . . . , θ N were cho- is not necessarily satisfied. Nevertheless, the value ε can be made arbitrarily small by choosing the number N large. And then, from Rouche's theorem, it follows that with a sufficiently large N the other multipliers will remain within the central unit circle. This ensures the local asymptotic stability of the system (2) cycle. When it is known that µ * < −1, the control scheme can be simplified, namely:
The case of general localization of multipliers {µ 1 , . . . , µ m } for the system (1) cycle was considered in [15] but only for T = 1. In that case, the coefficients θ 1 , . . . , θ N were no longer scalars but matrices and, as before, were chosen as θ 1 = I, θ 2 = . . . = θ N −2 = 0, θ N −1 = −θ N = ε, where I is identity matrix, 0 is zero matrix, ε = SΛS −1 , Λ = diag {ε 1 , . . . , ε m },
, if |µ j | < 1, and ε j = 0, if |µ j | > 1, and 0 < ρ < 1, ϕ ∈ {0, π} if µ j as a real number. The matrix S consists of the eigenvectors of the Jacobi matrix J for equilibrium point. Thus, to apply the stabilization method, it is necessary to know not only all the multipliers of the equilibrium, but also the Jacobi matrix itself. That is impossible when the equilibrium is not known. Now, let us we apply the scheme (2). Let µ * = ρe ıϕ . Then
If the complex number µ * lies in the left half-plane, then the coefficients of polynomial r(µ) are positive, so µ [r(µ)] T < |µ| 1+T with |µ| < 1. Therefore, each multiplier of system (2) cycle lying in the central unit circle turns out to be in absolute value less then the multiplier of the corresponding cycle of the system (1). Also, the multipliers corresponding to µ * and µ * change to zero. If the multipliers µ * and µ * are not exactly known, but they can be well estimated, then for the coefficients θ 1 , θ 2 , θ 3 , although different from the calculated ones, the values of the polynomial with these coefficients at points µ * and µ * will not exceed 1 in absolute value, as follows from the Rouche theorem. The desired control system is
1 it follows that in order to stabilize the equilibrium, it would be necessary to construct a polynomial µr(µ), so that r(1) = 1 and |µr(µ)| ≤ 1 for all |µ| < µ * .
Theorem 4.3. Let f ∈ C 1 and the system (1) has unstable equilibrium with multipliers {µ 1 , . . . , µ m } ⊂ [−µ * , µ * ]. Let the value N be odd and be chosen from the condition csc π 2N > µ * , and the coefficients θ 1 , . . . , θ N from the condition
where T N (x) is the first kind Chebyshev polynomial of odd order N . Then this equilibrium will be a locally asymptotically stable equilibrium of system (2) (modulo a finite number of cases when µ j = cos πk/N sin π/2N for some k = 1, . . . , N − 1).
The proof follows from the properties of the first kind Chebyshev polynomials:
Now we will consider the case of M = −µ * , 1 .
Theorem 4.4. Let f ∈ C 1 and the system (1) has unstable equilibrium with multipliers {µ 1 , . . . , µ m } ⊂ −µ * , 1 . Let the N value be chosen from the condition cot 2 π 4N > µ * , and the coefficients θ 1 , . . . , θ N from the conditions
where T N (x) is the first kind Chebyshev polynomial of order N . Then this equilibrium will be locally asymptotically stable equilibrium of the system (2) (modulo a finite number of cases).
Proof. Note that r(0) = T N (cos π/2N ) = 0, r(1) = T N (1) = 1. In addition
The last inequality is equivalent to − cot 2 π 4N ≤ µ ≤ 1, which proves the theorem.
Note that µ * → ∞ (N → ∞) with asymptotics 16 π 2 N 2 .
4.6. The general case. Using the ideas from Theorem 4.1 cases, we can propose the following T -cycle stabilization scheme, for which the coefficients θ j are not necessarily constants:
f ) build the control system
Let us consider how this scheme looks like in the case of a linear problem. Let f (x) = Ax where A is a non-degenerate m × m matrix. Then η = 0 is a single fixed point, in the absence of any higher order cycles. We choose θ j from the
By the Hamilton-Cayley theorem it follows that this system right-hand side is an identical zero. In the general case, applying this method to stabilizing chaotic motion tending to mixing, one can expect that after a certain number of iterations the trajectory falls into the basin of attraction for the stabilized cycle. Then the convergence to the cycle will be superlinear.
Note that if in all the considered cases |θ j | is being used instead of θ j , then it becomes possible to stabilize the system (1) cycles with multipliers lying in M = D ∪ {µ : Re (µ) ≤ 0}. Moreover, the convex invariant set of system (1) will remain such for system (2) . In addition, the system (2) multipliers, corresponding to those multipliers of system (1) that lie in the unit circle, will become closer to zero.
Examples
Let us illustrate the effectiveness of the generalized predictive control method for finding periodic orbits with several well-known examples of scalar and vector chaotic systems [18] .
The scheme applied for the logistic and triangular mappings was a general scheme
It was possible to find a large number of cycles for all considered periods T ; in general, different initial conditions are producing different cycles. Numerical calculations show that with sufficiently dense initial values grid, all cycles of a given length can be found. However, in this case it is necessary to ensure that the point x n remains within the invariant set, otherwise, as a rule it goes to infinity. If we use |θ(x)| instead of θ(x), the point x n will always remain in the invariant set. However, in this case we can find cycles only with multipliers from the set M = D ∪ {µ : Re (µ) ≤ 0}. Sections 5.1 and 5.2 give examples on finding cycles of T = 101 length, and with one value of a 101-cyclic point (30 correct signs are given). It is essential to note that such stabilization took no more than 50 iterations.
In the two-dimensional case, the scheme used was (6)
The value θ should be chosen according to the condition
, where µ * j are cycle multipliers (j = 1, 2), and in general, they are unknown. In the examples below, one of the multipliers never exceeds one in magnitude, while the second one is negative, greater than one in absolute value. Thus θ > 0, and we only have to check the compliance with the condition for the second multiplier
Let θ = |µ * 2 |+∆ and assume that |µ *
which is equivalent to
. Therefore, choosing θ = 2 k subsequently for k = 1, 2, ... we are sure that for some k we get θ ∈ 2 3 |µ * 2 | − 1 3 , 2 |µ * 2 | + 1 , then the condition (7) will be satisfied. Thus, the grid for sorting parameter θ should be chosen rather coarse. This justifies the procedure we used in our examples: running with small values for θ and then doubling them until obtaining required cycles. To our surprise, the procedure turns out to be quite efficient.
Therefore, the scheme (5) allows finding cycles both with small multipliers (examples from sections 5.3-5.8) and with large ones (examples from sections 5.9-5.12). As can be seen from these examples, the large value of multipliers is not the main obstacle. More challenging is the problem of small basins of attraction for long cycles. Therefore, it is convenient to either select a dense grid for initial values or use a sufficiently large number of iterations so that the point x n would fall into the desired basin of attraction. However, the considered examples did never exceed the 3000 iterations. One can achieve any acceptable accuracy in determining the cyclic point. In Sections 5.3-5.12 we give examples of finding cycles of lengths T = 28 and T = 50 and of found cycles by one value of these cyclic points.
5.1. Logistic mapping. The logistic mapping
is, perhaps, the most popular example. Let us consider the case h = 3.99, T = 101. 5.5. Gingerbredman mapping. The Gingerbredman mapping: (12) x n+1 = 1 + |x n | − y n , y n+1 = x n .
has its 28-cyclic point (2.27272727272727272727, 1.54545454545454545455), which is probably ( 5.6. Prey-predator mapping. For the prey-predator mapping:
the corresponding 28-cyclic point (0.12376317018625501730, 0.57263147372991431783) and 50-cyclic point (0.24281049440429664292, 0.01521176137254323254) are illustrated in Figure 6 . 5.7. Delayed logistic mapping. Figure 7 shows the 28-cyclic point (0.21510030254954651511, 0.09918125926455364970) and the 50-cyclic point (0.59978781794999876921, 0.30939166627211819911) of delayed logistic mapping: (14) x n+1 = hx n (1 − y n ) , y n+1 = x n , h = 2.27 5.11. Ikeda mapping. The Ikeda mapping is given by the equations:
where u = 0.9, τ n = 0.4 5.12. Holmes cubic mapping. The Holmes cubic mapping: (19) x n+1 = y n , y n+1 = ax n + by n − y 
Conclusion
This article deals with the problem of stabilization for nonlinear systems of two categories: those unstable and those with a priori unknown periodic orbits at discrete time. A well-known method of stabilizing controls, called the predictive control method, first proposed by B.T.Polyak, have been thoroughly investigated in this work. We have found that this method has several disadvantages: it is necessary to know the cycle exact multiplier or its sufficiently accurate estimate even in the scalar case; in the vector case, one must know the whole cycle Jacobi matrix; consequently, the proposed control does not have the required robustness with respect to the system parameters perturbations; the control gain coefficients have different signs, which can trigger the initial system multiplier's shifting beyond the central unit circle (where it lies) when applying the control; therefore, the gain coefficients must be small, and, in order to evaluate them at every instance, we need to know the multiplier's value.
All these shortcomings imply the necessity to modify the predictive control method. We propose not only to use the first and last iterations of the original mapping, but also all previous ones, by considering their linear combination. This linear combination's coefficients are sought as being of a special polynomial, characterized by certain properties. As a result, it was possible for us to extend the predictive control scope. In addition, if the coefficients are non-negative, then for the initial system cycle multipliers lying in the central unit circle the corresponding multipliers of the control system cycle become closer to zero. An algorithm is given as a special case of this method application, for finding a cycle of a given length when its multipliers are known.
One of the possible directions for future research is related to investigating new control schemes that combine the use of control system previous states and the initial system predicted states, i.e. the predictive control shall be considered together with the semi-linear control [19] as follows: The semilinear control method (when N 3 = 1 in (20)) has also certain disadvantages [19, 20] . Further studies shall aim to eliminating (reducing) inherent disadvantages of predictive control and semi-linear control, synthesizing these approaches together.
